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Abstract
Electricity generation for Information and Communications Technology (ICT) contributes over 2% of
the human-generated CO2 to the atmosphere. Energy costs are rapidly becoming the major operational
expense for ICT and may soon dwarf capital expenses as software and hardware continue to drop in price.
In this dissertation, three new approaches to achieving energy-proportional operation of network links and
data servers are explored.
Ethernet is the dominant wireline communications technology for Internet connectivity. IEEE 802.3az
Energy Efficient Ethernet (EEE) describes a Low Power Idle (LPI) mechanism for allowing Ethernet links to
sleep. A method of coalescing packets to consolidate link idle periods is investigated. It is shown that packet
coalescing can result in almost fully energy-proportional behavior of an Ethernet link. Simulation is done
at both the queuing and protocol levels for a range of traffic models and system configurations. Analytical
modeling is used to gain a deeper general insight into packet coalescing.
The architecture of a hybrid web server based on two platforms – a low-power (ARM based) and a
high-power (Pentium based) – can be used to achieve step-wise energy-proportional operation and maintain
headroom for peak loads. A new method based on Gratuitous ARP for switching between two mirrored
platforms is developed, prototyped, and evaluated. Experimental results show that for up to 50 requests per
minute, a hybrid server where the Master platform is a 2012 server-grade desktop PC can sleep for 50% of
time with no increase in response time.
HTTP can be used for redirection in space – a new method for precise redirection in time is proposed
and used to schedule requests to a high-power server in a hybrid server. The scheduling method is modeled
as a single server queue with vacations where the vacation duration is fixed and the service distribution is
directly a function of the request load. This approach is well suited for delay tolerant applications such as
application updates and file back-up. Energy-proportional operation is shown to be achievable in a prototype
system.
vii
A first-order estimation with conservative assumptions on the adoption rate of the methods proposed
and studied here shows that these methods can collectively enable energy savings in the order of hundreds
of million dollars in the US annually.
viii
Chapter 1: Introduction
Due to the rapid conversion of information format to digital, and information and service delivery to
Internet-based, there has been a phenomenal growth in the energy consumption of ICT in the last decade.
The cost to power ICT systems is rapidly becoming the highest operational cost of datacenters and may soon
surpass capital expense as hardware and software costs continue to drop. Burning fossil fuels to generate
this electricity not only releases several pollutants to the environment, but also contributes to CO2 emissions
to the atmosphere. From a scientific point of view, CO2 has properties that suggest it can contribute
significantly to the warming of the planet [59]. This dissertation is focused on reducing the energy use
of ICT systems connected to the Internet via wired networks. More specifically, this dissertation focuses on
three large energy consumers of the Internet: Ethernet links, Ethernet switches, and data servers.
1.1 Background
To understand the scope and significance of this work, it is necessary to have a quantitative understanding
of 1) how much energy ICT systems use, 2) how much of this energy is wasted, and 3) how much of the
wasted energy can be saved through reducing the energy consumption of ICT systems during operation. The
definitions used throughout this dissertation for a system and a component are taken from [12]. A system
is a collection of components, which are typically heterogeneous in nature. A component is an atomic unit
within a system. Note that these definitions are abstract and general, and their granularity can vary based
on use. For instance, an Ethernet LAN switch can be considered as a system. The components within the
switch will then be the CMOS switch chip, the port blocks, optional memories and CPUs within the switch,
etc. A port block can also be considered as an entire system with components such as the PHY and MAC.
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Buildings electricity ~2710 TWh
Electronics ~290 TWh
Networked ~150 TWh
Network equipment 
~20 TWh
All electricity ~3730 TWh
Figure 1.1: US electricity consumption in 2008 [29], [86] (not to scale)
1.1.1 Energy Consumption of ICT
ICT systems (including PCs, servers, cooling, fixed and mobile telephony, LANs, office telecommuni-
cations and printers, as defined in [34]) are typically connected to the Internet. The number of ICT systems
has been growing rapidly, as evident by the statistics of the hosts connected to the Internet (zero to 908
million from 1980 to 2012 [54]). Although the individual consumption of these systems is decreasing, the
electricity consumption of ICT as a whole is increasing due to the growing number of these systems. It has
been estimated that worldwide energy use from data centers doubled between 2000 and 2005, and increased
by 56% from 2005 to 2010 [63]. This corresponds to about 1.3% of all electricity use in the world and for the
US about 2% of all electricity use [63]. PCs and monitors consume roughly 100 TWh/year in the US, which
costs about $10 billion at the average national electricity rate of $0.10 per kWh [88]. Figure 1.1 shows the
consumption of ICT in comparison to the electricity consumption of the country and in buildings in 2008.
As can be seen in this figure, 75% of all electricity in the US is consumed in buildings. Almost 10% of all
electricity consumed in buildings (8% of the total consumption) is due to electronics and almost half of this
consumption is attributed to networked electronic systems (connected to the Internet more than any other
network). ICT also contributes over 2% of the human-generated CO2 to the atmosphere which is about the
same as that of the aviation industry [34]. The trend is that 1) all consumer electronic systems will likely be
connected to the Internet (as can currently be seen in TV sets, game consoles, etc.), and 2) the consumption
of consumer electronic systems may double by 2030 [30].
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1.1.2 Energy Proportionality as a Key Concept
It has been shown that ICT systems and components within them (such as Ethernet links), are often
very lightly utilized. For instance, studies described in [90] and [92] showed that common edge links (links
from edge systems like PCs to switches) operate at much lower than their full capacity most of the time.
Even servers in Google datacenters are utilized between 10% to 50% most of the time [10]. ICT systems
are intentionally configured for low average utilization to allow for headroom (or slack) for infrequent peak
load conditions. However, these systems consume about the same power while idle as when heavily loaded.
Note that power and energy are sometimes used interchangeably in the context of Green Computing, which
is not correct. Energy is the work done in a system to generate the desired outcome (transmission of bits,
calculation, etc.), and is measured in joules (J) in the SI system. One joule is the energy expended in
one second by one ampere current against a resistance of one ohm. Power is the rate at which energy is
consumed (or produced) and is measured in watts (W = J/s) in the SI system. The unit used for energy is
often kilowatt hours (kWh), since it is the common billing unit for energy delivered to consumers by electric
energy providers (power companies). While special care has been taken in this dissertation not to confuse
the two concepts, the verb “consume” is used for both power and energy, as is common in the literature. The
term “power draw” may be the correct term for power.
The Energy Proportionality Index of an ICT system at different utilization levels is defined as,
EP =
U
P
, (1.1)
where U , 0 ≤U ≤ 1, is the utilization as a ratio (or percentage) of the full capacity, and P, 0 < P ≤ 1, is
the power consumption as a ratio (or percentage) of the peak power consumption. For P = 0 (at U = 0), it
is defined EP = 1. A system is energy-proportional when its EP for every utilization, U ≥ 0, is equal to 1.
In other words, an energy-proportional system consumes no power when not being utilized and its power
consumption grows in proportion to its utilization ([10] and [109]). Here, utilization is solely determined by
the traffic load on the system and not by any other factor such as computations needed to determine the route
on a switch to which a packet will be forwarded or decomposition and analyzing packet headers. Therefore,
if for example the aggregate packet load on a 10 Gb/s Ethernet switch is 2 Gb/s, the utilization of the switch
is 20%.
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Figure 1.2: Servers (a) power consumption, and (b) energy proportionality index
Figure 1.2a shows the power consumption of typical servers. The peak and base power in most servers
are almost the same – power consumption in 0% utilization (idle) is 90% of the peak power. For instance,
a Dell OptiPlex 790 server-grade PC that is used as a part of the testbeds in this dissertation has shown to
have about 50 W power consumption when idle, and 55 W when ten simultaneous file download requests
for a 100 MB static file are constantly made to the server (heavy utilization). In Figure 1.2b, the EP of
conventional, best, and energy-proportional servers is depicted. As shown in this figure, the EP of an
energy-proportional system is always 1.
It is important to note that EP is different than efficiency, as efficiency is the useful output of a server
divided by the total input, and is always less than 1. Energy Proportionality Index, EP, however, can be
greater than 1. For instance, consider server 1 and server 2 coupled to collectively make a hybrid server (hy-
brid servers will be defined and studied in detail in Chapter 4). Server 1 is a high-power high-performance
server capable of serving loads up to 100% of its capacity with acceptable quality of service. Server 2 is a
low-power low-performance server with the same serving capability of server 1. However, server 2 can only
serve loads up to 40% of server 1’s full capacity with acceptable quality of service. Beyond 40% load, the
quality of service of server 2 would not be acceptable. The server switches the serving server to server 1
when the overall load on the hybrid server exceeds 40%, and to server 2 when the load on the server falls
below 40%. The full power consumption of the server as a whole is server 1’s peak power and the capacity
of the server is 100% of server 1’s capacity. Figure 1.3 depicts this hybrid server’s power consumption as a
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Figure 1.3: Power consumption of a hybrid server
function of load. As can be seen in this figure, if the overall load on the server stays below 40%, the server
can deliver an EP of more than 1. A hybrid server with an operation similar to this example will be studied
in Chapter 4.
There are major efforts underway to reduce the energy consumption of ICT systems. The methods
that are closely related to this dissertation are reviewed in detail in the next chapter. Reducing the energy
consumption of ICT systems requires a focus on the following areas:
1. Reducing peak power use such that systems do not hit a “power wall” beyond which unconventional
and high-cost cooling methods such as water cooling is required for the systems to operate.
2. Increasing system utilization to operate in a more favorable region where EP is greater.
3. Making systems more energy-proportional by decreasing the idle power consumption and making the
consumption more proportional to utilization.
The first area is largely addressed by a focus on low-power VLSI design. The second area is addressed more
by approaches in the areas of load balancing, server virtualization and energy-aware routing. The third area
is the focus of this dissertation.
In this dissertation, a power consumption proportional to utilization (or offered load, if there is no loss)
is considered as the ideal power consumption for the systems under study. The methods studied in this
work try to reduce the difference between the actual and this ideal power consumption (eliminate the energy
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waste), thus bringing the system closer to energy-proportional (the lines labeled as “energy-proportional” in
Figure 1.2).
1.1.3 Opportunity for Energy Savings in Idle Periods
ICT systems, and components within them, often have the capability to be placed into a low-power
sleep state to conserve energy. In the sleep state, these systems consume a fraction of the power they would
normally use when on. Two examples are Energy Efficient Ethernet [51] and Hybrid Servers [25], which
will be the focus of the majority of this dissertation. Common between the two is that both utilize the sleep
capability in idle periods to gain energy savings and approach energy-proportionality. A brief explanation
of each follows. A thorough explanation and details of each will be presented later in Chapters 3 and 4.
IEEE 802.3az Energy Efficient Ethernet (EEE) [51] is an standard for twisted pair Ethernet to enable the
Ethernet link to enter a Low-Power Idle (LPI) state when no traffic is on the link to transmit. By entering the
LPI state, the physical layer is put to sleep which reduces the overall power consumed by the link. A hybrid
server consists of two co-located heterogeneous server platforms where one platform is low-performance
and low-power and the other is high-performance and high-power. The low-power platform can perform
some (or all) of the tasks of the high-power platform, although with lower performance. When the high
performance of the high-power platform is not needed (in idle periods, for instance) it is put to sleep and the
service is switched to the low-power platform.
Given the low utilization, there are often periods of idleness where the ICT system is not needed. If the
system is put to sleep during these periods, the power consumption will drop to that of the sleep state and
energy will be saved (Figure 1.4). However, there is always a transition time associated with sleeping and
waking up. The transition times are Ts (wake-to-sleep) and Tw (sleep-to-wake). An idle period is shown
by tgap, the time the system spends in the sleep state is tsleep, and,
tsleep = tgap− (Ts+Tw). (1.2)
However, not all idle periods are suitable for sleeping because of the transition overhead. Of interest is the
conditions that should be met for sleeping in idle period to result in energy savings. This analysis, presented
below, is similar to what is presented in [50].
6
Tw
sleep
time
Figure X. states of a system  with sleep capability in idle periods
state
wake
off
Ts Tw Ts
tgap
Figure 1.4: States of a system with the capability of sle ping in dle periods
Let the power consumption of the system in the wake state and the sleep state (as a percentage or ratio
of the system’s peak power) be Pa and Ps, respectively. Similarly, let the power consumption of the system
while in wake-to-sleep transition and while in sleep-to-wake transition be Pws and Psw, respectively. Also,
let G denote the energy savings gained by sleeping in an idle period. Clearly,
G = tgapPa−
(
TsPws+TwPsw+Pstsleep
)
, (1.3)
where tsleep can be obtained using Equation (1.2). For instance, in a system where Pa = 1, Ps = 0.1, Pws = 0.7,
Psw = 1.4, Ts = 2 s, and Tw = 4 s, G= 0.9tgap−7.0. So, in order for G > 0, tgap should be greater than 6.3 s.
Sleeping in a shorter idle period will result in a zero, or negative energy gain. Formally,
G > 0 (1.4)
tgapPa−
(
TsPws+TwPsw+Pstsleep
)
> 0 (1.5)
tgapPa−TsPws−TwPsw−Ps (tgap−Ts−Tw) > 0 (1.6)
tgap (Pa−Ps) > Ts(Pws−Ps)+Tw(Psw−Ps). (1.7)
So, the necessary condition that must be met in order for sleeping in an idle period of length tgap to achieve
energy savings is,
tgap >
Ts(Pws−Ps)+Tw(Psw−Ps)
(Pa−Ps) . (1.8)
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tgap
tsleepcoalesced jobs
Figure 1.5: Arriving jobs (a) without, and (b) with coalescing
Typically, Pa ≥ Psw ≥ Pws ≥ Ps, although in systems where there are power spikes when the system wakes
up from sleep, Psw > Pa. In the systems studied in this dissertation, it is assumed that Pa = Psw = Pws. This
assumption is either based on direct measurements of the systems under study, or on the values advised by
the manufacturers of the systems under study, which will be explained in their corresponding chapters. With
this assumption, Equation (1.8) can be simplified as
tgap > Ts+Tw. (1.9)
Energy saving by transitioning to sleep cannot be achieved in idle periods that are not suitable for sleeping.
On the other hand, if a few idle periods are consolidated into a longer, continuous idle period, the system
can use it for sleep and saving energy. Figure 1.5a shows the notion of arriving jobs with interarrival
times (that is, idle periods between individual jobs) too short for sleeping, but when the jobs are coalesced
(Figure 1.5b) the now fewer idle periods are of extended and sufficient duration for sleeping. In Figure 1.5a,
the time between job arrivals is less than Ts +Tw – Equation (1.9) – and thus the idle period is not suitable
for sleeping.
1.2 Motivation
This work is motivated by the following factor: In two equal systems with equal sum of idle periods,
the system that has more suitable-for-sleeping time in idle periods has a greater opportunity to save energy.
Coalescing of workload (or jobs) before being served can be used to consolidate idle periods, thus creating
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extended idle periods to exploit for sleep. The challenge is to understand, predict, and being able to control
the energy-delay trade-off caused by coalescing and the effect of the delay in network traffic including the
downstream effects.
1.3 Thesis Statement and Contributions
The thesis is that by scheduled coalescing of jobs, the energy consumption of network links and data
servers can be reduced with a controlled trade-off of energy use and response time. The key contributions
of this work are the following:
1. A new taxonomy is developed that concisely categorizes system-level power management methods
that focus on reducing the energy consumption of wired networks. This taxonomy enables a deeper
insight into power management methods, both past and future. This work is not yet published.
2. A method that uses packet coalescing to consolidate idle periods in Ethernet links that support the
IEEE 802.3az EEE standard is studied and evaluated. This method achieves near energy-proportional
operation in an Ethernet link. This work is published in [24], [75], and [76].
3. A new design for a hybrid data server is presented and evaluated. The new design allows seamless
switching of serving platforms based on predicted future load and achieves near energy-proportional
operation for the server. This work is published in [78].
4. An extension of the notion of HTTP redirection is proposed that allows redirection in time in addition
of space. The extension enables distributed coalescing of web requests to achieve near
energy-proportionality of hybrid servers for delay-tolerant applications. Two publications resulted
from this work, [77] and [79]. The former is under review for publication and the latter is published.
Also note that some sections in Chapter 3 are copied verbatim from [74]. Repeating these material here is
necessary for clarity. These sections are 3.2.1, 3.2.2, and 3.2.3, which are taken from Chapter 3 of [74].
1.4 Outline
The chapters are organized as follows:
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• Chapter 2 presents a literature review of the past work done on system-level power management
methods. A new taxonomy is developed in this chapter to categorize the past work.
• Chapter 3 presents an analytical model and a simulation model for packet coalescing for EEE, and
also the performance evaluation of packet coalescing for EEE in Ethernet links. In this chapter,
performance evaluation of a new EEE policy of synchronous coalescing of packets in network hosts
and edge routers is also presented. This method is evaluated using an ns-2 simulation model of a LAN
switch. It is shown that the method can significantly reduce the overall energy use of a LAN switch
while introducing limited and controlled effects on typical Internet traffic.
• Chapter 4 presents the design, prototype implementation, and performance evaluation of a hybrid
data server. In this chapter, it is shown how a new hybrid data server architecture based on two
co-located, mirrored platforms (one high-performance and high-power, and the other low-performance
and low-power) can be architected to appear as a single system image to clients, significantly reduce
energy consumption, and maintain an acceptable response time.
• Chapter 5 presents a method of time shifting web requests using HTTP redirection to coalesce them
before being served by a data server. The performance of the method is studied using a prototype
hybrid server with time shifting capability.
• Chapter 6 concludes this work and suggests possible related future work in the field and introduces
open problems.
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Chapter 2: Background and Literature Review
In the life cycle of an ICT system, there are three parts that contribute to its overall energy consumption.
The first part is the energy consumed to manufacture the system (embodied energy or Emergy [95]). The
second part is the energy consumed to operate the system, which is the subject of conventional networks
energy-efficiency research (as well as the subject of this dissertation). For instance, [70] estimates the
energy to produce and operate a rack switch for 10 years to be 780 kWh and 13000 kWh (assuming 150 W
average power consumption), respectively. Other sources have also estimated the energy consumption
and the environmental impact of the life cycle of PCs ([115] and [48], for instance), computer systems
in enterprise environments ([45], and [101], for instance) and network equipment ([87]). There is also a
third part in the energy consumption of ICT systems which is the energy consumed to end the life-cycle
of the system. The energy consumption and the environmental impacts of the first part can be reduced
by more energy-efficient and cleaner mining and manufacturing techniques, and using less materials with
lower toxic substances. Similarly, the third part can be made greener by more efficient recycling practices or
refurbishing and reusing the system. An essential method of reducing the operational energy consumption
(the second part) which is the focus of this dissertation is to power manage a system. That is, for instance,
to put the whole system or some components within it to sleep in response to lower utilization.
In this chapter, a history and background of power management methods at the system level is first
presented. Then, power management methods in the context of networks are reviewed in a new taxon-
omy consisting of three broad areas of scheduling resources, substituting technologies, and consolidating
resources.
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2.1 Background and History of Dynamic Power Management
Prior to 1998, several methods of reducing the power consumption of individual ICT systems, or
components within them, were studied and evaluated. Two sources, [68] and [12], were the first to formally
define the term Dynamic Power Management (DPM) and categorize the approaches that had been studied
until then. DPM is defined as “a design methodology that dynamically reconfigures an electronic system
to provide the requested services and performance levels with a minimum number of active components
or a minimum load on such components” [12]. DPM addresses how and when to turn off or reduce the
rate at which a system works (and thus the power consumption) during periods where the system (or some
components within it) is idle or partially needed. Determining when to reconfigure the system is the power
management policy. For instance, the simplest policy in a system-level DPM method in a PC is to turn the
display off after a certain period of inactivity, which can be defined as no user input.
Invariably, power managing a system results in some performance degradation. The concept of per-
formance in a system is defined based on many factors such as delay in performing tasks (such as serving
web requests), loss (such as dropping network packets), variation in response time, availability at times
when the system is needed, and so on. Also, these factors can change based on the nature of the system,
its applications, location, types of its users, etc. The trade-off between energy savings and the decrease in
performance is one of the main issues that needs to be addressed when studying any power management
method. Without this issue in consideration, one can (correctly) claim that the best power management
method is to turn the entire system off all the time, thus consuming no power and achieving 100% energy
savings.
Today’s DPM methods seek to reduce the power consumption of a system while limiting the perfor-
mance decrease to an acceptable level. There are two essential approaches to achieve this:
• Sleep and wakeup, where all or some components of a system are put to a low(er)-power state (usually
called sleep state or mode).
• Rate adaptation, where the rate at which the system or component works is lowered when possible to
reduce the power consumption.
Several DPM methods can be used simultaneously in a system at various levels and at different time
scales. The time scale at which the above approaches can work depends heavily on the transition time to,
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Figure 2.1: State transitions in sleep and wakeup approach
and from, sleep or the reduced-rate state. For instance, while an individual CPU can sleep in time scales of
milliseconds, an entire PC needs an idle period of magnitudes longer (minutes) to be able to sleep due to
its higher transition times (typically a few seconds). Figure 2.1 shows the states, their corresponding power
consumptions (Pa and Ps), state transitions, their transition times (Tw for waking up and Ts for going to sleep)
for a system that has two states, on and sleep. As is typical in many systems, the power consumed during
transitions can conservatively be assumed equal to the power consumption when on.
2.1.1 Sleep and Wakeup
As shown in Figure 2.1, a system can transition between active and sleep states, each of which taking a
non-zero time. There are normally periods of inactivity (idle periods) for any system. Maximum sleep time
with minimum performance impact will be achieved if the system is put to sleep at the beginning of an idle
period and is woken up just as long before the end of the idle period to cover the transition time to active
state. So, the system would be ready exactly when it needs to serve its workload and be sleeping otherwise.
Sleeping in the optimal time periods requires information about the future and is not possible considering
the random nature of ICT systems workload. This is the cause of performance trade-off. Since the end of
an idle period (arrival of the next job) cannot be predicted precisely, two scenarios can happen; either the
system is still sleeping and the job is lost due to the system’s unavailability (unless another system covers
or proxies during this period), or the job is buffered and served when the system becomes active again. This
latter causes added delay on jobs. On the other hand, when the beginning of an idle period is not determined
precisely, some power saving opportunities will be lost.
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Predicting the beginning and duration of idle periods to exploit for energy savings was first addressed
in 1996 [105], and was shortly followed by [50] in 1997. In [105], the authors use a regression model and a
simple heuristic based on past history to predict the next idle period. The authors of [50] use an exponentially
weighted moving average method to predict the next idle period. These works will be reviewed in more detail
later in this chapter. Predicting idle periods has also been addressed using stochastic models such as Markov
models [11], semi-Markov models [102], or adaptive learning trees [26]. Note that although prediction of
idle intervals precisely is of great value, the computation overhead of sophisticated methods can sometimes
increase the system’s power consumption, or even take magnitudes longer than the timescales where idle
periods occur. Therefore, simpler methods of prediction may be more practical and beneficial in certain
cases.
2.1.2 Rate Adaptation
Rate Adaptation methods are the approaches that reduce the system’s rate and bring it closer to its
utilization in order to reduce the power consumption. This is done by reducing the clock frequency of
integrated circuits in the system (CPUs, for instance). The power consumed by a CMOS integrated circuit
(P) is
P =CV 2 f , (2.1)
where C is the capacitance, V is the voltage, and f is the frequency. Since V is directly proportional to
frequency, the relationship between power and frequency is
P ∝ f 3. (2.2)
Theoretically, if the frequency of a circuit is halved, the power consumption will decrease to 1/8 of the
original. However, the same task would then take twice the original time to complete. Therefore, the
energy consumption for completing the same task would drop to 1/4 of the original consumption. Changing
frequency for energy efficiency in CMOS design was first proposed in 1992 [17] and was broadly utilized
in different DPM approaches ever since.
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2.2 Methods of Reducing the Energy Consumption of Networks
Energy consumption of the Internet was not a primary concern prior to the 21st century since the
global deployment of the Internet was at its early stages and the total energy consumed by the Internet was
negligible compared to the national energy consumption. Prior to 2003, the research on energy consumption
of network systems was confined to architecture and VLSI levels for the components of the system in
which approaches to lower the energy consumption of hardware components of interconnection networks
such as the microprocessor and switching fabric were explored ([44] and [104], for example). However,
none of them addressed the energy consumption of networks as a whole. In 1999, the opinion of the energy
consumption of transferring data over the Internet being too high was expressed in an unrefereed publication
by Huber and Mills [49]. They estimated the energy required to transfer 2 MB of data over the Internet to
be equivalent to burning 1 pound of coal. They also claimed that the Internet and systems connected to it
account for 13% of the energy consumption in the US. However, it was later revealed that their estimate
was “at least eight times too high and their estimate of total power used by office equipment is overstated by
at least a factor of four” [64]. The concern of the energy consumption of the Internet did not attract much
attention until 2003 where Gupta and Singh used the absolute values of the energy consumed by various
network systems to show that although the relative percentage of this consumption seemed low, the absolute
energy consumption is too high to be neglected anymore [41]. They used the energy consumption of hubs,
LAN and WAN switches and routers stated in [99] and calculated a total of 6.05 TWh for the total energy
consumption of network systems in 2000. They also noted that this total consumption is almost 0.07% of
total US energy expenditure of 2000 which seems to be negligible. They, however, brought forward three
main reasons to argue that there still were good reasons to consider reducing this consumption. Their reasons
were the energy inefficiency, the opportunity for vaster deployment of the Internet, and benefits in case of a
natural disaster. To show the significance of the first reason, they compared the energy consumption per byte
between the current wired Internet and the ideal consumption in wireless communication and concluded that
wireless is between 1.25 and 10 times more efficient. The second reason is that lower energy consumption
would allow the Internet to be deployed in energy-scarce parts of the world and the third reason was that in
case of a power shortage, networking equipment could operate longer on their UPS batteries if they were to
be made more energy-efficient.
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Since 2003, many methods of making networks more energy-efficient were proposed and studied. The
most significant of these methods that are related to this dissertation will be reviewed in the following
sections. In a broad categorization, methods of reducing the energy consumption of networks can be
classified into the following categories (Figure 2.2):
1. Scheduling, where jobs are shifted in time, or their service time may change, to make (or extend) idle
periods where the system can sleep, or work at a lower rate.
2. Substitution, where some (or the entire) services of a high-power system is transferred to a low-power
system, and the high-power system is put to sleep.
3. Consolidation, where load from multiple systems are aggregated on fewer systems, enabling the
excess systems to be put to sleep.
In fact, each of the above class of methods use idle periods in a different way to reduce the energy consump-
tion. Scheduling utilizes idle periods in time since it manipulates the time of occurrence and the duration
of idle periods, substitution and consolidation exploit idle periods in space since they both move the idle
periods from one (or many) systems to another (or others). Scheduling can be a part of consolidation and
substitution methods. For instance, a substitution method may manipulate idle periods by scheduling jobs
to make (or extend the existing) idle periods that are suitable for switching the service to the lower-power
system with minimal performance degradation. These types of methods will be studied in more detail later
in this chapter.
2.2.1 Scheduling
As mentioned before, Gupta and Singh [41] were the first to address the energy consumption of the
Internet as a whole. They also proposed the first general scheduling method for energy efficiency of wired
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networks. They proposed a generic approach (called uncoordinated sleeping) “where an interface sleeps
based on local decisions alone. This link layer approach could work as follows – when an interface is
about to sleep, it informs its neighbor of the fact (on a point to point link this neighbor is well-defined, in a
broadcast medium, all neighbors are informed via a broadcast). When the neighbor needs to send packets
to the sleeping interface, it first sends a packet that forces the interface to wake up. Then, after waiting the
necessary wakeup time, the actual packets are sent.” [41]. As they mentioned, their scheduling method (as
well as many other scheduling approaches studied later) was likely to be inspired by the earlier work that
had been done in wireless and sensor networks. Not surprisingly, energy efficiency in wireless networks
had been subject to extensive research for several reasons. Wireless interfaces are used in mobile systems
and sensor networks which are both battery powered. Network interfaces consume a significant portion of
the battery energy in wireless systems, so improving their energy consumption has a great impact on battery
life [106]. Many solutions studied in the context of wireless networks can be applied to the Internet as well.
Two comprehensive surveys of the research done in this field is presented in [5] and [56].
DPM methods in wireless networks have been studied in different network layers which include trans-
port layer, network layer (energy efficient routing algorithms) and in MAC layer. Scheduling for energy ef-
ficiency in MAC layer explores methods that enable the wireless network interface to sleep while there is no
data to transmit or receive while maintaining the system’s presence in the network. Methods such as Sparse
Topology and Energy Management (STEM) [100] and Power Aware Multi-Access protocol (PAMAS) [103]
are among the most significant approaches to increase the time a wireless network interface spends in
sleep mode in order to conserve energy. Shruger’s et al. proposed STEM [100] which uses one radio for
transmitting and receiving wakeup signals and another radio for packet transmission. The data transmission
radio is in stand-by mode and only turns on when the wakeup radio receives a wakeup beacon from a
neighbor node. The wakeup radio is also in sleep mode but is periodically turned on to listen to beacons
from other nodes. Therefore, the neighbor that needs to initiate a connection sends a stream of beacons to
ensure that at least one is received by the wakeup radio. Singh and Raghavendra studied PAMAS [103]
which schedules the times of packet transmission for each node and powers down the node when it is
not scheduled to transmit. Using PAMAS, nodes are scheduled to transmit data if they do not overhear
transmission. Otherwise, they are powered down since existing transmission means that other nodes in the
neighborhood cannot transmit data without causing collision. A widely-used method in wireless networks
which is standardized as a part of the IEEE 802.11 standard [52] is a beaconing method. Figure 2.3 shows
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Figure 2.3: Components of an IEEE 802.11 wireless network (taken from [52])
the components of a IEEE 802.11 wireless network. In this figure, STAs are the wireless stations, which can
be mobile (wireless devices such as cell phones) or fixed (Access Points, or APs). A collection of STAs and
an AP forms a Basic Service Set (BSS). In the beaconing method, the wireless device (STA) informs the AP
that it will put its network interface to sleep. While the interface is in sleep mode, the AP buffers the packet
destined to it and sends a beacon packet periodically. The interface wakes up periodically to listen to the
beacon from the AP and receive its packets. Some other sleep and wakeup scheduling methods for wireless
networks are synchronized. An example is Fully Synchronized Pattern [60] in wireless sensor networks.
In Fully Synchronized Pattern, all the nodes in the network are put to sleep at the same time for a fixed
period of time. Upon expiration of this period, all the nodes wake up and stay on for a fixed period, and
the process repeats. Although this approach assures that all the nodes are active at the same time, it has two
caveats. First, turning on some of the nodes may not be necessary during all active periods and second, time
synchronization among all the nodes is difficult. However, this approach is very trivial to implement. Since
the next chapter will focus on improving two scheduling methods for LAN switches and Ethernet interfaces,
reviewing scheduling methods in switches and individual Ethernet interfaces will be the subject of the rest
of this section. Note that scheduling methods in servers such as PowerNap [72], are also used extensively.
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2.2.1.1 Scheduling Methods in Ethernet LAN Switches
Gupta et al. [39] investigated the possibility of putting the interfaces and other components of a LAN
switch to sleep during periods of low utilization. The LAN traffic they collected showed that there are
significant periods of inactivity which motivated them to propose an algorithm to put the link to sleep during
these periods. Their algorithm estimated the mean time to arrival of the next packet. If the estimation shows
a sleep opportunity that compensates for the energy wasted in transition from awake to sleep states, the link
goes to sleep and is woken up upon arrival of the next packet. They addressed the possibility of losing the
first arriving packet to a sleeping link in a LAN switch by using Hardware Assisted Buffered Sleep (HABS)
in which an incoming packet wakes up the link and is buffered. Although HABS solves the problem of
losing the first arriving packet, it consumes much more energy than when simple sleeping is used in which
any packet received will wake the link up but is lost. They projected 1.8 to 2.5x energy savings using HABS
with no loss. However, more energy saving of between 2x and 4.5x is possible using their method provided
that simple sleeping was used which resulted in about 7.5 percent of loss.
Gupta et al. [42] also proposed a method and an improvement over it (On/Off-1 and On/Off-2) to
determine when and how to turn off the links of an Ethernet LAN switch based upon expiration of a timer
or when the load on the link exceeds a threshold. Based on their evaluation of the algorithm, 28% to
84% energy saving is possible using On/Off-2 method while resulting in additional packet delay and loss
especially when the traffic is highly bursty. However, Tamura et al. [108] believed that the in-rush current
caused by frequently changing the mode of the switch (as proposed by Gupta et al.’s On/Off algorithm) will
destroy the circuitry of the switch and thus must be avoided as much as possible. They introduced their
Extra Active Period (EAP) model according to which the link does not enter the sleep state even when the
buffer is empty. Instead, it remains in active mode for another active period and if the buffer still remains
empty after this extra period puts the switch to sleep. They evaluated their algorithm both numerically and
analytically using M/M/1 and IPP/M/1 queueing models and concluded that assuming Poisson traffic on the
link, their method improved the average number of turn-on instances while lowering the power reduction
ratio.
Ananthanarayanan et al. [4] proposed a similar approach to Gupta et al.’s On/Off scheme which elim-
inates the need for the ports to be on during the idle periods and takes better advantage of extended idle
periods. They proposed Time Windows Prediction (TWP) method which predicts the future traffic on each
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of the ports of the switch by observing the number of packets in a sliding window of time. If the number of
packets observed is below a defined threshold the switch powers down the port. The packets arriving to the
powered-down ports are being buffered by means of shadow ports. They report about 30% energy savings
using their approach.
Rodriguez-Perez et al. [97] built on the On/Off algorithm to remove its two shortcomings. Their
algorithm postpones sleeping if the buffer is not completely empty when the On/Off algorithm decides to go
to sleep. Instead, their algorithm waits until the buffer is drained and then determines the sleeping period.
The second shortcoming they fixed was that as opposed to On/Off, their method does not try to maximize
total sleeping time. Instead, it determines if entering sleep state for the calculated period compensated for the
cost to wakeup again or not. If it is determined not to be a “worthy” sleeping interval, the method chooses to
keep the link active and idle rather than to put it to sleep. With these two improvements, they show that their
method improves both on average delay and energy savings compared to the On/Off algorithm. However,
the degree of packet loss is slightly higher when their algorithm is used.
The Buffer-and-Burst (B&B) method proposed by Nedevschi et al. [82] shapes the traffic at network
edge routers in order to enable some of the routers inside the network to sleep. In this method, all the edge
routers shape the traffic into small bursts. Then, they transmit the bursts at the same time to ingress routers
thus enabling the ingress routers to process all the incoming burst with one sleep and wake transition. In
other words, all the edge routers synchronize the time of their burst transmissions. Since synchronizing all
the edge routers is not practically feasible, the practical method they study is for each edge router to send its
bursts at once as a single train of bursts. As a result, bursts disperse as they get further from the originating
edge router. Practical B&B showed significant overall energy savings in the network of up to 80%.
The latest scheduling method to reduce the energy consumption of LAN switches is called Periodically
Paused Switched Ethernet (PPSE) [76] which is first introduced by Blanquicet and Christensen with a
different name (Pause Power Cycle) [13]. In PPSE, all the links connected to a LAN switch are stopped
from sending any traffic at the same time for a fixed period of time. Therefore, the entire switch (or at
least the majority of its components) can be turned off during this period of time. PPSE is specifically
intended for edge network switches since these are the most lightly-utilized switches in the network with
many idle periods. Therefore, there is a good opportunity of saving energy on these switches while keeping
the adverse effect on the performance of the network as low as possible. PPSE seems similar to and is
indeed motivated by Gupta et al.’s On/Off algorithm. However, the two have a fundamental difference. In
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Figure 2.4: High-level illustration of PPSE in a LAN switch (taken from [13])
the On/Off algorithm, the future sleeping opportunities are predicted and the method tries to exploit them
by putting the switch to sleep during these times. In PPSE, the sleeping opportunities are artificially made
(through scheduling) by the switch by sending Pause Notifications. This difference leads to eliminating the
event of packet loss during off times in PPSE since it is already made sure that none of the links sends any
traffic during the idle periods. Moreover, since PPSE stops all the links at the same time, more components
of the switch can be powered off compared to On/Off and other approaches described earlier. Figure 2.4
shows a high-level view of how PPSE works. A notification message (referred to as Pause Notification
hereafter) indicating that the system connected to a link must not send any traffic for an arbitrary interval
is sent by the switch on all the links connected to it. The switch then enters a low-power state in which
a number of its components are powered off (off period). When the interval elapses, the switch resumes
to the fully operational state and resumes servicing packets (on period). The fraction of time that PPSE
enables the switch to sleep is determined by the duration of on and off periods. However, these periods are
predetermined, which can cause instability in the buffers of systems connected to the switch. If the load
on the switch is high (which happens rarely) or if there is sudden burst of packets (which can happen often
due to the bursty nature of network traffic) the switch may not be able to transmit all the packets in an on
period. This causes blocking of packets in the connected systems. and this may cause a very high delay for
the packets. The root of the problem is that PPSE does not adapt to load. A part of the next chapter will be
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Figure 2.5: Adaptive Link Rate in an Ethernet link (taken from [37])
focused on demonstrating this inefficiency using simulation and proposing and evaluating an improvement
over it to solve the problem.
2.2.1.2 Scheduling Methods in Ethernet Links
In addition to Ethernet LAN switches, scheduling methods (using both sleep and wakeup and rate
adaptation approaches) have been studied for Ethernet links. The first scheduling method for Ethernet
links was proposed by Gupta et al. [40]. This sleep and wakeup method, called Dynamic Ethernet Link
Shutdown (DELS), determines if putting the link to sleep is feasible or not based on the number of packets
already buffered in the link’s transmission queue as well as the mean interarrival time of the packets. If
putting the link to sleep is determined to be feasible, the length of the sleep is computed based on a given
maximum sleep interval and a maximum buffer size. Arriving packets to the link when in sleep mode are
buffered to be transmitted when the sleep period is over. The method is shown to save significant energy
for light link loads of less than 5%, but fails to save any significant energy for higher loads. The increase in
delay caused by this method is reported to be of the order of less than 1 ms.
Scheduling methods using rate adaptation have also been explored for wired networks. The first such
method was Adaptive Link Rate (ALR) method which was proposed in 2005 by Nordman and
Christensen [89]. ALR is evaluated both analytically and by simulation for Ethernet links and switches
in [37], [36], and [38]. ALR switches the rate of the link between high and low based on the queued
packets in the link’s buffer. The simplest rate change policy of ALR (Dual Threshold Policy [37]) uses
two thresholds on the link’s output buffer, low and high thresholds (qLow and qHigh in Figure 2.5). If the
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number of packets in the queue exceeds the high threshold, the rate is changed to high. If it decreases below
the low threshold the rate is changed to low provided that both sides of the link agree on the rate change. This
policy causes rate oscillation under certain traffic loads which increased the response time and variability.
To minimize link rate oscillation, another policy is proposed for ALR (Utilization-Threshold policy [38])
according to which the number of bytes counted during a time period is used in order to make the rate
change decision. The ALR method is inspired by the power reduction approach taken in new versions of
Asynchronous Digital Subscriber Line (ADSL), ADSL2 and ADSL2+. In these versions, three power modes
are defined; L0 in which the ADSL link is fully functional and consumes the maximum power, L2 in which
the link is still active but works at a reduced rate and consumes less power, and L3 in which the link is idle
and powered off [35]. The link transitions from L0 to L2 when the link’s transmission buffer is empty or
almost empty and to L3 mode when the user is not online [111]. The most recent rate adaptation method,
presented in [82], is called practRA. PractRA is a similar approach to ALR with a few differences. Most
importantly, practRA uses just one threshold to determine rate change and avoids oscillation by using the
packet arrival history to predict the rate in near future and only changes the rate when made sure that the
future link utilization is not more than the high rate.
The most recent advancement in making Ethernet links more energy efficient is Energy Efficient Ethernet
(EEE) [51]. EEE is a sleep and wakeup approach which makes Ethernet links close-to-energy-proportional.
Estimates show that using EEE in all current 1 Gb/s edge links in both residential and commercial buildings
and network equipment links within residences could save about $180 million/year in the US alone [24].
Two modes are defined in EEE; Active mode and Low Power Idle (LPI) mode. In Active mode the link is
powered on to transmit packets. When there are no more packets to transmit, the link can enter the LPI mode
in which the physical layer is powered off and elements in the receiver are stopped. Upon the arrival of a
packet to the link, the link can wake up in a few microseconds to resume packet transmission (Figure 2.6).
In Figure 2.6, Ts is the time needed to enter the LPI mode and Tw is the time needed to return to Active mode.
During the Tw, Ts and Tr periods, the link consumes full power while during Tq only almost 10% of the full
power consumption of the link is needed [96]. The refresh cycle of duration Tr is a periodic link activity to
maintain the alignment of the receiver’s elements to channel conditions. It can be assumed that the link uses
the same power as in Active mode during transitions [96]. The minimum Tw and Ts for 10GBASE-T links
are 4.48 and 2.88 µs respectively [51]. The transition times are high compared to the transmission time of
1.2 µs for a 1500-byte packet at 10 Gb/s. For instance, if the link wakes up to transmit a single 1500 byte
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Figure 2.7: Close-to-worst case for EEE energy efficiency
packet, it would spend 1.2 µs transmitting the packet and 7.38 µs for transitioning from the LPI mode to
the Active mode and back. This means that only about 14% of time is dedicated to transmitting the packet
and the rest to the transitions. This inefficiency of EEE was first explored by Reviriego et al. [96] in 2009.
EEE can be most efficient when packets arrive back to back in bursts. As a result, only one sleep and one
wakeup transition is required per burst which makes the percentage of time the interface spends in Active
mode close to the link utilization. This best case often occurs in the form of file downloads using TCP where
large blocks of data are burst onto a link from a server to a client at a high rate. Conversely, the worst case
happens when packets arrive with a fixed interarrival time and a spacing greater than the wake and sleep
transition times. As a result, one wake and one sleep transition would be required for transmission of each
packet resulting in inefficient operation. A close-to-worst case traffic scenario occurs when TCP ACKs are
being returned from a client to a server. TCP ACKs are typically small packets and are spaced-out evenly
(Figure 2.7). The inefficiency of EEE can be reduced by coalescing the outgoing packets into bursts thus
decreasing the number of necessary transitions to one per burst. The trade-off is added delay to packets
resulted by coalescing and the possible effects of this delay on user experience and Internet protocols such
as TCP. Packet coalescing for EEE and its trade-offs will be studied in the next chapter.
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2.2.2 Substitution
A fundamental problem with putting network-attached systems to sleep in wired networks is that the
system will lose its presence in the network. Losing network presence is the inability to respond to certain
types of traffic. For instance, if a network-attached system does not respond to ARP packets, the LAN
switch will assume that the system is not in the network and will drop packets destined to it. As another
example, during an established TCP connection (for instance for an SSH session), if the client does not
send ACK packets to the server, the connection will be dropped after a defined timeout. This problem has
resulted in a type of energy consumption of an ICT system called the induced consumption which is the
energy consumption of a system only due to being present in the network. Early substitution methods were
motivated by this problem – they put a system (a PC, for instance) to sleep but configured another system
in the network to maintain the presence of the sleeping system by answering certain network traffic on
its behalf. The system which maintained the presence was called the proxy and this approach was called
proxying. Often the network presence of a system, or multiple systems, is maintained by a low-power proxy
and the systems are put to sleep. The proxy wakes up the main system only when a message containing
a request for a service provided by the main system is received. The energy savings are gained because
of the difference between the power consumption of the systems and the proxy. Note that it is possible to
put a network-attached system to sleep and the system still maintains presence in the network. However,
such approaches often need a change in network protocols such as TCP, which makes them very difficult
to implement. In [55], for instance, a modification to the TCP/IP protocol which adds the capability of
sleep to the client is proposed. The TCP/IP protocol with this added capability is called Green TCP/IP.
The development of this capability is done by adding a TCP header, called TCP_SLEEP, which notifies the
server that the client is going to sleep. Upon receiving a packet with this header activated, the server disables
all internal TCP/IP instructions which would normally drop the connection after a period of inactivity by
the client. The client can then sleep without the connection being dropped. When the client wakes up by
sensing user activity, it send a normal TCP packet to the server and resume normal activity.
The first proxying method for energy purposes was proposed by Christensen and Gulledge in 1998 for
desktop PCs [22]. The proxy studied in [22] enables multiple PCs to sleep for extended periods of time by
answering routine messages necessary for maintaining their presence in the network. Figure 2.8 shows a
client and a proxy in a LAN. The proxy receives (1) and responds to (2) ARP packets on behalf of the client.
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Figure 2.8: Proxy server covering for a client (taken from [22])
When the client needs to respond to a message, the proxy wakes it up using a wakeup packet (3). Proxying
for other services such as the HTTP protocol [23], and the Universal Plug and Play (UPnP) protocol [62]
were also studied. In all these proxying methods, the proxy responds to routine network messages such as
ARP and SSDP discovery messages on the sleeping system’s behalf.
Nedevschi et al. proposed four different classes of power-saving proxies based on the type of traffic they
should be able to handle on behalf of the main system [81]. They identified three types of traffic that the
proxy may encounter. The first type is ignorable traffic. These packets can be safely dropped (ignored) by
the proxy without causing the main system to lose its presence in the network or appearing to clients as if it
no longer provides the services it should. The second type is the traffic that can be handled via mechanical
response. Traffic related to protocols for which the response (or requests) could be constructed with little
of no information about the state of the server fall in this category. The third category is the traffic which
requires specialized processing to be handled. A significant complexity in the design of the proxy will be
required if this type of traffic is to be handled by the proxy. These traffic types are summarized in Figure 2.9.
Based on the behavior of the proxy when encountering each type of the above traffic, the authors defined
four types of proxy. The first proxy is the simplest where the ignorable traffic is ignored by the proxy and the
main system is woken up for handling the rest. The second type is more complex. It ignores all ignorable
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Figure 2.9: Protocols that can be handled by ignoring or by mechanical response (taken from [81])
traffic and handles the ones which need mechanical responses. The third proxy maintains a small set of
applications chosen by the user to be handled by the proxy. These application are chosen from the third
category of traffic explained above. Finally, the forth proxy is the identical to the third, except that it wakes
up the main system for some other applications such as virus updates.
Agarwal et al. proposed a design for a network proxy in enterprise LAN environment, called
SleepServer [3]. Their design works as follows: one (or more) SleepServer is added to a subnet of an
enterprise LAN. The SleepServer maintains an image (in the form of a virtual machine) for each proxied
host that, when activated, maintains network presence and performs a portion or all services of the proxied
host. The images are maintained by a Virtual Machine Monitor (VMM). While it is possible to run an image
as a separate process of the SleepServer, the authors chose a VMM-based approach since VMs typically
support existing operating systems with all their standard protocols. Average savings of 60% was shown to
be possible in an enterprise using SleepServer. Agarwal et al. also proposed Somniloquy [3], an augmented
Ethernet interface with a low-power secondary processor and storage which allows the a PC to sleep while
some or its ongoing network connections are maintained by the second processor.
Substituting methods have also been used to move process and storage – which consume high energy –
from battery-powered systems to plug-in systems ([33] and [58], for instance). These approaches, where
some of all functionality of a system is transferred to another, have also been used for data servers to put
servers to sleep and reduce their operational cost. The focus of Chapter 4 is a substitution method for data
servers using two heterogeneous platforms. So, a brief history of such substitution methods for data servers
follows.
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Figure 2.10: Hybrid server operation – top: Xeon load, bottom: Atom load (taken from [25])
The idea of using two heterogeneous platforms in a server for energy efficiency was first proposed by
Chun et al. [25]. Prior to their work, substitution methods for energy efficiency in datacenters typically
focused on heterogeneous architectures. For instance, Andersen et al. proposed the Fast Array of Wimpy
Nodes (FAWN) architecture [6] which is a cluster comprised of embedded AMD Geode CPUs, and flash
storage for each CPU. They showed that FAWN achieves almost two orders of magnitude higher queries per
joules than conventional disk-based systems. Chun et al. proposed coupling a low-power low-performance
Intel Atom platform with a high-power high-performance Intel Xeon platform and switching the serving
platform between the two in response to load changes [25]. They used a threshold called Tatom to determine
when to switch between the platforms. They proposed two switching methods. The first is that the Atom
platform wakes up the Xeon platform when the load exceeds Tatom, migrates the tasks that are currently
running on it to the Xeon platform, and goes to the sleep state. The reverse process happens when the load
falls below Tatom where the tasks are migrated back to the Atom platform and the Xeon platform goes to the
stand-by state. The second method they investigated was the same, except that instead of migrating current
tasks, tasks are completed on the same platform on which they are started before the platform is powered
down. Figure 2.10 shows a snapshot of the load on the two platforms for a sample run of the hybrid server.
As can be seen in this figure, the Xeon platform only handles the excess load when the load increases to
higher than the predefined threshold (4 concurrent processes on the CPU in this example). When the load
decreases to below the threshold, the Xeon processor is put to sleep, as indicated by no load on the upper
portion of the graph (note that this figure is for the case where tasks are always completed on the same
platform on which they are started).
What is lacking in [25] and is a key challenge in a hybrid server is how to seamlessly switch between
the platforms in such a manner as to ensure that there is no intervals during which a client cannot access the
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server. Chapter 4 addresses this challenge. In Chapter 4, a new architecture for an energy-efficient hybrid
web server, called SME Web Energy Efficient Platform (SWEEP), is proposed and evaluated.
2.2.3 Consolidation
Methods of consolidation for energy efficiency started in the area of wireless sensor networks. In sensor
networks, nodes send their gathered data to a base station. It is possible for each node in a sensor network
to directly transmit their data to the base station. However, if they do, the power needed for transmission
– especially if the base station is far from the node – will soon drain the node’s battery. Many consolidation
methods in sensor networks aim to solve this problem by aggregating the data from a group of sensors (called
a cluster) to one node that is preferably close to the base station (called a cluster head), and use that particular
node to transmit all the data to the base station. This is energy-aware routing. For instance, a method called
Low-Energy Adaptive Clustering Hierarchy (LEACH) [47] uses a fixed-size subset of the sensor network
nodes as cluster heads. By rotating the role of cluster head among all nodes, LEACH ensures that the energy
load is shared fairly. Other consolidation methods for sensor networks are studied in [46], [65], and [67].
PEGASIS [67] improves on LEACH by forming a chain topology to reduce the transmission energy when
some nodes are very far from the base station. The method proposed in [46] assigns a higher probability
of being selected as the cluster head based on the remaining battery life of a node. This method is useful
in heterogeneous sensor networks. CODA [65] further divides the network into groups where each group
consists of several clusters. The further the group to the base station, the more clusters will form in it, which
results in a longer lifetime for the network compared to LEACH.
Energy-aware routing is also used in wired networks as a consolidation method. Wired networks were
originally designed without energy consumption in consideration. So, there typically is a high degree of
redundancy in the routes between two hosts in the network. Energy-aware routing seeks to put to sleep
some parts of the network as a function of the traffic load, consolidate the traffic on the active nodes, and
save energy in the network as a whole. While finding the minimum subset of resources in the network that
maintains connectivity is the goal of these methods, guaranteeing an acceptable quality of service is their
limiting factor. Energy-aware routing has been investigated for various networks such as ISP networks [20],
backbone networks [21], and optical networks [110].
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Figure 2.11: Energy-Conscious Server Switching (taken from [19])
Consolidation methods were also investigated in server clusters. A simple consolidation method for
server clusters was investigated in [19]. Energy-Conscious Server Switching, proposed and evaluated in
this paper changes the number of powered-on servers in response to load changes. Figure 2.11 shows the
architecture used in this method. In the middle of the figure there is a server switch which is similar in nature
to a load balancing switch. Traffic flows to the server switch where it is distributed to the active servers.
The number of the servers is N, and T is a defined threshold for the average traffic flow to the cluster. If
the server switch detects an average load less than T N/(N − 1), it selects a victim server V , puts it to a
lower-power state, and distributes its assigned load to the other N−1 servers. The opposite process is done
when traffic increases to above T , in which case the server switch wakes up a server and moves some of the
traffic to newly-activated server.
Chase et al. proposed an operating system for a server housing center which allocates resources to
services with energy efficiency as the primary goal in consideration [18]. The operating system, called Muse,
consists of four parts (Figure 2.12): 1) A server pool which is an array of generic and interchangeable servers
that serve the requests of a service offered by the server center, 2) reconfigurable switches, which distribute
the incoming traffic to the servers considered for serving the load, 3) load monitoring and estimation
modules, which are embedded inside switches and server operating systems and continuously monitor
the utilization levels on the machines and estimate future load, and 4) the executive, which is the entity
that reconfigures the network and the server pool to handle the provisioned future load. Services bid for
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Figure 2.12: The four parts of Muse (taken from [18])
resources by offering to pay a price for getting a level of performance. The executive compares the cost
of resources to allocate to the service (energy costs being one element in the overall cost) and allocates the
resources which maximize the server center’s benefit. They report up to 29% energy savings in the center if
their approach is adopted.
Many datacenters use server virtualization to consolidate work on fewer physical machines. Server
virtualization hides the hardware specifications of a physical server’s resources such as the number of
servers, CPU, operating systems, etc. from the server software. Using an extra application layer, a physical
server machine can be virtually divided into multiple virtual environment, each of which looking exactly
as an individual server environment to the server software (Figure 2.13). Virtualization can be supported
at hardware level [83], or at software level using solutions such as Xen [9] or VMware [107]. While
virtualization methods are not direct power management methods, they enable consolidation of work into
fewer systems, which results in less physical servers and, consequently, less power consumption.
2.2.4 Combination of Methods
As can be seen in Figure 2.2, scheduling can be combined with consolidation and substitution. In fact,
some sort of scheduling is typically needed in the two other methods in order to provide the opportunity
of substitution or consolidation. For instance, in proxying methods for PCs such as the ones studied in [2]
and [22], the flow of packets to the proxied systems is delayed until the system wakes up. In hybrid servers
such as the one studied in [25], the service time of requests is changed by moving them to a lower, or higher,
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Figure 2.13: Server virtualization
performance platform. Scheduling plays an important role in consolidation methods as well. For instance,
energy-aware routing methods can change the service time of requests by modifying the route on which they
flow. Consolidation methods for server clusters, such as the method studied in [19], also increase the service
time of the load on a server by consolidating more workload on it until a threshold is exceeded. Then, the
service time is decreases by moving a portion of the load to another server.
Combination of methods can also be viewed from another perspective. In some cases, a combination
of distinct methods can be used together to maximize energy savings. For instance, Mahadevan et al.
explored a combination of Link State Adaptation (LSA), Network Traffic Consolidation (NTC), and Server
Load Consolidation (SLC) for gaining better energy consumption in datacenter environments [71]. LSA is
adjusting the state of a link (namely, disabled, 10 Mb/s, 100 Mb/s and 1 Gb/s) to best match the traffic on
the link. NTC is a consolidation scheme in which traffic is routed on fewer links and switches in order to
save power by turning off the unutilized links. SLC is a consolidation scheme for server load where jobs
are migrated to a fewer number of servers and unutilized servers (and their ports and switches) are turned
off. It is shown that only adjusting the active links by using LSA can results in 16% power savings with no
performance penalty and up to 75% savings is possible is by also using traffic management and SLC.
2.3 Chapter Summary
In this chapter, the parts in the life cycle of an ICT system which consume energy were explained.
The part on which this dissertation is focused is the energy consumed by a system while in operation.
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A background and literature review of Dynamic Power Management (DPM) methods at the system level
was then given and the major related DPM methods were reviewed and categorized in a new taxonomy
comprised of three broad areas, scheduling, substitution, and consolidation. Table 2.1 summarizes the
reviewed methods. Methods that follow in the next chapters of this dissertation belong to the scheduling and
substitution areas. The rest of this dissertation addresses the following problems:
• How can the energy-inefficiency of EEE resulted by high transition overhead be reduced by coalescing
the outgoing packets into bursts? What are the trade-offs and possible effects of this method on user
experience and typical Internet traffic?
• In a heterogeneous hybrid server, how can the platforms be seamlessly switched in a manner so that
there is no interval during which a client cannot access the server?
• How can coalescing of requests be utilized in a hybrid server to achieve energy-proportional operation?
Table 2.1: Summary of the reviewed DPM methods in ICT systems
Scheduling Substitution Consolidation
Ethernet
Switches
- (Un)Coordinated Sleeping [41]
- HABS [39]
- On/Off 1 & 2 [42]
- Unnamed [108]
- TWP [65]
- Unnamed [4]
- Buffer & Burst [82]
- PPSE [13] and [76]
Ethernet
Links
- DELS [40]
- ALR [89], [36] and [38]
- practRA [82]
- EEE [51]
Servers - PowerNap [72]
- FAWN [6]
- Hybrid Server [25]
- Energy-Conscious
Server Switching [19]
- Muse [18]
- Virtualization [83]
Wireless
and Sensor
Networks
- STEM [100]
- PAMAS [103]
- IEEE 802.11 Beaconing [52]
- Fully Synchronized Pattern [60]
- Unnamed [33]
- Unnamed [58]
- LEACH [47]
- PEGASIS [67]
- Unnamed [46]
- CODA [65]
PCs
- Sleep with inactivity timeout
- Green TCP/IP [55]
- Unnamed [81]
- Proxy for PC [22]
- Somniloquy [2]
- SleepServer [3]
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Chapter 3: Packet Coalescing for Energy Efficient Ethernet
As described in Section 2.2.1.2, EEE uses a Low Power Idle (LPI) mode to reduce power consumption
between packet transmissions. EEE has transition times Ts (wake-to-sleep) and Tw (sleep-to-wake), which
are significantly greater than a single packet transmission time for both 1 and 10 Gb/s EEE. By coalescing
arriving packets into bursts, the overhead of Ts and Tw can be reduced and nearly energy-proportional oper-
ation can be achieved. The trade-off in coalescing is increased packet delay at the sender and, potentially,
also in downstream switches or routers.
In packet coalescing, a FIFO queue in the Ethernet interface (in the host NIC and switch or router line
card) is used to collect, or coalesce, multiple packets before sending them on a link as a burst of back-to-back
packets. This FIFO queue is called a coalescer. Packet coalescing is already used in many high-speed
Ethernet interfaces – mostly on the receive side – to reduce CPU overhead for packet processing [73].
Packet coalescing can be based on packet count and/or time from first packet arrival. In packet coalescing
based on packet count (count-based coalescing), the coalescer collects a certain number of packets before
sending them on the link in a single burst. In packet coalescing based on time from first packet arrival, the
coalescer sets a timer, called the coalescing timer, to a certain predefined time upon the arrival of the first
packet to an empty coalescer. The timer counts down to zero. When the timer reaches zero (or expires), the
coalescer sends the packets which are collected in the coalescer on the link.
In this chapter, a deeper analytical understanding of the effects of coalescing on energy savings and
delay (both in the coalescer and the downstream queues) is given first, and then two methods of packet
coalescing in EEE links and LAN switches are studied.
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Figure X. FSM for count-based coalescing for a sleep-capable link
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Figure 3.1: FSM for count-based packet coalescing for a sleep-capable link
3.1 An Analytical Energy-Delay Model for a Count-based Packet Coalescer
Figure 3.1 shows the Finite State Machine (FSM) for a packet count-based coalescer (or coalescing
queue) as implemented in a sender. In the FSMs of this dissertation, the vertical lines represent states, the
transitions are shown with horizontal arrows, the events which trigger a transition are listed on top of the
transition arrows, and the resulting actions are listed below the transition arrows. The FSM in Figure 3.1 has
the following states:
• Wake: The interface is fully powered-on and operational. Packets are queued in the link’s buffer and
transmitted in a FIFO order.
• Sleep: The link is sleeping. Packets are collected in the coalescer in this mode.
Two variables are defined as follows:
• N: Maximum number of packets that are allowed to be coalesced before transmission.
• pktCount : The variable which keeps the number of coalesced packets.
A detailed explanation for each of the FSM transitions follows:
• Transition 0: The coalescer starts in Sleep mode. pktCount is initialized.
• Transition 1: Upon generation of packets, pktCount is incremented until pktCount reaches N.
• Transition 2: This transition is made when pktCount has reached N. As a result, the FSM enters the
Wake state.
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Figure 3.2: Queueing model of a packet coalescer connected to a downstream queue
• Transition 3: The interface has transmitted all the packets in the buffer. The buffer is empty, so the
interface starts to power down by entering the Sleep state. pktCount is reset to zero.
Figure 3.2 shows the queueing model of a tandem coalescer with a downstream queue. The coalescer
could be in a host, and the downstream queue could be in a switch connected to a sleep-capable link. The
sleep/wake control unit implements the FSM in Figure 3.1. So, as explained above, the coalescer stores
packets in its buffer (when the link is sleeping) until the Nth packet arrival, and then the link is woken
up, and the packets in the buffer are transmitted on the link in a contiguous burst. Packets arriving to the
coalescer during the Wake state are included in the burst. When the buffer is empty the link is put to sleep
(Sleep state), and the coalescer begins to store packets again. Packets arrive into the coalescer at a rate λ
and require a service time of 1/µc when transmitted on the link and a second service time of 1/µd on the
outgoing link of the downstream queue. It is essential that λ < µc and λ < µd , since the system becomes
unstable otherwise. The following will be developed next:
• An exact expression for the end-to-end delay (D) which includes the delay caused by coalescing (Dc)
and in the downstream queue (Dd).
• The total fraction of idle time that can be used for energy savings, SG, which is indirectly a measure
of energy-proportionality (EP).
For tractability, deterministic interarrival and service times are assumed. As SG approaches 1, energy-
proportional operation is achieved. In a system where SG = 1, the system is capable of sleeping in all idle
periods and for the entire duration of each idle period. In a system where the base power is zero and the
system consumes exactly the peak power when active, SG is equal to EP.
Table 3.1 describes the parameters and outputs in the analytical energy-delay model for a packet coa-
lescer and a downstream queue, which will be developed next.
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3.1.1 Energy-Delay Model for Coalescer
In EEE-enabled Ethernet links where coalescing is not used, the interval between packets (or gap of
duration tgap) may be less than Ts +Tw making sleep infeasible (see Figure 1.5a). Although EEE-enabled
links would power down even if the gap is shorter than Ts + Tw, the link would use more power than it
would have if it had stayed powered on during the gap, if there is a power spike when waking up. At best,
sleeping in these short gaps will result in no energy saving. With coalescing, the total idle time over a large
period of time is the same as without coalescing, but it is now consolidated into larger gaps of duration
tgap each (see Figure 1.5 for an illustration of consolidated idle periods). If tgap > Ts + Tw, then sleep is
possible. Coalescing thus achieves two goals simultaneously, 1) increasing the duration of idle intervals,
and 2) reducing the number of idle intervals. Goal 1 enables sleep to be feasible in some cases when it
otherwise would not be, and goal 2 reduces the total number of sleep/wake transitions thus reducing the
overhead of these transitions. The trade-off is that coalescing increases packet delay. SG is a measure of
how well a system can take advantage of sleeping in idle periods (gaps), and is defined as,
SG =
 0 if Ts+Tw ≥ tgap1− Ts+Twtgap if Ts+Tw < tgap . (3.1)
If no coalescing is used (assuming that tgap > Ts+Tw), then the two following cases are possible:
Table 3.1: Key parameters and outputs for the analytical model of coalescing
λ Packet arrival rate (to the coalescer)
µc Service rate of the coalescer
µd Service rate of the downstream queue
N Packet count to open coalescer gate
M Total number of packets departing the coalescer
Ts Wake to sleep transition time
Tw Sleep to wake transition time
tgap Duration of gap between bursts after coalescing
tsleep Duration of sleep period after coalescing
SG Fraction of total sleep time to total idle time
Dc Mean packet delay for the coalescer
Dd Mean packet delay for the downstream queue
D Mean end-to-end packet delay
Lc Mean queue length for the coalescer
Ld Mean queue length for the downstream queue
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• Case 1: the duration of the idle period and thus the arrival of the first packet in the next burst of packets
can be predicted [50].
• Case 2: the link wakes up with the arrival of the first packet of the next burst of packets.
In Case 1, prediction of idle period duration is assumed to be possible and thus a wakeup can be scheduled
to occur immediately before a packet arrival – the arriving packet does not incur a wakeup transition delay.
In Case 2, predicting the duration of idle periods is not possible, so the arrival of a packet is used to trigger
a wake up – the arriving packet now does incur an added wakeup transition delay. Case 1 is solved for here
and it will be shown later that Case 1 is an approximation of Case 2 which happens in real EEE links.
When no coalescing is used,
Dc =
1
µc
, (3.2)
since no queueing can occur (λ < µc) and the only delay a packet incurs is the transmission delay. Also,
tgap =
1
λ
− 1
µc
(3.3)
(the difference between the time to the arrival of the next packet and serving the current packet).
When coalescing, the N packets stored when in the Sleep state are immediately transmitted after the
link wakes up and enters the Wake state. Packets that arrive during the transmission of these N packets will
also be transmitted, and only when the coalescer buffer is empty is a transition back to the Sleep state made.
Then, coalescing begins again, and this pattern repeats. Each of these repetitions is called a coalescing cycle.
The following assumptions are made to keep the analytical model simple and avoid dealing with cases
where ton and to f f include fractions of time. Assume λ < µc, normalize λ = 1 and restrict N = b(µc−λ )
where b = 1,2, . . . . All parameters are assumed to be integers.
Let the time it takes to coalesce N packets be to f f . The first packet arrives at time 0. So, to f f ends at the
arrival of the Nth packet starting from time 0. So,
to f f =
N−1
λ
. (3.4)
Let the time between the moment that N packets are in the queue (transmission begins at this moment) until
the time that the transmission ends plus the time until the arrival of the first packet of the next cycle be ton.
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Figure X. Queue length behavior (λ = 1, μc = 4, N = 6, μd = 2)
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Figure 3.3: Coalescer queue length behavior for λ = 1, µc = 4, N = 6, µd = 2
Upon entering the Wake state, for each µc packets that are served one additional packet will arrive. This
is equivalent to the N packets in the coalescer buffer being served with the rate µc−λ until the end of the
cycle. Based on this observation,
ton =
N
µc−λ . (3.5)
The left side of Figure 3.3 shows the evolution of queue length for a sample coalescer queue with λ = 1,
µc = 4, and N = 6. Starting at the beginning of a cycle, the queue length increases by one every 1/λ
time increment until N packets arrive. Then, starting from to f f , it drops by one every 1/µc time increment,
except every 1/λ time increment where it remains unchanged (one departure and one arrival occur at the
same time). The variable M is the total number of packets that depart the coalescer in each cycle,
M = λ (ton+ to f f ), (3.6)
which is the rate at which the packets arrive times the length of a cycle.
The coalescer average queue length is the average number of packets in the coalescer queue from the
beginning of a cycle to the end of the cycle (duration ton+ to f f ). The average queue length can be obtained
by integrating for the length of a cycle. The area under the queue length function, (1) in Figure 3.3, can be
calculated by subtracting the area under an independent queue length function for a queue with M packets
where the packets are served with rate µc with no additional arrivals (labeled by (3) in Figure 3.3), from the
area under another queue length function with the arrival rate of λ for M packets and no departures (labeled
by (2) in Figure 3.3). The average queue length, Lc, is then the area under the queue length function, (1) in
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Figure 3.3, divided by the length of a cycle,
Lc =
1
ton+ to f f
(
M
∑
j=1
( j
λ
)− M∑
j=1
( j
µc
))
=
1
ton+ to f f
(
M(M+1)
2λ
−M(M+1)
2µc
)
=
M(M+1)(µc−λ )
2λµc
(
ton+ to f f
) . (3.7)
By Little’s Law, Dc = Lc/λ ,
Dc =
M(M+1)(µc−λ )
2λ 2µc
(
ton+ to f f
) . (3.8)
The time tgap = to f f + trem, where trem is the time between the end of serving the last packet in each cycle
and the moment the first packet of the next cycle arrives. So, trem is the difference between ton and the time
it takes to serve all the M packets in a cycle, and thus,
tgap = ton+ to f f − Mµc . (3.9)
So,
SG = 1− Ts+Tw
ton+ to f f − Mµc
. (3.10)
So far, an expression for SG and for Dc is derived. The applications of these will be shown later. Next,
expressions for Dd and D will be derived.
3.1.2 Delay Model for Downstream Queue
The first packet to enter the downstream queue arrives at to f f + 1/µc and waits for 1/µd time to be
served. The next M− 1 packets arrive 1/µc times apart, and it takes 1/µd time to transmit each packet.
Here, it is assumed that µc > µd (otherwise there would be no queueing in the downstream), and also
µc = kµd , where k = 1,2, . . . . The right side of Figure 3.3 shows the evolution of queue length for the
downstream queue with µd = 2 where the coalescer queue is as shown in the same figure. The queue length
grows with rate µc−µd until all the M packets have arrived from the coalescer at time tp (this from the time
of the first arrival to the downstream queue), tp = (M−1)/µc. At tp, the downstream queue reaches its peak
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length in the cycle referred to as pd , which is less than M by the number of packets served in tp time at
the rate µd . So, pd = M−btpµdc. Before tp, for each k packets that arrive to the downstream queue, one
packet is transmitted. So, the length of the queue increases by one every 1/µc time increment, except at
every 1/µd time increments where the length remains unchanged (one departure and one arrival at the same
time). When all the M packets have arrived (at tp), the queue length decreases by one every 1/µd time until
empty (no additional arrivals).
The average queue length is the average number of packets in the downstream queue from the beginning
of a cycle to the end of the cycle, duration of which is ton+ to f f . The area under the queue length function,
(4) in Figure 3.3, can be calculated by subtracting the area under an independent queue length function for
a queue where packets arrive with rate µc for the time it takes for all the M packets to arrive , tp (or M−1
packets, this is labeled by (6) in Figure 3.3), from the area under another queue length function for a queue
with M packets where packets are served at the rate of µd with no additional arrivals (labeled by (5) in
Figure 3.3).The average downstream queue length, Ld , is then this area divided by the length of each cycle,
Ld =
1
ton+ to f f
(
M
∑
j=1
( j
µd
)−M−1∑
j=1
( j
µc
))
=
1
ton+ to f f
(
M(M+1)
2µd
−M(M−1)
2µc
)
=
M
(
µc(M+1)−µd(M−1)
)
2µcµd
(
ton+ to f f
) . (3.11)
By Little’s Law, Dd = Ld/λ ,
Dd =
M
(
µc(M+1)−µd(M−1)
)
2λµcµd
(
ton+ to f f
) . (3.12)
3.1.3 Numerical Results
Figure 3.4 shows the Energy Proportionality (SG) and the end-to-end delay (D) for parameters
λ = 1, µc = 20, and µd = 2. The relationship between these parameters models a 10 Gb/s EEE interface
connected to a 1 Gb/s uplink with 5% offered load (µc = 10µd and λ = 0.05µc). The burst size N was varied
between 19 and 513. These values for N are the smallest coalescer size allowed by the assumptions (b = 1),
and a very large coalescer size allowed by the assumptions (b = 27), respectively, to show the energy-delay
trade-off of increasing the burst size from small to infinity. No significant energy savings are achieved by
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Lambda 1 T_w 4
Mu_c 20 T_s 2
Mu_d 2
N D EP
19 14.05 0.67
38 28.05 0.84
57 42.05 0.89
76 56.05 0.92
95 70.05 0.94
114 84.05 0.95
133 98.05 0.96
152 112.05 0.96
171 126.05 0.97
190 140.05 0.97
209 154.05 0.97
228 168.05 0.97
247 182.05 0.98
266 196.05 0.98
285 210.05 0.98
304 224.05 0.98
323 238.05 0.98
342 252.05 0.98
361 266.05 0.98
380 280.05 0.98
399 294.05 0.99
418 308.05 0.99
437 322.05 0.99
456 336.05 0.99
475 350.05 0.99
494 364.05 0.99
513 378.05 0.99
532 392.05 0.99
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570 420.05 0.99
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608 448.05 0.99
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Figure 3.4: Plot of SG and D for λ = 1, µc = 20, and µd = 2
increasing the burst size beyond about 130 packets while the end-to-end delay continues to increase linearly.
This is due to the growth of ton with the burst size and an order of magnitude capacity difference of the
coalescer and the downstream queue.
Using Equation (3.1), it is possible to directly calculate the value of N to achieve a given SG value.
Assuming that tgap > Ts+Tw, from Equation (3.1),
tgap =
Ts+Tw
1−SG . (3.13)
Using Equation (3.4), (3.5), and (3.6), and after simplification,
N =
(
(Ts+Tw)(µcλ )
(1−SG)(µcλ−1)
(
λ (µc−λ )
)−λ)(
µc−1
) . (3.14)
For instance, with the same above parameters Equation (3.14) yields N ≈ 125 for an SG of 95%.
3.2 Reducing the Energy Consumption of EEE by Packet Coalescing
In this section, the simulation model used to simulate an EEE-enabled link which coalesces packets is
explained. Experiments and results for evaluating the performance of packet coalescing will be explained.
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Figure 3.5: FSM for EEE with packet coalescing
3.2.1 Simulation Model of EEE with Packet Coalescing
Figure 3.5 shows the FSM for EEE with the ability of coalescing packets before transmission. The FSM
has the following states:
• Active: The link is fully powered-on and operational. Packets are queued in the buffer and transmitted.
• LPI: The link is in the LPI mode.
• Wakeup: The link is powering on – it is in transition from LPI to Active.
• Sleep: The link powering down – it is in transition from Active to LPI.
Three timers are defined as following:
• STimer: Maintains the time spent in the Sleep state. Transitioning to LPI mode completes when this
timer expires. STimer is set to Ts when restarted.
• WTimer: Maintains the time spent in the Wakeup state. Transitioning to Active mode completes
when this timer expires. WTimer is set to Tw when restarted.
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• CTimer: The timer which maintains the packet coalescing time. Coalescing resets when this timer
expires. CTimer is set to Tcoalesce when restarted.
Two variables are defined as follows:
• pktCount : The variable which keeps the number of coalesced packets.
• maxCount : Maximum number of packets that are allowed to be coalesced before transmission.
Note that when a timer is restarted, it means that it is set to its initial value and starts to count down to
zero. When the value of the timer reaches zero, it expires. Also note that buffer is a FIFO queue in which
the packets are stored and served in the same order they arrived to the queue. A detailed explanation for
each of the FSM transitions follows:
• Transition 0: The link starts in LPI mode. pktCount is initialized.
• Transition 1: When the first packet is generated, pktCount is set to 1 and STimer is restarted which
means that STimer is set to Tcoalesce and starts to count down.
• Transition 2: When packets are generated, pktCount is incremented.
• Transition 3: WTimer has expired. The link enters the Active state.
• Transition 4: This transition is made when either pktCount has reached maxCount or STimer has
expired. As a result, WTimer is restarted and the FSM enters the Wakeup state.
• Transition 5: There link has transmitted all the packets in buffer. buffer is empty, so the link starts to
power down by entering the Sleep state. STimer is restarted to simulate the time spent to power the
link down.
• Transition 6: STimer has expired, so the link enters the LPI state.
Note that the refresh cycles (explained in Section 2.2.1.2) are ignored in this FSM as well as the simulation
models for simplicity. A link that works according to this FSM buffers packets in buffer until either STimer
expires or pktCount reaches maxCount when it wakes up and start transmitting the buffered packets
back-to-back in the same order they entered the buffer. The FSM remains in the Active state until all
the buffered packets and the packets buffered during transmission of the buffered packets are transmitted
and buffer is empty. Thus, more than pktCount packets can be sent each time the Active state is entered.
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Figure 3.6: High-level illustration of EEE with packet coalescing
A high-level illustration of EEE with packet coalescing is depicted in Figure 3.6. In this model, a PC is
connected to an Ethernet switch with a 10 Gb/s EEE with packet coalescing link. The switch is connected
to the Internet with a 1 Gb/s Ethernet link. It is reasonable to assume that a 10 Gb/s LAN is used locally in
homes or small offices in near future. Packets are generated at the PC and arrive to the 10 Gb/s EEE link
with packet coalescing which works according to the FSM depicted in Figure 3.5. After being transmitted,
packets are received by the switch and are then transmitted at 1 Gb/s (without EEE) to the Internet. Since
the capacity of the link from the switch to the Internet is 10 times lower than the one connecting the PC to
the switch, it is expected for the packets to be queued prior to transmission at the switch. This queue will be
used to evaluate the increased burstiness caused by packet coalescing. In the simulation model, simulated
packets arrive to a single server queue (the server simulates the link) which works according to the FSM in
Figure 3.5. The downstream queue is modeled with another single server queue which services the packet
in the order in which they are received.
3.2.2 Experiments
In the experiment designed to evaluate packet coalescing in this section, the response variables of interest
are:
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• Power consumption of the link; which is computed as a percentage of the link’s consumption when
working at full power using the following equation:
Plink = PstLPI +Pa (ta+ tws+ tsw) , (3.15)
in which tLPI , ta, tws and tsw are the percentages of time spent in the LPI mode, Active mode,
sleep transition and wakeup transition, respectively. The power consumption in the LPI mode, Ps,
is assumed to be 10% according to the estimations made by different NIC manufacturers during the
standardization process of EEE [96]. The power consumption during transitions is also assumed 100%
(Pa) also based on estimations made by different NIC manufacturers [96]. The power consumption in
Active mode is obviously 100% of the link’s consumption.
• Average packet delay
The factors in these experiments are:
• Transition times, Ts and Tw; set to their minimums, 4.48 and 2.88 µs respectively, as stated in [51].
• Load as a percentage of the link’s capacity. This factor is varied between 0 and 95%.
• Distribution of packet arrivals and packet size; set to Poisson distribution with fixed packet size
of 1500 B.
• Coalescing timer, Tcoalesce and coalescing buffer size, maxCount ; two sizes of a coalescer, “small
coalescer” and “large coalescer”, are simulated here by setting these parameters accordingly. For the
small coalescer, 12µs and 10 packets are used for these factors, respectively. For the large coalescer,
120µs and 100 packets are used. The value of maxCount is chosen to be equal to the number of
1500 B packets transmitted in one Tcoalesce time.
The load factor and Tcoalesce and maxCount are varied to determine the effects of them on the response
variables. Two experiments are done with the small and large coalescer of which results will be presented
and explained next. The experiments are done on large enough number of packet arrivals to achieve a 95%
confidence level on the mean average delay of the packets. The confidence interval within which the mean
point falls is smaller than 10% of the mean value in all cases.
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Figure 3.7: Power consumption and packet delay of EEE with packet coalescing
3.2.3 Results
Figure 3.7a shows the power consumption of the link as a function of load. The two traces labeled as
“Small coalescer” and “Large coalescer” show the power consumption of the link when using the small and
large coalescer. The current power consumption of the links (100% of the peak power all the time), the ideal
consumption (proportional to load), and the power consumption of EEE without coalescing are also shown
in this figure for comparison.
The use of the small coalescer improves the energy efficiency almost half-way between EEE and ideal
(proportional). The large coalescer brings the power consumption very close to proportional. For instance,
at 15% load, the power consumption using the small coalescer is about 45% of the full consumption, which
is over 20% less than what EEE without coalescing yields. The large coalescer yields about 27% power
consumption which is only about 4% more than the proportional power consumption.
This improvement in energy efficiency has two drawbacks: increase of packet delay, and increase of the
relative burstiness of traffic sent by the Ethernet link.
Packet coalescing results in increased per-packet delay since each packet must remain in the coalescer
for some time before being transmitted. Figure 3.7b shows the average packet delay for no EEE, EEE, EEE
with small coalescer, and EEE with large coalescer. It can be seen in this figure that EEE adds a small delay
to each packet, and the larger the coalescer becomes, the more will the packet delay be. For instance, at 15%
47
load, the average packet delay of EEE, EEE with small coalescer, and EEE with large coalescer are about
5 µs, 12 µs, and 67 µs, respectively.
The delay caused by EEE is clearly because of the sleep and wakeup transitions. As can be seen
in Figure 3.7b, the average packet delay caused by EEE is slightly smaller than the sum of Ts and Tw which
is 7.36 µs. The small difference is caused by the packets which are transmitted without a transition since
they are already queued in the interface when the transmission of the current packet ends.
As seen in Figure 3.7b, the packet delay introduced by the small coalescer is between 10 µs and 14 µs
for any load, which is almost the same as coalescing timer (Tcoalesce). Instrumentation of the simulation
model shows that the majority of the bursts occur due to expiration of STimer when the load is low (up
to 40% of capacity). As the load increases from 5% to 40%, the number of single packet bursts decreases
while the number of multiple-packet bursts increases which results in relatively lower delay. The delay is
the lowest for moderate loads but increases with increasing load. When the load is higher (70% and higher),
the opposite case happens; most of the bursts are due to the buffer being filled with packets before the timer
expires. The delay in this case is caused by 10 packets being transmitted after a 4 µs wakeup time and
1.2 µs multiplied by the number of packets ahead of them in the burst. In the best case, all 10 packets arrive
to the burst buffer at time 0, so each wait an average of 4.16 µs + 6.6 µs. In the worst case, 9 packets arrive
at time 0 and the 10th arrives at time 12 µs. In this case, about 21 µs delay for each packet is possible.
In the case of the large coalescer which is labeled as “Large coalescer” in Figure 3.7, instrumentation
of the simulation model shows that even for very high loads (90% and higher), the bursts occur due to
timer expiration not the buffer being filled with packets. But the number of packets in each burst is high.
Moreover, Tcoalesce is much higher than Ts and Tw. Since there are a number of packets in each burst, some
wait the entire burst timer to be transmitted whereas some that arrived just before the timer expires wait less.
Therefore, on average each packet in a burst is delayed for Tcoalesce/2 (60 µs) plus an additional 5 to 15 µs
which is due to the time the packets waiting for the ones ahead of them be transmitted.
So far, it was shown that EEE with either small or large coalescer adds at most a few tens of microseconds
of delay to a packet on average. The significance of a few microseconds per packets delay is very likely to be
low compared to tens of milliseconds end-to-end delay of typical Internet connections. However, even this
much increase in packet delay in a data center is considered significant, but the additional energy savings
gained in a data server may be able to justify a reasonable per-packet delay.
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Besides the average, the distribution of the packet delay is also one of the interesting characteristics of
the delay. The distribution of packet delay determines how the delay is distributed among all the packets.
These points were studied in detail in [74]. The results showed that in most cases, a high percentage of the
packets are delayed for Tcoalesce+Tw+Tpkt , and the rest of the delays are distributed uniformly. This lowers
the chance of certain packets being delayed for too long while others are transmitted instantaneously.
3.2.4 Comparison Between the Analytical Model of Coalescing and the Simulation Model
of EEE with Packet Coalescing
The analytical model from Section 3.1 was compared with the simulation model of EEE with packet
coalescing from the previous section. The setup is the same as what depicted in Figure 3.6. The capacity of
the Ethernet link is 10 Gb/s, and it is connected to a 1 Gb/s downstream link. The load on the link is 5% of
capacity, and transition times are set to Ts = 2.88 and Tw = 4.48, as are suggested in the EEE standard [51].
In all the simulations in this section, the link only wakes up when the Nth packet arrives to the coalescer
(that is, Case 2 from Section 3.1.1). Two traffic distributions were used in the simulations; Poisson, and
Interrupted Poisson Process (IPP). At large time scales, network traffic is likely to be bursty [66]. However,
a Poisson distribution remains a reasonable first-order approximation in cases which the traffic is highly
aggregated and the traffic sample is taken in sub-second (small) time spans [57]. The latter distribution, IPP,
is among the distributions commonly used to approximate bursty traffic of different types [32]. With the
restrictions, the analytical model can be used to simulate EEE links with light offered loads of up to 25%.
This 25% load can be modeled as λ = 1, µc = 4, and µd = 2 (b = 1 and k = 2).
In Poisson traffic experiments, packets arrive to the coalescer according to a Poisson process with arrival
rate λ . The coalescer’s and downstream queue’s service times are exponentially distributed with means of
1/µc, and 1/µd , respectively. The variables are normalized so that λ = 1, µc = 20, and µd = 2. Table 3.2
shows a comparison of SG (second and forth columns) and D (third and fifth columns) computed from the
model to the simulation model. Figure 3.8 shows the relative difference between the model and simulation
as a percentage. It can be seen that as N increases, the difference decreases and the model becomes a closer
approximation. For high values of N, the difference becomes zero, and the model provides the exact values
of SG and D. The most difference is seen when the coalescer capacity is small. This is due to the larger
relative duration of transitions compared to transmitting the burst in the coalescer in smaller coalescers.
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Figure 3.8: Relative error for analytical model versus EEE simulation
The trend of D obtained by the simulation model shows that the end-to-end delay is almost linear even when
the arrivals and service are randomly distributed.
In bursty traffic experiments, packets arrive to the coalescer according to an Interrupted Poisson Process
(IPP). IPP has two states, On and Off. In the On state, packets are generated with the rate λ , and in the Off
state no packets are generated. Transitioning from On to Off state and vice versa occur with rates α and β ,
respectively. The variables are set as λ = 10, α = 10, and β = 10 for the IPP distribution to simulate short
bursts of large number of packets. These parameters yield an overall arrival rate of approximately 1 in the
long run. Table 3.2 shows a comparison of SG (second and sixth columns) and D (third and seventh columns)
computed from the analytical model to the simulation model. Figure 3.8 shows the relative difference
between the model and simulation as a percentage. As can be seen from the table and the graph, the model
also gives results close to that of simulation when the traffic is bursty. As the traffic becomes more bursty,
the distribution of the packets distances more from deterministic, causing the model to be a less accurate
approximation. Similar to the Poisson case, the highest difference is seen when the coalescer is small.
Based on the above observations, it seems that the analytical model generates results that are reasonably
close to the results that can be obtained from lightly-loaded real EEE links for both Poisson and bursty
traffic.
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3.3 Extending Savings of Packet Coalescing Beyond Links in Ethernet Switches
In the previous section, it was shown that packet coalescing improves the energy efficiency of Ethernet
interfaces, which results in energy savings in hosts as well as in Ethernet switches. The overall energy
consumption of a switch is reduced by EEE as a result of the reduction in energy consumption of individual
interfaces of the switch. However, it is possible to extend the energy savings by EEE beyond individual
interfaces if all the switch ports enter the LPI mode at the same time, or synchronously. Synchronized LPI
periods provide the opportunity for additional components of the switch to power down since it would be
certain that there are no packets in any port buffer, or within the switch fabric, that need to be forwarded. In
Table 3.2: Comparison between the analytical and simulation model of coalescing
Model Sim (Poisson) Sim (Bursty)
N SG D SG D SG D
19 0.67 14.05 0.54 17.29 0.56 17.32
38 0.84 28.05 0.79 31.22 0.79 31.19
57 0.89 42.05 0.86 45.19 0.87 45.13
76 0.92 56.05 0.90 59.18 0.9 59.12
95 0.94 70.05 0.92 73.18 0.92 73.11
114 0.95 84.05 0.93 87.19 0.93 87.09
133 0.96 98.05 0.94 101.18 0.94 101.04
152 0.96 112.05 0.95 115.19 0.95 115.07
171 0.97 126.05 0.96 129.17 0.96 129.05
190 0.97 140.05 0.96 143.21 0.96 143.04
209 0.97 154.05 0.96 157.22 0.96 157.02
228 0.97 168.05 0.97 171.17 0.97 171.02
247 0.98 182.05 0.97 185.18 0.97 185.02
266 0.98 196.05 0.97 199.18 0.97 199.01
285 0.98 210.05 0.97 213.14 0.97 213.05
304 0.98 224.05 0.98 227.16 0.98 227.06
323 0.98 238.05 0.98 241.16 0.98 241.01
342 0.98 252.05 0.98 255.24 0.98 255.08
361 0.98 266.05 0.98 269.18 0.98 268.97
380 0.98 280.05 0.98 283.17 0.98 282.98
399 0.99 294.05 0.98 297.31 0.98 297.02
418 0.99 308.05 0.98 311.29 0.98 311.02
437 0.99 322.05 0.98 325.18 0.98 324.98
456 0.99 336.05 0.98 339.17 0.98 338.88
475 0.99 350.05 0.98 353.25 0.98 353.03
494 0.99 364.05 0.99 367.28 0.99 367.02
513 0.99 378.05 0.99 381.28 0.99 380.9
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synchronized coalescing, the control of when to coalesce and for how long is moved to the switch (from the
host interfaces) and the coalescing periods are synchronized on all the ports of the switch.
The target switches for the synchronized coalescing method are the ones mostly used in households
and small offices. This type of switch, which is referred to as SOHO (Small Or Home Office) switches
hereafter, typically includes 4 to 10 ports and costs less than $100. Two factors motivated the proposal of
synchronized coalescing. The first is the typical low utilization of switches in general [39]. The second is
that although SOHO Ethernet switches consume only a small amount of energy individually, the number of
them deployed in the country is so high that makes their overall consumption significant. So, even small
savings per switch would add up to significant overall savings. Using a Kill-A-Watt power meter, the power
use of a Linksys EG005W Gigabit Ethernet switch with 4 connected active links was measured as 10 W.
As a rough estimate, the current consumption of SOHO Ethernet switches is approximately 7.9 TWh/year
based on the number of housing units in the US [112], assuming that about 70% have an Ethernet switch
installed, and that each switch is powered on all the time. At the current average electricity cost ($0.10/kWh)
this is a total of about $790 million per year in electricity use.
While current Ethernet links and switches are mostly 100 Mb/s and 1 Gb/s, they are likely to evolve
to 10 Gb/s in the near future for several reasons including, 1) ever-decreasing prices [85], 2) fast adoption
by vendors [80], and 3) increasing bandwidth requirements of multimedia applications within households
(for example audio/video transfer between storage device and player, and LAN-based multi-player video
games).
3.3.1 Switch Energy Use and Transition Times
To determine the possible energy savings from synchronization of LPI periods on all ports in a switch,
it is necessary to answer the following three questions:
1. Which components of the switch can be powered down?
2. How much reduction in total switch power use can be achieved by powering down these components?
3. What are the required times to transition these components from fully-powered to powered-down
mode and back?
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The main component of a typical SOHO Ethernet switch is a single CMOS switch chip.
D-Link DGS-1008G, Linksys EG008W, Netgear GS608, and Trendnet TEG S8 are common examples
of such switches (all are Gigabit Ethernet switches). The first uses Vitesse VSC7388 SparX-G5 [114],
and the rest use Broadcom BCM5398 chips [15], both of which are switch-on-a-chip ICs that include the
switching fabric, Ethernet port blocks, interfaces to external CPUs, memories, and the layer 2 packet header
processor. The chip is connected to the copper interfaces and optionally to external memories and CPUs.
The switching fabric is a high performance bus, shared among all the port blocks and the processor. Each
port block consists of a copper PHY, a MAC and ingress and egress packet queues. The packet forwarding
tables are maintained in the processor’s memory and registers. Packets enter through the PHY interfaces,
are passed to the MAC, are put in the port block’s egress queue, and are then put on the bus. The header of
the packet is analyzed by the packet processor and either the forwarding port is determined, or it is filtered.
The forwarding tables are modified accordingly at this point, if needed. The packet is then put in the ingress
queue of the forwarding port. It then goes through the MAC and the PHY to the outgoing interface.
A synchronized idle period may allow the switch chip to sleep while maintaining internal state. It is
important, however, to empty all the ingress and egress queues prior to power down in order not to lose any
packets. This answers question 1.
To answer question 2, the power use of a 10 Gb/s SOHO Ethernet switch must first be determined.
Since such switches are yet to be manufactured and marketed for SOHO use, their power use is estimated
as follows. The average power use of a Linksys EG005W Gigabit switch with 4 active links was measured
as 10 W. 10 Gb/s switches may become commonplace around 2016, roughly 10 years after the standardiza-
tion of 10GBASE-T, which is the same time span from the standardization of Gigabit Ethernet in 1999 to
1 Gb/s becoming status quo in 2009. Using 100 W consumption as the base (linear relation with capacity
increase) and 20% yearly improvement in router power efficiency [8], the power use of future status quo
switches over 10 years would roughly be 10 W (that is, the same as today). The CPU and memories of the
linecards of a high-end enterprise router consume more than 50% of the linecards power [28]. It is therefore
assumed that the breakdown of the power use of a 10 Gb/s SOHO switch will roughly correspond to the
breakdown of a single line card of an enterprise router with the CPU and memories embedded in the switch
chip. Therefore, it is assumed that by powering down the chip the overall power use decreases to 50%
overall.
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To answer question 3, the transition times between C0 and C6 states of an Intel i5 multi-core processor
(2 ms) were used as a conservative upper bound of the transition time for both the chip and possible external
CPUs [14]. The synchronized LPI periods should be at least twice this time to allow the chip to transition
to the low-power state and back to the full-power state.
3.3.2 The Synchronized Coalescing Method
In synchronized coalescing, all the links connected to a LAN switch are stopped from sending any
traffic at the same time for a fixed period of time. The network interfaces at both ends then enter the LPI
mode automatically, and the previously described components of the LAN switch can be turned off or put
into a sleep mode. Synchronized coalescing is specifically intended for SOHO Ethernet switches since
these are the most lightly utilized switches in the network with many idle periods. Therefore, there is a
good opportunity of saving energy in these switches while minimizing any possible adverse effect on the
performance of the network. Synchronized coalescing builds on the Pause Power Cycle (PPC) idea that was
proposed and prototyped prior to the standardization of EEE in 2008 [13].
The same configuration used in [13] (Figure 2.4) is also used here for explaining the method and its
evaluation. Synchronized coalescing is implemented in the LAN switch and works as follows: a notification
message (referred to as Pause Notification hereafter) indicating that the interface connected to the port must
not send any traffic for an arbitrary interval is sent by the switch on all the ports. The switch then enters
a low-power mode in which the components mentioned earlier are powered off or put into a sleep state
(the Off state). When the interval elapses, the switch powers up to a fully operational state and resumes
servicing packets (the On state). The time that the switch spends in Off and On states are called To f f and
Ton respectively. Based on To f f and Ton, a parameter called the Duty Cycle (C) is defined as,
C =
Ton
Ton+To f f
. (3.16)
By fixing To f f and C, Ton can be determined as (C ·To f f )/(1−C).
One of the mechanisms that can be used to notify the NIC to stop sending any traffic for a period of time
is the flow control mechanism known as PAUSE frames defined in Ethernet standard. However, the traffic
stopping part of synchronized coalescing could be implemented using other notification mechanisms as well.
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Figure X – FSM for simple synchronized coalescing (a), and adaptive coalescing (b)
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Figure 3.9: FSM for (a) simple synchronized coalescing, and (b) adaptive coalescing
The implementation of synchronized coalescing in real switches requires some sort of Pause Notification
to be supported by MAC or PHY layers. PAUSE frames notify the NIC to temporarily stop the flow of
traffic (except for MAC control frames) for a certain period of time [53]. PAUSE frames are intended to
allow an end of a connection to recover from a congestion state by temporarily stopping the other end from
transmitting more packets. By setting MAC Control Parameters field to the value of To f f , PAUSE frames
can be used to make sure that no traffic will be received and powering off will not cause packet loss.
3.3.2.1 Simple Synchronized Coalescing
The simplest version of synchronized coalescing is when the switch stays in the On state for a fixed
period of time, enters the Off state, stays there for a fixed period of time, and the process repeats. Simple
synchronized coalescing is described by an FSM in Figure 3.9a. This FSM has the following states:
• On: The switch is fully operational in this state.
• Off: The links connected to the switch are paused and the switch is powered down (or sleeping) in
this state.
Two timers are defined as following:
• Ton: Maintains the time spent in the On state.
• Toff: Maintains the time spent in the Off state.
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The initial values of the timers are Ton and To f f , respectively. A detailed explanation for each of the FSM
transitions follows:
• Transition 0: When the FSM starts, or resets, the switch enters the On state, the timers Ton and Toff
are set to the initial timer values Ton and To f f , and the Ton timer starts.
• Transition 1: When Ton expires, Pause Notifications are sent on all the links connected to the switch,
Toff is reset and starts to count down, and the switch enters the Off state.
• Transition 2: Upon expiration of Toff, Ton is reset to its initial value, Ton, and starts to count down,
the switch returns to the On state, and the entire procedure is repeated.
3.3.2.2 Adaptive Coalescing
The use of simple synchronized coalescing results in large increases in per packet delay especially when
the aggregate load on the link is high or when sudden bursts of packets flow to the switch. This effect
will be demonstrated and explained further in Section 3.3.4. To reduce this effect, a modification to simple
synchronized coalescing is made which regulates the transition to the Off state based on the number of
packets received while in the previous On state. Simple synchronized coalescing with this modification is
called adaptive coalescing hereafter. Adaptive coalescing is described in the FSM in Figure 3.9b. This FSM
has the same states as the FSM in Figure 3.9a. A new array and a new variable are defined as following:
• pktRcv : An array of the size equal to the number of links connected to the switch. Each element of
pktRcv stores the number of packets received from the corresponding link. Index i is for the pktRcv
and ranges from 1 to the number of links.
• thresh: The threshold which is compared to the maximum of all pktRcvis to determine if transition
to the Off state should be made.
A detailed explanation for each of the FSM transitions follows:
• Transition 0: Upon start or reset, the switch enters the On state, Ton is set to its initial value, Ton, and
starts to count down. Also, all elements of pktRcv are initialized to 0.
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• Transition 1: When Ton expires, two cases can happen: 1) the maximum over all elements of pktRcv
is greater than or equal to thresh (this to handle uniformly distributed load among all ports, as well as
heavy traffic or sudden burst on a single port), in which Pause Notifications are sent on all the links,
Toff is reset, starts to count down and the switch enters the Off state, or 2) otherwise, which will be
handles by the next transition.
• Transition 2: In the second case, Ton is reset to its initial value and starts to count down, all elements
of pktRcv are set to 0 and the switch remains in the On state for another on period.
• Transition 3: Upon expiration of Toff, Ton is reset to its initial value and starts to count down, all
elements of pktRcv are set to 0, the switch returns to the On state, and the entire procedure repeats.
3.3.3 Evaluation by Simulation
The evaluation of the energy savings and performance trade-offs of the methods was done using an
ns-2 [84] simulation model. To model synchronized coalescing in ns-2, two timers were added to the wired
PHY module of LAN networks to stop and resume passing packets to the lower layer for fixed periods of
time. The On and Off periods were synchronized among all the links in a LAN by using static variables
shared among all the PHYs.
The experimental factors of the system configuration were bandwidth and the RTT of the server-edge
router, switch-edge router link, and switch-client links. The factor of the traffic flows was data flow type
– arbitrary packet distribution or FTP. The factors of synchronized and adaptive coalescing were To f f , C,
and thresh. The response variables were the switch on time (time spent in the On state), download time
(for file transfer), and average per packet delay (for arbitrary packet distribution flows). From the switch on
time, energy savings could be calculated.
The network configuration shown in Figure 2.4 was modeled in ns-2 for all the simulation experiments
in this section. The server and the edge router were connected by a simulated link with 100 µs RTT.
Wherever the transport protocol was TCP, a maximum congestion window size of 60 packets was used
which corresponds to the default maximum TCP window size in most Microsoft Windows distributions.
The switch and the edge router were in the same LAN with 2 µs RTT. The clients and the switch are in
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another LAN with the same 2 µs RTT. This roughly corresponds to a LAN whose clients, switch and edge
router are located in the same building.
The goal was to answer the following questions with an experimental evaluation of a simulation model
of synchronized coalescing:
1. How does synchronized coalescing handle high traffic loads and sudden packet bursts?
2. How do the parameters of adaptive coalescing affect switch on time?
3. What are the performance trade-offs of adaptive coalescing?
4. How does adaptive coalescing affect real applications such as file download?
Three experiments were designed; they were 1) high load effect experiment, 2) threshold experiment, and
3) file download experiment. Each experiment was designed to answer the questions listed above.
The high load effect experiment was designed to study the effects of high loads and sudden bursts of
packets on the performance of synchronized coalescing (Question 1). Packets flow from Client 1 to the
switch over UDP. Packet interarrival time was exponentially distributed. At large time scales network traffic
is likely self-similar [66], however a Poisson distribution remains a reasonable first-order approximation
in cases which the traffic is highly aggregated and the traffic sample is taken in sub-second (small) time
spans [57]. The size of the packets was fixed to 1500 bytes (maximum Ethernet MTU, compatible with
bridged/switched 1 Gb/s systems). Simple synchronized coalescing was enabled on the switch with two duty
cycles of 10% and 50%. To f f was fixed to 100 ms. Since 100 ms is approximately the human response time,
this is likely the upper bound of tolerable delay. A To f f of 100 ms limits the relative time and consequent
energy waste of transitions to less than 2% of the sleep time. The offered load was varied by manipulating
the mean interarrival time of the packets. The response variables of interest were the switch on time and
average per packet delay.
The threshold experiment was designed to study the effects of the threshold used in adaptive coalescing
on packet delay and switch power use (Questions 2 and 3). A packet flow (with exponential interarrival
times) over UDP from Server to Client 1 with a fixed packet size of 1500 bytes and variable offered load
was modeled as in the previous experiment. To f f was again fixed to 100 ms. Adaptive coalescing was
enabled on the switch with 10% duty cycle. Two thresholds of 1000 and 5000 packets were used. The
former (low threshold) corresponds to almost 10% of the link capacity (equal to the duty cycle). The latter
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Figure 3.10: High load effect experiment results – packet delay
(high threshold) is almost half of the link capacity. The response variables of interest were the switch on
time and average per packet delay.
The file download experiment was designed to study the effects of To f f and the adaptive coalescing
threshold on file download over TCP (Question 4). A 125 Megabyte file (corresponding to the file size of a
small video clip) was downloaded by Client 1 from the Server using FTP. Adaptive coalescing was enabled
on the switch with a 10% duty cycle. Three adaptive coalescing thresholds of 100, 500 and 1000 packets
were used to show the effects of various thresholds on the response variables. To f f was varied to cover the
range from 0 to slightly more than the 100 ms. The response variables of interest were the file download
time and the switch on time.
3.3.4 Results and Discussion
The experiment results were as follows. For the high load effect experiment, the average per packet
delay as a function of offered load on the link is shown in Figure 3.10. It can be observed that when the
load is more than the duty cycle, the average delay starts to rapidly increase due to instability of the buffer
queue. Note that packets are delayed in the NICs connected to the switch, not inside the switch. This is due
to halting of transmission from the NICs temporarily during To f f periods while the packets are still being
generated. The same phenomenon happens if there is a sudden burst in the traffic, even though the overall
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Figure 3.11: Threshold experiment results – (a) On time, and (b) packet delay
load is less than the duty cycle. The threshold for skipping Off periods in adaptive coalescing is an effective
way to overcome this shortcoming. The switch on time is the same as the duty cycle regardless of load.
The results for the threshold experiment in Figure 3.11a show the percentage of time the switch spends
in the On state as a function of load. Using the high threshold, the on time of the switch is less than 10%
different than the load-proportional which is the ideal on time for the switch. However, the on time is more
when the low threshold is used. Using the low threshold, when the load exceeds the duty cycle (10%)
the on time ascends quickly to 100% and stays at this level as the load increases. This sudden increase
is because the number of arriving packets during On periods exceeds the threshold. The “steps” seen in
both traces are also because the number of arriving packets exceeds the threshold. At the points that the on
time increases to the next step, the number of packets arriving during some of the On periods exceeds the
threshold. After each increase to a given step, the on time stays roughly the same until the next increase
to a new step. This is because while the number of arriving packets increases, the increase is not so high
to cause any more On periods to have more arriving packets than the threshold. Therefore, the on time
does not change in these intermediate loads. Although adaptive coalescing brings the on time close to load-
proportional, it introduces a delay to some packets. The reason is that sometimes the switch is off and
unable to service packets while packets keep arriving to the attached devices to the switch. These packets
are queued and delayed. Figure 3.11b shows the average packet delay caused by adaptive coalescing as a
function of offered load for the two thresholds. Steps are also seen in this figure as the load increases. Each
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Figure 3.12: File download experiment results – (a) On time, and (b) download time
step corresponds to an on time step in Figure 3.11a. The reason is the same as what explained for on time.
The average per packet delay is less than half of the human response time (50 ms) which has minor negative
effect for non-delay-sensitive applications [93]. The sudden drop in the delay at 10% load by using the
low threshold happens when the number of packets arriving to On periods exceeds the threshold constantly,
which causes the switch to stay on and service the packets immediately.
If no coalescing were used, it would take about 1 s to download an entire 125-Megabyte file over the
1 Gb/s bandwidth (of the link between the edge router and the server through the Internet). Figure 3.12b
shows th download time of the file for the file download experiment when using simple synchronized
coalescing and adaptive coalescing with 10% duty cycle and three thresholds. Using simple synchronized
coalescing with 10% duty cycle is as if the capacity of the switch is cut to 10%, which makes the capacity
of the switch links equal to the bandwidth of the server through the Internet (1 Gb/s). This would suggest
no increase in file download time. However, it is seen in Figure 3.12b that this is only the case when To f f is
very small (less than 3 µs). As To f f increases, the download time increases exponentially until it becomes
stable at about 10 s which is about one tenth of the capacity of the link between the edge router and the
server. Instrumentation of the simulation showed that this counterintuitive effect is due to side effect with
the TCP congestion control mechanism. If To f f is longer than the time needed to transmit a full congestion
window, the transmission pauses from the server until the window frees up in the next On period.
This effect can be controlled by reducing To f f . As explained in Section 3.3.1, however, To f f cannot
be set to less than 4 ms due to transition times. Too small To f f times, although more than the minimum,
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drastically increase the power waste due to relatively high transition times. Adjusting the threshold instead,
can be used to control this effect temporarily while not sacrificing the beneficial length of To f f . As seen in
Figure 3.12b, if the threshold is set to roughly the same number of packets that could be transmitted at full
rate in a Ton, (for instance 100 packets for the duty cycle of 10%, To f f of 10 ms and Ton of 1.11 ms) the
threshold is exceeded in case of a file download and makes the transfer time the same as it would be if no
coalescing method were used. As a consequence, the switch would stay on for the entire download time as
depicted in Figure 3.12a. Figure 3.12a shows the percentage of time the switch spends in the On state as a
function of To f f for the duration of the complete download of the file over FTP. The same three thresholds as
in Figure 3.12b are shown. As expected, the switch stays on for 10% of the time when the threshold is larger
than what transmitted in an Off period. When the threshold is exceeded, the switch stays on constantly.
From the results of the experiments, it seems that adaptive coalescing can save a significant amount of
energy on a 10 Gb/s SOHO Ethernet switch with only small trade-off in reduced performance provided that
the following conditions are met:
• The duty cycle (C) is set to a value which makes the switch spend most of the time in the Off state.
• The control variable To f f is set to less than the human response time and reasonably more than the
switch transition times.
• The threshold (thresh) is set to a value which detects file transfers and bursts well.
The values 10%, 100 ms, and 1000 packets for C, To f f , and thresh respectively, seem reasonable since it
was shown that these values provide about 80% sleep time for the switch while introducing a small reduction
in performance (less than 50 ms of average per-packet delay and almost no reduction in the case of a sudden
traffic burst with the expense of less energy savings).
3.4 Chapter Summary
This chapter was comprised of three parts. The first part was dedicated to developing an energy-delay
analytical model for a tandem queueing system with a coalescing queue and a single downstream queue.
The model can help predict the performance-energy trade-offs of coalescing for links that support a sleep
mode.
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In the second part, the overhead of EEE transitions was studied which showed that the power consump-
tion of EEE is much higher than proportional. Packet coalescing was studied as a means to decrease this
inefficiency. The simulation model of EEE with packet coalescing was used to perform experiments to
examine the energy efficiency of EEE with packet coalescing and study its drawbacks. The results showed
that packet coalescing can bring the energy efficiency of EEE very close to proportional. Nevertheless,
packet coalescing comes with two drawbacks. First, it increases the per-packet-delay. The results from
simulation experiments showed that the average delay added to each packet is of the order of tens of
microseconds at most. The significance of a few microseconds per packets delay is very likely to be low
when compared to tens of milliseconds end-to-end delay of Internet connections. However, even this much
increase in packet delay in a data center is considered significant, but the additional energy savings gained
in a data server may be able to justify a reasonable delay for packets.
In the third part, it was shown how periodically powering down the components of a SOHO Ethernet
switch after pausing the traffic from all the connected links in a synchronized manner can reduce the power
use of the switch to almost proportional to the offered load. It was also shown that by using adaptive
coalescing with a suitable threshold, energy-proportionality is achievable with an average delay of less
than half that of the human response time (of 100 ms). Based on the presented results, it seems that adaptive
coalescing is a viable method for significantly reducing the energy consumption of Ethernet switches without
an excessive performance penalty.
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Chapter 4: An Energy-Efficient Hybrid Web Server Platform
As explained in Chapters 1 and 2, the electricity use of datacenters is increasing quickly. Previous work
in reducing data center energy use has focused on powering up and down servers in clusters in response
to demand ([19], for instance), server virtualization (Xen [9] and VMware [107], for instance), and using
arrays of smaller processors to replace large processors (such as FAWN [6]). What has not been specifically
addressed is the energy use of servers in small and medium enterprises (SMEs) where servers are often single
computers with dedicated services and where clustering and virtualization methods used in data centers do
not readily apply. It will be shown in this chapter that significant global energy savings can be achieved in
this largely neglected area of SME web servers. The focus in this chapter is on SME web servers and a new
hybrid web server architecture (based on a high-performance and high-power Master platform combined
with a low-performance and low-power Assistant platform) to reduce energy use. While it is true that there
is a trend towards cloud computing where enterprises move their server hosting to data centers (the “cloud”),
it is likely that SMEs will continue to install and operate their own server computers for a variety of business
and technical reasons. The ideas developed in this chapter can also apply to servers in data centers while
this is not the main focus. IT energy consumption in SMEs comes from clients (primarily from desktop and
laptop PCs), network infrastructure (including access points, switches, and routers), and servers. Controlling
PCs to reduce energy use is a generally solved problem as seen by the many commercial offerings (such as
the Verdiem Surveyor software [113]) and ongoing work in proxying-based solutions which were reviewed
in Chapter 2. A hybrid system, as proposed in this chapter, can be seen as a natural evolution of proxying
where the proxy platform now has the full capabilities, not just a subset of capabilities, of the higher-power
Master host platform. The notion of a hybrid server was first proposed in [25], and was then expanded
in [91]. A key challenge in a hybrid server is how to seamlessly switch between the platforms in such a
manner as to ensure that there is no interval during which a client cannot access the server. This challenge is
specifically addressed in this chapter. In this chapter, a new architecture for an energy-efficient SME hybrid
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web server is proposed, which is named SME Web Energy Efficient Platform (SWEEP). Within the scope
of this new architecture, the contributions include:
• A characterization of an SME web server log.
• A new method (macSwitch) to seamlessly switch between the two platforms by blocking ARPs and
using a command/status handshake between the two platforms.
• An experimental evaluation of a prototype SME hybrid web server that uses seamless switching
between platforms and prediction for when to switch.
4.1 Characterization of a Representative SME’s Server Log
As explained before, it is a general understanding that ICT systems including servers, clients, and
networks in general operate at very low utilization levels most of the time [90]. This is also true for servers
in data centers [10]. To gain an understanding of the fraction of time an SME server operates at a low
utilization (that is, the fraction of time that the request rate is low), an analysis on a one-month log of HTTP
requests collected from the KETI main web server (found at http://www.keti.re.kr). KETI (Korea Electronics
Technology Institute) is a government research laboratory in Korea with two major tasks; “to help small and
medium-sized businesses and ventures secure innovative technology, and to develop advanced technologies
and create new venture projects” [61]. KETI has about 450 employees and is, itself, an SME. The KETI
main web server is hosted on a PC running Microsoft IIS and serves both static and active (ASP) pages.
A one-month log, collected in November 2010, captured and time-stamped all HTTP requests to the KETI
main web server. Figure 4.1 shows a snippet of the log stored in an Excel spreadsheet. The log contains
3,211,058 HTTP request records.
Table 4.1 shows the summary statistics for the type of request, interarrival time between requests, and the
request rate per minute for successive one minute intervals for the entire month. It can be seen that 1) there is
great variation in request rate (but, for over half the time the request rate is very low – 10 requests per minute
or less), and 2) active page requests are less than 5% of all requests. Figure 4.2 shows the daily variation in
request rate for (a) the first week of November (which started on a Monday), (b) a single weekday (the first
Wednesday), and (c) a single weekend day (the first Sunday). A diurnal cycle for demand and also lower
demand during the weekend can clearly be seen.
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Figure X. KETI server log showing time-stamp, IP addresses, port, HTTP method, URI, and response code
Figure 4.1: KETI server log showing time-stamp, IPs, port, HTTP method, URI, and response
The assumption here is that a low-power platform can serve a given request rate lower than that of
the high-power platform. Later in this chapter, the request rate that a low-power platform can serve is
explored and “low request rate” will more formally be defined. Table 4.2 shows the percentage of one
minute intervals for the full month, the first week, a weekday, and a weekend day that are below a given
threshold request rate. The notion is that the high-power platform sleeps during these lower-than-threshold
periods and the low-power platform handles the requests. The percentage of time the high-power platform
can sleep increases as the value of the threshold rate increases. Further in this chapter, the question of what
Table 4.1: Summary statistics for the KETI server log
Parameter Measure
Mean time between all requests 0.81 s
Mean time between active page requests 16.81 s
Percent of requests that are active pages 4.8%
Mean request rate 74 requests/min
99% request rate 524 requests/min
95% request rate 321 requests/min
50% (median) request rate 10 requests/min
5% request rate 1 request/min
1% request rate 1 request/min
Table 4.2: Percentage of one-minute intervals with request rate to KETI server below threshold
threshold rate (requests/minute)
10 25 50 100 150 200 300
Full month 50% 56% 61% 74% 82% 87% 94%
First week 54% 59% 63% 75% 82% 87% 94%
Week day 44% 48% 53% 66% 76% 82% 92%
Weekend day 70% 76% 80% 91% 95% 97% 99%
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Figure 4.2: Variation in request rate to KETI main server
request rate a low-power platform can support will be answered (which is remarkably high – on the order
of hundreds of requests per minute with acceptable response time for static pages). From Table 4.2 it can
be seen that for over 60% of the total time for the full month, the request rate is less than 50 requests per
minute. This suggests that a low-power platform capable of handling at least 50 requests per minutes could
“cover” for the high-power platform for a large percentage of time.
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Figure X. System configuration of SWEEP
Figure 4.3: System configuration of SWEEP
4.2 The SME Web Energy Efficient Platform (SWEEP) Architecture
The basic idea in SME Web Energy Efficient Platform (SWEEP) is to have two heterogeneous platforms
that support the same web server software (for example, Apache). The platforms are mirrored for content
– both platforms are equally capable in what requests they can serve. However, there is a (potentially
significant) difference in the delay with which they can serve client requests at different rates of incoming
requests. The high-power platform is the Master and the low-power platform is the Assistant. Figure 4.3
shows the system configuration. The notion is that the low-power Assistant can be fully powered-on all the
time (but can only serve the system workload when it is sufficiently low for the Assistant to handle) and the
Master be powered-on only during rare periods of high request rate (the rest of the time the Master can sleep,
and thus the power consumed for most of the time would be only that of the low-power Assistant). Various
sleep modes for the Master can be explored. To maintain generality, the sleep mode is not specifically stated
and it is noted that any sleep mode (stand-by, suspend, or hibernate) can be used in the method. Note,
however, that the “suspend” state is likely the most suitable sleep mode to use for the Master. The reason
is that the resulting power consumption in this mode is close to zero while the transition times to and from
sleep are substantially lower than the length of intervals used for load sampling (4-5 seconds vs. 1 minute
intervals).
The use of emerging extremely small plug computers for the Assistant platform is explored here. For the
prototype system used in this chapter, a Sheeva plug computer manufactured by Marvel was chosen that costs
about $100 for single quantities (in late 2011) and contained a 1.2 GHz ARM processor, 512 MB SDRAM,
512 MB Flash, and USB and 1 Gb/s Ethernet connectivity [94]. The plug computer ran Ubuntu 9.04. The
power consumption was a constant 7 W independent of CPU load. An 8-GByte SDHC flash memory card
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was used for storage (at an approximate cost of $10 in late 2011). For the Master, a Dell Optiplex GX620
PC with an Intel Pentium 4 2.80 GHz CPU running Ubuntu 11.04 was used. This PC (with the monitor off)
consumed between about 65 W and 95 W depending on the CPU utilization.
4.2.1 The httpRedirect Method
A major challenge in the hybrid system is to design a method for switching between the Assistant and
the Master as a function of request rate. When the request rate is low, the Assistant serves all requests while
the Master sleeps. When the request rate is high, the Master is awake and serves all requests. That is, the
requests are now “switched” to the Master. Switching between the platforms should be seamless such that
no requests (whether in service or incoming from a client) are lost. The switching should be accomplished
without the need for a separate load balancer since the need for a load balancer increases the cost and the
complexity of design and operation of a hybrid server.
The Unix rsync utility can be used to synchronize, or mirror, the files in the two platforms. Synchroniz-
ing can occur during predetermined time periods during the day or during the switchover between the two
platforms. In web servers that contain active pages, two scenarios can occur. First, the database resides on
a separate machine, in which case both the Master and the Assistant can connect to the database separately.
Second, the database is on the same machine where the web server resides. In this case, the database needs
to be replicated on the Assistant and a syncing mechanism needs to be implemented to synchronize the
two databases when changes to the data are made. A transactional replication between the Master and the
Assistant can be used for this purpose. In the implementation used in this chapter, the database resides on a
separate always-on machine, thus does not need syncing. Studying the second case and the implications of
synchronizing the databases on the Master and the Assistant are future work. In the httpRedirect method, the
Assistant has the IP address that is assigned to the website URL and the Master has an IP address known only
locally. The Assistant and Master have different MAC addresses in all cases. The switching between the
Assistant and the Master is accomplished with HTTP redirection in a manner first explored in the mid-1990s
with SWEB [7]. The httpRedirect method is not new, it is directly based on HTTP redirection in SWEB and
serves as a baseline in this chapter. When the request rate is above a pre-determined threshold value, the
Assistant responds to all requests with an HTTP 307 response with the IP address of the Master to cause the
69
originating clients to resend their requests to the Master. The Assistant is fully powered-on at all times and
is responsible for making the decision to switch between the platforms.
Table 4.3 shows the variables, one timer, and messages used for the httpRedirect method (and also used
for the macSwitch method described next). There are two types of messages – command messages from
the Assistant to the Master, and status messages from the Master to the Assistant. The command messages
are used to put the Master to sleep, and make it start serving. A standard Magic Packet [69], sent by the
Assistant, is used to wake up the Master from a sleep state. The status messages convey the state of the
Master to the Assistant. Exchange of command and status messages can be achieved using UDP or TCP.
Figures 4.4 and 4.6 show the design of the Assistant and the Master. For the httpRedirect method, the
Assistant FSM is depicted in Figure 4.4. The FSM has 4 states:
• Serving: The Assistant is serving the incoming requests.
Table 4.3: Variables, timer, and messages used in httpRedirect and macSwitch methods
Variables used in the Master FSM
none
Variables used in the Assistant FSM
prediction platform to use in next interval
Variables used in sample timer FSM in the Assistant
intervalTime sample time for prediction interval
Variables used for rate prediction
threshold Maximum request rate for the Assistant
nextRate Predicted request rate next interval
sampleRate Sample for EWMA
α Weight for EWMA
Timer in the Assistant
sampleTimer Timer for sampling intervals
Command messages from the Assistant to the Master
GoToSleep Master to go to sleep
StartServing Master to start serving requests
Status messages from the Master to the Assistant
OnServing Master is on and is serving
OnNotServing Master is on but is not serving
Sleeping Master is sleeping
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send GoToSleep
stop HTTP redirection
Figure 5. FSM for httpRedirect method (Assistant)
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start HTTP redirection
WaitMasterSleep
4receive Sleeping 3prediction = assistant
Figure 4.4: FSM for the Assistant in httpRedirect method
• WaitMasterWake: The Assistant is waiting for the Master to wake up. The Assistant is serving the
requests in this state.
• WaitMasterSleep: The Assistant is waiting for the Master to finish serving its pending requests and
go to sleep. The Assistant is serving the requests in this state.
• NotServing: The Assistant is not serving the requests; it is redirecting all the requests to the Master
and sampling the load, which will be explained later in this section.
A detailed explanation for each of the FSM transitions follows:
• Transition 0: Upon start or reset, the system starts with the Assistant FSM in the NotServing state.
• Transition 1: This transition is triggered by the event of the prediction variable for the next sampling
interval being set to master , in which case the Assistant wakes up the Master by sending a Magic
Packet to it, and transitions to the WaitMasterWake state.
• Transition 2: Upon receiving an OnServing status message from the Master which indicates that the
Master is woken up and ready to serve requests, the Assistant redirects the incoming requests to the
Master.
• Transition 3: This transition is triggered by the event of the prediction variable for the next sampling
interval being set to assistant , in which case the Assistant sends a GoToSleep command message to
the Master, stops redirecting incoming requests to the Master, and transitions to theWaitMasterSleep
state.
• Transition 4: Upon receiving a Sleeping status message from the Master which indicates that the
Master is now sleeping, the Assistant transitions to the Serving state.
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Timing
Figure X. FSM for sampling (Assistant)
0
1 SampleTimer expires
reset excecute makePrediction()set SampleTimer to intervalTime
restart SampleTimer
Figure 4.5: FSM for sampling in the Assistant
Figure 4.5 shows the design of the sampling capability within the Assistant. The variable intervalTime
determines the minimum time period for which the Assistant or the Master platform must keep serving (and
awake for the case of the Master). A single timer, SampleTimer, is periodically reset and restarted, as
shown in Figure 4.5. The prediction of future request rates, implemented in the makePrediction() function,
is described in Section 4.3. The Master FSM in Figure 4.6 has three states:
• OnServing: The Master is on and serving the incoming requests.
• WaitQEmpty: The Master is waiting for the request queue to become empty before sleeping.
• Sleeping: The Master is sleeping.
A detailed explanation for each of the FSM transitions follows:
• Transition 0: Upon start or reset, the system starts with the Master FSM in the OnServing state.
• Transition 1: Upon receiving a GotoSleep command message from the Assistant which indicates that
the incoming request rate is low enough for the Assistant to be able to handle, the Master transitions
to the WaitQEmpty state.
• Transition 2: When the request queue becomes empty, the Master sleeps by transitioning to the
Sleeping state after sending a Sleeping status message to the Assistant.
• Transition 3: A Magic Packet sent from the Assistant to the Master triggers this transition and causes
the Master to wake up. The Master sends an OnServing status message to the Assistant upon wakeup.
As can be seen in the FSMs, the httpRedirect method uses the GoToSleep, OnServing, and Sleeping
messages to handshake between the Assistant and Master. Note that both FSMs should start, or reset, at the
same time.
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Figure X. FSM for httpRedirect method (Master)
send Sleeping
put Master to sleep
0
1 receive GotoSleep
OnServing Sleeping
reset
WaitQEmpty
2 request queue is empty
receive Magic Packet 3
send OnServing
Figure 4.6: FSM for the Master in httpRedirect method
The httpRedirect method requires the Assistant to handle all incoming requests in all cases and requires
a double round-trip delay during high request rate conditions (the HTTP redirect causes the second round
trip delay). The following macSwitch method fixes this deficiency.
4.2.2 The macSwitch Method
In the new macSwitch method, the single IP address of the server is shared between the Assistant and
the Master. Both the Master and the Assistant also maintain a second IP address that is only known locally.
The second (local only) IP addresses are mainly used to exchange command and status messages between
the two platforms. When the Assistant is serving requests the IP-MAC address association in the ARP cache
of the edge router (shown in Figure 4.3) associates the MAC address of the Assistant with the IP address.
Conversely, when the Master is serving requests the ARP cache associates the MAC address of the Master
with the IP address. Switching the IP-MAC address association is accomplished by using a Gratuitous ARP
(GARP) message. This method of changing IP-MAC address association is well known and is used in
failover methods [43]. The challenge is to make this switch such that no requests are lost.
Figures 4.7 and 4.8 show the FSMs for the macSwitch method in the Assistant and the Master, respec-
tively. The Assistant FSM adds one new state:
• WaitQEmpty: The Assistant is waiting for its request queue to become empty.
The Master FSM also adds one new state:
• OnNotServing: The Master is woken up and ready to serve requests. However, it will not start
serving until it receives a StartServing command message from the Assistant which indicates that
the Assistant’s request queue is empty and switching the platforms will not cause request loss.
73
prediction = assistant
Figure 8. FSM for macSwitch method (Assistant)
send GoToSleep
0
1 prediction = master
Serving NotServing
resetSend Magic Packet
WaitMasterWake
2 receive OnNotServing
start HTTP redirection
WaitMasterSleep
5receive Sleeping 4
WaitQEmpty
3 Request queue is empty
Send StartServing
block ARP
Stop HTTP redirection
unblock ARP
broadcast GARP
Figure 4.7: FSM for the Assistant in macSwitch method
Figure 9. FSM for macSwitch method (Master)
send Sleeping
block ARP
stop HTTP redirection
put Master to sleep
0
1 receive GotoSleep
OnServing Sleeping
reset
WaitQEmpty
2 r quest queue is empty
receive Magic Packet 3
send OnNotServing
start HTTP redirection
OnNotServing
receive StartServing 4
unblock ARP
broadcast GARP
send OnServing
Figure 4.8: FSM for the Master in macSwitch method
Exit from the WaitQEmpty state in transition 3 of Figure 4.7 occurs only when the request queue of the
Assistant is empty (after HTTP redirection has been initiated in transition 2 to redirect requests to the local
IP address of the Master). Temporary HTTP redirection prior to switching the platforms with ARP blocking
and sending Gratuitous ARP is needed temporarily to ensure that the request queue of the Assistant (or the
Master) will indeed become empty at some point of time. This, however, causes a vulnerability which will be
described later. When the request queue is empty, the StartServing command message is sent to the Master
and the Master then exits the OnNotServing state in transition 4 of Figure 4.8 and broadcasts a GARP
packet to associate the IP-MAC address with itself. At this point, all client requests will be forwarded by
the end router to the Master. The receiving of ARP packets is blocked in the platform currently not serving
requests to prevent a duplicate address error condition.
The macSwitch method has three known vulnerabilities:
• The first vulnerability occurs when the request rate is so high that the request queue is never cleared
in the WaitQEmpty state (Figure 4.7). In this case, the switch to the Master will never occur and
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requests (during the high request rate period) will have a very high response time and/or be dropped
by the Assistant due to overflow.
• The second vulnerability occurs when the Assistant and the Master are in states WaitMasterSleep
and WaitQEmpty, respectively (in this case, new requests are being redirected to the Assistant). Sup-
pose that there is a request in Master’s queue which requires service time greater than one sampling
interval to finish. If makePrediction() predicts that the request rate in the next interval will be above
the threshold, the GoToSleep message should be withdrawn and the Master and the Assistant should
go back to the OnServing and NotServing states, respectively. However, there is currently no means
of withdrawing or canceling a previous GoToSleep message. As a result, the Master can only resume
serving new requests after it is powered down and woken up (back to the OnServing state through
the Sleeping and the OnNotServing states). This vulnerability causes high response time for the
redirected requests and some requests can be dropped due to overflow. To solve this vulnerability, a
new message, Abort, can be used to cancel a previous GotoSleep message to the Master and abort the
power-down process. Both of the above vulnerabilities are explored in the evaluation of the SWEEP
prototype described later in this chapter.
• The third vulnerability is due to the limited CPU capacity of the Assistant. It is possible that a
sudden, very high request rate can delay the sampling process in Figure 4.5. To minimize the
effect of this condition, a second sampling capability (as an additional transition to the FSM of
Figure 4.5) can be added to monitor the CPU load (where load is the number of runnable processes
on the CPU) of the Assistant and use this as a trigger for switching to the Master earlier than when
SampleTimer expires. This sampling capability can be included in the design of the macSwitch
method by modifying the triggering event of transition 1 in the FSM of the Assistant (Figure 4.7) to
(prediction = master ) ∨ (cpuLoad ≥ maxCPULoad) where cpuLoad is the current CPU load for
the Assistant and maxCPULoad is a predefined threshold which serves as an early notification of a
possible CPU overload condition. The variable cpuLoad is updated with the current load of the CPU.
Another timer with shorter intervals than intervalTime triggers the reading of the CPU load (the CPU
load can be read using w or top Linux tools) and updates cpuLoad with the current average load.
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Figure X. Oracle prediction
makePrediction()
nextRate ← HTTP request rate in next interval
if (nextRate < threshold)
prediction ← assistant
if (nextRate ≥ threshold)
prediction ← master
return prediction
Figure 4.9: Oracle prediction
Figure X.Exponential Weighted Moving Average prediction
makePrediction()
sampleRate ← HTTP request rate in last interval
nextRate ← α · lastRate + (1 – α) · sampleRate
lastRate ← nextRate
if (nextRate < threshold)
prediction ← assistant
if (nextRate ≥ threshold)
prediction ← master
return prediction
Figure 4.10: Exponentially Weighted Moving Average prediction
4.3 Prediction of Future Request Rates
The Assistant should switch the serving platform to the Master in periods of time wheres the request
rate is higher than it can handle. A threshold request rate is defined below which it is deemed that the
Assistant can serve requests with a satisfactory response time. Prediction is used to determine if in the
next sample interval the request rate is expected to be above the threshold. The prediction of assistant
or master is made in the makePrediction() function, two versions of which are shown in Figures 4.9
and 4.10. Two prediction methods were considered – the ideal case of an oracle that can “see” into the
future, and prediction based on Exponentially Weighted Moving Average (EWMA). Figure 4.9 shows the
oracle where the request rate of the next sampling interval is known (it can be read directly from the KETI
server log in the experimental evaluation of SWEEP). Figure 4.10 shows the use of EWMA to predict the
future request rate as a function of previously known request rates including the current sample. The key
experimental factors, or “tuning parameters”, are sampleInterval and α (for EWMA).
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4.4 Implementation and Performance Evaluation of a Prototype SWEEP System
This section describes the implementation of a prototype SWEEP system and its evaluation. The capa-
bilities of the Master and Assistant platforms were evaluated using the Apache ab benchmark [1]. Prediction
methods were evaluated using a simulation model. Finally, the SWEEP prototype system was experimen-
tally evaluated by a workload derived directly from the KETI server log characterized in
Section 4.1.
4.4.1 Implementation of a Prototype SWEEP System
The implementation of the Master and Assistant processes that comprise the SWEEP system was based
on multithreaded C programs which readily available Linux and Apache utilities. The following were used:
• arptables to block ARP packets,
• ether-wake to send a Magic Packet to the Master,
• arpsend to send Gratuitous ARP (GARP) packets,
• mod-status module status page for calculating the request rate for the current interval
• mod-rewrite module rules in Apache for the redirection of HTTP requests, and
• scoreboard string reported by mod-status module of Apache to keep track of the number of in service
requests and to determine when the Master request queue becomes empty.
The web server used in the prototype was Apache 2.2 (running in both the Master and Assistant platforms)
with mod-rewrite and mod-status activated.
The Assistant process consisted of two threads; one thread would listen to status messages from the
Master and update an internal variable which maintained the current state of the Master. The second thread
would read the request rate of the current serving platform (by subtracting the current total number of
page requests reported by mod-status module of Apache from that of the previous interval) and execute
makePrediction() at sampling intervals. For the httpRedirect method, if the prediction was to switch to the
Master, the Assistant would wake up the Master (by sending a Magic Packet using ether-wake) and redirect
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new requests to it (this wass done by modifying Apache mod-rewrite module rules). For the macSwitch
method, the Assistant would wake up the Master, wait for the request queue to become empty by monitoring
the Apache scoreboard while redirecting new requests to the Master by modifying Apache mod-rewrite
module rules, and finally block ARP packets by modifying arptables rules. For the httpRedirect method,
if the prediction was assistant , the Assistant would stop redirecting requests to the Master, and send it a
GoToSleep command message which would cause the Master to power down and enter an energy-saving
sleep state. For the macSwitch method, the Assistant would send a GoToSleep message to the Master, wait
for it to power down, unblock ARP packets (again, by modifying arptables rules), and finally broadcast a
GARP using arpsend with the MAC address of the Assistant.
The Master process would listen to command messages from the Assistant and act accordingly. For the
httpRedirect method, upon receiving a GoToSleep message, the process would wait for the request queue
to become empty and power down the Master. Upon receiving a Magic Packet, the Master would wake
up and resume serving new requests. For the macSwitch method, upon receiving a GoToSleep message,
the Master would wait for the request queue to empty by monitoring Apache scoreboard while redirecting
new requests to the Assistant by modifying Apache mod-rewrite module rules, block ARP packets by
modifying arptables rules, and power down the Master using the pm-suspend system call. Upon receiving
a StartServing command message after being woken up by a Magic Packet, the Master would unblock ARP
packets (again, by modifying arptables rules) and broadcast a GARP with the MAC address of the Master
using arpsend.
4.4.2 Benchmarking of the Prototype SWEEP Using Apache ab
Using the Apache Benchmark (ab) the response time of the Master and Assistant platforms for static
and active pages were measured. The Master-Assistant switching method was also evaluated. The purpose
of this evaluation was to determine the capabilities of the Master and Assistant platforms and to determine
the effect of switching on request response time. ab benchmark works as follows. A single client PC sends
requests to a server (the Master or Assistant platform running Apache) as fast as the server can respond to the
requests. ab benchmark allows a single client to emulate multiple clients by running concurrent processes
– one process for each emulated client thus allowing the server to service requests in parallel. The total
number of requests and the request URL can be set in the client. The total number of requests sent to the
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platform was chosen to be large enough to take a few minutes to complete. The static page was a 100 KB
text file (95% of files on KETI server are 100 KB in size or less), and the active page was a PHP page with
2 database lookups, and 4 images (this represents the active pages on KETI main web server – the majority
of the active pages on KETI main server have less than 5 database lookups and less than 10 images). The
switching between the Master and Assistant platforms was hardwired for 30-second intervals (that is, every
30 seconds the Master would switch the request stream to the Assistant and vice versa).
Tables 4.4 and 4.5 show the benchmarking results for static and active pages respectively. The first
column, labeled as C, is the number of concurrent processes sending requests. The results are reported for
up to 100 concurrent connections to the platform. For each run, the mean, median and the 99th percentile
is reported. For delivering static pages, the results show that the Master and Assistant (and consequently
also SWEEP) have about the same response time for low to moderate loads (up to about 10 concurrent
connections). For higher loads, the Master platform has a slightly lower response time than the Assistant
platform. As expected, the performance of the hybrid system falls almost in the middle of that of the
Master and Assistant. The Assistant refused new connections when the load was beyond 350 concurrent
connections, whereas the Master was able to handle higher loads. The response time for delivering active
pages, however, is significantly different between the two platforms. The Assistant shows 3 to 6 times longer
Table 4.4: Apache ab benchmark results for a static page
Assistant (ms) Master (ms) Hybrid (ms)
C Mean Med 99% Mean Med 99% Mean Med 99%
1 13 12 23 12 11 17 13 12 21
2 19 18 28 19 18 29 19 18 30
3 28 26 41 27 26 43 27 26 44
5 45 43 72 45 43 70 47 43 73
10 90 87 131 90 87 126 93 87 128
100 932 922 1114 894 880 1128 910 924 1121
Table 4.5: Apache ab benchmark results for an active page
Assistant (ms) Master (ms) Hybrid (ms)
C Mean Med 99% Mean Med 99% Mean Med 99%
1 140 140 160 41 40 50 67 42 143
2 271 270 290 51 59 70 104 54 287
3 402 400 440 67 60 100 122 69 423
5 665 660 740 110 110 180 214 116 705
10 1319 1320 1500 210 200 400 384 219 1204
100 13344 13140 22170 2184 2150 3850 3163 2136 18295
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response time. Again, the response time of the hybrid system falls between the two platforms, but it is closer
to the response time of the Master. The reason is that for a fixed number of requests and fixed intervals of
service from each platform, a much higher number of requests are served by the Master than served by the
Assistant. This makes the mean and median closer to that of the Master. Despite the difference in response
time, the point at which both platforms close new connections is almost the same at about 250 concurrent
requests. These results suggest that active pages benefit from a more powerful platform whereas static pages
seem to be delivered equally well from the Master and the Assistant.
4.4.3 Evaluation of Prediction Methods
The prediction method, implemented in the makePrediction() function, predicts the request rate for the
next sampling interval. This predicted request rate is then used to determine the platform to be used for the
next interval (which may be the current platform or a switch to the other platform). The predicted request
rate is compared to a set threshold value to make a decision on which platform should be used. A prediction
method can have two types of mispredictions:
• Underestimation, in which the method predicts a request rate lower than the threshold for the next
interval, but a higher request rate occurs instead. As a result of switching to (or staying in) the
Assistant based on this prediction, the Assistant will be overloaded and the response time of serving
requests will increase. Increased response time results from this type of misprediction.
• Overestimation, in which the method predicts a rate higher than the threshold for the next interval,
but a lower request rate occurs instead. As a result of switching to (or staying in) the Master based
on this prediction, the Master will be powered-on and serving when it could otherwise have been
sleeping. A waste of energy results from this type of misprediction.
The ideal prediction method would be an oracle that can “see” into the future. For the same workload, no
prediction method results in a longer sleep time and a shorter response time at the same time than the oracle.
For a trace-based evaluation where the KETI server log is used to create a workload, it is possible to see
into the future. For a feasible prediction method, Exponentially Weighted Moving Average (EMWA) was
implemented. The oracle and EMWA prediction methods as implemented in makePrediction() are shown
in Figures 4.9 and 4.10, respectively.
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SleepSimulation()
sleepCount ← overCount ← underCount ← 0
nextSample ← first sample from processed trace file
for (all entries in processed trace file) do
prediction ← makePrediction()
nextSample ← next sample from trace file
if (prediction = assistant) then
sleepCount ← sleepCount + 1
if (nextSample > maxRequestRate) then
underCount ← underCount + 1
if (prediction = master) then
if (nextSample ≤ threshold) then
overCount ← overCount + 1
return (sleepCount, underCount, overCount)
Figure X. Simulation model to evaluate prediction
Figure 4.11: Simulation model to evaluate prediction
Table 4.6 shows the variables used in the trace-driven simulation, and Figure 4.11 outlines the simulation
procedure. The variables underCount and overCount are used to determine the percentage of energy waste
due to overestimation and the time where the Assistant is performance limited due to underestimation,
respectively. The variable sleepCount counts the number of intervals the Master is put to sleep. In
each iteration of the loop, the request rate of the next interval is read from the processed KETI server
log and assigned to nextSample. The processed KETI server log was the KETI server log from the KETI
main server reduced to the number of requests per one minute intervals. The HTTP request rate in the
first line is the request rate of the current interval that is read from the processed KETI server log file.
The variable maxRequestRate is the maximum request rate that the Assistant can handle. The variable
maxRequestRate was set to 300 requests per minute in this simulation. If a request takes one second to be
served, a maxRequestRate of 300 requests per minute is on average 5 simultaneous requests on the Master
or the Assistant in a given interval. One second service time for each request is very conservative; about
95% of the files on the KETI server are below 5 KB in size and take much less than one second to download.
The Assistant is capable of serving such a request load without any measurable difference in response time
compared to the Master. The variable threshold (threshold must always be less than maxRequestRate)
is a “tuning parameter” and is used to determine which platform to use in the next interval.
Table 4.7 shows the results of the simulation. In all cases, α = 0.25, maxRequestRate = 300, and
the values of threshold are shown in the first column. Experimenting with different values of α showed
that α = 0.25 gave the overall least mispredictions for different threshold values. The fourth column shows
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the performance impact as the percentage of requests that fall within the intervals where the request rate on
the Assistant is more than maxRequestRate. It can be seen that the EWMA prediction mispredicts the
request rate of next interval in 7% to 20% of intervals for different values of threshold . For a larger value
of threshold (150 request per minute), 15% of predictions were underestimated. For these 15% incorrectly
predicted intervals, 8.4% of all requests arrive in these intervals and are likely to experience an increased
response time. The impact of this misprediction is further described in the next section. An interval with
more than 600 requests per minute does not exist in the one-month KETI server log. With the same earlier
assumption of one request per second, this rate is equivalent to about 10 simultaneous connections to the
Assistant, which, as shown earlier, does not impose a significant increase in response time for static pages.
For active pages (which constitute only about 5% of the overall requests in the KETI server log), however,
the impact on response time is much more (about six times increase).
4.4.4 Performance Evaluation of the Prototype SWEEP
In the evaluation of the SWEEP prototype, answering the following four questions is of interest:
1. How does the threshold in the prediction method affect the overall Master sleep ratio?
Table 4.6: Variables for simulation evaluation of prediction method used in SWEEP
threshold Request rate to switch to Master
maxReqRate Maximum request rate for Assistant
prediction Prediction from makePrediction()
nextSample Sample rate in next interval
sleepCount Number of intervals that Master sleeps
underCount Number of underestimated intervals
overCount Number of overestimated intervals
Table 4.7: Results from prediction simulation evaluation
threshold Sleep Overestimation Underestimation Performance hit
10% 32% 15.2% 7.0% 0.5%
25% 50% 12.5% 7.8% 0.8%
50% 61% 11.6% 10.2% 1.7%
100% 77% 9.5% 8.8% 4.5%
150% 82% 7.5% 7.8% 8.4%
200% 90% 5.8% 6.5% 13.1%
300% 95% 3.1% 4.0% 21.9%
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2. How does the response time change as the sleep time increases?
3. How does the sleep time and response time of the EWMA prediction differ from the ideal prediction
(the oracle) in practice?
4. How does the macSwitch method compare to the httpRedirect method with respect to the request
response time and overall sleep ratio?
The performance evaluation of the prototype system was done by replaying the KETI web server log
against the SWEEP prototype to determine the energy savings and performance penalty (increase in response
time). Although the requests in the KETI server log are made by various clients, in these evaluations all the
requests were made from a single client PC connected to the edge router (as shown in Figure 4.3). The
capacity of the LAN switch and edge router was 100 Mb/s. The process in the client that replayed the KETI
server log was a multi-threaded C program which read the requests from the KETI server log line by line
and retrieved the corresponding page by a wget request to the SWEEP prototype at the corresponding time
of each request. The program recorded the completion time (server response time) for each request. The
Master process was also instrumented to record the percentage of time the Master was powered down (time
spent in the Sleeping state in Figure 4.8) out of the total time of the experiment. All the files in the KETI
server log were first downloaded from the actual KETI website to the Master and Assistant. The active
page requests in the KETI server log were replaced by a request to a PHP page on SWEEP system with two
database queries and four images.
To answer questions 1 to 3 (above) the experimental factors were chosen to be 1) the prediction method,
and 2) the threshold. The ideal and EWMA predictions were selected with thresholds ranging from 10 to
300 requests per minute. Thresholds above 300 or below 10 would result in the Master being powered on
all the time or not at all, respectively, and are thus not interesting. The response variables were 1) request
response times and 2) sleep time of the Master. From the sleep time, energy savings could be estimated.
To answer question 4 (above), all experiments were performed for both the httpRedirect and macSwitch
methods and compared the response variables were compared.
To avoid impractically long experiment times (replaying the entire KETI server log for each factor
level would take more than one month to complete) the experiment times were scaled by a factor of 10
as follows. A sample weekday and a weekend (Wednesday, November 3, 2010 and Sunday, November 7,
2010, respectively) were chosen as representative samples of relatively high and low periods of traffic on
83
the system and experiments were performed for these two days only. All the times in the KETI server log
for these days were also divided by 10 (So, replaying a full day of KETI server log would take 2.4 hours
instead of 24 hours). The file download times were also scaled by cutting the size of all the files by a
factor of 10. The sample time for the policies in the time-scaled experiments was 6 seconds (one minute
non-scaled sample time). Two things did not scale well, 1) active pages, and 2) the Master wakeup and sleep
transition times. For scaling the active page, one of the queries was removed and the other was modified to
include fewer records from the database. As a result, retrieving the active page from the Master took about
10 ms (as opposed to 50 ms for the original) and about 30 ms from the Assistant (as opposed to 150 ms
for the original) when the active page request was the only request handled by the platform. These times
were still more that one tenth of the original download times and would likely be higher when the server is
busier, but they can be considered as reasonably conservative assumptions for the scaled experiments. To
scale the transition times, the Master process did not actually put the Master to sleep. Instead, it recorded
the time in the Sleeping state after subtracting one tenth of the Master’s normal wakeup and sleep transition
times (5 seconds was the normal wakeup and sleep transition time as measured on the Master platform)
from it. The validity of the scaled experiments was confirmed by comparing a few sample non-scaled
experiments on the prototype against the corresponding scaled experiments. The Master sleep times for
scaled experiments were within 5% to that of non-scaled experiments. The average request response times
were much higher in the scaled experiments most likely because of the higher number of concurrent requests
on the platforms when the requests were squeezed into ten times shorter time intervals. However, the
relationship between the response times in different non-scaled experiments remained the same as that of
for scaled experiments. Since this relationship was of interest (and not the absolute response time values), it
was concluded the scaled experiments were adequately valid for this evaluation.
Figure 4.12 shows the Master sleep time and the average request response time for the weekday.
Figure 4.13 shows the same for the weekend day. For both days, the prototype shows significant sleep
time for the Master with more sleep time for the weekend day, as expected. For a moderate threshold of
150 requests per minute, it can be seen that a sleep time of over 75% is achievable. The sleep times of
the httpRedirect and macSwitch methods are almost the same since the method of switching the platform
between the Master and the Assistant neither affects the number of requests on the Master in each interval
nor causes any change in the fluctuation of the load on the system. So, the intervals in which the Master
is powered down remain the same regardless of which switching method is used. However, the prediction
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Figure 4.12: Weekday (a) Master sleep time, and (b) response time
method affects the sleep times. As can be seen in Figures 4.12b and 4.13b, the oracle achieves a higher
sleep time (although by a very small margin) compared to EWMA. This is due to the oracle not making
any overestimation mispredictions. This shows that EWMA can be considered as an accurate prediction
method with a low number of overestimation mispredictions, which achieves close-to-ideal sleep times
for the Master. It can also be seen that the sleep time grows almost exponentially with the growth of the
threshold until it becomes steady beyond moderate (150 requests per minute and above) thresholds. This
suggests that a moderate threshold can achieve high sleep times.
Request response times, however, showed a quite different behavior from sleep time. The two traces
labeled “All from Master” and “All from Assistant” are given as the performance boundaries, where the
former is the average response time where all the requests of the KETI server log are made to the Master,
and the latter is the average response time where all the requests of the KETI server log are made to the
Assistant. The low boundary, “All from Master”, was almost the same for both days. This is due to the
fact that the performance of the Master does not change significantly with different number of simultaneous
connections (shown in Section 4.4.2). However, the high boundary is more than two times higher for the
weekday. This may be due to the much higher degree of parallel connections (higher load) on the Assistant
during a weekday which affects its performance more than the Master (as also shown in Section 4.4.2). The
macSwitch method showed lower response times than httpRedirect for any threshold. This is due to the extra
roundtrip time caused by the redirection in httpSwitch and the process imposed on the Assistant by handling
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Figure 4.13: Weekend day (a) Master sleep time, and (b) response time
a high number of simultaneous redirection responses during high loads. This effect was more severe in the
weekday because of the generally higher load. As the threshold increased above 150 requests per minute
in the weekday (causing more redirections from the Assistant), the response time increased much faster than
those of the macSwitch method. The request response times of the macSwitch method were close to the
lower boundary especially for low to moderate thresholds which showes limited performance degradation
from using the Assistant. The response time of the macSwitch with EWMA prediction was also tightly
bounded by the response time of the same method with oracle prediction. Overestimation mispredictions
(which EWMA seems to make more than underestimation) result in lower response times at the expense of
less sleep time, as can be seen in Figure 4.12. The increase in response time was limited. For delay-sensitive
web content, this increase in delay may cause a noticeable effect to the user. For less delay-sensitive web
content, the delay may not adversely affect user experience.
Based on the above discussion the questions considered at the beginning of this section can be
answered as follows. For question 1, a moderate threshold (150 requests/min) results in significant sleep
time. For question 2, the energy savings come at the expense of relatively higher request response times.
However, this increase in response time is limited and may not adversely affect user experience for some
lessdelay-sensitive web content. For question 3, EWMA based on past history can predict the intervals of
high or low demand with good accuracy. The results showed minor difference between EWMA prediction
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and the oracle. Finally, for question 4, the macSwitch method showed better performance than httpRedirect
with almost the same sleep times. The reasons are likely to be due to the extra roundtrip time of http
redirection and the extra load on the Assistant to handle redirection responses especially when the request
load is high.
4.4.5 Evaluation of SWEEP Vulnerabilities
In order to evaluate SWEEP’s vulnerabilities (see Section 4.2.2), a few scenarios under which the
macSwitch vulnerabilities occur were produced. This also helped in determining the likelihood of their
occurrence in a real system. These scenarios were as follows:
• For the first vulnerability, producing such a scenario requires an extremely high request rate to the
Master due to the small size of an HTTP redirection response and the small amount of processing
required for generating these responses independent of the request size. Such scenario could be
created in the prototype system when the Master was flooded by about 50 concurrent processes
sending requests as fast as the Master can respond. This was done by ab. This request rate translates to
about 15000 requests per minute. Such a high request rate was not identified in the KETI one-month
web server logs.
• For the second vulnerability, a sequence of requests was crafted to exploit this vulnerability to flood
the Assistant. First, the system was given a request rate above threshold in order to make it switch the
serving platform to the Master. Then, a 40 GB file was downloaded from the Master which takes more
than a few sampling intervals (1 minute) to complete. As stated in Section 4.2.2, any request that takes
more than a sample interval (1 minute) can potentially reveal this vulnerability. In the setting used for
the prototype, downloading files larger than 6 GB takes more than 1 interval (the link from the hybrid
system to the client is 100 Mb/s). Then, the system was given no load for the next few sampling
intervals which made the Assistant send the GoToSleep command to the Master and the Master to
redirect new requests to the Assistant while waiting for the download to finish. Then, 100 concurrent
connections started sending active page requests to the system (all of which were redirected to the
Assistant) and caused the Assistant to drop new requests after responding to about 300. However,
again, such a request sequence in KETI’s one-month web KETI server logs was not found. In other
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experiments used for SWEEP evaluation, a high enough load on the Assistant to cause any delay of
the sampling process was not identified.
• With the current setting of the system prototype, crafting a scenario that causes the third vulnerability
to occur was not possible. The PC which emulated multiple clients was not capable of producing a
high enough load to delay the sampling process in the Assistant. As a result, further investigation of
this vulnerability was left to future.
4.5 Chapter Summary
In this chapter, a hybrid web server for an SME was designed, prototyped, and evaluated. The SME Web
Energy Efficient Platform (SWEEP) is a heterogeneous system based on two platforms – a high performance
(and high power) Master and a low performance (and low power) Assistant. No additional hardware is
needed for load balancing. In the prototype, a PC for the Master and a plug computer for the Assistant were
used with mirrored content. During periods with low request rates, the Assistant had sufficient capacity to
handle all requests allowing the Master to sleep. When the request rate was predicted to increase beyond the
capacity of the Assistant, the stream of HTTP requests was seamlessly switched to the Master (which was
woken-up by a Magic Packet). To a client, the hybrid server appears as a single system image with a a single
IP address. The prototype system was evaluated by replaying KETI server logs to the prototype system.
It was possible for the Master to sleep about 50% of the time without increasing the response time of the
requests. Depending on the maximum tolerable delay, or response time, higher sleep times are achievable
(that is, compared against the response time for the Master only). For instance, for a busy weekday, for
about 75% total Master sleep ratio the average response time of the requests increased about 100 ms. Based
on these results, a system was created with a roughly 10x reduction in power for periods of time when the
request rate is low, which occurs about 50% of the time.
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Chapter 5: Timed Redirection to Reduce Energy Use of Hybrid Web Servers
The previous chapter was dedicated to the use of hybrid web servers that contain both Pentium and
ARM processors where the smaller (and lower-power) ARM processor can handle a significant fraction of
the workload. In Chapter 4, a hybrid server architecture that could reduce the electricity use of Small and
Medium Enterprise (SME) web servers was explored where an ARM-based plug computer would proxy or
“cover” for a sleeping Pentium-class Master server during periods of low load. In Chapter 4, the Assistant
plug computer was a perfect mirror of the Master server. The Assistant would serve content during periods
of low load with the Master allowed to sleep; the Master would serve content during infrequent periods of
high load. As a next step, a different approach to exploiting the hybrid server architecture to save energy will
be explored in this chapter. For this next step, existing Internet protocols are modified to enable the Assistant
to effectively schedule the sleep time of a Master where the Master serves all content and the Assistant acts
as a redirector of requests [77]. The Assistant does not store or serve content.
HTTP is the key protocol for transferring data between servers and clients. In this chapter, a mechanism
for existing HTTP redirection whereby client requests can be redirected not only in space (that is, directly
to another server) but also in time [77]. This HTTP timed redirection enables requests for multiple clients
to be coalesced and delayed in a controlled fashion which allows many short idle periods in servers to be
coalesced into fewer, longer idle periods. During these periods, the servers can sleep and save energy. As
demonstrated in this chapter, timed redirection can be used for reducing energy use for a growing class of
delay-tolerant services such as application updates and file backup. This is a new way to use the hybrid web
server architecture to reduce energy use of web-based services.
HTTP redirection has long been used for load balancing of incoming requests to multiple web servers
(for example, [7]). HTTP redirection works in “real time” – time shifting a redirected request is not possible.
In this chapter, a new method for time shifting incoming requests to a later time is proposed and evaluated.
Such time shifting can save energy by coalescing requests into pre-determined awake periods for a given
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server. Time shifting will increase the response time for a given request. For some applications – such as
web surfing – such an increase in response time would likely be unacceptable. For a growing number of
applications, however, there is a degree of delay tolerance that can be exploited. For example, automatic app
updates for smart phones are delay tolerant. Large file downloads may also be delay tolerant to the extent
that their download start time could be delayed for a short period of time. Online backup services such
as Carbonite [16] may also be able to benefit from time shifting of their requests. Backing up a recently
changed file does not take place instantly; there is a few seconds of delay between when a file is changed
and the time it is synchronized with the version stored in the user’s online backup space. This delay could
be increased without significantly changing the performance or reliability of the backup service. The idea
of a “just noticeable difference” (also known as Weber-Fechner law) has been studied by psychophysicists
and suggests that changes on the order of 10% may be unnoticeable [98]. So, for example, increasing a file
download time by 10% by delaying the start of the download may be acceptable. It may also be possible
that customers of mobile data plans would be willing to accept an occasional increased delay for a lower
service cost.
The contributions of this chapter are the proposal, system design, implementation, and evaluation of
HTTP timed redirection to achieve energy savings in a hybrid web server.
5.1 Modifications to HTTP Design to Enable Timed Redirection
HTTP already supports redirection. However, HTTP does not support a delay mechanism useful for
scheduling purposes. In HTTP, a web server can issue a redirect response (for example, in response to
a GET request) to indicate that the requested resource should be accessed at a different location than the
URI specified in the request [31]. Different status codes in a redirection response notify the browser of
the proper action to take in subsequent requests. For instance, response code 301 means that the resource
is permanently moved to the new location, whereas code 307 means the request is temporarily moved and
future requests need to still be made to the original URI. The HTTP redirection capability can be used for
load balancing (SWEB [7], for instance). The work in this chapter builds upon SWEB to add redirection
in time (and not only space). Methods of delaying HTTP requests already exist. A field called Retry-After
exists in a 503 response (Service Unavailable) which can be set by website administrators to inform users
of when to try again when the website becomes temporary unavailable. The Retry-After field implies that
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Figure X. Arrival of requests and Master epochs
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Figure 5.1: Arrival of requests and epochs of the Master
the resource will be available to the client anytime after the given delay. The proposed delaying method
in this chapter (described next) is different in that the client is required to retry the request at exactly the
current time plus the given delay – this pre-determined delay is given to the client by a new field in the
HTTP response called Retry-Delay. Thus, Retry-Delay can be used for scheduling purposes (as used here)
where Retry-After cannot. Another means of delaying client requests is refresh element in the metadata of
an HTML page. The client must be capable of interpreting HTML (as a browser is capable of, for example).
An alternative URI can be coupled with refresh meta element to automatically redirect users to another
location after a certain time, but not with the precision required for scheduling applications (such as the one
explored in this chapter).
HTTP timed redirection is a means of coalescing HTTP requests to allow the Master in a hybrid server
to periodically sleep. In this implementation of a hybrid server, the Assistant is fully powered-up (awake)
all the time while the Master is put to sleep periodically in sleep-wake epochs as shown in Figure 5.1 and
is thus awake only during defined periods of time. Figure 5.1 shows a series of not serving (or asleep) and
serving (or awake) periods for the system. Each epoch of duration Tepoch consists of a not serving period of
predetermined duration TnotServe and a serving period of variable duration Tserve. During the TnotServe period,
the system is sleeping or transitioning between wake and sleep. During the Tserve period, the system is awake
and serving. There is no web content available on the Assistant. The Assistant implements an HTTP server
that only does redirection. The redirection notifies a client that it has to make another request to the new
URI of the resource on the Master. All client HTTP requests are sent to the Assistant – the Assistant IP
address is associated with the domain name of the website. When the Master is awake, requests sent to the
Assistant are redirected by the Assistant to the Master with no delay. However, when the Master is sleeping,
these requests are delayed in time (using timed redirection) for redirection to the Master at a later time when
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Figure X. Timed redirection message flow
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Figure 5.2: Timed redirection message flow
it is awake. This delay for requests allows for short server idle periods to be coalesced into fewer and longer
idle periods during which the Master can sleep and energy use can approach energy proportional.
5.1.1 Description of the Changes in the HTTP Protocol
The new HTTP timed redirection requires a new HTTP method, a new response field, and a new behavior
for a web client that uses HTTP to get files from, or put files to, a web server, as follows:
• A new Retry-Delay field similar to the existing Retry-After field in HTTP 3xx responses. The
Retry-Delay field contains a retry delay in seconds with a fraction to the precision of the system
(Figure 5.3).
• The capability for an HTTP server to assign delays (in the new Retry-Delay field) to HTTP 3xx
redirection responses based on a given policy.
• The capability for an HTTP client to delay a redirected request by the Retry-Delay value of a received
HTTP 3xx response.
The HTTP message flow of a timed-redirected request is shown in Figure 5.2 in the context of a hybrid
web server. The initial resource request from the client is made to the Assistant. The Assistant receives the
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Status line
Figure X. Format of a generic HTTP response message with the Retry-Delay field added
Version sp Status code sp Phrase cr lf
Header field name : Value cr lf
Header field name : Value cr lf
Retry-Delay : Value cr lf
.
.
.
.
.
.
cr lf
Body
Header lines
Figure 5.3: Format of a generic HTTP response message with the Retry-Delay field added
request and responds with a redirection response with delay, Tdelay, in the Retry-Delay field. The redirection
response from the Assistant to the client contains the URI of the resource on the Master as the new temporary
location of the resource. Upon receiving the response, the client delays for Tdelay time and then automatically
resends the request to the Master. The request is finally served by the Master.
5.1.2 Using the Protocol with the Modifications for Timed Redirection
In the hybrid web server, HTTP timed redirection is used to redirect in time requests that arrive during a
Master sleep period to a later Master awake period within each epoch. At the beginning of each epoch, the
Master sends a message to the Assistant indicating that it is transitioning to sleep, and then it transitions to
sleep. This begins a fixed-duration Master sleeping period which is known by the Assistant. The Assistant
then starts redirecting the incoming requests with a delay. This delay is calculated so that all the delayed
requests are redirected to the start of the next awake period. When the Master’s queue becomes empty, the
current awake period (and epoch) ends and a new epoch begins with the Master entering a sleep period
again, and this sequence continues. Figure 5.4 shows the scheduling method executed in the Assistant. The
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loop forever
if (a request is received in epoch Ti at time t)
if (t < TnotServe)
send a standard redirect message
else if (t ≥ TnotServe)
send a timed redirect message with Retry-Delay = Tdelay
Figure X. Scheduling method executed by Assistant 
Figure 5.4: Scheduling method executed by the Assistant
duration of sleep periods is fixed and is determined by the type of application being served by the server.
Thus, all requests that arrive while the Master is sleeping, plus the ones arriving while the Master is awake,
are served in the awake period. This effectively increases the utilization of the Master when measured
during awake periods only, but allows for headroom for high load periods by canceling sleep periods when
necessary. The duration of sleep periods can be determined such that the requests arriving during sleep
periods can be fully served in the awake periods without overloading the Master.
5.2 Analytical Model of Timed Redirection
Timed redirection used in a hybrid server coalesces requests in a distributed fashion – the requests
are held in the requesting clients. From a queueing point of view, the Master can be considered as a
single-server queueing system where the server takes vacations – a vacation period starts whenever the
queue is empty. During a vacation the server does not serve requests. The queueing model is the same as
Figure 3.2. However, the analysis in Section 3.1 was for deterministic arrivals and service times. The model
in this section assumes Poisson arrivals and general distribution for service times. The server vacations are
controlled by the server control unit which monitors the number of requests queued in the request queue.
Requests arrive at a rate λ and are served by the server (when active) at a rate µ . The utilization of the server
is thus ρ = λ/µ (this is the ratio of busy time). When requests arrive according to a Poisson distribution and
requests are served first-come first-served with an arbitrary service time distribution, the system becomes an
M/G/1 queue with vacations. Such a system has a well-known formula for solving for the mean response
time, W , which is derived directly from the Pollaczek Khinchin (P-K) formula. Let X and V be random
variables for the service and vacation times, respectively. Then,
W =
λE[X2]
2(1−ρ) +
E[V 2]
2E[V ]
. (5.1)
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5.3 Implementation and Performance Evaluation of Timed Redirection
The performance of timed redirection for a hybrid web server was evaluated using both analysis and
experiments on a prototype implementation. Request arrivals that follow a Poisson distribution were consid-
ered, since it seems reasonable given independently generated requests from a large number of independent
clients. For example, requests for application updates or file backup uploads will likely follow a Poisson
distribution given the independence of the generated requests. For the request sizes, both fixed length and
highly variable length were considered (for this latter case, a Bounded Pareto distribution was used to model
heavy tailed distributions for file size [27]). Request size models the size of an application update to be
downloaded to a client.
5.3.1 Implementation of a Prototype Hybrid Server with Timed Redirection
To experimentally evaluate timed redirection for a hybrid server, a test bed was built with a configuration
as shown in Figure 4.3. For the Assistant, a Sheeva plug computer that contained a 1.2 GHz ARM processor
was used. For the Master, a Dell Pentium4-based PC was used. Both the Assistant and Master ran Apache
on Ubuntu.
Software was developed for the Assistant and Master to implement the hybrid server operation where
the Master periodically sleeps. A messaging protocol between the Assistant and Master was implemented to
allow the Master to notify the Assistant that it would go to sleep and for how long it would sleep (TnotServe).
The awake time, Tserve, as described, was not fixed – it was as long as it would take to clear the Master
queue of all requests. Then, a new epoch (and sleep period) would begin. The Assistant HTTP redirection
service was implemented as a multithreaded process written in C. One thread listened for messages from
the Master. Upon receiving a message indicating the beginning of a new epoch, another process would
modify the mod-rewrite rules of Apache to redirect requests to the Master with a delay such that all the
requests would be retried to the Master at the beginning of the next awake period in the current epoch.
Rather than implementing a new field, the new Retry-Delay field was emulated in the location field of the
3xx response, separated from the URI with a special character. The Master service was also implemented
as a multithreaded process in C. The process kept track of the server’s request queue by monitoring pending
requests in Apache’s mod-status module scoreboard. When the request queue became empty, the process
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would notify the Assistant of the beginning of a new epoch (that is, that the Master would go to sleep)
and put the Master to sleep for a TnotServe period of time. A client load generator was also a part of the
test bed. The client load generator was a single PC that emulated multiple clients as a multithreaded C
process. Each thread was capable of sending GET requests to the hybrid server at a given rate with request
interarrival times generated from a specified distribution. The load generator timed each request response
time to calculate the mean response time for all requests made.
5.3.2 Evaluation of the Prototype Hybrid Server with Timed Redirection
For the experimental evaluation, the response variables of interest were the percentage of time the Master
was sleeping and the average delay to service a GET request. The experimental factors were:
1. TnotServe
2. request arrival rate (λ )
3. file size
4. Master multi-processing mode
The service rate (µ) was the data rate of the outgoing link (100 Mb/s) divided by the mean file size.
The factor levels were as follows. The factor TnotServe was fixed to 30 seconds. The sleep-to-wake and
wake-to-sleep transition times of the Master were about 4 seconds each, and inclusive in TnotServe. The
choice of 30 seconds for TnotServe was to enable the Master to serve the full coalesced load in a sleep period
in the subsequent awake period. When TnotServe was set to more than 30 seconds, the Master appeared to be
dropping requests at high loads. How this can be addressed is discussed in the next section. Although this
value for TnotServe seems very short relative to the transition times (roughly 26% of a TnotServe), as argued
in [72], transition times in the order of 100s of milliseconds or less may be possible in future commercial
grade servers. Therefore, it was assumed that in practice, such a TnotServe would be reasonable compared to
conventional server transition times. The client and the hybrid server were in the same room, and the link
between them was a 100 Mb/s Ethernet link. The interarrival time of requests was exponentially distributed
(Poisson arrivals) in all experiments. Two distributions were used for file size; fixed-size at 1 MB and
Bounded Pareto with mean size 1 MB and minimum and maximum files sizes of 100 KB and 100 MB,
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respectively, to represent a small and a mid-size file on the Internet. The request rate was determined such
that the load on the server varied between 5% and 95%. Requests were sent to the hybrid server for at least
3 hours per factor level while sleep and response time measurements were made.
Two sets of experiments were performed. One set of experiments used the default multi-processing mode
of Apache. In this mode, Apache creates a thread pool and serves requests in parallel, one by each thread. In
this mode, service can be closely approximated as processor sharing with multiple requests being served at
one time. This set of experiments was referred to as “threaded”. A second set of experiments was based on
changing the multi processing mode of Apache to a non-threaded mode (this set was called “non-threaded”).
The non-threaded mode more closely models first-come first-served service discipline and allows for a
comparison with the M/G/1 analytical model. Experimental results are compared directly with analytical
results for M/D/1 for fixed, or deterministic file size and M/BP/1 for Bounded Pareto-distributed file sizes.
That is, the “G” for General service distribution in the M/G/1 model was modeled as Deterministic (D) and
Bounded Pareto (BP).
Figures 5.5 and 5.6 show the results from non-threaded and threaded experiments, respectively.
Figure 5.5a shows the average fraction of time in sleep as a function of load (ρ), which is 1−ρ by theory.
Figure 5.5b shows the average request delay as a function of load. It can be seen that the actual sleep time
is slightly less than theory, but is very close. It can also be seen that the average delay is dominated by the
sleep time at low loads and then increasing at higher loads. Actual and theory match very well. For the
threaded experiments the average delay in Figure 5.6b is significantly greater than that of the non-threaded
case. This is because in a processor sharing model, all jobs in the system at a given time receive service,
thus increasing the average service time in many cases. For both threaded and non-threaded experiments
(Figures 5.5a and 5.6a), it can be seen that the sleep time is very close to 1− load (especially for low
and medium load levels of up to 50%), which shows that timed redirection can bring the server very close
to energy-proportional. In the testbed, setting TnotServe to longer than 30 seconds resulted in the Master
dropping requests when the load was more than 75%. This appears to be due to the number of requests
redirected to be queued at the start of an awake period being too large and some client connections being
dropped. For future work, this potential problem needs to be addressed with, possibly, a notion of batching
of request redirections. The Assistant will batch redirection times and inform the Master at the start of each
awake period how many batches to expect and not to power down until the last batch is complete. The
current implementation is thus a single batch system.
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Figure 5. Average fraction of time in sleep (a), average request delay (b), for the non-threaded experiment
Figure 5.5: Non-threaded experiment results – (a) fraction of time in sleep, and (b) request delay
Figure X. Average fraction of time in sleep (a), average request delay (b), for the threaded experiment
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Figure 5.6: Threaded experiment results – (a) fraction of time in sleep, and (b) request d lay
5.4 Chapter Summary
The hybrid web server is another possible approach to reducing energy use for delay-tolerant web-based
services in Small and Medium Enterprises and in data centers. In this chapter, it was shown how HTTP timed
redirection can enable very-close-to-energy-proportional operation of a hybrid web server for delay-tolerant
services. The proposed change to HTTP permits redirection to be precisely delayed by a predetermined
Retry-Delay. This added delay can be used to coalesce client requests to enable servers to sleep. Adding
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delay to a web-based service seems counter-productive given than most efforts are focused on reducing
delay. However, for a growing class of delay tolerant applications such added delay may not have any
measurable effect on user quality of experience and the reduced energy costs can result in lower service cost
to the user. In particular, application update and file back-up can be two popular Cloud Computing services
that can reduce their energy use by employing HTTP timed direction in a hybrid web server to enable longer
idle periods for servers to sleep.
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Chapter 6: Summary and Future Work
The electricity consumption of ICT systems costs about $15 billion per year in the US. Generating this
electricity also contributes to climate change by emitting almost 2% of all CO2 generated by human activities
and industries worldwide. There is a great opportunity to reduce this consumption; most ICT systems are
lightly loaded which means there are idle time periods where they are not utilized. New methods are needed
to exploit these idle periods for putting systems to sleep in order to save energy while still maintaining an
acceptable level of performance. This dissertation studied three such methods for Ethernet links, Ethernet
LAN switches, and data servers using analytical modeling, simulation modeling, and prototyping. These
methods seek a common goal; to bring the system closer to energy-proportionality. Energy-proportionality
is a notion of minimizing energy waste by utilizing idle periods for sleeping. The challenge is that sleeping
may not be possible in some idle periods since the transition times associated with sleep and wakeup can be
more than the length of an idle period, making sleep impossible. A solution, applied in the methods studied
in this dissertation, is to consolidate idle periods to longer ones suitable for sleeping. This was done by
coalescing jobs by scheduling them to be served in batches of back-to-back jobs.
6.1 Summary of the Investigated Methods
The first method studied was packet coalescing for EEE. In packet coalescing, multiple packets are
coalesced in the sending buffer of an EEE-enabled Ethernet interface in order to extend idle periods between
packet arrivals and maximize the opportunity for sleeping in these extended periods. Packet coalescing
was modeled analytically. Packet coalescing was also modeled using simulation. Performance evaluation
using the simulation model showed that packet coalescing could add significantly to EEE savings with an
additional delay overhead to the packets that may be negligible compared to the normal end-to-end delays
in the Internet. The concept of packet coalescing was then applied to SOHO Ethernet switches where the
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entire switch could be put to sleep periodically after stopping traffic on all ports. The method was called
synchronized coalescing, since traffic would pause on all the connected ports in a synchronized fashion
before putting the switch to sleep. An extension of synchronized coalescing, called adaptive coalescing,
was then developed to enable the switch to adapt to high loads by extending the periods of staying on.
It was shown that synchronized and adaptive coalescing can bring an Ethernet LAN switch very close to
energy-proportionality.
The second method was SWEEP, a hybrid web server architecture in SME environments. SWEEP is a
hybrid web server with two platforms which appear as a single server with a single IP address to outside
users. The first platform is a low-power, low-performance Plug PC which serves the server load most of
the time as the server load in SME environments tends to be low for the majority of time. The second
platform is a high-power high-performance server which takes over serving requests in rare periods of high
load. Performance evaluation of SWEEP using a system prototype and web server logs from a representative
SME (KETI) showed that the hybrid server operates very close to energy-proportional.
The third method was timed redirection in hybrid servers. Timed redirection is coalescing of HTTP
requests in clients in a distributed fashion. In timed redirection, requests are delayed to the future. The delay
occurs in the clients. The delay is calculated so that no requests arrive to the server for a period of time, thus
enabling the server to sleep, and then the requests are retried to the server at the same time, thus enabling
the server to either work at full utilization, or sleep, at all times. This makes the server operate very close
to energy-proportional. The delay caused by timed redirection is not acceptable for some applications (such
as real time services). However, for a growing class of delay-insensitive applications, such as online backup
and app updates on handheld devices, the delay may be unnoticeable or of no significance to the user, or
justifiable by some sort of business incentive.
6.2 Future Work
The research done in this dissertation can be continued in several directions, including the following:
The analytical model for coalescing can be extended. Future work includes extending the model to a
general case system comprised of multiple coalescer outputs of which “fan-in” to a downstream queue. This
system represents, for example, an Ethernet LAN switch with multiple EEE-enabled interfaces connected.
Packet coalescing may cause an increased burstiness of the traffic, which can have adverse effects on the
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downstream network equipment such as routers and switches. The possible effects of increased burstiness
of the traffic need to be evaluated. The effects on downstream queues (for example, in downstream routers)
depend on three factors:
• The characteristics of the traffic stream generated by the application in the system that implements
coalescing.
• The capacity, or service rate, of the downstream queue.
• The setting of the coalescer parameters.
Packet coalescing, as implemented in this work, generates bursts that last in time scales in the order of a few
microseconds. If the original traffic stream in the system that implements coalescing is already bursty, then
packet coalescing may not significantly alter the characteristics of the original stream. As a first step, the
burstiness of the original traffic stream and the outgoing traffic from the downstream queue can be compared.
One way to do so is to measure the CoV of the interarrival times to the coalescer and interdeparture times
of the outgoing packets from the downstream queue and compare them. If the CoVs are not significantly
different, it may be an indication that the burstiness of the original traffic “covers” the microbursts caused
by the coalescer. On the other hand, if the original traffic stream is smooth, then coalescing would make it
bursty at a small time scale. It is unclear if the time scale here is large enough to cause significant effects to
a downstream queue. The time scale of the bursts generated by a coalescer is generally much smaller than
that of the burstiness caused by applications and users. EEE with packet coalescing should also be studied
more in the context of the Internet protocols. Its effects on the TCP/IP congestion control mechanisms
should be further investigated. Also, the effects of synchronized coalescing on interactive applications
such as gaming and web surfing should be measured and studied. An analytical and simulation evaluation
of synchronized and adaptive coalescing when it is extended to multiple hops at the same time would be
useful. Hybrid systems show great potential for reducing energy use of ICT systems and services; additional
work is needed in this promising direction. Installing a hybrid server in a real SME – possibly at KETI – and
hosting a real website and workload is possible future work. Open questions that were uncovered during the
study of hybrid servers in this dissertation include:
• How can SWEEP be extended to other Internet services that SME servers may host including email,
DNS, file back-up, and so on?
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• What additional services specifically related to energy use reduction can SWEEP implement (this
might include new forms of scheduling of requests and other form of shaping the workload to increase
sleep time)?
• Can the Assistant be more closely integrated with the Master, for example as multiple processors on
the same motherboard or as heterogeneous cores within a single processor and achieve both lower
cost and better energy efficiency?
Changing the hybrid server architecture to suit various applications, and possibly increasing the energy
savings, is another direction of future work regarding hybrid servers. Such alternative architectures can
include the following:
• As opposed to the current architecture where the Master’s content is replicated on the Assistant,
the Assistant can only be capable of serving some content available on the Master. The Assistant
can be used as a cache for the Master’s content and only serve the content that is requested most
frequently. A challenge which should be addressed would then be the synchronization of the contents
of the Assistant and the Master. If such architecture is to be explored, the FSMs for the Assistant
(Figure 4.7) should be modified. The modification would be to add a transition similar to Transition 1
from the Serving state to the WaitMasterWake state where the triggering condition should be the
unavailability of a resource on the Assistant.
• As opposed to the current architecture where there is one high-power high-performance platform
handling the peak loads, an array of low-power low-performance platforms can be used to handle the
peak loads. Such architecture has been investigated for massively parallel processing (FAWN [6],
for instance). However, one important characteristic of SWEEP which is eliminating the need for a
separate load balancer may not be possible for this alternative architecture. The reason is that a switch
does not normally associate more than one MAC address to one IP address, so at any time it would
not be possible for more than one platform to serve requests destined to an IP address in the network
(unless the switch broadcasts packets to all connected ports, which would require modifications to
the switch). But using low-power platforms may significantly reduce the overall consumption of the
hybrid server. New architectures are possible future work.
Lastly, timed redirection can be further investigated. Next steps involving timed redirection include:
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• Identifying more application types to which timed redirection is applicable and the tolerable delay for
each type.
• Investigating how the scheduling method can be adaptively set to maximize energy savings (or mini-
mize delay) for a given delay (or energy) constraint.
• Implementing and evaluating batching of request redirection to handle overload situations.
• Gaining a better analytical understanding of mean response time for the threaded mode of operation.
6.3 Broader Impact and Intellectual Merit
Widespread use of the methods studied in this dissertation can bring broad and tangible benefits to
society. These methods can enable energy savings – in the form of reduced energy consumption of Ethernet
links and data servers – of hundreds of millions of dollars and reduction in CO2 generation of billions of lbs
in the US [24]. Estimations leading to these potential savings follow.
There are currently more than 65 million active active 10 Gb/s Ethernet links in the US, most of which
are data center links in rack switches. Assuming 3% utilization (slightly higher than an edge link) on each
link, 5.5 W power consumption, and being powered-on all the time, about 2.25 TWh of energy per year can
be saved on these links using EEE (a 72% reduction at this level of utilization based on the results presented
in Figure 3.7a). An additional 18% savings can be achieved if packet coalescing with the large coalescer is
used on these links (again, Figure 3.7a). This is an additional 0.41 TWh of energy per year. A total of about
260 TWh of energy per year can be saved by utilizing EEE with packet coalescing on all these links. At the
current average electricity rate, these savings translate to about $266 million per year in the US. This is also
equivalent to about 3.4 billion lbs of CO2 emissions per year.
Similar estimates can be made for synchronized and adaptive coalescing too. Using the power consump-
tions in the On and Off states, and the total number of SOHO switches in the US (Section 3.3), it can be
estimated that the potential energy savings that can be obtained by deploying adaptive coalescing in all the
future SOHO switches would be approximately 3.5 TWh per year in the US. This is about $350 million in
monetary savings and about 5.3 billion lbs of reduction in CO2 emissions.
Savings that can result from utilizing SWEEP can be estimated using the consumption of a typical
SME server and the number of them in the US. Consider a 200 W non-hybrid server (this is a conservative
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assumption, SME web servers typically consume more power) that is fully powered-on 24/7 versus a hybrid
server with a 200 W Master and 10 W Assistant. With 50% sleep time for the Master, the hybrid server
becomes a 110 W always-on server. This is 45% reduction in the overall power consumption which
translates to over 780 kWh per year in energy savings. These savings are roughly equivalent to $70 in
monetary savings (using current average electricity price in the US, $0.10/kWh) per server once the cost
of the Assistant is recovered by the savings. Based on the US Census Bureau 2008 statistics on small
businesses, there were 526,307 firms with 20 to 99 employees in the US in 2008. Information on exactly
how many of these firms use a dedicated web server was not available. As a first-order rough estimate, it
can be said that savings of between $1 million and $5 million per year nationwide are possible if between
3% and 13% of these firms use a dedicated web server and utilize SWEEP.
As another impact, applications of coalescing of requests in other disciplines – potentially outside ICT –
can be considered. In general, coalescing can potentially apply to domains where queueing models apply
such as manufacturing, transportation, amusement parks, etc. In these domains, coalescing can be done on
requests for a highly valuable resource (equivalent to energy in the context of this dissertation) that can be
better utilized in longer time periods rather than in smaller time periods.
The intellectual merit of this dissertation is in introducing a new way of reducing energy use of network
links and data servers by the coalescing of packets (for network links) and server requests (for data servers).
Coalescing enables idle periods to be better exploited for sleeping and thus allows for energy proportionality
to be achieved. A better understanding of the trade-offs of coalescing on network quality of service and user
quality of experience is an intellectual direction to be explored.
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Appendix A: Permission for Use of Figures 2.3 and 2.5, and [24], [75], [76], [77], and [79]
Figures 2.3, and 2.5, have appeared in papers or standards published by the Institute of Electrical and
Electronics Engineers (IEEE). The contents of Chapter 3 have appeared in [24], [75], and [76], all of which
are IEEE publications. The contents of Chapter 5 have appeared in [77] (currently under review) and [79]
which are also IEEE publications. The IEEE does not require individuals working on a thesis to obtain a
formal reuse license. However, authors are asked to print out the statement in Figure A.1 to be used as a
permission grant.
Figure A.1: Permission to Reuse Content from an IEEE Publication in a Dissertation
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Appendix B: Permission for Use of Figure 2.8
Figure 2.8 has appeared in a paper published by Wiley. The use of this figure in this dissertation consti-
tutes fair use since it is a minimal and commercially insignificant portion of an existing work for scholarship
purposes. Therefore, it does not require permission as per the publisher’s website notice, which is shown in
Figure B.1 (available at http://www.wiley.com/legacy/authors/guidelines/stmguides/3frames.htm).
Figure B.1: Permission to Reuse Content from a Wiley Publication in a Dissertation
117
Appendix C: Permission for Use of [78]
The contents of Chapter 4 have appeared in [78] which is published by Elsevier. As per the publisher’s
website notice which is shown in Figure C.1 (available at http://www.elsevier.com/journal-authors/author-
rights-and-responsibilities), authors are allowed to use their own publications in their dissertations.
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the integrity of scholarly works and the sustainability of journal business models, and we actively monitor and pursue unauthorized and
unsubscribed uses and re-distribution (for subscription models).
In addition to authors’ scholarly rights, authors have certain responsibilities for their work, particularly in connection with publishing ethics issues.
View our webinar on Ethics for Authors  for a useful resource of information. 
As a journal author, you have rights for a large range of uses of your article, including use by your employing institute or company.
These rights can be exercised without the need to obtain specific permission.
How authors can use their own journal articles
Authors publishing in Elsevier journals have wide rights to use their works for teaching and scholarly purposes without needing to
seek permission.
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Figure C.1: Permission to Reuse Content from an Elsevier Publication in a Dissertation
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Appendix D: Permission for Use of Figures 2.9, 2.10, 2.11, and 2.12
Figures 2.9, 2.10, 2.11, and 2.12 have appeared in papers published by the Association of Computing
Machinery (ACM). The use of these figures in this dissertation constitutes fair use since minimal and
commercially insignificant portions of these papers are used for scholarship purposes. Therefore, it does
not require permission as per the publisher’s website notice, which is shown in Figure D.1 (available at
http://usacm.acm.org/ip/category.cfm?cat=26&Intellectual%20Property).
Figure D.1: Permission to Reuse Content from an ACM Publication in a Dissertation
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Appendix E: Glossary of Symbols
(In order of appearance)
EP Energy Proportionality Index, utilization divided by power
U Utilization of a system as a ratio of the full capacity
P Power consumption of a system as a ratio of the peak power consumption
Ts Transition time from active to sleep mode
Tw Transition time from sleep to active mode
tgap Length of an idle period
tsleep Time in an idle period where a system can effectively sleep
Pa Power consumption of a system in wake (active) state
Ps Power consumption of a system in sleep state
Pws Power consumption of a system in transition from wake to sleep state
Psw Power consumption of a system in transition from sleep to wake state
G Energy savings gained in a system by sleeping in an idle period
λ Arrival rate (packets to a coalescer, requests to a hybrid server, etc.)
µc Service rate of a coalescer
µd Service rate of a downstream queue
N Packet count to open coalescer gate
M Total number of packets departing a coalescer in a coalescing cycle
SG Fraction of total sleep time to total idle time
Dc Mean packet delay for a coalescer
Dd Mean packet delay for a downstream queue
D Mean end-to-end packet delay for a tandem coalescer-downstream queue system
Lc Mean queue length for a coalescer
Ld Mean queue length for a downstream queue
to f f time to coalesce N packets in a coalescer
ton In a coalescer, time between beginning of transmission until the end of transmission plus the time
until the arrival of the first packet of the next cycle
To f f In synchronized coalescing, time for which the switch is off
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Appendix E: (continued)
Ton In synchronized coalescing, time for which the switch is on
C In synchronized coalescing, the fraction of time the switch is on
Plink In EEE, power consumption of a link as a percentage of the link’s peak power consumption
tLPI In EEE, percentage of times a link spends in LPI mode
ta In EEE, percentage of times a link spends in Active mode
tws In EEE, percentage of times a link spends in sleep transition
tsw In EEE, percentage of times a link spends in wakeup transition
Tcoalesce In EEE with packet coalescing, the maximum time for which packets are collected before sending
Tepoch In timed redirection, duration of an epoch consisting of a not serving period and a serving period
TnotServe In timed redirection, duration of a not serving period which is predetermined and fixed
Tserve In timed redirection, duration of a serving period which is variable
Tdelay In timed redirection, delay with which a request should be retried, included in Retry-Delay
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