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SOME PROPERTIES OF SKEW CODES OVER FINITE FIELDS
LUIS FELIPE TAPIA CUITIN˜O AND ANDREA LUIGI TIRONI
Abstract. After recalling the definition of codes as modules over skew poly-
nomial rings, whose multiplication is defined by using an automorphism and a
derivation, and some basic facts about them, in the first part of this paper we
study some of their main algebraic and geometric properties. Finally, for mod-
ule skew codes constructed only with an automorphism, we give some BCH
type lower bounds for their minimum distance.
Introduction
In the framework of linear codes, the introduction of the cyclic codes has been
important due to the fact that for the first time some special linear codes could
be treated by polynomials rings via a vector space isomorphism. The use of Ore
polynomial rings in the non-commutative setting emerged only recently in Cod-
ing Theory as source of generalizations of the cyclic codes. The skew polynomial
rings have found applications in the construction of many algebraic codes of good
parameters with respect to the commutative case. In particular, the research on
codes in this setting has resulted in the discovery of many new codes with better
Hamming distance than any previously known linear code with same parameters
(see for instance Tables 1, 2 and 3 of [2]).
Inspired by the recent works [2] and [3], in §1 we give a background material
and the notion of skew generalized cyclic (GC) codes, that is, linear codes invariant
by a pseudo-linear transformation (see Definition (△)). In §2, we introduce some
basic properties of skew GC codes and we give a result (Theorem 2.6) about duals
of skew GC codes that improves Theorem 23 in [8]. Moreover, in Theorem 2.8
we show a fundamental geometric property of these codes which becomes a useful
tool to find codes through the factorization of polynomials. In the commutative
case (θ = id), the same result delivers more geometric consequences described in
Corollary 2.10. Furthermore, assumption (#) and its properties allow us to extend
to the non-commutative case some of the main results of [7] (see Propositions
2.15 and 2.19). In §3 we consider the cases with trivial derivation (δθβ = 0) by
studying the minimal polynomial of a semi-linear transformation in Theorem 3.3
and some BCH lower bounds which generalize known results of [2] and [4] in the
non-commutative case (see Theorems 3.9, 3.12, 3.15 and Corollary 3.17). Finally,
in §4 we give some Magma programs and examples as immediate applications of
some previous results.
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1. Notation and background material
Denote by θ : Fq → Fq an automorphism of the finite field Fq. Let us recall
here that if q = ps for some prime number p, then the map θ˜ : Fq → Fq defined
by θ˜(a) = ap is an automorphism on the field Fq which fixes the subfield with p
elements. This automorphism θ˜ is called the Frobenius automorphism and it has
order s. Moreover, it is known that the cyclic group it generates is the full group of
automorphisms of Fq, i.e. Aut(Fq) =< θ˜ >. Therefore, any θ ∈ Aut(Fq) is defined
as θ(a) := θ˜t(a) = ap
t
, where a ∈ Fq and t is an integer such that 0 ≤ t ≤ s.
Furthermore, when θ will be the identity automorphism id : Fq → Fq, we will write
simply θ = id. Finally, a θ-derivation must be of the form β(θ(a) − a) for any
a ∈ Fq and some β ∈ Fq.
A pseudo-linear map (or a pseudo-linear transformation) T : Fnq → F
n
q is an
additive map defined by
(△) T (~v) := (~v)Θ ◦M + (~v)δθβ ,
where (v1, ..., vn)Θ := (θ(v1), ..., θ(vn)), M is an n× n matrix with coordinates in
Fq and (v1, ..., vn)δ
θ
β := (β(θ(v1) − v1), ..., β(θ(vn) − vn)). When δ
θ
β = 0, we call T
a semi-linear map, or a semi-linear transformation.
Consider the ring structure defined on the following set:
R := Fq[X ; θ, δ
θ
β] = {asX
s + ...+ a1X + a0 | ai ∈ Fq and s ∈ N} .
The addition in R is defined to be the usual addition of polynomials and the mul-
tiplication is defined by the basic rule X · a = θ(a)X + β(θ(a) − a) for any a ∈ Fq
and extended to all elements of R by associativity and distributivity. The ring R is
known as skew polynomial ring and its elements are skew polynomials. Moreover,
it is a left and right Euclidean ring whose left and right ideals are principals.
From now on, fix a polynomial
(*) f := Xn − fn−1X
n−1 − . . .− f1X − f0 ∈ R
and denote by πf : F
n
q → R/Rf the linear transformations which sends a vector
(c0, . . . , cn−1) ∈ F
n
q to the polynomial class
[∑n−1
i=0 ciX
i
]
∈ R/Rf , i.e.
πf ((c0, ..., cn−1)) :=
[
n−1∑
i=0
ciX
i
]
∈ R/Rf ∀ (c0, ..., cn−1) ∈ F
n
q .
With an abuse of notation, a polynomial c ∈ R and its class [c] ∈ R/Rf will be
denoted sometimes with the same letter c for simplicity.
Let us introduce here a generalization of the skew cyclic codes.
Definition 1.1. A linear code C ⊆ Fnq is called a (M,Θ, δβ)-code if T ⋆ C ⊆ C ,
where T is as in (△) and T ⋆ C := {T (~v) | ~v ∈ C }. Moreover, C ⊆ Fnq is
called a (f,Θ, δθβ)-skew generalized cyclic (GC) code (or, for simplicity, a
skew GC code) if Tf ⋆ C ⊆ C , where Tf is the pseudo-linear map defined by
Tf(~v) := (~v)Θ ◦A+ (~v)δ
θ
β with
(**) A :=

0 1
...
. . .
0 1
f0 f1 · · · fn−1
 .
SOME PROPERTIES OF SKEW CODES OVER FINITE FIELDS 3
Finally, when θ = id, a (f,Θ, δθβ)-skew generalized cyclic (GC) code is called an
f -generalized cyclic (GC) code, or simply a GC code.
Remark 1.2. Suppose that θ = id and f = Xn − fn−1X
n−1 . . .− f1X − f0 is the
minimal polynomial of an n × n matrix M . Then by [5, Lemma 6.7.1] there is a
basis {~r1, . . . , ~rn} of F
n
q such that
M = S

0 1
...
. . .
0 1
f0 f1 · · · fn−1
S−1
where S =
(
~r1t · · · ~rnt
)
. Therefore the n×n matrixM is similar to its rational
canonical form A, i.e. there exists a non-singular matrix S such that
(◦) M = SAS−1.
Let CM ⊆ F
n
q be a linear code invariant by the matrix M . Define
CA := CM ⋆ S := {~cS : ~c ∈ CM} .
Then by (◦) we obtain
CA ⋆ A = CM ⋆ (SA) = CM ⋆ (S(S
−1MS)) = (CM ⋆ M) ⋆ S ⊆ CM ⋆ S = CA,
i.e. CA is invariant by A. Since S is an invertible matrix, this shows that we can
construct a one-to-one correspondence between the set of linear codes invariant by
A and the set of linear codes invariant by M .
2. Basic properties of skew GC codes
In this section, we give some algebraic and geometric properties of skew gener-
alized cyclic (GC) codes.
Remark 2.1. Let T be any pseudo-linear transformation on Fnq . If p = p0+p1X+
· · ·+ pmX
m is a polynomial, then p(T ) = p0 + p1T + · · ·+ pmT
m is not in general
a pseudo-linear transformation. On the other hand, a linear subspace U ⊆ Fnq is
T -invariant, i.e. T ⋆ U ⊆ U , if and only if p(T ) ⋆ U ⊆ U for any polynomial p.
Remark 2.2. We have p(X) · πf (~v) = πf (p(Tf )(~v)) for any polynomial p and all
~v ∈ Fnq .
From Remarks 2.1 and 2.2, we deduce the following characterization of a (f,Θ, δθβ)-
skew GC code.
Proposition 2.3. Let C be a non-empty subset of Fnq . Then
C is a (f,Θ, δθβ)-skew GC code ⇐⇒ πf (C ) is a principal left ideal of R/Rf .
Remark 2.4. By Proposition 2.3, we see that to produce examples of (f,Θ, δθβ)-
skew GC codes one can focus on finding right divisors of f .
Definition 2.5. For any (f,Θ, δθβ)-skew GC code C ⊆ F
n
q , the generator polynomial
of πf (C ) ⊆ R/Rf is called the generator polynomial of C .
Therefore, we will write C = (g)
θ,δθβ
n,q for a (f,Θ, δθβ)-skew GC code C ⊆ F
n
q with
generator polynomial g = g0 + g1X + · · ·+ gn−kX
n−k ∈ R/Rf .
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From [2] we know that a generator matrix of a (f,Θ, δθβ)-skew GC code C =
(g)
θ,δθβ
n,q is given by
G :=

~g
Tf(~g)
...
T k−1f (~g)
 ,
where ~g = π−1f (g).
About the dual code C⊥ of a (M,Θ, δθβ)-code C ⊆ F
n
q , we can give the following
Theorem 2.6. If C ⊆ Fnq is a (M,Θ, δ
θ
β)-code, then C
⊥ is a ((Mt)θ−1 ,Θ
−1, δθ
−1
θ−1(β))-
code, where Wθ−1 := [θ
−1(aij)] and Wt is the transpose matrix of a matrix W =
[(aij)].
Proof. Denote by T ′ the pseudo-linear map defined by T ′(~v) := (~v)Θ−1 ◦ (Mt)θ−1 +
(~v)δθ
−1
θ−1(β). For any ~c ∈ C and ~a ∈ C
⊥, note that
0 = ~a · Tf (~c) = ~a · ((~c)Θ ◦M) + ~a · ((~c)δ
θ
β) =
= (~aMt) · ((~c)Θ) + ~a · ((~c)Θβ) = (~aMt + β~a) · ((~c)Θ),
i.e. (~aMt + β~a) · ((~c)Θ) = 0. Thus by [8, Lemma 4] we conclude that
(T ′(~a)) · ~c =
(
(~a)Θ−1 ◦ (Mt)θ−1 + (~a)δ
θ−1
θ−1(β)
)
· ~c =
=
(
(~a)Θ−1 ◦ (Mt)θ−1 + ((~a)Θ
−1 − ~a)θ−1(β)
)
· ~c
=
(
(~a)(Mt) ◦Θ
−1 + (β~a)Θ−1
)
· ~c =
(
[(~a)(Mt) + (β~a)]Θ
−1
)
· ~c = 0.
for every ~a ∈ C⊥ and ~c ∈ C . 
Definition 2.7. A polynomial p ∈ R is invariant if Rp = pR. Moreover, the set
of all invariant polynomials in R will be denoted by N(R).
Let us prove now the following
Theorem 2.8. Let f ∈ R be as in (*) and let Tf be its associated pseudo-linear
transformation as in (**). Then the following properties hold:
(1) If f = h · g for some h, g ∈ R, then
Rg/Rf = πf (Ker h(Tf )) ⇐⇒ h ∈ N(R);
(2) If f = h · g = g · h′ for some h, h′, g ∈ R, e.g. when g ∈ N(R), then deg g
linearly independent columns of the n× n matrix
π−1f (h
′)
Tf (π
−1
f (h
′))
...
T n−1f (π
−1
f (h
′))

form a basis of C⊥, where C = (g)
θ,δθβ
n,q .
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Proof. (1) Assume that h ∈ N(R). If a ∈ Rg/Rf then a = αg and
hαg = α′hg = α′f = 0 ∈ R/Rf.
Then we have
~0 = π−1f (hαg) = h(Tf )π
−1
f (αg).
This shows that a = αg ∈ πf (Ker h(Tf )), that is, Rg/Rf ⊆ πf (Ker h(Tf )).
On the other hand, if v ∈ πf (Ker h(Tf )) then h(Tf )π
−1
f (v) =
~0. Hence hv = βf
for some β ∈ R and this gives
hv = βf = βhg = hβ′g,
i.e. v = β′g ∈ Rg/Rf . Thus πf (Ker h(Tf )) ⊆ Rg/Rf , i.e. Rg/Rf = πf (Ker h(Tf )).
Conversely, suppose that Rg/Rf = πf (Ker h(Tf )). Let α ∈ R and write αg =
πf (~v), where ~v ∈ Ker h(Tf ). Then
hαg = hπf (~v) = πf (h(Tf )~v) = πf (~0) = 0 ∈ R/Rf.
This shows that there exists an element q ∈ R such that hαg = qf = qhg, i.e.
hα = qh. Hence h ∈ N(R).
(2) Let ~c ∈ C and write πf (~h′) = h
′ and πf (~c) = c = αg, for some α, c ∈ R. Then
we get
πf (c(Tf )(~h′)) = ch
′ = (αg)h′ = α(gh′) = αf = 0 ∈ R/Rf,
i.e. c(Tf)(~h′) = ~0. Write ~c = (c0, . . . , cn−1). Therefore we have
~0 = c(Tf )(~h′) = c0~h′ + c1Tf(~h′) + ...+ cn−1T
n−1
f (
~h′).
This shows that
(c0, . . . , cn−1) ·

~h′
Tf (~h′)
...
T n−1f (
~h′)
 = ~0
for any ~c = (c0, . . . , cn−1) ∈ C . Finally, since πf (T
k
f (
~h′)) = Xkh′ for k =
0, ..., n−degh′−1 = deg g−1, we see that {~h′, Tf(~h′), . . . , T
deg g−1
f (
~h′)} are linearly
independent. 
From the above result, we can deduce the following consequences.
Corollary 2.9. Suppose that the same hypothesis as in Theorem 2.8(1) holds. Then
Ker h(Tf) ⊆ F
n
q is a (f,Θ, δ
θ
β)-skew GC code ⇐⇒ h ∈ N(R).
Corollary 2.10. Assume that θ = id and let f ∈ Fq[X ]. Then we have the
following properties:
(1) If f = h · g for some h, g ∈ Fq[X ], then (g) = πf (kerh(A));
(2) kerh′(A) ⊆ Fnq is a vector subspace invariant by A for any divisor h
′ of f ;
(3) all the f -GC codes are given by kerh′′(A), where h′′ is a divisor of f ;
(4) If C is an f -GC code such that πf (C ) = (g), then n − dimC linearly
independent columns of h(A) form a basis of C⊥, where f = h·g; moreover,
if b ∈ Fq[X ] is the smallest degree polynomial such that C ⊆ ker b(A), then
b = ah for some a ∈ Fq\{0} =: F
∗
q.
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Proof. Note that by Theorem 2.8(1) and Corollary 2.9 we get cases (1),(3) and (2)
respectively. Let C be an f -GC code such that πf (C ) = (g). Then from (1) it
follows that C = kerh(A), where f = h · g. Since rkh(A) = n − dimkerh(A) =
n− dimC , we deduce that n− dimC linearly independent columns of h(A) form
a basis of C⊥. Finally, assume that C ⊆ ker b(A) for some b ∈ Fq[X ] with smallest
degree. Then h = bq + r for some q, r ∈ Fq[X ] such that deg r < deg b. Since
h(A) = b(A)q(A) + r(A), we see that C ⊆ ker r(A). Thus r = 0 and h = bq. Hence
f = b · q · g and this gives (g) = πf (C ) ⊆ πf (ker b(A)) = (qg). Therefore, we have
g = αqg + βf for some α, β ∈ Fq[X ], i.e. 1 = (αq + βb)q. This shows that q ∈ F
∗
q
and that b = ah with a = q−1. 
The next useful result is related to polynomials in N(R).
Lemma 2.11. Let a, b ∈ N(R) such that a = bc = c′b for some c, c′ ∈ R. Then
c, c′ ∈ N(R).
Proof. Assume that a = bc for some c ∈ R. Then for any d ∈ R we have
b(cd) = (bc)d = ad = d′a = d′(bc) = (d′b)c = (bd′′)c = b(d′′c),
for some d′, d′′ ∈ R, i.e. cd = d′′c. Similarly, one can prove that for any e ∈ R there
exists e′ ∈ R such that c′e = e′c′. This shows that c, c′ ∈ N(R). 
From now on, assume that
(#) f = fα11 · . . . · f
αt
t is a factorization of f as in (∗) into monic polynomials
fk ∈ N(R) which are irreducible in N(R) and such that Rfi 6= Rfj for any i 6= j.
Remark 2.12. If θ = id, then we have δθβ = 0 and (#) always holds.
On the other hand, when either θ 6= id or δθβ 6= 0, we have the following
Proposition 2.13. (#) holds ⇐⇒ f ∈ N(R).
Proof. If (#) holds, then f ∈ N(R) because the product of elements in N(R)
belongs in N(R). Assume now that f ∈ N(R). By [6, Theorem 9, p.38] we know
that Rf = Rfβ11 · ... · Rf
βs
s with βj ∈ Z≥0, fj a monic polynomial in N(R) and
Rfj a maximal two sided ideal for any j = 1, ..., s. This shows that fi 6= fj and
that all the fi’s are irreducible polynomials in N(R). Thus f = hf
β1
1 · ... · f
βs
s
for some h ∈ R. Since f and all the fj ’s are polynomials in N(R), from Lemma
2.11 it follows that h ∈ N(R). Then f = f ′h for some f ′ ∈ R and this gives that
Rf = R(f ′h) ⊆ Rh. Hence Rh is a two sided ideal containing Rf and from [6,
p.38] we deduce that Rh = Rfγ11 · ... · Rf
γs
s , where γi ∈ Z≥0 and γi ≤ βi for every
i = 1, ..., s. Therefore we get that
Rfβ11 · ... ·Rf
βs
s = Rf = R(h) ·R(f
β1
1 ) · ... ·R(f
βs
s ) = R(f1)
β1+γ1 · ... ·R(fs)
βs+γs ,
and since the factorization of Rf is unique, we conclude that γi = 0 for any i =
1, ..., s, i.e. Rh = R. Hence h ∈ Fθq and since f is a monic polynomial, we obtain
that h = 1. 
Lemma 2.14. Assume that (#) holds. Then for any am, bm ∈ Z>0 we have the
following two properties:
(a) lgcd(Πrk=1f
ak
ik
,Πsh=1f
bh
jh
) = 1, for any {j1, ..., js} ⊆ {1, ..., t}\{i1, ..., ir};
(b) faii f
bj
j = f
bj
j f
ai
i .
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Proof. (a) For simplicity of notation write gi := Π
r
k=1f
ak
ik
, gj := Π
s
h=1f
bh
jh
and
lgcd(gi, gj) = dij , where dij is a monic polynomial in R. Note that in fact dij ∈
N(R). Since Rgi + Rgj = Rdij , we deduce that there exist a, b ∈ N(R) such that
gi = adij and gj = bdij . Thus Rgi ⊆ Rdij and Rgj ⊆ Rdij . By [6, p.38] we deduce
that
Rdij = Π
r
k=1(Rfik)
ck = Πsh=1(Rfjh)
dh ,
where 0 ≤ ck ≤ ak and 0 ≤ dh ≤ bh. From the uniqueness of the decomposition,
we deduce that ck = 0 and dh = 0 for k = 1, ..., r and h = 1, ..., s. Hence Rdij = R,
that is, dij = 1.
(b) Observe that the statement follows from fifj = fjfi. So, assume that ai = bj =
1. From [6, Lemma 4, p.38] we deduce that Rfi ·Rfj = Rfj ·Rfi. This shows that
there exist u, v ∈ R such that fifj = ufjfi and vfifj = fjfi. Therefore we get
fifj = ufjfi = uvfifj , i.e. uv = 1. So u ∈ F
∗
q and fifj = ufjfi. Since all the fk’s
are monic polynomials, we see that u = 1. 
In line with [7], consider now the following subsets of Fnq
(1) Ui := Kerf
αi
i (Tf)
for i = 1, . . . , t, where Tf is as in (∗∗). Then we have the following properties for
the Ui’s.
Proposition 2.15. Under assumption (#), for the linear subspaces Ui of F
n
q we
get the following properties:
(a) Ui is a (f,Θ, δ
θ
β)-skew GC code;
(b) dimUi = αi deg(fi) for i = 1, ..., t;
(c) Fnq = U1 ⊕ · · · ⊕ Ut;
(d) if C is a (f,Θ, δθβ)-skew GC code and Ci := C ∩Ui for i = 1, . . . , t, then Ci
is a (f,Θ, δθβ)-skew GC code and C = C1 ⊕ · · · ⊕ Ct;
(e) If αi = 1 and fi is irreducible in R for some i ∈ {1, ..., t}, then Ui is
minimal with respect to the inclusion.
Proof. (a) Since fαii ∈ N(R), from Corollary 2.9 we know that Kerf
αi
i (Tf ) is a
(f,Θ, δθβ)-skew GC code.
(b) By Theorem 2.8(1) and Lemma 2.14 we have R
(
f
f
αi
i
)
= πf (Ker f
αi
i (Tf )).
Thus we deduce that
dimUi = dimKer f
αi
i (Tf ) = deg f − deg
(
f
fαii
)
= deg fαii = αi deg fi.
(c) Since R is a principal ideal domain and the sum of two sided ideal is a two
sided ideal, write Rm = Rf̂1 + · · ·+ Rf̂t for some m ∈ N(R), where f̂i :=
f
f
αi
i
for
every i = 1, ..., t. Moreover, by Lemma 2.11 note that f̂i = aim for some ai ∈ N(R)
and every i = 1, ..., t. Since
(Rf1)
α1 · ... · (Rfi−1)
αi−1 · (Rfi+1)
αi+1 · ... · (Rft)
αt = Rf̂i ⊂ Rm,
from [6, p. 38] it follows that
Rm = (Rf1)
β1 · ... · (Rfi−1)
βi−1 · (Rfi+1)
βi+1 · ... · (Rft)
βt ,
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where 0 ≤ βk ≤ αk for k = 1, ..., i− 1, i+ 1, ..., t. So we have
Rm = (Rf2)
β2 ...(Rft)
βt = (Rf1)
β1(Rf3)
β3 ...(Rft)
βt = ... = (Rf1)
β1 ...(Rft−1)
βt−1 ,
and by Theorem 9 of [6, p. 38] we deduce that Rm = R, i.e. R = Rf̂1 + · · ·+Rf̂t.
Thus 1 = a1f̂1 + · · · + atf̂t for some a1, ..., at ∈ R. This gives X
h = (Xha1)f̂1 +
· · ·+ (Xhat)f̂t for every h = 0, ..., n− 1. Therefore, for any ~v = (v0, ..., vn−1) ∈ F
n
q ,
we get
~v =
n−1∑
i=0
viπ
−1
f (X
i) =
n−1∑
i=0
viπ
−1
f
 t∑
j=1
(X iaj)f̂j
 =
=
t∑
j=1
π−1f
[(
n−1∑
i=0
viX
i
)
aj f̂j
]
∈ π−1f
(
Rf̂1
)
+ · · ·+ π−1f
(
Rf̂t
)
,
i.e. ~v ∈ U1 + · · ·+ Ut by Theorem 2.8(1). Hence F
n
q = U1 + · · ·+ Ut.
Finally, observe that Rf̂i ∩ Rf̂j = RMij with Mij ∈ N(R) for any i 6= j.
Moreover, Mij = aif̂i = aj f̂j for some ai, aj ∈ N(R). This gives aif
αj
j = ajf
αi
i
and then Rai · (Rfj)
αj = Raj · (Rfi)
αi . From [6, Theorem 9, p.38] it follows that
Rai = Rh · (Rfi)
αi for some h ∈ R, i.e. ai = af
αi
i for some a ∈ N(R) by Lemma
2.11. Therefore, Mij = af and we conclude that
Ui ∩ Uj = π
−1
f (Rf̂i ∩Rf̂j) = π
−1
f (R(af)) ⊆ π
−1
f (Rf) =
~0
for any i 6= j, that is, Fnq = U1 ⊕ · · · ⊕ Ut.
(d) From (a), it follows that each Ci := C ∩ Ui is a (f,Θ, δ
θ
β)-skew GC code of
F
n
q . Furthermore, from (c) we can deduce that
C = C ∩ Fnq = C ∩ (U1 ⊕ · · · ⊕ Ut) = (C ∩ U1)⊕ · · · ⊕ (C ∩ Ut) = C1 ⊕ · · · ⊕ Ct.
(e) For simplicity, assume that i = 1. Let U be a (f,Θ, δθβ)-skew GC code such
that
{~0} ⊆ U ⊆ U1 := Kerf1(A).
Then by Proposition 2.3 and Theorem 2.8(1) we know that there exists a right
divisor g′ ∈ R of f such that f = h′g′ and Rg′ = πf (U) ⊆ πf (U1) = R
f
f1
. Hence
there is a polynomial q ∈ R such that g′ = q · fα12 · . . . · f
αt
t and this gives
f1 · f
α2
2 · . . . · f
αt
t = f = h
′g′ = (h′q) · fα12 · . . . · f
αt
t ,
i.e. f1 = h
′q. Since f1 is irreducible in R, we conclude that either deg q = 0
or q = f1. Therefore, we have either U = π
−1
f (Rg
′) = π−1f (R
f
f1
) = U1 or U =
π−1f (Rg
′) = π−1f (Rf) = {
~0}. 
Proposition 2.16. Let f ∈ R. Then f ∈ N(R) ⇐⇒ f(Tf ) = 0.
Proof. Assume that f ∈ N(R). Then for every ~v = π−1f (v) ∈ F
n
q , from Remark 2.2
we conclude that
πf (f(Tf)~v) = fπf (~v) = fv = v
′f = 0 ∈ R/Rf,
for some v′ ∈ R, i.e. f(Tf)(~v) = ~0. Finally, suppose that f(Tf ) = 0. Consider
g ∈ R. If deg g < deg f , then
f · g = f · πf (π
−1
f (g)) = πf (f(Tf)π
−1
f (g)) = 0 ∈ R/Rf,
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i.e. there exists k ∈ R such that f · g = k · f . On the other hand, if deg f ≤ deg g
then there are q, r ∈ R such that g = qf + r with deg r < deg f . Thus by the above
argument, we can conclude that f ·g = f ·(qf+r) = fqf+fr = fqf+r′f = (fq+r′)f
for some r′ ∈ R. This shows that f ∈ N(R). 
Remark 2.17. When δβ = 0, then f(Tf) = 0 if and only if f ∈ F
θ
q[X
k; θ, 0] with
k the orden of θ. If δβ 6= 0, then Proposition 2.16 gives a criterion to know when
f ∈ N(R).
Having in mind Proposition 2.13, we have the following
Corollary 2.18. (#) holds ⇐⇒ f(Tf ) = 0.
Let f be as in (#) and write f = fαii · f̂i. By Lemma 2.14 we know that
lgcd(fαii , f̂i) = 1. Thus there exist ai, bi ∈ R such that aif
αi
i + bif̂i = 1. So we get
(bif̂i)(aif
αi
i ) + (bif̂i)
2 = bif̂i, i.e. (bif̂i)
2 + cif = bif̂i, for some ci ∈ R. Therefore
by Lemma 2.7 of [3] and Corollary 2.18 we deduce that
bi(Tf )f̂i(Tf ) = (bi(Tf )f̂i(Tf ))
2 + ci(Tf )f(Tf ) = (bi(Tf )f̂i(Tf ))
2.
As in [7], define ei(Tf ) := bi(Tf )f̂i(Tf ). In the same spirit of [7] and for the
convenience of the reader, we give and prove the following result.
Proposition 2.19. Under assumption (#), we get the following properties:
(a) ei(Tf)
2 = ei(Tf );
(b) ei(Tf)ej(Tf ) = 0 for i 6= j;
(c) ei(Tf)(~vj) = 0 for every ~vj ∈ Uj with j 6= i;
(d) ~v ∈ Ui ⇐⇒ ei(Tf )(~v) = ~v; moreover, if T is an idempotent endomorphism
of Fnq such that ~v ∈ Ui ⇐⇒ T (~v) = ~v, then T = ei(Tf );
(e)
∑t
i=1 ei(Tf ) = id;
(f) If θ = id, then Ui =< ei(A)1, ..., ei(A)n >, where ei(A)j is the j
th row of
ei(A).
Proof. (a) It follows from the definition of ei(Tf ).
(b) By [3, Lemma 2.7] we deduce that
ei(Tf)ej(Tf ) = (eiej)(Tf ) = (bif̂ibj f̂j)(Tf ) = (cf)(Tf ) = c(Tf)f(Tf ) = 0,
for some c ∈ R.
(c) Let ~uj ∈ Uj . Then there is a t ∈ R such that
ei(Tf )( ~uj) = (bif̂i)(Tf )( ~uj) = (tf
αj
j )(Tf )( ~uj) = t(Tf )f
αj
j (Tf )( ~uj) = 0.
(d) Let ~v ∈ Ui. Note that
ai(Tf )f
αi
i (Tf ) + ei(Tf ) = ai(Tf )f
αi
i (Tf ) + bi(Tf)f̂i(Tf ) = id.
Hence ei(Tf )(~v) = ai(Tf )f
αi
i (Tf )(~v) + ei(Tf )(~v) = ~v. On the other hand, if
ei(Tf )(~v) = ~v then there exists a c ∈ R such that
fαii (Tf )(~v) = (f
αi
i ei)(Tf )(~v) = (f
αi
i bif̂i)(Tf )(~v) = (cf)(Tf )(~v) = c(Tf )f(Tf)(~v) = 0,
i.e. ~v ∈ Ui.
Let T be an idempotent endomorphism, that is T 2 = T , such that ~v ∈ Ui ⇐⇒
T (~v) = ~v. Then Im(T ) = Ui and for every ~v ∈ F
n
q we can write ~v = [~v−T (~v)]+T (~v),
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where ~v − T (~v) ∈ kerT and T (~v) ∈ Im(T ). Note that Im(T ) ∩ ker(T ) = ~0 since
T 2 = T . Thus by Proposition 2.15 we see that
F
n
q = U1 ⊕ ...⊕ Ut = Im(T )⊕ ker(T ) = Ui ⊕ ker(T ),
i.e. ker(T ) = U1 ⊕ ... ⊕ Ui−1 ⊕ Ui+1 ⊕ ... ⊕ Ut. Then for any ~v ∈ F
n
q we have
~v = ~v1 + ...+ ~vt, with ~vj ∈ Uj , and by (c) we can conclude that
T (~v) = T (~v1 + ...+ ~vt) = T (~v1) + ...+ T (~vt) = T (~vi) = ~vi = ei(Tf )~vi = ei(Tf )(~v),
i.e. T = ei(Tf).
(e) For every ~v ∈ Fnq , we have ~v = ~v1 + ... + ~vt with ~vi ∈ Ui for any i = 1, ..., t.
Thus by (c) and (d) we obtain that(
t∑
i=1
ei(Tf)
)
(~v) =
t∑
i=1
ei(Tf )(~vi) =
t∑
i=1
~vi = id(~v).
(f) If ~ui ∈ Ui, then from (d) it follows that ~ui = ~uiei(A) ∈< ei(A)1, ..., ei(A)n >,
i.e. Ui ⊆< ei(A)1, ..., ei(A)n >. Moreover, note that there exists a polynomial
s ∈ R such that ei(A) · f
αi
i (A) = (eif
αi
i )(A) = (sf)(A) = s(A)f(A) = 0, that
is, all the rows of ei(A) belong to Ui. Hence < ei(A)1, ..., ei(A)n >⊆ Ui, i.e.
Ui =< ei(A)1, ..., ei(A)n >. 
3. Further properties of skew GC codes with δθβ = 0
In this last section, we give some further results when the derivation δθβ is zero,
e.g., when either β = 0, or θ = id.
3.1. The minimal polynomial of a semi-linear transformation. From Propo-
sition 2.16 we know that f ∈ N(R) if and only if f(Tf ) = 0. In this subsection we
show how to construct the minimal polynomial of any semi-linear transformation
T := Θ ◦M defined over Fnq .
Lemma 3.1. Let T := Θ ◦M be a θ-semi-linear transformation on Fnq . Then
T · λ = θ(λ) · T ∀λ ∈ Fq.
Proof. Take a vector ~v ∈ Fnq and an element λ ∈ Fq. Then
(T · λ)(~v) = T (λ~v) = (λ~v)Θ ◦M = ((~v)Θ ◦M)θ(λ) = θ(λ) (T (~v)) = (θ(λ)T ) (~v),
that is, T · λ = θ(λ) · T for any λ ∈ Fq. 
Note that by Lemma 3.1 one can consider the surjective ring homomorphism
σ : Fq[X ; θ]→ Fq[T ; θ],
defined by p 7→ p(T ), where Fq[Z; θ] := Fq[Z; θ, 0].
First of all, let us show that for any semi-linear transformation T = Θ ◦ M ,
there exists always a unique monic minimal polynomial mT ∈ Fq[X ; θ] such that
mT (T ) = O, where O : F
n
q → F
n
q is the null-map.
Let k be the order of θ, that is, θk = id. Then by [8, Lemma 4] we have
T k = (Θ ◦M)k
= ΘkMθk−1Mθk−2 . . .MθM
= id ◦B = B,
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where B := Mθk−1Mθk−2 . . .MθM is a matrix with coefficients in Fq. Therefore,
there exists a (minimal) polynomial mB = X
h+bh−1X
h−1+ . . .+b1X+b0 ∈ Fq[X ]
such that
mB(B) = O = (T
k)h + bh−1(T
k)h−1 + . . .+ b1(T
k) + b0(id).
This gives a polynomial m := mB(X
k) ∈ Fq[X ; θ] such that m(T ) = O, showing
the existence of a unique minimal monic polynomial mT ∈ Fq[X ; θ] such that
mT (T ) = O. In fact, we can prove the following
Proposition 3.2. Let T := Θ ◦M be a θ-semi-linear transformation on Fnq such
that M is an invertible n× n matrix. Then the unique minimal monic polynomial
mT ∈ Fq[X ; θ] such that mT (T ) = O is given by mT = mB(X
k) ∈ Fθq [X ; θ], where
k is the order of θ, mB is the minimal monic polynomial of the n × n matrix
B :=Mθk−1Mθk−2 . . .MθM and F
θ
q is the field fixed by θ.
Proof. Let mT ∈ Fq[X ; θ] be the unique minimal monic polynomial such that
mT (T ) = O. Take any polynomial a ∈ Fq[X ; θ] and write a · mT = mT · q + r,
where r is the reminder of the left division of a · mT by mT . Since σ is a ring
homomorphism, we have
O = a(T ) ·mT (T ) = σ(a) ·σ(mT ) = σ(a ·mT ) = σ(mT · q+ r) = σ(mT · q)+σ(r) =
= σ(mT ) · σ(q) + σ(r) = mT (T ) · q(T ) + r(T ) = r(T ).
By the minimality of mT , we deduce that r = 0. Then a ·mT = mT · q for some
q ∈ Fq[X ; θ]. This shows that RmT = mTR = (mT ), i.e. mT is an invariant
polynomial in Fq[X ; θ]. So mT = X
t · b = b · Xt for an integer t ∈ Z≥0 and some
b ∈ Fθq[X
k; θ]. Since M is an invertible n × n matrix, we deduce that T is an
invertible map. Hence O = mT (T ) = T
tb(T ) implies b(T ) = O, i.e. mT = b with
degmT = sk for some s ∈ Z≥1 by the minimality ofmT . Since T
k = B, we conclude
that O = mT (T ) = p(B) for a polynomial p ∈ F
θ
q [X ; θ] with s = deg p ≥ degmB.
Thus we get mT (T ) = mB(X
k) ∈ Fθq [X ; θ]. 
This allows us to obtain the following
Theorem 3.3. Let T := Θ ◦M be a θ-semi-linear transformation on Fnq such that
M is an invertible n× n matrix. Then there exists a ring isomorphism
Fq[X ; θ]/(mB(X
k)) ∼= Fq[T ; θ]
defined by [p] 7→ p(T ), where [p] is the class of a polynomial p ∈ Fq[X ; θ], k is the
order of θ and mB ∈ F
θ
q[X ; θ] is the monic minimal polynomial of the n×n matrix
B :=Mθk−1Mθk−2 . . .MθM .
Proof. Consider the ring homomorphism σ : Fq[X ; θ] → Fq[T ; θ], defined by p 7→
p(T ). By construction, σ is surjective. Moreover, by Proposition 3.2 note that
ker(σ) = (mT ). Then there exists an isomorphism σ between Fq[X ; θ]/(mT ) and
Fq[T ; θ], where σ is defined by [p] 7→ p(T ) and [p] is the class of a polynomial p. 
Remark 3.4. If p = q in Fq[X ; θ], then [p] = [q] in Fq[X ; θ]/(mB(X
k)). Thus
p(T ) = q(T ) via σ. Moreover, when θ = id, from Theorem 3.3 we deduce that there
exists a ring isomorphism
Fq[X ]/(mM ) ∼= Fq[M ]
defined by [p] 7→ p(M), where [p] is the class of a polynomial p ∈ Fq[X ] and mM ∈
Fq[X ] is the monic minimal polynomial of the n× n matrix M .
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3.2. BCH lower bounds for the minimum distance. In this subsection we
show some results which give lower bounds for the distance of a skew GC-code.
Assume that
f = Xn − fn−1X
n−1 − . . .− f1X − f0,
where fn−1, . . . , f1, f0 ∈ Fq and f0 6= 0.
Lemma 3.5. In R/Rf we have
α ·X = 1 and X · β = 1,
where
α := f−10 X
n−1 − f−10 fn−1X
n−2 − . . .− f−10 f2X − f
−1
0 f1
and
β := θ−1(f−10 )X
n−1 − θ−1(f−10 fn−1)X
n−2 − . . .− θ−1(f−10 f1).
In particular, when θ = id, we get X · α = α ·X = 1.
Proof. It is sufficient to note that in R/Rf we have the following equivalences:
Xn − fn−1X
n−1 − . . .− f1X − f0 = 0 ⇐⇒
⇐⇒ (Xn−1 − fn−1X
n−2 − . . .− f1) ·X = f0
⇐⇒ (f−10 X
n−1 − f−10 fn−1X
n−2 − . . .− f−10 f2X − f
−1
0 f1) ·X = 1
and
Xn − fn−1X
n−1 − . . .− f1X − f0 = 0
⇐⇒ f−10 X
n − f−10 fn−1X
n−1 − . . .− f−10 f1X = 1
⇐⇒ X · (θ−1(f−10 )X
n−1 − θ−1(f−10 fn−1)X
n−2 − . . .− θ−1(f−10 f1)) = 1.

Let ~v ∈ Fnq . We will denote by wt(v) the Hamming weigth of ~v, where πf (~v) =
v ∈ R/Rf .
Lemma 3.6. Let C ⊂ Fnq be a skew GC code, and consider a polynomial c ∈ πf (C )
with weight wt(c) = w. Then, there exists h ∈ R such that
h · c = 1 +
w−1∑
i=1
ciX
ai ∈ πf (C ),
where ci ∈ F
∗
q and ai ∈ N with ai ≤ n− 1 for i = 1, . . . , w − 1. Furthermore,
wt(h · c) = wt
(
1 +
w−1∑
i=1
ciX
ai
)
= w.
Proof. Since wt(c) = w, we can write c = bi0X
i0 +bi1X
i1 + . . .+biw−1X
iw−1 , where
i0 < . . . < iw−1 and bij 6= 0 for j = 0, . . . , w − 1. Hence
c = bi0X
i0(1 + θ−i0(b−1i0 bi1)X
i1−i0 + . . .+ θ−i0(b−1i0 biw−1)X
iw−1−i0).
Since C is a skew GC code, we can conclude that
αi0b−1i0 c = 1 + θ
−i0 (b−1i0 bi1)X
i1−i0 + . . .+ θ−i0 (b−1i0 biw−1)X
iw−1−i0 ∈ πf (C ).
The statement follows by putting h = αi0b−1i0 , cj = θ
−i0(b−1i0 bij ) and aj = ij − i0
for j = 0, . . . , w − 1. 
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Definition 3.7. Let C ⊂ Fq be a skew GC code. The distance dC of C is defined
as
dC := min{d(~x, ~y) : ~x, ~y ∈ C , ~x 6= ~y},
where d is the Hamming distance.
Remark 3.8. Consider an element β in Fq such that p(β
k) = 0, for some p ∈ R
and k ∈ Z>0. Then, from [8] it follows that there exists q ∈ R such that
βm − 1 = q(β)p(β),
i.e. βm = 1 for some m ∈ N∗. Hence, ord(β) < +∞, where ord(β) denotes the
order of β.
Inspired by [4], the following results provide lower bounds on the minimum
Hamming distance for a skew GC code.
Theorem 3.9. Let C = (g)θ,0n,q be a skew GC code. Suppose there exists β ∈ Fq,
l ∈ Z≥0, c ∈ Z>0 such that g(β
l+ci) = 0 for i = 0, . . . , δ − 2. If Ni(β
c) 6= 1 for
every i = 1, ..., n− 1, then dC ≥ δ.
Proof. Suppose there exists a polynomial c ∈ πf (C ) with wt(c) = w < δ. By
Lemma 3.6, we can assume that c is the following type
c = 1 +
w−1∑
i=1
ciX
ai
where ci ∈ F
∗
q and ai ∈ Z>0 with ai < n for i = 1, . . . , w − 1. Define
Yi := Nai(β) , Sj :=
w−1∑
i=1
ciY
j
i = c(β
j)− 1.
and
p :=
w−1∏
i=1
(X − Y ci )
= Xw−1 + p1X
w−2 + . . .+ pw−2X + pw−1 ∈ Fq[X ].
Since by hypothesis Y ci = Nai(β
c) 6= 1, we deduce that p(1) 6= 0.
By arguing as in [4], we have the following equalities:
0 =
w−1∑
i=1
ciY
l
i p(Y
c
i )
=
w−1∑
i=1
ciY
l
i
(
Y
c(w−1)
i + p1Y
c(w−2)
i + . . .+ pw−2Y
c
i + pw−1
)
=
w−1∑
i=1
ci
(
Y
l+c(w−1)
i + p1Y
l+c(w−2)
i + . . .+ pw−2Y
l+c
i + pw−1Y
l
i
)
=
w−1∑
i=1
ciY
l+c(w−1)
i + p1
(
w−1∑
i=1
ciY
l+c(w−2)
i
)
+ . . .+ pw−2
(
w−1∑
i=1
ciY
l+c
i
)
+
+ pw−1
(
w−1∑
i=1
ciY
l
i
)
= Sl+c(w−1) + p1Sl+c(w−2) + . . .+ pw−2Sl+c + pw−1Sl
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i.e.
Sl+c(w−1) + p1Sl+c(w−2) + . . .+ pw−2Sl+c + pw−1Sl = 0. (∗)
Since c ∈ πf (C ), we have c(β
l+ci) = 0 for i = 0, . . . , δ − 2. Then
Sl+ci = c(β
l+ci)− 1 = −1
for every i = 0, . . . , δ − 2. So by (∗) we conclude
0 = Sl+c(w−1) + p1Sl+c(w−2) + . . .+ pw−2Sl+c + pw−1Sl = −p(1),
i.e. p(1) = 0, a contradiction. Hence dC ≥ δ. 
Remark 3.10. The condition rk Vn(N0(β
c), N1(β
c), ..., Nn−1(β
c)) = n implies the
hypothesis of the above result. Thus Theorem 3.9 generalizes Theorem 4 of [2] when
the derivation is trivial.
Example 3.11. Assume that θ = id. Then the assumptions ord(β) ≥ n and
gcd(ord(β), c) = 1 imply the hypothesis βaic 6= 1 of Theorem 3.9 for every i =
1, ..., n− 1. Moreover, if only the hypothesis ord(β) ≥ n holds, then the distance of
the code may be less than the expected lower bound. For instance, consider the vector
space F67 with β = 5, c = 4 and l = 1. Then the GC code C = ((X − 5)(X − 3))
id,0
6,7
has distance 2 < 3.
The following result is a generalization of the above theorem and in some cir-
cumstances gives a better lower bound than that of Theorem 3.9.
Theorem 3.12. Let C = (g)θ,0n,q be a skew GC code. Suppose there exist β ∈ Fq,
l, c1, c2 ∈ Z≥0 such that (c1, c2) 6= (0, 0), g(β
l+c1i1+c2i2) = 0 for i1 = 0, . . . , δ − 2
and i2 = 0, . . . , s. If Ni(β
cj ) 6= 1 for every i = 1, ..., n − 1 and j = 1, 2, then we
have dC ≥ δ + s.
Proof. By Theorem 3.9 it follows that, dC ≥ δ. Suppose there exist an element
c ∈ πf (C ) with wt(c) = w such that δ ≤ w < δ+ s. By Lemma 3.6, as in the Proof
of Theorem 3.9 write
c = 1 +
w−1∑
i=1
ciX
ai
where ci ∈ F
∗
q and ai ∈ Z>0 with ai < n for i = 1, . . . , w − 1.
Similary to Theorem 3.9, define again
Yi := Nai(β) , Sj :=
w−1∑
i=1
ciY
j
i = c(β
j)− 1
and
p :=
δ−2∏
i1=1
(X − Y c1i1 )
= Xδ−2 + p1X
δ−3 + . . .+ pδ−3X + pδ−2 ∈ Fq[X ],
q :=
w−1∏
i2=δ−1
(X − Y c2i2 )
= Xw−δ+1 + q1X
w−δ + . . .+ qw−δX + qw−δ+1 ∈ Fq[X ],
r := pq
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Since Y
cj
ij
= Naij (β
cj ) 6= 1 for j = 1, 2, we see that r(1) 6= 0.
On the other hand, we have the following equalities:
0 =
w−1∑
i=1
ciY
l
i p(Y
c1
i )q(Y
c2
i )
=
w−1∑
i=1
ciY
l
i (Y
c1(δ−2)
i + p1Y
c1(δ−3)
i + . . .+ pδ−2)(Y
c2(w−δ+1)
i + q1Y
c2(w−δ)
i +
+ . . .+ qw−δ+1)
=
w−1∑
i=1
ci[(Y
l+c1(δ−2)
i + p1Y
l+c1(δ−3)
i + . . .+ pδ−2Y
l
i )(Y
c2(w−δ+1)
i + q1Y
c2(w−δ)
i +
+ . . .+ qw−δ+1)]
=
w−1∑
i=1
ci[(Y
l+c1(δ−2)+c2(w−δ+1)
i + p1Y
l+c1(δ−3)+c2(w−δ+1)
i + . . .+ pδ−2Y
l+c2(w−δ+1)
i )+
+ q1(Y
l+c1(δ−2)+c2(w−δ)
i + p1Y
l+c1(δ−3)+c2(w−δ)
i + . . .+ pδ−2Y
l+c2(w−δ)
i ) + . . .+
+ qw−δ+1(Y
l+c1(δ−2)
i + p1Y
l+c1(δ−3)
i + . . .+ pδ−2Y
l
i )]
= (Sl+c1(δ−2)+c2(w−δ+1) + p1Sl+c1(δ−3)+c2(w−δ+1) + . . .+ pδ−2Sl+c2(w−δ+1)) + . . .+
+ q1(Sl+c1(δ−2)+c2(w−δ) + p1Sl+c1(δ−3)+c2(w−δ) + . . .+ pδ−2Sl+c2(w−δ)) + . . .+
+ qw−δ+1(Sl+c1(δ−2) + p1Sl+c1(δ−3) + . . .+ pδ−2Sl).
Since c ∈ πf (C ) we know that c(β
l+c1i1+c2i2) = 0. Hence
Sl+c1i1+c2i2 = c(β
l+c1i1+c2i2)− 1 = −1,
for i1 = 0, . . . , δ − 2, i2 = 0, . . . , s and δ ≤ w < δ + s. Therefore from the above
equation and the inequalities, we can conclude
0 = (1 + q1 + . . .+ qw−δ + qw−δ+1)(−1− p1 − . . .− pδ−3 − pδ−2) = −r(1),
i.e. r(1) = 0, but this give a contradiction. Hence dC ≥ δ + s. 
Remark 3.13. The condition rk Vn(N0(β
cj ), N1(β
cj ), ..., Nn−1(β
cj )) = n for j =
1, 2 implies the hypothesis of Theorem 3.12.
Remark 3.14. Assume that θ = id. Then the assumptions ord(β) ≥ n and
gcd(ord(β), cj) = 1 for j = 1, 2 imply the hypothesis β
aicj 6= 1 of Theorem 3.12 for
every i = 1, ..., n− 1 and j = 1, 2. Furthermore, we get the following properties:
(a) Let Xm − 1 = qf be as in [8, Lemma 26]. If gcd(m,Char(Fq)) = 1, then
there exist a primitive root β ∈ Fq of X
m − 1 such that ord(β) = m ≥ n.
Moreover, if g(α) = 0 then α = βh for some h ∈ Z≥ 0.
(b) Let f = Xn−1. Suppose there exists a primitive root β of f . Then all roots
α of g are of type α = βh for some h ∈ Z≥0. Moreover, the hypothesis of
Theorem 3.9 reduce to that of Theorem 1 in [4] when θ = id.
Let us give now a natural extension of Theorem 3.12, which can be proved by
an inductive argument.
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Theorem 3.15. Let C = (g)θ,0n,q be a skew GC code. Suppose there exist β ∈ Fq
and l, c1, . . . , cr ∈ Z≥0 such that (c1, . . . , cr) 6= (0, . . . , 0) and g(β
l+
∑
r
k=1 ikck) = 0
for i1 = 0, . . . , δ − 2, ik = 0, . . . , sk and k = 2, . . . , r. If Ni(β
cj ) 6= 1 for every
i = 1, ..., n− 1 and j = 1, ..., r, then dC ≥ δ +
∑r
k=2 sk.
Remark 3.16. If β ∈ Fq, then ord(β) ≤ q − 1 and in Theorem 3.15 the hypotesis
imply that q ≥ n+ 1.
Corollary 3.17. Let C = (g)θ,0n,q with q ≥ n+1. If β ∈ Fq, l, c1, . . . , cr ∈ Z≥0 such
that (c1, . . . , cr) 6= (0, . . . , 0),
g = lmcm {X−βl+
∑r
k=1 ikck : i1 = 0, ..., δ, ik = 0, ..., sk, k = 2, ..., r, δ+
r∑
k=2
sk = n−k−1 },
and Ni(β
cj ) 6= 1 for every i = 1, ..., n− 1 and j = 1, ..., r, then C is a Maximun
Distance Separable (MDS) code.
Proof. Since deg(g) ≤ n− k, by the Singleton bound we know that
dC ≤ n− dim(C ) + 1 = n− (n− deg(g)) + 1 ≤ n− k + 1.
On the other hand, from Theorem 3.15 it follows that dC ≥ n − k + 1, i.e. dC =
n− k + 1. 
4. Magma Programs and some examples
The following MAGMA [1] program can be used to produce MDS codes with
q ≥ n+ 1 when θ = id:
MDS:=function(q,n);
F<w>:=GF(q); R<x>:=PolynomialRing(F); C:={};
for i in [1..q-2] do
if GCD(i,q-1) eq 1 then
C:=C join {i};
end if;
end for;
CC:=[c : c in C]; B:={};
for c in CC do
for l in [0..q-2] do
for k in [1..n-1] do
A:=[ (w^l)*(w^c)^i : i in [0..n-k-1] ]; B:=B join {A};
end for;
end for;
end for;
BB:=[ b : b in B ]; D:=[ [x-i : i in BB[j] ] : j in [1..#BB] ];
G:={ &*D[i] : i in [1..#D] }; GG:=[g : g in G]; W1:={}; W2:={};
for s in [1..#GG] do
h:=n-Degree(GG[s]); M:=Matrix(F,h,n,[ [Coefficient((GG[s])*x^i,j):
j in [0..n-1] ] : i in [0..h-1] ] ); L:=LinearCode(M);
d:=MinimumWeight(L); v:=Matrix(Integers(),1,4,[n,h,d,q]); g:=GG[s];
print "q =", q; print "Code of type", v; print "Generator polynomial", g;
for i in E do
a,b:=Quotrem(x^n-i,g);
if b eq R!0 then
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print "Constacyclic code with f =", x^n-i;
end if;
end for;
W1:=W1 join {v}; W2:=W2 join {g};
end for;
return W1;
end function;
The following table is made in the case θ = id by using the command
MDS(q,n);
of the above Magma Program for 2 ≤ n ≤ q − 1 ≤ 6:
q n = deg f k d g such that g|f a such that f = Xn − a
3 2 1 2 x + 2 1
4 3 2 2 x + w2, x + w, x + 1 1
1 3 x2 + x + 1, x2 + w2x + w, x2 + wx + w2 1
2 1 2 x + 1, x+ w, x+ w2 1, w2 , w
5 4 3 2 x + 4 1
2 3 x2 + 3x + 1 ∄
1 4 x3 + 2x2 + 3x + 4 ∄
3 2 2 x + 4 1
1 3 x2 + 3x + 1 ∄
2 1 2 x + 4 1
7 6 5 2 x + 6 1
4 3 x2 + 5x + 1 ∄
3 4 x3 + 4x2 + 3x + 6 ∄
2 5 x4 + 3x3 + 6x2 + 3x + 1 ∄
1 6 x5 + 2x4 + 3x3 + 4x2 + 5x + 6 ∄
5 4 2 x + 6 1
3 3 x2 + 5x + 1 ∄
2 4 x3 + 4x2 + 3x + 6 ∄
1 5 x4 + 3x3 + 6x2 + 3x + 1 ∄
4 3 2 x + 6 1
2 3 x2 + 5x + 1 ∄
1 4 x3 + 4x2 + 3x + 6 ∄
3 2 2 x + 6 1
1 3 x2 + 5x + 1 ∄
2 1 2 x + 6 1
Table 1: Example of MDS codes in Fnq for q ≤ 7 with n ≤ q − 1 ≤ 6
The following two MAGMA [1] programs can be used to construct all the (f,Θ, 0)-
skew GC codes over Fnq for any polynomial f ∈ Fq[X ; θ] given in its vectorial form
in the non-commutative (θ 6= id) and commutative cases (θ = id) respectively:
a:= ... ;
F<w>:=GF(a);
// PROGRAM 1 (non-commutative case)
R<X>:=TwistedPolynomials(F:q:= ...);
SkewGCC:=function(v);
f:=R!v; n:=Degree(f); V:=VectorSpace(F,n); W1:=[]; W2:=[]; dd:=[];
E:=[x : x in F | x ne 0]; S:=CartesianProduct(E,CartesianPower(F,n-1));
for ss in S do
ll:=[ss[1]] cat [p : p in ss[2]]; q,r:=Quotrem(f,R!ll);
if r eq R![0] then
dd := dd cat [R!ll];
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end if;
end for;
for i in [1.. #dd] do
if Degree(dd[i]) ge 1 then
k:=Degree(f)-Degree(dd[i]);
G:=Matrix(F,k,n,[V!(HorizontalJoin(Matrix(1, j+Degree(dd[i])+1,
Eltseq((R![0,1])^j*dd[i])), ZeroMatrix(F, 1, n-j-Degree(dd[i])-1))):
j in {0..k-1}]); L:=LinearCode(G); dd[i]; print " "; G; print " ";
print "Code of type: ", n, k, MinimumWeight(L);
print "-------------"; W1:= W1 cat [k]; W2:= W2 cat [MinimumWeight(L)];
end if;
end for;
print "Spectrum of the distances for", f;
print "n=", n; print "k="; W1; print "d=";
return W2;
end function;
// PROGRAM 2 (commutative case)
R<x> := PolynomialRing(F);
GCC:=function(v);
f:=R!v; n:=Degree(f); W1:=[]; W2:=[];
for i in [1..#Factorisation(f)] do
if Factorisation(f)[i][2] eq 1 then
a:=R!Factorisation(f)[i][1]; k:=Degree(f)-Degree(R!a);
G:=Matrix(F,k,n,[[Coefficient((R!a)*x^i,j): j in {0..n-1}]
: i in {0..k-1}]); L:=LinearCode(G); a; print " "; G; print " ";
print "Code of type: ", n, k, MinimumWeight(L);
print "-------------"; W1:= W1 cat [k]; W2:= W2 cat [MinimumWeight(L)];
end if;
if Factorisation(f)[i][2] ne 1 then
for j in [1.. Factorisation(f)[i][2]] do
a:=(R!Factorisation(f)[i][1])^j; k:=Degree(f)-Degree(R!a);
G:=Matrix(F,k,n,[[Coefficient((R!a)*x^i,j): j in {0..n-1}]
: i in {0..k-1}]); L:=LinearCode(G); a; print " "; G; print " ";
print "Code of type: ", n, k, MinimumWeight(L);
print "-------------"; W1:= W1 cat [k]; W2:= W2 cat [MinimumWeight(L)];
end for;
end if;
end for;
print "Spectrum of the distances for", f;
print "n=", n; print "k="; W1; print "d=";
return W2;
end function;
Example 4.1. Consider f = X4 +X3 +wX2 + 1 ∈ F8[X, θ]. If θ(z) = z
2 for any
z ∈ F8, then by PROGRAM 1 (with v = [1, 0, w, 1, 1], a = 8 and q := 2) we obtain
28 MDS skew GC codes with parameters [4, 1, 4]8, [4, 2, 3]8 and [4, 3, 2]8, while if
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θ = id, then by PROGRAM 2 (with v = [1, 0, w, 1, 1], a = 8) we get only 2 MDS
GC codes with parameters [4, 1, 4]8 and [4, 3, 2]8. Moreover, the MDS skew GC code
of type [4, 2, 3]8 is given, for instance, by the right divisor X
2 + wX + w of f .
Example 4.2. Consider the finite field F4 = F2[α] with α
2 + α + 1 = 0, θ the
Frobenius automorphism and β ∈ F4. Let f = X
8 + X6 + X2 + 1 ∈ N(R) with
R = F4[X, θ, δ
θ
β] and note that f = f
α1
1 ·f
α2
2 is a factorization of f as in (#), where
(f1, α1) = (X
2 + 1, 2) and (f2, α2) = (X
4 +X2 + 1, 1). Set Ui := Kerf
αi
i (Tf ) for
i = 1, 2, where Tf is given by the following rule:
Tf(v1, ..., v8) := (v
2
1 , ..., v
2
8)

0 1
0 1
0 1
0 1
0 1
0 1
0 1
1 0 1 0 0 0 1 0

+β(v21 − v1, ..., v
2
8 − v8),
i.e. Tf (v1, ..., v8) := (v
2
8 , v
2
1 , v
2
2 + v
2
8 , v
2
3 , v
2
4 , v
2
5 , v
2
6 + v
2
8 , v
2
7) + β(v
2
1 − v1, ..., v
2
8 − v8).
By the MAGMA program
F<w>:=GF(4); P<[x]>:=PolynomialRing(F,8); A:=KSpace(F,8); B:=[a : a in A];
for b in F do
T:= map < A -> A | v :-> [v[8]^2+b*(v[1]^2+v[1]), v[1]^2+b*(v[2]^2+v[2]),
v[8]^2+v[2]^2+b*(v[3]^2+v[3]), v[3]^2+b*(v[4]^2+v[4]),
v[4]^2+b*(v[5]^2+v[5]), v[5]^2+b*(v[6]^2+v[6]),
v[6]^2+v[8]^2+b*(v[7]^2+v[7]), v[7]^2+b*(v[8]^2+v[8])] >;
U1:={}; U2:={}; g:=T^4; h:=T^2; f1:= map < A -> A | x :-> g(x)+x >;
f2:= map < A -> A | x :-> g(x)+h(x)+x >; o:=A![0,0,0,0,0,0,0,0];
for a in B do
if f1(a) eq o then
U1:=U1 join {a};
end if;
if f2(a) eq o then
U2:=U2 join {a};
end if;
end for;
UU1:=[u : u in U1]; UU2:=[u : u in U2]; V1:={}; V2:={};
for i in [4..#UU1] do
for j in [4..#UU2] do
G1:= sub< A | UU1[1], UU1[2],UU1[i-1],UU1[i] >;
G2:= sub< A | UU2[1], UU2[2],UU2[j-1],UU2[j] >;
if Dimension(G1) eq 4 then
V1:= V1 join {Basis(G1)};
end if;
if Dimension(G2) eq 4 then
V2:= V2 join {Basis(G2)};
end if;
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end for;
end for;
VV1:=[v : v in V1]; VV2:=[w : w in V2]; b; VV1[1]; VV2[1]; print "---";
end for;
we obtain the following table:
β Generator matrix of U1 Generator matrix of U2
1


1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1
0 0 1 0 1 0 1 0
0 0 0 1 0 0 0 1




1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1


0, w, w2


1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1
0 0 1 0 1 0 1 0
0 0 0 1 0 1 0 1




1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1


Table 2: Example of skew GC codes in F84 with a non-trivial derivation
Conclusion
In this paper, we consider codes invariant by a pseudo-linear transformation of Fnq
for n ≥ 2, called skew generalized cyclic (GC) codes, where Fq is a finite field
with q elements. We study some of their main algebraic and geometric properties
and when the derivation is trivial, we find the minimal polynomial of a pseudo-
linear transformation and we give some lower bounds for the minimum Hamming
distance of a skew GC code. Finally, examples and Magma programs are given as
applications of some theoretical results.
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