is the characteristic function of an absolutely continuous probability distribution. The criterion complements Pólya's theorem and applies to characteristic functions with various types of behavior at the origin. In particular, it provides upper bounds on Kuttner's function k(λ), λ ∈ (0, 2), which gives the minimal value of κ such that (1−|t| λ ) κ + is a characteristic function. Specifically, k(5/3) ≤ 3. Furthermore, improved lower bounds on Kuttner's function are obtained from an inequality due to Boas and Kac.
Introduction
One of the most beautiful results in classical analysis and probability theory is the celebrated criterion of Pólya [8] . Theorem 1.1 (Pólya) . Let ϕ : [0, ∞) → R be a continuous function with ϕ(0) = 1 and lim t→∞ ϕ(t) = 0. If ϕ is convex, then ψ(t) = ϕ(|t|), t ∈ R, is the characteristic function of an absolutely continuous, symmetric probability distribution. 1 Sasvári [9] provides interesting comments and a simple proof of this result. Pólya's criterion also has a wealth of applications, for which we refer to Feller ([3] , Chapter XV) and Lukacs ([6] , Section 4.3). However, characteristic functions of Pólya type are not differentiable at t = 0. In view of the well-known relationship between the differentiability of characteristic functions and the existence of moments for probability distributions, they correspond to probability measures with infinite variance. Our key result here is an analogue of Pólya's criterion that also applies to characteristic functions ψ(t) = ϕ(|t|), which are twice differentiable at t = 0 and correspond to probability distributions with finite variance −ψ (0). Before we present the new criterion, let us recall that a characteristic function ψ for which ψ (0) exists is twice differentiable everywhere (Lukacs [6] , Theorem 2.3.1). Thus, we expect the analogue to put a condition on the second derivative of ϕ. 
is convex, then ψ(t) = ϕ(|t|), t ∈ R, is the characteristic function of an absolutely continuous, symmetric probability distribution.
Whenever the function ϕ : [0, ∞) → R has four continuous derivatives on (0, ∞), the convexity of (1) is equivalent to the nonnegativity of
for t > 0. This condition can be checked very efficiently. Example 1.3. Straightforward evaluation of the derivatives in (2) shows that each of the following is a characteristic function: Tables 1 and 2 , respectively, sharpen Kuttner's results. Lower estimates for k(λ) follow from an inequality of Boas and Kac [2] , and Theorem 1.2 provides upper bounds for Kuttner's function and λ ≤ 1.8252.
Idea and proof of the criterion
The idea of Theorem 1.2 stems from an attractive interpretation of Pólya's criterion (compare Sasvári [9] ): Theorem 1.1 gives necessary and sufficient conditions for a function ψ to be of the form
where F is a probability measure on (0, ∞). In other words, ψ has a representation as a scale mixture of ψ 0 (t) = (1 − |t|) + with respect to F . Expressed in terms of random variables, ψ is the characteristic function of RX, where X has characteristic
, R has distribution F , and X is independent of R. This observation is the key to Theorem 1.2. We will take up the scale mixture approach and apply it to the characteristic function
This function has recently been discussed by Wu [13] in the context of radial basis function interpolation. It is the self-convolution of √ 30/4 (1 − 4u 2 ) + , and the corresponding probability density function is
The proof of Theorem 1.2 will now be immediate from the following result.
Theorem 2.1. Theorem 1.2 gives necessary and sufficient conditions for a function ψ to be of the form
where ψ 1 is the characteristic function (3) and F is a probability measure on (0, ∞).
Proof. Suppose ψ is of the form (5) and denote by ϕ its restriction to [0, ∞). Then clearly ϕ(0) = 1, lim t→∞ ϕ(t) = 0, and ϕ has two continuous derivatives on (0, ∞).
is convex by Theorem 1 of Williamson [11] . Conversely, suppose ϕ : [0, ∞) → R satisfies the conditions of Theorem 1.2. Then
is convex on (0, ∞). Thus, θ(t) tends to some, possibly infinite, limit as t → ∞, and so does θ(
Since lim t→∞ ϕ(t) = 0, the only possible limit is 0. Therefore, θ(t) is convex and decreases to 0 on (0, ∞). By Theorems 1 and 3 of Williamson [11] , θ(t) is of the form
where G(r) = θ(1/r) − 1/rθ (1/r) is nondecreasing. Combining Equations (6) and (7), and replacing t by t 2 , leads to
where dF (r) = dG(r 2 )/(15r 3 ), and where ϕ 1 denotes the restriction of ψ 1 to [0, ∞). Since ϕ(0) = 1 and lim t→∞ ϕ(t) = 0, two-fold integration with respect to t and an application of Fubini's theorem show that
Furthermore, F is a probability measure, because ϕ(0) = 1. Writing (8) in terms of ψ and ψ 1 , we see that (5) holds.
Proof of Theorem 1.2. Suppose ϕ : [0, ∞) → R satisfies the conditions of the theorem. Theorem 2.1 shows that ψ(t) = ϕ(|t|) is of the form (5) for some probability measure F . Thus, ψ is the characteristic function of the random variable RX, where X has characteristic function (3) or density (4), R has distribution F , and X is independent of R. Since X is absolutely continuous and symmetric, RX is such, too.
Corollary 2.2. Suppose ψ(t) = ϕ(|t|) is of the form (5). Then F is given by
where θ(t) is defined by (6) . Moreover, ψ is the Fourier transform of the probability density function
Proof. Equation (9) follows from the proof of Theorem 2.1; (10) is a consequence of the stochastic representation in the proof of Theorem 1.2 and the formula for the density of products of independent random variables.
The preceding discussion clearly calls for further analogues of Pólya's criterion. The idea is to take a characteristic function of the form
where q is a low-degree polynomial, and to characterize its scale mixtures in analogy to Theorem 2.1. Characteristic functions of this type have recently been studied by Wendland [10] and Wu [13] . Wendland showed that if ψ is a characteristic function of the form (11) with 2k continuous derivatives, then the degree of the polynomial q must be at least 3k + 1. Moreover, there exists exactly one such function with minimal degree 3k + 1. If k = 0, this unique function is ψ 0 (t) = (1 − |t|) + , and characterizing its scale mixtures leads to Pólya's criterion. If k = 2, Wendland's function of minimal degree is that of Example 1.3(v). This explains why Theorem 1.2 works with Wu's function (3), which is of higher degree. Since Wendland's function is a scale mixture of Wu's function, an application of the scale mixture approach to the former must lead to a weaker criterion. Specifically, the criterion based on Wendland's function requires the function in (1) with t replaced by t 2 to be convex. This criterion is evidently weaker, but not of a simpler form. The same conclusion holds for all the functions in the tables of Wendland [10] and Wu [13] which have two, but not four, continuous derivatives.
Thus, we expect stronger or complementary criteria of the Pólya type to base on characteristic functions of the form (11) which have four or more continuous derivatives. Then the corresponding polynomials q will be of degree at least 7, and sufficient conditions in analogy to (1) and (2) will involve derivatives of orders at least 4 and 6, respectively. In other words, Theorem 1.2 may provide the optimal balance between a wide range of applicability and a simple formulation in the spirit of Pólya's original criterion.
Kuttner's problem
In 1942, Wintner [12] (
Rephrased this way, the problem superficially looks simple, but it is not. A first observation is that Since Kuttner's work, little progress has been made, and upper bounds for k(λ) and λ > 1 have not been found. The only related result of which the author knows is Proposition 2.6 of Misiewicz and Richards [7] . It states that there exists a function k 0 (λ), λ ∈ (0, 1), such that
Then evidently k(λ) ≥ k 0 (λ), and the numerical values in Table 1 Tables  1 and 2 . 
Proof. Let n ≥ 2 be a positive integer. By Theorem 2 of Boas and Kac 2 [2] , a necessary condition on ψ λ,κ to be a characteristic function is that
Solving the inequality for κ leads to (13) . Table 1 displays lower bounds for Kuttner's function that result from (13) . For λ ≤ 1.35, the maximal bound in (13) occurs at n = 2; for λ = 1.45 and 1.55 at n = 3; and for λ = 1.65, 1.75, 1.85, and 1.95, at n = 4, 6, 12, and 38, respectively. The numerical values generally sharpen Kuttner's estimate k(λ) > λ. However, the approach does not lead to a positive lower bound for lim λ→0 k(λ), because, for each n, lim λ→0 l n (λ) = 0. Furthermore, lim n→∞ lim λ→2 l n (λ) = π 2 /2 is finite. Proof. We need to check whether
is convex. This function has a continuous second derivative leads to further upper bounds for k(λ). To apply Theorem 1.2 we must require that κ > 2, such that ϕ λ,κ is twice differentiable. Then the condition to be checked is whether
is convex. Taking the second derivative of this function, the problem reduces to the question whether a polynomial of degree at most 3 remains nonnegative on (0, 1). Rather than giving the tedious details, we summarize some of the resulting upper bounds on Kuttner's function in Table 2 . The table also shows the corresponding lower bound obtained from (13) , and two observations are striking. Theorem 1.2 does not seem to apply to ϕ λ,κ if κ < 3, and the gap between the lower and upper bound widens as λ increases. The following proposition provides some explanation. Proof. If κ ≤ 2, then ϕ λ,κ (t) is not twice differentiable at t = 1. If κ ∈ (2, 3), it is easily seen from (14) Table 2 basically covers the range of λ for which Theorem 1.2 provides upper bounds for Kuttner's function. Are tighter bounds within reach? A promising approach to improved lower bounds is by extensive numerical evaluation of the integrals (12) in the spirit of Misiewicz and Richards ( [7] , Table 1 ). If use is made of computer algebra systems, higher-order criteria of the Pólya type, as discussed in Section 2, may eventually result in upper bounds for λ > 1.84170. In any case, precise values for Kuttner's function k(λ), λ = 1, remain a challenging open problem.
