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Electrons in atoms and molecules are versatile physical systems covering a vast range of light-
matter interactions, enabling the physics of Rydberg states, photon-photon bound states, simulation
of condensed matter Hamiltonians, and quantum sources of light. A limitation on the versatility of
such electronic systems for optical interactions would appear to arise from the discrete nature of the
electronic transitions and from the limited ionization energy, constraining the energy scale through
which the rich physics of bound electrons can be accessed. In this work, we propose the concept of
shaping spatially confined electron wavepackets as superpositions of extended states in the ionization
continuum. These wavepackets enable customizable optical emission spectra transitions in the eV-
keV range. We find that the specific shaping lengthens the diffraction lifetime of the wavepackets in
exchange for increasing their spatial spreads. Finally, we study the spontaneous radiative transitions
of these excited states, examining the influence of the wavepacket shape and size on the radiation
rate of the excited state. We observe that the rate of radiative capture is primarily limited by the
diffraction lifetime of the wavepacket. The approach proposed in this work could have applications
towards developing designer emitters at tunable energy and length scales, potentially bringing the
physics of Rydberg states to new energy scales and extending the range and versatility of emitters
that can be developed using shaped electrons.
The rich physics of bound electrons in atoms and
molecules is typically limited by the discrete nature of
the energy spectrum and by the ionization energy thresh-
old. This is why many phenomena considered in atomic
physics are usually confined to the IR-UV spectral range.
The upper limit is set by the typical ionization energies
of the outer valence electrons. Going beyond the ion-
ization energy usually involves electron states that are
not bound in space—extended states—which have posi-
tive energy and are therefore not considered relevant for
atomic physics phenomena. To deal with this problem,
one could engineer the potential to allow for the existence
of bound states in the continuum (BICs) [1]. Von Neu-
mann and Wigner were the first to introduce such a con-
struction, defying the conventional wisdom that bound
states must be spectrally separated from the extended
states [2]. However, the kind of potentials which support
BICs have to be specially designed, while the potentials
of atoms and molecules generally cannot be designed [3–
6].
There is another approach by which electron states of
positive energy can behave as bound states, which is by
shaping the electron wavepacket as a superposition of ex-
tended states, thus creating a localized state. For exam-
ple, in 1979 Berry and Balázs proposed a solution of the
free-space Schrödinger equation that appears to be lo-
calized in 1D and whose shape remains time-invariant as
with bound electron states [7]. In recent years, this idea
has been extensively explored in the optics community,
with paraxial and non-paraxial optical beams [8–10].
∗ rumenrd@mit.edu
More generally, these kinds of optical beams, such as
Bessel ([11, 12]) and Airy ([8, 9]) beams, are propagation-
invariant wave functions that also accelerate in the ab-
sence of external force, and have the intriguing property
of self-healing–restoring their original shape after encoun-
tering an obstacle [13]. While the above wavepackets
are mostly only localized in 2D, the concept of optical
beam shaping can also be applied to create “light-bullets”,
which are localized in 3D [14, 15]. Importantly, due to
the mathematical analogies between optical wavepackets
and electron wavepackets, similar concepts are applicable
to electrons [16–19].
However, the well-known problem with all of the above
time-invariant or propagation-invariant wavepackets is
that their probability density is not square-integrable
(hence without a physical interpretation as a probabil-
ity density). To circumvent this, one can truncate the
wavepackets at a finite distance. In this case, there is
no exact time-invariance or propagation-invariance, but
the non-diffracting properties are still present for a fi-
nite time and distance, which can be long enough for
the desired interaction in experiments [9, 17, 20, 21].
Another approach that makes the wavepacket square-
integrable is by shaping a superposition of a range
of energies/frequencies, which can create a localized
wavepacket, in exchange for limiting its range/duration
for which it is non-diffracting [15]. Therefore, wavepacket
shaping in space and time offers localized and long-lived
electron wavepackets in the continuum of energy levels,
created from superpositions of extended states.
With the above wavepackets in mind, we now ask:
can shaped electron wavepackets be used to mimic op-
tical phenomena, usually accessible only in bound elec-
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FIG. 1: Shaping of electron states in the continuum of energy
levels of the hydrogen atom creates localized and quasi-shape-
invariant high-energy wavepackets. As opposed to the bound states,
the electron states in the continuum of the energy spectrum are de-
scribed by Whittaker functions, thus we call our wavepackets “Whit-
taker wavepackets.” The possibility of decay to bound states enables
a photon emission with energy higher than the ionization threshold.
We present truncated temperature maps of the typical shapes of the
probability densities for both Whittaker wavepackets and bound states.
As we decrease the energy spread ∆E, the wavepacket spreads out in
space, hence the electron is more likely to be found farther from the
origin.
tron systems, such as electron transitions by light emis-
sion/absorption? Can shaped electrons access light-
matter interactions beyond the ionization threshold that
limits bound electron systems? For example, can one
create engineered spontaneous emission dynamics (engi-
neered rates, engineered optical spectra, etc.) by shap-
ing a positive energy wavepacket of tailored shape and
energy?
Here, we propose and study the shaping of shape-
invariant wavepackets that simultaneously suppress their
own diffraction, while enabling access to a customizable
spectrum of transitions, ranging from the visible to the
hard-X-ray, via radiative decay to bound states. We de-
velop the analytic tools to maintain the shape-invariance
of shaped electron states and the analytic tools to cal-
culate the radiative transitions of such states into bound
states. Our methods can be extended to a variety of po-
tentials, including the transitions of free electrons illumi-
nated by general time-dependent fields. Specifically for
attractive static potential, we derive the non-diffracting
electron wavepackets and study their dynamics. For
example, we find that a non-diffracting shape of the
wavepacket also affects the behavior of the electron in
an attractive potential. We show that the presence of
a Coulomb potential changes the physics of the system
drastically by allowing propagating wavepackets to decay
to bound states through radiative capture. We moni-
tor the “competition” between spontaneous emission and
diffraction by developing a Fermi Golden Rule (FGR)
formalism which quantifies the rate of decay by the ex-
cited wavepacket. We find that in all these cases the
electron state lifetime is limited by the diffraction dy-
namics of its wavepacket. Even though, in general, the
electron wavepackets we consider are diffracting and sub-
ject to spontaneous emission, we find parameters that
can suppress those effects significantly. Hence, we con-
cisely refer to the constructed states, which are almost
propagation-invariant and time-invariant, as being quasi-
shape-invariant.
To illustrate the concept of quasi-shape-invariant
quantum wavepackets above the ionization threshold, we
begin from the textbook example of the hydrogen atom,
consisting of the Schrödinger equation with the Coulomb
potential V (r) = −e2/4pi0r. The hydrogen atom is one
of the most famous problems in quantum mechanics; its
electron bound states are well-studied, and analytic ex-
pressions for the extended states exist in the literature
[22]. We introduce a dimensionless parameter x, defined
by x = (2/a0)r with spherical radius r and the Bohr
radius a0. Likewise, let κ = ka0 be the dimensionless pa-
rameter from momentum k. Figure 1 presents the shap-
ing of the electron wavepacket that is created from su-
perpositions of eigenstates at positive energies, which are
called the Whittaker functions wκ(x, t) and can be found
in [23, 24]. These eigenstates are of the form
wκ(x, 0) =
4iκ2e−iκx
pi csch (pi/2κ)
∫ 1
0
e2iκxs
(
s
1− s
) i
2κ
ds, (1)
and wκ(x, t) = wκ(x, 0) exp
(−iωtκ2), where the time
evolution frequency is given by ωκ2 with ω = 2e2/a0~ ≈
82 fs−1.
For simplicity, we focus on a spherically symmetric
wavepacket with a Gaussian weighting over momentum
space ΨE,∆E(r, t), given as follows
ΨE,∆E(r, t) = N
∫ ∞
−∞
e−(κ−µ)
2/2σ2wκ(x, t)dκ, (2)
where N is a normalization constant, µ and σ are the
mean and spread (standard deviation) of momentum.
In SI units the energy E is parameterized as E(κ) =
(2e2/4pi0a0)κx
2 via the dimensionless κ. We denote
E = E(µ) and ∆E for the spread (standard deviation).
We call the resulting wavepacket (S5), which is a superpo-
sition of the eigenstates (S4), a “Whittaker wavepacket.”
Having shaped the wavepackets, we now character-
ize their spatial and temporal dynamics. One way to
do this is to define a spatial spread ∆r, given by a
standard deviation ∆r =
√
var(envelope(ΨE,∆E(r, 0))),
and a diffraction lifetime ∆t, also defined as a stan-
dard deviation ∆t =
√
var(O(t)) of an overlap function
O(t) = | ∫∞
0
Ψ∗(r, 0)Ψ(r, t)r2dr|2. Figure 2 (a) reveals
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FIG. 2: By shaping the (Whittaker) electron wavepacket we can
prolong the lifetime to a desired duration in exchange for increas-
ing the spatial spread. (a) As we decrease the energy spread ∆E,
the probability density spreads out farther in space according to (S7).
Thus there is less probability to find the electron near the origin. (b)
The benefit of making ∆E small, however, is that the lifetime grows
according to (S8). Here ∆t = 19.14 ns and the colors match the
Whittaker wavepackets in (a). (c) The envelope of the wavepacket
at three points in time A,B,C (also marked in (b)), showing shape-
invariant dynamics and slow diffraction over tens of ns. We view the
large ∆t as the quasi-shape-invariant evolution of the long-lived Whit-
taker electrons.
that as we decrease the energy spread ∆E, then ∆r in-
creases. Manifestly, this should hold true as a narrower
∆E yields a wavepacket approaching an extended state.
The analytic form of the the Whittaker wavepacket (S5)
suggests a functional form, for which we numerically ob-
tain the spatial spread formula
∆r ≈ 2.471 a0√
(∆E)/eV
. (3)
Furthermore, the overlapO(t) resembles a Gaussian func-
tion as shown in figure 2 (b). In a similar fashion, as we
decrease ∆E, the diffraction lifetime increases, because
we approach an extended state, which is also stationary.
A stationary phase argument yields the diffraction life-
time formula
∆t ≈ 0.136 eV · fs√
(∆E)E
. (4)
Further discussion on the ansatzes of formulas (S7) and
(S8) is deferred to the SM sections II and in SM section
IV we comment on our numerical fits. In theory we can
make ∆t very large if we have ∆E as small as possible.
Naturally, as this limit is taken, ∆t increases without
bound, which is illustrated in figure 2 (c). In the figure
we observe the quasi-shape-invariant nature of the Whit-
taker wavepackets, that is the flexibility to tune large ∆t
by customizing the parameters E and ∆E.
We now study the profile of the Whittaker wavepacket
and how it evolves in time in a shape-invariant man-
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FIG. 3: The dynamics of the Whittaker wavepacket. (a) The
wavepacket begins at t = 0, with a set of nodes marked by blue
dots. The amplitude of the spatial oscillations decreases in time until
the nodes vanish and the wavepacket starts to spread out in space.
(b) A larger range in space that includes more oscillations (only the
envelope is plotted) and has a longer lifetime. The upper and lower
wavepacket envelopes converge as time evolves. Notice the similarity
between the dynamics of the envelopes in (a) and (b). (c) The geom-
etry of the Whittaker wavepacket is roughly the same as that of the
free particle (with Bessel functions as modes, so at large spatial dis-
tances they behave approximately as sine funcitons; here l = 0). This
similarity shows that our methods and conclusions also apply for free
electron wavepackets (possibly with a time dependent perturbation
like a pulsed laser excitation).
ner. Just as wavepacket shaping is known to extend the
lifetime of decaying particles in the Dirac equation [25],
our shaped electron can exhibit a longer diffraction life-
time, and as we show below, also a longer radiative life-
time. For example, figure 3 (a) presents the Whittaker
wavepacket’s profile at time zero, marking its nodal struc-
ture that highlights the shape-invariant properties, in a
similar fashion to the shaped packets in related works
[7–13, 25]. As time evolves, the nodes vanish sequen-
tially, which happens via “lifting” of the wavepacket pro-
file due to continuity. In this way the diffraction even-
tually destroys the original nodal structure, and having
no nodes means that the wavepacket is free to propa-
gate in space like a free wavepacket, as shown in figure
3 (b). In figure 3 (b) the upper and lower envelopes
converge, which destroys the nodal structure. This pro-
cess of “node-lifting” bottlenecks the diffraction of the
wavepacket and enables the quasi-shape-invariant prop-
erty. A proof of the existence of nodes is given in SM
section II, theorem 3. Finally, in figure 3 (c) we show
that free particle wavepackets also have a similar nodal
structure at time zero, which yields approximately the
same overlap function as that of Whittaker wavepack-
ets. A way to see why this holds true is to look at the
limiting behavior of the extended mode (S4) for large r
(x  1) [24]: wκ(x, 0) ∼ exp(iκx) exp(i(1/2κ) ln(x))/x.
The log dependence on x is due to the Coulomb poten-
tial. Thus the electron wavepacket does not approximate
a free particle wave exactly; however, at large values of x
the oscillations from exp(−iκx) are dominant and form
the free particle modes. This means that the Whittaker
wavepacket is similar to that of a free particle; hence their
time-evolutions should be similar.
Importantly, however, the physics of free particles is
different from that of hydrogenic electrons. The poten-
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FIG. 4: The radiative decay of the Whittaker wavepackets to
bound states. (a) The decay probability reaches a saturation line.
As time evolves, the electron is farther away from the origin, thus the
effect of the Coulomb potential is reduced, and the instantaneous rate
of decay converges to zero. The profile of decay rates to individual
bound states follows an oscillatory pattern, with the highest decay
rate to n = 2. (b) The profiles of the decay rates are monotonously
decreasing in comparison to the profiles in (a). Note that (b) may
have quantitative corrections due to beyond-dipole corrections arising
from the short wavelength of the electromagnetic field since for our
FGR calculations we use the dipole approximation. The dynamics and
lifetime of the electron wavepacket are dominated by the diffraction
and not by the radiative decay, as the diffraction lifetime is generally
shorter than the radiative (FGR) lifetime.
tial may cause scattering processes between the proton
and electron, which in turn could lower the energy of
the superposition through radiative decay, and thus re-
duce its stability. We now quantitatively evaluate the
competition between diffraction and radiative decay by
quantifying the radiative decay. For that purpose, to
get the probability of decay Pn(t) to a bound state |n〉
at a given time t, we develop a FGR formalism (de-
scribed in the Methods section) through the S-matrix
approach [22]. The total decay probability is simply the
sum P (t) =
∑∞
n=1 Pn(t). Having the total probability,
we define a figure of merit average rate of decay over
the time of two diffraction lifetimes ∆t via the formula
Γ˜ = P (2(∆t)) /2(∆t), and analyze it in figure 4. In (a)
we observe that the probability saturates within a time
of the order of ∆t. Moreover, in both cases, (a) and (b),
we find that the diffraction is the dominant factor for
the lifetime of the Whittaker wavepackets. In particular,
if we hypothesize a lifetime 1/Γ˜ due to the spontaneous
emission then we see that in general ∆t  1/Γ˜. For ex-
ample, if E = 1 eV and ∆E = 5.44 × 10−5 eV, then
Γ˜ = 6.58× 106 Hz. This yields a hypothetical lifetime of
1/6.58×106 Hz = 152 ns. As a comparison, for the same
case, ∆t = 1.91 fs. We also observe the pattern that Γ˜
grows with an increase in ∆E.Many other such examples
of low-magnitude Γ˜ are given in SM section IV.
Since the radiative lifetime is much longer than the
diffraction lifetime, we conclude that formulas (S7) and
(S8) give a good parametrization of the stability and
the large ∆t vs. large ∆r trade-off of the Whittaker
wavepackets, and show how those properties can be cus-
tomized.
We now present quantitative examples of parameters
achievable with Whittaker wavepackets, summarized in
table I. For a quasi-shape-invariant state to be consid-
ered stable enough for optical transitions, its diffraction
lifetime ∆t should be longer than the duration of the
optical cycle of the photon emitted from the transition.
For states designed to have transitions in the X-ray fre-
quencies, the shortest lifetime we consider in Table I is
53 as (comparable to the shortest X-ray pulse duration
measured [26] with high harmonic generation [27–29]).
For the largest ∆r, considered in table I, we take 143
nm (comparable to the recently observed [30] Rydberg
state at the n = 52 state). We note that by shaping
electrons in transmission electron microscopes, coherent
wavepackets over spatial extents of tens of microns have
been observed [31], hence one can consider much wider
electron wavepackets as well. To give specific examples
from table I, if we fix ∆t = 53 as, then according to for-
mulas (S7) and (S8) a soft X-ray Whittaker wavepacket
(E = 200 eV) has an energy spread ∆E = 0.033 eV and
a spatial spread ∆r = 0.72 nm, which all fit within the
limits established here. If we consider a hard X-ray Whit-
taker wavepacket (E = 10 keV) then the energy spread
has to shrink to ∆E = 66 µeV; for the same lifetime,
however, ∆r gets to 5.1 nm, much smaller than 143 nm.
We also studied Whittaker wavepackets with lifetimes on
the order of nanoseconds, which require spread ∆r on the
order of microns. These widely different regimes of pa-
rameters show the strength of our approach coming from
the simple trade-off between ∆t and ∆r.
In summary, we have proposed shaping quasi-shape-
invariant wavepackets in the continuum of the hydrogem
atom, the concept of which may lift the energy limi-
tations of accessible light-matter interactions above the
ionization levels for atoms and molecules. By charac-
terizing the dynamics of the wavepackets, we describe
the large lifetime vs. large spatial spread trade-off, in-
visible light soft X-ray hard X-ray
fixed determined 1 eV 200 eV 10000 eV
∆t = 53 as
∆E (eV) 6.6 3.3× 10−2 6.6× 10−4
∆r (nm) 5.1× 10−2 7.2× 10−1 5.1
∆t = 100 as
∆E (eV) 1.9 9.3× 10−3 1.9× 10−4
∆r (nm) 9.6× 10−2 1.4 9.6
∆r = 143 nm
∆E (eV) 8.4× 10−7
∆t (as) 1.5× 105 1.1× 104 1.5× 103
∆r = 10 nm
∆E (eV) 1.7× 10−4
∆t (as) 1.0× 104 7.4× 102 1.0× 102
TABLE I: Numerical experiments for the spread-lifetime trade-off
of Whittaker wavepackets. For a given energy E (visible light, soft
X-ray or hard X-ray) a parameter is fixed (either ∆t or ∆r). In bold
are all parameter cases that fit into attophysics and Rydberg atom
scales. In the last two cases, there is a single number for ∆E since
∆r is independent of E.
5trinsic to the quasi-shape-invariant electron wavepackets.
These wavepackets exhibit unique phenomena in their
decay dynamics, such as a stark change from radiative
decay similar to bound states at short times, to satura-
tion at long times (once the electron’s probability den-
sity spreads away). It will be interesting to study how
more complicated shapes (e.g. Airy) of the wavepack-
ets alter the spontaneous radiative transition rates. Our
methods, and specifically the time-dependent FGR for-
malism, can be applied to a variety of other systems. For
instance, a good candidate is the system of shaped free
electrons that interact with time-dependent potentials
[32–35]. The shaping of quasi-shape-invariant states can
bring atomic physics phenomena to new energy ranges
such as soft and hard X-rays. Utilizing these phenomena
might introduce new quantum light sources and other
applications to a diversity of physical systems: including
various Dirac-particles and free electrons under strong
fields, as well as other wave systems that often describe
analogous physics, such as water waves, acoustic waves
on membranes, and electromagnetic waves.
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METHODS
The nature of our analysis (both analytic and numeri-
cal) is universal, and can be generalized to calculate the
transitions of superposition states under any potential,
including time-dependent potentials. Specifically, the
derivation of the Whittaker modes, the shaping of the
wavepackets, the analytic monitoring of the evolution,
and the shaping that enables the quasi-shape-invariant
properties of the superpositions (see further details in
SM sections I and II) can also be reproduced for electrons
in the vicinity of other potentials. However, most cases
would require finding the extended states numerically or
working with arbitrary wavepackets, without finding the
eigenstates at all. Furthermore, to obtain an analytic
expression for the probability of transition decay from
wavepackets in the continuum to bound states, we use
FGR calculations that, in theory, can be applied for any
interaction potential.
Our FGR calculations are based on a QED formalism
and the S-matrix approach [22], for which the infinitesi-
mal probability of transition from the initial state |i〉 to
the final state |f〉, through the emission of a photon with
momentum k and polarization λ, is given by dPfi(k, λ) =
(V d3k)/(2pi)3|Sfi(k, λ)|2 for a finite volume V ; here Sfi =
〈f|Te− i~
∫ t
0
Hˆintdt
′ |i〉 is the matrix element of the time-
ordered unitary evolution operator of the EM interac-
tion Hamiltonian Hˆint[ψ] = −(i~e)/me
∫
d3xψ∗Aˆ(x, t) ·
∇ψ, which for the wavepacket ψ is defined via the
vector potential Aˆ and the mass of the electron
me. Up to first order, we derive the universal ex-
pression Sfi(k, λ) = −e/me
√
~/20ωkV
∫ t
0
dt′eiωkt
′
εˆkλ ·∫
d3x 〈f | (t′) |x〉 e−ik·x∇(〈x|i〉 (t′)) for the photon’s fre-
quency ωk and its polarized direction εˆkλ. In this paper
we use |i〉 as the Whittaker wavepacket and |f〉 as the
bound states, but wavepackets for any physical system
can be used, either by using their analytic expressions as
done here, or going through a fully numerical approach.
[1] Chia Wei Hsu, Bo Zhen, A. Douglas Stone, John D.
Joannopoulos, and Marin Soljačić, “Bound states in
the continuum,” Nature Reviews Materials 1, 331–335
(2016).
[2] J von Neumann and E. P. Wigner, “Über merkwürdige
diskrete eigenwerte,” Phys. Z. 30, 465–467 (1929).
[3] Yonatan Plotnik, Or Peleg, Felix Dreisow, Matthias
Heinrich, Stefan Nolte, Alexander Szameit, and
Mordechai Segev, “Experimental observations of optical
bound states in the continuum,” Phys. Rev. Lett. 107
(2011), 183901.
[4] Chia Wei Hsu, Bo Zhen, Jeongwon Lee, Song-Liang
Chua, Steven G. Johnson, John D. Joannopoulos, and
Marin Soljačić, “Observation of trapped light within the
radiation continuum,” Nature 499, 188–191 (2011).
[5] Bo Zhen, Chia Wei Hsu, Ling Lu, A. Douglas Stone,
and Marin Soljačić, “Topological nature of optical bound
states in the continuum,” Phys. Rev. Let. 113 (2014).
[6] Nicholas Rivera, Chia Wei Hsu, Bo Zhen, Hrvoje Buljan,
John D. Joannopoulos, and Marin Soljačić, “Controlling
directionality and dimensionality of radiation by perturb-
ing separable bound states in the continuum,” Scientific
Reports 6, 331–335 (2016).
[7] M. V. Berry and N. L. Balázs, “Nonspreading wave pack-
ets,” American Journal of Physics 47, 264–267 (1979).
[8] G. A. Sivlioglou and D. N. Christodoulides, “Accelerating
finite energy Airy beams,” Optics Letters 32, 979–981
(2007).
[9] G. A. Sivlioglou, J. Broky, A. Dogariu, and
D. N. Christodoulides, “Observation of accelerating Airy
beams,” Phys. Rev. Lett. 99 (2007), 213901.
[10] Ido Kaminer, Rivka Bekenstein, Jonathan Nemirovsky,
and Mordechai Segev, “Nondiffracting accelerating wave
packets of Maxwell’s equations,” Phys. Rev. Let. 108
6(2012), 163901.
[11] J. Durnin, “Exact solutions for nondiffracting beams. i.
the scalar theory,” J. Opt. Soc. Am. A. 4, 651–654
(1987).
[12] J. Durnin, J. J. Miceli Jr., and J. H. Eberly, “Diffraction-
free beams,” Phys. Rev. Let. 58, 1499–1501 (1987).
[13] John Broky, Georgious A. Siviloglou, Aristide Dogariu,
and Demetrios N. Christodoulides, “Self-healing proper-
ties of optical Airy beams,” Optics express 16, 12880–
12891 (2008).
[14] Andy Chong, William H. Renninger, Demetrios N.
Christodoulides, and Frank W. Wise, “Airy-Bessel wave
packets as versatile linear light bullets,” Nature Photon-
ics 4, 103–106 (2010).
[15] Jie Liang Wong and Ido Kaminer, “Abruptly focusing
and defocusing needles of light and closed-form elec-
tromagnetic wavepackets,” ACS Photonics 4, 1131–1137
(2017).
[16] Konstantin Y. Bliokh, Mark R. Dennis, and Franco Nori,
“Relativistic electron vortex beams: Angular momentum
and spin-orbit interaction,” Phys. Rev. Lett. 107 (2011),
174802.
[17] Noa Voloch-Block, Yossi Lereah, Yigal Lilach, Avraham
Gover, and Ady Arie, “Generation of electron Airy
beams,” Nature 494, 331–335 (2013).
[18] Vincenzo Grillo, Ebrahim Karimi, Gian Carlo Gazzadi,
Stefano Frabboni, Mark R. Dennis, and Robert W.
Boyd, “Generation of nondiffracting electron Bessel
beams,” Phys. Rev. X 4 (2014), 011013.
[19] Jérémie Harris, Vincenzo Grillo, Erfan Mafakheri,
Gian Carlo Gazzadi, Stefano Frabboni, Robert W. Boyd,
and Ebrahim Karimi, “Structured quantum waves,” Na-
ture Physics 11, 629–634 (2015).
[20] A. Mathis, F. Courvoisiera, L. Froehly, L. Fufaro,
M. Jacquot, P. A. Lacourt, and J. M. Dudley, “Micro-
machining along a curve: Femtosecond laser microma-
chining of curved profiles in diamond and silicon using
accelerating beams,” Appl. Phys. Lett. 101 (2012).
[21] Ran Schley, Ido Kaminer, Elad Greenfield, Rivka Beken-
stein, Yaakov Lumer, and Mordechai Segev, “Loss-proof
self-accelerating beams and their use in non-paraxial ma-
nipulation of particles’ trajectories,” Nature Communica-
tions 5 (2014).
[22] L. D. Landau and E. M. Lifshitz, Quantum Mechanics:
Non-Relativistic Theory (Elsevier, 1981).
[23] M. Abramowitz and I. A. Stegun, Handbook of Mathe-
matical Functions with Formulas, Graphs, and Mathe-
matical Tables (National Bureau of Standards, 1972).
[24] Daniel Zwillinger, Handbook of Differential Equations
(Academic Press, 1997).
[25] Ido Kaminer, Jonathan Nemirovsky, Mikael Rechts-
man, Rivka Bekenstein, and Mordechai Segev, “Self-
accelerating dirac particles and prolonging the lifetime of
relativistic fermions,” Nature physics 11, 261–267 (2015).
[26] Jie Li, Xiaoming Ren, Yanchun Yin, Kun Zhao, An-
drew Chew, Yan Cheng, Eric Cunningham, Yang Wang,
Shuyuan Hu, Yi Wu, Michael Chini, and Zenghu Chang,
“53-attosecond X-ray pulses reach the carbon K-edge,”
Nature Communications 186 (2017).
[27] B. Shan and Z. Chang, “Dramatic extension of the high-
order harmonic cutoff by using a long-wavelength driving
field,” Phys. Rev. Let. 65 (2001), 011804.
[28] Nobuhisa Ishii, Keisuke Kaneshima, Kenta Kitano,
Teruto Kanai, Shuntaro Watanabe, and Jiro Itatani,
“Carrier-envelope phase-dependent high harmonic gen-
eration in the water window using few-cycle infrared
pulses,” Nature Communications 5 (2014).
[29] Gregory J. Stein, Philip D. Keathley, Peter Krogen,
Houkun Liang, Jonathas P. Siqueira, Chun-Lin Chang,
Chien-Jen Lai, Kyung-Han Hong, Guillaume M. Laurent,
and Franz X. Kärtner, “Water-window soft x-ray high-
harmonic generation up to the nitrogen k-edge driven by
a kHz, 2.1 µm opcpa source,” J. Phys. B: At. Mol. Opt.
Phys. 49 (2016).
[30] J. Palmer and S. D. Hogan, “Experimental demonstration
of a rydberg-atom beam splitter,” Phys. Rev. Let. 95
(2017).
[31] Roy Shiloh, Yossi Lereah, Yigal Lilach, and Ady Arie,
“Sculpturing the electron wave function using nanoscale
phase masks,” Ultramicroscopy 144, 26–31 (2014).
[32] Brett Barwick, David J. Flannigan, and Ahmed H.
Zewail, “Photon-induced near-field electron microscopy,”
Nature 462, 902–906 (2009).
[33] Armin Feist, Katharina E. Echternkamp, Jakob Schauss,
Sergey V. Yalunin, Sascha Schäfer, and Claus Ropers,
“Quantum coherent optical phase modulation in an ultra-
fast transmission electron microscope,” Nature Physics
521, 200–203 (2015).
[34] Katharina E. Echternkamp, Armin Feist, Sascha Schäfer,
and Claus Ropers, “Ramsey-type phase control of free-
electron beams,” Nature Physics 12, 1000–1004 (2016).
[35] A. Ryabov and P. Baum, “Electron microscopy of elec-
tromagnetic waveforms,” Science 353, 374–377 (2016).
[36] T. M. Dunster, “Uniform asymptotic expansions for whit-
takerâĂŹs confluent hypergeometric functions,” SIAM J.
Math. Anal. 20, 744–760 (1988).
[37] B. Gabutti and L. Gatteschi, “New asymptotics for the
zeros of whittaker’s functions,” Numerical Algorithms 28,
159–170 (2001).
[38] M. Peskin and D. Schroeder, An Introduction to Quan-
tum Field Theory (Westview Press, 1995).
[39] D. J. Griffiths, Introduction to Quantum Mechanics
(Pearson Prentice Hall, 2004).
[40] Rumen Dangovski, “Simulations for “Shaping Long-lived
Electron Wavepackets with Customizable Optical Spec-
tra”,” (2017), available at https://drive.google.com/
drive/folders/0B4FK9pSy4zn4NG8wZ1BOME0tb2c.
1Supplemental Materials: Shaping Long-lived Electron Wavepackets for Customizable
Optical Spectra
The Supplemental Material is organized as follows. In section I we discuss the solutions of the Schrödinger equation
that yield the Whittaker wavepackets and show that they are physical wavepackets. In section II we describe the
dynamics of the Whittaker wavepackets and their underlying mathematical properties. In section III we discuss the
Fermi Golden Rule (FGR) formalism and calculations. In section IV we explain our numerical experiments.
I. DERIVATION AND PROPERTIES OF WHITTAKER WAVEPACKETS
In this section we will motivate the origin of the Whittaker constructions. There are two steps in our construction: to
solve the Schrödinger equation for the extended eigenstates and then to construct the wavepackets from superpositions
of these states.
We look for spherically symmetric extended states, i.e. l = 0 and from separation of variables, the angular part is
the spherical harmonic Y00(θ, φ) = (1/2)pi−1/2. For the radial part fEl, the Schrödinger equation takes the following
form
− ~
2
2m
∂2
∂r2
+
(
V (r) +
~2l(l + 1)
2mr2
)
· (rfEl) = E · (rfEl). (S1)
Equation (S1) yields both bound eigenstate solutions (for E < 0) and extended eigenstate solutions (for E > 0).
Given the mass of the electron me and the electric constant 0 we use the Coulomb potential V (r) = −e2/4pi0r. It
is useful to write u(r) = rfElm and define the dimensionless parameter x = r/(a0/2), where a0 is the Bohr radius.
Likewise, let κ = ka0 be the dimensionless parameter from momentum k. Substituting the parameters into equation
(S1) we obtain the following differential equation for u(
∂2
∂x2
+
1
x
+ κ2
)
u = 0. (S2)
The crux of our analysis is understanding the solutions to equation (S2). Luckily, we can reduce it to a known
differential equation after some algebraic manipulations. Namely, let W = u, z′ = 2ikx, k′ = −i/2κ and m′ = 1/2.
Then (S2) is equivalent to the following
W ′′ +
(
−1
4
+
k′
z′
+
1
4 −m′2
z′2
)
W = 0,
which is known as a version of the Whittaker differential equation in the literature ([S23, S24]). A basis for the
solutions is the following expression
uκ(x) =
2iκxe−iκx
Γ
(
1− i2κ
)
Γ
(
1 + i2κ
) ∫ 1
0
e2iκxss
i
2κ (1− s)− i2κ ds, (S3)
and its conjugate uκ(x). We need to divide by x to obtain fElm, which yields the equation in the main text for the
Whittaker modes
wκ(x, 0) =
4iκ2e−iκx
pi csch (pi/2κ)
∫ 1
0
e2iκxs
(
s
1− s
) i
2κ
ds, (S4)
where wk(x, 0) ≡ fElm(x), as desired and wκ(x, t) = wκ(x, 0) exp
(−iωtκ2) where the time evolution frequency is given
by ω = 2e2/a0~ ≈ 82 fs−1. From (S4) we obtained the Whittaker wavepackets in
ΨE,∆E(r, t) = N
∫ ∞
−∞
e−(κ−µ)
2/2σ2wκ(x, t)dκ, (S5)
where N is a normalization constant, µ and σ are the mean and spread (standard deviation) of momentum. In SI
units the energy E is parameterized as E(κ) = (2e2/4pi0a0)κ2 via the dimensionless κ. We denote E = E(µ) and
∆E for the spread (standard deviation).
We claim that the wave function (S5) is square-integrable and therefore its probability density can have a physical
meaning. We prove this via the following result.
2Theorem 1. The Whittaker wavepacket ΨE,∆E, defined in (S5), is square-integrable, hence its probability density
has a physical meaning.
Let Ψ ≡ ΨE,∆E for convenience. It suffices to show that
∫∞
0
|Ψ|2x2dx is finite. We care only for the large x
behavior since the integral for small x gives a finite contribution. Ignoring constant factors, for large x we can use
the approximation
xΨ ∼
∫ 3σ
0
dκ exp
(
− (κ− µ)
2
2σ2
)
exp(−iκx) exp(i(1/2κ) ln(x)).
Using the fact that (e−iκx)′ = −ixe−iκx we can apply integration by parts to multiply the integral by a factor of
1/x and get additional contributions from constants. Ignoring the constants, we apply integration by parts again to
obtain another factor of 1/x. In conclusion, we obtain the following
x|Ψ| < const
x
+
const lnx
x
+
const(lnx)2
x2
. (S6)
Since the functions in x decay sufficiently quickly, from equation (S6) we get that
∫∞
0
|Ψ|2x2dx is bounded from above,
as desired.
II. DYNAMICS OF THE WHITTAKER WAVEPACKETS
In this section we introduce two important arguments: we describe the nature of the equations for the spatial spread
∆r and the diffraction lifetime ∆t; we argue for a property that signifies the quasi-shape-invariant stability of the
wavepackets (S5).
First, we can develop simple analytic tools to get an understanding of the evolution in time of the Whittaker
superpositions. Then we can conjecture a functional form for ∆r and ∆t that would yield formulas
∆r ≈ 2.471 a0√
(∆E)/eV
. (S7)
and
∆t ≈ 0.136 eV · fs√
(∆E)E
. (S8)
after fitting to our simulations.
Theorem 2. The Whittaker wavepacket (S5) can be approximated as a Gaussian function in position space with
mean µx and standard deviation σx satisfying
µx(t) = 2µωt and σ2x(t) =
1
σ2
+ 4σ2ω2t2. (S9)
Moreover, a natural functional anzats for the spatial spread ∆r (S7) and the diffraction lifetime ∆t (S8) is given as
follows
∆r =
const√
∆E
and ∆t =
const√
(∆E)E
. (S10)
Proof. After a large x approximation, the integrand in (S5) looks as follows:
exp
(
− (κ− µ)
2
2σ2
)
uκ(x)
x
exp
(−iωtκ2).
We can pull the 1/x term out of the integration since it does not affect the spread nor the lifetime. Suppose we
make a large x approximation and thus replace the exact Whittaker solution uκ(x) in ΨE,∆E with its plane wave
approximation exp(−iκt) . Without loss of generality we are left to consider the following integral
Ψapprox. =
∫ ∞
−∞
dκ exp
(
− (κ− µ)
2
2σ2
)
e−iκxe−iωtκ
2
. (S11)
3Now, having the approximation (S11) we can produce an analytic estimate for ∆x (and thus for ∆r). Equation
(S11) combines the exponential with the κ2 dependence to obtain exp
(−aκ2 + bµ+ const), where for convenience we
denote a =
(
1/2σ2 + iωt
)
and b = κ/σ2. Performing a Fourier transform from momentum space to position space
and ignoring the constants in the exponential (as they only change the amplitude and not the mean and the spread
of the Gaussian), we obtain the following Gaussian in x:
Ψapprox. ∼ exp
(
(b− ix)2
4a
)
∼ exp
(
− (x− 2µωt)
2
2
(
1
σ2 + 4σ
2ω2t2
)) .
In the last line we substituted for a, b and c and ignored the phase factors and the constants that do not affect the
evolution of the probability density x2|Ψ|2. From the last equation we extract the µx and σx of the Gaussian in
position space to obtain the statement (S9). To conclude the theorem, observe from (S11) that ∆x = σx(0) = 1/σ.
Converting to r from the unitless x, and a conversion to units of energy yields the anzats. Furthermore, a stationary
phase argument yields ∆x ∼ 2µω∆t. Hence, ∆t ∝ 1/µσ, which concludes the proof.
Theorem 2 is the theoretical foundation for obtaining equations (S7) and (S8), which govern the dynamics of the
Whittaker wavepackets. In section IV we describe the procedure of fitting the constants in the anzats (S10).
Now, we claim that the mathematical properties of the Whittaker wavepackets of angular momentum zero can
be used to explain their quasi-shape-invariance. As we show below, the Whittaker wave functions (S4) are purely
imaginary. This property results in the Whittaker wavepacket at time zero (S5) Ψ(r, 0) also being purely imaginary.
Thus, the nodes of the probability density r2Ψ(r, 0)2 are the double roots of the zeros of the real wave function
Im Ψ(r, 0). Those zeros of the imaginary part of Ψ(r, 0) are closely related to the zeros of the Whittaker functions,
(S4) described in [S36, S37]. In S1 we show that the zeros of the extended states are closely spaced near the origin
as we vary κ slowly. Therefore, in between the regions of vanishing (circled on figure S1), Im Ψ(r, 0) would take
alternating signs. Hence, by the Intermediate Value Theorem, for small distance r, the wavepacket is forced to have
a node near the nodes of each of the extended states.
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FIG. S1: The zeros of the Whittaker modes generate the nodes of the Whittaker wavepackets at time t = 0. The zeros of these functions
are close to each other for small r and deviate from each other as r becomes larger.
Therefore, it suffices to show that the functions (S3) are purely imaginary. It is convenient to plug the exponential
e−iκx from the numerator in (S3) into the integral and consider the following resulting expression∫ 1
0
eiκx(2s−1)s
i
2κ (1− s)− i2κ ds. (S12)
The trick we present here is a change of variables of the following form
s = 1− s′. (S13)
4Going through the algebra and relabeling s′ back to s, we obtain that expression (S12) is equivalent to the following∫ 1
0
eiκx(1−2s)s−
i
2κ (1− s) i2κ ds. (S14)
The symmetry of (S12) is key to the proof that follows.
Theorem 3. The functions wκ(x, 0) are purely imaginary.
Proof. In equation (S3) we plug the exponential from the numerator to factor out expression (S12). We are left with
2iκx in the numerator, which is purely imaginary. The denominator is Γ
(
1− i2κ
)
Γ
(
1 + i2κ
)
. By conjugating the
Gamma function we see that this product is real. Hence, it suffices to show that expression (S12) is real. We conjugate
it and obtain equation (S14). The same equation came from the change-of-variables trick (S13), which means that
the integral equals its conjugate, hence it is real, as desired.
III. FGR FORMALISM FOR WHITTAKER WAVEPACKETS
The goal of this section is to determine the transition rates from the Whittaker wavepackets (S5) to the bound
states of the hydrogen atom. Our approach is based on computing the matrix elements of the S-matrix [S38]. The
S-matrix is given through the matrix elements of the time-ordered unitary evolution operator as follows
Sfi = 〈f|T exp
[
− i
~
∫ t
0
Hˆintdt
′
]
|i〉 ,
for an initial state |i〉 and a final state |f〉, where the interaction Hamiltonian is given by
Hˆint =
∫
d3xψ∗Hˆpara(x, t)[ψ] = − i~e
me
∫
d3xψ∗Aˆ(x, t) ·∇ψ. (S15)
Then the infinitesimal probability of transition from |i〉 to |f〉 is given by the following equation
dPfi(k, λ) =
V d3k
(2pi)3
|Sfi(k, λ)|2, (S16)
where V is a finite volume needed for defining our measure. We would like to integrate (and sum) over all possible
transition |i〉 → |f〉 involving the emission of a photon γ(k, λ). In the Heisenberg picture, the vector potential looks
as follows
Aˆ(x, t) =
∑
k,λ=1,2
√
~
20ωkV
(
ei(k·x−ωkt)akλεˆkλ + e−i(k·x−ωkt)a
†
kλεˆ
∗
kλ
)
,
where there is a photon with momentum k and polarization λ, and the a-operator, with its conjugate a†, are respec-
tively the annihilation and creation operators for the same photon. The photon has a frequency ωk and a polarized
direction εˆkλ. We are interested in the coupling of the atom to the EM field, so we concentrate on the paramagnetic
term of the total Hamiltonian, which is given as follows
Hˆpara(x, t) =
e
me
Aˆ(x, t) · pˆ,
where me is the mass of the electron. Suppose we look at the spontaneous emission from the initial state |i〉 to the
final state |f〉 by emitting a photon.
Next we simplify the S-matrix. For 〈x|f〉 (t) = Ψfin.(x, t) and 〈x|i〉 (t) = Ψin.(x, t), up to first order, we obtain the
following
Sfi(k, λ) = − e
me
√
~
20ωkV
∫ t
0
dt′eiωkt
′
εˆkλ ·
∫
d3xΨfin.(x, t
′)∗ exp(−ik · x)∇Ψin.(x, t′).
The last equation yields the following expansion of |Sfi(k, λ)|2 as an Einstein summation
e2~
2me0ωkV
∫ t
0
dt′
∫ t
0
dt′′eiωk(t
′−t′′) ·
∫
d3xd3yεikλε
j
kλΨ
∗
fin.(x, t
′)Ψfin.(y, t′) exp(ik · (y − x)) · ∂Ψin.(x, t
′)
∂xi
∂Ψ∗in.(y, t
′)
∂yj
.
(S17)
5Now, we rely on the following chain of basic derivations
kˆ =
k
|k| ; normalization (S18)
εˆkλ1 ⊗ εˆkλ1 + εˆkλ2 ⊗ εˆkλ2 + kˆ ⊗ kˆ = 13; orthogonality (S19)∑
λ
εikλε
j
kλ + kˆikˆj = δij ; component-wise (S19) (S20)
∑
λ
εikλε
j
kλ = δij −
kˆikˆj
|k|2 ; rewriting (S20) (S21)
vi =
∫
d3x exp(−ik · x)Ψ∗fin.(x, t′)
∂Ψin.(x, t)
∂xi
; extracted from equation (S17) (S22)
v∗j =
∫
d3y exp(−ik · y)Ψfin.(y, t′)∂Ψ
∗
in.(y, t
′)
∂yj
; extracted from equation (S17) (S23)
vi(δij − kˆi · kˆj)v∗j = |v|2 − |v · kˆ|2 = |v× kˆ|2. combining (S21), (S22) and (S23) (S24)
Finally, to sum over the polarizations (S16), we need the last step from the chain of the derivations to obtain∑
λ
|Sfi(k, λ)|2 = e
2~
2m2e0ωkV
∣∣∣∣ ∫ t
0
dt′
∫
d3xeiωkt
′
Ψ∗fin.(x, t
′) · e−ik·x
(
kˆ×∇Ψin.(x, t′)
) ∣∣∣∣2. (S25)
Equation (S25) is the most general formula in our analysis. From now on we assume that Ψin. is the Whittaker
wavepacket (S5) and that Ψfin. is the standard bound state ψ∗nlm(x)e
−iωnt. Thus, in our case, |i〉 is given by (S5),
which means that the initial state is spherically symmetric, hence the quantum number l is zero and thus has no
angular dependence. Applying those remarks to (S25) we directly get∑
λ
|Sfi(k, λ)|2 = e
2~
2m2e0ωkV
∣∣∣∣ ∫ t
0
dt′
∫
d3xei(ωk+ωn)t
′
ψ∗nlm(x) · e−ik·xkˆ×∇ΨE,∆E(x, t)
∣∣∣∣2.
To further simplify this formula we express both the position x and momentum k vectors in spherical coordinates:
(r, θx, φx) and (k, θk, φk). We use the formula for wavepackets (S5) and the decomposition of the bound state into
a radial part and a spherical harmonic: ψnlm = RnlYlm, as parameterized in [S39]. The azimuth dependence for
k is trivially 2pi. Then after simplifying, and integrating (S16) over k and using the conventions from the previous
paragraph, the formula for the Whittaker’s probability of decay becomes as follows
P (t) =
e2~
16m2e0cpi
3a40
∫ ∞
0
kdk
∫ 2pi
0
dφk
∫ pi
0
sin θkdθk ·
∣∣∣∣∫ dφx sin θxdθx(kˆ× xˆ)Y ∗lm(θk, φk)e−ik·x∣∣∣∣2∣∣∣∣∣
∫ ∞
−∞
dz
(
e−(z−µ)
2/2σ2 ·
[∫ ∞
0
r2drR∗nl(r)
∂wz(r/a0, 0)
∂r
]
e(ωk+ωn−ωz
2)t − i
ωk + ωn − ωz2
)∣∣∣∣∣
2
, (S26)
where k · x = kr(sin θx sin θk cos(φx − φk) + cos θx cos θk) and in the standard basis kˆ × xˆ = (sinφk sin θk cos θx −
sinφx sin θx cos θk, cosφx sin θx cos θk − sinφk sin θk cos θx, sin θx sin θk sin(φx − φk)).
IV. NUMERICAL EXPERIMENTS
Our numerical experiments are synthesized in modules in the softwareMathematica, available at [S40]. In this section
we discuss methods for calculating the parameters ∆r (S7), ∆t (S8) and the average rate Γ˜ = P (2(∆t)) /2(∆t).
• Diffraction lifetime ∆t: to compute the lifetime we need to evaluate the overlap function and then fit into the
anzats given by Theorem 2. By definition we need to integrate for r in the range (0,∞). In practice, this
integration can be done efficiently by observing that the overlap O(t) is well-approximated by a Gaussian form.
Moreover, by a numerical experiment we find that the shape of the decay does not change significantly if we
only evaluate the integral up to some finite number. Therefore, we chose (0, 5a0) as the range of integration.
The procedure yields the constant of proportionality in (S8). The uncertainty coming from our fits is less than
5% and hence it does not affect the claims of the paper.
6• Spatial spread ∆r: to compute ∆r we observe that the upper envelope of the wavepackets at time zero is
converging to the right half of a Gaussian as ∆E tends to zero. Hence, we extract the envelope numerically and
then we fit a Gaussian for the data points.
• Average rate of decay Γ˜: to compute τ we first evaluate the integral (S26). Our computations allow us to plot
P (t) as a function of time. In order to simplify our calculations we assume the dipole approximation. Note
that this approximation is accurate for transition energies in the visible spectrum, but becomes less accurate for
transition energies in the soft and hard X-rays. Moreover, the approximation is useful for better understanding
the results because it enables a selection rule for the quantum number l of the bound state ψnlm: l = 1 since
ΨE,∆E is spherically symmetric and hence m = −1, 0, 1 (the probability of decay is independent of the selected
m). Another interesting feature for the plot of P (t) (shown in figure S2) is that there is a steady state for the
probability, i.e. after a certain point in time, the rate of decay becomes zero. We can explain this phenomenon
from a physical point of view: we know that the Whittaker wavepackets spreads with time. Hence, after some
time the electron will be far away from the hydrogen atom range, so its overlap with the bound states vanishes.
Figure S2 also shows the decay probability for a range of energies and their energy spreads up to a transition
energy at the soft X-ray spectrum. The plots start with a quadratic behavior and then switch to a linear regime
before they reach their steady state. Note that this behavior of FGR probability resembles the one for transitions
between bound states.
7FIG. S2: The spontaneous emission dynamics of our wavepacket to bound states, marking the average transition rates. The transition
dynamics is obtained based on the FGR formalism (S16), exhibiting a monotonous patterns in the case of varying ∆E. The dipole approximation
is used to simplify the calculation (the formalism can be applied more generally as discussed in section III).
