Performance Comparison of Differential Evolution and Particle Swarm Optimization in Constrained Optimization  by Iwan, Mahmud et al.
 Procedia Engineering  41 ( 2012 )  1323 – 1328 
1877-7058 © 2012 Published by Elsevier Ltd.
doi: 10.1016/j.proeng.2012.07.317 
International Symposium on Robotics and Intelligent Sensors 2012 (IRIS 2012) 
 
Performance Comparison of Differential Evolution And Particle Swarm 
Optimization In Constrained Optimization  
Mahmud Iwana,b,*, R. Akmeliawatib, Tarig Faisala and Hayder M A A Al-Assadi c 
aScool of Engineering, UCSI University, Cheras, Kuala Lumpur, 56000 
bIntelligent Mechatronics Research Unit, Faculty of Engineering, IIUM, P.O. Box 10, 50728, Kuala Lumpur 
 cFaculty of Mechanical Engineering, Universiti Teknologi MARA (UiTM), Shah Alam, Selangor, 40450 
 
Abstract 
Optimization appears in many aspects of engineering problems. There are quite numbers of modern optimization algorithms proposed in 
the last two decades to solve optimization problems. Particle swarm optimization (PSO) and differential evolution (DE) are among the 
well-known  modern optimization algorithms. This paper presents a comparative study for min-max constrained optimization using PSO 
and DE. Here, the constrained optimization is represented by some selected standard benchmark functions. A new constraint handling and 
stopping criterion technique is also adopted in the optimization algorithm. Generally, in terms of repeatability and  the quality of the 
obtained solutions, DE outperforms PSO.   
 
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of 
Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA. 
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1. Introduction  
A recent popular algorithm that falls into evolutionary algorithms (EA) paradigm is differential evolution (DE) which 
comes up as a robust and efficient EA algorithm. On the other hand, another optimization algorithm which is popular due to 
its simplicity and efficiency is particle swarm optimization (PSO). Although PSO belongs to swarm intelligence, both DE 
and PSO can be classified into stochastic optimization algorithms.  Both algorithms were introduced in early 1990s.  
DE is a population-based search strategy developed by Storn and Price in 1995 [1-2]. While DE shares similarities with 
other evolutionary algorithms (EA) such as genetic algorithm (GA), it differs significantly in the sense that distance and 
direction information from the current population is used to guide the search process. The detailed explanation of the 
original version of DE can be found in [3]. Along with DE algorithm came a notation to classify the various DE’s variants 
[1]. The notation is defined by ȀݔȀݕȀݖ where ݔ denotes the base vector, ݕdenotes the number of difference vectors used, 
and ݖ represents the crossover method. 
On the other hand, PSO is well-known for its simplicity in the concept and computationally efficient compared with 
other optimization algorithms such as GA [4].  Its advantages are also highlighted in [5]. There are at least two major 
versions of PSO; one is PSO with parameter called inertia weight [6], and another is PSO with constriction factor proposed 
by Clerc [7]. These two famous versions of PSO can be considered as standard version of PSO. Later, PSO has attracted 
many researchers to improve its performance as can be seen in [8-11].  
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The aim of this paper is to compare between the performance of DE and PSO in solving min-max constrained 
optimization problems.  The study considers two well-known variants of PSO and DE, i.e. Ȁݎܽ݊݀ȀͳȀܾ݅݊  and 
constriction PSO (Clerc’s PSO) respectively. Some benchmark functions are selected for the constrained optimization 
problem. Furthermore, instead of using common techniques, a specific constraint handling and stopping criterion are 
respectively used to enhance the constrained optimization algorithm using DE and PSO.  
2. Problem formulation 
The goal of an optimization method is then to assign values, within the bounds, to the unknowns such that the objective 
function is optimized and all constraints are satisfied. To achieve this goal, the optimization algorithm searches for a 
solution in a search space, ࣭, of candidate solutions. In the case of constrained optimization problems, a solution is found in 
the feasible space, ॲ, where ॲ ك ॺ [12]. 
Assuming a minimization problem, the general constrained problem is defined as: 
 
Definition  1:  
ܯ݅݊݅݉݅ݖ݁ǣ݂ሺܺሻǡܺ ൌ ሺݔଵǡ ݔଶǡ ǥ ǡ ݔ஽ሻ 
ܵݑܾ݆݁ܿݐݐ݋ܿ݋݊ݏݐݎܽ݅݊ݐݏǣ݃௣ሺܺሻ ൑ Ͳǡ ݌ ൌ ͳǡʹǡ ǥ ݊௣ 
        ݄௤ ൌ Ͳǡݍ ൌ ͳǡʹǡ ǥ ݊௤ 
ܽ݊݀ܾ݋ݑ݊݀ܽݎݕܿ݋݊ݏݐݎܽ݅݊ݐݏǣܺ א ሾ݈௕ǡ ݑ௕ሿ  
  
where ܺ  is solution variables, ܦ  is dimension of the problem, ݊௣  and ݊௤  are the number of inequality and equality 
constraints respectively, ݈௕ and ݑ௕ are specified lower and upper bounds for variable solutions respectively.   
2.1. Constraint handling 
An efficient and adequate constraint-handling technique is a key element in the design of optimization algorithm. 
Although the use of penalty functions is the most common technique for constraint-handling, there are a lot of different 
approaches for dealing with constraints [13]. A comprehensive discussion about constraint handling is presented in [14].   
In constraint handling using penalty approach, a penalty is added to the objective function to penalize an individual for 
constraint violation so that the constrained optimization seems to be converted to unconstrained optimization.  The 
optimization might be inefficient with this technique.  
In this study, a dynamic constraint handling approach is adopted in order to improve the efficiency, i.e reducing the 
computation time. The dynamic constraint handling called dynamic-objective constraint-handling method (DOCHM) is 
adopted from the work by Lu and Chen [15].  
Through defining auxiliary function ܨሺܺሻ , the dynamic constraint handling converts the original problem into bi-
objective optimization problem ݉݅݊ሺܨሺܺሻǡ ݂ሺܺሻሻǡ where ܨሺܺሻ is treated as the first objective function and ݂ሺܺሻ is the 
second (the main) objective.  
The auxiliary function ܨሺܺሻ will be merely used to determine whether or not an individual (candidate solution) is within 
the feasible region and how close a particle is to the feasible region.  If an individual lies outside the feasible region, the 
individual will take ܨሺܺሻ as its optimization objective. Otherwise, the individual will instead optimize the real objective 
function ݂ሺܺሻ. During the optimization process if an individual leaves the feasible region, it will once again optimize ܨሺܺሻ. 
Therefore, the optimizer has the ability to dynamically drive the individuals into the feasible region. The dynamic constraint 
handling can be illustrated in the following pseudo-code: 
 
 If  ܨሺܺሻ ൌ Ͳ     (constraints are satisfied) 
  ݂ሺܺሻ ൌ ݂ሺܺሻ   (the main objective function) 
 Else   
  ݂ሺܺሻ ൌ ܨሺܺሻ   (the auxiliary objective function) 
 End  
 
The auxiliary objective function is defined as: 
 
 ܨሺܺሻ ൌ σ ݉ܽݔሺͲǡ ݀௜ሻ஽௜ୀଵ                        (1) 
 
where ݀௜ represents the distance of an individual (candidate solution), represented by ‘*’ marks, to the constraint violation 
boundary as illustrated in Fig. 1. 
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Fig. 1. Illustration of the feasible and infeasible region 
2.2. Stopping Criterion 
Although the objective of min-max optimization is usually clear, i.e. the global optimum should be found, it is not easy 
to decide when the execution of an optimization algorithm should be terminated. For practical applications, the choice of 
stopping criteria can significantly influence the duration of an optimization process. Due to different stopping criteria, an 
optimization run might be terminated before the population has converged, or computational resources might be wasted 
because the optimization run is terminated too lengthy.  
A good work on stopping criteria especially for PSO and DE optimizations has been presented by Zielinski and Laur 
[16]. They suggested that it would be better to use stopping criteria that consider knowledge from the state of the 
optimization run. The time of termination would be determined adaptively, so function evaluations could be saved.  
According to their work, a good technique for stopping criteria is distribution-based criteria. It considers the diversity in 
the population. If the diversity is low, the individuals (candidate of solutions) are close to each other after a sufficient 
number of iterations ሺߟሻ, so it is assumed that convergence has been obtained. In general the distribution-based criteria 
either in variable (population) space or objective function space are classified as reliable means for detecting convergence 
[16]. 
In this study, standard deviation of populations is used to check the diversity. If the standard deviation ሺߪௗሻ is below a 
threshold (small number, ߝ), the optimization stops. It can be formulated as follow: 
 
 ࣌ࢊ ൌ ට
૚
ࣁσ ൫࢞࢈ࢋ࢙࢚ǡࢊ
࢐ െ ࢞ഥ࢈ࢋ࢙࢚ǡࢊ൯
૛ࣁ
࢐ୀ૚ ൏ ߝ൫࢓ࢇ࢞ሺ࢞࢈ࢋ࢙࢚ǡࢊሻ െ ࢓࢏࢔ሺ࢞࢈ࢋ࢙࢚ǡࢊሻ൯Ǣ ࢌ࢕࢘ࢊ ൌ ૚ǡ ૛ǡ ǥ ǡࡰ                        (2) 
 
where ݔ௕௘௦௧ǡௗ
௝  represents the best individual in ݆௧௛ generation (iteration) for ݀௧௛ dimension and ݔҧ௕௘௦௧ǡௗ is the mean value of 
the best individuals. 
2.3. Benchmark functions 
Three benchmark functions are selected for constrained optimization experiment. These benchmark functions are taken 
from [17] and [18]. The complexity of the functions represents the simplest form to the more complicated form of constraint 
and dimensionality.   
Benchmark function 1:  Minimize the function 
    ࢌ૚ሺࢄሻ ൌ ૚૙૙൫࢞૛ െ ࢞૚૛൯
૛ ൅ ሺ૚ െ ࢞૚ሻ૛ 
Subject to nonlinear constraints, 
࢞૚ ൅ ࢞૛૛ ൒ ૙ 
࢞૚૛ ൅ ࢞૛ ൒ ૙ 
with  ݔଵ א ሾെͲǤͷǡ ͲǤͷሿ  and  ݔଶ ൑ ͳǤͲ. The global optimum is ܺכ ൌ ሺͲǤͷǡ ͲǤʹͷሻ for ݂ሺܺכሻ ൌ ͲǤʹͷ. Both constraints are 
inactive.   
 
Benchmark function 2:  Minimize the function 
ࢌ૛ሺࢄሻ ൌ ሺ࢞૚ െ ૛ሻ૛ െ ሺ࢞૛ െ ૚ሻ૛ 
Subject to nonlinear constraint, 
െ࢞૚૛ ൅ ࢞૛ ൒ ૙ 
   and linear constraint, 
࢞૚ ൅ ࢞૛ ൑ ૛ 
The global optimum is ܺכ ൌ ሺͳǡ ͳሻ for  ݂ሺܺכሻ ൌ ͳ. Both constraints are active.  
 * 
 * 
Feasible 
region: (ॲሻ 
Infeasible  region: 
(ॺ െ ॲሻ 
 ݀௜ 
 ݀௜ 
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Benchmark function 3:  Minimize the function 
ࢌ૜ሺࢄሻ ൌ ሺ࢞૚ െ ૚૙ሻ૛ ൅ ૞ሺ࢞૛ െ ૚૛ሻ૛ ൅ ࢞૜૝ ൅ ૜ሺ࢞૝ െ ૚૚ሻ૛
൅૚૙࢞૞૟ ൅ ૠ࢞૟૛ ൅ ࢞ૠ૝ െ ૝࢞૟࢞ૠ െ ૚૙࢞૟ െ ૡ࢞ૠ
 
Subject to nonlinear constraints, 
െ૚૛ૠ ൅ ૛࢞૚૛ ൅ ૜࢞૛૝ ൅ ࢞૜ ൅ ૝࢞૝૛ ൅ ૞࢞૞ ൑ ૙
െ૛ૡ૛ ൅ ૠ࢞૚ ൅ ૜࢞૛ ൅ ૚૙࢞૜૛ ൅ ࢞૝ െ ࢞૞ ൑ ૙
െ૚ૢ૟ ൅ ૛૜࢞૚ ൅ ࢞૛૛ ൅ ૟࢞૟૛ െ ૡ࢞ૠ ൑ ૙
૝࢞૚૛ ൅ ࢞૛૛ െ ૜࢞૚࢞૛ ൅ ૛࢞૜૛ ൅ ૞࢞૟ െ ૚૚࢞ૠ ൑ ૙
 
with െͳͲ ൑ ݔ௜ ൑ ͳͲ  for ݅ ൌ ͳǡʹǡ ǥ ͹. The global optimum is  
ܺכ ൌ ሺʹǤ͵͵Ͳͷǡ ͳǤͻͷͳͶǡ െͲǤͶ͹͹ͷǡ ͶǤ͵͸ͷ͹ǡ െͲǤ͸ʹͶͷǡ ͳǤͲ͵ͺͳǡ ͳǤͷͻͶʹሻ for݂ሺܺכሻ ൌ ͸ͺͲǤ͸͵Ͳͳ.  
The first and the last constraints are active. 
3. Results 
To evaluate the performance of the proposed constrained optimization approach both using PSO and DE, a series of 
experiments on the benchmark functions above are conducted. The program is written and executed in MATLAB 2008 
using a computer with 2.10GHz dual core processor and 2GB RAM. The results are presented in this section. 
3.1. Optimization parameters 
Before the optimization is run, a number of parameters must be specified a priori. These parameters are the main PSO or  
DE parameters and some parameters for stopping criterion. The main parameters for Clerc’s PSO ( ௣ܰǡ ܿଵǡ ܿଶǡ ௠ܸ௔௫  and 
ݓሻare fixed as shown in Table 1. Furthermore, the main parameters for DE ( ௣ܰǡ ܨ௠and ܥ௥ሻare shown in Table 2. Since the 
values of these parameters are chosen by designer, it is interesting to evaluate the effect of DE’s parameters (ܨ௠ and ܥ௥) on 
the optimization performance. Combinations of ܨ௠ and ܥ௥ value in the range of  ሾͲǤͳ െ ͲǤͻሿ will be investigated. Number of 
population is set to be ௣ܰ ൌ50, equivalent to that of PSO in order to have a fair comparison. The parameters for the stopping 
criterion are set to be the same for both PSO-based optimization and DE-based optimization. These parameters are shown in 
Table 3. 
 Table 1. PSO parameters 
Definition Symbol Value 
Number of population  ௉ܰ  50 
Cognitive acceleration constant ܿଵ 1.496 
Social acceleration constant ܿଶ 1.496 
Inertia weight  ݓ 0.729 
Maximum velocity of particle ௠ܸ௔௫ ൌ ݑ௕ 
         *ݑ௕ is upper bound of variable 
      Table 2. DE parameters 
Definition Symbol Value  
Number of population  ௉ܰ 50 
Mutation factor ܨ௠ investigated 
Crossover constant ܥ௥ investigated 
 
    Table 3.  Parameters for stopping criterion 
Definition ܵݕܾ݉݋݈ Value 
Maximum iteration (if stopping criterion fails) ݆௠௔௫ 2000 
Number of iteration for which stopping criterion applies ߟ 200 
Standard dev. threshold  for which stopping criterion applies ߝ 1% 
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3.2. Experiment on DE parameters 
Since PSO and DE are stochastic random-based optimizations, a number of independent runs are executed with different 
random seeds. For each experiment, optimization is run for 30 times in order fulfill the required number of statistical 
sample. This section presents the experimental result for evaluation of ܨ௠  and ܥ௥ . The optimization results for 30 
independent runs are summarized in Table 4. The statistical measure of the optimum solution for 15 independent runs is 
presented (mean, best, worst and standard deviation). The mean of FE (number of function evaluation, i.e. number of ݂ሺܺሻ 
evaluation counted whenever constraints are satisfied (ܺ א ॲ),) is also given for each case. 
 
 
           Table 4. Investigation of ܨ௠ and ܥ௥ value for DE-based optimization   
 
Function Statistic 
ࡲ࢓ ൌ ૙Ǥ ૚Ǣ 
࡯࢘ ൌ ૙Ǥ ૚ 
ࡲ࢓ ൌ ૙Ǥ ૚Ǣ 
࡯࢘ ൌ ૙Ǥ ૢ 
ࡲ࢓ ൌ ૙Ǥ ૢǢ 
࡯࢘ ൌ ૙Ǥ ૚ 
ࡲ࢓ ൌ ૙Ǥ ૞Ǣ 
࡯࢘ ൌ ૙Ǥ ૞ 
ࡲ࢓ ൌ ૙Ǥ ૞Ǣ 
࡯࢘ ൌ ૙Ǥ ૢ 
ࡲ࢓ ൌ ૙Ǥ ૢǢ 
࡯࢘ ൌ ૙Ǥ ૢ 
ࡲ࢓ ൌ ૙Ǥ ૢǢ 
࡯࢘ ൌ ૙Ǥ ૞ 
ଵ݂ሺܺכሻ
ൌ ͲǤʹͷ 
Mean 0.2577 0.2931 0.25 0.25 0.25 0.25 0.25 
Best 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
Worst  0.3974 0.4012 0.25 0.25 0.25 0.25 0.25 
Std dev. 0.0278 0.0426 0 0 0 0 0 
FE (mean) 12034 10328 14474 10231 10080 9781 9995 
ଶ݂ሺܺכሻ ൌ ͳ 
Mean 5.4079 16.0123 1.0049 1 1 1 1 
Best 1 1.0031 1.0001 1 1 1 1 
Worst  62.1990 57.3330 1.0104 1 1 1 1 
Std dev. 14.0058 22.6806 0.0028 0 0 0 0 
FE (mean) 5569 7235 5013 7207 8068 6125 5465 
ଷ݂ሺܺכሻ
ൌ ͸ͺͲǤ͸͵Ͳͳ 
Mean 685.5527 1414.4170 683.8590 680.6900 680.6302 680.6689 680.8476 
Best 681.8100 726.1400 682.2700 680.6679 680.6301 680.6393 680.6760 
Worst  748.9100 5021.4000 685.9100 680.7300 680.6306 680.7560 681.0051 
Std dev. 12.0527 876.4383 1.1466 0.0174 0.0001 0.0328 0.0894 
FE (mean) 6994 5757 8436 8570 8206 10409 13230 
 
 
It can be seen from Table 4 that when ܨ௠ ൌ ͲǤͳ is chosen the DE optimization does not perform well in term of finding 
the real optimum solution even for lower dimensionality problems, i.e. both ଵ݂ሺܺሻ and ଶ݂ሺܺሻ. The best solution is obtained 
when ܨ௠ ൌ ͲǤͷand ܥ௥ ൌ ͲǤͻ  where the standard deviation is the lowest and a relatively lower number of FE is also 
observed. This can be seen clearly in more complicated function, ଷ݂ሺܺሻ.   
Based on this experiment, it is recommended that a higher value ܥ௥ሺͲǤͻሻ should be used and a lower value of ܨ௠(0.1) 
should be avoided. This might be a practical since real-world constrained optimization problems are rarely simple problems. 
A study done by Ronkkonen et al. (2005) also recommends ܥ௥ ൌ ͲǤͻ when objective function is multi-modal and non-
separable.   
3.3. Results for DE-based and PSO-based Optimization 
Experiment on constrained optimization using PSO for the benchmarks functions were carried out. The proposed 
optimization approach uses stopping criterion in Section 2.2 and dynamic constraint handling in Section 2.1. The interest of 
this experiment is not the choice of PSO’s parameters ( ௉ܰ, ܿଵ, ܿଶ and ݓ). Values of PSO parameters  ܿଵ, ܿଶ and ݓ are fixed 
based on Clerc’s PSO approach as shown in Table 1. ௉ܰ  is set to 50 in order to make a fair comparison with DE 
optimization. ௉ܰ ൌ ͷͲ is considered to be sufficient for PSO.  
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                 Table 5. Comparison of DE-based and PSO-based optimization 
   
Statistic  
DE-based optimization (ࡲ࢓ ൌ ૙Ǥ ૞Ǣ ࡯࢘ ൌ ૙Ǥ ૢ) PSO-based optimization  (Clerc’s PSO) 
ଵ݂ሺܺכሻ
ൌ ͲǤʹͷ 
ଶ݂ሺܺכሻ ൌ ͳ ଷ݂ሺܺכሻ
ൌ ͸ͺͲǤ͸͵Ͳͳ 
ଵ݂ሺܺכሻ
ൌ ͲǤʹͷ 
ଶ݂ሺܺכሻ ൌ ͳ ଷ݂ሺܺכሻ
ൌ ͸ͺͲǤ͸͵Ͳͳ 
Mean 0.25 1 680.6302 0.2503 1 680.7384 
Best 0.25 1 680.6301 0.2500 1 680.6388 
Worst  0.25 1 680.6306 0.2506 1 680.8731 
Std dev. 0 0 0.0001 0.0002 0 0.0705 
FE(mean) 10080 6125 8206 10582 3999 5696 
Iteration(mean) 210 213 241 215 223 315 
 
Table 5 shows the optimization results using PSO and comparison with that using DE. The performance of the 
optimization algorithm is evaluated based on the quality of the obtained solution (minimization of ݂ሺܺሻ). The statistical 
measure for 30 independent runs is presented (mean, best, worst and standard deviation). The mean of FE and mean of 
iteration (generation) number at termination for 30 independent runs are also shown in Table 5. In general, DE outperforms 
PSO as can be seen clearly for complicated function ଷ݂ሺܺሻ ) where dimensionality is high and constraint is more 
complicated. DE can produce better solutions in term of repeatability, i.e. robust optimization algorithms. In addition, DE 
needs smaller number of iteration for larger number of FE in all benchmark functions with active constraint(s).  
4. Conclusions 
Effectiveness of PSO and DE for constrained optimization problems is shown based on experimentations on benchmark 
functions. The results also show the effectiveness of the constraint handling and stopping criterion technique used in the 
constrained optimization. The following conclusions can be figured out. Firstly, the favored choice for DE parameters are 
ܨ௠ ൌ ͲǤͷ and  ܥ௥ ൌ ͲǤͻ. Secondly, DE outperforms PSO in terms of the repeatability (robustness) and the required number 
of iterations to bring the solution candidate into the feasible region.  
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