Abstract: In this paper, we introduce the optimal signal constellation design (OSCD) in both 2-D and multidimensional cases, which is obtained by minimization of mean square error of optimal source distribution. In addition, by analyzing block-interleaved coded modulation with iterative decoding, in which the bit error rate is reduced by iteration of extrinsic information between a multilevel/multidimensional demapper and an LDPC decoder, with the help of EXIT chart, we propose new mapping methods for OSCDs outperforming previously known ones. The simulation results show that optimized mappings for LDPC-coded OSCDs outperform natural mappings by 0.5 dB in 8-ary 2-D case and 0.6 dB in 16-ary 2-D case. Meanwhile, our proposed optimized mappings for 3-D-8-ary OSCD outperform natural mapping by 0.2 dB and sphere packing constellation by 0.5 dB in coherent optical OFDM few-mode fiber system.
Introduction
Bit-interleaved coded modulation [1] , [2] is a serial concatenation of channel encoder, bit-interleaver, and multilevel modulator. In order to increase the performance of this scheme, a turbolike decoding process is added to the decoder/demapper by introducing a feedback loop. This improved scheme is called bit-interleaved coded modulation with iterative decoding [2] . This scheme can be based on a single LDPC code, which operates at rate mRs, where m is the number of bits per symbol and Rs is the symbol rate. For currently available fiber-optics communication systems operating at 25 Gs/s, this scheme will require the implementation of LDPC encoder and decoder operating at rates m Â 25 Gb/s, thus exceeding currently available commercial electronics. To avoid this problem, m parallel LDPC encoders and decoders should be used instead in fiber-optics communications, and we refer to this scheme as a block-interleaved coded modulation with iterative decoding (BICM-ID). In BICM-ID, the choice of signal constellation set (SCS) and the mapping (labeling map) rule are the crucial design parameter to achieve a better performance of the system. Different approaches of constellation design and label mapping have been investigated for BICM-ID system. For instance, Conway has proposed Voronoi constellation in [3] and many other researchers have studied this problem and proposed other lattice shape constellations, such as [4] and [5] . These constellations are optimized with the criterion to minimize the total energy at a given minimum Euclidean distance. Although these methods bring a significant gain for the BICM-ID system, there are not many papers to optimize the constellation with the criterion of achieving channel capacity, which is the subject of this paper.
The optimal signal constellation design (OSCD) is a new non-regular signal constellation set designed for high-speed optical transmission systems [6] . The constellation sets are obtained by minimization of the mean-square error (MSE) of signal constellation representing the source, for the optimum source distribution, which is obtained by maximizing the channel capacity based on the Arimoto-Blahut algorithm [7] . This method is source independent and can be easily expanded to high order and multi-dimensional cases. In this paper, we proposed the OSCD constellation sets for multidimensional case as well as the corresponding mapping method. The Monte Carlo simulations performed here confirmed that the OSCD constellations significantly outperform other known constellations; e.g. QAM and IPQ (Iterative Polar Quantization) constellations [8] in 2-D signaling space as well as the sphere packing based constellations [9] in multidimensional case. We also introduce a new method to determine the optimized mapping rule for OSCD constellations. The method is based on the idea that the Euclidean distance is enlarged through a priori knowledge through iterations. To evaluate the performance of LDPC-coded OSCDs with optimized mapping rules, the Monte Carlo simulations have been performed, the achievable information rates are reported, and the convergence behavior is studied by the EXIT charts (see [10] for the concept of EXIT charts). The EXIT chart analysis also shows the superiority of OSCD constellations over QAM and PSK in 2D signaling space and sphere packing in multidimensional case. This paper is organized as follow. Section 2 introduces optimal signal constellation design (OSCD) in both 2D and multidimensional cases. Section 3 describes the new mapping method based on OSCDs. Section 4 introduces the EXIT chart analysis for different mapping methods. The simulation results provided in Section 5 demonstrate the superiority of the proposed mapping rules for OSCDs over existing constellations. Some important concluding remarks are provided in Section 6.
Optimal Signal Constellation Sets
In this section, we describe signal constellations obtained by minimization of mean-square error (MSE) of signal constellation representing the optimum source. The optimum source distribution is obtained by maximizing the channel capacity by using Arimoto-Blahut algorithm [6] , which is provided for the completeness of the presentation. Therefore, these signal constellations are optimum in the minimum MSE (MMSE) sense, and the proposed algorithm can be named as MMSE-optimum signal constellation design (MMSE-OSCD) algorithm. Although the algorithm is general, we demonstrate its efficiency by observing amplified spontaneous emission (ASE) noise dominated scenario. This scenario is realistic when coarse digital back-propagation (with reasonable small number of coefficients) is combined with sliding-window turbo equalization. In our case, we use two-dimensional Gaussian distribution as our optimal source distribution because the experimental study for beyond 100 Gb/s transmission [11] has shown that the distribution of samples upon compensation of chromatic dispersion and nonlinearity phase compensation is still Gaussian-like, which justifies the use of the ASE noise dominated scenario. The OSCD constellations are suitable for use in polarization-division multiplexing (PDM) for SMF applications and mode-division multiplexing (MDM) for few-mode fiber (FMF) applications.
OSCD for 2-Dimensional Constellation Sets
The MMSE-OSCD algorithm can be formulated as follows: 1) Initialization: Choose an arbitrary auxiliary input distribution. Choose an arbitrary signal constellation as initial constellation and set the size of this constellation to M. 2) Determining the Optimal Source: In this step, we apply a version of the Arimoto-Blahut algorithm to determine the optimum source distribution. In our case, we use two-dimensional Gaussian distribution as our optimum source distribution as introduced above. 3) Generating Training Sequences: Generate long training sequences fx j ; j ¼ 0; . . . ; n À 1g from the optimum source distribution, where n denotes the length of the training sequence used for signal constellation design. Let A 0 be the initial M-level signal constellation set of subsets of constellation points. 4) Optimization: Group the samples from this sequence into M clusters. The membership to the cluster is decided by Euclidean distance squared of sample point and signal constellation points from previous iteration. Each sample point is assigned to the cluster with smallest distance squared. Given the mth subset (cluster) with N candidate constellation points, denoted asÂ m ¼ fy i ; i ¼ 1; . . . ; Ng find the minimum mean square error of partition PðÂ m Þ ¼ fS i ; i ¼ 1; . . . ; Ng (S i denotes the ith cluster), as follows
where d 2 is Euclidean distance squared between jth training symbol and symbol y being already in the subset (cluster). With DðÁÞ, we denoted the distance function.
If the relative error jD mÀ1 À D m j=D m e, where e is the desired accuracy, the final constellation is described by fÂ m g. Otherwise, continue. 5) Determining the New Constellation: Determine the new constellation points as a center of mass for each cluster. With the mean square-error criterion, x ðS i Þ is the Euclidean center of gravity or centroid given by
where kS i k denotes the number of training symbols in the region S i . If there is no training symbol in the region, set x ðS i Þ ¼ y i , which is the old constellation point. Definê A mþ1 ¼ x ðPðÂ m ÞÞ replace m by m þ 1, and go to step 4). Repeat the steps 4)-5) until the convergence is achieved. See our previous paper [12] for additional details of the algorithm, which is provided here for the completeness of the presentation. As an illustration, in Fig. 1 we provide the signal constellations obtained for following signal constellation sizes: 8 and 16. The results are obtained for ASE noise dominated scenario.
OSCD for Multidimensional Constellation Sets
In order to get multidimensional OSCD constellations, we only need to expand the algorithm we described above to the multidimensional space [13] . The first stage is also to use conventional Arimoto-Blahut algorithm for determining the N-dimensional optimum source distribution for a given optical channel, which is Gaussian distribution for ASE noise dominated channel. The properties of this source distribution achieve channel capacity. In the second stage, we first initialize the algorithm with a set of initial constellation points, for example the Cartesian product of QAM constellations or sphere-packing coordinates can be used for initialization. After the initialization stage, we generate the N-dimensional training sequences from optimum source distribution and split them into the clusters of points according to the Euclidean distance squared from constellation obtained in previous iteration. New constellation points are obtained as the center of mass of such obtained clusters. This procedure is repeated until convergence or until a predetermined number of iterations has been reached. It can be shown that this algorithm is optimum in MMSE sense. Fig. 2 shows the 3D-8-ary OSCD signal constellation. The points form two tetrahedrons (blue and red) and they cross each other. The energy of every point is same and the points also show symmetric properties. On the other hand, Fig. 3 shows the 4D-8-ary OSCD signal constellation. The blue points denote the 2D projection of the first two coordinates and the green points represent the other two coordinates. It is evident that the points are symmetric to each other.
Optimized Mapping Rule
The optimized mapping is generated by maximizing the distance between detecting symbols with ideal a priori information at the demapper, by which we can achieve high gain over iterations in BICM-ID system. In our case, all the bits are perfectly known at the demapper, except for the bit to be detected, since only the extrinsic information is used [14] , [15] . We denote the two symbols with the same known bits and different detecting bit as a detecting pair. The algorithm is to find the mapping in which each detecting pairs have large distance between each other and this distance should be larger than the minimum Euclidean distance of the constellation. This requirement should be satisfied for each detecting pair and for all detecting bits. In Section 3.2, we propose the mapping method for low order OSCD constellation sets by using the cost function. This mapping method is only suitable for low order OSCD constellations. However, the binary switch algorithm should be used in order to find mapping method for arbitrary high order constellation sets. (See [14] for details about cost function and binary switch algorithm.)
Mapping Rule for 8 ary-2D-OSCD
The optimized mapping for 8-ary OSCD constellations is shown in the Fig. 4 . The distance between the detecting pairs for each detecting bits is also shown in Fig. 5 . The x ðiÞ denotes the bit in the symbol and the white and black nodes with connection denote the detecting pair. We can easily see that the distance between the detecting pairs is larger than the minimum Euclidean 
Mapping Rule for 16 ary-2D-OSCD
The proposed mapping for 8-ary OSCD is an ideal case, which can satisfy all the conditions discussed above. Unfortunately, this ideal mapping does not exist for most constellation diagrams, but just for especially symmetric ones such as 8-ary OSCD. In order to find optimized mapping for common cases, an approximate method is introduced in [16] , [17] . The cost function which is shown below is used in the algorithm.
In (3),
is the mapping rule) denotes the signal constellation subset whose bit labels are b 2 f0; 1g at position i 2 f1; . . . ; mg, E s =N 0 is the symbol energy per power spectral density ratio, and ks k Àŝ k k denotes Euclidean distance. Because the cost function is SNR dependent, SNR needs to be estimated by our expected BER performance. The optimized mapping is chosen by using the cost function to qualify each mapping rule for the constellation. However, the cost function cannot be applied to constellations with points more than 9 because of the huge optimization time. In 16 ary-2D-OSCD case, we use a pragmatic approach as follows. We first consider the inner circle of the constellation and implement the mapping as Gray mapping, which is shown as Fig. 6 with black points. For the outer circle, we maximize the cost function to determine the mapping rule. The mapping rule for remaining red points is determined by maximizing the cost function.
Mapping Rule for 8 ary-3D-OSCD
The mapping rule for 8-ary 3D-OSCD can be found by optimization of the cost function. We can easily find the optimal mapping with maximizing the cost function. The optimal mapping is shown in Fig. 7. 
Mapping Rule for 16 ary-3D-OSCD
In this case, again we cannot directly apply the cost function because of the long calculation time. On the other hand, we can see that the arrangement of the points at outermost layer in the 16-3D-OSCD is very similar to the 2D-8-OSCD, which is shown in the Fig. 8 . So we choose these points and implement the mapping rule as in our proposed 8-2D-OSCD optimized mapping rule and add 0 in the first bit position. Then, the mapping rule for the remaining points can be determined by the cost function (3). The mapping design for 8 ary-4D-OSCD is similar to the procedure described in the Section 3.3. Because of the order of constellation is smaller than 9, we can directly apply the cost function optimization. The optimum mapping rule is provided in Fig. 9 .
Exit Chart Analysis of OSCD Mapping Rules
For convergence behavior analysis, the EXIT chart analysis should be performed. In order to determine the mutual information (MI) transfer characteristics of the demapper, we model the a priori input LLR, L M;a , as a conditional Gaussian random variable. The MI between c (c denotes the initial bits) and L M;a is determined numerically as explained in [10] . Similarly, the MI L M;e between c and L M;e is also calculated numerically, but with the p.d.f. of c and L M;e determined from histogram obtained by Monte Carlo simulation. By observing the l LM;e as a function 
The EXIT characteristic of LDPC decoder (denoted as T d ) is defined in a similar fashion as
The EXIT chart analysis of optimized mapping for 2D 8-ary OSCD is shown in the Fig. 10 Fig. 10 , we can see the tradeoff performance for MI in optimized mapping. The MI at the output of the demapper increases over iterations when using the optimized mapping. The transfer function of different mapping methods in the EXIT chart could help us to see the performance for each mapping rule. We can see that 8-OSCD EXIT chart-based mapping, which is the optimal mapping we proposed in pervious section, performs the best and can achieve maximum mutual information. Meanwhile, the EXIT chart mapping analysis for 3D and 4D constellations are also presented in Figs. 11-13 , respectively.
From Fig. 11 , it is clear to see that our proposed mapping rule works better as the number of iterations increases, while the natural mapping rule performs comparable to that of the sphere packing constellation with ideal a priori information. From Fig. 12 , it is evident that the proposed mapping rule performs better in comparison with the natural mapping rule and sphere packing constellation. Also, in Fig. 13 , we can see that MI of the proposed mapping rule does not intersect the decoder MI at observed OSNR, which is not the case for the natural mapping and sphere packing method based constellation.
MDM Scheme Based on Proposed Mapping Rules and Simulation Results
The optimized mapping for OSCDs are studied for use in adaptive polarization-division multiplexed/ mode-division multiplexed LDPC-coded modulation schemes, as illustrated in Fig. 14 , to enable both 400GbE and 1 TbE. The channel symbol rate was set to 31.25 GS/s, and QC LDPC (16935, 13550) code of girth-8 and column-weight-3 was used in simulations. All results are obtained for 20 LDPC decoder (inner) iterations and 3 MAP-LDPC decoder (outer) iterations and the LDPC-coded PDM 2D-OSCD results are summarized in Fig. 15 , for the information symbol rate of 25 Gs/s. The QAM curves are generated by using natural mapping. It is clear that OSCD constellations outperform QAM constellations in both the 16-ary and 8-ary cases. Also, the optimized mapping outperforms natural mapping for OSCD and the gap is almost 0.5 dB in 8-ary case. In 16-ary case, the gap is 0.6 dB. Note that in 16-ary OSCD case, the mapping is generated by the cost function that we introduced in Section 3, as the optimization by EXIT chart is intractable.
In the multidimensional case, the OSCDs should be combined with the OFDM, as OFMD is effective in compensating mode coupling effects, in order to demonstrate the improvements that OSCD can bring together with optimized mapping rule. The corresponding scheme suitable for transmission over FMF in strong-coupling regime [16] is shown in Fig. 14 . Pilot-aided channel estimation technique is performed by inserting several pilot subcarriers in each OFDM symbol with a specific period. Least-square (LS) technique is used to estimate the pilot subcarrier coefficients in the first stage, then more advanced technique, the linear minimum mean-square error (LMMSE) estimator, is applied in second stage as follows: The original data stream are encoded by an LDPC code and written row-wise into a blockinterleaver. Then the OSCD mapper accepts m bits from the block-interleaver column-wise and maps them to the 4D-OSCD constellation. In our case, there are four different parallel coordinate streams at each time signaling interval, as shown in Fig. 14(c) . The first and the second coordinate streams are used as inputs to upper branch OFDM transmitter, while the third and the fourth as inputs to the lower branch OFDM transmitter. By using four identical I/Q modulators, the OFDM symbols are converted to optical domain with two different spatial modes [see Fig. 14(a) ]. The OFDM transmitter inserts pilot in specific position and performs IFFT operation and then forwards the outputs to DACs [see Fig. 14(c) ]. At the receiver side, received samples are forwarded to OFDM demodulator, after coherent detection, whose output represents the estimated OSCD symbols. Then we perform the iterative decoding with APP demapper and LDPC decoder, which is shown in Fig. 14(d) .
The component LDPC code used in simulation is quasi-cyclic LDPC (16935, 13550) code with code rate 0.8, as described above. In simulations, 20 inner iterations and 5 outer iterations between a posteriori probability (APP) demapper LDPC decoder are used. The OFDM system parameters are chosen as follows: the number of subcarriers is set to 2048, out of them 64 are used as pilots. Cyclic extension is set to 128 samples, in order to accommodate for mode dispersion. LMMSE pilot estimator and linear interpolation are jointly used for channel estimation and compensation. The number of FMF modes is set to four. In simulations, four OFDM bands with 50 Giga symbols/s each (corresponding to 40 Giga symbols/s in effective information rate per band) have been used. (For additional details of this FMF scheme, see [16] .) This scheme is suitable for multi-Tb/s serial optical transport. Monte Carlo simulation results are summarized in Fig. 16 , where NM, OM and SP stand for natural mapping, optimal mapping and sphere packing constellations. It is clear to see that our proposed mapping rules perform the best among different schemes and the gap is 0.2 dB when compared to the natural mapping for 3D 8-ary-OSCD and 0.5 dB when compared to the sphere packing constellation.
In order to illustrate the basic criterion for OSCD constellation, which is maximizing the channel capacity, we also provide information capacities for proposed signal constellations and compare them against that of QAM, as well as sphere packing constellations that are marked as SP. The results (not for BICM-ID system) are summarized in Fig. 17 . It is clear from figure that our proposed OSCD constellations outperform QAM and SP constellations for all constellation sizes.
Conclusion
In this paper, we describe an algorithm for multidimensional constellation design and propose a new method to determine the optimized mappings for block-interleaved coded modulation with iterative decoding. The mapping method is based on the idea of enlarging the Euclidean distance between detecting pairs by a priori knowledge. Additionally, for large constellations since this method is intractable, a suboptimum method for common use has been introduced. The proposed optimized signal constellation sets and mapping rules are applicable in both PDM for SMF applications and MDM for FMF applications. The EXIT chart analysis for optimized mapping rules has also been provided in the paper. The simulation results have shown that the optimized mappings for 2D-OSCD, in LDPC-coded PDM systems, outperform natural mappings by 0.5 dB in the 8-ary case and by 0.6 dB in the 16-ary case. Also, our proposed optimized mappings for 3D-8-ary-OSCD, in LDPC-coded MDM systems with coherent optical OFDM, outperforms the natural mapping by 0.2 dB and the sphere packing constellation by 0.5 dB.
