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THE 2-ASSOCIAHEDRA ARE EULERIAN
NATHANIEL BOTTMAN AND DYLAN MAVRIDES
Abstract. We show that the 2-associahedra are Eulerian, by exploiting their recursive structure.
1. Introduction
In [Bo1], the first author introduced the 2-associahedra, a family (Wn) of abstract polytopes which
forms the algebraic underpinnings for the naturality structure on the Fukaya category [Bo2, BoCa,
BW, MWW]. While these posets originate in symplectic geometry, they are natural combinatorial
objects, which can be thought of either as the posets of degenerations in the configuration spaces
of marked vertical lines in R2, or as the posets that control the coherences in an (A∞, 2)-category.
A ranked poset is Eulerian if every nontrivial interval has the same number of even-rank elements
as it does odd-rank elements. The face lattice of a convex polytope is an example, and many results
about the combinatorics of convex polytopes can be extended to Eulerian posets. Our main result
is to show that the 2-associahedra are Eulerian:
Theorem 1.1. For every r ≥ 1 and n ∈ Zr≥0 \ {0}, the 2-associahedron Ŵn := Wn ∪ {Fminn } with
a formal dimension-(−1) minimal element is an Eulerian poset.
One motivation for this theorem is one can associate to an Eulerian poset an important invariant
called the cd-index, which is a concise encoding of the flag f -vector [St]. By using the recursive
structure of the 2-associahedra as described in §2, we hope to compute the cd-indices of the 2-
associahedra algorithmically in future work. Another motivation for Thm. 1.1 is that it provides
further evidence that the 2-associahedra can be realized as the face lattices of convex polytopes.
We now describe the plan for our paper.
§2: In this section, we define a collection of generating functions FT , where FT counts the
elements of the 2-associahedra that project to a given element T of an associahedron.
The main result of §2 is Thm. 2.1, which reformulates the recursive structure of the 2-
associahedra as a set of equations satisfied by the collection
(
FT
)
.
§3: We exploit Thm. 2.1 to prove Thm. 1.1. Specifically, we divide the proof of Thm. 1.1 among
§§3.2–3.4 like so:
§3.2: In this subsection, we use Thm. 2.1 to show that the alternating sum over the completed
2-associahedron Ŵn is zero (Lemma 3.5). The key is to note that since the variable
t in FT tracks the dimension, we can compute the alternating sum by specializing to
t = −1.
§3.3: Next, we use Lemma 3.5 to show that the completion of any fiber product Wm1 ×Kr
· · ·×KrWmk is balanced (Lemma 3.6), where we are using the forgetful mapWmi → Kr
defined in [Bo1, Thm. 4.1]. This, plus the recursive structure of 2-associahedra (see
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(32)), allows us to show that the alternating sum over any interval in Ŵn of the form
[Fminn , 2T ] is zero (Lemma 3.7).
§3.4: Finally, we show in Lemma 3.10 that any interval in Wn has alternating sum zero. To-
gether with Lemma 3.7, this completes the proof of Thm. 1.1. The proof of Lemma 3.7
is somewhat involved, but is conceptually simpler than that of Lemma 3.7 because an
interval in Wn (as opposed to an interval in Ŵn with lower bound F
min
n ) essentially
decomposes into a product, with one term for each bracket.
In this paper, we will assume all the definition, notation, and results from [Bo1].
1.1. Acknowledgments. The first author thanks Richard Ehrenborg, Margaret Readdy, and Lau-
ren Williams for useful conversations. The first author was supported by an NSF Mathematical
Sciences Postdoctoral Research Fellowship and by an NSF Standard Grant (DMS-1906220).
2. Generating functions associated to 2-associahedra
In this section, we will study the following generating functions:
f(t, x) :=
∑
m≥0,r≥1
amrt
mxr, amr := # {T ∈ Kr | d(T ) = m} =: Km,r,(1)
FT (t,x) :=
∑
m≥0,
n∈Zr
≥0
\{0}
AT,m,nt
mxn, AT,m,n := #
{
2T ∈Wn
∣∣∣∣ π(2T ) = T,d(2T ) = m
}
=:WT,m,n,(2)
where T ∈ Kr is a stable rooted ribbon tree (RRT). That is, f counts faces of the associahedra,
and FT counts faces of the 2-associahedra whose image under the forgetful map is T . For instance,
K4 is CW-isomorphic to a pentagon, so f should include the terms 5x
4, 5tx4, and t2x4.
Our main result in this section is the following characterization of f and FT , which will be the
key input to our proof that Wn is Eulerian.
Theorem 2.1. (a) f is characterized uniquely by the following equations:
f =
f2
1− tf + x,
∂f
∂x
(0, 0) = 1.(3)
(b) The collection
(
FT (t, x)
)
r≥1,
T∈Kr
satisfies the following equations:
F• =
F 2•
1− tF• + x,(4)
FT =
F 2T
tp − tFT + t
p−1
(
tp1
tp1 − tFT1
· · · t
pk
tpk − tFTk
− 1
)
, T = C(T1, . . . , Tk),
where in the latter equation, we have set p := d(T ), pi := d(Ti).
2.1. Counting faces in Kr. In this subsection we will prove part (a) of Thm. 2.1. We begin by
defining the operation of concatenation. Set Tmaxr to be the unique element of Kr with d(T
r
max) =
r − 2. (That is, T 1max is a single vertex, and for r ≥ 2, T rmax is a root vertex with r incoming
neighbors.)
Definition-Proposition 2.2. Fix k ≥ 1 and a k-tuple (Ti ∈ Kpi,qi)1≤i≤k of stable RRTs. Then
the concatenation of this data is the stable RRT C(T1, . . . , Tr) defined by attaching T1, . . . , Tr to
the r leaves of T rmax. The concatenated tree has
∑k
i=1 qi leaves and the following dimension:
d
(
C(T1, . . . , Tr)
)
=
{
p1, k = 1,∑k
i=1 pi + k − 2, k ≥ 2.
(5)
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Proof. The k = 1 case is trivial, so from now on we assume k ≥ 2.
Set T := C(T1, . . . , Tr). We must establish the formula d(T ) =
∑k
i=1 pi+ k− 2 and show that T
has
∑k
i=1 qi leaves. The latter equality follows immediately from the definition of T . The former
equality follows from a calculation:
d(T ) =
k∑
i=1
qi −#Tint − 1 =
k∑
i=1
qi −
(
k∑
i=1
#(Ti)int + 1
)
− 1 =
k∑
i=1
(qi −#(Ti)int − 1) + k − 2
=
k∑
i=1
pi + k − 2.(6)

We are now ready to prove part (a) of Thm. 2.1.
Proof of Thm. 2.1(a). Step 1: f satisfies (3).
For m ≥ 0, r ≥ 2, there is a bijective correspondence between the following two sets:
Km,r ←→
∞⊔
k=2
⊔
p1+···+pk=m−k+2
q1+···+qk=r
pi≥0, qi≥1
Kp1,q1 × · · · ×Kpk,qk(7)
Indeed, the right-to-left direction of this correspondence is defined by concatenation, as in Def.-
Prop. 2.2, and the left-to-right direction follows from the observation that concatenation is re-
versible.
For m ≥ 0, r ≥ 2, the following recursion is an immediate consequence of (7):
amr =
∞∑
k=2
∑
p1+···+pk=m−k+2
q1+···+qk=r
pi≥0, qi≥1
ap1q1 · · · apkqk .(8)
Moreover, we have a01 = 1 and am1 = 0 for m ≥ 1. These equations in (amr) imply the following
eq uation in f :
f =
∞∑
k=2
tk−2fk + x,(9)
which can be rewritten as
f =
f2
1− tf + x.(10)
The equation a01 = 1 is equivalent to
∂f
∂x
(0, 0) = 1, so f satisfies (3).
Step 2: (3) has only one solution.
Next, we show that (3) has only one solution. The first equation in (3) has two solutions:
f± :=
1 + tx±√1− 4x− 2tx+ t2x2
2(1 + t)
.(11)
Then f± has
∂f±
∂x
(0, 0) = ∓1, so f− = f is the unique solution of (3). 
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2.2. Counting faces in Wn. As in the previous section, we will now characterize the family(
FT (t,x)
)
r≥1,
T∈Kr
in terms of equations that the functions in this family satisfy. We begin with a
concatenation operation on tree-pairs. For any r ≥ 0 and n ∈ Zr≥0 \ {0}, let 2Tmaxn denote the
unique element of Wn with d(2T
n
max) = |n|+ r − 3.
Definition-Proposition 2.3. Fix k ≥ 1, a ∈ Zk≥0 \ {0}, a k-tuple of stable RRTs (Ti ∈ Kpi,qi)i,
and for every i ∈ [1, r] an ai-tuple of stable tree-pairs (2Tij ∈WTi,Pi,Qij)j . Then the concatenation
of this data is the stable tree-pair 2C
(
(Ti), (2Tij)
)
=
(
Tb
π→ Ts
)
defined in the k = 1, a1 = 1 case to
be 2T11, and in the remaining cases like so:
• Ts is the concatenation C
(
(Ti)
)
as in Def.-Prop. 2.2.
• We define Tb by attaching the root of 2Tij to µij ∈ Vmark(2Tmaxa ).
In the case a 6= (1), 2C((Ti), (2Tij)) is a stable tree-pair of type (∑a1j=1Q1j, . . . ,∑akj=1Qkj), and
has the following dimension:
d
(
2C
(
(Ti), (2Tij)
))
=
k,ai∑
i=1,j=1
Pij −
k∑
i=1
(ai − 1)pi + |a|+ k − 3.(12)
Proof. The only thing we need to check is the dimension formula (12).
d
(
2C
(
(Ti), (Tij)
))
=
k,ai∑
i=1,j=1
|Qij|+
k∑
i=1
qi −#V 1comp(Tb)−#(Ts)int − 2
=
k,ai∑
i=1,j=1
|Qij|+
k∑
i=1
qi −
( k,ai∑
i=1,j=1
#V 1comp(Tb,ij) + δk1
)
(13)
−
( k∑
i=1
#(Ts,i)int + (1− δk1)
)
− 2
=
k,ai∑
i=1,j=1
(
|Qij|+ qi −#V 1comp(Tb,ij)−#(Ts,i)int − 2
)
−
k∑
i=1
(ai − 1)
(
qi −#(Ts,i)int − 1
)
+
k∑
i=1
ai + k − 3
=
k,ai∑
i=1,j=1
Pij −
k∑
i=1
(ai − 1)pi + |a|+ k − 3.

Now that we have defined concatenation for tree-pairs, we are ready to derive a collection of
equations that
(
FT (t,x)
)
satisfies.
Proof of Thm. 2.1(b). By [Bo1, Lemma 3.9], the following sets are in bijection for m ≥ 0, n ≥ 1:
W•,m,n ≃ Km,n.(14)
It follows from this sublemma that A•,m,n = am,n, hence that F• = f , where f is the generating
function defined in the last subsection. That F• satisfies the first equation in (4) now follows from
Thm. 2.1(a).
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Next, fix r ≥ 2 and T ∈ Kr, and write T = C(T1, . . . , Tk). The following sets are then in
bijection:
WT,m,n ≃
⊔
a≥2
∏
1≤j≤a,∑
mj=m+(a−1)p−a+2
n=
∑
Qj
WT,mj ,Qj(15)
+
⊔
a∈Zk≥0\{0}
∏
1≤i≤k, 1≤j≤ai,
(
∑
Q1j ,...,
∑
Qkj )=n,∑
mij=m+
∑
ai(pi−1)−
∑
pi−k+3
WTi,mij ,Qij ,
where we have denoted p := d(T ). This follows from concatenation of tree-pairs, analogously with
(7). Indeed, either the root of Tb has one solid incoming edges, which in turn has ℓ ≥ 2 dashed
incoming edges; or it has k ≥ 2 solid incoming edges, which in turn have ℓ1, . . . , ℓk dashed incoming
edges. Note that in the latter case, from any one of the dashed edges attached to the j-th solid
incoming edge of the root we can extract a picture T ′b
f ′→ Tj , where Tj is the j-th branch of T . (15)
implies the following equality on generating functions:
FT = t
−p+2
∞∑
a=2
ta(−p+1)F aT + t
∑
pi+k−3
(
k∏
i=1
∑
ai≥0
ta(−pi+1)F aTi − 1
)
,(16)
which is equivalent to the equation
FT = t
p−2 t
−2p+2F 2T
1− t−p+1FT + t
∑
i pi+k−3
(
1
1− t−p1+1FT1
· · · 1
1− t−pk+1FTk
− 1
)
,(17)
which simplifies to
FT =
F 2T
tp − tFT + t
p−1
(
tp1
tp1 − tFT1
· · · t
pk
tpk − tFTk
− 1
)
.(18)

3. The 2-associahedra are Eulerian
In this section, we will use the functional equations we derived in Thm. 2.1 to prove Thm. 1.1.
We will split our proof into three parts:
(1) In Lemma 3.5, §3.2, we use Thm. 2.1 to show that Ŵn is balanced.
(2) In Lemma 3.6, §3.3, we use Lemma 3.5 and the recursive structure of 2-associahedra to
show that any reduced fiber product Wm1×˜Kr · · · ×˜KrWmk is balanced.
(3) Finally, we show in Lemma 3.10, §3.4 that all remaining intervals (i.e. those intervals in Wn
with lower bound not equal to Fminn ) are balanced.
Putting these results together, we now prove Thm. 1.1.
Proof of Thm. 1.1. Fix F1, F2,∈ Wn with F1 < F2. If F1 = Fminn , then Lemma 3.6 implies that
[F1, F2] is balanced. Otherwise, it follows from Lemma 3.10 that [F1, F2] is balanced. 
3.1. Definitions and basic facts about ranked posets.
Definition 3.1. A ranked poset is a poset P together with a rank function d : P → Z, such that:
• x < y implies d(x) < d(y).
• If y covers x, then d(y) = d(x) + 1.
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For any elements x < y in P , we define the alternating sum of the interval [a, b] to be
A
(
[x, y]
)
:=
∑
z∈[x,y]
(−1)d(z).(19)
An interval [x, y] is balanced if we have A
(
[x, y]
)
= 0, and P is Eulerian if, for every x < y, [x, y]
is balanced. △
Definition 3.2 (Reduced Product). Given two ranked posets P and Q, we define their reduced
product to be the poset
P ×˜Q := ((Pmin, Pmax]× (Qmin, Qmax]) ∪ {(Pmin, Qmin)},(20)
with partial order and rank induced by the product poset for the left side of the union, and rank
d(Pmin) + d(Qmin) + 1 for the newly-constructed minimal element. Note that here we choose the
convention that the induced rank for other elements be the sum of their ranks. By iterating this
operation, we can define the reduced product of an arbitrary number of ranked posets. △
Lemma 3.3. For any ranked posets P1, . . . , Pk, the identity A
(
P1 ×˜ · · · ×˜ Pk
)
= A(P1) · · ·A(Pk)
holds.
Proof. Step 1: We establish the k = 2 case.
This is a straightforward computation:
A
((
P1×˜P2
) \ {(Pmin1 , Pmin2 )}) = ∑
F∈(P1\{Pmin1 })×(P2\{P
min
2 })
(−1)d(F )(21)
=
∑
(F1,F2)∈((P\{Pmin}),(Q\{Qmin}))
(−1)d(F1)+d(F2)
=
∑
F1∈(P\{Pmin1 })
(−1)d(F1) ·
∑
F2∈(P2\{Pmin2 })
(−1)d(F2)
= d(Pmin1 )d(P
min
2 ) = −d
(
(Pmin1 , P
min
2 )
)
.
Step 2: We prove the lemma.
Induction, using Step 1. 
3.2. Wn is balanced. In this subsection, we will prove that Ŵn is balanced. We will derive this
as a consequence of Thm. 2.1.
Lemma 3.4. For every r ≥ 1 and T ∈ Kr, the generating function FT satisfies the following
identity when we evaluate at t = −1:
FT (−1,x) = (−1)p
(
1∏r
i=1(1− xi)
− 1
)
,(22)
where we set p := d(T ).
Proof. Step 1: We establish the r = 1 case.
By the T = • case of (4), F• satisfies
F•(−1, x) = F•(−1, x)
2
1 + F•(−1, x) + x.(23)
This yields
F•(−1, x) = 1
1− x − 1.(24)
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Step 2: We prove the general case by strong induction on r.
Choose Ti ∈ Kpi , 1 ≤ i ≤ k, such that T = C(T1, . . . , Tk). For convenience, we define and simplify
a quantity X:
X =
k∏
i=1
(−1)pi
(−1)pi + FTi
− 1 =
k∏
i=1
(−1)pi
(−1)pi +
(
(−1)pi
∏ℓi
j=1(1−yij )
+ (−1)pi−1
) − 1 = k∏
i=1
ℓi∏
j=1
(1− yij)− 1
=
r∏
i=1
(1− xi)− 1,(25)
where in the second equality we have used the inductive hypothesis. This allows us to deduce the
inductive step of the current lemma from (4). Indeed, clearing denominators in that equation yields
(−1)pFT = −X + FT (−1)p−1X,(26)
and solving this equation for FT yields
FT =
−X
(−1)p(1 +X) =
(−1)p + (−1)p−1∏ri=1(1− xi)∏r
i=1(1− xi)
= (−1)p( 1∏r
i=1(1− xi)
− 1).(27)

Lemma 3.5. For any r ≥ 1 and n ∈ Zr≥0 \ {0}, Ŵn is balanced.
Proof. Step 1: We show that K̂r is balanced.
By an argument identical to the derivation of (24), the generating function f associated to (Kr)
satisfies the following identity:
f(−1, x) = 1
1− x − 1 = 1 + x+ x
2 + · · · .(28)
We have A
(
K̂r
)
= [f(−1, x)]xr − 1, where the first term on the right-hand side indicates the
coefficient on xr in f(−1, x) and where the second term comes from the minimal element in K̂r, so
the last displayed equation implies A
(
Kr
)
= 0.
Step 2: We prove the theorem.
We interpret A
(
Ŵn
)
in terms of the generating functions FT , then use Step 1 and Lemma 3.4 to
prove the theorem:
A
(
Ŵn
)
=
∑
T∈Kr
[
FT (−1,x)
]
xn
− 1 Lem.3.4=
∑
T∈Kr
[
(−1)d(T )
(
1∏r
i=1(1− xi)
− 1
)]
xn
− 1
(29)
= A(Kr)
[
1∏r
i=1(1− xi)− 1
− 1
]
xn
− 1
=
[
(1 + x1 + x
2
1 + · · · ) · · · (1 + xr + x2r + · · · )− 1
]
xn
− 1
= 0.

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3.3. Intervals of the form [Fminn , 2T ] are balanced. In this subsection, we will generalize
Lemma 3.5 to the statement that for every 2T ∈ Wn, the sublevel set [Fminn , 2T ] is balanced.
The key is the recursive structure of the 2-associahedra, which implies that [Fminn , 2T ] decomposes
as a completed fiber product of products of 2-associahedra.
Lemma 3.6. Fix r ≥ 0 and m1, . . . ,mk ∈ Zr≥0 \ {0}. Then the following identity holds, where
the expression in the alternating sum denotes a fiber product with respect to the forgetful map
π : Wmi → Kr:
A
(Kr∏
1≤i≤k
Wmi
)
= 1.(30)
Proof. Step 1: We compute A
(
π−1m1(T ) × · · · × π−1mk(T )
)
, where T is any element of Kr and
πmi : Wmi → Kr is the forgetful map.
A
(
π−1m1(T )× · · · × π−1mk(T )
)
=
∑
Fi∈Wmi
,
1≤i≤k
(−1)d(F1,...,Fk) =
∑
Fi∈Wmi
,
1≤i≤k
(−1)d(F1)+···+d(Fk)−(k−1)d(T )
= (−1)−(k−1)d(T )
k∏
i=1
∑
Fi∈π
−1
mi
(T )
(−1)d(Fi)
= (−1)−(k−1)d(T )
k∏
i=1
(−1)d(T )A(Wmi)
= (−1)d(T ).
Step 2: We prove the lemma.
A
(Kr∏
1≤i≤k
Wmi
)
= A
( ⊔
T∈Kr
(
π−1m1(T )× · · · × π−1mr(T )
))
=
∑
T∈Kr
A
(
π−1m1(T )× · · · × π−1mk(T )
)
=
∑
T∈Kr
(−1)d(T )(31)
= 1.

Lemma 3.7. Fix r ≥ 1, n ∈ Zr≥0 \{0}, and 2T ∈Wn. Then the sublevel set [Fminn , 2T ] is balanced.
Proof. By the (recursive) part of [Bo1, Thm. 4.1], the following posets are isomorphic:
∏
α∈V 1comp(Tb),
in(α)=(β)
W tree#in(β) ×
∏
ρ∈Vint(Ts)
K#in(ρ)∏
α∈V
≥2
comp(Tb)∩π
−1{ρ},
in(α)=(β1,...,β#in(ρ))
W#in(β1),...,#in(β#in(α)) ≃ (Fminn , 2T ] ⊂Wn(32)
It now follows from Lemmas 3.3 and 3.6 that A
(
[Fminn , 2T ]
)
= 0. 
3.4. All remaining intervals are balanced.
Definition 3.8. Fix a 2-bracketing (B, 2B) ∈ W brn . A bracket B ∈ B is removable if it is not a
singleton and does not contain all elements of (1, . . . , r). A 2-bracket 2B ∈ 2B is removable if it is
not a singleton and is not the maximal 2-bracket 2Bmaxn := {(i, j) | 1 ≤ i ≤ r, 1 ≤ j ≤ ni} ⊂ 2B.
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Lemma 3.9. Fix r ≥ 1, n ∈ Zr≥0 \ {0}, and
(
B, 2B
) ∈Wn \ {Fmaxn }. Then the interval
I =
[(
B, 2B
)
, Fmaxn
] ⊂W brn(33)
is balanced.
Proof. We will induct on r, and subinduct on the number of 2-brackets in 2B. If r = 1, this lemma
follows from the identification Wn ≃ Kn made in [Bo1, Lemma 3.9]. In the remainder of the proof,
we fix
(
B, 2B
) ∈ W brn for r ≥ 2, n ∈ Zr≥0, and use the inductive hypothesis to show that I is
balanced.
Step 1: We prove that I is balanced in the case that B contains no removable brackets and every
removable 2-bracket 2B ∈ 2B has π(2B) = (1, . . . , r).
We establish this step by strong induction on d
(
Fmaxn
) − d(B, 2B). This step is trivial when this
difference in dimension is 1.
Next, consider the case when this difference is at least 2. There must then be a 2-bracket 2B ∈ 2B
which properly contains another 2-bracket in 2B, and which is maximal in 2B \ {2Bmaxn }. Indeed,
if there were no such 2-bracket, then every 2-bracket in 2B \ {2Bmaxn } would be minimal, so by
[Bo1, Def. 3.12, (marked seams are unfused)], we would have d
(
B, 2B
)
= d
(
Fmaxn
)− 1.
Denote by 2B′ the 2-brackets that 2B contains, and by 2B′′ the 2-brackets other than 2Bmaxn
that 2B does not include. Then
(
B, 2B′
) ∈ W brn′ , (B, 2B′′) ∈ W brn′′ are legal 2-bracketings. Using
this notation, we can decompose decompose I according to whether an element of I does or does
not contain 2B:
I =
[(
B, 2B
)
, Fmaxn
]
(34)
≃
([(
B, 2B′
)
, Fmaxn′
]× ([(B, 2B′′), Fmaxn′′ ] \ {Fmaxn′′ })) ⊔ [(B, 2B \ {2B}), Fmaxn ].
Indeed, given an element of the product that appears on the left-hand side of the final expression,
we can insert the 2-bracketing in W brn′ into 2B and use the 2-bracketing in W
br
n′′ to bracket the
remaining elements. We do not allow the 2-bracketing in W brn′′ to be the top element, because the
presence of 2B would then violate the (marked seams are unfused) property. On the other
hand, an element in the right-hand part of the final expression in (34) is simply an element of I
that does not include 2B.
It follows from (34) and the inductive hypothesis that I is balanced.
Step 2: We prove that I is balanced in the case that 2B does not contains a 2-bracket of the form
2B =
(
B, (2Bi)
) 6= 2Bmaxn with 2Bi = {(i, j) | 1 ≤ j ≤ ni} for all i.
Fix B ∈ B, and set s := #B and n(B) := (ni)i∈B ∈ Zs≥0. We can then define a 2-bracketing(
B(B), 2B(B)
)
like so:
B(B) := {(i)}i∈B ∪ {B}, 2B(B) := {(i, j)} i∈B,
1≤j≤ni
∪ (2B ∩ π−1{B}) ∪ {2Bmaxn(B)}.(35)
That is,
(
B(B), 2B(B)
)
contains only those nonremovable elements of 2B that lie over B. Using
this construction, we can decompose I in terms of the brackets in B:
I ≃
∏
B∈B
[(
B(B), 2B(B)
)
, Fmaxn(B)
]
.(36)
Indeed, given an element of this product, we can take the union of all the brackets and 2-brackets
to obtain an element of I, and this correspondence is clearly bijective.
It follows from (35) and Step 1 that I is balanced.
Step 3: We prove the lemma.
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If I satisfies the hypothesis of Step 2, we are done. Otherwise, fix a 2-bracket 2B ∈ 2B of the sort
excluded in Step 2. If 2B does not properly contain any element of 2B ∩ π−1{B}, then we have
I ≃ [(B, 2B \ {2B}), Fmaxn ],(37)
so I is balanced by the inductive hypothesis.
Next, suppose that 2B does properly contain an element of 2B ∩ π−1{B}. Similarly to (34), we
can decompose I according to whether an element of I does or does not contain 2B:
I ≃ [(B, 2B \ {2B}), Fmaxn ] ⊔ [(B, 2B \ {2B}), Fmaxn ].(38)
Indeed, if we take an element of the first copy of
[(
B, 2B\{2B}), Fmaxn ], we can add 2B to produce
a 2-bracketing in I that includes 2B. An element of the second copy of
[(
B, 2B \ {2B}), Fmaxn ]
corresponds to a 2-bracketing in I that does not include 2B.
It follows from (38) and the inductive hypothesis that I is balanced. 
Lemma 3.10. Fix r ≥ 1, n ∈ Zr≥0 \ {0}, and
(
B
(i), 2B(i)
) ∈W brn for i ∈ {1, 2} with(
B
(2), 2B(2)
)
<
(
B
(1), 2B(1)
)
.(39)
Then the interval I =
[(
B
(2), 2B(2)
)
,
(
B
(1), 2B(1)
)]
is balanced.
Proof. By (32), it suffices to show that in any fiber product Wm1 ×Kr · · · ×Kr Wmk , any nontrivial
interval with upper bound
(
Fmaxm1 , . . . , F
max
mk
)
is balanced. This follows from an argument very
similar to our proof of Lemma 3.9. 
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