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1. INTRODUCTION 
Error bounds for cubic spline interpolation have been derived by Birkhoff 
and de Boor [2] ; Ahlberg, Nilson, and Walsh [I] ; and Sharma and Meir [S]. 
Sharma and Meir also present error bounds for quintic spline interpolation. 
In this paper, explicit error bounds are derived which sharpen those given in 
[I, 2, 81. The optimal error bounds for cubic (quintic) Hermite interpolation 
given in [4] are applied to elements of the vector space S’c2)(r) (Spi3)(7r), see 
footnote 1) of cubic (quintic) splines over a mesh z-, considered as a subspace, 
[5], of the smooth Hermite space Ht2)(~), (HC3)(~)). 
Forn:a=x,<x,<... < x, = b, let h = min,{x, - xi-i}, h = maxi {xi-xi-,} 
and /3 = h/b. Let s(x) be the cubic spline associated with a functionfdefined 
on [a,b], and the mesh z-. Thus, s is the unique element of Sp(*)(rr) such that 
(i) s(xj) =f(x,),j = 0, 1, . . ., n; (ii) s’(xj) =f’(Xj),j = 0, n; and (iii) s E C2[a, b]. 
Further, let q(x) be the quintic spline (with three continuous derivatives) 
associated with/and z-. Thus, q is the unique element of SP:~)(‘IT) such that 
(9 dxj)=f(xj), j=O, 1, ..., n; (ii) q’(xj) =f’(xj), j= 0, 1, . . ., n; (iii) 
qc2’(xj) =f (*)(xj), j = 0, n; and (iv) q E C’[a,b]. [If g is defined on [a,b], let 
Ml = max( :a G x Q bj.1 
The main results of this paper are contained in the following theorems, the 
proofs of which are given in Sections 2 and 3. 
THEOREM 1. Let s be the cubic spline associated with f E C”[a, b] and the 
partitioning rr. Then 
I/S@) -fq < E r llf(4)11h4-r , r=O, 1,2,3 (1) 
where~~=5/384,~,=(1/216)(9+~~),~~=(1/12)(3~+1),and~,=(1/2)(~*+1). 
’ In the following paper, quintic spline means an element of Spi3)(~) = P3(r) n C3[a, b] 
whereP(a) is the space of functions which reduce to quintic polynomials in each subinterval 
[x,,x~+~]. Thus in the notation of [5], SP(~)(T) = Spi”(g) rI C4[a, b]. 
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THEOREM 2. Let q be the q&tic spline associated with f E P[a,b] and the 
partitioning 7~. Then 
r=O, 1, . . . . 5 (2) 
where E,,’ = l/15,360, 6,’ = &/30,000 + 1/j/12,960, c2’ = 1 l/5,760, 
c3’ = (l/60)(1/2 + /3), c4’ = (l/60)(6 + 5f12), and Q’ = (l/6)(3 + ,!32). 
The E, in (1) are considerably less in magnitude than the corresponding 
coefficients given in [I, 21. For example, in [Z, p. 321, c3 = 3 + 8(1 -I- 2/3)p2(1 +3/3) 
and e2 = (5/3)~,. In [2, p. 8341, c3 = 3 + S/3(/3 + 1)’ and E, = (r + I)E~+, for 
r=2, l,O. 
In [8, p. 7601, the authors prove, forfe C3[a,b], that 
I]dr)--fq< [l +/3(1 +/3)2]J13-%J(f(3),Jz), r = 0, 1,2, 3, 
where ~(f(~), .) is the modulus of continuity of .fc3). In particular, if 
f E C4[a,b] then ~(f(~),!z) G Ilf(4)l/h, and the bounds in (1) are again sharper. 
However, in [8, p. 7591, the authors also prove, forfE C2[a,b], that 
Ijd2) -f’2’ll < 5w(f(2), h). (3) 
Now let J be a cubic spline such that the piecewise linear polynomial g(2) 
interpolates to fc2) on 7~. The cubic spline associated with (f- .i) and rr is 
clearly (S - J). Therefore, from (3), 
l/d2) -j-(2)1/ = Il(s c2) - $2)) - (f (2) - j@))/l G 5W(f(2) - s(2), h). 
But from [7], the error in the linear interpolation, llf(2) - s@ll, is 
< llf’4’ll(t22/2). Thus 
lld2) -f(2)11 < 5jlf’4’1/hZ, (3’) 
which yields a better bound than (1) for fl> 59/3. This also establishes that 
IIS -f(2)jl = O(h’) independentzy of any restriction on the mesh ratio j3. The 
author is indebted to Professor Carl de Boor for pointing out this latter result. 
For quintic splines, it is also shown in [8, p. 7641 that iffE C3[a,b] then 
ljq”’ -f “‘11 < 26h3-’ ~(j-(~), h), r=O,1,2,3. (4) 
In particular, if fE C4[a,b] then ~(f(~),fi) G [lf(4)ljh, and the bounds in (2) 
are sharper. 
However, if we let $ be a quintic spline such that Qc2) is the cubic spline 
associated withfc2) and 7r, then from (l), lj@3) -f(3)11 G ~illf(~)ll~~. Now, the 
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quintic spline associated with (f- 4) and r is clearly (q - 4). Therefore, from 
(413 
llqt3) -fc3y = jj(qc3) _ 4’39 - (f(3) _ q39lj G 244fc3) _ g(3), fg 
< 52E,lJf’6’ljk3 7 (4’) 
which yields a better bound than (2) for /3 > (l/2)(259 + 2602/j/9). 
In Section 4, error bounds are presented for two-dimensional bicubic splines. 
2. PROOF OF THEOREM I 
The proof of Theorem 1 is subdivided into a series of three lemmas. Since 
s’(x) in general does not interpolate to f’(x) at xi, i = 1, 2, . . ., n - 1, it is 
natural to consider first ]s’(xJ -f ‘(x,)1. ForfE CS[a, b] and a uniform mesh 
rr, Birkhoff and de Boor [3] show this difference to be O(h4). For arbitrary 
meshes we have 
LEMMA 1. Let rr be an arbitrary partitioning of [a, b]. Iff E C4[a, b], then for 
each mesh point Xi, 
ISW -f'WI < u/24)llf'4'll~3, i=O ? . . *,n* (5) 
Proof. The condition that s E C*[a,b] for s a cubic in each subinterval is 
equivalent o the following system of equations [3, p. 1671: 
fix, s;-1 + 2(Ax, + dXIJ Si’ + AXi-1 s;+1 
= 3[dX,(dSi-l/dXi-l) + ~xl-l(~sl/d~l)] (6) 
(i = 1,2,. . .,n - l), where dxj = x,+i - xj, sj = s(xj), sj’ = s’(xj), and 
dSj = Sj+l - Sj. 
One can show directly, using Taylor’s formula (see Chapter 11 of [7] for a 
discussion on remainders) that 
AX, f;-1 + 2(dX* + dXl&1) fi’ + AXi- f;+l 
= 3[dxi(df-Ildx~-~) + dxi-~(~hldxi)l 
+ (1/24)f (4)(5i)[dxi(dx1-1)3 + dxl-l(dxi)31 C7) 
(i= 1,2,..., n - l), where fj =f (xi), fj’ = f ‘(Xj) and Xj-1 < Ej < Xj+r .
Sincef, = sl, i = 0, . . ., n, andf,’ = si’, i = 0, n, we have from (6) and (7) 
ME=Z, (8) 
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where [El, = sl’ -fi’, [Z], = (-l/24) ~(“)(.$)[Ax,(Ax,-,)~ + Axl-i(AxJ3] and 
0 
As,-~ 
2(4x,-2 + Ax,-,) 
Multiply both sides of (8) by the diagonal matrix D, where 
[Dlii = ~/MAX, + Ax,-& 
The matrix DM equals Z+ B, where ilBj\, = l/2 and by [9, p. 611, it follows 
that II(DM)- G 2. The lemma follows from 
IIWI, G Will, G w4wW3. 
If rr is uniform and f~ C5[a,b], the remainder [Z], is obtained from the 
error term in Simpson’s Rule and equals (1/30)f‘(5’(fi)(Axi)5 for some 
x,-, G Et G xl+i. The estimate (5) can then be replaced by 
IWi> -f’W G WWlf’5’ll~4. (5’) 
Note also that, under the weaker assumption f E C3[a,b], the remainder 
[Z], equals (4/27)f(3)(f,)[A~,(A~,-,)2 + Ax~-~(Ax~)~], and so (5) can be re- 
placed by 
b’W -f’W G CW’llf(3~ll~2. (5”) 
The piecewise cubic Hermite polynomial u E W2)(n) associated withfand 
rr is by definition the unique piecewise cubic polynomial of class C ’ [a, b] such 
that (i) u(xJ =f(xj), j = 0, 1, . . ., n and (ii) u’(xj) =f’(xj), j = 0, 1, . . ., n. Let 
2 = x - xi-, and A = Axi-,. For xiv1 G x G xi, 
where 
Zf&f) = (1/A3)(2f3 - 3An2 + A3), H2(z) = (-1/A3)(2z3 - 3An2), 
H3(2) = (1/A2)(z3 - 2Az2 + A2 2) and ZZ4(z) = (l/A2)(n3 - A,t2). 
The following optimal error bounds for cubic Hermite interpolation are 
due to Birkhoff and Priver [4] : 
ONERRORBOUNDSFOR SPLINEINTERPOLATION 213 
LEMMA 2. For f E C4[a, b], 
jju@) -f@)ji < ~~llf(~)/l h4-' r = 0, 1,2, 3, (9) 
where q, = l/384, cc1 = 2/j/216, cc1 = l/12, and cc, = l/2. 
Noting that s E ,!QJ(~)(~) c Ht2)(n), we next investigate the pointwise dif- 
ference between scr) and u(‘). 
LEMMA 3. For f E C4[a, b], 
IIU(‘) - SC’)/1 < yrllf(4)/1 h4-’ r = 0, 1, 2, 3, 
where y. = l/96, y, = l/24, y2 = /I/4, and y3 = p2/2. 
(10) 
Proof. From Lemma 1 we have, for Xi-1 < x < Xi, 
Thus 
44 = 44 - ff,W[El,-, - ff4(Wli. 
I/U(~) - s(*)ll G (1/24)//f(4)/1 h3{/lH$‘)lI + ljZif)jl}. (11) 
One can then verify directly that the quantity in braces is bounded by A/4 for 
r=0;1forr=1;6/Aforr=2;and12/A2forr=3. 
The proof of Theorem 1 follows from (9), (IO), and the triangle inequality. 
3. PROOF OF THEOREM 2 
The piecewise quintic Hermite polynomial ZI E Hc3)(rr) associated withfand 
rr is the unique piecewise quintic polynomial of class C2[a, b] such that (i) 
U(Xj) =f(xj), j = 0, 1, . . .) n; (ii) u’(xj) =f’(xj), j= 0, 1, . . ., n; and (iii) 
d’)(x.) =f(‘)(x.) j = 0 J J 9 7 1, . . ., n. For xi-, G x G x. I? 
u(n) = L,(Z) fi-, + L,(5) fi + L,(f) f;-, + L,(Z) fi’ + L,(f) J-p, + L&f) fj2’, 
(12) 
where 
L,(z) = (l/A5)(A5 - 10A2x3 + 15Af4 - 6f5), 
L,(z) = (l/A5)(10A2~-’ - 154~~ + 6Z5), 
L,(f) = ( 1/A4)(A4 ,-T - 6A2 .z3 + 8An4 - 3?), 
L4(z) = ( 1/A4)(-4A2 it3 + 74~~ - 3~~), 
L,(z) = (1/2A3)(A3 z2 - 3A2f3 + 34~~ - ,f5), 
L&f) = (1/2A3)(A2.?3 - 2Ax4 + a5), 
and, as before, 2 = x - xi-, and A = xi - Xi-l+ 
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LEMMA 4. Let TT be an arbitrary partitioning of [a, b]. If f E C6[a, b], then for 
each mesh point xi, 
jq’2’(xJ -f (2)(xJl G (1/720)1/f @)I1 h4, i = 0, . . ., n. (13) 
Proof. Since q E Hc3)(rr) we can use (12) to express q(x) on [x,-i,x,] in terms 
ofqck)(x,), k = 0, 1, 2;j = i - 1, i. In particular, the condition that q E C3[a, b], 
i.e., qC3’(li-) = qC3’(X,+), i = 1 9 *a*, IZ - 1, is equivalent o the following system 
of equations :
-dx,qj!\ + 3(Ax, + dx,-,)qj2) - Ax,-, 4::: 
= (44Xi/(OXi-,)‘)(Sq,-* - 5q, + ZdX,-* q;-1 + 3dXi-i 41’) 
+ (40x,-l/(ox*>2){541+l - %i - 2dxtq;+l - 3dxlql’l (14) 
(i= I, . . ..n- 1). 
One shows directly, using Taylor’s formula, that 
-4x, f I?, + 3(dx, + AX&,) f (12) -Ax,-, fj:‘, 
= (4ox,/(ox,&,>2>(5~-, - 5fi + 2dXl&, f ;-, + 3dx,-, fi’} 
+ (4&-,/(~x*)2){5fi+, - 5fi - 2&f ;+, - 3dx,f,‘] 
+ (1/360)f ‘6’(EX~x,(~~d4 + ~~,dxJ4~ 
(i= 1,2,..., n - l), where xjel < [j < x~+~. 
The remainder of the proof is omitted since it parallels the proof of Lemma 
1. 
Birkhoff and Priver [4] present the following optimal error bounds for 
quintic Hermite interpolation :
LEMMA 5. Forf E P[a,b], 
IIU(‘) -f @)I] < cLr’JI f c6)j1 h6-*, OGrG5, (15) 
where CQ’ = l/46,080, CQ’ = 2/5/30,000, c12’ = l/1,920, sr,’ = l/120, cz4’ = l/10, 
and CQ’ = l/2. 
The analogue of Lemma 3 for quintic splines is the following: 
LEMMA 6. Forf E P[a,b], 
)I(‘) - q’*‘ll < y,‘jj f @)I] h6-r, OGrG5, (16) 
where yo’ = l/23,040, y,’ = 2/3/12,960, y2’ = l/720, y3’ = p/60, y4’ = ti2/12, 
and ys’ = p3/6. 
Proof. As in the proof of Lemma 3, 
I/U(~) - q@j < (l/no)11 f @)I] h4{lIL:“Il + IIL$‘II}. 
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One can verify that the quantity in braces is bounded by A2132 for r = 0; 
~A/18forr=1;lforr=2;12/Aforr=3;60/A2forr=4;and120/A3for 
r=5. 
The proof of Theorem 2 follows from (15), (16), and the triangle inequality. 
Theorem 1 has the following corollary in light of (3’) : 
COROLLARY 1. As h -+ 0 (independently of any mesh restriction), s@) con- 
verges uniformly to f cr) in [a, b] for r = 0, 1,2; in fact 
llj-‘r’ - sq = O(h4-‘.), r=o, 1,2. 
After writing this paper, I discovered that Professor Carl de Boor had 
established, by other means, the results given in Corollary 1. [See his thesis: 
“The Method of Projections as Applied to the Numerical Solution of Two 
Point Boundary Value Problems Using Cubic Splines,” p. 36. University of 
Michigan (1966).] He established the same order of convergence for the larger 
class of functions f, for which f c3) satisfies a Lipschitz condition. 
Theorem 2 has the following corollary in light of (4’): 
COROLLARY 2. As h -+ 0 (independently of any mesh restriction), q(‘) con- 
verges unlyormly to f cr) in [a, b] for r = 0, 1, 2, 3; in fact, 
11q”’ - F/I = o(h6-‘), r = 0, 1,2, 3. 
4. BICUBIC SPLINES 
Two-dimensional bicubic splines were studied in [3,6]. 
Let7r:X,=x,<x,<... <x,=X,; Y1=yo<yl<...<yn,= Y,beamesh 
refinement of a rectangular egion 8 = [Xi, X,] x [ Y,, Y,]. The bicubic spline 
s(x,y) associated with the function f (x,y) and the mesh Z- is the unique [6] 
piecewise bicubic polynomial such that (i) sij =fij, i = 0, . . ., n ; j = 0, 1, . . ., m ; 
(ii) s#O) =f& O), i = 0, n;j = 0, . . ., m; (iii) sag, I) = f $y* ‘1, i = 0, . . ., n;j = 0, m; 
(iv> sij wLf~;J) i= 0, n; j= 0, m; and (v) s E C2[g]. Here and below, 
gj?“’ = (a(r+s)g/a~rJy”)(xi,yj). 
For the mesh n, let 
h = maXi (xi - X,-J, h = mini (Xi - xi-i), _
h’ = maxI (~1 - Yi-I), h’ = min, (vi - yi-1) 
and let l/g/i = max{]g(x,y)l :(x,y) E W}. The extension of Lemma 1 to the 
two-dimensional case is then 
LEMMA 7. Iff E C”[L%], then for each mesh point (xt, yj), 
I(S"~"'-f"'O')(Xl,yj)l < (1/24)llf’4*o’11 h3, (17) 
216 C. A. HALL 
KS 
(“.‘).-f(o,‘))(~l,yj)I < (1/24)llf’0*4)jj(h’)3, (18) 
and 
I(s”*” -f”*“)(x,,y,)l < (4/27){/1fc3* ‘)ljh* + llf’1~3’ll(h’)2} 
+ ~~/4)llf’“~4’ll((~‘)31~). (19) 
Proof. The bounds in (17) and (18) are immediate consequences of Lemma 1 
and the way in which s(I* O’(Xi,vj) and s (O*‘)(xI,yj) are determined [6, p. 2161. 
It is also clear from (5”) that 
I(~(‘*‘)-f(~,‘))(x~,y~)I < (4/27)llf”*3’l~(~‘)2 
fori=O,nandj=1,2 ,..., m-l. 
(20) 
From [6] and (18), for j = 0, 1, . . ., m, 
Ax, s;y: + 2(&c, + Ax,-,) sp ‘) + AX,&, sgpj 
= 3[dX,{(Sj,O"' -S$,!**f'j)/AX~-*} $- OXi-*{(Sj$*l\ -Sjy' '))/dXi}] 
=3vxKf r,"* ') -ffyj)/dx&,> + Ax,-,{(fgpj -fp '))/Llx,}] 
+ dli (i = 1, 2, . . ., n - l), (21) 
where $lj is the error in the right-hand side induced by the errors (s$ ‘) -f$j”* I)) 
and l$ijl < [1/4d~&-,](dxf-, + d~i*)(h')~} Ilf'0~4'll}. 
With A4 as defined in Section 2, we have from (7), (20), and (21), 
MEj=Zj+$j++j, (22) 
where [Ej]r = (sIJ (‘* ‘) -fij* ‘I), [+j]l = q41j, [Gjll = 0 for i # 1, 12 - 1, 
[Jlj]] = dX*(fby ‘) - Shy ‘)), [+j]n-* = OXn-*(f6$* ') - Sl:' ")y 
and 
[Zj]i = (4/27) SC39 “(fi)[AXl(dXl-I)* + AXi-l(dXi)*]. 
Multiplying both sides of (22) by the matrix D of Section 2, we note that 
IIDZII, G w27)11f~3W*, IlDJljllm G CW7)llf(‘~ 3)11(~‘)2, 
lID4dlm G (V3)llf(0~4’ll(~‘)3/h, and Il(~JwII, G 2. 
The result (19) then follows immediately from 
IlEjllm G II(D~)-‘ll~{ll~Zjll~ + llD$llm + lID~llm>~ 
The piecewise bicubic Hermite polynomial u associated withf and 7r is the 
unique piecewise bicubic of class C’[g] such that u(‘*~) interpolates to f @ss), 
for 0 G r, s G 1, at each mesh point of n. For a fixed i and j, let W? = x - xIFl, 
jj=y-y ,-,, d=d~,_,andd’=dy~_,.Forx,_,~x.~x~andy~_~~y~y~, 
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wherefkl =fI--2+k, j-z+c, .. .,fhi*‘) =f$ii$, j-2+d, the Hk(z) are given in Section 
2,andG&) is obtainedfromH[(;F) by replacing2 bypandA by A’, 8= 1,2,3,4. 
Comparing u(x,v) and s(x,y), we have : 
LEMMA 8. For f E C4[&?] and 0 G i +j < 3, 
IIu(Lj) - s(‘*j)(/ < (1/24){Oij111 f (4,O)lpz3 + eij*iI f ‘O*‘q(h’)3} 
+ Bij3{(4/27)[llf (3*1)/lJ22 + Ilf “‘3’ll(h’)2] 
+ (1/4)lIf("~4'll(Jz')31~} 
where 
eijl ~~~ j=o j=l j=2 j=3 
i=O h/4 3h/4h’ 3h/(h’)2 
12/@)2 
6@W3 
i=l 1 3/h’ 
i=2 64 18/B 
i=3 12/@ 
Oij2 equals Ojii with h, h interchanged with h’ and h’, respectively, and 
eij3 
i=O 
i=l 
i=2 
i=3 
j=O j=l j=2 j=3 
hh’/16 h/4 3h/2_h’ 3h@y2 
A’/4 1 6/h’ 
3h’/2h 
3h’/.ij2 
64 
Proof. In the spirit of the proof of Lemma 3 and using Lemma 7, 
(l/24)11 f (4,0)j1h3 3 5 jH&(z?) G;‘)(jj)I 
k=l 1=1 
+ (1/24)llf'0,4)11(h')3 k$l ti, IWW GJ:,W 
+ [(4/27)(h211f c3, I)lj + (h’)*jj f (‘*3)1/) 
+ (1/4)((h’)3/b)llf (“*4)~~I 
x kgl jl IfCi%WG;%-9I . 
I 
To complete the proof, one computes directly the bounds f3,,,, Bij2, OijJ for 
the three summations in this expression. 
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COROLLARY 3. Iff E C4[9] and h/h is bountded as h + 0, then 
llu - sII = 0(h4) as h --f 0, (24) 
where h = max{h,h’). Further, if (h/h’) and (h’/@ are bounded ash + 0, then, 
for 0 G i + j G 3, 
Ilu(‘~ .f) - SC’9 i)jl = (J(h‘Wl+i)) as h --f 0. (25) 
Error bounds for bicubic Hermite interpolation are given in [IO, Theorem 4 
and Corollary 71 for f E Kz[9]2 C4[9]. Combining these bounds with (24) 
and (25), we have the following theorem establishing the uniform convergecen 
ofs(‘*“tof ( ‘*‘)forO<i+jG3. 
THEOREM 3. Let s be the bicubic spline associated with f E C4[92:] and the 
partitioning rr. If h/h is bounded as h + 0, then 
Ils-f II = 0(h4) as h +O. 
Further, if<h/K) and (h’/&) are bounded as h --+ 0, then, for 0 < i + j < 3, 
lls(i*.f) -f (l,1)11 = O(h4--(i+.l)) as h --f 0. 
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