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Abstract
In this paper, we prove Morse index theorem of Lagrangian system with any self-adjoint boundary
conditions. Based on it, we give some nontrivial estimation on the difference of Morse indices. As an
application, we get a new criterion for the stability problem of brake periodic orbit.
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1 Introduction
In this paper, we consider the Morse index theorem of a Lagrangian system with general boundary condi-
tions. Precisely, let
F (x) =
∫ T
0
L(t, x, x˙)dt, (1.1)
where x ∈ W1,2([0, T ],Rn) and L ∈ C2([0, T ] ⊕ R2n,R) satisfying the Legendre convexity condition:
(D2vvL(t, u, v)w,w) > 0 for t ∈ [0, T ], w ∈ R
n \ {0}, (u, v) ∈ Rn ⊕ Rn.
A solution x of the corresponding Euler-Lagrange equation
d
dt
∂L
∂x˙
(t, x, x˙) −
∂L
∂x
(t, x, x˙) = 0 (1.2)
will be called a stationary point. Linearization of (1.2) along its stationary point is given by the following
Sturm-Liouville system
Ax(t) := −
d
dt
(P(t)x˙(t) + Q(t)x(t)) + Q(t)T x˙(t) + R(t)x(t) = 0, (1.3)
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where P(t) = ∂
2L
∂x˙2
,Q(t) = ∂
2L
∂x∂x˙
and R(t) = ∂
2L
∂x2
. In fact, A can be considered as F ′′(x) which is the Hessian
of F at x.
The boundary condition of (1.2) can be given in the following way. Let 〈·, ·〉 be the standard Hermitian
inner product in C2n and Jn =
0 −In
In 0
, then (C2n, ω) can be seen as a complex symplectic vector space
with the symplectic form ω(x, y) = 〈Jx, y〉 for any x, y ∈ C2n. A complex subspace Λ is Lagrangian if
and only if ω |Λ= 0 and dim CΛ = n. We denote by Lag(C
2n, ω) the set of Lagrangian subspaces. Let
y(t) = P(t)x˙(t) + Q(t)x(t), z(t) = (y(t), x(t))T , then we consider the most general self-adjoint boundary
conditions, namely,
(z(0), z(T )) ∈ Λ0, (1.4)
where Λ0 ∈ Lag(C
2n ⊕C2n,−ω⊕ω). Obviously, A is a self-adjoint operator on L2([0, T ],C2n) with domain
EΛ0 (0, T ) := {x ∈ W
2,2([0, T ],C2n), (z(0), z(T )) ∈ Λ0)}.
For a self-adjoint operator A, we denote its Morse index by m−(A), which is the number of total negative
eigenvalues of A. Throughout of the paper, we always denote m0(A) = dim ker(A) and m+(A) be the total
number of positive eigenvalues of A. For a critical point x of F , we define the Morse index by
m−(x,Λ0) = m
−(A),
and we always omit x when there is no confusion.
Obviously, the Morse index depends on the boundary condition Λ0. Let Λ
n
N
= {0} ⊕Cn, Λn
D
= Cn ⊕ {0},
which is Lagrangian subspace of (C2n, ω) and can be considered as the Neumann and Dirichlet boundary
conditions. For convenience, we set ΛD = Λ
n
D
⊕ Λn
D
and ΛN = Λ
n
N
⊕ Λn
N
. Obviously,
ΛN = {(z(0), z(T )) ∈ C
4n, y(0) = y(T ) = 0}, ΛD = {(z(0), z(T )) ∈ C
4n, x(0) = x(T ) = 0},
which means both start time and end time with Neumann or Dirichlet boundary conditions.
It is well known that the Morse index with Dirichlet boundary condition can be expressed as sum of
conjugate points, please refer [13] and reference therein for the detail. More precisely, by the standard
Legendre transformation, the system (1.3) becomes into
z˙(t) = JB(t)z(t), (1.5)
where
B(t) =
 P
−1(t) −P−1(t)Q(t)
−QT (t)P−1(t) QT (t)P−1(t)Q(t) − R(t)
 . (1.6)
Let γ(t) be the fundamental solution of (1.5), that is γ(0) = I2n and γ˙(t) = JB(t)γ(t). It is well known that
γ(t) ∈ Sp(2n) := {MT JM = J,M ∈ GL(R2n)}.
We have the well known Morse index Theorem
m−(ΛD) =
∑
0<t0<T
dim ker γ(t0)ΛD ∩ ΛD. (1.7)
For general boundary condition Λ0, we can’t get a simple formula as in (1.7).
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In order to give the Morse index Theorem with general boundary conditions, we consider the difference
of m−(Λ0) − m
−(ΛD). The difference is expressed by Duistermaat triple index [9]. Let α, β and δ be three
isotropic subspaces of complex symplectic vector space (V, ω), the triple index i(α, β, δ) is well defined [25]
and satisfied
0 ≤ i(α, β, δ) ≤ dim α − dim (α ∩ β + β ∩ δ). (1.8)
For a matrix M ∈ L(Cm), we always denote by
Gr(M) := {(x,Mx), x ∈ Cm},
which is a linear subspace of Cm ⊕ Cm. Since γ(T ) ∈ Sp(2n), it is obvious that Gr(γ(T )) ∈ Lag(C2n ⊕
C2n,−ω ⊕ ω), and i(Gr(γ(T )),Λ0,ΛD) is well defined.
Theorem 1.1. For a critical point x of the Lagrangian system (1.1), the Morse indices m−(Λ0) and m
−(ΛD)
satisfy
m−(Λ0) − m
−(ΛD) = i(Gr(γ(T )),Λ0,ΛD). (1.9)
Let V(Λ0) be the subspace of ΛN defined by
V(Λ0) = (Λ0 + ΛD) ∩ΛN ,
then (x(0), x(T ))T ∈ V(Λ0). We always denote
ν(Λ0) = dimV(Λ0).
Obviously, ν(ΛD) = 0 and ν(ΛN) = 2n. Direct computations show that for the periodic boundary condition
ΛP, ν(ΛP) = n.
Please note that (??) implies
i(Gr(γ(T )),Λ0,ΛD) ≤ ν(Λ0), (1.10)
we have the following inequality.
Corollary 1.2.
m−(ΛD) ≤ m
−(Λ0) ≤ m
−(ΛD) + ν(Λ0). (1.11)
It is well known that for Dirichlet boundary condition the Morse index has some monotone property [8].
To be precisely, for the linear system (1.3) defined on time interval [a, b]. Let
m−[a,b](Λ0) = m
−(A|EΛ0 (a,b)).
For [c, d] ⊂ [a, b], we have
m−[a,b](ΛD) ≥ m
−
[a,c](ΛD) + m
−
[c,d](ΛD) + m
−
[d,b](ΛD). (1.12)
This property is not true for general boundary conditions, instead, as a corollary of (1.11), we have the
next estimation.
Corollary 1.3.
m−[a,b](Λ0) ≥ m
−
[c,d](Λ0) + m
−
[a,c](ΛD) + m
−
[d,b](ΛD) − ν(Λ0). (1.13)
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Let Λs ∈ Lag(C
n,−ω) and Λe ∈ Lag(C
n, ω), then the separated boundary conditions can be given by
Λ0 = Λs ⊕ Λe. The Λs conjugate point is defined by γ(t)Λs ∩ Λ
n
D
, {0}. We give the general Morse index
Theorem as follows
Theorem 1.4. For a critical point x of the Lagrangian system (1.1) with the separated boundary condition,
the Morse index m−(Λs ⊕ Λe) satisfies
m−(Λs ⊕ Λe) =
∑
0<t0<T
dim (γ(t0)Λs ∩Λ
n
D) + i(γ(T )Λs,Λe,Λ
n
D). (1.14)
Remark 1.5. Theorem 1.4 can be used to study the Morse index of geodesics on Riemannian manifold.
The classical Morse index theorem for a Riemannian manifold (M, g) can be traced back to [19]. The
generalizations of this result are referred to [2], [4], [10], [14], [23] and reference therein. Kalish [14]
proved the Morse index theorem where the end points are in submanifolds. As a corollary of Theorem 1.4,
we generalize Kalish’s results to the degenerate case. Please refer to Example 3.8 for the details.
The Morse index under the general boundary condition can be expressed by the Maslov index. This is
first studied by Duistermaat [9]. In the periodic boundary condition it is proved by [15], [16], [1]. In [13],
Hu and Sun give a clear form for the case of the boundary condition given by (x(0), x(T )) ∈ V ⊂ ΛN. More
related results can be found in [26] and the reference therein.
For a solution z of (1.5), its Maslov index (refer to [3], [7], [13]) is given by
µ−(z) = µ(Λ0,Gr(γ(t)), t ∈ [0, T ]). (1.15)
As a corollary of Theorem 1.1, we can get the relationship between the Maslov index and Morse index for
the boundary condition (1.4).
Corollary 1.6. For a critical point x of the Lagrangian system (1.1) with the boundary condition (1.4), its
Morse index m−(x) and Maslov index µ−(z) satisfy
µ−(z) − m−(x) = n − i(Gr(I2n),Λ0,ΛD). (1.16)
Since 0 ≤ i(Gr(I2n),Λ0,ΛD) ≤ 2n for any Λ0, we have
− n ≤ µ−(z) − m−(x) ≤ n. (1.17)
Example 1.7. Denote the difference between the Maslov index and Morse index by ∆. By Corollary 1.6, we
list several common examples to compute associated ∆.
1. [13,Theorem1.2] Let V be any subspace of ΛN and the boundary condition is given by ΛV =
JV⊥ ⊕ V, where J = −J ⊕ J. Then
i(Gr(I2n),ΛV ,ΛD) = n − dim (V
⊥ ∩Gr(−In)), ∆(ΛV ) = dim (V
⊥ ∩Gr(−In)).
Follows [13], we consider two important cases. The first case is given by V = Gr(M), where M ∈ GL(Cn).
For this case, dim (V⊥ ∩Gr(−In)) = dim (M − In). Then
∆(ΛV ) = dim (M − In).
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The second case is given by V = V1 ⊕ V2, where V1,V2 be two subspaces of C
n. For this case dim (V⊥ ∩
Gr(−In)) = dim (V
⊥
1
∩ V⊥
2
). Then
∆(ΛV ) = dim (V
⊥
1 ∩ V
⊥
2 ).
As special cases, we have
Dirichlet boundarycondition i(Gr(I2n),ΛD,ΛD) = 0, ∆(ΛD) = n.
Neumann boundarycondition i(Gr(I2n),ΛN ,ΛD) = n, ∆(ΛN) = 0.
Periodic boundarycondition i(Gr(I2n),ΛP,ΛD) = 0, ∆(ΛP) = n.
2. Separated boundary condition
For this case, we have
i(Gr(I2n),Λs ⊕ Λe,ΛD) = n − dim (Λs ∩ Λ
n
D) + i(Λs,Λe,Λ
n
D) (1.18)
and
∆(Λs ⊕ Λe) = dim (Λs ∩Λ
n
D) − i(Λs,Λe,Λ
n
D). (1.19)
Particularly, for the special case where y(0) = Asx(0), y(T ) = Aex(T ), we have
i(Gr(I2n),Λs ⊕ Λe,ΛD) = n + m
+(Ae − As), ∆(Λs ⊕ Λe) = −m
+(Ae − As). (1.20)
Note that for this special kind of separated boundary condition, we always have µ−(z) ≤ m−(Λs ⊕ Λe).
Moreover, if we take As = 0, Ae = In, then µ
−(z) − m−(Λs ⊕ Λe) = −n.
Recently, the authors studied the relationship between Maslov index and Morse index for Schro¨dinger
operators on finite interval [0, 1] in [11] under the separated boundary condition. In above example, we give
a different proof by using our general result.
As an application, we consider the stability problem of brake periodic orbits. For a periodic orbit x with
fundamental solution γ(t), x is called spectral stable if σ(γ(T )) ⊂ U, is called linear stable if moreover γ(T )
is semi-simple.
For a brake periodic orbit, P(t),Q(t) and R(t) are all real T -periodic symmetric matrices and satisfy the
following condition:
P(−t) = P(t), Q(−t) = −Q(t), R(−t) = R(t), ∀t ∈ R. (1.21)
As an application of Theorem 1.1, we can give an estimation of the geometrical multiplicity of all non-real
eigenvalues of γ(T ).
Theorem 1.8. Let C⊥ = {λ ∈ C | Im(λ) > 0}, for the brake orbit, we have
dim
⊕
λ∈σ(γ(T ))∩(C⊥∪{±1})
ker(γ(T ) − λI2n) ≤ m
−(ΛN) + m
0(ΛN) − m
−(ΛD). (1.22)
and
dim
⊕
λ∈σ(γ(T ))∩C⊥
ker(γ(T ) − λI2n) ≤ m
−(ΛN) − m
−(ΛD). (1.23)
Please note that, if m−(ΛN) = m
−(ΛD), then σ(γ(T )) ⊂ R. As a corollary of Theorem 1.8, we have the
next estimation.
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Theorem 1.9. For a given brake orbit x of system (1.3), we assume m−(x,ΛP) = k, then for the monodromy
matrix γ(T ) we have
dim
⊕
λ∈σ(γ(T ))∩C⊥
ker(γ(T ) − λI2n) ≤ 2k. (1.24)
In 1987, Offin proved the non-degenerate brake orbit with zero Morse index is hyperbolic [20], some
related results can be found in [6]. Recently, Uren˜a proved [22, Theorem 1.1] that all the eigenvalues of γ(T )
are not only real but also positive. Inequality (1.24) can be considered as a generalization of their results. In
the case m−(x,ΛP) = 0, we can get Uren˜a’s result by combining with other simple discussions, the details
will be given in Section 4.
This paper is organized as follows, in Section 2, we briefly review the index theory for Lagrangian
subspace, and we prove the Morse index theorem in Section 3, at last,we prove the stability theorem of
brake orbits.
2 Index Theory for the Lagrangian subspaces
In this section, we briefly review the theory about Maslov index, Ho¨rmander index, triple index and their
relations.
In Hamiltonian system theory, Maslov index is an important topological characterization. About this
theory, readers are referred to [3], [9], [21] and so on. Denote Λ± = ker(iJ ∓ I2n), then Λ is Lagrangian
if and only if Λ can be expressed as a graph of a unitary operator U : Λ+ → Λ−. So we can define a
homeomorphic (isomorphic) map f : Lag(C2n, ω) → U(n). In fact, f can be defined in the following way.
Denote the conjugate transpose of a complex matrix X by X∗. Recall that the Lagrangian frame of a given
Lagrangian subspace Λ is an injective linear mapZ : Cn → Λ with the formZ =
X
Y
, where X, Y are n × n
complex matrices such that X∗Y = Y∗X and rank(Z) = n. To be convenient, we will denote Lagrangian
subspace only by its Lagrangian frame later.
f (Z) = (X − iY)(X + iY)−1.
Note that
dim (Λ1 ∩Λ2) = dim ker( f (Λ2)
−1 f (Λ1) − In).
Then for any fixed U0 ∈ U(n), we can define the singular cycle ΣU0 of U0 as
ΣU0 = {U ∈ U(n) | det(U
−1
0 U − In) = 0}.
LetUt(t ∈ [a, b]) be any path inU(n). By the proper small perturbation e
isUt(|s| ≤ ε), for any fixed t0 ∈ [a, b],
we have the path eisUt0 is transversal to ΣU0 and for fixed small enough s0, there holds e
−is0Ua and e
−is0Ub
are all not in the singular cycle of U0. So the intersection number [e
−is0Ut : ΣU0] is well defined. Then we
can introduce the following definition:
Definition 2.1. Let Λ(t) be a path in Lag(C2n) and Λ0 ∈ Lag(C
2n), then the Maslov index is defined as
µ(Λ0,Λ(t)) := [e
−is0 f (Λ(t)) : Σ f (Λ0)]. (2.1)
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[21] gives an effective way to compute the Maslov index µ(Λ0,Λ(t)) by using crossing form. For the
C1-Lagrangian path {Λ(t), t ∈ [0, T ]}, then t0 is called a crossing if Λ(t0) ∩ Λ0 , 0. Let v be any vector in
Λ(t0) ∩ Λ0 and Vt0 be a fixed Lagrangian subspace which is transversal to Λ(t0). For small t, the crossing
form is defined by
Γ(Λ(t0),Λ0, t0)(v) =
d
dt
|t=t0 ω(v, u(t))
where u(t) ∈ Vt0 such that v + u(t) ∈ Λ(t) and the form is independent of the choice of Vt0 . For the special
Lagrangian path Λ(t) = γ(t)W , where γ(t) ∈ Sp(2n) andW is a fixed Lagrangian subspace, then the crossing
form is 〈−γ(t)T Jγ˙(t)v, v〉 for v ∈ γ(t)−1(Λ(t) ∩W).
A crossing is called regular if the crossing form is non-degenerate. For every C1 path with fixed end-
points, we can make sure that all the crossings are regular by small perturbation. Then following [17] we
have
µ(Λ0,Λ(t)) = m
+(Γ(Λ(0),Λ0, 0)) +
∑
t∈S
sgn (Γ(Λ(t),Λ0, t)) − m
−(Γ(Λ(T ),Λ0, T )), (2.2)
where S is the set of all crossings and m+,m− are the dimensions of positive and negative subspaces respec-
tively.
There is another important index related to the Maslov index, namely, the Ho¨rmander index (See [21]).
Let V0,V1,Λ0,Λ1 be four Lagrangian subspaces and {Λ(t), t ∈ [0, T ]} is any Lagrangian path such that
Λ0 = Λ(0),Λ1 = Λ(T ), then there is the following definition:
Definition 2.2. Let V0,V1,Λ0,Λ1 and Λ(t) be as above, the Ho¨rmander index is defined to be
s(Λ0,Λ1;V0,V1) := µ(V1,Λ(t)) − µ(V0,Λ(t)). (2.3)
Please note that the symbol s(Λ0,Λ1;V0,V1) here is a little different from the original one in [21] in
order to correspond to [25, Definition 3.9]. One can check that the above definition is independent on the
choice of path Λ(t), so it’s well defined. Recently, in [25], the second author and his collaborators studied
the Ho¨rmander index in the finite dimensional case by using triple index.
Now we will introduce the definition of triple index. Generally, let α, β and δ be three isotropic subspaces
of complex symplectic vector space (V, ω), then define the form Q := Q(α, β; δ) on α ∩ (β + δ) by
Q(x1, x2) = ω(y1, z2), (2.4)
where x j = y j + z j ∈ α ∩ (β + δ) and y j ∈ β, z j ∈ δ for j = 1, 2. From [25], when α, β, δ are Lagrangian
subspaces, we have
kerQ(α, β, δ) = α ∩ β + α ∩ δ. (2.5)
Moreover, we need the following lemma [25, Lemma 3.2]:
Lemma 2.3. For three isotropic subspaces α, β, δ, let Q1 := Q(α, β; δ),Q2 := Q(β, δ;α) and Q3 :=
Q(δ, α; β), then we have
m±(Q1) = m
±(Q2) = m
±(Q3).
Now by equation (2.6) of [9], the triple index is well-defined as following:
7
Definition 2.4. Let α, β and κ be three Lagrangian subspaces of complex symplectic vector space (V, ω),
then the triple index of α, β, κ is defined by
i(α, β, κ) = m−(Q(α, δ; β)) + m−(Q(β, δ; κ)) − m−(Q(α, δ; κ)), (2.6)
where δ is a Lagrangian subspace such that δ ∩ α = δ ∩ β = δ ∩ κ = {0}.
An equivalent definition can be given as follows
i(α, β, κ) = m+(Q(α, β; κ)) + dim (α ∩ κ) − dim (α ∩ β ∩ κ)), (2.7)
where m+ denotes the dimension of maximal positive definite subspace which Q acts on. It follows that
i(α, β, κ) ≥ 0.
The triple index i(α, β, κ) can be calculated and estimated by [25, Lemma 3.13]:
i(α, β, κ) = m+(Q(α, β; κ)) + dim (α ∩ κ) − dim (α ∩ β ∩ κ))
≤ dim α − dim (α ∩ β) − dim (β ∩ κ) + dim (α ∩ β ∩ κ)
= dim α − dim (α ∩ β + β ∩ κ),
(2.8)
In particular, we have [25, Corollary 3.14]
i(α, α, β) = i(β, α, α) = 0, i(α, β, α) = dimα − dim (α ∩ β). (2.9)
For four given Lagrangian subspaces λ1, λ2, κ1, κ2 of complex symplectic vector space (V, ω), the main
theorem 1.1 of [25] gives an efficient way to compute the Ho¨rmander index s(λ1, λ2; κ1, κ2) by
s(λ1, λ2; κ1, κ2) = i(λ1, λ2, κ2) − i(λ1, λ2, κ1) = i(λ1, κ1, κ2) − i(λ2, κ1, κ2). (2.10)
In fact, the Maslov index can be expressed by the triple index.
Lemma 2.5. ForΛ,Λ0,V(t), t ∈ [a, b] are Lagrangian subspaces. If V(t) transversal to Λ for t ∈ [a, b], then
µ(Λ0,V(t); [a, b]) = i(V(b),Λ0,Λ) − i(V(b),Λ0,Λ). (2.11)
Proof. By easy computation
µ(Λ0,V(t); [a, b]) = µ(Λ0,V(t); [a, b]) − µ(Λ,V(t); [a, b])
= s(V(a),V(b);Λ,Λ0)
= i(V(a),Λ,Λ0) − i(V(b),Λ,Λ0). (2.12)

In order to compute i(Gr(γ(T )),Λ0,ΛD), we firstly change the basis of (C
2n ⊕ C2n,−ω ⊕ ω) such that
the symplectic structure with the standard form J2n. In fact, let S =

−In 0 0 0
0 0 In 0
0 In 0 0
0 0 0 In

, then
S TJS = J2n.
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Λ0 can be expressed more explicitly. Note that the boundary condition (1.4) is equivalent to
(−y(0), y(T ), x(0), x(T ))T ∈ Λ0
under the new basis. According to the splitting C2n  ΛN = V ⊕ V
⊥, we can split (−y(0), y(T ))T =
(−y1(0), y1(T ))
T + (−y2(0), y2(T ))
T , where (−y1(0), y1(T ))
T ∈ J2nV
⊥ and (−y2(0), y2(T ))
T ∈ J2nV , then we
have a matrix A from V to J2nV such that (−y2(0), y2(T ))
T = A(x(0), x(T ))T . Since Λ0 is Lagrangian, it’s
easy to check that A is Hermitian. Now we can choose a suitable bases of C2n ⊕ C2n such that
Λ0 =

Ik 0
0 A
0 0
0 I2n−k

(2.13)
under the symplectic form J2n. The left column corresponds to Λ0 ∩ ΛD and the right column corresponds
to {(Au, u)T | u ∈ V(Λ0)}. Let γ(t) =
D1(t) D2(t)
D3(t) D4(t)
 be the fundamental solution of (1.5), then

−I 0
D1 D2
0 I
D3 D4

is
a frame of Gr(γ) under the symplectic form J2n.
Next we will give a simple but useful lemma.
Lemma 2.6. For M ∈ Sp(2n) and Λi ∈ Lag(C
2n, ω) with ω(x, y) = 〈Jx, y〉, then Λi ⊕ Λ j is a Lagrangian
subspace of (C4n,−ω ⊕ ω) for i, j = 1, · · · , 3. We have
i(Gr(M),Λ1 ⊕ Λ2,Λ1 ⊕ Λ3) = i(MΛ1,Λ2,Λ3). (2.14)
i(Gr(M),Λ1 ⊕ Λ2,Λ3 ⊕ Λ2) = i(M
−1Λ2,Λ1,Λ3,−ω), (2.15)
where the triple index in the right of (2.15) is defined on (C2n,−ω).
Proof. We only give details to prove (2.14). In fact, for every z = (u,Mu)T ∈ Gr(M)∩ (Λ1 ⊕Λ2 +Λ1 ⊕Λ3),
there exist u1, v1 ∈ Λ1, u2 ∈ Λ2 and v3 ∈ Λ3 such that z = z1 + z2, where z1 = (u1, u2)
T , z2 = (v1, v3)
T . It
deduces u = u1 + v1 ∈ Λ1,Mu = u2 + v3 ∈ MΛ1 ∩ (Λ2 + Λ3). Then by the definition (2.4), we have
Q(Gr(M),Λ1 ⊕ Λ2;Λ1 ⊕ Λ3)(z, z) = 〈Jz1, z2〉 = 〈−Ju1, v1〉 + 〈Ju2, v3〉 = 〈Ju2, v3〉.
Therefore, by definition (2.7) we have Q(Gr(M),Λ1 ⊕ Λ2;Λ1 ⊕ Λ3)(z, z) = Q(MΛ1,Λ2;Λ3)(u, u) with
u ∈ MΛ1 ∩ (Λ2 + Λ3) and consequently we have
m+(Q(Gr(M),Λ1 ⊕ Λ2;Λ1 ⊕ Λ3)) = m
+(Q(MΛ1Λ2;Λ3)). (2.16)
Moreover, one can easily check that
dim (Gr(M) ∩ (Λ1 ⊕ Λ3)) = dim (MΛ1 ∩ Λ3),
dim (Gr(M) ∩ (Λ1 ⊕ Λ2) ∩ (Λ1 ⊕ Λ3)) = dim (MΛ1 ∩ Λ2 ∩ Λ3).
(2.17)
Thus by definition (2.7) and (2.16), (2.17) we get (2.14). The proof of (2.15) is totally similar and we omit
the details. 
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As a corollary of Lemma 2.6, we have:
Corollary 2.7. For M ∈ Sp(2n) and Λi ∈ Lag(C
2n, ω) for i = 1, · · · , 4. We have
i(Gr(M),Λ1 ⊕ Λ2,Λ3 ⊕ Λ4) = i(MΛ1,Λ2,Λ4) + i(M
−1Λ4,Λ1,Λ3,−ω), (2.18)
and equivalently
i(Gr(M),Λ1 ⊕ Λ2,Λ3 ⊕ Λ4) = i(MΛ3,Λ2,Λ4) + i(M
−1Λ2,Λ1,Λ3,−ω). (2.19)
Proof. From Lemma 2.6 and (2.10), we have
i(Gr(M),Λ1 ⊕ Λ2,Λ3 ⊕ Λ4) − i(Gr(M),Λ1 ⊕ Λ2,Λ1 ⊕ Λ4)
= s(Gr(M),Λ1 ⊕ Λ2;Λ1 ⊕ Λ4,Λ3 ⊕ Λ4)
= i(Gr(M),Λ1 ⊕ Λ4,Λ3 ⊕ Λ4) − i(Λ1 ⊕ Λ2,Λ1 ⊕ Λ4,Λ3 ⊕ Λ4)
= i(M−1Λ4,Λ1,Λ3,−ω).
(2.20)
Since i(Gr(M),Λ1 ⊕ Λ2,Λ1 ⊕ Λ4) = i(MΛ1,Λ2,Λ4), then we have (2.18). Similarly,
i(Gr(M),Λ1 ⊕ Λ2,Λ3 ⊕ Λ4) − i(Gr(M),Λ1 ⊕ Λ2,Λ3 ⊕ Λ2)
= s(Gr(M),Λ1 ⊕ Λ2;Λ3 ⊕ Λ2,Λ3 ⊕ Λ4)
= i(Gr(M),Λ3 ⊕ Λ2,Λ3 ⊕ Λ4) − i(Λ1 ⊕ Λ2,Λ3 ⊕ Λ2,Λ3 ⊕ Λ4)
= i(MΛ3,Λ2,Λ4).
(2.21)
Since i(Gr(M),Λ1⊕Λ2,Λ3⊕Λ2) = i(M
−1Λ2,Λ1,Λ3,−ω), then we have (2.19). This complete the proof. 
Example 2.8. Here we will give the precise computations of Example 1.7.
1. [13,Theorem1.2] Recall that V ⊂ ΛN and ΛV = JV
⊥ ⊕ V. For every x = (−u1, u1, v1, v1)
T ∈
Gr(I2n) ∩ (ΛV + ΛD), there exist y = (u2, u3, v2, v3)
T ∈ ΛV and z = (u4, v4, 0, 0)
T ∈ ΛD such that x = y + z
which derives u2 + u3 = −(u4 + v4), v1 = v2 = v3. By direct computations we have Q(x, x) = ω(y, z) = 0.
So m+(Q(Gr(I2n),ΛV ,ΛD) = 0. Moreover, it’s easy to check that x = (−u, u, v, v)
T ∈ Gr(I4n) ∩ ΛV ∩ ΛD
if and only if (−u, u)T ∈ J2nV
⊥ and v = 0, then dim (Gr(I2n) ∩ ΛV ∩ ΛD) = dim (V
⊥ ∩ Gr(−In)), where
Gr(−In) = {(u,−u), u ∈ C
n} ⊂ ΛN . Now we can conclude that
i(Gr(I2n),ΛV ,ΛD) = n − dim (V
⊥ ∩Gr(−In)), ∆(ΛV ) = dim (V
⊥ ∩Gr(−In))).
Particularly, those two concrete cases considered in [13, Theorem 1.2] are very easy to be calculated
directly.
2. Separated boundary condition
By (2.9) and (2.18), we have
i(Gr(I2n),Λs ⊕ Λe,ΛD) = i(Λ
n
D,Λs,Λ
n
D,−ω) + i(Λs,Λe,Λ
n
D)
= n − dim (Λs ∩ Λ
n
D) + i(Λs,Λe,Λ
n
D),
(2.22)
and consequently ∆(Λs ⊕ Λe) = dim (Λs ∩ Λ
n
D
) − i(Λs,Λe,Λ
n
D
). Particularly, for the case where y(0) =
Asx(0), y(T ) = Aex(T ), or equivalently, Λs = {(y, x)
T | y = Asx},Λe = {(y, x)
T | y = Aex}, it’s easy to check
that Λs ∩ Λ
n
D
= {0}. Then by (2.7) we have
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i(Λs,Λe,Λ
n
D) = m
+(Q(Λs,Λe,Λ
n
D)). (2.23)
In fact, for every z = (Asx, x)
T ∈ Λs = Λe ∩ Λ
n
D
, there exist y, u ∈ Cn such that
Asx
x
 =
Aey
y
 +
u
0
.
Obviously, we have x = y, u = Asx − Aey = (As − Ae)y. Therefore,
Q(z, z) = 〈
0 −In
In 0

Aey
y
 ,
u
0
〉 = −〈y, u〉 = 〈(Ae − As)y, y〉.
Consequently, there holds m+(Q(Λs,Λe,Λ
n
D
)) = m+(Ae−As). Now by (2.22) and (2.23), we have i(Gr(I2n),Λs⊕
Λe,ΛD) = n + m
+(Ae − As) and consequently ∆(Gr(I2n),Λs ⊕ Λe,ΛD) = −m
+(Ae − As).
Next we will give a very simple concrete example to show how our result works for separated boundary
condition.
Example 2.9. Let Λs = {(0, a)
T | a ∈ R} and Λe = {(b, b) | b ∈ R}. Consider the Sturm−Liouville system
− x¨(t) − x(t) = 0, (2.24)
where x ∈ W2,2([0, pi],R) and satisfies that (x˙(0), x(0))T ∈ Λs, (x˙(pi), x(pi))
T ∈ Λe.
The first step is to compute the Morse index. Consider the family of Sturm−Liouville system with pa-
rameter s ∈ [0,+∞) as
− x¨(t) + (s − 1)x(t) = 0 (2.25)
under the same boundary condition, by some direct computations we can conclude that there only exist s1 ∈
(0, 1) and s2 ∈ (1,+∞) such that system (2.25) has solutions satisfying the boundary condition. Therefore
the Morse index m−(x) = 2.
The second step is to compute the Maslov index. Let y(t) = x˙(t) and z(t) = (y(t), x(t))T , then system
(2.24) can be converted into Hamiltonian system (1.5) with B(t) =
1 0
0 1
. The fundamental solution is
γ(t) =
cos t − sin t
sin t cos t
. Then γ(t)Λs ∩ Λe , {0} if and only if − sin t = cos t. Note that there exists only one
t0 ∈ (0, pi) such that − sin t0 = cos t0 and the crossing form B(t0) is positive definite, then by formula (2.2)
the Maslov index µ−(z) = 1. Therefore, there holds µ−(z) − m−(x) = −1 which coincides with the formula
(1.20).
3 Morse index Theorem
In order to prove the main theorem, we firstly introduce a theorem for the difference of Morse index of
Hermitian form with its restriction on a subspace in §3.1. We will prove our main results in §3.2.
3.1 An abstract difference Morse indices Theorem
The following work is to introduce the definition of relative Morse index which will play an essential role in
the proof of our main theorem. Let X be a complex vector space and Q be a Hermitian form on X. For the
general case please refer to [24, Section 3.3]. Let V be a subspace of X such that dim X/V < +∞. Let VQ be
the space {x ∈ X|Q(x, y) = 0,∀y ∈ V}. Denote VQQ = (VQ)Q. Generally, Q induces an Hermitian form Q on
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X/ kerQ. Let P be the natural projection from X to X/ kerQ. We have P(VQ) = (P(V))Q for any subspace
V . For a given subspace V of X such that dim (X/ kerQ)/(PV)) < +∞ and VQQ = V + kerQ. We define the
relative Morse index I(Q|V ,Q) as
I(Q|V ,Q) = dim ((V ∩ V
Q + kerQ)/ kerQ) + m−(Q|VQ). (3.1)
Theorem 3.1. If VQQ = V + ker(Q) and both m−(Q),m−(Q|VQ) exist, then
m−(Q) − m−(Q|V ) = I(Q|V ,Q). (3.2)
Remark 3.2. In [4, Equation 1.2], there is an index theorem give by
ind(H) = ind(H|W) + ind(H|W⊥) + dim (W ∩W
⊥) − dim (W ∩ kerH), (3.3)
where H is a symmetric form on a finite dimensional real vector space V (or a Hermitian form on a complex
vector space) and W ⊂ V. Note that dim ((V∩VQ+kerQ)/ kerQ) = dim (V∩VQ)−dim (V∩kerQ), therefore,
Theorem 3.1 can be viewed as a generalization of index form (3.3) to infinite dimensional situation.
In order to prove Theorem 3.1, we need several lemmas.
Lemma 3.3. Assume that X = U +W and Q(u,w) = 0 with u ∈ U ,w ∈ W. We have m−(Q) = m−(Q|U) +
m−(Q|W ).
Proof. Let U′, W ′ be maximum negative subspaces of U, W respectively. Then for each u ∈ U′, w ∈ W ′
we have Q(u + w, u + w) = Q(u, u) + Q(w,w) < 0 if u + w , 0. Let x ∈ U′ ∩W ′. We have Q(x, x) = 0. It
follows that U′ ∩W ′ = 0. So m−(Q) ≥ dim (U′ +W ′) = dim (U′) + dim (W ′) = m−(Q|U) + m
−(Q|W ).
Let Y ⊃ U′ + W ′ such that Q|Y < 0. Let y ∈ Y ∩ (U
′ + W ′)Q. Since W ⊂ UQ ⊂ U′Q, then U′Q =
U′Q ∩ (U +W) = U′Q ∩ U + W . Similarly, we have W ′Q = W ′Q ∩W + U. It follows that (U′ + W ′)Q =
U′Q∩W ′Q = (U′Q∩U+W)∩(W ′Q∩W+U) = (W ′Q∩W)+(U′Q∩U+W)∩U = (W ′Q∩W)+(U′Q∩U)+(U∩W).
Then y = y1 + y2 + y3 with y1 ∈ U
′Q ∩U, y2 ∈ W
′Q ∩W , y3 ∈ W ∩ U.
Since U′,W ′ are maximum negative subspaces of U,W respectively, we have Q(y1, y1) ≥ 0,Q(y2, y2) ≥
0. Note that Q(y3, y3) = 0. We have Q(y, y) = Q(y1, y1) + Q(y2, y2) + Q(y3, y3) ≥ 0. Note that Q(y, y) ≤ 0
since Q|Y < 0. Then we have y = 0. It follows that Y = U
′ +W ′. Then we have
m−(Q) = dim (U′ +W ′) = m−(Q|U ) + m
−(Q|W ).

Lemma 3.4. If dim X/V < +∞ , then
dimVQ/ kerQ = dim (X/VQQ).
If dimW < +∞, then
dim X/WQ = dim (W + kerQ)/ kerQ.
Proof. Consider the sesquilinear forms Q˜ : X/V × VQ → C such that Q˜(x + V, u) = Q(x, u) with x + V ∈
X/V, u ∈ VQ. It is well-defined and it induces a finite dimensional linear map A : X/V → VQ such that
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Q˜(p, q) = (Ap, q) with p ∈ X/V, q ∈ VQ. Note that ker A = VQQ/V and ker A∗ = kerQ. Then we have
dim X/V − dimVQQ/V = dimVQ − dim kerQ. It follows that
dim X/(V + kerQ) = dim X/VQQ = dimVQ/ kerQ.
Similarly if we consider sesquilinear form on X/WQ ×W , then we get
dim X/WQ = dimW/(W ∩ kerQ) = dim (W + kerQ)/ kerQ.

Lemma 3.5. Assume that VQQ = V, dim X/V < +∞, VQ ⊂ V. Then we have
m−(Q) − m−(Q|V ) = dim (V
Q/ kerQ).
Proof. There is a finite dimensional linear subspaceW ⊂ X such that X = V⊕W . Then we have (WQ∩VQ) =
(W + V)Q = kerQ. Note that kerQ ⊂ VQ ⊂ V . We have W ∩ kerQ = {0}. Then by Lemma 3.4, we have
dim (X/WQ) = dimW and dim X/V = dimVQ/ kerQ. It follows that
dim X/(VQ +WQ) = dim X/WQ − dim (VQ +WQ)/WQ = dimW − dimVQ/(WQ ∩ VQ)
= dimW − dimVQ/ kerQ = dim X/V − dim X/V = 0.
(3.4)
It follows that X = VQ + WQ. Then we have V = (VQ + WQ) ∩ V = VQ + (V ∩ WQ) and X = V + W =
VQ+W+ (V ∩WQ). Note that (V ∩WQ)Q ⊃ (VQ+WQ). By Lemma 3.3, we have m−(Q|V ) = m
−(Q|WQ∩V )+
m−(Q|VQ), and m
−(Q) = m−(Q|WQ∩V ) + m
−(Q|VQ+W). Since V
Q ⊂ V , then Q|VQ = 0, and it follows that
m−(Q|V ) = m
−(Q|WQ∩V ).
Let Q˜ = Q|VQ+W . Then ker Q˜ = kerQ ⊂ V
Q. Since VQ ⊂ V , we have Q|VQ = 0. It follows that
m±(Q˜) ≥ dim (VQ/ kerQ). Let k = dimW . Since dimVQ/ kerQ = dimW , we have 2k ≤ m−(Q˜) +m+(Q˜) ≤
dim (VQ +W)/ kerQ = 2k. It follows that m−(Q˜) = k = dim (VQ/ kerQ). 
Then we can prove Theorem 3.1:
Proof of Theorem 3.1. LetW = V+VQ. Then there is a linear subspace U ⊂ VQ such thatW = V⊕U. Since
dim (X/V) < +∞, we see that dimU < ∞. For each x ∈ V, y ∈ U ⊂ VQ, we have Q(x, y) = 0. It follows that
m−(Q|W ) − m
−(Q|V ) = m
−(U). Note that VQ = VQ ∩ (U + V) = (V ∩ VQ) ⊕ U. Since VQ ∩ V ⊂ VQQ, we
have m−(Q|VQ) = m
−(Q|U). Then we have m
−(Q|V+VQ) − m
−(Q|V ) = m
−(Q|VQ).
Since VQQ = V + kerQ, we have V + VQ = VQQ + VQ. By Lemma 3.4, we have
dim X/(VQQ + VQ) = dim (X/VQQ) − dim (VQQ + VQ)/VQQ = dimVQ/ kerQ − dimVQ/(VQ ∩ VQQ)
= dim (VQ ∩ VQQ)/ kerQ = dim (X/(VQQ + VQ)QQ).
(3.5)
It follows that (V + VQ)QQ = V + VQ. Then by Lemma 3.5, we have
m−(Q) − m−(Q|V+VQ) = dim (V
QQ ∩ VQ)/ kerQ = dim (V ∩ VQ + kerQ)/ kerQ.

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Lemma 3.6. We assume that X is a Hilbert space, H is a closed subspace of X, and Q(x, y) = (Ax, y) with
bounded Fredholm self-adjoint operator A. Then we have
HQQ = H + kerQ (3.6)
Proof. Since A is a Fredholm self-adjoint operator, then dim ker A < ∞, ker A = (Im A)⊥ and ker A = kerQ.
Since (Ax, y) = (x, Ay), we have HQ = (AH)⊥ = A−1(H⊥) = A−1(H⊥ ∩ Im A). It follows that
HQQ = (A(A−1(H⊥ ∩ Im A)))⊥ = (H⊥ ∩ Im A)⊥ = H⊥⊥ + Im A⊥ = H⊥⊥ + ker A.
Since H is closed and dim ker A < +∞, then H⊥⊥ = H and (H + ker A) is closed. Then we have
HQQ = H⊥⊥ + ker A = H + kerQ.

3.2 Morse index Theorem
Let A be the Hermitian matrix defined by Λ0. For a stationary point x of system (1.1), its index form Ix is
given by
Ix(ξ, η) =
∫ T
0
{〈Pξ˙, η˙〉 + 〈Qξ, η˙〉 + 〈QT ξ˙, η〉 + 〈Rξ, η〉}dt − 〈A
ξ(0)
ξ(T )
 ,
η(0)
η(T )
〉 (3.7)
on
HΛ0 ([0, T ]) = {ξ ∈ W
1,2([0, T ],Cn) | (ξ(0), ξ(T )) ∈ V(Λ0)}.
For convenience, we will drop the subscript x of Ix. By [18, Theorem A2], the space W
1,2(0, T ) can be
continuously imbedded into the space
C0 = {u ∈ C0(0, T ) | ‖u‖C0 = sup
0<t<T
|u(t)| < ∞}
and for any ε > 0, there exists a constant Cε such that
‖u‖C0 ≤ ε‖u˙‖L2(0,T ) +Cε‖u‖L2(0,T ). (3.8)
By (3.7) and (3.8) we have
I(ξ, ξ) ≥ c1‖ξ˙‖
2
L2
+ c2‖ξ‖L2‖ξ˙‖L2 + c3‖ξ‖
2
L2
− ε1‖ξ˙‖
2
L2
−Cε1‖ξ‖
2
L2
≥ c1‖ξ˙‖
2
L2
− ε2c2‖ξ˙‖
2
L2
−Cε2c2‖ξ‖
2
L2
+ c3‖ξ‖
2
L2
− ε1‖ξ˙‖
2
L2
−Cε1‖ξ‖
2
L2
= c4(‖ξ˙‖
2
L2
+ ‖ξ‖2
L2
) + c5‖ξ‖
2
L2
,
(3.9)
where ci, i = 1, . . . , 5 and εi,Cεi , i = 1, 2 are constants such that c1, c4 > 0, εi is small enough. Moreover,
the second inequality comes from Young inequality. Similarly, for some suitable constants C4,C5 we have
I(ξ, ξ) ≤ C4(‖ξ˙‖
2
L2
+ ‖ξ‖2
L2
) +C5‖ξ‖
2
L2
. (3.10)
Then we can choose a constant CHΛ0 large enough such that I(ξ, ξ) + CHΛ0 ‖ξ‖
2
L2
is a norm equivalent with
the W1,2-norm on HΛ0([0, T ]) and will be denoted by ‖ · ‖HΛ0 .
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Recall the definition of operator A in (1.3) and integral by parts, then for every ξ ∈ EΛ0 (0, T ) and
η ∈ HΛ0([0, T ]) we have
〈Aξ, η〉L2 =
∫ T
0
〈−
d
dt
(Pξ˙ + Qξ) + QT ξ˙ + Rξ, η〉dt
=
∫ T
0
{〈Pξ˙, η˙〉 + 〈Qξ, η˙〉 + 〈QT ξ˙, η〉 + 〈Rξ, η〉}dt − 〈
−y(0)
y(T )
 ,
η(0)
η(T )
〉
=
∫ T
0
{〈Pξ˙, η˙〉 + 〈Qξ, η˙〉 + 〈QT ξ˙, η〉 + 〈Rξ, η〉}dt − 〈A
ξ(0)
ξ(T )
 ,
η(0)
η(T )
〉
= I(ξ, η),
(3.11)
where y(t) = P(t)ξ˙(t) + Q(t)ξ(t). The third equation holds since ξ satisfies the boundary condition Λ0 in the
form (2.13), therefore we can decompose
−y(0)
y(T )
 =
−y1(0)
y1(T )
 +
−y2(0)
y2(T )
 such that (−y1(0), y1(T ))T ∈ J2nV⊥
and (−y2(0), y2(T ))
T = A(ξ(0), ξ(T ))T ∈ J2nV .
Let m−(I,Λ0) be the dimension of the maximal negative definite subspace of the index form I on
HΛ0([0, T ]). The following theorem is standard, but for reader’s convenience, we give details of the proof.
Theorem 3.7. For a critical point x of the Lagrangian system (1.1) with the boundary condition (1.4),
dim ker(I) = m0(A), m−(I,Λ0) = m
−(A). (3.12)
Proof. For the first equation we only need to prove that ξ ∈ ker I is equivalent to ξ ∈ kerA.
⇐ It’s obvious by (3.11).
⇒ Assuming that ξ ∈ ker(I), then I(ξ, η) = 0 for any η ∈ HΛ0([0, T ]). So for every η ∈ HΛ0([0, T ])
such that η(0) = η(T ) = 0, by (3.7) we have
0 = I(ξ, η) =
∫ T
0
{〈Pξ˙, η˙〉 + 〈Qξ, η˙〉 + 〈QT ξ˙, η〉 + 〈Rξ, η〉}dt − 〈A
ξ(0)
ξ(T )
 ,
η(0)
η(T )
〉
=
∫ T
0
〈Pξ˙ + Qξ, η˙〉dt +
∫ T
0
〈−
∫ t
0
(QT ξ˙ + Rξ)ds, η˙〉dt
=
∫ T
0
〈Pξ˙ + Qξ −
∫ t
0
(QT ξ˙ + Rξ)ds, η˙〉dt.
(3.13)
Then by du Bois − Reymond theorem we have
Pξ˙ + Qξ −
∫ t
0
(QT ξ˙ + Rξ)ds = constant (3.14)
Derivative on both sides of (3.14) leads that ξ is a solution of (1.3). The rest is to prove x satisfies condition
(1.4). Decomposing
−y(0)
y(T )
 into
−y(0)
y(T )
 =
−y1(0)
y1(T )
 +
−y2(0)
y2(T )
, where
−y1(0)
y1(T )
 ∈ J2nV⊥ and
−y2(0)
y2(T )
 ∈
J2nV , then by (3.7) we have
I(x, η) = 〈
−y1(0)
y1(T )
 +
−y2(0)
y2(T )
 − A
ξ(0)
ξ(T )
 ,
η(0)
η(T )
〉.
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Since η ∈ HΛ0([0, T ]) is arbitrary, then we can take η such that
−y2(0)
y2(T )
−A
ξ(0)
ξ(T )
 =
η(0)
η(T )
, then
−y2(0)
y2(T )
−
A
ξ(0)
ξ(T )
 = 0. This means the condition (1.4) holds.
In order to prove the second equation we decompose EΛ0 (0, T ) into E
+ ⊕E0 ⊕E−, where E+, E0 and E−
are the eigenspaces ofA in EΛ0(0, T ) corresponding to the positive, zero, negative eigenvalues respectively.
For every eigenvector η corresponding to a negative eigenvalue λ of A, by (3.11) we have
I(η, η) = 〈Aη, η〉 = 〈λη, η〉 < 0.
Therefore, m−(I,Λ0) ≥ m
−(A).
Let HΛ0([0, T ])
− be the maximal negative subspace of index form I and {e1, . . . , ek} be the orthogonal
bases of E− and {ek+1, ek+2, . . .} be the orthogonal bases of E
0 ⊕ E+. If ξ ∈ HΛ0([0, T ]) satisfies that
0 = 〈ei, ξ〉HΛ0 = I(ei, ξ) +CHΛ0 〈ei, ξ〉L2
= 〈Aei, ξ〉L2 +CHΛ0 〈ei, ξ〉L2 = (λi +CHΛ0 )〈ei, ξ〉L2 , ∀ ei,
(3.15)
where 〈·, ·〉HΛ0 is the inner product induced by ‖ · ‖HΛ0 , then there must hold ξ = 0. Therefore, we have
span{e1, . . . , ek} ⊕ span{ek+1, ek+2, . . .} = HΛ0 ([0, T ])
Then if m−(I,Λ0) > m
−(A), there must exist ξ , 0 ∈ HΛ0([0, T ])
− ∩ (E0 ⊕ E+). But by (3.7) we have
I(ξ, ξ) ≥ 0 which is a contradiction. Therefore there must hold m−(I,Λ0) = m
−(A). We conclude the proof.

Now we will give the direct proof of Theorem 1.1:
Proof of Theorem 1.1. Let H0 = {ξ ∈ W
1,2([0, T ],Cn) | ξ(0) = ξ(T ) = 0} and HI
0
= {ξ ∈ H | I(ξ, η) = 0,∀η ∈
H0}. Obviously, if ξ ∈ W
2,2([0, T ],Cn), then integral by parts of index form (3.7), we have
I(ξ, η) =
∫ T
0
〈−
d
dt
(Pξ˙ + Qξ) + QT ξ˙ + Rξ, η〉dt + 〈
−y(0)
y(T )
 − A
ξ(0)
ξ(T )
 ,
η(0)
η(T )
〉, (3.16)
where y(t) = P(t)ξ˙(t) + Q(t)ξ(t). Actually, HI
0
can be expressed in a specific way by
HI0 = {ξ ∈ H | −
d
dt
(P(t)ξ˙(t) + Q(t)ξ(t)) + Q(t)T ξ˙(t) + R(t)ξ(t) = 0}.
Recall the discussions in (3.9), (3.10), we can choose a constant CHΛ0 large enough such that I(ξ, ξ) +
CHΛ0 ‖ξ‖
2
L2
is a norm equivalent with theW1,2-norm on HΛ0([0, T ]) and will be denoted by ‖·‖HΛ0 . Moreover,
we will denote 〈·, ·〉HΛ0 the inner product induced by ‖ · ‖HΛ0 . Note that the injection from W
1,2(0, T ) to
L2(0, T ) is compact, then for every ξ, η ∈ HΛ0 , we have I(ξ, η) = 〈ξ, η〉HΛ0 − CHΛ0 ‖ξ‖
2
L2
= 〈(I + T )ξ, η〉HΛ0
with compact operator T . Obviously, I + T is a bounded self-adjoint Fredholm operator. Since H0 is a
close subspace of HΛ0([0, T ]), then by Lemma 3.4 we have H
II
0
= H0 + ker I. By Theorem 3.1 we have
m−(Λ0) − m
−(ΛD) = m
−(I|HI
0
) + dim ((H0 ∩ H
I
0 + ker I)/ ker I). (3.17)
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For every ξ ∈ HI
0
, let p =
−y(0)
y(T )
 , q =
ξ(0)
ξ(T )
 and z =
p
q
, then by (3.16) we have
I(ξ, ξ) = 〈p − Aq, q〉 = 〈
 0 −I2n
I2n 0

p − Aq
0
 ,
p
q
〉.
Note that
p
q
 ∈ Gr(γ(T )) ∩ (Λ0 + ΛD). So there exists some p1 ∈ J2nV⊥ such that
p1 + Aq
q
 ∈ Λ0 and the
split
p
q
 =
p1 + Aq
q
 +
p − p1 − Aq
0
 holds. Since 〈
 0 −I2n
I2n 0

−p1
0
 ,
p
q
〉 = 0, then by the definition of
triple index there holds
I(ξ, ξ) = 〈
 0 −I2n
I2n 0

p − Aq − p1
0
 ,
p
q
〉 = −Q(z, z).
and therefore we have
m−(I|HI
0
) = m−(−Q(Gr(γ(T ),Λ0;ΛD)) = m
+(Q(Gr(γ(T ),Λ0;ΛD)). (3.18)
Note that
dim ((H0 ∩ H
I
0 + ker I)/ ker I) = dim (H0 ∩ H
I
0) − dim (H0 ∩ H
I
0 ∩ ker I)
= dim (Gr(γ(T )) ∩ Λ0) − dim (Gr(γ(T )) ∩ Λ0 ∩ ΛD),
(3.19)
then by (2.8), (3.17), (3.18) and (3.19), we have
m−(Λ0) − m
−(ΛD) = i(Gr(γ(T )),Λ0,ΛD). (3.20)
This complete the proof. 
Now we can present the proof of Corollary 1.6.
Proof of Corollary 1.6. Denote the Maslov index for Dirichlet boundary condition by µ−
d
(z), then as well-
known that (for example [13, Remark 3.6] ) µ−
d
(z) − m−(ΛD) = n. By direct computations, we have
m−(x) − µ−(z) = (m−(x) − m−(ΛD)) + (m
−(ΛD) − µ
−
d (z)) + (µ
−
d (z) − µ
−(z))
= i(Gr(γ(T )),Λ0,ΛD) − n + s(Gr(I2n),Gr(γ(T ));Λ0,ΛD)
= i(Gr(γ(T )),Λ0,ΛD) − n + i(Gr(I2n),Λ0,ΛD) − i(Gr(γ(T )),Λ0,ΛD)
= −n + i(Gr(I2n),Λ0,ΛD).
(3.21)
This means µ−(z) − m−(x) = n − i(Gr(I2n),Λ0,ΛD) which completes the proof. 
Proof of Theorem 1.4. By Theorem 1.1, we have
m−(Λs ⊕ Λe) − m
−(Λs ⊕ Λ
n
D) = (m
−(Λs ⊕ Λe) − m
−(ΛD)) − (m
−(Λs ⊕ Λ
n
D) − m
−(ΛD))
= i(Gr(γ(T )),Λs ⊕ Λe,ΛD)) − i(Gr(γ(T )),Λs ⊕ Λ
n
D,ΛD))
= i(γ(T ))Λs,Λe,Λ
n
D),
(3.22)
where the last equality is from (2.15), (2.18).
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Then (3.22) derives that
m−(Λs ⊕ Λe) = m
−(Λs ⊕ Λ
n
D) + i(γ(T ))Λs,Λe,Λ
n
D). (3.23)
The rest work is to compute m−(Λs ⊕ Λ
n
D
) by using Maslov index. In fact, for every t ∈ [0, T ] and z =
γ(t)−1(y, 0)T ∈ γ(t)Λs ∩Λ
n
D
, by some direct computations the crossing form is given by
〈−γ(t)T Jγ˙(t)z, z〉 = 〈B(t)
y
0
 ,
y
0
〉 = 〈P−1(t)y, y〉 > 0,
where B(t) is defined in (1.6). Moreover, one can easily check that Gr(γ(0)) ∩ (Λs ⊕Λ
n
D
) = Gr(I2n) ∩ (Λs ⊕
Λn
D
) = dim (Λs ∩ Λ
n
D
) and Gr(γ(t)) ∩ (Λs ⊕ Λ
n
D
) = dim (γ(t)Λs ∩ Λ
n
D
) for every t ∈ (0, T ). Then by the
formula (2.2) we have
µ(Λs ⊕ Λ
n
D,Gr(γ(t))) =
∑
0<t<T
dim (γ(t)Λs ∩ Λ
n
D) + dim (Λs ∩ Λ
n
D). (3.24)
By Corollary 1.6, we have
m−(Λs ⊕ Λ
n
D) = µ(Λs ⊕ Λ
n
D,Gr(γ(t))) − n + i(Gr(I2n),Λs ⊕ Λ
n
D,ΛD). (3.25)
Recall that i(Gr(I2n),Λs ⊕ Λ
n
D
,ΛD) = n − dim (Λs ∩ Λ
n
D
), together with (3.24) then (3.25) is converted into
m−(Λs ⊕ Λ
n
D) =
∑
0<t<T
dim (γ(t)Λs ∩ Λ
n
D). (3.26)
By (3.23) and (3.25) we have
m−(Λs ⊕ Λe) =
∑
0<t<T
dim (γ(t)Λs ∩ Λ
n
D) + i(γ(T ))Λs,Λe,Λ
n
D). (3.27)
This conclude the proof. 
Example 3.8 (Index Theorem of [14]). Let (M, g) be a complete Riemannian manifold of dimension d and
c : [0, T ] → M be a geodesic. Assume P and Q are two submanifolds of M such that
c(0) ∈ P, c˙(0) ⊥ Pc(0), c(T ) ∈ Q, c˙(T ) ⊥ Qc(T ),
where the dimension of Qc(T ) is r such that 0 ≤ r < d.
Let {e1(0), . . . , ed−1(0)} be an orthonormal basis of normal bundle Nc(0)M at c(0), then by parallel trivial-
ization along c, we get an orthonormal basis {e1(t), . . . , ed−1(t)} of Nc(t)M. Let Rˆ = Rˆ(c˙, X)c˙ be the curvature
tensor of the Levi-Civita connection. For every Jacobi field along c given by X(t) =
∑d−1
i=1 ui(t)ei(t), the
Jacobi equation
−X′′ + RˆX = 0
will be reduced to
− u′′(t) + R(t)u(t) = 0, (3.28)
where u(t) = (u1(t), . . . , ud−1(t))
T and R(t) = [Ri, j(t)]
d−1
i, j=1
with Ri, j(t) = 〈Rˆ(c˙(t), ei(t))c˙(t), e j(t)〉.
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Let Sˆ (t) be the second fundamental form of P at c(t) with respect to c˙(t). Denote S (t) = [S i, j(t)]
d−1
i, j=1
with
S i, j(t) = 〈Sˆ (t)ei(t), e j(t)〉. Then R(t) and S (t) are both symmetric. The index form
Iˆ(X, Y) =
∫ T
0
〈RˆX − X′′, Y〉dt + 〈X′ − Sˆ X, Y〉|T0
is converted into
I(u, v) =
∫ T
0
〈Ru − u′′, v〉dt + 〈u′ − S u, v〉|T0 .
Since Iˆ is defined on H = {V(t) =
∑d−1
i=1 ui(t)ei(t),V(0) ∈ Pc(0),V(T ) ∈ Qc(T )}, namely, the linear space of
continuous piecewise C∞ vector fields along γ which are orthogonal to γ and whose initial and final vectors
are in Pc(0) and Qc(T ) respectively, then I is defined on H = {u ∈ W
1,2([0, T ],Rd−1), u(0) ∈ V0, u(T ) ∈ VT },
where V0,VT ⊂ R
d−1 can be considered as the tangent space of P, Q at c(0), c(T ) separately. Note that the
index form Iˆ is a little different from the original one in [14] since we have assumed that X′ is continuous,
this is not an essential problem.
A Jacobi field X is called P-Jacobi field if it is orthogonal to c such that X(0) ∈ Pc(0) and X
′(0)−S 0X(0) ⊥
Pc(0). If X(t) =
∑d−1
i=1 ui(t)ei(t) is a P-Jacobi field then by direct computations we have u(t) is a solution of
system (3.28) such that u(0) ∈ V0 and u
′(0)−S (0)u(0) ∈ V⊥
0
. A P-focal point is a point c(t0), t0 ∈ (0, T ] such
that there exists a nonzero P-Jacobi field which vanishes at t0.
Let y(t) = u′(t) and z(t) = (y(t), x(t))T , then system (3.28) is converted into Hamiltonian system (1.5)
with B(t) =
In 0
0 −R
 and the boundary condition is given by
z(0) ∈ Λs := {y(0) − S (0)x(0) ∈ Jd−1V
⊥
0 }, z(T ) ∈ Λe := {y(T ) − S (T )x(T ) ∈ Jd−1V
⊥
T }.
Let γ(t) be the fundamental solution. In fact, after parallel trivialization, a P-focal point is equivalent to Λs
conjugate point which is defined above Theorem 1.4, then by Theorem 1.4 we have
m−(Λs ⊕ Λe) =
∑
0<t0<T
dim (γ(t0)Λs ∩Λ
n
D) + i(γ(T )Λs,Λe,Λ
n
D). (3.29)
Note that dim (γ(t0)Λs ∩ Λ
n
D
) is just the multiplicity of P-focal point c(t0) and i(γ(T )Λs,Λe,Λ
n
D
) is just the
difference m−(Λs ⊕Λe)−m
−(Λs ⊕Λ
n
D
) which is equal to i(A) in [14] under the non-degenerate assumption.
We conclude this example.
4 The stability of brake orbits
Recall that a brake orbit x(t) of system (1.3) satisfies that
x˙(0) = x˙(T/2) = 0, x(T/2 + t) = x(T/2 − t), x(T + t) = x(t), ∀t ∈ R. (4.1)
Let N =
−In 0
0 In
, then the corresponding brake orbit z(t) of system (1.5) satisfies that
z(−t) = Nz(t), z(t + T ) = z(t), ∀t ∈ R. (4.2)
It’s easy to check that
(Nγ(T ))2 = I2n, γ(T ) = Nγ(
T
2
)−1Nγ(
T
2
). (4.3)
Before to give another corollary of Theorem 1.1 and the application to brake orbits, we need an important
but simple lemma.
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Lemma 4.1. For a given linear subspace W ⊂ Rn, let Q be a quadratic form defined onW and X ⊂ W
be any subspace such that Q(x, y) = 0 for every x, y ∈ X. Then we have
dimX ≤ m+(Q) + dim kerQ. (4.4)
Particularly, if we have the splitting kerQ = ker1Q ⊕ ker2Q and X ∩ ker1Q = {0}, then for X as above
there holds
dimX ≤ m+(Q) + dim ker2Q. (4.5)
Proof. Associated to Q, there exists a symmetric matrix A such that Q(x, y) = 〈Ax, y〉, then we have the
splitting
W =W+ ⊕W0 ⊕W−,
whereW∗, ∗ = +, 0,− denote the corresponding positive, zero and negative eigenspaces of A. If dimX >
m+(Q) + dim kerQ, then X ∩W− , {0} which is a contradiction to Q(x, y) = 0 for every x, y ∈ X.
For the second statement, if (4.5) is false, then X∩ (ker1Q⊕W
−) , {0}. There must exist a nonzero x =
x1
0
+x− ∈ Xwith x1
0
∈ ker1Q, x
− ∈ W such thatQ(x, x) = Q(x1
0
, x1
0
)+Q(x−, x−) = 0. It derivesQ(x−, x−) = 0
and consequently x− = 0. Hence x = x1
0
∈ ker1Q ∩ X which is to contradiction to X ∩ ker1Q = {0}. We
complete the proof. 
Now we can prove another corollary of Theorem 1.1 as following:
Corollary 4.2. Let γ(T ) be the monodromy matrix of system (1.5) and U be the unit circle of complex plane,
then
dim ker(γ(T ) − λI2n) ≤ m
−(ΛN) + m
0(ΛN) − m
−(ΛD). (4.6)
Proof. Let γ(T ) =
D1 D2
D3 D4
, please recall that the frame of Gr(γ) under the symplectic form J2n is given
by

−I 0
D1 D2
0 I
D3 D4

. For every λ ∈ σ(γ(T )) with corresponding eigenvector uλ = (x, y)
T , namely, γ(T )uλ = λuλ,
let
zλ = (−x,D1x + D2y, y,D3x + D4y)
T ∈ Gr(γ(T )) ∩ (ΛN + ΛD).
By the definition of Q(Gr(γ(T )),ΛN ;ΛD) and direct computations we have
Q(zλ, zλ) = 〈x, y〉 − 〈D1x + D2y,D3x + D4y〉. (4.7)
For every λ ∈ σ(γ(T ))∩U and every (x, y)T ∈ ker(γ(T )−λI2n) which derives D1x+D2y = λx,D3x+D4y = λy,
then by (4.7) we have Q(zλ, zλ) = 0. By Lemma 4.1 we get
dim ker(γ(T ) − λI2n) ≤ m
+(Q) + dim kerQ.
But note that
kerQ = (Gr(γ(T )) ∩ ΛD) ⊕ (Gr(γ(T )) ∩ΛN),
then
dim ker(γ(T ) − λI2n) ≤ i(Gr(γ(T )),ΛN ,ΛD) + dimGr(γ(T )) ∩ ΛN . (4.8)
From the fact that m0(ΛN) = dimGr(γ(T ))∩ΛN and combine with Theorem 1.1 and (4.8), we complete the
proof. 
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Now we will go on the application to a brake orbit. We still denote γ(T ) =
D1 D2
D3 D4
 and γ(T/2) =
E1 E2
E3 E4
. Since γ(T/2) ∈ Sp(2n), then
ET1 E3 = E
T
3 E1, E
T
2 E4 = E
T
4 E2, E
T
4 E1 − E
T
2 E3 = In.
From γ(T ) = Nγ−1(T/2)Nγ(T/2) ∈ Sp(2n), direct computations show that
D1 = E
T
4 E1 + E
T
2 E3, D2 = E
T
4 E2 + E
T
2 E4, D3 = E
T
3 E1 + E
T
1 E3, D4 = E
T
3 E2 + E
T
1 E4, (4.9)
and we have
D4 = D
T
1 , D2 = D
T
2 , D3 = D
T
3 , D
T
1D3 = D3D1, D2D
T
1 = D1D2, D
2
1 − D2D3 = In. (4.10)
We start from a simple lemma.
Lemma 4.3. For λ1, λ2 ∈ σ(γ(T )) with corresponding eigenvectors u1 = (x1, y1)
T , u2 = (x2, y2)
T , then
there must hold at least one of the three statements: (1) λ1 = λ¯2, (2) λ1λ¯2 = 1 (3) 〈x1, y2〉 = 0.
Proof. For every λ ∈ σ(γ(T )) with corresponding eigenvector uλ = (x, y)
T , namely, γ(T )uλ = λuλ, by (4.3)
we have γ(T )Nuλ = Nγ(T )
−1uλ = λ
−1Nuλ, thenNuλ = (−x, y)
T is an eigenvector related to λ−1 ∈ σ(γ(T )).
By the expression of γ(T ) and some direct calculations, there hold
D1x =
λ + λ−1
2
x, D2y =
λ − λ−1
2
y, D3x =
λ − λ−1
2
y, D4y =
λ + λ−1
2
y. (4.11)
For λ1, λ2 ∈ σ(γ(T )) with corresponding eigenvectors u1 = (x1, y1)
T , u2 = (x2, y2)
T , then by (4.10) and
(4.11) we have
〈
λ1 + λ
−1
1
2
x1, y2〉 = 〈D1x1, y2〉 = 〈x1,D
∗
1y2〉 = 〈x1,D4y2〉 = 〈x1,
λ2 + λ
−1
2
2
y2〉
which derives
(
λ1 + λ
−1
1
2
−
λ¯2 + λ¯
−1
2
2
)〈x1, y2〉 = 0. (4.12)
In fact,
λ1+λ
−1
1
2
−
λ¯2+λ¯
−1
2
2
= 0 is equivalent to λ1 = λ¯2 or λ1λ¯2 = 1. By (4.12) we complete the proof. 
Corollary 4.4. For i = 1, 2, λi ∈ σ(γ(T )) with eigenvector ui, let zi = (−xi,D1xi + D2yi, yi,D3xi + D4yi)
T ,
then as long as λ1 , λ¯2 or λ1 = λ2 = ±1, we have z1 and z2 are Q-orthogonal.
Proof. Consider the form Q(Gr(γ(T )),ΛN ;ΛD) defined on Gr(γ(T )) ∩ (ΛN + ΛD) and let λi, ui, i = 1, 2 be
as above, then by (4.7) and direct computations we have
Q(z1, z2) = (1 − λ1λ¯2)〈x1, y2〉. (4.13)
Obviously, if 1 = λ1λ¯2, then z1 and z2 are Q-orthogonal. If 1 , λ1λ¯2 and λ1 , λ¯2, by Lemma 4.3, we still
have z1 and z2 are Q-orthogonal. 
Now we give the proof of Theorem 1.8.
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Proof of Theorem 1.8. For every λ ∈ σ(γ(T )) with corresponding eigenvector uλ = (x, y)
T , we denote
z = (−x,D1x+D2y, y,D3x+D4y)
T . In fact, it’s apparent that λ1 , λ¯2 for any λ1, λ2 ∈ σ(γ(T ))∩C
⊥ ∪ {±1},
then by Corollary 4.4, we have z1, z2 are Q-orthogonal. We get (1.22) from Lemma 4.1
To prove (1.23), recall that kerQ(Gr(γ(T )),ΛN ;ΛD) = ker1Q ⊕ ker2Q where ker1Q = Gr(γ(T )) ∩ ΛN
and ker2Q = Gr(γ(T ))∩ΛD. For every λ ∈ σ(γ(T ))∩C
⊥, if z = (−x,D1x+D2y, y,D3x+D4y)
T ∈ ΛN , then
x = 0. Together with (4.11) which derives D3x =
λ−λ−1
2
y = 0, then y=0 since λ−λ
−1
2
, 0. So z < ΛN . Note
that for λi, λ j ∈ σ(γ(T ))∩C
⊥, there must hold
λi+λ
−1
i
2
,
λ j+λ
−1
j
2
if λi , λ j. By (4.11) we know D1xi =
λi+λ
−1
i
2
xi
which deduces that all xi are linear independent for different λi. If there is a linear combination
∑
i aizi ∈ ΛN,
then we have
∑
i aixi = 0 and consequently every ai = 0. Then every z =
∑
i aizi is not in ΛN which means
kerQ∩Gr(γ(T ))∩ΛN = {0}. Let X be the space of all z = (−x,D1x+D2y, y,D3x +D4y)
T such that (x, y)T
is an eigenvector of some λ ∈ σ(γ(T )) ∩C⊥. Then Q|X = 0 and X ∩ ker1Q = {0}. By (4.5) there hold
dim
⊕
λ∈σ(γ(T ))∩C⊥
ker(γ(T ) − λI2n) ≤ m
+(Q) + dim (Gr(γ(T )) ∩ ΛD). (4.14)
Recall the formula (2.8) and Theorem 1.1, the righthand side of (4.14) is exactly m−(ΛN) − m
−(ΛD). We
complete the proof. 
Now we can present the proof of Theorem 1.9.
Proof of Theorem 1.9. Let m−([a, b];Λ0) be the Morse index on time interval [a, b] for the boundary condi-
tion Λ0. Denote V±(N) the eigenspace corresponding to the eigenvalue ±1 of N . By simple computations
we have V+(N) = Λ
n
N
and V−(N) = Λ
n
D
. Then by [12, Theorem 2] we have
k = m−(x,ΛP) = m
−([0, T/2];ΛN ) + m
−([0, T/2];ΛD)
m−([0, T ];ΛN) = m
−([0, T/2];ΛN ) + m
−([0, T/2];ΛnN ⊕ Λ
n
D)
m−([0, T ];ΛD) = m
−([0, T/2];ΛD) + m
−([0, T/2];ΛnD ⊕ Λ
n
N)
(4.15)
which obviously derives
m−(ΛN) − m
−(ΛD) ≤ 2k. (4.16)
By (1.23) we complete the proof.

As a corollary, we give a new proof for Uren˜a’s [22, Theorem 1.1] interesting result.
Theorem 4.5. For a minimizer brake orbit all eigenvalues of monodromy matrix γ(T ) are real and positive.
Proof. Recently, in [22, Theorem 1.1] the author proves an great result that for a minimizer brake orbit all
eigenvalues of monodromy matrix γ(T ) are real and positive. In fact, this result can be easily proved by
Theorem 1.1 and Theorem 1.9. Precisely, since the brake orbit is a minimizer, then the Morse index k = 0
in Theorem 1.9 which means all eigenvalues of γ(T ) are real. Moreover, m−(ΛN) = m
−(ΛD) = 0. The rest
work is only to prove all λ ∈ σ(γ(T )) are positive. By theorem 1.1 and (2.8), we have
Q(Gr(γ(T )),ΛN ;ΛD) ≤ 0, Gr(γ(T )) ∩ ΛD = {0}. (4.17)
In fact, Gr(γ(T )) ∩ ΛD = {0} can derive D3 is invertible. By (4.7) and Q(Gr(γ(T )),ΛN ;ΛD) ≤ 0 we
have D3D1 ≥ 0. By (4.3) and (4.9), we have D3 = 2E
T
3
E1. By (4.15), we have m
−([0, T/2];ΛN ) =
22
m−([0, T/2];ΛD) = 0. By Theorem 1.1 again, we have E
T
3
E1 ≥ 0. Consequently, D3 ≥ 0. Recall that D3 is
invertible, then D3 > 0. Since D
−1/2
3
(D3D1)D
−1/2
3
is similar to D1, then D1 ≥ 0. By (4.11), there hold for
every λ ∈ σ(γ(T )) is equivalent to λ+λ
−1
2
∈ σ(D1), then there must hold all λ ∈ σ(γ(T )) are positive. 
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