Economic load dispatch (ELD) problem is one of the most important problems to be solved in the operation and planning of a power system. The main objective of the ELD problem is to determine the optimal schedule of output powers of all generating units so as to meet the required load demand at minimum operating cost while satisfying system equality and inequality constraints. This paper presents a new approach using Particle Swarm Optimization (PSO) for solving the ELD problem with considering the generator constraints, ramp rate limits and transmission line losses. The proposed approach has been evaluated on 26-bus, 6-unit system. The obtained results of the proposed method are compared with those obtained from the conventional lambda iteration method. The results show that the proposed approach is feasible and efficient.
Introduction
With the development of modern power systems, economic load dispatch (ELD) problem has received an increasing attention. The primary objective of ELD problem is to minimize the total generation cost of units while satisfying all units In this problem, the generation costs are represented as curves and the overall calculation minimizes the operating cost by finding the point where the total output power of the generators equals the total power that must be delivered. In the traditional ELD problem, the cost function for each generator has been represented approximately by a single quadratic function and is solved using mathematical programming based optimization techniques such as lambda iteration method, gradient method, Newton method, linear and dynamic programming methods [2, 3] . All these methods assume that the cost curve is continuous and monotonically increasing. In these methods, computational time increases with the increase of the dimensionality of the ELD problem. The most common optimization techniques based upon artificial intelligence concepts such as evolutionary programming [ 4] , simulated annealing , artificial neural networks [5] , genetic algorithm [6, 7] , tabu search [8] and particle swarm optimization (PSO) [9] [10] [11] [12] have been given attention by many researchers due to their ability to find an almost global optimal solution for ELD problems with operating constraints. Major problem associated with these techniques is that appropriate control parameters are required. Some times these techniques take large computational time due to improper selection of the control parameters. The PSO is a population based optimization technique first proposed by Kennedy and Eberhart in 1995. In PSO, each particle is a candidate solution to the problem.
Each particle in PSO makes its decision based on its own experience together with other particles experiences. Particles approach to the optimum solution through its present velocity, previous experience and the best experience of its neighbors [13] . Compared to other evolutionary computation techniques, PSO can solve the problems quickly with high quality solution and stable convergence characteristic, whereas it is easily implemented. The primary objective of the ELD problem is to minimize the total fuel cost of thermal power plants subjected to the operating constraints of a power system. In general, the ELD problem can be formulated mathematically as a constrained optimization problem with an objective function of the form:
Formulation of an ELD with Generator Constraints
where T F is the total fuel cost of the system, n is the total number of generating units and ( ) i i F P is the operating fuel cost of generating unit i.
Generally, the fuel cost function of the generating unit is expressed as a quadratic function as given in (2) 2 ( )
where i P is the real output power of unit i; , The minimization of the ELD problem is subjected to the following constraints:
For power balance, an equality constraint should be satisfied. The total generated power should be equal to the total load demand plus the total losses. The active power balance is given by
Where, D P is the total load demand (MW), L P represents the total line losses (MW). The total transmission line loss is assumed as a quadratic function of output powers of the generator units [14] that can be approximated in the form: The generator constraints due to ramp rate limits of generating units are given as: a) as generation increases:
b) as generation decreases:
Therefore the generator power limit constraints can be modified as:
where ( ) i t P is the output power of generating unit i (MW) in the time interval (t), ( 
Overview of the Lambda Iteration Method
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The formulation of Lagrange function for the ELD problem is given by:
The condition for optimal operation can be obtained by differentiating F with respect to i P as follows:
The coordination equation can be given as:
The expression for output power is:
The step by step algorithm for the Lambda Iteration method is explained as follow:
Step 1: Assume a suitable value of (0)
 which has more than the largest value of i f (intercept of the incremental cost of various generators)
Step 2: Calculate the generations based on equal incremental production cost.
Step 3: Calculate generations at all buses 1 2 3 ( , , ,........, )
i P P P P from equation (12) .
Step 4: Check the equality and inequality constraints.
Step 5: Check if the difference in power at all generator buses between two successive iterations is less than a pre specified value ( )  , if not go back to step 3.
Step 6: Calculate transmission line losses from equation (4).
Step 7: Calculate Step 8: Stop
Particle Swarm Optimization (PSO)
Particle swarm optimization (PSO) is a population based stochastic optimization technique, inspired by social behavior of bird flocking or fish schooling. It is one of the most modern heuristic algorithms, which can be used to solve non linear and non continuous optimization problems. PSO shares many similarities with evolutionary computation techniques such as genetic algorithm (GA). The system is initialized with a population of random solutions and searches for optima by updating generations. However, unlike GA, PSO has no evolution operators such as mutation and crossover. The PSO algorithm searches in parallel using a group of random particles. Each particle in a swarm corresponds to a candidate solution to the problem. Particles in a swarm approach to the optimum solution through its present velocity, its previous experience and the experience of its neighbors. In every generation, each particle in a swarm is updated by two best values. The first one is the best solution (best fitness) it has achieved so far. This value is called . Pbest Another best value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This best value is a global best and called . gbest Each particle moves its position in the search space and updates its velocity according to its own flying experience and neighbor's flying experience. After finding the two best values, the particle update its velocity according to equation (13) .
Where k i V is the velocity of particle i at iteration k, weight implies a local search, while a high value leads to global search. As originally developed, the inertia weight factor often decreases often is decreased linearly from about 0.9 to 0.4 during a run. It was proposed in [15] . In general, the inertia weight  is set according to equation (14) max min max max
Iter Iter
Where min  and max  are the minimum and maximum value of inertia weight factor, max Iter corresponds to the maximum iteration number and Iter is the current iteration number.
The current position (searching point in the solution space) can be modified by
The velocity of particle i at iteration k must lie in the range:
The parameter max V determines the resolution or fitness, with which regions are to be searched between the present position and the target position. If max V is too high, the PSO facilitates a global search and particles may fly past good solutions.
Conversely, if max V is too small, the PSO facilitates a local search and particles may not explore sufficiently beyond locally good solutions. In many experiences with PSO, max V was often set at 10-20% of the dynamic range on each dimension. 
Implementation of PSO for Solving ELD Problem
A step by step procedure of the proposed PSO method for solving ELD problem is as follows:
Step 1: Select the parameters of PSO such as population size (N), acceleration constants ( 1 C and 2 C ), minimum and maximum value of inertia weight factor ( min  and max  ).
Step 2: Initialize a population of particles with random positions and velocities.
These initial particles must be feasible candidate solutions that satisfy the practical operation constraints.
Step 3: Evaluate the fitness value of each particle in the population using the objective function given in equation (2).
Step 4: Compare each particle's fitness with the particles . Pbest If the current value is better than , Pbest then set Pbest equal to the current value.
Step 5: Compare the fitness with the population overall previous best. If the current value is better than , gbest then set gbest equal to the current value.
Step 6: Update the velocity of each particle according to equation (13) .
Step 7: The position of each particle is modified using equation (15).
Step 8: Go to step 9 if the stopping criteria is satisfied, usually a sufficiently good fitness or a maximum number of iterations. Otherwise go to step 3.
Step 9: The particle that generate the latest gbest is the optimal generation power of each unit with the minimum total cost of generation.
Case Study and Simulation Results
To verify the effectiveness of the proposed particle swarm optimization (PSO) algorithm, a six unit thermal power generating plant was tested. The proposed algorithm has been implemented in MATLAB language. The proposed algorithm is applied to 26 buses, 6 generating units with generator constraints, ramp rate limits and transmission losses [16] . The results obtained from the proposed PSO method will be compared with the outcomes obtained from the conventional Table 2 . Bloss coefficients of six units system is given in Equation (17) . Output powers, power loss and total fuel cost obtained by the lambda iteration method for 24 hours are given in Table 3 . Output powers, power loss and total fuel cost obtained by the proposed PSO method for all power demands are given in Table 4 . Figures   (2-7) show the relation between fuel cost of each unit and 24 hours by the two used methods.
Some parameters must be assigned for the use of PSO algorithm to solve ELD problems as follows:
• Population size = 20
• Maximum number of iterations = 120
• Acceleration constants 1 C = 2.0 and 2 C = 2.0
• Inertia weight parameters max  = 0.9 and min  = 0.4 7  989  13  1190  19  1159  2  942  8  1023  14  1251  20  1092  3  9354  9  1126  15  1263  21  1023  4  930  10  1150  16  1250  22  984  5  935  11  1201  17  1221  23  975  6  963  12  1235  18  1202 24 960 
Conclusions
In this paper, particle swarm optimization (PSO) algorithm is used to solve the ELD problem. The proposed PSO algorithm has been successfully implemented for solving the ELD problem of a power system consists of 6 units with different constraints such as real power balance, generator power limits and ramp rate limits. The ELD problem includes the transmission line losses. From the tabulated results, it is clear that the PSO algorithm gives high quality solutions with fast convergence characteristic compared to the lambda iteration method. The PSO algorithm performs better than lambda iteration method in terms of the power loss. The lambda iteration method is also applicable, but it can converge to the minimum generation cost after so many iterations. So, the computational time of the lambda iteration method is much greater than the proposed PSO algorithm.
