This paper proposes and investigates a Boolean gossiping model as a simplified but non-trivial probabilistic Boolean network. With positive node interactions, in view of standard theories from Markov chains, we prove that the node states asymptotically converge to an agreement at a binary random variable, whose distribution is characterized for large-scale networks by mean-field approximation. Using 
Introduction 1.Background
A variety of random network dynamics with nodes taking logical values arises from biological, social, engineering, and artificial intelligence systems [1] [2] [3] [4] . In the 1960s, Kauffman introduced random Boolean iteration rules over a network [1] to describe proto-organisms as randomly aggregated nets of chemical reactions where the underlying genes serve as a binary (on-off) device. Inspired by neuron systems, the so-called Hopfield networks [2] provided a way of realizing collective computation intelligence, where nodes having binary values behave as artificial neurons by a weighted majority voting via random or deterministic updating. Rumors spreading over a social network [3] and virus scattering over a computer network [4] can be modeled as epidemic processes with binary nodes states indicating whether a peer has received a rumor, or whether a computer has been infected by a type of virus.
Boolean dynamical networks, consisting of a finite set of nodes and a set of deterministic or stochastic Boolean interaction rules among the nodes, are natural and primary tools for the modeling of the above node dynamics with logical values. The study of Boolean networks received considerable attention for aspects ranging from steady-state behaviors and input-output relations to limit cycle attractors and model reduction, e.g., [6, 7, 10-12, 18, 21] . It has been well understood that deterministic Boolean rules are essentially linear in the state space [6, 18] , while probabilistic Boolean networks are merely standard Markov chains [7, [19] [20] [21] . There however exist fundamental challenges in establishing explicit and precise theoretical results due to computation complexity barriers as well as the lack of analytical tools.
In this paper, we propose and study a randomized Boolean gossiping process, where Boolean nodes pairwise meet over an underlying graph in a random manner at each time step, and then the two interacting nodes update their states by random logical rules in a prescribed set of Boolean operations.
The Model
We consider n nodes indexed in the set V = {1, . . . , n}. Time is slotted at t = 0, 1, . . . . Each node i holds a binary value from the set {0, 1} at each time t, denoted x i (t). Note that, there are a total of 16 Boolean functions with two arguments mapping from {0, 1} 2 to {0, 1}. We index these functions in the set H := {⊙ 0 , . . . , ⊙ 15 }, where each ⊙ k specifies a binary Boolean function in the way that a ⊙ k b is the value of the function with arguments (a, b).
The underlying interaction structure of the network is modeled by an undirected graph G = (V, E), where E is the edge set with each entry being an unordered pair of two distinct nodes in V. Throughout our paper we assume that the graph G = (V, E) is connected.
We use the following gossip model [13] to describe the node interaction process. Each node meets other nodes at independent time instants defined by a rate-one Poisson process. This is to say, the inter-meeting times at each node follows a rate-one exponential distribution. Without loss of generality, we can assume that at most one node is active at any given instant. Node interactions are characterized by an n × n stochastic matrix M = [m ij ], where m ij ≥ 0 and n j=1 m ij = 1 for all i, j = 1, . . . , n. The matrix M complies with the structure of the graph (V, E) in the sense that m ij > 0 if and only if {i, j} ∈ E. Then independently at each time t ≥ 0, a node i ∈ V is first drawn with probability 1/n, and then node i picks the pair {i, j} with probability m ij . Denote N i = {j : {i, j} ∈ E} as the neighbourhood of node i.
Let C = ∅ be a subset of H specifying potential node interaction rules along the edges. Let q := |C| be the cardinality of the set C. We index the elements in C by ⊙ C 1 , . . . , ⊙ Cq .
Suppose the node pair {i, j} is selected at time t. Introducing q constants p k > 0 satisfying q k=1 p k = 1, the evolution of the x m (t) is determined by
x i (t + 1) = x i (t) ⊙ C k x j (t), with probability p k ;
x j (t + 1) = x i (t) ⊙ C k x j (t), with probability p k ;
where the updates of nodes i and j are independent with each other.
Related Work
The proposed randomized Boolean gossiping model apparently cover the classical gossiping process [13] [14] [15] [16] as a special case. Compared to standard gossiping process [3] in which rumors are passed by from informed nodes to uninformed ones during pairs of interactions, the random Boolean gossiping process (1) is a generalization in the sense that it takes into consideration node Boolean decisions where nodes, informed or un-informed, decide whether a rumor holds true or not by random Boolean rules. On the other hand, the random Boolean gossiping process (1) is also a special case of the probabilistic Boolean network model [10, 11] , where random Boolean interactions are posed pairwise. This means that, conceptually the model (1) under consideration can certainly be placed into the studies of general probabilistic Boolean networks, e.g., [12, 19, 20] . The graphical nature of the model (1) however makes it possible to go beyond these existing work [12, 19, 20] for more direct and explicit results. Finally, majority Boolean dynamics [24] and asynchronous broadcast gossiping [25] are related to the model (1) in the way that they describe
Boolean interactions between one node and all its neighbors at a given time instant, in contrast to the gossiping interaction rule which happens between one node and one of its selected neighbors.
Contributions
The proposed random Boolean gossiping model is fully determined by the underlying graph G and the Boolean interaction set C. Classical (deterministic or probabilistic) Boolean networks also have graphical characterization [10] where a link appears if the state of the end nodes depend on each other in the Boolean updating rules. To the best of our knowledge, few results have been obtained regarding how the structure of the interaction graph influences detailed network state evolution in the study of Boolean networks.
First of all, we study a special network where the Boolean interaction rules in the set C do not involve the negation, which is termed positive Boolean networks. Using standard theories from Markov chains, we
show that the network nodes asymptotically converge to a consensus represented by a binary random variable, whose distribution is studied for large-scale networks in light of mean-field approximation methods.
Moreover, by combinatorial analysis the number of communication classes of positive Boolean networks is fully characterized with respect to the structure of the underlying interaction graph G, where surprisingly local cyclic structures can drastically change the number of communication classes of the entire network.
Next, we move to general Boolean interaction rules and study the relation between emergence of absorbing network Boolean dynamics and the network structure. Particularly, necessary and sufficient conditions are provided for the proposed Boolean gossiping process to be absorbing, where whether the underlying graph G contains an odd cycle plays a crucial role.
Paper Organization
The remainder of this paper is organized follows. Section 2 investigates positive Boolean dynamics in terms of steady-state distribution and communication classes. Section 3 further studies general Boolean dynamics with a focus on how the interaction graph determines absorbing Markov chains along the random Boolean dynamics. Finally Section 4 concludes the paper with a few remarks.
Positive Boolean Gossiping
In this section, we consider a special case where the Boolean interaction rules in the set C do not involve the negation ¬. Note that conventionally "∧" represents Boolean "AND" operation, while "∨" represents Boolean "OR" operation. We term such types of Boolean interaction as positive Boolean dynamics, indicated in the following assumption.
Assumption 1.
There holds C = {∨, ∧}.
We denote ⊙ C 1 = ∨ and ⊙ C 2 = ∧, and denote p * = p 1 as the probability for operation "∨" in the dynamics (1).
State Convergence
Let X t = (x 1 (t), . . . , x n (t)), t = 0, 1, . . . be the random process driven by (1) . It is known that this random process X t defines a 2 n -state Markov chain M(G, C) = (S n , P ), where
is the state space, and P is the state transition matrix. An element (s 1 , . . . , s n ) ∈ S n is denoted in short as [s 1 . . . s n ]. We denote
with its rows and columns indexed by the elements in S n , i.e.,
Recall that a state in a Markov chain is called absorbing if it is impossible to leave this state [23] . 
(iii) There exists a Bernoulli random variable x * with mean value (
Continuous-Time Approximation
Although it has been clear from Proposition 1 that the limit of the node states is fully characterized
, computing the exact value or even obtaining an approximation for the matrix (I 2 n −2 − Q) −1 R is difficult for large networks due to the exponentially increasing dimension of the matrix. In this subsection, using mean-field method [4, 22] , we construct a continuous-time differential equation to approximate the behavior of X(t) for large scale networks. To this end, we assume that the x i (0) are i.i.d Bernoulli random variables.
Complete Graph
Define
as the proportion of nodes that take value 1 at time t. Assume the underlying network forms a complete graph and each node chooses the node that it interacts with from its neighbours with uniform probability at each step. Denote D(t) as the expected value of D(t), i.e., D(t) = E{D(t)}.
The density D(t) evolves by the following rules:
• Let the two nodes in the selected pair {i, j} hold different values. When n is large, and the graph is complete, this happens with an approximate probability 2D(t)(1 − D(t)). The value D(t) will increase by 1/n if the two selected nodes both use "∨" operations to update their values, an event with probability p * 2 . The value D(t) will decrease by 1/n if the two selected nodes both apply "∧"
operations, an event with probability (1 − p * ) 2 .
• For all other cases, D(t) is unchanged.
As a result, we conclude that
For a network of n nodes, V{D(t)} = E{D 2 (t)} − E 2 {D(t)} can be considered very small for large n. We further have
Define s = t/n andD(s) = D(ns) = D(t). Then, (3) can be written as
We can therefore approximate (4) for large n by the following differential equation
whose solution reads analytically as
HereD(0) = D(0) = D 0 is the mean of the i.i.d Bernoulli random variables x i (0). Consequently, we establish the following approximate equation for D(t):
From (7), the following holds.
Conclusion. Assume G is a complete graph. For large n, D(t) approaches zero when p * < 1/2, and D(t)
approaches one when p * > 1/2, as time tends to infinity.
To verify this conclusion, we show some numerical results. the average density of nodes with value one for every t. We compare the numerical simulation with the approximate solution given by (7) . Figure 1 shows that (7) approximates the real process (1) 
Regular Graph
A regular graph is a graph where nodes have equal degrees. Suppose node i is selected to initialize a gossiping interaction at time t. Because i is uniformly selected from V, the probability that the selected node i is at state 1 is D(t). If G is a regular graph with a high degree, the distribution of the random
will tend to have a similar distribution with
which is approximately a Bernoulli random variable with mean D(t). Therefore, D(t) evolves following similar rule as complete graphs, and the differential equation (7) will continue to be a good approximation for high-degree regular graphs. (7) and the dashed line is drawn according to numerical simulation. We see that (7) continues to be a good approximation of (1).
On the other hand, when the degree of a regular graph is small, the degree will significantly affect the validity of (7), as confirmed in the following example.
Example 3. Consider regular graphs of degree 2, 6, 12, 36 with n = 1000 nodes, respectively. Fix D 0 = 0.5, p = 0.4, and consider T = 25000 time steps. Also, we calculate the average density of nodes with value 1 for all t. Figure 3 shows that the deviation between (7) and the real process (1) increases as the node degree decreases. 
Communication Classes
We continue to investigate the communication classes of M(G, C 
General Boolean Dynamics
In this section, we discuss the evolution of (1) under general Boolean interaction set C ∈ 2 H , where 2 H denotes the set containing all subsets of H.
To this end, we need to identify precisely the elements in C. A full list of the 16 Boolean functions mapping {0, 1} 2 to {0, 1} is provided in Appendix B, indexed from ⊙ 0 to ⊙ 15 .
Main Results
following result proves that, when interaction rule set C does not belong to B, absorbing property of the induced Markov chain becomes a property determined fully by the connectivity of G. Next, we establish a necessary and sufficient condition regarding M(G 1 , C) being an absorbing chain when interaction rule set C does not belong to B.
) is an absorbing Markov chain if and only if one of the following conditions holds
For interaction rules C ∈ B, the following theorem further gives a tight condition regarding M(G 1 , C)
being an absorbing Markov chain.
Theorem 4 Suppose C ∈ B. Then M(G, C) is an absorbing Markov chain if and only if G does not contain an odd cycle.
Note that, Theorem 2 can actually be inferred from Theorem 3. Theorem 3 and Theorem 4 together present a comprehensive understanding of the absorbing property of the network Boolean evolution.
Key Lemma
To simplify the discussion, we introduce some new notations. For any
For any a ∈ {0, 1}, denote a = 1 − a. We categorize the states into the following five classes:
{i, j} is an edge of G and 0 = s i = s j = s k }, and
We may simply write C i instead of C i (G) whenever this simplification causes no confusion.
In this subsection, we establish a key technical lemma regarding whether a state in the C i can be an absorbing state in terms of the selection of C.
Lemma 1 (i) The state in C 1 is an absorbing state if and only if
( Proof. (i) We denote the only state in C 1 as S [1] . Note that S [1] is the state that any two nodes associated with a common edge hold the same value 0. According to the algorithm (1), S [1] is an absorbing state, if and only if for any ⊙ i ∈ C there holds 0 ⊙ i 0 = 0. Thus, S [1] is an absorbing state, if and only if
(ii) The proof is similar to that in (i), whose details are omitted. In other words, S is an absorbing state, if and only if C ⊆ {⊙ 2 , ⊙ 3 }.
(v) The proof is similar to that of (iv), which is, again omitted.
Proof of Theorem 3
This subsection focuses on the proof of Theorem 3.
(Necessity.) Assume M(G, C) is an absorbing Markov chain.
If any state in C 4 is absorbing, according to Lemma 1(iv), we have C ⊆ {⊙ 2 , ⊙ 3 }. If any state in C 5 is absorbing, according to Lemma 1(v), we have C ⊆ {⊙ 3 , ⊙ 11 }. If no state in C 4 and C 5 is absorbing, then no state in C 3 is absorbing, by Lemma 1(iii)(iv)(v) and the condition C / ∈ B. Thus, if no state in C 4 and C 5 is absorbing, there must be states in C 1 or C 2 absorbing. We discuss the two cases, respectively.
• If the state S [1] in C 1 is absorbing and there exists at least one state that can transit to S [1] in finite steps with positive probability, it must be that there exists ⊙ i ∈ C such that 1 ⊙ i 0 = 0 according to
• If the state S [2] in C 2 is absorbing and there exists at least one state that can transit to S [2] in finite steps with positive probability, it must be that there exists ⊙ i ∈ C such that 0 ⊙ i 1 = 1 according to
We have now concluded the necessity statement.
(Sufficiency.) We divide the proof into a few cases: is an absorbing Markov chain.
• Let C ⊆ {⊙ 3 , ⊙ 11 }. The proof follows from the same argument as the proof under C ⊆ {⊙ 2 , ⊙ 3 }.
•
absorbing by Lemma 1(i). Note that there is a positive probability that ⊙ i ∈ {⊙ 0 , ⊙ 1 , ⊙ 4 , ⊙ 5 } is chosen. Because 1 ⊙ i 0 = 0, any states other than S [2] ∈ C 2 can transit to state S [1] in finite steps with positive probability. We discuss the absorbing status of S [2] .
1. If S [2] is absorbing, nothing needs to prove that M(G, C) is absorbing. [2] is not absorbing, it can transit to other state with positive probability, which in turn transits to S [1] . Thus, M(G, C) is absorbing.
If S
• Assume C ⊆ {⊙ 1 , ⊙ 3 , ⊙ 5 , ⊙ 7 , ⊙ 9 , ⊙ 11 , ⊙ 13 , ⊙ 15 } and C ∩ {⊙ 5 , ⊙ 7 , ⊙ 13 , ⊙ 15 } = ∅. The proof is similar as the case above.
The proof of Theorem 3 is now completed.
Proof of Theorem 4
In this subsection, we prove Theorem 4.
If G contains an odd cycle, C 3 is empty. By Lemma 1, no state in C 1 ∪ C 2 ∪ C 4 ∪ C 5 is absorbing. As For n = 1, it is obvious. Assume M(G, C) is absorbing for n = l. There must be a spanning tree, denoted G T 1 , of G. We further find a subtree G T 2 of G T 1 with G T 2 containing l nodes of G T 1 . Without loss of generality, let G T 2 contain nodes 1, . . . , l of G. By our induction assumption, M(G T 2 , C) is absorbing. Now any state in S l+1 can be represented as [Su] , where S ∈ S l and u ∈ {0, 1}. As M(G T 2 , C) is absorbing, there is a positive probability that in finite steps S transits to a state S * in C 3 (G T 2 ). Because
There will be two cases.
• If [S * u] ∈ C 3 (G T 1 ), for G contains no odd cycle, [S * u] ∈ C 3 (G). The proof is done.
• If [S * u] / ∈ C 3 (G T 1 ), there must be some node j associated with node l + 1 over graph G T 1 . Because C ∈ B, there is a positive probability that ⊙ 10 or ⊙ 11 is chosen. Note that 0 ⊙ 10 0 = 1, and 0 ⊙ 11 0 = 1. Thus, by (1), [S * u] transits to [S * u] with positive probability in M(G T 1 , C). Moreover,
The proof of Theorem 4 is completed.
Conclusions
We proposed and investigated a Boolean gossiping model, which may be useful in describing social opinion evolution as well as serves as a simplified probabilistic Boolean network. With positive node interactions, using standard theories from Markov chains, it was shown that the node states asymptotically converge to a consensus represented by a binary random variable, whose distribution is studied for large-scale complete networks in light of mean-field approximation methods. By combinatorial analysis the number of communication classes of the positive Boolean network was counted against the topology of the underlying interaction graph. With general Boolean interaction rules, the emergence of absorbing network Boolean dynamics was explicitly characterized by the network structure. It turned out that local structures in terms of existence of cycles can drastically change fundamental properties of the Boolean network. In future, it will be interesting to look into the possibility of extending the graphical analysis established in the current work to morel general Boolean networks such as majority voting.
Appendix A. Proof of Theorem 1
For each n, we use Mod n (i) to denote the unique integer j satisfying 1 ≤ j ≤ n and i ≡ j mod (n). Recall that for any a ∈ {0, 1}, we denote a = 1 − a.
We prove the statements of Theorem 1 in a few steps starting with a few fundamental graphs.
A.1 Line graph
In this subsection we prove Theorem 1.(i) stating that χ (G,C) = 2n when G is a line graph. Without loss of generality we assume the edges of G are {i, i + 1} for i = 1, . . . , n − 1. The proof is outlined as follows. 
. . . 
Proof. By the definition of accessibility, there is a nonnegative integer t such that
First we assume t = 1. According to the structure of (1) Induction Hypothesis: The statement of the lemma holds true for all l ≤ k and all n ≥ l.
We proceed to prove the statement for l = k + 1 and n ≥ l. Denote i 1 = max{h : 
A.2 Cycle graph
In this subsection, we prove the case with G being a cycle graph. Without loss of generality, let G be the cycle graph with edges i, Mod n (i + 1) , i = 1, . . . , n.
We introduce some useful notations that will be used subsequently. For any k, we use σ k to denote the permutation on set {1, . . . , k} with σ k (i) = Mod k (i + 1) for i = 1, . . . , k. We further define P σ k as a mapping over S k by
Intuitively, if we place these k nodes uniformly on a cycle and denote the value of each node on them, then the result of P σ k on a state is obtained by rotating all the values counterclockwise.
We also define a mapping
, is defined as follows:
• If d > 1 and
Let |C(S)| be the number of digits in C(S) for S ∈ S n . According to the definition, the values of any two consecutive elements of C-reduced states are different. Moreover, if there are at least two entries of C-reduced states, the first entry is different from the last one. The following lemma can be established using a similar analysis as we used in Lemma 2.
Lemma 4 Suppose G is a cycle graph, (i) |C(S)| is either 1 or an even integer;
(ii) If d is one or an even integer, then there is S ∈ S n with |C(S)| = d.
(iii) If S is accessible from T , then |C(S)| ≤ |C(T )|.
Lemma 5 Consider S, T ∈ S n . If 1 < |C(S)| = |C(T )| < n, then S and T communicate with each other.
Proof. Denote S = [s 1 . . . s n ] and T = [t 1 . . . t n ]. We prove this lemma in a few steps.
Step 1. We first prove that S communicates with P l σn (S) for any integer l if |C(S)| < n. Note that if
The claim holds straightforwardly. Now we assume |C(S)| > 1. Since |C(S)| < n, the set I := {i :
Moreover, because |C(S)| > 1, we can find j ∈ I such that s Modn(j+1) = s Modn(j+2) . By the structure of which is equal to P σn (S). It is then convenient to conclude that S communicates with P l σn (S) for any integer l.
Step 2. In this step, we prove that if S = [s 1 . . . Because d > 1, the sets {i : s i = s 0 } and {i : t i = t 0 } are not empty. Denote j 1 = max{i : s i = s 0 }, and j 2 = max{i : t i = t 0 }. Without loss of generality we assume j 1 > j 2 . By (1), T communicates with h [j 2 ,j 2 +1] (T ). Further we know that T communicates with
Moreover, we can conclude that j 1 = max{i|t * i = t * 0 }, and T * and T have the same C-reduced state. So T * and S have the same C-reduced state. By the definition of C-reduced state and the fact that
we know that the L-reduced state of S is equal to the L-reduced state of T * . Define a new line graphG, whose nodes are the nodes of G with edges being {i, i + 1} for i = 1, . . . n − 1. According to Lemma 3, S also communicates with T * in M(G, C). Therefore, S communicates with T * in M(G, C), becauseG is a subgraph of G. Thus, S and T communicate with each other.
Step 3. This step will complete the proof. 
A.3 Star graph
In this subsection, we prove that χ (G,C) = 5 if G is a star graph with n(≥ 4) nodes. Note that a connected graph is called a star graph if there is a node such that all the edges of the graph contain this node. This particular node is called the center node of the graph.
The following proposition characterizes the communication classes for M(G, C) over a star graph G.
Proposition 2 Let G be a star graph with n(≥ 4) nodes. Then χ (G,C) = 5. Moreover, letting node 1 be the center node, the five classes are
Proof. Denote S [1] n , . . . , S [4] n as the singleton state in F 1 n , . . . , F 4 n , respectively. Moreover, any other state cannot be accessible from S [1] n or S [2] n , while S [3] n or S [4] n cannot be accessible from any other state. Thus, they do form communication classes, respectively. We only need to prove all the elements in F 5 n communicate with each other. We prove this by induction. Assume that for n = k ≥ 4, all the elements in F 5 n communicate with each other. Now we prove the case for n = k + 1. Let G be a star graph with k + 1 nodes with node 1 being its center node. Let G * be the subgraph of G with nodes 1, . . . , k and all edges containing them in G. In fact, G * is a star graph with k nodes. By our induction assumption, all elements in F 5 k communicate with each other in M(G, C). Because G * is a subgraph of G, all elements in A := {[S0] ∈ S k+1 : S ∈ F 5 k } communicate with each other, and all elements in B := {[S1] ∈ S k+1 : S ∈ F 5 k } communicate with each other. Note that
k 0] ∈ A. Therefore, all elements in A ∪ B communicate with each other. It is straightforward to verify that [S [2] k 0] communicates with [S [3] k 0]. Also, [U [c] k 0] ∈ A is accessible from [S [3] k 0] and [S [2] k 0] is accessible from [U [b] k 0] ∈ A. Thus, all elements in A ∪ {[S [2] k 0], [S [3] k 0]} communicate with each other. Moreover, [S [1] k 1] communicates with [S [4] 
Therefore, all elements in B ∪ {[S [1] k 1], [S [4] k 1]} communicate with each other. Summarizing all these relations we know all elements in
communicate with each other. This completes the proof of this proposition.
A.4 Tree
The following result presents a characterization of the number of communication classes for tree graph that is not a line.
Proposition 3 Let G be a tree, having at least one node with degree greater than 2, i.e., G is not a line graph. Then χ (G,C) = 5. The five communication classes can be described as follows:
. . s n−1 s n ]|s 1 = 1, s i = s j for any edge {i, j} of G , and
Proof. It is straightforward to verify that any of J 1 n , J 2 n , J 3 n , J 4 n contains a unique element, and forms a communication class. We now prove J 5 n is a communication class using an induction argument. For n = 4, G is a star graph which is proved in Proposition 2. Now assume that this proposition holds for n = l ≥ 4.
For any tree G with l + 1 nodes that is not a line graph, there is a subgraph G * with l nodes which is still a tree. Without loss of generality, we denote the node not in G * as node v * = l + 1 ∈ V. We use v 0 to denote the node with the highest degree in G (If there are more than one such nodes, we just choose one of them arbitrarily). There is a path (v 0 , v 1 , . . . , v h , v * ) connecting node v 0 and node v * in G, where h ≥ 0 is an integer.
By the induction assumption, the communication classes of
Because G * is a subgraph of G, all elements in A communicate with each other, and all elements in B communicate with each other. Note that if G * is a star graph with the v h being the center node, G will be a star graph. This falls to the case discussed in Proposition 2. We assume G * is not a star graph for the remainder of the proof.
Therefore, all elements in A ∪ B communicate with each other. We further denote S 
A.5 Completion of Proof of Theorem 1
The statements (i) and (ii) in Theorem 1 have been proved for the cases of line and cycle graphs. We are now in a place to prove (iii) and (iv) based on our results for tree graphs. According to Proposition 3, for tree graphs without being a line graph, there are five communication classes C 1 n , C 2 n , C 3 n , C 4 n and C 5 n . Since any connected graph contains a spanning tree, the communication classes of M(G, C) for any connected graph G that is not a line or cycle, can only be unions of the C j n , j = 1, . . . , 5. Proof of Theorem 1(iii): Suppose G is neither a line graph nor a cycle graph and it contains no odd cycle.
There is a spanning tree of G, denoted G T . For M(G T , C), C 1 n , C 2 n , C 3 n , C 4 n and C 5 n are communication classes. C 1 n and C 2 n are absorbing states in G. Because there is no odd cycle, C 3 n and C 4 n are the states that any pair of nodes associated with a common edge G share different values. That is to say, C 3 n and C 4
n cannot be accessible from any other states in M(G, C). Thus, C 1 n , C 2 n , C 3 n , C 4 n and C 5 n are still communication classes in M(G, C), i.e. χ (G,C) = 5.
Proof of Theorem 1(iv): Now suppose G contains an odd cycle. Again, there is a spanning tree G T of G. C 1 n , C 2 n , C 3 n , C 4 n and C 5 n are communication classes in M(G T , C). Also, C 1 n and C 2 n are absorbing states in M(G, C). For states in C 3 n and C 4 n , there is an edge e * belonging to the odd cycle such that the pair nodes of this edge take different values. Now, by choosing another spanning tree G * T containing the edge e * , we can prove that elements in C 3 n , C 4 n and C 5 n communicate with each other in M(G, C). In turn, χ (G,C) = 3.
