Introduction
Welcome to the NAACL-HLT workshop: Will We Ever Really Replace the N-gram Model? On the Future of Language Modeling for HLT! Language models are a critical component in many speech and natural language processing technologies, such as speech recognition and understanding, voice search, conversational interaction and machine translation. Over the last few decades, several advanced language modeling ideas have been proposed. Some of these approaches have focused on incorporating linguistic information such as syntax and semantics whereas others have focused on fundamental modeling and parameter estimation techniques. Although tremendous progress has been made in language modeling, n-grams are still very much the state-of-the-art due to the simplicity of the model and good performance they can achieve.
The aim of this workshop is to bring together researchers from natural language processing, linguistics and spoken language processing and to provide a venue to explore and discuss new approaches to language modeling for different applications. We have received an excellent set of papers focused on neural network language models, discriminative language models and language models using explicit syntactic information. Some of the papers investigated these models with different architectures, while others used large scale and unsupervised set-ups.
Our workshop will feature two keynote talks. We begin with a keynote from Shankar Kumar (Google Inc.) and will conclude with the second keynote from Brian Roark (Oregon Health and Science University). We will close with an open discussion led by several prominent researchers that will summarize the emerging areas of research in language modeling, the issues and challenges for various tasks that we have learnt/highlighted over the course of this workshop, common resources and evaluation challenges that can be posed to the research community.
With the advent of smart phone technologies and increased use of natural language interactions for many day-to-day tasks, it is the correct time to bring together experts in the fields of linguistics, speech and natural language processing and machine learning from industry and academia to share their ideas and set the stage for the future of language modeling.
We are especially grateful to the program committee for their hard work and the presenters for their excellent papers.
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