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 SYNOPSIS 
 
A new multiple-model filter for target tracking has been developed and performed well in 
this thesis. The procedure of the new multiple model (MM) filter has no compromises 
between non-manoeuvre and manoeuvre, and between manoeuvres except in the 
ambiguous cases. The operation of the new MM filter is simple like the variable-dimension 
(VD) filter but does not require manoeuvre reconstruction. The new MM filter also 
considers all kinds of motions like interacting multiple model (IMM) filter but with a small 
number of models and significantly reduced computational load.  
 
The scheme of the new multiple-model tracking filter consists of manoeuvre detection, 
construction of manoeuvre filters, construction of safeguard filter, and filter selection. The 
performance of the proposed tracking filter mainly relies on manoeuvre detection, 
construction of manoeuvre model filter, and construction of safeguard model filter. In order 
to improve the tracking, several manoeuvre detection methods have been developed.  One 
of the manoeuvre detection methods is to test a statistic of normalised squared smoothed 
accelerations to give quicker manoeuvre detection. This thesis suggests that the manoeuvre 
be detected by testing the changes of the statistic of normalised squared innovations to give 
effective manoeuvre detection, based on Chen and Norton's (1986) detection by testing 
rapid parameter changes. The thesis also modifies Weston and Norton's (1997) change 
detection with the fixed-lag smoothing instead of the fixed-interval smoothing used by 
Weston and Norton's method, and obtains more accurate and quicker manoeuvre detection.  
 
 i
 According to the features of target motion, the target manoeuvres are modelled as straight-
line acceleration motion, cross-track acceleration motion, and curvilinear acceleration 
motion. Thus the manoeuvre model filters can be constructed by these three kinds of 
motions with a limited number of manoeuvre model filters and reduced computational load.  
To avoid the risk of the loss of track, a safeguard filter is used in the case of uncertain 
manoeuvre.  The safeguard filter is constructed by combining Singer's (1970) filter and 
input estimation, to provide at least comparable performance to IMM filter.   
 
Further improvement for multiple-model tracking is provided by using the fixed-lag 
smoothing technique. In comparison with the multiple-model filter alone, the fixed-lag 
smoothing multiple-model filter provides much better performance (even with fixed lag 
d=1), and can be implemented in a real time at the costs of a small delay and slight increase 
in computational load. 
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CHAPTER 1  
INTRODUCTION 
 
 
Tracking has many military and civilian applications, ranging from undersea 
surveillance and space-age weapon systems to bubble-chamber experiments and image 
processing. 
 
Some of the earliest examples involved radar and sonar systems, where manual tracing 
of "blips" on video displays by human operators evolved into computer-controlled 
tracking algorithms. Radar and sonar applications continue to abound. Military uses 
include land, air, sea, and space surveillance involving a large variety of sensors, 
targeting and control of individual weapons and weapon systems, and overall battle 
management. Civilian uses include air traffic control, collision avoidance, and 
navigation. 
 
For tracking a manoeuvring target, although it has been more than 30 years since Singer 
published his paper on tracking a manoeuvring target (Singer, 1970), there still remains 
a great deal of debate surrounding this problem and more papers are published every 
year. Various tracking techniques have been developed over the past three decades. 
They are, however, scattered in the literature. So far, there is no comprehensive survey 
and systemic analysis for tracking.  As a result, few people have a good knowledge of 
these techniques. This thesis is intended to fill some of the gaps by giving the survey 
and detailed analysis of tracking techniques to provide evidence for both practitioners 
and researchers in the tracking community.   
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No matter how many the tracking techniques, the manoeuvring target tracking 
techniques can mainly be divided into two categories: 
1.  Single model filter tracking. 
2.   Multiple-model filter tracking. 
In the first category, the techniques use a single target motion model and different 
strategies are used to detect mismatch between the actual and filter motion models. 
Then model tuning techniques are used to make the filter motion model adaptive to the 
actual target motion model. The early work of Singer (1970) uses a single model filter 
modelling the target acceleration as a random process with known exponential 
autocorrelation through the whole process of tracking in the presence of the manoeuvre 
and in the absence of the manoeuvre. The results of this approach are that the filter is 
capable of tracking manoeuvring targets if the random process is properly constructed, 
but the quality of the estimate is degraded, compared with the Kalman filter based on a 
rectilinear motion model, when tracking a target moving at a constant velocity. 
McAulay and Denlinger (1973) performed a hypothesis test to decide when to switch 
between two trackers like Singer’s but with different parameters. Similar early methods 
are developed by Hampton and Cooke (1973), and Thorp (1973). In the works of input 
estimation by Chan et al. (1979; 1982; 1993) and of variable-dimension filter by Bar-
Shalom and Birmiwal (1982), and Park et al (1995), they use the manoeuvre detection 
strategies to make the filter adapt to the actual target motion. The problems in all single 
model filter only consider that the construction of manoeuvre model is suitable, but the 
assumed manoeuvre model may not adapt to the actual target motion,  causing loss of 
the track. 
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The second category uses multiple-model techniques and it is assumed that the target 
can switch between any of the defined models. In a multiple-model bank, each model is 
driven by the same measurement sequence. The probability of each model being correct 
is evaluated using Bayes's formula. The combined state estimates are generated using 
the probabilities and state estimates associated with each model. Multiple model 
algorithms give a smooth transition, when the actual target model switches from one 
motion model to another, compared with the previously described technique where a 
single model adapts to a target model. In practice multiple model algorithms use a 
suboptimal Bayesian approach because the exact approach has an exponential growth 
with time in the number of hypotheses. The multiple-model filter of Magill (1965) runs 
several trackers in parallel, each with a different acceleration model. Each model is 
associated with a probability of currently being valid, computed from its innovation 
history. These probabilities weight the individual tracker estimates to produce the 
posterior mean state estimate. Gholson and Moose (1977) model the target manoeuvres 
as a semi-Markov process whereby N possible acceleration inputs are selected 
according to some a priori probabilities. Ricker and Williams (1978) describe a similar 
technique that requires N filters throughout. They compute a weighted average of the N 
possible inputs and use it to update the N filters. An efficient and popular formulation, 
the interacting multiple-model (IMM) tracker (Blom, 1984), has been used in 
conjunction with a nonlinear circular-turn model (Lerro and Bar-Shalom, 1993; Dufour 
and Mariton, 1992). More recently, researchers try to reduce the heavy computational 
load in IMM  and develop a lot of techniques based on IMM filter, such as adaptive 
interacting multiple model tracking of Munir and Atherton (1994), and Layne and 
Piyasena (1997), a selected filter interacting multiple model (SFIMM) algorithm for 
tracking manoeuvring targets of Lin and Atherton (1993), a fuzzy interacting multiple 
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model (FIMM) algorithm of McGinnity and Irwin (1998), and so on. Their 
disadvantages are either heavy computation or increasing tracking error because of 
improper construction of IMM. Their performance is worse than a Kalman filter that 
assumes no manoeuvres in the absence of manoeuvre, and worse than an appropriate 
manoeuvring model filter during the manoeuvre.  
 
This thesis is also intended to improve the tracking by proposing a new multiple-model 
tracking to reduce computational load and/or get better performance.  
 
Optimal smoothing (retrospective state estimation) has a long history, but it receives 
less attention than optimal filtering because its recursive implementation is more 
complicated than that of filtering. However, optimal smoothing is potentially useful to 
help identify target type, resolve manoevure ambiguities and reconstruct tracks. 
Therefore, this thesis will use the fixed-lag smoothing to give further improvement for 
the new multiple-model tracking filter. 
 
1.1 New Multiple-Model Tracking Filter With Fixed-Lag Smoothing 
Figure 1.1 illustrates the procedure of new multiple-model tracking filter with fixed-lag 
smoothing. It mainly consists of the following steps: 
• Manoeuvre detection 
• Construction of manoeuvre filters 
• Construction of safeguard filter 
• Filter selection 
• Fixed-lag smoothing 
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Fig. 1.1 Procedure of the new multiple-model filter with fixed-lag smoothing 
 
For the manoeuvre detection, researchers have done a lot of works. The most classical 
detection is to test the statistic of normalised squared-innovation, but it suffers delay or 
false alarm. In last 30 years, the manoeuvre detection techniques have grown in number 
at high speed.  McAulay and Denlinger (1973) use matched filtering through noisy 
innovations to detect the manoeuvre; this approach requires the specification of the 
manoeuvre's structure before detecting it. Bar-Shalom and Birmiwal (1982) developed  
manoeuvre detection by testing the statistic of normalised squared accelerations. Other 
manoeuvre detection techniques, such as Chan and Couture's manoeuvre detection 
(Chan and Couture, 1993) by comparing the projections against measurements, Zhang 
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and Li's manoeuvre detection (1997, 1998) by observing the probability of each model 
with IMM, and so on, also cannot avoid detection delay or detailed specification of 
manoeuvre model. This thesis will use the modified Weston and Norton's (1997) 
change detection to provide quick detection and  find the manoeuvre steps accurately. 
When the manoeuvre is detected, assuming several possible manoeuvres, and the input 
is then estimated, also using the modified Weston and Norton’s detection to distinguish 
the manoeuvre.   
 
Structure of manoeuvre is often very complex, but in most of past research works, such 
as Bar-Shalom and Birmiwal's tracking (1982), Chan and Couture's tracking (1993), 
researchers suppose that manoeuvre be a simple kind of motion. In practice, the target 
manoeuvre has a wide variety of possible motions. Whatever how many kinds of 
motion there are, they can be classified into 3 kinds of motion: straight-line acceleration 
motion, circular motion and curvilinear acceleration motion. According to the 3 kinds 
of motion, the multiple-model filter contains the 3 kinds of motion model. Thus, after 
the manoeuvre is detected, the three model filters are run in parallel to estimate the 
correspond manoeuvre, and meanwhile the manoeuvre detection is processing along 
with each filter. The models will be discussed in Chapter 3. During distinguishing the 
manoeuvre, the tracking is guaranteed by a safeguard filter. Once the manoeuvre is 
certain and the manoeuvre step is found, the tracking is provided by the model best 
matched to the manoeuvre.  
 
Construction of the safeguard filter is discussed in Chapter 5, filter selection in Chapter 
6, and fixed-lag smoothing in Chapter 7. Here they are not reiterated. This thesis only 
considers the single plane tracking problem. 
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1.2 Overview Of The Thesis 
This work mainly consists of three parts, respectively covering target motion models, 
manoeuvre detection and tracking algorithms. The first, Chapter 2, reviews tracking 
algorithms in the literature, analyses the existing problems in each tracking algorithm, 
and finally proposes an effective new multiple-model filter for tracking the 
manoeuvring targets.  
 
Chapter 3 focuses on target motion models. This chapter introduces the motion models 
used in both the tracking and interception of targets, provides detailed and systematic 
models in Cartesian co-ordinates from the simplest constant-velocity motion to the 
more complex constant-rectilinear-acceleration motion via kinematics. This chapter 
also presents Best and Norton’s (1997) kinematics model which is of benefit to the 
tracking of curvilinear motion targets. However, Best and Norton's kinematics model is 
only suitable for manoeuvring target tracking supposing knowledge of along- and/or 
cross-track accelerations, thus this chapter modifies Best and Norton's kinematics 
model with an augmented state model,  and broadens its applications.  
 
Chapter 4 reviews manoeuvre detection techniques in the literature, and develops 
several new manoeuvre detection techniques to provide quicker detection and to 
improve the tracking for manoeuvring target.  
 
Chapters 5 and 6 concentrates on the proposed multiple-model filter. Chapter 5 derives  
modified Singer's filter by combining Singer's filter and input estimation, and illustrates 
why the modified Singer's filter can be a part of the proposed multiple-model filter and 
be used to provide the safeguards for the proposed multiple-model filter tracking. 
Chapter 6 details the construction of the proposed multiple-model filter, describes how 
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the multiple-model filter works, and gives simulations to show how effective and 
economical the proposed multiple-model filter is.  
 
Chapter 7 gives the further improvement for the proposed multiple-model  tracking 
filter by using the fixed-lag smoothing technique. The simulations show that the fixed-
lag smoothing multiple-model filter provides much better performance and can be 
implemented in real time at the costs of a small delay and slight increase in 
computational load, compared to the proposed multiple-model filter alone. 
 
Finally, Chapter 8 draws conclusions and discusses further work.  
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CHAPTER 2 
PROBLEMS IN TRACKING WITH IMPRECISE INFORMATION 
 
Tracking Manoeuvring targets is a subject which has been growing for many decades 
and a lot of tracking techniques have been published in the literature over that time. The 
simplest form of tracker is the α-β tracker which has a fixed correction gain. A more 
popular, but computationally slower solution, is the Kalman filter with its time-varying 
gain. This chapter reviews the existing tracking techniques based on Kalman filter, 
gives a detailed analysis of the existing tracking methods and introduces a new method, 
which has a modest computational load and good performance for tracking 
manoeuvring targets. 
 
2.1 Introduction 
Since 1960, when the notable Kalman filter was introduced to the world, a lot of 
applications based on Kalman filter have been explored for tracking manoeuvring 
targets. The early work of Singer (1970) is an application of the Kalman filter with the 
target acceleration equation represented by a first-order autoregressive process. This 
Singer filter tracks a manoeuvring target well but its performance degrades, as 
compared with a “simple” Kalman filter that assumes no manoeuvres, during constant-
velocity, straight-line motions. McAulay and Denlinger (1973), by using a manoeuvre 
detector, realize the benefits of both filters by tracking normally with the simple 
Kalman filter and using the augmented filter only when a manoeuvre is detected.  
 
Thorp (1973) models a manoeuvre as an increase in the driving noise, assumed to be a 
white Gaussian sequence. Thorp's method is effective because the larger covariance 
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means the tracker puts less emphasis on the model. However, an arbitrary increase in 
process noise covariance is not a particularly structured approach to maintaining the 
track. Bekir (1983) presented a method for making the increase in process noise 
covariance dependent on an estimate of the acceleration magnitude. Also, any increase 
in process noise covariance causes large sensitivity to observation noise, degrading the 
accuracy during steady conditions.   
 
Moose et al. (1975; 1977; 1979) model the target manoeuvres as a semi-Markov 
process whereby N possible acceleration inputs are selected according to some a priori 
probabilities. In its pure form, this technique initially requires a bank of N Kalman 
filters, one for each particular input from the set, then N2 and N3 for the second and third 
measurements, and so forth. This complication is necessary because the N acceleration 
possibilities can also branch to N other possible target manoeuvres at the next 
measurement. Hence, the optimal solution gives rise to an exponentially increasing 
number of Kalman filters as the number of possible branches increases with time. 
Hence, for practical purposes, suboptimal multiple model approaches which maintain a 
constant number of Kalman filters have been developed. In Moose et al. (1975; 1977; 
1979) the manoeuvre accelerations were assumed to be limited to a time invariant set of 
discrete values and switched values according to a semi-Markov process. Probabilities 
of the different accelerations having occurred were computed and incorporated into the 
state estimator. Ricker and Williams (1978) describe a similar technique that requires N 
filters throughout. They compute a weighted average of the N possible inputs and use it 
to update the N filters. These N filters are basis for the computationally expensive 
multiple-model trackers described later. 
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In the above filters (Singer, 1970; McAulay and Denlinger, 1973; Moose et al., 1975; 
1977; 1979; Ricker and Williams, 1978), the manoeuvre characteristics of the target 
must be known in order that they be modelled either as a first-order autoregressive, or 
semi-Markov process. When the actual target does not correspond to the model, some 
deterioration in tracking accuracy is bound to result. Chen et al. (1979; 1982) suggest a 
input estimator. This tracking scheme, based on the Kalman filter, estimates the 
acceleration inputs from the residuals and uses the estimates to correct the Kalman 
filter. The estimation process is independent of target types and a model of the 
manoeuvre characteristics is not needed. The aim of updating the filter output is simply 
to remove the filter bias caused by the target deviating from the assumed constant-
velocity, straight-line motion. As is well known (Chan et al, 1979; Bar-Shalom and 
Birmiwal, 1982), bias removal is accompanied by an increase in the estimation 
variance. Because typical targets spend considerable periods of time on straight-line, 
constant-velocity tracks, the Kalman filter should not be unnecessarily updated during 
those periods, else the error variance of the filter will increase in the non-manoeuvre 
situation. A detector that checks the magnitude of the estimated inputs is used to reduce 
the frequency of false alarms. Updating is performed only if there is some certainty that 
the target has manoeuvred. The original input estimation (IE) algorithm presented in 
(Chan et al., 1979; 1982) consists of the estimation of the unknown input (manoeuvre) 
over a sliding window and suitable compensation of the state estimate under the 
assumption that the manoeuvre onset time is the starting point of the sliding window. 
And also this technique shows poor performance in case of a gentle manoeuve because 
it tends to over-compensate for the manoeuvre.  
To cope with this problem above in Chan et al's method, Bogler (1987) proposed an 
adaptive filter with a revised input estimation technique which estimates the onset time 
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of a manoeuvre as well as its magnitude. However, Bogler's technique requires too a 
long window to be applied to a gently manoeuvring target because it takes a long time 
to accumulate the effects of the manoeuvre. The long window causes a complex filter 
structure and an increase of computing time as well. The technique of  (Bogler, 1987), 
while superior to the original IE algorithm (Chan et al, 1979; 1982), requires a large 
number of filters (together with input estimators and state estimate correctors) to run in 
parallel (20 such filters were used in the simulations presented in (Bogler, 1987)), 
requiring a significant amount of computation and memory. 
 
In 1982, Bar-Shalom and Birmiwal (Bar-Shalom and Birmiwal, 1982) proposed a 
variable-dimension filter. In the algorithm, the tracking filter operates in its normal 
mode in the absence of any manoeuvres. A detection scheme has been developed to 
determine that a manoeuvre is indeed occurring. Once a manoeuvre is detected a 
different state model is used by the filter: new state components are added. The extent 
of the manoeuvre as detected is then used to yield an estimate for the extra state 
components, and corrections are made on the other state components. The tracking is 
then done with the augmented state model util it will be reverted to the normal model 
by another decision. The switching of models resembles somewhat the approach of 
(McAulay and Denlinger, 1973) but in Bar-Shalom and Birmiwal work (1982) it is 
done between models of different complexity. The rationale for using a lower order 
quiescent model and a higher order manoeuvring model is that it will allow good 
tracking performance in both situations rather than a compromise.  
 
In 1984, the interacting multiple model (IMM) algorithm was developed by Blom 
(Blom, 1984) as a very useful algorithm for the tracking of a manoeuvring target.  The 
IMM algorithm is a suboptimal hybrid filter that has been shown to be one of the most 
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cost-effective hybrid state estimation schemes. The main feature of this algorithm is its 
ability to estimate the state of a dynamic system with several behaviour modes which 
can switch from one to another. In particular, the IMM filter can be a self-adjusting 
variable-bandwidth filter, which makes it natural for tracking manoeuvring targets. It 
has been successfully applied to a number of problems (Averbuch, Itzikowitz and 
Kapon, 1991, Bar-Shalom, 1990 and 1992, Bar-Shalom, Chang, and Blom, 1990, Guu 
and Wei, 1991, Houles and Bar-Shalom, 1989, Li and Bar-Shalom, 1992) and is being 
implemented in some air traffic control systems (Blom et al, 1992, Dufour and Mariton, 
1992,Vacher et al, 1992), especially in manoeuvring target tracking and automatic track 
formation (Bar-Shalom et al, 1989, 1990, 1992, 1993). However, the IMM filter is 
constructed by a large number of filters to cover the possible manoeuvre motions. This 
means a number of filters have to be used, resulting in a heavy computation. The 
performance of the IMM filter also degrades, as compared with a standard Kalman filter 
in the absence of manoeuvre and the correct  manoeuvre filter  in the presence of 
manoeuvre.  
 
To reduce the computation load of IMM, several adaptive IMM filters have been 
developed. A variable-dimension IMM (VDIMM) has been suggested by Bar-Shalom 
(Bar-Shalom, 1989). The VDIMM filter consists of a second-order model for the 
quiescent mode of the target and one or two third-order models with different process 
noise levels for the manoeuvre mode. The VDIMM filter is efficient in tracking 
manoeuvring targets. But this requires a prior suitable choice of process noise 
covariance of the manoeuvre model according to the manoeuvre input level, and a prior 
choice of mode transition probability, which may be difficult to supply. Poor choices 
may degrade its performance. 
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Lin and Atherton (Lin and Atherton, 1993) suggest the SFIMM algorithm, which uses 
only a subset of the filters in each scan to reduce the computation time, where the subset 
is selected according to some decision rule. The tracking accuracy of the SFIMM is 
slightly worse than that of an IMM algorithm. 
 
In 1994, Munir and Atherton (1994) proposed adaptive IMM (AIMM) approach. In this 
research, The AIMM algorithm estimates the acceleration, by means of a biasd filter, to 
send the result to a bank of IMM filters. They then allow the entire bank of filters to 
move in acceleration space such that the bank is centered on the acceleration estimate. 
By doing this fewer models are required to cover the acceleration space.  
 
The Interacting Acceleration Compensation (IAC) algorithm (Watson and Blair, 1995) 
is proposed to reduce the computation cost of the IMM algorithm while maintaining 
similar performance. The IAC algorithm incorporates the concept of the IMM algorithm 
for two motion models into the framework of a two-stage estimator (Alonani, Xia, Rice 
and Blair, 1991). The IAC algorithm is viewed as a two-stage estimator having two 
acceleration models: the zero acceleration of the constant velocity model and a nearly 
constant acceleration model. The IMM algorithm is used to compute an acceleration 
estimate for compensating the estimate of the constant velocity filter. 
 
Another adaptive multiple model estimator is the so-called moving-bank multiple 
model adaptive estimator (MBMMAE) presented in (Gustafson and Maybeck, 1992, 
Maybeck and Hentz, 1987) . Because the bank of filters is fixed and does not move, 
perhaps a more appropriate name might be the moving-window multiple model 
adaptive estimator. This technique is not based on the IMM; however, the basic idea is 
easily implemented in the IMM framework. Here all of the models are assumed to be 
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fixed. However, to reduce computational complexity the MBMMAE sets a window 
around a subset of the filter bank which is centered on the estimated acceleration. Only 
the filters that fall within the window propagate and update their estimates. Everything 
falling outside the window is turned off. 
 
In 1997, Layne and Piyasena (1997) proposed another AIMM approach. First, they 
reduce the number of filters in the bank so that the acceleration space is covered at 
coarser levels. Then they add a single adaptive acceleration model. The adaptive 
acceleration model is designed to capture the target dynamics when its behaviour falls 
between the fixed models. Their new AIMM outperforms both the classical IMM and 
the other adaptive IMMs with reduced computational complexity. 
 
In 1998, McGinnity and Irwin (1998) suggested a new fuzzy interacting multiple model 
(FIMM) algorithm. This considers each Kalman filter to have only local validity, 
defined by the model conditioning manoeuvre input. Fuzzy sets are used to determine 
this validity as a similarity measure between an estimate of the acceleration and the 
conditioning value. By using an appropriate fuzzy set overlap, only a subset of the total 
number of models needs to be evaluated, and these will be conditioned on acceleration 
values close to the estimate. This reduces the computational load compared to the IMM 
algorithm, in which the complete set of models are always evaluated, even if the 
likelihood of a particular model is minimal. As the number of models evaluated is 
determined only by the overlap, more models can be added without increasing the 
computational load significantly, and therefore adequate coverage of the range of 
manoeuvre variables can always be achieved.  
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However, all these methods above of  adaptive IMM filter construction rely on the 
accuracy of estimated acceleration. If the estimated acceleration is not good enough, it 
would cause these adaptive IMM filters to fail for tracking. On other hand, if we can get 
good estimated accelerations, we do not have to use the expensive IMM filter for 
tracking. 
 
Thus, we propose a new MM filter to decrease the computational load and to obtain a 
good performance. The procedure of the new MM filter is that Singer’s filter is 
modified to fit any level of manoeuvre; in the absence of manoeuvre, the unaugmented 
state model is used for tracking; when the manoeuvre is detected, several kinds of 
manoeuvre models are assumed, we run these manoeuvre filters in parallel to make sure 
which manoeuvre occurs, and then tracking filter is switched into the corresponding 
manoeuvre filter; during ambiguous, the modified Singer’s filter is used for tracking. 
The procedure of the MM filter does not use probabilistic weighting as in IMM. 
 
The following sections will give a detailed analysis of several typical tracking 
techniques: Singer’s filter, input estimation tracking, variable-dimension filter tracking, 
MM filter tracking, IMM filter tracking, and modified Kalman filter tracking. Section 
2.2 describes Singer's filter, Section 2.3 reviews and analyzes input estimation tracking,  
Section 2.4 gives a review and analysis of variable-dimension tracking filter, Section 
2.5 describes MM tracking filter, Section 2.6 reviews IMM tracking filter, Section 2.7 
describes modified Kalman filter tracking, Section 2.8 presents a new MM tracking 
filter, and Section 2.9 gives a summary of this chapter. 
2.2 Problems In Singer’s Tracking Filter  
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Approaches based on Kalman filtering include the early work of Singer (1970), who 
augmented the target motion model with the target acceleration, represented as a first-
order autoregressive process.  
 
Singer proposed a manoeuvre model as a first-order Markov process with zero-mean as 
follows, 
)()(α)( twtata +−=&         (2.1) 
where a(t) is an acceleration and w(t) is a zero-mean white noise with variance 
. Process noise variance q is given by  where  is the 
variance of target manoeuvre acceleration.  
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The equations of x-direction and y-direction are similar, so here we only give the model 
in x-direction. Defining a state vector of position, velocity, and acceleration in x-
direction, the target dynamics model in x-direction can be written by  
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The discrete form of the above equation is sought for digital implementation. Many 
sensors have a constant data rate, sampling target position every T seconds. The 
appropriate (discrete time) target equations of motions for this application are given by 
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where  is noise term. )(kU
The covariance of is )(kU
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Derivation of Q(k) in detail can be found in Appendix I. 
Since w(t) is white noise, for i≠0 so that is a discrete time 
white noise sequence. The state equations just derived are therefore directly suitable for 
Kalman filter applications. 
0)]()([ T =+ ikUkUE )(kU
The tracking sensor measures target along the dimension being transformed to Cartesian 
coordinates and provides 
)()()( kVkHXkZ +=        (2.5) 
where  [ ]001=H
and is white noise with variance . )(kV σ 2R
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Equations (2.3), (2.4), and (2.5) have the form for which the optimal linear filter is the 
Kalman filter.  
 
The augmented filter shows good performance for the target with a low-acceleration 
manoeuvre, but its performance rapidly degrades in the case of high-acceleration 
manoeuvre and is worse than that with a Kalman filter that assumes no manoeuvre 
during constant-velocity, straight-line motion. In the case of high-acceleration 
manoeuvre,  the process noise variance has to be chosen big enough to cover the 
acceleration change so that Singer's filter would respond quick to the manoeuver at the 
step at which the manoeuvre happens. However, after the manoeuvre occurs, the 
acceleration may become constant, i.e., the process noise variance should be zero, and 
the mean of the process noise should be the amplitude of acceleration, excluding the 
system noise. Thus, the big process noise introduced will increase the estimate 
covariance, compared with input estimate or  augmented variable-dimension filter  
assuming that the acceleration is a constant during the manoeuvre. During constant-
velocity, straight-line motion, the performance of Singer's filter with the big process 
noise is also significantly worse  than that of a Kalman filter that assumes no 
manoeuvre. 
 
A common method is to use a non-manoeuvre target model for tracking a target moving 
at a constant velocity and then switch to an appropriate manoeuvre model, when a target 
manoeuvre is detected. The following variable-dimension (VD) filter will describe this 
method.  
 
2.3 Problems In Input Estimation Tracking 
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This method is to construct a linear measurement of the input (manoeuvre) U , in the 
presence of the additive white noise from the innovation of the non-manoeuvre filter 
and to get input estimate using the least-squares criterion, then to correct the state 
estimate with the estimated input. 
Consider a linear  stochastic system of the form 
)()()()1( kWkGUkFXkX ++=+                          (2.6) 
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Estimation of the state is done using the model without input (non-manoeuvre model): 
)()()1( kWkFXkX +=+                           (2.8) 
where the state is  
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From the innovation of the Kalman filter based on the non-manoeuvre model (2.8), the 
input is to be detected, estimated and used to correct the state estimate. )(kU
Assume that the target starts manoeuvring at time k. Its unknown inputs during the time 
interval [k,…, k+s] are , )(iU 1,..., −+= skki . The state estimates from the (now 
mismatched) filter based on (2.8) will be denoted by an asterisk. 
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with the initial conditions 
)1|(ˆ)1|(ˆ * −=− kkXkkX        (2.10) 
being the correct estimate and prediction before the manoeuvre started. 
Recursion (2.9) yields, in terms of the initial conditions (2.10) 
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If the inputs were known, the correct filter based on (2.6) would yield estimates 
according to the recursion 
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which is the same as (2.12) except for the last term containing the inputs. 
Comparing equation (2.11) with (2.12), if  the estimate  is got , then the state 
estimate can be got. So, the problem is how to get . 
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Assuming the input to be constant over the time interval [k,…, k+s-1], i.e.,  
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and yields 
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Equations (2.17) shows that the innovation of the non-manoeuvre filter is a 
“linear measurement” of the input (manoeuvre) U  in the presence of the additive 
“white noise” . From equation (2.17) it follows that the input can be estimated, 
using the generalised least-squares criterion from 
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The estimation can be done in batch form as  
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After the input has been estimated, the state has to be corrected as follows: 
UMskskXskskX
U ˆ)|1(ˆ)|1(ˆ * ++++=+++     (2.22)  
where       ∑ ∏Φ≡ + +sk
j=k
sk
m=j+
GmM
1
)]([
 The covariance associated with the estimate (2.22) is  
 22
Chapter 2. Problems In Tracking With Imprecise Information 
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From the procedure of input estimation, it is not difficult to see that the accuracy of the 
estimated input relies on the signal-to-noise ratio. If  the manoeuvre is low level, the IE 
would show poor performance because it  tends to over-compensate the manoeuvre. 
Furthermore, the IE is based on the assumption that the manoeuvre onset time is the 
starting point of the sliding window. While this assumption is not explicitly stated, the 
performance of IE algorithm will be degraded.  
 
2.4 Problems In Variable-Dimension Tracking Filter  
The variable-dimension filter adds extra state variables once a manoeuvre  is detected. 
The extent of the manoeuvre as detected is then used to estimate the extra state 
components, and corrections are made to the other state variables. Tracking employs the 
augmented state model until it reverts to the normal model on detection of the end of 
the manoeuvre. 
 
In the absence of manoeuvre, the target motion is modelled as constant-velocity motion 
in a plane, subject to variations in velocity induced by piecewise constant zero-mean 
accelerations with white sample-instant values. The corresponding state equation is 
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and T is the sampling interval. The initial state estimate is  with covariance 
. Position measurements (transformed to Cartesian coordinates) are made, so 
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In the manoeuvre model, the augmented state is  
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The corresponding observation equation is 
)()()( kVkXHkZ m +=                       (2.27) 
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When the manoeuvre is detected, the filter is reinitialised by retreating to the state prior 
to the detection window, , and updating the state to the current 
time using all measurements within the window and the manoeuvre model. An estimate 
of target acceleration is required to begin the reinitialisation process and this is found 
from the measurement at . 
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where  comes from the constant-velocity tracker. )1|(ˆ −Δ−Δ− kkX
With the acceleration found, the  process noise covariance  is selected according to 
the estimated acceleration; the process noise standard deviation is usually taken as 5% 
of the estimated acceleration (Bar-Shalom and Fortmann, 1988); and the state estimate 
for  is re-calculated 
Qm
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The elements of covariance matrix of estimate error are 
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Similarly, the estimate and covariance associated with y direction can be obtained.  
From the procedure of the VD algorithm, the VD filter presumes that the target starts to 
manoeuvre at the starting point of a sliding window running back from when the 
manoeuvre is detected, but the actual and assumed manoeuvres may differ in timing, 
leading to large tracking errors. The VD filter has to reconstruct the process noise 
covariance and  the state estimates within the sliding window when changing to the 
manoeuvre model. The filter uses only measurements at the start of the sliding window 
to initialise the augmented filter. This also may increase the tracking error. 
Furthermore, the acceleration estimates must approach zero before the filter model can 
be switched from constant acceleration to constant velocity, However, if the constructed  
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process noise covariance is too big, causing prior to non-manoeuvre detected, the 
tracking may pose a significant problem.  
 
2.5 Problems In MM Tracking Filter 
The common version of MM filter (Bar-Shalom and Fortmann, 1988) can be shown in 
Fig. 2.1.                          
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Fig. 2.1 MM algorithm 
 
Let  be the event that model j is correct with prior probability M j
)0(}{P μ=M j j ,  Nj ,...,1=
The likelihood function of the measurements up to time k under the assumption of 
model j is 
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where, under the Gaussian assumption, the PDF of the innovation from filter j is 
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Using Bayes’ rule, the posterior probability that model j is correct at time k is 
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The state estimate is a weighted average of the model-conditioned estimates with the 
above probabilities as weights, 
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The covariance of the resulting combined estimate is: 
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The above derivation is exact under the following assumptions: 
1)  The correct model is among the set of N models considered. 
2)  The same model has been in effect from the initial time. 
From the procedure of MM filter, to achieve a good performance for MM filter, the 
MM filter should consist of a huge number of filters to cover possible manoeuvres, 
causing heavy computation. This approach is based on the “non-interacting” MM 
method: the single-model-based filters are running in parallel without mutual 
interaction, i.e., each filter operates independently at all times. Such an approach is 
quite effective in handling problems with an unknown structure or parameter but 
without structural or parametric changes. If the system structure or parameter changes, 
the MM filter could fail for tracking unless the models are updated. 
A famous recent advance in MM estimation is the development of the IMM estimator. 
It overcomes the above-mentioned weakness of the non-interacting MM approach by 
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explicitly modelling the abrupt changes of the system by “switching” from one model to 
another in a probabilistic manner. The following Section 2.6 will give its detailed  
description. 
 
2.6 Problems In IMM Tracking Filter  
The IMM algorithm is a modern approach to merging the different model hypotheses 
(Blom, 1984). A linear system with Markovian switching coefficients can be 
represented as 
))(,()()](,[)(
))(,1()](,1[)1()](,1[)(
kMkVkXkMkHkZ
kMkWkMkGkXkMkFkX
+=
−−+−−=
  (2.40) 
where is a finite state Markov chain taking values in {1, 2, …, N} according to 
the probability  of transitioning from model i to model j,  
)(kM
Pij
and  )}({)( 1kMkM j
N
j=∈
The structure of the system and/or the statistics of the noises can differ from mode to 
mode: 
)1()](,1[ −=− kFkMkF jj       )1()](,1[ −=− kGkMkG jj         )()](,[ kHkMkH jj =
))1(),1((~))(,1( −−− kQkWNkMkW jjj  
))(,0(~))(,( kRNkMkV jj  
The IMM algorithm consists of a filter for each model, a model probability evaluator, 
an estimate mixer at the input of the filters, and an estimate combiner at the output of 
the filters. The multiple models interact through the mixing to track a manoeuvring 
target. Assuming the model switching is governed by an underlying Markov chain, the 
mixer uses the model probabilities and the model switching probabilities to compute a 
mixed estimate for each filter. Each filter then uses a mixed estimate and the 
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measurement to compute a new estimate and a likelihood. The likelihood, prior model 
probabilities, and model switching probabilities are then used to compute new model 
probabilities. An overall state estimate is computed with the new state estimates and 
their model probabilities. The IMM algorithm is outlined for N models in the following 
5 steps, as illustrated in Fig. 2.2 
Step 1 Mixing of state estimates 
The filtering process starts with state estimates )1|1(ˆ −− kkX j , state error covariance 
, and associated model probabilities )1|1( −− kkP j )1( −kjμ . The initial state estimate 
for model j at time k, , is computed as  )(kM j
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The mixed covariance for  is computed as )(kM j
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Step 2 Model-conditioned updates 
The Kalman filtering equations provide the model-conditioned updates. 
)1()1()1|1(ˆ)1()1|(ˆ 0 −−+−−−=− kWkGkkXkFkkX jjjjj   (2.44) 
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          (2.45) 
)1|(ˆ)()()( −−= kkXkHkZkv jjj       (2.46) 
)()()1|()()( T kRkHkkPkHkS jjjjj +−=      (2.47) 
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Fig. 2.2 IMM algorithm 
Step 3 Model likelihood computations 
The likelihood of , , is computed as )(kM j )(kjΛ
e vSv
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j
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Step 4 Model probabilities update 
The model probabilities are updated as 
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k jjj )(
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i
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1
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Λ      (2.52) 
Step 5 Combination of state estimates 
The output state estimate and error covariance are obtained by 
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From the procedure of IMM filter, the IMM filter has to incorporates a large number of 
filters to cover the possible manoeuvre motions,  resulting in heavy computation. The 
IMM filter also needs a prior suitable choice of model transition probability, which may 
be difficult to supply. 
 
2.7 Problems In Tracking Using Other Adaptive Filters 
Thorp (1973) and Bekir (1983) suggested increasing the parameter , i.e., the 
Kalman filter process noise covariance matrix. Increasing this parameter effectively 
increases the bandwidth of  the Kalman filter thus making the filter more responsive to 
manoeuvring targets. But, it is the remaining problem, the correction problem. This 
problem is important as significant errors are occurring at a time when it is critical that 
the tracker perform well. Potentially, loss of track can result.  
)(kQ
In order to compensate the error of model, some researchers (Bar-Shalom and 
Fortmann, 1988) recommended modifying the Kalman filter by multiplication of the 
state covariance with a scalar φ>1 at every sampling time. 
This amounts to letting  
)|()|(* kkPkkP β=  )1( >β       (2.55) 
and then using in the covariance update equation. )|(* kkP
Multiplication of the state covariance by a scalar at every sampling time can 
compensate the error of manoeuver model. This result is that the past data are 
“discounted” and the future target dynamics is made more responsive by attaching a 
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higher covariance (lower accuracy) for the Kalman filter. However, this may lead to 
erratic and/or counterintuitive filter behaviour. 
 
2.8 Choice Of Algorithm For Tracking 
Singer’s augmented filter shows good performance for the target with a low level 
manoeuvre, but its performance rapidly degrades in the case of high level manoeuvre 
and is worse than that with a Kalman filter that assumes no manoeuvres, during 
constant-velocity, straight-line motion. Fortunately, if the manoeuvre level is estimated 
by input estimation technique, the modified Singer’s filter can be constructed by 
considering target accelerations as a perturbation around the estimated acceleration 
level, so in this way, the modified Singer’s filter would track any level manoeuver 
target well. This work uses the modified Singer’s filter to provide the state estimation in 
the cases of uncertain manoeuvre and low level manoeuvre. 
 
The input estimation shows poor performance in the case of low level manoeuvre 
because it  tends to over-compensate the manoeuvre. However, the input estimation 
technique has good performance for the target in rectilinear acceleration motion with a 
high level manoeuvre if the manoeuvre is detected quickly. Thus, this work suggests to 
use Chapter 4 manoeuvre detection to get quick and accurate manoeuvre detection, and 
then to estimate the manoeuvre accurately using IE to avoid of reinitialising for 
manoeuvre model like the VD filter. 
 
Therefore, this thesis proposes a new multiple-model filter for tracking manoeuvring 
targets. This new multiple model approach employs three manoeuvre models. One is 
straight-line acceleration manoeuvre, one is curvilinear acceleration manoeuvre, and the 
other is circular motion. The switching decision from one model to another is made on 
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the basis of the manoeuvre detection and the estimated accelerations. For any 
ambiguous manoeuvre, the tracking is provided by the modified Singer’s filter. The 
procedure of the new MM filter has no compromises between non-manoeuvre and 
manoeuvre, or between manoeuvres except the ambiguous cases, producing a good 
performance. The new MM filter is simple like the VD filter but has no need for 
reconstruction of manoeuvre, and the new MM filter also considers all kind of motions 
like IMM filter but with a limited number of models, reducing computational load. The 
new MM filter will be discussed in Chapter 5 in detail. 
 
A further improvement for multiple-model tracking is provided by using a fixed-lag 
smoothing technique. The fixed-lag smoothing technique will be described in Chapter 
6. 
 
2.9 Summary 
This chapter gave a detailed analysis of tracking techniques for manoeuvring targets in 
the literature. Singer’s filter (1970) shows good performance for the target with a low 
manoeuuvre, but its performance rapidly degrades in the case of high manoeuvre.  
IE algorithm (Chan et al., 1979; 1982) consists of the estimation of the unknown input 
(manoeuvre) over a sliding window and suitable compensation of the state estimate 
under the assumption that the manoeuvre onset time is the starting point of the sliding 
window. It is apparent that the performance of IE algorithm will be degraded. And also 
this technique shows poor performance in case of low level manoeuvre because it tends 
to over-compensate the manoeuvre. Bogler’s technique(Bogler, 1987), while superior to 
the original IE algorithm (Chan et al, 1979; 1982), requires a large number of filters 
(together with input estimators and state estimate correctors) to run in parallel, resulting 
in requiring a significant amount of computation and memory. 
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The performance of  the VD filter (Bar-Shalom et al,1982) is superior to that of the IE 
filter in the case of low level manoeuvre, and the computational requirements of  the 
VD algorithm  is less than that of the IE algorithm. However, the VD algorithm may 
increase the tracking error because of the reconstruction of manouvre model.  
 
The MM filter usually consists of a large number of filters to cover possible 
manoeuvres, causing heavy computation. This approach is based on the “non-
interacting” MM method: the single-model-based filters are running in parallel without 
mutual interaction, i.e., each filter operates independently at all times. Such an approach 
is quite effective in handling problems with an unknown structure or parameter but 
without structural or parametric changes. If the system structure or parameter changes, 
the MM filter could fail for tracking unless the models are updated. 
 
The interacting multiple model (IMM) algorithm is a suboptimal hybrid filter. The IMM 
algorithm has been shown to be one of the most cost-effective schemes for the 
estimation of hybrid systems. Its main feature is its ability to estimate the state of a 
dynamic system which can switch between many behaviour modes according to a pre-
defined Markov switching process. In particular, the IMM filter can act as a self-
adjusting variable-bandwidth filter for tracking manoeuvring targets. Usually, the IMM 
filter incorporates a large number of filters to cover the possible manoeuvre motions,  
resulting in heavy computation. To reduce the computation load of IMM, the several 
adaptive IMM filters have been developed. However, all those methods above of  
adaptive IMM filter construction rely on the accuracy of estimated acceleration. If the 
estimated acceleration is not good enough, it would cause these adaptive IMM filters to 
fail for tracking. 
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The proposed MM filter consists of modified Singer's filter which shows good 
performance around estimated manoeuvre and during the manouvre changes, and three 
manoeuvre models which are straight-line acceleration manoeuvre, curvilinear 
acceleration manoeuvre, and circular motion. The switching decision from one model to 
another is made by the manoeuvre detection and the estimated accelerations. For any 
ambiguous manoeuvre, the tracking is provided by modified Singer’s filter. The new 
MM filter has no any compromises between non-manoeuvre and manoeuvre, and 
between manoeuvres except the ambiguous cases, producing a good performance. The 
operation of the new MM filter is simple like the VD filter but no need for 
reconstruction of manoeuvre, and the new MM filter also considers all kind of motions 
like IMM filter but with a limited number of models, reducing computational load.  
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TARGET MOTION MODELS 
 
This chapter introduces the motion models used in both the tracking and interception of 
targets. The most general models are derived from mechanics and involve the forcing 
acting on the targets, such as thrust, lift and drag. However, these models are too 
complicated to implement in a practical system. The usual approach is to use  
kinematics to construct the motion models. This chapter provides detailed and 
systematic models from the simplest constant-velocity motion to the more complex 
constant-rate-of-acceleration-variation motion via kinematics. This chapter also 
presents Best and Norton’s kinematics model which is of benefit to the tracking of 
curvilinear motion targets, and reviews Singer’s model which is useful for manoeuvring 
target tracking during the periods when the target changes manoeuvre. 
 
3.1 Introduction  
There are a wide variety of models available for target tracking, ranging from the very 
simple four-state-variable constant-velocity models to complex models based on 
mechanics and involved the forces acting upon the targets (Berg, 1983; Mook and Shyu, 
1992). The latter may be sophisticated models with many variables and are often 
unwieldy to implement. Also we usually do not know or can not estimate the forces. 
Most of the target tracking literature uses kinematics models which are based solely on 
the target's position, velocity and acceleration. The kinematics models are utilized 
throughout this work. 
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Since the measurements usually come in the form of a range and bearing, the most 
obvious choice of modelling system is polar co-ordinates (Gholson and Moose, 1997, 
Aidala and Hammel, 1983). However, the modelling system of polar co-ordinates 
means that even the simplest of target motions, straight-line travel at constant speed, 
results in a non-linear target model. The most common choice of co-ordinates is 
Cartesian co-ordinates with the origin at the tracker's initial position. The measurements 
are then non-linear in state but techniques to overcome this non-linearity are available 
and discussed in Section 3.8. This work chooses the Cartesian co-ordinates for system 
modelling.  
 
For the target trajectories, the trajectory candidates could be constant-velocity motion, 
rectilinear acceleration motion, and curvilinear acceleration motion. For constant-
velocity motion, the target trajectories are modelled as straight-line constant-velocity 
with slight changes in speed (Bar-Shalom and Fortmann, 1988). For simplicity, the 
rectilinear acceleration motion only considers constant-acceleration and constant-rate-
of-acceleration-variation. The constant-acceleration motion is modelled as straight-line 
constant acceleration with slight changes in acceleration. The constant-rate-of-
acceleration-variation motion is modelled as constant rate of acceleration variation with 
slight changes in the rate.  All these rectilinear motion models do not explicitly model 
the cross-track acceleration. If the cross-track acceleration is modelled, the direction of 
the accelerations’ application is state- and hence time-dependent. As a consequence, the 
model for the target motion becomes non-linear. To overcome this, the rate of change of 
target heading is assumed small so that the acceleration vector can be assumed constant 
for at least one observation interval. This results in the second-order kinematics model 
(Bar-Shalom and Birmiwal, 1982, Chan and Couture, 1993) and the constant-
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acceleration motion model mentioned above or equations (3.8), (3.17) and (3.18) below 
with zero cross-track accelerations. However, the approximation causes loss of track 
when compared to true target motion. The alternative method is to assume the target 
does not change speed and so follows a circular path (Lerro and Bar-Shalom, 1993, 
Roecker and MrGillem, 1989) with zero along-track accelerations. In practice, the 
manoeuvres are much more complicated; the accelerations acting on the target may be 
both along-track and cross-track. For the curvilinear motion, Best and Norton suggest a 
more general model with both cross- and along-track accelerations (Best and Norton, 
1997).  
 
The main problem with the rectilinear acceleration model and curvilinear acceleration 
model above is that accelerations are assumed constant in the x  and  directions, and 
cross-track and along-track directions, over each sampling interval. Therefore, if these 
models are used in target tracking, significant modelling errors arise when the target 
accelerations suddenly change in the 
y
x , y , cross-track or along-track directions. 
However, because of the rectilinear acceleration model’s linearity, it was used in many 
of the target trackers. Singer (Singer, 1970) developed a tracker which is still linear but 
has a better performance than the rectilinear-acceleration and curvilinear-acceleration 
models during the periods when the target changes manoeuvre. He augments the state 
model with a target-acceleration equation represented by a first-order autoregressive 
process. Singer's model filter tracks the manoeuvre well during the periods when the 
target changes manoeuvre. This model was presented in Section 2.2 of Chapter 2 and is 
used in this work. This model will not be reiterated in this chapter. 
 
The noise processes affecting the target motion must also be considered in tracker 
design. For convenience, they are usually modelled as white noise with a zero-mean 
 39
Chapter 3. Target Motion Models 
white Gauss distribution, for example, the slight changes in speed of the constant-
velocity target motion model are modelled as random velocities with a zero-mean white 
Gauss distribution, and the slight changes in acceleration of the constant-acceleration 
target model are modelled as random accelerations with a zero-mean white Gauss 
distribution. 
 
Section 3.2 derives the constant-velocity target model, Section 3.3 and Section 3.4 
present the constant-acceleration target model and the constant-rate-of-acceleration-
variation target model respectively. Section 3.5, Section 3.6 and Section 3.7 review 
Best and Norton’s cross- and along-track acceleration motion model, and circular 
motion model respectively. Section 3.5, Section 3.6 and Section 3.7 also modify Best 
and Norton's models to broaden their application. Section 3.8 gives the polar-to-
Cartesian measurement conversion. Section 3.9 presents a summary of the models. 
 
3.2 Constant-Velocity Motion Model  
The following equations (Sections 3.2 to 3.4) only give one-dimensional motion 
models. For two- or three-dimensional motion, the modelling scheme is the same as 
what follows. 
A constant-velocity target for a generic coordinate x is described by the equation 
         (3.1) 0)( =tx&&
Since the position x(t) evolves (in the absence of noise) according to a polynomial in 
time, such a model is also called polynomial and the resulting filter is called a 
polynomial filter. 
In practice, the velocity undergoes at least slight changes. This can be modelled by the 
continuous-time white noise v~  as follows: 
)(~)( tvtx =&&          (3.2) 
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where 
0)(~ =tvE          (3.3) 
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The state vector corresponding to (3.2) is 
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In many applications, the same model is used for each coordinate, and the motion along 
each coordinate is assumed “decoupled” from the others. The noises entering into the 
various coordinates are also assumed mutually independent but with possibly different 
and time-varying intensities. 
The continuous-time state equation is 
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The discrete-time state equation with sampling interval T is  
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and the discrete-time process noise relates to the continuous-time version as follows: 
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The covariance of , assuming q to be constant and using (3.4), is )(kV
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3.3 Constant-Acceleration Motion Model 
A constant-acceleration target for a generic coordinate x is descried by the equation  
0)( =tx&&&          (3.12) 
As in (3.2), the acceleration is never exactly constant and its slight changes can be 
modelled by zero-mean white noise as follows 
)(~)( tvtx =&&&          (3.13) 
(The smaller the variance q of v~ , the more nearly constant is the acceleration.) The 
state vector corresponding to the above is 
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and its continuous-time state equation is 
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where 
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The discrete time state equation with sampling interval T is as in (3.8) with 
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and the covariance matrix of , the process noise discretized from continuous time, 
is 
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3.4 Constant-Rate-Of-Acceleration-Variation Motion Model 
A constant-rate-of-acceleration-variation target for a generic coordinate x is described 
by the equation  
0)()4( =tx          (3.19) 
As in (2), the acceleration-variation-rate is never exactly constant and its slight changes 
can be modelled by zero-mean white noise as follows 
)(~)()4( tvtx =          (3.20) 
(The smaller the variance q of v~ , the more nearly constant is the acceleration-variation-
rate.) The state vector corresponding to the above is 
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and its continuous-time state equation is 
)(~
1
0
0
0
)()( tvtAXtX
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
+=&        (3.22) 
where 
 43
Chapter 3. Target Motion Models 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
0000
1000
0100
0010
A         (3.23) 
The discrete time state equation with sampling interval T is as in (3.8) with 
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and the covariance matrix of , the process noise discretized from continuous time, 
is 
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The discrete-time plant equation for the two-state kinematic model excited by 
continuous-time white noise is given by (3.8)-(3.9) with the discrete-time process noise  
covariance (3.11). Similarly, for a three-state kinematic model, the discretized model is 
given by (3.8), (3.17) and (3.18); for a four-state kinematic model, the discretized 
model is given by (3.8), (3.24) and (3.25). 
3.5 Cross- And Along-Track-Acceleration Motion Model 
The model developed by Best and Norton (1997) allows both cross- and along-track 
accelerations but assumes that the proportional change in speed over one observation 
interval is small. 
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                                               V* 
                                     φ                             
                                              at                        Y(North)                                                                 
    
                                                    r 
                                              an                                θ
 
                                                                                                                  
                                                                   Tracker                       X      
 
                                  Fig. 3.1 Model of target motion.  
 
The minimum set of state variable for a target with two-dimensional motion consists of 
two position and two velocity components. The position origin is arbitrary and placed at 
the tracker platform (assumed static). The velocity can be described by a speed V* and 
heading φ  measured clockwise from North. The target may have an along-track 
acceleration and/or an acceleration  normal to the velocity vector (Fig. 3.1). The 
model splits the acceleration vector into a component constant over each updating 
interval, treated as known in the updating, and an unknown forcing (process noise) 
component, the effects of which, over successive updating intervals, may be treated as 
white, zero-mean state increments.  
at an
The continuous-time model is 
)(*
)(
tV
ta
dt
d n=φ          (3.26a) 
)()(* tadt
tdV
t=         (3.26b) 
)(sin)(* ttV
dt
dx φ=         (3.26c) 
)(cos)(* ttV
dt
dy φ=         (3.26d) 
where is the vector magnitude. )(* tV
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which are the standard equations of curvilinear motion (Becker, 1954). 
 The model (3.26) has non-linearities in three of the state equations. However, a 
simplification is to define the velocity by its components 
)(sin)(*)( ttVtx φ=&         (3.27a) 
)(cos)(*)( ttVty φ=&         (3.27b) 
giving 
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which is of the form 
)())(()()( ttXBtXAtX a+= &&        (3.29) 
The discrete-time state equation with sampling interval T is  
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          (3.30) 
where  
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, then equation (3.30) is approximated by 
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Thus, the augmented state model can be formulated as 
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(3.31) 
 
 
3.6 Circular Motion Model 
By setting the deterministic component of along-track acceleration in (3.30) to zero, the 
state equation of circular motion model, i.e. constant cross-track acceleration model, 
can be reformulated as  
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where 
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Suppose naa nknkkn +=+ )1( , then the augmented state model can be formulated as 
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Several other authors have used a model for target motion corresponding to a circular 
track (Dufour and Mariton, 1992, Lerro and Bar-Shalom, 1993, Tanner et al, 1993). 
Here their corresponding circular motion models are not reiterated. 
 
3.7 Straight-Line Acceleration Motion Model 
By setting the deterministic component of cross-track acceleration in (3.30) to zero, the 
state equation of straight-line acceleration model, i.e. along-track acceleration model, 
can be formulated approximately as  
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   (3.34) 
Suppose naa tktkkt +=+ )1(  and acceleration varies near-linearly over TktkT )1( +≤< , 
then equation (3.34) is approximated by 
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thus, the augmented state model can be formulated as 
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3.8 Polar-To-Cartesian Measurement Conversion 
This work assumes that the sensor has range and bearing information. The 
measurements themselves are noise corrupted and the uncertainty in the measurements 
is usually modelled as an additive zero-mean white Gaussian process. Some individual 
measurements may be more than the Gaussian distribution would normally allow for, 
and these are called outliers. They are caused by target scintillation (glint). This work 
ignores outliers. 
 
The measured range  and measured bearing rm θ m  are defined w.r.t. the true range r and 
true bearing θ   (as shown in Fig. 3.2) as 
rrrm ~+=                       (3.36) θθθ ~+=m
where the errors r~ , , are assumed to be independent with zero mean and standard 
deviations 
θ~
σ r  and σθ , respectively.  
 
 
                                               V* 
                                                              
                                                                  Y(North)                                                               
    
                                                r 
                                                                        θ
 
                                                                                                                  
                                                            
                                                               Sensor                       X      
 
                                  Fig. 3.2 Model of measurement  
 
The standard conversion (Bar-Shalom and Li, 1995) 
These polar measurements are transformed to Cartesian by the standard coordinate 
conversion as follows 
θ mmm rx cos=    θ mmm ry sin=    (3.37) 
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The error statistics obtained from linearization 
Denoting by  the true Cartesian position and taking the first order terms of the 
Taylor series expansion of (3.37) at , i.e., using linearization, yields the 
Cartesian coordinate errors 
),( yx
),( θ mmr
xrrxx Lmmmm ~sin
~cos~ ≡−≈− θθθ       (3.38) 
yrryy Lmmmm
~cos~sin~ ≡+≈− θθθ       (3.39) 
The mean of the errors as given by (3.38)-(3.39) is zero 
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L
Lμ         (3.40) 
The elements of the corresponding covariance matrix  are  RL
θσθσθ mrmmLL rxR cossin)~var( 2222211 +=≡      (3.41) 
θσθσθ mrmmLL ryR sincos)~var( 2222222 +=≡      (3.42) 
θθσσ θ mmmrLLL ryxR cossin)()~,~cov( 22212 −=≡     (3.43) 
 
The true error statistics (Bar-Shalom and Li, 1995) 
Rather than using linearization as in (3.38)-(3.39), the exact errors x~  and  in the 
Cartesian coordinates can be found by expanding 
y~
)~cos()~(~ θθ ++=+≡ rrxxxm       (3.44) 
)~sin()~(~ θθ ++=+≡ rryyym       (3.45) 
using trigonometric identities, to obtain 
θθθθθθθθ ~coscos~~sinsin~sinsin~)1~(coscos~ rrrrx +−−−=   (3.46) 
θθθθθθθθ ~cossin~~sincos~sincos~)1~(cossin~ rrrry +++−=   (3.47) 
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The mean and covariance of the errors (3.44)-(3.45) can be obtained explicitly and 
exactly assuming 
(i)  zero-mean Gaussian errors in the polar measurements (3.36), and  
(ii)  knowledge of the true location ),( θr . 
Assumption (i) yields 
eE 2
2
]~[cos
σθθ −=  0]~[sin =θE   0]~cos~[sin =θθE   (3.48) 
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With the above, the true mean of the error in the converted measurements (3.37), 
conditioned on the true location according to Assumption (ii), is obtained as 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−=⎥⎦
⎤⎢⎣
⎡≡
−
−
)1(sin
)1(cos
],|~[
],|~[
),(
2
2
2
2
er
er
ryE
rxE
rt σθ
σθ
θ
θ
θ
θθμ      (3.50) 
The elements of the true covariance  of the converted measurement are given by Rt
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)]1([cossin),|~,~var( 2222 212 ereryxR rt σθσθ σθθθ −+=≡ −    (3.53) 
 
Equations (3.50) and (3.51)-(3.53) are exact explicit expressions for the bias and 
covariance of the converted measurements. 
The converted measurements have a significant bias for large cross-range errors (long 
range and large bearing errors). 
 53
Chapter 3. Target Motion Models 
Expressions (3.50) and (3.51)-(3.53) cannot be used due to Assumption (ii) ⎯ they are 
conditioned on the true values of range and bearing which are not available in practice. 
To make these results useful, the expected values of these true moments have to be 
evaluated conditioned on the measured position. 
 
Use of the true error statistics in practice (Bar-Shalom and Li, 1995) 
The average true converted measurement bias and average true converted measurement 
covariance are 
μθθμ ammt rrE ≡],|),([        (3.54) 
RrrRE ammt ≡],|),([ θθ        (3.55) 
Using (3.48)-(3.50) and applying trigonometric identities the mean (3.54) becomes 
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Similarly, the covariance (3.55) has elements 
)]sinh2sinh2(sin
)cosh2cosh2(cos[)]sinh2(sinhsin
)cosh2(coshcos[),|~var(
222
222222222
22222211
σσθ
σσθσσσθ
σσθθ
θθ
θθσθθθ
θθσθ
−+
−+−+
−=≡
−
−
m
mrm
mmmma
e
errxR
 (3.57) 
)]sinh2sinh2(cos
)cosh2cosh2(sin[)]sinh2(sinhcos
)cosh2(coshsin[),|~var(
222
222222222
22222222
σσθ
σσθσσσθ
σσθθ
θθ
θθσθθθ
θθσθ
−+
−+−+
−=≡
−
−
m
mrm
mmmma
e
erryR
 (3.58) 
)]1)(([cossin),|~,~var( 22222412 ereryxR rmrmmmma σθσθ σσθθθ −++=≡ −  (3.59) 
Thus, with μ a  given in (3.56), the debiased conversion is 
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The average covariance of the conversion is  with elements (3.57)-(3.59), which are 
larger than those in (3.51)-(3.53) ⎯ they account for the additional errors incurred by 
evaluating it at the measured position. 
Ra
 
3.9 Summary 
This chapter gave the detailed and systematic rectilinear motion model and curvilinear 
motion model in Cartesian co-ordinates. The rectilinear model is simple and easy to  
construct but risks loss of track during a turn. In contrast, the curvilinear model is much 
more complex but effective during curvilinear motion. This chapter modified Best and 
Norton's curvilinear motion model with augmented state model to broaden its 
application.   
 
The accuracy of curvilinear acceleration motion model relies on the accuracy of the 
estimated accelerations of cross-track and along-track, and heading. Thus, during the 
periods when the target changes manoeuvre, this approximate model becomes invalid. 
Furthermore, the cross-track acceleration and along-track acceleration are non-linearly 
related to position and speed of the target, therefore, the along-track acceleration and 
cross-track acceleration are difficult to estimate by using linear equations or linear 
estimation. So, the curvilinear acceleration model is used only in the case in which the 
target is absolutely sure in cross- and along-track acceleration motion.  
 
Although the straight-line acceleration motion model can be derived from the 
curvilinear motion model, and is theoretically a special case of the curvilinear motion 
model with zero cross-track accelerations, but any estimation error in cross-track 
accelerations with the curvilinear motion model will increase the tracking errors of the 
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straight-line acceleration motion. For the same reason, the zero along-track acceleration 
motion model should be separately constructed.  
 
Therefore, the models in a multiple model tracker include constant-velocity motion 
model (described in Section 3.2), cross-track acceleration motion model (described in 
Section 3.6), along-track acceleration motion model (described in Section 3.7), and 
along- and cross-track accelerations motion model (described in Section 3.5). Another 
model, Singer’s model, is a very effective approximation for the target motion during 
the periods when the target changes manoeuvre. Singer’s model (described in Section 
2.2) is included in the multiple model as well. All these models will be utilised 
throughout the multiple model tracking algorithms. 
 
The constant-velocity motion model is described by equations (3.8)-(3.11); the 
rectilinear constant-accelerations motion model is given by equations (3.8), (3.17) and 
(3.18); the rectilinear constant-rate-of-acceleration-variation motion model by equations 
(3.8), (3.24) and (3.25); cross- and along-track- acceleration motion model by equations 
(3.30) and (3.31);  the circular motion model by equations (3.32) and (3.33); straight-
line acceleration motion model by equations (3.34) and (3.35); and  Singer’s model, the 
correlated acceleration model, by equations (2.3) and (2.4) in Chapter 2. 
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CHAPTER 4  
MANOEUVRE DETECTION 
 
Without manoeuvre detection the tracking systems would exhibit unacceptable natural 
behaviour for manoeuvring targets. Quicker and more accurate detection of the 
manoeuvre could give better tracking.  Good detection means quicker detection and 
fewer false alarms. This chapter reviews the classical and modern manoeuvre detection 
techniques, and also presents several new manoeuvre detection techniques to provide 
quicker detection and to improve the tracking. 
 
4.1 Introduction 
Manoeuvre detection has received growing attention during the last 30 years. McAulay 
and Denlinger (1973) use matched filtering to detect manoeuvre, which is to pass the 
residual sequence generated by the Kalman filter through a bank of filters matched to 
possible manoeuvre structures, and compare their output with a fixed threshold. When 
one of matched filters give the most output and the most output exceeds a threshold, the 
manoeuvre corresponding to that matched filter with the most output has occurred. 
However, these matched filters are not easy to construct in most manoeuvre cases 
because of the model complexity. Also, this approach requires the specification of the 
particular manoeuvre’s structure, which may be difficult to supply. 
 
Most methods for detecting a manoeuvre involve monitoring the innovations of a Kalman 
filter. These should be a zero-mean white Gauss sequence if the tracker model matches 
the target motion and all noise processes are zero-mean white Gauss distributed. When 
the target manoeuvres, the constant-velocity model becomes mismatched causing a bias 
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to appear in the innovation sequence. This can be used to detect manoeuvres. 
Unfortunately, for a constant-velocity target, the constant-velocity tracker produces a 
non-zero mean when finite window sized  innovations are considered, leading to false 
alarms. Only as the window size  tends to infinity will the bias due to noise approach 
zero. Consequently, a short window means fast detection and high false alarm rates; but a 
large window means a long delay.  
 
A classical method is to use chi-squared tests to look for a structure in the innovations 
without specifying its form, which is to test the statistic of normalised squared-
innovation. This manoeuvre detection typically suffers much delay or false alarm. Bar-
Shalom and Birmiwal (1982) suggest that the end of the manoeuvre be detected by 
testing statistic of normalised squared-acceleration using the manoeuvring filter. 
However, the manoeuvring model has to completely reconstruct the process noise 
covariance and the estimate of the state variable within the sliding window when 
changing the the manoeuvre model. Furthermore, the filter only uses measurements at the 
starting point of sliding window to initilise the manoeuvre filter. Thus, it is difficult to 
reconstruct a good process-noise covariance in accord with the manoeuvre. The 
effectiveness and reliability depend on a good reconstruction of process-noise covariance 
of  the manoeuvre filter. If the process-noise covariance is too large, it causes false 
alarms, but if it too small, detection is delayed. Thus, it is difficult to detect the end of a 
manoeuvre reliably by this method.  
 
Chan and Couture (Chan and Couture, 1993) have developed a manoeuvre detector, 
which  projects the target positions s intervals  forward and compares the projections 
against measurements. This is different from the common innovations-based manoeuvre 
detector. In this detector, the Kalman filter estimates at time kT serve as the reference for 
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position projections towards (k+1), …, (k+s)T. If there is a manoeuvre, comparing the 
projections against the measurement will have a larger difference than comparing the 
Kalman filter estimates against the measurements (the innovation approach). 
Unfortunately, this detection method is susceptible to noise problems as well, a false 
alarm could be generated or the detection delayed.  
 
H &&gglund (1983) proposed a method to detect parameter changes in records with time-
varying noise levels. Chen and Norton (1987) proposed that rapid parameter changes are 
detected by a vector sequence based on H gglund’s method. This method is effective, 
robust and reasonably simple. Its ability to track sudden parameter changes is excellent in 
comparison with some other well known methods. For the tracking, when the manoeuvre 
occurs, the statistic of normalised squared-innovation will increase in size abruptly. So 
the statistic of normailsed squared innovations is defined as the parameter in Chen and 
Norton's statistic, and then this test of rapid parameter changes would give effective 
manoeuvre detection, i.e., one of our proposed manoeuvre detection methods. 
a
&&a
 
Weston and Norton (1997) recommend a simple and effective detection technique. It is in 
fact a scheme for detecting changes in forcing, in general. The technique detects impulses 
in the input by testing a statistic consisting of differences between forwards (filtered) 
prediction and backwards (smoothed) estimation for significance with offline processing, 
based on fixed-interval optimal smoothing. But unfortunately, it is used in offline 
processing,  and cannot be directly applied into the tracking with online processing. 
Could it be modified to work on line (e.g. with fixed-lag smoothing)? 
 
Zhang and Li (1997, 1998), and Isaksson and Gustafsson (1995) detect manoeuvres using 
the interacting multiple model (IMM) by observing the probability of each model. The 
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IMM algorithm is a suboptimal hybrid filter. The main feature of this algorithm is its 
ability to estimate the state of a dynamic system with several behaviour modes which can 
switch from one to another. In particular, the IMM filter can be a self-adjusting variable-
bandwidth filter, which makes it natural for tracking manoeuvring targets. However, the 
IMM filter is constructed by a large number of filters to cover the possible manoeuvre 
motions. This results in heavy computation. This technique also needs a prior suitable 
choice of model transition probability,  it may need tuning to match real target behaviour. 
 
In order to overcome the problems in the technique of Bar-Shalom and Birmiwal (Bar-
Shalom and Birmiwal, 1982), we  use the augmented state model (with position, speed, 
and acceleration) throughout the process, with process noise covariance the same as the 
normal model, and fixed-lag smoothing is used to provide better estimates of  the 
accelerations and their error covariance. The statistic and test is based on smoothed 
estimated accelerations. The test based on normalised squared smoothed-acceleration  is 
reliable and quick for detecting the beginning and end of manoeuvres. This manoeuvre 
detection is discussed in Section 4.6 and demonstrated in Section 4.9. 
 
The advantage of Weston and Norton's method is simplicity and effectiveness. If fixed-
lag smoothing were used instead of fixed-interval smoothing in Weston and Norton's 
method, this would give a useful manoeuvre detection with online processing for the 
tracking. Fortunately, the fixed-lag smoothed estimates and their covariances can be 
generated by fixed-interval optimal smoothing algorithms (Brown and Hwang, 1992). 
The fixed-lag smoothed estimates and their covariances are part of the fixed-interval 
smoothed estimates and the associated covariances. So the more effective manoeuvre 
detection can be derived, based on the Weston and Norton’s change detection with fixed-
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lag smoothing instead of  fixed-interval smoothing, and this method can be used to find 
the start and the end of manoeuvre steps with online processing. 
 
Therefore, this work proposes that the normalized squared-innovation is defined as 
parameter in Chen and Norton's method to provide a simple and effective manoeuvre 
detection; that the statistic of normalised squared smoothed-acceleration is used to give 
reliable and quick detection for detecting the beginning and end of manoeuvre; and that 
the statistic with fixed-lag smoothing, based on Weston and Norton's method, is used to 
obtain the more accurate manoeuvre steps.  
 
Sections 4.2, 4.3, 4.4, and 4.5 review classical manoeuvre detection with the statistic of 
normalised squared innovations, manoeuvre detection based on the difference between 
projections and measurements, Chen and Norton’s manoeuvre detection, and Weston and 
Norton’s manoeuvre detection, respectively. Section 4.6 presents manoeuvre detection by 
testing normalised squared smoothed-acceleration statistic. Section 4.7 presents modified 
Chen and Norton’s manoeuvre detection. Section 4.8 gives modified Weston and 
Norton’s  detection. Section 4.9 presents the simulations. Section 4.10 gives the summary 
of this chapter. 
 
4.2 Classical Manoeuvre Detection By Testing The Statistic Of Normalised 
Squared-Innovation 
One of the simplest detection methods uses the normalised squared-innovation  
εv(k) =                    (4.1) vSv kkk 1T −
(where v is the innovation, and  its covariance.) k Sk
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which is a chi-square variate with nz (the dimension of measurement) degrees of freedom 
when the measurements are commensurate with the linear model. A threshold is set up 
based on the target model (for the non-manoeuvring situation):  
P{εv(k)  ε≤ max} = 1-α                  (4.2) 
If the threshold is exceeded, a manoeuvre is assumed to have occurred but this method 
suffers false alarms heavily because of the noise problems.  
A less noise-sensitive method,  uses a windowed sample  mean of the normalised 
innovations squared: 
εv(k) = N
1 ∑
+−=
−k
Nki
iii vSv
1
1T                    (4.3) 
Nεv(k) is chi-square with Nnz degrees of freedom. If the statistic exceeds a threshold, say, 
the 95% confidence bound from χ2 tables, then a manoeuvre is deemed to have occurred 
because there is only a 5% chance. However, manoeuvre detection by testing this statistic 
incurs considerable delay or causes false alarms because of the noise problems. For 
example, if the noise over the sliding window samples produces measurements to one 
side of the track, a false alarm could be generated or the detection delayed. 
Another technique  is that  a fading-memory average of the innovation from the estimator 
based on the quiescent model is computed as follows: 
ρ(k)=α ρ(k-1)+ εv(k)         (4.4) 
where 0<α<1. The manoeuvre is held to be taking place if ρ(k) exceeds a certain 
threshold. This method provides faster but less reliable response. 
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4.3 Chan And Couture’s Manoeuvre Detection 
Chan and Couture (Chan and Couture, 1993) proposed a new manoeuvre detector. This 
manoeuvre detector is to project the target positions s intervals  forward and then 
compare the projections against measurements.  
 
Suppose that the target manoeuvre starts at k and continues on to k+i, results from 
unknown accelerations, and ignoring the process noise, the target position at k+i is  
)()()()( ikxiTkxikx η++=+ &       (4.5) 
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Let the projections from the non-manoeuvring Kalman filter, at k for k+i, be 
)(ˆ)(ˆ)( kxiTkxikx &( +=+        (4.8) 
where the estimate and are generated by non-manoeuvring Kalman filter. )(ˆ kx )(ˆ kx&
The position measurement at k+i is  
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so that the difference between the measurement and projection is 
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Summing s of these differences at fixed k yields 
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Let  and  denote, respectively, the values of  when there is no 
manoeuvre and when there is. If the errors terms 
)(0 sxΛ )(1 sxΛ )(sxΛ
)( ikvx +  have zero mean and are 
mutually uncorrelated, i.e. 
δσ nmxxx nvmvE ,2)}()({ =        (4.12) 
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)(sxΛ  and its covariance can create a chi-square statistic 
ε (s) = ( ))(sxΛ T (V 2 )-1 )(sxΛ       (4.16) 
which is used in a similar manner to the classical method to detect the manoeuvre. A 
detection variable for the y-direction can be obtained in a similar manner.  
 
4.4 Chen And Norton’s Manoeuvre Detection 
H &&gglund (1983) proposed a method to detect parameter changes in records with time-
varying noise levels. The method operates on the sequence { } of parameter 
corrections 
a
θˆΔ
θˆΔ t = -     (t=1,2,…)       (4.17) θˆ t θˆ 1-t
The sequence is low-pass filtered to give {q} from  
qt=α 1qt-1+ ,  0<θˆΔ t α 1<1       (4.18) 
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A scalar st=sgn( qθˆ TΔ t t-1) 
is then formed and low-pass filtered, yielding a statistic 
rt=α 2rt-1+(1-α 2)st , 0<α 1<1       (4.19) 
When rt exceeds a threshold, a parameter change is inferred. 
Chen and Norton (1987) proposed that rapid parameter changes be detected by a vector 
sequence based on H gglund’s method.  &&a
A low-pass filtered sequence {q} is formed by 
qt=α 1qt-1+(1-α 1) , θˆΔ t α 1≅ 0 9. ~0.99     (4.20) 
Noise-induced changes in  will fluctuate about zero and, if θˆ α 1 is well chosen, will 
contribute little to {q}. When a parameter θ j  changes abruptly, the parameter estimate 
will move systematically towards the new values. The corresponding element qj of q will 
move away from zero and its trend will soon be detected by the statistic 
rj,t=
s
q
j,t
j,t         (4.21) 
becoming comparable with unity, where 
sj,t =α 1 s +(1-1,t-j α 1 )| | (j=1,2,…,n)     (4.22) θˆ ,Δ tj
The statistic is similar to the ‘rambling factor’ of Trulsson (Trulsson, 1983). As soon as a 
change in any parameter θ j  has been recognized, the estimated parameter error 
covariance is increased to obtain adaptive parameter estimation. 
 
 
 
4.5 Weston And Norton’s Manoeuvre Detection 
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The technique recommended by Weston and Norton (1997) scans a set of input-output 
records for evidence of change at any step to detect any impulses in the input, based on 
fixed-interval optimal smoothing.  
 
The system is modeled by 
⎩⎨
⎧
=+=
+=+
NkkVkXkHkZ
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     (4.23) 
with , , ℜ∈ nX ℜ∈ rW ℜ∈ mZ , 0)]([ =kWE , 0)]([ =kVE  and )()](cov[ kQkW = , 
. An initial state estimate  and its covariance  are also 
specified. For simplicity, there is assumed to be no deterministic forcing or correlation 
between  and . The forwards (filtered) estimate of , based on  
and the observations , 
)()](cov[ kRkV = )0|0(Xˆ )0|0(P
)(kW )(kV )(kX )0|0(Xˆ
)( jZ kj ,...,2,1= , is denoted by , its prediction from the 
previous estimate by  and their respective covariances by 
)|(ˆ kkX
)1|(ˆ −kkX
)1|(),|( −kkPkkP . Correspondingly, the fixed-interval smoothed estimate at step k, 
based on observations through step N, where , is denoted by  and its 
covariance by . 
kN > )|(ˆ NkX
)|( NkP
The change-detection statistic will compare  and ; it yields the 
probability that the difference 
)1|(ˆ −kkX )|(ˆ NkX
)|(ˆ)1|(ˆ)( NkXkkXk −−≡δ       (4.24) 
is consistent with its covariance, where the covariance is 
)|()1|()](cov[)( NkPkkPkk −−==Δ δ       (4.25) 
If )(kδ  is assumed to be Gaussian (usually reasonable except perhaps near the ends of 
the records), the statistic 
)()()()( 1T kkkkd δδ Δ≡ −        (4.26) 
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is a χ2 variate with n degrees of freedom. An upper acceptance threshold for  is 
given directly by the lowest acceptable probability that 
)(kd
)(kδ  results by chance under the 
null hypothesis. If   fails the test, the failure is attributed to a state or input change. )(kd
 
4.6 Manoeuvre Detection By Testing The Statistic Of Normalised Squared 
Smoothed-Acceleration 
We  use the augmented-state (with position, speed, and acceleration) model throughout 
the process, with process noise covariance the same as the normal model, and fixed-lag 
smoothing is used to provide better estimates of  the accelerations and their error 
covariance. The statistic and test based on smoothed estimated accelerations are: 
)|(ˆ)|()|(ˆ)( 1
T kjXkjPkjXj aaa a
−=δ             (4.27) 
P{ ε)( jaδ ≤ max} = 1-α              (4.28) 
where  )|(ˆ kjX a is the smoothed estimate of the acceleration components,  is 
the corresponding block from the smoothed covariance matrix, and has a chi-
square distribution with (the dimension of acceleration) degrees of freedom. When 
the sum                 (4.29) 
)|( kjPa
)( jaδ
N a
)()(
1
ij
j
pji
aa ∑= +−= δμ
exceeds a specified threshold, the hypothesis that a manoeuvre is taking place is 
accepted, at which point the estimator switches from the quiescent (low-forcing) model to 
the manoeuvring model. If the accelerations drop rapidly to zero, the smoothed 
acceleration estimates will decrease in size monotonically. Thus, when the statistic falls 
twice in succession, the end of the manoeuvre is assumed and the estimator switches 
from the manoeuvre model to the quiescent model. A more conservative method would 
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be to apply the test to p successive values of the statistic with p>2, at the price of greater 
delay. 
 
The manoeuvre sometimes results from a gradual change in acceleration, rather than a 
step. We suppose the acceleration change is at an unknown constant rate β . In a method  
similar to the above, we  use an augmented state (with position, speed, acceleration and 
acceleration rate) model throughout the process, and fixed-lag smoothing is used to 
provide better estimates of  the rate of acceleration and its estimate error covariance. The 
statistic and test based on smoothed rate of  acceleration are: 
)|(ˆ)|()|(ˆ)( 1T kjXkjPkjXj ββββδ −=           (4.30) 
P{ ε)( jδ β ≤ max} = 1-α                 (4.31) 
where is the smoothed estimate of the acceleration rate components,  
is the corresponding block from the smoothed covariance matrix, and has a chi-
square distribution with  (the dimension of acceleration rate) degrees of freedom. The 
statistic in a window is  
)|(ˆ kjX β )|( kjPβ
)( jaδ
N a
)()(
1
ij
j
pji
∑=
+−=
δμ ββ                 (4.32) 
if )( jμβ  exceeds a certain threshold, the manoeuvre is held to be happening. 
  
4.7 Modified Chen And Norton’s Manoeuvre Detection 
When the manoeuvre happens, the statistic of normalised squared innovations will 
increase in size rapidly; otherwise, in the absence of the manoeuvre, the changes in the 
statistic of normalised squared innovations will fluctuate about zero. 
So the statistic of normailsed squared innovations is defined as the parameter  θˆ
≡)(ˆ iθ )()()( 1T iviSiv −        (4.33) 
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A low-pass filtered sequence {q} is formed by 
)(ˆ)1()1()( 11 iiqiq θαα Δ−+−= , 99.0~9.01 ≅α     (4.34) 
When the changes in  fluctuates about zero and, if θˆ α 1 is well chosen, the changes will 
contribute little to {q}. When a parameter  changes abruptly, the parameter estimate 
will move systematically towards the new values. The corresponding element q(i) will 
move away from zero and its trend will soon be detected by the statistic 
θˆ
)(
)(
)(
is
iq
ir =         (4.35) 
becoming comparable with unity, where 
)(ˆ)1()1()( 11 iisis θαα Δ−+−= , ),...,2,1( ni =     (4.36) 
When the statistic exceeds a threshold, the manoeuvre is assumed.  
 
4.8 Modified Weston And Norton’s Manoeuvre Detection 
The proposed manoeuvre detection is to use the fixed-lag smoothed estimate and its 
estimate error covariance instead of the fixed-interval smoothed estimate and the 
corresponding estimate error covariance in (Weston and Norton, 1997), respectively.  
The change-detection statistic is to compare the forwards prediction with 
smoothed estimation ,  
)1|(ˆ −jjX
)|(ˆ kjX
)1|(ˆ)|(ˆ)( −−≡ jjXkjXjδ           (4.37) 
and suppose X  is n-dimension state vectors. 
The statistic  
)()]|()1|([)()( 1T jkjPjjPjjd δδ −−≡ − d (j)≡δT(j)[ P(j | j-1)-P(j | k)]-1 (4.38) 
is a χ2 variate with n degrees of freedom. A threshold is set up based on the lowest 
acceptable probability with a conventional Kalman filter. 
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When the sum  
∑=
+−=
j
pji
idj
1
)()(μ         (4.39)  
exceeds the threshold at step j over a window of length p, a manoeuvre may be assumed 
to have taken place, the statistic with manoeuvre filter is recomputed supposing the 
manoeuvre happens around step j, and the step at which the statistic  provides the 
minimum value is regarded as the real manoeuvre step, i.e., the statistics )(1 iμ , )(2 iμ  and 
)(3 iμ  at the same step i with manoeuvre filter, are recomputed using equation (4.39) 
supposing the manoeuvre happens at the step j-1, j and j+1 respectively, and the real 
manoeuvre step t* is 
t*=arg min{ )(1 iμ | t=j-1, )(2 iμ | t=j, )(3 iμ | t=j+1}    (4.40)  
 
4.9 Simulations 
The simulations compare the classical manoeuvre detection, the manoeuvre detection 
methods by testing statistic of normalised squared-acceleration, modified Chen and 
Norton's manoeuvre detection, and modified Weston and Norton's manoeuvre detection 
by using the same example and the same observation sequence. 
 
This example considers a target whose position is sampled every T = 1s in the two-
dimension space. The target is on a constant course and speed until t = 40s, and starts to 
manoeuvre at t = 40s, and then completes to manoeuvre in 20 sampling period. The 
process noise covariance Q = 10-2 and the measurement noises have 30m and 0.5 degrees 
standard deviation for the range and bearing, respectively. The initial conditions of the 
target are given by x(0) = 2000m, &x (0) = 0m/s, y(0) = 10000m, and &y (0) = -500m/s. 
The manoeuvre is the result of the acceleration input as follows 
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 ux=uy=35m/s2,   40s ≤≤ t 60s. 
For the classical manoeuvre detection by testing the statistic of normalised squared-
innovation.  The window size is 5 sample intervals, and then the threshold is taken to be 
18.3, given in equation (4.3) according to 0.95 confidence region for a 10-degrees-of-
freedom chi-square distribution and the end of manoeuvre is also detected by the statistic 
of normalised innovations squared. 
For the manoeuvre detection by testing the statistic of normalised squared smoothed-
acceleration, the lag is 2 sample intervals, and the window size is 2. The threshold for 
)(kaμ , given in equation (4.29), is 9.49 according to 0.95 confidence region for a 4-
degrees-of-freedom chi-square distribution.  
 
For the modified Chen and Norton's method by testing the changes of normalised 
squared-innovation, the α1  is 0.95 in equations (4.34) and (4.36), and the threshold is 
taken to be 0.4, given in equation (4.35). 
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Fig. 4.1 Statistic of normalised squared-    Fig. 4.2 Statistic of normalised squared-                     
innovation                                                 innovation (Amplification of Fig. 4.1). 
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Fig. 4.3 Statistic of normalised squared-    Fig. 4.4 Statistic of normalised squared- 
acceleration.                                              acceleration(Amplification of Fig. 4.3). 
 
 72
Chapter 4.  Manoeuvre Detection 
0 10 20 30 40 50 60 70 80 90 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Time step
S
ta
ti
s
ti
c
 b
y
 t
e
s
ti
n
g
 t
h
e
 c
h
a
n
g
e
s
 o
f 
n
o
rm
a
lis
e
d
 s
q
u
a
re
d
-i
n
n
o
va
ti
o
n
Threshold
 
Fig. 4.5 Statistic of modified Chen and Norton's method. 
 
 
In the modified Weston and Norton's manoeuvre detection, the fixed lag is 3 sample 
intervals, the sliding widow size is 2 sample intervals The threshold for )(kaμ , (given in 
equation (4.39) with p=2 and α=0.005), is 21.955 according to 0.995 confidence region 
for a 8-degrees-of-freedom chi-square distribution. After the manoeuvre is detected, the 
model switched into augmented state model with 6-state, the lag is still 3 sample 
intervals, and the sliding widow size is  2  sample   intervals.  The threshold for )(kaμ , 
(given in equation (4.39) with p=2 and α=0.005), is 28.299 according to 0.995 
confidence region for a 12-degrees-of-freedom chi-square distribution.  
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Fig. 4.6 Statistic with fixed-lag smoothing.      Fig. 4.7 Statistic with fixed-lag smoothing. 
 
 
Each run gives the similar results. Thus Figures 4.1-4.7 only present one-run results of 
the manoeuvre detection by testing the statistic of normalised squared-innovation, by 
testing the statistic of normalised smoothed squared-acceleration, by using modified 
Chen and Norton's method, and by using modified Weston and Norton's method, 
respectively. Figures 4.1 and 4.2 show that the manoeuvre is detected at step 45, and that 
the end of the manoeuvre is difficult to detect. Figures 4.3 and 4.4 show that the 
manoeuvre is detected at step 42, and the end of manoeuvre is detected at step 73. Figure 
4.5 shows that the manoeuvre is detected at step 43. Figure 4.6 shows that the manoeuvre 
is detected at step 40, and Figure 4.7 shows that the end of manoeuvre is detected at step 
63.  
 
From these results of simulation, the classical manoeuvre detection is shown to suffer 
much more delay than any of the proposed methods. The manoeuvre detection by 
modified Weston and Norton's method, based on fixed-lag smoothing, is much more 
effective and quicker although including the fixed lag (3 sample intervals).   
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4.10 Discussion And Summary  
This chapter reviews and discusses many manoeuvre detection techniques in the 
literature in the last 30 years, and also develops several manoeuvre detection methods.  
 
The classical manoeuvre detection by testing the normalised squared innovations is 
simple but suffers much delay or false alarm. Chan and Couture’s manoeuvre still is  
susceptible to noise problems. A false alarm could be generated or the detection delayed. 
McAulay and Denlinger (1973) use matched filtering to detect manoeuvre; and Zhang 
and Li’s , and Isaksson and Gustafsson’s manoeuvre detection by observing the 
probability of each model using the IMM require the knowledge of the manoeuvre 
characteristics before detecting it, and seems difficult to tune to real situations.  
 
Chen and Norton’s rapid parameter changes detection,  based on H gglund’s method, is 
used in adaptive parameter estimation and adaptive detecting rapid parameter changes, 
and effective. Weston and Norton’s manoeuvre detection is to detect impulses in the 
input via full measurements with offline processing. Its advantage is simplicity and 
effectiveness. But unfortunately, it cannot be applied into the tracking with online 
processing.  
&&a
 
Finally, we developed the following manoeuvre detection methods. The fixed-lag 
smoothing is used to provide better estimates of  the accelerations and their error 
covariance, and then the statistic of normalised squared smoothed accelerations is used to 
provide quick detection. We also modified Weston and Norton’s manoeuvre detection 
with the fixed-lag smoothing instead of the fixed-interval smoothing based on Weston 
and Norton’s method, and make it be used in online processing to obtain the more 
accurate manoeuvre step and quicker detection. Because Chen and Norton’s detection 
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can detect the rapid parameter changes and the feature of manoeuvre is that the statistic 
of normalised squared innovations increase in size abruptly, detecting the changes of the 
statistic of normailsed squared-innovation would give effective manoeuvre detection.  
 
The classical manoeuvre detection is described by equation (4.3); Chan and Couture’s 
manoeuvre detection by (4.16); Chen and Norton’s manoeuvre detection by equations 
(4.20), (4.21) and (4.22); Weston and Norton’s manoeuvre detection by equation  (4.26); 
Manoeuvre detection by testing a normalised-squared-smoothed acceleration statistic by 
equations (4.27) and (4.29); Manoeuvre detection by testing the statistic of normalised-
squared-smoothed-rate in acceleration variation by equations (4.30) and (4.32); Modified 
Chen and Norton’s manoeuvre detection by equations (4.33), (4.34), (4.35) and (4.36); 
Modified Weston and Norton’s manoeuvre detection by equations (4.37), (4.38), (4.39) 
and (4.40). 
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 CHAPTER 5 
MODIFIED SINGER'S FILTER FOR MULTIPLE-MODEL 
TRACKING FILTER  
 
This chapter presents modified Singer's tracking filter. As mentioned in the preceding 
chapters, Singer's filter has a good performance for the target with low level manoeuvre, 
but a poor performance for the target with high level manoeuvre. Thus, this chapter uses 
the input estimation technique to estimate manoeuvre level, and then  regards target 
accelerations as a perturbation around the estimated acceleration level to construct the 
Singer's filter. The final Singer's filter is called as modified Singer's filter in this thesis. 
The modified Singer’s filter would track any level manoeuvring target well.   This 
chapter also compares this method with the IMM and Singer's filter mentioned in the 
preceding chapters. The simulation results show how the improvement of the modified 
Singer's filter is, compared with Singer's filter. The simulation results also show the 
comparable  performance and economic computational load of the modified Singer's 
filter, compared with IMM filter. Therefore, the modified Singer's filter is used to 
provide safeguards for the new multiple-model filter of Chapter 6 during uncertain 
manoeuvres.  
 
5.1 Introduction 
In several publications (Bar-Shalom,1989 and Lin,1993), the interacting multiple model 
(IMM) algorithm has been suggested as a very useful algorithm for the tracking of a 
manoeuvring target.  The IMM algorithm is a suboptimal hybrid filter that has been 
shown to be one of the most cost-effective hybrid state estimation schemes. The main 
feature of this algorithm is its ability to estimate the state of a dynamic system with 
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several behaviour modes which can “switch” from one to another. In particular, the 
IMM filter can be a self-adjusting variable-bandwidth filter, which makes it natural for 
tracking manoeuvring targets. However, the IMM filter incorporates a large number of 
filters to cover the possible manoeuvre motions,  resulting in heavy computation.  
 
Input estimation (IE) algorithm (Chan et al., 1979; 1982) consists of the estimation of 
the unknown input (manoeuvre) over a sliding window and suitable compensation of 
the state estimate under the assumption that the manoeuvre onset time is the starting 
point of the sliding window. This technique shows poor performance in case of low 
level manoeuvring target because it tends to over-compensate for the manoeuvre. 
However, this technique has a good performance in case of high level manoeuvring 
target when the manoeuvre onset time is detected. 
 
In 1970, Singer (1970) proposed a target model in which a manoeuvring motion is 
included as a Markov first order process with zero-mean and correction time constant 
τ . A tracking filter with Singer's model shows good performance for the target with a 
low level manoeuuvre, but its performance rapidly degrades in the case of high level 
manoeuvring target. The proposed modified filter is a filter which combines  advantages 
of IE filter and Singer's filter. Low level manoeuvre is handled by Singer's filter while 
high level manoeuvre is detected and compensated by input estimation, i.e., high 
manoeuvre level is estimated by input estimation technique, and then Singer's filter is 
constructed by considering target accelerations as a perturbation around the estimated 
acceleration level, so in this way, the modified Singer’s filter should track any level 
manoeuvring target well.  
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This work uses the modified Singer’s filter to provide the state estimation in the cases 
of uncertain manoeuvre and low level manoeuvre as part of the new multiple-model 
filter in Chapter 6. 
 
Section 5.2 presents the modified Singer's filter in detail. Section 5.3 gives the 
simulation results. Finally, Section 5.4 summarizes this chapter. 
 
5.2 Modified Singer’s Tracking Filter 
5.2.1 Target models 
Singer proposed a manoeuvre model as a first-order Markov process with zero-mean 
and correlation time τ  as follows, 
)()(1)( twtt +−= ατα&         (5.1) 
where )(tα  is an acceleration and  is a zero-mean white noise with variance 
. And process noise variance q is given by 
)(tw
)()}({ 2 τδτ −= tqwE τ
σ 22 mq =  where σ m  is 
a variance of target manoeuvre acceleration. In order to account an abrupt or high 
manoeuvre, we propose a new acceleration model, viz., 
)(1)()()( 00 ttbbbtta n−−++= α       (5.2) 
In (5.2), )(tα  is the same variable modelled in(5.1), and it represents a slow, varying 
acceleration. The other portion of the right-hand side of (5.2) represents an abrupt 
change in acceleration, where  is a unit step function. And it is assumed that the 
manoeuvre level is changed from b  to b  at time t . From (5.1) and (5.2), the 
dynamics of the acceleration  can be obtained by  
)(1 t
0 n
)(ta
)()()()(1)( 0 ttbbtwtta n−−++−= δατ&  
 79
Chapter 5. Modified Singer's Filter For Multiple-Model Tracking Filter 
        )()()()}(1)({1)(1 000 twttbbttbbbta nn +−−+−−++−= δττ   (5.3) 
where )(tδ  is a Dirac delta function. Defining a state vector  of position, velocity, 
and acceleration in two axes, the target dynamics model can be written by 
)(tX
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where I  is the 2x2 identity matrix. The discrete-time form of the above equation is 
sought for digital implementation. Let the sampling interval be T, and assume that 
. Define  to be a state vector at time nTtn = )(kX kTt = . Similar to (Singer, 1970; 
Berg, 1983; Song et al, 1998), the discrete-time form of (5.4) can be obtained as 
follows, 
)()(1)()]()()([)1( 000 kWbGnkbbGnkbbBkXFkX ++−−+−−+=+ δ   
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and  is a zero-mean white noise vector with the same variance as in Chapter 2 of 
Singer's filter. 
)(kW
 
In this model, a high manoeuvre is represented as a transition of manoeuvre levels, 
while a low manoeuvre is modeled as a perturbation around the manoeuvre level. In 
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order to construct a filter using this model, a manoeuvre level change must be checked 
at every time stage, and a new manoeuvre level and its starting time should be 
estimated. 
 
5.2.2 Manoeuvre level estimation  
Consider a linear  stochastic system of the form 
)()(1)()]()()([)1( 000 kWbGnkbbGnkbbBkXFkX ++−−+−−+=+ δ  (5.5) 
)()()( kVkHXkZ +=           )( nk ≥
Estimation of the state is done using the model without input b (model with 
manoeuvring level b ): 0
)()()1( 0 kWbGkFXkX ++=+       (5.6) 
From the innovation of the Kalman filter based on the model with manoeuvring  level 
 (5.6), the correction of input is to be detected, estimated and used to correct the state 
estimate. 
b0
 
Assume that the target starts new manoeuvring at time k. Its unknown correction of 
input during the time interval [k,…,k+s] are biΔ , 1,..., −+= skki . The state estimates 
from the (now mismatched) filter based on (5.6) will be denoted by an asterisk. 
)()()1|(ˆ])([)|1(ˆ 0
** iZiFKbGiiXHiKIFiiX ++−−=+    
)()()1|(ˆ)()|1(ˆ 0
** iZiFKbGiiXiiiX ++−Φ=+     (5.7) 
where 1,..., −+= skki  
with the initial condition 
=− )1|(ˆ * iiX )1|(ˆ −iiX        (5.8) 
being the correct estimate before the new manoeuvre started. 
Recursion (5.7) yields, in terms of the initial condition (5.8) 
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where 1,..., −+= skki  
If the inputs were known, the correct filter based on (5.5) would yield estimates 
according to the recursion 
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where 1,..., −+= skki  
Comparing equation (5.9) with (5.10), if  the estimate )( 0bb −  is got , then the state 
estimate can be got. So, the problem is how to get )|1(ˆ iiX + )( 0bb − . 
The innovations of equation (5.5) are 
)|1(ˆ)1()1( iiXHiZiv +++=+        (5.11) 
The innovations of equation (5.6) are 
)|1(ˆ)1()1( ** iiXHiZiv +++=+       (5.12) 
From equations (5.11) and (5.12), we can get 
)1()}()]([)]({[)1( 0
1 1
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i
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i
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  (5.13) 
and yields 
)1())(1()1( 0* ++−+Ψ=+ ivbbiiv       (5.14)  
where     (5.15)  ∑ ∏Φ+∏Φ≡+Ψ
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11
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Equation (5.14) shows that the innovation of the manoeuvring filter based on 
manoeuvreb  is a “linear measurement” of the correction of input  in the 
presence of the additive “white noise” 
)1(* +iv
0 )( 0bb −
)1( +iv . From equation (5.14) it follows that the 
input can be estimated using the least-squares criterion from 
Y= +ε        (5.16) Ψ bΔ
where Y≡  and ≡       (5.17) 
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are the stacked measurement vector and matrix, the noise 
 ε ≡          (5.18)  
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skv
kv
M
is zero-mean with block-diagonal covariance matrix 
S = diag{S(k+1),…,S(k+s)}       (5.19) 
and the correction of input 
bbb 0−≡Δ  
The estimation can be obtained in batch form as 
YSSb 1T1T
1)(ˆ −− − ΨΨΨ=Δ        (5.20) 
with the resulting covariance matrix 
)( 1T 1ΨΨ= − −SL         (5.21) 
After the correction of input is estimated, the state has to be corrected as follows: 
bMiiXiiX ˆ)|1(ˆ)|1(ˆ
* Δ++=+        (5.22) 
where    ∑ ∏Φ+∏Φ≡
= +=+=
i
kj
i
jm
i
kj
GmFBjM
11
)]([)]([
The state also can be corrected by the estimated input and Kalman filter. )1|1(ˆ ++ iiX
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 The covariance associated with the estimate (5.22) is  
MMLiiPiiP T* )|1()|1( ++=+        (5.23) 
where  is the covariance associated with estimate )|1(* iiP + )|1(ˆ * iiX + . 
 
5.3 Simulations 
The simulations were done on a Intel 82371AB Pentium II processor and written in 
MATLAB with version 5.3. MATLAB is a technical computing environment for high-
performance numeric computation and visualization. MATLAB integrates numerical 
analysis, matrix computation, signal processing, and graphics in an easy-to-use 
environment where problems and solutions are expressed just as they are written 
mathematically.  
 
The performance of target trackers relies on their estimation accuracy and how fast they 
do the calculations. The accuracy is evaluated through the root-mean-square (rms) 
estimation error for position, speed and acceleration. 
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where $xki  is the estimate of x at time k in simulation run number i; the actual value is xki .  
The computational load is evaluated using their executing time of CPU work.  
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For each test, a Monte Carlo test of N=100 runs was performed.   
 
The following gives three typical examples to compare modified Singer's filter with 
Singer's filter and IMM filter in performance and computation load. One is the 
commonest case of a simple target with rectilinear acceleration motion, the other two 
are practical cases: a circular motion target and an agile target. 
 
5.3.1 Comparison of trackers using a simple target with rectilinear acceleration 
motion 
The first example is the common case, the target's trajectory is in a constant-velocity, 
and then has an acceleration motion to a new velocity, and finally executes the new 
constant-velocity motion.    
 
The example considers a target which begins 15km North and 20km West of the tracker 
travelling South at 600m/s in the two-dimension space. After 39 seconds of constant-
velocity motion (subject to acceleration process noise of variance ) the 
target executes a left turn with a lateral acceleration of 20m/s2 for 31 seconds, and then 
returns to constant-velocity motion. Measurements are taken at a rate of 1Hz for 110 
seconds with additive Gaussian noise of standard deviation σr=30m and σ
01.022 ==
yx aa σσ
θ=0.5o from 
an observer at the origin. 
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Fig. 5.1 Target trajectory  
 
Three trackers are tested here, 
tracker details of tracker 
Singer's 
Filter 
manoeuvre correction time: 10s 
manoeuvre acceleration variance for target model: 32
Modified 
Singer's 
Filter 
manoeuvre level estimation: input estimation 
 
manoeuvre detection: testing the statistic of normalised squared innovations 
window size:  5 samples 
 
target accelerations around estimated manoeuvre level: modelled by Singer's 
model 
 
manoeuvre correction time and manoeuvre acceleration variance: the same as 
for Singer's filter. 
IMM x-direction accelerations used: ax={±50.0,±25.0,0.0}m/s2 
y-direction accelerations used: ay={±50.0,±25.0,0.0}m/s2  
with a probability of no change in manoeuvre of 0.9. 
 
Table 5.1 Trackers used in simulation comparison 
 
 
The filters do not respond to initial conditions sensitively (Brown and Hwang, 1992), 
therefore, the initial conditions are approximately obtained as follows. 
For IMM filter, the initial estimates of the states (Bar-Shalom and Birmiwal, 1982) are  
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For Singer's filter and modified Singer's filter, the initial estimates of the states (Singer, 
1970) are  
)0(cos)0()0()0()0()0|0(ˆ θ mmxx rVxZx =+==  
)0(sin)0()0()0()0()0|0(ˆ θ mmyy rVyZy =+==  
T
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T
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T
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T
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where   
   
θσθσθ mrmmL rR cossin 2222211 +=
θσθσθ mrmmL rR sincos 2222222 +=
 and  (presented in Section 3.8)  θθσσ θ mmmrL rR cossin)( 22212 −=
The simulation results are shown in Figs 5.2-5.7. Figs 5.2-5.4 show the performance of 
modified Singer's filter and Singer's filter in position, speed and acceleration. Figs 5.5-
5.7 show the performance of modified Singer's filter and IMM filter in position, speed 
and acceleration.  
Table 5.2 shows the computation loads of trackers used 
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Fig. 5.2 RMS errors of modified Singer's filter and Singer's filter in position 
 
 88
Chapter 5. Modified Singer's Filter For Multiple-Model Tracking Filter 
 
 
 
 
 
0
20
40
60
80
100
120
0 20 40 60 80 100 120
Time step (T)
R
M
S 
er
ro
rs
 in
 s
pe
ed
 (m
/s
)
Modified Singer's f ilter
Singer's f ilter
 
Fig. 5.3 RMS errors of modified Singer's filter and Singer's filter in speed 
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Fig. 5.4 RMS errors of modified Singer's filter and Singer's filter in acceleration 
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Fig. 5.5 RMS errors of modified Singer's filter and IMM filter in position 
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Fig. 5.6 RMS errors of modified Singer's filter and IMM filter in speed 
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Fig. 5.7 RMS errors of modified Singer's filter and IMM filter in acceleration 
 
 
 
Figs 5.2-5.4 show that the modified Singer's filter gives better performance than 
Singer's filter during the manoeuvre, and also show that the modified Singer's filter 
provides a little worse performance than Singer's filter after the manoeuvre ends. These 
figures also show that the process noise variance given in Singer's filter has not covered 
the manoeuvre well in the present of manoeuvre. In other hand, these figures 
demonstrate the improvement of the modified Singer's filter during the manoeuvre. 
These figures also demonstrate that the performance of  modified Singers filter is poorer 
than Singer's filter after the manoeuvre ends  because of the error of input estimation. 
 
Figs 5.5-5.7 show that the modified Singer's filter gives better performance than IMM 
filter during the manoeuvre, and also show that the modified Singer's filter provides a 
little worse performance than IMM filter in the absence of manoeuvre. In the absence of 
manoeuvre, the filter with zero accelerations dominates in IMM, which estimates the 
probability of each model.  In the presence of manoeuvre, the tracking is performed by 
five filters (one filter with zero in x-direction  and 25m/s2 in y-direction, one filter with 
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zero in x-direction  and 50m/s2 in y-direction,  one filter with 25m/s2 in x-direction  and 
zero in y-direction,  one filter with 50m/s2 in x-direction  and zero in y-direction,  and 
another filter with 25m/s2 in x-direction  and in y-direction)  in IMM.  However, the 
modified Singer's filter in fact increases the process noise through the whole processing 
to worsen the performance than IMM in the absence of manoeuvre, and is compensated 
by input estimation and handles better than IMM during the manoeuvre.  
 
Comparing the computation times of trackers 
 Computation time(s) 
Singer's Filter 0.164 
Modified Singer's Filter 1.022 
IMM 14.520 
 
Table 5.2 Computation loads of trackers used in simulation comparison 
 
 
5.3.2 Comparison of trackers with a circular motion target 
The second example is another typical case, the target's trajectory is kept in a constant-
speed motion, the track contains a constant-speed turn and two constant velocities 
motion.  
The example considers a target which begins 25km South and 9km East West of the 
tracker travelling East at 500m/s in the two-dimension space. After 74 seconds of 
constant-velocity motion (subject to acceleration process noise of variance 
) the target executes a right circular turn with an acceleration of 
30m/s2 for 52 seconds and then returns to a constant-velocity motion. Measurements 
are taken at a rate of 1Hz for 200 seconds with additive Gaussian noise of standard 
deviation σr=30m and σθ=0.5o. 
01.022 ==
tn aa σσ
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Fig. 5.8 Target trajectory  
 
 
 
Three trackers are tested here, 
tracker details of tracker 
Singer's 
Filter 
manoeuvre correction time: 10s 
manoeuvre acceleration variance for target model: 32
Modified 
Singer's 
Filter 
manoeuvre level estimation: input estimation 
 
manoeuvre detection: testing the statistic of normalised squared innovations 
window size:  5 samples 
 
target accelerations around estimated manoeuvre level: modelled by Singer's 
model 
 
manoeuvre correction time and manoeuvre acceleration variance: the same as 
for Singer's filter. 
IMM along-track accelerations used: at={±15.0,±7.5.0,0.0}m/s2 
cross-track accelerations used: an={±50.0,±25.0,0.0}m/s2  
with a probability of no change in manoeuvre of 0.9. 
 
Table 5.3 Trackers used in simulation comparison 
 
 
The initialization of the filters are the same as in the first example. The detail of 
initialization is not reiterated here. 
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The simulation results are shown in Figs 5.9-5.14. Figs 5.9-5.11 show the performance 
of modified Singer's filter and Singer's filter in position, speed and acceleration. Figs 
5.12-5.14 show the performance of modified Singer's filter and IMM filter in position, 
speed and acceleration.  
Table 5.4 shows the computation loads of  trackers used. 
 
Figs 5.9-5.11 show that the modified Singer's filter gives better performance than 
Singer's filter during the manoeuvre, and also show that the modified Singer's filter 
provides a little worse performance than Singer's filter after the manoeuvre ends. These 
simulation results are similar to the results in the first example with a rectilinear 
acceleration motion (Section 5.3.1).  
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Fig. 5.9 RMS errors of modified Singer's filter and Singer's  filter in position 
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Fig. 5.10 RMS errors of modified Singer's filter and Singer's  filter in speed 
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Fig. 5.11 RMS errors of modified Singer's filter and Singer's filter in acceleration 
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Fig. 5.12 RMS errors of modified Singer's filter and IMM filter in position 
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Fig. 5.13 RMS errors of modified Singer's filter and IMM filter in speed 
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Fig. 5.14 RMS errors of modified Singer's filter and IMM filter in acceleration 
 
  
Figs 5.12-5.14 show that the modified Singer's filter gives a little worse performance 
than IMM filter in the absence of manoeuvre, and comparable performance with IMM 
filter in the presence of manoeuvre. In the absence of manoeuvre, the filter with zero 
accelerations dominates for most of time for IMM tracking. But sometimes, the zero 
acceleration filter, along with some non-zero acceleration filters, dominates the IMM 
filter according to the probability of each model.  In the presence of manoeuvre, the 
tracking is performed mainly by ten filters (one filter with zero in along-track  and 
25m/s2 in cross-track, one filter with zero in along-track  and 50m/s2 in cross-track,  one 
filter with 7.5m/s2  in along-track  and 25m/s2 in cross-track,  one filter with 7.5m/s2 in 
along-track  and 50m/s2 in cross-track, and so on)  in IMM.  However, the modified 
Singer's filter in fact increases the process noise through the whole processing and is 
compensated with input estimation during the manoeuvre, and handles it better than 
IMM or gives  a performance comparable with IMM filter. 
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Comparing the computation times of trackers 
 Computation time(s) 
Singer's Filter 0.494 
Modified Singer's Filter 2.504 
IMM 29.080 
 
Table 5.4 Computation loads of trackers used in simulation comparison 
 
 
 
5.3.3 Comparison of trackers with an agile target 
The third example is more complex case, the target's trajectory consists of several 
constant velocities, constant-speed turns and an inconstant-speed turn motion.  
 
The example considers a target which begins 15km South and 7.5km West of the 
tracker travelling East at 400m/s in the two-dimension space. After 149 samples of 
constant-velocity motion (subject to acceleration process noise of variance 
) the target sustains a manoeuvre or nonmanoeuvre every 60 samples. 
At first, the target executes a left circular turn with an acceleration of 75m/s2 and then 
returns to a constant-velocity motion before entering a 75m/s2 right turn.  The target 
continues at constant velocity before turning left at 3.5g with the along-track 
acceleration 2g. The target now stop accelerating. Measurements are taken at a rate of 
4Hz for 510 samples with additive Gaussian noise of standard deviation σr=30m and 
σθ=0.5o. 
01.022 ==
tn aa σσ
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Fig. 5.15 Target trajectory  
 
Three trackers are tested here, 
tracker details of tracker 
Singer's 
Filter 
manoeuvre correction time: 10s 
manoeuvre acceleration variance for target model: 32
Modified 
Singer's 
Filter 
manoeuvre level estimation: input estimation 
 
manoeuvre detection: testing the statistic of normalised squared innovations 
window size:  5 samples 
 
target accelerations around estimated manoeuvre level: modelled by Singer's 
model 
 
manoeuvre correction time and manoeuvre acceleration variance: the same as 
for Singer's filter. 
IMM along-track accelerations used: at={±30.0,±15.0,0.0}m/s2 
cross-track accelerations used: an={±100.0,±50.0,0.0}m/s2  
with a probability of no change in manoeuvre of 0.9. 
 
Table 5.5 Trackers used in simulation comparison 
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The initialization of the filters are the same as in the first example. The detail of 
initialization is not reiterated here. 
 
The simulation results are shown in Figs 5.16-5.21. Figs 5.16-5.18 show the 
performance of modified Singer's filter and Singer's filter in position, speed and 
acceleration. Figs 5.19-5.21 show the performance of modified Singer's filter and IMM 
filter in position, speed and acceleration.  
Table 5.6 shows the computation loads of trackers used. 
 
Figs 5.16-5.18 show that the modified Singer's filter gives better performance than 
Singer's filter. These figures prove that the process noise variance given in Singer's 
filter has not covered the manoeuvre well in the present of manoeuvre and Singer's filter 
has much delay to be adjusted to non-manoeuvre target in the absence of manoeuvre. 
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Fig. 5.16 RMS errors of modified Singer's filter and Singer's filter in position 
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Fig. 5.17 RMS errors of modified Singer's filter and Singer's filter in speed 
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Fig. 5.18 RMS errors of modified Singer's filter and Singer's  
filter in acceleration 
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Fig. 5.19 RMS errors of modified Singer's filter and IMM filter in position 
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Fig. 5.20 RMS errors of modified Singer's filter and IMM filter in speed 
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Fig. 5.21 RMS errors of modified Singer's filter and IMM  filter in acceleration 
 
 
Figs 5.19-5.21 show that the modified Singer's filter gives better performance than 
IMM filter in the absence of manoeuvre, and a comparable performance with IMM 
filter during the manoeuvre.  In the absence of manoeuvre, the filter with zero 
accelerations dominates for most of time for IMM tracking and sometimes the zero 
acceleration filter, along with some non-zero acceleration filters dominates the IMM 
filter for the tracking.  In the presence of the first manoeuvre, the tracking is performed 
mainly by around ten filters (one  filter with zero in  along-track  and -50m/s2 in cross-
track, one filter with zero in along-track  and -100m/s2 in cross-track,  one filter with 
30m/s2  in along-track  and zero in cross-track,  one filter with 30m/s2 in along-track  
and -50m/s2 in cross-track, and so on)  in IMM.  In the presence of the second and third 
manoeuvre, the IMM filter works similarly to the case in the first manoeuvre.  The 
modified Singer's filter increases the process noise covariance through the whole 
processing and is compensated by input estimation during the manoeuvre, and gives 
performance better than or comparable to the IMM.   
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Comparing the computation times of trackers 
 Computation time(s) 
Singer's Filter 2.310 
Modified Singer's Filter 8.808 
IMM 74.040 
 
Table 5.6 Computation loads of trackers used in simulation comparison 
 
 
5.4 Summary 
This chapter gave the detailed modified Singer's filter, and also compared the 
performance of modified Singer's filter with that of Singer's filter and IMM filter via 
three typical examples. 
 
Singer's filter is simple, and its computation load is the lowest, but when the constructed 
process noise covariance is not able to cover the manoeuvre, track would be lost. 
 
IMM filter is very popular in recent years for tracking and is thought be the most 
robust. However, its computation is heaviest, increasing the number of filters to 
increase the possibility of  the real manoeuvre model being included causes more 
computation; decreasing the number of filters risks an incorrect filter being dominated. 
 
Modified Singer's filter is derived by combining Singer's filter and input estimation. 
During the manoeuvres, input estimation is used to compensate Singer's filter to avoid 
the problem which  the constructed process noise covariance is not able to cover the 
manoeuvre. Its computation load is modest, and its performance is much better than 
Singer's filter and at least comparable with IMM filter. This is why the multiple-model 
filter in Chapter 6 will use the modified Singer's filter in the uncertain manoeuvre. 
To recapitulate, the modified Singer's filter model is described by equation (5.5), and 
the filter by equations (5.9), (5.10), (5.20), (5.22) and (5.23). 
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 CHAPTER 6 
MULTIPLE-MODEL  TRACKING FILTER AND SIMULATIONS  
 
As we know, the matched model filter with target motion will provide good 
performance for tracking, on the other hand, the mismatched model filter with the target 
motion will give a poor performance for tracking.  However, the target motion is very 
complex, sometimes has a manoeuvre. The manoeuvre might need to be detected and 
distinguished. However, some manoeuvres might not be distinguished. Furthermore, 
detecting and distinguishing the manoeuvre need times to be done. Thus, a new 
multiple-model filter is developed in this work. The new multiple-model filter is 
constructed by modified Singer’s filter and several other filters. The modified Singer’s 
filter is used in the case of uncertain manoeuvre. Each of the other filters represents a 
set of motions, therefore, the new multiple-model is constructed by a limited number of 
filters.  
 
This chapter will present the new multiple-model tracking filter, and compares this 
method with the various target tracking algorithms mentioned in the preceding chapters. 
The simulation results show good performance of the new multiple-model filter for 
tracking manoeuvring targets, and also highlight the economic computational load of 
using the new multiple-model filter.  
 
6.1 Introduction 
From Chapters 2 and 5, it is easy to summarize the following conclusions about 
tracking techniques in the literature. Input estimation (IE) algorithm (Chan et al., 1979; 
1982) consists of the estimation of the unknown input (manoeuvre) over a sliding 
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window and suitable compensation of the state estimate under the assumption that the 
manoeuvre onset time is the starting point of the sliding window.  
 
The performance of  the VD filter (Bar-Shalom et al,1982) is superior to that of the IE 
filter in the case of low level manoeuvre, and the computational requirements of  the 
VD algorithm  is less than that of the IE algorithm. However, the VD algorithm may 
increase the tracking error because of the reconstruction of manouvre model.  
 
The MM filter (Moose et al., 1975; 1977; 1979) usually consists of a large number of 
filters to cover probable manoeuvres, causing heavy computation. This approach is 
based on the “non-interacting” MM method: the single-model-based filters are running 
in parallel without mutual interaction, i.e., each filter operates independently at all 
times. Such an approach is quite effective in handling problems with an unknown 
structure or parameter but without structural or parametric changes. If the system 
structure or parameter changes, the MM filter could fail for tracking unless the models 
are updated. 
 
The interacting multiple model (IMM) algorithm (Bar-Shalom, 1989; Lin, 1993) is a 
suboptimal hybrid filter. The IMM algorithm has been shown to be one of the most 
cost-effective schemes for the estimation of hybrid systems. Its main feature is its 
ability to estimate the state of a dynamic system which can switch between many 
behaviour modes according to a pre-defined Markov switching process. In particular, 
the IMM filter can act as a self-adjusting variable-bandwidth filter for tracking 
manoeuvring targets. Usually, the IMM filter incorporates a large number of filters to 
cover the possible manoeuvre motions,  resulting in heavy computation. To reduce the 
computation load of IMM, several adaptive IMM filters have been developed. 
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However, all those methods of  adaptive IMM filters’ construction rely on the  accuracy 
of estimated acceleration. If the estimated acceleration is not good enough, it would 
cause these adaptive IMM filters to fail for tracking. 
 
In Chapter 5, the modified Singer’s filter showed at least a comparable performance 
with IMM, but had a significant decrease in computation load. This Chapter will use the 
modified Singer’s filter to provide the state estimation in the cases of uncertain 
manoeuvre. 
 
This thesis suggests to use the modified Weston and Norton's manoeuvre detection to 
get quick manoeuvre detection and find accurate manoeuvre step, and then to estimate 
the manoeuvre accurately using IE to avoid reinitialising for manoeuvre model in VD 
filter.  
 
Therefore, this work proposes a new multiple-model filter for tracking manoeuvring 
targets. This new multiple model approach is assuming several manoeuvre models when 
the manoeuvre is detected, such as, one is straight-line acceleration motion model, one 
is curvilinear acceleration motion model, and the other is circular motion model. The 
switching decision from one model to another is made by the manoeuvre detection and 
the estimated accelerations. For any ambiguous manoeuvre, the tracking is provided by 
modified Singer’s filter. The reinitialising for the switched model is provided by the 
modified Singer's filter. The procedure of the new MM filter is that each case tracking 
of non-manoeuvre, manoeuvre, and ambiguity is performed by the corresponding filter, 
producing a good performance. The operation of the new MM filter is simple like VD 
filter but without reconstructing the entire estimates of manoeuvre filters, and the new 
MM filter also considers all kind of motions like IMM filter but with a limited number 
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of models, reducing computational load. Section 6.2 presents the multiple-model filter 
in detail. Section 6.3 gives the simulation results. Section 6.4 gives the further 
discussions about a range change in accelerations. Finally, Section 6.5 summarizes this 
chapter. 
 
A further improvement for the multiple-model tracking is provided by using fixed-lag 
smoothing technique. The fixed-lag smoothing technique will be described in Chapter 
7. 
 
6.2 Multiple-Model Filter 
The multiple-model filter can be briefly outlined, as illustrated in Fig. 6.1, mainly 
consists of 3 stages as follows: 
• Manoeuvre detection 
• Manoeuvre decision 
• State estimate selection  
                                                                              )|(ˆ 2 kkX
   Modified Singer’s filter                                                            Non-manoeuvre filter 
 
                                )|(ˆ 1 kkX
                                                                                                                   Manoeuvre detection 
                                                                                                                           
  
  
                                                       Curvilinear acceleration motion             Circular motion             Straight-line acceleration motion       
 
                                                                                                           
                                                                                                                               
                                                                                                                      Manoeuvre decision 
  
                       
  
                   Matched manoeuvre filter 
                                                                        
                                                                                                                                                                                                                                        )|(ˆ 3 kkX
                              State estimation selection  
                                                                                                                      
                                                                                                                       )|(ˆ kkX
 
 
                                    Fig. 6.1 Flowchart of the new multiple-model filter 
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The manoeuvre detection has been discussed in Chapter 4; this work will use the 
modified Weston-Norton manoeuvre detection to provide quick detection and  find the 
manoeuvre steps in Section 6.3. 
 
When the manoeuvre is detected, several possible manoeuvres are assumed, the inputs 
are estimated by using the possible manoeuvre models to distinguish the manoeuvre, 
and the modified Weston-Norton detection is used to find the step of manoeuvre.  In 
practice, the target manoeuvre can be classified into straight-line acceleration motion, 
circular motion and curvilinear acceleration motion. According to the 3 kinds of 
motion, the multiple-model filter contains the 3 kinds of motion model. In order that 
each model represents a kind of motion, the straight-line acceleration motion model is 
constructed by  an augmented state model with position, speed, and along-track 
acceleration states; the circular motion model is constructed by an augmented state 
model with position, speed, and cross-track acceleration states; and curvilinear 
acceleration motion model is constructed by an augmented state model with position, 
speed, cross- and along-track accelerations states. Thus, after the manoeuvre has been 
detected, the three model filters are run in parallel to estimate the corresponding 
manoeuvre, and in the meanwhile, the manoeuvre detection is processing along with 
each filter. The quicker the new manoeuvre is detected, the more unreliable the assumed 
manoeuvre filter is, so the estimated input is also used to make the manoeuvre decision. 
The models have been discussed in Chapter 3. 
 
During distinguishing the manoeuvre, the tracking is provided by the modified Singer’s 
filter. Once the manoeuvre is certain and the manoeuvre step is found, the tracking is 
provided by the matched manoeuvre model with process noise standard deviation which 
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is taken to be 5% of the estimated accelerations. The non-manoeuvre filter is 
constructed by constant-velocity model with unaugmented state model in Fig. 6.1. 
 
6.3 Simulations 
The simulations were done on a Intel 82371AB Pentium II processor and written in 
MATLAB with version 5.3 as in Chapter 5.  
 
The accuracy is evaluated through the root-mean-square (rms) estimation error for 
position, speed and acceleration as well. 
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where $xki  is the estimate of x at time k in simulation run number i; the actual value is xki .  
The computational load is evaluated using the CPU executing time.  
For each test, a Monte Carlo test of N=100 runs was performed.  
 
The following uses the same three examples as in Chapter 5 to compare the new 
multiple-model filter with the various target tracking algorithms mentioned in the 
preceding chapters in performance and computation load.   
 
 
6.3.1 Comparison of trackers using a simple target with rectilinear acceleration 
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motion 
The target's trajectory is at first a constant-velocity, and then has an acceleration motion 
to a new velocity, and finally executes the new constant-velocity motion, as in the first 
example in Chapter 5. The manoeuvre is the result of a lateral constant acceleration 
input. This case is the most frequently used. 
Six trackers are tested here, 
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tracker details of tracker 
CV constant-velocity-based Kalman filter 
VDF models: constant-velocity motion and rectilinear-acceleration 
manoeuvre detection: testing the statistic of normalised squared innovations 
window size:  5 samples for manoeuvre detection 
                      3 samples for the end of manoeuvre detection 
 
process noise standard deviation of the manoeuvre filter: 5% of the estimated 
acceleration  
 
initial values of manoeuvre filter: provided by measurements at the start of the 
sliding window 
Singer's 
Filter 
manoeuvre correction time: 10s 
manoeuvre acceleration variance for target model: 32
Modified 
Singer's 
Filter 
manoeuvre level estimation: input estimation 
 
manoeuvre detection: testing the statistic of normalised squared innovations and 
using modified Weston and Norton's detection with fixed-lag smoothing 
window size:  5 samples; fixed-lag: 3 samples 
 
target accelerations around estimated manoeuvre level: modelled by Singer's 
model 
 
manoeuvre correction time and manoeuvre acceleration variance: the same as 
for Singer's filter. 
IMM x-direction accelerations used: ax={±50.0,±25.0,0.0}m/s2 
y-direction accelerations used: ay={±50.0,±25.0,0.0}m/s2  
with a probability of no change in manoeuvre of 0.9. 
Proposed 
Filter 
models: constant-velocity motion, modified Singer's model and augmented state 
model (with accelerations) 
manoeuvre detection: using modified Weston and Norton's detection with fixed-
lag smoothing 
fixed-lag: 3 samples 
initial values of manoeuvre: provided by measurements within the sliding 
window with modified Singer's filter 
decision of switch model: made by manoeuvre detection and estimated 
acceleration 
 
Table 6.1 Trackers used in simulation comparison 
 
For IMM, CV, VD and proposed filters, the initial estimates of the states (Bar-Shalom 
and Birmiwal, 1982) are  
)0(cos)0()0()0()0()0|0(ˆ θ mmxx rVxZx =+==  
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For Singer's filter and modified Singer's filter, the initial estimates of the states (Singer, 
1970) are  
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where   
   
θσθσθ mrmmL rR cossin 2222211 +=
θσθσθ mrmmL rR sincos 2222222 +=
 and  (presented in Section 3.8)  θθσσ θ mmmrL rR cossin)( 22212 −=
 
The simulation results are shown in Figs 6.2-18. Figs 6.2 and 6.3 present one-run results 
of manoeuvre detection by using the modified Weston and Norton's detection with 
fixed-lag smoothing.  The detection of the start of manoeuvre and the detection of the 
end of manoeuvre are shown in Fig. 6.2 and Fig. 6.3, respectively. Figs 6.4-6.6 show 
the performance of  the proposed filter and constant-velocity filter in position, speed 
and acceleration. Figs 6.7-6.9 show the performance of  the proposed filter and 
variable-dimension filter in position, speed and acceleration. Figs 6.10-6.12 show the 
performance of  the proposed filter and Singer's filter in position, speed and 
acceleration. Figs 6.13-6.15 show the performance of  the proposed filter and modified 
Singer's filter in position, speed and acceleration. Figs 6.16-6.18 show the performance 
of  the proposed filter and IMM filter in position, speed and acceleration.  
 
Table 6.2 shows the computation loads of trackers used. 
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Fig. 6.2 Statistic with fixed-lag smoothing for the detection of manoeuvre start 
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Fig. 6.3 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
 
Fig. 6.2 shows that the manoeuvre is detected at step 44 including the fixed lag. Fig. 6.3 
shows that the end of manoeuvre is detected at step 75 including the fixed lag. 
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From the Figures and analysis above, the manoeuvre start and end are detected at times 
44 and 75 respectively. The start of manoeuvre step is not found until at step 46, and the 
end of manoeuvre step is not found until at step 77. Thus the proposed multiple-model 
filter is that the unaugmented state model filter is used from the beginning to step 43, 
the modified Singer’s filter is used from step 44 to 46 where the manoeuvre is not sure, 
and the augmented state model filter with rectilinear accelerations is used from step 47 
to 74. After the manoeuvre end is certain by using manoeuvre detection from steps 75  
to 77 where the modified Singer’s filter is used, the unaugmented state model is used 
until the end of tracking. 
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Fig. 6.4 RMS errors of proposed filter and constant-velocity filter in position 
 
 
 
 
 
 
 
 
 117
Chapter 6. Multiple-Model Tracking Filter And Simulations  
0
20
40
60
80
100
120
0 20 40 60 80 100 120
Time step (T)
R
M
S 
er
ro
rs
 in
 s
pe
ed
 (m
/s
)
Proposed f ilter
Constant-velocity f ilter
 
Fig. 6.5 RMS errors of proposed filter and constant-velocity filter in speed 
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Fig. 6.6 RMS errors of proposed filter and constant-velocity filter in acceleration 
 
 
 
Figs 6.4-6.6 show that the performance of proposed multiple-model filter is much better 
than that of constant-velocity filter. In the presence of manoeuvre, the constant-velocity 
model is not able to match the target motion. However, the proposed multiple-model 
filter tries to use the matched target motion model for tracking, even though in the case 
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of uncertain manoeuvres,  the modified Singer’s filter is used to provide safeguards for 
tracking. 
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Fig. 6.7 RMS errors of proposed filter and variable-dimension filter in position 
 
 
 
 
 
0
20
40
60
80
100
120
0 20 40 60 80 100 120
Time step (T)
R
M
S 
er
ro
rs
 in
 s
pe
ed
 (m
/s
)
Proposed f ilter
Variable-dimension
filter
 
Fig. 6.8 RMS errors of proposed filter and variable-dimension filter in speed 
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Fig. 6.9 RMS errors of proposed filter and variable-dimension filter in acceleration 
 
 
 
Figs 6.7-6.9 show that the performance of the proposed multiple-model is much better 
than that of the variable-dimension filter. When the manoeuvre is detected, the 
manoeuvre model in variable-dimension filter is reconstructed only by the 
measurements at the start of the sliding window. Figs above show that the unsuitable 
reconstruction of  manoeuvre model and the delay of manoeuvre detection in variable-
dimension filter cause tracking error.  
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Fig. 6.10 RMS errors of proposed filter and Singer's filter in position 
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Fig. 6.11 RMS errors of proposed filter and Singer's filter in speed 
 
 
 
 
 
 
 
 121
Chapter 6. Multiple-Model Tracking Filter And Simulations  
 
0
5
10
15
20
25
30
35
0 20 40 60 80 100 120
Time step (T)
R
M
S 
er
ro
rs
 in
 a
cc
er
er
at
io
n 
(m
/s
^2
)
Proposed f ilter
Singer's f ilter
 
Fig. 6.12 RMS errors of proposed filter and Singer's filter in acceleration 
 
 
Figs 6.10-6.12 show that the performance of proposed multiple-model filter is much 
better than that of Singer’s filter at most times. The increased process noise covariance 
in Singer's filter is not able to cover the manoeuvre, causing tracking error. In very few 
steps around the steps of manoeuvre and of the end of manoeuvre, the performance of 
the proposed multiple-model filter is little worse than  that of Singer's filter because the 
manoeuvre detection has a few steps delay and for some steps the tracking in proposed 
multiple-model filter is from the initial estimate of forcing estimates of the modified 
Singer's filter. 
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Fig. 6.13 RMS errors of proposed filter and modified Singer's filter in position 
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Fig. 6.14 RMS errors of proposed filter and modified Singer's  filter in speed 
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Fig. 6.15 RMS errors of proposed filter and modified Singer's  filter in acceleration 
 
 
 
Figs 6.13-6.15 show that the performance of proposed multiple-model is much better 
than that of modified Singer’s filter during the certain manoeuvre. Around the start of 
the manoeuvre and around the end of manoeuvre, the modified Singer's filter gives the 
better performance than the multiple-model filter. In the case of certain manoeuvre, the 
proposed multiple-model filter uses the matched the filter for tracking, but around the 
manouvre and around the end of manoeuvre, because the manoeuvre detection has 
several steps delay, the original matched filter is not suitable for the manoeuvre, but the 
modified Singer's filter covers manoeuvre better by increasing its process noise 
covariance.   
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Fig. 6.16 RMS errors of proposed filter and IMM filter in position 
 
 
 
 
 
 
 
0
20
40
60
80
100
120
0 20 40 60 80 100 120
Time step (T)
R
M
S 
er
ro
rs
 in
 s
pe
ed
 (m
/s
)
Proposed f ilter
IMM filter
 
Fig. 6.17 RMS errors of proposed filter and IMM filter in speed 
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Fig. 6.18 RMS errors of proposed filter and IMM filter in acceleration 
 
Figs 6.16-6.18 show that at few steps around the start of the manoeuvre and around the 
end of manoeuvre, the IMM filter gives the better performance than the multiple-model 
filter. The performance of proposed multiple-model filter is much better than that of 
IMM  filter during certain manoeuvre. Around the start of the  manouvre and around the 
end of manoeuvre, because the manoeuvre detection has several steps delay, the 
original matched filter is not suitable for the manoeuvre; but the IMM filter has the 
ability of self-adjusting to "switch" from one model to another and make it respond 
more quickly to the future manoeuvre. However, at most times, the proposed multiple-
model filter uses the matched the filter for tracking in the certain case of manoeuvre. 
 
Comparing the computation times of trackers 
 Computation time(s) 
Constant-velocity filter 0.120 
Variable-dimension filter 0.274 
Singer's Filter 0.164 
Modified Singer's Filter 1.022 
IMM 14.520 
Proposed Filter 1.792 
 
Table 6.2 Computation loads of trackers used in simulation comparison 
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6.3.2 Comparison of Trackers with a circular motion target 
The target's trajectory is kept in a constant-speed motion, the track contains a constant-
speed turn and two constant-velocity motions as the second example in Chapter 5. 
 
Six trackers are tested here, 
tracker details of tracker 
CV constant-velocity-based Kalman filter 
VDF models: constant-velocity motion and rectilinear-acceleration 
manoeuvre detection: testing the statistic of normalised squared innovations 
window size:  5 samples for manoeuvre detection 
                      3 samples for the end of manoeuvre detection 
process noise standard deviation of the manoeuvre filter: 5% of the estimated 
acceleration  
initial values of manoeuvre filter: provided by measurements at the start of the 
sliding window 
Singer's 
Filter 
manoeuvre correction time: 10s 
manoeuvre acceleration variance for target model: 32
Modified 
Singer's 
Filter 
manoeuvre level estimation: input estimation 
manoeuvre detection: testing the statistic of normalised squared innovations and 
using modified Weston and Norton's detection with fixed-lag smoothing 
window size:  5 samples; fixed-lag: 3 samples 
target accelerations around estimated manoeuvre level: modelled by Singer's 
model 
manoeuvre correction time and manoeuvre acceleration variance: the same as 
for Singer's filter. 
IMM along-track accelerations used: at={±15.0,±7.5.0,0.0}m/s2 
cross-track accelerations used: an={±50.0,±25.0,0.0}m/s2  
with a probability of no change in manoeuvre of 0.9. 
Proposed 
Filter 
models: constant-velocity motion, modified Singer's model, straight line motion 
with an augmented state (with along-track acceleration), circular motion with an 
augmented state (with cross-track acceleration), and curvilinear motion with  
augmented states (cross- and along-track accelerations) 
manoeuvre detection: using modified Weston and Norton's detection with fixed-
lag smoothing 
fixed-lag: 3 samples 
initial values of manoeuvre: provided by measurements within the sliding 
window with modified Singer's filter 
decision of switch model: made by manoeuvre detection and estimated 
accelerations. 
 
Table 6.3 Trackers used in simulation comparison 
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The initialization of the filters are the same as in the first example. The detail of 
initialization is not reiterated here. 
 
The simulation results are shown in Figs 6.19-40. Figs 6.19, 6.20, 6.22, and 6.24 present 
one-run results of manoeuvre detection by using the modified Weston and Norton's 
detection with fixed-lag smoothing.  Figs 6.20, 6.22 and 6.24 are produced by assuming 
the manoeuvre be curvilinear acceleration motion, circular motion, and straight-line 
acceleration motion respectively. Figs 6.21, 6.23, and 6.25 are shown the estimated 
accelerations. Figs 6.21, 6.23, and 6.25 are created by using augmented state models 
with cross- and along-track accelerations, with cross-track acceleration, and with along-
track acceleration, respectively. Figs 6.26-6.28 show the performance of  the proposed 
filter and constant-velocity filter in position, speed and acceleration. Figs 6.29-6.31 
show the performance of  the proposed filter and variable-dimension filter in position, 
speed and acceleration. Figs 6.32-6.34 show the performance of  the proposed filter and 
Singer's filter in position, speed and acceleration. Figs 6.35-6.37 show the performance 
of  the proposed filter and modified Singer's filter in position, speed and acceleration. 
Figs 6.38-6.40 show the performance of  the proposed filter and IMM filter in position, 
speed and acceleration.  
 
Table 6.4 shows the computation loads of trackers used. 
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Fig. 6.19 Statistic with fixed-lag smoothing for the detection of manoeuvre start 
 
The manoeuvre is detected at step 79 including the fixed lag.  
 
The three manoeuvre filters are run and check to distinguish the manoeuvre by using 
manoeuvre detection and estimating the accelerations in parallel, as follows.   
 
1) Running the augmented state model with along- and cross-track accelerations 
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Fig. 6.20 Statistic with fixed-lag smoothing for the detection of manoeuvre end  
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Fig. 6.21 Estimated along- and cross-track accelerations 
 
 
From Figs 6.20 and 6.21, the end of manoeuvre is detected at step 132 including the 
fixed lag, and the along-track acceleration approaches towards to zero and the cross-
track acceleration approaches towards to a constant around step 84.  
 
2)  Running the augmented state model with cross-track acceleration 
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Fig. 6.22 Statistic with fixed-lag smoothing for the detection of manoeuvre end  
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Fig. 6.23 Estimated cross-track acceleration 
 
 
From Fig. 6.22 and 6.23, the manoeuvre ends at step 132 including the fixed lag, and 
the cross-track acceleration approaches near-constancy around step 84. 
 
3) Running the augmented state model with along-track acceleration 
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Fig. 6.24 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig. 6.25 Estimated along-track acceleration 
 
 
From Figs 6.24, the manoeuvre detection shows that the assumed manoeuvre model is 
not fit for target motion immediately. 
 
From Figs and analysis above, the manoeuvre start and end are detected at step 79 and 
132 respectively, and the manoeuvre is decided to be circular motion at step 84. Thus 
the proposed multiple-model filter is that the unaugmented state model filter is used 
from the beginning to step 78, the modified Singer’s filter is used from step 79 to 83, 
and the augmented state model filter with cross-track acceleration is used from step 84 
to 131. After the manoeuvre end is sure by using manoeuvre detection from step 132  to 
134 where the modified Singer’s filter is used, the unaugmented state model is used 
until the end of tracking. 
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Fig. 6.26 RMS errors of proposed filter and constant-velocity filter in position 
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Fig. 6.27 RMS errors of proposed filter and constant-velocity filter in speed 
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Fig. 6.28 RMS errors of proposed filter and constant-velocity filter in acceleration 
 
 
 
Figs 6.26-6.28 show that the performance of proposed multiple-model filter is much 
better than that of constant-velocity filter, which is similar to the case with rectilinear 
acceleration motion mentioned before. In the present of manoeuvre, the constant-
velocity model is not able to match the target motion. However, the proposed multiple-
model filter uses matched target motion model at most times, even though in few steps 
of uncertain manoeuvres,  the modified Singer’s filter which is more suitable for target 
motion is used to provide safeguards for tracking. 
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Fig. 6.29 RMS errors of proposed filter and variable-dimension filter in position 
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Fig. 6.30 RMS errors of proposed filter and variable-dimension filter in speed 
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Fig. 6.31 RMS errors of proposed filter and variable-dimension filter in acceleration 
 
 
 
 
Figs 6.29-6.31 show that the performance of proposed multiple-model filter is much 
better than that of variable-dimension filter. When the manoeuvre is detected, the 
manoeuvre model in variable-dimension is reconstructed only by the measurements at 
the start of the sliding window. Figs above show that the unsuitable reconstruction of  
manoeuvre model, the delay of manoeuvre detection in variable-dimension filter, and 
the linearisation errors of the variable-dimension filter with augmented rectilinear-
acceleration states during the turn cause tracking error.  
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Fig. 6.32 RMS errors of proposed filter and Singer's  filter in position 
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Fig. 6.33 RMS errors of proposed filter and Singer's  filter in speed 
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Fig. 6.34 RMS errors of proposed filter and Singer's  filter in acceleration 
 
Figs 6.32-6.34 show that the performance of proposed multiple-model filter is much 
better than that of Singer’s filter during certain manoeuvre. The increased process noise 
covariance in Singer's filter is not able to cover the manoeuvre, causing tracking error. 
In very few steps around the steps of manoeuvre and of the end of manoeuvre, the 
performance of the proposed multiple-model filter is little worse than  that of Singer's 
filter because the manoeuvre detection has a few steps delay and for some steps the 
tracking in proposed multiple-model filter comes from the initial steps estimates of the 
modified Singer's filter like in the case with rectilinear acceleration motion mentioned 
before. 
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Fig. 6.35 RMS errors of proposed filter and modified Singer's filter in position 
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Fig. 6.36 RMS errors of proposed filter and modified Singer's filter in speed 
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Fig. 6.37 RMS errors of proposed filter and modified Singer's filter in acceleration 
 
 
Figs 6.35-6.37 show that the performance of proposed multiple-model filter is much 
better than that of modified Singer’s filter during certain manoeuvre. Around the 
manoeuvre and around the end of manoeuvre, the modified Singer's filter gives the 
better performance than the multiple-model filter. In the case of certain manoeuvre, the 
proposed multiple-model filter uses the matched the filter for tracking, but around the 
manouvre and around the end of manoeuvre, because the manoeuvre detection has 
several steps delay, the original matched filter is not suitable for the manoeuvre, 
however the modified Singer's filter covers manoeuvre better because of increasing its 
process noise covariance.   
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Fig. 6.38 RMS errors of proposed filter and IMM filter in position 
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Fig. 6.39 RMS errors of proposed filter and IMM filter in speed 
 
 
 
 
 
 
 
 
 141
Chapter 6. Multiple-Model Tracking Filter And Simulations  
 
 
0
5
10
15
20
25
30
35
0 50 100 150 200
Time step (T)
R
M
S 
in
 a
cc
er
er
at
io
n 
(m
/s
^2
)
Proposed f ilter
IMM filter
 
Fig. 6.40 RMS errors of proposed filter and IMM  filter in acceleration 
 
 
Figs 6.38-6.40 show that at few steps around the start of the manoeuvre and around the 
end of the manoeuvre, the IMM filter gives the better performance than the multiple-
model filter. However, at most times, the performance of proposed multiple-model filter 
is better than that of IMM filter during the certain manoeuvre. Around the start of the 
manouvre and around the end of the manoeuvre, because the manoeuvre detection has 
several steps delay, the original matched filter is not suitable for the manoeuvre; but the 
IMM filter has the ability of self-adjusting to "switch" from one model to another and 
make it respond more quickly to the future manoeuvre.  In the case of certain 
manoeuvre, the proposed multiple-model filter uses the matched filter for tracking; but 
the IMM filter is performed by several suboptimal filters.  
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Comparing the computation times of trackers 
 Computation time(s) 
Constant-velocity filter 0.296 
Variable-dimension filter 0.856 
Singer's Filter 0.494 
Modified Singer's Filter 2.504 
IMM 29.080 
Proposed Filter 4.760 
 
Table 6.4 Computation loads of trackers used in simulation comparison 
 
 
6.3.3 Comparison of trackers with an agile target 
The target's trajectory consists of several constant velocities, constant-speed turns and 
an non-constant-speed turn motion as the third example in Chapter 5. 
 
 
 143
Chapter 6. Multiple-Model Tracking Filter And Simulations  
Six trackers are tested here, 
tracker details of tracker 
CV constant-velocity-based Kalman filter 
VDF models: constant-velocity motion and rectilinear-acceleration 
 
manoeuvre detection: testing the statistic of normalised squared innovations 
window size:  5 samples for manoeuvre detection 
                       3 samples for the end of manoeuvre detection 
 
process noise standard deviation of the manoeuvre filter: 5% of the estimated 
acceleration  
 
initial values of manoeuvre filter: provided by measurements at the start of the 
sliding window 
Singer's 
Filter 
manoeuvre correction time: 10s 
manoeuvre acceleration variance for target model: 32
Modified 
Singer's 
Filter 
manoeuvre level estimation: input estimation 
 
manoeuvre detection: testing the statistic of normalised squared innovations and 
using modified Weston and Norton's detection with fixed-lag smoothing 
window size:  5 samples; fixed-lag: as in proposed filter 
 
target accelerations around estimated manoeuvre level: modelled by Singer's 
model 
 
manoeuvre correction time and manoeuvre acceleration variance: the same as 
for Singer's filter. 
IMM along-track accelerations used: at={±30.0,±15.0,0.0}m/s2 
cross-track accelerations used: an={±100.0,±50.0,0.0}m/s2  
with a probability of no change in manoeuvre of 0.9. 
Proposed 
Filter 
models: constant-velocity motion, modified Singer's model, straight line motion 
with an augmented state (with along-track acceleration), circular motion with an 
augmented state (cross-track acceleration), and curvilinear motion with  
augmented states (cross- and along-track accelerations) 
 
manoeuvre detection: using modified Weston and Norton's detection with fixed-
lag smoothing 
the end of the third manoeuvre detection, fixed-lag is 10 samples; the others, 
fixed-lag is 5 samples  
 
initial values of manoeuvre: provided by measurements within the sliding 
window with modified Singer's filter 
 
decision of switch model: made by manoeuvre detection and estimated 
accelerations. 
 
Table 6.5 Trackers used in simulation comparison 
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The initialization of the filters are the same as in the first example. The detail of 
initialization is not reiterated here. 
 
The simulation results are shown in Figs 6.41-76. Figs 6.41, 6.42, 6.44, 6.46, 6.48, 6.49, 
6.51, 6.53, 6.55, 6.56, 6.58, and 6.60 present one-run results of manoeuvre detection by 
using the modified Weston and Norton's detection with fixed-lag smoothing supposing 
the manoeuvre be curvilinear acceleration motion,  circular motion, or straight-line 
acceleration motion. In the same way, Figs 6.43, 6.45, 6.47, 6.50, 6.52, 6.54, 6.57, 6.59, 
and 6.61 are shown the estimated accelerations assuming the manoeuvre be curvilinear 
acceleration motion by using augmented state models with cross- and along-track 
accelerations,  circular motion by using augmented state models with cross-track 
acceleration, or straight-line acceleration motion by using augmented state models with 
along-track acceleration. Figs 6.62-6.64 show the performance of  the proposed filter 
and constant-velocity filter in position, speed and acceleration. Figs 6.65-6.67 show the 
performance of  the proposed filter and variable-dimension filter in position, speed and 
acceleration. Figs 6.68-6.70 show the performance of  the proposed filter and Singer's 
filter in position, speed and acceleration. Figs 6.71-6.73 show the performance of  the 
proposed filter and modified Singer's filter in position, speed and acceleration. Figs 
6.74-6.76 show the performance of  the proposed filter and IMM filter in position, 
speed and acceleration.  
 
Table 6.6 shows the computation loads of trackers used. 
 
 
A) For the first manoeuvre 
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Fig. 6.41 Statistic with fixed-lag smoothing for the detection of manoeuvre start 
 
 
The manoeuvre is detected at step 156 including the fixed lag.  
 
The three manoeuvre filters are run and check to distinguish which  manoeuvre occurs 
by using manoeuvre detection and estimating the accelerations in parallel, as follows.   
 
A.1) Running the augmented state model with along- and cross-track accelerations 
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Fig. 6.42 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig. 6.43 Estimated along- and cross-track accelerations 
 
 
From Figs 6.42 and 6.43, the end of manoeuvre is detected at step 218 including the 
fixed lag, and the along-track acceleration approaches zero and the cross-track 
acceleration approaches a constant around step 172.  
 
A.2) Running the augmented state model with cross-track acceleration 
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Fig. 6.44 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig. 6.45 Estimated cross-track acceleration 
 
 
From Figs 6.44 and 6.45, the end of manoeuvre is detected at step 218 including the 
fixed lag, and the cross-track acceleration approaches towards to stable around step 172.  
 
A.3) Running the augmented state model with along-track accelerations 
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Fig. 6.46 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig.6.47 Estimated along-track acceleration 
 
 
From Fig. 6.46, the manoeuvre detection shows that the assumed manoeuvre model is 
not fit for target motion immediately. 
 
B) For the second manoeuvre 
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Fig. 6.48 Statistic with fixed-lag smoothing for the detection of manoeuvre start 
 
The manoeuvre is detected at step 278 including the fixed lag.  
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The three manoeuvre filters are run and check to distinguish which  manoeuvre happens 
by using manoeuvre detection and estimating the accelerations in parallel, as follows.   
 
B.1) Running the augmented state model with along- and cross-track accelerations 
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Fig. 6.49 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig. 6.50 Estimated along- and cross-track accelerations 
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From Figs 6.49 and 6.50, the end of manoeuvre is detected at step 339 including the 
fixed lag, and the along-track acceleration approaches zero and the cross-track 
acceleration approaches a constant around step 297.  
 
B.2) Running the augmented state model with cross-track acceleration 
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Fig. 6.51 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig. 6.52 Estimated cross-track acceleration 
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From Figs 6.51 and 6.52, the end of manoeuvre is detected at step 339 including the 
fixed lag, and the cross-track acceleration approaches a constant around step 297.  
 
B.3) Running the augmented state model with along-track acceleration 
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Fig. 6.53 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig. 6.54 Estimated along-track acceleration 
 
From Fig. 6.53, the manoeuvre detection shows that the assumed manoeuvre model is 
not fit for target motion immediately. 
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C)  For the third manoeuvre 
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Fig. 6.55 Statistic with fixed-lag smoothing for the detection of manoeuvre start 
 
 
The manoeuvre is detected at step 398 including the fixed lag.  
 
The three manoeuvre filters are run and check to distinguish the manoeuvre by using 
manoeuvre detection and estimating the accelerations in parallel,  as follows.   
 
C.1) Running the augmented state model with along- and cross-track accelerations 
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Fig. 6.56 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig.6.57 Estimated along- and cross-track accelerations 
 
 
From Figs 6.56 and 6.57, the end of manoeuvre is detected at step 465 including the 
fixed lag, and the along- and cross-track accelerations approach constants around step 
430  
 
C.2) Running the augmented state model with cross-track acceleration 
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Fig. 6.58 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig. 6.59 Estimated cross-track acceleration 
 
From Fig. 6.58, the manoeuvre detection shows that the assumed manoeuvre model is 
not fit for target motion immediately after step 409 including the fixed lag. 
 
C.3) Running the augmented state model with along-track accelerations 
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Fig. 6.60 Statistic with fixed-lag smoothing for the detection of manoeuvre end 
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Fig. 6.61 Estimated along-track acceleration 
 
 
From Fig. 6.60, the manoeuvre detection shows that the assumed manoeuvre model is 
not fit for target motion immediately after step 406 including the fixed lag. 
 
From Figs and analysis above, the first manoeuvre starts and ends at steps 156 and 218 
respectively, and the manoeuvre is decided to be circular motion at step 172. Thus the 
proposed multiple-model filter is that the unaugmented state model filter is used from 
the beginning to step 155, the modified Singer’s filter is used from step 156 to 171, and 
the augmented state model filter with cross-track acceleration is used from step 172 to 
217. After the manoeuvre end is sure by using manoeuvre detection from step 218  to 
220 where the modified Singer’s filter is used, the unaugmented state model is used 
until the new manoeuvre detected. 
 
The second manoeuvre starts and ends at step 278 and 339 respectively, and the 
manoeuvre is decided to be circular motion at step 297. Thus the proposed multiple-
model filter is that the unaugmented state model filter is used from the beginning to step 
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277, the modified Singer’s filter is used from step 278 to 296, and the augmented state 
model filter with cross-track acceleration is used from step 297 to 338. After the 
manoeuvre end is sure by using manoeuvre detection from step 339  to 341 where the 
modified Singer’s filter is used, the unaugmented state model is used until the third 
manoeuvre detected. 
 
The third manoeuvre starts and ends at step 398 and 465 respectively, and the 
manoeuvre is decided to be curvilinear acceleration motion at step 409. Thus the 
proposed multiple-model filter is that the unaugmented state model filter is used from 
the beginning to step 397, the modified Singer’s filter is used from step 398 to 408, and 
the augmented state model filter with cross-track and along-track accelerations is used 
from step 409 to 464. After the manoeuvre end is sure by using manoeuvre detection 
from step 465  to 467 where the modified Singer’s filter is used, the unaugmented state 
model is used until the end of tracking. 
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Fig. 6.62 RMS errors of proposed filter and constant-velocity filter in position 
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Fig. 6.63 RMS errors of proposed filter and constant-velocity filter in speed 
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Fig. 6.64 RMS errors of proposed filter and constant-velocity filter in acceleration 
 
 
Figs 6.62-6.64 show that the performance of proposed multiple-model filter is much 
better than that of constant-velocity filter, which is similar to the case with rectilinear 
acceleration motion mentioned before. In the present of manoeuvre, the constant-
velocity model is not able to match the target motion, however, the proposed multiple-
model filter uses matched target motion model in most steps, even though in the other 
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few steps of uncertain manoeuvres,  the modified Singer’s filter is used to provide 
safeguards for tracking. 
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Fig. 6.65 RMS errors of proposed filter and variable-dimension filter in position 
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Fig. 6.66 RMS errors of proposed filter and variable-dimension filter in speed 
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Fig. 6.67 RMS errors of proposed filter and variable-dimension filter in acceleration 
 
 
Figs 6.65-6.67 show that the performance of proposed multiple-model filter is much 
better than that of variable-dimension filter, which is similar to the case with circular 
motion mentioned before. When the manoeuvre is detected, the manoeuvre model in 
variable-dimension filter is reconstructed only by the measurements at the start of the 
sliding window. Figs above show that the unsuitable reconstruction of  manoeuvre 
model cause tracking error, and also the linearisation errors of the variable-dimension 
filter with augmented rectilinear-acceleration states during the turns might increase 
tracking error.  
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Fig. 6.68 RMS errors of proposed filter and Singer's filter in position 
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Fig. 6.69 RMS errors of proposed filter and Singer's filter in speed 
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Fig. 6.70 RMS errors of proposed filter and Singer's filter in acceleration 
 
 
Figs 6.68-6.70 show that the performance of proposed multiple-model filter is much 
better than that of Singer’s filter at most times. The increased process noise covariance 
in Singer's filter is not able to cover the manoeuvre, causing tracking error. In very few 
steps around the steps of manoeuvre and of the end of manoeuvre, the performance of 
the proposed multiple-model filter is little worse than  that of Singer's filter because the 
manoeuvre detection has few steps delay and for some steps the tracking in proposed 
multiple-model filter comes from the initial estimate of forcing estimates of the 
modified Singer's filter. 
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Fig. 6.71 RMS errors of proposed filter and modified Singer's filter in position 
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Fig. 6.72 RMS errors of proposed filter and modified Singer's filter in speed 
 
 
 
 
 
 163
Chapter 6. Multiple-Model Tracking Filter And Simulations  
 
 
 
0
20
40
60
80
100
120
140
160
0 50 100 150 200 250 300 350 400 450 500 550
Time step (T)
R
M
S 
er
ro
rs
 in
 a
cc
el
er
at
io
n 
(m
/s
^2
)
Proposed f ilter
Modif ied Singer's f ilter
 
Fig. 6.73 RMS errors of proposed filter and modified Singer's filter in acceleration 
 
 
 
Figs 6.71-6.73 show that the performance of proposed multiple-model is much better 
than that of modified Singer’s filter during the certain manoeuvre. Around the 
manoeuvre and around the end of manoeuvre, the modified Singer's filter gives the 
better performance than the multiple-model filter. In the case of certain manoeuvre, the 
proposed multiple-model filter uses the matched filter for tracking, but around the 
manouvre and around the end of manoeuvre, because the manoeuvre detection has 
several steps delay, the original matched filter is not suitable for the manoeuvre, but the 
modified Singer's filter covers manoeuvre better because of increasing its process noise 
covariance.   
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Fig. 6.74 RMS errors of proposed filter and IMM filter in position 
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Fig. 6.75 RMS errors of proposed filter and IMM filter in speed 
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Fig. 6.76 RMS errors of proposed filter and IMM  filter in acceleration 
 
 
Figs 6.74-6.76 show that the performance of proposed multiple-model filter is much 
better than that of IMM filter during the certain manoeuvre. Around the start of the 
manoeuvre and around the end of the manoeuvre, the IMM filter gives the better 
performance than the multiple-model filter. Around the start of the manouvre and 
around the end of the manoeuvre, because the manoeuvre detection has several steps 
delay, the original matched filter is not suitable for the manoeuvre, but the IMM filter 
has the ability of self-adjusting to "switch" from one model to another and make it fast 
respond to the future manoeuvre. However, in most times where the manoeuvre is 
certain, the proposed multiple-model filter uses the matched the filter for tracking, but 
the IMM filter is performed by several suboptimal filters. 
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Comparing the computation times of trackers 
 Computation time(s) 
Constant-velocity filter 1.374 
Variable-dimension filter 3.602 
Singer's Filter 2.310 
Modified Singer's Filter 8.808 
IMM 74.040 
Proposed Filter 19.583 
 
Table 6.6 Computation loads of trackers used in simulation comparison 
 
6.4 Discussions 
The simulations have shown the performance of new multiple-model filter in three 
typical cases (rectilinear acceleration motion with constant accelerations in x- and y-
direction, circular motion with a constant cross-track acceleration, and curvilinear 
motion with constant cross- or/and along-track accelerations). The manoeuvre is very 
complex, not just constant changes in accelerations. If the acceleration changes are in 
some range during the manoeuvre, how about the performance of the new multiple-
model filter?  In fact, for the second case (circular motion with a constant cross-track 
acceleration) and the third case (curvilinear motion with constant cross- or/and along-
track accelerations), the changes of acceleration in x-direction and y-direction are in 
some range. The acceleration changes in x-direction and y-direction for the second case 
are shown in Fig. 6.77 and 6.78 as follows: 
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Fig. 6.77 Acceleration in x-direction for circular motion 
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Fig. 6.78 Acceleration in y-direction for circular motion 
 
 
 
Thus, the new multiple-model filter is suitable for the range change in acceleration. 
People may have a doubt about construction of manoeuvre models. If the manoeuvre 
models are constructed improperly, the manoeuvre detection would be difficult. Now 
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we imagine that the manoeuvre models are not fit for actual motion and the manoeuvre 
has not been detected,  then the tracking is provided by modified Singer's filter. Thus 
for the worst case, the tracking can be safeguarded by  modified Singer's filter at least,  
the performance of which is comparable to IMM filter but with significantly less 
computational load.    
 
6.5 Summary 
This chapter gave the detailed new multiple-model filter, and also compared the 
performance of the proposed filter with trackers in preceding chapters via three typical 
examples. 
 
Constant-velocity filter is the simplest, and also has the worst performance but the 
lowest computational load. During the manoeuvre, the constant-velocity model is not 
able to match the target motion, causing the worst performance.  
 
Variable-dimension filter gives a poor performance, because the manoeuvre model in 
variable-dimension is reconstructed only by the measurements at the start of the sliding 
window but there usually exists a difference between the actual and the assumed 
manoeuvre and also the linearisation errors of the variable-dimension filter with 
augmented rectilinear-acceleration states during the turn might increase tracking error. 
 
Singer's filter is simple, and its computation load is low, but when the constructed 
process noise covariance is not able to cover the manoeuvre, the track would be lost 
during manoeuvres. 
 
Modified Singer's filter improves Singer’s filter, its computation load is heavier than 
Singer’s filter but significantly less than IMM filter. During manoeuvre changes or low 
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level manoeuvre, the modified Singer’s filter tracks manoeuvring targets well. Thus, 
this work uses the modified Singer’s filter as a part of new multiple-model filter to 
provide the tracking during uncertain manoeuvres. 
 
IMM filter has been very popular for tracking and is thought be the most robust, 
however its computation is heaviest. The construction of IMM filter could also affect its 
performance, such as increasing the number of filters to increase the possibility of  the 
real manoeuvre model being included, causing more computation; decreasing the 
number of filters to make the correct filter to be dominated risks an incorrect filter being 
dominant, causing loss of track. 
 
Proposed multiple-model filter provides best performance but has a modest 
computational load. The quick manoeuvre detection and reasonable induction via the 
estimated acceleration make it possible for the multiple-model filter to use matched 
target motion models for tracking at most times. In the few steps where the manoeuvre 
is uncertain, the modified Singer’s filter is used to provide safeguards for tracking. 
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CHAPTER 7 
FURTHER IMPROVEMENT FOR THE MULTIPLE-MODEL 
TRACKING FILTER  
 
The preceding chapters have focused on linear motion models and optimal filtering, i.e., 
estimation of the process at the same time as the current measurement. However, the 
smoothing algorithm uses additional "future" measurements to improve estimation 
accuracy. This chapter presents the further improvement for the new multiple-model 
filter by using the fixed-lag smoothing technique.  
 
7.1 Introduction  
Optimal smoothing (retrospective state estimation) has a long history. The smoothing 
problem was originally solved by Wiener in the 1940s. However, it receives less 
attention than optimal filtering because its recursive implementation is more 
complicated than that of filtering. But, optimal smoothing is potentially useful to help 
identify target type, resolve manoeuvre ambiguities and reconstruct tracks. Smoothing 
has been applied since the early 1960s. In 1965, Rauch et al. (1965) treated an orbit 
determination problem involving estimation of track position for a satellite in a 
nominally circular orbit.  The smoothed position error variance was factors of 5-8 times 
less than that obtained via filtering. In 1968, Bryson and Mehra (1968) examined 
filtering and smoothing of data from a ship inertial navigation system. The most 
significant result in their study was that for continuous velocity data and a position fix 
every 1.5 hours over a 3 hours data span, the RMS error in estimating gyro drift using 
smoothing was roughly half of the RMS error using filtering. In 1971, Nash et al. 
                                                                                                                                                         170 
Chapter 7. Further Improvement For The Multiple-Model Tracking Filter 
(1971) examined the use of smoothing in the testing and evaluation of inertial 
navigation systems. This has been done at both the component and system level, and 
includes (1) gyro testing, (2) system testing under laboratory conditions, (3) 
identification of component failure during a mission, and (4) post-mission analysis. 
These works are based on fixed-interval or fixed-point smoothing technique with offline 
processing. 
 
More recently, Chen et al. (2000) and Ronald et al. (1996) use fixed-lag smoothing in 
conjunction with an IMM filter and achieve significant improvement, comparing with  
IMM filter alone. Chen et al. (2000) also quote  a  example to demonstrate that the 
performance of IMM fixed-lag smoothing is comparable to that of IMM fixed-interval 
smoothing. Chen et al. indicate that the fixed-lag smoothing can be implemented in real 
time with a small delay, compared with fixed-interval smoothing. In 1999, Chen et al 
(1999) applied the fixed-lag smoothing for a manoeuevring target in cluttered 
environments. The fixed-lag smoothing algorithm is developed by applying the basic 
Interacting Multiple Model (IMM) technique to a state-augmented system. Compared 
with an existing IMM PDA filtering algorithm, the fixed-lag smoothing algorithm 
obtains  much better performance. 
 
This work will use fixed-lag smoothing to improve the multiple-model tracking filter 
and process online by introducing a small time lag between the instants of estimation 
and latest measurements. Section 7.2 presents the fixed-lag smoothing in detail. Section 
7.3 give the simulation results to demonstrate the improvement for the multiple-model 
filter with fixed-lag smoothing. Finally, Section 7.4 give the summary of this chapter. 
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7.2 Fixed-Lag Smoothing 
Several authors derived solutions to the fixed-lag smoothing problem ( Meditch, 1969; 
Sage and Melsa, 1971; Priemer and Vaeroux,  1971; Biswas and Mahalanablis,  1972; 
Meditch, 1973; Moore, 1973; Bierman, 1974; Anderson and Moore,1979; Maybeck, 
1982 and the references therein). Schemes for the fixed-lag smoothing solutions are 
considerably complicated. Here they are not reiterated. Brown and Hwang (1992) 
recommend a simpler approach, which is by using fixed-interval smoothing to resolve 
the problem of fixed-lag smoothing. We can always do fixed-lag smoothing by first 
filtering up to the measurement and then sweeping back a fixed number of steps with 
the RTS algorithm (Rauch, 1963; Rauch et al., 1965). If the number of backward steps 
is small, this is a simple and effective way of doing fixed-lag smoothing. If, however, 
the number of backward steps is large, this method becomes cumbersome. This work 
only considers a small fixed lag of d intervals, estimating )( dkX −  from { , , 
…,  }.  The procedure for fixed-lag smoothing is shown in Fig. 7.1. 
)1(Z )2(Z
)(kZ
 
 
               Forward filtering sweep yields  and  )|1(),|(ˆ),|( kkPkkXkkP + ).|1(ˆ kkX +
                                                                                             … 
                                                          
 
 
 
 
 
                                
             
                 Backward smoothing sweep yields  )|(ˆ kjX
                 where j=k-1, k-2, k-d.  
                                                                                               … 
                                                 0         1         2          3        4          5   …   N-2    N-1    N 
                                                                              Time index k 
 
    
 Fig. 7.1 Procedure for fixed-lag smoothing 
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Fig. 7.1 only illustrates procedure of fixed-lag smoothing a fixed lag of 2. The optimal 
fixed-lag smoothed estimate of the state at time j is based on measurement data up to 
time k, where k>j; namely, . Conceptually, the smoothing 
problem can be decomposed into two filtering problems: one using initial conditions 
and the "past" history of data {  ,  , …,  } and the other incorporating 
only "future" measurements {
}|)({)|(ˆ ZjXEkjX k=
)1(Z )2(Z )( jZ
)1( +jZ , )2( +jZ , …, )1( −kZ , }, with the 
smoothed estimate being the optimal combination of these two filter outputs.  The 
fixed-lag smoothed estimate is the estimation  at time j, where 
 and  
)(kZ
}|)({)|(ˆ ZjXEkjX k+
dkj −= }.,...,2,1),({ kiiZZ k =≡
Consider a discrete-time model: 
)()()1( kGWkFXkX +=+                           
)()()( kVkHXkZ +=  
Thus, the fixed-lag smoothed estimate can be provided by using the fixed-interval 
smoothing with equations (7.1)-(7.3).  
)]|1(ˆ)|1(ˆ)[()|(ˆ)|(ˆ jjXkjXjAjjXkjX +−++=    (7.1) 
where the smoothing gain  is given by )( jA
)|1()|()( 1T jjPFjjPjA += −       (7.2) 
and ,,...,2,1 dkkkj −−−= where d is the desired fixed lag.    
  
The error covariance matrix for the smoothed estimates is given by the recursive 
equation 
)(])|1()|1()[()|()|( T jAjjPkjPjAjjPkjP +−++=    (7.3) 
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Maybeck (1982) generated the fixed-lag smoothing from the relation (Kailath, 1975; 
Meditch, 1967; Meditch, 1969; Meditch, 1973) as followings for an  d-step time lag. 
−++++++=+++ )1()[1()|(ˆ)1|1(ˆ djZdjCdjjXFdjjX  
)]|(ˆ)|(ˆ)[1()]|1(ˆ jjXdjjXjUdjdjXH −++++++    (7.4) 
)()()()()1( 1
1
djAdjCjAkAdjC
dj
jk
++=∏=++ −+
+=
    (7.5) 
)|()()1( 1TT jjPFGjGQjU −=+       (7.6) 
and  
)]([)]|()|()[(
)1()|1()1()1(
)|1()1|1(
1 T1
T
jAdkjPjjPjA
djCjdjHPdjKdjC
jjPdjjP
−− +−
−++Δ+++++++
−+=+++
  (7.7) 
 
For a big fixed lag, we prefer to use equations (7.4)-(7.7) to solve the fixed-lag 
smoothing problem. 
 
The details about the fixed-lag smoothing can be found in  (Brown and Hwang, 1992; 
Maybeck, 1982).  
 
 
7.3 Simulation Results  
The simulations were done on a Intel 82371AB Pentium II processor and written in 
MATLAB with version 5.3 like in Chapter 5.  
 
The accuracy is evaluated through the root-mean-square (rms) estimation error for 
position, speed and acceleration as well. 
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where  is the smoothed estimate of x at time k in simulation run number i when 
the forward filter is up to at time k+d, and the actual value is x
i
dkkx +|ˆ
k
i ;  is the actual 
acceleration in x-direction;  is the actual cross-track acceleration; and  is the 
actual along-track acceleration. 
i
xka
i
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i
tka
 
 
The computational load is evaluated using the CPU executing time  
 
For each test, a Monte Carlo test of N=100 runs was performed.  
 
The following uses the same three examples as in Chapters 5 and 6 to compare the new 
fixed-lag smoothing multiple-model filter with the new multiple-model filter in 
performance and computation load.   
 
The manoeuvre detection and the construction of forward filters used below are the 
same as in Chapter 6.  
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1) A target with rectilinear acceleration motion 
From Chapter 6, the proposed multiple-model tracking filter is that the unaugmented 
state model filter is used from the beginning to step 43, switched into the modified 
Singer’s filter from step 44 to 46, changed into the augmented state model filter with 
rectilinear accelerations is used from step 47 to 74, switched back to the modified 
Singer’s filter from steps 75  to 77 after the manoeuvre end is detected, and then  the 
unaugmented state model is used until the end of tracking.  
 
The procedure of proposed multiple-model filter with fixed-lag smoothing is that the 
switches of filter type occur d steps earlier, as compared  with the proposed multiple-
model filter tracking, where d is fixed lag.  
 
The simulation results are shown in Figs 7.2-7.7. Figs 7.2-7.4 show the performance of  
the proposed filter with fixed-lag smoothing and the proposed filter without fixed-lag 
smoothing in position, speed and acceleration. Figs 7.5-7.7 show the performance of  
the proposed filter with fixed-lag smoothing and IMM filter in position, speed and 
acceleration. 
 
Table 7.1 shows the computation loads of trackers used. 
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Fig. 7.2 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in position  
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Fig. 7.3 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in speed  
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Fig. 7.4 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in acceleration  
 
Figs 7.2-7.4 show that the performance of proposed multiple-model filter is improved 
by using the fixed-lag smoothing at the cost of a time delay equal to the lag. Even with 
d=1, the performance improvement is significant. As the fixed-lag d increases, the 
optimal fixed-lag smoothed estimate of the state is based on more "future" 
measurements, and the state estimation accuracy improves almost monotonically.  
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Fig. 7.5 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
position  
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Fig. 7.6 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
speed  
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Fig. 7.7 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
acceleration 
 
Figs 7.5-7.7 show that the performance of proposed multiple-model filter with fixed-lag 
smoothing is much better than that of IMM filter, except for few steps around the start 
of the manoeuvre and the end of the manoeuvre.  
 
Comparing the computation times of proposed filter without fixed-lag smoothing, 
proposed filter with fixed-lag smoothing, and IMM filter for averaging 100 runs. 
Trackers Computation time(s) 
Proposed filter 1.792 
Fixed-lag smoothing with lag d=1 2.144 
Fixed-lag smoothing with lag d=2 2.352 
Fixed-lag smoothing with lag d=3 2.575 
Fixed-lag smoothing with lag d=4 2.755 
IMM filter 14.520 
 
Table 7.1 Computational loads of the multiple-model filter, the fixed-lag smoothing 
multiple-model filters, and IMM filter. 
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The computational load of fixed-lag smoothing with a lag of 1 interval increases 19.6%; 
the computational load of  fixed-lag smoothing with a lag of 2 intervals increases 
31.3%; the computational load of  fixed-lag smoothing with a lag of 3 intervals 
increases 43.7%; and the computational load of  fixed-lag smoothing with a lag of 4 
intervals increases 53.7%; as compared with that of the multiple-model filter without 
fixed-lag smoothing.  
 
The computational load of IMM filter is 6.77 times greater than that of fixed-lag 
smoothing with a lag of 1 interval; 6.17 times greater than that of fixed-lag smoothing 
with a lag of 2 intervals; 5.64 times greater than that of fixed-lag smoothing with a lag 
of 3 intervals; and 5.27 times greater than that of fixed-lag smoothing with a lag of 4 
intervals. 
 
2) A circular-motion target 
From Chapter 6, the scheme of proposed multiple-model filter for tracking is that the 
unaugmented state model filter is used from the beginning to step 78, switched into the 
modified Singer’s filter from step 79 to 83 before the manoeuvre is certain, changed 
into the augmented state model filter with cross-track acceleration is used from step 84 
to 131, switched back to the modified Singer’s filter from steps 132  to 134 after the 
manoeuvre end is detected, and then  the unaugmented state model is used until the end 
of tracking.  
 
The procedure of proposed multiple-model filter with fixed-lag smoothing is that the 
changes of filter type occur d steps earlier, as compared  with the proposed multiple-
model filter tracking, where d is fixed lag. 
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The simulation results are shown in Figs 7.8-7.13. Figs 7.8-7.10 show the performance 
of  the proposed filter with fixed-lag smoothing and the proposed filter without fixed-
lag smoothing in position, speed and acceleration. 7.11-7.13 show the performance of  
the proposed filter with fixed-lag smoothing and IMM filter in position, speed and 
acceleration.  
 
Table 7.2 shows the computation loads of trackers used. 
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Fig. 7.8 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in position  
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Fig. 7.9 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in speed 
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Fig. 7.10 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in acceleration  
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Figs 7.8-7.10 show that the performance of proposed multiple-model filter with fixed-
lag smoothing is much better than that of proposed multiple-model filter without fixed-
lag smoothing. Even with d=1, the performance improvement of the fixed-lag 
smoothing is significant. As the fixed-lag d increases, the state estimation accuracy 
improves almost monotonically.  
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Fig. 7.11 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
position  
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Fig. 7.12 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
speed 
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Fig. 7.13 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
acceleration 
 
Figs 7.11-7.13 show that the improvement of the performance of proposed multiple-
model filter with fixed-lag smoothing is significant, as compared with IMM filter, 
except for few steps around the start of the manoeuvre and the end of the manoeuvre.  
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Comparing the computation times of proposed filter without fixed-lag smoothing, 
proposed filter with fixed-lag smoothing, and IMM filter for averaging 100 runs. 
Trackers Computation time(s) 
Proposed filter 4.76 
Fixed-lag smoothing with lag d=1 5.54 
Fixed-lag smoothing with lag d=2 5.829 
Fixed-lag smoothing with lag d=3 6.239 
Fixed-lag smoothing with lag d=4 6.55 
IMM filter 29.080 
 
Table 7.2 Computational loads of the multiple-model filter, the fixed-lag smoothing 
multiple-model filters, and IMM filter. 
The computational load of fixed-lag smoothing with a lag of 1 interval increases 16.4%; 
the computational load of  fixed-lag smoothing with a lag of 2 intervals increases 
22.5%; the computational load of  fixed-lag smoothing with a lag of 3 intervals 
increases 31.1%; and the computational load of  fixed-lag smoothing with a lag of 4 
intervals increases 37.6%; as compared with that of the multiple-model filter without 
fixed-lag smoothing.  
 
The computational load of IMM filter is 5.25 times greater than that of fixed-lag 
smoothing with a lag of 1 interval; 4.99 times greater than that of fixed-lag smoothing 
with a lag of 2 intervals; 4.66 times greater than that of fixed-lag smoothing with a lag 
of 3 intervals; and 4.44 times greater than that of fixed-lag smoothing with a lag of 4 
intervals. 
 
3) An agile target 
From Section 6.3.3 in Chapter 6, the switching of filters in the proposed multiple-model 
filter for tracking is: 
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From steps the beginning to step 155, from steps 221 to step 277, from steps 342 to 397, 
and from steps 468 to 510: the unaugmented state model filter is used. 
 
From steps 156 to 171, from steps 218 to 220, from steps 278 to 296, from steps 339 to 
341, from steps 398 to 408, and from steps 465 to 467: the modified Singer’s filter is 
used. 
 
From steps 172 to 217, and from steps 297 to 338: the augmented state model filter with 
cross-track acceleration is used. 
 
From steps 409 to 465: the augmented state model filter with along- and cross-track 
accelerations is used. 
The procedure of proposed multiple-model filter with fixed-lag smoothing is that all 
changes in filter type occur d steps earlier, as compared  with the proposed multiple-
model filter tracking, where d is fixed lag. 
 
The simulation results are shown in Figs 7.14-7.19. Figs 7.14-7.16 show the 
performance of  the proposed filter with fixed-lag smoothing and the proposed filter 
without fixed-lag smoothing in position, speed and acceleration. Figs 7.17-7.19 show 
the performance of  the proposed filter with fixed-lag smoothing and IMM filter in 
position, speed and acceleration.  
 
Table 7.3 shows the computation loads of trackers used. 
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Fig. 7.14 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in position  
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Fig. 7.15 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in speed  
 
 
 
 
 188
Chapter 7. Further Improvement For The Multiple-Model Tracking Filter 
0
10
20
30
40
50
60
70
80
90
100
0 50 100 150 200 250 300 350 400 450 500 550
Time step (T)
R
M
S 
er
ro
rs
 in
 a
cc
el
er
at
io
n 
(m
/s
^2
)
d=0
d=1
d=2
d=3
d=4
 
Fig. 7.16 RMS errors of proposed filter with fixed-lag smoothing and without fixed-lag 
smoothing in acceleration  
 
 
Figs 7.14-7.16 show that the performance of proposed multiple-model filter with fixed-
lag smoothing is significantly better than that of proposed multiple-model filter without 
fixed-lag smoothing, and give the similar results to the cases of a target with rectilinear 
acceleration motion and the other target with a circular motion mentioned before. 
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Fig. 7.17 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
position  
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Fig. 7.18 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
speed 
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Fig. 7.19 RMS errors of proposed filter with fixed-lag smoothing and IMM filter in 
acceleration 
Figs 7.17-7.19 show that the performance of proposed multiple-model filter with fixed-
lag smoothing is much better than that of IMM filter except for few steps. 
 
Comparing the computation times of proposed filter without fixed-lag smoothing, 
proposed filter with fixed-lag smoothing, and IMM filter for averaging 100 runs. 
Trackers Computation time(s) 
Proposed filter 19.583 
Fixed-lag smoothing with lag d=1 22.06 
Fixed-lag smoothing with lag d=2 23.021 
Fixed-lag smoothing with lag d=3 23.974 
Fixed-lag smoothing with lag d=4 24.874 
IMM filter 74.040 
 
Table 7.3 Computational loads of the multiple-model filter, the fixed-lag smoothing 
multiple-model filters, and IMM filter. 
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The computational load of fixed-lag smoothing with a lag of 1 interval increases 12.6%; 
the computational load of  fixed-lag smoothing with a lag of 2 intervals increases 
17.6%; the computational load of  fixed-lag smoothing with a lag of 3 intervals 
increases 22.4%; and the computational load of  fixed-lag smoothing with a lag of 4 
intervals increases 27.0%; as compared with that of the multiple-model filter without 
fixed-lag smoothing.  
 
The computational load of IMM filter is 3.36 times greater than that of fixed-lag 
smoothing with a lag of 1 interval; 3.22 times greater than that of fixed-lag smoothing 
with a lag of 2 intervals; 3.09 times greater than that of fixed-lag smoothing with a lag 
of 3 intervals; and 2.98 times greater than that of fixed-lag smoothing with a lag of 4 
intervals. 
7.4 Summary 
This chapter gave the details of the new multiple-model filter with fixed-lag smoothing, 
and also compared the performance of the fixed-lag smoothing multiple-model filter 
with the multiple-model filter proposed in Chapter 6  and IMM filter via three typical 
examples. 
 
The simulation results show that the proposed multiple-model filter can be improved 
significantly by using the fixed-lag smoothing even with d=1, and also show that as the 
fixed-lag d increase, the state estimation accuracy improves almost monotonically.  
 
The fixed-lag smoothing multiple-model filter slightly increases the computational load 
, as compared with the multiple-model filter. The computational load of the fixed-lag 
smoothing increases linearly with lag.  
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The performance of the multiple-model filter with the fixed-lag smoothing is much 
better than that of IMM filter at most times but with significant reduction in 
computational load.   
 
All in all, the fixed-lag smoothing multiple-model filter provides much better 
performance, and can be implemented in real time at the costs of a small delay and 
slightly increase in computational load, compared to the multiple-model filter on its 
own. It provides much better performance than IMM filter but with significantly less 
computational load. It is useful for tracking reconstruction (e.g. to help in identifying 
target type).   
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CHAPTER 8 
CONCLUSIONS AND FURTHER WORK 
 
This work has developed a new multiple-model filter for tracking manoeuvring targets 
to achieve the aims of providing the better performance and economical computational 
load. The approach of new multiple-model filter is to assume one or more manoeuvre 
models when the manoeuvre is detected. The switching decision from one model to 
another is made by the manoeuvre detection and the estimated accelerations. The new 
tracking method has been shown to be superior to the common multiple model tracking, 
IMM filter, constant-velocity filter, Singer's filter, and variable-dimension filter. Further 
improvement for the multiple-model tracking is provided by using the fixed-lag 
smoothing technique.  
 
The following sections give more detail about this work, draw conclusions, and propose 
further work. 
 
8.1 Target Motion Models 
The most general models are derived from mechanics and involve the forcing acting on 
the targets, such as thrust, lift and drag. However, these models employ unmeasurable 
and incompletely observable forcing, and are too complicated to implement in a 
practical system. The usual approach is to use  kinematics to construct the motion 
models, based solely on position, velocity and acceleration. 
 
Since the measurements usually come in the form of a range and bearing, the most 
obvious choice of modelling system is polar co-ordinates. However, the modelling 
system of polar co-ordinates means that even the simplest of target motions, straight-
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line travel at constant speed, results in a non-linear target model. The most common 
choice of co-ordinates is Cartesian co-ordinates with the origin at the tracker's initial 
position. The non-linear measurements are overcome by the technique of Polar-to-
Cartesian measurement conversion (Bar-Shalom and Li, 1995)..  
 
Usually, the target trajectory model candidates are constant-velocity motion and 
rectilinear acceleration motion. For constant-velocity motion, the target trajectories are 
modelled as having straight-line constant velocity with slight changes in speed. For 
simplicity, the rectilinear-acceleration model only considers constant acceleration and 
constant rate of acceleration variation. The constant-acceleration motion is modelled as 
straight-line constant acceleration with slight changes in acceleration. In practice, target 
manoeuvre models are along-track acceleration (straight-line acceleration motion), 
cross-track acceleration (circular motion), and curvilinear acceleration models. For 
these practical manoeuvre motions, Best and Norton suggest a more general model with 
both cross- and along-track accelerations (Best and Norton, 1997). However, Best and 
Norton's model is only suitable for the target with known constant cross- and along-
track accelerations. This work has modified Best and Norton's model by augmenting the 
state model to make the model able to track the manoeuvring target with unknown 
constant cross- and along-track accelerations. 
 
The main problem with the rectilinear acceleration model and curvilinear acceleration 
model above is that accelerations are assumed constant in the x  and y  directions, and 
cross-track and along-track directions respectively over each sampling interval. 
Therefore, if these models are used in target tracking, significant modelling errors arise 
when the target accelerations suddenly change in the x , , cross-track or along-track y
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directions. This thesis modified Singer's filter to handle these situations and broaden the 
application of Singer's filter.  
 
The noise processes affecting the target motion must also be considered in tracker 
design. They are usually modelled as white noise with a zero-mean Gaussian 
distribution. 
 
8.2 Manoeuvre Detection 
The classical manoeuvre detection by testing the normalised squared innovations is 
simple but suffers much delay or false alarm. Bar-Shalom and Birmiwal (1982) suggest 
that the end of the manoeuvre be detected by testing a statistic for significance of the 
acceleration in the manoeuvring model. This detection technique is faster than the 
classical method. However, the effectiveness and reliability depend on a good 
reconstruction of process-noise covariance of  the manoeuvre filter. If the process-noise 
covariance is too large, it causes false alarms, but if it too small, the end-of-manoeuvre 
detection is delayed. The process-noise covariance has to be reconstructed by the state 
estimates at the step at which the target is supposed to manoeuvre. However, it is 
difficult to reconstruct a good process-noise covariance within the sliding window when 
changing to the manoeuvre model, and so difficult to detect the end of a manoeuvre 
reliably by this method. Chan and Couture’s manoeuvre detection (1993) by comparing 
the projections against measurements suffers much delay or false alarm as well. 
McAulay and Denlinger’s manoeuvre detection (1973) by using matched filtering 
through noisy innovations; and Zhang and Li’s (1997, 1998), and Isaksson and 
Gustafsson’s manoeuvre detection (1995) by observing the probability of each model, 
these methods require the knowledge of the manoeuvre before detecting it, which is 
difficult to supply in real situations.  
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In order to overcome the problems in (Bar-Shalom and Birmiwal, 1982), the augmented 
model is used throughout the process with the same process noise covariance as the 
normal model, and fixed-lag smoothing is used to provide better estimates of  the 
accelerations and their error covariance. The test based on normalised squared 
smoothed acceleration  is reliable and quick for detecting the beginning and the end of 
manoeuvres.  
 
Chen and Norton’s rapid parameter changes detection (1987),  based on H &&gglund’s 
method (1983), is used effectively in adaptive parameter estimation and adaptive 
detecting rapid parameter changes. The feature of manoeuvre is that the statistic of 
normalised squared innovations increases in size abruptly, so detecting the changes of 
the statistic of normalised squared-innovation gives effective manoeuvre detection and 
broadens the application of Chen and Norton’s detection. 
a
 
Weston and Norton’s manoeuvre detection is to detect changes in state which can be 
represented as due to impulses in the input via full measurements with offline 
processing. Its advantages are simplicity and effectiveness. But it cannot be applied to 
tracking with online processing. Weston and Norton’s manoeuvre detection has been 
modified with fixed-lag smoothing instead of the fixed-interval smoothing in this thesis. 
The modified Weston and Norton's manoeuvre detection is able to work in online 
processing, and also obtain the more accurate manoeuvre step and quicker detection.  
 
 
 
8.3 Trackers 
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The performance of  the VD filter is superior to that of the input estimation (IE) filter if 
the manoeuvre is low-level, and its computational requirements less. However, the VD 
algorithm presumes that the target starts to manoeuvre at the starting point of a sliding 
window running back from when the manoeuvre is detected, but the actual and assumed 
manoeuvres may differ in timing, leading to large tracking errors. The VD filter has to 
reconstruct the process noise covariance and  the state estimates within the sliding 
window when changing to the manoeuvre model. Furthermore, the filter uses only 
measurements at the start of the sliding window to initialise the augmented filter. This 
also increases the tracking error. 
 
The common multiple-model filter is to assume two or more levels of process noise. 
Potentially, the estimate error is increased if the individual filters' probabilities are 
poorly estimated. 
 
The interacting multiple model (IMM) algorithm is an effective technique for tracking a 
manoeuvring target. However, the IMM filter incorporates a large number of filters to 
cover the possible manoeuvre motions,  resulting in heavy computation.  
 
Another adaptive Kalman filter suggests increasing the parameter (Thorp, 1973; 
Bekir, 1983). Increasing this parameter effectively increases the bandwidth of  the 
Kalman filter thus making the filter more responsive to future target dynamics and to 
noise! Potentially, loss of track can result.  
)(kQ
 
Singer’s augmented filter shows good performance for the target with a low-level 
manoeuuvre, but its performance rapidly degrades in the case of a high-level 
manoeuvring target and is worse than that with a Kalman filter that assumes no 
manoeuvres, during constant-velocity, straight-line motion. Fortunately, the manoeuvre 
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level is estimated by input estimation technique, and then  regards target accelerations 
as a perturbation around the estimated acceleration level to construct Singer's filter. The 
final Singer's filter is called modified Singer's filter in this thesis. The modified Singer’s 
filter would track a target executing a manoeuvre of any level. This thesis uses the 
modified Singer’s filter to provide the state estimation in the cases of uncertain 
manoeuvre.  
 
The input estimation shows poor performance in the case of low-level manoeuvring 
target because it  tends to over-compensate for the manoeuvre. However, the input 
estimation technique has good performance for the target in rectilinear acceleration 
motion with a high-level manoeuvre if the manoeuvre is detected quickly. 
Unfortunately, if the target is in curvilinear acceleration manoeuvre, the rectilinear 
accelerations would not be constant any more; consequently, the input estimation could 
not handle this situation. For the curvilinear acceleration motion, this work suggests that 
the tracking be provided by the modified Best and Norton model.  
 
Therefore, this work developed a new multiple-model filter for tracking manoeuvring 
targets. The new multiple model approach employs three manoeuvre models. One is 
straight-line acceleration manoeuvre, one is curvilinear acceleration manoeuvre, and the 
other is circular motion. The switching decision from one model to another is made by 
the manoeuvre detection and the estimated accelerations. For any ambiguous 
manoeuvre, the tracking is provided by modified Singer’s filter. The new tracking 
method gives better performance than the common multiple-model tracking, IMM filter, 
and  any other filters above.  
 
 199
Chapter 8. Conclusions And Further Work 
The simulations show that a filter with a model matched to the target motion will give a 
good performance, and that the unmatched filter will lose track. The simulations 
therefore show that quick and accurate manoeuvre detection is as important as the 
tracking needs  matched model. 
 
Further improvement for multiple-model tracking is provided by using the fixed-lag 
smoothing technique. The fixed-lag smoothing multiple-model filter provides much 
better performance (even with fixed lag d=1) and can be implemented in a real time at 
the costs of a small delay and slight increase in computational load, compared to the 
multiple-model filter. As the fixed-lag d increase, the state estimation accuracy 
improves almost monotonically. The computational load of the fixed-lag smoothing 
increases linearly with lag. The performance of the multiple-model filter with the fixed-
lag smoothing is much better than that of IMM filter at most times but with significant 
reduction in computational load.   
 
8.4 Further Work 
This thesis has developed manoeuvre detection, manoeuvring target modelling, and 
generated an effective and economical multiple-model filter. However, many aspects of 
the problem of tracking, such as clutter, multiple targets and multiple sensors, have to 
be ignored because this thesis work is only for a three-year project. Thus, it is necessary 
to continue this research and broaden the applications of the new multiple-model filter. 
 
This work only concerned the tracking of targets in clear environments. However, in the 
presence of clutter, the computational load usually is increased, tracking is much more 
difficult, thus it is necessary to develop the multiple-model filter and the 
implementation of economical filters, and reliable manoeuvre detection. This work only 
 200
Chapter 8. Conclusions And Further Work 
considered that measurement is associated with the same target, but it is necessary to 
solve tracking problems for measurements whose origin is uncertain due to: clutter due 
to spurious reflectors or radiators near the target of interest, interfering targets, and 
decoys or other countermeasures. This work has not considered multiple targets, so it is 
necessary to check if it is suitable for the multiple-target and multiple-sensor tracking. 
Furthermore, the uncertainty in the tracking model has been only considered to be 
Gaussian distribution and measurement outliers have been ignored. In practice, these 
outliers (e.g. glint, clutter, countermeasures) must be accounted for. 
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APPENDIX I 
DERIVATION OF Q(K) 
 
 
A first-order Markov system is obtained as follows, 
)()(α)( twtata +−=&         (I.1) 
where a(t) is an acceleration and w(t) is a zero-mean white noise with variance 
. And process noise variance q is given by , where )()}({ 2 τδτ −= tqwE σ 2α2 mq = σ m  
is a variance of target manoeuvre acceleration.  
 
The equations of x-direction and y-direction are similar, so here we only give the model 
in the x-direction. Defining a state vector of position, velocity, and acceleration in 
the x-direction, the target dynamics model in the x-direction can be written by  
)(tX
)(
1
0
0
)(
α00
100
010
)( twtXtX
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
=&       (I.2) 
The discrete form of the above equation is sought for digital implementation. Many 
sensors have a constant data rate, sampling target position every T seconds. The 
appropriate (discrete-time) target equations of motion for this application are given by 
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The manoeuvre excitation covariance matrix Q(k) satisfies, using (I.4), 
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Abstract 
This paper discusses an improved method for tracking a manoeuvring target in two dimensions. The 
proposed tracking scheme consists of  manoeuvre detection and tracking taking account of the 
manoeuvre. The manoeuvre is detected by testing a normalised squared-acceleration statistic, with the 
acceleration components estimated by fixed-lag smoothing (with a small lag) using an augmented-state 
filter. The tracking is performed by a conventional variable-dimension Kalman filter (KF) (with state 
augmented by accelerations during manoeuvres). The proposed manoeuvre-detection technique gives 
quicker detection than the classical normalised squared-innovations statistic, in spite of the smoothing 
lag. In tracking, the lag associated with smoothed estimates may be acceptable in track reconstruction 
(e.g. to help in identifying target type or to resolve ambiguities such as crossing targets or the effects of 
glint). The track quality yielded by optimal smoothing, with a model matched to the presence or 
absence of a manoeuvre, is shown to be superior to that produced by variable-dimension filtering 
alone, and comparable with or better than IMM filtering. The computational load is modest, 
comparable to that of IMM with only 2 or 3 filters.  
 
 
I.  INTRODUCTION 
 
Many different approaches for tracking a manoeuvring target have been considered in the literature. 
Approaches based on Kalman filtering include the early work of Singer (1970), who augmented the 
target motion model with the target acceleration, represented as a first-order autoregressive process. 
The augmented filter tracks a manoeuvring target well but its performance degrades, as compared with 
a Kalman filter that assumes no manoeuvres, during constant-velocity, straight-line motion. A common 
method is to use a non-manoeuvring target model for tracking a target moving at a constant velocity 
and  then switch to an appropriate manoeuvring model, when a target manoeuvre is detected.  
 
Chan (1979, 1982) and Bogler (1987) proposed an adaptive Kalman filter for tracking manoeuvring 
targets, using input estimation (IE). Their method is to construct a estimate of the input (manoeuvre 
forcing) from the innovation of the non-manoeuvring filter using least squares, then to correct the state 
estimate with the estimated input. 
 
The variable-dimension (VD) filter was suggested by Bar-Shalom and Birmiwal (1982). In it, the 
target-motion model is changed during manoeuvres by introducing extra state components, 
accelerations, estimated recursively along with other state variables consisting of position and velocity. 
The augmented state model reverts to the normal model on detection of the end of the manoeuvre. The 
performance of  the VD filter is superior to that of the IE filter and its computational requirements less. 
However, the VD algorithm presumes that the target starts to manoeuvre at the starting point of a 
sliding window running back from when the manoeuvre is detected, but the actual and assumed 
manoeuvres may differ in timing, leading to large tracking errors. The VD filter has to reconstruct the 
process noise covariance and  the state estimates within the sliding window when changing to the 
manoeuvre model. Furthermore, the filter uses only measurements at the start of the sliding window to 
initialise the augmented filter. This also may increase the tracking error. 
 
In several recent publications (Bar-Shalom, 1989; Lin, 1993; Mazor, 1998), the interacting multiple 
model (IMM) algorithm has been suggested as useful for tracking a manoeuvring target.  The IMM 
algorithm is a suboptimal hybrid filter that is recognised as one of the most cost-effective state-
estimation schemes. Its main feature is its ability to estimate the state of a dynamic system which can 
switch between many behaviour modes. In particular, the IMM filter can act as a self-adjusting 
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variable-bandwidth filter for tracking manoeuvring targets. However, the IMM filter incorporates a 
large number of filters to cover the possible manoeuvre motions,  resulting in heavy computation. To 
reduce the computation load, a variable-dimension IMM (Bar-Shalom, 1989) has been suggested. This 
requires a prior suitable choice of process noise covariance of the manoeuvring model according to the 
manoeuvre input level, and a prior choice of mode transition probability,  which may be difficult to 
supply. Poor choices may degrade its performance compared with  Kalman filters based on correct 
manoeuvre and non-manoeuvre models.  
 
Another approach is to modify the KF by constant changes (Bar-Shalom and Fortmann, 1988), 
multiplying the state-error covariance by a scalar at every sampling instant to compensate for 
manoeuvre-model error. Thus past data are discounted and the  target-dynamics model is made more 
responsive by attaching a higher state-error covariance. 
 
Previous work has focused on linear motion models and optimal filtering, i.e., optimal estimation of 
the state at time tj, based upon knowledge of all measurements taken up to time tj. However, optimal 
smoothing (retrospective state estimation) also has a long history. It receives less attention than  
optimal filtering because its recursive implementation is more complicated than that of filtering. 
However, optimal smoothing is potentially useful to help identify target type, resolve manoeuvre 
ambiguities and reconstruct tracks. The smoothing algorithm can be divided into two filtering 
problems: one using initial conditions and the "past" history of measurements {z(1) , z(2) , …,  z(j)} 
and the other incorporating only "future" measurements {z(j+1) , z(j+2) , …, z(k-1) , z(k)}, with the 
smoothed estimate being the optimal combination of the outputs from these two filters. The additional 
information contained in the measurements taken after tj improves estimation accuracy. This paper will 
consider fixed-lag smoothing, estimating x(k-L) from {z(1) , z(2) , …,  z(k)} with lag L constant. 
 
Classical manoeuvre detection computes a χ2 statistic from the  innovations, but typically suffers much 
delay. This paper suggests combining the variable-dimension filter and fixed-lag smoothing, using a χ2 
statistic based on estimated accelerations to detect the beginning and end of manoeuvres. 
 
The proposed manoeuvre-detection method is to test the acceleration statistic with the acceleration 
components estimated by fixed-lag smoothing (with a small lag) using the acceleration-augmented 
variable-dimension filter. For tracking, as distinct from manoeuvre detection, the unaugmented 
standard Kalman filter is employed for non-manoeuvring and the variable-dimension filter for 
manoeuvring motion. The state-error covariance is multiplied by a scalar temporarily at the end and 
beginning of manoeuvres to make the filter more responsive to the future target manoeuvres, and 
fixed-lag smoothing is used to improve state estimation in both filters, augmented and unaugmented. 
 
Section II describes the variable-dimension filter. Section III reviews fixed-lag smoothing. The 
proposed method for manoeuvre detection and tracking is described in Section IV. In Section V, the 
results of Monte Carlo simulation runs of several tracking techniques on the same system with the 
same disturbances are presented.  
 
 
II.  VARIABLE-DIMENSION FILTER  
 
The variable-dimension filter adds extra state variables once a manoeuvre  is detected. The extent of 
the manoeuvre as detected is then used to estimate the extra state components, and corrections are 
made to the other state variables. Tracking employs the augmented state model until it reverts to the 
normal model on detection of the end of the manoeuvre. 
 
In the absence of manoeuvre, the target motion is modelled as constant-velocity motion in a plane, 
subject to variations in velocity induced by piecewise constant zero-mean accelerations with white 
sample-instant values. The corresponding state equation is 
x(k+1)=Fx(k)+Gw(k)                        (2.1) 
where, using Cartesian coordinates, the state is  
x=[x   y ]yx && T   
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,  Ew(k)=0,  E[w(i)w(j)T]=Qδij   
and T is the sampling interval. The initial state estimate is x(0⏐0) with covariance P(0⏐0). Position 
measurements (transformed to Cartesian coordinates) are made, so 
ˆ
z(k) = Hx(k)+v(k)           (2.2) 
where 
H = ,  Ev(k)=0,  E[v(i)v(j)⎥⎦
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0010
0001 T]=Rδij 
In the manoeuvring model, the augmented state is  
xm  = [x   y  ]yxyx &&&&&& T 
and the state equation is 
xm(k+1)=Fmxm(k)+Gmwm(k)          (2.3) 
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Fm=
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
100000
010000
01000
00100
20010
02001
2
2
T
T
TT
TT
,  Gm=
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
10
01
0
0
20
02
2
2
T
T
T
T
 
wm=[wm1   wm2]T,  Ewm(k)=0,  E[wm(i) wm(j)T]=Qmδij   
The process noise covariance Qm is selected according to the estimated acceleration. The process noise 
standard deviation is usually taken as 5% of the estimated acceleration (Bar-Shalom and Fortmann, 
1988). 
 
The corresponding observation equation is 
z(k)=Hmx(k)+v(k)                  (2.4) 
where 
Hm=  ⎥⎦
⎤⎢⎣
⎡
000010
000001
  
 
III.  FIXED-LAG SMOOTHING 
 
Figure 1 illustrates the progress of fixed-lag smoothing with a fixed lag of 2 samples.  
 
The optimal fixed-lag smoothed estimate of the state at time j=k-L  is based on measurement data up to 
time k, where k>j; it is x (j⏐k)=E{x(j)⏐Z(k)}, where  Z(k)≡{z(i), i=1, 2, …, k}. Meditch (1969) gives 
an algorithm for fixed-lag smoothing that is complicated. A simpler approach is that the fixed-lag 
smoothed estimate is provided using the fixed-interval smoother described by equations (3.1)-(3.3) 
(Rauch, 1963; Rauch et al., 1965). After each step of the forward filtering sweep, optimal smoothing 
moves  backward by the fixed lag: 
ˆ
 
 
         Forward filtering sweep yields P(k⏐k), x (k⏐k),     P(k+1⏐k) and (k+1⏐k).     ˆ xˆ
                                                 … 
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               Backward smoothing sweep yields (j⏐k) xˆ
               where j=k-1, k-2, …, k-L.  
                                                 … 
   0         1         2          3        4          5   …  N-2      N-1      N 
                                  Time index k 
    Figure 1. Procedure for fixed-lag smoothing. 
 
xˆ (j⏐k)= (j⏐j) +A(j)[ x (j+1⏐k)- (j+1⏐j )]         (3.1) xˆ ˆ xˆ
where the smoothing gain A(j) is given by 
A(j)=P(j⏐j)FT P (j+1⏐j)           (3.2) 1−
and j=k-1, k-2, …, k-L, where L is the fixed lag.    
The error covariance matrix for the smoothed estimates is given by  
P(j⏐k)=P(j⏐j)+A(j)[P(j+1⏐k)-P(j+1⏐j)]AT(j)        (3.3) 
Details of the fixed-lag smoothing can be found in  (Brown, 1992).  
 
 
IV.  PROPOSED METHOD FOR MANOEUVRE DETECTION AND TRACKING 
 
Manoeuvre detection 
 
One of the simplest detection methods uses the normalised innovations squared 
εv(k) =               (4.1) vv k1kTk S−
which is a chi-square variate with nz (the dimension of measurement) degrees of freedom. A threshold 
is set up based on the target model (for the non-manoeuvring situation):  
P{εv(k)≤  εmax}=1-α               (4.2) 
and if the threshold is exceeded, a manoeuvre is assumed to have occurred.  
A less noise-sensitive method uses a windowed sample  mean of the normalised innovations squared: 
εv(k) = N
1 ∑
+−=
−k
1Nki
i
1
i
T
i vv S                      (4.3) 
Nεv(k) is chi-square with Nnz degrees of freedom. 
 
However, manoeuvre detection by testing this statistic incurs considerable delay. 
 
Instead, we  use the augmented model throughout the process, with process noise covariance the same 
as the normal model, and fixed-lag smoothing is used to provide better estimates of  the accelerations 
and their error covariance. The statistic and test based on smoothed estimated accelerations are: 
j)(δ a = (j⏐k) (j⏐k) x (j⏐k)         (4.4) xˆTa P 1−a ˆa
P{ εj)(δ a ≤ max}=1-α            (4.5) 
where (j⏐k)xˆa  is the smoothed estimate of the acceleration components, P (j⏐k) is the 
corresponding block from the smoothed covariance matrix, and has a chi-square distribution 
with N (the dimension of acceleration) degrees of freedom. When the sum  
a
j)(δ a
a
μ (j) = (i)           (4.6) a ∑
+−=
j
1pji
δ a
exceeds a specified threshold, the hypothesis that a manoeuvre is taking place is accepted, at which 
point the estimator switches from the quiescent model to the manoeuvring model. If the accelerations 
drop rapidly to zero, the smoothed acceleration estimates will decrease in size monotonically. Thus, 
when the statistic falls twice in succession, the end of the manoeuvre is assumed and the estimator 
switches from the manoeuvre model to the quiescent model. A more conservative method would be to 
apply the test to p successive values of the statistic with p>2, at the price of greater delay. 
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The simulation in Section V will indicate that the test based on normalised smoothed acceleration 
squared is  reliable and quick for detecting the beginning and end of manoeuvres.  
 
Manoeuvre tracking 
 
Manoeuvre tracking has the following 3 steps: 
1.  In the absence of manoeuvre, tracking is by a Kalman filter, using the unaugmented model, 
improved by the fixed-lag smoothing.  
2.  When the manoeuvre is detected, the state is augmented and the initial state estimate of manoeuvre 
model is provided by the smoothed estimate in manoeuvre detection, to avoid having to 
reconstruct the state estimate. The smoothed state-error covariance is multiplied by a scalar φ>1 at 
the instant when the manoeuvre is detected, and  regarded as the initial error covariance of the 
manoeuvre model. The process-noise covariance during manoeuvres is taken to be the same as that 
in the unaugmented filter. 
3.  When the end of the manoeuvre is detected, the target-motion model is returned to normal. The 
initial state estimate is provided by the smoothed estimate in Step 2 and the smoothed error 
covariance is multiplied by a scalar φ>1 and regarded as the initial error covariance for the non-
manoeuvre model, with optimal smoothing again improving the estimate. 
  
  
V.  SIMULATION RESULTS 
 
Consider a target whose position in the x-y plane is sampled every T=10s. The target is on a constant 
course at constant speed until t=400s, when it starts to manoeuvre, and it completes the manoeuvre 
after 20 sampling periods. The process noise covariance Q=  10-5I and the measurement noise 
covariance has R11=R22=2500m2 and R12=R21=0m2. The initial conditions of the target are x(0)=2000m, 
&x (0)=0m/s, y(0)=10000m, and &y (0)=-15m/s. The manoeuvre is the result of the acceleration input  
 ux=uy=0.075m/s2,   400s 600s. ≤≤ t
The IMM filter consists of one 4-state model with acceleration zero and process noise Q=10-5I , an 
other 4-state model with constant acceleration 0.075m/s2 and process noise Q=10-5I, and a 6-state 
model with process noise Q=10-3I. The process noise is the random part of the acceleration increment 
over a sampling period in all cases. Note that the process noise Q for the 6-state model is taken to be 
about (u/2.5)2 in order that the IMM filter has a rapid jump to a non-zero acceleration from zero and 
then a jump back to zero acceleration at termination of the manoeuvre. The Markov transition 
probability matrix governing the transition between these 3 models is chosen as  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
33.034.033.0
095.005.0
005.095.0
 
The VD filter is constructed by two models, one the  standard 4-state model in the absence of 
manoeuvre, the other a 6-state model during manoeuvres. The standard deviation of process noise in 
the manoeuvre model was taken to be 5 percent of the estimated acceleration. The manoeuvre was 
detected by the statistic of normalised innovations squared, the threshold was taken to be 18.3 in 
equation (4.3) according to 0.95 confidence region for a 10-degrees-of-freedom chi-square distribution 
and the end of manoeuvre was also detected by the statistic of normalised innovations squared. 
 
In the fixed-lag smoothing, the lag was 2 sample intervals. The threshold for μ (k), (given in 
equation (4.6) with p=2 and α=0.05), was 9.49 according to 0.95 confidence region for a 4-degrees-of-
freedom chi-square distribution. The scalar  φ of  multiplication of the state covariance was 100 at the 
points where the manoeuvre end  and beginning were detected. 
a
 
The simulation results are shown in Figures 2-9. Figures 2 and 3 present one-run results of manoeuvre 
detection by testing the statistic of normalised innovations squared and the statistic of normalised 
smoothed-accelerations squared respectively. Figures 4 to 9 show the average estimation errors found, 
averaged  
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over 20 Monte Carlo runs for each filter. RMS errors are shown for both the position and velocity 
errors. The average errors for two x and y directions are similar and thus only the errors in the x 
direction are displayed. 
 
Figure 3 shows that detection using the statistic of normalised smoothed-accelerations squared is faster 
than that using normalised innovations squared (Figure 2). 
 
Figures 8 and 9 show that the performance of the proposed method is much better than that of VD 
filtering alone, comparing with Figures 6 and 7 respectively. Figures 8 and 9 also show that the track 
quality  yielded  by  optimal  smoothing  is  much better 
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Figure 2. Statistic of normalised innovations squared. 
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Figure 3. Statistic of normalised smoothed-accelerations squared. 
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Figure 4. RMS errors in position using IMM. 
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Figure 5. RMS errors in speed using IMM. 
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Figure 6. RMS errors in position using VD. 
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Figure 7. RMS errors in speed using VD. 
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Figure 8. RMS errors in position using smoothing. 
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Figure 9. RMS errors in speed using smoothing. 
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than IMM filtering in the absence of manoeuvre and comparable with or better than with IMM filtering 
in the presence of manoeuvre, comparing with Figures 4 and 5 respectively. 
 
 
VI.  CONCLUSIONS 
 
It has been shown that the proposed manoeuvre-detection technique, testing a normalised smoothed-
acceleration statistic, gives quicker detection than the classical  normalised squared-innovations 
statistic. The proposed tracking with fixed-lag smoothing performs much better than VD filtering 
alone, and also much better than IMM filtering in the absence of manoeuvre and better than or 
comparable with IMM filtering during manoeuvres. The proposed scheme is simple in concept and the 
computational load is modest, comparable to that IMM with only 2 or 3 filters. It also has the 
advantage of being implementable without  prior knowledge of the manoeuvre characteristics of the 
target, with minimal design parameters to select.   
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