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TAKENS’ LAST PROBLEM AND EXISTENCE OF NON-TRIVIAL
WANDERING DOMAINS
SHIN KIRIKI AND TERUHIKO SOMA
Abstract. In this paper, we give an answer to a Cr (2 ≤ r < ∞) version
of the open problem of Takens in [41] which is related to historic behavior of
dynamical systems. To obtain the answer, we show the existence of non-trivial
wandering domains near a homoclinic tangency, which is conjectured by Colli-
Vargas [6, §2]. Concretely speaking, it is proved that any Newhouse open set in
the space of Cr-diffeomorphisms on a closed surface is contained in the closure
of the set of diffeomorphisms which have non-trivial wandering domains whose
forward orbits have historic behavior. Moreover, this result implies an answer
in the Cr category to one of the open problems of van Strien [39] which is
concerned with wandering domains for He´non family.
1. Introduction
1.1. Historic behavior and wandering domains. Consider a dynamical system
with a compact state space X, given by a continuous map ϕ : X → X. We say that
the forward orbit {x, ϕ(x), ϕ2(x), . . . } of x ∈ X has historic behavior if the partial
average
1
m+ 1
m∑
i=0
δϕi(x)
dose not converge as m → ∞ in the weak topology, where δϕi(x) is the Dirac
measure on X supported at ϕi(x). The terminology of historic behavior was given
by Ruelle in [37]. The following is the last open problem presented by Takens (see
[41]).
Takens’ Last Problem. Whether are there persistent classes of smooth dynamical
systems such that the set of initial states which give rise to orbits with historic
behavior has positive Lebesgue measure?
The first example of historic behavior was given in [19], where it is shown that the
logistic family contains elements for which almost all orbits have historic behavior.
This was extended to generic full families of unimodal maps, see [8]. While Takens
showed in [42] that Bowen’s 2-dimensional flow with an attracting heteroclinic
loop has a set of positive Lebesgue measure consisting of initial points of orbits
with historic behavior, but the property is not preserved under arbitrarily small
perturbations of the dynamics. Also, by using Dowker’s result [10], Takens showed
that the doubling map on the circle persistently has orbits with historic behavior,
for which the collection of initial points is a residual subset on the circle, see [41].
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2 SHIN KIRIKI AND TERUHIKO SOMA
In this paper, we obtain an answer to Takens’ Last Problem for non-hyperbolic
diffeomorphisms having homoclinic tangencies by a different way from the previous
works. To solve the problem we use a non-empty connected open set, called a wan-
dering domain, whose images do not intersect each other but are wandering around
non-trivial hyperbolic sets. Wandering domains have been studied from the begin-
ning of 20th century. In fact, Bohl [3] in 1916 and Denjoy [9] in 1932 constructed
examples of C1 diffeomorphisms on a circle which have wandering domains whose
ω-limit set is a Cantor set. However, it can not be extended to any C2 as well
as C1 diffeomorphism whose derivative is a function of bounded variation, see in
[8]. Subsequently, similar phenomena for high dimensional diffeomorphisms were
studied by several authors, for example [22, 18, 30, 4, 31, 27]. Also, for unimodal
as well as multimodal maps on an interval or a circle, the main difficulty in their
classification in real analytic category was to show the absence of wandering do-
mains, which were developed by many dynamicists [7, 28, 2, 8, 40], see the survey
of van Strien [39].
On the other hand, a wide variety of investigations derived from Smale’s works
in 1960s yielded abundant developments, and provided a focal point for us to
explore beyond hyperbolic phenomena. Thus, we here focus entirely on one of
non-hyperbolic phenomena called homoclinic tangencies, which were pioneered by
Newhouse, Palis, Takens and others. It is somewhat surprising that homoclinic
tangencies and wandering domains were not studied together until Colli-Vargas’
model in [6]. We furthermore discuss these two themes in more general situation
to solve Takens’ Last Problem.
1.2. Main results. To state our results we have to introduce some definitions. Let
M be a closed two-dimensional C∞ manifold and Diffr(M), r ≥ 2, the set of Cr
diffeomorphisms on M endowed with Cr topology. We say that f ∈ Diffr(M) has
a homoclinic tangency of a saddle periodic point p if the stable manifold W s(p, f)
and unstable manifold Wu(p, f) have a non-empty and non-transversal intersection.
Newhouse showed in [32] that, for any f ∈ Diffr(M) with a homoclinic tangency of
a dissipative saddle fixed point p, there is an open set N ⊂ Diffr(M) whose closure
Cl(N ) contains f and such that any element of N is arbitrarily Cr-approximated
by a diffeomorphism g with a homoclinic tangency associated with a dissipative
saddle fixed point pg which is the continuation of p, and moreover g has a C
r-
persistent tangency associated with some basic sets Λg containing pg (i.e. there
is a Cr neighborhood of g any element of which has a homoclinic tangency for
the continuation of Λg). Such an open set N is called a Newhouse open set or a
Newhouse domain. Various non-hyperbolic phenomena were observed in N but still
far from being completely understood. For example, Newhouse also showed in [32]
that generic elements of N have infinitely many sinks or sources. Kaloshin proved
in [20] that the number of periodic points for diffeomorphisms in a residual subset
of N grows super-exponentially. See [15, §1] and [24, §0] for detail descriptions of
other results which are not mentioned here.
Our definition of a wandering domain is the same as one defined for one-dimensional
dynamics in [8, 39]. In fact, we say that, for f ∈ Diffr(M), a non-empty connected
open set D ⊂M is a wandering domain if
• f i(D) ∩ f j(D) = ∅ for any integer i, j ≥ 0 with i 6= j;
• the union ω(D, f) = ⋃x∈D ω(x, f) of ω-limit sets is not equal to a single
periodic orbit.
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A wandering domain D is called contracting if the diameter of fn(D) converges to
zero as n → ∞. Note that Denjoy’s example is a contracting wandering domain,
see [9, 39].
We now state the main result of this paper where a conjecture of Colli and Vargas
is proved affirmatively in Cr topology and a solution to Takens’ Last Problem will
be obtained by using some non-trivial wandering domains.
Theorem A. Let M be a closed surface and N any Newhouse open set in Diffr(M)
with 2 ≤ r < ∞. Then there exists a dense subset of N each element f of which
has a contracting wandering domain D such that
(1) ω(D, f) contains a hyperbolic set which is not just a periodic orbit;
(2) the forward orbit of every x ∈ D under f has historic behavior.
We note the following:
• (The absence of regularity) Any diffeomorphisms given in Theorem A as
well as Colli-Vargas’ examples in [6] are not necessarily guaranteed to be
of class C∞, see Remark 7.8 (2).
• (Variety of average measures) In Colli-Vargas’ examples, the sequence of
the average measures µx(m) can have various accumulation points, see [6,
§9]. However, in our construction, one can not expect such a variety for
some technical reasons, see Remark 2.1.
• (Positivity of Lebesgue measure and persistent property) Any wandering
domain is an open set, and hence in particular D has positive Lebesgue
measure, which is the condition required in Takens’ Last Problem. While
the property having a wandering domain obtained in Theorem A is not
persistent. This is the reason why only dense subsets are obtained, which
is exactly the same sort of restriction as in the paper by Colli [5] concerning
the density of He´non-like attractors.
• (Higher dimensions) We think that a similar result holds for codimension
one dissipative homoclinic tangencies in dimensions higher than two, which
is studied in [34].
Next we consider the He´non family fa,b : R2 → R2 defined as
(1.1) fa,b(x, y) = (1− ax2 + y, bx),
where a, b are real parameters. This family will play a significant role in the renor-
malization near the homoclinic tangency. As b = 0, the dynamics of fa,0 is perfectly
controlled by the family of quadratic maps ϕa(x) = 1−ax2. It is known that there
is a parameter value of a such that there is a C1 unimodal map which is semi-
conjugated to ϕa and has a wandering interval [17]. Moreover, under the sufficient
differentiability, some large class of multimodal maps including the quadratic maps
cannot have non-trivial wandering intervals, see [40]. However, as b 6= 0, it has not
been known whether or not fa,b has wandering domains, which is one of open prob-
lems in [39, 29]. We can answer such a problem in the Cr category with 2 ≤ r <∞
as in the following corollary of Theorem A together with the fact that there exists
(a, b) arbitrarily close to (2, 0) such that fa,b has a quadratic homoclinic tangency
for some saddle fixed point which unfolds generically with respect to a, see for
example in [23, 25].
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Corollary B. There is an open set O of the parameter space of He´non family
with Cl(O) 3 (2, 0) such that, for every (a, b) ∈ O, fa,b is Cr-approximated by
diffeomorphisms which have contracting non-trivial wandering domains.
In the end of this section we recall that non-trivial wandering phenomena are
observable in circle homeomorphisms in the C∞ category by Hall [16] but not in
the Cω category by Yoccoz [43], which is the answer to one of problems by Poincare´
[35]. Note that every discussion of the present paper unfolds in the Cr category
with 2 ≤ r < ∞, but some tools would not be applied directly to discussion in
the C∞ as well as Cω category. See Remark 7.8-(2). Thus, the open problem for
wandering domains of the He´non family by van Strien et al. is unsolved yet in C∞
and Cω categories. So it is worth recalling the following:
Question. Does there exist a parameter value (a, b) for the He´non family (1.1)
such that fa,b has a non-trivial wandering domain?
Note that Astong et al. [1] study the existence of wandering Fatou components for
polynomial skew-product maps and present an example which admits a wandering
Fatou component intersecting R2. However, it does not contain any He´non family.
2. Outline of the proof
In this section, we will sketch the proof of Theorem A, where several technical
terminologies, e.g. linked pair, linking property, critical chains, etc, appear without
definitions, all of which will be given in the following sections.
2.1. Standard settings for general situations. For the beginning, it could not
be better than that assumptions are minimized. So we start our discussions not
for specific models as in [6], but rather for any two-dimensional diffeomorphism f
which has a homoclinic tangency for a dissipative saddle fixed point, say p. See
Figure 2.1. For such a situation, it naturally reminds us of the renormalization
scheme near homoclinic tangencies by Palis-Takens [33], see Theorem 3.2. In fact,
we will take much advantage of the scheme as follows.
We may here assume that f is a linear map f(x, y) = (λx, σy) in a small neigh-
borhood U(p) of p with 0 < λ < 1 < σ, λσ < 1 by performing an arbitrarily small
perturbation for f and replacing f by f2 if necessary. In our scheme, we have
two main basic sets, where the basic set means a compact hyperbolic and locally
maximal invariant set which is transitive and contains a dense subset of periodic
orbits. One is a horseshoe Λ which is associated with a transverse homoclinic in-
tersection of p but not affine in general. The other is a basic set, denoted by Γm,
which is created by an He´non-like return map ϕn of (3.2) in the renormalization
near the homoclinic tangency, where m is the period of some periodic point for ϕn.
Those ingredients and their cyclic interconnection by way of persistent heteroclinic
tangencies are precisely described in Sections 3.
2.2. Main Cantor sets and bridges. From the basic sets Λ and Γm one can
obtain several dynamically defined Cantor sets, among which the following three
are especially important in this paper:
KsΛ := piFuloc(Λ)(Λ), K
u
Λ := piFsloc(Λ)(Λ), K
u
m := pim(Γm),
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Figure 2.1. Transition of the wandering domains
where piFuloc(Λ), respectively piFsloc(Λ), is the projection on W
s
loc(p), respectively
Wuloc(p), along the leaves of an unstable foliation Fuloc(Λ), respectively stable fo-
liation Fsloc(Λ), and pim is the projection on an arc ` ⊂ Wuloc(P ) along the leaves
of a stable foliation Fsloc(Γm) compatible with W sloc(Γm). Here P stands for the
saddle fixed point for ϕn as illustrated in Figure 2.1, which is not contained in Γm.
See (4.2) and (4.8) respectively. Moreover, one has the sequences of s, u-bridges
related to the three Cantor sets, respectively denoted by
{Bsk}, {Buk}, {Auk},
where the former two are defined in Subsection 4.2, see Figure 4.1, and the latter is
in Subsections 4.3–5.1, see Figure 4.3. In Section 4, we give descriptions of bounded
distortion properties of these bridges.
2.3. Generalized uniformly linking properties for {Bsk(∆)} and {Auk(∆)}.
In the case of the Colli-Vargas model in [6, §3], non-trivial wandering domains were
detected in intersections between stable gaps and unstable gaps of sufficiently thick
affine Cantor sets. Obviously, we cannot directly unfold the same story into our
case, because there is no promise in general such that the product of thickness of
KsΛ and K
u
Λ is larger than one.
However, a bypass of this problem is already given in the renormalization scheme,
see Theorem 3.2. In fact, since the thickness of the third Cantor set Kum has an
arbitrarily large value by taking m large enough, one can obtain a C2-persistent
heteroclinic tangency associated with Wu(Λg) and W
s(Γm,g), where Λg and Γm,g
are the continuations of Λ and Γm, respectively, see (S-v) in Section 3. For sim-
plicity, we still denote such continuations by Λ and Γm, respectively, in this out-
line. Therefore, in Section 5, we can discuss linking properties between the images
of continuations for bridges {Bsk} and {Auk} on the arc L of tangencies between
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fN2(Fuloc(Λ)) and f−N0(Fsloc(Γm)) for some integers N0, N2 > 0. See Figure 5.3.
Actually, these linking situations will be found by the projected images (5.5) on L.
To obtain a linked pair of the continuations for bridges, we have to add the first
perturbation in f−1(Bδ0) where Bδ0 is a small δ0-disk which meets the inverse image
L˜ of L, see Figure 5.5. Precisely, this perturbation is the horizontal δ-shift with
|δ|  δ0, and hence the perturbed map is given as
fδ(x) = f(x) + (δ, 0)
for any x ∈ f−1(Bδ0/2). Using this perturbation, we present Lemma 5.2 which
is a generalization of Linking Lemma in [6, p. 1669]. Moreover, in Lemma 6.1,
we show the existence of uniformly linking subsequence of {Auk(∆)} and {Bsk(∆)}
where ∆ =
∑∞
k=1 δk for the sequence of local δk-shifts given in Lemma 6.2. This is a
generalization of Linear Growth Lemma in [6, p. 1670]. The proofs of the results are
supported by Lemma 4.3 and Lemma 4.5 in which bounded distortion properties
for s-bridges {Bsk} and u-bridges {Auk} are presented.
2.4. Critical chains in {Bsk(∆)} and {Buk (∆)}. Note that the uniformly linking
subsequence of {Bsk(∆)} and {Auk(∆)} are constructed on the arc L including het-
eroclinic persistent tangencies of Wu(Λ) and W s(Γm). At this stage, since we use
only a one-way from Λ to Γm, even if one takes any domain constructed from the
linking subsequence by some perturbations, there is no certification that the orbit
of domain comes back to and wanders around Λ non-trivially.
However, we can construct a return route by using the fact that Γm and Λ are
homoclinically related to each other, see the condition (S-v) of Section 3. It follows
that the stable foliation Fs(Λ) and some gap of Kum,L have a transverse intersection.
Hence, in Section 7, one obtains some gap ĜuL,k+1 of A
u
L,k+1 which contains some
u-bridge BuL,k+1 := piAˆuk
(Buk+1) as illustrated in Figure 7.1, where piAˆuk
: B(0) → L
is the projection defined as (5.4) and Buk+1 is the u-bridge whose itinerary satisfies
(7.1).
Moreover, by taking the itinerary of the s-bridge Bs∗k+1 as in (7.1), one can obtain
linking situations which are desired in Lemma 7.1 (Critical Chain Lemma): there
is an interval J∗k+1 such that t ∈ J∗k+1 if and only if
(Bs∗L,k+1 + t) ∩BuL,k+1 6= ∅,
where Bs∗L,k+1 is the image of the s-bridge B
s∗
k+1 of K
u
Λ by the projection pi
s : S → L
of (5.6). Note that the itineraries given in (7.1) will be crucial to control the orbit
of any point in the wandering domain obtained in the later sections.
2.5. Multidirectional perturbations and critical chains of rectangles. We
may consider the inverse image L˜ of L which is contained in the neighborhood of
Λ, see Figure 7.3. Lemma 7.2 implies that, for all sufficiently large k, there exists
almost horizontal line Lk such that Lk meets L transversely at a single point xk.
Moreover we take a point x˜k = f
N1 ◦ f îk ◦ fN0(xk) in L˜k, and define a sequence
{x̂k} with x̂k = fzkk2+〈k〉(x˜k), where zk is either z0 or z0 + 1 for a fixed positive
integer z0 satisfying the conditions (8.4), (8.5) and 〈k〉 is the integer of (7.2) with
limk→∞〈k〉/k2 = 1. For {xk} and {x̂k}, one has the sequence
t = (t2, t3, . . . , tk, . . .),
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where each tk is the vector given by f
N2(x̂k) + tk+1 = xk+1, see Figure 7.6, which
is the second perturbation corresponding to the perturbation vector in [6, p.1673].
Note that entry vectors of the perturbation not necessarily have the same direction.
For t, we now define the diffeomorphism ft by
ft := f ◦ ψt
so that ft(x̂k) = xk+1, where ψt is the C
r-map defined as (7.17). Note that
Lemma 7.6 claims that, if T is sufficiently large, then ψt is arbitrarily C
r-close to
the identify and hence ft is a C
r- diffeomorphism arbitrarily Cr-close to f .
2.6. Non-trivial wandering domains. Around each xk = (xk, yk), we define a
rectangle as
Rk =
[
xk − b
1
2
k , xk + b
1
2
k
]× [yk − bk, yk + bk],
where bk is the positive number given in (8.2), and show in Lemma 8.2 (Rectangle
Lemma) that there is an integer k0 > 0 such that, for any k ≥ k0,
fmkt (Rk) ⊂ IntRk+1,
where mk is the positive integer given in Remark 8.4. See Figure 8.1. This implies
that the interior D of Rk0 is a wandering domain. It follows immediately from our
construction of D that the wandering domain is contracting.
We will consider a sufficiently large positive integer z0 independent of k and
satisfying the conditions (8.4) and (8.5), and consider a sequence z = {zk}∞k=1
of integers such that each entry zk is either z0 or z0 + 1. This implies that the
linear map fzkk
2
t (x, y) = (λ
zkk
2
x, σzkk
2
y) in a small neighborhood of p occupies a
major factor of fmkt and absorbs fluctuations caused by non-linear factors. See also
Remark 2.1 for the sequence. Moreover, extra words v k+1 ∈ {1, 2}k will be added
to the itineraries of (7.1) so that the ω-limit set of any point in the wandering
domain contains Λ, which is possible by choosing entries of vk suitably in the proof
of Proposition 8.3.
2.7. Historic behavior. The diffeomorphism fn obtained in Proposition 8.3 and
the wandering domain D = IntRk0 depend on the sequence z. In the proof of
Theorem A, we express the dependence by fn,z and Dz = IntRk0,z. From the
setting of (7.1), the itinerary of any orbit starting from the wandering domain Dz
contains 1(zkk
2) and 2(k
2), and the remaining part of the itinerary is corresponding
to at most order k iterations of fn,z. Using this, one can show that for any x ∈ Dz
there is the subsequence {µx(m̂k)}∞k=k0 of partial averages
µx(m̂k) =
1
m̂k + 1
m̂k∑
i=0
δfin,z(x)
which tends to the mutually distinct two probability measures:
ν0 =
1
z0 + 1
(
z0δp + δp̂
)
, ν1 =
1
z0 + 2
(
(z0 + 1)δp + δp̂
)
as k →∞, where p̂ is a saddle fixed point in the horseshoe Λ other than p. It implies
that the orbit of any point in the wandering domain Dz has historic behavior. This
finishes the outline of the proof of Theorem A.
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Remark 2.1. Our diffeomorphism f is linear only in a small neighborhood U(p) of
p but not necessarily in neighborhoods of other points of M , which may yield some
fluctuations to the dynamics. To reduce influences of such fluctuations relatively,
we first rearranged f so that, for any k ∈ N, the orbit of x ∈ D under f spends
k2 times in the linearizing neighborhood U(p) and O(k) times in any other small
neighborhoods. However, in such a construction, the sequence of µx(m) would
converge to the Dirac measure δp and hence the forward orbit of x would not have
historic behavior. So, we have rearranged f again so that the orbit spends zkk
2
times in U(p), k2 times in U(p̂) and O(k) times in any other small neighborhoods.
In such an example, we can not expect that the sequence of µx(m) has various
accumulation points, which is essentially different from the example in [6, Section 9].
Note that we have taken the integer z0 large enough so that any fluctuation caused
in U(p̂) is relatively small. On the other hand, since k2/(zkk
2) ≥ 1/(z0 + 1) > 0,
the restriction of µx(m) on U(p̂) does not converge to zero as m→∞.
3. Preliminaries
In this section, we present standard notions concerning planer homoclinic bifur-
cations introduced by Palis-Takens [33], which are given in forms adaptable to our
discussions.
Throughout the remainder of this paper, suppose that M is a closed surface and
r an integer r with 2 ≤ r <∞. Let N be any Newhouse open set in Diffr(M). Any
element of N is arbitrarily Cr-approximated a diffeomorphism f with a dissipative
saddle periodic point p whose stable manifold W s(p) and unstable manifold Wu(p)
have a quadratic tangency, where a periodic point p of period Per(p) is said to be
dissipative if |det(DfPer(p))p| < 1. Denoting fPer(p) again by f for simplicity, one
can suppose that p is a dissipative saddle fixed point of f .
The following lemma is an elementary but crucial fact for justifying our replace-
ment of f by fnPer(p) with n ∈ N here and later.
Lemma 3.1. Suppose that a is a positive multiple of Per(p). If D is a contracting
wandering domain for fa with ωfa(x) 3 p for some (or equivalently any) x ∈ D,
then D is a contracting wandering domain also for f .
Proof. Since C = sup
{‖Df ix‖ ; x ∈ M, i = 0, 1, . . . , a − 1} < ∞, diam(f j(D)) ≤
Cdiam(fam(D)) for any j ∈ N, where m is the greatest integer with ma ≤ j. Thus
our assumption limm→∞ diam(fam(D)) = 0 implies that limj→∞ diam(f j(D)) = 0.
If D were not a wandering domain for f , then there would exist a positive integer
n with D ∩ fn(D) 6= ∅. Then we have the chain
D, fn(D), f2n(D), . . . , fan(D)
with fni(D) ∩ fn(i+1)(D) = fni(D ∩ fn(D)) 6= ∅ for i = 0, 1, . . . , a − 1. Since
limj→∞ diam(f j(D)) = 0,
(3.1) lim
m→∞diam
(
fam
(
D ∪ fn(D) ∪ · · · ∪ fna(D))) = 0.
Moreover we have D ∩ W s(p) = ∅. Otherwise, the sequence {faj(D)} of open
sets would converge to Wu(p), which contradicts that D is a contracting wandering
domain. Since ωfa(x) 3 p and x 6∈ W s(p) for any x ∈ D, there exists a monotone
increasing sequence {mj} of positive integers such that famj (x) converges to a point
z in Wuloc(p) \ {p} as j →∞. Then limj→∞ fa(mj+n)(x) = fan(z) ∈Wuloc(p) \ {p}.
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On the other hand, (3.1) implies that limj→∞ fa(mj+n)(x) = limj→∞ famj (x) = z
and so fan(z) = z. This contradicts that z ∈ Wuloc(p) \ {p} is not a fixed point of
fan. Thus D is a contracting wandering domain for f . 
By a small perturbation near the homoclinic tangency q, one can also suppose
that the tangency is quadratic. Moreover, as in [33, Section 6.5], performing sev-
eral arbitrarily small perturbations, we obtain a diffeomorphism which has both a
transverse homoclinic intersection and a homoclinic tangency of the continuation of
p simultaneously. Using the transverse homoclinic intersection, one obtains a basic
set containing the continuation of p called a horseshoe, i.e. a compact invariant
hyperbolic set which is transitive and contains a dense subset of periodic orbits
and such that the restriction of the diffeomorphism on the set is conjugate to the
2-shift. In what follows, if no confusion can arise, we will denote a C∞ diffeomor-
phism which is arbitrarily Cr close to f again by f . So we will work under the
assumption that f is a diffeomorphism of C∞-class and return to a diffeomorphism
of Cr-class with 3 ≤ r <∞ at the stage of (7.19) in Subsection 7.2.
In accordance with the discussion as above, we may suppose that f has
(S-i) a horseshoe Λ containing a dissipative saddle fixed point p;
(S-ii) a non-degenerate homoclinic tangency q of p.
Moreover, if a C∞ diffeomorphism Cr-close to f satisfies an open and dense Stern-
berg condition [38] concerning the eigenvalues at the continuation of p, then f is
Cr-linearizable in a neighborhood U of the continuation. So, one can suppose that
the above f has
(S-iii) a Cr-linearizing coordinate in a neighborhood of p such that f(x, y) =
(λx, σy) with 0 < λ < 1 < σ and λσ < 1 (we replace f by f2 if λ or
σ is negative).
Note that one might proceed without (S-iii) by using techniques in Gonchenko et
al. [11, 12, 13, 14], but (S-iii) is more appropriate here from a standpoint of simple
descriptions.
Let {fµ}µ∈R be a one-parameter family of C∞ diffeomorphisms onM with f0 = f
and such that the homoclinic quadratic tangency q of p unfolds generically at µ = 0.
The renormalization of return maps near the tangency provides a better description
as follows.
Theorem 3.2 (Renormalization Theorem, Palis-Takens [33]). There exists an in-
teger N∗ > 0 such that, for any sufficiently large integer n > 0, there are a Cr
parametrization Θn : R→ R and a µ¯-dependent Cr coordinate change Φn : R2 →M
satisfying the following:
• dΘndµ (µ¯) > 0;
• for any (µ¯, x¯, y¯) ∈ R×R2, (Θn(µ¯),Φn(x¯, y¯)) converges to (0, q) as n→∞;
• for any µ¯ ∈ R, the diffeomorphisms ϕn on R2 defined by
(3.2) ϕn : (x¯, y¯) 7−→ Φ−1n ◦ fN∗+nµn ◦ Φn(x¯, y¯)
converge to
(3.3) (x¯, y¯) 7−→ (y¯, y¯2 + µ¯).
as n→∞ in the Cr topology, where µn := Θn(µ¯).
Proof. See Palis-Takens [33, §3.4, Theorem 1] for the proof. 
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Here the integer N∗ is taken so that f−N∗(q) is a point in Wuloc(p) sufficiently near
p. In short this lemma ensures that the return maps fN∗+nµn near the homoclinic
tangency can be approximated by diffeomorphisms so called He´non-like maps which
are close to the quadratic endomorphism (3.3).
For simplicity, we consider the map
ϕµ,ν(x, y) = (y, µ+ νx+ y
2),
which is equivalent to the original He´non map given in (1.1) via appropriate pa-
rameter and coordinate changes, see [23]. More general He´non-like families are
obtained by adding small higher-order terms to the above form. From [33, §6.3,
Proposition 1], for a given m ≥ 3, there exist a neighborhood U(−2, 0) of the
point (−2, 0) in the parameter space and continuous maps P , Qm and Γm which
map (µ, ν) ∈ U(−2, 0) to the fixed point Pµ,ν , the periodic point Qm;µ,ν , and the
non-trivial invariant set Γm;µ,ν for ϕµ,ν , respectively, and furthermore satisfy the
following properties:
• P−2,0 = (2, 2) is a saddle fixed point and Qm;−2,0 is a saddle periodic point
of period m both of which are contained in a parabolic arc which is convex
downward between P−2,0 and P˜−2,0 := (−2, 2), see Figure 4.4.
• For any (µ, ν) ∈ U(−2, 0) with ν 6= 0, Γm;µ,ν is a basic set containing the
orbit of Qm;µ,ν .
More detailed information on these ingredients will be given in the next section.
Note that the same properties hold for any He´non-like map which is sufficiently
close to ϕ−2,0.
By the above results, there exists a positive integer n(m) > 0 such that, for
any n ≥ n(m), fνn is a diffeomorphism arbitrarily Cr close to the original f and
satisfying not only (S-i)–(S-iii) but also
(S-iv) the restriction ϕn of f
N∗+n
µn near the tangency q is a return map C
r-
approximated by an He´non-like map and has the continuation Pµ¯ of the
saddle fixed point P , the continuation Γm;µ¯ of the basic set Γm which con-
tains the continuation Qm;µ¯ of the saddle periodic point Qm of period m,
where µ¯ = Θ−1n (µn).
We here recall two important relations on a pair of basic sets. We say that
disjoint basic sets Λ and Γ are homoclinically related if both Wu(Λ) ∩W s(Γ) and
W s(Λ)∩Wu(Γ) contain non-trivial transverse intersections. Basic sets Λ and Γ for
f have a C2-robust tangency if there exists a C2 neighborhood U(f) of f satisfying
the following condition: for every g ∈ U(f), either Wu(Λg) ∩W s(Γg) or W s(Λg) ∩
Wu(Γg) contains a tangency, where Λg and Γg are the continuations of Λ and Γ,
respectively.
By [33, Section 6.4], we may also suppose that
(S-v) the continuation Λn := Λ(fµn) of the horseshoe Λ in (S-i) and the basic
set Γm,n := Γm(ϕn) in (S-iv) are homoclinically related, and they have a
C2-robust tangency. To be more precise, Wu(Λg) ∩W s(Γm,g) contains a
tangency a for any diffeomorphism g C2-near f , see Figure 3.1.
Now we recall the construction of the return map ϕn by Palis-Takens. There
exists a small rectangle Dn near q such that Γm,n =
⋂∞
k=−∞ f
k(N∗+n)
µn (Dn). Ac-
cording to [33, Section 6.4], there is a transverse intersection point b of Wu(p) and
W s(P ) such that
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Figure 3.1. A homoclinical relation between Λg and Γm,g and a
quadratic tangency between Wu(Λg) and W
s(Γm,g).
(S-vi) the sub-arc αu in Wu(p) connecting p with b is disjoint from the union
Xn = Dn ∪ fµn(Dn) ∪ · · · ∪ fN∗+nµn (Dn), and
(S-vii) f iµn(Dn) ∩ f jµn(Dn) = ∅ for any i, j ∈ {1, 2, . . . , N∗ + n} with i 6= j, see
Figure 3.2.
Figure 3.2. fµn , P (ϕn) are represented shortly by f and P re-
spectively. The shaded region disjoint from Xn contains the sup-
ports of the perturbations of fµn considered in Subsections 5.2 and
7.2 respectively.
Note that the condition (S-vii) does not necessarily hold for i, j 6∈ {1, 2, . . . , N∗+n}.
In fact, for any integer N sufficiently larger than N∗, fNµn(α
u) meets all leaves of
W sloc(Γm) transversely, which is suggested in Figure 3.1, and hence in particular
fNµn(α
u) ∩Dn 6= ∅.
A nonempty compact subset K of an interval I is called a Cantor set if K has
neither interior points nor isolated points. A gap of the Cantor set K is the closure
of a connected component of I \ K. Let G be a gap and p a boundary point of
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G. A closed interval B ⊂ I is called the bridge at p if B is maximal among all
closed intervals B′ in I with G∩B′ = {p} and such that B′ does not intersect any
gap whose length is at least that of G. The thickness for the Cantor set K at p
is defined by τ(K, p) = |B|/|G|, where B and G are a bridge and a gap satisfying
G ∩ B = {p}. The thickness τ(K) of K is the infimum over these τ(K, p) for all
boundary points p of gaps of K. Two Cantor sets K1 and K2 are said to be linked
if neither K1 is contained in the interior of any gap of K2 nor K2 is contained in
the interior of any gap of K1. Gap Lemma (see [32, §4], [33, §4.2], [26]) shows that,
for any linked Cantor sets K1 and K2 with τ(K1)τ(K2) > 1, K1 ∩K2 6= ∅ holds.
We say that a bridge B of K is adjacent to a gap G if B∩G 6= ∅ and IntB∩G = ∅.
If two bridges B, B′ are adjacent to a common gapG, thenG is called the connecting
gap for B and B′ and denoted by Gap(B,B′).
4. Bounded distortions
4.1. Classical bounded distortion lemma. A Cantor set K in an interval I is
said to be dynamically defined if the following conditions hold: there are mutually
disjoint closed sub-intervals B1, B2, . . . , Br ⊂ I and a differentiable map Ψ defined
in a neighborhood U of B1 unionsq · · · unionsqBr in I such that
• Ψ is uniformly hyperbolic on K, that is, there are constants C > 0 and
σ > 1 such that |(Ψn)′(x)| ≥ Cσn for every x ∈ K and n ≥ 1, and
• {B1, . . . , Br} is a Markov partition satisfying
K =
⋂
n∈N
Ψ−n(B1 unionsq · · · unionsqBr).
The next classical result, called Bounded Distortion Lemma, will play an impor-
tant role in this paper.
Lemma 4.1 (Palis-Takens [33]). Let K be a dynamically defined Cantor set as
above associated with a uniformly hyperbolic map Ψ and a0 the minimum positive
integer with Cσa0 > 1. If Ψ satisfies the C1+α Ho¨lder condition for some 0 < α ≤ 1,
then, for every δ > 0, there exists a constant c(δ) > 0 satisfying
(4.1) e−c(δ) ≤ |(Ψna0)′(q)||(Ψna0)′(q˜)|−1 ≤ ec(δ)
for any q, q˜ ∈ I and integer n ≥ 1 such that (i) |Ψna0(q) − Ψna0(q˜)| ≤ δ; (ii) the
interval between Ψi(q) and Ψi(q˜) is contained in B1 unionsq · · · unionsq Br for all 0 ≤ i ≤
(n − 1)a0. Moreover, c(δ) is of order δα. In particular, c(δ) converges to zero as
δ → 0.
Proof. Since Ψ is uniformly hyperbolic on K, |(Ψn)′(x)| ≥ Cσn for any x ∈ K and
n ≥ 1. Then there exists a constant γ > 1 and an open neighborhood V of K in U
such that |(Ψa0)′(x)| ≥ γ for any x ∈ V and n ≥ 1. For all sufficiently small δ > 0,
any points q, q˜ of I satisfying the conditions (i) and (ii) bound an interval contained
in V . Hence, one can apply [33, §4.1, Theorem 1] directly to the expanding map
Ψa0 , and obtain a constant
c(δ) = C˜δα
(Cσa0)−α
1− (Cσa0)−α
satisfying the condition (4.1), where C˜ is a positive constant independent of δ. This
completes the proof. 
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4.2. Horseshoes and s-bridges. Let us recall a simple example of a dynamically
defined Cantor set and give the bounded distortion property for the set.
Consider a two-dimensional Cr diffeomorphism f admitting a horseshoe Λ as in
(S-i) of Section 3, which contains a saddle fixed point p. Let Fuloc(Λ) and Fsloc(Λ)
be local unstable and stable foliations on S = [0, 2]× [0, 2] compatible with Wuloc(Λ)
and W sloc(Λ) respectively. Here we may assume that
• W sloc(p) = [−2, 2]× {0}, Wuloc(p) = {0} × [−2, 2],
• [0, 2] × {2} is a leaf of Fsloc(Λ) disjoint from W sloc(Λ) and {2} × [0, 2] is a
leaf of Fuloc(Λ) disjoint from Wuloc(Λ).
Let piFuloc(Λ) : S → W sloc(p) be the projection along the leaves of Fuloc(Λ), and
piFsloc(Λ) : S → Wuloc(p) the projection along the leaves of Fsloc(Λ). Consider the
Cantor sets
(4.2) KsΛ := piFuloc(Λ)(Λ), K
u
Λ := piFsloc(Λ)(Λ),
associated with Λ dynamically defined by Ψs := piFuloc(Λ)◦f−1 and Ψu := piFsloc(Λ)◦f ,
respectively. Since f is a Cr map and piFuloc , piFsloc are C
1+α maps with 0 < α < 1
(see [33, §4.1]), it follows that both Ψs and Ψu are of C1+α class. Note that both
Ψs and Ψu are expanding maps.
Remark 4.2. (1) In this paper, we use three local ‘stable’ foliation on S, one of
which is the above Fsloc(Λ). The other two are FS in Subsection 5.1 and Gsloc(Λ)
in Subsection 7.2.
(2) The unstable foliation Fuloc(Λ) will be chosen carefully in Subsection 5.1 so as to
be suitable to our purpose. However the Cantor set KsΛ and hence the bridges
and gaps associated with KsΛ are independent of the choice.
Let Bs(0) (respectively Bu(0)) be the smallest interval in W sloc(p) (respectively
Wuloc(p)) containing K
s (respectively Ku). We give here descriptions associated
only with KsΛ. Similar arguments work also in the case of K
u
Λ. There exists a
Markov partition of KsΛ in B
s(0) which consists of two components, and denote
one of them by Bs(1; 1) and the other by Bs(1; 2). For each integer k ≥ 1 and
wi ∈ {1, 2} (i = 1, . . . , k), we define the interval Bs(k;w1 . . . wk), called an s-bridge
of generation k, as
Bs(k;w1 . . . wk) =
{
x ∈ I ; Ψi−1s (x) ∈ Bs(1;wi), i = 1, . . . , k
}
,
where the sequence w1w2 . . . wk is the itinerary for the s-bridge. If one writes
w = w1w2 . . . wk, then w
−1 stands for the reverse sequence wkwk−1 . . . w1. The u-
bridges Bu(k;w1 . . . wk) of generation k associated with K
u
Λ can be defined similarly
by using Ψu. For our convenience, we regard that B
s(0) and Bu(0) are the bridges
of generation 0 with empty itinerary.
For any integer k ≥ 0, let Bsk be the collection of all Bs(k;w1 . . . wk), see Figure
4.1. Note that Bsk consists of mutually disjoint 2k s-bridges. The union Bs =⋃∞
k=0 Bsk is the set of all u-bridges of KsΛ. The set Bu =
⋃∞
k=0 Buk of all u-bridges of
KuΛ is defined similarly.
If necessary replacing the original f by fa0 with a large integer a0, S by a thiner
sub-rectangle S′ with ∂S′ ⊃ [0, 2]× {0} and such that Λ′ = ⋂∞n=−∞ fna0(S′) is an
fa0-invariant basic set, we may suppose that
(4.3) max
{|Bs(1; 1)|, |Bs(1; 2)|} < 9
21
|Bs(0)|,
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Figure 4.1. A collection of nested stable bridges. For any
w1, w2 ∈ {1, 2}, Ψs(Bs(2;w1w2)) = Bs(1;w2).
where | · | stands for the length of the corresponding interval. See Figure 4.2.
Note that the new bridges Bs(1; 1), Bs(1; 2) for fa0 coincide with the original
Figure 4.2. Replacement of a horseshoe by a more slender one.
The case of a0 = 2.
bridges Bs(a0; 11 · · · 1) and Bs(a0; 21 · · · 1) for f respectively. Since moreover one
can choose a0 so that max
{|Bs(1; 1)|, |Bs(1; 2)|} is arbitrarily small, we may also
assume by Lemma 4.1 that
(4.4)
9
10
≤ |(Ψa0ns )′(q)||(Ψa0ns )′(q˜)|−1 ≤
11
10
for any q, q˜ ∈ I such that the intervals between Ψa0is (q) and Ψa0is (q˜) (i = 0, 1, . . . , n−
1) are contained in B(1; 1) unionsq B(1; 2). We set fa0 , S′, Λ′ again by f , S and Λ
respectively, and retake the local coordinate on M near p so that the new S equals
[0, 2]× [0, 2].
Lemma 4.3 (Bounded distortions for s-bridges). The exist constants rs+ ≥ rs− >
2 satisfying the following conditions. For any integer k > 0, let Bsk and B
s
k+1 be s-
bridges for KsΛ of generation k and k+1 such that the first k entries in the itinerary
of Bsk+1 are identical to the entries in the itinerary of B
s
k, that is,
Bsk := B
s(k;w1 . . . wk), B
s
k+1 := B
s(k + 1;w1 . . . wkwk+1).
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Then the inequality
rs− ≤ |Bsk||Bsk+1|−1 ≤ rs+.
holds.
Proof. By the mean-value theorem, for any bridges Bsk and B
s
k+1 as above, there
are points q ∈ Bsk+1, q˜ ∈ Bsk such that
|Bs(0)| = |Bsk||(Ψks)′(q˜)|, |Bs(1;wk+1)| = |Bsk+1||(Ψks)′(q)|.
By (4.3) and (4.4),
|Bsk||Bsk+1|−1 = |Bs(0)||Bs(1;wk+1)|−1|(Ψks)′(q)||(Ψks)′(q˜)|−1
>
21
9
· 9
10
=
21
10
=: rs−.
Moreover, we have
|Bsk||Bsk+1|−1 ≤
|Bs(0)|
min
{|Bs(1; 1)|, |Bs(1; 2)|} · 1110 =: rs+.
This completes the proof. 
4.3. Quadratic maps and u-bridges. We recall another Cantor set for one-
dimensional maps fundamental properties of which are succeeded by He´non-like
maps in Section 4.4.
Let Fµ be the family of one-dimensional quadratic maps on R defined as
(4.5) Fµ(x) = x
2 + µ,
where µ is a real parameter. For any integer m ≥ 3, Fµ has a periodic orbit
of period m if µ is sufficiently close to −2. Denote by q1 and q2, respectively, the
minimum and maximum points of the m-periodic orbit, which satisfies Fµ(q1) = q2.
We denote by Au(0) the interval [q1, q2], and define the mutually disjoint m − 1
intervals as
Au(1; z1) :=
{
F−1µ (A
u(0)) ∩ {x < 0} if z1 = 1;
F−z1+1µ (F
−1
µ (A
u(0)) ∩ {x < 0}) ∩ {x > 0} if z1 = 2, . . . ,m− 1.
Moreover, for every integer k ≥ 2, we inductively define the (m − 1)k intervals
Au(k; z1z2 . . . zk) as
Au(k; z1z2 . . . zk) := A
u(k − 1; z1 . . . zk−1) ∩ F−z1µ (Au(k − 1; z2 . . . zk)),
where each entry zi is an element of {1, 2, . . . ,m − 1}. See Figure 4.3 for the
case of m = 4. The interval Au(k; z1z2 . . . zk) is called a u-bridge for Fµ of gen-
eration k, and the sequence (z1 . . . zk) is the itinerary of the u-bridge. A unique
point of ∂Au(k; z1z2 . . . zk) ∩ ∂Au(k + 1; z1z2 . . . zk1) (resp. ∂Au(k; z1z2 . . . zk) ∩
∂Au(k + 1; z1z2 . . . zkm − 1)) is called the leading point (resp. bottom point) of
Au(k; z1z2 . . . zk). Consider the Cantor set
Kum(µ) := A
u(0) ∩
∞⋂
k=1
⊔
(z1,...,zk)
∈{1,...,m−1}k
Au(k; z1 . . . zk)
dynamically defined by Fµ and associated with the m-periodic orbit. For our con-
venience, we regard that Au(0) is a u-bridge of generation 0 with empty itinerary.
The leading gap of Au(k; z1 . . . zk) is the gap in A
u(k; z1 . . . zk) bounded by A
u(k+
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1; z1 . . . zk1) and A
u(k + 1; z1 . . . zk2). For each integer k ≥ 0, let Auk be the collec-
tion of all k-bridges Au(k; z1 . . . zk), see Figure 4.3.
Figure 4.3. A nested sequence of unstable bridges. For any z ∈
{1, 2, 3}, Fµ(Au(2; 3z)) = Au(2; 2z), Fµ(Au(2; 2z)) = Au(2; 1z),
and Fµ(A
u(2; 1z)) = Au(1; z). The red dots represent the leading
points of u-bridges of generation 0 and 1. Gu1 is the leading gap of
Au(1; 1).
Remark 4.4. As µ = −2, F−2 is topologically conjugate to the tent map T : x 7→
|2x−1|+ 1 via g : x 7→ 2−4 sin2(pi/2)x. It implies that, if µ is contained in a small
neighborhood I of −2 and m ≥ 3, Kum(µ) is a uniformly hyperbolic set for Fµ, see
[33, §6.2].
Lemma 4.5 (Bounded distortions for u-bridges). For any integer m ≥ 3, there
exist η(m) > 0 and an integer κ(m) ≥ 1 such that, for any k ≥ κ(m) and µ ∈
(−2− η(m),−2 + η(m)), the following conditions (1)–(3) hold, where Auk and Auk+1
are u-bridges for Kum(µ) of generation k and k+ 1 respectively such that the first k
entries in the itinerary of Auk+1 are the same as the entries in the itinerary of A
u
k ,
that is,
Auk = A
u(k; z1 . . . zk), A
u
k+1 = A
u(k + 1; z1 . . . zkzk+1).
(1) If zk+1 = j ∈ {1, . . . ,m− 1}, then
3 · 2j−2 ≤ |Auk ||Auk+1|−1 ≤ 5 · 2j−2.
In particular, we have
3
2
≤ |Auk ||Auk+1|−1 ≤ 5 · 2m−3
for any zk+1 ∈ {1, . . . ,m− 1}. Moreover, |Auk ||Auk+1|−1 ≤ 5 if zk+1 is either 1
or 2.
(2) Let Iuk be the minimum sub-interval of A
u
k containing A
u
k+1 and the bottom
point of Auk . Then
|Auk+1| |Iuk |−1 ≥
1
3
.
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(3) Suppose that zk+1 ≤ m− 2 and A˜uk+1 = Au(k+ 1; z1 . . . zk zk+1 + 1). Let Guk+1
be the connecting gap for Auk+1 and A˜
u
k+1, i.e. Gk+1 = Gap(A
u
k+1, A˜
u
k+1). Then
|A˜uk+1| |Auk+1|−1 ≥
1
3
and |Guk+1| |Auk+1|−1 ≥
1
2m+1
.
Proof. (1) There are constants C > 0 and σ > 1 such that |(F kµ )′(x)| ≥ Cσk for
any x ∈ Kum(µ) and k ≥ 1. Let k0 = k0(µ,m) be the minimum non-negative integer
with Cσk0 > 1. As in the proof of Lemma 4.1, we have a constant γ > 1 and an
open neighborhood V of Kum(µ) such that |(F k0µ )′(x)| ≥ γ for any x ∈ V and n ≥ 1.
Take a positive integer κ. For any integer k ≥ k0 + κ, there exist integers n ≥ 0
and h ∈ {κ, . . . , κ+ k0 − 1} such that Fnk0µ (Auk) = Auh, Fnk0µ (Auk+1) = Auh+1, where
Auh = A
u(h; zk−h+1 . . . zk), Auh+1 = A
u(h+ 1; zk−h+1 . . . zkzk+1).
By the mean-value theorem, there are q ∈ Auk and q˜ ∈ Auk+1 such that
(4.6) |Auh| = |Auk ||(Fnk0µ )′(q)|, |Auh+1| = |Auk+1||(Fnk0µ )′(q˜)|.
Let δ(k) be the maximum width of elements in A(k). Applying Lemma 4.1 to Fnk0µ ,
there exists a constant c˜ = c˜(δ(κ)) of order δ(κ)α independent of n such that
e−c˜ ≤ |(Fnk0µ )′(q˜)||(Fnk0µ )′(q)|−1 ≤ ec˜.
Thus we have
e−c˜ru−(m, j) ≤ |Auk ||Auk+1|−1 ≤ ec˜ru+(m, j),
where
ru−(m, j) = min
{|Auh| |Auh+1|−1 ; h ∈ {κ, . . . , κ+ k0 − 1},
zk−h+1, . . . , zk ∈ {1, . . . ,m− 1}, zk+1 = j
}
;
ru+(m, j) = max
{|Auh| |Auh+1|−1 ; h ∈ {κ, . . . , κ+ k0 − 1},
zk−h+1, . . . , zk ∈ {1, . . . ,m− 1}, zk+1 = j
}
.
One can suppose that δ(κ) is arbitrarily small by taking κ large enough, and hence
c˜(δ(κ)) is arbitrarily close to 0.
First we consider the case of µ = −2. Set Auh′ = g−1(Auh) for the conjugation
map g given in Remark 4.4. By [33, §6.2], Au′(0) = [2δ, 1 − δ] and Au′(1; j) =
[ 12j +
1
2j δ,
1
2j−1 − 12j−1 δ] for j = 1, . . . ,m − 1. Au′(1; 2) = [14 + 14δ, 12 − 12δ], where
δ = 12m−1 . Thus we have |Au′(0)| = 1 − 3δ and |Au′(1; j)| = 12j (1 − 3δ). This
implies that
|Au′(0)| |Au′(1; j)|−1 = 2j .
Since the tent map T is a piecewise linear map with |DTx| = 2 for any x 6= 12 ,
|Auh′| |Auh+1′|−1 = 2j for any h ∈ {κ, . . . , κ+k0−1}, zk−h+1, . . . , zk ∈ {1, . . . ,m−1}
and zk+1 = j. The width of the interval A
u
h
′ can be arbitrarily small if we take
κ sufficiently large. Since the conjugation map g is almost affine on such a short
interval, one can suppose that ru−(m, j) > 34 · 2j = 3 · 2j−2 and ru+(m, j) <
5
42
j = 5 · 2j−2 for µ = −2. Since F tµ uniformly C1 converges to F t−2 on [−3, 3]
as µ → −2 for t = 1, . . . , k0, there exist η(m) > 0 and an integer κ(m) ≥ 1 such
that e−c˜(k)ru−(m, j) > 3 · 2j−2 and ec˜(k)ru+(m, j) < 5 · 2j−2 if k ≥ κ(m) and
µ ∈ (−2− η(m),−2 + η(m)). This shows (1).
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(2) Suppose that µ = −2. Then Au′(0) = [2δ, 1 − δ] and Au′(1; l) = [ 1
2l
+
1
2l
δ, 1
2l−1− 12l−1 δ
]
for l = 1, . . . ,m−1. Let Iu0 ′ be the minimum sub-interval of Au′(0)
containing Au′(1; l) and 2δ, that is, Iu0
′ =
[
2δ, 1
2l−1 − 12l−1 δ
]
. Since |Au′(1; l)| =
1
2l
(1 − 3δ) and |Iu0 ′| =
(
1
2l−1 − 12l−2 δ
) − 2δ ≤ 1
2l−1 (1 − 3δ), |Au′(1; l)| |Iu0 ′|−1 ≥ 12 .
By using the argument as in (1), one can show that
|Auk+1| |Iuk |−1 ≥
1
3
if necessary retaking κ(m) by a larger integer and µ(m) by a smaller positive num-
ber. This shows (2).
(3) The proof is quite similar to that of (2). Since |Au′(1; l)| = 1
2l
(1 − 3δ)
and |Au′(1; l + 1)| = 1
2l+1
(1 − 3δ) for any l ∈ {1, . . . ,m − 2}, we have |Au′(1; l +
1)| |Au′(1; l)|−1 = 12 . The connecting gap Gul ′ for Au′(1; l) and Au′(1; l + 1) has
the length |Gul ′| = 12l δ. Thus |Au′(1; l)| |Gul ′|−1 ≤ (1 − 3δ)δ−1 = 2m − 4 < 2m.
Then one can retake κ(m) and η(m) again so that the inequalities of (3) hold. This
completes the proof. 
As µ is close to −2, Kum(µ) is contained in the interior Int(I) of I = [−3, 3]. In
such a situation, observe that, for every p ∈ Kum(µ), there exist k ≥ 0, Au ∈ Auk and
the closure G a component of I \ ⊔Au∈Auk Au such that Au and G are the bridge
and gap satisfying Au ∩G = {p}. Note that Kum(µ) depends on the initially given
m-periodic orbit containing q1 and q2. This fact together with Remark 4.4 implies
the following:
Remark 4.6. τ(Kum(µ)) can be arbitrarily large if we take m sufficiently large, see
[33, §6.2].
4.4. Translation into He´non-like maps. He´non map introduced in Section 3 is
written as
ϕµ,ν(x, y) = (y, νx+ Fµ(y)),
where ν is a real parameter and Fµ is the quadratic map of (4.5). Fortunately all
the properties given in Section 4.3 are inherited by He´non maps with ν ≈ 0.
Using the Cantor set Kum(µ) for Fµ with µ ≈ −2, one can define the subset
{(x, Fµ(x)) ; x ∈ Kum(µ)} of R2, which is a Cantor set on the parabolic curve
Im(ϕµ,0) = {(x, µ + x2);−∞ < x < ∞}. For simplicity, we denote the Cantor set
ϕµ,0(K
u
m(µ)) in Im(ϕµ,0) again by K
u
m(µ).
Let U(−2, 0) be a small neighborhood of (−2, 0) in the parameter space, and let
Pµ,ν , Qm;µ,ν , Γm;µ,ν be respectively the fixed point, periodic point and basic set
for ϕµ,ν with (µ, ν) ∈ U(−2, 0) defined in Section 3. Now we consider a continuous
map P˜ : U(−2, 0)→ R2 with P˜µ,ν := P˜ (µ, ν) ∈ Wu(Pµ,ν) and P˜−2,0 = (−2, 2), see
Figure 4.4. For any (µ, ν) ∈ U(−2, 0), let ̂`uµ,ν be the arc in Wu(Pµ,ν) connecting
Pµ,ν with P˜µ,ν . By the stable manifold theorem (for example see [36], Chapter 5,
Theorem 10.1U)), ̂`uµ,ν Cr-converges to ̂`u−2,0 as (µ, ν)→ (−2, 0), see Figure 4.4.
For any (µ, ν) ≈ (−2, 0) with ν 6= 0, consider arcs hi (i = 1, 2) inW sloc(ϕiµ,ν(Qm;µ,ν))
as illustrated in Figure 4.5. Let lj (j = 1, 2) be parabolic curves in R2 with
∂l1 ∪ ∂l2 = ∂h1 ∪ ∂h2 and such that the union l1 ∪ h1 ∪ l2 ∪ h2 is a simple closed
curve in R2 bounding a compact region Eµ,ν which contains the basic set Γm;µ,ν
and such that `uµ,ν =
̂`u
µ,ν ∩ Eµ,ν is an arc connecting h1 with h2. Consider a local
stable foliation Fsµ,ν = Fsloc(Γm;µ,ν) on Eµ,ν compatible with W sloc(Γm;µ,ν), that is,
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Figure 4.4. Folding of ̂`uµ,ν as (µ, ν)→ (−2, 0).
Figure 4.5. Local stable foliations compatible with W sloc(Γm;µ,ν).
(a) The case of ν > 0. (b) The case of ν < 0.
(F-i) each component of W sloc(Γm;µ,ν) ∩ Eµ,ν is a leaf of Fsµ,ν ;
(F-ii) `uµ,ν crosses Fsµ,ν exactly, that is, each leaf of Fsµ,ν intersects `uµ,ν transversely
in a single point and any point of `uµ,ν is passed through by a leaf of Fsµ,ν ;
(F-iii) leaves of Fsµ,ν are C3 curves such that themselves, their directions, and their
curvatures vary C1 with respect to any transverse direction and (µ, ν).
See [21, Lemma 4.1] and [23, §2.3] for details.
Here we take the curves l1, l2 so that they are sufficiently C
r-close to the outer-
most components of Wuloc(Γm;µ,ν) ∩Eµ,ν . Then there exists a local stable foliation
Fsµ,ν = Fsloc(Γm;µ,ν) on Eµ,ν compatible with W sloc(Γm;µ,ν) which contains h1, h2
as leaves.
Let pisµ,ν : Eµ,ν → `uµ,ν be the projection along the leaves of Fsµ,ν . Define
Kum;µ,ν := pi
s
µ,ν(Γm;µ,ν),
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which is a Cantor set dynamically defined by pisµ,ν ◦ ϕµ,ν . Here we note that the
set Kum;µ,ν does not depend on the choice of the local stable foliation Fsµ,ν on Eµ,ν
compatible with W sloc(Γm;µ,ν).
If (µ, ν) is close to (−2, 0), then one can define the presentation involved with
bridges and gaps for the Cantor set Kum;µ,ν in a manner quite similar to that for K
u
m.
Then Lemma 4.5 and Remark 4.6 are translated as follows if necessary replacing
U(−2, 0) by a smaller neighborhood of (−2, 0):
Remark 4.7. (1) For every (µ, ν) ∈ U(−2, 0), the bounded distortion property in
Lemma 4.5 holds for Kum;µ,ν .
(2) The thickness τ(Kum;µ,ν) of K
u
m;µ,ν converges to τ(K
u
m;µ,0) as ν → 0, and hence
it can have an arbitrarily large value if we take m large enough and (µ, ν) ∈
U(−2, 0) sufficiently close to (−2, 0), see [33, §6.3, Proposition 1].
Note that the return map
ϕn := Φ
−1
n ◦ fN∗+nµn ◦ Φn(x¯, y¯)
of Theorem 3.2 is arbitrarily Cr-close to ϕ−2,0 if n is sufficiently large. Locally
identifying the coordinate on R2 with that on a small neighborhood U(q) of q in
M , we may set
(4.7) ϕn = f
N∗+n
µn .
The ϕn is an He´non-like map with the saddle fixed point P (ϕn) and the basic
set Γm = Γm(ϕn) corresponding to Pµ,ν and Γm;µ,ν . Let E be a compact region
corresponding to Eµ,ν and pim : E → `u(ϕn) the projection along the leaves of a
stable foliation Fsloc(Γm) on E compatible with W sloc(Γm), where `u(ϕn) is the curve
in Wu(P (ϕn)) ∩ E corresponding to lu(ϕµ,ν). Then one obtains the dynamically
defined Cantor set
(4.8) Kum := pim(Γm).
Remark 4.8. The distortion and thickness for Kum have the same properties as
those in Remarks 4.7 if ϕn is sufficiently close to ϕ−2,0.
5. Linking property for bridges
Recall that {fµ}µ∈R is the one-parameter family of two-dimensional Cr diffeo-
morphisms given in Section 3. In this section, we will present Linking Lemma,
which is crucial in the proof of Theorem A.
5.1. Heteroclinic tangencies. Let h : [0, 1] × [0, 1] → M be an embedding. Set
R = h([0, 1] × [0, 1]), ]R = h([0, 1] × {0, 1}) and [R = h({0, 1} × [0, 1]). Note that
]R ∪ [R = ∂R. We say that the pair (R, ]R) (for short R) is a strip with the edge
]R. Similarly, the pair (R, [R) is a strip with the edge [R. A strip (R′, ]R′) is called
a sub-strip of (R, ]R) if R′ ⊂ R and each component of ]R contains a component
of ]R′.
One can take a coordinate neighborhood of the fixed point p in M such that
p = (0, 0), f−N∗0 (q) = (0, 1) and fµ is linear on S = [0, 2]× [0, 2] and satisfying the
condition (S-iii) in Section 3, where N∗ is the positive integer given in Theorem
3.2. Consider the foliation FS on S consisting of horizontal leaves, that is, any leaf
of FS has form [0, 2] × {y} for some 0 ≤ y ≤ 2. Though FS is not in general an
fµ-invariant foliation, the f
−n
µ -image of the restriction of FS on [0, 2λn] × [0, 2] is
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a sub-lamination of FS for any positive integer n. Such a partial invariance for FS
is sufficient in our arguments below.
For any µ¯ near −2, let µn = Θn(µ¯) be the parameter value used in (3.3). We set
fµn = fn for short throughout the remainder of this subsection. Take an integer
integer m ≥ 3. From the condition (S-v), for any sufficiently large integer n, we
have the horseshoe Λ := Λ(fn) containing p for fn and the basic set Γm := Γm(ϕn)
for the return map ϕn := f
N∗+n
n defined as (4.7) near the homoclinic tangency q.
Recall that Γm contains the saddle fixed point P := P (ϕn) and the m-periodic orbit
Q
(i)
m := ϕin(Qm) for i = 0, 1, . . . ,m − 1. Let E be the compact region and `u(ϕn)
the arc given in Subsection 4.4. Again by the condition (S-v), there is an integer
N1 > 0 such that each leaf of f
−N1
n (FS) meets leaves of Wuloc(Γm) transversely in
E. See Figure 5.1 for the case of m = 4. For any integer i ≥ 0, let Au(i) be the set
Figure 5.1. Pull backs of the foliation FS .
of u-bridges Au(i, z) in `u(ϕn) of generation i with A
u(0) = `u(ϕn) with respect
to the Cantor set Kum of (4.8), and let Au =
⋃∞
i=0Au(i). Note that the itinerary
z = (z1 . . . zi) of A
u(i, z) is an element of {1, . . . ,m− 1}i. Let Gu(0) be the leading
gap of Au(0). The closure Gu(0) of the component of E \ W sloc(Γm) containing
Gu(0) is a strip with W sloc(Γm) ∩ Gu(0) = [Gu(0). For any Au ∈ Au, the strip
G(Au) containing the leading gap G(Au) of Au is defined similarly, see Figure 5.2.
For the square S = [0, 2] × [0, 2], set ]S = [0, 2] × {0, 2} and [S = {0, 2} ×
[0, 2]. For our choice of N1, there exists a almost vertical sub-strip (S(0), ]S(0))
of (S, ]S) such that [S(0) consists of two arcs in S meeting FS transversely and
(f−N1n (S(0)), f
−N1
n ([S(0))) is a sub-strip of the strip (Gu(0), ]Gu(0)). We show that
one can choose the strip so that
(5.1) S(0) ∩Wuloc(Λ) = ∅.
Since Γm is homoclinically related to Λ, W
u(P ) contains a almost vertical arc α
in S connecting the components of ]S. If we take an integer N ′1 sufficiently large,
the arc f−N
′
1(α) is contained in a small neighborhood of P , see Figure 5.1. Since
α∩Wuloc(Λ) = ∅, we have a sub-strip S′ of f−N
′
1
n (S) with f
−N ′1
n (α) as a core and such
that f
N ′1
n (S′) ∩Wuloc(Λ) = ∅. If we take an integer N1 sufficiently larger than N ′1,
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Figure 5.2. Pull back of the strip S(Au).
then f
−(N1−N ′1)
n (S′) is a sub-strip of f−N1n (S) containing the sub-strip f
−N1(S(0))
of Gu(0) as above. Then S(0) is contained in fN ′1(S′) and hence in particular it
satisfies (5.1).
If the generation of a u-bridge Au is i, then there exists a unique integer i¯ with
(5.2) i ≤ i¯ ≤ (m− 1)i
such that (ϕi¯n(G(Au)), ϕi¯n([G(Au))) is a sub-strip of (Gu(0), [Gu(0)). Then
`u(ϕn) = pi
m ◦ ϕi¯n(Au)
holds. There exists a sub-strip (S(Au), ]S(Au)) of (S(0), ]S(0)) such that f−N1n (S(A
u)) =
ϕi¯n(G(Au))∩f−N1n (S(0)). Then we have a sub-strip (E(Au), ]E(Au)) of (G(Au), ]G(Au))
with
(ϕi¯n(E(A
u)), ϕi¯n([E(A
u))) = (f−N1n (S(A
u)), f−N1n (]S(A
u))).
The strip E(Au) has the foliation FAu induced from FS via ϕ−i¯n ◦ f−N1n . One
can retake the local unstable foliation Fsloc(Γm) on E compatible with W sloc(Γm)
and extending
⋃
Au∈A FAu . The reason why we choose the unstable foliation with
Fsloc(Γm) ⊃ ϕ−i¯n ◦ f−N1n (FS |S(Au)) will be explained in the proof of Lemma 8.2.
Now we take the unstable foliation Fuloc(Λ) compatible with Wuloc(Λ) carefully
as notified in Remark 4.2-(2). The strip S(0) has the foliation FuS(0) induced from
Fuloc(Γm)|f−N1 (S(0)) via fN1 . By (5.1), S(0) is an almost vertical strip disjoint from
Wuloc(Λ). The foliation Fuloc(Λ) can be defined so that Fuloc(Λ)|S(0) = FuS(0).
From the conditions (S-v), (S-vi) of Section 3, there are integersN0 > 0, N2 > N∗
and a C1-arc L in U(q) meeting f−N0n (Fsloc(Γm)) exactly and such that L′ = L ∩
fN2n (Fuloc(Λ)) is a sub-arc of L each element of which is a quadratic tangency of
leaves of f−N0n (Fsloc(Γm)) and fN2n (Fuloc(Λ)). See Figure 5.3.
Let
(5.3) piu : E −→ L
be the projection along the leaves of f−N0n (Fsloc(Γm)). For the sub-strip S(Au)
of S(0) given as above, consider the projection piS,Au : S(A
u) −→ L defined by
piS,Au = pi
u ◦ ϕ−i¯n ◦ f−N1n |S(Au) and the composition
(5.4) piAu := piS,Au ◦ ψAu : Bu(0) −→ L,
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Figure 5.3. Heteroclinic tangencies on L′ of stable and unstable foliations.
where ψAu : B
u(0) −→ S(Au) is a diffeomorphism from Bu(0) = {0} × [0, 2] onto
a component of [S(Au) along the leaves of FS . See Figure 5.2 and Figure 7.2 with
Âuk , f
−n̂k , f−N1 replaced by Au, ϕ−i¯n , f
−N1
n respectively. Let K
s
Λ,L, K
u
m,L be the
Cantor sets on L defined as
(5.5) KsΛ,L = pi
s(KsΛ) and K
u
m,L = pi
u(Kum),
where
(5.6) pis : S → L
is the projection along the leaves of fN2(Fuloc(Λ)). For any Bs ∈ Bs, let BsL :=
pis(Bs) is a bridge of KsΛ,L. Similarly, for any A
u ∈ Au, let AuL := pis(Au) is a
bridge of Ksm,L.
5.2. Encounter of s-bridges and u-bridges, I. Here we will study the hete-
roclinical connection between s-bridges Bs of KsΛ,L and u-bridges A
u of Kum,L in
L.
Let U(ϕ−2,0) be a sufficiently small Cr-neighborhood of ϕ−2,0. For any suffi-
ciently large n, the return map ϕ := ϕn of (4.7) is contained in U(ϕ−2,0). Theorem
3.2 together with Remark 4.8 assures that, if we take the integer m sufficiently
large, then the Cantor set Kum in `
u(ϕ) with respect to
(5.7) ϕ = pim ◦ fN∗+n∗µn∗
satisfies
(5.8) τ(Kum) > max
{
r2s+, τ(K
s
Λ)
−1, 38
}
.
Here n∗ = n∗(m) is a positive integer with limm→∞ n∗(m) = ∞ such that fµn∗ is
arbitrarily Cr-close to f . Write τ := τ(Kum) for short and let
(5.9) ξ0 :=
(
1
rs+
− 1
2τ1/2
)
rs−.
By (5.8) and Lemma 4.3, we have 0 < ξ0 < 1.
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By Theorem 3.2, one can choose µn∗ = Θn∗(µ¯) 6= 0 so that the Cantor sets KsΛ,L
and Kum,L on fµn∗ are linked in L. We denote the fµn∗ again by f . Note that
the leaves of f−N0(Fsloc(Γm)) are almost horizontal in U(q). Now we fix a C1+α-
coordinate on a small neighborhood U(L) of L in U(q) such that each horizontal line
is a leaf of f−N0(Fsloc(Γm)) and each vertical line is a leaf of f−N0(Fuloc(Γm)), see
Figure 5.4. From the definition of the coordinate and those of Fsloc(Γm) and Fuloc(Λ)
Figure 5.4. A C1+α-coordinate on U(L).
in Subsection 5.1, for any x ∈ U(L) with f (N0+N1)(x) ∈ S(0), the f (N0+N1)-images
of the horizontal and vertical lines passing through x are leaves of FS and Fuloc(Λ)
respectively. This fact is used in the proof of Lemma 8.2, see also Remark 7.7.
A parametrization of L. Though C1-arc L has the parametrization naturally
induced from the C1+α-coordinate on U(L), we need another parameterization on
L suitable to our argument. For the sub-arc L′ = L ∩ fN2(Fuloc(Λ)), L˜ = f−N2(L′)
is a C1-arc in S connecting the components of [S. See Figures 5.3 and 7.3. Since
L meets fN2({0} × [0, 2]) transversely, L˜ also meets {0} × [0, 2] transversely. Thus
there exists a small δ > 0 such that L˜δ = L˜∩ ([0, δ]× [0, 2]) is a sub-arc of L˜ meet-
ing vertical lines in [0, δ] × [0, 2] transversely. Let $u : S → [0, 2] × {0} ⊂ W sloc(p)
be the vertical projection with respect to the orthogonal coordinate on S. We fix
C1-parametrizations on L and L˜ extending those on L˜δ, Lδ := f
N2(L˜δ) such that
$u|L˜δ : L˜δ → [0, 2] × {0} and fN2 |L˜δ : L˜δ → L′ are parameter-preserving embed-
dings. In particular, the parameter value of x ∈ Lδ is t if $u(f−N2(x)) = (t, 0).
For any interval A in L represented by [α0, α1] with respect to the parametrization
and any constant c, the interval [α0 + c, α1 + c] in L is denoted by A+ c if it is well
defined. See Figure 5.4. Then the length |A| = α1 − α0 of A is equal to the length
|A+ c| of A+ c.
For given bridges BsL of K
s
Λ,L and A
u
L of K
u
m,L, we say that the pair (B
s
L, A
u
L) is
linked if
• Int(BsL ∩AuL) 6= ∅, and
• BsL is not contained in a gap of AuL ∩Kum,L and AuL is not contained in a
gap of BsL ∩KsΛ,L.
Moreover the pair is called ξ-linked for a constant 0 < ξ ≤ 1 if
|BsL ∩AuL| ≥ ξmin{|BsL|, |AuL|}.
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The pair (BsL, A
u
L) is γ-proportional for a constant γ with 0 < γ < 1 if
|AuL| ≥ |BsL| ≥ γ|AuL|,
and the pair is u-dominating if |AuL| ≥ |BsL|.
Remark 5.1. Let Bs, Au be the bridges of KsΛ and K
u
m respectively. Since the
projections pis, piu of (5.6) and (5.3) are C1-maps, pis|Bs : Bs → BsL and piu|Au :
Au → AuL are almost affine if |Bs| and |Au| are sufficiently small. Thus one can
suppose the following conditions without loss of generality.
(i) For bridges BsL,k, B
s
L,k+1 of bridges of K
s
m,L with sufficiently large generations
k, k + 1 and BsL,k ⊃ BsL,k+1, the conclusion of Lemma 4.3 holds, that is,
(5.10) rs− ≤ |BsL,k||BsL,k+1|−1 ≤ rs+
if necessary modifying rs− and rs+ slightly.
(ii) For bridges AuL,k, A
u
L,k+1 of bridges of K
u
Λ,L with sufficiently large generations
k, k+1 and AuL,k ⊃ AuL,k+1 and the gaps GuL,k+1, the interval Iuk corresponding
to those in Lemma 4.5, the conclusions (1)–(3) of Lemma 4.5 hold.
(iii) From the definition of the thickness, the restricted Cantors sets satisfy τ(Bs∩
KsΛ) ≥ τ(KsΛ) and τ(Au∩Kum) ≥ τ(Kum). Thus, for any 0 < ε < 1 and bridges
Bs, Au with sufficiently large generation, τ(BsL ∩KsΛ,L) ≥ (1− ε)τ(Bs ∩KsΛ)
and τ(AuL ∩Kum,L) ≥ (1 − ε)τ(Au ∩Kum) hold. From (5.8), one can suppose
that
(5.11) τ(BsL ∩KsΛ,L)τ(AuL ∩Kum,L) > 1.
See Subsections 4.1 and 4.2 of [24] for similar arguments.
The first perturbation of f . Now we consider the perturbation corresponding
to the ∆-sliding in [6, p. 1672]. Since, in [6], the sliding is done along the straight
segment, the perturbed diffeomorphism is still of Cr class. However, in our case,
L˜ is guaranteed only to be of class C1. Hence a perturbed map along L˜ would not
be a Cr-diffeomorphism. So we need another Cr-perturbation which gives an effect
similar to the ∆-sliding.
Consider the gap strip GuΛ(0) := pi
−1
Fsloc(Λ)(G
u(0)), for short Gu(0), in S associated
to the gap Gu(0) := Gap(Bu(1; 1), Bu(1; 2)) and the projection piFsloc(Λ) : S →{0} × [0, 2] along the leaves of Fsloc(Λ). Recall that L′ is the sub-arc of L given in
Subsection 5.1 meeting fN2(Fuloc(Λ)) exactly (see Figure 5.3) and L˜ = f−N2(L′) is
a C1-arc in the strip Gu(0) disjoint from ]Gu(0) and meeting Fuloc(Λ) exactly. See
the left-hand panel of Figure 5.5 and Figure 7.3. For a sufficiently small δ0 > 0,
let Bδ0/2 and Bδ0 be the disks in M centered at the left edge of L˜ of radius δ0/2
and δ0 respectively such that Bδ0 ∩ S ⊂ Gu(0) and f−1(Bδ0) ∩ (Bδ0 ∪ Xn∗) = ∅,
where Xn∗ is the union of rectangles used in Section 3 to define the basic set Γm
satisfying the conditions (S-vi) and (S-vii). See Figure 3.2. From the disjointness,
any perturbation of f supported on f−1(Bδ0) dose not affect the invariant set Γm
and hence the local stable foliation Fsloc(Γm) on E.
For any δ with |δ| sufficiently smaller than δ0, consider the perturbation of f sup-
ported on f−1(Bδ0) such that the restriction of the perturbed map fδ on f−1(Bδ0/2)
is the horizontal δ-shift. Strictly, consider a Cr-diffeomorphism hδ : M →M which
is the identify on M \ Bδ0 and the (δ, 0)-shift x 7→ x + (δ, 0) on Bδ0/2, and define
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fδ = hδ ◦ f . Then, for any x ∈ f−1(Bδ0/2),
fδ(x) = hδ ◦ f(x) = f(x) + (δ, 0).
One can construct the maps fδ with fixed δ0 so as to C
r-converge to f as δ → 0.
In particular, any fδ can be supposed to satisfy the conditions (5.8), (5.10) and
(5.11).
Note that this perturbation moves the arc L˜ of tangencies. One can choose local
unstable and stable foliations Fuloc(Λ; δ), Fsloc(Γm; δ) of fδ compatible with Wuloc(Λ)
and W sloc(Γm) so that
Fuloc(Λ; δ)|Bδ0 = hδ(Fuloc(Λ)|Bδ0 ), f−N0δ (Fsloc(Γm; δ))|U(L) = f−N0(Fsloc(Γm))|U(L).
The latter equality implies
f
−(N0+N2)
δ (Fsloc(Γm; δ))|Bδ0 = f−(N0+N2)(Fsloc(Γm))|Bδ0 .
However f
−(N0+N2)
δ (Fsloc(Γm; δ))|f−1δ (Bδ0 ) is not equal to f
−(N0+N2)(Fsloc(Γm))|f−1(Bδ0 ).
Let L˜(δ) be the arc consisting of tangencies between Fuloc(Λ; δ) and f−(N0+N2)δ (Fsloc(Γm; δ)).
See Figure 5.5. From the Implicit Function Theorem, the arcs L˜(δ) C1-depend
Figure 5.5. Shifting of Floc(Λ). The case of δ < 0.
on δ and L˜(0) = L˜. Let Bs(δ) be the bridge and KsΛ(δ) the Cantor set in
L˜(δ) which are projected respectively onto the bridge Bs and the Cantor KsΛ in
W sloc(p) along the leaves of Fuloc(Λ; δ). Let L(δ) be an arc in U(L) containing
fN2δ (L˜(δ)) and crossing f
−N0
δ (Fsloc(Γm; δ)) exactly, and let piuδ : E → L(δ) be the
projection along the leaves of f−N0δ (Fsloc(Γm; δ)) such that piu0 is equal to piu of
(5.3). We also consider the bridge Au(δ) and the Cantor set Kum(δ) in L˜(δ) with
fN2δ (A
u(δ)) = piuδ (A
u) =: AuL(δ) and f
N2
δ (K
u
m(δ)) = pi
u
δ (K
u
m) =: K
u
m,L(δ). Then the
situation is illustrated as follows.
L˜(δ)
f
N2
δ |L˜(δ)−−−−−−−−−→ L(δ) pi
u
δ←−−−−−−−−− E⋃ ⋃ ⋃
Au(δ),Kum(δ) −−−−−→ AuL(δ),Kum,L(δ) ←−−−−− Au,Kum
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Let pisδ : L˜→ L˜(δ) be the composition of the δ-shift map x 7→ x+ (δ, 0) followed
by the projection along the leaves of Fuloc(Λ; δ), and let piuδ : L˜ → L˜(δ) be the
projection along the leaves of f
−(N0+N2)
δ (Fsloc(Γm; δ)). From our construction of
fδ, B
s(δ) = pisδ(B
s(0)) for any s-bridge Bs(0) in L˜ ∩ Bδ0/2. Similarly, piuδ (Au(0)) =
Au(δ) for any u-bridge Au(0) in L˜ ∩ Bδ0/2. Strictly, piuδ (L˜) is not contained in
L˜(δ) when δ > 0. But it is not a crucial problem since, in our arguments below,
δ = ∆k,∆ can be taken sufficiently small so that the pi
u
δ -images of any bridges in
L˜ used later are contained in L˜(δ).
Recall that $u : S → [0, 2] with the identification [0, 2] = [0, 2] × {0} is the
vertical projection used to parametrize L˜ and L. For x,x′,y,y′ in L˜, let xδ,x′δ ∈
L˜(δ) be the pisδ-images of x, x
′, while let yδ,y
′
δ ∈ L˜(δ) be the piuδ -images of y,y′.
Since L˜(δ) C1-converges to L˜ as δ → 0, it follows from the property (F-iii) of
compatible local foliations in Subsection 4.4 that there exists a constant C > 0
independent of δ and satisfying
(1− C|δ|)|$u(x)−$u(x′)| ≤ |$u(xδ)−$u(x′δ)| ≤ (1 + C|δ|)|$u(x)−$u(x′)|,
(1− C|δ|)|$u(y)−$u(y′)| ≤ |$u(yδ)−$u(y′δ)| ≤ (1 + C|δ|)|$u(y)−$u(y′)|,
(1− C|δ|)|$u(x) + δ −$u(y)| −O(δ2)
≤ |$u(xδ)−$u(yδ)| ≤ (1 + C|δ|)|$u(x) + δ −$u(y)|+O(δ2).
(5.12)
Here we explain the reason why the third inequalities include the terms of O(δ2).
Let l0, l1 be the leaves of Fuloc(Λ; δ) and f−(N0+N2)δ (Fsloc(Γm; δ)), respectively, pass-
ing through xδ. Let x
′
δ be the intersection point of L˜ and l1. See Figure 5.6. From
Figure 5.6. Explanation of the third inequalities of (5.12).
the second inequalities of (5.12), we have
(1− C|δ|)|$u(x′δ)−$u(y)| ≤ |$u(xδ)−$u(yδ)| ≤ (1 + C|δ|)|$u(x′δ)−$u(y)|.
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Since l0 and l1 have a quadratic tangency at xδ, we have
|$u(x + (0, δ))−$u(x′δ)| = |$u(x) + δ −$u(x′δ)| = O(δ2).
This shows the third inequalities of (5.12).
Lemma 5.2 (Linking Lemma). Suppose that the dynamically defined Cantor sets
KsΛ,L and K
u
m,L satisfy (5.8). Let B
s(0) be an s-bridge of KsΛ(0) and A
u(0) a u-
bridge of Kum(0) contained in Bδ0/2 ∩ L˜ such that the pair (Bs(0), Au(0)) is linked.
Moreover, suppose that the generations of Bs(0) and Au(0) are so large that the
conditions of Lemma 4.5 and Remark 5.1 hold. Then, for any ε with 0 < ε ≤
|Bs(0)∩Au(0)| and sufficiently smaller than the radius δ0 of Bδ0 , there exist bridges
Bs1, B˜
s
1, A
u
1 , A˜
u
1 and gaps G
s, Gu in L˜ with
Bs1, B˜
s
1 ⊂ Bs(0), Gs = Gap(Bs1, B˜s1), Au1 , A˜u1 ⊂ Au(0), Gu = Gap(Au1 , A˜u1 )
and satisfying the following properties (1)–(2) for any ν with |ν| < ε and (3)–(4)
for some δ with |δ| < ε:
(1) r−1s+τ
−5/4ε ≤ |Bs1(ν)| < r−1s−τ−3/4ε, r−1s+τ−5/4ε ≤ |B˜s1(ν)| < r−1s−τ−3/4ε;
(2) both (Bs1(ν), A
u
1 (ν)) and (B˜
s
1(ν), A˜
u
1 (ν)) are τ
−1-proportional;
(3) both (Bs1(δ), A
u
1 (δ)) and (B˜
s
1(δ), A˜
u
1 (δ)) are ξ0-linked pairs, where ξ0 is the con-
stants given in (5.9);
(4) Gu(δ) and Gs(δ) have a common middle point.
Note that ξ0 of (5.9) is a universal constant independent of the choices of B
s,
Au or ε. Here we set Bs1, B˜
s
1, A
u
1 , A˜
u
1 for simplicity instead of B
s
1(0), B˜
s
1(0), A
u
1 (0),
A˜u1 (0) respectively.
The following lemma is essential in the proof of Lemma 5.2.
Lemma 5.3. Let (Bs(0), Au(0)) be the linked pair given in Lemma 5.2. For any
ε with 0 < ε ≤ |Bs(0) ∩ Au(0)| and sufficiently smaller than δ0, there exist an
interval J1 with J1 ⊂ (−ε, ε), sub-bridges B̂s1 ⊂ Bs(0) and Âu1 ⊂ Au(0) satisfying
the following conditions.
(1) τ−5/4ε ≤ |B̂s1(ν)| < τ−3/4ε for any ν with |ν| ≤ ε;
(2) τ−1/2|Âu1 (ν)| ≤ |B̂s1(ν)| < τ−1/4|Âu1 (ν)| for any ν with |ν| ≤ ε;
(3) B̂s1(ν) ∩ Âu1 (ν) 6= ∅ if and only if ν ∈ J1.
Proof. (1) First we consider the case of ν = 0. Since the pair (Bs(0), Au(0)) is
linked and τ(Bs(0) ∩KsΛ(0))τ(Au(0) ∩Kum(0)) > 1 by (5.11), it follows from Gap
Lemma that (Bs(0) ∩ KsΛ(0)) ∩ (Au(0) ∩ Kum(0)) contains a point, say a0. Take
an s-bridge Bs〈i〉 with Bs〈i〉 3 a0 and |Bs〈i〉| < τ−3/4ε, where i represents the
generation of Bs〈i〉. If |Bs〈i〉| ≥ τ−5/3ε, then we set B̂s1 = Bs〈i〉. Otherwise,
consider the s-bridge Bs〈i − 1〉 with Bs〈i − 1〉 3 a0. Since r2s+ < τ by (5.8), we
have from Lemma 4.3 that
|Bs〈i− 1〉| < rs+|Bs〈i〉| < rs+τ−5/4ε < τ−3/4ε and |Bs〈i− 1〉| ≥ 2|Bs〈i〉|.
If |Bs〈i−1〉| ≥ τ−5/4ε, then we set B̂s1 = Bs〈i−1〉. Otherwise, we repeat the same
process until we get the s-bridge containing a0 and satisfying the inequality of (1).
We adopt the bridge as B̂s1. This shows (1) for the case of ν = 0. From (5.12), we
know that it is not hard to generalize this result to the case of |ν| ≤ ε.
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(2) First we consider the case of ν = 0. We mean by Au〈i〉 that the generation
of the u-bridge is i. Suppose that Au = Au〈j〉. First we show that there exists a
sub-bridge Au0 of A
u with
(5.13)
ε
3τ1/4
≤ |Au0 | ≤
ε
3
and contained in a closed sub-arc of Au of width ε/3 and containing a0. Here we
do not necessarily require that Au0 contains a0. Let A
u〈j + 1〉 be the sub-bridge of
Au containing a0. If A
u〈j+ 1〉 ≥ ε/3, then we repeat the argument using Au〈j+ 1〉
instead of Au. So it suffices to consider the case of Au〈j + 1〉 < ε/3. Suppose
that I is a sub-arc of Au with |I| = ε/3 and containing a0 as a boundary point. If
Au〈j + 1〉 ≥ ε/3τ1/4, then one can set Au0 = Au〈j + 1〉. Otherwise, consider the
maximum sub-arc I ′ of Au with a1 as a boundary point and containing I, where a1
is the boundary point of I other than a0, see Figure 5.7. Let A
u
1 〈j + 1〉 be the sub-
Figure 5.7. Detecting an unstable bridge of next generation.
bridge of Au closest to a0 among all u-bridges not contained in I
′. By Lemma 4.5-(2)
(together with Remark 5.1-(ii) for strictly), |Au1 〈j + 1〉| ≥ |I ′|/3 ≥ |I|/3 = ε/9. By
Lemma 4.5-(3) and (5.8), the u-bridge Au2 〈j + 1〉 closest to a1 among all u-bridges
contained in I ′ satisfies |Au2 〈j + 1〉| ≥ |Au1 〈j + 1〉|/3 > ε/27 > ε/3τ1/4. Thus
Au0 := A
u
2 〈j + 1〉 satisfies (5.13).
Consider the sequence of u-bridges
Au0 = A
u〈k〉 ⊃ Au〈k + 1〉 ⊃ · · · ⊃ Au〈k + i〉 ⊃ Au〈k + i+ 1〉 ⊃ · · ·
such that, for any integer i ≥ 0, the bottom point of Au〈k + i+ 1〉 is equal to the
leading point of Au〈k + i〉. By (5.13),
|Au0 | ≥
ε
3τ1/4
= τ1/4
ε
3τ1/2
> τ1/4
ε
τ3/4
≥ τ1/4|B̂s1|.
Thus there exists i ≥ 0 such that |Au〈k + i + 1〉| ≤ τ1/4|B̂s1| < |Au〈k + i〉|. By
Lemma 4.5-(1),
|B̂s1| ≥ τ−1/4|Au〈k + i+ 1〉| ≥ τ−1/4
|Au〈k + i〉|
5
> τ−1/2|Au〈k + i〉|.
Here we used the inequality τ > 38 > 54 derived from (5.8). Thus Âu1 := A
u〈k+ i〉
satisfies the inequality of (2) for ν = 0. Again by using (5.12), one can generalize
this result to the case of |ν| ≤ ε.
(3) Let ν be any number with |ν| ≤ ε. Since Âu1 ⊂ I, Âu1 (ν) is contained in
I(ν). By (1), |B̂s1(ν)| < ε/3. Let xB be the left edge of B̂s1 and xI the right
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edge of I. Since |B̂s1| < ε/3 and I is an arc of length ε/3 with I ∩ B̂s1 6= ∅,
$u(xB)−$u(xI) > −2ε/3. Let xB(ν), xI(ν) be the points of L˜(ν) corresponding
to xB , xI respectively. By (5.12),
$u(xB(ν))−$u(xI(ν)) > ν − 2ε
3
(1 + Cν)−O(ν2)
for any 0 ≤ ν ≤ ε. This implies that, if the right hand side of this inequality is
positive or equivalently
ν >
2ε
3− 2εC + 3O(ν)
by regarding O(ν2) = νO(ν), then B̂s1(ν) lies in the right component of L˜(ν)\ I(ν).
One can choose ε > 0 so small that the right hand side of the preceding inequality
is smaller than ε. Similarly, if ν < −2ε/(3 − 2εC + 3O(ν)), then B̂s1(ν) lies in the
left component of L˜(ν) \ I(ν). Thus the interval J1 satisfying the condition (3) is
contained in (−ε, ε). This completes the proof. 
Proof of (1) and (2) of Lemma 5.2. To show (1), we will present a procedure how
to define our desired sub-bridges and gaps. Suppose that the generations of Âu1 (ν)
and B̂s1(ν) given in Lemma 5.3 are k and l, respectively. Let A
u
1 , A˜
u
1 be sub-bridges
of Âu1 of generation k + 1 with the connecting gap G
u and such that one of Au1
and A˜u1 contains the leading point of Â
u
1 , that is, G
u is the leading gap of Âu1 . Let
Bs1 and B˜
s
1 be sub-bridges of B̂
s
1 of generation l + 1 with the connecting gap G
s.
We may assume that Bs1 and A
u
1 lie in the left sides of G
s
1 and G
u
1 respectively if
necessary exchanging notations. By Lemmas 4.3 and 5.3-(1), for any ν with |ν| < ε,
r−1s+τ
−5/4ε ≤ |Bs1(ν)| < r−1s−τ−3/4ε.
The inequality concerning |B˜s1(ν)| is proved in the same manner. This shows (1).
(2) By Lemmas 4.3, 4.5 and 5.3-(2), for any ν with |ν| < ε,
|Au1 (ν)| ≥
|Âu1 (ν)|
5
≥ τ
1/4|B̂s1(ν)|
5
≥ τ
1/4rs−|Bs1(ν)|
5
≥ |Bs1(ν)|,
|Bs1(ν)| ≥ r−1s+ |B̂s1(ν)| ≥ r−1s+τ−1/2|Âu1 (ν)| ≥ r−1s+τ−1/2|Au1 (ν)| ≥ τ−1|Au1 (ν)|.
This shows that (Bs1(ν), A
u
1 (ν)) is τ
−1-proportional. The τ−1-proportionality of
(B˜s1(ν), A˜
u
1 (ν)) is shown quite similarly. This proves (2). 
We need the following inequality in the proof of (3):
(5.14) τ−1/2 ≥ |G
u(ν)|
|B̂s1(ν)|
(|ν| < ε).
In fact, by Lemma 5.3-(2), |B̂s1(ν)| ≥ τ−1/2|Âu1 (ν)| ≥ τ−1/2|Au1 (ν)|. From the
definition of thickness, τ ≤ |Au1 (ν)|/|Gu(ν)|. It follows that
τ−1/2|Au1 (ν)| > τ−1/2τ |Gu(ν)| = τ1/2|Gu(ν)|.
Hence (5.14) holds.
Proof of (3) and (4) of Lemma 5.2. SinceGs(δ) ⊂ B̂s1(δ) andGu(δ) ⊂ Âu1 (δ), there
is a δ ∈ J1 such that the middle point of Gs(δ) is equal to that of Gu(δ). Again by
Lemmas 4.5-(1) and 5.3-(2), |Au1 (δ)| ≥ |Âu1 (δ)|/5 ≥ τ1/4|B̂s1(δ)|/5 > |B̂s1(δ)|. Simi-
larly |A˜u1 (δ)| ≥ |B̂s1(δ)|. Thus we have IntÂu1 (δ) ⊃ B̂1(δ). By (2), |Au1 (δ)| ≥ |Bs1(δ)|.
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By Lemma 4.3 and (5.14), |Bs1(δ)| ≥ r−1s+ |B̂s1(δ)| ≥ r−1s+τ1/2|Gu(δ)| ≥ |Gu(δ)|. This
implies that Bs1(δ) is not contained in G
u(δ).
To show that the pair (Bs1(δ), A
u
1 (δ)) is ξ0-linked, we need to consider the two
cases of (a) Gs(δ) ( Gu(δ) and (b) Gs(δ) ⊃ Gu(δ), see Figure 5.8.
Figure 5.8. Stable and unstable gaps with the same middle point
and bridges near the gaps.
First we consider the case (a). One of the boundary points of Bs1(δ) is contained
in Au1 (δ) and the other is contained in G
u(δ). It follows that Bs1(δ) ∩ Au1 (δ) 6= ∅,
Bs1(δ) is not contained in a gap of A
u
1 (δ) ∩Kum(δ) and Au1 (δ) is not contained in a
gap of Bs1(δ)∩KsΛ(δ). This implies that (Bs1(δ), Au1 (δ)) is a linked pair. By Lemmas
5.3-(2) and 4.3,
|Bs1(δ)∩Au1 (δ)| = |Bs1(δ)|+
|Gs(δ)|
2
−|G
u(δ)|
2
> |Bs1(δ)|−
|Gu(δ)|
2
≥ |B̂
s
1(δ)|
rs+
−|G
u(δ)|
2
.
Since min{|Bs1(δ)|, |Au1 (δ)|} = |Bs1(δ)|, we have by (5.9)
|Bs1(δ) ∩Au1 (δ)|
min{|Bs1(δ)|, |Au1 (δ)|}
=
|Bs1(δ) ∩Au1 (δ)|
|Bs1(δ)|
≥
(
|B̂s1(δ)|
rs+
− |G
u(δ)|
2
)
rs−
|B̂s1(δ)|
≥
(
1
rs+
− 1
2τ1/2
)
rs− = ξ0.
In the case (b), it is immediately seen that Bs1(δ) ∩ Au1 (δ) 6= ∅ and Au1 (δ) is not
contained in a gap of Bs1(δ) ∩ KsΛ(δ). Moreover, we will show that Bs1(δ) is not
contained in a gap of Au1 (δ) ∩Kum(δ) by contradiction. Suppose that there would
exist a gap Gu1 (δ) of A
u
1 (δ) ∩Kum(δ) with Gu1 (δ) ⊃ Bs1(δ). This implies that there
is a u-bridge Au∗(δ) which is adjacent to G
u
1 (δ) and contained in G
s(δ). Thus,
|Au∗(δ)|
|Gs(δ)|
|Bs1(δ)|
|Gu1 (δ)|
=
|Au∗(δ)|
|Gs(δ)|
|Bs1(δ)|
|Gu1 (δ)|
< 1.
On the other hand, we have from (5.11)
|Au∗(δ)|
|Gu1 (δ)|
|Bs1(δ)|
|Gs(δ)| > τ(B
s(δ) ∩KsΛ(δ))τ(Au(δ) ∩Kum(δ)) > 1.
This is a contradiction. Hence, we conclude that Bs1(δ) is not contained in a gap of
Au1 (δ) ∩Kum(δ). Since Bs1(δ) ⊂ Au1 (δ), one has
|Bs1(δ) ∩Au1 (δ)|
min{|Bs1(δ)|, |Au1 (δ)|}
=
|Bs1(δ)|
|Bs1(δ)|
= 1 > ξ0.
This completes the proof of (3). 
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6. Linear growth property of linked pairs
As in the preceding section, any s-bridge Bs(δ) here means a bridge with respect
to KsΛ(δ) and any u-bridge A
u(δ) means a bridge with respect to Kum(δ) for any δ
with |δ| < ε. The main result of this section is as follows:
Lemma 6.1 (Linear Growth Lemma). Let ξ0 be the constant of (5.9) and let
(Bs(0), Au(0)) be a linked pair in L˜ ∩ Bδ0/2. For any 0 < ε < |Bs(0) ∩ Au(0)|,
there exist a constant ∆ with |∆| < ετ−3/4/2, collections of sub-bridges {Bsk}k≥1 of
Bs(0) and {Auk}k≥1 of Au(0), positive integers Ns and Nu independent of ε which
satisfy the following (1)–(3) for every k ≥ 1.
(1) (Bsk(∆), A
u
k(∆)) is a u-dominating ξ0/2-linked pair.
(2) For the union
(6.1) Ik = A
u
k(∆) ∪Bsk(∆),
which is an arc in L˜(∆), there exists a positive constant α0 independent of k
such that, for any integer l > k, the α0|Auk(∆)|-neighborhood of Ik in L˜(∆) is
disjoint from the α0|Aul (∆)|-neighborhood of Il in L˜(∆).
(3) If nk and ik are generations of B
s
k and A
u
k , respectively, then
nk < nk+1 ≤ nk +Ns, ik < ik+1 ≤ ik +Nu.
Here it is crucial that ∆ is an arbitrarily small constant independent of k. Lemma
6.1 follows immediately from the next technical lemma.
Lemma 6.2. Under the assumptions same as in Lemma 6.1, there exist sequences
• {nk}k≥1, {ik}k≥1 of positive integers;
• {δk}k≥1 of real numbers with
|δk| ≤ 2−1ξ0τ−3/4εr−ks− ;
• {Bsk}k≥1, {B˜sk}k≥1 of s-bridges of generation nk with Bsk, B˜sk ⊂ B˜sk−1, B˜s0 =
Bs(0) which have the connecting gaps Gsk = Gap(B
s
k, B˜
s
k);
• {Auk}k≥1, {A˜uk}k≥1 of u-bridges of generation ik with Auk , A˜uk ⊂ A˜uk−1, A˜u0 =
Au(0) which have the connecting gaps Guk = Gap(A
u
k , A˜
u
k);
satisfying the following (1)–(3) for each k ≥ 1.
(1) For any t = 1, . . . , k and the positive number ξk−t defined as (6.2), both (Bst (∆k), A
u
t (∆k))
and (B˜st (∆k), A˜
u
t (∆k)) are u-dominating ξk−t-linked pairs, where ∆k = δ1 +
· · ·+ δk.
(2) Guk(∆k) and G
s
k(∆k) have a common middle point.
(3) There exist integers 1 ≤ Ns, Nu <∞ independent of k such that
nk < nk+1 ≤ nk +Ns, ik < ik+1 ≤ ik +Nu.
Moreover, ∆ :=
∑∞
k=1 δk is an absolutely convergent series with ∆∗ :=
∑∞
k=1 |δk| <
ετ−3/4/2.
Let {nk}∞k=1 be the strictly increasing sequence of generations given in Lemma
6.2 and n0 = 0. For any integer k ≥ 1, let
(6.2) ξk := ξ0
(
1− 1
2
k∑
i=1
r−n˜is−
)
,
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where {n˜i}∞i=1 is the sequence defined by
n˜i = inf{ni+l − nl ; l = 0, 1, 2, . . . }.
Since nl+1 ≥ nl+1, we have n˜i ≥ i for any i ≥ 1. The inequality rs− > 2 of Lemma
4.3 implies
(6.3) ξk ≥ ξ0
(
1− 1
2
k∑
i=1
r−is−
)
≥ ξ0
(
1− 1
2
1
rs− − 1
)
≥ ξ0
(
1− 1
2
)
=
ξ0
2
> 0.
Proof of Lemma 6.2. Applying Lemma 5.2 to the linked pair (Bs(0), Au(0)), we
obtain a constant δ1 with |δ1| < ε, sub-bridges Bs1, B˜s1 of Bs(0) and Au1 , A˜u1 of
Au(0) such that (Bs1(δ1), A
u
1 (δ1)) and (B˜
s
1(δ1), A˜
u
1 (δ1)) are u-dominating ξ0-linked
pairs and the connecting gaps Gs1(δ1) and G
u
1 (δ1) have a common middle point. Let
a be the constant defined as
(6.4) a = max
{
2,
4ξ0(1 + Cε)
rs+(1− r−1s−)(1− 2r−1s−)
}
,
which will be used later to prove Lemma 6.1-(2). Again applying Lemma 5.2 to
the linked pair (B˜s1(δ1), A˜
u
1 (δ1)) for ε1 := ξ0|B˜s1|/2ars+ instead of ε, we obtain a
constant δ2 with |δ2| ≤ ε1, sub-bridges Bs2(δ1), B˜s2(δ1) of B˜s1(δ1) and Au2 (δ1), A˜u2 (δ1)
of A˜u1 (δ1) such that (B
s
2(∆2), A
u
2 (∆2)) and (B˜
s
2(∆2), A˜
u
2 (∆2)) are u-dominating
ξ0-linked pairs and the connecting gaps G
s
2(∆2) and G
u
2 (∆2) have a common mid-
dle point. Similarly, for any k ≥ 2, there exist a constant δk with |δk| ≤ εk−1 :=
ξ0|B˜sk−1|/2ars+, sub-bridgesBsk(∆k−1), B˜sk(∆k−1) of B˜sk−1(∆k−1) andAuk(∆k−1), A˜uk(∆k−1)
of A˜uk−1(∆k−1) such that (B
s
k(∆k), A
u
k(∆k)) and (B˜
s
k(∆k), A˜
u
k(∆k)) are u-dominating
ξ0-linked pairs and the connecting gaps G
s
k(∆k) and G
u
k(∆k) have a common middle
point. This shows (2).
Now we will show that, for any k ≥ 1, (Bst (∆k), Aut (∆k)) is a u-dominating
ξk−t-linked pair for each t = 1, . . . , k. Suppose that the assertion holds until the
k-th step and consider the (k + 1)-st step. When t = k + 1, the proof is already
done. So we may suppose that t ≤ k. Since (Bst (∆k), Aut (∆k)) is a u-dominating
ξk−t-linked pair,
|Bst (∆k) ∩Aut (∆k)| ≥ ξk−t|Bst (∆k)|.
By this inequality together with (5.12),
|Bst (∆k+1) ∩Aut (∆k+1)| ≥ (1− C|δk+1| )
( |Bst (∆k) ∩Aut (∆k)| − |δk+1| )−O(δ2k+1)
≥ (1− C|δk+1| )
(
ξk−t|Bst (∆k)| − |δk+1|
)−O(δ2k+1)
≥ (1− C|δk+1| )
(
ξk−t
|Bst (∆k+1)|
1 + C|δk+1| − |δk+1|
)
−O(δ2k+1)
= ξk−t|Bst (∆k+1)| −
(
1 +
2Cξk−t|Bst (∆k+1)|
1 + C|δk+1| +O(δk+1)
)
|δk+1|.
Since |Bst (∆k+1)| < ε by Lemma 5.2 and ξk−t < 1 by (6.2), one can choose ε > 0
so that the contribution of the last parenthesis is smaller than two. Then
|Bst (∆k+1) ∩Aut (∆k+1)| ≥ ξk−t|Bst (∆k+1)| − 2|δk+1|
= (ξk−t − 2|δk+1| |Bst (∆k+1)|−1)|Bst (∆k+1)|.
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Let nk be the generation of B˜
s
k. By Lemma 4.3, |B˜sk(∆k+1)| ≤ r−(nk−nt−1)s− |B˜st−1(∆k+1)|
and |B˜st−1(∆k+1)| ≤ rs+|Bst (∆k+1)|. Since a ≥ 2 by (6.4),
2|δk+1| |Bst (∆k+1)|−1 ≤ 2
ξ0|B˜sk(∆k+1)|
2ars+
|Bst (∆k+1)|−1
≤ ξ0r
−(nk−nt−1)
s− |B˜st−1(∆k+1)|
ars+
rs+|B˜st−1(∆k+1)|−1
≤ ξ0r
−(nk−nt−1)
s−
2
.
Then
ξk−t − 2|δk+1| |Bst (∆k+1)|−1 ≥ ξ0
(
1− 1
2
k−t∑
i=1
r−n˜is−
)
− ξ0
r
−(nk−nt−1)
s−
2
= ξ0
(
1− 1
2
(k−t∑
i=1
r−n˜is− + r
−(nk−nt−1)
s−
))
≥ ξ0
(
1− 1
2
(k−t∑
i=1
r−n˜is− + r
−n˜k+1−t
s−
))
= ξk+1−t.
Since ξk+1−t ≥ ξ0/2 by (6.3), it follows that (Bst (∆k+1), Aut (∆k+1)) is a ξ0/2-linked
pair. This shows (1).
By Lemma 5.2-(1), the length of B˜sk+1 is evaluated as follows:
(6.5) |B˜sk+1| ≥ r−1s+τ−5/4εk ≥ r−1s+τ−5/4
ξ0|B˜sk|
2rs+
= 2−1r−2s+τ
−5/4ξ0|B˜sk|.
Since the generation of B˜sk is nk, by Lemma 4.3,
r
−(nk+1−nk)
s− ≥ |B˜sk+1||B˜sk|−1.
This implies that
nk+1 − nk ≤
log(2−1r−2s+τ
−5/4ξ0)
log(r−1s−)
.
Thus, the maximum integer Ns not greater than the right hand side of this in-
equality satisfies nk+1 ≤ nk + Ns for any k ≥ 1. It follows from (6.5) and the
proportionality condition in Lemma 5.2-(2) that
|A˜uk+1| ≥ |B˜sk+1| ≥ 2−1r−2s+τ−5/4ξ0|B˜sk| ≥ 2−1r−2s+τ−5/4ξ0τ−1|A˜uk |
= 2−1r−2s+τ
−9/4ξ0|A˜uk |.
We suppose that the generation of A˜uk is ik. Since |A˜uk+1||A˜uk |−1 ≤
(
2
3
)ik+1−ik by
Lemma 4.5-(1), one has a positive integer Nu independent of k and satisfying
ik+1 − ik ≤ Nu ≤
log(2−1r−2s+τ
−9/4ξ0)
log
(
2
3
)
for any k ≥ 1.
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Since a ≥ 1, nk−1 − n1 ≥ (k − 1) − 1 = k − 2 and 0 < ξ0 < 1, it follows from
Lemmas 4.3 and 5.2-(1) that
|δk| ≤
ξ0|B˜sk−1(∆k−1)|
2ars+
≤ ξ0
2rs+
r
−nk−1+n1
s− (r
−1
s−τ
−3/4ε) ≤ ξ0
2rs+
r−k+2s− (r
−1
s−τ
−3/4ε)
=
ξ0
2rs+r
−1
s−
r−ks− τ
−3/4ε <
ε
2
r−ks− τ
−3/4.
This shows that
∞∑
k=1
|δk| < ε
2
τ−3/4
∞∑
k=1
r−ks− =
ε
2
τ−3/4
1
rs− − 1 <
ε
2
τ−3/4.
In particular, ∆ =
∑∞
k=1 δk is an absolutely convergent series with ∆∗ =
∑∞
k=1 |δk| <
ετ−3/4/2. This shows (3) and completes the proof. 
The proof of (1) and (3) of Lemma 6.1 is obtained immediately from Lemma 6.2.
So it remains to prove (2).
Proof of (2) of Lemma 6.1. Since Auk(∆) ∩ Bsk(∆) 6= ∅, Ik = Auk(∆) ∪ Bsk(∆) is an
arc in L˜(∆). The union B̂sk(∆) = B
s
k(∆) ∪Gsk(∆) ∪ B˜sk(∆) is the smallest s-bridge
containing Bsk(∆) and B˜
s
k(∆). By Lemma 4.3, |Bsk(∆)|, |B˜sk(∆)| ≤ r−1s− |B̂sk(∆)|. It
follows that
|Gsk(∆)| = |B̂sk(∆)|−(|Bsk(∆)|+|B˜sk(∆)|) ≥ |B̂sk(∆)|(1−2r−1s−) ≥ |B˜sk(∆)|(1−2r−1s−).
Similarly we have |Gsk(∆)| ≥ |Bsk(∆)|(1− 2r−1s−). As in the proof of Lemma 6.2, for
any integer l ≥ k + 1,
|δl| <
ξ0|B˜sl−1(∆l−1)|
2ars+
≤ (1 + Cε)ξ0|B˜
s
l−1(∆)|
2ars+
≤ (1 + Cε)ξ0
2ars+
r
−nl−1+nk
s− |B˜sk(∆)|
≤ (1 + Cε)ξ0
2ars+
r
−(l−1−k)
s− |B˜sk(∆)|.
Thus, by (6.4), we have
(6.6) |∆−∆k| ≤
∞∑
l=k+1
|δl| ≤ (1 + Cε)ξ0|B˜
s
k(∆)|
2ars+
1
1− r−1s−
≤ |G
s
k(∆)|
8
.
Define the constant α0 as
α0 = max
{
1− 2r−1s−
8τ
,
1
2m+3
}
.
Then we have
(6.7) α0|Auk(∆)| ≤ α0τ |Bsk(∆)| ≤ α0
τ
1− 2r−1s−
|Gsk(∆)| =
|Gsk(∆)|
8
.
Since |Auk(∆)| ≤ 2m+1|Guk(∆)| by Lemma 4.5-(3),
(6.8) α0|Auk(∆)| ≤ α02m+1|Guk(∆)| ≤
|Guk(∆)|
4
.
We have chosen ∆k so that G
s
s(∆k) and G
u
k(∆k) have the common middle point
xk, see Figure 6.1. By (5.12) and (6.6), for any x ∈ Bsk(∆k) and all sufficiently
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Figure 6.1. Detecting a sequence of ξ0/2-proportional linked pairs.
large k,
|$u(pisk(x))−$u(piuk (xk))| ≥ (1− C|∆−∆k|)|$u(x)−$u(xk)| − |∆−∆k| −O(|∆−∆k|2)
≥ (1− C|∆−∆k|)|G
s
k(∆)|
2
− |∆−∆k| −O(|∆−∆k|2)
≥ |G
s
k(∆)|
4
,
where pisk : L˜(∆k)→ L˜(∆) is the composition of the shift map x 7→ x+ (∆−∆k, 0)
followed by the projection along the leaves of Fuloc(Λ; ∆) and piuk : L˜(∆k) →
L˜(∆) is the projection along the leaves of f
−(N0+N2)
∆ (Fsloc(Γm; ∆)). Thus, by
(6.7), N (Bsk(∆);α0|Auk |) does not contain piuk (xk), where N (J, η) denotes the η-
neighborhood of J in L˜(∆) for η > 0 and a compact subset J of L˜(∆). Since
Bk+1(∆k) is contained in B˜k(∆k) and |Auk+1(∆)| ≤ |Auk(∆)|, one can show similarly
thatN (Bsk+1(∆);α0|Auk+1(∆)|) does not contain piuk (xk). By (6.8),N (Auk(∆);α0|Auk(∆)|)
also does not contain piuk (xk). Since A
u
k+1(∆) ⊂ A˜uk(∆) and Bsk+1(∆) ⊂ B˜sk(∆), we
have similarly N (Auk+1(∆);α0|Auk+1(∆)|) 63 piuk (xk). This shows that
(6.9) N (Ik;α0|Auk(∆)|) ∩N (Ik+1;α0|Auk+1(∆)|) = ∅.
Since A˜uk+1(∆) ⊂ A˜uk(∆) and B˜sk+1(∆) ⊂ B˜sk(∆), one can also prove that
N (Ik;α0|Auk(∆)|) ∩N (I˜k+1;α0|Auk+1(∆)|) = ∅,
where I˜k+1 = A˜
u
k+1(∆) ∪ B˜sk+1(∆). From this fact together with Ik+2 ⊂ I˜k+1, it
follows that
(6.10) N (Ik;α0|Auk(∆)|) ∩N (Ik+2;α0|Auk+2(∆)|) = ∅.
The assertion (2) is completed by applying an argument similar to that from (6.9)
to (6.10) repeatedly. 
7. Critical chains
Since |∆| < ετ−3/4/2 by Lemma 6.1, we may suppose that the perturbed dif-
feomorphism f∆ given in Subsection 5.2 is arbitrarily C
r-close to the original
diffeomorphism f . So we reset the notations and write f∆ = f , L˜(∆) = L˜,
L(∆) = L, Fuloc(Λ; ∆) = Fuloc(Λ), Fsloc(Γm; ∆) = Fsloc(Γm) and so on. Since L˜
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and L are parametrized so that fN2 |L˜ : L˜ → L is parameter-preserving, Lin-
ear Growth Lemma (Lemma 6.1) holds for the bridges BsL,k = f
N2(Bsk(∆)) and
AuL,k = f
N2(Auk(∆)) with respect to the Cantors set K
s
Λ,L = f
N2(KsΛ(∆)) and
Kum,L = f
N2(Kum(∆)) in L.
7.1. Encounter of s-bridges and u-bridges, II. In Subsection 5.2, we have
studied the heteroclinical connection between s-bridges Bs(∆) of KsΛ(∆) and u-
bridges Au(∆) of Kum(∆) in L˜ for δ = ∆. To construct wandering domains, we
also need to study the homoclinical connection between s-bridges Bs∗L of K
s
Λ,L and
u-bridges BuL of K
u
Λ,L in L.
We write 1(n) := 1 . . . . . . 1︸ ︷︷ ︸
n
, 2(n) := 2 . . . . . . 2︸ ︷︷ ︸
n
and prove the following key lemma.
Consider a positive integer z0 independent of k and satisfying the conditions (8.4)
and (8.5) which are given later. Let {zk}∞k=1 be any sequence of integers such that
each entry zk is either z0 or z0 + 1.
Lemma 7.1 (Critical Chain Lemma). Let (Bsk(∆), A
u
k(∆)) (k = 0, 1, 2, . . . ) be
the sequence of the u-dominating ξ0/2-linked pairs of bridges for (K
s
Λ(∆),K
u
m(∆))
given in Lemma 6.1. Then there exists a constant T0 > 0 such that, for any T ≥ T0
and integers k ≥ 1, there are
• a u-bridge ÂuL,k of Kum,L with ÂuL,k ⊂ AuL,k and a u-bridge BuL,k of KuΛ,L
contained in the leading gap of ÂuL,k,
• s-bridges B̂sL,k+1, Bs∗L,k+1 of KsΛ,L with Bs∗L,k+1 ⊂ B̂sL,k+1 ⊂ BsL,k+1;
• positive constants C1, C2 independent of k
satisfying the following conditions.
(1) There exists an interval J∗k+1 ⊂ (−ε0r−T (k+1)s− , ε0r−T (k+1)s− ) such that (Bs∗L,k+1 +
t) ∩BuL,k+1 6= ∅ if and only if t ∈ J∗k+1, where ε0 = ξ0|Bs0(∆)|/2.
(2) Let Âuk be the bridge of K
u
m with pi
u(Âuk) = Â
u
L,k and G(Âuk) the strip of the
leading gap G(Âuk) of defined as in Subsection 5.1, where pi
u : E → L is the
projection of (5.3). See Figure 5.2. Suppose that îk is the minimum posi-
tive integer satisfying f îk(G(Âuk)) ⊂ Gu(0) and having N∗ + n∗ as a divisor,
where N∗ and n∗ are the integers given in Theorem 3.2 and Subsection 5.2,
respectively. In other words, i¯k = îk/(N∗ + n∗) is the minimum integer with
(ϕi¯k(G(Âuk)), ϕi¯k([G(Âuk))) ⊂ (Gu(0), [Gu(0)). Let n̂k+1 be the generation of
B̂sk+1. Then the inequality îk + n̂k+1 < C1Tk + C2 holds.
Moreover, if the itinerary of B̂sk+1 is ŵ k+1, then one can suppose that B
u
L,k+1 =
piÂuk
(Buk+1) and B
s∗
L,k+1 = pi
s(Bs∗k+1) for the projections piÂuk : B
u(0) → L of (5.4)
and pis : S → L of (5.6) and for the bridges Buk+1 of KuΛ(∆) and Bs∗k+1 of KsΛ(∆)
with the itineraries 1(zkk
2)2(k
2) v k+1 [ŵ k+1]
−1 and ŵ k+1 [v k+1]
−12(k
2) 1(zkk
2) re-
spectively. That is,
Buk = B
u(zkk
2 + 〈k〉; 1(zkk2)2(k2) v k+1 [ŵ k+1]−1),
Bs∗k+1 = B
s(zkk
2 + 〈k〉; ŵ k+1 [v k+1]−12(k
2) 1(zkk
2)),
(7.1)
where
(7.2) 〈k〉 = n̂k+1 + k2 + k
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and v k+1 is an arbitrarily chosen element of {1, 2}k. In other words, v k+1 is a
non-specified itinerary of length k.
See Figure 7.1 for the situation of Lemma 7.1, where ĜuL,k+1 = pi
u(G(Âuk+1)).
Figure 7.2 illustrates the transition from Buk to B
u
L,k via f
−N0 ◦f−îk ◦f−N1 schemat-
ically.
Figure 7.1. Sliding of Bs∗L,k+1 by +t.
Figure 7.2. Backward transition from Buk to B
u
L,k. a0 and a1 lie
on the same horizontal line and a3 and a4 also do.
Proof of Lemma 7.1. Let T0 be the constant defines as
T0 =
Ns log(rs+)
log(rs−)
.
Since ε0 = ξ0|Bs0(∆)|/2, by Lemmas 4.3 and 6.1-(2),
|BsL,k ∩AuL,k| ≥
ξ0|Bsk(∆)|
2
≥ ξ0|B
s
0(∆)|
2
r−Nsks+ = ε0r
−T0k
s−
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for any integer k ≥ 1. Here we fix an integer T ≥ T0. By Lemma 5.3, there
exist an interval Jk with Jk ⊂ (−ε0r−Tks− , ε0r−Tks− ), sub-bridges B̂sL,k ⊂ BsL,k and
ÂuL,k ⊂ AuL,k satisfying the following conditions;
(a) τ−5/4ε0r−Tks− ≤ |B̂sL,k| < τ−3/4ε0r−Tks− ;
(b) τ−1/2|ÂuL,k| ≤ |B̂sL,k| < τ−1/4|ÂuL,k|;
(c) (B̂sL,k + t) ∩ ÂuL,k 6= ∅ if and only if t ∈ Jk.
Suppose that ÂuL,k is of generation ik > 0. By (5.2), we have the integer i¯k with
(ϕi¯k(G(Auk)), ϕi¯k([G(Auk))) ⊂ (Gu(0), [Gu(0)) and ik ≤ i¯k ≤ (m − 1)ik. We set
îk = i¯k(N∗ + i∗). Let Bs∗k+1 and B
u
k+1 be the bridges defined as (7.1). Since
Bs∗L,k+1 = pi
s(Bs∗k+1) ⊂ B̂sL,k+1 and BuL,k+1 = piÂuk (B
u
k+1) ⊂ ÂuL,k+1, by the condition
(c), there is a sub-interval J∗k+1 of Jk+1 such that (B
s∗
L,k+1 + t)∩BuL,k+1 6= ∅ if and
only if t ∈ J∗k+1, see Figures 7.1 and 7.2. This completes the proof of (1).
Now we will show (2). By Lemma 4.3, one has
r−n̂ks+ |Bs0(∆)| ≤ |B̂sk(∆)| ≤ r−n̂ks− |Bs0(∆)|,
and from (a)
τ−5/4ε0r−Tks− ≤ r−n̂ks− |Bs0(∆)|.
Hence, for every l ≥ 0,
(7.3) n̂k+l ≤ T (k + l) + log(τ
5/4ε−10 |Bs0(∆)|)
log rs−
.
It follows from (b) together with Lemma 4.5 that
τ−5/4ε0r−Tks− ≤ |B̂sL,k| < τ−1/4
(3
2
)−ik |AuL,0|.
By using the inequalities as above, we have
log
(3
2
)
ik ≤ log(rs−)Tk + log(τε−10 |AuL,0|) + n̂k log(rs+/rs−)
≤ log(rs−)Tk + log(τε−10 |AuL,0|) +
(
Tk +
log(τ5/4ε−10 |Bs0(∆)|)
log(rs−)
)
log(rs+/rs−)
= log(rs+)Tk + C3,
where C3 = log(τε
−1
0 |AuL,0|) +
log(τ5/4ε−10 |Bs0(∆)|) log(rs+/rs−)
log(rs−)
. Hence
(7.4) îk ≤ (m− 1)ik(N∗ + n∗) ≤
log(r
(N∗+n∗)(m−1)
s+ )
log
(
3
2
) Tk + C3(N∗ + n∗)(m− 1)
log
(
3
2
) .
By (7.3) and (7.4), one can get positive constants C1 and C2 satisfying (2). 
7.2. The second perturbation of f . In Subsection 5.2, we perturbed f by per-
forming the ‘∆-sliding’ of f along the arc L˜. The second perturbation presented
here is ‘switchback slidings’ in neighborhoods of the brides Bsk(∆) (k = 1, 2, . . . )
which are done individually by using bump functions with mutually disjoint sup-
ports in S.
Consider bridges Bs in [0, 2] × {0} ⊂ W sloc(p) and Bu in {0} × [0, 2] ⊂ Wuloc(p)
associated with the Cantor sets KsΛ and K
u
Λ of (4.2), respectively. Set Bs =
(piFuloc(Λ))
−1(Bs) and Bu = (piFsloc(Λ))
−1(Bu), where piFuloc(Λ) and piFsloc(Λ) are the
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projections given in Subsection 4.2. Note that Bs is a sub-strip of (S, ]S) and Bu
is a sub-strip of (S, [S). We call that Bu(s) is the bridge strip for Bu(s). From our
definition of Buk and B
s∗
k+1 in (7.1), f
zkk
2+〈k〉(Buk) = Bs∗k+1, see Figure 7.3. The gap
strip Gu(s) for a gap Gu(s) of Ku(s)Λ is defined similarly.
Recall that the bridges Bs(∆), Au(∆) in Lemma 6.1 are taken in L˜ ∩ Bδ0/2 so
that our perturbation of the diffeomorphisms f does not affect the invariant set Γm
and local stable foliation Fsloc(Γm) on E.
Now we need to choose them more carefully. Let Dn∗ be the rectangle used in
Section 3 to define the basic set Γm, which satisfies the conditions (S-vi) and (S-
vii). The dynamics of ϕ = ϕn∗ on Dn∗ is determined by that of f on Xn∗ = Dn∗ ∪
f(Dn∗) ∪ · · · ∪ fN∗+n∗(Dn∗), where N∗ and n∗ are the integers given in Theorem
3.2 and Subsection 5.2, respectively. So our aim is accomplished by perturbing f
in the complement of a neighborhood of Xn∗ . By (S-vi) and Theorem 3.2, one can
choose the parameter µ∗ = Θn∗(µ¯∗) and bridges B
s(∆) of KΛ(∆) and A
u(∆) of
Km(∆) so that f = fµ∗ satisfies the conditions of Lemma 5.2 and the following extra
conditions for a small constant α1 > 0. Recall that $
u : S → [0, 2]×{0} ⊂W sloc(p)
is the vertical projection with respect to the orthogonal coordinate on S, which is
given in Subsection 5.2.
(B-i) For the sub-arc I = Bs(∆) ∪ Au(∆) of L˜, the α1|I|-neighborhood Î of the
strip I = ($u)−1 ◦$u(I) in S is disjoint from Xn∗ .
(B-ii) For the sub-bridges Bsk(∆) of B
s(∆) and Auk(∆) of A
u(∆) given in Lemma
6.1 and the sub-arc Ik = B
s
k(∆)∪Auk(∆) of (6.1), the strips Îk = ($u)−1(Îk)
(k = 1, 2, . . . ) in S are mutually disjoint, where Îk is the α1|$u(Ik)|-
neighborhood of $u(Ik) in [0, 2]× {0}.
In fact, the assertion (B-i) is guaranteed by choosing the parameter µ¯∗ and the
initial linked pair Bs(0) and Au(0) of Lemma 5.2 suitably so that the sub-arc I is
contained in an arbitrarily small neighborhood of the left component of [S in S,
which is represented by the shaded region in Figure 3.2. We refer to Subsection 6.5
in [33] (and also Subsection 5.3 in [24]) for such an argument. The assertion (B-ii)
holds if we take α1 sufficiently small comparing with α0 of Lemma 6.1-(2).
We will define an auxiliary stable foliation on S for Lemma 7.2 below. Consider
a C1-foliation Gs(0) on Gu(0) such that L˜ and any components of ]Gu(0) are leaves
of Gs(0) and each leaf meets Fuloc(Λ) exactly. Then Gs(0) is uniquely extended to
a local stable C1-foliation Gsloc(Λ) on S compatible with W sloc(Λ).
Let ÂuL,k and B
u
L,k be the bridges of K
u
m,L and K
u
Λ,L given in Lemma 7.1, re-
spectively. Note that ÂuL,k contains B
u
L,k, see Figure 7.1. Consider the curves L˜k
in S and Lk in U(q) defined by
L˜k = f
−(zkk2+〈k〉)(Bs∗k+1 ∩ L˜), Lk = f−N0 ◦ f−îk ◦ f−N1(L˜k ∩ S(Âuk)),
see Figure 7.3, where S(Âuk) is the strip in S associated with Â
u
k , see also Figure
5.2. Note that L˜k is a leaf of the foliation Gsloc(Λ).
Suppose that l is a compact C1-curve in S such that any line tangent to l is not
vertical. For any a ∈ l, let slopea(l) ≥ 0 be the (absolute) slope of l at a and define
the maximum slope slope(l) of l by max{slopea(l) ; a ∈ l}. The slope is defined
similarly for compact C1-curves in U(L) which do not have vertical tangent lines,
where U(L) is supposed to have the C1+α-coordinate introduced in Subsection 5.2.
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Figure 7.3. Backward transition from L to Lk via L˜ and L˜k.
Lemma 7.2. There exists a constant α > 1 satisfying the following inequalities for
any integer k > 0 and any leaf l of Gsloc(Λ) contained in Buk .
slope(l) < α(σ−1λ)zkk
2
, slope(Lk) < α
k(σ−1λ)zkk
2
.
In particular, slope(L˜k) < α(σ
−1λ)zkk
2
.
Proof. Since the left component {0} × [0, 2] of [S is a leaf of Fuloc(Λ), any leaf of
Gsloc(Λ) meets {0}× [0, 2] transversely. If necessary replacing δ by a smaller positive
number, we may assume that, for any leaf l of Gsloc(Λ), the restriction l[0,δ] =
l∩ ([0, δ]× [0, 2]) has no vertical tangent line. From the compactness of Gsloc(Λ), we
have a constant α1 > 0 independent of l ∈ Gsloc(Λ) such that slope(l[0,δ]) < α1. We
denote the left edge of l by e(l). Let n0 be the smallest integer with n0 ≥ log δ/ log λ.
For any n ≥ n0, the component ln of f−n(l[0,δ]) ∩ S containing f−n(e(l)) is a leaf
of Gsloc(Λ). Since fn is the linear map (σnx, λny) on a small neighborhood of ln in
S, slope(ln) < α1(σ
−1λ)n.
Now we suppose that l is any leaf of Gsloc(Λ) contained in Buk . It follows from the
form (7.1) of Buk that, for any integer k > 0 with zkk
2 ≥ z0k2 > n0, fzkk2 is the
linear map (σzkk
2
x, λzkk
2
y) on a small neighborhood of l with fzkk
2
(l) ⊂ l′[0,δ] for
some leaf l′ of Gsloc(Λ). This shows that slope(l) < α1(σ−1λ)zkk
2
. By replacing α1
by a larger constant α > 1 if necessary, one can suppose that slope(l) < α(σ−1λ)zkk
2
for all k > 0. Thus the first inequality holds.
Since M is compact, there exists a constant γ > 1 satisfying
(7.5) γ−1 < ‖Df−1x (v)‖ < γ
for any point x of M and any unit tangent vector v ∈ Tx(M). By Lemma 7.1-(2),
there exists a constant H > 0 with N0 + îk + N1 < Hk for any k > 0. Note that
f−N0 ◦ f−îk ◦ f−N1 maps L˜k ∩ S(Âk) onto Lk and the horizontal segment passing
through any point of L˜k ∩S(Âk) to the horizontal segment passing through a point
of Lk. Since moreover slope(L˜k) < α(σ
−1λ)zkk
2
,
slope(Lk) < αγ
2Hk(σ−1λ)zkk
2
< (αγ2H)k(σ−1λ)zkk
2
.
Thus we have the second inequality by denoting αγ2H newly by α. 
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In particular, Lemma 7.2 implies that, for all sufficiently large k, Lk is almost
horizontal and hence Lk meets L transversely at a single point xk = (xk, yk). Note
that x˜k = f
N1 ◦ f îk ◦ fN0(xk) is a point of L˜k. There exists a neighborhood N0 of
L˜ in Gu(0) \ ]Gu(0) consisting of leaves of Gs(0). In particular, N0 is a sub-strip of
(Gu(0), [Gu(0)) and the components l1,0, l2,0 of ]N0 meet Fuloc(Λ) exactly. We set
(7.6) dist(]N0, L˜) = ζ > 0.
Let Nk be the component of f−(zkk2+〈k〉)(N0)∩S containing L˜k. Since N0 ⊂ Gu(0),
Nk is contained in some gap strip in Buk .
For sequences {uk}, {vk} of positive numbers, uk  vk means that there exist
constants 0 < c1 < c2 independent of k such that c1 ≤ uk
vk
≤ c2 holds for all k.
Lemma 7.3. There exists a constant 0 < ν < 1 such that, for all sufficiently large
k, [0, 2] × [y˜k − νk2σ−zkk2 , y˜k + νk2σ−zkk2] is contained in Nk, where y˜k is the
y-entry of x˜k = (x˜k, y˜k), see Figure 7.4.
Figure 7.4. Situation in Nk.
Proof. By (7.5) and (7.6), we have
dist(]Nk, L˜k) ≥ γ−〈k〉σ−zkk2ζ.
By Lemma 7.1-(2), n̂k+1  k and hence 〈k〉 = n̂k+1 + k2 + k  k2. Thus one can
take a constant 0 < ν < 1 satisfying
dist(]Nk, L˜k) ≥ 2νk2σ−zkk2
for any k > 0. Since the components l1,k, l2,k of ]Nk are leaves of Gsloc(Λ),
slope(li,k) < α(σ
−1λ)zkk
2
for i = 1, 2 by Lemma 7.2. Here we suppose that the
integer z0 satisfies
(7.7) λz0 < ν.
We will see later that the condition (7.7) is implied by the condition (8.5). Since
slope(li,k)
2νk2σ−zkk2
<
α(ν−1)k
2
λz0k
2
2
→ 0 (k →∞)
for i = 1, 2, it follows that
[0, 2]× [y˜k − νk2σ−zkk2 , y˜k + νk2σ−zkk2] ⊂ Nk
for all sufficiently large k. 
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Consider the map hk defined by
(7.8) hk := f
zkk
2+〈k〉 ◦ fN1 ◦ f îk ◦ fN0
and the sequence {x̂k} with x̂k = fzkk2+〈k〉(x˜k) = hk(xk). Let uk = (uk, vk) be
the vector with
(7.9) x̂k + uk = f
−N2(xk+1).
Figure 7.5 illustrates the transition of base points schematically.
Figure 7.5. A transition from xk to f
N2(x̂k) and a shifted tran-
sition from xk to xk+1.
Lemma 7.4. There exists a constant β > 0 independent of k such that ‖uk‖ ≤
βr−Tks− , where T is a number not smaller than the constant T0 given in Lemma 7.1.
Proof. Since fN2(x̂k) ∈ Bs∗L,k+1 and xk+1 ∈ Buk+1, it follows from Lemma 7.1-(1)
that there exists a vector tk+1 = (sk+1, tk+1) with |tk+1| < 2−1ξ0|Bs0(∆)|r−T (k+1)s−
and fN2(x̂k)+ tk+1 = xk+1. Since N2 is independent of k, ‖uk‖  ‖tk+1‖  |tk+1|.
Thus we have a constant β > 0 satisfying ‖uk‖ = ‖xk+1 − f−N2(x̂k)‖ ≤ βr−Tks− for
any k ≥ 1. 
This proof suggests that tk+1 and hence uk depend on T . So we will write
tk = tk(T ) or uk = uk(T )
when we emphasize the dependence.
Recall that we supposed that r is an integer with 3 ≤ r < ∞. The projection
piFsloc(Λ) is a C
1+α-function but not necessary of Cr-class. So we need a suitable
substitute for the map. Let $s : Gu(0) → {0} × [0, 2] ⊂ Wuloc(p) be a Cr-map
arbitrarily C1-close to piFsloc(Λ)|Gu(0). Since N0 is contained in Gu(0) \ ]Gu(0),
there exist a d > 0 and sub-intervals H, Ĥ of Gu(0) such that Gu(0) = [ minH −
2d|H|,maxH+2d|H| ], Ĥ = [ minH−d|H|,maxH+d|H| ] and pi−1Fsloc(Λ)(H) contains
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N0. Then one can choose the Cr-map $s so that H = ($s)−1(H) and Ĥ =
($s)−1(Ĥ) are strips in S with
N0 ( H ( Ĥ ( Gu(0).
See Figure 7.6.
Figure 7.6. A shifting from x̂k to f
−N2(xk+1) and the resultant
shifting from fN2(x̂k) to xk+1.
Now we define the bump functions θk and θ˜ supported on Îk and Ĥ respectively,
where Îk is the interval in [0, 2]×{0} given in (B-ii). First, consider a non-decreasing
C∞ function on R with
s(x) =
{
0 if x ≤ −1;
1 if x ≥ 0.
For ρ > 0 and the interval [a, b], let Sρ,[a,b] be the non-negative C
∞ function on R
defined as
Sρ,[a,b](x) := s
(
x− a
ρ(b− a)
)
+ s
(
b− x
ρ(b− a)
)
− 1.
The support of Sρ,[a,b] is [a−ρ(b−a), b+ρ(b−a)] and the height on [a, b] is identical
to 1. Since Sρ,[a,b] is symmetric with respect to x =
a+b
2 , one has
(7.10) ‖Sρ,[a,b]‖r ≤ 1(
ρ(b− a))r ‖s‖r,
where ‖ · ‖r is the norm given by the derivative until order r. Then our desired
bump functions are defined by
(7.11) θk := Sα1/2,$u(Ik), θ˜ := Sd,H ,
where Ik is in L˜ defined as (6.1) and α1 is the constant given in (B-ii).
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Lemma 7.5. Let T be any real number with
T > Nur log(5 · 2m−3)/ log(rs−),
where Nu is the integer given in Lemma 6.2-(3). Then there exists a constant
CT > 0 satisfying
lim
T→+∞
CT = 0 and
∞∑
k=1
‖uk(T )‖
|AuL,k+1|r
< CT .
Proof. By Lemmas 4.5-(1) and 6.2-(3), we have
|AuL,k| ≥ (5 · 2m−3)−ik |AuL,0| and ik ≤ Nuk + i0.
Then
1
|AuL,k|
<
1
(5 · 2m−3)−ik |AuL,0|
<
(5 · 2m−3)i0
(5 · 2m−3)−Nuk|AuL,0|
.
By Lemma 7.4, one has
∞∑
k=1
‖uk(T )‖
|AuL,k+1|r
<
(5 · 2m−3)i0+Nurβ
|AuL,0|r
∞∑
k=1
(
(5 · 2m−3)Nur
rTs−
)k
.
Since T > Nur log(5 ·2m−3)/ log(rs−), the right-hand side of the inequality is equal
to
CT :=
(5 · 2m−3)i0+Nurβ
|AuL,0|r(rTs− − (5 · 2m−3)Nur)
.
Since rs− ≥ 2, limT→∞ CT = 0. 
The square S = [0, 2] × [0, 2] is naturally supposed to be embedded in R2. We
may assume that the ambient surface M has a Riemannian metric whose restriction
on S coincides with the standard Euclidean metric on R2. The curvature of a leaf of
Fuloc(Λ) (resp. f−(N0+N2)(Fsloc(Γm))) at x ∈ L˜ is denoted by κΛ(x) (resp. κΓm(x)).
By (F-iii) in Subsection 4.4, both κΛ(x) and κΓm(x) vary C
1 along L˜. Since Fuloc(Λ)
and f−(N0+N2)(Fsloc(Γm)) have quadratic tangencies along L˜, there exists a constant
K > 0 with |κΛ(x)− κΓm(x)| ≥ K for any x ∈ L˜. Moreover, by Lemma 7.4,
(7.12) |κΛ(x̂k)− κΓm(x̂k + uk)| ≥ K/2
for all sufficiently large k. Let lk, l̂k be the leaves of Fuloc(Λ) passing though x̂k
and x̂k + uk respectively, and let −pi ≤ ωk ≤ pi be the angle of lk + uk and l̂k at
x̂k+uk. See Figure 7.7. Since the directions of leaves of Fuloc(Λ) also vary C1 along
L˜ by (F-iii) in Subsection 4.4, there exists a constant C > 0 independent of k with
(7.13) |ωk| ≤ C‖uk‖.
Consider the orientation-preserving isometry ξk : R2 → R2 defined by
ξk(x) = Ak(x− x̂k) + x̂k + uk,
where Ak is the orthogonal matrix of rotation ωk. Since
Ak − E =
(
cosωk − 1 − sinωk
sinωk cosωk − 1
)
,
the inequality (7.13) implies that the Cr-norm of Ak − E as a linear map is
(7.14) ‖Ak − E‖r = ‖Ak − E‖ = O(‖uk‖),
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Figure 7.7. A small parallel translation and a small rotation.
where E is the unit matrix of order two.
It follows from the definition of ξk that ξk(lk) is a curve tangent to l̂k at x̂k +uk
and hence to the leaf ̂`k of f−(N0+N2)(Fsloc(Γm)) passing through x̂k+uk. Note that
ξk(lk) is in general not identical to l̂k. Since any orientation-preserving isometry
on R2 preserves curvature, by (7.12), x̂k +uk is a quadratic tangency of ξk(lk) and̂`
k. Since ξk(x)− x = (Ak − E)(x− x̂k) + uk and S is bounded, (7.14) implies
(7.15) ‖(ξk − IdR2)|S‖r = O(‖uk‖).
The sequence t = (t2, t3, . . . , tk, . . .) of vectors with f
N2(x̂k) + tk+1 = xk+1 is
called the perturbation sequence. Note that t depends on the constant T given in
Lemma 7.1 and each entry tk = tk(T ) converges to the zero vector as T → ∞.
Using the bump functions {θk}k≥1, θ˜ and the isometries ξk(x, y), we define the
sequence of the Cr-perturbation maps ψt,a : M → M (a = 1, 2, . . . ) supported on
the disjoint union
⋃a
k=1 Yk ⊂ S as
(7.16) ψt,a(x) := x +
a∑
k=1
ϑk(x)(ξk(x)− x),
where
ϑk(x) = θk($
u(x))θ˜($s(x)) and Yk = Îk ∩ Ĥ.
Each Yk is a rectangle with curvilinear top and bottom as illustrated in Figure 7.6.
Lemma 7.6. For any t = t(T ), the sequence {ψt,a}∞a=1 Cr-converges to the Cr-
map ψt with
(7.17) ψt(x) := x +
∞∑
k=1
ϑk(x)(ξk(x)− x)
for (x, y) ∈ S. Moreover, ψt = ψt(T ) are Cr-diffeomorphisms on M for all suffi-
ciently large T which Cr-converge to the identity as T →∞.
Proof. Recall that Ik+1 = A
u
k+1(∆) ∪Bsk+1(∆) is the arc of (6.1) in L˜. Since N2 is
independent of k, it follows from |Auk+1(∆)| ≥ |Bsk+1(∆)| that
|Ik+1| = |Auk+1(∆) ∪Bsk+1(∆)|  |Auk+1(∆)|  |AuL,k+1|.
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By this fact together with (7.10) and (7.15), for any integers a, b with 1 ≤ a < b,
(7.18) ‖ψt,b − ψt,a‖r ≤ C0‖Sρ,[−1,1]‖r
b∑
k=a+1
‖uk‖
|AuL,k+1|r
,
where C0 is a constant independent of t. By Lemma 7.5, {ψt,a}∞a=1 is a Cauchy
sequence in the space (Mapr(M), ‖ · ‖r) of Cr-maps on M , which is a complete
metric space. Thus ψt,a C
r-converges to the Cr-map ψt = ψt(T ) defined by (7.17)
as a→∞. Again by Lemma 7.5,
‖ψt(T ) − idM‖r ≤ C0‖Sρ,[−1,1]‖r
∞∑
k=1
‖uk‖
|AuL,k+1|r
≤ C0CT .
Since limT→∞ CT = 0, the map ψt(T ) Cr-converges to the identity as T →∞. Since
the identity is a diffeomorphism, ψt(T ) is also a diffeomorphism for all sufficiently
large T . This completes the proof. 
Remark 7.7. We note that L˜ is no longer a tangency curve of ψt(Fuloc(Λ)) and
f−(N0+N2)(Fsloc(Γm)). However, from our construction (7.17) of ψt, the leaves of
them passing through x̂k+uk still have a quadratic tangency. In fact, (7.11) implies
ϑk(x) = 1 and ϑk′(x) = 0 (k
′ 6= k) for any x ∈ S sufficiently close to x̂k, and hence
ψt(x) = x + (ξk(x)− x) = ξk(x).
It follows that ψt(lk) and ̂`k have a quadratic tangency at x̂k + uk.
Let Jk be a short segment in U(L) which is vertical with respect to the C
1+α-
coordinate on U(L) given in Subsection 5.2 and passes through xk, for example see
Figure 8.1. From the definition of the foliation Fuloc(Λ), we know that hk(Jk) is
a segment intersecting L˜ transversely at x̂k and contained in a leaf lk of Fuloc(Λ),
where hk is the diffeomorphism defined as (7.8). Thus ψt(hk(Jk)) and some leaf of
f−(N0+N2)(Fsloc(Γm)) has a quadratic tangency at x̂k + uk.
From the definition (7.11) of θk, θ˜ and the form (7.17) of ψt, we know that the
support supp(ψt) of ψt is contained in the disjoint union
⋃∞
k=1 Yk. We now define
the Cr-map ft by
(7.19) ft := f ◦ ψt,
for the perturbation sequence t = (t2, t3, . . . , tk, . . .). Since supp(ψt) is contained
in a small region in S sufficiently close to the left component of [S, supp(ψt) is
disjoint from
⋃N2
i=1 f
i(supp(ψt)), see Figure 3.2. It follows that ft is equal to f on⋃N2
i=1 f
i(supp(ψt)). Hence, by (7.9) and (7.17),
(7.20) fN2t (x̂k) = f
N2−1
t ◦ (f ◦ ψt)(x̂k) = fN2−1 ◦ f(x̂k + uk) = xk+1,
see Figure 7.6. By Lemma 7.6, one can suppose that ft is a C
r-diffeomorphism
arbitrarily Cr-close to f if we take T sufficiently large.
Remark 7.8. (1) Since
⋃∞
k=1 Yk ⊂ Î, by (B-i) the support supp(ψt) is disjoint
from Xn∗ . Thus both the invariant set Γm and local stable foliation Fsloc(Γm) for
the perturbed diffeomorphism ft are the same as the originals.
(2) It is possible to rearrange our construction so that both f and ψt,a are of C
∞-
class. However, even in the case, Lemma 7.6 only asserts that ψt is of C
r-class with
2 ≤ r < ∞ but not necessarily of C∞-class. In fact, though ψt is a C∞-map on
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the neighborhood Yk of any x̂k, the authors do not know whether it holds also at
the limit point of {x̂k}. So it may be impossible to suppose that the composition
ft := f ◦ ψt of (7.19) is a C∞-diffeomorphism. The same problem would occur in
the original example in [6] though they assert that it is of class C∞.
8. Detection of wandering domains with historic behavior
8.1. Some constants for wandering domains. From now on, we write ft = f
for short. Recall that σ is the unstable eigenvalue of the derivative Dfp of f at p
given in (S-iii). Define the constant ω by
(8.1) ω = max
{
ν−1, sup
{‖Dfx‖ ; x ∈ S}, sup{‖(Dfx)−1‖ ; x ∈ S}},
where ν is the constant given in Lemma 7.3. In this section, the constant
(8.2) bk := ε(5 · 2m−3)−pkω−qkσ−rk
plays an important role, where ‘5 ·2m−3’ is the number presented in Lemma 4.5-(1)
and
(8.3) pk =
∞∑
i=0
îk+i
2i
, qk =
∞∑
i=0
〈k + i〉
2i
, rk =
∞∑
i=0
zk+i(k + i)
2
2i
,
where îk+i is the constant given in Lemma 7.1-(2). The factor ε in (8.2) is a
positive constant independent of k which will be fixed later. Remember that each
zk is either z0 or z0 + 1 for the integer z0 given in Subsection 7.1 and 〈k + i〉 =
n̂k+1+i + (k + i)
2 + k + i by (7.2).
Lemma 8.1. (1) For any η > 0, suppose that z0 satisfies (8.4). Then there exists
an integer k∗ > 0 such that, for any k ≥ k∗,
b
1
2
k ≤ ε−
1
2 (5 · 2m−3)− îk2 + 34pk+1ω− 〈k〉2 + 34 qk+1σ(1+η)zkk2bk+1,
〈k〉
2
+
3
4
qk+1 < 4k
2.
(2) For any integer k > 0,
bk+1 = ε
−1(5 · 2m−3)2̂ikω2〈k〉σ2zkk2b2k.
Proof. (1) By (8.2),
b
1
2
k
bk+1
= ε−
1
2 (5 · 2m−3)pk+1− pk2 ωqk+1− qk2 σrk+1− rk2 .
It is immediate from (8.3) that pk+1 − pk2 = − îk2 + 34pk+1 and qk+1 − qk2 = − 〈k〉2 +
3
4qk+1.
Since f(x) = 42−(1+x)2 − 11+x − 2 is a monotone increasing function on 0 ≤ x <√
2−1 with f(0) = 1 and limx↗√2−1 f(x) =∞, for any η > 0, there exists a unique
0 < η1 <
√
2− 1 with
4
2− (1 + η1)2 −
1
1 + η1
− 2 = 1 + η.
Since limk→∞
(k+1)2
k2 = 1, there exists an integer k∗ > 0 such that (k + 1)
2 ≤
(1 + η1)k
2 for any k ≥ k∗. We choose the integer z0 so as to satisfy
(8.4) z0 + 1 ≤ (1 + η1)z0.
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Then zk+1(k + 1)
2 ≤ (z0 + 1)(k + 1)2 ≤ (1 + η1)2zkk2 holds. Repeating a similar
argument, one can have zk+1+i(k+ 1 + i)
2 ≤ zk(1 + η1)2(i+1)k2 for any k ≥ k∗ and
i ≥ 0. Since 0 < ( 1+η12 )2 < 1,
rk+1 ≤
( ∞∑
i=0
(1 + η1)
2(i+1)
2i
)
zkk
2 =
(
4
2− (1 + η1)2 − 2
)
zkk
2.
On the other hand, since rk ≥
∑∞
i=0
1
2i
zk
1+η1
k2 = 21+η1 zkk
2,
rk+1 − rk
2
≤
(
4
2− (1 + η1)2 − 2−
1
1 + η1
)
zkk
2 = (1 + η)zkk
2.
This shows the first inequality of (1).
Since n̂k+1  k by Lemma 7.1-(2), one can choose k∗ so that 〈k〉 = n̂k+1+k2+k ≤
2k2 for any k ≥ k∗. Since
qk+1 −
∞∑
i=0
k2
2i
=
∞∑
i=0
〈k + 1 + i〉
2i
−
∞∑
i=1
k2
2i
 k,
we may assume that qk+1 < 2
∑∞
i=0
k2
2i = 4k
2 for any k ≥ k∗. It follows that
〈k〉
2
+
3
4
qk+1 < k
2 +
3
4
· 4k2 = 4k2.
This shows the second inequality of (1).
(2) The equality of (2) is derived immediately from (8.2) together with the equalities
2pk − pk+1 = 2̂ik, 2qk − qk+1 = 2〈k〉, 2rk − rk+1 = 2zkk2.
This completes the proof. 
Since z0 is required to satisfy (8.4), we need to choose z0 sufficiently large ac-
cording as η > 0 is taken small. By (S-iii) in Section 3, λσ < 1. We take and fix a
sufficiently small η > 0 with λσ1+η < 1. So one can choose z0 so as to satisfy
(8.5) ω4(λσ1+η)z0 < 1.
Since ν−1 ≤ ω, it is not hard to show that the condition (8.5) implies (7.7). We
will see later that the superscript ‘4’ of ω corresponds to the coefficient ‘4’ of k2 in
the second inequality of Lemma 8.1-(1).
8.2. Critical chain of rectangles. For every k ≥ 1, let xk = (xk, yk) be the
intersection point of Lk and L given in Subsection 7.1. We consider the rectangle
Rk =
[
xk − b
1
2
k , xk + b
1
2
k
]× [yk − bk, yk + bk]
centered at xk with respect to the C
1+α-coordinate on U(L) defined in Subsection
5.2, see Figures 5.4 and 7.3. The absolute slope of the diagonals of Rk is b
1
2
k . By
(8.2), there exists a constant 0 < γ < 1 such that b
1
2
k > γ
kω−k
2
σ−zkk
2
. By Lemma
7.2 and (8.5),
slope(Lk)
b
1
2
k
<
αk(σ−1λ)zkk
2
γkω−k2σ−zkk2
= (αγ−1)k(ωλzk)k
2 → +0 (k →∞).
Thus one can suppose that Lk ∩ Rk is an arc in Rk passing through xk and well
approximating the horizontal line y = yk if k ≥ k∗. In particular, the arc connects
the components of the edge [Rk. The strip Buk is divided by L˜k into the two strips
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Bu±k . Similarly, Rk is divided by Lk into the two strips R
±
k . See Figure 7.3 again.
By Lemma 4.5-(1), one can have a constant C > 0 satisfying
dist
(
fN1 ◦ f îk ◦ fN0(l±k ), L˜k
) ≤ C(5 · 2m−3)̂ikbk,
where l±k = ]Rk ∩R±k . By (8.1) and (8.2),
(5 · 2m−3)̂ikbk ≤ (5 · 2m−3)̂ikε(5 · 2m−3)−îkω−k2σ−zkk2 ≤ ενk2σ−zkk2 .
It follows from Lemma 7.3 that fN1 ◦ f îk ◦ fN0(R±k ) ⊂ Bu±k ∩ Nk holds for any
k ≥ k∗ if we take ε > 0 sufficiently small. In particular, this implies that hk(Rk) ⊂
Bs∗k+1 ∩ Ĥ, where hk is the diffeomorphism defined as (7.8). See Figure 7.3 for Bs∗k+1
and Figure 7.6 for Ĥ.
For any integer k > 0, consider the composition
(8.6) gk := f
N2 ◦ fzkk2+〈k〉 ◦ fN1 ◦ f îk ◦ fN0 = fN2 ◦ hk.
By (7.20), fN2(x̂k) = xk+1 and hence gk(xk) = xk+1. Moreover f is chosen so
that fN2(Fuloc(Λ)) and f−N0(Fsloc(Γm)) have a quadratic tangency at xk+1.
For sequences {uk(ε)}, {vk(ε)} of positive numbers, uk(ε) ≺ vk(ε) means that
there exists a positive constant a independent of k, ε and satisfying uk(ε) < avk(ε)
for all k and ε > 0.
The main result of this section is as follows:
Lemma 8.2 (Rectangle Lemma). There exist an integer k0 ≥ k∗ and ε > 0 such
that, for any k ≥ k0, gk(Rk) ⊂ IntRk+1.
Proof. For any x ∈ U(L), let Lhorix and Lvertx be the horizontal and vertical lines in
U(L) passing through x respectively. See Figure 5.4. Let
pihorix : U(L)→ Lvertx , pivertx : U(L)→ Lhorix
be the projections along the horizontal and vertical lines on the C1+α-coordinate.
First we show that the gk-image of the center vertical segment Jk = {xk}× [yk−
bk, yk + bk] of Rk is contained in
1
2Rk+1 =
[
xk+1 − 12b
1
2
k+1, xk+1 +
1
2b
1
2
k+1
]× [yk+1 − 12bk+1, y + 12bk+1].
See Figure 8.1. We set J˜k = hk(Jk). By Remark 7.7, J˜k is in a leaf of Fuloc(Λ). Note
that, by (8.2), bk and hence |Jk| depend on ε. Since fzkk2 coincides with the linear
map (x, y) 7→ (λzkk2x, σzkk2y) on fN1 ◦ f îk ◦ fN0(Rk) and N0, N1 are independent
of k,
|J˜k| ≺ (5 · 2m−3)̂ikω〈k〉σzkk2bk.
Since gk(Jk) = f
N2(J˜k), by Lemma 8.1-(2), we have
|pivertxk+1(gk(Jk))| ≺ (5 · 2m−3)̂ikω〈k〉σzkk
2
bk = ε
1
2 b
1
2
k+1.
By Remark 7.7, gk(Jk) and L
hori
xk+1
have a quadratic tangency at xk+1. Since
the curvatures of leaves of fN2(Fuloc(Λ)) and f−N0(Fsloc(Γm)) vary C1 along L
by (F-iii) in Subsection 4.4, there exists a constant A > 0 independent of k with
|pihorixk+1(gk(Jk))| ≤ A|pivertxk+1(gk(Jk))|2. This implies that
|pihorixk+1(gk(Jk))| ≺ εbk+1.
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Figure 8.1. A transition from Rk into Rk+1.
One can choose ε > 0 so that
|pivertxk+1(gk(Jk))| ≤
1
2
b
1
2
k+1 and |pihorixk+1(gk(Jk))| ≤
1
2
bk+1.
It follows that gk(Jk) ⊂ 12Rk+1.
Consider next the horizontal segment Zk,y =
[
xk − b
1
2
k , xk + b
1
2
k
] × {y} in Rk
with yk − bk ≤ y ≤ yk + bk. Note that the intersection Zk,y ∩ Jk consists of the
single point (xk, y). By our constructions of the unstable foliation Fuloc(Γm) in
Subsection 5.1 and the horizontal coordinate on U(L) in Subsection 5.2, the image
fN1 ◦ f îk ◦ fN0(Zk,y) is a strictly horizontal segment in S with
|fN1 ◦ f îk ◦ fN0(Zk,y)| ≺ (5 · 2m−3)̂ikb
1
2
k .
Since fzkk
2
is the linear map (σzkk
2
x, λzkk
2
y) in a small neighborhood of fN1 ◦f îk ◦
fN0(Zk,y) in S, the curve Z˜k,y = hk(Zk,y) satisfies
|Z˜k,y| ≺ (5 · 2m−3)̂ikω〈k〉λzkk2b
1
2
k .
By Lemma 8.1-(1),
|gk(Zk,y)| ≺ (5 · 2m−3)̂ikω〈k〉λzkk2b
1
2
k
≤ ε− 12 (5 · 2m−3) îk2 + 34pk+1ω 〈k〉2 + 34 qk+1(λσ1+η)zkk2bk+1
< ε−
1
2 (5 · 2m−3) îk2 + 34pk+1ω4k2(λσ1+η)zkk2bk+1.
By Lemma 7.1-(2) and (8.3), îk2 +
3
4pk+1  k. Since ω4(λσ1+η)zk < 1 by (8.5),
there exists an integer k0 ≥ k∗ such that, for any k ≥ k0, |gk(Zk,y)| < 12bk+1. Since
gk(Zk,y) ∩ gk(Jk) 6= ∅ and gk(Jk) ⊂ 12Rk+1, gk(Zk,y) is contained in IntRk+1 for
all y ∈ [yk − bk, yk + bk]. It follows that gk(Rk) ⊂ IntRk+1. This completes the
proof. 
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8.3. Proof of Theorem A. Now we will present the proof of Theorem A under
the notation same as in the preceding subsection.
Proposition 8.3. Let f be a Cr diffeomorphism on M contained in a Newhouse
open set N of Diffr(M). Then there exist Cr-diffeomorphisms fn on M which
admit wandering domains and Cr-converge to f .
Proof. Let ft be the diffeomorphism given in (7.19). By Lemmas 7.6 and 8.2, there
exists a perturbation sequence tn = (tn,2, tn,3, . . . ) such that fn := ftn C
r-converge
to f . Then the interior D of the rectangle Rk0 given in Lemma 8.2 is a wandering
domain of fn. If not, there would exist an a ∈ N such that fan(D) ∩D 6= ∅. Take
an integer k with k ≥ k0 and zkk2 > a. By (7.1), there exists an integer q ≥ 1 such
that
fq+zkk
2
n (D) ⊂ Bu(〈k〉; 2(k
2) v k+1 [ŵ k+1]
−1) ⊂ Bu(1; 2),
see Figure 4.1. Moreover we have
fq+zkk
2−a(D) ⊂ Bu(〈k〉+ a; 1(a)2(k2) v k+1 [ŵ k+1]−1) ⊂ Bu(1; 1).
Hence the intersection fq+zkk
2−a
n (f
a
n(D) ∩ D) = fq+zkk
2
n (D) ∩ fq+zkk
2−a
n (D) is
empty. This contradicts that fan(D) ∩ D 6= ∅. Thus D is a wandering domain
of fn. It is immediate from our construction of D that limj→∞ diam f jn(D) = 0.
Moreover, for a fixed x0 ∈ D, one can suppose that the ω-limit set ω(x0) contains Λ
by taking the words v k+1 ∈ {1, 2}k of (7.1) suitably. Since limj→∞ diam f jn(D) = 0,
we also have ω(x) ⊃ Λ for any x ∈ D. This shows that D is a wandering domain
of fn. 
Note that the first perturbation of f in Subsection 5.2 does not depend on
the sequence z = {zk}∞k=1 such that each entry zk is either z0 or z0 + 1 but the
second perturbation in Subsection 7.2 does. The wandering domain D = IntRk0
also depends on z. We express the dependence by fn,z and Dz = IntRk0,z. On
the other hand, since the support of the second perturbation is fully contained in
Gu(0), Bs ∩ Bu is independent of the sequence z for any bridges Bs of KsΛ and Bu
of KuΛ.
Remark 8.4. For any integer j ≥ k0, consider the integer mj defined by
mj = N2 + zjj
2 + 〈j〉+N1 + îj +N0
= N2 + zjj
2 + n̂j+1 + j
2 + j +N1 + îj +N0,
and m̂k =
∑k
j=k0
mj if k ≥ k0. By (8.6), gj = fmj . Our wandering domain Dz
satisfies f m̂kn,z (Dz) ⊂ IntRk,z for any integer k ≥ k0 and f jn,z(Dz) stays in S for
j with ûk ≤ j < m̂k − N2, where ûk = m̂k−1 + N0 + îk + N1. See Figure 7.3.
Fix a sufficiently large positive integer l and suppose that k > max{k0, l}. From
the form of Buk of (7.1) and the fact that f
ûk
n,z(Dz) ⊂ Buk , f jn,z(Dz) is contained in
Bu(l; 1(l))∩Bs(l; 1(l)) for any j with ûk + l ≤ j < ûk + zkk2− l and in Bu(l; 2(l))∩
Bs(l; 2(l)) for any j with ûk + zkk2 + l ≤ j < ûk + zkk2 + k2 − l. Since by Lemma
7.1-(2) N2 + n̂j+1 + j + îj +N0  j, it follows that
lim
k→∞
(zkk
2 − 2l) + (k2 − 2l)
m̂k − m̂k−1 = limk→∞
zkk
2 + k2 − 4l
mk
= 1.
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Thus, for any integer l > 0 and almost all j > 0, we have
(8.7) f jn,z(Dz) ⊂ (Bu(l; 1(l)) ∩ Bs(l; 1(l))) ∪ (Bu(l; 2(l)) ∩ Bs(l; 2(l))).
Here ‘almost all j’ means that, if dl(a) is the number of integers j (0 < j ≤ a)
satisfying (8.7) for a > 0, then lima→∞ dl(a)/a = 1 holds.
Now we are ready to prove our main theorem.
Proof of Theorem A. Let fn,z be the diffeomorphism andDz the wandering domain
of fn,z as above. We will show that the sequence z = {zk}∞k=1 can be chosen so that,
for any x ∈ Dz, the forward orbit {x, fn,z(x), f2n,z(x), . . . } has historic behavior.
Note that the horseshoe Λ has two fixed points p, p̂ with
{p} =
∞⋂
l=1
Bu(l; 1(l)) ∩ Bs(l; 1(l)) and {p̂} =
∞⋂
l=1
Bu(l; 2(l)) ∩ Bs(l; 2(l)).
Consider the space P(M) of probability measures on M with the weak topology.
For any x ∈ Dz = IntRk0,z and any non-negative integer m, the element µx(m) of
P(M) is defined as
µx(m) =
1
m+ 1
m∑
i=0
δfin,z(x).
We are concerned with the subsequence {µx(m̂k)}∞k=k0 of {µx(m)}. Let ν0 and ν1
be the elements of P(M) defined as
ν0 =
1
z0 + 1
(
z0δp + δp̂
)
and ν1 =
1
z0 + 2
(
(z0 + 1)δp + δp̂
)
,
and U0, U1 arbitrarily small neighborhoods of ν0 and ν1 in P(M) with U0 ∩U1 = ∅
respectively.
Let k1 be an integer sufficiently larger than k0. Then one can suppose that the
integer l < k1 in (8.7) is also large enough. If we take the entries of z so that
zk = z0 for k = 1, . . . , k1, then µx(m̂k1) is contained in U0.
For any integerm′ > m, let µx(m′,m) be the measure onM defined as µx(m′,m) =
1
m′+1
∑m′
i=m+1 δfin(x). If k > k1, then
µx(m̂k) =
m̂k1 + 1
m̂k + 1
µx(m̂k1) + µx(m̂k, m̂k1).
Thus the contribution of the first term goes to zero as k → ∞. It follows that, if
k2 is sufficiently larger than k1, then for any sequence z = {zj}∞j=1 with zj = z0
(j = 1, . . . , k1) and zj = z0 + 1 (j = k1 + 1, . . . , k2), µx(m̂k2) is contained in U1.
Repeating a similar argument, we have a monotone increasing sequence {ka}∞a=1
such that {µx(m̂ka , z)}∞a=1 has two subsequences one of which converges to ν0 and
the other to ν1, where z = {zj}∞j=1 is the sequence with{
zj = z0 for j = 1, . . . , k1, k2a + 1, . . . , k2a+1 (a = 1, 2, . . . )
zj = z0 + 1 for j = k2a−1 + 1, . . . , k2a (a = 1, 2, . . . ).
In particular, this implies that the limit of µx(m) does not exist. It follows that,
for any x ∈ Dz, the forward orbit of x under fn,z is historic. This completes the
proof of our main theorem. 
54 SHIN KIRIKI AND TERUHIKO SOMA
Acknowledgements. We would like to thank Sebastian van Strien, Dmitry Tu-
raev, Eduardo Colli and Edson Vargas for helpful conversations, which were very
important in improving this paper. This work was partially supported by JSPS
KAKENHI Grant Numbers 25400112 and 26400093.
References
[1] M. Astorg, X. Buff, R. Dujardin, H. Peters and J. Raissy, A two-dimensional polynomial
mapping with a wandering Fatou component, Ann. Math., 184-1 (2016), 263–313.
[2] A. M. Blokh and M. Yu. Lyubich, Nonexistence of wandering intervals and structure of
topological attractors of one-dimensional dynamical systems II, The smooth case, Ergod.
Th. Dynam. Sys., 9 (1989), 751–758.
[3] P. Bohl, U¨ber die hinsichtlich der unabha¨ngigen variabeln periodische Differentialgleichung
erster Ordnung, Acta Math., 40 (1916), 321–336.
[4] C. Bonatti, J. M. Gambaudo, J. M. Lion and C. Tresser, Wandering domains for infinitely
renormalizable diffeomorphisms of the disk, Proc. Amer. Math. Soc., 122-4, (1994), 1273–
1278.
[5] E. Colli, Infinitely many coexisting strange attractors, Ann. de l’Inst. H. Poincare´ – Analyse
non-line´aire, 15 (1998), 539–579.
[6] E. Colli and E. Vargas, Non-trivial wandering domains and homoclinic bifurcations, Ergod.
Th. Dynam. Sys., 21 (2001), 1657–1681.
[7] W. de Melo and S. van Strien, A structure theorem in one-dimensional dynamics, Ann. of
Math. (2), 129 (1989), 519–546.
[8] W. de Melo and S. van Strien, One-Dimensional Dynamics, Ergebnisse der Mathematik und
ihrer Grenzgebiete (3), vol. 25, Springer-Verlag, Berlin, 1993.
[9] A. Denjoy, Sur les courbes definies par les equations differentielles a la surface du tore, J.
Math. Pures Appl. 11 (1932), 333–375.
[10] Y. N. Dowker, The mean and transitive points of homeomorphisms, Ann. Math. 58-1 (1953),
123–133.
[11] S. V. Gonchenko, L. P. Shilnikov and D. V. Turaev, Dynamical phenomena in systems with
structurally unstable Poincare´ homoclinic orbits, Chaos 6 (1996), no. 1, 15–31.
[12] S. V. Gonchenko, L. P. Shilnikov and D. V. Turaev, On Newhouse domains of two-
dimensional diffeomorphisms which are close to a diffeomorphism with a structurally unsta-
ble heteroclinic cycle, Proc. Steklov Inst. Math. 216 (1997), 70–118.
[13] S. V. Gonchenko, L. P. Shilnikov and D. V. Turaev, Homoclinic tangencies of an arbitrary
order in Newhouse domains, Itogi Nauki i Tekhniki, Seriya Sovremennaya Matematika iEe
Prilozheniya 67 (1999) 69–128, translation in J. Math. Sci. 105 (2001), 1738–1778.
[14] S. V. Gonchenko, L. P. Shilnikov and D. V. Turaev, Homoclinic tangencies of arbitrarily
high orders in conservative and dissipative two-dimensional maps, Nonlinearity 20 (2007)
241–275.
[15] A. Gorodetski and V. Kaloshin, How often surface diffeomorphisms have infinitely many
sinks and hyperbolicity of periodic points near a homoclinic tangency, Adv. Math., 208
(2007) 710–797.
[16] G. R. Hall, A C∞ Denjoy counterexample, Ergod. Th. Dynam. Sys., 1 (1983), 261–272.
[17] J. Harrison, Wandering intervals, Dynamical Systems and Turbulence, Warwick 1980, Lec-
ture Notes in Mathematics 898 (1981),154–163.
[18] J. Harrison, Denjoy fractals, Topology 28 (1989), 59–80.
[19] F. Hofbauer and G. Keller, Quadratic maps without asymptotic measure, Commun. Math.
Phys. 127 (1990) 319–337.
[20] V. Kaloshin, Generic diffeomorphisms with superexponential growth of number of periodic
orbit, Comm. Math. Phys., 211-1 (2000), 253–271.
[21] I. Kan, H. Koc¸ak and J. Yorke, Antimonotonicity: concurrent creation and annihilation of
periodic orbits, Ann. of Math., (2) 136 (1992), 219–252.
[22] R. J. Knill, A C∞ flow on S3 with a Denjoy minimal set, J. Diff. Geom. Geom. 16 (1981),
271–280.
[23] S. Kiriki, M.-C. Li and T. Soma, Coexistence of invariant sets with and without SRB
measures in He´non family, Nonlinearity 23-9 (2010), 2253–2269.
TAKENS’ LAST PROBLEM AND WANDERING DOMAINS 55
[24] S. Kiriki and T. Soma, Persistent antimonotonic bifurcations and strange attractors for
cubic homoclinic tangencies, Nonlinearity 21-5 (2008), 1105–1140.
[25] S. Kiriki and T. Soma, Existence of generic cubic homoclinic tangencies for He´non maps,
Ergod. Th. Dynam. Sys., 33-04 (2013), 1029–1051.
[26] R. Kraft, Intersection of thick Cantor sets. Mem. Amer. Math. Soc. 97 (1992), 1–119.
[27] F. Kwakkel and V. Markovic, Topological entropy and diffeomorphisms of surfaces with
wandering domains, Annal. Acad. Scient. Fennicae Math, 35 (2010), 503–513.
[28] M. Yu. Lyubich, Nonexistence of wandering intervals and structure of topological attractors
of one-dimensional dynamical systems I, The case of negative Schwarzian derivative, Ergod.
Th. Dynam. Sys., 9 (1989), 737–749.
[29] M. Yu. Lyubich and M. Martens, Renormalization in the He´non family, II: the heteroclinic
web, Invent. math., 186 (2011) 115–189.
[30] P. McSwiggen, Diffeomorphisms of the torus with wandering domains, Proc. Amer. Math.
Soc., 117 (1993), 1175–1186.
[31] A. Norton and D. Sullivan, Wandering domains and invariant conformal structures for map-
pings of the 2-torus, Annales AcademiæScientiarum Fennicæ, Series A I. Mathematica, 21,
(1996), 51–68.
[32] S. Newhouse, The abundance of wild hyperbolic sets and non-smooth stable sets for diffeo-
morphisms, Publ. Math. I.H.E´.S. 50 (1979), 101–151.
[33] J. Palis and F. Takens, Hyperbolicity and sensitive chaotic dynamics at homoclinic bifur-
cations. Fractal dimensions and infinitely many attractors, Cambridge Studies in Advanced
Mathematics 35, Cambridge University Press, Cambridge, 1993.
[34] J. Palis and M. Viana, High dimension diffeomorphisms displaying infinitely many periodic
attractors, Ann. of Math. (2), 140 (1994), 207–250.
[35] H. Poincare´, Memoire sur les courbes definies par unee´quation differentielle III, J. Math.
Pures Appl. 1 (1885), 167–244.
[36] C. Robinson, Dynamical Systems, Stability, Symbolic Dynamics, and Chaos, 2nd edn (Stud-
ies in Advanced Mathematics), CRC Press, Boca Raton, FL, 1999.
[37] D. Ruelle, Historical behaviour in smooth dynamical systems, Global Analysis of Dynamical
Systems (ed. H. W. Broer et al), Inst. Phys., Bristol, 2001, pp. 63–66.
[38] S. Sternberg, On the structure of local homeomorphisms of euclidean n-space II, Amer. J.
Math. 80 (1958) 623–631.
[39] S. van Strien, One-dimensional dynamics in the new millennium, Discrete Conti. Dynam.
Sys., 27 (2010), no. 2, 557–588.
[40] S. van Strien and E. Vargas, Real bounds, ergodicity and negative Schwarzian for multimodal
maps, J. Amer. Math. Soc., 17 (2004), 749–782.
[41] F. Takens, Orbits with historic behaviour, or non-existence of averages, Nonlinearity, 21
(2008), no. 3, T33–T36.
[42] F. Takens, Heteroclinic attractors: time averages and moduli of topological stability, Bol.
Soc. Bras. Mat., 25-1 (1994) 107–120.
[43] J. C. Yoccoz, Il n’y a pas de contre-example de Denjoy analytique, C. R. Acad. Sci. Paris
Se´r. I Math., 298 (1984), 141–144.
Department of Mathematics, Tokai University, 4-1-1 Kitakaname, Hiratuka, Kana-
gawa, 259-1292, Japan., E-mail: kiriki@tokai-u.jp
Department of Mathematics and Information Sciences, Tokyo Metropolitan Univer-
sity, Minami-Ohsawa 1-1, Hachioji, Tokyo 192-0397, Japan., E-mail: tsoma@tmu.ac.jp
