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Introduction
Slow-fast systems naturally possess a very rich dynamics, which has been thoroughly investigated since the pioneering work of Van der Pol on relaxation oscillations [22] . Such systems provide deep mathematical problems and they also arise in many application areas, ranging from electronics to chemical kinetics and the study of biological rhythms.
The vast majority of models displaying slow-fast dynamics do not possess an explicit splitting between timescales. Such systems can be written in the general form (1) dz dt = F (z, ε), z ∈ R N , where 0 < ε 1 is a small parameter. In this paper, we wish to study slow-fast systems in the general form given by equation (1) assuming that, for small enough ε and after some "manipulations" (change of time and/or variables), one can rewrite this system in the form of a slow-fast dynamical system with an explicit splitting of timescales, that is, dx dt = f (x, y, ε), x ∈ R n f , (2a) dy dt = εg(x, y, ε), y ∈ R ns , (2b)
where n f + n s = N . Systems like (2) are usually referred to as singularly perturbed, meaning that the small parameter ε multiplies the highest derivative of the differential equation (after rescaling time by a factor ε in (2) . This induces a clear splitting between fast variables x and slow variables y. A good example of system initially written in the form of (1) and which can be put in the form of (2) after some rescalings is the so-called Templator model for self-replicating chemical dynamics [17] ; see Section 5.
For "sufficiently small" ε, a fairly complete mathematical theory describes (locally) invariant manifolds associated with the flow of a singularly perturbed dynamical system of the form (2); it was derived through the work of Tikhonov [20] and Fenichel [7, 8] , amongst others. In particular, the Fenichel theorems guarantee the existence and regularity of slow manifolds away from non-hyperbolic subsets of the unperturbed object, that is, the fast nullsurface f (x, y, 0) = 0 defined for ε = 0 and usually referred to as the critical manifold. Fenichel (slow) manifolds can then be approximated using various techniques, in particular via series expansions in powers of ε.
Systems without an explicit timescale splitting are much more delicate to deal with at a general level; in a number of cases, computational approaches have been proposed in order to approximate slow manifolds, amongst which are the Intrinsic Low-Dimensional Manifold (ILDM) method [15] , the Computational Singular Perturbation (CSP) technique [14] , the iterative method of Fraser and Roussel [9, 19] and the zero-derivative principle [23] . These approaches supply algorithms which are intended to approximate slow manifolds for systems in the form of (1) . On the other hand, there are rigorous mathematical results in the literature which show that if there is a way to go from the formulation (1) to the formulation (2) , then the algorithms do indeed approximate slow manifolds [13, 24, 23] . In particular, in the case of the zero-derivative principle, estimates can be obtained in terms of approximations of the slow manifold to order ε k when looking at the zeros of the k-th derivative of the fast components of the original singularly perturbed system.
Another strategy, which applies to the case of one fast variable, is based on the curvature tensor associated with a given vector field. The idea was presented in the context of planar systems by Okuda at the end of the 1970s [16] , Peng et al. [18] and then Brøns and Bar-Eli in the early 1990s [5] . More recently, it has been generalised to arbitrary dimension by Ginoux and collaborators [11, 12, 10] . It consists in computing the zeros of the N × N determinant
which corresponds to the generalized curvature of the flow. Since the time-derivatives can be explicitly computed from the differential equations this provides a straightforward way of finding approximate slow manifolds analytically. In contrast, the ILDM and CSP methods require the computation of eigenvalues and eigenvectors for the Jacobian of F which in general can be done only numerically. The curvature method works in the context of systems without explicit timescale separation, but it requires the evaluation of a very large determinant and produces many spurious solutions (known as ghosts, see below). Although slow manifolds are mapped to slow manifolds by coordinate changes the set G = 0 is not mapped to the G = 0 set in the new coordinates. This means it cannot be a slow manifold exactly. In this paper we establish that the approximation given by G = 0 approximation is not any more accurate than the approximations derived using the zero derivative principle with generic test functions. From the practical point of view, using G = 0 as a numerical approximation of a slow manifold incurs a very high cost of numerically or symbolically evaluating the flow derivatives of the vector field. The main motivation for the present work was to better understand how the curvature method works, with a more general goal in mind of deriving numerical methods for systems without an explicit timescale separation. Our conclusion is that the generalized curvature does indeed provide an example of a test function that works, but just one of many and not the simplest one. In this paper we extend the results of [23] by applying the zero-derivative method to propose new test functions for slow manifolds (functions whose zero sets approximate the slow manifold) and, in particular, prove that G is such a test function. Our idea is based on the observation that near regular points on the critical manifold the order of the approximation given by the slow components of the vector field can be well understood. This leads to an extended zero-derivative principle which gives a strategy to compute approximations of Fenichel manifolds in slow-fast systems without explicit timescale separation by simply considering the successive derivatives of any multi-linear combinations of all components of the vector fields. In particular, we show that our approach recovers the curvature method as an example of such a combination. The main advantage of this new approach is that it does not require any knowledge of the respective timescales present in the model. Furthermore, it is computationally much more efficient than having to compute a determinant. For a cleaner presentation we first consider the case n f = 1, however we note here that most of our results can be generalized to the case of arbitrarily many fast dimensions. We carry out a generalization of some of the key results in Section 3.2.
Our approach shows, in particular, that estimates of slow manifolds can be obtained (at the cost of losing one order in ε and having to satisfy a non-degeneracy condition ∂ x g i = 0) when considering successive derivatives of a slow component of a singularly-perturbed vector field, away from non-hyperbolic regions. This non-degeneracy condition is not natural as it excludes systems with slowly-varying parameters (the evolution of the slow variables is independent of the fast variables), but in the context of chemical reaction models can be acceptable.
One draw-back of the time-derivative based methods is that apart from the solutions which are close to the slow manifold there are also other solutions which have no dynamical significance. In connection with the ILDM method such manifolds are known as ghosts [2, 3] . We briefly discuss how these are associated with folds of the critical manifold where the assumptions for the Fenichel theory breaks down. Finally, we illustrate our method with a planar example of a slow-fast system without an explicit timescale separation, the so-called Templator model.
We conclude this Introduction by setting the stage for the rest of the paper. We consider the slow-fast system in dimension n + l
We will assume that f and g are of class C ∞ , even if many of the results will hold even if the functions are only finitely many times continuous differentiable. We consider the dynamics near a point (x 0 , y 0 ) where
From this it follows that the critical manifold, defined by f (x, y, 0) = 0, is the graph of a function x = φ 0 (y) for y in a neighborhood of y 0 . Furthermore, it follows from Fenichel theory that for r ≥ 1 there is a Fenichel manifold, a normally hyperbolic invariant C r -manifold W c of dimension n given by an equation x = φ(y, ε), defined for ε small and y in a neighborhood of y 0 such that
We will fix r in the following and it is to be understood that the derivatives we compute are defined up to order r only. The Fenichel manifold W c fulfills the following invariance equations:
or, by eliminating time, (8) f (φ(y, ε), y, ε) = ε∂ y φ(y, ε)g(φ(y, ε), y, ε).
Unless explicitly mentioned, we will consider systems with one fast variable, l = 1,
In this case f, φ 0 and φ are all scalar functions. The hyeprbolicity condition reduces to ∂ x f (x 0 , y 0 , 0) = 0 and the critical and the Fenichel manifold are hypersurfaces in the phase space.
Estimates
In this section we introduce some notation and state and prove three lemmas which are the key to prove the main theorems in the next section.
The kth order time- (9) can be computed from the system (9) as a function of x, y, and ε. We denote the x and y components f (k) and εg (k) respectively and obtain the following recursion relations from the chain rule:
With a change to the slow time τ = εt the system (9) becomes
For ε = 0 we get the slow subsystem
Again, we can find time derivatives d k y/dτ k of the solution y (now as a function of the slow time τ ) recursively,
The following lemmas provide some fundamental estimates. We will write φ for φ(y, ε) and φ 0 for φ 0 (y) in the following. Lemma 1. Let W c be a C r Fenichel manifold for the system (9) given by x = φ(y, ε). Let k ≤ r be a positive integer. Then
Proof. From the recursion relation (10a) and the invariance equation (8) we have
such that f (φ, y, ε) = εν 1 (y, ε) from (8) and recursively, for k ≤ r, the C r−k function
Then we have
which we now prove by induction. For k = 1 the statement holds by construction. Assume now that (19) holds for some k < r. Then
and the induction step is completed. The first estimate of the Lemma follows from (19) . We proceed in a similar way for the second estimate. First we note that
Define the C r function ρ 1 :
and for k ≤ r + 1 the
Then as above we find by induction
Again, this is proved by induction: For k = 1 the result is obvious. In the induction step, assume (25) holds for k < r + 1. Then, using (13),
Combining (24) and (25) the second estimate of the Lemma follows.
Lemma 2. At the critical manifold the following equalities hold:
Proof. Induction. We only prove the first identity. The proof of the second identity proceeds in the same way. The result obviously holds for k = 1. Assume it holds for some k. Then using (10a) with ε = 0 and f (φ 0 , y, 0) = 0 yields
and the result follows.
The proofs of Theorems 9 and 13 in the next sections rely on estimates of the functions f (k) and g (k) ε m -close to the Fenichel manifold for various k and m. We now establish these estimates. For ξ ∈ R we have from Taylor's theorem
From Lemma 1 the first term on the right is O(ε k ). From (5) and (27) it follows that ∂ x f (k) (φ, y, ε) = 0 for y sufficiently close to y 0 such that the second term is O(ε m ). From similar arguments we find
This yields the following Lemma 3.
3. Approximately invariant hypersurfaces 3.1. Zero-derivative principles.
Theorem 4. [23]
Let k > 0 be a positive integer. For ε sufficiently small the equation f (k) (x, y, ε) = 0 restricted to a neighborhood of (x 0 , y 0 , 0) defines a smooth function x = φ k = φ k (y, ε). The function φ k approximates the Fenichel manifold to order k,
Proof. We have f (k) (x 0 , y 0 , 0) = 0 according to Lemma 1 and
according to Lemma 2. It follows from the Implicit Function Theorem that there exists a function x = φ k (y, ε) , defined for y close to y 0 and ε close to 0 such that φ k (y 0 , 0) = x 0 and f (k) (φ k (y, ε), y, ε) = 0. Furthermore, from the Mean Value Theorem,
for some ξ between φ k and φ. The left hand side of (35) is O(ε k ) according to Lemma 1, and ∂ x f (k) (ξ, y, ε) is bounded away from 0 according to Lemma 2. From this (34) follows.
Theorem 5. Assume ∂ x g i (x 0 , y 0 , 0) = 0. For k ≥ 2 and ε sufficiently small the equation g (k)
i (x, y, ε) = 0 restricted to a neighborhood of (x 0 , y 0 ) defines a smooth function x = ψ k = ψ k (y, ε). The function ψ k approximates the Fenichel manifold to order k − 1,
Proof. The proof proceeds as for Theorem 4, now using the identities (15) and (28). For completeness we retrace some of the steps. First note that, by Lemma 1, g
i (φ(y), y)) = O(ε k−1 ). We now use the Mean Value Theorem argument as in the proof of Theorem 4 to conclude that estimate (36) holds.
Various combinations of higher order time derivatives can be used to obtain approximations to the Fenichel manifold. Here we consider one simple and useful example, the linear combination
Note that L k can be easily evaluated for (1), this is due to our choice of including ε in the components of the vector field corresponding to the slow directions. Hence this formula can easily be interpreted for a system without explicit timescale separation.
Theorem 6. Assume α = 0 and let β i be arbitrary smooth functions of x and y. For ε sufficiently small the equation L k (x, y, ε) = 0 restricted to a neighborhood of (x 0 , y 0 ) defines a smooth function x = λ k (y, ε). The function λ k approximates the Fenichel manifold to order k,
Proof. The proof proceeds as the previous ones. The existence of the function λ k is guaranteed from the Implicit Function Theorem as
3.2. Arbitrarily many fast dimensions. The results of Section 3.1 can easily be generalized to arbitrarily many fast dimensions. Here we will show the generalization of Theorem 4 to the system (4). We leave the task of generalizing Theorems 5 and 6 to the reader. Lemma 1 and Lemma 2 and their proofs carry over to the present setting. The functions ν k introduced in the proof of Lemma 1 now map R n × R → R l , and ∂ x f (φ 0 , y 0 , 0) k in (27) is the k-th power of the l × l matrix ∂ x f (φ 0 , y 0 , 0).
We will need the following higher-dimensional analogue of the Mean Value Theorem.
Lemma 7.
There exists a constant K > 0 such that
Proof. We carry out the elementary proof for completeness. We will use the continuity of ∂ x f (k) and the fact that φ − φ 0 as well as φ k − φ 0 are O(ε). We write
The result now follows from the assumption that det(∂ x f (k) (φ 0 , y 0 , 0)) = 0.
We can now show the general zero derivative principle [23] .
Theorem 8. Consider the l + m-dimensional system (4) and let k > 0 be a positive integer. For ε sufficiently small the equation f (k) (x, y, ε) = 0 restricted to a neighborhood of (x 0 , y 0 , 0) defines a smooth vector function x = φ k = φ k (y, ε). The function φ k approximates the Fenichel manifold to order k,
Proof. The existence of φ k follows from the Implicit Function Theorem as f (k) (x 0 , y 0 , 0) = 0 from Lemma 1 and the regularity of ∂ x f (k) (x 0 , y 0 , 0) from Lemma 2. According to Lemma 1
and the estimate (41) now follows from Lemma 7.
3.3. The curvature determinant. In this section we return to the setting of one slow variable (l = 1) and consider the function G defined by the (n + 1) × (n + 1) determinant
Note that, similarly as in the case of L k , ε is included in the slow components of the vector field, which facilitates the use of this formula in the context of systems without explicit timescale separation. Recall the functions h, h (1) , h (2) , . . . defined by (12) and (13) . We define the n × n determinant
Theorem 9. Assume H(y 0 ) = 0. For ε sufficiently small the equation G(x, y, ε) = 0 restricted to a neighborhood of (x 0 , y 0 ) defines a smooth function x = γ(y, ε). The function γ approximates the Fenichel manifold to order n + 1,
Versions of Theorem 9 appear in the publications of Ginoux and collaborators [11, 12, 10] , however the hypothesis H(y 0 ) = 0 is not stated there. In Section 6 we show that the result fails if this hypothesis does not hold.
Proof. We first note as a direct consequence of Lemma 1 that
We expand G as follows
where G j is the (1, j)-cofactor for G. Using the estimates of Lemma 3 we find
For j = n + 1 the leading-order term is given by H(y) such that we have the more precise estimate
This yields for the terms in the sum (47)
The theorem now follows from the Implicit Function Theorem applied to the function G/ε n(n+1) n .
Remark 10. Note that hypothesis H(y 0 ) = 0 is essential and its failure can lead to the appearance of spurious solutions known as ghosts, see Section 6.
The ILDM method and the zero-derivative principle
A popular method for finding approximations of slow manifolds has been the ILDM (Intrinsic LowDimensional Manifold) method [15, 13] . In this section we discuss how to connect this method to the zeroderivative principle. We first review the construction of intrinsic low-dimensional manifolds (approximate slow manifolds). We consider the N -dimensional system
For simplicity, we make the generic assumption that the eigenvalues λ p (z), p = 1, . . . , N of the Jacobian matrix J(z) = DF (z) are all different, such that there is a basis of eigenvectors v p = v p (z) for the tangent space to R N at z. For complex eigenvalues we use the real and imaginary parts of an eigenvector as base vectors. Order the eigenvalues such that
Equality occurs only for conjugate pairs of complex eigenvalues. It is assumed that there is a spectral gap at, say, λ n f such that Reλ n f Reλ n f +1 , clearly dividing the eigenvalues into fast ones and slow ones. The ILDM is then defined as the manifold of dimension n s = N − n f where the fast components of F in the eigenvector base vanish. In formulas, let V be the matrix where the eigenvectors are columns. Then F can be expanded in the eigenvector basis as
and the ILDM is then defined from
For a singular perturbation problem of the form (2), a spectral gap is present with n f fast eigenvalues. For such systems Kaper and Kaper [13] show that the ILDM of dimension n s agrees with the Fenichel manifold to order O(ε 2 ). Define the N × (n s + 1) matrix
Theorem 11. On the ILDM defined by (56) the rank of A is not maximal (i.e. ≤ n s .)
Proof. The columns of A are
such that A ns = V B, where
The rank of B ns , which is equal to the rank of A ns , is not maximal if and only if all minors of order n s +1 are zero. An (n s + 1) × (n s + 1) submatrix of B can be factorized into a diagonal matrix with entries α i , i ∈ I, where I is an index set with n s +1 elements, and a Vandermonde matrix with entries λ j i , i ∈ I, j = 0, . . . n s . Since the eigenvalues are assumed to be distinct, the determinant of the Vandermonde matrix is nonzero. Hence, the rank of A is not maximal if and only if (60) i∈I α i = 0 for all index sets I with n s + 1 elements.
It is easy to see that (56) implies (60).
For the case of one fast variable, n s = N − 1, the matrix A is square of order N and its rank is not maximal if and only if the determinant is zero. Defining the function
we get from Theorem 11
Theorem 12. On an N − 1 dimensional ILDM the function M P vanishes.
The function M P is explicitly computable by differentiation, while no analytical expression for the eigenvalues α i defining the ILDM can be found in general. Hence, solving M P = 0 to find an approximate slow manifold is a simple and attractive approach. However, the full solution set for M P = 0 is larger than the ILDM, as also surfaces where slow components of F vanish are included. These are known as ghosts and can be interpreted in the ILDM sense as occurring from identifying the fast eigen-directions incorrectly [2, 3] . See also Section 6. Furthermore, we will now show that although a rigorous foundation for the ILDM method is already provided in [13] , the zero-derivative can also be used to establish the soundness and accuracy of the method. For simplicity we assume that the system has only one fast variable and establish an analogue of Theorem 9. A generalization to arbitrarily many fast variables is conceptually straightforward, but requires more involved notation. To prove such a result we need a non-degeneracy condition similar to H(y 0 ) = 0, see (44) for the definition of H. We have Theorem 13. Let F be given as in (9) and assume the non-degeneracy condition (64). For ε sufficiently small the equation M P (x, y, ε) = 0 for the slow-fast system (9) restricted to a neighborhood of (x 0 , y 0 ) defines a smooth function x = µ = µ(y, ε). The function µ approximates the Fenichel manifold to order 2,
Proof. We will take advantage of the fact that M P can be written as a function of F and
Apart from the first column, each entry of M P is a linear combination of f (2) and εg (2) i , i = 1, . . . , n. Hence M P is a homogeneous polynomial of degree n in the variables f (2) and εg
where q = (q 1 , . . . , q n ) is a multi-index. As in Theorem 9, we consider the equation M P (φ + εξ, y, ε) = 0 and find that it can be solved for ξ when ε is sufficiently small using the Implicit Function Theorem assuming
We leave the details to the reader.
Clearly, the approach behind the proofs of Theorems 9 and 13 can be used for a large class of functions of the time-derivatives f (k) and εg (k) . It is worth noting that these functions do not need to have any simple interpretation in terms of curvature and other differential geometric properties of the solution curves.
Application to the Templator model
Here we apply the theory to the Templator model for the kinetics of a self-replicating chemical system. The system consists of two species X and T , where T acts as a template for its own production. See [17, 21, 1] for further details of the model and its biological significance. The equations are dX
As in previous studies we consider k u = 0.01, k T = 1, K = 0.02, q = 1. Typically r is considered a bifurcation parameter which we here fix to 0.9.
The system exhibits a slow-fast behavior, but there is no obvious small parameter. However, in an analysis of canard explosions in the system Brøns [4] found two different transformations which identified the slow-fast structure in different regions of the phase plane under the main assumption that K is small.
Letting K = ε and assuming further that r and q are close such that r = q + cε the system can be rewritten
In the limit ε = 0 the curve
consists of equilibria and hence is a critical manifold. The system can be brought on standard form (9) by the transformation x = T − X, y = T + X such that x is a fast variable and y is slow,
If T is small, the last term in (66b) is not uniformly bounded as ε → 0 and another scaling must be used. Assuming that k u is also small we now let K = ε 2/3 and further defining T = ε 2/3 u,
which again is in the form (9) , and where the critical manifold du/dτ = 0 in original variables is given by
For the present choice of parameters the system has an attracting limit cycle. See Figure 1 . We see that for high values of T the limit cycle closely follows the critical manifold for (68) as expected. The Fenichel theorem breaks down when the critical manifold has a fold in the x, y coordinate system, corresponding to a point where its slope is equal to −1 in the original X, T variables. Close to this point F 1 the trajectory leaves the critical manifold and goes to an attracting branch of the critical manifold for the system (69). Here it stays until the fold point F 2 of this manifold is reached. Since the slow variable for (69) is proportional to X and the fast variable is proportional to T this occurs where the Fenichel manifold has a vertical tangent in the X, T -space. After leaving the critical manifold the trajectory rapidly returns to the other critical manifold at high T . Figure 2 show various solution sets which are obtained using the zero-derivative principle for both variables X and T as well as the zero set for G. Interestingly, we see that the manifolds have branches close to the hyperbolic parts of the critical manifolds for both scalings (66) and (69) and hence the zero-derivative principle effectively captures the dynamics independently of the identification of a small parameter. However, the global solution sets are very complicated and have branches which do not approximate any slow manifold. These branches are the ghosts. Close to the fold points of the critical manifolds the branches which approximate a Fenichel manifold merge with a ghost in a fold. Furthermore, we see that the solution to G = 0 has a double point at the equilibrium where a ghost intersects the approximation to the Fenichel manifold transversally.
A more quantitative demonstration of the accuracy of the methods is shown in Figure 3 : A Fenichel manifold close to the critical manifold (67) is obtained by numerical integration from an initial point with a high value of T and a low value of X. The solution is continued until T = 1.5 is reached, where X = X s . For the various manifolds we compute the value X = X m at T = 1.5 and show the relative error |X m − X s |/X m as a function of the order of the approximation. Note that we choose to use the relative error as it gives information about how many digits are correct, which is not the case with the absolute error. In addition to the simple quantities X (k) and T (k) we also show the linear combinations X (k) − T (k) and X (k) + T (k) . In general the approximation improves as a function of the order, and the methods give practically the same results for k = 5. An exception is X (k) + T (k) which lags behind the other methods. This is to be expected, since the variable X + T is a slow variable in (68). The observed linear relation between k and the logarithmic error is to be expected from the theory. Also the result for G compares well with the other methods at k = 2 as expected. 
Ghosts
In the previous section we demonstrated numerically that the global structure of the zero set for various combinations of time derivatives can be complicated and contain ghost branches which do not approximate slow manifolds. Here we give a more general analysis of the structure of these sets for the case n = 1. 
The single blue marker shows G = 0. The lines are linear fits based on the points with k ≥ 2.
Consider first the equation f (k) (x, y, ε) = 0. From Eqn. (10a) we have for ε = 0
such that the solution to f (k) = 0 is the union of the solutions to f = 0 and ∂ x f = 0. For ε not zero the first solution perturbs into an approximation to a Fenichel manifold while the latter perturbs into a ghost. For ε = 0 the two solution sets have a common point at a fold of the critical manifold where f = ∂ x f = 0. Generically the two solution branches going through this double point unfolds into two separate branches for ε not zero, each consisting of an approximate Fenichel manifold which meets a ghost in a fold point. This local structure is clearly visible in Figure 2 (f). Close to the fold point F 2 , T is a fast variable such that the curves shown are f (2) = 0 and f (3) = 0. For the equation g (k) (x, y, ε) = 0 we have at ε = 0 (72) g (k) (x, y, 0) = ∂ x g (k−1) (x, y, 0)f (x, y, 0) = ∂ x g(x, y, 0)∂ x f (x, y, 0) k−2 f (x, y, 0). Now the zero set is composed of three components, the solutions to f = 0, ∂ x f = 0, and ∂ x g = 0. Again the first perturbs into an approximation of a Fenichel manifold for ε not zero, while the latter produce ghosts. Thus, a more complex ghost structure results when using g (k) rather than f (k) . For G = 0 we let
Note that condition H(y) = 0 for N = 1 reduces to g(φ(y), y), 0) = 0. Hence, if g(φ(y), y), 0) = 0, which corresponds to an equilibrium point the assumptions of Theorem 9 are violated. This case was considered by [6] , who proved that the solutions set of G = 0 has a transcritical point near this singularity. Such a transcritical point is shown for the templator model in Figure 2 (g). We expect that in higher codimensions the failure of the condition H = 0 leads to similar, but much more complicated degeneracies, in particular approximations of the slow manifolds of lower order in ε may exist in the vicinity of such points. A similar condition holds in the context of ILDM with respect to the suitable non-degeneracy condition, see Theorem 13.
Discussion
In this paper we extend the zero-derivative principle for slow-fast dynamical systems. Our main contribution is to provide a much larger class of test functions to approximate slow manifolds and to give precise estimates on the resulting approximation. In particular, we show that considering the slow components of the vector fields works almost equally well as with the fast components (which is the classical zero-derivative principle), at the expense of one order of approximation in the small parameter.
In light of our approximation results, we are able to revisit curvature-based methods and show that they correspond to a special choice of the test function to approximate slow manifolds. In particular, we show that the choice of determinants is far from optimal, in terms of computational efficiency and number of ghosts.
A further study of ghost manifolds in such problems is ongoing work. Indeed, ghosts appear when several solution branches to the problem meet up, in link with the failure of some of the non-degeneracy conditions (which are problem-dependent). Our goal in this direction is to do a more systematic analysis of ghosts, their creation and number, using singularity theory.
Finally, we plan to apply our results to more complicated examples where there is no explicit (or uniform) timescale separation, in particular in the context of conductance-based neuronal models.
