vectors are only added during evaluation and do not permanently affect the design vectors x j in the current GA population. The time to produce each structure is proportional to N . For the L81 method each structuretook about 5.5 days to produce (compare,1.7 h for the NP method, where N D 1) on an SGI hardware platform running at 90 MHz. After each optimization f 95:300 for the best resultingdesign from each GA, denoted by x opt , was evaluated to measure accurately the expectedperturbedperformance.The results are shown in Fig. 2 , where the changes in the average values of f .x opt /, f 95 .x opt /, and the robustness r for each method are compared with the average performance of the 10 structures previously optimized using a nominal performance-only measure. r is a measure of the variability of the performance de ned as
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Depending on the speci c aim of the optimization, either the worst level of f 95 or r might be of primary concern.
The robust-optimal structures are not shown for brevity, but it is noted that all of the structureshave irregularand differentgeometries of the nature shown in Fig. 1 , and there is no apparent characteristic to identify the optimal from the robust-optimal structures. 
V. Results and Discussion
Optimizing for both robust and optimal structures has not compromised the average nominal performance but further improved it by up to 2 dB, except for the L81 method where there was a small degradation. On average, all methods improved f 95 and the robustnessby up to 3 and 4 dB, respectively.Although the GA using O f 95:OAT to estimate f 95 had the best optimization performance, it has been shown that O f 95:L64 is the better estimator of f 95 (Ref. 6) . It is tentatively suggested that simply the use of geometric perturbations for GA optimization is more important for robust design than the precise details of the perturbations,especially as factor interactions were not considered.
In Fig. 3 the averaged results are normalized for the additional computational overhead for each method. It is seen that the success of the OAT method is achieved at the cost of a large increase in computational effort, whereas the NP2 method appears to provide improvements for little additional overhead. As the NP and NP2 methods require either no or double the computational effort, the consideration of robustness need not be expensive. It is, again tentatively, suggested that the NP and NP2 method are promising for ef cient robust-optimal design using GAs of high-dimensional problems. There was no notable differencein the convergencespeed between these two GAs.
Finally, it is noted that the damping ratio in the structure model (about 0.05 at 200 Hz) is higher than typicallyfound in practice.Ongoing work on a practical three-dimensionalstructure suggests that this value could be 50 times too high. 7 With less damping more sensitivity to geometric perturbations is expected, and a higher reward would be gained from considering robustness in the optimization.
VI. Conclusions
The work brie y presented here has demonstrated various schemes that can be incorporated into a genetic algorithm (GA) to help ensure that robust designs result from such search processes. They are all based on incorporating minor perturbations to the congurations evolved by the GA to assess their robustness. Of the methods considered, a series of one-at-a-time variations to the parameters being optimized yields the most robust designs but at high computational cost. A modi ed noisy phenotype method is shown to be almost as effective at ensuring robustness while being much more computationally ef cient.
Illustration of the Inclusion of Sound -Flow Interactions in Lighthill's Equation

Introduction
L IGHTHILL'S equation 1 is an exact reformulation of the ow equations
where ½ 0 D ½ ¡ ½ 0 is the density uctuation, ½ 0 and c 0 the ambient density and sound speed, and T i j D ½u i u j C . p ¡ c 2 0 ½/± i j ¡ ¿ i j the Lighthill stress tensor, with u i the velocity components, p the pressure, and ¿ i j the viscous stresses. The classical interpretationof Eq. (1) consists of regarding the aerodynamic noise as solution of a wave equation in a ctitious medium at rest. The sound generation is assigned to the right-hand side, through the tensor T i j , which is reduced to T i j D ½u i u j in unheated ows at high Reynolds numbers. Thus, as long as T i j is known, evaluated from the unsteadyReynolds averagedNavier-Stokes equations, 2 from large eddy simulation, 3 in the Lighthilltensor:the terms quadraticin velocity uctuationsresponsiblefor the noise generation by turbulence and the terms linear in acoustic uctuations including ow-acoustic interactions. Then, for computing noise when ow effects on propagation are signicant, the simulation providing T i j must be compressible,and Eq. (1) must be integratedon the region encompassingall noise sources and sound-ow interactions. At this point, it should be noted that wave operators including some mean ow effects on propagation have been proposed, such as the third-order Lilley's wave operator 6 for a unidirectional sheared mean ow or the linearized Euler equations (LEE) for general mean ows. 7 The motivation of the present study is to illustrate the inclusionof sound-ow interactionsin Lighthill's equationand to show that they can be taken into account providedthat they are properlyenclosedin the T i j . It is a continuationof earlier works dealing with the accuracy of three-dimensionalintegral solutions of Lighthill's equation 3 and with the hybrid method based on LEE developed by the authors. 7 The ow involvedin these two works is still consideredin the present study because its sound eld calculated directly from the NavierStokes equations is used as a reference solution. It is a mixing layer between two streams of velocity U 1 D 0:12c 0 and U 2 D 0:48c 0 in the lower and the upper parts, respectively. The ow, computed by large-scalesimulation, 3 is forced at discrete frequenciesso that only the sound produced by the rst vortex pairings is observed with a wavelength¸p D 51:5± ! .0/ correspondingto the pairing period T p , ± ! .0/ being the initial vorticity thickness of the shear layer. Flow effects on sound propagationare important, and the Lighthill source region will enclose the shear ow for refraction 8 and the acoustic domain for the convection by the two streams. Results obtained by solving Eq. (1) with the two-dimensional Green function will be compared to the reference solution and to a solution given by the LEE without mean ow for the propagation. The solution given by the LEE with the mean ow will not be used in this study because it is similar to the reference solution. 
The two-dimensional Green function associated to this equation
0 is the Hankel function of the second kind and order zero. By convolving Eq. (2) with the Green function and applying the differential operator on
The acoustic eld is calculated at the last recording time step. Snapshots of the uctuating pressure p 0 D c 2 0 ½ 0 are provided in a related AIAA Paper. 10 However, in this short Note, dilatation 2 D r ¢ u is used to represent the sound eld for the sake of the comparison with the reference solution. Dilatation is connected to the acoustic eld by the relation 2 D ¡.1=½ 0 /@½ 0 =@t in a medium at rest and by 2 D ¡. 
Results
The dilatation elds computed using T sound generation problem, and therefore no sound-ow interaction is calculated. The dilatation eld of Fig. 1c , obtained from Lighthill's equation with T t i j , is now compared to the dilatation eld of Fig. 1d computed directly by the ow simulation. Wave fronts are modi ed in the same way by the ow. Directivities are also affected similarly with preferred radiations for large angles from the downstream direction.The accordanceis supportedby Fig. 2b plotting the instantaneousdilatation pro les at x D 130± ! .0/. These pro les are located 60± ! .0/ downstream the sound sources, in a region where wave fronts are signi cantly deformed by the ow. They superimpose fairly well with an agreement in phase and in amplitude. This demonstrates that ow effects on sound propagation are properly taken into account through the full Lighthill tensor, providing in this case both noise generation and sound-ow interactions.
Conclusions
The present application illustrates clearly that it is possible using Lighthill's equation to compute the noise radiated by a turbulent ow accounting for ow effects on sound propagation, provided that these sound-ow interactions are accurately included in the Lighthill tensor. This implies that the Lighthill tensor should be compressible and that it should be known on a region including all sound sources and all sound-ow interactions. Practically, it is dif cult with the conventional ow simulation codes. Therefore, it is generally convenientto solve Lighthill's equation when ow effects on sound propagationare small but to use hybrid methods with wave operators including mean ow effects, such as Lilley's equation or the LEE, when these effects are signi cant.
