Abstract-Service discovery is an important part of realization towards ubiquitous computing with self-configurable mobile ad hoc networks. However, it is faced by the challenge of network dynamics due to node mobility. In this paper, we propose a signal strength based service discovery framework in mobile ad hoc networks. Service discovery is carried out selectively along reliable links by monitoring the qualities of wireless connections to neighbor nodes. We show by simulation that, compared to non-selective distributed service discovery, our approach achieves higher service success ratio, less message overhead and shorter service discovery latency.
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I. INTRODUCTION Service discovery in Mobile Ad hoc NETworks (MANET) is an important part of realization towards service access anytime, anywhere. However, it poses greater challenges than in traditional distributed systems, since service failure more often results from disconnection due to host migration [1] . Therefore, transient wireless medium and device roaming require a dedicated service discovery approach in MANET.
The basic criteria for evaluating a service discovery scheme is the effectiveness with which: (1) service clients are able to find a service provider and (2) the service provider will successfully deliver the requested service. Since connections can be broken with nodes moving, the most important factor affecting service delivery success is the qualities of wireless connections along the service path between service provider and requester. Connectivity can be determined according to the relative distance (e.g., Euclidean distance) of the geographical positions of the nodes. For instance, physical proximity of service providers to service seekers has been proposed as a metric for service selection [2] . However, position acquiring is luxury and comes at a price. From current state of the art, one way to obtain (geographical) position is by using GPS. But GPS is an extra hardware and suffers from poor signals in indoor environments. Another way is by measuring relative locations from fixed, position-known base stations [3] . But We propose in this paper a simple, yet efficient, service discovery framework, based on signal quality. To our knowledge, our approach is the first effort to select mobile services in MANET based on link quality. The rest of this paper is organized as follows. Section II examines the wireless communication background and surveys related work. Section III proposes and elaborates our service discovery framework based on signal quality. And then Section IV presents simulation-based evaluation results. Finally, the paper finishes with concluding remarks and future work.
II. BACKGROUND AND RELATED WORK
A. Background
The radio wave (signal) propagation is generally modeled by the combination of large scale and small scale propagation models [5] . Node movement over short distances (e.g., a few wavelengths) may cause the received signal strength, which is the sum of contributions of multiple components, to fluctuate rapidly, giving rise to small scale fading. As the node moves over longer distance, the local signal strength average (i.e., average of signals measured over a distance from 5A to 40A -about from 0.6m to 5m for 802.1 lb) gradually decreases. We call the distance locality distance and large-scale propagation model estimates the average signal over the locality distance.
Large scale is of interest here because the aim of our work is to capture the movement tendency of the nodes, and thus to discover services that are less likely to fail because of movement-induced network disconnection. However, small scale fading makes it difficult to recognize the node's moving tendency and cannot be simply ignored. Small scale fading can be modeled by Ricean fading (with line of sight) or Rayleigh fading (with no line of sight) [5] .
During signal transmission, the transmitter sends the signal with certain transmission power. Subject to large-scale and small-scale fading, the signal arrives at the receiver with certain power, along with the interference from background noise and other parties who share the same band. Each receiver has a receiver sensitivity, which is the power of the weakest signal that can be reliably heard and demodulated by the receiver, and a threshold Signal to Noise Ratio (SNR), defined as the minimum received power difference between signal and noise for the receiver to be able to receive successfully. Therefore, signal transmission succeeds only if the received signals satisfy both the receiver sensitivity and the SNR threshold. Both SS and SNR of a received packet can be obtained from the wireless card driver.
In order to observe the variation (i.e., both large-scale and short-scale fading) of SS and SNR, we conduct experiments to measure the two metrics, between two laptops equipped with Lucent WaveLAN IEEE Silver cards, both of which implement 802.1 lb standard and have omni-directional antennas. The two laptops are running on Linux (RedHat) with 2.4.26 kernel and connecting with each other via a wireless link. The experiments are all carried out indoors in the day. The measurement of signal and noise level was performed every 1 second for a period of 50 seconds, by consecutively sending "HELLO" message and measuring the signal and noise power from the returned replies. The experiment is carried out by having one of the laptop move away from the other at human walking speed (Fig. 1 [7] . Although they do not rely solely on centralized service registry (e.g., SLP and UPnP), and service registry adopts time to live (e.g., Jini) to counter node dynamics in MANET, they lack service selection based on context information such as link quality.
More recent services (or resource) discovery in mobile ad hoc networks have been proposed in [8] - [ 11] . Helal et al. propose a service discovery and delivery protocol for ad hoc networks based on a distributed discovery manager [8] , which, however, does not distinguish reliable from unreliable links in service discovery. Other solutions such as allia [9] or GSD [10] are based on peer-to-peer caching of service advertisements with service queries simply forwarded to peers, or resource-rich peers if indicated so in service advertisements. This might not be helpful because resource-rich terminals are not surely reliably connected to the service seeker and steering service queries preferably to rich terminals does not increase chances of successful service discovery and delivery. Liu et al. propose a distributed resource discovery in MANET using dynamically generated directory agents [11] , which provide lookup service, and collect and predict QoS information.
However, the resource/service provider selection focuses on metrics such as path delay, instead of path reliability.
Since communication in MANET is carried out via wireless medium, we resort to signal strength (SS) and signal to noise ratio (SNR) for server/service selection. SS and SNR are widely used in WLAN access points deployment, as well as positioning system to track mobile users or sensors [3] . These proposals utilize the mobile radio propagation model to determine user location. Our approach does not use signal strength to derive distance between two nodes. Instead, we exploit the variation tendency of signal strength to detect the relative movement between nodes, which is utilized to identify leaving and thus unreliable service providers.
Signal strength has also been proposed as a metric for selecting reliable routes in routing protocols for mobile ad hoc networks [1] , [121, [13] . The metrics used by [13] is the average signal strength and route stability, while in [12] , the authors suggest a SNR-based neighbor selection for handling unreliable links. These approaches utilize SS to indicate strong or weak channels, without deriving any movement tendency.
With no link reliability information readily available from the underlying layer, we resort to an inter-layer design by exploiting the link quality of physical layer at application layer, as detailed in the next section.
III. SIGNAL STRENGTH BASED SERVICE DISCOVERY (S3D)
As stated, because of signal strength fluctuation due to small scale fading, the SS collected at one time can be in a large range, without clear indication of the link quality. But if a neighbor is moving further, the average of SS over locality distance (e.g., 40A) is decreasing [5] . Here, neighbors refer to the nodes reachable in one hop. Therefore, by keeping the history of recent consecutive beacons from neighbors, the neighbor's tendency to leave can be detected by observing whether the average SS over consecutive locality distances is decreasing. Neighbor's departure or failure can be indicated by absence of beacons from this neighbor for some threshold length (e.g, three times the beacon interval in OLSR [14] To monitor link qualities, discover and deliver services, the following five types of packets are defined and used in our framework:
. servleacon is for exchanging signal and service information among neighbors. . serv-disc is a discovery request for service. * serv.resp is a response message for service discovery. . servAdata carries the data from the service client to service provider during the service. . serv-ack contains the returned service results.
A. Beacon Packets
For every beacon interval, a node broadcasts to its (onehop) neighbors a UDP packet servibeacon, in which it announces its provided services and informs the neighbors about the average link qualities over the most recent locality distance at its end. On receiving a servWeacon, a node extracts SS and SNR of its end, and updates in NT the signal quality of the link (i.e., both ends) to the beacon sender. In this way, both nodes can obtain the link quality from both ends. B. Service Discovery When a node looks up for a service, it first looks into its Neighbor Table ( On receiving a serv-disc packet, a node (1) extracts signal information of both ends, similar to servbeacon handling; (2) checks whether it has already handled the query from the sequence number. If it has, it discards the packet and does nothing; (3) checks locally whether it (or one of its SCNs) provides the service. If that is the case, it appends its address (or its address and that SCN's address) and sends back a serv-resp. (4) If neither it or any SCN provides that service, appends its address to the end of the service path and multicasts the servcdisc to its SCNs that are not already in the service path, with signal information of links to all the destination neighbors' piggybacked. Then it adds the query sequence number into its handled service query cache.
C. Service Path Selection and Service Delivery
After sending a serv-disc, a client may receive multiple replies with different service paths. Therefore, a client-side service path selection scheme needs to be in place to select the best candidate. Service path selection is followed by service delivery, which is carried out along the selected service path. From the client's perspective, service response time (T) is the sum of service discovery time, service selection time and service delivery time.
Service path selection can be based on metrics of: hop count, geographical proximity, round trip latency [15] , among others. We select the path with the least service discovery time, by always choosing the first service discovery reply because: (1) It is simple and requires no service path selection time; (2) Geographical proximity requires extra hardware like GPS and is inefficient; (3) Smallest hop count approach incurs waiting time for all responses to arrive and does not necessary lead to shorter latency [16] ; and (4) The measured service discovery time, which is the round trip time between the service seeker and a SCN of the service host1, serves a decent estimation because it is a "probing" value -the path has experienced the shortest delay and is probably shorter and less congested than later arriving service responses. It is surely possible that the traffic along the selected service path becomes heavier after the service discovery or the traffic along another path turns lighter which makes it a better choice, but we argue that it is unavoidable price paid for prediction.
'There might be very small difference since service discovery also involves service and neighbor lookup. but it is negligible because those information is stored locally.
After receiving the first serv.resp, the service seeker initializes the service using the embedded service path.
IV. PERFORMANCE EVALUATION
In this section, we present the simulation results of our proposed approach. Our main objective is to investigate whether our solution for service discovery and selection improves service reliability, and whether the solution exhibits satisfactory performance in terms of message overhead and service discovery latency.
A. Performance Metrics
From the user's perspective, the first concem is whether the service request is served successfully. A failure can result from two reasons: (i) Failure to find a service which satisfies its request; (ii) Success in finding the service, but failed service delivery because of broken connection attributed to node mobility (as this is the dominant reason for service failure). We use service delivery success ratio, which is the number of successful service deliveries to the total number of service invocations (i.e., after successful service discovery), to quantify the service reliability. The second concem for the user is the experienced service discovery latency, which equals the length of the interval between when the user issues a service discovery request and when a service discovery reply is received. To evaluate a service discovery scheme, it is also necessary to investigate its message overhead. Therefore, overall, we are interested in the performance metrics of our framework as follows: (1) service delivery success ratio; (2) total number of sent messages for each service discovery; and (3) service discovery latency.
B. Simulation Environment
We evaluate our solution with ns-2 with CMU wireless extensions [17] . Our Because it takes time for the random waypoint model to reach a stable distribution of mobile nodes [19] , the initial part of the simulation is not representative of the reality and is discarded. At the end of the simulation, because the service lasts some time and the service client needs some time to wait for arrival of acknowledgments, no queries are sent at the end of the simulation. Therefore, we choose to skip the first 200 seconds of the simulation result. From 200s to 450s, for each second, there is a node sending service discovery in a roundrobin way. Each simulation setting is executed 30 times, thus there are totally 250 x 30 = 7500 service discovery attempts for each setting and the average performance is presented. Multicast is simulated by specifying in the packet header a list of destination addresses. A node does not handle (except checking if it is one of the destinations) the packet if its address is not in the destination list.
For the sake of comparison, we also simulate a distributed service discovery framework without beacons (e.g., the distributed query-based architecture in [20] ). For simplicity of presentation, we name it DIST. Like S3D, DIST implements a limited-scope flooding approach for on-demand service discovery, but it does not distinguish strongly connected neighbors from weakly connected neighbors. Nodes in DIST also cache handled service queries to avoid unnecessary rebroadcasting, and traversed nodes are included in the packet header to avoid looping. Future research will focus on investigating the effect of enlarging the range of service advertisement, i.e., service advertisement is propagated to multi-hop peers. Recently there has been approaches of directory based service discovery in MANET [11] , [21] , [22] . Future work will incorporate these approaches into S3D to improve scalability for employment in large mobile ad hoc networks. 
