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Résumé : Le capitalisme cognitif a deux caractéristiques 
principales, l'intelligence collective et l'utilisation intensive 
des technologies de l'information, fondées sur la 
numérisation du contenu, des procédures et des écritures. 
Dans cet article, nous essayons d'examiner le mouvement 
Open Data face à la transformation des intelligences 
collectives et analysons ce processus dans le cadre de 
l'action publique, de la science, de l'intelligence logicielle, 
de la stratégie. Nous montrons comment ce mouvement 
s'articule avec la question du web sémantique, des 
ontologies, avec la montée de l'algorithmique. Dans ce 
cadre, l'émergence du « data mining» se présente comme 
«récit impérial», comme le récit des sociétés performatives. 
S’ouvre également la possibilité de nouveaux modes de 
gouvernance, l'émergence de nouvelles façons de penser le 
politique et l'espace public.  
 
 
Abstract : Cognitive capitalism has two main characteristics, 
collective intelligence and the intensive use of information 
technology, based on the digitization of content, procedures 
and writings. In this paper, we try to examine the Open Data 
movement faced with the transformation of collective 
intelligence. We analyze this process in the context of public 
policy, science, intelligence software. We show how this 
movement articulates with the issue of semantic web 
ontologies and with the rise of algorithmic. We emphasize, 
indirectly but strong, on the emergence of "data mining" as 
"imperial narrative," as the story of performative societies in 
the context of anthropological stratum Internet. We outline the 
possibility of new modes of governance and the emergence of 
new ways of thinking about politics and public space. The 
future of democratic societies is partly at stake 
 
 
 
 
 
Mots clés : Cartographies, Gouvernance, Data Mining, 
Métadonnées, Indexation, Intelligences collectives, Open data, 
Open Archive,  Ontologies, Web sémantique 
 
 
 
 
 
                                                           
 
I.INTRODUCTION 
 
D’un point de vue trés général, l’Open Data (Données 
ouvertes)  promeut l’idée l’idée d’un libre accès (et développe 
des dispositifs pour cela) à un certain nombre de données 
publiques afin d’en permettre une utilisation et une 
exploitation sans restrictions de droits d'auteur, de brevets ou 
d'autres mécanismes de contrôle. Il s’agit là d’une définition 
très simple. Le développement du web a favorisé,  dès sa 
création,  la mise à disposition “libre “ de documents  
hétérogènes. C’est même l’idée fondatrice de ceux qui ont 
créé le réseau Internet sur la base d’un modèle  spécifique de 
l’activité scientifique comme mode de production, circulation 
“libre” des savoirs, optimal en terme d’innovation et de 
créativité. On peut contester le côté irénique et simplificateur 
de ce modèle, mais c’est sur cette idée générale que le projet 
s’est développé. 
La transformation numérique a pénétré  tous les secteurs de la 
société, des sciences, de la santé, de l’éducation, du 
commerce, des entreprises, des institutions etc… et elle est 
amplifiée par la croissance extrêmement rapide de l’internet 
des objets. Ce que l’on appelle le « web des données » peut 
être vu comme un ensemble de procès qui convergent vers un 
objectif commun : la dissémination dans l’espace public et 
privé des données et la «  réutilisation intelligente des données 
indépendamment de leur contexte numérique d’origine ». Cela 
pose aussi un certain nombre de questions et de difficultés, à 
la fois politiques, économiques et socio-cognitives. 
 De plus, alors que le Web  se trouve travaillé, de manière 
intensive, par les phénomènes de différenciation et de 
fragmentation des ressources (et des conditions de leur 
production, de leur accès et circulation, de leur ré-
exploitation), la tension se fait toujours plus vive entre, pour 
durcir la présentation,  les tenants d’une philosophie ouverte 
des ressources (le web comme espace lisse) et les tenants 
d’une approche propriétaire (le web comme espace strié). 
Cette manière de présenter les choses est toutefois très 
imparfaite et comme le dit Moulier Boutang, offre trop de 
« facilités » conduisant à être chahuté  « entre  Charybe du 
marché pour tous de la propriété intellectuelle et Scylla des 
bantoustans du communisme primitif selon l’évangile de la 
nouvelle accumulation » [1]. Un grand nombre de données et 
ressources sont déjà librement accessibles sur le WEB bien 
que les conditions de leur réutilisation et exploitation soient 
variables, tant en terme économico-juridiques que socio-
cognitifs.  
Ce mouvement « Open data » se déploie encore alors que la  
marchandisation des données (pour ce qui est des  données 
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numériques, déjà entamée dans les années 60, avec les grandes 
bases de données, numériques, bibliographiques, « full text », 
dans des domaines majeurs)  ne cesse de croître rapidement et 
que la bataille techno-politique et juridique autour des 
applications, de la capture de données de plus en plus 
hétérogènes, s’intensifie.   
Dans les pays les plus avancés de la transformation 
numérique,  nous nous trouvons donc, entre mise en crise, 
affaiblissement des instances régulatrices et centralisées de 
l’Etat, transformation de l’espace public et montée en 
puissance de nouveaux modes de gouvernance plus 
décentralisée grâce auxquels la diffusion des conditions de la 
métastabilité  de la société se fait par le milieu, se fait selon les 
modalités de type rhizome[2] , et le déploiement d’un « Etat 
marché » où le traitement des données (en tous cas, de 
certaines) s’effectue sous les conditions de la privatisation des 
processus de  création de la Valeur. C’est la raison pour 
laquelle nous sommes là dans un champ de bataille majeur.  
De ce point de vue, il apparaît  judiceux de situer notre 
réfléxion dans la ligne du travail d’E. Ostrom, cette dernière 
montrant en effet que les « droits de propriétés font partie des 
arrangements institutionnels et que les formes de propriétés 
communes règlent la production et les usages des biens 
appartenant à des milieux complexes et fragiles de façon bien 
plus satisfaisante que la grossièreté du modèle unique de droit 
de propriété de l’individualisme passif  de Locke sur lequel 
s’est édifié l’Homo Economicus». [3] 
Notre regard, posé ici sur l’Open data, vise à indiquer un 
certain nombre d’interrogations et de problèmes afin de mieux 
saisir la pragmatique interne des débats au sein des modèles de 
l’Open data vus par ceratins comme de puissants modes 
politiques alternatifs.  Cette communication propose de ré-
inscrire ces initiatives dans le mouvement des agencements au 
sein desquels ont été fondés des politiques de données et des 
modèles socio-techniques ouverts, distribués. Puis, en appui 
de divers milieux (collectivités, science, stratégie militaire), 
nous analysons un ensemble d’enjeux liés au couplage 
nécessaire d’une réflexion sur l’Open Data avec le web 
sémantique et les multiples dimensions du Data Mining. Ce 
faisant, nous établissons un ensemble de propositions pour 
ouvrir le champ politique et socio-cognitif de l’Open Data. 
 
II. LA FABRICATION DU MOUVEMENT OPEN DATA 
 
A.  Brève histoire  
 
La montée au premier plan des préoccupations de ce que l’on 
appelle les « Open Data » est une des conséquences de la 
croissance exponentielle des connaissances, informations, 
données, des savoirs produits, circulant, s’échangeant sur les 
réseaux numériques. Elle est un aspect de la lutte entre  les  
nouvelles forces productives attachées à la connaissance et à 
l’importance croissante des moyens de pilotage sémiotique et, 
pour parler comme Marx, elle manifeste l’émergence de 
                                                           
 
 
 
nouveaux rapports de production.  
Il y a cependant une très longue histoire « des données »  
comme instanciation, incarnation de la relation fondamentale 
qui lie savoir et pouvoir, où se joue la question du politique et 
de ses évolutions. Loin de nous le dessein d’en retracer ici 
l’histoire et les devenirs. Mais, il n’est pas inutile de pointer 
quelques repères proches de nous, avec par exemple, au 
XIXème siècle, la co-émergence de l’Etat-Nation et de la 
Raison Statistique. A. Desrosières a sur ce point produit un 
travail majeur.  
Comme nous l’avons déjà noté, la question des données 
numériques elle-même prend une importance croissante dès la 
fin des années 50 et le début des années 60, avec le 
développement des grandes bases de données, scientifiques, 
commerciales, financières entre autres. Ont ainsi été 
rapidement conçues des bases de données stratégiques dans le 
secteur des publications de la Recherche, et ce à des fins de 
politique scientifique, de gouvernance scientifique. 
C’est en effet au tout début des années 60 que les Etats-Unis 
se dotent des outils a minima permettant d’évaluer les travaux 
des scientifiques, d’en suivre les dynamiques internes, d’en 
dégager les fronts de recherche… faisant apparaître les 
principaux enjeux liés à l’exploitation des grands fonds 
documentaires. Il en ira de même très rapidement, pour les 
bases concernant les entreprises, les brevets. La question des 
moyens de pilotage sémiotique à partir de la sphère numérique 
s’impose donc avec force et l’élaboration de méthodologies 
plus ou moins sophistiquées d’extraction de savoirs,  va 
prendre là son essor sous les formes de la scientométrie puis 
de l’infométrie. Dès ce moment là, il est évident que l’on 
passe « du paradigme de l’accès au paradigme de la 
production de savoirs ». De plus, la montée en puissance de 
divers mouvements  « Open » au  début des années 90, dans le 
domaine de la création logicielle et de la dissémination des 
programmes, dans le secteur de la publication scientifique, 
constitue le milieu concret, expérimental, où s’exprime la 
remise sur le métier des questions politiques, 
organisationnelles accompagnant la variation plus ou moins 
agonistique des modes de production, circulation, exploitation, 
consommation des savoirs, des données.  
Propulsés par les mouvements du logiciel libre, de l’Open 
Source et de l’Open Archive Initiative, les nouveaux modèles, 
contestant les dérives de l’extension apparemment sans limite 
du droit de propriété, ont tenté et tentent avec de plus en plus 
de force, de desserrer le lien dominateur entre les formes 
capitalistiques du droit de propriété intellectuelle, les 
dynamiques de l’intelligence collective, l’innovation et la 
création. 
Les travaux de Lawrence Lessig, Richard Stallman, Steven 
Harnad, Paul Ginsparg sont ici séminaux [4].  
En proposant des formes librement consenties de propriété 
collective, en s’appuyant sur la productivité des pratiques 
distribuées et surl’adaptabilité de modes de gouvernance 
bottom-up, ces mouvements participent au changement positif 
des processus créatifs.  Au plan anthropologique et politique, 
ils contribuent à la transformation de la culture délibérative 
démocratique, à l’apprentissage d’une culture de la 
controverse et à l’invention de nouveaux modes de 
gouvernance, polycentriques et variés. 
Les conditions de production, circulation, exploitation des 
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connaissances, informations, données sont donc affectées et en 
débat. Les modèles économiques et politiques, mais aussi les 
régimes juridiques, subissent les assauts de nouveaux acteurs, 
de nouvelles demandes, pratiques, de nouveaux usages (GNU 
pour le logiciel libre, les licences CreativeCommons et 
OpenDataCommons, en sont des actants importants).  
 
Enfin, des technologies émergentes, rendant possibles de 
nouvelles manières « distribuées » de fabriquer des données, 
de les collecter et de les redistribuer dans les circuits des flux 
informationnels, sont en développement rapide, et ce, 
associées à la miniaturisation des interfaces, à la multiplication 
des applications logicielles de plus en plus sophistiquées.  
Ainsi, dans l’ensemble de ce mouvement, les modèles de 
gouvernance centralisée et « top down » se trouvent devoir 
entrer en concurrence, co-exister, avec des modèles a-centrés, 
distribués et « bottom up ». Mais, en étant dans un rapport de 
co-détermination relative avec ces modèles, ce sont aussi 
d’autres batailles politiques qui s’ouvrent. 
 
La compréhension du mouvement « Open Data »  a tout à 
gagner à s’inscrire dans ces histoires courtes et longues, à ne 
pas rester suspendu dans le vide, un vide dans lequel il 
pourrait apparaître comme nouveauté radicale, sans milieu 
associé, sans « mémoires » ?. Il ne s’écrit pas sur une table 
vierge. Il est pris d’emblée dans toutes les dimensions socio-
politiques des rapports savoir-pouvoirs, il est pris dans les 
asymétries socio-cognitives individuelles et /ou collectives, 
dans les asymétries d’appropriation des technologies 
d’écriture, des technologies intellectuelles au sens large.   
Et si, à l’occasion de l’irruption des mémoires numériques et  
des nouvelles technologies intellectuelles, se font jour des 
utopies nouvelles, concrètes ou pas, des désirs de 
transformation des économies politiques des savoirs, des 
projets et désirs de transformation dans l’art de créer de la 
valeur, des « valeurs », tout cela fait fond sur les 
hétérogenèses anthropologiques où  s’éprouvent forces 
cognitives, forces créatives et désirs politiques.   
B. Actualisations du mouvement : gouvernements, science, 
stratégie militaire 
 
Dans un nombre important de pays, le mouvement « Open 
Data » prend de l’ampleur. Du gouvernement des Etats-Unis 
(www.data.gov/) au gouvernement de la France en passant par 
la Grande Bretagne l’ouverture des données publiques ne 
cesse de s’étendre. , Le 12 décembre 2011, « La Commission 
a adopté une stratégie européenne en matière d’ouverture des 
données qui doit soutenir l’économie de l’Union à hauteur de 
40 milliards EUR par an ».  
Ce mouvement se déploie de manière parfois paradoxale sur 
fond de la critique des Etats comme instance de régulation 
centralisée (Etat providence) et ce, d’une manière plus ou 
moins radicale selon que l’on examine la situation  aux Etats-
Unis ou en Europe, pour aller vite.  Il est en effet intéressant 
de noter qu’aux Etats-Unis, ce mouvement se développe alors 
que l’Etat Marché tente de s’imposer de manière définitive. 
Tout ceci n’est pas sans importance dés lors que l’on veut bien 
considérer l’Open Data comme problème économique 
politique majeur, comme problème stratégique majeur. De 
même, pour se limiter au paysage français, les régions, les 
départements, les villes, mettent peu à peu à disposition des 
publics, des citoyens, des ressources publiques variées, sous 
des conditions d’exploitation elles-mêmes variées [5]. 
Données de la science, données juridiques, données socio-
économiques, mais encore, les systèmes d’adressage (comme 
des identificateurs géographiques qui expriment la localisation 
de lieux et événements) ou bien des données climatologiques, 
géologiques, des données liées à l’agriculture, à l’art… sont 
prises dans ce processus. 
Les initiatives gouvernementales [6], nombreuses dans les 
pays démocratiques (et émergentes ailleurs), ne font que 
renforcer les expérimentations et réfléxions sur les 
intelligences collectives, leurs modes de fonctionnement, leurs 
capacités réflexives, ainsi que leur capacité à déployer des 
modèles plus a-centrés (voire bottom-up) de production et 
circulation des savoirs… Ce sont là des questions complexes 
et décisives  qui engagent à terme l’avenir des sociétés 
ouvertes et fluides.  L’Open Data exprime la mise à 
disposition par les services publics et les gouvernements de 
certaines  données publiques auprès des citoyens « pour qu’ils 
puissent par exemple les ré-utiliser dans des services et 
applications ».  Les données liées à la démographie, à 
l’économie, au tourisme, au transport, à la culture, 
l’environnement…etc peuvent ainsi être publiées et 
accessibles (selon des formats très divers). Tous les domaines 
de description et de gestion des territoires et des populations 
sont potentiellement concernés.   
Et l’Etat et ses ministères, les institutions et entreprises 
publiques, les régions, les villes… sont convoqués à répondre 
de quelque manière que ce soit à ce mouvement et aux 
injonctions locales, gouvernementales et de la communauté 
européenne, tout en continuant à préserver le maintien de 
rapports équilibrés et protecteurs entre données personnelles, 
vie privée et « bien communs ». L’ouverture des mémoires 
numérisées, des bases de données (Open Data) du domaine 
public, le développement de nouvelles mémoires dans un 
nombre toujours croissant de secteurs de ce domaine public, 
doivent cohabiter avec la production de nouveaux types de 
mémoires dans le cadre de la société civile (ouvertes ou 
privées) et cela ne rend pas forcément aisée la compréhension 
des problèmes posés par ce mouvement qui se présente 
comme une célébration de la transparence comme vertu 
démocratique.   
Cette célébration mérite, selon nous, une déconstruction 
urgente. 
  
Plus encore, se développent ici et là, liées entre autres, aux 
problèmes du développement durable, de l’écologie, des 
nouvelles empiries numériques des sciences (Gérard Berry, 
Jim Gray)  … mais aussi de la sécurité, des « real-time 
environnemental data bases » qui se fondent sur la collecte 
distribuée et la dissémination de capteurs dont les vecteurs 
sont des parties du public, des groupes de citoyens (exemple : 
les vélos écologiques dotés de capteurs de la Ville de 
Copenhague). Ce que l’on appelle le « Crowdsourcing » 
recouvre des processus très divers, diversité sur laquelle il 
conviendrait de s’interroger plus profondément. Rappelons 
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que le crowdsourcing est  un processus  qui vise à utiliser des  
sources et ressources  nouvelles, non institutionnelles, ad hoc,  
participant à la production de connaissances voire dans 
certains cas à leur gestion. Ces sources étant impliquées tantôt 
dans des processus de capture et de collecte de données 
relativement simples voire passifs (état de capteurs 
consentants), tantôt dans des processus plus actifs de 
définitions des projets, de traitement et exploitation pouvant à 
leur tour être pris dans des processus d’innovation plus ou 
moins créatifs, plus ou moins liés à des conditions locales 
d’agencement collectif…  Les formes d’implication des 
acteurs sont là encore variés, du bénévolat à des formes 
rémunérées, elle peuvent aussi prendre des formes 
collaboratives plus ou moins complexes…  
Dans le cadre de la vulgarisation scientifique et des 
prétentions à intégrer de plus en plus de citoyens dans la prise 
de conscience du processus complexe de co-construction des 
sciences, la constitution des dits citoyens comme vecteur de la 
collecte (voire d’une production plus élaborée)  tend à se 
développer : les cas de l’astronomie, des sciences 
environnementales sont bien connus de tous. Les effets de 
cela, sur la diffusion de la culture scientifique et le 
développement  (du point de vue de la science) d’une 
réflexivité accrue, sont parfois difficiles à saisir et ce d’autant 
plus que la montée de formes de controverses socio-
techniques associée à la crise des rationalismes, est en cours.  
Selon une perspective proche, les relations entre les experts et 
le monde « profane » se trouvent aussi être en voie de 
transformation. C’est le cas par exemple des mouvements de 
malades qui veulent partager les connaissances avec les 
médecins, faire entendre leurs voix et leurs approches des 
maladies, les médecins pouvant à leur tour profiter, si l’on ose 
l’expression, de « l ‘expertise profane » et des données issues 
de programmes de collecte contrôlée…On pourrait multiplier 
les exemples et les expérimentations. (Smart Cities et 
Urbanisation, Ecologies, Mégapoles…)   
Nous mentionnerons cependant encore ceci,  afin de bien 
montrer l’étendue des questions portées par l’Open Data. Sont 
aussi concernées la stratégie et l’utilisation des Open Data et 
plus généralement des sources ouvertes et du Data Mining, 
comme éléments de la lutte contre-insurrectionnelle. Dans le 
cadre d’interventions extérieures, l’incitation à la mise en 
place de réseaux numériques, de dispositifs 
communicationnels numériques  et de bases de données 
locales, tend à constituer un axe majeur à la fois stratégique et 
tactico-opérationnel au sein de la sphère sémiotique et ce, afin 
de mieux maîtriser les dimensions anthropologiques, 
culturelles, sociétales du conflit ou de l’intervention en cours.  
 C’est ainsi que le rapport « Byting Back. Regaining 
Information Superiority Against 21st-Century Insurgents » 
poursuit l’exploration des moyens de contrôle des dimensions 
politiques et anthropologiques des champs conflictuels et 
insurrectionnels à partir des dispositifs communicationnels. 
Ces derniers s’appuyant sur les mémoires culturelles et 
politiques de l’espace numérique, les « Open Data», et sur les 
gisements de savoirs collaboratifs que constituent les réseaux 
sociaux numériques de toutes sortes et en constant 
développement [7]. 
 
 
De même la multiplication des Open Data et leur exploitation 
entre en résonance avec la volonté sécuritaire croissante et le 
développement de l‘urbanisme militaire.  
Suivre à la trace le citoyen-consommateur-soldat est en effet 
au cœur des sociétés de contrôle et de veille. D’une manière 
générale « négligées et considérées comme allant de soi –
aussi longtemps en tous cas qu’elles continuent de 
fonctionner—les infrastructures qui assurent le 
fonctionnement de la vie urbaine  se retrouvent de plus en plus 
au coeur de la violence politique et de la doctrine militaire 
contemporaine. La collecte de données impliquant forces 
militaires et policière aidée par la robotisation en cours et 
l’utilisation d’une algorithmique de plus en plus sophistiquée 
[8].  
C. L’ouverture du champ politique  
Le mouvement «Open Data » est l’occasion d’une 
renégociation politique des relations entre savoirs et pouvoirs, 
d’une  transformation des intelligences collectives, d’une 
libération des flux de savoirs qui circulent. C’est  aussi  l’ 
occasion d’élaborer de nouvelles  critériologies afin d’ évaluer 
son impact économique et politique et ce, dans le contexte des 
évolutions des écologies environnementales, du travail, du 
psychisme, de la culture elles-mêmes sous les conditions et 
contraintes des marchés capitalistiques. 
Le mouvement « Open Data » serait ainsi plus crédible encore, 
s’il prenait en charge la question de l’ouverture des accès à des 
ensembles de données à partir d’un point de vue réaliste des 
usages, des pratiques socio-cognitives,  des économies 
politiques et des contraintes attachées à la production de 
nouveaux savoirs et de connaissances.   
 
Plus que jamais aujourd’hui, fractures numériques et fractures 
cognitives entrent en résonance et une agonistique des 
narrations [9] , des forces de création est engagée y compris à 
partir du champ d’immanence doxique pour reprendre 
l’expression de Philippe Mengue. [10] , 
 
Les usages et les écritures de et à partir des données 
numériques  sont donc extrêmement différenciés, les capacités 
d’extraction de savoirs nouveaux à partir de ces données, la 
remise en jeu de ces savoirs dans le processus de circulation et 
de production etc … sont soumis à des cribles très 
discriminants.  Et il apparaît de plus en plus nettement que 
l’Open Data ne pourra faire l’économie d’une réflexion sur la 
formation citoyenne à la traversée du monde sociétal par 
l’informatique, par la numérisation. 
 
Ce mouvement devra aussi se poser la question de son 
articulation avec la dissémination des technologies 
intellectuelles, des logiciels même les plus élémentaires, visant 
la manipulation intelligente de ces données ainsi que la 
créativité individuelle et collective. Il se trouve donc devoir 
faire face à la question du nécessaire développement du web 
socio-sémantique, à la création d’interfaces démocratiques et à 
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leur apprentissage. 
D. Ichnologie et Interfaces :  le tissage continu  des liens et 
des données  
 
Le déploiement des écritures et des réseaux numériques 
entraîne une transformation des mémoires, des dispositifs de 
publication, des niches écologiques qui sont conditions de 
notre vie, de nos modes d’existence et ce, dans leurs 
dimensions publiques et privées. Ce déploiement est planétaire 
et il affecte, bien que de manière très différenciée et inégale en 
terme d’actualisation, nos anthropologies, nos pratiques 
sociales, nos pratiques sociocognitives, nos subjectivités, nos 
processus d’identification. De nouvelles économies politiques 
émergent associées à de nouvelles économies libidinales. A 
partir des nouvelles dimensions réticulaires, une nouvelle 
onto-éthologie des individus est en cours de déploiement et les 
collectifs de travail et de pensée sont profondément 
recomposés. N’en déplaisent à certains, nous ne sommes pas 
confrontés à une perte de liens, à un appauvrissement des 
associations, de ce qui nous attache et nous lie, mais à une 
transformation, à une différenciation conduisant à une 
saturation de tout cela où se joue pour une part essentielle la 
question de l’avenir de nos devenirs et des processus 
d’altération, des sociétés ouvertes.  Le monde apparaît de plus 
en plus  comme un vaste ensemble de systèmes relationnels où 
de nouvelles  cartographies sont nécessaires  pour habiter son 
intérieur. Cela  résonne avec une évolution plus ou moins 
accentuée du « Politique » comme expérimentation 
généralisée et comme domination problématique des moyens 
et de la performativité des procédures sur les Fins éthiques et 
politiques. Les grandes crises écologiques (sociale, mentale, 
environnementale) qui sont à la traversée de transformations 
anthropotechniques, économiques, cognitives, 
organisationnelles, militaires etc. pour partie majeure, sous les 
conditions du numérique et les devenirs scientifiques et 
techniques  associés, accentuant ces tendances et processus. 
Devenirs biopolitiques et psychopolitiques, prenant des formes 
nouvelles, inédites.   
On comprend alors toute l’importance des efforts qui tendent à 
développer une sémiopolitique des interfaces [11] capable 
d’indiquer les rapports de production nouveaux, les formes 
nouvelles  d’asservissement  (au sens machinique de ce terme) 
et d’assujettissement [12], de leur hybridation,  qui se mettent en 
place par et au cœur des dispositifs informationnels 
communicationnels numériques, sans parler des formes 
existentielles, des temporalités et des trouées dans la texture 
étouffante des sociétés de veille.  Texture qui se trame à partir 
d’une ichnologie [13] toujours plus extensive et intrusive, le 
spectre de la traçabilité hantant les nouveaux modes de travail, 
les nouveaux modes d’existence et les nouveaux modes de 
gouvernementalité. 
                                                           
 
 
Cette stratégie généralisée des interfaces et donc des normes, 
constitue un des piliers majeurs de la transformation de la 
gouvernementalité aujourd’hui, plus précisément dans le cadre 
du devenir « Empire » tel qu’il est définit par A. Negri et M. 
Hardt[14]. On assiste en effet à un affaiblissement relatif des 
systèmes de contrôle centralisé, et à un renforcement des  
systèmes de contrôle, de veille, immanents au système de 
production des réseaux distribués.  La gestion de ces vastes et 
complexes réseaux a-centrés se faisant sur un mode multifractal, 
avec un grand nombre de boucles récursives et de règles locales, 
ces dernières portées par des interfaces machiniques numériques 
de plus en plus sophistiquées.   
Quels que soient les niveaux d’échelle, des intranets aux 
processus de globalisation avec les passages en cours de la 
forme de l’état nation, vers l’état marché (dans le cadre de la 
tentative d’établissement, à marche forcée, d’un marché 
mondial), des formes classiques de la souveraineté vers des 
nouvelles formes décentralisées, relativement complexes (ou la 
privatisation même des fonctions régaliennes va bon train y 
compris la privatisation des machines de guerre), ces passages 
donc, se manifestent encore à travers la montée en puissance de 
la question logicielle et sémiotique comme question politico-
stratégique majeure. Et qui peut extraire et exploiter les graphes 
correspondants à partir des traces numériques (singulières et / ou 
collectives) occupe une position de supériorité au sein des 
économies politiques, libidinales, stratégiques. Qui peut 
exploiter les variations des rapports de vitesse et de lenteur entre 
les sytèmes d’écritures, les variations des combinatoires entre 
« memes »… opérant au cœur de la question socio-politique des 
modes d’intelligibilités et des processus de subjectivation, 
acquiert une position dominante dans la production circulation, 
consommation des savoirs.  
 
III. L’EXPLOITATION DES DONNEES:  WEB SEMANTIQUE ET 
DATA MINING 
A. Le débat épistémologique  
 
Dans le cadre posé précédemment, ce qu’on appelle, les Open 
Data, les Big Data, les Small Data… se trouvent donc  au 
centre de tensions socio-cognitives et  politiques majeures, 
mais aussi au sein de débats épistémologiques importants, en 
particulier ceux portant à la fois sur la puissance de l’empirie 
numérique et de l’algorithmique statistique,  sur la remise  en 
cause de la place de la Théorie, sur l’efficace de ses 
dimensions spéculatives et de la modélisation conceptuelle. 
[15] Tel que l’indiquait Chris Anderson en 2008 , “At the 
petabyte scale, information is not a matter of simple three- and 
four-dimensional taxonomy and order but of dimensionally 
agnostic statistics. It calls for an entirely different approach, 
one that requires us to lose the tether of data as something that 
can be visualized in its totality. It forces us to view data 
mathematically first and establish a context for it later ». (…) 
« There is now a better way. Petabytes allow us to say: 
"Correlation is enough." We can stop looking for models. We 
can analyze the data without hypotheses about what it might 
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show. We can throw the numbers into the biggest computing 
clusters the world has ever seen and let statistical algorithms 
find patterns where science cannot. » [16].   
 
D’autres interrogations sont à l’œuvre dans le champ des 
Sciences Humaines et Sociales. Il convient de bien mesurer les 
évolutions des écritures numériques en particulier  sous la forme 
de ce que l’on appelle, le web sémantique et socio-sémantique, 
ou bien encore la question des ontologies. [17] Ces écritures 
sont là encore en première ligne et la maîtrise et la conception 
des mémoires numériques participe pleinement de ce que Jean-
François Lyotard nommait en 1979, “ la légitimation par la 
puissance. (…). Cette dernière s’autolégitime comme semble le 
faire un système réglé sur l’optimisation de ses performances. 
Or c’est précisément ce contrôle sur le contexte que dit fournir 
l’informatisation généralisée. La performativité d’un énoncé, 
qu’il soit dénotatif ou prescriptif, s’accroît à proportion des 
informations dont on dispose concernant son référent. Ainsi 
l’accroissement de la puissance et son autolégitimation, passe à 
présent par la production, la mise en mémoire, l’accessibilité et  
l’opérationnalité des informations”. [18]Mais pour suivre ici 
Yannick Maignien,[19] la révolution numérique 
est à la fois l'objet et l'instrument du développement 
contemporain des SHS.  
 
B. Collectivités territoriales et méta-données : un horizon (trop) 
restreint  
 
Face à l’exploitation des données, à la production de nouveaux 
savoirs,  à de nouvelles formes d’expression (y compris et 
surtout) grand public et d’accès,  à leur libre utilisation (socio-
politique),  les diverses formes du mouvement Open ont dû 
affronter la question du traitement des données, des corpus 
documentaires, des traces… Les problèmes posés sont de nature 
cognitives et à ce titre ils s’inscrivent dans le travail scientifique. 
Ils sont encore de nature politique et économique car la 
production de « Valeur » a  des coûts.  
On voit aujourd’hui par exemple,  au cœur du mouvement de 
l’édition « Open », mais aussi dans le cadre de l’édition privée,  
monter la question de « l’Open Content Mining ». [20] 
Nous avons montré ailleurs[21] les liens étroits qui unissent 
les mouvements de l’Open, de l’Open Data et le Data Mining, 
lui-même au centre du processus de marchandisation des 
données, des savoirs et connaissances, des sémiotiques, dans 
les régimes des économies de marché. Si l’on observe, par 
exemple les collectivités territoriales françaises, elles  
abordent la question de l’Open Data à partir de leur propre 
héritage institutionnel et à partir de leur posture « top down ». 
Dans ce cadre, elles n’expriment qu’une des manières de 
penser l’Open Data comme problème politique, économique, 
cognitif, culturel… Il s’agit pour elles, principalement, de 
traiter l’accès aux données, leur distribution en laissant 
provisoirement ( ?) la question des métadonnées attachée aux 
                                                           
 
 
 
 
besoins de d’interopérabilité institutionnelle et 
organisationnelle. [22] 
 
Les métadonnées sont pensées selon le paradigme de l’accès et 
de la performativité interne de l’agencement des collectivités 
entre elles, sans que soit pour l’instant « penser » la question 
socio-politique de l’innovation, la question du renouvellement 
de l’exercice démocratique. Des conditions d’écritures, 
d’interfaces, de politique d’ingénierie documentaires sont là à 
l’œuvre. Pour ces collectivités, ce qui prime pour l’instant et qui 
constitue un des principaux axes de travail, consiste donc en une 
normalisation des catalogues de données des portails d’Open 
Data. La proposition portée par elles, n’est jamais qu’un 
équivalent tardif  (et nécessaire) de ce qu’a été  le Dublin Core 
pour le Web. Il s’agit de mettre en place une fusion des 
différents catalogues selon le format DCAT (Data Catalog 
Vocabulary)  du W3C. [23] 
 
Mais, l’évolution est rapide et l’attention devrait se porter 
rapidement  vers des  questions du type : “que faire”,  “pourquoi  
faire“ et pour quelles finalités, ces méta-données ?  
Interconnection(s) et traitement(s) intelligents des données et 
des corpus deviennent essentiels. Cela suppose que les 
conditions de la création logicielle, de la création des 
applications de leur dissémination soient elles-mêmes abordées 
de manière ouverte. La tension là encore est grande entre 
modèles libéraux (voire néo-libéraux) et les divers manières 
d’envisager les commons. Et ce, d’autant plus que les modes de 
création et de sélection des usages et les désirs d’intelligence 
sont non seulement variés mais parfois en compétition, en 
conflit.  Concevoir des « commons » sous les conditions de la 
multiplicité ou bien sous les conditions de l’unité revient à 
fabriquer des modèles de gouvernance  soient a-centrés soit 
centrés. Les travaux portés par E. Ostrom sont encore ici, 
référence forte[24].  
La question des métadonnées et celle du Web sémantique 
doivent donc être conduites sans préjuger des formes 
d’organisation plus ou moins optimales (selon quelles 
critériologies et fins ?) et examiner les divers modèles de web 
sémantique ou socio sémantique et ce qu’ils autorisent. Rien ne 
serait pire en effet  que d’essentialiser les écritures et les 
approches, de développer des ontologies fermées, au moment 
même où les besoins de gouvernance doivent viser la 
processualité et  l’hétérogénéité des acteurs et des pratiques, des 
critères et des fins,  doivent avoir pour but d’ouvrir aux rapports 
différentiels entre micro-mondes et mondes. Ce que signifie 
« réutilisation des données » c’est bien la relance du procès de 
travail, de la lutte pour de nouvelles formes démocratiques, des 
nouvelles formes de créativité. C’est une vaste tâche.  
 
Pour aller, dans un premier temps à l’essentiel, les standards 
principaux publiés par le W3C s’appellent RDF, OWL et 
SPARQL. Et un certain nombre d’outils on été développés à 
partir d’eux. Les approches fondées à partir du schéma RDF et 
de sa forme prédicative, sont une des manières (parmi d’autres) 
de concevoir certaines exploitations des données  (Linked Open 
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Data” ou “LOD cloud”), de concevoir les traitements divers  
d’un même corpus de données.  Les points de vue sur le monde 
sont multiples et non nécessairement convergents et cela devrait 
suffire à intriguer les concepteurs d’ontologies, de métadonnées, 
à éviter la tentation la mieux partagée du monde de créer 
écritures et standards à partir d’une position  totalisante et 
réductrice.  
C’est une des raisons pour laquelle il convient de suivre avec 
attention les travaux  du « Government Linked Data Working 
Group » qui a  pour mission « de fournir des standards et des 
informations qui pourront aider les gouvernements dans le 
monde à publier leurs données, sous forme de « Linked Data » 
efficaces et fonctionnelles grâce aux technologies du Web 
sémantique ».  [25] 
Il en va  de même pour « SKOS ». Le programme SKOS 
(Simple Knowledge Organization System) définit un modèle de 
données pour partager et combiner les systèmes d'organisation 
des connaissances par l'intermédiaire du Web.  
 
C. Data Mining : des métadonnées aux ontologies, la création 
de ValeurS  
 
Dès le début de l’approche « Open », nous l’avons déjà 
indiqué,  le passage du paradigme de l’accès au paradigme de la 
production-circulation des savoirs sous des conditions 
nouvelles, a mis en lumière l’importance majeure des 
métadonnées afin d’accroître la qualité et la puissance des 
inférences possibles pour extraire des savoirs, des modes de 
traitement, par exemple statistiques, permettant d’exploiter les 
données hétérogènes, structurées, semi-structurées ou non 
structurées… Nous verrons que ce que l’on subsume sous 
l’expression Data Mining, réutilisation et exploitation  des 
données, pour la création de nouvelles visibilités, pour la 
création de valeur est ici essentiel.  C’est la raison pour laquelle 
nous pensons que nous ne pouvons traiter séparément  dans le 
cadre d’une réflexion  générale sur l’Open Data, les multiples 
dimensions du Data Mining, des pratiques intellectuelles et en 
particulier des conditions socio-cognitives des usages, des 
citoyennetés, des consommateurs, des élites… Individus, 
organisations, communautés, font face à l’ouverture des données 
selon les dispositifs socio-cognitifs qu’ils portent, fabriquent, 
selon les finalités politiques, économiques, éthiques qu’ils se 
donnent. 
 
Cela nous amène à saisir encore une fois,  « les limites de la 
situation actuelle : un web axé sur les données et une coupure 
nette entre le champ des sciences sociales et celui des nouvelles 
technologies ».  Pierre levy a pour sa part envisagé, depuis 
longtemps, de refonder  ce lien  à travers un métalangage (Ieml)  
qui doit permettre de créer les conditions d’une navigation 
« intelligente » entre des domaines et des ontologies 
hétérogènes, en tous cas,  de permettre d’habiter des zones de 
traduction et de contact où les exercices cognitifs, le travail de la 
pensée pourront s’effectuer. Il s’agit là de développer donc les 
conditions de réflexivité, necessaire à l’utilsiations des collectifs 
de pensées, comme instance de leurs propres opérations. [26]  
 
                                                           
 
 
Dans ce contexte et dans le contexte élargi de l’ économie 
politique du marketing,  de l’économie sécuritaire, de 
l’urbanisation et du développment durable, de l’extension des 
moyens de pilotage sémiotique…  le Data Mining est devenu un 
nouveau “grand récit”, récit souterrain et pourtant aveuglant 
qui tend à structurer et à façonner le monde. Des Sciences 
Humaines  en passant par le Marketing et l’Economie, les 
dimensions Sécuritaires et Stratégiques, les diverses formes de 
Data Mining et modes d’intelligibilité, ont fait se nouer en des 
alliances parfois troubles et dangereuses, techniques de profiling 
et prédiction, performation et préeemption. [27] 
Plus que jamais, la tentation, qui d’un certain point de vue 
pourrait être funeste, de produire un contrôle continu de la 
réalité politique, de la réalité stratégique et économique, de la 
psychopolitique,  trouve là de quoi nourrir ses rationalités 
insomniaques. Le Data Mining étant la colonne vertébrale 
assurant le passage des sociétés de contrôle aux sociétés de 
veille ou de “sousveillance”. 
Quelle est la position de ceux qui parlent et agissent au nom de 
l’Open Data?  
 
D. Le modèle limité mais fondateur de L’Open  
 
Ce qui est porté par exemple, par le mouvement de l’ Open 
Archive, nous oblige à penser les relations entre ce que l’on 
nomme (comme diverses facettes des transformations du procès 
de travail intellectuel, des modes de gouvernance et des 
économies politiques associées aux intelligences collectives) 
Open Data, Big Data, Linked Data, e-Science, Data Mining, 
Algorithmique…  
Ces rapports sont traversés par un double effort. Comment 
améliorer, structurer ces réservoirs de données (traces diverses, 
comportementales, documents de toutes sortes, données 
scientifiques, financières…) d’un côté, afin d’en extraire de 
nouveaux savoirs et connaissances,  et de l’autre comment 
exploiter les données semi-structurées ou non structurées pour 
faire de même ?  
Comment donc gérer les énormes quantités de données 
hétérogènes, en tirer des connaissances et des savoirs, et 
comment rendre ces analyses et leurs résultats réutilisables par 
d'autres acteurs? On sait les difficultés à concevoir des 
approches, des langages combinatoires permettant de créer des 
« ontologies » telles qu’elles puissent entrer dans des rapports 
créatifs. La co-existence des diverses manières de modéliser les 
comportements socio-cognitifs et les contenus utilisés et 
produits associés est à n ‘en pas douter, un  enjeu complexe qui 
met à mal les tentatives globalisantes et les efforts pour créer les 
conditions d’une combinatoire universelle (IEML[28]par 
exemple en est une des tentatives  les plus marquantes).  La 
modularité semble pour l’instant de mise et les approches 
singulières, les plus efficaces, avec comme horizon la 
multiplicité des modèles…  
 
E. Un changement de paradigme ?  
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Nous pensons que les tendances portées par la variété et la 
différenciation des Open Data et leur mise au centre des 
économies politiques des savoirs, des intelligences collectives, 
doit conduire à un changement de paradigme dans le champ des 
ontologies et / ou onto éthologies, dans les conditions de leur 
production. Pour des raisons liées au maintien des sociétés 
ouvertes, à la possibilité de pouvoir mener des controverses de 
tous ordres, nous pensons qu’il est souhaitable de ne pas 
seulement s’enfermer dans le cercle gris des métadonnées 
primaires et d’ontologies trop globalisantes, conçues 
massivement à partir de logiques prédicatives, essentialistes 
dans la postérité des limites et des rêves éveillés de 
l’intelligence artificielle symbolique. [29]Déployées de manière 
top-down sous des conditions et des intérêts d'un petit nombre 
de groupes et collectifs elles ne peuvent prétendre à dire 
comment doit être le monde, même si elles sont un passage en 
partie obligé.  Le développement d’ontologies locales liées aux 
développements des applications,  au développement logiciel et 
algorithmique à partir d’une posture bottom-up et associées à 
des données d’observations variées ne cessent d’apparaître 
comme essentiel et vital pour faire face à la complication du 
monde et aux hétérogenèses qui le parcourent et le fabriquent. 
Les prochaines générations d'infrastructures cognitives, c’est-à-
dire les technologies intellectuelles (écritures, interfaces,  
cartographies…) doivent (devraient)  permettre à une partie     
des utilisateurs de devenir acteurs plus ou moins puissants au   
cœur des agencements cognitifs eux-mêmes.  
 
Le Web sémantique et socio-sémantique, consiste à concevoir 
la question des métadonnées selon les inférences et les 
exploitations de données que l’on souhaite développer, selon 
les programmes de recherches, les usages que l’on a en vu.  Ce 
que l’on appelle « la réutilisation » doit donc être compris de 
manière très extensive à savoir : utilisation dans d’autres 
contextes, exploitation, invention de nouvelles données, de 
savoirs nouveau, encore une fois, pour une création de Valeur.  
Des métadonnées aux fabrications (jusqu’aux générations 
semi-automatiques ou automatiques) d’ontologies  et à leur 
interopérabilité partielle, ce qui se trame et est en jeu, c’est 
non seulement la création de Valeur au sens évoqué 
précédemment, mais aussi différentes façons de concevoir le 
travail intellectuel, de concevoir et pratiquer les problèmes liés 
aux sociétés ouvertes et démocratiques.   
 
Dans quelle mesure cette normalisation peut être dépassée ou 
en tous cas, laissée ouverte pour l’introduction de 
métadonnées productives de nouveaux savoirs, il  y a là à n’en 
pas douter un champ de bataille du point de vue de la question 
démocratique et de la liberté de penser. De ce point de vue, les 
mouvements de l’Open Source et de l’Open Archive Initiative 
permettent de se faire une idée des enjeux politiques, 
économiques, scientifiques. Approche par les « Commons », 
approche par les APIS propriétaires, hybridation des deux, 
sont donc en débat.  
 
F. Open Data et modes sociaux de classification  
                                                           
 
 
Nous devons avoir à l’esprit que le problème des 
métadonnées, dans le cadre de l’Open Data, ne peut éluder la 
question de ses relations avec le développement des modes 
sociaux de classification : indexation sociale et doxique. De 
quelle nature sont ou seront ces relations ? Quelles possibilités 
seront données aux utilisateurs d’introduire leurs 
métadonnées, selon quelles procédures et liberté ?   
 
En effet, l’évolution du web est caractérisée par la possibilité 
offerte à tous de pouvoir éditer, annoter, classifier, lier… Le 
« bookmarking » social ne cesse de croître ainsi que les 
dispositifs ouverts de « tagging », plus connus sous le nom de 
folksonomies. Ces dernières représentent une grande source 
potentielle de richesse sémantique. Il a été vite perçu que cette 
approche émergente et ascendante (ou « bottom up »), des 
ressources collaboratives pouvait contribuer à surmonter 
certaines difficultés rencontrées dans la gestion des savoirs. 
Plus délicate qu’il n’y paraît au premier abord, l’exploitation 
des folksonomies, couplée aux technologies du Web 
Sémantique, est pensée à présent comme un élément essentiel 
pour le passage du « Web 2.0 » au « Web 3.0 ». Ces 
problèmes et ces recherches relativement complexes ont pour 
but la création de nouveaux modes d’indexation et de 
description. La production de métadonnées, y compris les 
folksonomies, est un enjeu majeur pour ceux qui souhaitent 
développer une conception du Web de type socio-sémantique 
et influer sur le rapport entre un « Web de documents » et un 
« Web de données ». Plusieurs axes de recherche se déploient 
en parallèle, dont nous donnons ci-après des exemples.  
 
Dans le cas d’OAI-ORE (Open Archives Initiative Object 
Reuse and Exchange), le but est de fournir « les standards 
pour la description, l’échange d’agrégats de ressources Web. 
Ces agrégats autrefois appelés “objets numériques complexes” 
(compound digital objects), peuvent associer des ressources 
distribuées composées de textes, d’images, de vidéos, de 
données. La finalité de ces standards est de rendre visible le 
contenu riche de ces agrégats, et utilisable par des applications 
qui prennent en charge le dépôt, l’échange, la visualisation, la 
réutilisation et la conservation » [30]. Cette création des 
métadonnées par les usagers intéresse fort les communautés 
dites « Web 2.0 » et les tenants du web sémantique et socio-
sémantique. L’intérêt du « tagging », qui s’appuie sur des 
dispositifs informatiques donnant la possibilité à l’usager 
d’indexer des documents, est qu’il facilite l’organisation et 
l’exploitation de ses propres ressources. Il s’agit d’un mode 
plus ou moins informel d’indexation et de classification 
distribuée.  
Rappellons que les annuaires internet et les folksonomies se 
développent à partir de communautés d’indexeurs coopérant à 
travers le web. Les annuaires de ressources s’inscrivent dans la 
logique des schémas de classification de la bibliothéconomie, 
sans toutefois revendiquer l’organisation disciplinaire et la 
légitimité du champ théorique auxquelles ceux-ci se 
conforment. « Les annuaires de ressources internet qui sont 
construits par des communautés de bénévoles ne cessent de se 
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développer. A la différence d’un annuaire comme celui de 
Yahoo, par exemple, qui met en jeu des salariés placés sous 
l’autorité de managers définissant une politique de 
référencement explicite, le processus social d’indexation mis en 
oeuvre dans ces communautés relève d’un type de contrôle 
social situé entre celui de Wikipédia et celui, plus hiérarchique, 
des communautés “Open Source”. Selon leur niveau de 
réputation, les membres de la communauté virtuelle peuvent 
contrôler des niveaux plus ou moins élevés de la classification, 
rajouter de nouvelle branches dans les domaines au sein 
desquels ils font “autorité”, supprimer les descriptions 
effectuées dans la “notice” par des participant moins renommés, 
etc. » [31 Les avantages et les inconvénients des folksonomies 
ont été très discutés. L’activité de « tagging », en tant que 
moyen doxique d’indexation (en partie intuitif), favorise un 
renforcement des pratiques coopératives entre acteurs. 
Toutefois, l’absence d’une organisation a minima des « tags » et 
leur hétérogénéité sont des points de faiblesse qui, entre autres, 
ne permettent pas une re-exploitation facile et inter-
communautaire. C’est la raison pour laquelle il convient, non 
seulement de définir des standards, mais encore de proposer des 
méthodes rendant possible l’exploitation et le partage des 
ensembles de « tags ».  
Plusieurs approches sont utilisées ou sont en cours de 
développement. Elles sont fondées, soit sur des approches 
sémantiques et sur l’établissement de règles formelles (type 
Sujet-Verbe-Prédicat : le schéma Rdf), soit sur des approches 
statistiques-linguistiques inspirées par les travaux de la 
linguistique mathématique ou par les techniques de 
clusterisation (issus par exemple de l’infométrie)[32]  
Le programme SCOT (Social Semantic Cloud of Tags) est un 
exemple du premier type d’approches. Ce programme a pour but 
la description de la structure et des relations, dites sémantiques, 
d’un ensemble de « tags » afin d’en favoriser les usages socio-
cognitifs, et ce en s’appuyant sur le fait que les processus de 
« tagging » mettent en jeu des personnes (acteurs), des 
ressources et des « tags ». D’un point de vue général, ainsi que 
nous l’avons déjà indiqué et en appui sur une partie des analyses 
concernant les réseaux sociaux, le cadre conceptuel et les outils 
du Web Sémantique prennent en charge la représentation et 
l’échange des savoirs au sein des réseaux sociaux numériques, 
grâce à RDF, au langage de requête SPARQL[33]  à RDFS et 
OWL.  Les folksonomies peuvent en effet être exploitées en 
utilisant la théorie des graphes, et ce en vue d’identifier les 
groupe d’usagers et les thématiques émergentes majeures. 
D’autres recherches ont étendu le langage SPARQL dans le but 
de mettre à jour les connexions et les chemins de type 
sémantique entre des ressources RDF.  
Il convient toutefois de noter l’exploration de nouvelles pistes 
concernant ce que l’on peut appeler des « ontologies du tag ». 
L’intérêt de ce type d’ontologie est, parmi d’autres 
caractéristiques, d’« intégrer l’aspect “actes de langages” » 
associé aux tags (ce que l'on fait en taguant), de permettre à 
                                                           
 
 
 
n’importe quelle ressource de faire office de tag, de réutiliser les 
travaux menés pour résoudre l’“identity crisis” du Web 
sémantique, enfin de souligner la dimension sémiotique de la 
relation entre le tag et la ressource (non plus ce que l'on fait du 
signe, mais ce que le signe fait en tant que signe – les deux 
dimensions s’ajoutant l’une à l’autre) ». [34] 
G. Alternatives  
D’autres conceptions essaient de prendre en compte les 
pratiques communicationnelles « associés à la conduite 
d’interactions éphémères entre utilisateurs distants tout en 
offrant des représentations, souvent de nature graphique, des 
réseaux sociaux ainsi constitués » Elles défendent une 
conception pragmatique des processus informationnels et 
communicationnels, et envisage la linguistique et la sémiotique 
de manière plus ouverte. Il y a, selon nous, un grand intérêt à ne 
pas laisser le champ libre au seul formalisme évoqué par le 
« cake » [35]  de Tim Berners-Lee, dont l’efficacité est 
subordonnée à une « fermeture sémiotique », c’est-à-dire à une 
réduction et à une standardisation des comportements et des 
pratiques.  
Quelle est, là encore la position de ceux qui parlent et agissent 
au nom de l’Open Data et souhaitent ouvrir la dissémination de 
nouvelles pratiques sociales,  intellectuelles adaptées ?  
Il est possible en effet de proposer d’autres postures prenant en 
compte la sociologie en acte des pratiques et des usages, ainsi 
que les phénomènes de co-construction des connaissances, afin 
que « les langages syntaxiquement formels » puissent 
précisément être efficaces. Le problème est de concevoir des 
méthodes qui puissent représenter de telles structures 
sémiotiques et socio-cognitives, de manière à ce qu’un 
formalisme faible rende possible, à travers de nouvelles 
écritures, une approche pragmatique forte. C’est la raison pour 
laquelle il nous semble important de discuter, de manière 
critique, l’élaboration de ces nouveaux alphabets, de leurs 
contraintes combinatoires et de leurs grammaires. Il convient 
également de réfléchir à des nouvelles manières « non-
documentaires » de produire des onto-éthologies [36] ouvertes 
et dynamiques, et ce afin de se rappeler que les écritures 
s’évaluent et s’imposent à partir de ce qu’elles ouvrent de 
créativités et d’inventions, de ce qu’elles portent de nouveaux 
modes combinatoires comme autant d’herméneutiques 
possibles.  
Ces modes combinatoires sont particulièrement visibles 
dans le cas de traitements des folksonomies qui utilisent des 
approches statistiques et des méthodes issues par exemple de 
l’analyse des mots associés.[37]  Ces méthodes, qui sont 
fondées sur la similarité et le principe de co-occurrence, 
montrent que les pratiques de « taggage » présentent des 
caractères proches de ceux de l’indexation traditionnelle et 
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que ces caractères sont relativement prédictibles. [38] De plus, 
la multiplication des fokksonomies, leur hétérogénéité et leur 
caractère non-interopérable poussent à analyser, selon la 
même philosophie, les phénomènes de chevauchement entre 
« espaces de tags », en particulier dans les espaces 
collaboratifs. [39] 
Plutôt que des ontologies, il faut donc pouvoir aussi 
accéder à la définition des « onto-éthologies ». [40]  Elles 
expriment les structures socio-cognitives portées par les 
corpus, les traductions et les processualités à l’œuvre au cœur 
même des communautés. La « structuration » (formalisation) 
des textes et des documents, de même que leur filtrage, 
doivent être envisagés, dans leurs aspects techniques, sous une 
double contrainte. Il faut pouvoir traiter des populations de 
textes numériques susceptibles d’être en permanence re-
composées et trans-formées, d’une part ; il faut fabriquer des 
outils d’exploration et d’exploitation socio-cognitives, 
intellectuelles de ces populations, des outils de représentation 
de leurs processualités constitutives qui favorisent des 
capacités analogiques, associationnistes et combinatoires, 
selon des niveaux d’organisation multiples, d’autre part.  
L’Open Data et son insertion créative est au prix de cette 
accroissemment de réflexivité qui découle selon nous de telles 
possibilités et des nouvelles pratiques 
cartographes émergentes  associées, qu’elles soient doxiques 
ou savantes.  
H. Que signifie l’expression ouvrir les données ? L’exemple 
de l’Open Archive 
 A partir des corpus numériques d’une communauté de 
recherche, les logiciels de traitements automatiques et semi 
automatiques des données (dans le cas présent, des collections 
d’articles ou de documents produits par  les acteurs de la 
recherche) évoqués ci dessus, peuvent représenter les 
associations, les réseaux d’association, les modes d’agrégation 
et de sélection, les contraintes et les modes combinatoires, les 
modes sociaux de transmission-sélection de ces contraintes. Ils 
sont à l’œuvre dans les agencements hétérogènes des 
chercheurs, des laboratoires, des textes, des revues, des 
thématiques ou des concepts. Ouvrir les données pour de 
« nouvelles visibilités » implique également d’être capable de 
mettre à jour les fronts de recherche, les réseaux d’influence, 
les systèmes de traduction, de chevauchement ou de 
percolation des notions, des concepts ou des thèmes. Les 
représentations doivent inclure les réseaux d’acteurs, les 
réseaux de citations, les co-citations[41]  et les modes de 
répétition ou d’altération des textes et des contextes associés, 
ou encore les graphes conceptuels. La finalité est d’offrir aux 
chercheurs de nouvelles façons de s’orienter, et donc d’amener 
à une meilleure gestion-navigation des points de vue, à 
augmenter les capacités associationnistes de ce qui constitue, 
pour partie, nos conditions structurales de visibilité, lesquelles 
seront toujours singulières et bornées. C’est là le sens profond 
de ce que l’on appelle les nouvelles pratiques cartographiques, 
                                                           
 
 
 
 
qui devraient alors susciter de nouveaux types d’interfaces. 
Dans une perspective proche, les recherches portées par le 
courant « memetique » [42]  proposent une conception des 
modes de réplications et de vie des « memes », conçus comme 
des entités sémiotiques, des formes et des structures variables.  
Que signifie donc pour les collectivités territoriales et ceux qui 
accèderont aux données,  « ouvrir les données pour de 
nouvelles visibiltés » ? Quels types de réflexivité seront alors 
introduites qui affecteront les usages et les pratiques socio-
cognitives ?  
Ces approches soulèvent bien des questions, dès lors qu’elles 
semblent parfois s’appuyer sur une conception parfois par trop 
essentialiste des interactions et des usages,  alors qu’elles 
visent la vie de populations, de multiplicités d’agencements 
comme… multiplicités métastables.  
Cette réflexion vise à attirer l’attention sur les diverses 
manières d’envisager les problèmes de description et de 
représentation des mémoires numériques hypertextuelles, de 
créer du sens à partir d’elles et de montrer la nécessaire 
pluralité quant à la manière de concevoir – suivant les 
contextes et les corpus, les pratiques et les usages –, les types 
d’écritures dont nous avons besoin pour habiter les multiples 
espace-temps socio-cognitifs. Les différentes approches de 
structuration du Web ne sont pas fondamentalement 
incompatibles et les manières dont nous pourrons développer 
les usages des Open Data et leur Désir est à ce prix.  
Nous sommes donc davantage favorables à une approche 
ouverte qui consisterait à penser les rapports différentiels entre 
des conceptions différentes du Web sémantique à mieux en 
définir les articulations et les niveaux d’articulation.  
Une telle position laisse la vie des dissensus au centre de 
l’habitat démocratique comme condition essentielle de sa 
perpétuation et de son approfondissement.  
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