INTRODUCTION
Our early perception of the deep ocean floor as a featureless, static environment has undergone dramatic modification in the last 50 years. Early depth sounding with mechanical devices, and even early wide-beam acoustic echo sounders, gave us an extremely low resolution picture of the ocean basins. This early image of the ocean bottom consisted largely of a flat lying seafloor with few hills and ridges of any consequence, completely covered with a thick layer of sediment, and only an occasional, inexplicable outcrop of hard rock. The few recovered rock samples were of little value in understanding the scientific processes of the deep sea because they could not be placed within any sort of geological and morphological context. Acceptance of seafloor spreading and the Vine/ Matthews hypothesis in the 1960s altered forever our perception that the floor of the ocean basins was unchanging, at least on a geological time scale. The initial drilling efforts of the Deep Sea Drilling Project also modified our view about the uniformity of the seafloor, even on a scale of a few hundreds (and perhaps tens) of kilometers. A further major advantage of side-scan sonar is that it can produce spatially correct data that can be viewed as an image. The resulting "image" is a familiar photographlike representation (Figure 2 ) that can be enhanced, modified, and ultimately interpreted, much as a land geologist interprets the structure of a roadside rock outcrop or an aerial photograph. The value of this ability to visually interpret large amounts of data as recognizable images is not lost on anyone who has, for example, studied multichannel seismic records or has been disoriented in a labyrinth of potential field contour lines. While side-scan sonar as a technique has not yet achieved the full potential of the initial promise, it is not an exaggeration to say that it has radically changed our perception of the seafloor and our understanding of the geological processes at work there.
The development of side-scan sonar has evolved to the point where we can now view these acoustic data as spatially correct images. These digital image data are "correct" in the sense that all of the acoustic targets are in the same undistorted spatial relationship to each other as they are on the seafloor. A series of mathematical operations can subsequently be applied to the image to increase our ability to interpret the data in terms of geological processes; the operations which accomplish this are grouped into the general category called "image processing." Basic digital processing techniques for optical images have been in existence since the early 1960s [Andrews, 1968; Campbell, 1974; Rosenfeld, 1976; Rosenfeld and Kak, 1976] ; however, application of these standard image processing techniques to acoustic images of the seafloor is a relatively new phenomenon. With the recent application of digital processing to acoustic side-scan data, we have moved to what was state-of-the-art for optical images about 25 years ago.
The direct transfer of digital image-processing techniques from optical to acoustic images suffers from several inherent problems. First, unlike the customary multifrequency optical images, where color conveys a tremendous Side-scan sonar, on the other hand, uses multiple, interconnected transducers rather than a single, dualpurpose transducer used on the wide-beam echo sounder [Belderson et al., 1972] . With side-scan, a linear array of transducers (usually, the same set is used both to transmit and to receive) is mounted on each lateral face of the towing body, and these transducers listen, or "scan" outward toward either "side" of the ship track. This long, narrow array of transducers produces an acoustic beam that is wide in the across-track direction and narrow in the along-track direction (Figure 3b) . Figures 3a and 3b show the fundamental differences in the beam pattern between a Side-scan sonar is a logical extension of the same basic acoustic principles used in the wide-beam echo sounder (Figure 3a) . The echo sounder has served marine geology well since its development in the early 1920s [Vogt and Tucholke, 1986; Urick, 1983] . The basic echo sounder consists of (1) a transmitter, which emits sound downward into the water column, (2) a receiver, which detects the reflected acoustic energy, and (3) a clock, which measures the elapsed time between transmitted and received pulses. Although there are many refinements to this basic procedure, these three components are the heart of the echo sounder and of any side-scan sonar system. The wide- 
THE NATURE OF SONAR TARGETS
The fundamental purpose of a side-scan survey is to provide images of acoustic targets on the seafloor. Unlike radar images, the side-scan receiver detects sound that is backscattered from the seafloor, not reflected from large-scale planar surfaces like radar images [Chavez, 1980] . In most cases, except for the direct botto m bounce described earlier, little acoustic energy arrives at the receiver by direct reflection. , and we will limit our discussion to those features directly applicable to side-scan images of the deep seafloor.
Reflection of. sound from the seafloor is straightforward to understand, but it is not the dominant process in side-scan returns. If the reflecting surface of the seafloor shown in Figure 5 were entirely flat (on all scales), then little energy would actually be returned to the transducers. Fortunately, the seafloor is rarely uniform or flat on the smallest scale, and several mechanisms ensure that sound is radiated back in nonreflected directions. The small-scale microtopography of the bottom material will, through diffraction, reradiate some small fraction of the incident sound wave back in the direction of the transducers. This diffraction of sound, from features whose horizontal scale is comparable to the acoustic wavelength, will give rise to a measurable backscatter signal. Where there is little penetration of the acoustic energy into the seafloor (i.e., a basalt flow), this surface reverberation is the major source of returned energy detected at the side-scan transducers.
The efficiency of this backscatter process is not high, with the bulk of the acoustic energy being reflected away from the side-scan transducers. It can be seen intuitively that the amount of energy backscattered by this mechanism depends on the roughness of the material on the seafloor.
Materials which have a rougher surface will backscatter energy more efficiently (with a higher amplitude return at the side-scan receiver) than smooth materials with the same acoustic impedance contrast. For the interpreter of the side-scan image, the slight difference in textures presented by the microreflectivity of the seafloor surface ( Figure 5 ) is all the information that is available. The appropriate choice of side-scan frequency should be to try to match, as closely as possible, the wavelength of the sonar with the appropriate scale of the roughness of the seafloor, assuming it is known a priori. This frequency choice must be consistent with the other goals of the survey, because high-frequency sound usually means slow, near-bottom towing, coupled with the smaller spatial coverage associated with the resulting narrow swath widths.
In regions where there is substantial sediment on the seafloor, surface microreflectivity does not contribute as much backscatter energy as volume reverberation [Tyce, 1976; Fox and Hayes, 1985; Jackson et al., 1986 ]. Significant deep-sea sediment penetration of sound occurs at frequencies of 12 kHz or lower, and in this case, a phenomenon called volume reverberation takes place. During this process, sound penetrates below the surface of the water-sediment interface, interacts with a volume of the sediments, and then is effectively reradiated in all directions, including back in the direction of the side-scan transducers [Stanton, 1984; Jackson et al., 1986] . The depth of acoustic penetration, and therefore the amount of subsurface sediment that is involved in the reradiation of the sound, depends on the frequency of the sound and the physical properties of the sediments. Accordingly, low-frequency acoustic side-scan images contain more, or at least different, information about the bulk properties of the sediments that make up the seafloor than those obtained with high-frequency instruments.
ANATOMY OF A SINGLE SIDE-SCAN SONAR PING
The combined directivity of the multiple transducers in the side-scan array results in a narrow wedge-shaped footprint on the seafloor (Figure 3b ), one that is narrow along track and very extended in the direction perpendicular to the ship track. This narrow strip can be thought of as two parallel time lines, one on each side of the ship, with the earliest acoustic return being from the seafloor that is directly under the ship (T = 0) and the latest time occurring when the sound arrives from the distal flanks on either side of the beam pattern. These time lines can be electronically subdivided, and each time slice treated as an individual "beam," thus forming multiple acoustic beams from what is, in reality, the seafloor response to a single "ping." Although Figure 4 represents the entire beam pattern as a single entity, in actual practice, each side of the track line is ensonioeied with its own set of transducers, and at distinct frequencies, so that there is no interaction between the two sides. As an example, the GLORIA II side-scan instrument uses a frequency of 6.2 kHz on the port side and 6.8 kHz on the starboard side [Somers et al., 1978] . Figure 4 shows a schematic diagram of the entire side-scan process that begins with the initial ensonification of the seafloor and ends with the generation of an acoustic image. At the initiation of a side-scan cycle, the transducer array generates an outgoing acoustic pulse, usually a short, continuous tone of a single frequency. The GLORIA II system uses a frequency-modulated (FM) pulse, but that is the exception rather than the rule for side-scan systems [Tyce, 1986] . The length of the pulse of the outgoing sound energy is an important factor in determining the ultimate resolution, with shorter pulse lengths giving higher resolution, for a given set of system parameters. As a trade-off with resolution, longer pulse lengths contain fewer frequencies than shorter pulses, are therefore easier to filter for noise, and also contain more acoustic energy per pulse. The easier detection of these longer and more energetic pulses can increase the working swath width of the side-scan system. Typical pulse lengths range from 2-4 s for the long-range GLORIA II signal to less than 0.1 ms for the high-frequency (>100 kHz) systems.
During the transmit pulse, the receiving circuitry of the side-scan is switched off, to prevent damage or saturation of the high-sensitivity amplifiers. After the completion of the transmit pulse, the transducers are switched over to the receiving circuitry, and the continuous recording of the incoming acoustic signal begins. As the outgoing sound pulse travels through the water column, the acoustic energy encounters only midwater scattering sources (i.e., fish, temperature/velocity inversions, and particulate matter), which normally register little energy at the receiving transducers. When the bottom reflection arrives at the fish, this signal starts the high-resolution timing function that controls the generation of the side-scan data (Figure 4 ).
After the bottom return arrives at the transducers, it is followed by acoustic returns from the seafloor at increasing distances from the ship track. Being a direct reflection, the "bottom bounce" is invariably a very strong return.
Because of the near-vertical incidence of the sound wave front as it impinges on those areas immediately below the ship (Figure 4) , the sampling rate of the pixel generator (the device that divides the time scale into individual time slices) would need to be too high (almost infinite for near-vertical incidence) to be achieved practically. The net result is that the region of the seafloor directly under the side-scan tow body cannot be used in the acoustic image. Most systems automatically eliminate these ne•-nadir acoustic returns from the data set. These usually consist of the innermost 40 pixels out of 2048, or about 2% of the total image. For the GLORIA II system, this amounts to a linear distance of about 1200 m, out of a total swath width of 60 km [Reed, 1987; Tyce, 1986] .
Once the initial "spike" of the high-amplitude bottom bounce is suppressed, the side-scan processor begins to divide the transducer voltage time series, which is produced by the subsequent bottom return signals, into unequally spaced "time slices." Because of the geometric effect illustrated in Figure 4 
Preprocessing of the Data
In order for the side-scan returns to become a recognizable image, the pixels need to be corrected for a variety of effects. These include slant range correction (compensating for the unequal time slice intervals), absorption of sound by seawater, the geometric effect of spreading (timevarying gain amplification), and variable ship speed. The final product is an image that has a 1:1 aspect ratio (i.e., square pixels) and one that has the sonar targets in roughly the same location on the chart recorder as they are on the seafloor. The necessary corrections consist of two basic operations: putting the pixels in the "fight" place in the image (the water column and slant range corrections) and giving the pixels the "correct" amplitude values (the timevarying gain correction for spreading and absorption losses) [Chavez, 1986; Reed and Hussong, 1989] .
Water column corrections are straightforward operations that attempt to take into account the fact that most side-scan receivers begin acquiring data immediately following the blanking pulse associated with the transmit part of the cycle. Correcting for the time that the outgoing pulse is in the water column consists simply of subtracting a constant offset in time, such that the display processor does not start the construction of the actual image until the sound from the bottom has arrived at the receiver. Suppression of the nearnadir pixels also occurs during this part of the process.
The slant range correction can be thought of as the trigonometric calculation necessary to convert the actual measured straight line (the slant range) distance of a give n piece of seafloor through the water column (Figure 4 ) to a horizontal distance along the seafloor, from the nadir of the fish to the target. Slant range corrections also compensate for the fact that equal time slice intervals do not correspond to uniform intervals of distance from the ship track and therefore do not represent true horizontal distance intervals from the inner edge of the image.
The spreading correction takes into account the fact that the outgoing sound pulse becomes reduced in intensity as it moves away from the transmitter (and also as the backscattered energy transits from the seafloor back to the receiver). For a spherical wave, this reduction in intensity varies as the inverse square of the distance to the target. For the two-way travel of the narrow side-scan acoustic beam, this spreading loss is a complex function of the beam width and is usually determined empirically. Seawater, like any other medium that transmits waves, also absorbs energy from the sound, decreasing the amplitude of the wave. In salt water, this sound absorption is due largely to the presence of dissolved magnesium sulfate and, to a lesser extent, boric acid. Additional energy is lost to the wave packet owing to scattering within the water column by small suspended particles, bubbles, and occasionally fish and other organisms.
All of these losses can be corrected by application of a time-varying gain (TVG) to the returned signal. This TVG is an amplifier which has a gain that increases nonlinearly with time after the start of a side-scan cycle. Figure 6 shows a hypothetical signal amplitude that decreases with increasing time owing to the geometric, absorption, and water column losses. Application of an appropriate TVG corrects for these losses. Since the signal level decreases strongly with time, a covarying increase in amplification can produce the constant average signal level needed to produce a recognizable image. The TVG settings can vary spatially, usually owing to water temperature conditions or as a function of time, because of transducer "aging" or changes in the beam shape. The appropriate TVG settings are usually determined empirically by surveying a region of the seafloor (usually heavily sedimented) that is assumed to be absolutely featureless and adjusting the TVG until the displayed image appears uniformly bright. A TVG setting that precisely deconvolves the signal transmission losses is rarely achieved, and this inability to To account for the variations in ship speed that occur in a "real" survey, each image that is displayed needs some correction factor to provide a proper aspect ratio. The correct aspect ratio is one where the distance represented in the image in the X direction is the same as that in the Y direction, a ratio of 1:1. In side-scan images, this is done by controlling the number of repeated lines that are added to the image after each data line. Each side-scan cycle consists of an initial "ping" followed by a stream of data that represents a time-sequence of returns at increasing distance from the ship track. If these time series data were simply presented "as is," without any correction for ship speed, the resulting image would appear extremely compressed and distorted in the along-track direction.
In order to provide the necessary speed correction and the ability to view pixels that are "square" in aspect ratio, image display programs insert duplicate lines after the initial data line, with the number of repeated lines proportional to the ship speed. Largely because of the historical use of shipboard graphic recorders, most imaging systems add a single duplicate line for each knot of ship speed (1 knot = 1.85 km/h). As an example, side-scan data taken at 7 knots are normally viewed as one data line and six repeated duplicates of that line. Because only integer multiples of the data lines are possible (either six or seven repeat lines can be added, not 6.5), it is not possible to correct for speed variations smaller than 1 knot. This is a limitation to our ability to spatially correct the data that is significant only for slow speed, near-bottom systems. This replication of the data lines does not change resolution or the image processing functions, but is only an artifact of the display process.
POSTPROCESSING CORRECTIONS TO TH E DATA
In addition to real-time shipboard data manipulations, postprocessing corrections are usually applied to side-scan sonar data. These postcruise modifications fall into the same general categories as the shipboard corrections, i.e., spatial or geometric corrections, which change the location of the pixel values within the image but do not change their value, and radiometric corrections, which change the value of specific pixels. Several phenomena that can adversely affect side-scan images have been recognized [Belderson et 
Bottom Slope Corrections
Regional, or large-scale, slope of the seafloor in the area of a side-scan survey can play an important role in the appearance of an image, an effect that can require both geometric and radiometric corrections. Bottom slope or topography can modulate both the amplitude of the return, at the pixel level, and the apparent texture of the seafloor acoustic targets, at the image level. Radiometric corrections that alter the pixel values of targets located on inward and outward facing slopes must be applied to allow a spatially correct interpretation. Large-scale regional changes in the slope of the seafloor can induce substantial geometric errors in the actual location of acoustic targets within the image. Reed and Hussong [1989] discuss this "layover error" at some length, and Reed [1987] provides a fortran program which can correct for the effects of this error. While the effects of (and remedies for) the layover correction are adequately described in the literature, it is probably useful to review the causes of the phenomenon, to be able to estimate the magnitude of the effect, and to be able to apply the correction to the data "by hand" if necessary.
Layover Correction
One of the basic assumptions that is made in the processing of side-scan data is that the seafloor is both flat and horizontal (Figure 8 target will appear to be closer to the ship than it really is; where the bottom slopes away (down) from the fish track, the targets appear farther away. 
CHARACTERISTICS
Different side-scan systems vary in ensonification frequency, height of the fish off the bottom, ping repetition rate, pulse length, and swath width. The latter four dependent variables are largely controlled by the operating frequency and, in turn, control the pixel size, the resolving power, the size of the area ensonified, and ultimately the quality of the image that will be interpreted for geology. In order to evaluate the impact of these different parameters, it is necessary first to consider the role that the acoustic frequency plays in the quality of the final side-scan image.
Side-Scan Frequency
Ensonification frequency is the primary independent variable in choosing an appropriate side-scan sonar system. Existing side-scan sonar systems are single-frequency instruments, and the choice of the operating frequency determines many of the other system parameters. Because of the physical properties of sound waves, particularly attenuation, these dependent parameters include towing altitude (using either a deep-towed or surface-towed configuration), the below-surface depth of interaction of the backscattered sound (the penetration), and image resolution. While the velocity of sound in water is largely independent of frequency, the absorption of acoustic energy in the water column, the ability to penetrate sediments, and the practical limitations on pulse length are all strongly dependent on frequency.
Strong absorption of high-frequency sound by seawater limits surface-towed deep-water systems to frequencies of less than 30 kHz. Side-scan frequencies currently in use in the open ocean range from the 6-kHz (GLORIA II) and 12-kHz (SeaMARC II) instruments used by surface-towed systems, to the 30-kHz (SeaMARC I) and 110-to 150-kHz (Scripps Deep-Tow, AMS-120, SeaMARC 150, Klein) instruments used in deep-towed systems. Existing side-scan sonar systems are deployed in a "fish," towed behind the hull of the surface ship. In addition to system portability, this configuration is used to decouple the transducers from the motion of the ship, to reduce the amount of ship-generated noise at the receivers, and, most important, to get below the strong velocity gradients associated with the thermocline in the surface waters.
Towing Altitude Figure 9 shows the basic towing configuration of a side-scan system; this figure is very schematic but generally represents existing deep-and surface-towed systems. In this representation, the fish is attached to the ship through an armored coaxial cable that provides both the strength member for towing and the necessary electrical connection to the surface ship. Power and control signals are sent down the cable; side-scan and telemetry (altitude, pitch, yaw, depth) signals are sent up. The neutrally buoyant fish is attached to the towing cable through a depressor weight, a heavy mass that effectively translates the up-and-down vertical motion of the ship to a oscillatory horizontal motion that causes less distortion to the image. As examples of towing configurations, the SeaMARC II system is towed 50-100 m below the sea surface, regardless of the water depth. In contrast, the SeaMARC 1A system is towed either at a constant depth over the bottom, generally 100 m above the highest upward projection of the seafloor in the survey area, or in the "draped mode," at a constant altitude of 100-200 rn above the varying bottom.
Surface-towed systems, with their lower frequency, can be towed faster (7-8 knots ( 28, 4 / REVIEWS OF GEOPHYSICS independent pixel size is calculated for a given side-scan system from the ratio of the swath width to the number of pixels in the image, a value suitably termed the "display resolution." An appreciation of how the instrumental resolution and display resolution interact will allow users both to design appropriate survey strategies and to better evaluate acoustic target identification in the final images.
Across-Track ResolutiOn
Three factors control the ability to resolve sonar targets in the across-track direction: pulse length, the width of the acoustic beam in the along-track direction and, indirectly, the range or distance from the track line. Independent of their range, two targets are theoretically resolvable if their separation is one-half the length of the incident sound pulse multiplied by the sound velocity. For the SeaMARC II system, for example, this theoretical limit is approximately 7 m. In practice, the effective resolving power of the system will always be worse than this. The actual projection of the sound wave on the seafloor increases in width at greater distances from the tow fish (Figure 10 ). This dependence of the footprint size on the distance from the side-scan fish, in the across-track direction, will be important in our discussion of ultimate system resolution.
tion, but once the optimum ping rate is reached, a further increased rate only provides more redundant data. As a practical rule-of-thumb, along-track resolution is usually much worse than the across-track resolution [Tyce, 1986] .
In the along-track direction, a fundamental control on reSOlution is the ping rate. Two physically distinct objects cannot be distinguished in the along-track direction if they are detected only by a single ping. Individual detection of the two objects by two adjacent pings is a minimum criterion. If we make the assumption that only one ping should be in the water column during a single side-scan cycle, then we can estimate the maximum ping rate that can be used for a particular type of side-scan. Using SeaMARC II as an example, with a swath width of 5 km on a side, the time required for the sound to travel the full 10-km roundtrip distance is approximately 7 s. This is a basic upper limit to the ping rate for this system and one that is dependent solely on the desired swath width. In actual practice, SeaMARC II uses a ping rate with a 10-s interval.
Because the distance traveled by the fish between pings is a fundamental limitation for along-track resolution, this parameter is of interest and is easy to calculate. Taking SeaMARC II as an example and assuming a survey speed 
Along-Track Resolution
Resolution in the direction parallel to the ship track will depend largely on the width of the acoustic beam but will also depend on fish height and a combination of the•ping rate and towing speed. Like across-track resolution, distance from the ship track determines the ability to resolve distinct targets which are aligned parallel to the track line. Since the two sides bounding the acoustic beam are not parallel, the beam spreads with increasing distance, and the ability of the side-scan to separate sonar targets decreases further from the tow fish. Faster ping rates and slower towing speeds also give better along-track resoluof 7 knots (13 km/h) and a ping rate interval of 10 s, this means that the ship travels 36 m along the track line in the interval between pings. This is the ultimate limit on the along-track resolving power of the system, but, as we will see, even this level of resolution is not reached in practice. 
Display Resolution
The along-and across-track resolution described above provide the fundamental limitations to the resolving power of side-scan systems. Unfortunately, none of these inherent limits on the resolution of the side-scan system have any real meaning for the interpreter until the data set is presented as an image. The technique used to create and display the image which is actually viewed acts as a "final filter" to the data, a filter that can integrate, modify, artificially enhance, or (more commonly) blur the final image. The final image that is displayed can never be made sharper than the resolution limits described above and can be substantially worse.
In side-scan sonar the most common form of resolution used is that of pixel size, the figure obtained by simply dividing the distance of the full swath width by the total number of pixels. In the SeaMARC II example this is 4.9 m (10 km/2048 pixels). This figure has been labeled "image processing resolution" [Tyce, 1986] and is in easy Johnson and Helferty: SIDE-SCAN SONAR ß 369 "figure-of-merit" value to calculate for the comparison of different side-scan systems. Although correctly described by Tyce [1986] , this range-independent figure is frequently misinterpreted as the actual instrument resolving power of side-scan systems. While it has the correct dimensions (length) associated with resolution, and it is certainly a characteristic length in the image, this value is not a true measure of the resolving power of the technique. In contrast, actual instrumental resolution must take into account the area of the seafloor that is the source of the acoustic return that is ultimately integrated into a given pixel. For lack of a better term, we call this concept the "pixel ensonification area." Since both along-and across-track resolution vary with distance from the ship track, it is also necessary to consider the range dependency 
Pixel Overlap and Redundant Data
In discussions of resolution, consideration of the size and shape of the areas of active ensonification bring up the 28, 4 / REVIEWS OF GEOPHYSICS subject of data redundancy, or pixel overlap. Because the active ensonification region of each pixel is much larger than the pixel in the image that represents it, and the pixels are (by definition) immediately adjacent to each other in the image, it follows that some of the area integrated for one pixel will also be included in the adjacent pixels. As with resolution, the redundant areas are different for alongand across-track adjacent pixels. Figure 12 shows both the along-and across-track overlap for the respective pixels, again using the SeaMARC II as an example. In the across-track direction the overlap is between adjacent pixels in a given data line, for a given ping. In the along-track direction the overlap is between pixels at the same distance from the track line (i.e., the same pixel number, for a straight track line) but for successive pings. In the across-track mode, shown in Figure 12 , there is a great deal (89%) of redundancy in seafloor ensonification for adjacent pixels near the track line and very little overlap (10%) for pixels at the distal end of the swath width. For the inner pixels the large region of overlap between adjacent pixels reduces the effective resolution; only those acoustic targets that are represented in one pixel, but not in the adjacent pixel, can be resolved. In extreme cases, for objects with an unfavorable across-track orientation and a location at the edge of the swath, we only have a resolving ability of the order of 100 m.
Target Detectability
It is important not to confuse the concept of resolution with the ability to detect objects in the side-scan swath. Specifically, resolution is the ability to distinguish two separate targets on the seafloor, while detectability is the ability of an object on the seafloor to make a visible record on the side-scan image. This confusion arises because side-scan sonar has the ability to detect objects on the seafloor that are much smaller than the resolving power of that system, particularly in an area of low ambient backscatter. The fundamental criterion for detectability is different from that of resolution; if an object can provide sufficient backscattered acoustic energy to the receiving transducers and if the ambient background backscatter is both uniform and low (to provide adequate contrast with the hypothetical target), then the object can be "detected" as a sonar target even if it is considerably smaller in dimension than the resolving power of the system. The clear visibility in the side-scan record of small fissures, fault scarps, and cracks on the seafloor, features with Johnson and Helferty: SIDE-SCAN SONAR ß 371 dimensions much smaller than the footprints shown in Figure 11 , are an obvious set of examples. For highresolution side-scan systems towed near the bottom, using 100-kHz frequencies and narrow swath widths, objects as small as a single piece of line or cable, lying on a smooth, sedimented bottom, have been detected [Mazel, 1985] .
Conversely, where the acoustic impedance of the sonar target is similar to that of water (e.g., water-logged pine wood [Mazel, 1985] , large, high-relief objects, such as ships, can sometimes be virtually undetectable by the side-scan.
IMAGE ENHANCEMENT AND PROCESSING
Three distinct operations are loosely associated with the term "image processing" as opposed to the geometric data corrections described in the previous section. First, image enhancement consists of those operations that make the image look "good," or at least more like what we expect. These operations make the data display more "pleasing" by modifying the overall appearance of the image. Some examples of enhancement are the variation in amplitude gain, increasing or decreasing the contrast, and application of threshold values (high-or low-pass filters) to the pixel amplitudes. The second class of image processing, image analysis, consists of operations which provide compact numeric information based on the data within the image. These processes distill the "essence" of the data in a image and present it in short-hand numeric form. Application of these image analysis operations obviously does not change the appearance of the original image, and the results are usually presented in a nonimage format, such as a table of numbers. Finally, the third category of image processing, image coding, includes results of mathematical analyses that are sufficiently complex to be presented as a secondary image of the original data. Pattern recognition techniques, including the "feature recognition" and image classification techniques of Reed and Hussong [1989] , fall into this category.
HISTOGRAM ANALYSIS
A major tool in image processing that is used for both enhancement and analysis is the image histogram. A histogram is simply a plot of the frequency distribution of pixels contained within an image (Figures 13a and 13b) . In addition to being an easy-to-understand representation of the range of values that exist within an image, histograms provide a mechanism for visualizing the statistical techniques that are applied to pixel amplitude values. Most of the major enhancement techniques that are applied to images can be considered as specific mathematical operations on pixel amplitudes, which can be visualized as histogram changes. Thus histograms provide a quantitative component to what is normally a very subjective Figure 16 ). The process of equalization adjusts the new pixel value assignments such that there are an equal number of pixels with each new amplitude value. For example, if there were a total of 1600 pixels in the original image and 16 grey scale levels (pixel amplitudes) that could be displayed, histogram equalization would assign an "equal" number, 100 pixels in this case, to each of the individual grey scales in the new image. The effect of equalization is to expand the contrast between grey levels that occur frequently and to decrease the contrast between those pixel amplitudes that occur infrequently, using the limited amount of available image contrast where it is most effective. The mathematical operations necessary to perform image equalization are described by Pratt [1978] , and the appropriate algorithms to accomplish it with acoustic images are developed by Reed [ 1987] . A filter can be described by a two-dimensional array of numbers, known as the "kemel." In general, kemels are equidimensional, and typical sizes for filters are 3x3, 5x5, and 7x7, although any dimensions may be used, and there is no real requirement for filters to be the same size in both directions. Convolution is a signal-processing operation that acceptable for display. While the stretching operation ' combines two signals to produce a third array of values. In almost always improves the appearance of low-contrast, image processing, one of these signals may be the original small dynamic range images, exactly the same amount of image army, and the other is the filter matrix. The filtering, information is contained in the new image as was in the or convolution process, involves sequentially replacing each old.
cell ( The following filter is a simple 3x3 smoothing filter. 
Median Filter
A nonconvolution technique known as median filmting offers a smoothing technique without either the blurring or the loss of dynamic range associated with smoothing filters. The median filter replaces a cell with the median value of the neighborhood, rather than the mean value. Two points should be noted; first, the process of finding the median cannot be performed as a convolution and is somewhat more computationally expensive. Second, a basic median filter is not described by a kernel; no kernel values are involved, and only the dimensions of the search area need to be specified. A primary use of the median filter is in "noise spike" removal from the image, such as those specular reflections that occur in recent lava flows. In some cases, however, the application of this filter can degrade the image by loss of detail in the high spatial frequencies. The Laplacian filter is particularly susceptible to noise, in the sense that high-frequency, high-amplitude variations such as specular reflections are emphasized. This property, which makes this type of filter valuable as an edge enhancement tool, also makes it of limited utility in very noisy images (Figure 19 ). In such cases it may be necessary to run a smoothing filter before applying the Laplacian, and in many cases the smoothing filter must be applied several times sequentially to be effective.
High
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Histogram Statistics
As we have noted previously, pixel amplitudes for a given image are a finite set of values and can be displayed in a frequency distribution diagram. For well-defined, homogeneous acoustic targets, these histograms show a Gaussian, or normal, distribution of pixel amplitudes (an example is shown in Figure 13b ). This Gaussian distribution of pixel amplitudes, from a single type of target, can be utilized quantitatively to both characterize the backscatter and to separate the amount of acoustic return from two different targets. In using the normal distribution properties of histograms, one caution needs to be applied: only those targets which are both homogeneous and uniform have a algorithms for calculating these parameters are readily available, and their graphical representations are reviewed in Figure 13b . This figure shows the application of Gaussian curve fitting to a SeaMARC II image (shown in Figure 13a ) that contains both hard (basalt flow) and soft (surrounding sediments) acoustic reflectors. Application of a Gaussian curve-fitting routine to the basalt flow (image A in Figure 13 ), and calculation of the statistical parameters, shows that they are significantly different from those of the sediments in image B. The more typical region of "mixed" acoustic reflectors, containing both sediments and part of the basalt flow, is shown in image C of Figure 13b . Standard curve-fitting routines can fit multiple Gaussian curves to the distribution, which can then be quantitatively analyzed for their relevant parameters. These Gaussian curve-fitting routines for the grey scale histograms are perhaps the most primitive of the textural analysis techniques that can be applied to images, but they illustrate the power of even simple quantitative analysis.
CONCLUSIONS
Side-scan sonar has become increasingly important in our understanding of the geological processes at work on the seafloor. Clearly, we need to further develop the ability to process these acoustic signals, to enhance the resulting images, and to interpret them unambiguously in a geological sense. In the process of this development, we must be aware that there are several caveats and limitations associated with the technique, but not let these warnings blind us to the potential. Side-scan images, particularly after extensive processing, can look very much like optical images, and, of course, a photograph is a type of data presentation that we are accustomed to interpreting, without hesitation, in our everyday life. It should be kept in mind that regardless of what the images look like, they are representations of the acoustic backscatter from the seafloor: they are not "poor quality" underwater photographs.
Second, the power of image processing has now progressed to the point where it is possible to make the images "look" like almost anything we want them to, including our preconceived ideas of how the seafloor "should" appear. As with other types of geophysical analysis, it is increasingly important that geologists using the data be made fully aware of all the processes that have been previously applied to an image that is to be interpreted. As both the necessary vocabulary and the general knowledge of the acoustic image-processing techniques becomes more widespread, this can be done with increasing efficiency. The use of side-scan sonar has now reached the level of scientific significance where we need to adhere closely to this high level of responsibility.
Less philosophical but equally important pitfalls lie within the day-to-day interpretation of the images. The viewer of side-scan images needs to be continually reminded of the range dependency of the technique; i.e., the area that is the source of backscatter information, which is compressed into a single pixel, is not the same in the along-and across-track directions. This area varies dramatically in size and shape with distance from the ship track. For reasons that are basic to the way that side-scan systems function, acoustic images of the seafloor are fundamentally anisotropic, and a single target will not look identical if viewed from different look angles or track line distance or if ensonified with a different acoustic system at a different frequency. This conclusion has strong implications for geological interpretations based on the apparent spatial variation of seafloor targets. The directional and range sensitivity of resolution, for example, would argue against the construction (either digital or analog) of any side-scan mosaic which omitted the ship track. Without this guidepost, users of the data could not judge the effects of changing resolution within the images.
Finally, "ground truth" of side-scan images, the verification of the interpretation of an image by independent data, has never been successfully accomplished, although it has been approached on at least one occasion [Hugget and Somers, 1988] . The reasons this valuable procedure is so difficult to accomplish are mainly related to the problems in getting independent ground truth data, of the appropriate scale, from the same area of the side-scan image. For GLORIA II data, for example, with a display resolution (pixel size) of 30 m and an effective ensonification dimension for that pixel of over 150 m, a camera image that is 1 m by 1 m can be useful but is certainly not definitive ground truth data.
Side-scan sonar has come a very long way in the last decade; from the early uncorrected analog images--that required experience, intuition, and a high frustration threshold to interpret--to the high-resolution, digital images which, today, are corrected, processed, and admired like glossy photographs of a favorite relative. As scientists we are fortunate to be present during the first halting applications of an innovative instrument, one which will help illuminate the unknown. We are exploring the ocean basins with a new tool; with some effort, patience, and skill, it will tell us something new about the seafloor.
