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Abstract

Recent progress in ultrafast laser science has made it possible to synthesize and control complex electromagnetic waveforms down to sub-femtosecond timescales. These
tailored ultrashort laser pulses can generate coherent bursts of electromagnetic radiation in the extreme ultraviolet (XUV) and terahertz spectral regions with durations
reaching the attosecond regime in the XUV region. This is accomplished by coherently controlling electronic motion in gas plasma targets. With these novel radiation
sources, ultrafast time-resolved spectroscopy can be performed on a large variety of
materials.

vi

Knowledge of the spectral phase of an ultrashort pulse is crucial for many applications. There are a variety of ways to fully characterize the electric field but usually,
involve an elaborate setup. It is highly desirable to have a method of pulse characterization without such complications. In this work, we introduce an algorithm that
retrieves the electric field from the measured fundamental and two nonlinear spectra using an iterative process. This measurement technique is insensitive to optical
alignment and imperfections of the beam spatial profile.
The control of electronic motion enables the generation of a wide range of coherent
electromagnetic radiation. In this dissertation, we have combined the fundamental
laser beam with its second harmonic to simultaneously generate extreme ultraviolet
(XUV) and terahertz radiation. Synchronous pulses in widely separated spectral
regions opens the possibility of powerful time-resolved spectroscopy. We introduce
an intuitive semi-classical model based on the well-known three-step description to
explain the observed XUV and terahertz correlations. The transparency of this model
provides an intuitive physical understanding of the complex features observed in the
measured XUV spectra. Key insights are obtained from this model by identifying
the effect of second harmonic generation efficiency and the interference of short and
long electron trajectories.
Ultrashort bursts of electromagnetic radiation are powerful tools for time-resolved
spectroscopy. Availability of short pulse durations over a broad spectral range aids
the investigation of electron transport in a large variety of materials. We have utilized
ultraviolet and XUV ultrashort pulses to probe electron transport in several inorganic
scintillators. Scintillators are important because they absorb high energy photons
and convert this energy to visible luminescence. Excitation and conversion to visible
fluorescence takes place on a timescale of tens of picoseconds. Ultrashort bursts
of XUV are an ideal excitation source for these studies. The conversion to visible
fluorescence is not 100% efficient as there are competing relaxation processes that

vii

can be identified from rise and decay time of the luminescence. The results from such
measurements can provide guidance in the engineering of more efficient scintillators
for high energy radiation detection.
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Chapter 1
Introduction

Improvements in laser technology sets the pace for advancement of ultrafast physics.
The development of femtosecond lasers has enabled researchers to study electron dynamics and coherently control its motion. Interesting electron transport can occur
on a time scale of 1 fs (1 fs=10−15 s) or even shorter time scales. Electronic motion
is the starting point for many fundamental scientific research regardless of the conventional categories with which they are identified. At these ultrashort time frames,
different disciplines of science can be viewed as one. Having the prowess to study
electron transport in such short time scales empowers scientists to understand the
underlying rules that govern the motion of electrons with unprecedented clarity.
Recent progress in ultrafast sources has made it possible to generate tailored
femtosecond pulses, and to use them for attosecond (1 as=10−18 s) pulse generation.
With both of these sources researchers can perform time resolved experiments to
observe and manipulate electron motion and to study light matter interaction to
validate theoretical models.
Manipulation of electronic motion in a gas plasma target provides a new source
for extreme wavelength generation [4, 5]. The very strong oscillating electric field of
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a high intensity laser pulse can liberate electrons from their parent ion and control
their trajectory, resulting in the emission of broadband electromagnetic radiation [6];
providing yet another ultrafast source with a wide range of energies. Availability of
ultrafast sources with wide range of photon energies means that we can investigate
electron transport in many more materials. For example, we can use terahetz to measure material properties in semiconductors and use ultrashort bursts of soft X-rays
to study scintillators with band gaps exceeding 10 eV. We can even use simultaneous
generation of extreme wavelengths for pump-probe measurements.
In this dissertation we start with ultrafast pulse generation and characterization.
We use these ultrashort pulses for extreme wavelength generation from soft X-rays
to terahertz. Finally ultrafast spectroscopy techniques are used to study electron
transport in rare-earth doped scintillators. This dissertation is structured as follows:
• Chapter 2 is on the basics of ultrafast pulses. Including mathematical description of electric field in time and frequency domain and pulse propagation. We
will also discuss the ultrafast laser sources used for the experiments.
• Chapter 3 is about pulse characterization methods. It starts with a brief review
of the most popular techniques and is followed by a detailed description of a
new method that uses three spectra to iteratively retrieve the electric field.
• Chapter 4 includes detailed theoretical review of high harmonic and terahertz
generation followed by experimental results. Based on the underlying process,
a correlation between these two extreme sources is expected. The results of
simultaneous extreme wavelength generation are presented in Section 4.4. A
new model based on the well-known three-step model is introduce that provides a unifying description of terahetz and high harmonic generation based on
classical electron trajectories.
• Chapter 5 is on ultrafast spectroscopy of scintillators. Some samples are com-
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mercially available and some were made at Los Alamos National Laboratory
(LANL). These samples include crystal, glass, ceramic and glass ceramic hosts.
We start with a brief review of different scintillators. Methods used for timeresolved spectroscopy are described and we present lifetime measurement results using ultrashort ultraviolet and extreme ultraviolet sources.
• Chapter 6 is a summary of this dissertation and the future outlook of pulse
characterization and ultrafast spectroscopy presented in this work.
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Chapter 2

Ultrafast lasers

The beating heart of research in the ultrafast phenomena is the ultrashort laser pulse.
Since the invention of lasers in the 1960s every decade has seen an order of magnitude
reduction in pulse duration of lasers. These short pulses, like a magnifying glass
in time domain, have allowed us to zoom in to previously unexplored time scales.
Since the invention of picosecond (ps) sources in the 1970s, optical probes became
the predominant source for studying fast events. Due to the high peak power in a
femtosecond (fs) pulse, we can go beyond probing fast events and investigate light
matter interactions. In fact, the energy can be higher than the binding energy of
a typical atom, allowing us to study nonlinear phenomena beyond the perturbative
regime. At the turn of the 21st century, advancements in femtosecond laser sources
made it possible to generate attosecond (as) pulses [7, 8] via high harmonic generation
and to generate terahertz in laser induced plasma [9]. In this chapter, we will start
with a mathematical description of ultrashort laser fields and their propagation,
followed by a brief introduction to ultrashort laser sources used in this work.

4

Chapter 2. Ultrafast lasers

2.1

Mathematical description

2.1.1

Electric field

Full description of the electric field requires knowledge of the temporal and spatial
variations as the laser pulse propagates in different media. However, for simplicity
and in order to give basic descriptions of the electric field, we start with a linearly
polarized and spatially uniform electric field. In this case, the electric field in time
and frequency domain can be expressed as
E(t) = Ã(t) eiφ(t) ,

(2.1)

Ẽ(ω) = Ã(ω) eiφ(ω) ,

(2.2)

Ã(ω) and Ã(t) are the complex electric field amplitudes and φ(ω) and φ(t) are phase
in frequency and time, respectively. Non-zero first derivative of φ(t) means that the
carrier frequency is time dependent, and as a result, the pulse is frequency modulated
or “chirped ”[10]. The new instantaneous frequency is
ω(t) = ω0 +

d
φ(t),
dt

(2.3)

and it is plotted in Figure 2.1 for a pulse with
two domains are related by Fourier transform
Z ∞
Ẽ(ω) = F [E(t)] =
E(t)e−iωt dt,

d2 φ(t)
dt2

> 0. The electric fields in the

(2.4)

−∞

E(t) = F

−1

1
[Ẽ(ω)] =
2π

Z

∞

Ẽ(ω)eiωt dω.

(2.5)

−∞

The nature of the Fourier relation dictates that a short pulse in time domain will
have a broad spectrum or mathematically
∆τ ∆ν ≥ constant,

(2.6)
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Figure 2.1: Calculated time dependent electric field (solid black) and unchirped
amplitude (dashed black) and instantaneous frequency (red) for a chirped pulse.

where ∆τ is the pulse duration and ∆ν (full width at half maximum or FWHM) is the
spectral width. The constant is determined by the assumed pulse shape when φ(ω) =
0. This constant is approximately 0.441, 0.315, or 0.142 for Gaussian, hyperbolic
secant, and Lorentzian pulse shapes, respectively. When the product is equal to the
constant, or φ(ω) = 0, the pulse is as short as it can be for a given ∆ν and it is
known as transform-limited.
A full description of a short pulse requires knowledge of the behavior in the
radial and in the propagation direction in addition to the temporal and spectral
domains. Under paraxial approximation, in cylindrical symmetry, the electric field
should satisfy the paraxial wave equation [11]


1 ∂
∂
∂
r Ẽ(r, z) .
2ik Ẽ(r, z) =
∂z
r ∂r ∂r

(2.7)

The Gaussian function is one of the solutions of Eq. 2.7. The complex amplitude
of the Gaussian beam is
Ẽ(r, z) = A0

kr 2
ω0 − w2r2(z) −i 2R(z)
e
e
e−i[kz−ψ(z)] ,
w(z)

(2.8)

where A0 is the amplitude at z = 0, c is the speed of light, 0 is the electric permittivity of vacuum, P is the power carried by the beam, and w(z) is the beam 1/e2
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radius. Other Gaussian parameters that are used to describe the beam along the
propagation direction are:
zR =

πω02
,
λ

(2.9)

s
w(z) = w0



1+

z
zR

2
,

(2.10)

zR2
R(z) = z + ,
z

ψ(z) = tan−1

(2.11)

z
.
zR

(2.12)

zR is the Rayleigh range, where w(z) is equal or less than

√

2 times the minimum

beam waist w0 , Rz is the radius of curvature of the wavefront, and ψ(z) is known as
the Gouy phase. Properties of a Gaussian beam are shown in Figure 2.2. We will
use this spatial profile when we discuss phase matching of high harmonic generation.

2.1.2

Beam propagation

So far in this chapter, we have ignored φ(ω) or considered it to be zero, which usually
is incorrect. For simplicity, we have limited our description of the electric field to
only include time and frequency domains or its radial profile, while in reality electric
field should be written as E(x, y, z, t). The electric field can be derived from Maxwell
equations [12]
~−
∇2 E

1 ∂ 2 P~
1 ∂2 ~
E
=
,
c2 ∂t2
0 c2 ∂t2

(2.13)
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Figure 2.2: Calculated Gaussian beam properties in radial and propagation directions. The black line shows w(z) along the propagation direction.

where P~ is the polarization and includes linear and nonlinear contributions. Let us
focus on the linear contributions which are responsible for physical effects such as
diffraction and dispersion. For simplicity, we also consider a plane wave propagating
in the z direction. Then Eq. 2.13 is simplified to
 2

∂
1 ∂2
1 ∂ 2 P L (z, t)
−
.
E(z, t) =
∂z 2 c2 ∂t2
0 c2
∂t2

(2.14)

P L is the linear polarization and is related to electric field [13]
P L (ω, z) = 0 χ(ω)Ẽ(ω, z),

(2.15)

χ is the dielectric susceptibility. Fourier transform of Eq. 2.13 gives us
∂ 2 E(z, ω) ω 2 (ω)
+
E(z, ω) = 0,
∂z 2
c2

(2.16)

which has a general solution
Ẽ(ω, z) = Ẽ(ω, 0)e−ik(ω)z ,

(2.17)

where the propagation constant k(ω) is
p
ω
ω
k(ω) = (ω) = n(ω) .
c
c

(2.18)
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Since k is a function of ω, we can write this dependence as a truncated series expansion around the carrier frequency ω0
k(ω) = k0 +

dk
dω

(ω − ω0 ) +
ω0

1 d2 k
2! dω 2

(ω − ω0 )2 +
ω0

1 d3 k
3! dω 3

(ω − ω0 )3 + ... (2.19)
ω0

The second term is the inverse of group velocity (vg−1 ). The third term is a measure
of the dispersion of the group velocity or GVD and is equal to
k 00 = −

1 dvg
vg2 dω

.

(2.20)

ω0

We can write GVD as a function of wavelength using vg =
k 00 =

λ3 d2 n
2πc2 dλ2

n
c

−

λ dn
c dλ

(2.21)

Similarly, the third order dispersion (TOD) is


3
2
λ2
000
3d n
2d n
k = − 2 3 3λ
+λ
.
4π c
dλ2
dλ3

(2.22)

Obviously, GVD, TOD and higher order dispersion terms are material properties
and propagation of the beam in different media would modify the phase in Eq. 2.1
and 2.2. To analyze the dispersion effect on spectral phase it is helpful to use the
Taylor expansion of φ(ω) around carrier frequency ω0
φ(ω) =

∞
X

Cn (ω − ω0 )n

(2.23)

n=0

where Cn s are the expansion coefficients
Cn =

1 dn φ(ω)
n! dω n

.

(2.24)

ω0

Each term in Eq. 2.23 corresponds to different orders of dispersion. C0 is known
as the carrier to envelope phase (CEP). CEP is irrelevant in most applications and
is ignored. In some cases however, for few-cycle pulses, the amplitude ratio of two
neighboring peaks can change significantly. For the pulse shown in Figure 2.3 when
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Figure 2.3: Time dependent electric field for φ0 = 0 (blue) and φ0 = π/2 (red) and
amplitude |E(t)| (dashed black).

C0 = 0, the main peak is ≈30% higher than the neighboring peaks but for C0 = π/2
the two central peaks have the same amplitude. This could have major consequences
in attosecond pulse generation. If the CEP of a few-cycle pulse is fixed, the field
can be large enough to overcome the Coulomb potential only during one half cycle.
The second term in Eq. 2.23 is simply a temporal delay, hence known as group delay
(GD). It is only taken into account if the temporal overlap of two pulses is of interest.
The third term is also a delay but for each spectral component, therefore known as
GDD or group dispersion delay. Therefore, GDD can be written in terms of GVD

GDD = k 00 × L.

(2.25)

The concepts introduced here will be used in different sections of this dissertation.
In the next section, the details of the ultrafast source used for the experiments are
discussed.
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2.2

Ultrafast laser sources

2.2.1

Ultrafast pulse generation

XUV and terahertz waves can be generated from the same laser source. The source
used here is a train of 1 kHz, 3.5 W, 35 fs laser pulses from a chirped pulse amplifier
(CPA). This amplifier is seeded by a home built mode-locked z-fold Ti:sapphire laser
[1], pumped by a diode-pumped solid state laser (DPSS). Intracavity frequency doubling inside this neodymium doped yttrium vanadate (Nd:YVO4 ) laser produces a 5
W CW laser centered at 532 nm (Coherent Verdi 5) to pump the oscillator. Vanadate
is preferred over YAG due to broader gain bandwidth and high absorption at 809
nm, where high power diode lasers are available. For almost three decades, titanium
doped sapphire (Ti:Al2 O3 ) has been the gain medium of choice for ultrafast lasers.
It has the largest known gain bandwidth. Taking advantage of this bandwidth is
not possible by using original mode-locking methods such as dye saturable absorber
[14, 15] or by colliding pulse mode-locking (CPM) [16]. The shortest pulse observed
using such techniques is 53 fs [17, 18]. Fast semiconductor saturable absorber mirrors
(SESAM), however, have produced 10 fs pulses [19, 20]. But, unfortunately, the damage threshold of SESAMs is rather low and requires additional design modifications
of the laser [21]. Avoiding all the challenges of the above mentioned techniques and
harvesting the broad bandwidth of the Ti:sapphire crystal requires a non-resonant
nonlinearity. The optical Kerr effect is a consequence of non-resonant third-order
nonlinearity, where the refractive index profile depends on the intensity profile [12]
n(r, t) = n0 + I(r, t)n2 .

(2.26)

This intensity (in the radial direction r and in time) dependence results in a spatial
and temporal lens. Since the nature of this third-order nonlinearity is electronic, the
response is considered to be instantaneous compared to one period of 800 nm light
and it can be used for passive mode-locking. This method is known as Kerr-lens
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mode-locking or KLM [22]. In this method the cavity is designed so that the most
intense part of the laser beam, which is undergoing self focusing, is overlapped with
the pump. Consequently, this soft aperture preferentially selects the region where
we can achieve shorter and more intense pulses. Our mode-locked laser is built by
placing a 2.5 mm long Ti:sapphire crystal with 4.4 cm−1 absorption coefficient at
532 nm between two spherical mirrors (10 cm radius of curvature) as part of a folded
cavity [1]. A short crystal length minimizes the third order dispersion. The tilt angle
of the curved mirrors (Fig. 2.4) corrects the astigmatic aberrations introduced by the
Brewster’s angle of the crystal facets and the spherical mirrors [23]. The long arm
includes a pair of Brewster-cut fused silica prisms. One prism can be used to control
the dispersion [17], but the dispersion added by a single prism can only be positive
[10]. A second prism can compensate the angular dispersion introduced by the first
prism. Ideally, we would like the prisms to have small third order dispersion, but
if the prism’s GVD is small as well, the small group velocity dispersion should be
compensated by larger prism separation. Figure 2.4 schematically shows the layout
of the Ti:sapphire mode-locked laser. Radii of curvature of the mirrors are 10 cm,
transmission of the output coupler is 12% and since n(800 nm) = 1.76 the tilt angle
of the curved mirrors are α = 12◦ [23, 2]. This laser was made specifically to seed
a commercial chirped pulse amplifier (CPA) which requires a stable seed. Placing
the pump laser on the same breadboard and using low thermal conductivity short
mounts reduced the drift to less than 0.5% in mode-locked power in over 6 hours [2].
Figure 2.5 shows the temporal and spectral profiles of the mode-locked pulse.

2.2.2

Ultrafast pulse amplification

Energy per pulse generated by an oscillator is typically a few nJ, which is not always sufficient. For a lot of applications, in addition to short pulse durations, pulse
energies a million times higher than the oscillator output are needed. It is there-
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Figure 2.4: Mode-locked laser z-fold cavity layout [1, 2].
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Figure 2.5: Mode-locked laser spectral and temporal profiles measured by MIIPS
(see section 3.3.4).

fore necessary to amplify the output of the oscillator. Increasing the pulse energy
by a million times in a single pass through a gain medium is practically difficult if
not impossible and high intensities would damage the gain medium. Two types of
commonly used amplifiers use a few passes either in a multipass amplifier design or
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regenerative amplifier configuration. Regenerative chirped pulse amplification, used
for experiments in this dissertation, is an amplification method which was used in
the optical frequencies for the first time in 1985 [24]. Initially, to avoid damage the
pulse is stretched to reduce the peak power. Then the seed is amplified in a resonant
cavity pumped by a 20 mJ Q-switched intra-cavity doubled Nd:YLF DPSS laser with
250 ns pulses at 1 kHz repetition rate, centered at 527 nm. A pair of Pockels cells
(electro-optic switch) inject and eject the seed pulse to and from the amplifier cavity, allowing the required number of passes needed for amplification. The amplified
pulse is then sent to the compressor where a grating pair compresses the pulses to
transform-limited pulses (≈ 35 fs). The output pulse is 3.5 mJ, an amplification of a
million times. Figure 2.6 shows the ultrafast short pulse setup. There are two main
challenges in building CPAs. The first is to keep the dispersion small. In regenerative
configuration it is more difficult to do this because of the large dispersion due to the
two Pockels cells used for switching. The other issue is gain narrowing. To achieve
106 amplification the gain of the Ti:sapphire should be 107 to compensate for losses
and the gain bandwidth (∆λg ) is estimated to be 38.1 nm, which translates to 24
fs pulses [25]. Adding the effect of the seed would make the bandwidth ∆λout even
shorter [25]
∆λout = ∆λseed q

∆λg

.

(2.27)

∆λ2g + ∆λ2seed

For ∆λseed = 40 nm, ∆λout is approximately 27 nm which corresponds to ≈ 35 fs.
In this dissertation we use a commercial CPA (Legend Elite) made by Coherent,
Inc. There are other amplification methods for increasing the peak power that are
beyond the scope of this work. A pulse shaper is used before the amplifier to shape
the seed pulse for optimal performance. The spectral and temporal profiles of the
amplified pulses are shown in Figure 2.7. The spectral and temporal FWHM are
in close agreement with the estimated values from Eq. 2.27. In the next chapter,
different techniques for ultrafast pulse characterization are discussed.
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Figure 2.6: Home built mode-locked oscillator and Coherent Legend Elite chirped
pulsed amplifier.
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Chapter 3
Ultrashort pulse characterization

Ultrashort laser pulses have become commercially available and they are being used
in basic research and industry. Some of these applications require accurate knowledge
of the pulse duration and phase (spectral or temporal). Nanosecond pulses can be
measured by electronic detectors. There are fast detectors and streak cameras for
measuring picosecond pulses and some streak cameras can measure pulses as short as
200 fs. For shorter pulses however, an equally fast (or even faster) pulse is required.
For a given pulse, the short pulse itself can be used for characterization. This requires
the pulse to reflect from surfaces and pass through material, which can introduce
absorption and dispersion. Additionally, since most techniques include nonlinear
elements, accurate knowledge of the system is required to create a response function
which can be applied to the measurements to characterize the pulse. Therefore it is
beneficial to minimize the number of components used for measurements.
In this chapter we will discuss a few of the most popular techniques. We start
with the simplest methods for measuring pulse duration followed by more sophisticated techniques for full field reconstruction. We will introduce a new method for
retrieval of the electric field by an iterative algorithm that requires the fundamental
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spectrum and two nonlinear spectra. Consequently, the number of optical components used is reduced, in some cases, only to well known nonlinear crystals, thereby
essentially eliminating sensitivity to alignment and beam distortions. This experimentally simple technique provides sufficient information about the pulse in a single
measurement.

3.1

Intensity correlations

When a known reference pulse is available, intensity correlation can provide information about the pulse duration by measuring the intensity cross-correlation of the
reference pulse Ir (t) with the short pulse Is (t) [10]
Z

∞

Is (t)Ir (t − τ )dt,

Ic (τ ) =

(3.1)

−∞

and the Fourier transform of Ic (τ ), Sc (ω), is related to the signal and reference
S(ω) = Sr (ω)Ss∗ (ω).

(3.2)

Therefore Is (t) is equal to the inverse Fourier transform of the complex conjugate of
S(ω)
.
Sr (ω)

However, cross-correlation with an extremely short pulse still does not provide

any information about the spectral phase of the electric field. Even if such a reference pulse is available, we still need a method to determine its shape. Practically
it makes sense to use the pulse itself for characterization. In which case, Eq. 3.1 is
known as the autocorrelation which is a symmetric function with purely real Fourier
components. Infinite number of possible pulse shapes can give the same autocorrelation pulse which limits the capabilities of intensity autocorrelation to pulse duration
measurements. By assuming a pulse shape (e.g. Gaussian or sech2 ) we can have a
good estimate of the pulse duration.
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3.2

Interferometric correlations

Fourier transform of autocorrelation would only give us the spectrum of the fundamental and that does not provide information about the spectral phase. Second
order correlation however, can provide some information about the phase and can
be written as [26, 10]
Z ∞
h|[E1 (t − τ ) + E2 (t)]2 |2 idt.
I2 (τ ) =

(3.3)

−∞

and it can be expanded as three separate terms. One term centered at zero frequency,
one at the fringe frequency ω, and another component at 2ω. If we replace E1,2 with
A1,2 ei(ω0 t+φ1,2 (t)) then the average over the fast oscillations over the electric field has
three terms:
Z

∞

[A41 (t − τ ) + A42 (t) + 4A21 (t − τ )A22 (t)]dt,

c0 (τ ) =

(3.4)

−∞



−iωt

Z

∞

c1 (τ ) = < 4e

A1 (t −

τ )A2 (t)[A21 (t



− τ) +

A22 (t)]ei[ϕ1 (t−τ )−ϕ2 (t)] dt

, (3.5)

−∞


Z
−2iωt
c2 (τ ) = < 2e

∞

A21 (t



−

τ )A22 (t)e2i[ϕ1 (t−τ )−ϕ2 (t)] dt

.

(3.6)

−∞

These are three measurable terms. If the detection system only detects the component around zero frequency (Eq. 3.4), the measured signal is the intensity correlation
plus a background. It provides information about the pulse duration and the peakto-background ratio of 8 is a quantitative measure of the alignment, but does not
provide any knowledge about the spectral phase. Eq. 3.5 and Eq. 3.6 include new
terms due to second order fields of each individual pulse, and their interference. That
is why an interferometric correlation can provide more information about the pulse.
These components can be extracted from measurements [27, 28]. Fig 3.1 shows two
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25 fs pulses but the bottom row is linearly chirped. As can be seen from this figure,
the intensity autocorrelation is unchanged but the interferometric autocorrelation is
much different. This means that the interferometric autocorrelation is capable of
determining whether the pulse is transform-limited or if it is chirped. More details
can be retrieved by combining the autocorrelation with spectrum [29, 30], or by using
an intentionally unbalanced Michelson interferometer to obtain an asymmetric trace
[27]. For short pulse lasers with good pulse repeatability and high repetition rates,
a rapid scanning Michelson interferometer can be used. When the repetition rates
are low, and the intensity is high enough, single shot autocorrelation is preferred.
[10, 31]. In most of the techniques discussed in the following sections of this chapter
second harmonic generation is used and there is a very simple yet important reason
for that. The nature of second harmonic generation in crystals is electronic therefore
the nonlinear effect is fast enough for measuring pulses as short as a few femtoseconds. The applicable wavelength range of second harmonic generation is limited by
the UV absorption edge of the crystals [10].

3.3

Full field reconstruction

Second order autocorrelation is symmetric and any possible pulse envelope, regardless
of the spectral phase, can produce the same trace. Therefore, autocorrelation does
not provide any information about the spectral phase. Determining the spectral
phase requires more information. Ideally, we would like the technique to be fast so we
can view the results in real time. Additionally, to avoid pulse-to-pulse fluctuations,
single-shot measurements are preferred. If the autocorrelation is available, combining
it with a complementary measurement would be enough to perform iterative full field
reconstruction. For example, combination of nonlinear spectrum, autocorrelation
and a retrieval algorithm can be used to characterize a short pulse [32, 29, 33, 34].
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Figure 3.1: Intensity autocorrelation (left column) and interferometric autocorrelation (right column for no chirp (top) and linear chirp.

In this section, we will briefly review a number of widely used methods for full field
reconstruction.
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Figure 3.2: Schematics for single-shot FROG.

3.3.1

Frequency Resolved Optical Gating (FROG)

Frequency resolved optical gating (FROG) is probably the most popular technique for
full field reconstruction and it was introduced by Kane and Trebino in 1993 [35, 36].
With a relatively simple setup, FROG can measure pulses with time-bandwidth
products as high as 10. The strength of FROG comes from the large amount of
information that it collects in a single measurement. It records a two dimensional
spectrogram in the form of
Z

2

∞

E(t)Eg (t − τ ) exp(−iωt)dt .

IF ROG (ω, τ ) =

(3.7)

−∞

τ is the delay and Eg is the delayed electric field. Figure 3.2 shows the experimental
setup for single-shot FROG. The nonlinear crystal must be thin for short pulses to
avoid broadening. Otherwise the measurements should be corrected before retrieval.
The FROG trace is a spectrogram of the pulse and essentially it contains all the
information about the electric field (except time-reversal ambiguity). The time response of the nonlinear medium must be rapid compared with the pulse length. As
discussed earlier, second harmonic generation is a fast process that can be used for
such measurements. Optical Kerr effect is another candidate [35]. In the case of
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Figure 3.3: Top view of GRENOUILLE setup.

second harmonic, FROG produces a signal field of the form
Esig ∝ E(t)E(t − τ ),

(3.8)

or Eg (t) = E(t). The FROG trace is related to the Fourier transform of Esig (t, τ ),
by
Z

∞

Z

−∞

2

∞

dt

IF ROG (ω, τ ) =

dωτ Esig (t, ωτ )e−iωt+iωτ τ ) ,

(3.9)

−∞

which is a two dimensional phase retrieval problem known to have a unique solution
for problems with two dimensions or higher [37, 38]. Spectral and temporal profiles
using second harmonic FROG (GRENOUILLE in this case) are shown in Figure
3.4. If the pulse is not too short (group velocity mismatch (GVM) × length of the
nonlinear crystal is much larger than pulse duration) a Fresnel biprism can replace the
delay part of Figure 3.2 and a thick nonlinear medium combined with a CCD replace
the imaging spectrometer [39]. This arrangement is called GRating-Eliminated Nononsense Observation of Ultrafast Incident Laser Light E-field or GRENOUILLE for
short (Fig 3.3). Our measurement results by GRENOUILLE are shown in Figure
3.4.
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Figure 3.4: Measured GRENOUILLE results for two different pulses (left and right).
FROG trace (top), spectral intensity and phase (middle) and temporal intensity and
phase (bottom).
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3.3.2

Modified Spectrum Auto-Interferometric Correlation
(MOSAIC)

MOSAIC was introduced by Sheik-Bahae et al. and is a modified version of frequency
resolved autocorrelation designed to be more sensitive to chirp [30, 34, 40, 41]. In this
method, the intensity autocorrelation term is unchanged, the spectral components
centered around the fringe frequency ω (Eq. 3.5) is removed and the components
around 2ω (Eq. 3.6) are multiplied by 2. The inverse Fourier transform of the results
is the MOSAIC trace

Z
IM OSAIC (τ ) = 1 + 2
Z
+2

A2 (t)A2 (t − τ )dt
A2 (t)A2 (t − τ ) cos [2ωτ + 2(φ(t − τ ) − φ(t))] dt (3.10)

where the third term is the amplified 2ω component [40].
MOSAIC, in its simplest form, cannot completely reconstruct the shape of the
electric field but it is a powerful tool that provides background-free signal indicative
of chirp. Middle column in Figure 3.5 shows clear difference in the MOSAIC signal
while the autocorrelation signal is the same. If combined with spectral measurements,
MOSAIC is capable of iteratively retrieving the electric field and phase [30]. Single
shot retrieval is possible by combining intensity autocorrelation and second-harmonic
spectrum [30]. It can also be used as a visual guide for correcting chirp in combination
with SHG FROG [41]. Figure 3.5 shows results for two pulses. The bottom row
shows autocorrelation and MOSAIC traces for the same pulse as the top row but
after propagation through a thick piece of glass.
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Figure 3.5: Measured interferometric autocorrelation and MOSAIC traces for two
pulses before (top) and after (bottom) propagation through a thick piece of glass.
Bottom row shows the results for the same pulse as the top row but with added
phase due to glass dispersion.

3.3.3

Spectral Phase Interferometry for Direct Electric-field
Reconstruction(SPIDER)

This is another elegant method for reconstructing both the amplitude and phase
of a pulse. Spectral Phase Interferometry for Direct Electric field Reconstruction
(SPIDER) is based on spectral shearing interferometry and was introduced in 1998
by Laconis and Walmsley [42]. Unlike other techniques discussed so far, full field
reconstruction with SPIDER is noniterative. In spectral shearing interferometry
spectrum one of two identical pulses is shifted in frequency by ωs and then the pulses
are delayed by τ and they are combined in a material with second order nonlinearity
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(χ(2) ). The signal measured by the spectrometer is
S(ω) = |E(ω + ωs )|2 + |E(ω)|2 + 2|E(ω + ωs )||E(ω)| cos(∆Φ),

(3.11)

where
∆Φ = |Φ(ω + ωs ) − Φ(ω) + ωτ | .

(3.12)

S(ω) can be processed noniteratively. The spectrum in time domain is calculated
using Fourier transform and has components centered at τ = 0. τ = 0 and − 1 are
removed. If the sign of the phase at the end of calculations is flipped, then the τ = 1
component is removed instead. Once the ωτ component is removed, the spectral
phase is calculated by phase unwrapping. This noniterative retrieval procedure is
known from spectral interferometry. Once we know the phase, the amplitude of the
electric field can be obtained from the square root of the spectral envelope. Notice
that S(ω) is modulated with a period of τ −1 . SPIDER is a powerful method to
retrieve the phase but it has some drawbacks. Error in a SPIDER-measured pulse
length is at least 100 times the error in τ . This means that this pulse separation
must be known with few attosecond accuracy just to measure a pulse. In addition,
SPIDER requires high power, does not measure spectrum, only works well for pulses
with time bandwidth products of 2 or less, and it is expensive to build.

3.3.4

Multiphoton Intrapulse Interference Phase Scan
(MIIPS)

For some applications, in addition to full field reconstruction, pulse shaping is required for optimal performance. Multiphoton Intrapulse Interference Phase Scan
(MIIPS) [43] combines spectral phase characterization with pulse shaping in one device. In this powerful technique, a grating disperses the pulse onto a spatial light
modulator (SLM) which can alter the spectral phase. An example of a measured
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Figure 3.6: Calculated SPIDER interferogram (left/blue) and retrieved temporal
(middle/blue) and spectral (right/blue) pulses.

Figure 3.7: Measured MIIPS trace.

MIIPS trace is shown in Figure 3.7. To create a transform-limited pulse, the algorithm uses only the fundamental and second harmonic spectra to determine the
phase that the SLM adds to the pulse. First, the second harmonic spectrum around
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2ω0 is written as:
Z
2
S2 (∆) =
|E(∆ + Ω)| |E(∆ − Ω)| × exp[i(ϕ(∆ + Ω) + ϕ(∆ − Ω))]dΩ . (3.13)
Due to the interference term ϕ(∆ + Ω) + ϕ(∆ − Ω), only nonzero even terms of the
Taylor expansion near ∆ can decrease S2 at ∆ and it is not affected by the odd
terms. Next, a known phase f (∆) is added to the pulse changing the total phase to
ϕ(∆) = φ(∆) + f (∆). Second harmonic signal is maximized when ϕ(∆) is minimized
or:
ϕ00 (∆) = φ00 (∆) + f 00 (∆) = 0.

(3.14)

Since the second derivative of f (∆) is known, we can easily calculate φ00 (∆). The
form used for f is α(γ∆ − δ) and as a result, where the maximum signal is observed,
f 00 (∆) = −αγ 2 cos[γ∆ − δmax (∆)]. φ00 (∆) can be calculated by integrating f 00 (∆).
The goal is to introduce increasingly fine compensation functions until transformlimited pulses are obtained. Once the phase is known, any desired phase can be
added to the pulse by the SLM. Figure 3.8 shows results from MIIPS before and
after compression.

3.4

Spectral Phase Interrogation using Nonlinear
Spectra (SPINS)

So far in this chapter we have discussed a few of the well known techniques. All of the
full field reconstructions we have described so far, rely on combining temporal and
spectral measurements. In this section we explore the idea of using multiple spectra
and an optimization algorithm to reconstruct the electric field. There are multiple
ways of performing such measurements. Figure 3.9 shows schematics of SPINS with
three spectra, fundamental and two nonlinear spectra (second and third harmonic).
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Figure 3.9: SPINS with three spectra: fundamental, second harmonic, and third
harmonic.

As can be inferred from Figure 3.9, due to the simplicity of this technique, the
measurements are not sensitive to alignment. And since we are only collecting the
spectra, it is possible for all three spectra to be measured with the same spectrometer
in one shot. SPINS is also the only technique that is robust enough to use an
input pulse with poor beam quality. Second harmonic (SH) is generated in a thin
BBO crystal (SHG) and third harmonic (TH) is generated through sum frequency
generation (SFG) in a second BBO. The spectral intensities S1 , S2 , S3 are related to
their corresponding electric field by:
E1 (ω) =

p
S1 (ω)eiφ1 (ω) ,

(3.15)
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E2 (ω) =

p
S2 (ω)eiφ2 (ω) ,

(3.16)

E3 (ω) =

p
S3 (ω)eiφ3 (ω) ,

(3.17)

where the subscripts 1,2,3 refer to fundamental, second harmonic, and third harmonic
respectively. φ1 , φ2 , φ3 are the spectral phases. In order to retrieve the electric field
only φ1 is of interest. Due to the electronic nature of the SHG and SFG processes the
material response to a femtosecond pulse is assumed to be instantaneous. Therefore
second harmonic field in time domain is proportional to the square of the fundamental
electric field
E2 (t) ∝ E(t)2 ,

(3.18)

E3 (t) ∝ E(t)3 ∝ E2 (t)E(t).

(3.19)

and

But, since we are measuring the spectra it is more convenient to work in frequency
domain and from convolution theorem S2 (ω) and S3 (ω) can be calculated from E1 (ω)

2

2

S2 (ω) = |E2 (ω)| = |E1 (ω) ⊗ E1 (ω)| =

Z

2

E1 (ω 0 )E1 (ω − ω 0 )dω 0 ,

and from Eq. 3.15
Z hp
2
i
0
S2 (ω) =
S1 (ω 0 )S1 (ω − ω 0 )eiφ1 (ω)+iφ1 (ω−ω ) dω 0 .

(3.20)

(3.21)

Similarly, for third harmonic we can write
Z hp
2
i
2
iφ1 (ω)+iφ1 (ω−ω 0 )
0
0
0
S3 (ω) = |E2 (ω) ⊗ E1 (ω)| =
S2 (ω )S1 (ω − ω )e
dω . (3.22)
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At this point, starting with a guess phase φ1 (ω), an optimization algorithm can find
the right phase. The optimization algorithm will optimize the the Taylor expansion
coefficients of φ1 (ω) around the carrier frequency ω0 (Eq. 2.23). Complexity of the
pulse dictates the number of coefficients needed.
The objective of SPINS is to retrieve the optimum phase by minimizing the
difference between measured and calculated nonlinear spectra (Eq. 3.23).
" N
#0.5

1 X  guess
2
∆= √
S2
(ωi ) − S2measured (ωi )
N i=1
" N
#0.5

1 X  guess
2
+√
. (3.23)
S3
(ωi ) − S3measured (ωi )
N i=1
Eq. 3.23 can be modified to be more sensitive to the shape of the spectrum.
Compared to other pulse characterization methods, SPINS uses much less information to retrieve the pulse. This puts stringent criteria on the quality of the
measurements. As mentioned earlier in this section, measurements are not sensitive
to alignment but the spectrometer must be calibrated and the transmission of the
filters must be well known. This is especially important if the TH is in the UV range
where calibration is more challenging and air absorption might affect the spectrum.
Because of these challenges, we should take advantage of all the information that can
be extracted from such a simple setup. For example, if lenses are used to focus the
fundamental the group velocity dispersion (GVD) of the lenses should be included in
the calculations. Most importantly, the phase mismatch (∆k) inside the two BBOs
should be calculated. To understand the effect of phase mismatch it is useful to
discuss second and third harmonic generation.
For SPINS we only use SHG which means that if the fundamental propagates
parallel to the ordinary axis and second harmonic propagates parallel to the extraor-
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dinary axis. The second order polarization can be written as [10]
P (2) = 0 χ(2)

i
1h
Ã1 ei(ω1 t−k1 z) + Ã2 ei(ω2 t−k2 z) + c.c. ,
4

(3.24)

and with P (2) as a source term we can calculate E1 and E2 using a nonlinear propagation equation [10]:


 
1 ∂
ik1 00 ∂ 2
∂
+
−
Ã1 ei(ω1 t−k1 z)
2
∂z v1 ∂t
2 ∂t

 
1 ∂
ik2 00 ∂ 2
k2
∂
µ0 ∂ 2 (2)
i(ω2 t−k2 z)
+
−
Ã
P . (3.25)
+
e
+
c.c.
=
i
2
k1
∂z v2 ∂t
2 ∂t2
k1 ∂t2

v1 , v2 , k1 00 , k2 00 are the group velocities and GVD of fundamental and second harmonic.
Substituting Eq. 3.24 into Eq. 3.25, Eq. 3.25 gives us two coupled equations


2
∂
1 ∂
ik1 00 ∂ 2
∗
(2) ω1
(3.26)
+
−
Ã
=
−iχ
Ã1 Ã2 ei∆kz ,
1
2
2
∂z v1 ∂t
2 ∂t
2c k1
for the fundamental and


2
∂
1 ∂
ik2 00 ∂ 2
2
(2) ω2
+
−
Ã2 = −iχ
Ã1 e−i∆kz ,
2
2
∂z v2 ∂t
2 ∂t
4c k2

(3.27)

for second harmonic. ∆k in Eq. 3.26 and Eq. 3.27 is the phase mismatch. For
second harmonic generation is
∆k = 2k1 (ω) − k2 (ω).

(3.28)

For thin crystals the conversion efficiency is low and the fundamental field propagation is almost lossless. The GVD for both frequencies is low as well, so we can assume
R∞
1
k1 00 = k2 00 ≈ 0. With these assumptions (and using h(t) = 2π
H(ω)eiωt ) the sec−∞
ond harmonic field at z = L (in a retarded time frame t−z/v2 ; Ã1 (t, z) = Ã1 (t−z/v1 ))
can be calculated from Eq. 3.26 and Eq. 3.27 [10]
χ(2) ω22 L
sinc
Ã2 (ω, L) = −i
8πc2 k2



1
1
−
v2 v1
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 Z
L
ω − ∆k
× Ã1 (ω 0 )Ã1 (ω − ω 0 )dω 0 .
2
(3.29)
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Since the crystal thickness is known, and as long as the conversion efficiency is kept
low, Eq. 3.29 can be used to calculate the SH form fundamental to compared with
the measured SH (S2guess (ωi ) − S2measured (ωi )). We have to keep in mind that for short
pulses we have to include the first derivative of refractive index when calculating the
group velocity
n(ω1 ) ω1 dn
1
=
+
v1
c
c dω

.

(3.30)

ω1

Additionally, to calculate ∆k we use the first two terms of the Taylor expansion of
k1 and k2 around ω1 and ω2 :
k1 = k(ω1 ) +

k2 = k(ω2 ) +

dk
dω

ω1

dk
dω

ω2

(ω − ω1 ),

(3.31)

(ω − ω2 ).

(3.32)

Since the spectral regions of the two (or three) spectra don’t overlap, it is more
convenient to perform all the numerical calculations centered around zero (Ω = ω−ω1
and Ω = ω − ω2 ). We can write coupled equations for third harmonic generation,
similar to Eq. 3.26 and Eq. 3.27, where ∆k = k1 + k2 − k3 and χ(2) (or effective
nonlinear coefficient, def f ) is determined based on the underlying process (e.g. for
BBO: def f = 0.86 pm/V for SFG and def f = 2 pm/V for SHG 1 ). The last thing that
we need to be careful about is the refractive indices. For second harmonic generation
we use type I phase matching at θ = 29.2◦ and type II phase matching for SFG at
θ = 55.5◦ (Fig. 3.10). Therefore we need extraordinary refractive indices from [12]
1
sin2 (θ) cos2 (θ)
=
+
,
ne (θ)
n̄2e
n20

(3.33)

where n̄e is the principal value of the extraordinary refractive index and θ is the
1 These

values are from SNLO downloaded from www.as-photonics.com/snlo
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Figure 3.10: (a) Type I phase-matched SHG and (b) type II phase-matched SFG.
0.2
SHG
SFG

k
k

k ( m-1)

0.1
0
-0.1
-0.2
760

780

800

820

840

Wavelength (nm)

Figure 3.11: ∆k(λ) for SHG (blue) and SFG (red).

phase matching angle [12]. Obviously it is not practical to solve coupled differential equations as part of a retrieval process but we can simplify these equations by
assuming low depletion of the fundamental (e.g. Eq. 3.29). For pulses with broad
spectra the integral on the right side of Eq. 3.29 must include ∆k since it is frequency
dependent (Fig 3.11).
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3.4.1

SPINS algorithm

SPINS algorithm starts with a random guess for the coefficients in Eq. 2.23. The
optimization algorithm finds the best values for Cn by minimizing the error (Eq.
3.23). The optimization method is not critical and almost all the algorithms we will
discuss here, will eventually find a solution but the optimization time might be longer
for some and others might need constraints for the coefficients. A genetic algorithm
can converge in under 3 minutes, even with modest processing powers. There is
information in each measurement that helps us decide which algorithm is the best.
For example, by comparing the measured pulse to the calculated transform-limited
pulse we can estimate a range for the coefficients and use constrained optimization
methods. Or if the measured and transform-limited spectra are significantly different
we can use an unconstrained method instead of trying to find a good starting point to
use the constrained optimization. In the SPINS software there are a few optimization
algorithms that can be used. Constrained algorithms:
• Interior point [44]
• Active set [45]
• Sequential quadratic [46]
and unconstrained algorithms:
• Nealder-Mead [47]
• Genetic [48]
All the constrained methods are gradient-based methods that are designed to work on
problems where the objective and constraint functions are both continuous and have
continuous first derivatives [44]. But to find the correct phase for a short pulse, in
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general, we usually don’t have enough information to know the proper constraints to
avoid local minima. Therefore, unconstrained methods are favorable. In cases where
we have more information about the pulse and we can start the algorithm with a
better guess the constrained methods are more efficient. In the next subsections two
of the best unconstrained optimization algorithms for SPINS are described.

3.4.1.1

Nelder-Mead (Simplex) algorithm

The simplex algorithm is a direct search method that does not use numerical or
analytic gradients as in the constrained algorithms [47]. Nelder-Mead uses a special
polytope of n+1 vertices in n dimensions, known as a simplex. The algorithm first
makes a simplex around the initial guess x0 by adding 5% of each component x(i)
to x0 and using these n vectors as elements of the simplex in addition to x0 . The
iterations adjust the simplex as follows:
1. Let x(i) denote the list of points in the current simplex, i = 1,...,n+1.
2. Order the points in the simplex from lowest function value f (x(1)) to highest
f (x(n + 1)). At each step in the iteration, the algorithm discards the current
worst point x(n + 1), and accepts another point into the simplex. [Or, in the
case of step 7 below, it changes all n points with values above f (x(1))].
3. Generate the reflected point r = 2m − x(n + 1), where m =

P

x(i)/n, i = 1...n,

and calculate f (r).
4. If f (x(1)) ≤ f (r) < f (x(n)), accept r and terminate this iteration.
5. If f (r) < f (x(1)), calculate the expansion point s = m + 2(mx(n + 1)), and
calculate f (s).
(a) If f (s) < f (r), accept s and terminate the iteration.
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(b) Otherwise, accept r and terminate the iteration.
6. If f (r) ≥ f (x(n)), perform a contraction between m and the better of x(n + 1)
and r.
(a) If f (r) < f (x(n + 1)), calculate c = m + (r − m)/2 and calculate f (c).
If f (c) < f (r), accept c and terminate the iteration. Contract outside
Otherwise, continue with Step 7 (Shrink the simplex).
(b) If f (r) ≥ f (x(n + 1)), calculate cc = m + (x(n + 1)m)/2 and calculate
f (cc). If f (cc) < f (x(n + 1)), accept cc and terminate the iteration.
Contract outside Otherwise, continue with Step 7.
7. Calculate the n points v(i) = x(1) + (x(i)x(1))/2 and calculate f (v(i)), i =
2,...,n+1. The simplex at the next iteration is x(1), v(2)...
, v(n + 1)1 .

3.4.1.2

Genetic algorithm

Genetic algorithm solves both constrained and unconstrained optimization problems
that are based on natural selection, the same process that drives biological evolution.
In each step, the genetic algorithm selects individuals at random from the current
population to be parents and uses them to produce the children for the next generation [48]. Over successive generations, the population “evolves” toward an optimal
solution. This is ideal for SPINS. This method can look in a relatively large parameter space and find the minimum error. To make SPINS more efficient, genetic
algorithm can be used to find good guesses for the coefficients and then use other
methods to find the global minimum. The convergence times are usually 3 times
faster if genetic and simplex algorithms are combined.
1 From

MATLAB help document.
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Figure 3.12: Measured second harmonic spectra from two different Ocean Optics
spectrometers.

3.4.2

SPINS with synthetic pulses

The first test for SPINS is to use synthetic pulses generated from Eq. 3.20 and
3.21. Since these are the same equations used in SPINS, the optimization algorithm
can converge quickly to errors smaller than 10−5 . Such small errors are practically
impossible and will unnecessarily extend the convergence time. What determines
our practical limit for the smallest error is the uncertainty in the measurements.
Figure 3.12 shows two measured second harmonic spectra from two Ocean Optics
spectrometers. Based on these measurements the root-mean-square error is 0.8%
therefore allowing the algorithm to continue beyond errors smaller than 0.5% is not
necessary. Figure 3.13 is the error map for a pulse with GVD=1000 fs2 /mm and
TOD=20000 fs3 /mm. The relatively small white area on the surface plot is the area
where the error is smaller than 0.5%. This is the fundamental limitation of SPINS.
Even with this limitation the error in TOD and GVD is less than 5%. And since the
slope around the edges of the white area is not the same it is likely that the error in
the retrieved coefficients is even smaller than 5%. For pulses with simple spectrum
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Figure 3.13: Error map for a pulse with GVD=1000 fs2 /mm and TOD=20000
fs3 /mm. The error in the white area is smaller than 0.5%.

Figure 3.14: SPINS results for a simple pulse. GVD=220 fs2 /mm and TOD=555
fs3 /mm.

and phase SPINS converges quickly with error to less than 0.5%. Figure 3.14 shows
the results for a simple pulse with a GVD of 220 fs2 /mm and TOD of 555 fs3 /mm.
Figure 3.15 shows the error for a few of the iterations before the algorithm converges.
The starting point was a random point which was far away from the end point. Since
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Figure 3.15: Error for a simple pulse. GVD=220 fs2 /mm and TOD=555 fs2 /mm.
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Figure 3.16: Complex phase, GVD=2248f s2 /mm TOD=93388f s3 /mm.

this a simple pulse convergence time is short.
For more complex pulses, convergence time can be longer. Figure 3.16 shows
the results for a pulse with large GVD and TOD (GVD=2248 fs2 /mm TOD=93388
fs2 /mm). As can be seen from this figure the difference between the known pulse
and the retrieved pulse is very small. The values for the coefficients are close to the
known values with errors less than 1%.
As the final test we examine SPINS for retrieving the spectral phase of a more
complicated spectral features with large GVD and TOD values. Similar to previous
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Figure 3.17: Error for simple pulse. GVD=300 fs2 /mm and TOD=5000 fs3 /mm.

results, the phase was retrieved with errors less than 0.5% (Fig. 3.17) in under 10
seconds on a 3.4 GHz core i7-4770 processor.
Like many other pulse characterization methods, SPINS is insensitive to the sign
of the phase and to determine the sign additional spectra are required. These spectra
can be measured by placing a material with known GVD in the path before the first
SHG crystal. The glass would either increase or decrease the value for Cn in Eq. 2.23
thus eliminating the ambiguity. Results presented in this chapter so far confirm that
SPINS is a robust method for full field pulse reconstruction. The only limiting factor
is the quality of the measurements. Most of the other techniques are less sensitive to
such uncertainties since they use more information to retrieve the pulse information.
In the following sections we will test SPINS with measurements on pulses generated
by a chirped pulse amplifier.

3.4.3

Experimental results

To test SPINS a 10 µm type-I BBO (θ = 29.2◦ ) is used to generate second harmonic
and a 100 µm type-II BBO (θ = 55.5◦ ) generates third harmonic. Measuring third
harmonic of 800 nm is challenging. Spectrometer irradiance calibration requires
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a special light source, propagation distance should be short to avoid absorption
in air, the two BBOs should be placed with minimum possible distance between
them to minimize group velocity mismatch, and the transmission of any optical
elements should be well known and accounted for during calculations. Also, it is
very important to use the spectrometer in its linear range. For example, Ocean
Optics spectrometers that saturate at 16000 counts should be operated with exposure
times that gives us around 10000 to 15000 counts. Figure 3.18 shows the results for
pulses from a chirped pulse amplifier. Even though the error is not as small as
calculations with synthetic pulses, the results are promising. The measured pulse
duration is 49.5 fs in agreement with other measurements (±1.5f s). For pulses with
longer wavelengths, where third harmonic is in the visible range, it would be easier
to measure third harmonic making SPINS a very attractive alternative. One of
the important outcomes of these experiments was that we have to allow for minor
adjustments of the wavelength axis (< 0.2nm) since the location of the peak is
not well known, due to the resolution of the spectrometer. With higher resolution
spectrometer the correction would be negligible.

3.4.4

Dispersion measurements using SPINS

The ultimate test for SPINS is to calculate known group velocity dispersion and third
order dispersion values using nonlinear spectra. Using a spatial light modulator and
MIIPS we can generate pulses with known phase and these pulses can be used to
test SPINS. Figure 3.19 show the results for these measurements. Based on these
results SPINS can estimate the GVD and TOD with reasonable accuracy even for
pulses with large TOD. This confirms the robustness of the SPINS algorithm.
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Figure 3.18: Retrieved spectral intensity and phase (top left) and temporal profile
(top right) of a chirped pulse amplifier’s output. Bottom row shows the measured
(solid blue) and retrieved second and third harmonic spectra (dashed red). The
yellow line is the difference between measurement and retrieved spectra.

3.4.5

Resiliency to noise

Finally, the noise resilience of SPINS is tested to determine the limits of the technique when signal to noise ratio (SNR) is small. Noise is present in all the methods
mentioned earlier however some are more sensitive to noise than others. SPINS has
been tested with different SNRs and it is capable of retrieving the phase as long as
SNR is better than 25. The results for SNR of 25 are shown in Figure 3.20. This is
remarkable considering the small amount of information that is used in the SPINS al-
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Figure 3.20: Similar to Fig. 3.16 but with SNR of 25. From left to right: fundamental spectrum and phase, measured and retrieved second harmonic spectrum, and
measured and retrieved third harmonic spectrum

gorithm. For applications where pulses are generated minutes apart and integration
is not possible, SNR might be a limiting factor for most methods described earlier
in this chapter.

3.4.6

SPINS GUI

A graphical User Interface (GUI) is developed for SPINS (Figure 3.21). This interface
allows the user to choose the starting coefficients and the number of coefficients to
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Figure 3.21: SPINS graphical user interface.

be used for a given algorithm. Genetic algorithm is usually the best choice if the user
doesn’t want to spend time choosing the coefficients and constrains. The program
also estimates the transform-limited pulse duration and the calculated pulse duration
for a given pulse. Live view option displays the results in real time. This option makes
the program slower but sometimes it is helpful to see the retrieved pulses in each
iteration. All the tools have tool tip strips to guide the user. A user guide is included
and can be accessed from the toolbar. The SPINS program also includes a tool for
calculating refractive index, dispersion, and temporal walkoff between two pulses in
over 120 materials.
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Figure 3.22: SPINS with down-conversion.

3.4.7

SPINS alternatives

Generating third harmonic is not always possible and even when it is, measuring it
can be challenging. Therefor replacing it with another nonlinear spectrum would be
useful. Figure 3.22 shows one alternative to THG SPINS. Combining second harmonic and fundamental in a nonlinear crystal an additional fundamental spectrum is
generated by down-conversion with polarization perpendicular to the original fundamental. Another technique is to measure two SH spectra from BBOs with different
thickness or use the same BBO but measure an additional second harmonic spectrum
after propagation through a material with known dispersion. Self phase modulation
must be avoided in the dispersive medium otherwise the spectrum will be modified.

3.4.8

Summary

In this chapter most of the commonly used pulse characterization methods were
discussed. Each method has many advantages but most of them require many optical
components and some are very expensive to build or buy. Moreover, not all of the
methods can be used to characterize any given pulse. For example, if one wants to
measure the phase and pulse duration of a high power laser pulse generated with
very low repetition rates then most of the techniques might not be helpful or are
extremely challenging to align and use. SPINS however, due to its single shot and
alignment free nature can easily be used in such scenarios. Similar algorithms can
be developed for characterization of OPOs and OPAs where it is difficult, if not
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impossible, to use any other technique [49, 50].
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The interaction of intense near- and mid-infrared laser pulses with rare gases can
produce bursts of radiation with spectral content extending into the extreme ultraviolet and soft x-ray region of electromagnetic radiation. On the other end of the
spectrum, laser-driven gas plasmas can also be used to generate intense coherent
sub-harmonic optical waveforms, ranging from terahertz (THz) to mid- and nearinfrared frequency spectral band. Both processes can be enhanced by combining
the fields of the fundamental laser beam and its second harmonic. It is very peculiar that a two-color pumping scheme could lead to production of coherent bursts
of electromagnetic radiation at two widely separated portions of the spectrum. Yet
only limited experimental and theoretical attempts have been made to address these
two regimes simultaneously [6, 51, 52]. Here we present systematic experiments and
a unifying picture of these processes, based on our extension of the semi-classical
three-step model. Further understanding of the generation and coherent control of
time-synchronized transients with photon energies covering the entire range from
meV to beyond 1 keV can lead to numerous technological advances and to an intriguing possibility of ultra-broadband investigations into complex condensed matter
systems.
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Generation and manipulation of coherent radiation at extreme wavelengths has
advanced immensely in the recent years. Significant progress has been made in
the field of high harmonic generation (HHG), where researchers routinely produce
bursts of extreme ultraviolet (XUV) [53, 54] and soft x-ray [55, 56] radiation by
focusing intense near-infrared laser pulses into rare gas target targets. Along with
the advent of novel diagnostic schemes [57, 58, 59], these advancements have led
to the generation of isolated sub-100 attosecond pulses [60, 61] and can potentially
support zeptosecond pulses in the near future [56]. At the same time, great progress
has been made in the generation and detection of intense optical waveforms covering
from sub-1 THz to beyond 100 THz frequency range [62, 63, 64, 65, 66]. Broadband
electromagnetic pulses in both of these spectral extremes can be efficiently generated
and manipulated using a two-color excitation scheme, where the fundamental driving
pulse is co-focused with its second harmonic (SH) onto a rare gas [67, 68, 9]. The
generation of high harmonics from rare gases follows a non-perturbative mechanism,
with its salient features captured by a classical three-step model [4, 69]. In the
following section classical and quantum mechanical theories of HHG are discussed.
The theoretical details of THz generation are described in section 4.2. Experimental
generation and detection of high harmonics and terahertz are presented in section
4.3. Section 4.4 includes experimental results for simultaneous generation of XUV
and THz. We will use a hybrid model to explain the features that were observed
experimentally.

4.1

Fundamentals of high harmonic generation

Frequency conversion by utilizing higher-order nonlinearities have been a popular
source for harmonic generation [70, 71, 72]. The intensity of these low harmonics decreases rapidly with the order. The intensity required to generate harmonics of these
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Plateau

Harmonic order

Figure 4.1: Typical spectra produced in high harmonic generation.

orders are high but small enough to treat the process perturbatively. Pulsed lasers,
however, can have intensities higher than 1014 W/cm2 which means the amplitude
of the electric field is comparable to the Coulomb field seen by the electron. In this
regime, nonlinear processes are no longer considered to be perturbative. The atom
can be ionized and the free electrons trajectory can be manipulated by the electric
field. Using such pulses, high harmonic generation was observed by Mcpherson in
1987 [53]. The efficiency of harmonic generation decreases rapidly for harmonics with
energies lower than the ionization energy. For harmonics with photon energies larger
than the ionization energy harmonics have constant efficiency (ignoring propagation
effects) hence forming a plateau followed by a rapidly decreasing region known as
the cut-off (Fig. 4.1).
The first theory developed for this non-perturbative phenomenon was introduced
in 1992 and 1993 by Krause and Corkum [4, 73]. This semiclassical model included
three steps and henceforth known as the three-step model. According to this simple
picture, if the electric field of the ultrashort laser pulse is large enough, the outer
most electron can tunnel through the atomic potential. At this point, the electron
can accelerate away from the atom and when the electric field changes sign, it is
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accelerated towards the parent ion. During this process the electron gains kinetic
energy significantly larger than the fundamental photon energy. All of this happens
in less than half the cycle of the oscillating laser field. In this time scale the parent
ion is virtually frozen in time and the electron can recombine with it and release
the gained kinetic energy. The release of high energy photons happens on sub-cycle
time scale, which leads to attosecond bursts of high energy photons (XUV). XUV
generation only happens if the accelerated electron is recombined with the ion but
this is not the only possibility. Other possibilities are:

• Energetic electron emission by elastic backscattering
• Detachment of another electron: non-sequential double ionization
• Inelastic collision and excitation of bound electrons

These are among the fundamental limitations of HHG efficiency.
The three-step model was confirmed by a quantum mechanical treatment of the
problem using strong field approximation (SFA) [74, 54]. More complete solutions
to time-dependent Schrödinger equation (TDSE) are also available [75, 76]. All of
these methods are used for single atom treatment of the HHG process and are briefly
reviewed in the following sections.

4.1.1

Three-step model

As the name suggests, this intuitive quasi-classical model includes three steps:

• Ionization
• Acceleration

51

Chapter 4. Extreme wavelength generation

3.Recombination
2.Acceleration
𝐼𝐼𝑝𝑝

1.Tunneling

Figure 4.2: The three steps of Corkum’s model.
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Figure 4.3: Intensity dependent ionization.

• Recollision

as shown in Figure 4.2. Ionization mechanism is intensity dependent. If the laser’s
photon energy is less than the ionization energy Ip , then the only way to ionize
the atom is through multiphoton or above threshold ionization (Figure 4.3 (a) and
(b)), where multi photons are absorbed before the atom is ionized. If the laser field
becomes larger than intratomic field strength the electron can tunnel out. For even
larger fields, the potential barrier can be fully suppressed allowing the electron to
escape the atom. Figure 4.3 (a)-(d) schematically describes the four mechanisms. In
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1965 Keldysh [77] introduced an analytical formula for the ionization rate, WK , of
the hydrogen atom in the quasi-static limit
!
√
√
!
3/2 
6πIp
eEh̄
4 2me Ip
me ω02 Ip
WK =
exp −
1−
,
1/2 3/2
4h̄
eEh̄
5e2 E 2
me Ip

(s−1 ) (4.1)

where me and e are electron mass and charge, ω0 is the laser frequency, E is the
electric field of the laser, and Ip is the ionization potential. γ in Figure 4.2 is known
as the Keldysh parameter and it allows us to determine the ionization mechanism for
a given atom from the ionization and the ponderomotive energies. This parameter
is defined as
s
γ=

Ip
,
2Up

(4.2)

where UP is the ponderomotive energy
Up =

e2 E 2
.
4me ω02

(4.3)

If γ is larger than 1 (Ip > 2Up ) only multiphoton and above threshold ionizations
are possible, and if Ip ≤ 2Up or γ ≤ 1 then the electron can tunnel out [78, 79]
or the barrier can be suppressed, allowing the electron to bdipole phase e liberated.
Ammosov, Delone and Krainov developed a more general solution for arbitrary atoms
and initial electronic states [80]. Known as the ADK model, it gives the ionization
rate, in atomic units (m = e = h̄ = 1), as
s
WADK =

3E
|Cn∗ l∗ |2 f (l, m)Ip
3/2
π(2Ip )



2(2Ip )
E

3/2

√
((2Z/ 2Ip )−|m|−1)
2(2Ip )3/2
exp −
3E



, (4.4)

where l and m represent the angular momentum and magnetic quantum number,
respectively and Z is the positive ion’s charge. Cn∗ l∗ and f are given by Eq. 4.5 and
4.6.
∗

22n
|Cn∗ l∗ | = ∗
,
n Γ (n∗ + l∗ + 1) Γ (n∗ − l∗ )
2
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f (l, m) =

(2l + 1) (l + |m|)!
.
2|m| (|m|)! (l − |m|)!

(4.6)

n∗ is Z/ (2Ip )−1/2 (Ip in atomic units) and l∗ = n∗ − 1. August et al. formulated a
much more primitive model which matched experimental results very well and named
it barrier-suppression ionization [81]. Tong and Lin suggested an empirical formula
for barrier-suppression in 2005 [82]


3E
Z2
) ,
WBSI = WADK exp −α( )(
Ip (2Ip )3/2

(4.7)

Here α = 6 is the fitting parameter. Another approximation for tunnel ionization
for hydrogen like atoms can be used as well, in a semi-static electric fields this rate
is given by [83]
WST I



Ea
2Ea
= 4ωa
exp −
,
|E(t)|
3 |E(t)|

(4.8)

where ωa = 4.134 × 1016 s−1 and Ea = 5.14 × 1011 V/m It is only at higher fields
where the three formulas disagree, which is expected, since the mechanism changes
from tunnel ionization to barrier-suppression. The laser field can potentially fully
ionize the medium. Ideally, we would like to prevent saturation of ionization earlier
than the laser peak. Figure 4.4 shows such electric field with different intensities.
Once the electron is liberated (release or birth time) it can be treated classically.
Therefore its velocity and position can be calculated as a charged particle in an
electric field E(t) = A0 cos(ωt).
a(t) =

eA0
d2 x
=
cos(ω0 t),
2
dt
m

v(t) =

dx
eA0
sin(ω0 t) + vi ,
=
dt
mω0

(4.9)

(4.10)
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Figure 4.4: Electric field (red), ionization probability for I = 6×1014 W/cm2 (dashed
blue), and I = 4 × 1014 W/cm2 (solid blue).

x(t) =

eA0
cos(ω0 t) + vi t + xi ,
mω02

(4.11)

x determines the trajectory that the electron will follow on its excursion away from
the ion starting at time ti and ending at time tr . Figure 4.5 shows displacement of the
electron during this time vs. the return phase (ω0 tr ) for four different initial phases,
ω0 ti . Here, phase has been replaced for time for clarity of presentation. When the
paths similar to the ones shown in Figure 4.5 cross the zero line, the electron can
be recombined with the parent ion and release the kinetic energy that it gaind from
the laser. Notice that for relase phase of zero,peak of the laser field in each cycle,
the zero is the turning point, where the electon returns to the parent without kinetic
energy. From the velocity we can also calculate the return energy and the return
phase (Fig. 4.7 and 4.8). The maximum excursion of the electron is plotted in Figure
4.6. One might expect electrons released at the peak of the laser field to have the
highest energy but as can be seen in Figure 4.7, the electron gains maximum energy
if it is released after the peak when the phase is 17◦ . Electrons that are liberated
before this point have longer trajectories. The maximum energy an electron can gain
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Figure 4.5: Classical electron trajectories for different release phases.
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Figure 4.6: Maximum excursion distance of the returning electrons in atomic units
vs. birth time (release phase).

is 3.17Up . This also limits the maximum XUV photon energy, known as the cut-off:
h̄ωcut−of f = Ip + 3.17Up .

(4.12)

The cut-off energy calculated with this classical model was later confirmed by more
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Figure 4.7: Classical electron return energy as a function of different release times.

Figure 4.8: Classical electron return phase as a function of different release times.

sophisticated quantum mechanical models. Such models can explain the high harmonic generation more accurately.
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4.1.2

Time-dependent Schrödinger equation

Another approach for describing the HHG process is to solve the time-dependant
Schrödinger equation (TDSE) using single-active electron (SAE) approximation in
~ t) = ~A0 sin(~k · ~r − ω0 t). The wave
an electric field with vector potential of A(r,
number k is equal to angular frequency (ω0 ) divided by the speed of light and since
the laser wavelength is much larger than the radius of the atom (Bohr radius a0 )
then ka0  1 we can apply dipole approximation and write the electric field with
amplitude A0 in ~ direction
~ = ~A0 sin(ω0 t).
A

(4.13)

If we assume all but one valance electron in the atom are bound (SAE approximation)
~ = 0, for a single electron in an electric field can
the TDSE in Coulomb gauge, ∇ · A
be written as [73, 84]


1 
e ~ 2
∂
p~ − A + V (~r) ψ(~r, t)
ih̄ ψ(~r, t) =
∂t
2me
c




1
e2 2
e ~ e~
2
=
p − p~ · A − A · p~ + 2 A + V (~r) ψ(~r, t), (4.14)
2me
c
c
c
where V (~r) is the atomic potential. The momentum operator is
p~ = −ih̄∇,

(4.15)

~ −A
~ · p~ = −ih̄∇ · A
~ we can simplify Eq. 4.14:
and using the commutation relation p~ · A



h̄2 2
e ~
e2
∂
2
A + V (~r) ψ(~r, t).
ih̄ ψ(~r, t) = −
∇ −
A · p~ +
∂t
2me
cme
2me c2

(4.16)

Time dependent A2 can be eliminated from Eq. 4.16 by using the unitary transformation

ΨV (~r, t) = exp

e2
2ih̄me c2

Z

t
2

0

0



A (t )dt
0
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Eq. 4.16 can be further simplified by using a unitary transform in length gauge


ie ~
Ψv (~r, t) = exp
A.~r ΨL (~r, t),
(4.18)
ch̄
then Eq. 4.16 becomes
"
#
~
h̄2 2
e2
∂
A
∂
e
∇ +
.~r + V (~r) ΨL (~r, t).
ih̄ Ψl (~r, t) = −
A2 +
2
∂t
2me
2me c
c ∂t
Usually, the magnetic field is much smaller than the electric field so
~
Now we can rewrite TDSE in length gauge in terms of E(t):

~
∂A
∂t



∂
h̄2 2
~
ih̄ ΨL (~r, t) = −
∇ + V (~r) − e~r.E(t) ΨL (~r, t).
∂t
2me

(4.19)
~
= −cE(t).

(4.20)

The time-dependent Schrödinger equation can be solved [85, 86], but here we use
the strong field approximation (SFA) suggested by Lewenstein et al. [74] to find an
analytical solution of TDSE for an atom in a low-frequency laser field. This method
includes tunnel ionization, quantum diffusion (electron wave packet spreading) and
interference. Additionally, it assumes the electron is a free particle in the continuum
state and is not influenced by the Coulomb potential, and except the ground state,
all the bound states are neglected. Lewenstein initially didn’t include the ground
state depletion and it was added later in 1996 [54]. For a linearly polarized laser
E cos(t) in x direction Eq. 4.20, in atomic units, can be written as [74]


1 2
i |Ψ(x, t)i = − ∇ + V (~x) − E cos(t)x |Ψ(x, t)i ,
2

(4.21)

and by making the assumptions that the electron in the continuum can be treated as
a free particle, ignoring the ground state depletion, and neglecting the contribution
of states other than the ground state |0i, the time-dependent wave function is


Z
iIp t
3
|Ψ(t)i = e
a(t) |0i + d ~v b(~v , t) |~v i ,
(4.22)
where a(t) ≈ 1 and |0i are the ground state amplitude and wave function, respectively, and b(~v , t) are the amplitudes of the corresponding continuum states. The
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Schrödinger equation for b(~v , t) is

 2
∂b(~v , t)
~v
+ Ip b(~v , t) − E cos(t)
+ iE cos(t)dx (~v ).
ḃ(~v , t) = −i
2
∂vx

(4.23)

~ v ) = h~v | ~x |0i) parallel to the
dx (~v ) is the component of the atomic dipole matrix (d(~
polarization axis x and |~v i is kinetic momentum of the electron. To get to Eq. 4.23,
we have ignored ground state depletion which means a(t) = 1. Now Eq. 4.23 can be
solved exactly to get b(~v , t)
t

Z



0
~
~
dt Ecos(t )dx ~v + A(t) − A(t )

 Z t

2
00
00
~
~
dt
~v + A(t) − A(t ) /2 + Ip , (4.24)
× exp −i
0

b(~v , t) = i
0

0

−t0

~ = (−E sin(t), 0, 0) is the vector potential of the laser field, as introduced
where A(t)
earlier. The component of the time-dependent dipole moment parallel to the laser
field is calculated by evaluating x(t) = hΨ(t) |x| Ψ(t)i using Eqs. 4.22 and 4.24 and
only considering the scenarios where the electron returns to ground state without
continuum-continuum interactions
Z
x(t) = d3~v d∗x (~v )b(~v , t) + c.c.

(4.25)

A more simplified version can be written if we use the velocity operator or canonical
momentum
~
~v = p~ − A(t)

or

~ + ~v .
p~ = A(t)

(4.26)

Thus the dipole moment becomes
Z
x(t) = i

t
0

dt

Z

~ 0 ))d∗x (~p − A(t))
~
d3 p~E cos(t0 )dx (~p − A(t

0

× exp [−iS(~p, t, t0 )] + c.c., (4.27)
~ 0 )) is the probability amplitude for the electron to transit
where E cos(t0 )dx (~p − A(t
to the continuum with canonical momentum p~ at time t0 . The accumulated phase of
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the electron wave packet during transition until t is exp [−iS(~p, t, t0 )] and S(~p, t, t0 )
is the quasi-classical action during that time defined as
h

Z t
i2
00
00
0
~ ) /2 + Ip .
p~ − A(t
dt
S(~p, t, t ) =

(4.28)

t0

~
The electron is recombined with an amplitude equal to d∗x (~p − A(t)).
Therefore
Eq. 4.27 includes the three steps described in the previous section. High harmonic
generation, as proposed by Corkum [4], is emission from electrons that make the
transition to continuum at time t0 and return to the core at later time t which
mathematically means
∇p S(~p, t, t0 ) = ~x(t) − ~x(t0 ) = 0.

(4.29)

This allows us to evaluate the integral over p~ in Eq. 4.27 using saddle-point approximation
Z
x(t) = i

∞


dτ

0

π
 + iτ /2

3/2

d∗x (pst (t, τ ) − Ax (t))

× dx (pst (t, τ ) − Ax (t, τ )Ax (t − τ )) E cos(t − τ ) exp [−iSst (t, τ )] + c.c., (4.30)
where τ = t − t0 is the excursion time of the electron, (π/ + iτ /2)3/2 is from regularized Gaussian integration over p~ around the saddle-point when  is infinitesimal.
This factors in the quantum diffusion and also ensures that electrons returning at
times much longer than the laser cycles are neglected and
pst (t, τ ) = E [cos(t) − cos(t − τ )] /τ

(4.31)

is the stationary value of the momentum along x. Similarly, the quasi-classical action
can be rewritten for the stationary points
Z

2
1 t
~ 00 )
dt00 p~st − A(t
Sst (t, τ ) =
2 t−τ
= (Ip + Up )τ − 2Up [1 − cos(τ )] /τ
− Up sin(τ ) cos(2t − τ ) − 4Up sin2 (τ /2) cos(2t − τ )/τ. (4.32)
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Figure 4.9: High harmonic spectrum calculated using strong field approximation.

Finally, we can include the ground state amplitude [54]
 Z t

W (t0 ) 0
a(t) = exp −
dt
2
0

(4.33)

where W is the ionization rate. Figure 4.9 shows the results1 for the high harmonic
yield in argon for a 30 fs laser pulse and peak intensity of 1 × 1014 W/cm2 . Figure
4.10 clearly displays the plateau and the cut-off regions for different gases. The cutoff harmonic is larger for atoms with higher ionization potential but the efficiency is
higher for larger atoms due to larger recombination cross section.

4.1.3

Quantitative rescattering theory

Since the effect of the Coulomb potential is not included in Lewenstein’s model,
SFA does not accurately predict the behavior of the lower plateau harmonics. The
quantitative rescattering theory includes the Coulomb potential in the calculations,
providing a more accurate picture of the HHG process [87].
1 Calculated

using HHGmax open-source framework available at http://www.

attoworld.de/hhgmax/.
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Figure 4.10: High harmonic spectrum calculated using strong field approximation
for noble gases.

4.1.4

Extended three-step model (ETSM)

The time-dependent Schrödinger equation is a powerful tool for simulating high
harmonic generation. Even though Eq. 4.30 includes all the three steps of the process,
it is often difficult to understand which part is responsible for observations in a given
measurement. Therefore it is highly desired to have a simple model that would allow
us to perform the same simulations and to be able to characterize the output as a
function of different parameters in each of the three steps. To that order, we have
developed a simple analytical model based on classical electron trajectories used in
the plasma current model [5]. We broaden Corkums model [4] to include an intuitive
and compact expression for the HHG spectrum, which is valid for arbitrary linearly
polarized excitation. As a result, our extended three-step (ETS) model captures
all essential experimental details for various electric fields and successfully explains
the observed correlations of XUV and THz radiation, both processes arise from
superposed emissions from different classical electron trajectories. The details will
be discussed in section 4.4.
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We consider excitation pulses at a fixed position along the propagation axis
E(t, δφ) = A(t) cos(ω0 t),

(4.34)

where A(t) is the pulse envelope with an angular frequency of ω0 , corresponding to
the central wavelength of the pulse. After an ionizing event, the transverse electron trajectories x(ti , t, δφ) at time t are obtained from the classical equation of
motion (me ẍ − eE) given a birth time ti and zero initial momentum, thus assuming ẋ(ti , ti , δφ) = 0 and x(ti , ti , δφ) = 0 as initial conditions. The return times (tr )
for each trajectory are obtained from the solution of x(ti , tr , δφ) = 0, with a return kinetic energy U (ti , tr , δφ) = me ẋ(ti , tr , δφ)2 /2 ≡ Up F (ti , tr , δφ). Exploiting the
well-known relationship between the field amplitude and the photon number for a
given carrier frequency, we take the spectral amplitude of the emitted harmonics for
a given carrier frequency to vary as
r
|EH (ω)| ∝

2nh̄ω ρ̇∆t
,


(4.35)

where ρ̇(ti ) is the ionization rate at a given birth time for electron trajectories having
return energy U that satisfies U (ti , tr , δφ) + Ip = h̄ω. n is the number of photons
with energy h̄ω. Next, we assign a relative spectral phase ωtr to emission from such
a trajectory; this signifies the distinct re-collision (arrival) times of each trajectory
bunch in the time domain. The sign function sgn(E) in Eq. 4.36 is introduced to
ensure the centro-symmetry of the medium, i.e. implying that the radiation resulting
from two consecutive half cycle trajectories should have opposite polarity. The total
electric field at a given frequency (ω = qω0 ) is then the coherent sum (or interference)
of emissions from all the trajectories during the pulse as given by Eq. 4.36. For
simplicity, Eq. 4.36 is derived assuming uniform spectral density of the trajectories,
i.e.

∂U
∂ti

= constant, which is a fair approximation for the plateau harmonics. The

local HHG electric field EH (ω, δφ) is obtained by summing the contributions from
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Figure 4.11: High harmonic spectrum in Ar calculated using ETSM for I0 = 4 × 1014
W/cm2 .

all classical electron trajectories that arise during the excitation pulse
EH (ω, δφ) ∝

X

sgn (E(ti , δφ))

p
ω ρ̇(ti , δφ)e−iωtr (ti ,δφ) .

(4.36)

ti

The sum is performed over all the birth times ti , terminating at time tr in a recollision.
This recollision in turn is taken to be deterministically emitting an XUV photon with
energy h̄ω = U (ti , tr , δφ) + Ip with U being the return energy of the electrons. ρ̇ is
the time evolution of the ionized electron density ρe
h
i
Rt
0
0
ρe (t) = ρ0 1 − e− −∞ W (t )dt ,

(4.37)

where ρ0 is the initial (un-ionized) atomic density and W (t) is the tunneling rate
which can be calculated by Eq. 4.1, 4.4 or 4.7. The XUV spectrum calculated from
Eq. 4.36 is shown in Figure 4.11 and clearly displays the plateau and cut-off.
Equation 4.36 constitutes the central result of the ETS model, providing a direct route for calculation of the spectrum of the emitted harmonics directly from
the classical electron trajectories. In deriving this simple equation, therefore, we
do not attempt to predict the absolute magnitude of the HHG conversion yield as
we exclude the propagation effects (phase-matching) and the quantum-mechanical
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probabilities in the recombination process; the latter is a consequence of the classical
nature of the model. The dependence of the electron transit time ∆t = tr − ti and
return energy U together with the ionization rate ρ̇ on the subcycle time structure
of the driving field were shown earlier in Figures 4.4, 4.7, 4.8. Before highlighting
the comparison of these results to the experimental findings, we would like to emphasize the motivation for resorting to a simple classical model leading to Eq. 4.36.
While realizing that more rigorous approaches using quantum mechanical processes
may be exploited, our simple and intuitive model using classical trajectories enables
us to clearly identify the various underlying physical mechanisms manifested in the
experimental observations. First, we note that within a single cycle of the excitation, the harmonic field EH (ω) is given as a coherent superposition of four emission
contributions arising from recollision events. These result from two long (L1 , L2 )
and two short (S1 , S2 ) electron trajectories, each with their respective amplitudes
p
qω0 ρ̇(ti , δφ) and phases qω0 tr (tr , δφ), determined from the tunneling rate and the
classical equation of motion. The pair-wise interference of the subsequent long and
short trajectories is governed by their respective differential phase term, which for a
symmetric field is qπ. Figure 4.12 shows the return phase as a function of birth time
(release time ti ), and for a symmetric pulse, the difference from two consecutive half
cycles is only due to the difference in birth times and hence the π phase difference.
Figure 4.13 is a plot of the return phase versus the return energy. Return phases
for long and short trajectories become comparable for higher harmonics (closer to
cut-off). This means for asymmetric fields the harmonics resulting from interference
of short and long trajectories for each half cycle will have more complex behavior
compared to symmetric fields. Such interpretations are possible due to the simple yet
comprehensive nature of Eq. 4.36. The strength of the analytical approach discussed
in this section is in the physical insight that can be gained in a straight forward way.
For instance, the spectral features of |EH (ω)| in Eq. 4.36 can be understood to result
from the interference of harmonic radiations coming from subsequent half-cycles of
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Figure 4.13: Return phase for different return energies (harmonics).

the driving field. Furthermore, the emission can be understood to result from pairs
of long and short classical trajectories in each optical cycle of the fundamental field,
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for a total of four, as denoted by L1 , L2 , S1 and S2 , respectively. The pair-wise
interference of the subsequent long and short trajectories is therefore governed by
their respective difference in the phase

∆ϕL,S (q, δφ) = qω0 trL1 ,S1 − tLr 2 ,S2 .

(4.38)

With no asymmetry, ∆ϕL = ∆ϕS = qπ due to an exact polar symmetry of the
driving field. The observed deviation of ∆ϕL,S from qπ due to SH injection in Refs.
[6, 51, 52, 88, 89, 90] is thus a direct consequence of the broken polar symmetry,
which can be modulated by the phase δφ and relative amplitude of the SH field.
Numerical evaluation of ∆ϕL,S under finite second harmonic injection (asymmetric
field) indicates that for a given return energy, the corresponding temporal separation
between recollision events in the two half-cycles shrinks and expands for the long and
short trajectories, respectively.
The difference between return phase from two consecutive half cycles is evident
in Figure 4.14. The phase is not the same for the half cycles of the asymmetric
field (blue lines) while it is exactly the same (∆ϕL = ∆ϕS = qπ) when the field is
symmetric. The case of asymmetric fields is discussed in section 4.4.

4.1.5

Phase matching

Single atom models have been very helpful in understanding the basics of HHG, but
when it comes to comparing the results to experimental data, single atom calculations
are not accurate and we need to include propagation effects, where many atoms
contribute to HHG. Typically, there are 1014 atoms in a cell that is 5 mm in length
and 100 µm in diameter. As a result, 1014 XUV photons can potentially be generated
per laser pulse, resulting in a few µJ of energy per harmonic. The energy in a single
attosecond pulse generated by a few millijoules of a femtosecond laser is roughly 1 nJ.
In other words, the conversion efficiency is 10−6 , which compared to second and third
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Figure 4.14: Return phase for different return energies. Red: Symmetric field. The
return phases from two consecutive half cycles are overlapped (∆ϕL,S = π). Blue:
Return phase for two half cycles of an asymmetric field. ∆ϕL,S changes with return
energy.

harmonic generation, is extremely low. Therefore, it is important to find methods to
scale up the conversion process. One way is to use higher laser powers to increase the
volume where the laser intensity is high enough for high harmonic generation. More
importantly, the propagation distance (and XUV generation efficiency) is limited to
the region where high harmonics can add up coherently. This distance is known as
the coherence length and is inversely related to phase mismatch ∆k which is defined
as
∆k = kq − qk1 ,

(4.39)

where kq = n(qω0 )qω0 /c is the amplitude of the wavevector for qth harmonic, and
ω0 is the frequency of the driving laser. ∆k includes the effects from difference
in refractive index of neutral gas, plasma, nonlinear refractive index (n2 ) and the
phase change of a focused beam’s wavefront along the propagation distance, known
as geometric or Gouy phase. Depending on the experimental conditions, each effect
would contribute differently for each harmonic. In the following subsections, we will
discuss the phase mismatch induced by each of the above mentioned effects.
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4.1.5.1

Geometrical phase

The phase front of a focused Gaussian beam is changing in its propagation path and
it suffers π radians phase shift across the focal region (Eq. 2.12). This phase shift is
known as the Gouy phase shift and the on axis (r = 0) phase for a beam is given by
ϕGouy = tan−1 (z/zR ).

(4.40)

The Gouy phase shift for higher harmonics is much smaller than that of the fundamental, so the geometrical phase mismatch is:
∆kgeo (q, z) =

1
1
∂ϕGouy (q, z)
=
(q − 1)
,
∂z
zR
1 + (z/zR )2

(4.41)

Notice that this phase is only for on axis propagation. We can use the radial dependence of the phase and calculate it for any radial position. Intensity and phase of a
Gaussian laser beam can be expressed as:


r 2
I0
2
exp −( )
I(r, z) =
.
1 + (z/zR )2
w0 1 + (z/zR )2

ϕlaser (r, z) = − tan−1 (z/zR ) +

λ0 r 2 (z/zR )
( )
,
2π w0 1 + (z/zR )2

(4.42)

(4.43)

where w0 is the 1/e2 intensity beam radius. In this case, the phase mismatch due to
geometrical phase becomes
∆kgeo (q, z) = (q − 1)
"
#
 2
 2
1/zR
λ
r
1/zR
λ r
z 2 /(zR )3
+
−
. (4.44)
1 + (z/zR )2 2π w0
1 + (z/zR )2 π w0
(1 + (z/zR )2 )2
4.1.5.2

Induced dipole phase

The single atom induced dipole phase in the strong field regime strongly depends on
intensity [91]. Therefore, the spatial and temporal variations of intensity introduce
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different amounts of phase shifts and the sign will be different before and after the
focus. Since this phase results from the accumulated action during the electron’s
excursion time, the value would be different for long and short trajectories for a
given harmonic. The induced dipole phase and its contribution to phase mismatch
can be approximated by [91]:
q
ϕdip (q, 0, z) = −αi=L,S
I(0, z),

(4.45)

∂I
2z
I0
∂ϕdip (q, 0, z)
q
q
= −αi=L,S
= αi=L,S
.
2
∂z
∂z
zR (1 + (z/zR )2 )2

(4.46)

q
q
where αi=L
≈ 24 × 10−18 m2 /W and αi=S
≈ 1 × 10−18 m2 /W for plateau harmonics.

For cut-off harmonics, the phases from short and long trajectories become comparable
q
and so do the dipole phase coefficient αi=L,S
≈ 13.7×10−18 m2 /W. Because the value

of αSq is much smaller than αLq , short trajectories are concentrated around the axis
where the intensity is higher and long trajectories are phase matched away from the
axis. For off-axis propagation we need to consider the radial dependence as well. If
we assume the harmonic beam to be a plane wave then we can rewrite Eq. 4.40 and
4.45 as:

2πr2
z
,
= q tan ( ) −
zR
λ0 R(z)


ϕGuoy

ϕdip (q, 0, z) =

−1

q
αi=L,S

(4.47)



I0
r2
exp −
,
w(z)2
[1 + (z/zR )2 ]2

(4.48)

where w(z) and R(z) are the beam waist and radius of curvature along the propagation direction. Figure 4.15 shows the combined phase difference induced by geometrical and dipole phase for long and short trajectories. Large red or white regions in
Figure 4.15 indicates that the gradient and hence the phase mismatch is small and
harmonics can be efficiently phase matched. For low gas pressures the geometrical
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Figure 4.15: Geometrical plus dipole phase of 15th harmonic for long (left) and short
(right) trajectories. λ0 = 800 nm, w0 =25 µm , and I0 ≈ 3 × 10−14 W/cm2 .

and dipole phase dominate the phase mismatch and based on Figure 4.15 harmonics
from long trajectories can’t be efficiently phase matched on axis, while the short
trajectories can be phase matched.

4.1.5.3

Plasma dispersion

The plasma generated by the ionizing field has a refraction index of
s
 2
ωp
np (ωq ) = 1 −
,
ωq

(4.49)

and if the electron density is Ne , then the plasma frequency ωp is
ωp2 =

Ne e2
.
0 me

(4.50)

The plasma frequency is much lower than the harmonic and laser frequencies, which
simplifies the refractive index to
np (ωq ) ≈ 1 −

e2 Ne
.
20 me ωq2

(4.51)
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Ne is intensity dependent and therefore it is a function of r and z. Now we can
calculate the phase mismatch using these parameters [25].
∆kplasma (r, z) = kq − qk1 =

ωq
qω1
e2 N0 η(r, z) q 2 − 1
np (ωq ) −
n(ω1 ) =
, (4.52)
c
c
2ωc0 me
q

where η(r, z) is the ionization probability. Gas density along the propagation can be
approximated by a super-Gaussian profile [92] so the density along z is
!
3
z
N (z) = N0 exp −5.5
,
Lmed

(4.53)

where Lmed is the medium length. This is the density that is used in all the calculations here.

4.1.5.4

Neutral atoms

If the ionization probability is small then the effect of neutral atoms is not negligible.
The refractive index of neutral atom is [93]
na (ωq ) ≈ 1 +

e2 N0 (1 − η(r, z))
.
20 me (ωr2 − ωq2 )

(4.54)

ωr is the resonance frequency of the atom and hence, the phase mismatch is [25]
∆katm (r, z) = kq − qk1 =

ω1
ωq
n(ωq ) − q n(ω1 ) =
c
c


qω e2 N0 (1 − η(r, z))
1
1
−
. (4.55)
c
20 me
ωr2 − ωq2 ωr2 − ω 2

The sign is the opposite of ∆kplasma , which means by adjusting the intensity the
plasma dispersion cancels the phase induced by neutral atoms. Figures 4.16 and
4.17 show the sum of all four contributions to phase mismatch for 15th and 25th
harmonics, respectively. The top rows are surface plots of ∆k when the gas cell is
placed at the focus and the bottom rows are for the case when the cell is placed 18
mm after the focus.
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Figure 4.16: Total calculated phase mismatch from all contributions to 15th harmonic
for long (left) and short (right) trajectories. λ0 = 800 nm, w0 = 100 µm, and
I0 ≈ 3 × 10−14 W/cm2 . The gas cell is placed at the focus (top) and 18 mm after
the focus (bottom)
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Figure 4.17: Total calculated phase from all the contributions to 25th harmonic
for long (left) and short (right) trajectories. λ0 = 800 nm, w0 = 100 µm, and
I0 ≈ 3 × 10−14 W/cm2 . The gas cell is placed at the focus (top) and 18 mm after
the focus (bottom).
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Figure 4.18: Cut-off harmonic profile as a function of beam radius and propagation
distance.

Large acua blue and white areas in Figures 4.16 and 4.17 represent areas where
harmonics 15 and 25 are better phase matched or in other words, have longer coherence lengths. ∆k must be near zero to improve the harmonic efficiency. At the focus,
the on axis coherence length is only 0.2 mm and it is longer in off-axis areas of the
beam (0.5w0 ), but since the intensity is lower, the cut-off is around 35th harmonic.
Therefore, only harmonics up to 35th can be phase matched in these parts of the
beam. Figure 4.18 shows the cut-off harmonic for different parts of the beam along
the propagation and radial directions. Consequently, broadband phase matching
can only be accomplished 18 mm after the focus, where ∆k is small and the laser
intensity is high.

4.1.5.5

Absorption

So far, absorption of the laser pulse and harmonics in the medium has been ignored.
The photo-ionization cross section and photon absorption are high for most of the
media used in high harmonic generation, so ignoring reabsorption of the harmonics
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Figure 4.19: Pressure dependent absorption of xenon (left) and argon (right).

is not a realistic approximation. The absorption length (Labs ) can be defined as
the length where the intensity drops by a factor of 1/e. This length is inversely
proportional to the product of density and absorption cross section. Figure 4.19
shows the absorption in 1 cm of argon and xenon, and for both of these gases going to
pressures above 50 Torr would be beneficial to high harmonic generation, particularly
for harmonics with photon energies larger than 40 eV or the 25th harmonic. The
photoabsorption cross section σ and absorption coefficient α can be calculated using
the atomic scattering factor f2 [25]
σ(λ) = re λf2 ,

(4.56)

α(λ) = N0 σ(λ).

(4.57)

re and N0 are the classical electron radius and gas density, respectively. Scattering
factors are a measure of the level of interaction of X-rays with an atom. f2 describes
how strongly the material absorbs the radiation. Figure 4.20 shows the calculated
values of σ and α for different photon energies1 . The medium length-pressure product
1 Wavelength

dependent scattering factors are from http://henke.lbl.gov/optical_

constants/asf.html.
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Figure 4.20: Photoabsorption cross section and absorption (left), and absorption
length-pressure in argon. Harmonic orders are for 800 nm fundamental.

in Figure 4.20 is the length beyond which the harmonic intensity doesn’t increase
significantly. The yield of the qth, based on a one dimensional model, is given by
[94]:
Z
Iq ∝
0

Lmed



2
Lmed − z
ρAq (z) exp −
exp(iϕq (z))dz .
2Labs

(4.58)

For a loosely focused laser beam, or a fiber, the amplitude of the atomic response,
Aq , can be assumed to be independent of z which allows us to simplify Eq. 4.58 to:







Lmed
Lmed
4L2abs
πLmed
2 2
 2  1 + exp −
Iq ∝ ρ Aq (z)
− 2 cos
exp −
,
L
Labs
Lcoh
2Labs
1 + 4π 2 L2abs
coh

(4.59)
where Lmed is the length of the medium and Lcoh = π/∆k is the coherence length.
Figure 4.21 shows the harmonic yield as a function of medium length in units of
absorption length. Based on this calculation, to achieve more than 50% of the
asymptotic yield, the medium needs to be three times longer than the absorption
length (Fig. 4.21). And the coherence length should be larger than five times the
absorption length [94, 95]. Figure 4.22 shows Labs in argon at 80 Torr. From this plot,
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Figure 4.22: Absorption length in Ar at 80 Torr.

the coherence length of the 25th and 33rd harmonics should be larger than 3 and
22 mm, respectively, for efficient harmonic generation. This difference in coherence
length makes it difficult to simultaneous phase match 25th and 33rd harmonics.
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4.1.6

Quasi-phase matching

Phase matching as discussed so far, is not always possible. The phase mismatch
induced by the plasma is larger than all the other terms, if the ionization fraction
is beyond a certain value. This is especially important for highest order harmonics,
where a larger ponderomotive force is required and, as a result, the gas is fully ionized,
the coherence length is short, and the total flux is drastically reduced. Overcoming
these problems is possible by modulating the intensity and/or gas pressure along the
direction of propagation. This is known as quasi-phase matching (QPM) and it was
first introduced in 1962 [96]. In this technique, the nonlinearity is corrected with
a periodicity corresponding to the coherence length. A corrugated waveguide with
modulation depth of 5-10% has been used to modulate the intensity [97] and the
high-energy cut-off increases from 112 to 175 eV for helium. The flux also increases
significantly due to longer absorption lengths for higher harmonics (Fig. 4.23). Multiple gas jets have been used to improve the photon flux [98, 99] by modulating the
pressure to compensate for the plasma induced phase mismatch. Another intensity modulation method is to have a counter-propagating laser to alter the intensity
profile along the propagation direction [100].

4.2

Fundamentals of terahertz generation

Terahertz radiation (1012 Hz) is part of the electromagnetic spectrum where most
molecules have rotational and vibrational absorption modes. The “THz gap”, also
known as far-infrared, was referred to the electromagnetic radiation region challenging to achieve by photonic and electronic transit-time devices. This wavelength range
is between 30 µm and 1.5 mm and it is non-ionizing, making it especially more suitable for medical and security imaging. Many dielectric materials which are opaque in
optical frequencies are transparent for THz frequencies, metals are highly reflective,
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Figure 4.23: Absorption length-pressure in helium (blue), neon (red), and argon
(yellow). Harmonic orders are for 800 nm fundamental.

and water is strongly absorptive. Therefore THz sources can play an important role
in security screening to separate plastics, ceramics, wood, and clothes from metals
and liquids [101, 102, 103]. With the invention of lasers more and more THz sources
became available. Rotational and vibrational transitions in various gases and liquid
vapors were exploited to develop THz lasers [104]. More modern approaches for
CW and pulsed THz generation include optical rectification [105], quantum cascade
lasers (QCL) [106] and linear photo-mixing [107]. The advances in ultrafast lasers
and detectors have played a major role in the advancement of pulsed THz sources.
There are many other techniques for THz generation [108], but in the following subsections we will discuss terahertz generation in laser induced plasma using two-color
ultrashort laser fields.

4.2.1

Theory of THz generation in gases

The advancement of ultrashort laser sources provided a new source for generation
of pulsed THz. In 1993 Hamster et al. detected terahertz emission from laser in-
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duced plasma [109] and the observations were attributed to space charge fields created by the ponderomotive energy. The efficiency of THz from single-color pulse
was less than 10−6 . However, THz generation via optical rectification and in photoconductive antennas is limited by material damage threshold, therefore exploring
plasma as an efficient generation medium is important. Higher efficiency was demonstrated by applying a static electric field across the laser induced plasma to accelerate
the electrons ionized by the single-color laser and create a transient plasma current
[110, 111]. Consequently, the THz power scales with the static field, which can be
increased to levels below air electrical breakdown (<30 kV/cm). Using two-color
laser fields showed further enhancement [9]. By combining the fundamental laser
with its second harmonic the efficiency can be improved by two orders of magnitude
[112, 113]. Several MV/cm field strengths have been reported using 15 mJ lasers
[114], with terahertz bandwidth extending from below 1 THz up to 200 THz [65].
Generation of THz is not limited to specific gas species, but atoms with lower ionization potential have higher THz outputs [115]. First observation of THz [9] was
attributed to a quasi-DC polarization generated via four-wave mixing. However, the
third order susceptibility, χ(3) , in gases is too small to explain the high efficiency.
(3)

(3)

Experiments with preformed plasma (χions and χelectrons ) showed that terahertz generation is correlated with tunnel ionization and coherent motion of the electron in
the laser field [5]. Additionally, the maximum yield occurs at δφ = 0 which disagrees
with observations [5, 115]. To describe the microscopic origin of THz emission, Kim
et al. proposed a plasma current model (PCM). This model includes two steps of
the HHG semi-classical model discussed in section 4.1 and the third step is replaced
by drifting electrons as opposed to returning ones. Once the electron is liberated at
t = ti , it is free to accelerate away from the parent ion with drift velocity of


vd (t, ti , δφ) = −

e
me

 Zt
E(t, δφ)dt,
ti
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Figure 4.24: Electric field (dashed blue), ionization rate (solid blue) and drift velocity
(red). The shaded areas represent the product of electron density and drift velocity.

which inherits the temporal asymmetry of the two-color electric field
E(t, δφ) = A1 (t) cos(ωt) + A2 (t) cos(2ωt + δφ),
where A2 (t) =

√

(4.61)

ηA1 (t), η being the second harmonic generation efficiency. If we

assume zero velocity at the birth time ti then the drift velocity can be calculated by


e
(2A1 sin(ωt) + A2 sin(2ωt + δφ)) .
(4.62)
vd (t, δφ) =
2me ω
Figure 4.24 shows the calculated drift velocity for δφ = 0 and δφ = 0.5π. The
shaded areas in Figure 4.24 indicate that when δφ = 0 the product of electron
density and drift velocity in positive and negative directions cancels around the peak
of the electric field, while there is an obvious asymmetry when δφ = 0.5π. The
asymmetrical acceleration of these electrons creates a plasma current, J(t). Once we
estimate the electron density ρe (using Eq. 4.4), we can calculate the current density
from
e2
dJ(t)
+ γe J(t) =
E(t)ρe (t).
dt
me

(4.63)

In frequency domain the current density can be written as
J(ω) =

e2 ρ0 G(ω)
,
me γe + iω

(4.64)
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where γe is the collision frequency and G(ω) is the Fourier transform of E(t)ρe (t)/ρ0 .
Considering that J(t) is related to polarization by
J(t) =

dP (t)
,
dt

(4.65)

polarization in frequency domain becomes

P (ω) =

ωp2 G(ω)
J(ω)
= −0 2
.
iω
ω 1 − iγe /ω

(4.66)

Ignoring propagation (phase-matching) effects, and in the absence of collisions,
the local THz field can be expressed as the time derivative of the current density
which in turn is given by
Zt
J(t, δφ) ≈

eρ˙e vd (t, t0 , δφ)dt0 ,

(4.67)

−∞

and the radiated THz field is
ET Hz ∝

dJ(t)
= evd ρ˙e .
dt

(4.68)

Figure 4.25 compares the results for single and two-color THz generation and the
phase dependence of two-color THz generation for a 30 fs pulse, I1 = 2×1014 W/cm2
and 10% SHG efficiency. The surface plot is G(ω) as a function of the relative
phase, δφ and frequency ω. As discussed earlier, terahertz generation includes the
first two steps of high harmonic generation and based on the discussions in this
section it appears that two-color driven THz is proportional to sin2 (δφ) (right panel
in Fig. 4.25) and anti-correlated with HHG. We will explore this idea later in this
chapter (section 4.4). Figure 4.26 compares third harmonic and terahertz, calculated
from PCM, which are anti-correlated as well [116].
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Figure 4.25: Left panel shows |G(ω)| for δφ = 0 and 0.5π and for single-color. Right
panel is the phase dependent (sin2 (δφ)) THz spectrum.
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Figure 4.26: THz and 3ω for I1 = 1.6 × 1014 W/cm2 and 10% SHG efficiency.
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4.3

Experimental extreme wavelength generation
and detection

4.3.1

High harmonic generation setup

The absorption of high harmonics in air is too large to enable us to generate XUV
in atmospheric conditions. Therefore, high harmonic generation process takes place
inside a vacuum chamber. However, we need a medium, usually gas, for the generation and phase matching and any quasi-phase matching. Also, the multi channel
plate used in the XUV spectrometer needs to be under ultrahigh vacuum at all times
(10−8 Torr). This means there are only a few ways to perform these experiments.
Figure 4.27 shows all the parts of the experimental setup for high harmonic generation and spectroscopy. The first chamber includes optics for generating second
harmonic inside vacuum. This helps avoid additional phase slip due to dispersion of
air. Type-I second harmonic generation is done in BBO (θ = 29.2 deg). A true zeroth order half-wave plate for 800 nm rotates the polarization of the second harmonic
for experiments where parallel two-color fields are needed. α-BBO (β-BaB2 O4 ) is a
negative uniaxial crystal that can compensate the time delay between fundamental
and second harmonic. Now we can combine the two beams to generate designed
electric fields by manipulating the phase using a thin phase plate or a prism pair.
This chamber also includes a gas nozzle, which delivers the high harmonic generation
medium. Nozzles with small diameters can be used for HHG, but the efficiency is
not high. A hollow core fiber or a gas cell is usually preferred and the length of
the cell depends on the pressure and the harmonic range. For experiments discussed
here, we mount a ≈ 1.3 mm glass tube on the XYZ stage. Position of the cell with
respect to the focus is determined by viewing the laser induced plasma using a CCD.
The focal length of the mirror that focuses the beam in the glass cell is 50 cm, so
the Rayleigh range is about 0.4 cm. If two clear spots can be seen on the glass tube
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Figure 4.27: High harmonic generation setup. First chamber from the left includes
gas nozzle on XYZ stage and second harmonic generation and phase control optics. The pressure is 10−3 Torr. An aluminum filter blocks fundamental and second
harmonic beams and transmits XUV. It also separates the two chambers and the
pressure in the second chamber is 10−5 Torr. This chamber is a cryostat and the
scintillation samples can be mounted here for spectroscopy. The last chamber is the
XUV spectrometer (McPherson Inc) which operates under ultrahigh vacuum (10−8
Torr).

(before and after) then the glass tube is positioned correctly in the beam path. With
the intensities available with short pulses, we can easily drill a hole in the glass tube
using the laser beam in a few minutes., there by creating a glass cell with entrance
and exit windows drilled by the laser.
Thin aluminum films have proven to be effective for blocking the driving laser
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Figure 4.28: Transmission spectra for aluminum filters of two different thicknesses.

beams. A 200 nm thick aluminum filter is enough to block the visible light/near-IR
and seal the two vacuum chambers with two different pressures. The transmittance
of 100 nm and 200 nm thick aluminum filters (from Lebow Co.) are shown in Figure
4.28.
The second chamber is a cryostat that can be operated in the range 77-500 K and
is used for spectroscopy of samples at different temperatures. The pressure in this
chamber is 10−5 Torr. There is a fiber feed-through on one of the windows of the
cryostat. This allows us to efficiently collect and guide the light coming from the sample to the spectrometer or streak camera for time resolved spectroscopy. Measuring
the spectrum of XUV is challenging. Significant drop of reflectivity and transmittance of optical elements forces us to go to grazing incidence. The spectrometer
shown in Figure 4.27 is a grazing incident spectrometer. XUV beam is reflected on
to a grating and the dispersed light is guided towards a multichannel plate (MCP).
A phosphorus screen between the MCP and CCD converts XUV light into visible
light, which can then be seen by the CCD. The grating is mounted on Rowland circle
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Figure 4.29: Spectra measured by XUV spectrometer generated in argon at different
pressures.

[93]. Rowland circle’s diameter is defined by the radius of curvature of the concave
grating. A detector anywhere on the circle can measure well focused spectral lines.
Therefore, to detect higher order harmonics the CCD needs to move on the Rowland
circle. Figure 4.29 is a set of measured spectra at different pressures. The maximum
observed efficiency is for pressures between 70 and 110 Torr, depending on the pulse
duration and the position of the cell with respect to focus. The nozzle position is a
few millimeters after the focus (≈3 mm), and as discussed in the previous section,
this position would change depending on pressure and intensity. We can change the
intensity by moving the gas cell along the beam or by changing the pulse duration.
Figure 4.30 shows the results for the latter case. According to these results, the
optimum pulse duration is 80 fs regardless of the pressure, which means the gas is
fully ionized for shorter pulses and plasma has the strongest contribution to phase
mismatch. If the gas cell is placed far away from the focus then HHG would require
high intensities or in other words, shortest pulses. This is confirmed experimentally.
As can be seen from Figure 4.31, the maximum efficiency is at 40 Torr. However, if
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Figure 4.30: Integrated XUV emission at different pressures and pulse durations.

the pulse is short enough, at lower pressures more harmonics can be phase matched
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(Fig. 4.32(a)). At 20 Torr, harmonic generation is extended to 45th order.
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Figure 4.31: Integrated XUV emission at different pressures far from the focus.
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Figure 4.32: XUV spectra at different pressures and pulse durations close to the
focus.

same is true when the cell is far from the focus (Fig. 4.34). This is due to the
fact that at low pressures the main mismatch is caused by the dipole and geometric
phases, as demonstrated in Figure 4.15. Additionally, the absorption is smaller, and
as was shown earlier in Figure 4.21, as the absorption decreases the harmonic yield
is larger. However, the overall efficiency is less beyond the 50th harmonic, because
the transmission of the aluminum filter drops drastically.
Figures 4.33 and 4.34 show the difference in the harmonic phase matching at low
pressures for different intensities. For this extended harmonic generation range a
clear minimum appears around the 31st harmonic, known as the Cooper minimum
[117]. The dipole transitions from outermost 3p orbitals to both s and d continuum
states are the dominant transitions [117]. The minimum at 31st harmonic is due
to a sign change of the radial recombination dipole integral of the d waves. This
minimum appears only if the harmonics beyond 31st are efficiently phase matched.
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Figure 4.33: XUV spectra at 10 Torr and three different intensities close to the focus.

Based on these experiments, the glass cell should be placed after the focus, filed
up with gas at pressures around 60 Torr. The yield can be optimized by changing the
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Figure 4.34: XUV spectra at 10 Torr and three different intensities far from the
focus.
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There are other ways of optimizing the yield. For example using gases with higher
photo-recombination cross section [118]. Figure 4.35 shows that harmonics generated in Xe have higher yield. This enhancement is true for any given experimental
conditions but depending on the wavelength range we are interested in, there are
other ways of increasing the single harmonic efficiency. From Eq. 4.12, longer wavelength driving lasers would extend the cut-off. However, single harmonic efficiency
at frequency Ω is
Ω+ω
R 0

ηe =

Ω−ω0
R∞

|EH (ω)|2 dω
,

(4.69)

2

|E(ω)| dω

0

and it is highly nonlinear and it scales as ≈ λ−5 − λ−6 in the cut-off range [119,
120, 121, 122]. Measured high harmonic efficiency in Kr has shown an even stronger
dependence of λ−6.5±1.1 . For higher frequency lasers the period of the field is shorter
and the electron wave packet spreading is smaller and it spreads as τ 3/2 (τ 3 for harmonic intensity) [74]. Therefore a λ−3 is due to wave packet spreading (quantum
diffusion). The energy carried in a single cycle of the fundamental field, the denominator in Eq. 4.69, scales with its duration 2π/ω0 and the efficiency scales with
λ−1 . Another wavelength dependence arises from the fact that we are considering
conversion into a single harmonic. That is why the efficiency is expected to scale
with λ−5 . So if single harmonic efficiency is the goal then using short wavelengths
would be beneficial for a given intensity [118].
Instead of using a single frequency, we can combine two or more colors and tailor
the field suitable for a particular application. For example, the fundamental beam
can be combined with its second harmonic and break the symmetry of the electric
field and we are no longer limited to odd harmonics. The ability to tailor the electric
field opens doors to some exciting experiments. In 2005 Kim et al. [123] reported,
that an enhancement of two orders of magnitude was observed by mixing fundamen-
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Figure 4.35: XUV yield on argon and xenon.

tal and second harmonic beams with perpendicular polarizations. The enhancement
of efficiency with parallel polarizations was slightly smaller. The shape of the electric
field is modified by adjusting the delay between two pulses by a thin phase plate or
a prism pair as shown in Figure 4.27. Brugnera et al. [124] were able to reproduce the results under the same conditions, but this is not a universal solution. In
both experiments, a nozzle was used instead of a cell and it was placed before the
focus. The enhancement is not the same (see measurement results in Fig. 4.36) if
the nozzle is placed after the focus, where phase matching is most efficient. At low
pressures and low intensities the enhancement is more significant. Measurements
shown in Figure 4.37 shows a more significant enhancement (≈ 30×) at 40 Torr and
3.4×1014 W/cm2 fundamental intensity. An increase in efficiency was expected since
using shorter wavelengths can enhance the yield (∝ λ−6 ), but the overall increase
of high harmonic generation efficiency from two-color fields requires more detailed
analysis. The shape of the two-color electric field can be controlled by adjusting the
delay between fundamental and second harmonic, which gives us control over the
ionization. For laser parameters given in Ref. [123], the ionization rate by the combined field is higher than the fundamental alone. As a result the wave packet is more
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Figure 4.36: Measured XUV spectra for fundamental (red line) and two-color (blue
line) driving fields with parallel polarization. 7.5×1014 W/cm2 fundamental intensity
and 1.3 × 1014 W/cm2 second harmonic intensity. Argon pressure is 250 Torr.

dense at the moment of ionization, allowing more efficient harmonic generation. This
is only true for certain experimental conditions, as discussed earlier. In the case of
orthogonal polarization, the ionization rate is less than the parallel case, which could
make phase matching more efficient for some harmonics, but the only harmonics that
have higher amplitudes are odd harmonics of the 400 nm pulse. Therefore it appears
that the extra enhancement is due to the wavelength scaling of HHG. Based on these
results and discussions, increasing the total efficiency of high harmonic generation
is most effectively done by using shorter wavelengths and optimizing the intensity,
pressure and interaction length for a given set of experimental conditions.
The only remaining variable to explore is the interaction length. Figure 4.38
shows the HHG yield in argon for different sizes of nozzles and cells. For all of these
experiments the driving laser source is a 800 nm, 7 × 1014 W/cm2 . Pressure, location
of the medium, and pulse duration were optimized for each experiment to maximize
HHG yield.
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Figure 4.37: Measured XUV spectra in argon for fundamental (red line) and two-color
(blue line) driving fields with parallel polarization. 3.4 × 1014 W/cm2 fundamental
intensity and 0.6 × 1014 W/cm2 second harmonic intensity. Argon pressure is 40
Torr.
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Figure 4.38: XUV yield in argon for various medium lengths. The pictures from left
to right show one of the nozzles, a glass cell, and a 2 cm long hollow-core fiber.
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4.3.2

Terahertz generation and detection

In this work we are mainly interested in two-color THz generation in plasma and
understanding common physical principles in the generation processes. This is approached with a series of experiments described in this section. The experimental
setup is schematically shown in Figure 4.39. The fundamental laser is from a chirped
pulse amplifier with pulse duration of 40 fs centered at 800 nm with 1 kHz repetition
rate. The second harmonic is generated in a type I BBO. In type I phase matching,
the fundamental is parallel to the ordinary axis and second harmonic is generated
along the extraordinary axis. Terahertz efficiency is higher if the two beams are copolarized [116]. Therefore, a thin true zero-order half-wave plate for the fundamental
is used to rotate the second harmonic beam by 90◦ . The phase difference induced by
the elements used so far is negligible, but if done in air, every 2.8 cm propagation
will add a π phase shift between ω0 and 2ω0 [3]. To avoid phase shifts due to air
dispersion, SH and THz generation are done in a vacuum chamber. A pair of off-axis
parabolic mirrors collect and guide the THz towards the detectors for coherent or
incoherent detection. For incoherent detection, thermal detectors can be used. Permanent electric dipoles in pyroelectric crystals can convert a change in temperature
(i.e. IR radiation) to a measurable current [125]. Pyroelectric detectors are slow
but they are capable of detecting a large range of frequencies. The detector used in
our experiments is a Gentec SPI-A-65THz pyroelectric detector. Thermal detectors
are convenient, but they cannot directly provide information about the temporal or
spectral properties of THz. Coherent detection methods, however, can provide more
information about the pulse. Electro-optic sampling (EOS) is a coherent detection
method based on the Pockels effect [62]. A static field applied to an electro-optic
(EO) crystal induces birefringence proportional to the amplitude of the electric fields
(i.e. THz field). By comparing the polarization of a probe beam using a balanced
detector, the temporal profile of the applied electric field can be measured from the
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Figure 4.39: Two-color terahertz generation setup. 150 µm type I BBO generates
second harmonic, true zero-order half-wave plate rotates the second harmonic by 90◦ .
Prism pairs (or fused silica plate) control the phase (δφ) between fundamental and
second harmonic. A pair of off-axis parabolic mirrors collect and guide THz towards
the detection setup. A silicon filter is used to block the driving fields and transmit
terahertz.

amount of change in birefringence. The phase difference induced by the electro-optic
crystal is
∆ϕ =

ωL 3
n r41 ET Hz ,
c 0

(4.70)

where n0 is the refractive index at the probe frequency ω and r41 is the electro-optic
coefficient. As a result, the detected signal would be
∆I = I0 sin(∆ϕ).

(4.71)

The EO crystal used for THz detection in the experiments discussed here is 0.5 mm
thick h110i ZnTe. Since ∆ϕ is proportional to the amplitude of the THz field, by
changing the delay between pump and probe the shape of the terahertz field can be
measured. Figure 4.40 schematically displays the EOS setup. THz detection with 41
THz bandwidth has been reported using GaSe [126], but EOS has limited spectral
bandwidth compared to pyroelectric detectors.

Figure 4.41 shows the results of

electro-optic sampling. The spectrum shown in Figure 4.41 is calculated by taking
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Figure 4.40: Schematic of EOS setup. During the temporal overlap of the probe
and THz, the polarization of the probe changes from linear to elliptical. The quarter waveplate retards one polarization with respect to the other and the Wollaston
prism separates the x and y components of the polarization. Difference in amplitude
detected by the balanced detector corresponds to the birefringence induced by THz
and therefore it is proportional to THz power.

the Fourier transform of the time trace. Here the relative phase between ω0 and 2ω0
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Figure 4.41: Electro-optic sampling (left) and its Fourier transform (right).

From the discussions in the previous section we expect this phase difference to
be π/2. However, it is useful to confirm the theoretical predictions by calibrating
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the phase delay induced by glass. This can be done by utilizing an interferometric
measurement of the phase [3]. As suggested by Chudinov et al., the relative phase
can be estimated from the interference of two second harmonic pulses generated
by two identical BBOs placed in the beam path [3]. This method has been used
to estimate δφ for optimum THz [127, 128] and XUV generation [6]. Figure 4.42
schematically shows an example of such experiments. Notice that the modulation
period is π. We know from Eq. 3.26 that there is a π/2 phase difference between
ω and 2ω (E2 (ω) ∝ idef f E1 (ω)2 z). To simulate the experimental conditions, this
calibration experiment is performed with a focused beam. Therefore, the Gouy
phase shift should be considered:
δφ = 2φ1 (ω0 ) − φ2 (2ω0 ) = 2tan−1 (

z
zR,ω0

) − tan−1 (

z
zR,2ω0

),

(4.72)

where zR,ω and zR,2ω are the Rayleigh range of fundamental and second harmonic,
respectively. Since the beam waist of the fundamental is twice the waist of the second
harmonic, the Rayleigh range is two times longer zR,2ω0 = 0.5zR,ω0 . As a result, the
phase difference at the focus is
δφ ≈ 2

z
zR,ω0

−

z
zR,2ω0

≈ 0.

(4.73)

At distances much larger than the Rayleigh range (z = ∞) the phase difference
becomes
δφ = 2

π
π π
− = .
2
2
2

(4.74)

Figure 4.43 shows the calculated Gouy phase for the fundamental and the two-color
beams at large distances and near the focus. In most THz experiments detection is
done far away from the focus, that means the aggregate phase difference is π, hence
the modulation period of π in Figure 4.42. Here the effect of plasma dispersion
is too small to be considered [128]. Since THz generation efficiency is higher with
parallel two-color laser beams, a true zero-order half-wave plate is usually used in
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Figure 4.42: Schematic of the setup used for calibration of the phase difference caused
by the glass plate [3].
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Figure 4.43: Gouy phase for ω (red) and 2ω (blue) at large distances (left) and near
the focus (right).

which case the modulation frequency becomes π/2. Figure 4.44 shows comparison
of measured THz power (pyroelectric detection) and E2 E2∗ interference, indicating
that THz generation is optimized around π/2. Electro-optic sampling results are
illustrated in Figure 4.45. Black and red curve are the temporal profiles for optimal
phase difference. These measurements confirm the theoretical predictions of the
plasma current model. The optimum phase changes by as much as 0.1π depending
on gas pressure, intensity, Keldysh parameter, and amplitude ratio [128].
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Figure 4.44: THz power versus phase difference (blue circles) and E2 E2∗ interference.

Figure 4.45: Phase dependent EOS measurements. Temporal profiles on the right
are extracted at position of the dashed lines in the left contour plot.
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4.4

Simultaneous generation of XUV and THz

The generation of high harmonics from rare gases follows a non-perturbative mechanism, with its salient features captured by a classical three-step model [4, 69]. In
this picture, electrons are liberated in a tunneling ionization process and accelerated
every half cycle of the driving laser pulse. Depending on their birth time, a fraction
of these electrons can acquire sufficient kinetic energy to trigger pulsed emission of
high-frequency photons upon recombination with the parent ion. Taking into account polar symmetry of the multi-cycle laser field and the centro-symmetry of the
gaseous media, the resulting XUV pulse train contains only odd harmonics of the
carrier frequency ω0 . Injection of a small fraction of second harmonic field facilitates
breaking of the polar symmetry enabling emission of odd as well as even harmonics
[88, 123, 129].
Information on the time of birth of the high frequency emission [88, 89, 130] is
encoded in the spectral structure of the high harmonics, thus providing a useful route
for gating single attosecond pulses [61].
The presence of second harmonic drastically enhances emission in the THz band.
Similar to the HHG, the THz generation mechanism is described semi-classically
including tunneling ionization of electrons followed by their classical response to an
oscillating optical field [115], mimicking the first two steps of Corkum’s three-step
model. Those electrons that do not return to the parent ion may instead create a transient net current, which can support bandwidth in excess of 100 THz when excited
with few-optical cycle pulses [131]. Therefore, it is interesting to note that coherent
electromagnetic transients in the extreme frequency range spanning from THz to
XUV can be produced by essentially the same method of optical two-color excitation
while sharing similar origin in the physical description (Fig. 4.46). The intriguing
similarities in the physics of HHG and THz generation together with the practical
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Figure 4.46: (a)Schematic of a two-color femtosecond laser system for simultaneous
XUV and THz generation. (b) Emission from argon gas, driven by focused 40-fs
pulses at 375 THz and their second harmonic.

implications of temporal synchronization provide motivation for understanding their
correlations and coherent control. Figure 4.46 (a) shows the schematic of a twocolor femtosecond laser system. The output is focused onto a gas jet to produce
ultra-broadband spectra of coherent electromagnetic radiation capable of spanning
an astounding 3 or more orders of magnitude in frequency/energy; labels “2ω0 ”,
“λ/2”, “δφ”, “Al filter” and “Si filter” designate second harmonic generation crystal, zero-order half-wave plate, pair of glass wedges for the control of the relative
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phase between the fundamental and second harmonic components, aluminum filter
(to block excitation while transmit XUV) and silicon filter (to block excitation while
transmit THz), respectively. Figure 4.46 (b) shows the emission from argon gas,
driven by focused 40-fs pulses at 375 THz and their second harmonic (“ω0 + 2ω0 ”),
are depicted in a double-logarithmic plot where THz emission extends from 1 THz
to over 90 THz (1 THz = 1012 Hz, corresponding to 3 meV, measured by THz autocorrelator in air) and the “XUV” emission spans from 1 to 12 PHz (1 PHz =
1 × 1015 Hz), i.e. from 4 to 50 eV in photon energy. THz spectrum was measured by
broadband autocorrelation, performed in nitrogen gas, outside the vacuum chamber.
Nonetheless, it schematically shows the potential spectral coverage of such source
at low frequencies. The bandwidth is mainly limited by the choice of gas and the
operating parameters of our XUV spectrometer.
In recent years, various groups have investigated the spectral features of high harmonic generation under weak polar asymmetry in two-color excitation [88, 90, 130].
Additionally, there has been an investigation of simultaneous THz and XUV emission
under similar conditions [51, 52]. Most of the above data have been reconciled qualitatively with the prediction of the semi-classical strong-field-approximation. Here,
we extend the experimental scope to include the regime of strong polar asymmetry
and investigate HHG correlation from short as well as long electron trajectories with
the synchronous THz emission. Most importantly, we present a simple and intuitive
formalism that extends the Corkum’s three-step model. By analyzing the classical
closed electron trajectories, we are able to explain all the salient features observed
not only in our data, but all the previously published experiments on high harmonic
generation in gases by two-color fields. Instead, for open trajectories the XUV yield
with strong asymmetry is predicted to be minimized and being replaced by THz radiation, thus recovering the results of the plasma current model [115]. More generally,
by treating the two processes on an equal footing we are able to establish the correlations between the XUV and THz emission mechanisms and use this information to
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Figure 4.47: Dependence of the spectra of high harmonic emission (ωq = qω0 with
harmonic order q, top row) and THz yield (bottom row) on the relative phase between
the fundamental ω0 and second harmonic 2ω0 fields.

shed further light onto the generation of XUV in the cases of weak-polar asymmetric
pulses.
Simultaneous generation of XUV and THz radiation is investigated by varying
polar asymmetry of a co-polarized two-color excitation by adjusting the ratio (η) of
the second harmonic to the intense fundamental field from weak η= 0.005 (0.5 %)
to strong η=0.1 (10 %). For a fixed ratio of ω0 and 2ω0 fields, asymmetry can also
be continuously modulated by changing the relative phase δφ between these phaselocked constituents. We demonstrate that the underlying complexity of the response
can only be observed when both η and δφ are varied systematically. In comparison,
earlier attempts to draw conclusions on the underpinning relationship between THz
and XUV generation mechanisms were considered only in the regime of weak SH
injection, resulting in case-specific observations, which depended on the particular
values of the observed order of the high harmonics [51, 52].
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To elucidate the intricate nature of the highly nonlinear interaction of matter
with such designer waveforms, we conducted measurements of simultaneous THz
and XUV emission from argon gas (Fig. 4.46) as a function of δφ for strong (η= 0.1,
Fig. 4.47 (a),(b)) and weak (η= 0.005, Fig. 4.47 (c) - (f)) polar asymmetry in the
driving field. As expected, in both of these cases the emission shows a characteristic oscillatory dependence on the sub-cycle polar asymmetry of the driving field,
controlled by δφ. First we concentrate on the details of simultaneous emission for
η= 0.1. Figure 4.47 (a),(b) shows the dependence of the XUV and THz emission
on the relative phase δφ, respectively. Independent of the axial position of the gas
nozzle with respect to the focus, modulations of emitted even and odd harmonics
versus δφ appear predominantly in phase (dotted line in Fig. 4.47 (a)). Comparison
of the two emissions (XUV and THz) reveals opposite δφ dependence: while the
XUV is maximized for δφ ≈ mπ, the simultaneously emitted THz is maximized at
δφ ≈ (2m + 1)π/2. This anti-correlated dependence is observed here for the first
time and can be qualitatively understood by considering classical electron trajectories. According to the 3-step model, those electrons responsible for high harmonic
emission follow closed trajectories that terminate in a collision with a parent ion
within a half-cycle of the driving pulse. Instead, in accord with the plasma current
model (PCM) [115], THz radiation is generated from a time-varying net charge displacement of tunnel-ionized electrons in open trajectories, accumulating with each
half-cycle of the driving field. This accumulation is possible only if the instantaR
neous drift velocity vd is polar asymmetric and since vd (t) ∝ Edt0 , and therefore it
is the polar symmetric field (with δφ ≈ (2m + 1)π/2) which maximizes THz yield.
The emitted power is predicted to follow sin2 (δφ) which is in close agreement with
our observation (see fits in Fig. 4.47 (b), (d), (f)), and earlier results in Ref. [115]
and Eq. 4.67). Good agreement of the THz yield with the fits predicted by the
PCM indicate that the effects of Coulomb attraction and subsequent soft recollisions
[132] may not play a significant role in the overall THz emission process, within the
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demonstrated level of our experimental uncertainty. Realizing that the observed THz
power follows ≈sin2 (δφ), independent of η (Fig. 4.47 (b),(d),(f)), provides us with a
convenient and an independent measure of the relative phase δφ for cases of weak
polar asymmetry. In contrast to strong asymmetry, lowering η (=0.005) while the
gas injector is positioned away from the focal plane produces negative slope in harmonics vs. δφ (dotted line in Fig. 4.47(c)). However, placement of the nozzle closer
to the focus results in appearance of an additional positive slope for lower harmonic
orders q <28 (ωq = qω0 , see dotted lines in Fig. 4.47 (e) and e.g. [52, 89]). Here,
it is instructive to note that the emission from the short electron trajectories are
known to be more efficiently phase matched further away from focus due to dipole
phase contribution (Fig. 4.17), therefore suggesting that the two observed slopes in
Fig. 4.47 (e) potentially originate from different electron trajectories. The combined
results in Fig. 4.47 (a),(c),(e) clearly demonstrate that the spectra of high harmonics
intricately depend on the precise conditions of the non-perturbative emission process,
in turn controlled by the details of the synthesized driving field (η and δφ parameters) as well as propagation considerations. Deciphering such complexity requires
experiments with a good degree of systematic control of the key parameters, thus
allowing us to glean a more complete physical picture than previously attempted. To
gain further insight into the two-color-driven XUV and THz emission processes, we
develop a simple analytical model based on classical electron trajectories used in the
plasma current model. To this end, we broaden Corkum’s Simple Man’s model [4] to
include an intuitive and compact expression for the HHG spectrum, which is valid
for arbitrary linearly polarized two-color excitation with both weak and strong polar
asymmetry. As a result, our extended three-step (ETS) model captures all essential
experimental details for various symmetry-broken fields and successfully explains the
observed correlations of XUV and THz radiation, both processes arising out of superposed emissions from different classical electron trajectories. Furthermore, the
model yields a quantitative prediction on the amplitude of the slope lines versus δφ
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and their dependence on the intensity of the driving pulse. As is shown below, these
predictions are in good agreement with our observations as well as with a broad
range of independent experiments.
We consider two-color excitation pulses having a combined electric field at a fixed
position along the propagation axis
E(t, δφ) = A1 (t) cos(ω0 t) + A2 (t)cos(2ω0 t + δφ),
where A1 (t) and A2 (t) =

(4.75)

√
ηA1 (t) are the pulse envelopes at the fundamental ω0 , and

second-harmonic 2ω0 frequencies with η denoting the fraction of power in the secondharmonic field. The local HHG electric field EH (ω, δφ) is obtained from Eq. 4.36 by
summing the contributions from all classical electron trajectories that arise during
the excitation pulse. The dependence of the electron transit time ∆t = tr − ti and
return energy U together with the ionization rate ρ̇ on the subcycle time structure
of the driving field is shown in Figure 4.48 for the cases of weak (Fig. 4.48 (a,b)) and
strong (Fig. 4.48 (c,d)) polar asymmetries.
Starting with the case of high polar asymmetry (η = 0.1) for δφ = mπ (Fig. 4.48
(c)), the extreme nonlinearity of the tunnel ionization suppresses the amplitude (ρ̇)
in the adjacent half cycle, thus leading to a nearly full-cycle periodicity of the HHG
signal in the time domain. Fourier analysis translates this periodicity into the formation of both odd and even harmonics. At phase delays δφ = (2m + 1)π/2, the
time-domain signal returns to half-cycle periodicity but with much lower amplitude
(Fig. 4.48 (d)). Thus, for strong polar asymmetry the XUV emission is predicted
to peak at δφ ≈ mπ for all harmonic orders, as can also be directly seen from the
calculated spectral dependence on δφ (Fig. 4.49 (a)). This result is in good qualitative agreement with the measurements (Fig. 4.47 (a)). Furthermore, the XUV
dependence on the relative phase is precisely anti-correlated with the THz emission
process (Fig. 4.47 (b)), thus recovering the intuitive picture of essentially mutually
exclusive nature of XUV and THz generation for the case of strong SH injection. We
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Long

Short

Figure 4.48: The electron transit time (∆t = tr − ti ) and return kinetic energy U ,
the electric field E (dotted red) and ionization rate (black) are depicted versus the
ionization time (ω0 ti for two extreme relative phase delays for η = 0.005 ((a) and
(b)) and η = 0.1 ((c) and (d)).

now turn to the analysis of weak second harmonic injection. Using Eq. 4.36 with
input of the calculated dynamic parameters from Fig. 4.48 (a,b), one obtains the
dependence of the XUV spectra on the relative phase (Fig. 4.49 (b)). In general, the
simulated spectral map reproduces the qualitative features observed in our experiment (Fig. 4.47 (e)) as well as by other groups [51, 52, 88, 89, 129]. In particular,
we note that for harmonic orders q ≤ 28 the calculation and experiments both show
the shift in the XUV extrema with increasing q as a function of phase delay δφ, i.e.
positive values of the slopes (+∆q/∆δφ). In addition to the correct dependence,
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Figure 4.49: Normalized XUV spectra S(ω, δφ) = |EH |2 are calculated from Eq. 4.36
for cases of strong (η = 0.1, panel a) and weak (η = 0.005, panel b) polar asymmetry
of the driving two-color field.

the ETS model prediction of the slope of ∆q/∆δφ = +16 harmonics per radian is
also in a remarkable agreement with the experiment (dotted lines in Fig. 4.49 (b)
and Fig. 4.47 (e) for q ≤ 28, respectively). While the observed agreement validates
the model for lower harmonics, the question remains as to why the model seemingly
struggles to reproduce the experimental features seen for higher harmonic orders.
As was already mentioned, the XUV spectra strongly depend on the phase matching
conditions, with preference for short or long trajectories depending on the position of
the gas injector. Since the ETS model does not take propagation effects into account,
it is therefore unrealistic to expect a general agreement of the calculations based on
conditions which might be beyond the applicability. Nonetheless, since Eq. 4.36 includes contributions from both trajectories (together with results in Fig. 4.47 (c), (e))
one anticipates that the electrons following short (long) trajectories are responsible
for observed spectral features at higher (lower) harmonics, and the two dominant
regions are separated by a spectral band where both contributions are comparable
(e.g. 28 < q < 32 in Fig. 4.47(e) for particular phase-matching conditions).
To elaborate on this, we turn our attention to the amplitudes
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Figure 4.50: The relative harmonic amplitudes ( ω ρ̇) generated from short (blue)
and long (red) trajectories for η = 0.005 (a) δφ = 0 and (b) δφ = π/2. The black
dotted lines indicate the maximum harmonic energy.

sion events, the temporal structures of which already played a decisive role in breaking half-cycle periodicity for strong polar asymmetry (Fig. 4.48(c), (d)). Instead, for
weak polar asymmetry the electrons which undergo long trajectory recollision events
are generated at times before the peak of the electric field (Fig. 4.48 (a), (b)). This
fact leads us to conclude that the highly nonlinear tunneling ionization rate favors
these events over the short trajectories that are in contrast born at later times. To
check the validity of these observations, we calculate the spectral dependence of the
√
amplitudes ω ρ̇ of short and long trajectories for δφ = 0 and π/2, depicted in Figure
4.50 (a), (b) with blue and red lines, respectively. At low harmonics, the total amplitude is dominated by the contribution from the long trajectories, while long and
short trajectories assume comparable amplitudes as harmonics approach the cut-off
region. This explains why all the experiments (including ours) show the positive
slope +∆q/∆δφ at lower harmonics, corresponding to long trajectories. In contrast,
at energies approaching the cut-off harmonics, one expects a more complex behavior
resulting from interference of all 4 trajectories. This is indeed the case in the experiments where there is no additional selectivity that distinguishes short and long
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Figure 4.51: For η = 0.005, the contributions from short and long trajectories are
separated in Eq. 4.36 with Q = 8 and N = 4 cycles. Indicated slopes are in a very
good agreement with the measurements, presented in Fig. 4.47.

trajectories. In practice, such selectivity can be implemented by exploiting the farfield divergence of the XUV emission leading to a spatial separation of contributions
from long and short trajectories [90] or preferential phase-matching [133]. Finally,
to further elucidate the roles of amplitude and phase of the trajectories and to further clarify the complexity of the spectrum for harmonics, we cast the expression in
Eq. 4.36 into an even simpler form. For a square driving pulse containing N cycles
at fundamental frequency, an approximation of ρ̇ scaling as |E|Q and consideration
of the dominant birth times to be near the peaks of each cycle, produces an HHG
spectrum:
S(ω, δφ) ∝ sinh

∆ϕL,S
Q√
q
η cos (δφ) − i
2
2

!

2

CN (q),

(4.76)

where CN (q) = sin2 (N πq)/ sin2 (πq) is a comb function, ∆ϕL,S
are the differential
q
phase terms defined earlier and Q ≈ 7 − 9 for typical laser intensities involved.
A plot of this simple expression for long and short trajectories during weak polar
asymmetry (Fig. 4.51 (a), (b)) reproduces all the essential features of the more exact calculation (Fig. 4.49 (b)) and experimental observations (Fig. 4.47 (c), (e)).The
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Figure 4.52: Calculated differential phase ∆ϕL,S (q, η, δφ)−qπ for both short and long
trajectories are plotted versus δφ and a normalized return energy given by q̄ = q/q0 .
The obtained slopes (of the solid tilted lines) are in universal agreement with our
measurements as well as other results (see text for details).

calculation also faithfully reproduces XUV spectra for strong polar asymmetry (not
shown). Furthermore, the differential phase terms in Eq. 4.76 are determined to fol√
low the following empirical functions: (∆ϕLq − qπ) ≈ 1.3q η sin(δφ − 2.0q̄ − 0.3), and
√
(∆ϕSq − qπ) ≈ −1.8q η sin(δφ + 1.8q̄ + 0.8), where q̄ = q/q0 − γ 2 with q0 = 2Up /h̄ω0 .
= qπ corresponding to a stationary phase
The peaks of harmonics occur at ∆ϕL,S
q
(= mπ, m integer) of the sine functions. Evaluated at these stationary points, the two
expressions yield opposite signs of slopes ∆q/∆δφ ≈ q0 /2 and ∆q/∆δφ ≈ −q0 /1.8
for long and short trajectories, respectively (Fig. 4.52 also can be directly seen in
Fig. 4.51 (a), (b)). These slopes are found to depend on the peak intensity and center wavelength of the fundamental field: ∆q/∆δφ ≈ ±7.5 × 10−14 I0 (W/cm2 )λ(µm)3
(harmonics per radian) (Fig. 4.53). Evaluating this result for λ = 0.8 µm, we find
∆q/∆δφ ≈ ±4 × 10−14 I0 (W/cm2 ), which correspond to slopes of ≈ ±16 harmonics/radian for long and short trajectories, based on our estimated focal intensity of
I0 = 4 × 1014 W/cm2 . Both in sign and magnitude, these slopes are in an excellent
agreement with our experimental findings (Fig. 4.47 (e)).
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8) 1014W/cm 2

Figure 4.53: Calculated variation of the differential phase for each harmonic resulting
from short trajectories vs. the asymmetry δφ, parametrized by the varying intensity
I0 of the fundamental field.

Notably, in addition to the agreement with our results, the prediction of the ETS
model of the amplitudes of the slopes is also in a very good agreement with a rather
general set of reported experimental observations [51, 52, 88, 89, 129]. Finally, we
estimate reduction in the peak intensity of our fundamental pulse by a factor 3− 4 when translating the gas injector away from the focal plane to a new position
(conditions in Fig. 4.47 (c)). We observe a commensurate reduction in the slope from
16 ± 0.3 harmonics/rad (Fig. 4.47 (e)) to a value of 5 ± 0.3 harmonics/rad (Fig. 4.47
(c)). The overall drop in the slope value by a factor of 3.2 ± 0.6 during an estimated
3-4 times drop in the intensity shows very good agreement with the predictions of
the ETS model (Fig. 4.53). Solid line in Figure 4.53 exhibit a negative slope of 16
harmonics per radian corresponds to the intensity used in our experiments. Arrow
indicates the direction of increasing intensity through the range of values displayed
in the bottom left corner.
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4.5

Conclusion

In this chapter we discussed the basics of high harmonic and terahertz generation
in gaseous media. We report detailed investigation of the XUV emission spectra
from argon gas when driven by intense femtosecond pulses while being subjected to
a transient optical bias induced by the phase-locked femtosecond second harmonic
pulse replica. By varying the intensity ratio (η) and the relative phase (δφ) of the
second harmonic pulses we are able to systematically study the resulting spectra
of the XUV emission and the yields of the simultaneously-emitted THz radiation.
For strong injection of the second harmonic (10% of the fundamental intensity or
strong polar asymmetry) we find that XUV and THz radiation are anti-correlated
in their dependence on the relative phase δφ. Instead, for weak polar asymmetry we
find that while THz dependence on δφ remains unchanged, the XUV spectra show
remarkably complex structure, which, while also dependent on the phase-matching
considerations, reveals two distinct slopes, defined by a phase slip (∆q/∆δφ) between
the adjacent harmonic orders q. To explain these features we devised an extended
three-step model (ETS) based on the classical electron trajectories. With the gained
physical insight on the origin of XUV emission to arise from interference of XUV
bursts from multiple recollision events of short and long trajectories within a single
cycle of the driving pulse, we are able to provide qualitative explanations for all the
experimentally observed features. Very good qualitative agreement between experimental results and the model points to the robustness of the semi-classical approach
of the original 3-step model of high harmonic generation. Furthermore, quantitative
prediction of the ETS model for the sign and magnitude of the slopes ∆q/(∆δφ) has
been verified in our experiments and found to also reproduce a wide array of previously published results by other groups. Curiously, additionally-verified dependence
of these slopes on the intensity of the fundamental pulse might suggest future routes
for XUV pulse compression schemes with control of the spectral phase of harmonics,
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known as attochirp [129]. Finally, gained insight into the contributions of short and
long trajectories in cases of weak and strong polar asymmetry in the driving twocolor field allows us to draw further conclusions about the relation of the XUV and
THz emission processes. It is clear from the nature of the non-trivial phase shifts
with increasing harmonic orders ∆q/(∆δφ) that in case of weak polar asymmetry no
absolute phase relationship between the two processes can be established a priori.
In turn, XUV emission resulting from strong polar asymmetry has shown a clear
phase dependence which is anti-correlated in the relative phase parameter with the
production of the THz. It is only from a careful comparison of these two regimes that
precise conclusions on the phase-dependence of all the processes can be drawn. Thus
our experiments and the ETS model provide a unified picture of XUV and THz emission mechanisms within the framework of classical trajectories and arbitrary degree
of polar asymmetry in the driving field. Furthermore, the agreement of the observed
correlation features in the THz and XUV emission with our theory suggests that the
two processes have the same physical origin, only with different electron trajectories.
Together with the high degree of control, perhaps it is sources like these that in the
future could provide ultra broad emission in the entire THz-XUV frequency window
with potential technological and scientific applications.
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One of the most significant applications of ultrafast lasers is time-resolved spectroscopy. There are events that take place in pico and femtosecond time scales and
it is possible to probe these phenomena using pulses with durations shorter than
the event we are interested in observing. The photon energy required for any such
event depends on the underlying physical property that governs electron dynamics
or transport. For example, using THz radiation we can study electro-absorption
in semiconductors. Or to manipulate the optical absorption via electro-absorption
induced by THz [134]. If the material responds to high energy photons and it has
fast dynamics, then XUV bursts would be an ideal source for investigating those
materials. For instance, scintillators are used for high energy radiation detection
and have bandgaps of several eV. Scintillation conversion can be divided into three
consecutive steps:

• Conversion to electron-hole pairs.
• Transport to luminescence centers.
• Luminescence.
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Figure 5.1 shows the time scales of electron relaxation dynamics. High energy radiation is usually converted to electron-hole pairs in less than a picosecond. The
transport to activation centers where photons are emitted, is 10 to hundreds of picoseconds, depending on the scintillators. The transport part can involve many
processes, including, but not limited to, repeated trapping at defects and nonradiative recombination. These processes can be probed by ultrashort bursts of high
energy radiation.
High energy sub-femtosecond bursts of photons generated through HHG can be
larger than 1.6 keV [135], and therefore high harmonics can be an ideal source to
study scintillation dynamics. Even UV photons are useful for studying electron
transport between the activators and the conduction band and two-photon absorption. In this chapter, we have used short XUV and UV pulses in combination with
time-resolved spectroscopy methods, to investigate electron transport in a few scintillators. XUV efficiency is relatively low, so they can only be used to investigate
electron relaxation dynamics in highly efficient scintillators.

5.1

Scintillators

Scintillators are materials which can convert high energy radiation (or particles) to
detectable light and they are one of the most popular spectroscopy and detection
methods for all sorts of high energy radiation. In this chapter a variety of inorganic
scintillators are discussed but we start with a brief overview of basic properties of
organic and inorganic scintillators.
A good scintillator should have the following characteristics [136]:
• It should convert high energy invisible radiation to UV/visible light for detection with photodetectors.
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Figure 5.1: Electron transport in scintillators excited by XUV.

• Linear conversion from high energy to visible.
• Transparent to the visible light.
• Short lifetime to enable generation of fast signals and avoid pileup.
• Good optical quality.
• Index of refraction should be close to 1.5 to allow efficient coupling of light to
other detectors.
Obviously, most materials cannot have all the properties simultaneously so the materials are chosen based on the requirements of a particular application. Most popular
scintillators are inorganic alkali halide crystals like sodium iodide which has one of
the highest yields among alkali halide scintillators [136]. Prompt fluorescence after
excitation is generally preferred so a good scintillator would limit delayed processes
such as phosphorescence and delayed fluorescence, and convert most of the incident
energy to a fast fluorescence pulse. Scintillators with long lifetimes excited by short
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pulses might suffer from afterglow or memory. Therefore special care is required to
minimize this effect during measurements.

5.1.1

Organic scintillators

Organic scintillators like anthracene convert radiation to fluorescence as vapor, solid
polycrystalline, and as part of a solution [136]. The scintillation process in these
materials is based on transitions between energy level structure of a molecule. Typically, a molecule can be excited by radiation with energies higher than 4 eV then
the electrons non-radiatively decay to the bottom of the excited states followed by
radiative decay to the ground state. The rise time is on the order of picoseconds and
the decay time is usually nanoseconds long. For a sample with decay time of τ the
fluorescence intensity at time t can be written as
I(t) = I0 exp(−t/τ ).

(5.1)

The photon yield is determined by the ratio of visible light generated over total
number of incident photons or particles. Ideally, we would like this ratio to be
close to one but there are other de-excitation mechanisms that are non-radiative and
mostly convert energy to heat. Such processes are known as quenching. Unwanted
impurities, for example, are known to be one of the main causes of quenching and it
is important to eliminate them in the fabrication stage. There are different types of
organic scintillators each with advantages and disadvantages which we briefly discuss
here.
1. Pure organic crystals
Anthracene and Stilbene are the most popular pure organic crystalline scintillators.
The former has higher light output per unit absorbed energy (higher photon yield)
and the latter can distinguish between scintillations induced by charged particles
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[136]. Both crystals are fragile and difficult to fabricate in large sizes. The efficiency
in these crystal depends on the orientation of the ionizing beam with respect to the
crystal axis and since these two crystals have directional variation.
2. Liquid organic solutions
Dissolving an organic scintillator in an appropriate solvent is another way to make a
useful scintillator. Sometimes a third component is added to the solution to convert
the initial scintillation to longer wavelengths. From a cost standpoint, when large
scintillators are needed, large containers filed with liquids are the best choice and
they are expected to be more resistant to radiation damage effects than crystalline
or plastic scintillators because they are liquid [136]. Oxygen can quench the radiation and substantially reduce fluorescence. Therefore these solutions are sealed and
oxygen is mostly purged out of the container.
3. Plastic scintillators
Plastics have become an extremely useful form of organic scintillator because they
are easy to shape and fabricate. If a liquid organic scintillator can be polymerized
then solid version of the scintillator solution can be made. They can be made in
large sizes but unfortunately, as in any other scintillator, fluorescence reabsorption
might be non-negligible.
4. Thin film scintillators
Plastic scintillators can be made as thin as 10µm, or even thinner depending on the
fabrication technique, which makes them suitable for detection of weakly penetrating
particles [137, 138, 139]. They can even be part of a reflective cavity [140, 141, 142]
or deposited directly on to a PMT [138, 143]. With decay times of several ns, thin
films are suitable for fast timing measurements.
5. Loaded organic scintillators
As good as organic scintillators are for detecting fast electrons and positive ions, they
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are not suitable for detecting gamma ray spectroscopy. This is due to the fact that
their constituents have low atomic numbers. However, adding high atomic number
elements (lead or tin) partially solves this problem [144, 145, 146, 147]. Alternatively
the scintillators can be seeded with high cross section elements for neutrons (boron,
lithium, gadolinium). These elements can create secondary radiation which can then
be detected by regular scintillation process.

5.1.2

Inorganic scintillators

The scintillation mechanism in inorganic materials depends on the energy states
determined by the crystal lattice of the material. Inspired by new discoveries of
new scintillator materials, comprehensive studies have been performed all around
the world on different samples. The availability of new ultrashort XUV/UV pulses
and higher resolution time-resolved measurement methods have made it possible to
investigate scintillator properties on short time scales and unmask the phenomena
that take place during the transport.
Electrons in scintillators occupy discrete energy levels (Fig. 5.2). The lower level
is called the valence band. Electrons in the valence band are bound to the lattice site,
but in the conduction band, electrons with sufficient energy can travel in the lattice.
No transition to energy levels between the above mentioned levels is allowed in a pure
crystal (forbidden levels). In a pure crystal, electrons in the valence band can gain
enough energy to escape to the conduction band leaving a hole in the lower level.
Of course the electron-hole pairs can recombine and emit a photon and the photon
energy will be equal to the band gap. In this process, the photon energies are much
higher than the visible range since the band gap for oxide and fluoride samples is
typically several electron volts. Overcoming this problem requires adding new levels
in the gap to shift the frequency to the visible range. This can not happen in a pure
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Figure 5.2: Example of band structure for a crystalline scintillator. Arrows labeled
1-3 represent charging of the traps, detrapping of electrons, and thermal ionization
from excited state to conduction band, respectively.

crystal but we can add impurities to add additional levels and allowed transitions
in the gap. The impurities (small amounts) now serve as intermediate states and
can capture electron-hole pairs. Energy difference between the new states and the
conduction band are much smaller than the gap so it is possible to see decays to
these levels and as a result emission of visible light. After the electron is excited
to the conduction band, a hole is left behind in the valence band. As the electron
travels in the lattice the hole drifts and ionizes impurities, which makes radiative
recombination of the electron possible. With the correct choice of impurities (also
known as activators) this transition can fall into the visible range.
Competing processes reduce the efficiency of conversion to visible light. One
competing mechanism is trapping of electrons in an excited state where the transition
to the ground state is forbidden. These electrons need an extra amount of energy
to leave this stage and eventually combine with a hole. This would add a much
longer phosphorescence component or afterglow. Electrons in shallow traps would
also prevent the electrons from being captured by the activator. The charging of
shallow traps is shown in Figure 5.2 with the blue arrow. Depending on the energy
gap between these traps and the conduction band, the electrons can be detrapped by

124

Chapter 5. Ultrafast spectroscopy

thermally activating the sample (red arrow in Fig. 5.2). Another possibility is nonradiative transition in the activator which does not convert high energy radiation to
any visible light. Such loss mechanisms in scintillation are known as quenching.

Electron and holes don’t always migrate independently. Alternatively, they can
move towards the activator in a loosely bound state know as an exciton. After initial
excitation the excitons can drift towards an activator and combine and produce
scintillation light. The faster these excitons find their way to an activator the faster
the response of the scintillator. Therefore, if this phenomenon is a significant effect
in a scintillator, the lifetime should decrease as the sample is heated.

Unfortunately it is challenging to make crystalline scintillators in large dimensions. For this reason, transparent ceramic scintillators have become increasingly
popular. Moreover, ceramics have good light output, no afterglow on the millisecond
time scale, and resistance to radiation damage over prolonged use. They can also
have short decay times. For example, ceramic Ce:YAG has higher light yield and
energy resolution compared to single crystal YAG [148] compared to single crystals.
One more advantage is that the recipe for ceramic processing is adaptable for large
scale production. However, polycrystalline grains results in birefringence and consequently, multiple scattering of the scintillation photons. Additionally, birefringence
makes index matching more challenging. This has limited the suitability of materials to those ceramics with no birefringence [136]. Most of the scintillators studied
in this work have cerium activators and cerium is especially important in silicate
glasses since it is the only activator that can generate fast scintillation light in glass
scintillators [149]. The decay times are typically 50-75 ns [136]. In section 5.3 we will
discuss a few scintillators including a cerium doped glass ceramic scintillator with
different concentrations of Ce.

125

Chapter 5. Ultrafast spectroscopy

5.1.3

Light output and time response

The light output of a scintillator for a given excitation energy E, is given by [150]

Nphoton = Neh SQ = SQ

E
,
Eeh

(5.2)

where Neh is the number of electron-hole pairs, Eeh , the average energy required to
generate one thermalized e-h pair, S the transport efficiency of the e-h pair energy to
the luminescence centre, and Q the quantum yield for the final luminescence process.
It is useful to write Eq. 5.2 as a function of band gap Eg and for that we define Y
as the ratio of Eg /Eeh . Now we can write efficiency in number of photons per unit
energy absorbed
1
Y
Nphoton
= SQ
=
SQ,
E
Eeh
Eg

(5.3)

The ratio of the energy emitted as scintillation light and the radiation energy absorbed in the crystal is a more universal definition of scintillation efficiency. If hhνi
is the average energy of absorbed photons and is approximately equal to the energy
at the maximum of emission (hνm ) we can write the efficiency as
ρ=Y

hνm
SQ,
Eg

(5.4)

Most of the parameters in Eq. 5.4 can be measured experimentally [151, 152, 153,
154]. Transport efficiency, S is more difficult to determine. As mentioned earlier,
The transport efficiency involves electron-hole migration, trapping, non-radiative
recombination and some electrons are ultimately captured by activators. Eq. 5.4 is
a simple phenomenological model which works well for typical semiconductors and
for typical ionic crystals. However, this simple equation needs to be adjusted for
crystals with mixed compounds [150].
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The time response of a scintillator is the other property that needs to be studied
carefully and it can provide crucial information about the different stages of scintillation mechanisms. Many reports only include the decay time of radiation since
it is much much longer than the rise time and it is possible to measure it with
conventional methods. Some studies choose to report the lifetime (FWHM) of the
radiation which includes rise and decay times. Considering the finite time required
to populate the levels from which the prompt fluorescence light arises, the temporal behavior should be written in a form that describes the full time response of a
scintillator. The overall temporal shape of the light pulse is given by Eq. 5.5, if we
assume exponential behavior for both stages.
I(t) = I0 (1 − e−t/τ1 )e−t/τ2 ,

(5.5)

where τ1 and τ2 are rise and decay times respectively. The temporal profile of the
scintillation pulse may not be well represented by phenomenological exponential
rise and decay times. Additional exponential components may better describe the
experimental results. Eq. 5.5 will be used in following sections to estimate the rise
and decay times of different samples.
There are other effects that can change the time profile of scintillators and close
attention must be paid during measurements and analysis to factor in the consequences of such effects. Most important causes are:

• Finite flight time of the photons from scintillator to detector.

• Multiple light reflections at scintillator surfaces [155].

• Self-absorption and reemission of the fluorescence [156, 157].
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5.2

Ultrafast spectroscopy of scintillators

In this section results of time-resolved spectroscopy of various scintillators are presented. The purpose of these experiments are measuring rise times and decay times
of scintillators when excited by second, third or higher harmonics. This would help
determine the transport dynamic after excitation. Measuring decay times is easier
since they are usually hundreds of picoseconds or longer. Measuring the rise time
however, is more challenging. Here we discuss a few techniques used for time-resolved
spectroscopy.

5.2.1

Pump-probe spectroscopy

In pump-probe method, one laser beam is used to excite the sample and the other
measures some property of the sample. This could be reflection, transmission, absorption, Raman scattering or luminescence. In its simplest form, degenerate pumpprobe spectroscopy uses two beams from the same laser. Using two laser beams with
different wavelengths would enable us to probe the sample characteristics at different photon energies other than the pump energy. Kerr gating, four wave mixing,
frequency upconversion are a few of the common pump-probe measurement methods
[158].
Kerr gating is one of the most popular pump-probe techniques. It takes advantage of optically induced birefringence due to the nonlinear refractive index n2 .
Optical Kerr effect (OKE) was first observed by Mayer and Gries [159] and Maker,
Terhune, and Savage [160]. The induced birefringence due to phase shift between
the orthogonal components of the probe beam is given by [161]


2πl
∆n,
δ=
λ

(5.6)

where l is the length of the Kerr medium, λ is the probe wavelength and ∆n is the
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Figure 5.3: Schematic of Kerr gating test setup.

difference in refractive index parallel and perpendicular to the polarization of the
electric field
∆n = n⊥ − nk .

(5.7)

Typical setup for Kerr gating is schematically shown in Figure 5.3. To test the
Kerr gating setup and to estimate the impulse response function (IRF) of the system
second harmonic light was used as probe and the fundamental as pump. Since both
of these pulses are shorter than 40 fs, the measured signal would be our impulse
response function. As can be seen in Figure 5.5, the resolution of the system is better
than 10 ps. An ideal Kerr material should have ultrafast response, be transparent
to the wavelength of interest, and have large nonlinearity. However, the widely used
Kerr material, carbon disulfide (CS2 ), has large nonlinearity but suffers from slow
relaxation time [162]. As a result, the response of the detection system is limited
by the relaxation time of the molecules. To test this setup, we used a commercially
available dye doped plastic sample with very high efficiency. The results are presented
in Figure 5.6. Compared to 400 nm excitation, the rise time is much longer when the
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Intensity (arb.unit)

Figure 5.4: Implemented Kerr gating setup. L1 − L5 are fluorescence collection and
focusing lenses. L6 and L7 focus the transmitted fluorescence on PMT. L8 focuses
the gate beam on the CS2 cell. P1 and P2 are polarizer and analyzer respectively.
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Figure 5.5: Kerr gating IRF and resolution.

sample is excited with 266 nm light, which means that with 400 nm light electrons
are excited to the excited state of the activator, but with 266 nm light electrons can
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Figure 5.6: Normalized luminescence of plastic sample excited with 400 nm (left)
and 266 nm (right) photons.
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Figure 5.7: An example of energy levels for a sample with characteristics shown in
Fig. 5.6.

be excited from the valence band to the conduction band, resulting in much longer
rise time. Based on these results we can have a qualitative understanding of the
electronic states in this sample. Figure 5.7 schematically shows the energy levels of
such a sample.
Unfortunately, such a complicated system (Fig. 5.4) requires large amounts of
fluorescence. Even in the most efficient scintillators, only a portion of the fluorescence
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can be collected, half of which would be rejected by the first polarizer. Therefore, for
scintillators available to us, Kerr gating is not practical. However, streak cameras
with very high temporal resolutions are available for time-resolved spectroscopy.

5.2.2

Time-resolved luminescence spectroscopy

Time-resolved luminescence spectroscopy techniques directly measure time-resolved
luminescence spectra using a fast detector. In recent years streak cameras have
improved significantly and devices with 100s of femtosecond resolution are available
which makes them very attractive for short lifetime measurements. Results presented
here are measured by a Hamamatsu C4334 streak camera. The resolution of this
system is better than 15 ps. A streak camera determines the intensity distribution
of the incident light by converting photons to electrons and sending them through
a high-speed sweep. A simplified schematic of the streak camera internal system is
shown in Figure 5.8. Light forms an image on the photocathode and is converted to
electrons. These electrons are accelerated towards the micro-channel plate (MCP)
while the fast sweeping electric field diverts them based on their arrival times. MCP
amplifies the electrons and directs them to the phosphor screen which converts them
back to visible light. The image formed on the phosphor screen is called a streak
image which is essentially the above mentioned intensity distribution. Scintillators
studied here have different wavelengths from UV to visible and this streak camera has
the sensitivity for such measurements (Fig. 5.9). The rise times are only picoseconds
long so it is crucial that the jitter in trigger signal is minimal. The advanced trigger
setup shown in Figure 5.10 is used to generate trigger with very small jitter. This
setup improves the resolution of the device to approximately 15 ps. The IRF is
shown in Figure 5.9.
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Figure 5.9: Impulse response (left) and spectral response (right) of the C4334-01
streak camera.

5.2.3

Interpretation of measurements

Estimating the rise and decay times from measurements requires additional steps.
Any time domain measurement is the convolution of the impulse response function
of the measurement device and the measured signal. Therefore, in order to have an
estimate of the characteristic times of the fluorescence the data is fitted by a function
and then iteratively convolved with the IRF until a solution is found. Rise times can
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Figure 5.10: Configuration used for measurements with HAMAMATSU C4334-01
streak camera.

be fitted with a function such as
F (t) = 1 − exp(−t/τ1 )

(5.8)

For t  τ , F (t) = 1 which is suitable for measurements with very long decay times
but if the decay time is comparable to the rise time then Eq. 5.8 will not produce a
good fit. In this case we can use
F (t) = (1 − exp(−t/τ1 )) × exp(−t/τ2 )
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Lets assume that the IRF is a Gaussian function, then we can write S(t) as


S(t) = [(1 − exp(−t/τ1 )) × exp(−t/τ2 )] ⊗ exp((−t/τ3 )2 )

(5.10)

where τ3 is the FWHM of the IRF. Convolution of F (t) (Eq. 5.9) and the IRF should
match the measurement. τ1 and τ2 are adjusted iteratively to find the best fit. Figure
5.11 shows a fit using Eq. 5.10.

Figure 5.11: Luminescence intensity measurement and fit using Eq. 5.10.

5.3
5.3.1

Scintillation lifetime measurements
XUV spectroscopy

High harmonic generation efficiency is ≈ 10−6 therefore it is extremely challenging to
perform time-resolved spectroscopy of scintillators. The only available sample that
has measurable luminescence with our setup is Tl:CsI. CsI is alkali halide that is very
popular due to the high yield. The maximum yield at room temperature is measured
to be 65,000 photons/MeV. The peak occurs at 238 K and reduces to 95% at 323 K
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[136]. Some of the properties are listed in table 5.11 . Even though CsI has a very
long lifetime and short pulses are not necessary for characterization, it is nevertheless
useful to perform measurements with bursts of XUV on this well-studied sample as a
proof of principle experiment. Especially since CsI is used for X-ray detection there
is a higher chance of successful measurement of photoluminescence (PL). Figure 5.12
Table 5.1: Tl:CsI properties
Properties
Hygroscopic
Density [g/cm3 ]
Wavelength of emission max [nm]
Refractive index @ emission max
1/e decay time [ns]
Light yield [photons/keV]
Photoelectron yield [% of NaI(Tl)] (for γ-rays)

slightly
4.51
550
1.79
3340
54
15

shows the results of the Tl:CsI lifetime measurements. The sample is excited by
XUV pulses (sub-femtosecond) with photon energies 30-55 eV and the luminescence
is measured with a PMT. The maximum luminescence is observed at 320 K. The
rise time decreases with increasing temperature, especially beyond 320 K. These
results are consistent with detrapping of electrons from shallow traps, and the slope
change in rise times shown in Figure 5.13 at temperatures higher than 320 K is a
sign of multiple traps located below the conduction band (as shown in Fig. 5.2). The
decay times are microseconds long and they have two components (also reported in
Ref. [163] 0.9 µs and 6.55 µs at 260 K). The temperature dependent estimated values
of these two components are shown in the right panel of Figure 5.132 .
These results confirm that in principle, XUV is an ideal source to study electron
1 http://www.crystals.saint-gobain.com/products/csitl-cesium-iodide-\

thallium
2 If error bars are not visible the fitting error is smaller than the size of the data marker,
unless stated other wise.
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Figure 5.12: Tl:CsI lifetime measurements using XUV.
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Figure 5.13: Tl:CsI rise (left) and decay (right) times. Blue curve is the earlier
component of the decay, and the red curve is the later component of the decay.

dynamics in scintillators. Improvements in ultrashort laser sources and increased
sensitivity of fast detection devices would eventually enable us to perform timedependent XUV spectroscopy on any scintillator. Short bursts of XUV enables us
to investigate changes in rise time in scintillators with picosecond rise times, similar
to the results shown in Figure 5.13.
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5.3.2

Scintillation lifetime measurements using ultraviolet
pulses

In this section lifetime measurement results are presented from multiple scintillators
excited by second and/or third harmonic (400 nm and 266 nm) of the Ti:Sapphire amplifier. The luminescence spectra of all the samples are shown below in Figure 5.14.
These results are from measurements by a spectrophotometer. Most of these samples
1
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Figure 5.14: Scintillator luminescence spectra.

are few millimeters thick therefore it is difficult to see sharp absorption lines in the
absorption measurements presented in the following sections.
Ce:YAG
In the late 1980s cerium was introduced as an activator for a new category of crystals.
Ce doped crystals have relatively high light yield and the decay time is 20-80 ns
depending on the host crystal [164]; covering the gap between fast organic scintillators
and slower inorganic scintillators [136]. Properties of commercially available Ce:YAG
Yttrium Aluminum Garnet (Y3 Al5 O12 (Ce)) doped with Cerium are presented in
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Figure 5.15: 0.2% Ce:YAG crystal transmission spectrum. The insert plot is showing
a smaller range between 480 nm to 600 nm. The sharp drop explains the sharp fall
in the PL below 520 nm (Fig. 5.14).

Table 5.2: Ce:YAG properties
Properties
Hygroscopic
no
Density [g/cm3 ]
4.55
Wavelength of emission max [nm]
550
Refractive index @ emission max
1.82
1/e decay time [ns]
70
Light yield [photons/keV]
8
Photoelectron yield [% of NaI(Tl)] (for γ-rays)
15

table 5.21 . The peak of the spectrum is at 550 nm so it is not suitable for the spectral
response of many of the PMTs but it can be used for detection with semiconductor
photodiodes.
Ce:YAG is a suitable crystal for replacing phosphor screens due to its special
characteristics:
1 http://www.crystals.saint-gobain.com/products/yag-yttrium-aluminum-\

garnet.
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• High electron conversion efficiency.
• Good energy resolution.

Ce:YAG is clear, does not diffuse like phosphor

screens.
• Ce:YAG’s light yield increases linearly with the total energy of the electron
beam, whereas the response of phosphors dramatically decreases.
• Ce:YAG is mechanically rugged and chemically stable.
• Good thermal conductivity (13 Wm−1 K−1 ) prevents local heating from a concentrated electron beam.
The wavelength of the maximum emission at 550 nm is well matched to CCD
sensitivity. Ce:YAG samples are of particular interest to us, since two kinds of
samples are available. A 0.2% Ce:YAG crystal (10 × 10 × 10 mm3 ) and a very thin
glass ceramic 0.2% Ce:YAG. The glass ceramic sample is not transparent therefore a
transition/absorption spectra is not available but the transmission for the Ce:YAG
crystal is shown in Figure 5.15. The sharp drop in transmission explains the sharp
fall in the PL below 520 nm (Fig. 5.14), since the same shape was not observed for the
glass ceramic sample. For this particular crystal, all the surfaces are polished and as
a result photons might experience multiple reflections before they are collected. This
will affect rise time measurements as each photon will reach the detector at different
times [155]. In order to avoid photon recycling (reabsoption and re-emission), the
crystal is wrapped in Acktar nano-black sheets on all sides and light is collected
from the front surface by a lens or by the fiber assembly. To measure the rise time
of the luminescence it is necessary to use 1 ns sweep (highest resolution) on the
streak camera and use the method described earlier to measure the rise time. These
measurements were repeated for each temperature in 20 K increments starting from
80 K. All of the temperature dependent measurements are done in a liquid nitrogen
cryostat. The results for Ce:YAG crystal are shown in Figure 5.16 and Figure 5.17.
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Figure 5.16: Ce:YAG crystal measured decay times with 266 nm and 400 nm excitation.

Figure 5.17: Ce:YAG crystal rise time. The left plot shows the measured timeresolved fluorescence (dotted line) and the fit (solid line). The data and fits have been
shifted vertically for clarity. Surface plot displays the difference between measured
and fit.
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Figure 5.18: Glass ceramic Ce:YAG decay times with 266 nm and 400 nm excitation.

The same experiment for the glass ceramic Ce:YAG however, had completely
different results. The decay times increase with temperature for the case of crystal
but decreased for the glass ceramic. One exponential component is sufficient for
fitting the decay times. The glass ceramic sample has faster rise and decay times
and the lifetime is shorter at higher temperatures. However, the changes in rise time
are very small and below the resolution of the system.
Ueda et al. [165] observed lifetimes that are similar to our observations in Figure
5.16. They estimated that based on the electronic structure suggested by Dorenbos
[166], the 5d1 and 5d2 levels of the excited state are 0.5 and 0.08 eV below the
conduction band, respectively. As a result, electrons in these levels can be thermally
activated [167] to the the conduction band at 575 K and 300 K, respectively. When
excited by 450 nm laser the onset of quenching was reported to be at 575 K [165]. Up
to that point the lifetime increases from ≈60 ns at 77 K to around 70 ns at 500 K;
consistent with our observation (Fig. 5.16). During 266 nm excitation electrons are
either in the 5d2 excited state or in the conduction band, and as mentioned earlier
the 5d2 excited state electrons can thermally ionize at 300 K so we would expect a
change in the decay time at this temperature. Results shown in Figure 5.16 confirm
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Figure 5.19: Ce:YAG glass ceramic sample rise and early decay time. The left plot
shows the measured time-resolved fluorescence (dotted line) and the fit (solid line).
The data and fits have been shifted vertically for clarity.

that the decay time is constant above room temperature. Based on these results it
is reasonable to conclude that the thermal quenching in the Ce:YAG crystal is due
to thermal ionization (arrow number 3 in Fig. 5.2). The same is not true for the
Ce:YAG glass ceramic sample (Fig. 5.19). In order to understand our measurements
we have to consider all the possible scenarios for an electron in the 4f level:

1. excitation to the upper excited state followed by a quick transition to the lower
excited states and a 5d-4f transition.
2. Thermal excitation from 5d to conduction band and falling into shallow traps
below the conduction band.
3. Excitation to the conduction band and captured by the activator which may
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or may not lead to delayed luminescence.
There are multiple loss mechanisms that lead to luminescence quenching:
1. The absorbed energy does not reach the activator ion
(a) Competitive absorption
(b) Energy transfer to defects or non-luminescent impurity ions
(c) Excited state absorption (ESA)
(d) Auger processes
2. The absorbed energy reaches the activator ion, but non-radiative channels dominate the radiative return to the ground state
(a) Crossing of excited and ground state parabola in configuration coordinate
diagram
(b) Multi-phonon relaxation
(c) Cross-relaxation
(d) Photoionization
(e) Energy transfer to quenching sites
3. Emitted radiation is re-absorbed by the luminescent material
(a) Self-absorption due to spectral overlap between excitation and emission
band
(b) Additional absorption bands due to degradation of the material, e.g. by
color center formation
Crystal field affects the behavior of samples too. For example, the maximum emission wavelength of the Ce:YAG crystal blue-shifts at lower temperatures. Shifts like
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Figure 5.20: Left panel is the emission line width FWHM and the right panel is mean
PL wavelength of the Ce:YAG crystal.

this are caused by a combination of Stokes shift, crystal field splitting and centroid
shift of the 5d state compared to the free ion. There are a few questions we need to
answer in order to characterize a sample. Is the luminescence lifetime changing as
the temperature is increased? Does the yield decrease or increase with temperature?
Is there a shift in the emission wavelength and is the FWHM changing with temperature? Answering these questions would allow us to understand which of the above
mentioned processes are responsible for quenching.
For the YAG glass ceramic sample with increasing temperatures, the lifetime
is getting shorter, the luminescence is decreasing with temperature, the PL does
not shift and the FWHM is unchanged. This sample has the same response when
excited by third harmonic but with shorter lifetime. The onset of quenching at lower
temperatures means that the 5d excited states are very close to the conduction band.
In fact, the 5d2 level is probably inside the conduction band which leads to favorable
nonradiative decay and hence the shorter lifetime.
Another interesting observation in the YAG samples is the longer rise times when
excited by 400 nm photons (Fig. 5.21). Since the 266 nm photons have enough energy
to excite the electrons from the 4f level to the conduction band, one would expect
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Figure 5.21: Ce:YAG crystal PL at 80 K. Excitation with 266 nm has longer rise
time.

faster rise times when lower energy second harmonic photons are used. The nature
of this discrepancy is not clear. Two-photon absorption exciting the electrons from
the valence band to the conduction band would explain the longer lifetimes. More
measurements are required to confirm two-photon absorption.
Photoluminescence mean wavelength for this sample is shorter than the Ce:YAG
crystal sample and it does not shift with temperature. Therefore crystal field splitting
and Stokes shift are smaller than in YAG crystal where the PL red shifts by 10 nm.
The PL mean wavelength and FWHM of the crystal Ce:YAG is plotted in Figure
5.20. Decreasing FWHM with increasing temperature is a sign of reduction in crystal
field splitting otherwise an increase in temperature should result in broadening of the
spectrum. A reduction in crystal field splitting should be accompanied by a blue shift
which was not observed so it is important to look at the spectra and understand the
reason behind the observed red shift. Figure 5.22 shows the PL for temperatures 80500 K. The peak intensity at 528 nm at 80 K is higher than a second peak around 575
nm. This change in spectral shape is likely to be caused by the change in oscillator
strength for the 5d1 to the two levels of the ground state rather than crystal field
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Figure 5.22: Ce:YAG crystal PL from 80 K to 500 K. The red shift with increasing
temperature is due to change in the shape.

splitting or Stokes shift. This is only observed in the crystal. For other samples, the
homogeneous broadening prevents us from observing two separate levels.
Eu:CaF2
Next sample is a Eu:CaF2 crystal. It is a nonhygroscopic and chemically inert scintillator. These scintillators are very efficient and their emission peaks at around
435 nm (Fig. 5.14). The transmission is shown in Figure 5.23. The relatively low
transmission is cause by un-polished surface. Since the emission overlaps with second harmonic wavelength, 266 nm light was used to excite this sample. This is our
largest sample and similar to the YAG crystal it had to be wrapped in Acktar to
avoid multiple reflections. This is a commercially available crystal and most of the
physical properties are well known. A few of the properties are provided in table
5.31 .
This crystal has a fast rise time, as shown in Figure 5.24. We observed an increase
in rise time at temperatures above 300 K and a slow decay time that changes with
1 http://www.crystals.saint-gobain.com/products/caf2-calcium-fluoride
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Figure 5.23: Eu:CaF2 transmission.

temperature; similar to Ce:YAG crystal discussed here and in Ref. [165]. There is a
change in the decay time beyond 380 K. This temperature is the onset of quenching.
The increase in rise time and quenching behavior observed in this sample and in
Ref. [165] is possible if the excited state is close enough to the CB so the electron can
be thermally ionized to the conduction band. The alternative relaxation is through
5d − 4f crossing point in configuration coordinate diagram but the energy difference
between the bottom of the excited state to the crossover point is too large to have a
significant effect on the PL [168, 165].
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Table 5.3: Eu:CaF2 properties
Properties
Hygroscopic
no
3
Density [g/cm ]
3.18
Wavelength of emission max [nm]
435
Lower wavelength cutoff [nm]
395
Refractive index @ emission max
1.47
1/e decay time [ns]
940
Light yield [photons/keV]
19
Photoelectron yield [% of NaI(Tl)] (for γ-rays)
50
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Figure 5.24: Eu:CaF2 crystal rise time (right). The left plot shows the measured
time-resolved fluorescence (dotted line) and the fit (solid line). The data and fits
have been shifted vertically for clarity.
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Figure 5.25: Eu:CaF2 decay time.
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Figure 5.26: Ce:GNS transmission.
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Figure 5.27: Glass Ce:GNS measured time-resolved fluorescence (dotted line) and
the fit (solid line). The data and fits have been shifted vertically for clarity. Left
panel shows the measured rise times.

Ce:GNS
Cerium doped GNS (Ga2 S3 -Na2 S(Ce)) is another scintillator made at LANL. The
light yield is relatively poor. Since this sample is not commercially available, there
is no detailed information about the scintillation properties of these samples. The
absorption is shown in Figure 5.26. Ce:GNS glass scintillator with 0.2% Ce has short
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Figure 5.28: Measured decay time of Ce : GN S.

lifetime. All the measurements are performed with second harmonic due to low yield.
The rise time is around 35 ps and it is insensitive to temperature changes between
80-500 K (Fig. 5.27). The decay time, however, has more complicated behavior, with
a fast decay time around 4 ns and a slower decay time which gets slightly shorter at
higher temperatures (Fig. 5.28). The short decay time suggests that perhaps the Ce
activators are directly excited by the second harmonic pulse. However, the changes
of the slow component of the decay time and integrated PL below and above 220
K shows that quenching begins at relatively low temperatures. When the onset of
quenching is at low temperatures, the excited state is very close to the conduction
band and may even be inside the conduction band. Since we are using second harmonic as excitation source we cannot reach the 5d2 level therefore the 5d2 is in the
CB, 5d1 is just below the conduction band, allowing the electrons to be thermally
activated and cause quenching.

The slower component of the decay time is likely to be caused by shallow traps
[136] that are detrapped at around 200 K, where the intensity drops and the lifetime
becomes shorter.
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Figure 5.29: Ce : GN S integrated photoluminescence (PL).

Ce:LaF3
In all the scintillators mentioned earlier, it would be ideal to have samples with different concentrations of activators but unfortunately that is not currently available
to us. Cerium doped Lanthanum Fluoride glass ceramic samples made at LANL were
available with Ce concentrations from 2.5% to 17.5%. Therefore, careful temperature dependent time-resolved spectroscopy of these crystals could potentially reveal
new information about the scintillation process. The light yield is even weaker than
Ce:GNS so the only option is to excite these samples with second harmonic. The
transmission measurement for all the samples are shown in Figure 5.30. No concentration dependent absorption trend was observed in these samples. This inconsistency is due to scattering from unpolished surfaces and different sizes of the samples.
All of these samples have 50 mol% of SiO2 and 15 mol% Al2 O3 . The amount of LaF3
changes from 32.5% for the 2.5% CeF3 sample to 17.5% for the 17.5% CeF3 sample.
First, the rise and decay times of all the samples are presented in Figure 5.31
and Figure 5.32. The rise times are very fast and constant for all temperatures. The
initial decay time in the short time range (1 ns sweep) also reduces with temperature.
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Figure 5.30: Ce:LaF3 transmission for different concentrations of Cerium.

Since the sweep range of the streak camera is 1 ns and the decay times are of the
order of a few nanoseconds, the actual values for these decay times might not be
accurate but the decreasing trend with Ce can be trusted. Figure 5.32 shows the
decay times for 500 ns sweep range which shows the same trend. The decrease in
decay time at higher temperature confirms that electron transfer is from traps just
below the conduction band to the conduction band and finally to the activator. This
claim is substantiated by the increase of the integrated PL shown in Figure 5.33. The
decrease in decay times for samples with larger concentration of Ce is also expected
since there are more activators that the energy can be transfered to. The rise time fits
are reasonable and as mentioned earlier, the rise and decay times in 1 ns scale, don’t
have a clear temperature dependent trend in the 80-500 K range. 7 ps fluctuations
in rise time are below the resolution of the camera.
The peak of luminescence is shorter than all the other cerium doped samples but
comparable to GNS. Therefore, as expected [169], crystal field splitting in both of
the glass samples are smaller.
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Figure 5.31: Ce:LaF3 rise and decay times for 1 ns sweep range for samples with
2.5% Ce (red) to 17.5% Ce (purple).
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Figure 5.32: Ce:LaF3 Decay times for 500 ns sweep range for samples with 2.5% Ce
(red) to 17.5% Ce (purple).
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Figure 5.33: Integrated PL fo all Ce:LaF3 samples. From 17.5% (top left) to 2.5%
(bottom right).

5.4

Conclusion

In this chapter we utilized the capabilities of ultrashort laser pulses with various energies to study electron transport in scintillators. Ultrashort pulse excitation combined
with fast detection schemes enables us to investigate the response of the samples
with unprecedented resolution. We determined that heating the samples facilitates
detrapping of electrons from shallow traps and that the major reason for quenching is
thermal ionization from excited states to the conduction band. Temporal and spectral information obtained from such experiments are powerful tools for determining
the quality of the crystal and potential paths towards better scintillators.
With the improvement of ultrashort sources and more sensitive detection devices
with higher temporal resolution it would be possible to perform the measurements
with ultrashort bursts of XUV with wide range of energies. Simultaneous generation
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of XUV and THz discussed in chapter 4 is another intriguing method for performing
pump probe experiments to investigate scintillator properties. THz can be used as
pump to excite electrons from the shallow traps to the conduction band and the
sample can be probed by XUV to measure the PL for time-resolved spectroscopy
and to investigate electron transport.

157

Chapter 6
Summary and future outlook

In this dissertation, we used ultrafast laser sources for high harmonic and terahertz
generation and studied their correlations. With this insight, these two widely separated wavelength regimes can be used for intriguing new pump-probe experiments.
Most of the applications of ultrashort pulses require knowledge of the spectral and
temporal characteristics of the pulse. There are many techniques available for short
pulse measurements. Some are more popular than others but most involve elaborate
setups to collect as much information as possible to reduce the errors and ambiguities.
In Chapter 3 we discussed some of the most popular methods and introduced SPINS
as a new way of pulse characterization through iterative optimization. SPINS uses
the fundamental spectrum combined with two nonlinear spectra and retrieves the
spectral phase. Because of its simple experimental setup, SPINS is far less sensitive
to beam distortion or alignment and can be done in a single shot. We anticipate that
SPINS will be of most benefit in very low repetition rate, single shot experiments
where fast analysis is more important than extremely high accuracy.
Inspired by advancements in XUV and terahertz generation and the similarity of
the underpinning physical process responsible for generation of such extreme wave-
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lengths, we investigated the correlations between HHG and THz. Our experimental
results confirm the predictions of the three step and plasma current models. The
insight provided by the extended three-step model clarifies the role of long and short
trajectories. This intuitive model also allows us to draw further conclusions about
the relation of the XUV and THz emission processes in cases of weak and strong
polar asymmetry in the driving two-color field.
The change in measured optimum phase for high harmonic generation can be more
carefully studied once broadband phase matching of high harmonics is possible. Since
the absorption of the generating gas typical increases for higher energy photons, phase
matching becomes more important for higher harmonics. Broader range of phasematched high harmonics combined with spectral information about THz pulses will
provide a more complete picture.
The wide range of photon energies available with high harmonic and THz generation are powerful tools for spectroscopy. In Chapter 5 we investigated electron
transport in scintillators through time-resolved spectroscopy. Time-resolved measurements with XUV showed that heating the samples could facilitate detrapping of
electrons from shallow traps.
Although the energy band gap of scintillators are typically larger than the photon energies of second and third harmonic Ti:sapphire laser pulses, the information
provided by time-resolved spectroscopy is valuable in determining the location of
activator energy levels with respect to the conduction band. Time-resolved measurements with the second- and third-harmonic pulses has identified electron transport
between excited states and the conduction band as a potential cause for quenching.
From temperature dependent measurements, thermal ionization from the excited
state to the conduction band is identified as the cause of quenching. In future studies, temperature-dependent time-resolved spectroscopy using XUV can provide a
much better understanding of electron dynamics in scintillators. Terahertz pulses
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could be used to de-trap electrons from shallow traps and the subsequent transport
probed by ultrashort bursts of extreme ultraviolet or soft X-rays.
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[122] E. L. Falcão-Filho, M. Gkortsas, A. Gordon, and F. X. Kärtner, “Analytic scaling analysis of high harmonic generation conversion efficiency.,” Opt. Express,
vol. 17, pp. 11217–29, jun 2009.
[123] I. Kim, C. Kim, H. Kim, G. Lee, Y. Lee, J. Park, D. Cho, and C. Nam, “Highly
efficient high-harmonic generation in an orthogonally polarized two-color laser
field,” Phys. Rev. Lett., vol. 94, pp. 2–5, jun 2005.
[124] L. Brugnera, F. Frank, D. J. Hoffmann, R. Torres, T. Siegel, J. G. Underwood,
E. Springate, C. Froud, E. I. C. Turcu, J. W. G. Tisch, and J. P. Marangos,
“Enhancement of high harmonics generated by field steering of electrons in a
two-color orthogonally polarized laser field.,” Opt. Lett., vol. 35, pp. 3994–6,
dec 2010.
[125] H. Beerman, “The pyroelectric detector of infrared radiation,” IEEE Trans.
Electron Devices, vol. 16, pp. 554–557, jun 1969.
[126] R. Huber, A. Brodschelm, F. Tauser, and A. Leitenstorfer, “Generation and
field-resolved detection of femtosecond electromagnetic pulses tunable up to 41
THz,” Appl. Phys. Lett., vol. 76, no. 22, pp. 3191–3193, 2000.

171

References

[127] J. Dai and X.-C. Zhang, “Terahertz wave generation from gas plasma using a
phase compensator with attosecond phase-control accuracy,” Appl. Phys. Lett.,
vol. 94, no. 2, p. 021117, 2009.
[128] Y. S. You, Physical mechanism of terahertz generation in two-color photoionization. PhD thesis, University of Maryland, 2014.
[129] G. Doumy, J. Wheeler, C. Roedig, R. Chirla, P. Agostini, and L. DiMauro, “Attosecond synchronization of high-order harmonics from midinfrared drivers,”
Phys. Rev. Lett., vol. 102, p. 093002, mar 2009.
[130] X. He, J. M. Dahlström, R. Rakowski, C. M. Heyl, a. Persson, J. Mauritsson, and a. L’Huillier, “Interference effects in two-color high-order harmonic
generation,” Phys. Rev. A, vol. 82, p. 033410, sep 2010.
[131] M. D. Thomson, V. Blank, and H. G. Roskos, “Terahertz white-light pulses
from an air plasma photo-induced by incommensurate two-color optical fields.,”
Opt. Express, vol. 18, pp. 23173–82, oct 2010.
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