Regression analysis is a method used to determine the relationship between the predictor variables with the response variables. One of the uses of regression analysis is in the analysis of longitudinal data, and using bi-responses. Nonparametric regression approach is used when the shape of the curve regression is unknown, so we called the model of bi-responses nonparametric regression model for longitudinal data. The purposes of this study are to obtain the function form of the nonparametric bi-responses regression on longitudinal data, to obtain the spline estimator in estimating the nonparametric bi-responses regression curve on longitudinal data, and to apply the spline estimator in estimating the curve of nonparametric bi-responses regression on longitudinal data on simulated data. bi-responses nonparametric regression model on longitudinal data on the equation 
Introduction
Regression analysis is a method used to determine the relationship between the predictor variables with the response variables. One of the uses of regression analysis is in the analysis of longitudinal data, which is a combination of cross-section data and time-series, that is the observations which are made as many as r mutually independent subjects (cross-section) with each subject is repeatedly observed in n period of time (time-series) and between observations within the same subjects which are correlated [4] .
In longitudinal data ( , ) it it xy , the relationship between the predictor variables (1) and (2) are the regression models for longitudinal data with predictor variable x as the observation time (design time points) [11] , and f is the regression curve relationship between the predictor variables with the response variable y for to-i subject. The curve f can be approached in three ways: parametric, nonparametric, or semi-parametric. The parametric regression approach is used when it is assumed that the shape of the curve f is known, while the nonparametric regression approach is used when the shape of the curve f is unknown. On the other hand, semi-parametric regression approach is used when it is assumed that the shape of the curve is partially known, and some others are unknown [5] .
Nonparametric regression is a regression approach suitable for the data patterns of unknown shape, or there is not complete information about previous data patterns [2, 5] . In nonparametric regression approach, the estimation model shape of the relationship pattern is determined based on the pattern of existing data. Some nonparametric regression approaches are: the kernel [6] , spline [2, 9] , and wavelets [1] . Spline estimator is one of the most commonly used estimator in nonparametric regression because it has a good visual interpretation, high flexibility, and able to handle smooth function characters [2, 5] . Regression curve f in spline nonparametric estimator for longitudinal data used is assumed smooth, meaning that it is contained in a certain function space, especially Sobolev space or as written [5] .
Spline estimator in the bi-responses nonparametric regression model for longitudinal data is the generalization of the spline estimator in single-response nonparametric regression model for longitudinal data [3, 8] , as well as spline estimator in the multi-response nonparametric regression model for cross-section data [7, 10] . Spline estimator in the bi-responses nonparametric regression model for longitudinal data is the generalization of the spline estimators in single-response nonparametric regression model for longitudinal data, as well as spline estimator in the multi-response nonparametric regression model for cross-section data. The spline estimator approach for longitudinal data can accommodate the correlation between observations within the same subject, which is not found in the cross-section data, so that the autocorrelation assumption problem can be resolved. On the other hand, with bi-responses approach, it will accommodate any correlation between each response variable.
Based on the above background, the purposes of this study are (1) to obtain the function form of the nonparametric bi-responses regression on longitudinal data, (2) to obtain the spline estimator in estimating the nonparametric bi-responses regression curve on longitudinal data, (3) to apply the spline estimator in estimating the curve of nonparametric bi-responses regression on longitudinal data on simulated data.
Methods and results
Bi-responses nonparametric regression model for longitudinal data which involves r subject on n observation in each subject is as follows: 
The spline approach generally defines fki in equation (3) in form of an unknown regression curve, but fki is only assumed as smooth, in a sense of being contained in a specified function space, especially Sobolev space or written as
for a positive integer m. Optimization Penalized Weighted Least Square (PWLS) involves weighting in form of random error variance-covariance matrix as has been described in equation (8) . To obtain the estimate of the regression curve fki using optimization PWLS that is the completion of optimization as follows [5] :
.
The PWLS optimization in equation (6) in addition to considering the weight, also considers the use of 2r smoothing parameter ki as a controller between the goodness of fit (the first segment) and the roughness penalty (second segment).
Result and Discussion

Form of bi-responses Nonparametric Regression Function for Longitudinal Data
Assume that the data follow the bi-responses nonparametric regression models for longitudinal data: x y y bi-responses nonparametric regression model for longitudinal data as given in the equation (3),then the form of the bi-responses nonparametric regression function for longitudinal data is: 
Furthermore, for each function ki fH  can be presented individually as:
x L is a limited linear function in the space H and function 
Based on the equation (17), then () ki it fx in the equation (9) can be expressed as :
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Then from the same way, it was obtained the result for k=1,2; i =2,3,...,r ( ) .
Tki is the matrix of order nm, 
With constrain 
Min Q( , ) . 
The completion of the optimization (22), was obtained by partially derivating
cd against c then the result was equated to zero, and gave the result :
Suppose given matrix N  M WV I
Then the equation (23) can be written as :
The equation ( 
Then partial derivatif against d then the result was equated to zero, it gave the result of :
Because the equation (25), it was obtained the equation :
As a result, it was obtained the equation :
By doubling the equation above with W it was obtained :
This equation was substituted in the equation (26) it was obtained the equation :
If the equation above was describedit was gained the equation :
Spline estimator for Bi-responses nonparametric regression model
The equation (26) was substituted into the equation (24) it was gained :
Based on the Equation (27) and Equation (28), it was obtained the estimator for bi-responses nonparametric regression curve for longitudinal data involving a single predictor variable as follows:
with :
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Simulation
The spline estimator on the equation (29) was applied in the data simulation. In this study, exponential function used was . The Plot between predictor variable xki and response variable yki to be given to Appendix 1. From the simulation results, no form of a particular pattern (the pattern was less clear form) between the predictor variables x with response variable y and i subject (yki). The next stage is to selection of the value of m based on the highest value of coefficient of determiation (R 2 ), the lowest value of Generalized Cross Validation (GCV) and Minimum Square Error (MSE) as follows: From the results of the selection value of m, it showed that the value of m=4 (cubic spline) gave the best results (the highest R 2 , and the lowest GCV-MSE). The next stage is to choose the smoothing parameter based on the value of the minimum GCV. Appendix 2 presents the results of the partial smoothing parameter () ki  based on the minimum value of GCV, by conditioning the other parameters which were constant. The optimizations results showed that the optimization of the minimum value of GCV is 108.011 for each parameter value as follows: 
