Motivation: This paper considers the problem of estimating population genetic subdivision from multilocus genotype data. A model is considered to make use of genotypes and possibly of spatial coordinates of sampled individuals. A particular attention is paid to the case of low genetic differentiation with the help of a previously described Bayesian clustering model where allele frequencies are assumed to be a priori correlated. Under this model, various problems of inference are considred, in particular the common and difficult, but still unaddressed, situation where the number of populations is unknown. Results: A Markov chain Monte-Carlo algorithm and a new postprocessing scheme are proposed. It is shown that they significantly improve the accuracy of previously existing algorithms in terms of estimated number of populations and estimated population membership. This is illustrated numerically with data simulated from the prior-likelihood model used in inference and also with data simulated from a Wright-Fisher model. Improvements are also illustrated on a real dataset of eighty-eight wolverines (Gulo gulo) genotyped at ten microsatellites loci. The interest of the solutions presented here are not specific to any clustering model and are hence relevant to many settings in populations genetics where weakly differentiated populations are assumed or sought. Availability: The improvements implemented will be made available in version 3.0.0 of the R package Geneland. Informations on how to get and use the software are available from
BACKGROUND
Bayesian clustering models have become increasingly popular tools in population genetics to detect, quantify and understand the factors affecting genetic structure and gene flow Rannala, 2005, Excoffier and Henkel, 2006] . They are also used as a key step in association studies [Marchini et al., 2004 , Balding, 2006 . The success of these methods relies on the possibility to integrate various kinds of biological information in the models, and on the ability to make inference in models with unprecedented complexity. The simplest model to perform clustering consists in assuming the presence of a known number of populations at Hardy-Weinberg equilibrium and unlinked loci (HWLE). In connection with previous ideas from Smouse et al. [1990] , Foreman et al. [1997] and Roeder et al. [1998] . This is the approach taken in the work of Pritchard et al. [2000] . The question of estimating the number of populations K accurately might not be so crucial. Indeed, as pointed out by Balding [2006] , "a population is mostly an intellectual construct that imperfectly reflects the reality". See [Waples and Gaggiotti, 2006] for an ecological perspective and [Robert and Casella, 2004] for a statistical perspective. However, using clustering methods to get an insight about the genetic structure will require in practice an input about the number of sought populations. Hence, the question of estimating K in a formal statistical model has been addressed by Dawson and Belkhir [2001] within a full Bayesian inference scheme, then by Corander et al. [2003] , Guillot et al. [2005] , Pella and Masuda [2006] and Huelsenbeck and Andolfatto [2007] , with different model and/or algorithm variants.
In some of the works mentioned above, it is assumed that allele frequencies are statistically independent across populations. This is a computationally convenient assumption. It might however often reflect the statistical distribution of allele frequencies inaccurately. Indeed, it can be observed on real data, and also under various biological models that allele frequencies tend to display correlation across populations. This can be accounted for by a model where it is assumed that present time populations result from the split of a putative ancestral population into K populations, which then randomly and independently drifted until present time. The likelihood function for this model is known. It is the sampling distribution from the time-dependent solution of the diffusion equation under pure drift, first derived by Kimura and Crow [1956] . The sampling distribution can be obtained using coalescent theory, and has been applied for inference by Nielsen [1998] , O'Ryan et al. [1998] and Saccheri et al. [1999] . This model is computationally intensive. To account for correlation of allele frequencies across populations, an alternative and computationally more tractable model described by Nicholson et al. [2002] can be used. This model is based on the Dirichlet distribution. The use of Dirichlet distribution is justified by analogy with the infinite island (or continent-island) model Guillot with migration, first obtained by Wright [1931] , whose sampling distribution was explicitly obtained from Wright's Dirichlet by Rannala [1996] and Rannala and Hartigan [1996] . Independently it was obtained using arguments based on coalescent theory with migration under an (implicit) continent-island model by Balding and Nichols [1995] (although recognition that the recursion they derived was indeed multinomial-Dirichlet was not made explicit until Balding and Nichols [1997] ). Correlation across populations can be accounted for by population specific parameters. This can be wiewed as a heuristic, empirical, statistical approximation of the split model.
The correlated allele frequencies model used in this paper has been implemented earlier by Marchini and Cardon [2002] , Falush et al. [2003 ] Guillot et al. [2005 , Marchini et al. [2004] , Gaggiotti and Foll [2006] and Foll et al. [2008] . The interest of this model is to base inference on a prior more informative than the default model of uncorrelated frequencies and hence get more accurate results, in particular in presence of low differentiation. Resorting to a biologically more explicit model also has the advantage to allow making direct quantitative inference of biological parameters such as drift parameters which might give clues about on-going evolutionary processes not quantifiable with the uncorrelated model. While this correlated model is biologically appealing, several issues have prevented accurate assessment of its interest as compared to the uncorrelated model, in particular, in the difficult, but common problem, where K is unknown. The goal of the present paper is to describe and address these statistical and computational issues. These issues are described in detail in the next section. A solution in terms of improved MCMC algorithm and post-processing scheme is then described. Its efficiency is illustrated by the analysis of simulated and real datasets. Implications of this new algorithm are discussed in the last section.
STATISTICAL AND COMPUTATIONAL ISSUES

Modeling assumptions
Prior model of population membership:
I denote by p a vector parameterizing the population memberships. If population membership is modeled at the individual level, this vector can be simply p = (c1, ..., cn) where ci ∈ {1, ..., K} is the individual population membership. In this case, the simplest form of prior that can be placed is an i.i.d prior π(p|K) = 1/K n . The vector p can also correspond to the parameters of a spatial model with the aims to include prior information about how populations are spread across space, see e.g. [Guillot et al., 2005 , François et al., 2006 , Corander et al., 2008 . This includes models prescribed at the individual level such as Markov random fields. For example, in the latter class of models, p = (ψ, (c 1 , ..., c n )) where ψ is the socalled interaction parameter which is usually unknown and hence also has to be inferred [Green and Richardson, 2002 , Møller, 2003 , Møller et al., 2006 , Marin and Robert, 2007 . Spatial models also include partition (or tessellation) model defined not only at the sampled sites but on the continuous spatial domain. A particular, but widely used case, is the colored Poisson-Voronoi tessellation. In this model, p would denote the vector (m, u, c) where m is the number of Poisson events, u = (u 1 , ..., u m ) is the location of these events and (c1, ..., cm) is the colors (coded as integers in {1, ..., K}) of the Voronoi cells induced by the Poisson process [Lantuéjoul, 2002 , Guillot et al., 2005 . Other population membership models can be encompassed with this notation, including parametric models (such as product partition models [Hartigan, 1990 , Crowley, 1997 ) or non-parametric models (such as Dirichlet process prior [Antoniak, 1974 , Pella and Masuda, 2006 , Gao et al., 2007 , Huelsenbeck and Andolfatto, 2007 , or more generally species sampling models [Pitman, 1996, Ishawaran and James, 2003] ).
Simulations and inferences in the sequel will be made either with the non-spatial model where (π(p|K) = 1/K n ) or with the spatial model based on Poisson-Voronoi tessellation of Guillot et al. [2005] . For both, a flat prior on K (π(K) = 1/K max with K ∈ {1, ..., Kmax}) will be used.
Prior model of allele frequencies:
The frequency of allele j at locus l in population k is denoted by f klj . In the uncorrelated allele frequencies model, the vectors f kl. = (f kl1 , ..., f klJ l ) are assumed to have distributions independent across loci and populations. This distribution is always assumed to be a Dirichlet distribution. In the correlated frequencies model, frequencies of an ancestral population denoted by f Alj and population specific drift parame- 
The vector of drift parameters (d1, ..., dK ) can be interpreted as F ST s. In this model and conditionally on f A and d, the frequencies are independent across populations, but marginally (integrating out f A and d) elementary computations show that the correlation of allele frequencies across population is:
see supplementary material for detail. In the most general case, the distribution of the f klj s in the uncorrelated model may depend on population-, locus-and allele-specific parameters α klj . In practice, the α klj are always assumed to be common across populations, loci and alleles, and most often set to one. Similarly, in the correlated model, the f Alj might have locus-and allele-specific parameters but I do not consider this case here. I set it to one as it is most often done in practice, although the effect of this assumption has not been yet thoroughly assessed in the context of clustering (but see [Foll et al., 2008] in another context). In the sequel, I refer to the model where f kl. ∼ D(1, ..., 1) as to the uncorrelated (frequencies) model and to the model where
.., 1) as to the correlated (frequencies) model. Independence is always assumed across loci.
In order to specify fully the model, we need to place a prior on the drift parameters d k . As this parameter has to lie in [0, 1], it is natural to consider a Beta prior, with independence across populations. A Beta distribution depends on two parameters, their choice will be discussed in detail in the sequel.
The vector of parameters to be inferred is θ = (K, p, f ) in the uncorrelated model and θ = (K, p, d, f A , f ) in the correlated model. At this point, it appears more clearly that the correlated model can be viewed as a Bayesian and biologically grounded way to make inference under the uncorrelated model with population-, locus-and allele-specific parameters.
Likelihood:
The genotype of a (diploid) individual is denoted by (z
Assuming Hardy-Weinberg equilibrium and linkage equilibrium within populations, the probability of observing the genotypes given parameters (likelihood) can be written as
where k i is the population label of individual i (k i ∈ {1, ..., K}) and
il and 0 otherwise. Note that the form of the model, and in particular its dimensionality at the likelihood level, does not depend on the allele frequencies model.
Difficulties in the ascertainment of low population differentiation
In practice, it is common to observe a genetic differentiation between two groups of individuals (as measured by the F ST statistic, that appears to be significant at some threshold by a statistical test, while no structure can be inferred by clustering softwares [Waples and Gaggiotti, 2006] . This problem is for instance briefly mentioned in the manual of the Structure software [Pritchard et al., 2007] .
It is not at all specific to a particular software, but widely observed among practitioners with various methods. One of the aims of using the correlated frequencies model is to ascertain subtle structures (i.e. low differentiation) potentially undetected when using the uncorrelated frequencies model. This feature of the correlated frequencies model was supported by Rosenberg et al. [2002] on real data. Falush et al. [2003] also reported results from a simulated dataset where the correlated model allowed to detect low differentiation remained undetected by the uncorrelated model. At last, on the basis of simulated data, Guillot et al. [2005] reported results also supporting a higher power of the correlated model. However, their conclusion stood only in the case where K was known, and a detailed and general quantitative comparison is still lacking.
Inference of the number of populations with a prior model with correlated allele frequencies
The number of populations K is most often unknown in practice, and several strategies have been proposed to estimate it along with other unknown parameters. In their early work, Pritchard et al.
[2000] considered K as known, and the estimation of the number of populations K when it is unknown was treated by an approximation of its marginal likelihood from several runs with fixed K, which was described as an expedient by these authors. Dawson and Belkhir [2001] and Corander et al. [2003] proposed transdimensional Monte-Carlo Markov Chain algorithms to sample on a parameter space that includes the number of populations itself. However, these works dealt only with the uncorrelated frequencies model. Guillot et al. [2005] proposed an algorithm encompassing both the uncorrelated and the correlated model. They reported good results for the inference of K when using the uncorrelated allele frequencies model and poor results using the correlated frequencies model. Guillot et al. [2005] did not exclude the possibility of algorithm weaknesses. But as the correlated model corresponds to the idea that populations tend to be genetically similar, they also suspected that these poor results might have come from identifiability problems in the model itself, and recommended not to use it for unknown K.
Ghost populations
The purpose of MCMC simulation in clustering models is to derive an estimation of K and to estimate population membership of individuals to each of the K inferred populations. Toward the first goal, Guillot et al. [2005] proposed to run an MCMC algorithm where K is part of the unknown parameters to be estimated. This first run was used to get an estimate of K. The authors found that this first run was useless to make assignment because of the swap of population labels across the MCMC run. To explain briefly this problem, let us consider a chain reaching a state (after a burn-in period), where some individuals forming a genuine HWLE population are properly grouped together. Because these individuals form a genuine HWLE population, they are likely to remain clustered together along most of the remaining time of the chain. However, because of the split and merge of populations and of the update of population labels across the chain, this genuine HWE group, labeled as population k at a given time of the chain, is likely to be relabeled as population k (k = k ), later in MCMC iterations. Hence, trying to estimate population membership from this chain on the basis of the modal population label for each individual, usually gives very poor results [Dawson and Belkhir, 2001] . This problem referred to as "label switching problem" has been reported and discussed in detail in the MCMC literature, see e.g. [Richardson and Green, 1997 , Stephens, 1997 , Celeux et al., 2000 and [Stephens, 2000] . In the context of population genetics where many variables (markers) are used simultaneously, Pritchard et al. [2000] noted that the label switching occurs marginally on chain with fixed K. This fact is also reported in non-genetic mixture model literature, see e.g. [Jasra and Stephens, 2005] and references therein. It is explained by weak mixing properties of MCMC algorithms in high dimensions that prevent populations to be relabeled. For fixed K with a small number of markers (say less than ten) as it is common in small scale ecological studies, Guillot et al. [2005] observed that label-switching could be frequent and described how it could be sorted by reordering the population according to the frequency of a carefully chosen allele. This proved to work in case allele frequencies differ enough across populations, which is an assumption often violated. Gao et al. [2007] described a similar rule and also reported difficulties in case populations do not differ enough. Whatever the number of markers used, within a model where K is treated as unknown, hence with better mixing properties (as noted e.g. by Jasra and Stephens [2005] ), this issue had to be addressed in a better way. Guillot et al. [2005] proposed to run a second chain with K fixed to the value estimated in the first run and to use this second chain to derive an estimation of all parameters (and mostly to make assignments). They reported good results from simulated data in terms of assignments but observed on a dataset of Gulo gulo that the number of non empty populations estimated from this second run could be lower than the numberK derived from the first run. They referred to the empty inferred clusters as to ghost populations. This problem has been reported subsequently by Coulon et al. [2006] , Pilot et al. [2006] , Fontaine et al. [2007] , Lada et al. [2007] , Rowe and Beebee [2007] and Coulon et al. [2008] among others. See also [Excoffier and Henkel, 2006] for a review. It has been to date a challenging Guillot issue. Note that the problem of ghost populations is not inherent to the use of any of the two allele frequencies model, it has been actually disregarded in the case of the correlated model because of the poor results mentioned in the previous sections in case of unknown K.
SOLUTIONS
Improved MCMC moves
An MCMC algorithm can be designed to make inference in the models described in section 2.1 [Guillot et al., 2005] . This algorithm combines different fixed and variable dimension MetropolisHastings moves. I improved this basic algorithm according to two aspects:
Joint update of population memberships and allele frequencies
In [Pritchard et al., 2000 , Falush et al., 2003 and [Guillot et al., 2005] , updates of population memberships and frequencies were performed sequentially by Gibbs or Metropolis-Hastings updates of population memberships, then by Gibbs updates of allele frequencies. Proceeding this way, as soon as a population becomes empty along the chain, its allele frequencies are updated on the basis of the information provided by the prior only, (since the Gibbs step samples from the posterior conditioned by no data). I modified the algorithm proposed in [Guillot et al., 2005] in such a way that these updates are performed jointly: a modification of the current state of the vector of population memberships is proposed and new frequencies are proposed from the full conditional distribution. This update is proposed and accepted and globally according to an acceptance ratio given in the supplementary material. Split-merge moves allow to increase or decrease the number of populations. A move of say, split type, involves proposing a new vector of parameters with a new value for K, for the vector of population memberships and for the drift parameters and allele frequencies of the two populations resulting of a split.
Split-merge of populations
In [Guillot et al., 2005] , the proposal distribution for the drift parameters was taken equal to the prior. This was a poor choice in terms of mixing and I improved it by a standard reversible jump technique. See supplementary material for details.
Improved MCMC psot-processing scheme
I carried out a detailed analysis of the behavior of the algorithm run with variable K and then of the algorithm run with K fixed at the value estimated from the first run. It reveals that the second chain sometimes "numerically absorbs" certain populations in the sense that a population becoming empty at a given time of the chain has an extremely small probability to become non-empty later in the chain, even though this population corresponds to a genuine HWLE group and was properly identified as such by the first chain. This is clearly a weakness of the fixed K algorithm in terms of mixing and would be solved if estimation of K and assignment could be carried out from a single run with variable K. This idea has been impeded so far by the lack of efficient methods allowing to get rid of the label switching problem.
As a solution to the label switching problem for MCMC in mixture models in fixed dimension (hence for K fixed here), Marin et al. [2005] recently proposed to relabel populations after the MCMC run in such a way that each state of the chain best "looks like" the modal state of the chain (see reference above for details). This strategy can not be used directly in the case of a chain simulated over a parameter space of variable dimension but it can be performed on the subset (θ (t) )t of states where K =K, see supplementary material for details. Note that the chain restricted to states where K =K might still be of varying dimension in particular in the case of a prior model for population membership involving a varying number of components. But the dimension variation at this level does not raise any problem as the relabeling scheme is based only on the set of frequencies. In the case whereK is large (say larger than 10), the scheme above becomes numerically heavy and quickly intractable as it involves evaluatingK! permutations. In this case, as suggested by Marin et al. [2005] , I perform assignments from the modal state θpiv among the set of states where K =K.
I found, as illustrated below, that this strategy was very efficient in the sense that it estimates K accurately, it requires one MCMC run only instead of two and it substantially decreases the risk of having an empty estimated population. I used this scheme to relabel MCMC states within runs but it can also be used straightforwardly to relabel states across runs, a task addressed by the method proposed by Jakobsson and Rosenberg [2007] . Whereas their method is based on a matrix of co-assignments and can only deal with across-run label switching, the present method deals with both problems and is thus more general.
ILLUSTRATION OF ALGORITHM
IMPROVEMENT 4.1 Analysis of data simulated from the prior-likelihood model I simulated genotypes for n = 100 individuals, at L = 10, 20, 50, 100 loci, with J = 10 alleles at each locus. Each dataset consisted of K = 2 populations. In order to investigate a broad range of situations in terms of levels of differentiation, I simulated the coefficients d k from a mixture model:
where b is a Bernoulli variable with probability 0.5, while G and G have Beta distribution with parameters (2, 20) and (1, 100) respectively. In other words, I simulated datasets with medium-high level of differentiation or with very low levels of differentiation with equal probability 0.5. In the inference, K was treated as unknown and I placed a uniform distribution between 0 and K max = 5. In order to assess the influence of the prior on the drift coefficients d k , for each dataset I carried out inference with three different priors (involving three different MCMC runs) for each dataset. I considered a Beta(1,100) prior referred to as low differentiation prior, a Beta(2,20) prior referred to as medium differentiation prior, and a (flat) Beta(1,1) prior referred to as flat prior. I also carried out inferences with a fourth run using the uncorrelated frequencies model. I made 100000 MCMC iterations, discarding the first 50000 iterations in the MCMC output analysis. This procedure was repeated n = 500 times (each simulated datasets being analyzed in four different ways).
As a first step I simulated data from a non spatial prior. Denoting by c = (c 1 , ..., c n ) the population label of individuals, I placed a prior π(c|K) ∝ 1 giving an equal weight to all clusterings (in particular whatever its spatial configuration). This uninformative prior was used for simulation and inference. In a second step, the same procedure was repeated but with data simulated from the colored Poisson-Voronoi spatial prior described in [Guillot et al., 2005] and I also used this prior to carry out inferences. Each value for L was investigated through N = 500 datasets.
The general features observed from this numerical experiment are as follows: (i) the correlated frequency model gives higher accuracy in terms of percentage of individuals correctly assigned, (ii) this higher accuracy is obtained whatever prior placed on the drift coefficients for the inference, (iii) using a prior on d that places more weight on low values (hence assuming lower genetic differentiation) tends to increase accuracies of inferences, (iv) the general higher accuracy in terms of assignments under the correlated model with a prior on d shifted to the left is obtained to the price of a slight tendency to overestimate K, and (v), with a word of caution (because these results are based on computations where the prior assumed in inference is the same as the one used in simulation, which correspond to a best case situation), these simulations show that the use of a spatial prior on a dataset displaying a genuine spatial structure allows an increase in the accuracy of inferences.
The various plots given as supplementary material also suggest the existence of a hard threshold in terms of F ST , beyond which the uncorrelated model becomes blind to any structure because it estimatesK = 1. In contrast, the correlated model seems to be more permissive on K, and it is also able to detect structure at very low differentiation (although with an accuracy decreasing with the number of loci). I also found that MCMC mixing was improved, allowing to avoid staying in states with one or several empty populations.
Analysis of data simulated from a Wright-Fisher neutral model
I made simulations under a more biologically grounded model, the Wright-Fisher neutral model implemented in the software ms [Hudson, 2002] . It assumes the standard coalescent approximation to the Wright-Fisher model with symmetric migration among subpopulations and an infinite-sites model of mutation. I simulated datasets consisting of n = 100 individuals belonging to two populations genotypes at twenty independent loci. I considered various scenarios in terms of genetic diversity and amount of gene flows. These aspects are controlled by parameters θ and M defined as 4N e u and 4Nem respectively (where Ne is the effective diploid population size, u is the neutral mutation rate and m is the migration rate per generation). I let the mutation parameter θ vary in {0.5, 1, 2, 4} and the migration parameter M vary in {0.5, 1, 2, 4, 10, 20, 40}. I considered number of loci L equal to 10, 20, 50 and 100. Each combination of θ, M and L was investigated through N = 100 datasets. The purpose of this experiment was mostly to investigate the role of the frequency model, hence I did not attempt to produce spatialized data in the simulations. Therefore, inferences were carried out by a non-spatial model. As in the previous section, the simulated datasets were analyzed using the correlated frequencies model with three different priors for the hyper-parameters and also with the uncorrelated frequencies model. The accuracy was measured by the bias on K and a rate of miss-assignment. Results are given as tables in supplementary material. The general features are as follows: (i) the accuracy in assignments increases with the number of loci and generally decreases with the migration rate whatever the model used, (ii) the uncorrelated frequency is affected by a downward bias in K whereas the correlated model can be affected by an upward or downward bias depending on θ and M , (iii) the prior on drift affects the accuracy in terms of inference of K (iv) the relative performances for different priors vary with L, θ and M , (v) a prior on drift assuming a medium differentiation gives the best results in the overall, and (vi), for difficult problems both models behave poorly in terms of inference of K, but the correlated model still detects some structure when the uncorrelated become totally blind to any signal.
Analysis of real data
I re-considered the dataset described by Cegelski et al. [2003] , and subsequently analyzed by Guillot et al. [2005] and Corander et al. [2008] . This dataset consists of eighty-eight wolverines (Gulo Gulo). They were sampled in western United-States over an area of about 250000 km 2 and genotyped at ten micro-satellite loci. Cegelski et al. [2003] and Corander et al. [2008] reported the finding of three populations. Using a spatial model and the uncorrelated frequency model, Guillot et al. [2005] reported a mode at 6 for the posterior distribution of K for the best run (in terms of mean posterior density) among 100 runs. Several runs with K fixed at 6 were persistently unable to obtain six non-empty populations, while the best of 100 such fixed K runs corresponded to four non-empty populations. I re-analyzed this dataset with the colored Poisson-Voronoi prior for the spatial component of the model and the correlated frequency model with shape parameters (2, 20) as hyper-prior parameters for the drift coefficients d. I made fifty independent runs of length 500000 discarding the first 100000 iterations (burn-in) in the post-processing. Each runs provided (in a single step) an estimate of K and a map of the estimated populations through the relabeling scheme described above. Thirty five runs gave a mode at six while fifteen runs gave a mode at seven for the posterior distribution of K. Among these fifty runs, three corresponded to a configuration containing one empty population (two runs whereK = 7, one run whereK = 6). All other runs were free from any such ghost population. The best run among the fifty runs corresponded toK = 6. See supplementary material for the inferred spatial population structure.
Similar analysis of this dataset with MCMC runs of longer length tended to decrease the proportion of runs with output containing ghost populations. Estimated F statistics for the six inferred populations are given in a table in the supplementary material.
The analysis of Guillot et al. [2005] did not give element supporting the existence of six genuine sub-populations versus the presence of model, MCMC or post-processing artifacts. In contrast, the current re-analysis tends to give weight to the assertion that the whole population can be viewed as a set of six groups with a hierarchy of populations with decreased genetic differentiation. The populations described by Cegelski et al. [2003] , Corander et al. [2008] and Guillot et al. [2005] match the present structure geographically, hence these new results are consistent with those reported previously but with a finer resolution.
Although introduced several years ago, implemented for various purposes in many softwares and widely used in practice, a detailed comparison of the correlated and uncorrelated frequency models was lacking. After the introduction of several algorithm modifications improving over the work of [Guillot et al., 2005] , I obtain conclusions significantly different from this previous work: the extreme tendency of the correlated model to overestimate K reported in [Guillot et al., 2005] was not inherent to the model but to the algorithm. After algorithm improvement, the present study suggests that using the correlated model with this new MCMC implementation makes sense, even with unknown K. It potentially avoids missing the detection of structure at low level of differentiation.
The analysis of simulated data shows a sensitivity of inferences to the choice of the hyper-prior parameters of the drift coefficients d k . The choice of the hyper-parameters affect both the accuracy on K and assignments. The optimal hyper-parameters depend on the level of genetic diversity and on the level of differentiation between the sought populations. The diversity is known but it depends on the the locus considered. The differentiation is unknown thus it is not possible to recommend an optimal value in practice. Fortunately, the present simulations suggest that the Beta(2, 20) distribution gives good results on the whole range of situations considered, and overall it performs better than the uncorrelated model. This distributions should be used as a default hyper-prior. This is the approach taken for example by Hannelius et al. [2008] in their study of the Finnish and Swedish populations where thirty-four SNPs were anlysed with the the present algorithm. It proved to be powerful to detect a known genetic structure at an extremely low level of differentiation.
Regarding the occurrence of MCMC runs displaying average or modal states where some of the populations are empty (ghost populations), the present work improve substantially on the work of [Guillot et al., 2005] (see supplementary material for detail). However, my experience with the new algorithm shows that ghost populations might still very occasionally occur. In the case of the present algorithm, MCMC of too limited length seem to be responsible for these rare events. In case the issue is not solved by increasing the length of the chain (or this value being already set to the maximum practically feasible value), I still recommend to disregard empty populations and to consider the number of non-empty populations as the correct (and practically meaningful) estimate of K. Note however, that the issue is not specific to the present algorithm. It is actually most likely to occur with any algorithm providing a separate estimate for the number of clusters and for the assignments themselves (in contrast with estimation of K based on the number of non-empty populations). Although this aspect tends to be minimized by many authors, it has been mentioned regarding the softwares released by Corander et al. [2003] , François et al. [2006] and Gao et al. [2007] .
It would be easy to include the straightforward extra step consisting in automatically removing estimated empty populations at the end of a run (as implemented in certain softwares). Although this could be re-insuring for un-experienced MCMC users, I believe that this extra step would mostly obscure a genuine difficulty in MCMC mixture computations. In particular, it is worth pointing out that if a clustering model prior places a positive probability on the number of empty populations (as most common model do), the posterior probability of this number is also necessarily positive.
Having a detailed look at non-tampered MCMC outputs, including at some intellectually uncomfortable aspects is hence a key toward a good understanding of algorithm and model behavior and of the features of a given dataset. In particular, the occurrence of ghost populations is extremely seldom when data are simulated from the prior-likelihood model used for inference; the presence of ghost population(s) can hence be interpreted as a reliable clue that data depart from modeling assumption.
The improvements proposed not only solve inference issues but also increase the speed of the algorithm as it estimates K as accurately as before at the cost of one MCMC run only instead of two. Further could be gained in terms of computation speed with the uncorrelated model by integrating out over allele frequency. I have not been able to get an analytical expression integrating out over allele frequency for the correlated model. This is unfortunate in terms of algorithm speed. But working on the "complete model" (including allele frequencies) is actually compulsory as long as one is interested in other model developments such as the filtering of null alleles as proposed by that requires explicit numerical computations on allele frequencies.
The improvements proposed here will be implemented in the software Geneland. This software has mostly been used to analyze geo-referenced genetic data. However, as stressed above these new improvements do not depend on the prior specified on the population membership variable. All the developments above hold for spatial, as well as for non-spatial, prior models (particular cases for these two classes of models being implemented in Geneland). The proposed algorithm should be useful in the many different situations where low differentiation is encountered. This situation is for example common in association studies, where as pointed out by Marchini et al. [2004] , even low differentiation require appropriate treatment to avoid detection of spurious associations.
