Abstract-This paper considers state estimation for a discretetime hidden Markov model (HMM) when the observations are delayed by a random time. The delay process is itself modeled as a finite state Markov chain that allows an augmented state HMM to model the overall system. State estimation algorithms for the resulting HMM are then presented, and their performance is studied in simulations. The motivation for the model stems from the situation when distributed sensors transmit measurements over a connectionless packet switched communications network.
I. INTRODUCTION

I
N THIS PAPER, we consider the state estimation (filtering) problem for a noisily observed finite state Markov chain when the observations are delayed by a random time. If the observations were always received in order, the optimal state estimates would be obtained from the standard hidden Markov model (HMM) state filter [1] , [2] . However, we allow for the random delays to lead to a possible reordering of the measurements. With the delays modeled as a finite-state Markov chain, we show how the problem can be reformulated as a standard HMM filtering problem and give a recursive update equation for calculating the conditional state probabilities. We also show that a finite-dimensional recursive filter results when the delays are modeled as continuous random variables with density indexed by a finite-state Markov chain. We begin by detailing the motivation for this paper and introducing the HMM paradigm.
Motivation (Communication in Distributed Systems):
One motivation for this problem stems from the increasing movement toward distributed sensing and processing systems. We envisage a system with a number of remote sensors with limited processing capability that communicate measurements back to processing units, which carry out the estimation (and control) algorithms. Ideally, dedicated communication resources (bandwidth) would be made available between each sensor/processor pair; however, due to the increasingly large number of sensors in modern systems, this may not be a viable option. The flexible and cost-effective alternative is to use a shared resource communications network to service the communication needs of all the system components. In this paper, we assume that a connectionless, packet-switched network [3] is employed.
Each packet that is sent from the sensor will arrive at the processor after a random delay that is dependent on the current level of congestion in the network and the path that is taken. This means that packets may arrive out of order at the processor. Normally, packets would contain a sequence number that would allow them to be reordered at the destination; however, we consider the situation when no such information is sent with the packets. We assume that each packet contains only one measurement that avoids any extra delay in communicating the observations to the processing unit. We also assume that each measurement is received without error and that the effect of transmitting a finite-precision approximation to the real-valued observations is negligible.
Hidden Markov Models: An HMM consists of a signal modeled as a finite state Markov chain and an observation model that relates an observed process to the underlying Markov chain. Typically, the observation model consists of observing the state of the Markov chain perturbed by additive white noise. Such models have become increasingly popular over the last decade: application areas including speech processing, target tracking, digital communications, biomedical engineering, and finance (see [1] , [2] , and references therein).
A major reason for this is the enormous flexibility and generality of the model and the fact that efficient state and parameter estimation algorithms exist and are well understood. In particular, the finite-state property means that finitedimensional state filters result even when the model is nonlinear. This makes the HMM formulation very attractive for approximating continuous state space nonlinear models for which finite-dimensional filters rarely exist.
In this paper, the HMM observation model includes the possibility of the noisy observations being reordered as a result of the random time delay introduced during communication of the observation from the sensor to the processing unit. We will show that, provided dependency between the delays is governed by another finite-state Markov chain, a finitedimensional recursion for the conditional state probabilities results.
Related Work: Before proceeding, we note that in [4] , Nilsson and Bernhardsson also consider an environment where measurements (and control signals) are sent over a communications network and thereby suffer a random delay. In [4] , the authors treat an extension of the standard linear quadratic Gaussian (LQG) control problem, which includes the randomly delayed measurement and control signals. The delay is modeled as a continuous random variable with density indexed by a finite-state Markov chain (we employ a similar model in Section V). They assume that the state of this chain is known to the controller and that the delays are such that the order of measurement and control signals is not corrupted.
We note that our basic approach for dealing with delay models that do not satisfy these assumptions can be applied in the linear-Gaussian case as well as for (finite-state) HMM's. In the linear-Gaussian case, however, the resultant filtering algorithms would have a computational cost that grows exponentially in the data length. Practical (suboptimal) algorithms for the linear-Gaussian case is an area for future work. We are also currently looking at the related partially observed stochastic control problem for both the HMM and linearGaussian systems.
Summary and Contributions: We are interested in exploring the extent to which the uncertainty in the arrival order of the observations can be overcome by taking the statistics of the various stochastic processes into account. After stating the problem more precisely in Section II, we show in Section III how it can be reformulated as a standard HMM filtering problem. Once this formulation is in place, we are able to derive the recursive filter equations for the conditional state probabilities in Section IV. State estimates such as the minimum mean squared error (MMSE) or the maximum a posteriori (MAP) estimates can be directly calculated from the filtered state probabilities. In Section V, we show how the results of Section IV can be extended to more complicated delay models. In particular, we examine the situation where the delay is modeled as a mixture distribution with dependency governed by a finite-state Markov chain. In Section VI, we examine the use of state aggregation to reduce the computational load of the optimal filters. The resultant filters are suboptimal but are shown to perform close to optimal in the simulations of Section VII. Finally, we discuss some interesting extensions and directions for future research in Section VIII.
II. PROBLEM FORMULATION
In this section, we introduce the basic stochastic model for our problem. This includes the model for the Markov chain whose state we wish to estimate, the sensor observation model, the delay model, and the model for the observations received at the processing unit. In this section, we model the delay as a finite-state Markov chain; however, the important extension to a continuous delay distribution indexed by a Markov chain is treated in Section V. An overview of the various processes involved is given in Fig. 1 .
Signal Model: The signal of interest is modeled as an -state, homogeneous Markov chain with state space . The transition probability matrix is , where 
with
, and the state levels are given by the vector . Sensor Observation Model: The states are observed in noise at a sensor leading to the sensor observation process defined by (1) where is an independent and identically distributed (iid) sequence, each random variable having density . The sequence is assumed independent of . We will denote . Delay Model: As already discussed in Section I, the sensor observations are sent over a connectionless, packet-switched communication network to a processing unit that will carry out the desired estimation algorithms. The processor receives observation after some random delay . We model the delay as an state, homogeneous Markov chain with state space and transition probability matrix , where with . We assume that is independent of the chain and the sensor observation noise process . The levels of the chain are given by the vector , meaning that the delay suffered by is when . Remark: At first, it may seem unrealistic to model the delay as a finite state process. However, we note that many continuous state processes can be approximated by a finitestate process. Further, the Markov model allows a fairly general dependency structure. Given that the proposed delay model leads to a very nice reformulation of the problem, we believe the assumption is well justified. In Section V, we treat a more involved delay model in which the delay is a continuous random variable with distribution indexed by a finite state Markov chain. Finite-dimensional recursions for the conditional state probabilities are also derived in this case; however, the problem no longer has a clean reformulation as a standard HMM.
Processor Observation Model: We assume the underlying time between sending measurements is units and make the following restriction on the delay values:
Remark: This is a minor restriction that results in a simplified reformulation of the problem. It guarantees that two observations do not arrive simultaneously at the processor and thus avoids having to define a random ordering procedure.
The observations may arrive at the processor in a different order than they were sent. We assume that no order information is sent with the measurements. The measurements are read by the processor in the order they arrive, and no further arrival time information is observed by the processor. Let the th measurement to arrive at the processor be , and denote the first observations received by . Aim: The objective is to perform state estimation (filtering) for the Markov chain based on the observations received at the processor. More specifically, we wish to obtain recursive expressions for the conditional state probabilities from which the maximum a posteriori (MAP) or minimum mean squared error (MMSE) state estimates can be obtained. The problem is made interesting by the fact that the order of observations may be altered as a result of transmission over the network. While no order information is explicitly available, information is present in the measurements received and in the assumed statistics of the Markov chains. In the next section, we reformulate the problem as a standard HMM and then show how the optimal estimation algorithms result.
III. REFORMULATION AS AN HMM
In this section, we reformulate the model as a standard HMM problem on an enlarged state space. The trick is to form a new finite-state Markov chain by grouping a number of original states together. The observations at the processor can then be expressed as a function of the new Markov chain plus a white noise process resulting in the standard HMM formulation.
A. Enlarged State Space Markov Chains
To begin, we let (3) which corresponds to the greatest possible change in the position of a measurement as a result of transmission over the network.
Define the new process
Then, is an state Markov chain with state space . The transition probabilities of are (5) for , where denotes the Kronecker delta function. The initial conditions are given by (6) for . Similarly, we define (7) which is a state Markov chain with state space and transition probabilities (8) for
. The initial conditions are given by (9) for . Remark: While we find it convenient to work with the two Markov chains defined in (4) and (7), the two chains could readily be combined into a single chain on the state space . Transition probabilities follow immediately upon observing the independence of the chains.
B. Processor Observation Model
Since the maximum possible position change for any measurement is equal to places, the th measurement to arrive at the processor corresponds to a sensor measurement from the set . Further, can be mapped to the appropriate measurement given the current augmented delay state . Thus, we have
where when corresponds to , and is the unit column vector in . To determine the relative arrival order of the measurements given the delay values , we proceed as follows (see Table I ).
1) Determine the arrival times referenced to the time was sent
2) The relative order of arrival is obtained by ordering these arrival times. 
Note that is a sequence of correlated random vectors. Generally, the fact that the observation noise is colored would lead to an exponential growth in the computational requirements of the estimation algorithms. However, in this case, only one component of the vector is selected at each time, and each selected random variable is independent of the others. We can thus rewrite the processor observation model as (12) where is a sequence of iid random variables each having density obtained from a reordering of the original process. Like , the process is independent of the chains and . Summary: In summary, the problem that was formulated in Section II has been reformulated in terms of the augmented Markov chains and defined in (4)- (9) and the processor observation model of (12). The model now appears as a standard hidden Markov model with transition probabilities given by (5) and (8) Computation: A naive implementation of (13) would require computations at each time update. However, because of the special structure of the transition probabilities (most are zero), we only require computations at each time. This is clear on rewriting the recursion (13) as (16) In Section VI, we give a suboptimal algorithm based on aggregation that significantly reduces the computational load.
Other Estimation Problems: Once the HMM formulation is in place, it is straightforward to solve numerous estimation problems using standard techniques, e.g., fixed interval smoothing using the forward-backward algorithm, MAP sequence estimation using the Viterbi algorithm, and parameter estimation using the Baum-Welch re-estimation equations. See [1] and the references therein for further details.
V. EXTENSION TO MIXTURE DELAY MODEL
In previous sections, we have modeled the delay as a finite-state Markov chain. This allowed the problem to be reformulated as a standard HMM state estimation problem. In this section, we extend the ideas of the earlier sections to the situation where the delays are continuous random variables indexed by a finite state Markov chain.
Let the delay suffered by the th packet or observation be . We model as a continuous random variable with density belonging to the set . The particular density applying at time is determined by the state of thestate Markov chain with state space through
The density of [not conditioned on ] is thus the mixture density Let have transition probability matrix , where with and assume that is independent of the chain and the sensor observation noise process . Further, assume that is conditionally independent of all other processes given . Example: Consider the situation shown in Fig. 2 (a similar delay model is introduced in [4] ). We have a density corresponding to each of levels of network congestion: 1 for light load, 2 for medium load, and 3 for heavy load.
We will assume that for each , the delay density is zero outside the interval , where . Define the integer (17) which is equivalent to (3) for the finite-state delay model.
We continue to use the augmented chains and defined in (4) and (7), respectively, and define the new process While it is no longer possible to write the observation as a function of and perturbed by white noise as in (12), we will show that it is still possible to derive a finitedimensional recursion of the conditional state probabilities.
We begin by again defining
Using Bayes' rule, we then have where is a normalizing constant. Using a model update equation, the second term can be written in the form and it remains for us to express in terms of only (so that the resultant filter is recursive). and we remember that is the density of the observation noise.
Remark: For the finite-state delay model, (2) was required to ensure that the function is a well-defined mapping. In the continuous state case, no such condition can be given; however, we note that the probability of two or more packets arriving simultaneously is zero so that the set on which is a not well defined has probability zero. Strictly speaking, should be redefined over this region; however, we simply note that this can be done and that the change would not affect our development.
In summary, we have the following theorem. Computation: We note that the only difference between the filters of Theorem 1 (finite state delay) and Theorem 2 (mixture delay) is in the definition of the observation weighting terms (11) and (18), respectively. Since these functions can be calculated off-line, the (on-line) computational requirements of both filters are identical. We also note that the lower computational complexity algorithm of Section VI applies directly to the mixture delay model simply by using the modified weighting term of (18).
Before proceeding, we note that the results for the finitestate delay model can be obtained from the results for the mixture delay model by setting the densities to Dirac delta functions. In particular, we can set to obtain (11) from (18) and (13) from (19).
VI. REDUCED COMPLEXITY ALGORITHM VIA AGGREGATION
A clear problem with the optimal filtering algorithms of Theorems 1 and 2 is the computational requirement for systems with more than a few states. We have seen in the comments after these theorems that the algorithms require a total of computations at each time. Thus, with fixed (recall that measures the maximum delay spread), the computational load grows polynomially in and . With and fixed, the computational load grows exponentially in . Thus, we see that the real difficulty occurs when becomes large-growth in and is not nearly as big a problem.
Even for systems with a large augmented state space, all is not lost. Importantly, the optimal filtering algorithms provide a framework for developing efficient implementations of the optimal filters or practical suboptimal algorithms based on the optimal filter structure. Below, we discuss one technique for reducing the computational load of the optimal algorithm by aggregating the HMM to a lower dimension HMM.
Aggregating the HMM [see (7), (9), and (12)] requires aggregation of the Markov chain and output symbol probabilities. We consider the these two steps in the following subsections.
A. State Aggregation of Markov Chain
For convenience, denote the transition matrices of the Markov chains and as and , respectively. These are stochastic matrices of dimension and , respectively [see (4) and (7)]. We will first show that both and enjoy the property of being exactly aggregatable Markov chains. This means that these Markov chains can be exactly aggregated to lower dimensional Markov chains. This result follows because of the way that and were constructed from the original Markov chains and . We adopt the following definition from [5, Def. 6.3.1, p. 124]: "A Markov chain is exactly aggregatable (in [5] the term 'lumpable' is used instead of strictly aggregatable) with respect to some partition of the state space, if for every a priori state probability vector , the aggregated process is a Markov chain, and the transition probabilities do not depend on the choice of ."
The following theorem is proved in [5, Th. 6.3.2, p. 124]: Let denote a state Markov chain with transition probability matrix . Let denote a positive integer. Result 3: A necessary and sufficient condition for to be exactly aggregatable with respect to a partition of the state space is that for every pair of sets and , has the same value for every state in for every . These common values form the transition matrix of the aggregated chain.
Based on the above result, it is straightforward to verify that and defined in (4) and (7) Using Result 3, the transition probabilities of the aggregated chain are
The following example illustrates our notation and the aggregation process when and . Using the state enumerations given in Table II, we have Now, with reference to Table II , we see that choosing means and leads to the aggregated transition probability matrix
With
, we have and corresponding aggregated transition probability matrix
B. Symbol Probability Aggregation
The aim here is to aggregate the symbol probabilities of the HMM, i. 
Proof:
The numerator is equal to and the denominator equals The last expression above converges with probability 1 to (20) since and are assumed irreducible. We note that (20) is exact only when the distributions of and have converged to their stationary distributions. The aggregated symbol probabilities could be calculated exactly using model update equations for and (instead of the limiting distribution); however, this would require computations at each step, thus eliminating any possible computational savings.
The aggregated symbol probabilities of (20) . Thus, if we choose , say, the overall computational load of the reduced-complexity filter is . Remark: For details on computationally efficient smoothers for HMM's including saw-tooth lag smoothers, see [7] .
VII. NUMERICAL STUDIES
In this section, we study the performance of the optimal state estimation (filtering) algorithm and the reduced computational complexity algorithm for the finite-state delay model through some numerical examples.
The system we consider has an underlying sampling time of unit. With reference to the parameters defined in Section II, we have for the Markov chain we wish to estimate , and for the delay model . The three delay states model a simple situation where we have light, medium, and heavy levels of network congestion. While finite-state delay models with more states or the mixture delay model could also readily be treated, the three-state model has the advantage of low computation time as well as allowing the pertinent features of the filtering algorithms to be clearly illustrated. Larger systems are readily handled using the reduced computational complexity algorithms of Section VI.
For this example, we have , and thus, is a 64-state Markov chain, and is a 27-state Markov chain. The transition probability matrices for and are formed in terms of the the transition probabilities of following the procedure of Section VI-A. When looking at the reduced complexity algorithm of Section VI, we use so that and (see Section VI-A). The sensor observation noise is assumed to be Gaussian with zero mean and variance so that We consider situations with low noise , medium noise , and high noise . Figs. 3-5 show 40 points of sample paths of the true state and optimal and suboptimal estimates for each of the observation noise levels.
We calculate and plot conditional probability estimates based on the processor observations. The optimal filtered state estimates are calculated as in Section IV. We also show the state estimate calculated using the reducedcomplexity algorithm of Section VI-C with . The plots show the exact or approximate conditional probability that along with the indicator function for this event (the curve labeled true in the plots). The conditional probabilities of show similar behavior. We observe that the suboptimal filter performs well for all levels of observation noise. In all cases, the bandwidth of the suboptimal filter is smaller than the optimal filter in the sense that suboptimal filter responds less quickly to the observations. This gives the filtered probability sample path a smoother appearance than the optimal filter response.
VIII. CONCLUSION
This paper has addressed the HMM state estimation problem in an environment where state measurements are sent from the sensor to the processing element over a connectionless, packet-switched network. The random delay introduced by the network is modeled as both a finite-state Markov chain and as a continuous-valued process with density indexed by the state of a finite-state Markov chain. In both cases, we derive a finite-dimensional recursion for the conditional (filtered) state probabilities based on a reformulation of the problem in terms of augmented state Markov chains.
Future work will examine the analagous filtering problem for linear-Gaussian systems and the extension of the filtering results to the partially observed stochastic control framework. We remark briefly here that while the linear-Gaussian case can be formulated using the state augmentation techniques used in this paper, the resultant state filter requires a cost in computation and memory that grows exponentially with the length of the data. The resultant filter has a similar structure to those for hybrid Markov systems such as Markov jump linear systems [8] , [9] . There is interest is in developing efficient suboptimal filtering algorithms for this case.
