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1. Introduction
Finite-dimensional Poisson systems have a significant presence in most fields of nonlinear
physics, including domains such as mechanics, electromagnetism, optics, plasma physics, control
theory, population dynamics, etc. (for instance, see [1] for an overview and a historical discussion).
Actually, recasting a given vector field as a Poisson system allows the use of a variety of techniques
and specific methods adapted to that format, embracing stability analysis, perturbation methods,
bifurcation analysis and characterization of chaotic behavior, efficient numerical integration, or
integability properties and determination of invariants, just to mention a sample (e.g. see the
discussions in [2, 3] for a brief account of these methods and application domains). Very diverse
physical systems have been reported to be of the Poisson kind (a sample is given in [4]-[9] and
references therein) in spite that such identification often constitutes a nontrivial issue.
When expressed in coordinates x1, . . . , xn, a smooth dynamical system defined in a domain
Ω ⊂ Rn is said to be a finite-dimensional Poisson system if it can be written in the form
x˙ ≡
dx
dt
= J (x) · ∇H(x) (1)
where x = (x1, . . . , xn)
T , superscript T denotes the transpose of a matrix, function H(x) is by
construction a time-independent first integral (the Hamiltonian), and the n×n structure matrix
J (x) is composed by the structure functions Jij(x) which must verify the Jacobi PDEs:
n∑
l=1
(
Jli(x)∂lJjk(x) + Jlj(x)∂lJki(x) + Jlk(x)∂lJij(x)
)
= 0 , i, j, k = 1, . . . , n
where ∂l ≡ ∂/∂xl. The structure functions must be also skew-symmetric: Jij(x) = −Jji(x) for
all i, j = 1, . . . , n.
The relevance of Poisson dynamical systems relies on several reasons. One is that they provide
a broad generalization of classical Hamiltonian systems, allowing not only for odd-dimensional
vector fields, but also because Poisson structure matrices admit a great diversity of forms apart
from the classical (constant) symplectic matrix. Actually, Poisson systems are a generalization
of classical Hamiltonian systems on which a generalized Poisson bracket is defined, namely:
{f(x), g(x)} =
n∑
i,j=1
∂if(x)Jij(x)∂jg(x) (2)
for every pair of smooth functions f(x) and g(x). When Rank(J )= n the Poisson system is
termed symplectic. The possible rank degeneracy of the structure matrix J implies that a
certain class of first integrals (C(x) in what follows) termed Casimir invariants exist. There is
no analog in the framework of classical Hamiltonian systems for such constants of motion, which
are characterized by the property of having a null Poisson bracket —in the sense of (2)— with
all smooth functions defined in Ω. As it can be seen, this implies that Casimir invariants are the
solution set of the system of coupled PDEs: J ·∇C = 0. The determination of Casimir invariants
and their use in order to carry out a reduction (local, in principle) is the cornerstone of the (at
least local) equivalence between Poisson systems and classical Hamiltonian systems, as stated by
Darboux’ theorem [1]. This justifies that Poisson systems can be regarded, to a large extent, as
a natural generalization of classical Hamiltonian systems.
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Among the different open issues in Poisson systems theory, a relevant topic arises in connection
with the role of time in the preservation of a Poisson structure for the system. More precisely, a
new-time transformation (or NTT in what follows) is defined as a reparametrization of the form
dτ =
1
η(x)
dt (3)
where t is the initial time variable, τ is the new time and η(x) : Ω ⊂ Rn → R− {0} is a smooth
function in Ω which does not vanish in Ω. Thus, if (1) is an arbitrary Poisson system defined in
Ω, then the NTT (3) leads from (1) to the system:
dx
dτ
= η(x)J (x) · ∇H(x) (4)
NTTs play an interesting role in the framework of Poisson systems theory. For instance, they are
required frequently in order to achieve reductions to the Darboux canonical form [2, 3, 7],[10]-[12].
Additionally, NTTs can be found in the construction of Poisson structures in different physical
problems [13]-[17]. Moreover, in the particular (but prominent) case of classical Hamiltonian
systems, the use of NTTs is well-known for the analysis of integrability (specially in the context of
the Painleve´ property [18]-[20]), in stability theory [21], etc. Of course, time reparametrizations do
not alter the form of trajectories in phase space, their only dynamical role amounts to modifying
the “speed” at which every point moves on the system trajectories. However, now equations (4)
are not necessarily of Poisson type, namely NTTs do not preserve in general the Poisson format
of the system. In a recent work [3] this issue was analyzed from the following point of view:
provided J is a structure matrix, it is intended to identify the cases in which ηJ remains a
structure matrix. In [3], the following three main results were found:
Let J (x) be an n × n structure matrix of constant rank r defined in a domain Ω ⊂ Rn, let
C(x) be a Casimir invariant of J (x) in Ω, and let η(x) be a smooth function in Ω. Then:
• Result 1: The product η(x)J (x) is a structure matrix in Ω for every smooth function η(x)
if and only if r ≤ 2.
• Result 2: C(x)J (x) is a structure matrix everywhere in Ω.
• Result 3: For n ≥ 4, if J (x) is symplectic (namely r = n) then the product η(x)J (x) is a
structure matrix in Ω if and only if η(x) is a constant.
Thus the results in [3], just summarized, consider the existence of a Poisson structure in the
transformed system, but such Poisson structure (associated with the rescaled structure matrix
ηJ ) is different from the initial one (corresponding to J ). In this sense, it is very natural to
investigate the issue of the strict invariance of the Poisson structure after an NTT. Namely,
we now aim at characterizing those NTTs that not only preserve the existence of a (possibly
rescaled, and thus different) Poisson structure, but instead those that preserve the existence of
the original Poisson structure. It is not difficult to realize that this complementary problem
amounts to a rescaling of the Hamiltonian while leaving the Poisson structure (and thus the
structure matrix) intact. Therefore, the purpose of this letter is to characterize the NTTs for
which the reparametrized system (4) can actually be written as:
dx
dτ
= η(x)J (x) · ∇H(x) = J (x) · ∇H∗(x) (5)
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for a new Hamiltonian H∗(x). This problem is completely solved in what follows. Moreover, when
combined with the complementary results developed in [3], already mentioned, an additional
outcome will be a broad generalization of the conditions that an NTT must verify in order to
preserve the existence of a (possibly rescaled) Poisson structure.
The structure of the article is the following. In Section 2 the problem is solved for symplectic
Poisson systems. The general solution of the problem is constructed in Section 3. Some examples
are presented in Section 4. The letter concludes in Section 5 with some final remarks.
2. General solution for symplectic Poisson systems
Both for the relevance of symplectic systems, as well as for the sake of clarity, it is very
convenient to first consider the symplectic case independently. This provides a necessary starting
point for the general treatment to be presented in Section 3. Recall that a Poisson system is
termed symplectic if Rank(J )= n, which in turn implies that the system dimension n is even.
Thus, classical Hamiltonian systems are a particular (but important) case of symplectic vector
fields. The fundamental result of this section is the following one:
Theorem 1. Let (1) be an n-dimensional and symplectic Poisson system in a domain Ω ⊂ Rn.
Then the NTT (3) preserves the Poisson structure of the system if and only if η(x) and the
Hamiltonian H(x) are functionally dependent in Ω.
Proof. The proof is constructive. According to (5) we must have η(x)J (x) · ∇H(x) = J (x) ·
∇H∗(x) for some H∗(x). Since the system is symplectic, J (x) is invertible and the problem
amounts to η(x)∇H(x) = ∇H∗(x) for some new Hamiltonian H∗(x). Now it is well-known (e.g.
see [22, Ch. 5]) that η(x)∇H(x) is a gradient if and only if ∂i(η(x)∂jH(x)) = ∂j(η(x)∂iH(x)) for
all i, j = 1, . . . , n. After some algebra such conditions lead to:
∂iη(x)
∂jη(x)
=
∂iH(x)
∂jH(x)
, i, j = 1, . . . , n
These conditions imply that the Jacobian of η(x) and H(x) has rank 1 everywhere in Ω, which
in turn shows the functional dependence of η(x) and H(x). ✷
Accordingly, if the symplectic Poisson structure is to be preserved by the NTT, there exists
a one-variable smooth function φ(z) such that η(x) = φ(H(x)). Let Φ(z) be a primitive of
φ(z), then we conclude that the new Hamiltonian is H∗(x) = Φ(H(x)), in such a way that:
∇H∗(x) = ∇Φ(H(x)) = Φ′(H(x))∇H(x) = φ(H(x))∇H(x). This shows that the result is
natural as a sufficient condition. The fact that Theorem 1 proves also that the condition is
necessary is probably less evident.
It is worth emphasizing that, in particular, Theorem 1 embraces classical Hamiltonian sys-
tems. In this context, two different aspects can be mentioned, namely the generic Poisson point
of view and the purely Hamiltonian perspective:
• From the Poisson point of view, the results in [3] show that a Hamiltonian system can be
submitted to an NTT in such a way that the outcome will be a Poisson (but generically
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not a Hamiltonian) system. In this sense, a one degree of freedom (n = 2) Hamiltonian
system can be reparametrized with every NTT, while for a two or more degrees of freedom
(n = 4, 6, . . .) Hamiltonian system, only constant NTTs were known. As indicated, in both
cases the result is a Poisson but not a Hamiltonian system (the only exception being the
trivial NTT for which η(x) = 1). These are the conclusions that can be obtained by means
of the results presented in [3].
• In the framework of Theorem 1 it is now possible to adopt a purely Hamiltonian per-
spective, and consider NTTs in which both the initial and the reparametrized systems are
Hamiltonian. The outcome is then that a necessary and sufficient condition for this is
η(x) = φ(H(x)). To the author’s knowledge, this result is known in the literature as a
sufficient condition since [23], and as a necessary and sufficient condition since [24], in both
cases only for two-dimensional (one degree of freedom) Hamiltonian flows.
We can now proceed to the analysis of the problem in its full generality. This is the aim of
the next section.
3. General solution of the problem
In the general case, the structure matrix needs not be symplectic. There is a simple heuristic
argument that clearly points out that the result in Theorem 1 is not the general solution of
the problem when Casimir invariants are present. For this, consider a Poisson system x˙ =
J (x) · ∇H(x). If we rescale the Hamiltonian as H∗(x) = C(x)H(x) with C(x) being a Casimir
invariant of the structure matrix J (x), then the new system remains as a Poisson one, namely
x˙ = J (x) · ∇(C(x)H(x)). However, this implies that:
x˙ = J (x) · ∇(C(x)H(x)) = J (x) · (C(x)∇H(x) +H(x)∇C(x)) = C(x)J (x) · ∇H(x)
And therefore it is clear that such rescaling of the Hamiltonian (which is thus equivalent to
a rescaling of the structure matrix) must preserve the existence of a Poisson structure. This
is another way of regarding the Result 2 from [3] recalled in the Introduction. Moreover, this
simple argument shows that in the nonsymplectic case, some NTTs are possible in which the
structure matrix remains intact, and η(x) is not only a function of the Hamiltonian. After these
considerations, the following result should be natural:
Theorem 2. Let (1) be an n-dimensional Poisson system with structure matrix of constant
rank r in a domain Ω ⊂ Rn. Let C1(x), . . . , Cn−r(x) be a complete set of independent Casimir
invariants of J (x) in Ω. Consider an arbitrary implicit functional relationship of the form
F (H(x),H∗(x), C1(x), . . . , Cn−r(x)) = 0 for all x ∈ Ω, such that F (z1, . . . , zn−r+2) is smooth,
and verifies that ∂z1F 6= 0 and ∂z2F 6= 0 everywhere. Then there exists in Ω a unique smooth
Hamiltonian of the form H∗(x) = Φ(H(x), C1(x), . . . , Cn−r(x)), as well as a smooth function
η(x) = −
∂HF (H,H
∗, C1, . . . , Cn−r)
∂H∗F (H,H∗, C1, . . . , Cn−r)
(6)
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defining an NTT of the form (3), such that
dx
dτ
= η(x)J (x) · ∇H(x) = J (x) · ∇H∗(x)
Proof. If there exists a functional relationship of the form F (H(x),H∗(x), C1(x), . . . , Cn−r(x)) =
0 with F (z1, . . . , zn−r+2) smooth, and verifying ∂z2F 6= 0, then the implicit function theorem
implies the existence of a unique and smooth function H∗(x) = Φ(H(x), C1(x), . . . , Cn−r(x)).
Moreover, after a differentiation of the implicit expression we find:
∇F (H,H∗, C1, . . . , Cn−r) = (∂HF )∇H + (∂H∗F )∇H
∗ +
n−r∑
i=1
(∂CiF )∇Ci = 0
Multiplying by the structure matrix, and taking into account that J · ∇Ci = 0 for all the
Casimir invariants, we arrive at:
J · ∇H∗ = −
(
∂HF
∂H∗F
)
J · ∇H
Now this expression corresponds to an NTT applied to the original Poisson system provided
η(x) 6= 0 everywhere, which is guaranteed by the additional condition ∂z1F 6= 0. ✷
In spite of its generality, this result does only prove the existence of a unique rescaled Hamil-
tonian, but it is not constructive. From an operational point of view, it is desirable to have
an explicit, and thus constructive result, rather than an implicit one. This is done in the next
theorem, which is the most important of this section:
Theorem 3. Let (1) be an n-dimensional Poisson system with structure matrix of constant
rank r in a domain Ω ⊂ Rn. Let C1(x), . . . , Cn−r(x) be a complete set of independent Casimir
invariants of J (x) in Ω. Then the NTT (3) preserves the Poisson structure of the system if
and only if η(x) is functionally dependent on the Hamiltonian H(x) and the Casimir invari-
ants in Ω, namely if and only if there exists in Ω a smooth dependence of the form η(x) =
φ(H(x), C1(x), . . . , Cn−r(x)). If this is the case, let Φ(z1, . . . , zn−r+1) be a function such that
∂z1Φ(z1, . . . , zn−r+1) = φ(z1, . . . , zn−r+1). Then, it is
dx
dτ
= η(x)J (x) · ∇H(x) = J (x) · ∇H∗(x)
with H∗(x) = Φ(H(x), C1(x), . . . , Cn−r(x)).
Proof. In one sense, consider the new Hamiltonian H∗(x) = Φ(H(x), C1(x), . . . , Cn−r(x)). By
differentiation we find:
∇H∗ = (∂HΦ)∇H +
n−r∑
i=1
(∂CiΦ)∇Ci
Since it is J · ∇Ci = 0 for all the Casimir invariants, we obtain
J · ∇H∗ = (∂HΦ)J · ∇H
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and we thus have η(x) = φ(H(x), C1(x), . . . , Cn−r(x)) = ∂HΦ(H(x), C1(x), . . . , Cn−r(x)).
In the opposite sense, let us prove that these are the most general possible forms forH∗(x) and
η(x). For this, we shall investigate the most general possible form which the rescaled Hamiltonian
H∗(x) could have in principle. In the case of the most general dependence, it could be a function
of H(x) and the Casimir invariants Ci(x), i = 1, . . . , n − r, but also of the coordinates x and of
a set of additional functions K1(x), . . . ,Km(x) which are functionally independent on H(x) and
the Casimir functions. Namely, the most general functional dependence possible in principle for
the rescaled Hamiltonian is the following one:
G(x) = M(x1, . . . , xn,H(x), C1(x), . . . , Cn−r(x),K1(x), . . . ,Km(x)) (7)
In this equation, the function candidate to play the role of the rescaled Hamiltonian is termed
G(x) instead of H∗(x) for reasons that will become apparent in brief. If we differentiate this
expression, we readily find:
∇G(x) = ∇xM + (∂HM)∇H +
n−r∑
j=1
(∂CjM)∇Cj +
m∑
l=1
(∂KlM)∇Kl
where ∇xM denotes the column vector of entries (∇xM)i = ∂xiM for all i = 1, . . . , n. Once we
multiply both sides of this identity by the structure matrix, the outcome must be an expression
of the form ηJ · ∇H = J · ∇H∗. Since the terms associated with the Casimir invariants cancel
out, this is possible if and only if the expression
∇G(x)−∇xM −
m∑
l=1
(∂KlM)∇Kl
is a gradient. Since ∇G(x) is already a gradient, this means that
∇xM +
m∑
l=1
(∂KlM)∇Kl
is also a gradient. In addition, the existence of the previous gradients implies that
(∂HM)∇H +
n−r∑
j=1
(∂CjM)∇Cj
is another gradient. Obviously, these facts imply that the most general functional form of function
M is actually the following one:
G(x) = P (x1, . . . , xn,K1(x), . . . ,Km(x)) + Φ(H(x), C1(x), . . . , Cn−r(x))
If we differentiate this identity, we arrive at:
∇(G− P ) = ∇Φ(H,C1, . . . , Cn−r) = (∂HΦ)∇H +
n−r∑
j=1
(∂CjΦ)∇Cj
Now if we multiply both sides by the structure matrix, the outcome is:
J · ∇(G− P ) = J · ∇Φ = (∂HΦ)J · ∇H
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This means that, in fact, the actual rescaled Hamiltonian is not G, but (G − P ) = Φ. Notice
then that Φ only depends functionally on H(x) and the Casimir functions. In other words, we
can write H∗(x) = Φ(H(x), C1(x), . . . , Cn−r(x)). Thus, the assumed dependence on x and on
the functions Ki vanishes, and the most general dependence of H
∗(x) is only on H(x) and the
Casimir invariants, as stated. Note also that it is η = (∂HΦ). ✷
Some remarks are convenient at this stage. In first place, it is interesting to note that the
explicit result developed in Theorem 3 includes as a particular case the symplectic situation,
as expected: the reason is that in the symplectic case there are no Casimir invariants, and
then the most general rescaled Hamiltonian H∗(x) = Φ(H(x), C1(x), . . . , Cn−r(x)) reduces to
H∗(x) = Φ(H(x)). Similarly, we obtain η(x) = ∂HΦ(H(x), C1(x), . . . , Cn−r(x)) which consis-
tently becomes η(x) = Φ′(H(x)) in the symplectic case, as anticipated in Theorem 1.
An additional remark involves the relationship between Theorems 2 and 3. Note that the
explicit dependence can be regarded from the implicit perspective if we note that there is a
functional dependence of the form F (H,H∗, C1, . . . , Cn−r) = H
∗ − Φ(H,C1, . . . , Cn−r) = 0. In
such case, by applying Theorem 2 we find from (6) that
η(x) = −
∂HF (H,H
∗, C1, . . . , Cn−r)
∂H∗F (H,H∗, C1, . . . , Cn−r)
= ∂HΦ(H,C1, . . . , Cn−r)
which is consistently the outcome of Theorem 3.
Clearly, the results just developed complement those from [3] which were summarized in the
Introduction. Together, they provide an overall generalization which can be presented at this
stage.
Corollary 1. Let (1) be an n-dimensional Poisson system with structure matrix of constant
rank r in a domain Ω ⊂ Rn. Let C1(x), . . . , Cn−r(x) be a complete set of independent Casimir
invariants of J (x) in Ω. After the NTT (3) the outcome is another Poisson system of the form
dx
dτ
= η(x)J (x) · ∇H(x) = J ∗(x) · ∇H∗(x)
where J ∗(x) is a new structure matrix and H∗(x) is a new Hamiltonian, if one of the following
cases hold:
• If r = 2, then J ∗(x) = η0(x)J (x) for an arbitrary smooth nonvanishing function η0(x) and
H∗(x) = Φ(H(x), C1(x), . . . , Cn−r(x)) for every smooth function Φ(z1, . . . , zn−r+1) such
that ∂z1Φ 6= 0 everywhere. In this case, it is η(x) = η0(x)∂HΦ(H(x), C1(x), . . . , Cn−r(x)).
• If r ≥ 4, then J ∗(x) = C(x)J (x) for an arbitrary nonvanishing Casimir invariant C(x) and
H∗(x) = Φ(H(x), C1(x), . . . , Cn−r(x)) for every smooth function Φ(z1, . . . , zn−r+1) such
that ∂z1Φ 6= 0 everywhere. We thus have η(x) = C(x)∂HΦ(H(x), C1(x), . . . , Cn−r(x)).
• If r ≥ 4 and J (x) is symplectic, then J ∗(x) = cJ (x), with c a nonzero constant, and
H∗(x) = Φ(H(x)) for every smooth function Φ(z) such that Φ′(z) 6= 0 everywhere. In this
case, it is η(x) = cΦ′(H(x)).
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This completes the presentation of results. In the next section, some examples are given.
4. Examples
Example 1. Classical Hamiltonian systems: the harmonic oscillator.
As indicated in Section 2, in the case of Hamiltonian systems the fact of performing an NTT
preserving the existence of a (possibly different) Poisson structure, often does not preserve the
Hamiltonian form of the equations of motion. According to Theorem 1, the outcome is also
Hamiltonian if and only if η(x) = φ(H(x)). It is illustrative to see how this result arises for
a specific system. For this, the harmonic oscillator is chosen, namely H(x) = (x21 + x
2
2)/2.
Accordingly, we have:
(
x˙1
x˙2
)
= J · ∇H =
(
0 1
−1 0
)
·
(
x1
x2
)
=
(
x2
−x1
)
If an NTT of the form (3) leads to a Hamiltonian system, this means that
(
η(x1, x2)x1
η(x1, x2)x2
)
= ∇H∗(x1, x2) =
(
∂1H
∗(x1, x2)
∂2H
∗(x1, x2)
)
The left-hand side of this expression is a gradient if and only if ∂2(η(x1, x2)x1) = ∂1(η(x1, x2)x2).
This expression is equivalent to the following PDE: x2∂1η(x1, x2)−x1∂2η(x1, x2) = 0. The general
solution of this PDE consists of all the functions η(x1, x2) associated with NTTs that preserve
the Hamiltonian character of the equations of motion. Making use of the characteristics method
we have:
dx1
x2
=
dx2
−x1
, dη = 0
We thus find two quadratures, namely: c1 = x
2
1 + x
2
2, and c2 = η. This implies that the general
solution is of the form η(x1, x2) = f(x
2
1 + x
2
2). Taking into account the functional form of
H(x1, x2), this is equivalent to η(x1, x2) = φ(H(x1, x2)). We thus see how this result can of
course be developed from direct calculations, in spite that it arises in a simpler and more general
way in the context of Theorem 1.
Example 2. Three-dimensional Poisson systems.
It is interesting to display an example showing when, and how, Theorem 3 works. Two cases
will be illustrated: when the theorem is applicable and when it is not. For this, we shall consider a
general 3-d Poisson system x˙ = J (x)·∇H(x), with x = (x1, x2, x3)
T , defined in a domain in which
Rank(J )= 2. This is the generic situation of interest in the 3-d case. In fact, the number of 3-d
Poisson systems of rank two reported and analyzed in the literature is very significant: there are
instances corresponding to the Euler top, the Kermack-McKendrick model for epidemics, several
integrable cases of the Lorenz system, the Lotka-Volterra equations from population dynamics,
the May-Leonard model, different families of Quasi-Polynomial systems, the Halphen equations,
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the circle maps system, the Maxwell-Bloch equations, several formulations of the Rabinovich
system, the RTW interaction equations, etc. For instance, see [2, 4, 7, 8] and references therein
for a sample. In addition many Poisson systems defined for a general dimension n are meaningful,
in particular, in the case n = 3. The developments presented in this example are valid for all
these 3-d systems and can be applied directly to any of them.
Since it is Rank(J )= 2 everywhere, there is one independent Casimir invariant C(x). Addi-
tionally, we introduce a generic auxiliary smooth function K(x) independent on H(x) and C(x).
No specific functional form is assigned to K(x) for the sake of generality.
Accordingly, as a first possibility we focus on an instance complying to all the conditions
established in the proof of Theorem 3. For this, the following dependence is considered for
function G(x) in (7):
G(x) = M(x,H(x), C(x),K(x)) = x21x2x3K +HC
2
Then, it is P (x,K) = x21x2x3K and Φ(H,C) = HC
2. Now it is clear that ∇G−∇P is a gradient,
actually it is ∇(G − P ) = ∇Φ(H,C) = C2∇H + 2HC∇C. Thus the problem follows the lines
given in the proof of Theorem 3, and we have H∗(x) = Φ(H(x), C(x)) = H(x)C2(x). Then, we
find J ·∇H∗ = J · (C2∇H+2HC∇C) = C2J ·∇H. Thus the NTT associated with this specific
form of G(x) is the one defined in terms of function η(x) = C2(x).
As the second possibility, we choose an instance based on the same dynamical system, on the
same Poisson structure, and on the same functions C(x), H(x) and K(x), but this time defined
in such a way that the requirements developed in the proof of Theorem 3 are not verified. For
this, we now define an alternative function G˜(x):
G˜(x) = M˜(x,H(x), C(x),K(x)) = x21x2x3K + x1HC
2
We see that G˜(x) is not of the form P (x,K) + Φ(H,C). Anyway, let us try to reproduce the
same steps in order to arrive to an NTT preserving the Poisson structure. For convenience, let
us write G˜(x) = P (x,K) + x1Φ(H,C). By differentiation, we find:
∇(G˜− P )−HC2~e1 = x1(C
2∇H + 2HC∇C)
with ~e1 = (1, 0, 0)
T . From the point of view of characterizing all possible NTTs, we can write
the most general form of this expression by multiplying both sides by a smooth nonvanishing
function γ(x):
γ∇(G˜− P )− γHC2~e1 = x1γ(C
2∇H + 2HC∇C)
Thus, after multiplying by the structure matrix we obtain:
J ·
[
γ∇(G˜− P )− γHC2~e1
]
= (x1γC
2)J · ∇H
Therefore, this process seems to lead to an NTT defined in terms of function η(x) = x1γ(x)C
2(x)
and applied to the initial Poisson system. Recall that according to (5) the structure matrix J (x)
must remain the same after the NTT. However, if this is the case then there must be a function
H∗(x) such that ∇H∗(x) = γ∇(G˜ − P ) − γHC2~e1 = x1γ∇(HC
2). But this is possible if and
only if x1γ = ξ(HC
2) for some smooth and nonvanishing one-variable function ξ(z). In such
case, we have η(x) = x1γ(x)C
2(x) = ξ(HC2)C2, which does correspond to the kind of NTTs
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that preserve the Poisson structure according to Theorem 3. For the rest of choices of function
γ(x) the outcome is that the expression x1γ∇(HC
2) is not a gradient and therefore H∗(x) does
not exist.
5. Final remarks
As mentioned in the Introduction, NTTs constitute a valuable tool for the analysis of Poisson
systems in different domains. In this sense, the study of NTTs preserving the Poisson format
becomes a logical issue that provides results of interest, as well as an increasingly rich perspective
of finite-dimensional Poisson structures. In this letter NTTs that strictly preserve the Poisson
structure have been characterized constructively. This problem is relevant not only from a fun-
damental point of view, but also because it is natural in different applied contexts. Additionally,
the results reported are not limited in dimension or in rank of the Poisson structure, thus being
remarkably general in scope. Moreover, the characterizations obtained have been unified with
those previously developed in [3], thus leading to a broader perspective. Of course, the role of
NTTs in the Poisson framework is not completely understood at present, and therefore this issue
should deserve additional attention in the future.
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