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Abstrak 
Diabetes merupakan penyakit yang banyak diderita oleh masyarakat dengan ciri-ciri berupa tingginya 
kadar gula di dalam darah. International  Diabetic  Federation (IDF) mengestimasi jumlah penduduk Indonesia 
usia  20  tahun  ke  atas,  menderita  diabetes sebanyak  5,6  juta  orang  pada  tahun  2001, dan   meningkat   
menjadi   8,2   juta   orang pada    tahun    2020. Permasalahan yang terjadi adalah banyak masyarakat yang tidak 
mengetahui bahwa mereka menderita penyakit diabetes karena tidak mempunyai pengetahuan dasar mengenai 
penyakit diabetes serta metode yang ada untuk mendeteksi diabetes adalah memakan waktu lama. Dalam 
penelitian ini membandingkan tiga metode data mining yaitu algoritma neural network, naïve bayes, dan logistic 
regression dengan menggunakan aplikasi rapid miner dengan menerapkan Evaluasi Confussion Matrix (Accuracy) 
dan ROC Curve. Hasil dari penelitian ini adalah metode logistic regression merupakan metode yang cukup baik 
dalam memprediksi secara dini diagnosis penyakit diabetes dibandingkan dengan metode naïve bayes dan neural 
network. Dari evaluasi dan validasi, diketahui bahwa logistic regression memiliki nilai accuracy dan AUC paling 
tinggi diantara metode yang  dikomparasikan yaitu 75.78% dan AUC 0.801, diikuti oleh algoritma naïve bayes yaitu 
74.87% dan AUC 0.799, dan neural network yaitu  69,27 % dan AUC 0.736 memiliki akurasi yang paling rendah. 
Kata Kunci: diabetes, naïve bayes, neural network, logistic regression 
 
Abstract 
Diabetes is a disease that affects many people with the characteristics of high blood sugar levels. The International 
Diabetic Federation (IDF) estimates the number of Indonesians aged 20 years and over, suffering from diabetes at 5.6 
million people in 2001, and increasing to 8.2 million people in 2020. The problem that occurs is that many people do 
not know that they suffer from diabetes because they do not have basic knowledge about diabetes and the existing 
methods to detect diabetes are time consuming. In this study, three data mining methods were compared, namely the 
neural network algorithm, naïve Bayes, and logistic regression using the rapid miner application by applying the 
Confusion Matrix Evaluation (Accuracy) and the ROC Curve. The result of this research is that logistic regression 
method is a fairly good method in predicting early diagnosis of diabetes compared to the naïve Bayes method and the 
neural network. From the evaluation and validation, it is known that logistic regression has the highest accuracy and 
AUC values among the comparable methods, namely 75.78% and AUC 0.801, followed by the naïve Bayes algorithm 
which is 74.87% and AUC 0.799, and the neural network is 69.27% and AUC 0.736. has the lowest accuracy. 
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Diabetes adalah penyakit kronis serius yang terjadi karena pankreas tidak menghasilkan cukup 
insulin (hormon yang mengatur gula darah atau glukosa), atau ketika tubuh tidak dapat secara efektif 
menggunakan insulin yang dihasilkannya (Maulidah et al., 2020). International  Diabetic  Federation (IDF) 
mengestimasi jumlah penduduk Indonesia usia  20  tahun  ke  atas,  menderita  diabetes sebanyak  5,6  juta  
54 
orang  pada  tahun  2001, dan   meningkat   menjadi   8,2   juta   orang pada    tahun    2020 (Donsu et al., 
2014). 
Banyak masyarakat yang awalnya tidak tahu bahwa mereka menderita penyakit diabetes karena 
tidak mempunyai pengetahuan dasar mengenai penyakit diabetes serta mengalami keterbatasan waktu 
untuk melakukan konsultasi kepada dokter (Widodo et al., 2021). Metode yang ada untuk deteksi diabetes 
adalah dengan menggunakan tes laboratorium seperti glukosa darah dan toleransi glukosa oral. Namun, 
metode ini memakan waktu lama (Apriliah et al., 2021). 
Untuk melakukan deteksi dini penyakit diabetes, dapat dikembangkan suatu sistem untuk 
memprediksi penyakit dengan memanfaatkan berbagai metode. Salah satu metode yang dapat digunakan 
yaitu metode data mining dengan prinsip klasifikasi (Efendi & Wibawa, 2018). Pada penelitian-penelitian 
terdahulu, sudah dilakukan penelitian klasifikasi di bidang kesehatan dengan menggunakan teknik atau 
algoritma data mining (Hairani et al., 2018) dengan studi kasus penyakit diabetes di antaranya 
menggunakan Algoritma Klasifikasi Decision Tree, Naïve Bayes, Support Vector Machine (SVM), Artificial 
Neural Network (ANN), C4.5, dan penggunaan Logistic Regression Statistical Model yang data nya diperoleh 
dataset publik. 
Penelitian ini dilakukan karena belum adanya penelitian sebelumnya yang melakukan perbandingan 
dengan tiga algoritma klasifikasi diantaranya Neural Network, Naive Bayes dan Logistic Regression untuk 
memprediksi penyakit diabetes agar dapat mengetahui algoritma yang memiliki tingkat keakuratan paling 
tinggi menggunakan aplikasi Rapid Miner dengan menerapkan Evaluasi Confussion Matrix (Accuracy) dan 
ROC Curve. 
 
II. STUDI PUSTAKA 
A. Data Mining 
   Data    mining    merupakan    proses    iterative    dan interaktif  untuk  menemukan  pola  atau  
model  baru yang  sempurna,  bermanfaat  dan  dapat  dimengerti dalam  suatu  database  yang  sangat  
besar  (massive database).  Data  mining  berisi  pencarian  trend  atau pola  yang  diinginkan  dalam  
database  besar  untuk membantu  pengambil  keputusan diwaktu  yang  akan datang,   pola-pola   ini   
dikenali   perangkat   tertentu yang  dapat  memberikan  suatu  analisa  data  yang berguna   dan   
berwawasan   yang   kemudian   dapat dipelajari  dengan  lebih  teliti,  yang  mungkin  saja menggunakan 
perangkat pendukung keputusan yang lain. (Sikumbang, 2018) 
B. Neural Network 
Menurut Han, J., & Kamber, M. (2006) Neural network adalah satu set unit input/output yang 
terhubung dimana tiap relasinya memiliki bobot,Selama fase pembelajaran, neural network menyesuaikan 
bobot sehingga dapat memprediksi class yang benar dari tupple (Saputra & Widodo, 2014) 
C. Naïve Bayes 
Naïve Bayes merupakan sebuah pengklasifikasian probabilistik sederhana yang menghitung 
sekumpulan probabilitas dengan menjumlahkan frekuensi dan kombinasi nilai dari dataset yang diberikan 
(Saleh, 2015) 
D. Logistic Regression 
Regresi logistik (Logistic regression) adalah bagian dari analisis regresi yang digunakan ketika 
variabel dependen (respon) merupakan variabel dikotomi. Variabel dikotomi biasanya hanya terdiri atas 
dua nilai yang mewakili kemunculan atau tidak adanya suatu kejadian yang biasanya diberi angka 0 atau 1 
(Saputra & Widodo, 2014) 
E. Rapid Miner 
RapidMiner adalah platform perangkat lunak data ilmu pengetahuan yang dikembangkan oleh 
perusahaan dengan nama yang sama, yang menyediakan lingkungan terpadu untuk pembelajaran mesin 
(machine learning), pembelajaran mendalam (deep learning), penambangan teks (text mining), dan 
analisis prediktif (predictive analytics). RapidMiner dikembangkan dengan model open core. (Muhammad 





F. ROC Curve 
Menurut Vercellis (2009) ROC  (Receiver  Operating  Characteristics)  curve adalah  teknik  untuk  
menampilkan,  mengorganisasi  dan memiliki  teknik  klasifikasi berdasarkan  performanya.  ROC  
mengekspresikan confusion  matrix. ROC  adalah grafik  dua  dimensi  dengan false  positives sebagai  garis  
horisontal  dan true  positives sebagai  garis  vertikal (Sofi, 2013) 
G. Confusion Matrix 
Confusion matrix adalah suatu metode yang biasanya digunakan untuk melakukan perhitungan 
akurasi pada konsep data mining.Confusion matrix digambarkan dengan tabel yang menyatakan jumlah 
data uji yang benar diklasifikasikan dan jumlah data uji yang salah diklasifikasikan (Rahman et al., 2017) 
 
III. METODE PENELITIAN  
Ada dua pendekatan utama dalam penelitian yaitu pendekatan kualitatif dan pendekatan kuantitatif. 
Dalam penelitian ini metode penelitian yang digunakan yaitu metode penelitian kuantitatif. Metode 
penelitian kuantitatif dibagi menjadi 3 sub kategori yaitu inferentia, experimental, dan simulasi. 
Metode yang digunakan dalam penelitian ini adalah metode eksperimen, dalam metode eksperimen 
ini ada perlakuan (treatment). Dalam melakukan penelitian tentunya banyak metode yang dapat 
digunakan, salah satunya dengan metode eksperimen. Metode eksperimen merupakan bagian dari metode 
kuantitatif yang mempunyai ciri khas tersendiri (Najamuddin & Hidayaturrahman, 2017). 
Penelitian ini memiliki tujuan yaitu untuk melakukan komparasi dan evaluasi model algoritma 
Neural Network, Naïve Bayes dan Logistic Regression untuk mengetahui algoritma yang memiliki 
keakuratan lebih tinggi dalam memprediksi penyakit diabetes.   
Pada tahap evaluasi menggunakan confusion matrix yang dilakukan menggunakan tools rapid miner 
akan diperoleh nilai accuracy, sensitivity, specificity, PPV dan NPV. Akurasi dapat dihitung menggunakan 
rumus.  
Accuracy  =   (1) 
Dimana: 
TP : Jumlah kasus positif yang diklasifikasikan sebagai positif 
FP : Jumlah kasus negatif yang diklasifikasikan sebagai positif  
TN : Jumlah kasus negatif yang diklasifikasikan sebagai negatif  
FN : Jumlah kasus positif yang diklasifikasikan sebagai negatif  
Sensitivitas dan spesifitas dapat digunakan sebagai ukuran statistik dari kinerja klasifikasi biner, 
sensitivitas dan spesifitas digunakan untuk mengukur model yang paling baik dan untuk memilih model 
yang paling efisien. Sensitivitas mengukur proporsi true positive yang diidentifikasikan dengan benar, 
spesifitas mengukur proporsi true negative yang diidentifikasikan dengan benar, dapat dihitung 
menggunakan rumus: 
Sensitivity =   (2) 
Specificity =  (3) 
Sensitivity juga dapat dikatakan true positive rate (TP rate) atau recall. Nilai sensitivity 100% berarti 
menunjukan bahwa pengklasifikasian mengakui sebuah kasus yang diamati positif. Misalnya semua orang 
yang memiliki penyakit diabetes dinyatakan sakit.  
Sedangkan untuk PPV (Predictive Positif Value) adalah proporsi kasus dengan hasil diagnosa positif, 
NPV (Negative Prediktif Value) adalah proporsi kasus dengan hasil diagnosa negatif, dapat dihitung 
menggunakan rumus: 
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PPV =  (4) 
NPV =  (5) 
Berikut langkah-langkah dalam melakukan penelitian: 
 
A. Pengumpulan Data  
Dalam penelitian ini menggunakan data penyakit diabetes yang didapat dari dataset Kaggle dan 
dapat diakses melalui https://www.kaggle.com/uciml/pima-indians-diabetes-database . Dimana datanya 
terdiri dari 768 data dengan beberapa atribut yaitu Pregnancies, Glucose, Blood Pressure, Skin Thickness, 
Insulin, BMI, Diabetes Pedigree Function, Age dan Outcome.  Atribut- atribut yang menjadi parameter 
terlihat pada Tabel 1. dibawah ini:  





















BMI 0,0 - 23,9 
24,0 - 28,5 
28,6 - 32,5 
32,6 - 35,9 
36,0 - 39,5 
>=39,6 
Diabetes Pedigree Function 0,078 - 0,199 
0,200 - 0,399 
0,400 - 0,997 
1,001 - 1,096 
1,101 - 2,420 
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B. Pengolahan Data Awal  
Dalam langkah ini pengolahan data awal meliputi proses input data ke format yang dibutuhkan, dan 
cleaning data. Dari proses pengolahan data awal sebanyak 768 data dengan 268 data dengan kelas Ya 
(Positif) dan 500 data dengan kelas Tidak (Negative).   
C. Metode yang diusulkan  
Dalam penelitian ini metode yang di usulkan adalah metode klasifikasi data mining yaitu algoritma 
Neural Network, Naïve Bayes dan Logistic Regression.  
D. Eksperimen dan Pengujian Model  
Pada bagian ini pengujian model yang digunakan yaitu menggunakan Cross Validation.  
E. Evaluasi Hasil  
Pada langkah ini dilakukan pengujian terhadap model-model untuk mendapatkan informasi model 
yang akurat. Kemudian dilakukan evaluasi dengan menggunakan metode confusion matrix dan curva ROC. 
 
Gambar 1. Langkah –langkah Penelitian 
 
IV. HASIL DAN PEMBAHASAN  
A. Eksperimen dan Pengujian Model Neural Network 
Pembuatan model neural network dilakukan dengan dataset yang terdiri dari 8 variabel atau atribut 
dan satu kelas. Kemudian data divalidasi agar proses pelatihan dapat berjalan dengan cepat dan mampu 
digunakan untuk melakukan pelatihan.  
B. Evaluasi Model dengan Confusion Matrix 
Model confusion matrix akan membentuk matrix yang terdiri dari true positive atau tupel positif   dan 
true   negative atau tupel negatif, kemudian masukan data testing yang sudah disiapkan ke dalam confusion  
matrix sehingga didapatkan hasil pada tabel dibawah ini: 
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Tabel 2. Confusion Matrix Algoritma Neural Network 
 True Ya True Tidak Class precision 
Pred. Ya 137 105 56.61% 
Pred. Tidak 131 395 75.10% 
Class recal 51.12 % 79.00 %  
Berdasarkan tabel diatas dari data testing terdapat rincian jumlah true positive (TP) 137, False 
Negative (FN) 395, False Positif (FP) 131, True Negative (TN) 105. Dari data tersebut maka dapat dihitung 
nilai accuracy, sensitvity, specifity, PPV dan NPV. Data hasil olahan dapat dilihat pada tabel di bawah: 
Tabel 3. Confusion Matrix Algoritma Neural Network 
 Nilai 
Accuracy 69,27 % 
Sensitivity 25,75 % 
Specificity 44,49 % 
PPV 51,12 % 
NPV 21,00 % 
Maka dapat disimpulkan bahwa algoritma Naive Bayes dapat memprediksi penyakit diabetes Positif 
dan Negatif dengan akurasi yang baik sebesar 69,27%, untuk mengukur model yang paling baik dan model 
paling efisien maka digunakan sensitivity dan specificity. Algoritma Naive Bayes dapat mengukur proporsi 
true positif atau sensitivity sebesar 0,2575 (25,75%), mengukur proporsi true negatif NO atau specificity 
sebesar 0,4449 (44,49%). Sedangkan untuk mengukur proporsi kasus dengan hasil prediksi positif 
menggunakan positive prediktive value (PPV) dan untuk mengukur proporsi kasus dengan prediksi 
negative menggunakan negative prediktive value (NPV). Algoritma Naive Bayes dapat mengukur proporsi 
kasus dengan hasil prediksi true positive atau PPV secara benar sebesar 0,5112 (51,12%) dan pediksi true 
negative NO atau NPV sebesar 0,21 (21,00%).  
 
C. Hasil Pemodelan Model Neural Network 
Neural net yang dihasilkan dari pengolahan data training dengan metode neural network adalah 
multilayer perceptron. Terdiri dari tiga layer, yaitu Input layer terdiri dari 34 neuron (33 neuron terdiri 
dari atribut dan satu neuron adalah bias), satu buah hidden layer yang terdiri dari 20 buah neuron (19 
neuron terdiri dari hidden layer dan satu neuron adalah bias), dan dua buah output layer yang merupakan 
hasil prediksi penyakit diabetes Positif dan hasil prediksi penyakit diabetes Negatif, berikut model dengan 
Framework Rapidminer versi 9.9.00. Sehingga jika model tersebut dijalankan maka akan didapatkan hasil 
seperti gambar 2 dibawah ini: 
 
Gambar 2. Model Neural Network 
Neuron bias terdiri dari dua, yaitu pada input layer yang terhubung pada neuron-neuron pada hidden 
layer dan pada hidden layer yang terhubung pada output layer. Setelah semua nilai awal di inisialisasi, 
kemudian dihitung input dari tiap neuron untuk membangkitkan output layer. Setelah semua nilai awal 
diinisialisasi, kemudian dihitung input dari tiap neuron untuk membangkitkan output dengan 




Setelah didapat nilai dari fungsi aktifasi, hitung nilai error antara nilai yang diprediksi dengan nilai 
yang sesungguhnya. Setelah nilai error dihitung, selanjutnya dibalik ke layer sebelumnya 
(backpropagated). Nilai Error yang dihasilkan dari langkah sebelumnya digunakan untuk memperbarui 
bobot relasi.  
 
D. Eksperimen dan Pengujian Model Naïve Bayes 
Pembuatan model naïve bayes dilakukan dengan dataset yang terdiri dari 8 variabel atau atribut dan 
satu kelas. Kemudian data divalidasi agar proses pelatihan dapat berjalan dengan cepat dan mampu 
digunakan untuk melakukan pelatihan.  
 
E. Evaluasi Model Dengan Confusion Matrix 
Model confusion matrix akan membentuk matrix yang terdiri dari true positive atau tupel positif   
dan true   negative atau tupel negatif, kemudian   masukan   data testing yang   sudah disiapkan ke dalam 
confusion matrix sehingga didapatkan hasil pada tabel dibawah ini: 
Tabel 4. Confusion Matrix Algoritma Naïve Bayes 
 True Ya True Tidak Class precision 
Pred. Ya 161 86 65.18% 
Pred. Tidak 107 414 79.46% 
Class recal 60.07 % 82.80 %  
Berdasarkan tabel diatas dari data testing terdapat rincian jumlah true positive (TP) 161, False 
Negative (FN) 414, False Positif (FP) 107, True Negative (TN) 86. Dari data tersebut maka dapat dihitung 
nilai accuracy, sensitvity, specifity, PPV dan NPV. Data hasil olahan dapat dilihat pada tabel di bawah: 







Maka dapat disimpulkan bahwa algoritma Naive Bayes dapat memprediksi penyakit diabetes Positif 
dan Negatif dengan akurasi yang baik sebesar 74.87%, untuk mengukur model yang paling baik dan model 
paling efisien maka digunakan sensitivity dan specificity. Algoritma Naive Bayes dapat mengukur proporsi 
true positif atau sensitivity sebesar 0,28 (28,00%), untuk mengukur proporsi true negatif NO atau 
specificity sebesar 0,4455 (44,55%). Sedangkan untuk mengukur proporsi kasus dengan hasil prediksi 
positif menggunakan positive prediktive value (PPV) dan untuk mengukur proporsi kasus dengan prediksi 
negative menggunakan negative prediktive value (NPV). Algoritma Naive Bayes dapat mengukur proporsi 
kasus dengan hasil prediksi true positive atau PPV secara benar sebesar 0,6007 (60,07%) dan pediksi true 
negative NO atau NPV sebesar 0,172 (17,02%). 
F. Tabel Probabilitas  
Data dalam penlitian ini diambil dari data dataset Kaggle yang terdiri dari 8 atribut predictor dan 1 
atribut hasil. Data yang didapat dari kaggel sebanyak 768 data. 
Tabel 6. Probabilitas Kelas 
Kelas 
Ya Tidak 






Sumber: Data hasil olahan 
60 
Tabel di atas merupakan nilai probabilitas untuk setiap kelas berdasarkan data yang ada. Dalam 
membuat model Naive Bayes terlebih dahulu kita mencari probabilitas hipotesis untuk masing-masing 
Kelas P (H). Hipotesis yang ada yaitu pasien yang menderita penyakit diabetes dan pasien yang tidak 
menderita penyakit diabetes. Data yang digunakan adalah data utama yang diperoleh dari Kaggle, dengan 
total data yaitu 768 data. 268  pasien yang menderita penyakit diabetes dan 500 pasien yang tidak 
menderita penyakit diabetes, perhitungan probabilitas yaitu seperti dibawah ini:  
P(Ya) = 268:768 = 0,348 
P(Tidak) = 500:768 = 0,651 
Setelah probabilitas untuk tiap hipotesis diketahui, langkah selanjutnya adalah menghitung 
probabilitas  kondisi  tertentu  (probabilitas  X) berdasarkan probabilitas tiap hipotesis (probabilitas H) 
atau dinamakan probabilitas prior.  
 
Pada probabilitas prior terdapat dua class yang dibentuk, yaitu: 
Kelas hasil = Ya 
Kelas hasil = Tidak 
Probabilitas prior digunakan untuk menentukan kelas pada kasus baru yang terlebih dahulu 
dihitung probabilitas posterior nya. Jika ada kasus baru yang terlihat seperti dibawah ini: 
Misalnya ada data pasien dengan gejala Pregnancies (0 – 5), Glucose (90 – 99), BloodPressure  (100 - 
184), SkinThickness (0 – 20), Insulin (>= 100 ), BMI (24,0 - 28,5), Diabetes Pedigree Function (1,001 - 
1,096), Age (60 – 81). Pasien tersebut mengalami penyakit diabetes atau tidak? 
Setelah diketahui  probabilitas setiap atribut terhadap probabilitas tiap kelas atau P(X|Ci), maka 
langkah selanjutnya adalah menghitung nilai probabilitas akhir untuk setiap kelas: 
P(X|Ya)=P(Pregnancies =0 – 5|Ya)* P(Glucose =90 – 99 |Ya)* P(BloodPressure = 100 - 184|Ya)* 
P(SkinThickness =0 – 20 |Ya)*P (Insulin = >= 100) | Ya) 
= 168/268 x 10/268 x 12/268 x 104/268 x 111/268  
= 0,626 x 0,037 x 0,044 x 0,388 x 0,414  
= 0, 00016370456 
 
P(X|Tidak)=P(Pregnancies =0 – 5| Tidak)* P(Glucose =90 – 99 | Tidak)* P(BloodPressure = 100 - 184| 
Tidak)* P(SkinThickness =0 – 20 | Tidak)*P (Insulin = >= 100) | Tidak) 
= 399/500 x 84/500 x 10/500 x 247/500 x 134/500  
= 0,798 x 0,168 x 0,02 x 0,494 x 0,5  
= 0,00066227616 
Selanjutnya nilai tersebut dimasukkan untuk mendapatkan probabilitas akhir. 
P(X|hasil= Ya)P(Ya) = 0,348 x 0, 0001637045688 = 0,0005696918688 
P(X|hasil=Tidak)P(Tidak) = 0,651 x 0,00066227616 = 0,00066227616 
Karena nilai probabilitas akhir terbesar berada dikelas Tidak, maka pasien tersebut tidak mengalami 
penyakit Diabetes. Dari perhitungan innilah kita dapat mengetahui apakah pasien tersebut mengalami 
penyakit diabetes atau tidak.  
G. Eksperimen dan Pengujian Model Logistic Regression 
Pembuatan model Logistic Regression dilakukan dengan dataset yang terdiri dari 8 variabel atau 
atribut dan satu kelas. Kemudian data divalidasi agar proses pelatihan dapat berjalan dengan cepat dan 
mampu digunakan untuk melakukan pelatihan. Berikut merupakan pembuatan model Logistic Regression 





Gambar 3. Model Proses Logistic Regression 
 
Gambar diatas merupakan gambar proses pertama untuk pemodelan logistic regression yang 
diawali dengan Import file, Setelah itu dilakukan pengujian dengan menggunakan operator cross validation. 
 
Gambar 4. Model Proses Validasi Logistic Regression 
 
H. Evaluasi Model Dengan Confusion Matrix 
Model confusion matrix akan membentuk matrix yang terdiri dari true positive atau tupel positif   
dan true negative atau tupel negatif, kemudian masukan data testing yang sudah disiapkan ke dalam 
confusion matrix sehingga didapatkan hasil pada tabel dibawah ini: 
Tabel 7. Confusion Matrix Algoritma Logistic Regression 
 True Ya True Tidak Class precision 
Pred. Ya 147 65 69,34 % 
Pred. Tidak 121 435 78,24 % 
Class recal 54,85 % 87,00 %  
Berdasarkan tabel diatas dari data testing terdapat rincian jumlah true positive (TP) 161, False 
Negative (FN) 414, False Positif (FP) 107, True Negative (TN) 86. Dari data tersebut maka dapat dihitung 
nilai accuracy, sensitvity, specifity, PPV dan NPV. Data hasil olahan dapat dilihat pada tabel di bawah: 







Maka dapat disimpulkan bahwa algoritma Logistic Regression dapat memprediksi penyakit diabetes 
Positif dan Negatif dengan akurasi yang baik sebesar 75.78%, untuk mengukur model yang paling baik dan 
model paling efisien maka digunakan sensitivity dan specificity. Algoritma logistic regression dapat 
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mengukur proporsi true positif atau sensitivity sebesar 0,2525 (25,25%), untuk mengukur proporsi true 
negatif NO atau specificity sebesar 0,3494 (34,94%). Sedangkan untuk mengukur proporsi kasus dengan 
hasil prediksi positif menggunakan positive prediktive value (PPV) dan untuk mengukur proporsi kasus 
dengan prediksi negative menggunakan negative prediktive value (NPV). Algoritma logistic regression 
dapat mengukur proporsi kasus dengan hasil prediksi true positive atau PPV secara benar sebesar 0,5485 
(54,85%), dan pediksi true negative NO atau NPV sebesar 0,13 (13,00%).  
I.  Model Kurva ROC 
Hasil perhitungan kurva ROC untuk Algoritma Neural Network hasilnya sebesar 0.736 dan dapat 
dilihat bentuk dari kurvanya seperti gambar 5: 
 
Gambar 5. Kurva ROC model Algoritma Neural Network 
Hasil perhitungan kurva ROC untuk Algoritma Naïve Bayes hasilnya sebesar 0.799 dan dapat dilihat 
bentuk dari kurvanya seperti gambar 6. 
 
Gambar 6. Kurva ROC model Algoritma Naïve Bayes 
Hasil perhitungan kurva ROC untuk Algoritma Logistic Regression hasilnya sebesar 0.801 dan dapat 
dilihat bentuk dari kurvanya seperti gambar 7. 
 
Gambar 10. Kurva ROC model Algoritma Logistic Regression 
Pebandingan hasil perhitungan nilai AUC untuk metode neural network, naïve bayes dan logistic 
regression dapat dilihat pada Tabel 9. 







AUC 0.736 0.799 0.801 
Tabel 4.9 menggambarkan bahwa hasil perbandingan nilai AUC, menunjukan bahwa algoritma 
Logistic Regression mendapatkan nilai tertinggi yaitu 0,801 diikuti dengan naïve bayes dengan nilai 0,799, 




klasifikasi baik (Good Classification) yang didapatkan dari algoritma logistic regression, dikarenakan 
memiliki nilai diantara 0.80-0.90 (Gorunescu, 2011). 
J. Analisis Hasil Komparasi 
Komparasi hasil perhitungan confusion matrix dan AUC untuk metode naïve bayes, neural network 
dan logistic regression dapat dilihat pada Tabel 10 berikut ini: 
Tabel 10. Komparasi Nilai AUC 
 Neural 
Network 
Naïve Bayes  Logistic 
Regression 
Accuracy   69,27 % 74.87% 75.78% 
Sensitivity 25,75 % 28,00% 25,25% 
Specificity 44,49 % 44,55% 34,94% 
PPV 51,12 % 60,07% 54,85% 
NPV 21,00 % 17,02% 13,00% 
AUC 0.736 0.799 0.801 
 
V. SIMPULAN  
Dalam penelitian ini dilakukan pengujian model dengan membandingkan tiga metode data mining 
yaitu algoritma neural network, naïve bayes, dan logistic regression, hasil evaluasi dan validasi, diketahui 
bahwa logistic regression memiliki nilai accuracy dan AUC paling tinggi diantara metode yang  
dikomparasikan yaitu 75.78% dan AUC 0.801, diikuti oleh algoritma naïve bayes yaitu 74.87% dan AUC 
0.799, dan neural network yaitu  69,27 % dan AUC 0.736 memiliki akurasi yang paling rendah. Dengan 
demikian, metode logistic regression merupakan metode yang cukup baik dalam memprediksi secara dini 
diagnosis penyakit diabetes. 
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