The aim of this work is to use systematically the symmetries of the (one dimensional) PDE :
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1 Introduction
Let us consider a one-dimensional Itô's stochastic differential equation (SDE) for a diffusion process z(·) , of the form dz(t) = √ γdw(t) + B(t, z(t))dt (1.1)
where γ denotes a positive constant, w a standard Wiener process (or Brownian motion) and D is the drift of the process. The reason why it is called a drift is that B represents a (conditioned) mean time derivative. More generally if F = F (t, q) ∈ C 2 0 then it is in the domain D D of the following "infinitesimal generator" of z : E t F (t + ∆t, z(t + ∆t)) − F (t, z(t)) ∆t (1.2) where E t denotes the conditional expectation given z(t) = q. Eq(1.2) results from K.Itô's formula. The theory of equations like Eq(1.1) is due to him and has been developed along the same line as the corresponding deterministic first order ODE (ie with γ = 0 [13] ). In particular, it is known that if B satisfies a Lipschitz condition, z s is mesurable with respect to a σ-algbra P s and such that, if E|z s | 2 < ∞, then Eq(1.1) with initial condition z(s) = z s has an unique solution z(t), t s. As it is familiar in the deterministic context of ODE, the richest mathematical structures appear for equations of second order in time, those introduced historically for Newton systems of equations [2] . The Lagrangian and Hamiltonian frameworks are indeed at the origin of the modern algebraic, geometric and analytic approaches to dynamics. When the only information we have on B is, as before, a Lipschitz condition there is no way to connect Eq(1.1) with any such frameworks. On the other hand, there is a general approach called "Stochastic Deformation" [20] whose aim is precisely to deform along the paths of various kinds of stochastic processes the main geometric and algebraic tools of classical mechanics. In this context, it becomes clear that the drift B of Eq(1.1) needs to be of very special forms. For the elementary partial operator H mentioned in the abstract, B should be a logarithmic derivative (for a general H, however, B is not a gradient) then it is possible to implement H as playing the same role as a quantum Hamiltonian deforming a Newtonian system with potential V. The main difference with the quantization method is that, although the quantum deformation is not a probabilistic one, the deformation advocated here uses well defined probability measures, in our elementary diffusion case defined on spaces of continuous trajectories. The reason why for H as before, B should be a logarithmic gradient derivative is, in fact, of quantum origin. Let A φt denotes the quantum "expectation" of any observable A (for the system with Hamiltonian H) in the state φ t at time t, φ t ∈ L 2 (R). Then
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3 denoting by P the momentum of this system, P φt = φ t (q)(−i √ γ ▽ φ t (q))dq = |φ t (q)| 2 ▽ (−i √ γ log φ t (q))dq (1.3) So to the observable P sould correspond ▽(−i √ γ log φ t (q)), where q should be the value of a random variable with probability density |φ t (q)| 2 dq. Here we are going to stay as close as possible from this quantum context, but definitely on the probabilistic side where probabilistic processes make sense. The content of this paper is the following : In the section 2, we describe the stochastic deformation of the Hamilton-Jacobi equation for our underlying Newtonian system. It is known in the litterature of optimal control theory as Hamilton-Jacobi-Bellman (HJB). We summarize, then, the method of isovectors and its results for HJB, following [16] . Section 3 is devoted to an algebraic approach to the deformation of the classical Liouville 2-form Ω, the foundation of Symplectic Geometry. In relation with classical Hamiltonian mechanics, a key property of Ω is to be invariant under the time evolution. We shall prove the stochastic deformation of this property in Section 4. The rest of the paper, divided into various sections, considers in details two illustrations of the method of isovectors for solving stochastic differential equations.
The first one focuses on the symmetries for a potential V in H of the form V = C q 2 +Dq 2 and any values of the constants C and D. The second describes an alternative approach to an affine interest rate model [11, 14, 12] . As a matter of fact, the above potential V appears in analysis of this model, justifying its careful study in terms of C and D. The conclusion will explain what are the main orientations and motivations of this unusual approach to stochastic differential equation and what we are expecting from it. In particular, its potential relations with a general concept of stochastic integrability for SDE, still missing, will be described. Of course, independently of the motivations of the program of stochastic deformation, we hope that the methods used here will be of some interest in the other applied fields. For instance, in stochastic finance, the idea to introduce methods coming from quantum physics, cf, for instance [3] or [10] to mention only those, is not really new. Also the use of Lie symmetry methods to compute some expectations of diffusion processes is already known (cf ,for example, [5] ). But it does not seem that quantum-like symmetries have really been exploited,up to now,in the study of solutions of stochastic differential equations,in a dynamical perspective like the one advocated here.
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2 Isovectors of Hamilton-Jacobi-Bellman
For a smooth potential V = V (t, q), let us consider the PDE
If a solution η exists and is positive (typically on a finite time interval) then,
solves Hamilton-Jacobi-Bellman (HJB) equation
Eq(2.3) is interpreted as a stochastic deformation of (one of the two adjoint [4] ) Hamilton-Jacobi equation for the classical system underlying the "Hamiltonian" H. It will be convenient to introduce partial derivatives of Eq(2.3) as new variables
Cartan has shown (cf [9] ) that the geometric interpretation of HJB Eq(2.3) in the 1-jet J 1 of independant variables (t, q, S, E, B) corresponds to the vanishing of the differential forms (where PC stands for Poincaré-Cartan) 5) which is a contact 1-form, of its exterior derivative, 6) and of a two form β reproducing HJB itself, namely,
Our probabilistic interpretation will hold, in fact, not on J 1 but on the section of S on the base ("integral") submanifold (t, q), i.e. (t, q, S(t, q),
Indeed, it is the q variable which will be later on promoted to the status of the random variable z(t) solving Eq(1.1). The rest will follow from appliying Itô's calculus to the "Exterior differential system" (ω, Ω, β) properly interpreted along the paths t → z(t). Those three forms generate a "differential" ideal I. This means that for any form in I, its exterior derivative is also in I.
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Lie dragging L N leaves the ideal invariant, i.e., L N (I) ⊂ I has been called an isovector in [9] . The theory of isovectors was also inspired by Cartan. We shall call G V their Lie algebra for Eq(2.3); of special importance will be its Lie subalgebra (cf [8] , p.214):
It follows from the proof of Theorem (3.1) in [16] that the isovectors of HamiltonJacobi-Bellman take the form :
where h = h(t, q, S) can be expressed as 9) and p, φ, l such that
If µ denotes the parameter of the transformation generated by the isovector N, we have :
Following Eq(2.2) we shall introduce as well
By definition of the symmetry group of Eq(2.1) (cf [17] ), η µ solves the same equation but in the new coordinates (t µ , q µ ). It is therefore natural to denote as well the one parameter group tranforming η into η µ by e µ N , for some generator N. When N is as before, one checks easily that :
(There is a sign mistake in Eq(3.33) of [16] regarding the third component of N .)
Lemma 2.1. The relation N → − N is a linear map compatible with the commutator, i.e. a Lie Algebra morphism.
Proof.
This expression can be simplified, because according to Eq(2.8) N t is always independent from q :
, so the mapping is a algebra morphism.
Denoting by H V the set { N such that N ∈ H V } it is clear that it is a Lie algebra, whose dimension depends on V . The associated local Lie group is precisely the above mentioned symmetry group of Eq (2.1).
3 An algebraic approach to the symplectic 2-form Ω Let us define J V by
When the potential V = 0, J V was denoted by H 2 in [15] .
Proof. Using the same notation as for the definition of an isovector N,
This means that if N and
Now we are going to need a "section map" θ η describing what happen on the integral 2-submanifold (t, q) where our probabilistic interpretation will hold. This requires a positive γ (cf Eq(1.1)), which is a backward parabolic equation. As an initial value problem, it is known that, in general, it has no solution. However, where the solution exists, it is unique [7] . Typically, given a very smooth initial condition, a classical solution will exist only up to a finite time T . Since we are interested here in algebraic aspects, the fact that Eq(0.1) has, generally, only local solutions will not be a problem ; our results will be valid on their interval of existence. In fact, the special class of diffusions underlying our construction ("Bernstein" or "reciprocal" diffusions) are defined, by construction, on finite but arbitrary time intervals, so providing the solutions of a new kind of probabilistic boundary value problems (Cf [20] for more).
The logarithmic transform of variable in Eq(2.2) suggests the following definition.
Definition 3.2. Let η be a positive solution of Eq(0.1). There is a unique differential algebra morphism.
The differential ideal I ⊂ ker θ η since the contact form ω and β are in ker θ η .
Lemma 3.3. For ω defined in Eq(2.5), θ η (ω) = 0.
When the potential V = 0, it is contained Proposition 5.2 of [15]
(see [15] , Lemma 5.5 ; that form had already been defined probabilistically in [19] ).
Furthermore, for N ∈ H V , we shall write (as in [16] , p.211)
We have :
(see for example [HE] , p.654) will play the role of a deformed contact Hamiltonian. For the relations with the usual concept of Hamiltonian in classical mechanics, cf §2 in [16] .
Proposition 3.5. For each N ∈ H V and each η > 0 solution of Eq(0.1), one has :
Remark 3.6. Lemma 5.4 (i) of [15] follows at once from the fact that
Using the definition of θ η and the fact Eq(2.8) that N t , N q and N S only depend upon t and q, one finds that:
The following result is of a purely algebro-geometrical nature.
Lemma 3.7. (see Definition 4.1 in [15] , in the case
[see e.g [6] , Proposition 2, p.49 ] =δ (Eδ
Theorem 3.8. For each N ∈ H V and each δ ∈ T 1 M, one has :
Remark 3.9. In case V = 0, we recover Proposition 4.2 in [15] .
Proof. One has : 13) according to the same formula as above. But L N (ω) = 0 (see [16] , p.214), whence
whence,
Remark 3.11. In case V = 0, one recovers [15] , Theorem (5.6).
Proof
.
once again via the same formula. But 
and
Remark 3.13. In case V = 0, we recover Corollary 5.7 in [15] (where J 0 was denoted by H 2 ).
Proof. As N ∈ J V and N ′ ∈ J V , one has [N, N ′ ] S = 0 (see the proof of Lemma 3.1), whence
as η is a function of (q, t). Therefore
as desired.
Construction of martingales
In the stochastic deformation of classical mechanics advocated here the crucial role of first integral or constant of motion is played by martingales of underlying diffusions. This aspect has already been analyzed in the context of a stochastic Noether Theorem [18] . We are going to show that our stochastic 2-form Ω. is also a martingale. Let :
Proof. The commutator splits into nine terms :
As N t depends only upon t (see Eq(2.8)), this reduces to :
From the formulas recalled in §2, it appears that
, and
The claim of Lemma 4.1 in fact implies that N belong to the symmetry algebra of Eq(2.1). Indeed, N, M) )(t, z(t)), where z(·) solves Eq(1.1) is a martingale with respect to the increasing filtration P t associated with this stochastic differential equation.
Proof. The generator of the process can be written : [15] , [16] ). It's simple to see that (as η is a solution of Eq(0.1)) :
In particular, using Corollary 3.10, one finds :
As N and M belong to H V , so, according to Corollary 4.
is also a solution of Eq(0.1). We then have :
5 Parametrization of a one-factor affine model
As general references concerning affine models, we shall use Hénon's PhD thesis ( [11] ) as well as Leblanc and Scaillet's seminal paper ( [14] ). An one-factor affine interest rate model is characterized by the instantaneous rate r(t), satisfying the following stochastic differential equation :
under the risk-neutral probability Q (α = 0 corresponds to the so-called Vasicek model, and β = 0 corresponds to the Cox-Ingersoll-Ross model ; cf. [14] ). Assuming α > 0, let us set
and let us also assume that φ ≥ 0.
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The following two quantities will play an important role :
Let us set X t = αr(t) + β.
Proposition 5.1. Let r 0 ∈ R ; then the stochastic differential equation
has a unique strong solution such that r(0) = r 0 . Furthermore, in case that
one has αr(t) + β ≥ 0 for all t ≥ 0 ; in particular, r(t) satisfies Eq(5.1).
Proof. It is easy to see that, in terms of X t , Eq(5.2) becomes :
We are therefore in the situation of (1), p.313, in [8] , with c = α, a = α φ, and b = −λ ; the result follows.
In case λ = 0, one may also refer to [11] , p.55, Proposition 12.1, with σ = α, κ = λ and a = α φ λ .
We shall henceforth assume all of the hypotheses of Proposition 5.1 to be satisfied.
Corollary 5.2. One has
) for λ = 0 , and
where Y is a BESQ δ (squared Bessel process with parameter δ) having initial value Y 0 = αr 0 + β.
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Proof. In case λ = 0, one applies the result of [8] , p. 314. For λ = 0, let
it appears that dZ t = 2 |Z t |dw(t) + δdt , whence Z t is a BESQ δ -process. As
the scaling property of Bessel processes yields the result.
Theorem 5.3. If δ ≥ 2 one has, almost surely :
on the other hand, if δ < 2, almost surely there is a t > 0 such that X t = 0.
Proof. 
Our main result is the following : 
PARAMETRIZATION OF A ONE-FACTOR AFFINE MODEL
and the potential
such that ∀t ∈ [0, T [, z(t) = y(t) .
In particular, for δ ≥ 2, z itself is a Bernstein process.
Proof. One has (cf. Proposition (5.1) and its proof)
Taking now f (x) = √ x, we have
Itô's formula now gives :
Let us now define η by
It is easy to check that η solves the equation
in other words,
satisfies (HJ B V ). Furthermore we have :
and z satisfies the stochastic differential equation associated with η :
(as in [15] , §1, equation (B 1 )) ; the result follows.
6 Isovectors in the case V (t, q) = Theorem (5.4) motivates us to find the explicit form of the isovectors for the potential :
We have to solve :
Using the fact that T N , l and σ are independent from q, Eq(6.2) is equivalent to :
Eq(6.3) gives l = 0, and becomes
We define ε = √ 8D and find :
By replacing in Eq(2.8) (and considering that N S is independent from S) :
(6.7)
Using :
we find :
(6.9)
That gives
(6.10)
Let's define :
for C i = 1 and C j = 0 if j = i.
We then obtain :
Using T ′′′ N = 0 in Eq(6.2) :
(6.13)
That gives :
(6.14)
Let's define
(6.17)
We obtain :
In the following those will be named
Let's define ε = √ −8D Then we have :
(6.20)
Then we obtain :
T N and its derivatives remain the same.
We obtain
t .
(6.24)
The P i remain the same for i = 1, 2, 3, 4 and we have :
t ,
(6.25)
26)
(6.27)
(6.28)
Remark 6.1. [15] already gave those without the mapping from N to N and had :
(6.29)
That gives after mapping from N to N :
. T N and its derivatives remain the same.
(6.31)
(6.32)
(6.33)
We call P D the space generated by {P 1 , ..., P 4 }. Then we have : Theorem 6.2.
1. ∀C = 0, ∀D, H (C,D) = P D ; in particular for C = 0, the algebra H (C,D) does not depend on C.
2. dim P D = 4. 
Using a Taylor expansion of order 2 in ε near to 0 above 0, we find :
Using a Taylor expansion of order 2 in ε near to 0 above zero, we find :
We use again the same changes for the 4 first vectors in the 2 cases.
D > 0 Let's define :
D < 0 Let's define :
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8 Computation of the Lie brackets of H (C,D)
Remark 8.1. Now we compute the Lie brackets of the N * from Eq(6.30)
That is consistent with the results of [16] , §3, and the fact that N → − N is an algebra morphism (Lemma 2.13).
3. D < 0. If C = 0, we define S 5 and S 6 as equal to zero. Then we define the isomorphism :
COMPUTATION OF THE LIE BRACKETS OF H
We note that the 4 first vectors are independent from the last two, so that the two cases C = 0 and C = 0 are here. if C = 0, we define S 5 and S 6 as equal to zero. Then we define the isomorphism :
control theory it is often called Fleming's logarithmic transformation. The resulting Hamilton-Jacobi-Bellman Eq(2.3) is the stochastic deformation of its classical counterpart, for the same system. Its Laplacian term encodes the Brownian like properties of underlying trajectories. As such, the geometric study "à la Cartan" of HJB should provide the same dynamical informations as in classical mechanics, but along the appropriate stochastic deformation of classical paths, i.e. some diffusion processes. As it is clear from the differential ideal I = (ω, Ω, β) of §2, these underlying diffusions are entirely characterized in terms of some solutions of HJB. Moreover, the basis of a Lagrangian analysis (the form ω) and an Hamiltonian one (the form Ω) are included in the framework. This means that to study the conditions under which the ideal I is invariant under isovectors dragging is to study at once all the dynamical symmetries of a very large class of diffusion processes associated with H. At the end, the method provides a collection of martingales of those processes which is the stochastic deformation of the class of first integrals of classical system. It is already known (cf [16] ) that, with them, absolutely continuous transformations of diffusions can be made, a kind of quadrature of processes on the bases of their dynamics. In particular, starting from the geometric study of the free case, a large class of Hamiltonians with quadratic coefficients can be treated by the same token. It should be possible, however, to obtain a direct interpretation of those transformations (or "symplectic diffeomorphisms") in extended phase space. This aspect should be considered in future works. For a more complete overview of the program of stochastic deformation, which is closer to mathematical structures of quantum mechanics than what was mentioned here, one may consult [20] .
