Introduction
Measurements indicate that traffic in high-speed networks exhibits burstiness on a wide range of time scales, manifesting itself in long-range dependence and self-similarity, see for instance Leland et al. [21] , Paxson & Floyd [24] . The occurrence of these phenomena is commonly attributed to extreme variability and long-tailed characteristics in the underlying activity patterns (connection times, file sizes, scene lengths), see for instance Beran et al. [7] , Crovella & Bestavros [13] , Willinger et al. [27] . This has triggered a lively interest in queueing models with long-tailed traffic characteristics. We refer to Boxma & Dumas [11] for an excellent survey paper. Although the presence of long-tailed traffic characteristics is widely acknowledged, the practical implications for network performance and traffic engineering remain to be fully resolved. For moderate buffer sizes, the impact of long-tailed traffic characteristics is not as pronounced as found in theoretical studies for infinite buffers, see Grossglauser & Bolot [16] , Heyman & Lakshman [17] , Mandjes & Kim [22] , Ryu & Elwalid [25] . For larger buffer sizes, flow control mechanisms playa critical role in preventing long-tailed activity patterns from overwhelming the buffer contents, see Arvidsson & Karlsson [3] . The effect on buffer dynamics also crucially depends on the relative amount of heavytailed traffic, in particular whether or not activity of heavy-tailed flows alone is sufficient for severe congestion to arise. Asymptotic bounds obtained by Dumas & Simonian [14] indeed show a sharp dichotomy in the qualitative tail behavior of the workload, depending on whether the mean rate of the light-tailed flows plus the peak rate of the heavy-tailed flows exceeds the link rate or not. In case the link rate is smaller,_ the workload distribution has heavy-tailed characteristics, whereas the link rate being larger results in light-tailed characteristics. The asymptotic bounds in [14] as well as results of Agrawal et al. [1] indicate that in the former case one can often identify a 'dominant' heavy-tailed flow or a set of such flows. As far as tail behavior is concerned, all other flows can be accounted for by subtracting their aggregate traffic intensity from the link rate. This may formally be phrased in terms of a 'reduced-load equivalence', implying that the workload is asymptotically equivalent to that in a reduced system. The reduced system consists only of the set of dominant flows, served at the link rate reduced by the mean rate of all other flows. This suggests that the most likely way for overflow to occur is for the flows in the dominant subset to experience extremely long On-periods, while all other flows show roughly average behavior. In the present paper, we focus on the opposite case where the peak rate of the heavy-tailed flows plus the mean rate of the light-tailed flows is smaller than the link rate. Thus, the overflow scenario described above cannot occur, and now the light-tailed flows too must deviate from their 'normal' behavior in order for the queue to grow. Our results will show in detail how a conjunction of extreme activity of the light-tailed and heavy-tailed flows, both in their own characteristic ways, results in a large queue building up. We will find that the workload distribution is asymptotically equivalent to that in a somewhat 'dual' reduced system, multiplied with a certain pre-factor. The reduced system now consists of only the light-tailed flows, served at the link rate reduced by the peak rate of the heavy-tailed flows, hence the phrase 'reduced-peak equivalence'. The pre-factor represents the probability that the heavy-tailed flows have sent at their peak rate for more than a certain amount of time. The amount of time may be interpreted as the 'time to overflow' for the light-tailed flows in the reduced system. This suggests that the most likely way for overflow to occur is now for the light-tailed flows to show temporarily similar 'abnormal' behavior as is the typical cause of overflow in the reduced system. During that period, the heavy-tailed flows constantly send at their peak rate. Loosely stated, the heavy-tailed flows must send at their peak rate long enough for the light-tailed flows to be able to cause overflow. The subtle combination of light-tailed and heavy-tailed large deviations is similar to that for an M/G/2 queue with heterogeneous servers as described in Boxma et al. [10] .
The remainder of the paper is organized as follows. In Section 2 we present a detailed model description and give an important preliminary result. We determine the exact asymptotics of the workload distribution in Section 3. The 'reduced-peak equivalence' involves some new results for light-tailed input, which may be of independent interest. In Section 4 we show that our assumptions regarding the light-tailed input are satisfied for two important traffic scenarios: .(i) Markov-modulated fluid input; (ii) instantaneous input. In Section 5 we make some concluding remarks.
Preliminaries
We first present a detailed model description. We consider N traffic flows sharing a link of unit rate. Denote by Ai(S, t) the amount of traffic generated by flow i during the time interval (s, t] . We time t in a queue of capacity c fed by the flows2 E E (assuming V'j;;(O) = 0). For c > PE, let V'j;; be a random variable with the limiting distribution of V'j;;(t) for t --+ 00 (assuming it exists). In particular, V(t) := V}(t) is the total workload at time t, and V is a random variable with the limiting distribution of V(t) for t --+ 00.
We now describe the traffic scenario that we consider. We assume that the flows may be partitioned into two sets; Ii is the set of 'light-tailed' flows; I 2 is the set of 'heavy-tailed' flows. For the flows in Ii, we make the (weak) assumption that the input process AIl (s, t) satisfies a large-deviations principle. In particular, we follow Glynn & Whitt [15] and assume the following property to hold: Before giving an important preliminary result, we first introduce some additional notation. For any two real functions f (.) and g (. ), we use the notational convention
Let Ai be a random variable with distribution A i (-)
The classes of long-tailed, subexponential, regularly varying, and intermediately regularly varying distributions are denoted with the symbols £, S, R, and IRV, respectively. The definitions of these classes may be found in Appendix A.
We now give an important preliminary result, which (besides of independent interest) will be used in establishing our main theorem in the next sections. In the special case of On-Off sources, the result is due to Jelenkovic & Lazar [18] .
The condition ri2 < e < ri = ril ensures that the workload process falls within the framework of Kella & Whitt [20] . In particular, the stationary distribution has the following representation:
The exact form of Si is not relevant for our purposes. The random variable Wf represents the waiting time in a GI/G/l queue of capacity 1 with service times (ri -e)Ai' The interarrival times are equal to the decrease in the workload during the time that flow i spends in states {2, ... , nil between two successive visits to state 1. We denote such a decrease by Si2 and the corresponding time interval by Sil (in [20] 
1-Pi
The statement now follows after a straightforward computation, using the expression for Pi and the identities o
Asymptotic analysis
In this section we analyze the tail behavior of the workload distribution Pr{V > x}.
As mentioned in the introduction, asymptotic bounds in Dumas & Simonian [14] show a sharp dichotomy in the qualitative tail behavior, depending on the value of PI! + rI2 (i.e. the mean rate of the light-tailed flows plus the peak rate of the heavy-tailed flows)
relative to the link rate. In case PI! + rI2 > 1, the workload distribution has heavy-tailed characteristics, whereas PI! + rI2 < 1 implies light-tailed characteristics. In this section we determine the exact asymptotics of Pr{V > x} in the latter case.
To put things in perspective, we first briefly review the case PI! +rI2 > 1. The asymptotic bounds of [14] as well as results of Agrawal et ai. [1] indicate that one can then often identify a 'dominant' heavy-tailed flow or a set of such flows S~L2. As far as tail behavior is concerned, all other flows can be accounted for by subtracting their aggregate traffic intensity PI\S from the link rate. These observations motivate the following conjecture, which is formulated and partially proved in [9] . 
for any other set U~I 2 with ru > 1 -PI\U.
The conjecture implies that the workload is asymptotically equivalent to that in a reduced system. The reduced system consists only of the set of dominant flows 8~I 2 , served at rate 1 -PI\S, i.e., the link rate reduced by the mean rate of all other flows. This suggests that the most likely way for overflow to occur is for the set of dominant flows to experience extremely long On-periods, while all other flows show roughly average behavior.
To the best of our knowledge, the conjecture has only been completely proved for the case of a single dominant flow, Le., lSI = 1, in [1] (under somewhat weaker distribu-
tional assumptions). A directly related open problem concerns the exact asymptotics of
Pr{V~-PI\S > x}, which are also only known for the case 181 = 1.
We now turn to the case PI! + rI2 < 1. Before formulating our main theorem, we first provide-a heuristic derivation of the tail behavior of Pr{V > x}, based on large-deviations arguments, see for instance Anantharam [2] . The overflow scenario described above for the case PI! + rI2 > 1 cannot occur, and now the light-tailed flows too must deviate from their 'normal' behavior in order for the queue to grow. Specifically, large-deviations results suggest that the light-tailed flows must behave as if their aggregate traffic intensity is temporarily increased from PI! to PI!. During that time period, all heavy-tailed flows constantly send at their peak rate, leaving capacity 1 -rI2 for the flows in II. (Notice that, for a given workload level to be reached, any alternative behavior of the flows in I 2 would have to be compensated for by the flows in II showing even greater anomalous activity.) To summarize, our claim is as follows: a large workload level x occurs as a consequence of two rare events:
1. The flows in II show similar 'abnormal' behavior as is the typical cause of overflow when served in isolation, thus behaving as if their aggregate traffic intensity is increased from PII to PI I for a period of time X/(PII + rI2 -1).
2. During that time period, all flows in I 2 constantly send at their peak rate, leaving capacity 1 -rI2 for the flows in II.
These considerations lead to the following asymptotic characterization of Pr{V > x}:
As before, the workload distribution is asymptotically equivalent to that in a reduced system, but now multiplied with a pre-factor. The reduced system consists of only the light-tailed flows, served at the link rate reduced by the peak rate of the heavy-tailed flows. The pre-factor essentially represents the probability that the heavy-tailed flows have sent at their peak rate long enough for the light-tailed flows to be able to cause overflow. The interplay of light-tailed and heavy-tailed large deviations is reminiscent of that for an M/G/2 queue with heterogeneous servers as described in [lOJ.
To obtain a rigorous proof of (3.1), we first give two preliminary results, which may be of independent interest. The proofs may be found in Appendices Band C. The first proposition is related to the folk theorem that a large workload level in the largebuffer regime is due to a temporary change in the traffic intensity from PII to PII. The second proposition is used to show that the two rare events mentioned above are the only contributing factors to the tail distribution of the workload.
We now state our main theorem. We note that the result actually holds for any light-tailed input process for which (3.2), (3.3) are satisfied. 
Thus,
which establishes the lower bound. 
Examples
We now apply Theorem 3.1 to obtain a complete characterization of the tail behavior of the workload distribution Pr{V > x} for two important traffic scenarios for the light-tailed flows: (i) Markov-modulated fluid input; (ii) instantaneous input.
Markov-modulated fluid input
In this subsection we check that Property 2.1 holds in case the light-tailed flows are Markovian On-Off sources. We follow Asmussen [5] , and assume that the input process We introduce some additional notation, following [5] . Define the matrix polynomial
Ke(s.) = A + s(R -cI),
where R is a diagonal matrix with elements rj, and I is the identity matrix. Ke(s) has a simple and unique eigenvalue with maximal real part. Denote this eigenvalue by lie(S).
A simple computation shows that c/>e(s) = lie(S).
From [5] we know that the equation An explicit, but quite elaborate expression for the pre-factor DC may be found in [5] .
Together, Theorem 3.1 and Equation (4.1) provide a complete characterization of the tail behavior of Pr{V > x}. As mentioned earlier, the pre-factor DC is quite complicated in general. However, that is not the case when the input process AIl (s, t) is the superposition of several statistically identical On-Off sources with exponentially distributed On-and Offperiods, see Anick, Mitra & Sondhi [6] . 
In contrast, reduced-load equivalence, combined with Theorem 2.1, gives for Pi +r2
Instantaneous input
In this subsection we assume that the input process of the light-tailed flows is that of a GI/G/l queue. Observe that in terms of total workload, the model may equivalently be viewed as a GI/G/l queue with several service speeds (depending on which of the heavytailed flows are active). The assumption PIl + rI2 < 1 implies that the queue is stable, even when served at the lowest possible speed 1 -rI2' We refer to Boxma & Kurkova [12] for related results. Instead of proving Property 2.1, we take a more direct approach and use results from Asmussen [4] to show that (3.2), (3.3) hold (which is sufficient for Theorem 3.1 to hold). If one wishes to stay within the general large-deviations framework, one should invoke additional regularity conditions, in particular Equations (1.23)-(1.26) in [15] .
We assume i.i.d. interarrival times Tn and i.i.d. service times B n , n = 1,2,... . We follow [4] ' and impose the following two technical conditions:
1. The distribution of B 1 -cT 1 is non-lattice, 2. There exists a O*(c) > 0 such that E{eO*(c)(Bl-cTl)} = 1 and E{IB 1 -cTII eO*(c)(BI-cTl)} < 00.
Let o{), (3(.) be the Laplace-Stieltjes Transforms of TI, BI, respectively. We define the associated (cf. An expression for the pre-factor DC is specified on page 158 of [4] .
We now show that (3.2), (3.3) are satisfied with the definition PII :=~{~i. Equation (3.2) is a direct consequence of Theorem 6.2 in [4] . To check (3.3), we compute the derivative of e*(c) using the implicit function theorem. A straightforward computation yields e*(c) = ,e*(c) .
This yields (3.3), see Appendix C.
Together, Theorem 3.1 and Equation (4.3) determine the exact asymptotics of Pr{V > x}. For PI > C2, the tail behavior is identical to that when source 1 is an On-Off source with mean rate PI as given in Equation (4.2).
Conclusion
We have analyzed the queueing behavior of a mixture of light-tailed and heavy-tailed traffic flows. We focused on the case where the peak rate of the heavy-tailed flows plus the mean rate of the light-tailed flows is smaller than the link rate. Under mild assumptions, we proved that the workload distribution is asymptotically equivalent to that in a reduced system, multiplied with a certain pre-factor. The reduced system consists of only the lighttailed flows, served at the link rate reduced by the peak rate of the heavy-tailed flows. The pre-factor represents the probability that the heavy-tailed flows have sent at their peak rate for more than a certain amount of time, which may be interpreted as the 'time to overflow' for the light-tailed flows in the reduced system. The detailed understanding of the overflow behavior is potentially useful for admission control purposes. These results contrast with a 'reduced-load equivalence' found in earlier studies in situations where the peak rate of the heavy-tailed flows plus the mean rate of the light-tailed flows is larger than the link rate. In that case, the workload is asymptotically equivalent to that in a reduced system, which consists of a certain 'dominant' subset of the heavy-tailed flows, served at the link rate reduced by the mean rate of all other flows. The reduced-peak equivalence result may be extended in several directions. We conjecture that a similar type of result may be shown for the busy-period distribution. It may also be possible to relax the distributional assumptions regarding the heavy-tailed flows from IRV to a larger subclass of 5, as is possible for the reduced-load equivalence result, see [1] .
In the present paper, we tacitly assumed that buffer sizes are infinite. For finite buffers, it may be possible to get a result for the loss rate which is similar to Theorem 3.1 for the case PI! + rI2 < 1. We note that a reduced-load approximation for the loss rate when buffers are finite and PI! +rI2 > 1 is also largely open, although some results are available in Jelenkovic [19] and Zwart [28] . Finally, we mention that no results are known for the theoretically challenging boundary case PI! + rI2 = 1. 
j=m(x)
We need some auxiliary results which are stated in the proof of Theorem 4 in [15] . The following bounds are valid for some 1] < 1 when x and j are large enough:
1 . Both bounds rely on Theorem 7 of [15] , which basically shows that the speed of convergence of Sn/n is exponentially fast under Pr~. The first bound is Equation (2.6) in [15] , while the second bound is derived on page 147 of [15] . From these bounds, we obtain x,6Pr{V~+E > (1 -E51-~)) x} = .
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