Thanks to the popularization of mobile smart devices equipped with various sensors like smartphones, the concept of mobile crowdsensing has come forth as a promising data collecting paradigm. Event detection in urban areas (i.e., traffic jam monitoring) is an important application of mobile crowdsensing, which can be implemented by recruiting a set of smart device users to collect plenty of fine-grained sensing data. However, as users are mobile and their sensing data are unreliable, it is hard to ensure that all events can be detected accurately. Thus, which users are recruited should be carefully determined to achieve a high detection accuracy and control the costs of users within a given budget. Unfortunately, we prove that the user recruitment problem in mobile crowdsensing for event detection is a NP-hard problem, indicating that there is no polynomial-time algorithm to achieve the optimal solution unless P = NP. In this work, we propose a polynomial-time near-optimal user recruitment algorithm, by leveraging the properties of adaptive monotonicity and adaptive submodularity. Our algorithm is theoretically proved to achieve a constant approximation ratio, compared with the optimum. Moreover, a data-dependent upper bound of our solution is also derived, providing a tighter performance guarantee. We also provide an accelerated version of our proposed algorithm by reducing its computation load. Extensive simulations are conducted, which show our proposed algorithm outperforms baselines under different settings and achieves near-optimal performance. Besides, the execution time of the accelerated version is significantly reduced.
I. INTRODUCTION
Nowadays, due to the development of Internet of Things (IoT) [1] , [2] , smart devices equipped with rich embedded sensors (e.g., camera and microphone) and wireless communication modules (e.g., WiFi and 4G), such as smartphones and wearable devices, have been widely distributed. Mobile crowdsensing [3] has become a promising data sensing and collecting paradigm, compared with traditional wireless sensor networks [4] . In this work, a typical mobile crowdsensing system is considered, as shown in Fig. 1 , which consists of a central platform built in cloud and a set of distributed and
The associate editor coordinating the review of this manuscript and approving it for publication was Yuyu Yin . mobile smart device users with different trajectories. The platform is responsible for recruiting users and allocating sensing tasks according to the arrived requests generated by different applications. Then, the recruited users are responsible for collecting sensing data during their movement and submitting data to the platform. Many applications have been implemented in reality based on mobile crowdsensing, such as noise mapping and health monitoring. Event detection in a large urban area is also an important application of mobile crowdsensing, in which all abnormal incidents happening in the area can be monitored.
A concerned issue in event detection via mobile crowdsensing is that how to achieve a high detection accuracy, especially when unreliable users and budget constraint are considered. Here, the detection accuracy measures the deviation between ground truth (e.g., the locations of all events) and estimation of event occurrences obtained based on collected sensing data. Firstly, sensing data collected by users may be inconsistent with reality, due to measuring errors of hardware or subjective factors of users. For example, a user may report a traffic jam by mistake, due to waiting for the red light. Moreover, both the quantity and quality of sensing data collected by different users are different. Secondly, certain costs are incurred on users for collecting sensing data, like energy consumption, bandwidth usage, and interaction time spent. Proper monetary or non-monetary compensation should be provided to users. Considering these two aspects, which users are recruited to perform event detection in an urban area makes a big influence on the overall detection accuracy and the total costs of users. Thus, the platform should carefully select recruited users, under a fixed budget on the total costs, to achieve a high detection accuracy.
Efforts have been paid by some recent works, to figure out the problem of quality-aware data collection in mobile crowdsensing. In these works, different metrics are considered to measure data quality. For example, Liu et al. [5] consider each user has a certain attained value to represent the quality of information in the their sensing data. Song et al. [6] measure data utility as data granularity and quantity, while Xu and Zheng [7] measure data utility as prediction uncertainty and data density. The distance between measurements collected by a user and the corresponding true values estimated based on measurements of all users is considered in [8] , to measure the quality of the user.
There are also many works [9] - [14] focusing on truthful incentive mechanism design, in which recruited users are paid according to the quality of their sensing data. Most of these works assume the quality of each user as a known constant value. More relevantly, a few works [13] , [15] have noticed the unreliability of users. The quality of users is assumed following certain multinomial distributions in [13] . Peng et al. employ a discrete probabilistic matrix to model the unreliability of users. Both of these two works propose an expectation maximization (EM) based algorithm to estimate the quality of users. However, these existing works ignore the relationship between the unreliability of users and the quality of data collection (e.g., fine-grained detection accuracy in our work). In this work, we formally model this relationship and design user recruitment algorithm accordingly.
However, there exist several challenges to achieve a high detection accuracy under a fixed budget, which are listed in the following. Firstly, there is an intrinsic tradeoff between the detection accuracy achieved and the total costs of users. Intuitively, the more users are recruited, the higher detection accuracy could be achieved, while the more costs spent by users. Secondly, the quality of sensing data collected by an unreliable user is nondeterministic and unknown to the platform, unless the user is recruited. Thirdly, the contribution of each collected datum to the overall detection accuracy is complex to be modeled, which is not only decided by the quality of the datum, but also related with data collected by other users. Finally, we have proved this problem is NP-hard in our previous conference version [16] . There is no polynomialtime algorithm to achieve the optimum if P = NP.
To meet the difficulties, we propose an accelerated adaptive greedy user recruitment algorithm in a budgeted mobile crowdsensing system for fine-grained urban event detection. Firstly, a probabilistic model is employed to model the unreliability of users, with considering the qualities of sensing data collected by a user is nondeterministic. Then, the probability distribution of event occurrence in a location is estimated based on the Bayesian rule, given a set of collected sensing data, and Shannon entropy is used to measure the uncertainty of the estimation. In our previous work [16] , we have provided an adaptive greedy algorithm, by taking advantage of the properties of adaptive monotonicity and adaptive submodularity. In this paper, we further propose an accelerated version of the user recruitment algorithm, which can significantly speed up the algorithm execution by reducing computation load. In addition to a constant approximation ratio [16] , we derive a tighter data-dependent upper bound of our proposed algorithm. Extensive simulations are conducted to evaluate the detection accuracy and the execution time achieved by our algorithm.
Compared with our previous work [16] , the main contributions of this paper are summarized as follows:
• First, we propose an accelerated version of the adaptive greedy algorithm, which can achieve much less execution time.
• Second, our proposed algorithm is mathematically proved to achieve a much tighter data-dependent upper bound, besides a constant approximation ratio guarantee.
• Third, comprehensive simulations are conducted, and the results show that the accelerated version of our algorithm significantly reduces the execution time.
The rest of the paper is organized as follows. The system model, formal problem formulation, and preliminary definitions are presented in Section II. In Section III, we describe the design details of our proposed user recruitment algorithm, and its accelerated version. The optimality achieved by our proposed algorithm is proved in Section IV, where a constant approximation ratio and a data-dependent upper bound are derived, respectively. Section V evaluates the performance of our algorithm compared with baselines via extensive simulations. Section VI reviews related work. Finally, we conclude our work in Section VII.
II. PRELIMINARIES AND PROBLEM FORMULATION A. SYSTEM MODEL
A typical mobile crowdsensing system consists of a central platform located in cloud and a universal set of mobile users equipped with smart devices denoted by U = {u 1 , u 2 , · · · , u K }, where K is the number of users. The platform is responsible to recruit proper users to collect sensing data of event occurrences. For sake of describing the locations of events and users, we partition the whole detected area into fine-grained grids with equal size (e.g., a square of 200m×200m). The set of all grids is denoted by G = {g 1 , g 2 , · · · , g N }, where N is the number of grids. We use a Boolean variable X n to denote whether there is an event occurring in grid g n . Thus, the ground truth of event occurrences in the whole area can be expressed as X = {X n ∈ {0, 1}, ∀1 ≤ n ≤ N }.
1) USERS
As users are mobile, we consider the trajectory [17] of each user u k , denoted by a ordered sequence of grids G k , is reported to the platform at the beginning, as shown in Fig. 2 . If user u k is selected as a participant by the platform, all the grids in G k will be detected by u k . The set of sensing data collected by u k can be represented by D k = {D k,n ∈ {0, 1}, ∀g n ∈ G k }, where D k,n = 1 means u k detects an event in grid g n . In addition, costs are incurred on recruited users due to power consumption and human-device interaction. We denote the cost of user u k participating in event detection is c k .
In this work, unreliable users, who may report wrong detection results to the platform, are considered. It may be caused by device hardware, sensing contexts, or user experience. To characterize the stochastic nature of detection results collected by users, we model each user is associated with a certain level of detection accuracy, denoted by a 2 × 2 matrix,
Here, p T k and p F k respectively represent the true-positive and false-positive detection probabilities, i.e.,
As the detection probability matrix of each user can be effectively estimated from the historical detecting records by EM algorithms proposed in [13] , [15] , we assume that it has been known by the platform.
2) USER RECRUITMENT
In this work, we consider the platform sequentially recruits users, until the total costs exceed the given budget. We use I k ∈ {0, 1} to indicate whether user u k is recruited or not, and 
We also denote D n as the set of sensing data collected in grid g n by all recruited users, i.e., D n = {D k,n |I k = 1 and
Given the set of recruited users indicated by I and their collected sensing data D, we define a realization φ
, indicating to what extent various users are recruited and their sensing data are collected. In addition, we use to denote a random realization, in which the value of I is not determined. Then, the probability distribution over realization φ can be calculated as
After a user is recruited by the platform, the set of sensing data collected so far is updated, which is represented by a partial realization ψ. We define dom(ψ) representing the recruited users given a partial realization ψ, i.e., dom(ψ) = {u k |∃(u k , D k ) ∈ ψ}. A partial realization ψ is consistent with a full realization φ (denoted by φ ∼ ψ), if D k is the same for all u k ∈ dom(ψ). Moreover, ψ is called a subrealization of ψ , if ψ and ψ are both consistent with φ and dom(ψ) ⊆ dom(ψ ).
3) DETECTION ACCURACY
Given the sensing data collected by recruited users in grid g n , the probability distribution of event occurrence in g n can be estimated according to the Bayesian rule [18] . We use a random variableX n to denote the estimation, which is associated with a probability P(X n |D n ) = Pr(X n = 1|D n ). When a new sensing datum D k,n is collected, the probability can be updated as
, if D k,n = 1
We denote the joint probability distribution over the discrete-valued random vectorX = [X 1 ,X 2 , · · · ,X N ] as P(X). With the sensing data collected in all grids, there is
where x = {x 1 , x 2 , · · · , x N } and x n ∈ {0, 1}. The fine-grained detection accuracy of the whole area can be measured by the reduction of the uncertainty of estima-tionsX, given all sensing data D. Specially, Shannon entropy [15] is a commonly used criterion to measure the uncertainty of random variables. Given the joint probability distribution ofX, its entropy can be calculated as
Pr(X n = x n |D n )
We define f (I, ) H (X) − H (X|D) representing the entropy reduction of estimations obtained by sensing data D, which are collected by users indicated by I. For convenience, we list all main notations and their definitions in Table 1 .
B. PROBLEM FORMULATION
In this work, we consider the problem that how the platform recruits proper users given a fixed budget constraint, aiming to optimize the fine-grained detection accuracy of the whole area. Given the system model built above, the problem can be formally formulated as
where η is the budget on the total costs of recruited users. This problem is a stochastic 0-1 integer programming problem, which is a NP-hard problem as shown in Theorem 1. The detailed proof can be found in our previous work [16] . Theorem 1: The user recruitment problem with a fixed budget is NP-hard.
C. PRELIMINARIES
In this subsection, we present two important properties, adaptive monotonicity and adaptive submodularity, defined in Definition 2 and Definition 3 based on conditional expected marginal benefit. These two properties are generalizations of monotonicity and submodularity [19] to adapt to random realization. If the objective function of a stochastic 0-1 integer optimization satisfies these two properties, a good performance with a constant approximation ratio can be achieved by conducting an adaptive greedy algorithm.
Definition 1 (Conditional Expected Marginal Benefit [20] ): Given a partial realization ψ and an item e, the conditional expected marginal benefit of e conditioned on ψ is
where the expectation is computed with respect to p(φ|ψ) = Pr( = φ| ∼ ψ).
Similarly, the conditional expected marginal benefit of a policy π is defined as
where E(π, ) denotes the set of items selected by π under realization . Definition 2 (Adaptive Monotonicity [20] ): A function F :
for any partial realization ψ and for any e ∈ E, we have (e|ψ) ≥ 0. Definition 3 (Adaptive Submodularity [20] 
and for any e ∈ E \ dom(ψ ), we have (e|ψ) ≥ (e|ψ ).
III. USER RECRUITMENT ALGORITHM
In this section, we first propose an adaptive greedy algorithm for the user recruitment problem, and then provide an accelerated version of the algorithm to speed up the execution.
A. ADAPTIVE GREEDY ALGORITHM
As illustrated in our previous work [16] , the basic idea of this algorithm is to greedily select recruited users one by one, according to their per-cost entropy reduction. It is calculated as follows,
, denoting the expectation of the entropy reduction obtained by sensing data collected by u k , given partial realization ψ (including the users have been recruited and their sensing data). Note that the values of sensing data D k collected by u k are unknown to the platform before u k is recruited. Thus, the expectation can be computed by considering all possible values of D k and their probability distribution as follows,
Here, H (X n |D k,n ) H (X n |D n ) − H (X n |D n ∪ {D k,n }). According to the probability of event occurrence estimated in g n and the detection probabilities of u k , we can derive that
. We summarize the detailed steps of our proposed adaptive greedy user recruitment algorithm in Algorithm 1. Firstly, the probability of event occurrence in each grid is initialized as 0.5 without any priori information in line 1. Line 2 to 16 are repeatedly executed to sequentially select recruited users until the budget is exceeded or each user is tried. In each iteration, the per-cost entropy reduction of each left user is calculated and the user with the largest per-cost entropy reduction is selected as the candidate. If his/her cost does not exceed the left budget, the user is recruited. Otherwise, the user is discarded. Sensing data are collected once by the user as shown in line 9, and then the probability of event occurrence in each grid contained in his/her trajectory is updated according to Equ. (2) . The time complexity of Algorithm 1 is O(K 2 N ).
Algorithm 1 Adaptive Greedy User Recruitment Algorithm
Require: A set of users U, detection probabilities of each user P k , cost of each user c k , budget η. Ensure: A set of recruited users indicated by I. 1 : I k = 0, V ← ∅, ψ ← ∅, P(X n ) = 0.5; 2: while u k c k · I k < η and U \ V = ∅ do 3: for each u k ∈ U \ V do 4: Calculate (u k |ψ) c k according to (7) ; 5: end for 6 :
if u k c k · I k + c k * ≤ η then 8 :
Collect sensing data D k * ; 10: ψ ← ψ ∪ {(u k * , D k * )}; 11: for each g n ∈ G k * do 12: Update P(X n ) according to (2); 13: end for 14: end if 15: V ← V ∪ {u k * }; 16: end while 17: return I;
B. ACCELERATED VERSION
Because of the adaptive submodularity of function f (·, ) proved in Theorem 2 in Section IV, we provide an accelerated version of the adaptive greedy algorithm, by using lazy evaluations of the per-cost entropy reduction of users. The details of our proposed accelerated adaptive greedy algorithm is described in Algorithm 2.
The key insight of designing the accelerated version is illustrated in the following. During running Algorithm 1, a series of partial realizations ψ (line 10) are obtained as users are sequentially selected. We define the partial realization obtained in iteration i as
k represents the user selected in iteration j. In iteration i, Algorithm 1 computes (u k |ψ i ) c k for each u k ∈ U \ dom(ψ i ) (line 3 to 5). Due to the adaptive submodularity, there exists
for some u k and u k , then we can conclude
for user u k in iteration i. By exploiting this insight, we propose an accelerated version of the adaptive greedy algorithm, which reduces the execution time by reducing the times of calculating the per-cost of entropy reduction of users.
As shown in Algorithm 2, the platform computes (u k |ψ) c k for u k in decreasing order according to their upper bounds known from last iterations. Specifically, we introduce a priority queue Q, in which each element u k is associated with a priority ρ k , and elements are sorted by their priorities in decreasing order. Note that ρ k represents the upper bound of (u k |ψ) c k of user u k obtained from last iterations due to the adaptive submodularity. We also define some operation functions of Q. Specially, Q.insert(u k , ρ k ) inserts user u k Algorithm 2 Accelerated Adaptive Greedy User Recruitment Algorithm With Lazy Evaluations Require: A set of users U, detection probabilities of each user P k , cost of each user c k , budget η. Ensure: A set of recruited users indicated by I. 1 : I k = 0, ψ ← ∅, P(X n ) = 0.5, Q ← ∅; 2: for each u k ∈ U do 3: Q.insert(u k , +∞); 4: end for 5: while u k c k · I k < η and Q = ∅ do 6: ρ max ← −∞; 7: while ρ max < Q.maxPriority() do 8: u k ← Q.pop(); 9: ρ k ← (u k |ψ) c k ; 10: Q.insert(u k , ρ k ); 11: if ρ max < ρ k then 12: ρ max ← ρ k , u k * ← u k ; 13: end if 14: end while 15: if u k c k · I k + c k * ≤ η then 16: I k * = 1; 17: Collect sensing data D k * ; 18: ψ ← ψ ∪ {(u k * , D k * )}; 19: for each g n ∈ G k * do 20: Update P(X n ) according to (2); 21: end for 22: end if 23: Q.remove(u k * ); 24: end while with priority ρ k in Q, Q.remove(u k ) removes and returns the user with the greatest priority, Q.maxPriority() returns the maximum priority of users in Q, and Q.remove(u k ) deletes u k from Q.
In each iteration, instead of calculating (u k |ψ) c k for each user in Algorithm 1, only some users with the maximum priorities are calculated (line 7 to 14) in Algorithm 2, until the platform finds a user whose (u k |ψ) c k is equal to or greater than the upper bounds of all others. Note that the selected user in each iteration of Algorithm 2 is as same as Algorithm 1.
IV. OPTIMIZATION ANALYSIS
In this section, we theoretically analyze the optimality achieved by our proposed adaptive greedy user recruitment algorithm (as well as the accelerated version). First, we prove that our proposed algorithm achieves a constant approximation ratio (1 − 1/e), compared with the optimum of the user recruitment problem. Then, we also derive a tighter datadependent upper bound.
Theorem 2: Let I o indicate the set of recruited users returned by Algorithm 1, and I * indicate the set of recruited users which achieves the maximal entropy reduction. Then, for any budget η, we have
Proof: First, we define functionf ({(u k , D k )}) = H (X) − H (X|D), which is monotone submodular as shown by Krause and Guestrin [21] . Obviously, there is f (
Then, we prove this theorem, by proving f is adaptive monotone and adaptive submodular. Adaptive monotonicity is readily proved as f (·, φ) is monotone for each φ. To prove adaptive submodularity, we aim to show (u k |ψ ≤ (u k |ψ) for any ψ, ψ such that ψ ⊆ ψ and any u k / ∈ dom(ψ ). We define a coupled distribution p over pairs of realizations
Next, we calculate (u k |ψ and (u k |ψ) using p as follows,
where the inequality holds due to the submodularity off . Thus, we have
According to Theorem 5.2 in [20] , if a function f is adaptive monotone and adaptive submodular, and π is a greedy policy, then for any policy π * , there exists E[f (π )] ≥ (1 − 1/e)E[f (π * )]. Thus, we can conclude that
Theorem 2 provides a worst-case guarantee on the performance of the adaptive greedy algorithm. Besides, a datadependent upper bound can be derived as given in Theorem 3, which is much tighter than the bound given in Theorem 2.
Theorem 3: Suppose a partial realization ψ is obtained after selecting dom(ψ). Let I * be the optimal user recruitment policy conditioned on ψ. Then, for any budget η, we have
Proof: First, we prove that (I * |ψ) ≤ max u k (u k |ψ) c k · c(I * |ψ). Consider a policy π in which each u k ∈ dom(ψ) is selected in order and (u k ) = ψ(u k ). For each u k ∈ U \ dom(ψ), we define ω k = Pr(u k ∈ E(π, )| ∼ ψ). Consider an arbitrary policy π * running from a new start VOLUME 8, 2020 achieves I * . The conditional expected marginal benefit of π * portion of π conditioned on ∼ ψ is (I * |ψ), according to Definition 1.
Due to the adaptive submodularity of function f (·, ), we can derive that the contribution of u k to (I * |ψ) is no greater than ω k · (u k |ψ). Thus, by summing all u k ∈ U \ dom(ψ), there is
The penult inequation holds as each u k ∈ U \ dom(ψ) contributes ω k c k cost to c(I * |ψ). Next, due to the adaptive monotonicity of function f (·, ), we can derive that for any policy π * ,
Thus, we can conclude that
Accordingly, during running the adaptive greedy algorithm, the upper bound of the additional entropy reduction that could be achieved, can be efficiently calculated in real time.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed adaptive greedy algorithm (marked as AG) and its accelerated version (marked as AA) by conducting comprehensive simulations.
A. METHODOLOGY AND SETUPS
We compare our algorithm with three greedy-based baselines, which are illustrated in the following: 1) Random Algorithm (RD). Users are randomly selected by the platform, until the budget could not be satisfied if any one more user is recruited. 2) User-Greedy Algorithm (UG). This algorithm sequentially selects users with the most sensing data per cost, i.e., |G k |/c k , under the budget constraint. 3) Grid-Greedy Algorithm (GG). This algorithm sequentially selects users with the highest accumulated entropy of all grids past through, i.e., g n ∈G k H (X n ). We employ three metrics to measure the performance in terms of event detection accuracy achieved by our algorithm and these three baselines. The first metric we use is the entropy achieved given sensing data collected by all recruited users, i.e., H (X|D). The other two metrics we use are precision and recall, which are calculated as follows. Given the probability of event occurrence in grid g n estimated based on sensing data, we consider that there is an event occurring in g n if P(X n |D n ) ≥ 0.8. Otherwise, we consider there is no event occurring in g n . When X n = 1, P(X n |D n ) ≥ 0.8 means the event in g n is accurately inferred; otherwise, the event is not found. Accordingly, when X n = 0, P(X n |D n ) ≥ 0.8 means an event is detected by mistake. Thus, precision is calculated as the ratio between the number of accurately detected events and the number of all detected events (i.e., the number of accurately detected events + the number of events detected by mistake), while recall is calculated as the ratio between the number of accurately detected events and the number of events occurring in practice (i.e., the number of accurately detected events + the number of events not found).
The default values of all parameters in our simulations are listed in Table 2 , where U[a, b] denotes the values follow uniform distribution within a and b. We generate a trajectory for each user with no more than ten grids as follows. Firstly, a starting location is randomly chosen. Then, we consider the user may stay in the grid or move one grid towards any of the eight directions (i.e., northward, southward, westward, eastward, northwestward, northeastward, southwestward, and southeastward). For each grid, P(X n ) is initialized as 0.5. All simulation results are the average of 20 runs.
B. PERFORMANCE COMPARISON 1) EVENT DETECTION ACCURACY
We first evaluate the performance of event detection accuracy achieved by our proposed algorithm and the three baselines under different settings. As the accelerated version has the same recruitment result with Algorithm 1, we only present one of them (denoted by AG) in Fig. 3 ∼ Fig 11.  Fig. 3, Fig. 4, and Fig. 5 show the performance in terms of entropy, precision, and recall, achieved by the four algorithms, when the number of users varies from 400 to 800, respectively. Apparently, our proposed algorithm outperforms the three baselines (i.e., lower entropy, higher precision, and higher recall), no matter how the number of users varies. In addition, the user-greedy algorithm performs secondly, better than the other two baselines. Specially, when there are 700 users, the entropy achieved by our algorithm is 15% lower than the user-greedy algorithm, and the precision and recall are 5.2% and 8.3% higher than the usergreedy algorithm, respectively. We also find that the entropy achieved by the four algorithms except the random algorithm drops off, with the increase of the number of users as we expect. It is because that the users with larger per-cost entropy reduction can be selected, when there are more users participating in crowdsensing. However, the precision achieved by the four algorithms has a different variation. For example, the precision achieved by our proposed algorithm reduces from 0.81 to 0.74, when the number of users increases from 700 to 800. Combined with recall, we think it is because of events being detected by mistake by users in the grids without events happening.
In Fig. 6, Fig. 7, and Fig. 8 , we evaluate the performance achieved when the budget varies from 200 to 1000. Intuitively, the more budget is provided, the more users are recruited, leading to the higher detection accuracy achieved. Inversely, the marginal increment in terms of entropy, precision, and recall reduces with the increase of the budget. Our proposed algorithm generally performs better than the baselines, especially when the budget is extremely low. Specially, our algorithm achieves 8.3% higher precision and 32% higher recall than the grid-greedy algorithm when budget is set as 200, respectively. Note that we also find that our algorithm achieves lower precision but higher recall than the user-greedy algorithm when the budget is 200-600. It is because that users collecting more data are selected by the user-greedy algorithm, who may report event occurrence by mistake in the grids without event occurring. Fig. 9, Fig. 10 , and Fig. 11 plot the performance obtained by different algorithms, when the number of events occurring in the whole detected area is varied from 10 to 50. It is obvious that our proposed algorithm achieves better performance than the baselines, especially when there are many events happening. Specially, when there are 40 events, our algorithm obtains 12.5% and 17.3% lower entropy, compared with the usergreedy algorithm and the grid-greedy algorithm. In addition, we can find that the entropy achieved by the four algorithms under different settings has no obvious relationship with the number of events, while the precision raises with the increase of the number of events. It means that chasing minimized total entropy of grids is beneficial to the situation of more events occurring in the whole area.
2) EXECUTION TIME
We also perform extensive simulations to validate the reduction of execution time achieved by our proposed accelerated version under various settings, compared with Algorithm 1, as shown in Fig. 12, Fig. 13 , and Fig. 14. We find that the execution time of Algorithm 1 increases sharply when the number of users or the budget enlarges, which means the computation load for calculating the per-cost entropy reduction of users increases greatly. It is because more users are contained in the system and more users are selected (i.e., more iterations in Algorithm 1), respectively. On the contrary, it almost has no impact on the execution time of our proposed accelerated version, because only a few times of computing (u k |ψ) c k are needed in each iteration in Algorithm 2. Thus, when the number of users or the budget increases, the gap between the execution time of these two algorithms enlarges. Specially, Algorithm 2 can reduce more than 90% execution time, compared with Algorithm 1, when there are 800 users. The simulation results show that our proposed accelerated version is scalable to large-scale crowdsensing systems. Besides, the variation of the number of events has no impact on the execution time of the two algorithms, since the computation load has no relation with the number of events.
3) SPECIAL CASES
To validate that our proposed algorithm can achieve nearoptimal performance, special cases are conducted, in which the entropy achieved by our proposed algorithm is compared with the optimum. As the user recruitment problem is NP-hard, we obtain the optimal result by using the bruteforce search algorithm, which limits the number of users set in the special cases. The values of parameters used in the special cases (which are different from the default setting) are listed in Table 3 . The simulation results in terms of achieved entropy and execution time are summarized in Table 4 . We can find that the gap between the entropy achieved by our algorithm and the optimum is less than 6%. On the other hand, the execution time of the brute-force search algorithm enlarges exponentially with the increase of the number of users, while our accelerated version only spends less than 0.01s under different settings.
VI. RELATED WORK
Due to the rapid development of mobile crowdsensing, many practical applications have been implemented based on mobile crowdsensing systems, such as environment monitoring [22] - [24] , smart transportation [25] , healthcare [26] , [27] , and social interaction [29] - [31] . In these mobile crowdsensing systems, collecting high-quality sensing data with low cost is significant to the success of the applications. However, it is still an open and unsolved issue in mobile crowdsensing. Some efforts haven been paid off on studying quality-aware data collection. Here, we briefly review these works, and point out the difference between them and our work.
The concept of Quality-of-Information (QoI) is a widelyused metric to measure the quality of sensing data in [5] , [6] . Liu et al. [5] first define QoI for query-based mobile crowdsensing applications, which is composed of the required value of each query and the attained value of each user. An energyefficient algorithm is provided to select participants based on QoI, and a dynamic pricing algorithm is proposed as well. In [6] , a QoI-aware energy-efficient participant selection method is put forward, in which QoI is jointly measured by data granularity and quantity. In addition to QoI, other metrics are considered in related works. Xu and Zheng [7] measure data utility by considering both the prediction uncertainty and data density, where the platform actively send queries to participants according to the need. In [8] , the quality of users is measured by the deviation of their measurements and the ground truth which is estimated as the centroid of the measurements collected by different users. Peng et al. [15] model the efforts of each user by employing a probabilistic matrix. Different from these works, we use a probabilistic model to characterize the unreliability of users and the quality of sensing data for a fine-grained event detection mobile crowdsensing application. In addition, we focus on how to accurately discover ground truth with high certainty, given the sensing data collected from unreliable users under a fixed budget constraint.
With assuming the qualities of users are known, certain and additive real values, some works [9] - [14] have focused on proposing quality-aware incentive mechanisms for mobile crowdsensing applications, to stimulate high-quality users participating. Differently, we focus on discovering the truth with high certainty based on unreliable sensing data. We propose an adaptive algorithm for greedily recruiting valuable users. Providing proper incentives to the recruited users is considered as our future work.
VII. CONCLUSION
In this paper, we extend our previous work [16] to provide a user recruitment algorithm for fine-grained event detection via mobile crowdsensing. Based on the probabilistic models built for describing the unreliability of users and the uncertainty of event detection, we propose an accelerated version of our adaptive greedy user recruitment algorithm, of which the execution time can be significantly reduced. Extensive simulations show that more than 90% execution time can be reduced by our proposed accelerated version, when there are 800 users. In addition to the constant approximation ratio proved in [16] , we also derive a tighter data-dependent upper bound for our algorithm, compared with the optimum of the user recruitment problem. WEIQIN TONG received the B.Eng. and M.Eng. degrees in computer science from the Nanjing University of Science and Technology, in 1984 and 1987, respectively, and the Ph.D. degree in computer science from Shanghai Jiao Tong University, in 1995. He was a Visiting Scholar with the Chinese University of Hong Kong, from 1991 to 1993. He is currently a Professor with the School of Computer Engineering and Science, Shanghai University. His research interests include parallel programming and compiling technology, and high performance computing technology. VOLUME 8, 2020 
