I report here on a simple, effective means of gauging similarity of language and content among text-based documents. The technique, known as Acquaintance, is straightforward; a workable software system can be implemented in a few days' time. It yields a similarity measure that makes sorting, clustering, and retrieving feasible in a large multilingual collection of documents that span an unrestricted range of topics. It makes no use of words per se to achieve its goals, nor does it require prior information about document content or language. It has been put to practical use in a demanding government environment over a period of several years, where it has demonstrated the ability to deal with error-laden multilingual texts.
Sorting and categorizing the enormous amount of text now available in machinereadable form has become a pressing problem. To complicate matters, much of that text is imperfect, having been derived from existing paper documents by means of an error-prone scanning and character recognition process.
Over the past few decades, many document categorization and retrieval methods words, sentences, and paragraphs for sorting, categorizing, and retrieving text (4), and various means of suppressing uninformative words, removing prefixes, suffixes, and endings, interpreting inflected forms, and performing related tasks have been developed. Depending on the application, these methods share a number of potential drawbacks: They require a linguist (or a polyglot) for initial setup and subsequent tuning, they are vulnerable to variant spellings, misspellings, and random character errors (garbles), and they tend to be both language-specific and topic-specific.
A potentially more robust alternative, the purely statistical characterization of text in terms of its constituent n-grams (sequences of n consecutive characters) (5, 6), has sporadically been applied to textual analysis and document processing (7). Recent examples include spelling and error correction (8) (9) (10) (11) (12) (13) (14) , text compression (15), language identification (16, 17) , and text search and retrieval (18-21).
The literature offers no convincing evidence of the usefulness of either approach for the purpose of categorizing text according to topic in a completely unrestricted multilingual environment, that is, an environment that encompasses many different documents containing a nonnegligible number of character errors. The present paper is intended to provide such a demonstration.
Methodology
Except for the Japanese example below, all text shown here has been reduced to a 27-character alphabet (uppercase A through z plus space). The alphabet size only weakly affects the ultimate outcome (22), so there is no loss of generality; consistent results are also obtained for a range of n-gram lengths (22) . I have worked with 5-grams for the English language examples, and 6-grams for the Japanese (23), but it should be borne in mind that the size of the alphabet and the n-gram length are both flexible.
Given an alphabet and value of n, a naive calculation of the number of possible n-grams can be misleading. It is immaterial that, for example, 275 = 14,348,907 distinguishable 5-grams can be formed using 27 characters because most of them are never encountered. Huge reserves of computer memory for n-gram statistics are therefore unnecessary.
An entire document can be represented as a vector whose components are the relative frequencies of its distinct constituent n-grams (the exhaustive list of constituent n-grams comprises all n-character sequences produced by an n-character-wide window displaced along the text one character at a time, and contains many duplications). Let the document contain J distinct n-grams, with ml occurrences of n-gram number i. Then the weight assigned to the ith vector component will be m Because every character of a document (except for the last n -1 characters) is the initial character of some n-gram (which may not necessarily be distinct from previous ngrams encountered in the same document), the number of distinct n-grams will initially closely track the document size in characters. Eventually, as the substance and tone of the document become established, fewer and fewer new n-grams will be introduced, and the initial rise will slow considerably (Fig. 1) .
In gauging similarity, I make the basic assumption that two documents whose ngram vectors are "similar" in some useful sense are likely to deal with related subject matter, and that documents whose vectors are dissimilar are likely to have little to do with one another. As a tentative first step, consider the normalized dot product S between document vectors. For documents m and n drawn from a set of size M (m, n E 1, space are constrained to lie in the hyperplane (subspace) defined by Eq. 2. This result can easily be visualized in a low-dimensional space. Taking J = 3 (ordinary three-space), Eq. 2 means that all document points lie in the plane x1 + X2 + X3 = 1 (Fig. 2) , and Eq. 3 is in fact the cosine of the angle between document vectors m and n as viewed from the origin.
Equation 3 can provide a gross measure of similarity-in particular, language discrimination is excellent. As a simple example (Fig. 3) , I intercompared samples of text in 31 different languages (averaging about 5000 characters each) and displayed the results in a way that divulges clustering among the similarity scores (26). Similarity scores below a threshold determined by the calibration procedure described below were discarded. Within each independent class of languages, which by definition has no above-threshold links to other classes (the five African languages in the lower left corner, for example), the algorithm represents similarity by proximity (27) . In this representation, two independent samples from the same language would typically be offset from one another by about 10% of the radius of one of the circular icons. Solely on the basis of their 5-gram content, these samples have been accurately grouped by language family.
The metric Eq. 3 fails at subtler tasks such as topic discrimination, however, because plain-language document vectors are usually dominated by uninformative components (in English, for example, n-grams derived from "is the", "and the", and "with the"), and the simple dot product Eq. 3 is driven primarily by the very strongest vector components. This weakness is shared by conventional word-based vector-space systems, which is why they usually use (language-and domain-dependent) stop lists.
An effective solution to this problem is to translate the origin of the vector space to a location that characterizes the information one wishes to ignore and to compute a similarity score referred to that new vantage point. Because a judiciously chosen origin can represent information common to a given set of documents, it can implicitly define the context in which discrimination is to take place. This is an important step because similarity comparisons become meaningful only when those document characteristics to which the measuring system is sensitive (be they, for example, overall formatting, alphabet type, specific language, or primary topic) have been identi- 
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One straightforward way to specify this new origin is to average a particular set of document vectors, for example, the document vectors that belong to an identifiable cluster. We may call this average the centroid of the set, whether it be the mean, median, or some other measure of commonality (it is an open question as to which of these might be most effective in any specific application; preliminary experiments indicate that the end result is not a sensitive function of the adopted measure). Note that each of the many axes in the document vector space is associated with a unique n-gram (apart from an arbitrarily small collision factor), and that the proposed transformation is neither a rescaling nor a rotation of the axes, merely a translation. Consequently, documents that belong to sets dominated by nominally different primary topics (for example, health care reform and communicable diseases) but that are related to one another at a subordinate topic level (for example, AIDS epidemiology) can still be recognized as such if the various primary clusters are first "superimposed" by subtracting the corresponding cluster centroid from the documents that define each cluster (thereby centering the clusters themselves about a single origin).
For simplicity, I have chosen the centroid of a given set to be the arithmetic mean of its document vectors. In J-dimensional space, intercomparison of the M doc- 
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These two conditions constrain all document vectors to a hyperplane parallel to the one shown in Fig. 2 but passing through the absolute origin. The superimposition of clusters referred to above is enforced by the vector differences in the numerator and denominator of Eq. 4. The score defined by Eq. 4 is sensitive to "noise" (for example, garbled text, stylistic differences among authors, and residual fluctuations in common elements after subtraction of the centroid) in documents that lie close to the origin, with the result that small perturbations of a document vector can drastically alter its similarity scores with other documents (because a small change in some vector component can cause a large change in O mn). However, because a document close to the origin (in terms of some typical cluster radius) contains little information beyond that represented by the origin itself, and in that sense can be considered fully characterized, there is little to be gained by pursuing more subtle comparisons involving that document. In practice, one can penalize scores involving such documents by associating an overall multiplicative factor with every document vector, such that the closer the document is to the current origin, the smaller the factor becomes. The net result is a similarity score XmXnSmn) where Xm and Xn go smoothly from 0 to 1 as the length of the respective document vector increases (28), with A=f(r) r =
How are these similarity scores distributed over a wide-ranging corpus of documents? Can one distinguish among related documents, unrelated documents, and intermediate cases (29)? Rather than rely on human judges to establish "ground truth," I create a set of closely related document pairs by partitioning each member of a test collection in a special way, extracting alternate sentences into two new "twin" documents (22) . With such a test set, one can establish the performance of a similarity metric against documents known to be highly similar (twins) and documents assumed on average to be dissimilar (nontwins). The behavior of intermediate cases can plausibly be interpolated into a number of broad similarity categories, each with associated confidence levels. For the present test, I partitioned 4000 diverse English-language magazine articles chosen at random from a commercial fulltext CD-ROM. The original articles were at least 1000 characters long and produced twins containing at least 20 sentences apiece. Each of these altered documents was compared with all others by its modified score (4), producing two score distributions (document versus twin, document versus nontwin) (Fig. 4) . If in fact these test sets faithfully model strongly related and unrelated documents, then the risk of severely misclassifying strongly related documents by calling them totally unrelated (and vice versa) is low (less than 1%). By interpolating between the two distributions, one can likewise reduce the likelihood of subtler misclassifications to an acceptable level.
Formal Evaluation
The annual Text Retrieval Conference (TREC) sponsored by the National Institute of Standards and Technology (30) is a well-attended forum for the comparison of document retrieval and categorization methodologies, with more than 90 participants in 1994 from government, industry, and academia. Two high-volume test protocols (run against over a million broadranging English-language documents) have been devised to assess participating systems, which are ranked according to their conformity with human evaluators' judgments of the "relevance" of retrieved documents to a prescribed set of queries. The results of these assessments are characterized in terms of recall (the fraction of all "relevant" documents in a corpus that are actually retrieved) and precision (the fraction of the documents retrieved that are tagged "relevant"). Obviously, the significance of such results depends on the care with which "relevance" is defined and determined (31 ).
The purpose of taking part in this year's TREC activity (32) was to compare the SCIENCE * VOL. 267 * 10 FEBRUARY 1995performance of Acquaintance with that of state-of-the-art document retrieval systems. The two main tasks undertaken by participants were (i) document retrieval based on brief stylized descriptions of the desired documents (known as the ad hoc task), and (ii) document retrieval based on the full text of exemplars certified to be of interest (known as the routing task).
The performance of Acquaintance on the ad hoc task is shown in Fig. 5A . Out of 50 queries considered, the measured precision exceeded the median (across 34 participating systems) only twice. It was far below the median in almost all other cases, although it fared better than 10% of the participants more than half the time. Such queries fail to model desired documents well enough to serve as the sole input for retrieval by Acquaintance.
Performance on the exemplar-based routing task is plotted in Fig. 5B . Acquaintance scored at least as well as half of the 34 systems addressing this task in more than one-third of the queries (18 out of 50); it scored better than two-thirds of the systems in one-fifth of the queries (10 out of 50).
In the latter task, and in terms of these widely adopted metrics, it would appear that Acquaintance can perform on a par with some of the best existing retrieval systems. Aside from the utter simplicity of its approach, however, one feature that sets it apart is its complete language independence: At no time was the system informed that it was processing English. Not surprisingly, then, useful practical results have been obtained during the past several years of development, with no modification of the algorithm, in close to two dozen languages.
Examples
The following three examples illustrate the use of Acquaintance as a basis for blind clustering, the grouping of documents according to language, topic, and subtopic (and even finer subdivisions) with no prior information about document content. Other applications-such as sorting (redirecting documents, that is, forwarding them to end users, in accordance with previously specified categories), categorization (labeling documents, but not necessarily redirecting them, in accordance with previously specified categories), and retrieval-can be viewed as procedural modifications of this basic process. In sorting and categorization, incoming documents are compared with previously established references, which may be existing documents or groups of documents (and which may well have been identified by previous stages of processing).
For retrieval, Acquaintance facilitates an iterative refinement process in which one maps relationships and labels entire clusters of documents at each stage of retrieval. (It is not necessary to intercompare all documents in a large corpus beforehand because relationships can quickly be mapped among just the documents retrieved at any stage.) Query-matching requirements in the initial stage of a search can be relaxed significantly (so as to enhance recall), and entire clusters of inappropriate documents can be discarded strictly on the basis of their labels (thereby enhancing precision). If appropriate documents are identified in this way, they can be merged and resubmitted as a far more focused follow-up query, and the mapping and labeling procedure can be repeated. In the process, the context (that is, the origin in document space) can be redefined after each round of retrieval, if desired, enhancing discrimination in successive rounds (33).
For the first example, Acquaintance processed two days' worth of Associated Press (AP) wire service news articles (19 and 20 February 1990) from the TREC collection. All possible pairs of articles were intercompared, and the resulting scores were used to construct Fig. 6 , which reflects the interrelationships among a subset of the 392 articles (26 
Summary
The capabilities of the Acquaintance technique include (i) language sorting based solely on brief reference samples and an "tunknown" sample some dozens of characters long, (ii) topical partitioning of a large collection of documents in any language, which need not be specified in advance, with no prior specification of subject matter and with no user intervention, (iii) document sorting in any language, based on reference documents constructed in a self-consistent manner, and (iv) natural-language exemplar-based document retrieval in any language, at a performance level that compares favorably with state-of-the-art retrieval systems. These derive directly from an n-grambased measure of document similarity and a means of automatically mitigating the effects of uninformative text. The latter has made possible a practical definition of the context in which document similarity is to be judged and is a generally applicable vector-space technique, rather than being specifically tailored to n-grams.
An off-the-shelf personal computer can fully intercompare hundreds to thousands of documents in a matter of minutes (35). The time for full intercomparison is of course quadratic in the number of items compared, but the iterative refinement process described above obviates the need for full intercomparison of more than several thousand documents at a time in all but the very highest volume applications. Sorting and retrieval are linear in the number of documents investigated.
The time required to set up and tune a specific application is measured in minutes to hours, rather than weeks to months. The approach lends itself well to experimentation and is straightforward to adapt to a wide variety of problems. Research into the characteristics, capabilities, and limitations of this technique is ongoing.
The results obtained thus far underscore the desirability of distinguishing between topic and meaning in text processing. Although words in isolation may well be ambiguous, one can assume that documents like the ones discussed here are intended to communicate useful information. The author of a coherent document will attempt to mitigate ambiguities by supplying related words and phrases-and therefore n- 
