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Abstract
A graph G is called Bk-VPG, for some constant k ≥ 0, if it has a string representation on
an axis-parallel grid such that each vertex is a path with at most k bends and two vertices are
adjacent in G if and only if the corresponding paths intersect each other. The part of a path
that is between two consecutive bends is called a segment of the path. In this paper, we study
the Maximum-Weighted Independent Set problem on Bk-VPG graphs. The problem is
known to be NP-complete on B1-VPG graphs, even when the two segments of every path have
unit length [12], and O(log n)-approximation algorithms are known on Bk-VPG graphs, for
k ≤ 2 [3, 14]. In this paper, we give a (ck + c + 1)-approximation algorithm for the problem
on Bk-VPG graphs for any k ≥ 0, where c > 0 is the length of the longest segment among all
segments of paths in the graph. Notice that c is not required to be a constant; for instance,
when c ∈ O(log log n), we get an O(log log n)-approximation or we get an O(1)-approximation
when c is a constant. To our knowledge, this is the first o(log n)-approximation algorithm for a
non-trivial subclass of Bk-VPG graphs.
1 Introduction
In this paper, we study theMaximum-Weighted Independent Set problem onBk-VPG graphs.
A graph is said to have a Vertex intersection of Paths in a Grid (VPG representation, for short),
if its vertices can be represented as simple paths on an axis-parallel grid such that two vertices are
adjacent if and only if the corresponding paths share at least one grid node. Although VPG graphs
were considered a while ago when studying string graphs [15], they were formally investigated by
Asinowski et al. [1]. Since then much of the work has focused on studying subclasses of VPG graphs;
in particular, restricting the type of paths that are allowed. A turn of a path at a grid node is called
a bend and a VPG graph is called Bk-VPG graph if every path has at most k bends.
Definition 1.1 (Bk-VPG Graph). A graph G = (V,E) is called a Bk-VPG graph, if every vertex
u of G can be represented as a path Pu on an axis-parallel grid G such that (i) Pu has at most k
bends, and (ii) two paths Pu and Pv intersect each other at a grid node if and only if (u, v) ∈ E.
We remark that by intersecting each other in Definition 1.1, we include the case where two paths
only touch each other. Figure 1 shows a graph with its Bk-VPG representations for k = 1.
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Figure 1: A graph on six vertices (left) with its Bk-VPG (right) representation for k = 1.
Let G = (V,E) be an undirected graph. A set S ⊆ V is an independent set if no two vertices in
S are adjacent. In the Maximum-Weighted Independent Set problem, each vertex is assigned
a weight and the objective is to compute an independent set of G whose weight is maximum over
all independent sets in G. The weight of an independent set is defined as the sum of the weights of
vertices in the independent set. The Maximum-Weighted Independent Set is well known to
be NP-hard, and n1−-hard to approximate for any  > 0 unless NP=ZPP [11].
Related work. Much of the early work is focused on deciding the existence or recognition of
VPG representations of graphs [8, 10, 4, 6]. Recently, however, there are works done on designing
approximation algorithms for optimization problems on Bk-VPG graphs. For instance, Minimum
Dominating Set problem is APX-hard on one-string B1-VPG graphs1 due to the facts that
every circle graph is a one-string B1-VPG graph [1] and that Minimum Dominating Set is
APX-hard on circle graphs [7]. Moreover, Mehrabi [13] studied the Minimum Dominating Set
problem on some subclass of B1-VPG graphs and gave an O(1)-approximation algorithm for this
problem (see also [14]). For the Maximum-Weighted Independent Set problem, the decision
version was shown to be NP-complete on B1-VPG graphs by Lahiri et al. [12] who also gave an
O((log n)2)-approximation algorithm for this problem; notice that the best known algorithm for
Maximum-Weighted Independent Set on arbitrary string graphs has an approximation factor
n, for some  > 0 [9]. Moreover, O(log n)-approximation algorithms exist for the problem on Bk-
VPG graphs, for k ≤ 2 [3, 14]. It has been asked several times [12, 3, 14] whether there exist a
constant-factor (or even an o(log n)-factor) approximation algorithm for theMaximum-Weighted
Independent Set problem on Bk-VPG graphs.
Our result. As the first step towards obtaining o(log n)-approximations, we consider the problem
on Bk-VPG graphs for which the longest segment among all segments of paths in the graph has
length c, for some c > 0. We give a polynomial-time (ck + c+ 1)-approximation algorithm for the
problem on such graphs (Section 3). Notice that c is not required to be a constant; for instance,
when c ∈ O(log log n), we get an O(log log n)-approximation or we get an O(1)-approximation when
c is a constant. To our knowledge, this is the first o(log n)-approximation algorithm for a non-trivial
1A B1-VPG graph is called one-string if every pair of strings that are adjacent in the graph intersect each other
exactly once.
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subclass of Bk-VPG graphs.
Our algorithm is based on a linear programming formulation of the problem and then applying
the local ratio technique [2] to the weight function with respect to a feasible solution of the linear
program. The algorithm uses a rounding lemma, which exploits the properties of Bk-VPG graphs.
This will then be used to decompose the weight function for subsequent recursive steps of the
algorithm.
2 Preliminaries
We denote the string representation of a Bk-VPG graph G = (V,E) by 〈P ,G〉, where P is the
collection of paths corresponding to the vertices of G and G is the underlying grid. We might some-
times violate the wording and say path(s) in G to actually refer to the vertices in G corresponding
to the paths in P . Since the recognition problem is NP-hard on such graphs [16, 5], we assume
throughout this paper that a string representation of a Bk-VPG graph is always given as part of the
input (in addition to G). We denote the path in P corresponding to a vertex u ∈ V by Pu. We say
that two paths Pu and Pv are adjacent if the vertices u and v are adjacent in G. Let P be a path in
P . We call the common endpoint of two consecutive segments of P a corner of P and denote it by
corner(P ). Let N [P ] denote the set of paths adjacent to P ; we assume that P ∈ N [P ]. Moreover,
for a set S ⊆P of paths, define N [S] := ∪P∈SN [P ]. Finally, we denote the x- and y-coordinates of
a point p in the plane by x(p) and y(p), respectively.
Let w ∈ Rn be a weight vector, and let F be a set of feasibility constraints on vectors x ∈ Rn.
A vector x ∈ Rn is a feasible solution to a given problem (F,p) if it satisfies all of the constraints
in F . The value of a feasible solution x is the inner product w · x. A feasible solution is optimal
for a maximization (resp., minimization) problem if its value is maximal (resp., minimal) among all
feasible solutions. A feasible solution x for a maximization (resp., minimization) problem is an α-
approximation solution, or simply an α-approximation, if w ·x ≥ α ·w ·x∗ (resp., if w ·x ≤ α ·w ·x∗),
where x∗ is an optimal solution. An algorithm is said to have an approximation factor of α if it
always computes α-approximation solutions.
Our (ck + c + 1)-approximation algorithm for the Maximum-Weighted Independent Set
problem on Bk-VPG graphs is based on the local ratio technique, which was first developed by
Bar-Yehuda and Even [2]. Let us formally state the local ratio theorem.
Theorem 2.1. (Local Ratio [2]) Let F be a set of constraints, and let w,w1 and w2 be weight
vectors where w = w1 +w2. If x is an α-approximation solution with respect to (F,w1) and with
respect to (F,w2), then x is an α-approximation solution with respect to (F,w).
We now describe how the local ratio technique is usually used for solving a problem. First, the
solution set is empty. The idea is to find a decomposition of the weight vector w into w1 and w2
such that w1 is an “easy” weight function in some sense (we will discuss this in more details later).
The local ratio algorithm continues recursively on the instance (F,w2). We assume inductively
that the solution returned recursively for the instance (F,w2) is a good approximation and will
then prove that it is also a good approximation for (F,w). This requires proving that the solution
returned recursively for the instance (F,w2) is also a good approximation for the instance (F,w1).
This step is usually the main part of the proof of the approximation factor.
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3 Approximation Algorithm
In this section, we give a (ck+c+1)-approximation algorithm for theMaximum-Weighted Inde-
pendent Set problem on Bk-VPG graphs, for any k ≥ 0, where c > 0 is the length of the longest
segment among all segments of paths in the graph; notice that c is not required to be a constant.
The algorithm is based on rounding a fractional solution derived from a linear programming relax-
ation of the problem. The standard linear programming relaxation of the Maximum-Weighted
Independent Set problem is as follows. For each path P ∈ P, we define an indicator variable
x(P ). The path P is in the independent set if and only if x(P ) = 1. The integer program assigns
the binary values to the paths with the constraint that for each clique Q, the sum of the values
assigned to all paths in Q is at most 1. By relaxing the integer constraint, we get the following
linear program in which w(P ) denotes the weight of P .
maximize
∑
P∈P
w(P ) · x(P ) (1)
subject to
∑
P∈Q
x(P ) ≤ 1 ∀ cliques Q ∈ G,
x(P ) ≥ 0 ∀P ∈ P.
Let x denote the indicator vector of variables. Notice that any independent set in G gives a
feasible integral solution to the linear program. Therefore, the value of an optimal (not necessarily
integer) solution to the linear program is an upper bound on the value of an optimal integral solution.
The linear program (1) might not have a polynomial number of constraints in general, however, we
show that having a polynomial number of constraints in (1) can be guaranteed for Bk-VPG graphs.
We first need some definitions. For a path P ∈ P, let grid(P ) be the set of grid points on which P
lies; that is, a grid point t is in grid(P ) if and only if P contains t. Moreover, we define
grid(G) :=
⋃
P∈P
grid(P ).
Consider any clique Q in G. Observe that the paths in Q must have at least one grid point in
common; that is, ⋂
P∈Q
grid(P ) 6= ∅.
This means that every clique in G is defined by some grid point. For a grid point t, let paths(t)
denote the set of all paths in G that contain t. Then, we can re-formulate (1) as follows:
maximize
∑
P∈P
w(P ) · x(P ) (2)
subject to
∑
P∈paths(t)
x(P ) ≤ 1 ∀ points t ∈ grid(G),
x(P ) ≥ 0 ∀P ∈ P.
Since each path P has at most k + 1 segments and each segment has length at most c, we have
|grid(P )| ≤ ck+ c+1 and so |grid(G)| ≤ (ck+ c+1)n. As such, the number of constraints of (2)
is polynomial in n. Therefore, an optimal solution to (2) can be computed in polynomial time. The
key to our rounding algorithm is the following lemma.
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Algorithm 1 ApproximateMWISonBk-VPG (〈P ,G〉)
1: Delete all paths with non-positive weight. If no paths remain, then return the empty set.
2: Let P ∈P be a path satisfying ∑
P ′∈N [P ]
x(P ) ≤ ck + c+ 1.
Then, decompose w into w := w1 +w2 as follows:
w1(P
′) =
{
w(P ) if P ′ ∈ N [P ],
0 otherwise.
3: Solve the problem recursively using w2 as the weight vector. Let S′ be the independent set
returned.
4: If there exists at least one path in S′ that is adjacent to P , then return S := S′; otherwise,
return S := S′ ∪ P .
Lemma 3.1. Let x be a feasible solution to the program (1). Then, for any path P ∈ P∑
P ′∈N [P ]
x(P ′) ≤ ck + c+ 1.
Proof. Take any path P in P. Consider the neighbours of P in P and partition them into at most
ck + c + 1 sets based on the grid point they share with P . If a path P ′ ∈ N [P ] shares more than
one grid point with P , then assign it to (only) one of the partition sets arbitrarily. Consider a grid
point t ∈ grid(P ). We know by (2) that ∑
P ′∈paths(t)
x(P ′) ≤ 1.
Therefore, ∑
P ′∈N [P ]
x(P ′) =
∑
t∈grid(P )
∑
P ′∈paths(t)
x(P ′) ≤
∑
t∈grid(P )
(1) ≤ ck + c+ 1.
By Lemma 3.1, the rounding algorithm applies a local ratio decomposition of the weight vectorw
with respect to x. See Algorithm 1. Clearly, the set S returned by the algorithm is an independent
set. The following lemma establishes the approximation factor of the algorithm.
Lemma 3.2. Let x be a feasible solution to (2). Then, w(S) ≥ 1ck+c+1(w · x).
Proof. We prove the lemma by induction on the number of recursive calls. In the base case, the set
returned by the algorithm satisfies the lemma because no vertices are remained. Moreover, the first
step that removes all vertices with non-positive weight cannot decrease the right-hand side of the
above inequality. We next prove the induction step.
Suppose that z and z′ correspond to the indicator vectors for S and S′, respectively. By induc-
tion, w2 · z′ ≥ 1ck+c+1(w2 · x). Since w2(P ) = 0, we have w2 · z ≥ 1ck+c+1(w2 · x). From the last
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step of the algorithm, we know that at least one path from N [P ] is in S (recall that we assumed
P ∈ N [P ]) and so we have
w1 · z = w(P )
∑
P ′∈N [P ]
z(P ′) ≥ w(P ).
Moreover, by Lemma 3.1,
w1 · x = w(P )
∑
P ′∈N [P ]
x(P ′) ≤ (ck + c+ 1) · w(P ).
Therefore,
w1 · x ≤ (ck + c+ 1) · w(P ) ≤ (ck + c+ 1) · (w1 · z)
⇒ w1 · z ≥ 1
ck + c+ 1
(w1 · x)
⇒ (w1 +w2) · z ≥ 1
ck + c+ 1
(w1 +w2) · x
⇒ w(S) ≥ 1
ck + c+ 1
w · x.
This completes the proof of the lemma.
Since there exists at least one path P for which w2(P ) = 0 in each recursive step, Algorithm 1
terminates in polynomial time. Therefore, by Lemmas 3.2, we have the main result of this paper.
Theorem 3.1. There exists a polynomial-time (ck+c+1)-approximation algorithm for the Maximum-
Weighted Independent Set problem on Bk-VPG graphs, for any k > 0, where c > 0 is the
length of the longest segment in the graph.
4 Conclusion
In this paper, we considered the Maximum-Weighted Independent Set problem on Bk-VPG
graphs. We gave a polynomial-time (ck + c + 1)-approximation algorithm on Bk-VPG graphs,
for any k > 0, where c denotes the length of the longest segment of all paths in the graph. The
algorithm relies crucially on the fact that the longest segment in the graph has length c. Designing
an o(log n)-approximation of a maximum-weighted independent set on any Bk-VPG graph (even
for k = 1) remains open.
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