Abstract. Given a correspondence between a modular curve and an elliptic curve A we study the group of relations among the CM points of A. In particular we prove that the intersection of any finite rank subgroup of A with the set of CM points of A is finite. We also prove a local version of this global result with an effective bound valid also for certain infinite rank subgroups. We deduce the local result from a "reciprocity" theorem for CL (canonical lift) points on A. Furthermore we prove similar global and local results for intersections between subgroups of A and isogeny classes in A. Finally we prove Shimura curve analogues and, in some cases, higher-dimensional versions of these results.
Introduction
Modular curves possess various remarkable sets of points having a modular interpretation. Typical examples are the set of CM points and the set of points in a given isogeny class. Given a correspondence between a modular curve and an elliptic curve A, we study the integer relations among the points in the image in A of such a set. We consider also the analogous problem in which modular curves are replaced by Shimura curves.
1.1. Modular curves. Let X 1 (N) over Q be the complete modular curve attached to the group Γ 1 (N) for some N > 3. If Y 1 (N) ⊂ X 1 (N) is the non-cuspidal locus then Y 1 (N)(Q) is in bijection with the set of isomorphism classes of pairs (E, α) where E is an elliptic curve over Q and α : Z/NZ ֒→ E(Q) is an injection.
A CM-point on S is a point in Y 1 (N)(Q) represented by an elliptic curve E (with point) such that E has complex multiplication, i.e., End(E) = Z. Let CM ⊂ S(Q) be the set of CM-points on S. Definition 1.1. A modular-elliptic correspondence is a pair of non-constant morphisms of smooth connected projective curves over Q, S Π ←− X Φ −→ A, where S = X 1 (N), A is an elliptic curve, and X is equipped with a point x ∞ such that Π(x ∞ ) = ∞ and Φ(x ∞ ) = 0. Call Φ(Π −1 (CM)) ⊂ A(Q) the set of CM-points on A.
A special case of the above situation arises from the Eichler-Shimura construction. For terminology on modular forms we refer to [13] . Definition 1.2. Let f = a n q n be a newform (which we will usually assume, without notice, to be of weight 2, on Γ 0 (N), normalized, i.e. a 1 = 1, and with rational Fourier coefficients, so a n ∈ Z). The Eichler-Shimura construction [13] yields a Q-morphism from X 1 (N) (through X 0 (N)) to an elliptic curve A f . By a modular parametrization attached to f we mean a composition X 1 (N) → A f → A where A f → A is an isogeny of elliptic curves over Q. A modular-elliptic correspondence is said to arise from a modular parametrization
Detailed exposition of the global results

2.1.
Finiteness for CM points. By a coset in an abelian variety A, we will mean a translate of an abelian subvariety of A. If we drop the assumption that X(Q) ∩ (CM ×Γ) is Zariski dense in X, we can apply Theorem 2.1 to the irreducible components of the Zariski closure of X(Q) ∩ (CM ×Γ) to deduce the following equivalent form of Theorem 2.1. We can actually strengthen Theorem 2.1, as [37] strengthened the Mordell-Lang conjecture, by fattening Γ as follows. Let h : A(Q) → R ≥0 be a canonical height function attached to some symmetric ample line bundle on A. For Γ ≤ A(Q) and ǫ ≥ 0, let Γ ǫ := { γ + a | γ ∈ Γ, a ∈ A(Q), h(a) ≤ ǫ }. Theorem 2.5. Assume that S, A, Γ are as in Theorem 2.4 . Let X be a closed subvariety of S × A defined over Q. Then for some ǫ > 0, the intersection X(Q) ∩ (CM ×Γ ǫ ) is contained in a subvariety Z ⊆ X that is a finite union of products S ′ × A ′ where each S ′ is a subvariety of S and each A ′ is a coset in A.
In the Shimura curve case, our global results are weaker, but we can still prove the following: Theorem 2.6. Let S = X D (U) over Q, let A be an abelian variety over Q, and let Φ : S → A be a morphism. Let Γ ≤ A(Q) be a finite-rank subgroup. Then Φ(CM) ∩ Γ is finite.
In the case dim A = 1 we can rephrase this as: Finally we can again fatten Γ: Theorem 2.8. In the notation of Theorem 2.6, there exists ǫ > 0 such that Φ(CM) ∩ Γ ǫ is finite.
Theorems 2.4 and 2.8, which imply all the other results above, will be proved in Section 4.1.
Finiteness for isogeny classes.
We begin by introducing certain subfields of Q and certain subgroups of elliptic curves. (1) For any rational prime p there exist subfields M ⊂ Q that are maximally unramified at some prime above p. (2) Any M ⊂ Q maximally unramified at a prime over p is isomorphic to the algebraic closure of Q in the completion of the maximal unramified extension of Q p . So if M 1 , M 2 ⊂ Q are two subfields maximally unramified at primes over p then there exists an automorphism σ of Q such that σM 1 = M 2 . (3) If F ⊂ Q is any number field (i.e. finite extension of Q) in which p is unramified and if M ⊂ Q is any subfield maximally unramified at a prime above p then F ⊂ M. Indeed, if F ′ is the Galois closure of F in Q then p is unramified in F ′ . Consider any prime in F ′ above p. Then the completion of F ′ at this prime has an embedding σ into the completion of M at ℘. By the maximality of M we get σF ′ ⊂ M. Since F ′ is normal over Q we have σF
Definition 2.11. For any prime p and any abelian group G (written additively) we set G p-div := G tors + pG.
5
For any subgroup Γ ≤ G define
We always have
If A is an elliptic curve over a field M ⊂ Q that is maximally unramified at a prime above p, the study of A(M) p-div is analogous to the study of Wieferich places in [45] and [48] : for a ∈ Z \ pZ, the classical Wieferich condition a p ≡ a (mod p 2 ) is equivalent to a ∈ M ×p .)
Remark 2.12. Let ∆ be a positive-density set of rational primes. Let K be a number field unramified at the primes in ∆. Let M ∆ be the set of subfields of K maximally unramified at some prime above some p ∈ ∆. Let A be an elliptic curve over K. Then it is reasonable to expect that
Remark 2.13. On the other hand, if ∆ is a finite set of rational primes, and K and A are as in the previous remark, then M ∈M ∆ A(M) p-div is of infinite rank. This follows from the following statement: If L is the compositum in K of all quadratic extensions of K that are unramified at all primes above p ∈ ∆, then A(L) is of infinite rank. To prove this, choose a Weierstrass equation y 2 = f (x) for A, where f (x) is a monic cubic polynomial with coefficients in the ring of integers O K of K. Let P = p∈∆ p. Consider points with x-coordinate x n = 1/P 4 + n for n ∈ O K . Then K( f (x n )) is unramified at p since the equation P 12 f (x n ) ≡ 1 (mod P 4 ) implies by Hensel's lemma that P 12 f (x n ) is a square in the completion of K at any prime above p ∈ ∆. Thus we get a collection of points in A(L). We may inductively define a sequence of n i ∈ O K such that each K( f (x n i )) is ramified at a prime of K not ramifying in the field generated by the previous square roots, by choosing n i so that 1/P 4 + n i has valuation 1 at some prime of K splitting completely in the splitting field of f . By choosing the n i sufficiently large, we may assume that the corresponding points P i ∈ A(L) have large height and hence are non-torsion. Now we claim that the Galois action forces P 1 , . . . , P m to be Z-independent in A(L). Indeed, if there were a relation a 1 P 1 + · · · + a m P m = 0 then we could apply a Galois automorphism fixing all the P i but P 1 to obtain −a 1 P 1 + a 2 P 2 + · · · + a m P m = 0, and subtracting would show that 2a 1 P 1 = 0, but P 1 is non-torsion, so a 1 = 0; similarly all a i would be 0. Since m can be made arbitrarily large, A(L) has infinite rank. Theorem 2.14. Let S Π ←− X Φ −→ A be a modular-elliptic or a Shimura-elliptic correspondence and let Q ∈ S(Q). Then there exists an infinite set ∆ of primes such that for any p ∈ ∆ there is an infinite set Σ of primes with the following property. Let M ⊂ Q be maximally unramified at a prime above p. Suppose that A is definable over M. Let C be the Σ-isogeny class of Q in S(Q). Then there exists a constant c such that for any subgroup Γ ≤ A(M) with r := rank
Theorem 2.14 applies, for instance, to groups of the form Γ = Γ 0 + A(M) p-div where Γ 0 ≤ A(M) is finitely generated; note that such a Γ has rank A(M ) p (Γ) < ∞ and contains the 6 prime-to-p division hull of Γ 0 in A(Q) if A has good reduction at all primes above p. (Recall that the prime-to-p division hull of Γ 0 in A(Q) is the group of all x ∈ A(Q) such that there exists n ∈ Z \ pZ with nx ∈ Γ 0 .) On the other hand, by Remark 2.13, if A is defined over Q, then Γ is of infinite rank. Theorem 2.14 implies the following:
A be a modular-elliptic or a Shimura-elliptic correspondence, let Q ∈ S(Q) and let Γ 0 ≤ A(Q) be a finitely generated subgroup. Then there exists an infinite set ∆ of primes such that for any p ∈ ∆ there is an infinite set Σ of primes with the following property. If C is the Σ-isogeny class of Q in S(Q) and Γ is the prime-to-p division hull of Γ 0 in A(Q) then the set Φ(Π −1 (C)) ∩ Γ is finite.
In the modular-elliptic case we can reverse the roles of Σ and ∆, roughly speaking: 
, and let Γ 0 ≤ A(Q) be a finitely generated subgroup. Then there is a constant l 0 such that for any finite set Σ of primes greater than l 0 there is an infinite set ∆ of primes with the following property. If p ∈ ∆, if C is the Σ-isogeny class of Q in S(Q), and if Γ is the prime-to-p division hull of Γ 0 in A(Q), then the set Φ(Π −1 (C)) ∩ Γ is finite.
Theorems 2.14 and 2.16 will be derived from their local counterpart, Corollary 3.35, which will be stated later; the derivation will not be straightforward and will be given in Section 6. The special case when Q ∈ CM in Theorems 2.14 and 2.16 is not superseded by Corollaries 2.3 and 2.7: the groups Γ in Theorems 2.14 and 2.16 are allowed to have infinite rank and the finiteness statements come with effective bounds. Recall from the introduction that we are interested in a description of the group Φ ⊥ of all CM divisors
Such a theorem will be obtained in the local case; see Theorem 3.7. Taking the clue from the local picture one may ask, in our global case here, if there exists a regular function Φ † on X † such that for any CM divisor m i P i on X † we have that m i Φ(P i ) ∈ A(Q) tors if and only if m i Φ † (P i ) = 0. We could refer to such a Φ † as a reciprocity function for CM points. However, as we shall presently see, no reciprocity function for CM points exists in the global case, even in the "most classical" situation when our correspondence arises from a modular parametrization: see Corollary 2.22.
On the other hand, in the global case, for correspondences arising from modular parametrizations, we will prove the existence of a reciprocity function mod p for CM points; see Theorem 2.18.
Finally we will prove an elementary, purely geometric result comparing linear dependence relations on elliptic curves with corresponding linear dependence relations in the additive group; see Theorem 2.23. Morally this result shows that "there are no purely geometric reasons" for the existence of reciprocity functions (or reciprocity functions mod p); so the existence of such functions should be viewed, in some sense, as an effect of "arithmetic" and not of "geometry alone".
Let us begin by explaining our existence result for reciprocity functions mod p. Assume that f = a n q n is a newform (as usual, of weight 2, on Γ 0 (N), normalized, i.e. a 1 = 1, and with rational coefficients, hence a n ∈ Z). As we shall explain in Remark 3.21, for any prime p, there exists a modular form
Fix such a form. Also consider the modular form E p−1 of weight p − 1 over
] is the normalized Eisenstein series of weight p − 1; here "normalized" means "with constant coefficient 1". Then the quotient
is a rational function on S defined over Q.
Theorem 2.18 (Reciprocity functions mod p for CM points). Let S = X 1 (N) and let Φ : S → A be a modular parametrization attached to a newform f , with A non CM. Let P 1 , . . . , P n ∈ CM correspond to (not necessarily distinct) imaginary quadratic fields
. Let p be a sufficiently large prime splitting completely in the compositum K 1 · · · K n , and let M ⊂ Q be maximally unramified at a prime ℘ above p. Then Φ † p does not have poles among P 1 , . . . , P n , we have
The implication "=⇒" holds even if A is CM.
We expect that the condition
can be removed. Theorem 2.18 will be derived in Section 6 from its local counterpart, Theorem 3.22.
Theorem 2.18 immediately implies the following necessary criterion for the trace of a CM point to be torsion: Corollary 2.19. Let S = X 1 (N) and let Φ : S → A be a modular parametrization attached to a newform f . Let K be an imaginary quadratic field not equal to Q(
, let L be a finite extension of K, and let P ∈ S(L) be a point corresponding to an elliptic curve with CM by an order in K. If
Theorem 2.20 (Non-existence of reciprocity functions for isogeny classes). Let Φ : S = X 1 (N) → A be a modular parametrization. Let C ⊂ S(Q) be an isogeny class and let Φ † be a rational function on S none of whose poles is in C. Assume that for any P 1 , . . . , P n ∈ C and any m 1 , . . . , m n ∈ Z we have 
We end our discussion here by stating our "purely geometric" result comparing linear dependence relations on elliptic curves with linear dependence relations in the additive group. Theorem 2.23. Let Φ : X → A be a non-constant morphism between smooth projective curves over an algebraically closed field k of characteristic p ≥ 0. Let n ≥ 3, and let a 1 , . . . , a n be nonzero integers not all divisible by p. Suppose that X † ⊂ X is an affine open subset and Φ † ∈ O(X † ) is a regular function such that for any P 1 , . . . , P n ∈ X † (k) we have
Theorem 2.23 will be proved in Section 4.2. Theorem 2.23 fails for both n = 2 and n = 1. For each prime p, fix a subfield M ⊂ Q maximally unramified at a prime ℘ above p. The completion of M at ℘ is isomorphic to K. We fix such an isomorphism. We then get an embedding M ֒→ K, which we shall view as an inclusion,
with pR lying over ℘. Then M is the algebraic closure of Q in K, we have
and R is the completion of O M,℘ . If F is a number field with ring of integers O F and p is unramified in
We will use the notion of a canonical lift (CL) abelian scheme over R: see Section 5.1 for the definition.
3.2. Hecke correspondences. For any prime l let Y 1 (N, l) be the affine curve over Q parameterizing triples (E, α, H) in which (E, α), with α : Z/NZ ֒→ E(Q), represents a point in Y 1 (N) and H ≤ E(Q) is an order-l subgroup intersecting α(Z/NZ) trivially: see [10, p. 207] . Define degeneracy maps σ 1 , σ 2 :
i − a l P will be called a Hecke divisor.
Conventions on modular-elliptic correspondences. The
represents the functor taking a Z[1/N]-algebra B to the set of isomorphism classes of pairs (E, α) where E is an elliptic curve over B and α : (Z/NZ) B → E is a closed immersion of group schemes. For each P ∈ Y 1 (N)(B), let (E P , α P ) be a pair in the corresponding isomorphism class. The Z[1/N]-scheme S = X 1 (N) is the Deligne-Rapoport compactification: see [13, pp. 78-81] . The base extension of S to C will also be denoted S. The cusp ∞ on X 1 (N) is defined over Q(ζ N ), where ζ N is a primitive N th root of 1. 
If p is large enough to be unramified in F 1 , then we may view F 1 as a subfield of M, which was embedded in K; then we obtain an embedding
and E P has ordinary reduction E p (respectively, E P is CL). If P ∈ S(R) is ordinary let K P be the imaginary quadratic field End(E P ) ⊗ Q. Finally let CL be the set of all CL-points of S(R). Call Φ(Π −1 (CL)) ⊂ A(R) the set of CL-points of A.
3.4.
Conventions on Shimura-elliptic correspondences. Now suppose instead that S is a Shimura curve X D (U), where U satisfies Let U satisfy the conditions in [8] ; then for some m ∈ Z >0 the Shimura curve S = X D (U) is a Z[1/m]-scheme with geometrically integral fibers, such that for any Z[1/m]-algebra B the set S(B) is in bijection with the set of isomorphism classes of triples (E, i, α) where (E, i) is a false elliptic curve over B (i.e. E/B is an abelian scheme of relative dimension 2 and i : O D → End(E/B) is an injective ring homomorphism) and α is a level U structure.
Assume that we are given a Shimura-elliptic correspondence S A point P ∈ S(R) is called ordinary (respectively a CL-point) if P corresponds to a triple (E P , i P , α P ) where E P has ordinary reduction E P (respectively E P is CL). If P ∈ S(R) is ordinary, let K P be the imaginary quadratic field End(E P , i P ) ⊗ Q. Finally CL is the set of all CL-points of S(R). Call Φ(Π −1 (CL)) ⊂ A(R) the set of CL-points of A.
3.5. Reciprocity functions for CL points. Definition 3.5. A rational prime p is good (for our correspondence) if p splits completely in F 0 , the elliptic curve A has good reduction at all primes v|p, and in the Shimura-elliptic case each v|p is not anomalous for A.
Remark 3.6. The Chebotarev density theorem implies that there are infinitely many good primes: see Lemma 6.1 for details.
Let p be sufficiently large and set X R := X ⊗ R. (More generally, throughout this paper the subscript R always means "base extension to R" and we use the same convention for any other ring in place of R. In particular, if p is a good prime, A R comes from an elliptic curve A Zp over Z p and we let a p be the trace of the p-power Frobenius on A Fp .) Let X := X k = X ⊗ k. For any P ∈ X(R), letP denote the image of P inX(k). (More generally, throughout this paper, when we are dealing with a situation that is "localized at p", an upper bar always means "reduction mod p".) LetX R the p-adic completion of X R viewed as a formal scheme over R. (More generally, throughout this paper, an upperŵ ill denote "p-adic completion".) If
Theorem 3.7 (Reciprocity functions for CL points). Assume that S
Π ←− X Φ −→ A
is a modular-elliptic or a Shimura-elliptic correspondence and that p is a sufficiently large good prime. Then there exists an affine Zariski open subset
and any m 1 , . . . , m n ∈ Z we have
7 will be proved in Section 5. It is useful to compare Theorem 3.7 to Corollary 2.22 and Theorem 2.23. Remark 3.8. As the proof of Theorem 3.7 will show, the functions Φ † will be functorially associated to tuples (X, S, A, Π, Φ, ω A ), where ω A is a nonzero global 1-form on A defined over F 0 . More precisely the functions Φ † will be constructed such that the following hold:
(3) Invariance with respect to change of level: If one replaces Π by w • Π where w is a map between two modular (respectively Shimura) curves coming from changing levels then Φ † does not change. (4) Invariance with respect to Hecke correspondences: Suppose we are in the modularelliptic case. Recall the degeneracy maps σ 1 , σ 2 :
The analogous statement holds in the Shimura-elliptic case, with
Remark 3.9. Let C = Π −1 (CL) ∩ X † (R) and let Div(C) be the free abelian group generated by C. Then one can consider the maps Φ * : Div(C) → A(R)/A(R) tors and Φ † * : Div(C) → R naturally induced by Φ and Φ † by additivity. Set Φ ⊥ := ker Φ * and (Φ † ) ⊥ = ker Φ † * . Then the first equivalence in Theorem 3.7 says that Φ ⊥ = (Φ † ) ⊥ . A similar description can be given for the second equivalence. There is a formal similarity between such a formulation of Theorem 3.7 and the way classical reciprocity laws are formulated in number theory and algebraic geometry. Indeed, in classical reciprocity laws one is usually presented with maps Φ : C → G and Φ † : C → G † from a set C of places of a global field to two groups G and G † (typically a Galois group and a class group), and one claims the equality of the kernels of the induced maps Φ * : Div(C) → G and Φ † * : Div(C) → G † .
Let us discuss some consequences of Theorem 3.7.
Corollary 3.10. In the notation of Definition 2.11 and Theorem 3.7, we have 
Proof. By Corollary 3.10, the F p -span of
Now CL elliptic curves over R are uniquely determined, up to isomorphism, by their reduction mod p: see Theorem 5.3. Similarly, by loc. cit., if (E 1 , i 1 ) and (E 2 , i 2 ) are two false elliptic curves such that E 1 , E 2 are CL and (
the ord superscript indicaes the ordinary locus. So
which is at most cp r , where c :
Corollary 3.24 will make the bound in (3.12) explicit in the case where S = X = X 1 (N), Π = Id, and Φ is a modular parametrization.
To explain our next application of Theorem 3.7 we fix a modular-elliptic or Shimura-elliptic correspondence S Π ←− X Φ −→ A and a vector a = (a 1 , . . . , a n ) ∈ Z n of nonzero integers. For a prime p, consider the set
of all tuples "killed by a". (E.g. if n = 3 and a 1 = a 2 = a 3 = 1 then D a is the set of triples of collinear points on A(R) if we use a Weierstrass model for A; any triple in X 3 (R) mapping to a triple of collinear points can be referred to as a triple of collinear points on X(R).)
If p is sufficiently large, it does not divide all the a i , and then the image of D a in A n (k) coincides with the setD a of all tuples in A n (k) killed by a. ClearlyD a is (the set of points of) an irreducible divisor (isomorphic toĀ n−1 ). We may consider the map
is (the set of points of) a possibly reducible divisor in X n . The next corollary is a "degeneracy" result for CL points:
Corollary 3.13. Let a ∈ Z n be a tuple of nonzero integers, n ≥ 3 and assume that
is a modular-elliptic or a Shimura-elliptic correspondence. Assume p is a sufficiently large good prime. Then the set
The overline means, as usual, the reduction mod p map which in this case is a map X n (R) → X n (k). In particular the set of reductions mod p of triples of collinear CL points in X(R) is not Zariski dense in the set of triples of collinear points on X(k). Corollary 3.13 ceases to be true in case n = 2; indeed if a 1 = 1, a 2 = −1, the set Φ
Proof of Corollary 3.13. Let X † and Φ † be as in the conclusion of Theorem 3.7; in particular Φ † is a non-constant function and, for any tuple (P 1 , . . . ,P n ) in the set (3.14)
Now if the conclusion of Corollary 3.13 is false, the set 3.14 is Zariski dense inΦ
But then, Theorem 2.23 implies that Φ † is a constant function, a contradiction.
3.6. Refinement of results on CL points for modular parametrizations. Theorem 3.22 below is a refinement of Theorem 3.7 in the special case of a modular-elliptic correspondence S Π ←− X Φ −→ A arising from a modular parametrization attached to a newform f = a n q n ; recall that S = X = X 1 (N), Π = Id, and we always assume f of weight 2, on Γ 0 (N), normalized, with rational Fourier coefficients. In this case we may (and will) take F = F 0 = Q. Recall that a 1 = 1, that a n ∈ Z for n ≥ 1, and that for sufficiently large p, the coefficient a p equals the trace of Frobenius on A Fp . One can ask if in this case the function Φ † also has a description in terms of eigenforms. This is indeed the case, as we shall explain below. Consider the series
The series
Assume that p ≫ 0 and that A R has ordinary reduction. Then a p ≡ 0 (mod p). Let up ∈ Z × p be the unique root in pZ p of the equation Define the affine curve
ord is the open set of points in Y 1 (N) represented by ordinary elliptic curves.
If α ∈ M m+w , and β ∈ M m is nonzero, call α/β a weight-w quotient of modular forms over k. A weight-0 quotient of modular forms is a rational function on X 1 (N). In particular,
The corresponding point in X 1 (N)(k((q))) will be called the Fourier k((q))-point. Thenf
c n q ln , where ǫ(l) = 0 or 1 according as l divides N or not. Define the U-operator U : [13] , there exists a modular form f p 2 −p over Z on Γ 1 (N), of weight p 2 − p, whose reduction mod p is θ p−2f . In particular, the Fourier expansion
. By the Fourier expansion principle over F p , any modular form over Z on Γ 1 (N) of weight p 2 − p whose Fourier expansion is congruent to f (−1) (q) mod p has reduction mod p equal to θ p−1f .
Let j(x) ∈ k be the j-invariant of x ∈ Y 1 (N)(k). 
In both cases, (2) and (3), the function Φ † is integral over the integrally closed ring O (X 1 (N) ord ) and belongs to the fraction field of O(
Theorem 3.22 will be proved in Section 5. 
where g is the genus of X 1 (N), ν is the number of cusps of X 1 (N), and λ is the degree of
Proof 3.12) . So it will be enough to check that
Taking degrees in parts (2) and (3) of Theorem 3.22 yields either deg(
). Now (3.25) follows from the fact that the numerator and denominator of the fraction in (3.19) are sections of the line
where Ω 1 is the cotangent bundle on X 1 (N).
We next discuss a uniqueness property for the function Φ † in Theorem 3.22.
and define (3.27) P := {P ∈ CL |P is not in the isogeny class of any of the k-points of
Clearly P is infinite. We have P ⊂ X † (O M,℘ ) by (3.2). Let f = a n q n be a newform. Let P (l) i − a l P be the Hecke divisor on S(Q) associated to any P ∈ P and any prime l = p (see Section 3.2). Then P
Theorem 3.29 (Uniqueness of reciprocity functions for CL points). Let S = X 1 (N), and let Φ : S → A be a modular parametrization attached to a newform f = a n q n and let p be a sufficiently large good prime. Assume that X † ⊂ S is a Zariski open subset over R as in (3.26) . Let P be as in (3.27) . Then the following conditions on Θ ∈ F are equivalent.
1) For any P 1 , . . . , P n ∈ CL ∩X † (R) and any integers m 1 , . . . , m n we have
2) For any P ∈ P and any prime l = p we have
Proof. Condition 1 implies condition 2 by (4.12). That condition 2 implies condition 3 will be proved in Section 5: see Lemma 5.82. Finally condition 3 implies condition 1 by Theorem 3.22.
3.7. Reciprocity functions and finiteness for isogeny classes. Fix a set Σ of rational primes.
Suppose that S = X 1 (N). Let B be a Z[1/N]-algebra. Let Q be a B-point of Y 1 (N), represented by (E Q , α Q ). The Σ-isogeny class (respectively, the prime-to-Σ isogeny class) of Q in S(B) is the set C = C Q ⊂ S(B) of all B-points of Y 1 (N) represented by (E Q ′ , α Q ′ ) such that there exists an isogeny E Q → E Q ′ of degree divisible only by primes in Σ (respectively, outside Σ). We do not require the isogeny to be compatible with α Q and α Q ′ .
The definition for S = X D (U) is similar. Let B be a Z[1/m]-algebra. Let Q ∈ S(B) be represented by (E Q , i Q , α Q ). The Σ-isogeny class (respectively, the prime-to-Σ isogeny class) of Q in S(B) is the set C = C Q ⊂ S(B) of all B-points of S represented by (E Q ′ , i Q ′ , α Q ′ ) such that there exists an isogeny E Q → E Q ′ , compatible with the O D -action, and of degree divisible only by primes in Σ (respectively, outside Σ). Again the isogeny need not respect α Q and α Q ′ .
Let now S be either X 1 (N) or X D (U) and let C be a Σ-isogeny class where p / ∈ Σ or a prime to Σ isogeny class where p ∈ Σ. Say that C is ordinary (respectively CL) if it contains an ordinary point (respectively a CL point); in this case all points in C are ordinary (respectively, CL).
Theorem 3.30 (Reciprocity functions mod p for isogeny classes). Assume that S
is a modular-elliptic or Shimura-elliptic correspondence, assume that p is a sufficiently large good prime, and assume C is an ordinary prime-to-p isogeny class in S(R). Then there exist an affine Zariski open subset
X † ⊂ X, a (not necessarily connected) finiteétale cover π :X ‡ →X † of degree p, a regular function Φ ‡ ∈ O(X ‡ ) that
is non-constant on each component ofX
‡ , and a map σ :
such that π(σ(P )) =P for all P , and for any P 1 , . . . , P n ∈ Π −1 (C) ∩ X † (R) and any m 1 , . . . , m n ∈ Z we have
Theorem 3.30 will be proved in Section 5.
Remark 3.32. 1) Again, as the proof will show, the maps Φ ‡ and σ will have a functorial nature. In Theorem 3.30 σ is simply a map of sets, but the proof will show that σ has actually an algebro-geometric flavor.
2) Theorem 3.30 is an analogue of the second equivalence in Theorem 3.7. Is there also an isogeny-class analogue of the first equivalence in Theorem 3.7?
3) The sum in the right half of (3.31) may be viewed as a function η ‡ on X ‡ n evaluated at (σ(P 1 ), . . . , σ(P n )). If the value is zero, then so is η † (P 1 , . . . ,P n ), where η † is the norm of η ‡ in the degree-p n extension O X ‡ n of O X † n . Here η † may be expressed as a polynomial in the m i and the coefficients of the characteristic polynomial of multiplication-by-Φ ‡ on the locally free O(X † )-algebra O(X ‡ ). Thus the left half of (3.31) implies a statement expressible in terms of evaluation of functions on X † instead of X ‡ . Theorem 3.38(4) will show that η † is not always zero (consider the case n = 1, for example), so the statement is not always vacuous.
Theorem 3.30 trivially implies
Corollary 3.33. In the notation of Theorem 3.30 we have
Just as Corollary 3.10 implied Corollary 3.11, Corollary 3.33 applied to subsets {P 1 , . . . ,
is a modular-elliptic or a Shimura-elliptic correspondence and assume p is a sufficiently big, good prime. Let C be an ordinary prime-to-p isogeny class in S(R) and let Γ ≤ A(R) be a subgroup with r := rank
A(R) p (Γ) < ∞. Then the set Φ(Π −1 (C)) ∩ Γ ⊆ A(k) is
finite of cardinality at most cp
r where c is a constant not depending on Γ. In particular, the set Φ(Π −1 (C)) ∩ A(R) tors is finite.
The first conclusion of Corollary 3.34 implies the last because the reduction map A(R) tors → A(k) is injective for large p.
One can ask if the set Φ(Π −1 (C)) ∩ Γ is finite for every Γ with rank
We prove a result of this type for certain Σ-isogeny classes instead of prime-to-p isogeny classes: The proof of Corollary 3.35 is not straightforward and will be given in Section 5.
3.8.
Refinement of results on isogeny classes for modular parametrizations. Suppose that S Π ←− X Φ −→ A arises from a newform f = a n q n . Our goal in this subsection is to state Theorem 3.38, which describes the cover X ‡ and the function Φ ‡ explicitly in this case.
Let I 1 (N) be the Igusa curve from pp. 460-461 of [18] , except that we view I 1 (N) as a smooth projective integral curve. It is a Galois cover of X 1 (N) ramified only over supersingular points, and the Galois group is naturally isomorphic to F × p . Let J := I 1 (N)/ −1 be the intermediate cover of degree (p − 1)/2 obtained by taking the quotient of I 1 (N) by the involution corresponding to −1 ∈ F × p . We will describe X ‡ in terms of J. There is a point ∞ on each of these covers that is unramified over ∞ ∈ X 1 (N). In particular, rational functions on I 1 (N) and J have Fourier expansions in k((q)).
Corollary 5.49 and Lemma 5.51 will show that for p ≫ 0, the series f
[ap] (q) is the Fourier expansion of some η ∈ k(J). For a constantλ ∈ k to be specified later, define × such that X † , X ‡ , and Φ ‡ can be chosen to satisfy: 1) The cover X ‡ of X † is a disjoint union X 0 X + X − , where X 0 ≃ X † is the trivial cover and X + and X − are each isomorphic to the inverse image of X † under J → X 1 (N).
2) The restrictions of Φ ‡ to X 0 , X + , X − equal
respectively, where λ ± ∈ k are such that λ 
Proof. The characteristic polynomial of Φ ‡ − Φ † equals
In this, replace x by x − Φ † .
3.9. Strategy of proofs. The proof of our local results will be an application of the theory of δ-characters [3, 4] and δ-modular forms [5, 6] . These two types of objects are special cases of arithmetic differential equations in the sense of [7] . Section 5 reviews the facts from this theory that are necessary for the proof. As a sample of our strategy let us explain, very roughly, the idea of our proof of Theorem 3.7. Assume for simplicity that we are dealing with a modular-elliptic correspondence S Π ←− X Φ −→ A arising from a modular parametrization attached to a newform f . Following [3] consider the Fermat quotient operator δ : R → R defined by δx := (φ(x) − x p )/p, where φ : R → R is the lift of Frobenius. We view δ as an analogue of a derivation operator with respect to p. Recall from [3] that if Y is any smooth scheme over R then a function g : Y (R) → R is called a δ-function of order r if it is Zariski locally of the form P → G(x, δx, . . . , δ r x), where G is a restricted power series with R-coefficients and x ∈ R N is a tuple of affine coordinates of P in some N-dimensional affine space. If A is our elliptic curve then by [3] there exists a δ-function of order 2, ψ : A(R) → R, which is also a group homomorphism; ψ is called in [3] a δ-character and may be viewed as an arithmetic analogue of the "Manin map" [27, 28] . Consider the composition f ♯ = ψ • Φ : X(R) → R. On the other hand, the theory of δ-modular forms [5] yields an open subset X † of S and a δ-function of order 1, f ♭ : X † (R) → R, that vanishes at all CL-points. Then we prove that there exist δ-functions of order 2, denoted h 0 , h 1 :
has order 0, or equivalently is a formal function in the usual sense of algebraic geometry.
(Intuitively, in the system of "arithmetic differential equations" f ♯ = f ♭ = 0 one can eliminate all the "derivatives" of the unknowns.) It follows that f ♯ and Φ † have the same value at each CL-point P i . So
By the arithmetic analogue in [3, 4] of Manin's Theorem of the Kernel [27, 28] , ψ( m i Φ(P i )) vanishes if and only if m i Φ(P i ) is torsion. (Actually for our application to Corollaries 3.11 and 3.13 we need only the "if" part, which does not require the analogue of the Theorem of the Kernel.) On the other hand we will check that Φ † / ∈ k by looking at Fourier q-expansions, and this will end the proof of the first equivalence in Theorem 3.7 in the special case we considered.
In particular, our proof of the (effective) finiteness of Φ(CL) ∩ Γ in the case Γ = A(R) tors can be intuitively described as follows. The points of CL are solutions of the "arithmetic differential equation" f ♭ = 0 whereas the points of Φ −1 (Γ) are solutions of the "arithmetic differential equation" f ♯ = 0. Hence the points of CL ∩Φ −1 (Γ) are solutions of the system of "arithmetic differential equations" f ♭ = f ♯ = 0. By what was said above one can eliminate, in this system, the "derivatives" of the unknowns and hence one is left with a (non-differential) algebraic equation mod p, whose "degree" can be estimated. There are only finitely many solutions to this algebraic equation and their number is effectively bounded by the "degree".
Proofs of global results, I
In this section we prove some of our global results. The rest of them will be proved in Section 6, as a consequence of the local theory to be developed in Section 5. 4.1. Proofs using equidistribution. We begin with Theorem 2.4; for its proof we need some measure-theoretic prerequisites. Proof. Define ∆ := {z ∈ C : |z| < 1} and := {z ∈ C : |z| ≤ 1/2}. Let g P and g S be the given metrics on P n (C) and S(C). Let µ be Lebesgue measure on C N . Fix a holomorphic chart ι : ∆ → S(C) mapping 0 to s.
We may assume that dim π −1 (s) < N. By work of Hironaka, there exists a desingularization p : Y → X (see [24, Corollary 3.22] ) and we may assume that the fiber of the map f := π • p : Y → S above s is a simple normal crossing divisor (see [24, Theorem 3.21] ). Then for each y ∈ f −1 (s), there exists a holomorphic chart ι Y : ∆ N → Y (C) mapping 0 to y such that f is given with respect to ι Y and ι S by
for some nonvanishing holomorphic function u : ∆ N → C and e i ∈ Z ≥0 . By compactness, there exist ε > 0 and finitely many ι Y such that the sets ι Y ( N ) cover f −1 (B ε ). Since is compact, (ι * S g S )| is bounded above and below by positive constants times the standard metric. Similarly, the pullback of g P to N is bounded above in terms of the standard metric. Thus we reduce to showing that for each ι Y , there exists δ > 0 such that
We may assume that r < u min . Fix E > e i . Let
The volume of the latter is O(ρ 2 ) = O(r 2/E ) as r → 0. 
Proof. The open set ((Y
by the "tube lemma for compact spaces" (Lemma 5.8 on p. 169 of [34] ). For large i, we have h i ∈ U, and then X i (C) ⊆ N.
From now on, we assume that S = X 1 (N) as in Theorem 2.4. Choose a real analytic Riemannian metric on S(C). Define B ′ r to be the punctured open disk in S(C) with center ∞ and radius r with respect to the metric. Let µ H be the probability measure on S(C) whose pullback to the upper half plane H equals a multiple of the hyperbolic measure Proof. Let τ be the usual parameter on H. Then q := e 2πiτ is a uniformizer at ∞ on X 1 (1). So there exists c > 0 such that for all sufficiently small r, in the fundamental domain in H, the part corresponding to B r contains the part where |q| < cr. The inequality is equivalent to Im(τ ) > 1 2π log(1/(cr)), and so the hyperbolic measure is at least a constant 21 times 1/ log(1/(cr)) for sufficiently small r. If u is small enough, this exceeds u/ log(1/r) for all sufficiently small r.
We will need also an equidistribution result for CM points. The first such equidistribution result was proved in [15] , and this has been generalized in several directions by several authors: see Section 5.4 of the survey paper [32] , for instance. The version we use is a special case of a result in [52] .
Lemma 4.4. Let k be a finite extension of Q. Fix an embedding k ֒→ C. Let S be a modular curve X 1 (N) or a Shimura curve X D (U) over k. Let (x i ) be an infinite sequence of distinct CM-points in S(k). The uniform probability measure on the Gal(k/k)-orbit of x i converges weakly as i → ∞ to the measure µ H on S(C).
Proof. This follows from Corollary 3.3 of [52] . Namely, we choose δ < 1/2 as on p. 3663 of [52] , choose ǫ > 0 so that δ/2 + 1/4 + ǫ < 1/2, and define the "CM-suborbit" O(x i ) as the Gal(k/k)-orbit of x i . The hypothesis of Corollary 3.3 of [52] is satisfied, by the Brauer-Siegel theorem (see the first remark following Corollary 3.3 of [52] ).
Proof of Theorem 2.4. Let A
′ be the image of X → A. By Corollary 9 of [37] (also proved partially independently as Theorem 1.2 of [50] ) applied to A ′ ⊆ A, we have that A ′ is a coset. We may translate to assume that A ′ is an abelian subvariety, and hence reduce to the case where X → A is surjective. We may assume also that X → S is surjective, since dim S = 1. We want X = S × A. Suppose not. Then X → A is generically finite, say of degree d.
The group Γ is contained in the division hull of a finitely generated group Γ 0 . Choose a number field k ⊂ Q such that A, S, X are all defined over k and Γ 0 ≤ A(k).
Since X(Q) ∩ (CM ×Γ ǫ ) is Zariski dense in X for every ǫ > 0, and since X has only countably many subvarieties, we may choose a generic infinite sequence of points x i = (s i , a i ) ∈ X(Q) with s i ∈ CM and a i ∈ Γ ǫ i where ǫ i → 0. ("Generic" means that each proper subvariety of X contains at most finitely many x i .) In particular, each s i appears only finitely often. Since class numbers of imaginary quadratic fields tend to infinity, we have [k( 
The a i form a sequence of almost division points relative to k in the sense of [50] . By passing to a subsequence we may assume that they have a coherent limit (C, b + T ) in the sense of [50] , where C is an abelian subvariety of A, and b ∈ A(C)/C(C), and T is a finite set of torsion points of A/C. Since [k(a i ) : k] → ∞, we have dim C > 0 by definition of coherent limit. By replacing X by its image under S × A (id,φ) −→ S ×Ã for a suitable isogeny φ : A →Ã, we may reduce to the case where T = {0} and A ≃ B × C for some abelian subvariety B of A. Identify A/C with B. Write a i = (b i , c i ) with b i ∈ B(Q) and c i ∈ C(Q). By definition of T , we have b i ∈ B(k). By Theorem 1.1 of [50] , the uniform probability measure on the orbit Gal(k/k)a i (supported on {b i } × C(C)) converges weakly as i → ∞ to the C(C)-invariant probability measure on {b} × C(C). So the uniform probability measure on Gal(k/k)c i converges to Haar measure µ C on C(C).
For each i, let X b i be the fiber of the projection X → B above b i , viewed as a subvariety of S × C. Since the b i are generic in B, we may discard finitely many to assume that the X b i have the same Hilbert polynomial (with respect to some embedding S × C ֒ → P N ) and that the corresponding points of the Hilbert scheme H converge in the complex topology; 22 let X b∞ ⊆ S × C be the closed subscheme corresponding to the limit. We have dim X b i < dim(S × C) for all finite i (and hence also for i = ∞), since otherwise by genericity of the b i , we would have X = S × B × C = S × A.
Let π C : S × B × C → C be the projection. Also, for i ≤ ∞, let π S,i : X b i → S be the projection.
Choose a real analytic Riemannian metric on C(C) whose associated volume form equals µ C . Let g = dim C. Let B ′ r = B r − {∞}. By Lemma 4.3, there exists u > 0 such that µ H (B ′ r ) = µ H (B r ) > u/ log(1/r) for all sufficiently small r. On the other hand, Lemma 4.1 implies that for some δ > 0, the g-dimensional volume of π 
is within ρ of a point of X b∞ (C). The S-projections of the points of X b∞ (C) so used are then within ρ of K, so π
S,i (K)) ⊆ L. Now as i → ∞, the fraction of points of Gal(k/k)x i whose S-projection lies in K tends to µ H (K) by Lemma 4.4, and the fraction of points of Gal(k/k)x i whose C-projection lies in L tends to µ C (L). But (4.5) implies that the first set of points is contained in the second set of points, so µ H (K) ≤ µ C (L), contradicting the choice of K.
For the proof of Theorem 2.8, we will need the following: Lemma 4.6. Let Φ : S → A be a morphism from a Shimura curve to an elliptic curve A over C. Let µ H be the hyperbolic probability measure on S(C). Let µ A be the Haar probability measure on A(C). Then Φ * µ H = µ A .
Proof. By replacing S with a finite cover, we may assume that H → S(C) is unramified. The universal cover of A(C) is not biholomorphic to H, so the composition H → S(C) → A(C) cannot be unramified. Hence Φ is ramified. Pick s ∈ S(C) at which the ramification index e is > 1. Let a = Φ(s). Choose a Riemannian metric on A(C) inducing the Haar probability measure µ A . Let B r be the disk of radius r centered at a. With respect to suitable uniformizing parameters, Φ near s is equivalent to z → z e , so there exists c > 0 such that µ H (Φ −1 (B r )) > cµ A (B r ) 1/e for all sufficiently small r. In particular, for sufficiently small r, we have (
Proof of Theorem 2.8. As in the first three sentences of the proof of Theorem 2.4, we may use Corollary 9 of [37] to reduce to the case that Φ is surjective. If A = 0, there is nothing to show, so we may assume that A is an elliptic curve. Choose a number field k ⊂ Q such that A, S, X are all defined over k and Γ is contained in the division hull of A(k). If the conclusion fails, then there is an infinite sequence (s i ) in CM with Φ(s i ) ∈ Γ ǫ i for some ǫ i → 0. Let a i = Φ(s i ). By Lemma 4.4, the uniform probability measure on Gal(k/k)s i converges weakly to µ H on S(C). It follows that the uniform probability measure on Gal(k/k)a i converges weakly to Φ * µ H on A(C).
On the other hand, (a i ) is a sequence of almost division points. By the previous paragraph,
Passing to a subsequence, we may assume that (a i ) has a coherent limit, which can only be (A, {0}), since [k(a i ) : k] → ∞. By Theorem 1.1 of [50] , the uniform probability measure on Gal(k/k)a i converges weakly to the Haar measure µ A on A(C).
The previous two paragraphs imply that Φ * µ H = µ A , contradicting Lemma 4.6.
Proofs using Hecke divisors.
Lemma 4.7. Let S = X 1 (N). Let f = a n q n be a weight-2 newform on Γ 1 (N). let C ⊂ S(Q) be an isogeny class. Let Φ † be a rational function on S none of whose poles are in C. Assume that for infinitely many primes l and for any P ∈ C we have
defined for all but finitely many x ∈ S(C), is a rational function on S by [42, p. 55] . For the infinitely many given l, the rational functions T (l)Φ † and Φ † agree on the infinite set C so they coincide. Since Φ † may be viewed as a ratio of modular forms over Q, each of which is a Q-linear combination of newforms whose Fourier coefficients are algebraic integers, the Fourier expansion ϕ(q) of Φ † is in O K,S ((q)) for some ring of S-integers in some number field K, with S finite. We may restrict attention to primes l ∤ N not lying under any prime in S. We may assume also that the leading coefficient of ϕ(q) is prime to l. The q-values corresponding to the elliptic curves l-isogenous to the one corresponding to q itself are q l and the l-th roots of q, so taking Fourier expansions in
where ζ is a primitive l-th root of 1. Let v q be the valuation on Q((q)). Comparing leading terms in (4.9) yields v q (ϕ) ≥ 0; and if v q (ϕ) = 0, then l + 1 = a l , which contradicts
The leading coefficient of ϕ(q l ) equals that of ϕ(q), so it is prime to l. Then (4.10) shows that a l is prime to l. Now (4.10) contradicts v q (ϕ) > 0. [14, p. 242] . For any point P ∈ C we have
Proof of Theorem 2.20. Extend Φ linearly to a homomorphism Φ
By the Manin-Drinfeld theorem (see [25, p. 62] , for instance), Φ(P
Proof of Theorem 2.23. Without loss of generality, p ∤ a 1 . To prove that Φ † is constant, it will suffice to show that Φ † is regular at every P ∈ X(k). Fix P . Let Y be the inverse image of {0} under the morphism
Let π i : Y → X be the i-th projection. The morphism π 1 : Y → X is surjective since given P 1 , if we choose P 4 , . . . , P n ∈ X † (k) arbitrarily, then there are only finitely many choices of P 2 ∈ X † such that the equation β(P 1 , . . . , P n ) = 0 forces P 3 / ∈ X † . In particular, we can find a smooth irreducible curve C and a morphism γ : C → Y such that π 1 (γ(C)) is a dense subset of X containing P . By (2.24), we have
is an identity of rational functions of c ∈ C. Since Φ † is regular on X † , the last n − 1 summands are regular on C. Therefore the first summand is regular too. So a 1 Φ † is regular on π 1 (γ(C)). Since a 1 = 0 in k, and P ∈ π 1 (γ(C)), the function Φ † is regular at P .
Proofs of local results
Fix a prime p ≥ 5. Recall that R =Ẑ ur p , k = R/pR, K := R[1/p], and φ : R → R is the Frobenius automorphism. 5.1. Review of CL and CM points. This section reviews facts we need about CL abelian schemes and their relation with CM points; see [23, 16, 31] . Expert readers should skip this discussion.
Definition 5.1. An abelian scheme E/R is CL (a canonical lift) if its reductionĒ := E ⊗ k is ordinary and there exists an R-homomorphism E → E φ := E ⊗ R,φ R whose reduction mod p is the relative Frobenius k-homomorphismĒ →Ē Fr :=Ē ⊗ k,Fr k. [7] . Finally, the Z-morphism E → E induces an R-morphism E → E φ ; the Néron model property shows that the latter is a composition of a homomorphism u with translation by an R-point reducing to the identity mod p. But then u mod p is the relative Frobenius. ( Proof. This is due to Serre and Tate: see [23, 16] .
The conductor of an order in a quadratic number field is the index of the order in the maximal order.
Theorem 5.4 (Relation between CL and CM).
(1) (a) If E is a CL elliptic curve over R, then E has CM (part of this claim is that E is definable over M = K ∩ Q). Thus we have the relation Proof.
(1) (a) If E/R is a CL elliptic curve, then End R (E) ≃ End k (Ē) = Z.
(b) This follows from the theorem in the middle of p. 293 in [39] . [3, 7] . Let δ : R → R be the Fermat quotient map δx := (φ(x)−x p )/p. Then
where
Following [3] we think of δ as a "derivation with respect to p". If P ∈ A N (R) = R N , then δP is defined by applying δ to each coordinate. Let X be a smooth R-scheme and let f : X(R) → R be a map of sets. Following [7, p. 41] , we say that f is a δ-function of order r if for any point in X(R) there is a Zariski open neighborhood U ⊂ X, a closed immersion u : U ֒→ A N R , and a restricted power series F with R-coefficients in (r + 1)N variables such that f (P ) = F (u(P ), δ(u(P )), . . . , δ r (u(P ))) for all P ∈ U(R).
(Restricted means that the coefficients converge p-adically to 0.) Let O r (X) be the ring of δ-functions of order r on X.
We have natural maps δ :
The maps δ above still satisfy the identities in (5.5). Let X be affine, and let x be a system ofétale coordinates on X, that is to say there exists anétale map X → A d such that x is the d-tuple of elements in O(X) obtained by pulling back the coordinates on A d . Let x ′ , x ′′ , . . . , x (r) be d-tuples of variables and letˆdenotes p-adic completion, as usual. Then the natural map
. . ,x (r) → δ r x is an isomorphism: see Propositions 3.13 and 3.19 in [7] . 5.3. δ-characters. We recall facts from [3, 7] . If G is a smooth group scheme over R, then by a δ-character of order r we understand a δ-function ψ : G(R) → R of order r which is also a group homomorphism into the additive group of R. Following [3] , we view δ-characters of abelian schemes as arithmetic analogues of the Manin maps [27, 28] . Let X r (G) be the R-module of δ-characters of order r on G. By [3, pp. 325-326] , the following hold for an elliptic curve E/R:
(1) If E is CL, then X 1 (E) is free of rank 1. (2) If E is not CL, then X 2 (E) is free of rank 1.
We will need to review (and complement) some results in [3, 4] that can be viewed as an arithmetic analogue of Manin's Theorem of the Kernel [28, 9] . For any abelian group G, we set p ∞ G := ∩ ∞ n=1 p n G and we let p ∞ G : p ∞ be the group of all x ∈ G for which there exists an integer n ≥ 1 with p n x ∈ p ∞ G.
Lemma 5.7. Let E be an elliptic curve over Z p . Let r be 1 or 2 according as E is CL or not. Let ψ : E(R) → R be a generator of X r (G). Then (1) Surjectivity follows from [4, Theorem 1.10]. That ψ is defined over Z p follows its construction in [3] . (2) If E has ordinary reduction, then [3, Theorem B', p. 312] shows that (ker ψ)/p ∞ E(R) is a finite cyclic p-group; this implies the non-trivial inclusion "⊂". If E has supersingular reduction, we are done by [4, Corollary 1.12] . (3) The non-trivial inclusion is "⊂". If P ∈ ker ψ, by (2) there exists n such that p n P = p n+1 Q for some Q ∈ E(R). So P − pQ ∈ E(R) tors and we are done. Since E(k) is torsion, so is ker ψ.
We now describe an explicit generator ψ of X r (A R ), where A is an elliptic curve over Z p , and r is 1 or 2 according as A R is CL or not. has finite fibers of cardinality bounded by a constant independent of Γ. On the other hand, by Corollary 3.34, the target of this map has cardinality at most cp r for some c independent of Γ.
Proof of Theorem 3.38 . Assume, in the proof of Theorem 3.30, that we have a modularelliptic correspondence arising from a modular parametrization attached to f . Part (1) follows from Lemma 5.61. Part (2) follows comparing Fourier expansions of the two sides: apply the substitution maps as in (5.84) to f ♯ ∞ given in (5.14) to obtain the p different series
where λ 1 , . . . , λ p ∈ k are the zeros of x p −λx as in the proof of Lemma 5.58.
Proofs of global results, II
In this section we prove the rest of our global results; we will derive them from the corresponding local results.
We begin a lemma to be used in the proof of Theorem 2.14. If E is an abelian variety over a field L and n ∈ Z >0 , let L be an algebraic closure of L and let E[n] := ker E(L) n → E(L) .
Lemma 6.1. Let L be a number field. Let A be an elliptic curve over L. Let E be an elliptic curve or abelian surface over L. Then there exist infinitely many rational primes p for which (1) p splits completely in L, (2) A has good non-anomalous reduction at any prime above p, and (3) E has good ordinary reduction at any prime above p.
Proof. Recall first the following general criterion for a g-dimensional abelian variety E over F p to be ordinary. Let P (x) be the characteristic polynomial of Frob p acting on a Tate module. So P (x) is a monic degree 2g polynomial in Z [x] . Then E is ordinary if and only if exactly g of the 2g zeros of P (x) in Q p are p-adic units, or equivalently (via the theory of Newton polygons) if and only if the middle coefficient (coefficient of x g ) in P (x) is not divisible by p.
We may enlarge L to assume that A [13] ⊂ A(L), that E[13] ⊂ E(L), and that L is Galois over Q. The Chebotarev density theorem gives infinitely many p splitting completely in L such that A and E have good reduction at the primes above p.
We claim that any such p satisfies all three properties. First, by the Weil pairing, L contains a primitive 13 th root of 1, so p ≡ 1 (mod 13). Suppose that dim E = 2. Fix a place v above p. Let P (x) the characteristic polynomial of Frob v acting on the 13-adic Tate module T 13 (E). By the Weil conjectures, the 4 zeros of P (x) have complex absolute value √ p, so the absolute value of the middle coefficient b of P (x) is at most 6p. Equality would mean that all the zeros were √ p or all the zeros were − √ p, but this is impossible, since P (x) ∈ Z[x]. If E were not ordinary at v, then we would have b = cp for some c ∈ Z, and |b| < 6p would imply |c| < 6; then b is congruent to one of −5, −4, . . . , 4, 5 mod 13. On the other hand, since p splits completely in L = L(E [13] ), we have P (x) ≡ (x − 1) 4 (mod 13), so b ≡ 6 (mod 13). This contradiction shows that v is an ordinary prime for E.
