We study the evolutionarily stable reproductive timing of annual plants that face unpredictable environmental disturbances. Plants living in a riverbed often experience a disturbance before they reproduce, suffering major fitness loss. Plants reproducing prior to the flood season are free from the risk of lost reproduction, but a small flowering plant can produce only a few numbers of seeds. If the date of disturbance is unpredictable, a mixed strategy of reproductive timing may evolve in which individuals of the same genotype have different reproductive dates. We calculate the evolutionarily stable phenotype distribution analytically. Depending on parameters, the ESS distribution is either (1) a timid strategy-the plant reproduces when small, prior to the major disturbance season; (2) a bold strategy-the plant reproduces only when it is fully grown; (3) a mixture of early and late reproduction; or (4) dates of reproduction spread over a wide interval. We also examine the effects of developmental and environmental noises that make realized flowering dates deviate from that programmed by the genotype, which follows the ESS distribution. In the presence of noise, the ESS distribution of programmed timing of reproduction is discrete.
INTRODUCTION
The timing of reproduction is an important trait for plants living in seasonal environments. It may strongly affect the reproductive success by matching the individual's reproduction with the proper seasonal climate (Galen and Stanton, 1991; Thorhallsdottir, 1998) and also by synchronizing individuals to achieve efficient pollinator attraction and satiation of seed predators or herbivores (Pettersson, 1991; Englishloeb and Karban, 1992; Pettersson, 1994) . Plants may also suffer from disturbances that cause critical damage. For example, plants specialized to riverbeds face flood risk. Plants reproducing in late autumn may be severely damaged by frost if it occurs before they reproduce. By reproducing earlier than the likely dates of disturbance, plants can avoid reproductive losses. However, early reproduction reduces performance in seed production. Disturbances may cause an evolutionary shift in reproductive timing (Schemske, 1984) .
The timing of disturbances is often unpredictable, varying both temporally and spatially (Brody, 1997; Bishop and Schemske, 1998) . As an adaptation to unpredictable environments, plants may evolve to show a mixed strategy, or a mixture of different reproductive dates in the progeny of a single mother (Levins, 1962 (Levins, , 1968 Seger and Brockman, 1987; Philippi and Seger, 1989) . Adaptation to unpredictable environments has been studied both theoretically and experimentally for seed germination (Cohen, 1966; Schaffer, 1974; Ellner, 1986; Philippi, 1993) and seed heteromorphism (Venable, 1985) .
The effect of unpredictable fluctuations in the environment on the evolution of reproductive traits has been analyzed by the models of optimal phenotypes in fluctuating environments (Tuljapurkar, 1990; Yoshimura and Clark, 1991; Haccou and Iwasa, 1995; McNamara et al., 1995) . The evolution of a mixed strategy when a partially reliable environmental cue is available at the time of decision making has also been studied (Haccou and Iwasa, 1995; Iwasa and Haccou, 1994) .
Studies of genetic models show that a fluctuating environment can promote phenotypic variability (Slatkin and Lande, 1976; Bull, 1987) and genetic polymorphisms (Chesson and Warner, 1981; Ellner and Hairstone, 1994; Ellner, 1995, 1997; Iwasa and Levin, 1995; Ellner and Sasaki, 1996) . However, any genetically polymorphic population allows invasion by a mixed strategist that mimics the phenotype distribution of the resident population (Ellner and Hairstone, 1994; Sasaki and Ellner, 1995) , indicating that the mixed strategy (bet-hedging) is superior to genetic polymorphism as an adaptation to a changing environment. The present paper, therefore, concentrates on evolutionarily stable phenotype distributions (ESS mixed strategies) for the timing of reproduction.
In the present paper, we study evolutionarily stable reproductive timing in an environment with unpredictable disturbances. We assume that a disturbance occurs with probability Q per year. If a disturbance occurs, the date of disturbance follows a probability distribution that is approximately Gaussian. We consider an annual plant species that reproduces once and dies. Individuals that finish seed production before a disturbance can contribute all of their seeds to the next generation. In contrast, individuals which encounter a disturbance before seed production contribute much less. The fecundity of a plant that survives a disturbance is also a Gaussian curve of reproductive dates.
In the situation herein studied, the evolutionarily stable mixed strategy is the probability distribution of reproductive timing that attains the maximum of the mean logarithmic fitness (Haccou and Iwasa, 1995; Sasaki and Ellner, 1995) . Hence, the ESS can be obtained through optimization under constraint. We show that the ESS phenotype distribution of reproductive timing has a large variance in an environment with unpredictable disturbances. If a disturbance is predictable, little variability in the reproductive timing exists-plants evolve to reproduce either slightly before the mean date of disturbance or close to the date for the maximum seed production in the absence of disturbance. We also discuss the evolution of reproductive timing in a spatially structured environment in which the same ESS mixed strategy is obtained. The current paper is the first example of analysis in which the ESS probability distribution includes two separate intervals of positive probability.
THE MODEL
We consider an annual plant living in a seasonal environment. It reproduces once and dies and may experience a disturbance that occurs randomly with a given mean and variance. All produced seeds germinate the following spring, which means no generation overlap. We focus on the evolution of the timing of reproduction, x. An individual's reproductive success, or its contribution to the next generation, is defined as the number of seeds which are produced, survive over the winter, and germinate the following spring. Flowering time is correlated with plant size (Dorm and Mitchell-Olds, 1991) , which in turn is correlated with fecundity Clauss, 1992, Aarssen and Taylor, 1992) . Reproducing too early results in a small plant size and a small fecundity. Reproducing too late also causes problems because of the decline in the environmental conditions controlling growth, pollinator availability, and seed survivorship. Herein, we here simply assume that reproductive success, denoted by R(x), is a smooth function of the timing of reproduction, x, having a peak in the middle of the season,
which attains the maximum at h. In a year when all plants survive without experiencing a disturbance, those individuals which reproduce on day h should enjoy the greatest reproductive success, R max . s is the width of the fitness window with respect to the reproductive timing-a smaller s indicates a stricter constraint.
A random disturbance, such as a heavy flood in the case of riverbed plants, can wipe out most individuals in a habitat. The date of disturbance varies between years and cannot be predicted by the plants. Plants programmed to reproduce later than a disturbance date suffer from mortality during disturbance, but those who finish reproduction earlier than a disturbance date incur no harm. Hence, early reproducers are more likely to escape disturbance, but late reproducers can enjoy a growth advantage in the years in which a disturbance occurs later than usual.
Let e be the relative fitness of plants that suffer from flooding compared with expected fitness in a year without flooding (Fig. 1) . It satisfies 0 [ e [ 1. A small e implies severe damage to the reproductive success for individuals which have suffered from a disturbance before reproduction. Suppose that, in a particular year, a population experiences a disturbance with probability Q. It is also assumed that all plants in a population FIG. 1. The effect of disturbance on reproductive success. When a disturbance occurs on day g t , reproductive strategies before g t attain a reproductive success of R(x). Individuals with reproductive date x after g t only attain eR(x) because of the harmful effect of disturbance.
experience the same date of disturbance. If there is a disturbance in year t, the date of disturbance, denoted by g t , follows a probability distribution h(g t ). For simplicity, we choose a Gaussian distribution with mean ḡ and variance s
When s=0, a disturbance occurs on day ḡ every year (if it occurs at all). Unpredictability as to the date of disturbance date increases with s. We consider the evolution of reproductive date x. Here, we assume that plants of the same genotype can include a mixture of individuals with different reproductive dates. In other words, we allow a mixed strategy without any physiological cost (Haccou and Iwasa, 1995; Sasaki and Ellner, 1995) . The probability distribution of reproductive dates p(x) is genetically determined. We then seek the evolutionarily stable strategy p*(x).
Let c t (p) be the fitness of the genotype with mixed strategy p(x) in year t,
if there is no disturbance in year t,
if there is disturbance on g t in year t,
is the fitness of a plant with reproductive date x in a year when a disturbance occurs on a date g t .
Since the disturbance date g t varies between years, the evolutionarily stable mixed strategy is the one that maximizes the long-term average of geometric mean fitness: (Haccou and Iwasa, 1995; Sasaki and Ellner, 1995) , which is equivalent to the maximization of the average of the logarithmic fitness:
is the average with respect to the disturbance. Taking Eq. (3) into consideration, Eq. (4) can be rewritten as
We interpret years without a disturbance as those in which a disturbance date g has an infinitely large value. Hence, the probability distribution of the environmental variable g is Qh(g) for finite g, but 1 − Q for infinitely large g. If the mixed strategy p*(x) is evolutionarily stable, no mutant genotype that shows a mixed strategy different from p*(x) can enjoy a higher geometric mean fitness in a population that is dominated by p*(x). Hence, the ESS mixed strategy is the one that maximizes Eq. (5) among all the probability distributions satisfying
where a and b are the beginning and the end of a year. This is a special case of the model studied by Haccou and Iwasa (1995) and Sasaki and Ellner (1995) . In Haccou and Iwasa (1995) , x is the phenotypic value of an individual, g t is the environmental variable, and the Variable Timing of Reproduction fitness of an individual in environment g t is f(x | g t ) as in Eq. (3b). In Sasaki and Ellner (1995) , the phenotypic value of an individual x is denoted by z, the environmental variable g t is denoted by h t , and the fitness of an individual f(x | g t ) in environment g t is denoted by W(t).
THE ESS DISTRIBUTION OF REPRODUCTIVE DATES
The optimization of Eq. (5) under the constraint of Eq. (6) can be solved using a Lagrange multiplier, as explained in Appendix A (see Sasaki and Ellner, 1995; Haccou and Iwasa, 1995) . Let us define the function
which is the expected relative fitness of the phenotype x in a population dominated by the mixed strategy with phenotype distribution p*(x). Then for the ESS, the following relation holds:
Equation (8a) implies that the expected relative fitness should be the same for all phenotypes in the ESS, and Eq. (8b) indicates that any phenotype which does not appear in the ESS should have a mean relative fitness lower than or equal to the phenotypes found in the ESS.
Analytical Solution for the ESS Probability Density
Within any interval in which the ESS has a positive probability density (p*(x) > 0), the fitness contribution Eq. (7) for different x must be the same, as indicated by Eq. (8a). By calculating the derivation of Eq. (7) with f(x | g) given by Eq. (3b) and setting it equal to zero, we have an equation that allows us to calculate the ESS probability distribution p*(x). According to the calculation in Appendix A, we have
Using Eqs. (1) and (2), Eq. (9) can be rewritten as
for any x such that p*(x) > 0. This is a product of a Gaussian distribution with a peak at x=ḡ and a monotonically increasing function that diverges to infinity near x=h. Equation (10) These intervals are of positive length, but some of them can be short and it appears as if the probability mass concentrates at a single point. Especially when there are two intervals, the second one, a 2 < x < b 2 , can be very close to h as shown in Fig. 2c . It may be practically impossible to determine the two boundaries a 2 and b 2 separately. We can solve this problem by approximating the total probability weight of a very short interval over a 2 < x < b 2 as a probability mass on x=h as explained in Appendix B. For all the parameter combinations we examined, there is no case with three or more separate intervals in which p*(x) > 0.
Direct Searches for the Optimal Distribution
To confirm the validity of the analytically derived ESS phenotype distribution, we carried out a search of the p*(x) using alternative methods. One way is to calculate the following iteration scheme, year. Function j(x | p( · )) is given by Eq. (7) and depends on the distribution p*(x). When the iteration converges to the equilibrium, the ESS conditions of Eq. (8) constraint Eq. (6), based on the Davidson-FletcherPowel (DFP) algorithm (Press et al., 1988) .
In Fig. 3 , an example of the ESS phenotype distributions p*(x) calculated analytically are illustrated by solid curves, and the results of a numerical calculation of the DFP algorithm are indicated by dots. The results of the mathematical formulae and direct numerical optimization agree very well.
Parameter Dependence
Now we examine how the ESS mixed strategy depends on various parameters. If the mean date of disturbance ḡ is located at a very early stage of a year, the ESS is a strategy in which all individuals reproduce near the date of maximum fertility h. It is not beneficial for any individual to reproduce too early in order to escape disturbance because its size is small at such an early stage. On the other hand, when the mean date of disturbance ḡ comes later than the date of maximum fertility h, the ESS distribution is again a strategy finishing reproduction near h because all the individuals can achieve maximum fertility on day h without suffering disturbances. When ḡ is placed in the middle of a year, the ESS has diverse patterns depending on the degree of uncertainty and severity of disturbance (characterized by three parameters s, Q, and e). In the remainder of the paper, we focus on the case in which the mean date of disturbance ḡ comes earlier than the date of maximum fecundity h.
To reduce the number of parameters in the model, we rescale the time parameter by choosing (x − ḡ)/ (h − ḡ) as a new x. Without losing generality, we assume that the mean date of disturbance is zero Variable Timing of Reproduction (ḡ=0) and that the peak date for fecundity is one (h=1). The model then has only four parameters: the frequency of disturbance years, Q, the parameter describing the severity of disturbance, e, the width of the fitness curve, s, and the standard deviation of the date of disturbance, s.
We classify the ESS mixed strategy of reproductive timing into four categories, according to mean and variance of the ESS distribution of reproductive date. We denote the mean date of reproduction in the ESS by x (=> xp*(x) dx).
Timid (or risk-aversive) strategy:
The ESS distribution is composed of phenotypes that mostly finish reproduction before the mean date of disturbance ḡ. The mean reproductive date comes before the mean disturbance date (x < ḡ) (see Fig. 2a ).
Bold (or risk-taking) strategy:
The ESS distribution is composed of phenotypes that reproduce very close to h, which is the date for the maximum fertility of undisturbed plants. Neglecting the potential risk of disturbance, plants evolved to reproduce on the date of maximum fecundity h (see Fig. 2b ). The mean reproductive date is close to h (i.e., h − D < x [ h, where D is small positive constant).
Mixture of two extremes:
The ESS distribution is composed of a mixture of timid and bold phenotypes. The mean reproductive date is between ḡ and h (ḡ < x < h − D, where D is a small positive constant) and the variance of the reproductive date is large (see Fig. 2c ). This appears only when the standard deviation of the date of disturbance, s, is small as we show later.
Reproductive dates spread over an interval:
The ESS distribution is composed of many phenotypes that have intermediate timing of reproduction, which constitutes a single continuous interval (see Fig. 2d ). We identify this situation when the mean date of reproduction is between ḡ and h (ḡ < x < h − D, with D is a small positive constant) and the variance of the reproductive date is small. This type appears when the standard deviation of the date of disturbance, s, is large.
The shape of the ESS mixed strategy p*(x) for reproductive timing depends strongly on the magnitude of uncertainty as to the date of disturbance, s. Figure 4 illustrates the ESS probability distribution p*(x) shown as density plots. Figures 4a, 4b and 4c are the ESS with small e (e=0.001, 0.1, and 0.3). Small e means that the damage caused by a disturbance is quite heavy. When s is small, the disturbance occuring near its mean ḡ, p*(x) is to finish seed production before ḡ. This corresponds to the timid strategy. As s increases, p*(x) develops a broader interval with positive probability mass, but all the ESS phenotypes finish reproduction before the date of maximum fecundity h. This is the spreading over an interval strategy.
For a sufficiently large e (e=0.5 and 0.6) and small s, p*(x) has two separate intervals with positive probability mass: one before the mean date of disturbance ḡ and the other close to the date of maximum fecundity h (Figs. 4d and 4e) . This is the mixture of two extremes. These two intervals merge to become a single interval as s increases (Fig. 4d) . The damage of a disturbance becomes even less important for large e, which generates p*(x) as a reproduction at a date very close to h (Fig. 4f) . This is a typical case of the bold strategy. Figure 5 illustrates the phase diagram for the ESS phenotype distribution p*(x) on a (Q, e)-plane. The reproductive success R(x) and the probability distribution of disturbance h(x) are shown in Fig. 5a . In Fig. 5b , we distinguish the type of the ESS according to the mean date of reproduction x. A timid strategy (x < ḡ) appears in the parameter region for large Q and small e. This parameter region corresponds to a habitat which often suffers from crucial disturbances and is shown by the black area on a (Q, e)-plane in Fig. 5b . In contrast, a bold strategy (x > h − D, with D a small constant, we chose D=0.15) appears if a disturbance occurs rarely (small Q) and the effect of disturbance is small (large e), which is indicated by the white area in Fig. 5b . In a habitat with small Q and large e, parents should ignore the disturbance and reproduce when maximum seed production is expected. Between these two regions for timid and bold strategies, the ESS probability distribution with a mixture of these two (ḡ < x < h − D) emerges as illustrated as the grey area in Fig. 5b . The ESS with a mixture of timid and bold phenotypes has a very large variance of reproductive dates as shown in the density plot in Fig. 5c . Figure 6 illustrates the results when the fecundity selection is stronger than in Fig. 5 -the standard deviation of the reproductive success curve is smaller (s=1 in Fig. 6 while s=2 in Fig. 5). Figures 6a, 6b , and 6c correspond to Figs. 5a, 5b, and 5c, respectively. The parameter region of the dimorphism moves toward larger Q and smaller e, and the parameter region for a bold strategy becomes broader (Fig. 6b) .
Phase Diagram on a (Q, e)-plane
In both Figs. 5 and 6, the standard deviation of an environmental disturbance date is small (s=0.5). When s is large, the dimorphism consisting of two extremes is replaced by a mixture of a single interval spread over a broad range of reproductive dates (results not shown).
THE DISCRETE ESS DISTRIBUTION OF PROGRAMMED DATES IN THE PRESENCE OF NOISE
So far we have assumed that an individual's reproduction occurs exactly at the date programmed by the genotype. However, the realized date of reproduction may deviate from the programmed date for many reasons. Climatic changes, heterogeneity in nutrient conditions at local patches, and physiological or developmental noises are likely sources of such deviations in the flowering schedule. In this section, we consider random deviations of the realized timing of reproduction from the programmed one. Suppose that an individual is programmed to flower on date x by its genotype. If there is a normally distributed deviation due to developmental noise with a mean of 0 and a variance w 2 , the realized timing of reproduction y follows the distribution
where w measures the degree of ambiguity in the realized reproductive date. The fitness of an individual programmed to flower on day x is then (2), respectively. R(x) has a mean of h on which plants attain the maximum reproductive success and h(x) has the mean ḡ. The standard deviations for R(x) and h(x) are s=0.5 and s=2. (b) Phase diagram showing the parameter ranges for different ESS distributions. The vertical axis is the probability of disturbance Q and the horizontal axis is the severity of disturbance e. The black area is for a timid strategy and the white area corresponds to a bold strategy. The grey area, in between these two, is for a mixture of the two extremes. (c) The variance of reproductive dates at the ESS given by a density plot. Darkness corresponds to the magnitude of variance. The grey area in Fig. 5b corresponds to the region with a large variance.
because the reproductive success is a function of realized date y. Here, f(y | g t ) is given by Eq. (3), and the year in which no disturbance occurs is represented by the distribution occurring very late (g t =.) in Eq. (13). The fitness of the genotype with a mixed strategy p(x) is then
FIG. 6. (a) The reproductive success of undisturbed plants R(x) and the probability density of the date of disturbance h(x). (b) Phase diagram on a (Q, e)-plane.
The black area is for a timid strategy and the white area corresponds to a bold strategy. The grey area, in between these two, is for a mixture of the two extremes. (c) The variance of reproductive dates at the ESS given by a density plot. Axes and parameters are the same as in Fig. 5 except for the width of the reproductive success s=1, which is a half of the value in Fig. 5 .
This gives the fitness of the genotype with the distribution of programmed reproductive date p(x). The ESS distribution of the programmed date of reproduction should maximize the longterm average geometric mean fitness. We can calculate the ESS distribution p*(x) using the DFP algorithm as explained in Section 3.2. Figure 7 illustrates the results for different magnitude w of noise. The ESS mixed strategy p*(x) with nonzero noise on a reproductive date is discrete, consisting of a finite set of distantly separated programmed dates. This is closely related to a more general result for the discreteness of the ESS mixture, first proved by Sasaki and Ellner (1995) . If the fitness of an individual given in Eq. (13) is a smooth function of x (to be exact, an analytic function of x), we can prove that the ESS distribution is almost always discrete (Sasaki and Ellner, 1995; Kubo and Iwasa, 1996) . The number of distinct dates with positive probability mass and the intervals between them in the ESS distribution of the programmed date become larger as the uncertainty in disturbance date s increases (Fig. 7) .
Variable Timing of Reproduction
If all the individuals at the ESS should have the same programmed date at x*, the expected relative fitness of the phenotype x must have its maximum at x=x*, which leads to
6 . (15) The right-hand side is the mean realized reproductive date weighted by the expected reproductive success averaged over the years. Using the argument developed by Sasaki and Ellner (1995) , we can prove that the monomorphism at x* is locally evolutionarily stable if
The left-hand side implies that the variance of the realized reproductive date weighted by the expected reproductive success averaged over the years, and the right-hand side is the variance in physiological noise. If the physiological noise w is small, Eq. (16) does not hold, and the monomorphism at x* is no longer evolutionarily stable. Then the ESS is composed of distinct types with different programmed reproductive dates (see Figs. 7b and 7d) . The number of types increases (from monomorphism to dimorphism, trimorphism, and so forth) with the increased uncertainty s. It also increases as the magnitude w of noise decreases. This is illustrated by the contrast between Fig. 7b (w=0.2) and Fig. 7d (w=0.4) . The bifurcation structures accompanied by these transitions is further explained in Sasaki and Ellner (1995) .
Figures 7c and 7e are the density plots of the realized dates of reproduction. In contrast to clearly discrete distributions of programmed dates (Figs. 7b and 7d) , the realized reproductive dates have a blurred distribution. It is, however, important to recognize that these apparently continuous distributions are generated by a discrete distribution of the programmed dates.
DISCUSSION
In fluctuating environments, the evolutionarily stable timing of reproduction can be achieved by a single genotype showing phenotypes with different reproductive dates. For the model studied in this paper, the evolutionarily stable phenotype distribution of reproductive timing can be classified into four types: (1) a timid strategy-plants reproduce earlier than the mean date of disturbance; (2) a bold strategy-plants reproduce only when they are sufficiently grown to produce the maximum number of seeds; (3) the ESS is a mixture of early reproducers and late reproducers and the distribution of reproductive date is positive in two separate intervals; [4] the reproductive date at the ESS is broadly spread over a single interval. The ESS is a timid strategy if the severe disturbance occurs very commonly (large Q and small e). In contrast, the ESS is a bold strategy if a disturbance rarely occurs and its severity is limited (small Q and large e). Between these two parameter regions on a (Q, e)-plane, the ESS distribution is composed of many phenotypes as shown in Figs. 5b and 6b . The ESS has two separate intervals when the standard deviation of disturbance date, s, is small, but it has a single interval when s is large.
We also analyzed the ESS when there is noise causing deviation of the realized date of reproduction different from the programmed date by the genotype. If the distribution of the noise is normal with a mean of zero, the ESS timing programmed by the genotype has a discrete distribution that is composed of one or more types with distinct dates (Figs. 7b and 7d ). This corresponds to the general results of Sasaki and Ellner (1995) , who proved that if the fitness is an analytic function of the trait, then the ESS mixture is almost always a discrete distribution and that the number of types increases (from monomorphism to dimorphism, trimorphism, and so forth) with the increased environmental uncertainty. By modifying the interpretation of the problem, we can apply the same mathematical argument to the discreteness of the ESS community of similar species along a continuous niche. For example, Kubo and Iwasa (1996) have proved that in a lottery model of many tree species differing in the peak season of fruit production, the equilibrium community is composed of several discrete groups of species that have different phenology.
In the case without noise, the ESS is not discrete because the fitness, or the reproductive success, is not a smooth function of x. The reproductive success f(x | g t ) given by Eq. (3b) has a kink at x=g t . This violation of the smoothness assumption leads to a continuous probability distribution for the ESS mixture that can be calculated explicitly. In fact, the method with which we derived the ESS probability distribution as Eqs. (9) and (10) is the same as the one for an illustrative example by Haccou and Iwasa (1995) , the latter corresponding to the case with R(x)=e mx and e=0 in the present paper.
If there is noise, the fitness function becomes w(x | g t ) given by Eq. (13). Since this is an analytic function of x, the ESS mixture of the programmed date is discrete as shown in Figs. 7b and 7d . Although the ESS of the programmed reproductive dates is discrete in the presence of physiological noise (Figs. 7b and 7d) , the realized reproductive date has a broad, smooth distribution (Figs. 7c and 7e) . Hence, it might be difficult to tell the discreteness of the distribution of the programmed reproductive date only from the observed distribution of the realized date of reproduction.
When we have an explicit solution of the ESS with a continuous probability distribution, a small modification of the model, such as incorporation of noise, would make the ESS discrete. The ESS of the perturbed model is qualitatively different from the one for the unperturbed model. However, it has been proved mathematically that the continuous ESS for the unperturbed problem can make the logarithmic fitness close to the exact discrete ESS (Haccou and Iwasa, 1995) and also that the true ESS of the perturbed problem is close to the continuous ESS for the unperturbed one in the sense of closeness of probability measures (Haccou and Iwasa, 1998) . These results support the use of results of explicitly soluble cases, such as Eqs. (9) and (10), in examining the parameter dependence of the ESS.
In computing the ESS distribution, we can use the iteration scheme of Eq. (11) with Eq. (7). This is simply a method of calculating the ESS mixed strategy in a temporally fluctuating nonstructured population. However, Eq. (11) allows a different interpretation. Consider a population consisting of a number of small patches of equal size, each of which incur disturbances with probability Q per year on a date following h(g t ). Suppose that disturbances in different patches are independent of each other. At the end of a growing season, seeds produced in different patches are pooled and redistributed randomly to all the patches. The population is regulated within a patch because of the competition in each patch. When different patches experience different dates of disturbances, the same phenotype x may be killed in some patches but have a high performance in others. The population includes a number of genotypes, each having a single reproductive date x (mixture of pure strategies). Under this interpretation, Eq. (11) gives the evolutionary dynamics of genotypes in a spatially heterogeneous environment (Levene, 1953; Maynard Smith and Hoekstra, 1980; Iwasa and Levin, 1995; Sasaki and de Jong, 1999) . We may call this a pathstructured model and the one studied in the present paper a fluctuating nonstructured model. The ESS mixture of pure strategies in the patch-structured model is the same as the phenotype distribution formed by a single mixed strategy (Iwasa and Levin, 1995) . In contrast, in the temporally fluctuating nonstructured population, the ESS mixture of pure strategies cannot be maintained because the year-to-year fluctuation of environment causes fluctuation in the composition of different pure strategies (Ellner and Hairstone, 1994; Sasaki and Ellner, 1995; Ellner and Sasaki, 1996) .
In the present paper we have concentrated on the case in which environmental disturbances are perfectly unpredictable. If some environmental cue is available, phenotypic plasticity can be an efficient way of adapting to a changing environment (Via and Lande, 1985; Sasaki and de Jong, 1999) . The ESS mixed strategy strongly depends on the reliability of environmental cues concerning environmental fluctuation available at the time when a plant makes a decision on reproductive timing (Haccou and Iwasa, 1995; Iwasa and Haccou, 1994) .
Some plants specialized to a flood plain show variable timing of reproduction. For example, the endangered plant Aster kantoensis lives in a river flood plain and its population is composed of many patches (Takenaka et al., 1996; Washitani et al, 1997) . This plant is a monocarpic short-lived perennial and dies after reproduction. The plant size at the time of reproduction of Aster kantoensis is highly variable (Takenaka et al., 1996) . Although the model presented here for annual plants is not directly applicable to the perennial Aster kantoensis, we conjecture that its large variation in reproductive size may be a result of adaptation to the environment as they suffer from temporally and spatially variable flooding. Whether the model adapted to monocarpic short-lived perennials can have a similar ESS pattern as for the annual plants studied in the present paper is an interesting theoretical problem for future study.
APPENDIX A
The maximization of Eq. (5) under the constraint of Eq. (6) can be solved by using Lagrange multipliers (Haccou and Iwasa, 1995; Iwasa and Levin, 1995; Sasaki and Ellner, 1995) . Let l be a constant (Lagrange Variable Timing of Reproduction multiplier) and define the augmented objective function:
We consider the optimization of p*(x) that maximizes Eq. (A1) under the remaining inequality condition (p(x) \ 0, for all x). If the ESS distribution of the reproductive date p*(x) has a piecewise smooth probability density, we can determine it explicitly by examining the sensitivity of the function (A1) to the perturbation of p*(x) to p*(x)+Dp(x). Through the standard procedure (e.g., Appendix C in Sasaki and Ellner, 1995) , we have
By taking the average of both sides of Eq. (A2) over the distribution of p*(x), we have l=1. By replacing c t (p) with Eq. (3a) and f(x | g t ) with Eq. (3b), Eq. (A2) becomes Eqs. (7) and (8) in the text. Now we consider an interval in which p*(x) is positive and in which Eq. (8a) holds. By noting Eq. (8a), we divide Eq. (7) by R(x) and obtain
where we used Eq. (3b) for f(x | g) only for the numerator (not in the denominator).
By differentiating it, we obtain
where we also used Eq. (3b) for the denominator. Note that p*(x) is included in the integral in the denominator of (A4). By differentiation, we obtain Eq. (9) in the text.
APPENDIX B
We construct the probability distribution p*(x) that satisfies the conditions for the ESS. In the present model, the ESS distribution is composed of several intervals in which either p*(x) > 0 or p*(x)=0 holds. In our model, there is a single interval or two separate intervals with positive p*(x). The procedure to construct p*(x) is as follows.
Single-Interval ESS
The shape of p*(x) is determined by obtaining critical times a 1 and b 1 . For a 1 [ x [ b 1 , expected fitness j(x | p*) attains the maximum. Hence, substituting a 1 and b 1 for x in Eq. (A4), we obtain two equations as follows:
By eliminating the term in the denominator of the righthand sides in Eqs. (B1a) and (B1b), the relationship between a 1 and b 1 is found as
On the other hand, from the condition > 
The solution of Eqs. (B2) and (B3) makes it possible to obtain a 1 and b 1 exactly. We conducted this procedure numerically to obtain two critical dates a 1 and b 1 . By applying these values to the probability distribution at the ESS in Eq. (10) in the text, the solid curves of Fig. 3 are generated. Equation (B2) shows that the left-hand side must go to zero when e becomes zero. This implies that a 1 diverges to negative infinity because both functions R(x) and h(x) are normal as given by Eqs. (1) and (2), respectively. 
Two-interval ESS
By letting x be a 1 , b 1 , a 2 , and b 2 , we obtain four equations. The two equations obtained from Eq. (B5a) by x=a 1 and x=b 1 , respectively yield an expression that a 1 goes to negative infinity when e becomes zero (the same argument as in single-interval ESS). Hence we conclude that the ESS distribution of the reproductive date has a long tail in the beginning of the season, rather than a sudden start, if the disturbance is very severe. This is intuitively understandable: if no plant reproduces before the date of disturbance followed by a year with an exceptionally early disturbance, the entire population is eliminated. Hence, such a strategy cannot be an ESS. However, the four equations obtained from Eqs. (B5a) and (B5b) are not independent and we cannot determine the four critical dates only from these. This can be understood by considering that Eqs. (B5) are obtained when the relative fitness j(x | p*) does not change with x within each interval. Hence Eqs. (B5) can hold even if j(x | p*) is different between the two intervals. We obtain a further condition from comparing the relative fitness between two intervals. We calculate j(x | p*) given by Eq. (7) for the case of p*(x) > 0 in two separate intervals (a 1 < x < b 1 and a 2 < x < b 2 ). We must separate the case in which a 1 < x < b 1 and that in which a 2 < x < b 2 . First, when a 1 < very close to h in many cases with two separate intervals, the method of using four equations does not work numerically. In such a case, we should make an approximation as follows.
Let A be the probability of x being located within a 1 < x < b 1 denoted by > 
