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Abstract
This thesis focuses on some results about quantum and classical lattice spin systems.
We study a wide class of two-dimensional quantum models which enjoy a U(1)
symmetry. Using the so called complex rotation method we show that the decay
of the relevant correlation functions is at least algebraically fast. We provide some
examples of relevant models which belong to our class.
We review some results present in the literature concerning the so called Griffiths-
Ginibre inequalities for the classical XY model and propose a generalisation to its
quantum counterpart. Correlation inequalities indeed hold for the quantum XY
model with spin-12 and for the ground state of the spin-1 system. We propose some
applications of these results, namely that the infinite volume limit of some corre-
lation functions exists and that it is possible to compare quenched and annealed
averages for a quantum XY model with random couplings.
We investigate loop representations for O(n) classical spin systems. We propose
a generalised random current representation and show its relationship with the
Brydges-Fro¨hlich-Spencer one. We review some conjectures regarding the expected
behaviour of these loop models – namely that macroscopic loops appear and their
lengths are distributed according to a Poisson-Dirichlet distribution. We propose
some arguments in favour of these conjectures for O(n) loop models, using a mix
of exact results and heuristic considerations. In order to do so we define a stochas-
tic process which is an effective split-merge process for macroscopic loops and we
reformulate some correlation functions for the O(2) spin system in terms of loop
properties.
vii
Chapter 1
Introduction
Statistical mechanics is the field of mathematical physics concerned with the mod-
elling of the collective behaviour of a large number of particles starting from the
individual properties of each particle. An important application is the description
of the behaviour of magnetic materials at different temperatures. This involves
many approximations of the real system – in particular, particles are supposed to
hold fixed positions in space, thus constituting a lattice, and to interact only via
their magnetic momentum, the so called spin. The wide class of models emerging
from these approximations takes the collective name of lattice spin systems. These
mathematical models are highly non trivial and have been the object of intense
research for many decades.
There are two classes of lattice spin systems: one might be interested in
quantum systems, or in the classical (i.e. not quantum) setting. Though there are
many similarities, it often happens that the behaviour of quantum and classical
models differs, and different technical tools are needed to explore their structure.
Classical spin systems find their natural description in the language of probability
theory, while their quantum counterparts benefit from the tools provided by linear
algebra and matrix analysis. In this thesis we discuss some recent results regarding
both classical and quantum lattice systems. We provide here a brief overview of the
main topics covered, together with a more detailed description of the structure of
this work.
The behaviour of statistical mechanical models depends heavily on the tem-
perature at which we study them. A striking a phenomenon is phase transitions
– we focus in particular on the so called spontaneous symmetry breaking. When
the temperature is lowered below a critical value, many models exhibit an ordered
behaviour, and the individual degrees of freedom tend to show the same collective
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drive. This phenomenon depends deeply on the dimensionality of the system under
study, as stated by the Mermin-Wagner Theorem [56], a cornerstone of the theory of
phase transitions – namely, there can not be spontaneous breaking of a continuous
symmetry in d = 1, 2. We explore some consequences of this result for 2d quantum
models in Chapter 4.
A tool which has been useful in the past in the investigation of the behaviour
of classical lattice spin systems is correlation inequalities, in particular the so called
Griffiths-Ginibre inequalities [34, 32]. While they are well established for many
classical spin systems, in the quantum setting this has not been explored thoroughly
yet. We discuss correlation inequalities for some quantum models in Chapter 5.
New bridges between statistical mechanics, probability and combinatorics
have been recently built thanks to a class of probabilistic models of interacting
loops on a lattice which take the name of random loop models or loop soup models
[14, 33, 65, 78]. Indeed, many of them are directly related to some quantum and
classical spin systems. In Chapters 6 and 7 we investigate the relationship between
loop models and O(n) lattice systems and explore some conjectures regarding the
behaviour of the loops.
This thesis is thus organised as follows.
• In Chapters 2 and 3 we present a brief review of the main tools needed in the
study of finite an infinite volume classical and quantum lattice spin models
[41, 23, 80].
• The focus of Chapter 4 is on some original results about quantum models on
two-dimensional lattices [8]. We present some preliminary remarks on Mermin-
Wagner Theorem and its role in the physics and mathematics literature. We
briefly review the link between the decay of correlations and the absence of
spontaneous symmetry breaking. We then discuss the results from [8] – we
identify a wide class of 2d-models with U(1) symmetry and prove an algebraic
bound for the decay of the relevant correlation functions. Various examples of
models of interest belonging to this class are provided.
• Chapter 5 focuses on Griffiths inequalities, an incredibly valuable tool in the
study of the thermodynamic limit and phase transitions of lattice system.
This chapter follows our review paper [10] and our original work [9] closely.
We provide an overview on Griffiths inequalities for the classical XY model,
collecting and reorganising some results of old [32, 60, 57, 47]. We present
our original results from [9] – namely that Griffiths inequalities hold for the
quantum XY model with spin-12 (which has been proved independently in
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[31, 76, 67, 9]) and for the ground state of the model with spin-1. Correlation
inequalities allow us to compare the critical temperatures for the Ising and
the XY model. We also present some new applications – in particular, the
infinite volume limit of certain correlation functions is well defined [8], and
it is possible to compare quenched and annealed averages of correlations of
quantum XY models with random couplings.
• Chapter 6 revolves around the correspondence between certain classical spin
systems – the so called O(n) models – and a gas of interacting loops on the
same lattice. The results presented here are yet to be published. We re-
view the celebrated Brydges-Fro¨hlich-Spencer (BFS) representation [14] for
the O(n) models. We propose a new generalised random current represen-
tation for O(n) models, which takes its inspiration from the random current
representation of the Ising model [1]. We explore the relationship between BFS
and generalised random current representations and how they can mapped one
into the other. We also provide some explicit calculations in order to express
certain correlation functions of O(n) spins systems in terms of loop properties.
• Chapter 7 regards some conjectures about loop models. It is expected that
a wide class of loop models exhibit macroscopic loops whose lengths should
be distributed according to a Poisson-Dirichlet distribution PD(ϑ) [33, 78].
We focus on O(n) loop models and provide some support for this conjecture.
In particular, we propose a stochastic process for the loop model which is
an effective split-merge process for long loops, and use it to estimate the
value of ϑ for these models. This estimate is confirmed for the O(2) model
by a different argument, based on some exact calculations regarding certain
correlation functions and some heuristic considerations. These arguments in
support of the conjectured PD(ϑ) behaviour of O(n) loop models have not
been published yet.
• Appendices A, B, C and D are devoted to briefly review some well known
results which are mentioned and used in the main chapters of this work –
namely Trotter formula [80], Ho¨lder inequality for matrices [7], and some fea-
tures of the random current representation for the Ising model [18] and of
Poisson-Dirichlet distributions [78].
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Chapter 2
A review of classical lattice
systems
This chapter is devoted to a brief introduction to classical lattice spin systems [41,
23]. We first discuss finite volume models without and with boundary conditions,
then we define infinite volume systems via the DLR condition. Extremal Gibbs
states and extremal states decomposition are also described. We briefly discuss the
concept of symmetry and state a version of Mermin Wagner Theorem for a class of
finite range interactions.
2.1 Finite volume systems
Let (Λ, E) be a finite graph, i.e. a finite collection of sites Λ with set of edges E .
The most common scenario is given by Λ ⊂⊂ Zd, and that is what we assume for
the rest of the chapter. The notions introduced here can be also extended to more
general lattices.
Notation. Given a collection of sites A, we denote by |A| its number of sites. Unless
specified otherwise, given (Λ, E) we denote by d(x, y) the graph distance between
sites x, y ∈ Λ, i.e. the length of the shortest path in (Λ, E) connecting the two.
Analogously, diam(A) for A ⊂ Λ is the diameter of A calculated according to the
graph distance.
The physical idea is that each site x ∈ Λ hosts a physical degree of freedom
(spin) – an element σx of some compact metric space Ω0 with Borel σ-algebra B0
and measure µ0 over (Ω0,B0). The set of possible configurations, or configuration
space, is then ΩΛ = Ω
Λ
0 , which is naturally endowed with the product measure µ
Λ
0 .
An element σ ∈ ΩΛ is then σ = {σx}x∈Λ with σx ∈ Ω0 for any x ∈ Λ.
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Example 2.1. The simplest case is when on each site there is a discrete spin which
takes possible values ±1, i.e. Ω0 = {−1,+1}. µ0 is the counting measure. The
configuration space is then ΩΛ = {−1, 1}Λ. An element of this space is just an
assignment of +1 or -1 on each site of the lattice.
Example 2.2. Ω0 needs not be a discrete space. For a wide class of models Ω0 = Sn
for some n ∈ N. In this case, µ0 is the usual uniform measure on the sphere Sn.
The degrees of freedom described by ΩΛ interact through the Hamiltonian,
a function HΛ : ΩΛ → R which describes the energy of configurations. It is better
formulated in terms of interactions. An interaction Φ = {ΦX}X⊂Zd is a collection of
functions ΦX : ΩX → R for any X ⊂⊂ Zd, i.e. each ΦX depends only on the spins
{σx}x∈X while all the others are left unvaried by its action. A common assumption is
translation invariance: ΦX = ΦX+~v, where X+~v is the set obtained by translating X
by ~v ∈ Zd. To simplify the discussion, we assume translation invariance throughout
this chapter. We also assume absolute summability of interaction:
∑
X30 ‖ΦX‖∞ <
∞. The hamiltonian on the volume Λ ⊂⊂ Zd is then the sum of local terms:
HΛ =
∑
X⊂Λ
ΦX . (2.1)
An interaction has finite range if there exists some R > 0 such that ΦX = 0 if
diam(X) > R. Nearest neighbours interactions are those for which R = 1, i.e. only
sites one next to the other interact.
The finite volume Gibbs state at inverse temperature β for a system with
configuration space ΩΛ, measure µ
Λ
0 and hamiltonian HΛ is the linear functional
〈·〉Λ,β that to any function f : ΩΛ → R associates
〈f〉Λ,β = 1
ZΛ,β
∫
ΩΛ
dµΛ0 (σ) f(σ) e
−βHΛ(σ), with ZΛ,β =
∫
ΩΛ
dµΛ0 (σ)e
−βHΛ(σ). (2.2)
〈f〉Λ,β is also called expectation value of f . ZΛ,β is called partition function.
Analogously 〈·〉Λ,β can be seen as the average with respect to the measure
µΛ,β on ΩΛ such that
dµΛ,β(σ) = dµ
Λ
0
1
ZΛ,β
e−βHΛ(σ). (2.3)
This is called finite volume Gibbs measure.
Example 2.3 (The Ising model). A typical nearest neighbour model is the Ising
ferromagnet. For this system ΩΛ = {−1, 1}Λ and µ0 is the counting measure. The
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hamiltonian is
HΛ(σ) = −1
2
∑
x,y∈Λ
Jxy σxσy, (2.4)
with
Jxy
{
≥ 0 if d(x, y) = 1,
= 0 otherwise.
(2.5)
In the following examples we focus on the case Jxy = J ≥ 0 for any pair of nearest
neighbours x and y. The expectation value of f : ΩΛ → R is
〈f〉Λ,β = 1
ZΛ,β
∑
σ∈{−1,1}Λ
f(σ) e
β
2
∑
x,y∈Λ Jxyσxσy , with
ZΛ,β =
∑
σ∈{−1,1}Λ
e
β
2
∑
x,y∈Λ Jxyσxσy .
(2.6)
The Ising model is one of the most studied models in statistical mechanics, proposed
by Lenz [51], and solved in the one-dimensional case by his PhD student Ising [40].
The more challenging two-dimensional case was solved later by Onsager [64].
Example 2.4 (O(n) models). Another class of well studied models is given by
O(n) models. In their standard formulation they are nearest neighbours models.
In this case Ω0 = Sn−1 for some n ∈ N. A configuration σ ∈ ΩΛ is then given by
σ = {~σx}x∈Λ with ~σx ∈ Sn−1 for any x ∈ Λ. The hamiltonian is defined as
HΛ(σ) = −1
2
∑
x,y∈Λ
Jxy ~σx · ~σy. (2.7)
with Jxy as in eq. (2.5). We focus on the case Jxy = Jyx = J ≥ 0 for any pair of
nearest neighbours x and y. The expectation value of f : ΩΛ → R is
〈f〉Λ,β = 1
ZΛ,β
∫
(Sn−1)Λ
∏
x∈Λ
d~σx f(σ)e
β
2
∑
x,y∈Λ Jxy ~σx· ~σy , with
ZΛ,β =
∫
(Sn−1)Λ
∏
x∈Λ
d~σx e
β
2
∑
x,y∈Λ Jxy ~σx· ~σy ,
(2.8)
and d~σx being the uniform measure on the (n − 1)-sphere at site x. Notice that
the case n = 1 is the Ising model. The model with n = 2 is known as XY or rotor
model, and the case n = 3 is the so called Heisenberg model.
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2.1.1 Boundary conditions
So far we have focused on the situation where Λ is completely isolated and effectively
there is no “outside” of this finite volume. Nonetheless, one can fix a configuration
outside Λ, the so called external configuration, and let the degrees of freedom inside
the volume interact with this fixed choice of configuration in Λc. A choice of external
configuration is called boundary condition.
Define Ω = ΩZ
d
0 and ΩΛc = Ω
Λc
0 . Let τ ∈ ΩΛc . The finite volume hamiltonian
with boundary condition τ , HτΛ : ΩΛ → R is
HτΛ(σ) =
∑
X⊂⊂Zd:
X∩Λ 6=∅
ΦX(σ ◦ τ), (2.9)
where σ ◦ τ ∈ Ω is the configuration composed by σ inside the volume Λ and τ
outside of it. Notice that HτΛ is still a function on ΩΛ since τ is fixed.
Example 2.5. For the Ising model, let τ ∈ {−1, 1}Λc . The hamiltonian with
boundary condition τ is then
HτΛ(σ) = −
1
2
∑
x,y∈Λ
Jxyσxσy −
∑
x∈Λ,
y∈Λc
Jxyσxτy (2.10)
with Jxy as in Eq. 2.5. Notice that only the sites at the boundary of Λ interact
with the outside and HτΛ is still the sum of a finite number of terms. There are two
boundary conditions that are usually considered: τx = 1∀x ∈ Λc and τx = −1 ∀x ∈
Λc.
Example 2.6. For the O(n) model, let τ ∈ (S(n−1))Λc . The hamiltonian with
boundary condition τ is then
HτΛ(σ) = −
1
2
∑
x,y∈Λ
Jxy ~σx · ~σy −
∑
x∈Λ,
y∈Λc
Jxy ~σx · ~τy, (2.11)
with Jxy as in Eq. (2.5). Notice that also in this case only the sites at the boundary
interact with the outside, and HτΛ is given by the sum of a finite number of terms.
The usual boundary conditions are ~τx = ~τ with ~τ ∈ S(n−1) for all x ∈ Λc.
In general we denote 〈·〉τΛ,β and µτΛ,β the Gibbs state and measure at inverse
temperature β with boundary condition τ . It is the same as Eq.s (2.2), (2.3) but
for the fact that we use HτΛ instead of HΛ. The Gibbs state and measure described
in Eq.s (2.2), (2.3) are usually said to have open or free boundary conditions.
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2.2 Infinite volume systems
Interesting behaviours of statistical mechanical models are usually better studied in
the infinite volume limit Λ↗ Zd – this limit naturally provides a description of the
bulk properties of the model. Defining it properly is a delicate problem. In order
to avoid the difficulties emerging from a direct approach to its definition, we take a
different perspective, and define infinite volume Gibbs states through the so called
DLR condition. It takes its name from Dobrusˇin [16], Lanford and Ruelle [50]. We
adopt here the formulation from [23]. Define LΩ the set of local functions on Ω i.e.
LΩ = {f : Ω→ R s.t. f depends only on a finite number of spins}.
Definition 2.1 (Infinite volume Gibbs measures). A measure µβ on Ω is an infinite
volume Gibbs measure at inverse temperature β for the system with interaction Φ if
for any Λ ⊂⊂ Zd
µβ(f) =
∫
Ω
µτΛ,β(f)µβ(dτ)
for any local function f depending only on spins in Λ (i.e. there exists f¯ : ΩΛ → R
such that f¯(σ¯) = f(σ) for any σ¯ ∈ ΩΛ, σ ∈ Ω with σ¯x = σx for all x ∈ Λ). Here
µτΛ,β(·) is the finite volume Gibbs state with boundary condition τ for the system
with interaction Φ at inverse temperature β.
Given an infinite volume Gibbs measure µβ, the normalised linear functional
〈·〉β : LΩ → R such that 〈f〉β is the average of f with respect to µβ is called
an infinite volume Gibbs state. In this chapter we always assume to work with
translation invariant states, i.e. 〈f〉β = 〈θ~vf〉β, where θv is a translation by a vector
~v ∈ Zd. We denote by Gβ(Φ) the set of infinite volume Gibbs states related to the
interaction {ΦX}X⊂⊂Zd at inverse temperature β. It can be proved that Gβ(Φ) is a
not empty and convex set – see for example [23], Theorems 6.26 and 6.56.
The most interesting phenomenon in statistical mechanics, phase transitions,
has a natural definition in terms of presence of multiple distinct Gibbs states.
Definition 2.2 (Phase transition). If |Gβ(Φ)| > 1 the system with interaction Φ
undergoes a phase transition at inverse temperature β.
Convexity of Gβ(Φ) allow us to define extremal states as follows [23].
Definition 2.3 (Extremal Gibbs states). Let 〈·〉β ∈ Gβ(Φ). It is called extremal if
any convex decomposition of the form 〈·〉β = t〈·〉′β + (1 − t)〈·〉′′β with t ∈ (0, 1) and
〈·〉′β, 〈·〉′′β ∈ Gβ(Φ) implies 〈·〉′β = 〈·〉′′β = 〈·〉β.
The set of extremal states is denoted by exGβ(Φ). The measures related to
extremal states are called extremal measures.
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Example 2.7 (Extremal states for the Ising model). Let 〈·〉+Λ,β and 〈·〉−Λ,β denote
the Gibbs state for the Ising model on the finite volume Λ with boundary condition
τx = ±1 ∀x ∈ Λc. It can be proved that limΛ↗Zd〈·〉±Λ,β exists, where the limit is taken
along any increasing sequence of volumes (e.g. along a sequence of concentric boxes
of increasing diameter) – see [23], Theorem 3.17 – and fulfil the DLR condition. We
denote these two infinite volume Gibbs states 〈·〉±β , and the infinite volume Gibbs
measures µ±β . 〈·〉±β are the two translation invariant extremal states for the Ising
model of Example 2.3, see [23], Lemma 6.65.
Example 2.8 (Extremal states for the O(2) model). Let us consider the O(n) model
of Ex. 2.4 with n = 2, i.e. each spin lies on the circumference S1. We denote by 〈·〉~τβ
the infinite volume Gibbs states obtained as limΛ↗Zd〈·〉~τΛ,β, where 〈·〉~τΛ,β has uniform
boundary condition ~τx = ~τ for any x ∈ Λc for some ~τ ∈ S1. It has been proved that
they form the set of translation invariant extremal states, exGβ = {〈·〉~τβ : ~τ ∈ S1}
[27].
Notation. Another common notation for the extremal states for the O(2) model is
as follows. Any ~τ ∈ S1 can be expressed in polar coordinates, ~τ = (cosα, sinα) for
some α ∈ [0, 2pi). Then the extremal Gibbs state 〈·〉~τβ can be denoted also by 〈·〉αβ .
Extremal states constitute the “building blocks” for all other states. This is
expressed by the following theorem.
Theorem 2.1 (Extremal states decomposition). For any 〈·〉β ∈ Gβ(Φ) there ex-
ists a unique measure ν over Gβ(Φ) concentrated on exGβ(Φ) such that 〈·〉β is the
barycentre of ν.
This theorem relies on Choquet’s Theorem and on properties of Choquet
simplexes – see [41] for the proof of this statement.
Remark. If the set of extremal states is endowed in a canonical way with a suitable
σ-algebra, Theorem 2.1 can be formulated as follows. To simplify the notation, let
us label extremal states by some index in some suitable set AΦ,β endowed with
a suitable σ-algebra BΦ,β so that 〈·〉αβ ∈exGβ(Φ) with α ∈ AΦ,β (i.e. there is a
bijection between exGβ(Φ) and AΦ,β). Then Theorem 2.1 amounts to saying that
for any 〈·〉β ∈ Gβ(Φ) there exists a measure ν over (AΦ,β,BΦ,β) such that for any
f ∈ LΩ
〈f〉β =
∫
AΦ,β
dν (α) 〈f〉αβ . (2.12)
See [41] Theorem IV.3.3 or [23] Theorem 6.87 for a proof of this statement.
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Example 2.9 (Extremal states decomposition for the Ising model with open bound-
ary conditions). Let us consider the Ising model discussed previously and denote
by 〈·〉β the infinite volume Gibbs state obtained by limΛ↗Zd〈·〉Λ,β – 〈·〉Λ,β being the
finite volume Gibbs state with open boundary conditions. By the results discussed
in Ex. 2.7 and by the Z2 symmetry of the model (see Example 2.11) of the model,
for any f ∈ LΩ
〈f〉β = 1
2
(
〈f〉+β + 〈f〉−β
)
, (2.13)
i.e. ν in Theorem 2.1 is the uniform measure on extremal states.
Example 2.10 (Extremal states decomposition for the O(2) model with open
boundary condition). Let us consider the O(2) model discussed previously and de-
note by 〈·〉β the infinite volume Gibbs state obtained by limΛ↗Zd〈·〉Λ,β – 〈·〉Λ,β being
the finite volume Gibbs state with open boundary conditions. By the results de-
scribed in Ex. 2.8 and by the O(2) symmetry of the model, we have that for any
f ∈ LΩ
〈f〉β =
∫ 2pi
0
dα
2pi
〈f〉αβ , (2.14)
i.e. the measure ν in Theorem 2.1 is the uniform measure on extremal states.
Remark. Recall that extremal states might coincide. Indeed, if there is no phase
transition, all the states coincide. The concept of extremal Gibbs state is then
of particular relevance for those β such that a phase transition takes place, and
|Gβ(Φ)| > 1.
We conclude this section by stating that extremal states enjoy some cluster
properties, as proved by Ruelle and Lanford [50] (Propositions 2.3–2.4 and Theorem
3.4) and discussed in Israel’s book [41] (Lemma IV.3.9).
Theorem 2.2 (Cluster properties of extremal states). Let 〈·〉β ∈ exGβ(Φ). Then
for any f , g local functions
lim
‖x‖→∞
〈f θxg〉β = 〈f〉β〈g〉β
with θx the translation by a vector x.
Physically, this theorem tells us that for extremal states local functions whose
supports are far apart are essentially uncorrelated.
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2.3 Symmetries and Mermin-Wagner Theorem
The concept of symmetry has a role of primary importance in the theory of phase
transitions. It can be formally defined as follows.
Definition 2.4 (Symmetry). Let Φ = {ΦX}X⊂⊂Zd be an interaction on the state
space Ω. A symmetry for this model is a group G which acts on Ω0 via a group of
transformations {τg}g∈G, τg : Ω0 → Ω0 such that µ0 is G-invariant and
ΦX(τgσ) = ΦX(σ)
for any g ∈ G, any X ⊂⊂ Zd and any σ ∈ Ω, where τgσ = {τgσx}x∈Zd.
Example 2.11. Notice that the Ising model is Z2-symmetric. Indeed, we have that
ΦX(σ) = ΦX(−σ) for any σ ∈ Ω and X ⊂⊂ Zd, where Φ is the interaction described
in Ex. 2.3.
Example 2.12. The O(n) models owe their name to the fact that they are O(n)
invariant. Indeed, given R : Sn−1 → Sn−1 a rotation on the (n−1)-sphere and given
σ ∈ Ω, define Rσ = {Rσx}x∈Ω. Then
ΦX(σ) = ΦX(Rσ) (2.15)
for any σ ∈ Ω and any X ⊂⊂ Zd, where the interaction Φ is the one described in
Ex. 2.4. Moreover, the uniform measure over Sn−1 is clearly O(n) invariant.
Notice that Gβ(Φ) is preserved by the action of the group G, as stated here
and proved e.g. in [23].
Proposition 2.1. Given 〈·〉β ∈ Gβ(Φ) and g ∈ G define 〈·〉gβ : LΩ → R such that
〈f〉gβ = 〈f ◦ τg〉β for any f ∈ LΩ. Then 〈·〉gβ ∈ Gβ(Φ) for any g ∈ G.
Remark. This statement has an interesting consequence. If there is no phase
transition at inverse temperature β, i.e. |Gβ(Φ)| = 1 and Gβ(Φ) = {〈·〉β}, then
〈·〉β = 〈·〉gβ for any g ∈ G.
Example 2.13. Consider the Ising model defined in Ex. 2.3. From Ex. 2.11 we
know that it is Z2 invariant. We have seen in Ex. 2.7 that the translation invariant
extremal states are 〈·〉±β , defined as infinite volume limit of the finite volume Gibbs
states 〈·〉±Λ,β. Notice that each of them can be obtained applying a Z2 transformation
to the other. Indeed, for any local function f : Ω→ R, define f− as f−(σ) = f(−σ)
∀σ ∈ Ω. Then it is straightforward to check that
〈f〉−β = 〈f−〉+β . (2.16)
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We introduce now the concept of spontaneous symmetry breaking, which is
closely related to the idea of phase transition.
Definition 2.5 (Spontaneous symmetry breaking). Let G be a symmetry for the
model with interaction Φ and state space Ω. If there exists 〈·〉β ∈ Gβ(Φ) such that
〈·〉β 6= 〈·〉gβ
the system undergoes a spontaneous symmetry breaking at inverse temperature β.
Notice that due to Proposition 2.1 and to the Remark above, spontaneous
symmetry breaking is a particular instance of phase transition – indeed, for sponta-
neous symmetry breaking to take place, it is necessary that |Gβ(Φ)| > 1.
Example 2.14. Let us consider the Ising model. For any finite volume, it is clear
that 〈·〉±Λ,β explicitly breaks the Z2 symmetry. Nonetheless, phase transitions and
spontaneous symmetry breaking are well defined only in the infinite volume scenario.
Indeed, it is a very well known result that on the hypercubic lattice with d ≥ 2,
the Ising model undergoes a phase transition with spontaneous symmetry breaking.
More precisely, there exists βc < ∞ such that if β > βc (i.e. at low temperature)
we have multiple Gibbs states, in particular 〈·〉+β 6= 〈·〉−β (i.e. there is spontaneous
symmetry breaking). On the other hand, if β < βc (i.e. at high temperature) all
Gibbs states coincide. See for example [23], Chapter 3, for a recent review.
We mention now a celebrated result known by the name of Mermin-Wagner
Theorem [56]. Heuristically, this theorem states that there can not be spontaneous
symmetry breaking of a continuous symmetry in 1d and 2d systems. This sort of
result was investigated first in the quantum setting and later in the classical one.
The first work in this direction was a seminal paper by Mermin and Wagner [56]
about the absence of spontaneous magnetisation in the quantum Heisenberg model.
We quote here the recent formulation for two-dimensional systems from [39]. It is a
generalisation of previous results [17].
Theorem 2.3. Let Φ = {ΦX}X⊂⊂Z2 be a translation invariant interaction with
finite range. Assume that ΦX is continuous and bounded for any X ⊂⊂ Z2. Let G
be a compact connected Lie group and assume the model is G-symmetric. Then for
any β ∈ [0,∞) and any 〈·〉β ∈ Gβ(Φ)
〈·〉β = 〈·〉gβ ∀g ∈ G.
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See [39] for the proof. This type of statement can be generalised also for
infinite range interactions as long as they decay fast enough, see [68, 39].
Remark. Notice that we have seen in Ex. 2.14 that the Ising model undergoes
spontaneous symmetry breaking for finite β also in d = 2. This is due to the fact
that the symmetry group of the Ising model (Z2) is discrete, so Theorem 2.3 does
not apply.
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Chapter 3
A review of quantum lattice
systems
In this chapter we provide a brief overview of quantum lattice spin systems [41,
80]. We discuss finite volume systems, and we use the KMS condition to define
infinite volume ones. Extremal KMS states and extremal states decomposition are
described. We conclude by defining the concept of symmetry and briefly discussing
Mermin-Wagner Theorem.
3.1 Finite volume systems
As in the previous chapter, let Λ be a finite collection of sites, and let E be the set
of its edges. For simplicity, we assume Λ ⊂⊂ Zd. The possible physical states are
described by vectors belonging to a Hilbert space HΛ, which plays a similar role to
ΩΛ in the classical setting. Here we focus on Hilbert spaces with finite dimensions.
Notation. Given φ ∈ HΛ, it is very common to find it denoted as |φ〉. Its conjugate
φ∗ is denoted as 〈φ|. With this notation the scalar product (φ, ψ) is written as 〈φ|ψ〉.
This convention is known as Dirac notation. 〈·| is called bra and |·〉 is called ket.
The interaction between the quantum degrees of freedom described by HΛ
is formulated by linear operators acting on HΛ. The algebra of such operators is
denoted by B(HΛ). Notice that B(HΛ) with the usual conjugation and operator
norm is a C∗-algebra, i.e. it has the following properties.
Definition 3.1. A C∗-algebra C is an associative normed algebra such that:
• There exists a conjugation map ∗ : C → C such that for all a, b ∈ C and
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α, β ∈ C:
(ab)∗ = b∗a∗
(αa+ βb)∗ = α¯a∗ + β¯b∗
i.e. C is a ∗-algebra.
• The norm defined on C respects the so called C∗-property: for all A ∈ C
‖a∗a‖ = ‖a‖2.
Operators in B(HΛ) are often called observables.
Example 3.1. The Hilbert space of a single particle of spin s is C2s+1. Some partic-
ularly relevant operators in B(C2s+1) are the three spin matrices. These operators
{Si}3i=1 are hermitian and satisfy the following relations:[S1,S2] = iS3 and its cyclic permutations,
(S1)2 + (S2)2 + (S3)2 = s(s+ 1)1C2s+1 .
We have introduced the notation [a, b] = ab− ba. It can be shown that all the three
spin matrices have eigenvalues −s, −s+1, . . . , s−1, s (see e.g. [80] Lemma 3.2). It
is customary to choose S3 diagonal, and to use its eigenvectors as working basis of
C2s+1. These eigenvectors are labelled by eigenvalue: {|−s〉, |−s+1〉, . . . |s−1〉, |s〉}.
In the case of spin-12 the spin matrices can be formulated through the celebrated
Pauli matrices {τi}3i=1 i.e. Si = 12τ i with:
τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1
)
.
In many cases HΛ can be described as a “composition” of Hilbert spaces
related to the single sites. This composition is given by tensor product.
Definition 3.2. Let H and K be Hilbert spaces of dimension dH and dK respectively
and respective basis {ei}dHi=1 and {fj}dKj=1. The Hilbert space H⊗K is a Hilbert space
of dimension dHdK spanned by pairs {(ei, fj)}i,j. The vectors of this basis are usually
denoted as {ei ⊗ fj}i,j.
Notice that H⊗K naturally inherits a scalar product from H and K. Given
φ1, φ2 ∈ H and ψ1, ψ2 ∈ K, (φ1 ⊗ ψ1, φ2 ⊗ ψ2)H⊗K = (φ1, φ2)H(ψ1, ψ2)K, where the
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subscript denotes on which Hilbert space the scalar product is defined. Moreover,
the tensor product naturally extends to operators acting on H and K: let aH and
bK be such operators, and φ ∈ H, ψ ∈ K, then (aH ⊗ bK)(φ⊗ ψ) = (aHφ)⊗ (bKψ).
Remark. It is very often the case that HΛ = ⊗x∈ΛHx, where Hx is some finite
Hilbert space describing the state of a quantum degree of freedom at site x. For
simplicity, we are going to assume it throughout the chapter. In this case, it is
straightforward to define subalgebras of operators {BA}A⊂Λ, BA ⊂ B(HΛ) for any
A ⊂ Λ. Given A ⊂ Λ and defined HA = ⊗x∈AHx, then BA = {a ⊗ 1Λ\A : a ∈
B(HA)}.
Example 3.2. The Hilbert space of a model with one particle of spin s on each site
of the lattice is HΛ = ⊗x∈ΛC2s+1. The spin operators acting only on a certain site
x ∈ Λ are denoted by Six = Si ⊗ 1Λ\{x}.
The behaviour of the quantum degrees of freedom on the lattice Λ is described
by a hamiltonian HΛ, which is a hermitian operator acting on HΛ. From a physical
point of view, its eigenvalues are the energies of the eigenvectors. The hamiltonian
of a system is usually formulated by means of an interaction Φ.
Definition 3.3. An interaction Φ for a finite volume system is a collection of op-
erators labelled by subsets of Λ, Φ = {ΦA}A⊂Λ such that for all A ⊂ Λ, ΦA ∈ BA,
Φ∗A = ΦA.
Each operator ΦA describes a local interaction on A ⊂ Λ. Given an interac-
tion, the related hamiltonian is formulated as
HΛ =
∑
A⊂Λ
ΦA.
For the rest of the chapter we assume translation invariance, i.e. for any X ⊂⊂ Λ
ΦX+~v = θ~vΦX , where θ~v is the translation by a vector ~v ∈ Zd i.e. θ~vBA = BA+~v.
An interaction has finite range if there exists some R > 0 such that ‖ΦA‖ = 0 if
diam(A) > R. Nearest neighbours interactions are those for which R = 1, i.e. only
sites one next to the other interact.
Example 3.3. The hamiltonian of the anisotropic Heisenberg model on Λ is:
HΛ = −
∑
(x,y)∈E
J1xyS1xS1y + J2xyS2xS2y + J3xyS3xS3y .
Here J ixy ∈ R for all i = 1, 2, 3 and (x, y) ∈ E . In case J ixy = J for all i = 1, 2, 3
and (x, y) ∈ E this is simply called ferromagnetic (if J > 0) or antiferromagnetic (if
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J < 0) Heisenberg model. If J3xy = 0 and J
1
xy, J
2
xy ≥ 0 this is the ferromagnetic XY
model – we focus on it in Chapter 5. If J1xy = J
2
xy 6= J3xy this model takes the name
of XXZ model. This is evidently a nearest neighbours interaction.
Given a hamiltonian describing the physical behaviour of our model we need
to define expectation values of observables i.e. we need some notion of “average”.
This is provided by states.
Definition 3.4. A state 〈·〉 is a linear functional on B(HΛ), 〈·〉 : B(HΛ)→ C with
the following properties:
• It is normalised: 〈1〉 = 1.
• It is positive: 〈a∗a〉 ≥ 0 for all a ∈ B(HΛ).
Straightforward corollaries of this definition are that expectation values of
hermitian operators are always real and that 〈a〉 = 〈a∗〉 for any a ∈ B(HΛ). The
states that are of interest in our physical setting are the so called Gibbs states:
〈a〉Λ,β = Tr ae
−βHΛ
ZΛ,β
, ZΛ,β = Tr e
−βHΛ . (3.1)
Above, a is any operator in B(HΛ), β is the inverse of the temperature of the
system and HΛ is the hamiltonian of our model. The normalisation factor ZΛ,β is
the partition function. Notice that Gibbs states in the quantum setting and in the
classical one (see Eq. (2.2)) are remarkably similar. Nonetheless, in the quantum
case it is not possible to introduce a notion of Gibbs measure, differently from what
happens in the classical scenario.
3.2 Time evolution and infinite volume systems
The definition of infinite volume Gibbs states in the quantum setting is a matter even
more delicate than in the case of classical models, since it is not immediately evident
how to define boundary conditions for quantum systems. We take the approach of
defining infinite volume Gibbs states by the so called KMS condition, which plays in
the quantum setting the same role of the DLR condition of Def. 2.1 in the classical
one. The KMS condition provides us with some constraints on the time evolution
of the system, which we discuss in the following.
Definition 3.5 (Finite volume dynamics). Let us consider a quantum system on
the lattice (Λ, E) with Hilbert space HΛ and hamiltonian HΛ. The time evolution is
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defined as the following one-parameter group of *-automorphisms on B(HΛ): αΛt ,
t ∈ R s.t.
αΛt (a) = e
itHΛae−itHΛ ∀ a ∈ B(HΛ).
At finite volume the dynamics functional αΛt can be generalised to t ∈ C.
Finite volume Gibbs states are invariant under time evolution – this is trivially seen
by cyclicity of the trace. Notice that for any a, b ∈ B(HΛ) the following equality
holds – again, by cyclicity of the trace:
〈aαΛt (b)〉Λ,β = 〈αΛt−iβ(b) a〉Λ,β. (3.2)
The dynamics is well defined in the infinite volume limit. In order to discuss this
result, it is necessary to introduce some notation for the infinite volume setting –
see [41, 62, 80].
Definition 3.6. The set of quasi-local observables B is defined as the norm-completion
of the union of the algebras of local observables:
B =
⋃
Λ⊂⊂Zd
B(HΛ).
Since we are trying to have a well defined infinite volume setting, interactions
can be defined more generally on the whole of Zd – of course the case of finite
volume described in Def. 3.3 is a straightforward restriction of this general case. So
Φ = {ΦA}A⊂⊂Zd is a family of hermitian operators in B. As before, ΦA describes
the local interactions on the finite set A i.e. it acts only on the degrees of freedom
in the subset A. We can now define a class of norms for interactions.
Definition 3.7 (r-norm). Let r > 0. The r-norm for an interaction is defined as:
‖Φ‖r =
∑
X30
er|X|‖ΦX‖.
To avoid interactions which “explode” as the number of sites interacting or
the distance between interacting sites grows, we focus only on interactions with
‖Φ‖r <∞ for some r. For this class of models the infinite volume dynamics exists,
as discussed in the following theorem, see [41] Theorem III.3.6.
Theorem 3.1 (Existence of the infinite volume dynamics). If ‖Φ‖r <∞ for some
r > 0, then for any t ∈ R there exists an automorphism αt s.t.
lim
Λ↗Zd
‖αΛt (a)− αt(a)‖ = 0 ∀a ∈ B.
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The convergence is uniform in t on any bounded interval and the limit is taken over
any sequence of van Hove volumes (e.g. concentric increasing boxes in Zd). The
family αt, t ∈ R constitutes a one-parameter group of *-automorphisms on B.
Infinite volume Gibbs states are positive normalised linear functionals which
reproduce the property of Eq. (3.2) through the so called KMS condition.
Definition 3.8 (Infinite volume Gibbs states). Let αt describe the infinite volume
dynamics for the interaction Φ. An infinite volume Gibbs state with interaction Φ
is a normalised, positive linear functional 〈·〉β : B → R such that for any a, b ∈ B
there exists an analytic function F : {z ∈ C : 0 ≤ Im z ≤ β} → R such that
F(t) = 〈aαt(b)〉β, F(t+ iβ) = 〈αt(b) a〉β.
States fulfilling this property take also the name of KMS states, from the names of
Kubo [46], Martin and Schwinger [54].
As in the classical case, for the rest of the chapter we focus on translation
invariant states. The set of KMS states at inverse temperature β for the interaction
Φ is denoted by Kβ(Φ).
Proposition 3.1. Kβ(Φ) is not empty and convex.
Proof. Convexity is clear from Def. 3.8. Let us prove Kβ(Φ) 6= ∅. For any Λ ⊂⊂ Zd
let 〈·〉Λ,β be the finite volume Gibbs state for the interaction Φ. Let {Λn}n∈N be a
sequence of increasing volumes, i.e. Λn ⊂ Λn+1 for any n ∈ N and limn→∞ Λn =
Zd. Any cluster point for the sequence of finite volume states {〈·〉Λn,β}n∈N would
naturally be a KMS state, since any finite volume state fulfils Eq. (3.2). We show
that at least one such cluster point exists.
Notice that there exists B˜ ⊂ B which is dense in B and countable. B˜ is
then a countable collection of observables B˜ = {aj}j∈N. We restrict our proof to
these operators – the general case follows by continuity. We proceed now with the
following diagonal argument.
• Consider the sequence {〈a1〉Λn,β}n∈N. Since it is bounded we can extract
a converging subsequence {〈a1〉Λ1n1 ,β}n1∈N with {Λ
1
n1}n1∈N ⊂ {Λn}n∈N and
Λ1n1 ↗ Zd.
• Consider the sequence {〈a2〉Λ1n1 ,β}n1∈N. It is a bounded sequence, thus we can
extract a converging subsequence {〈a2〉Λ2n2 ,β}n2∈N with {Λ
2
n2}n2∈N ⊂ {Λ1n1}n1∈N
⊂ {Λn}n∈N and Λ2n2 ↗ Zd.
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• This procedure can be iterated for all aj , j ∈ N. For each of them we can
find a sequence of increasing volumes {Λjnj}nj∈N such that limnj→∞ Λjnj =
Zd and {Λjnj}nj∈N ⊂ {Λ(j−1)nj−1 }nj−1∈N ⊂ · · · ⊂ {Λ1n1}n1∈N ⊂ {Λn}n∈N, with
{〈aj〉Λnj ,β}nj∈N converging.
• Define the sequence of increasing volume {Λ˜m}m∈N such that Λ˜1 = Λ11, Λ˜2 =
Λ22,. . . , Λ˜k = Λ
k
k, i.e. the k-th element of {Λ˜m}m∈N is the k-th element of
{Λknk}nk∈N. Then {〈aj〉Λ˜m,β}m∈N converges as m→∞ for any j ∈ N.
Definition 3.9. If |Kβ(Φ)| > 1, the system with interaction Φ undergoes a phase
transition at inverse temperature β.
Clearly Kβ(Φ) in the quantum framework plays a similar role to Gβ(Φ) in
the classical one. Since Kβ(Φ) is a convex set, it is possible to define extremal states
precisely as in the classical setting.
Definition 3.10 (Extremal Gibbs states). Let 〈·〉β ∈ Kβ(Φ). It is called extremal
if any convex decomposition of the form 〈·〉β = t〈·〉′β + (1− t)〈·〉′′β with t ∈ (0, 1) and
〈·〉′β, 〈·〉′′β ∈ Kβ(Φ) implies 〈·〉′β = 〈·〉′′β = 〈·〉β.
We denote by exKβ(Φ) the set of extremal KMS states for the interaction
Φ at inverse temperature β. Extremal states decomposition is possible also in the
quantum case, as stated in the following theorem.
Theorem 3.2 (Extremal states decomposition). For any 〈·〉β ∈ Kβ(Φ) there ex-
ists a unique measure ν over Kβ(Φ) concentrated on exKβ(Φ) such that 〈·〉β is the
barycentre of ν.
For a proof of this result see [41], Theorem IV.3.3. We conclude by remarking
that extremal states have some cluster properties, just as in the classical setting –
see Theorem 2.2.
Theorem 3.3 (Cluster properties for extremal KMS states). Let 〈·〉β ∈exKβ(Φ).
Then for any a, b ∈ B
lim
‖x‖→∞
〈a θxb〉β = 〈a〉β〈b〉β,
with θx the translation by a vector x ∈ Zd.
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3.3 Symmetries and Mermin-Wagner Theorem
In this section we discuss symmetries and Mermin-Wagner Theorem in the quantum
setting. Most of the discussion is similar to the one of the classical case of Section
2.3.
Definition 3.11 (Symmetry). Let {ΦX}X⊂⊂Zd be an interaction for a quantum
lattice system with set of quasi-local observables B. A symmetry for this model is a
group G with a unitary representation {Vg}g∈G, Vg ∈ B for each g ∈ G such that
VgΦXV
∗
g = ΦX ∀g ∈ G, ∀X ⊂⊂ Zd.
Example 3.4. Let {ΦX}X⊂⊂Zd be the interaction for the ferromagnetic Heisenberg
model, i.e. the one described in Ex. 3.3 with Jxy = J > 0 for any (x, y) ∈ E . This
model is SU(2) invariant. For any X ⊂⊂ Zd, given UX =
∏
x∈X e
iα1S1x+iα2S2x+iα3S3x
we have
UXΦXU
∗
X = ΦX (3.3)
for any α1, α2, α3 ∈ R.
Example 3.5. Let {ΦX}X⊂⊂Zd be the interaction for the ferromagnetic XXZ model,
i.e. the one described in Ex. 3.3 with J1xy = J
2
xy 6= J3xy for any (x, y) ∈ E . This
model is U(1) invariant. Indeed for any finite subset X, given UX =
∏
x∈X e
iαS3x ,
we have
UXΦXU
∗
X = ΦX (3.4)
for any X ⊂⊂ Zd and α ∈ R.
Given g ∈ G and 〈·〉β ∈ Kβ(Φ), we denote 〈·〉gβ the linear functional such that
〈a〉gβ = 〈VgaV ∗g 〉β (3.5)
for any a ∈ B.
Proposition 3.2. Let Φ be a G-symmetric interaction and let 〈·〉β ∈ Kβ(Φ). Then
〈·〉gβ ∈ Kβ(Φ) for any g ∈ G.
Proof. By the definition of 〈·〉gβ, for any a, b ∈ B
〈ab〉gβ = 〈VgaV ∗g VgbV ∗g 〉β. (3.6)
By Def. 3.8 there exists F : {z ∈ C : 0 ≤ Im z ≤ β} → R such that
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F(t) = 〈VgaV ∗g αt(VgbV ∗g )〉β, F(t+ iβ) = 〈αt(V ∗g bVg)VgaV ∗g 〉β. (3.7)
Notice that by Def.s 3.5, 3.11 and Theorem 3.1 for any a ∈ B
αt(VgaV
∗
g ) = Vgαt(a)V
∗
g . (3.8)
This implies that
〈VgaV ∗g αt(VgbV ∗g )〉β = 〈aαt(b)〉gβ, (3.9)
〈αt(V ∗g bVg)VgaV ∗g 〉β = 〈αt(b) a〉gβ. (3.10)
The statement is thus proved.
Definition 3.12 (Spontaneous symmetry breaking). Let Φ be a G-invariant inter-
action. If there exists 〈·〉β ∈ Kβ(Φ) such that
〈·〉gβ 6= 〈·〉β
the system undergoes a spontaneous symmetry breaking at inverse temperature β.
Remark. As for the classical case, notice that spontaneous symmetry breaking is
a particular instance of phase transitions. Indeed, when |Kβ(Φ)| = 1 and Kβ(Φ) =
{〈·〉β}, then 〈·〉β = 〈·〉gβ for any g ∈ G since all the states coincide. In order to
have spontaneous symmetry breaking, it is necessary that |Kβ(Φ)| > 1, i.e. a phase
transition must be taking place.
We mention now the celebrated Mermin Wagner-Theorem. We have seen it
for the classical case in Chapter 2. Recall that this theorem states that there can not
be spontaneous symmetry breaking of a continuous symmetry in 1d and 2d systems.
The first work in this direction was originally formulated by Mermin and Wagner
[56] for the quantum Heisenberg model, but we take the approach by Fro¨hlich an
Pfister [28, 26]. We state it for two-body interactions, but it can be generalised to
the many-body case.
Theorem 3.4. Let {ΦX}X⊂⊂Z2 be a two-body interaction, i.e. ΦX = 0 if |X| 6= 2.
Assume
∑
X30 ‖ΦX‖ < ∞. Let G be a compact connected Lie group constituting a
symmetry for the model. If there exists C > 0 such that
‖Φxy‖ ≤ C 1|x− y|4 ∀x, y ∈ Z
2
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then for any β ∈ (0,∞) and any 〈·〉β ∈ Kβ(Φ)
〈·〉β = 〈·〉gβ ∀g ∈ G.
See [28] for a proof of this statement.
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Chapter 4
Decay of correlations in 2d
quantum systems
This chapter is devoted to the absence of spontaneous symmetry breaking of con-
tinuous symmetry in d = 2, and the behaviour of correlation functions when this
happens. Section 4.1 provides a brief discussion of the role of Mermin-Wagner The-
orem in the literature and of the relationship between the absence of spontaneous
symmetry breaking and the decay of the relevant correlation functions. The sub-
sequent sections are adapted from [8] and are devoted to the description of the
results present in that paper. Namely, we identify a wide class of models with U(1)
symmetry which exhibit power law decay of correlations on any 2d graph.
4.1 Some remarks on Mermin-Wagner Theorem
In the previous Chapters we took the point of view of defining spontaneous symme-
try breaking via some group-invariance properties (or lack thereof) of KMS states.
In the literature, though, the expression spontaneous symmetry breaking has taken
various mathematical definitions with the same physical flavour (i.e. the appearance
of “order” at low temperature). The same is true for Mermin Wagner-Theorem. In-
deed, in its original formulation [56], Mermin-Wagner Theorem looks quite different
from the versions we mentioned in Chapters 2 and 3 – what was actually proved is
that the quantum Heisenberg model at low dimensionality exhibits no spontaneous
magnetisation.
In the following years many papers were produced with different results con-
cerning the absence of spontaneous breaking of a continuous symmetry in d = 1, 2.
From a physical point of view, many of these results are equivalent, in the sense that
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they describe the same physical phenomenon. On the other hand, this is not always
the case from a mathematical point of view. The term Mermin-Wagner Theorem
came thus to denote a great variety of different mathematical statements all pointing
to the same notion that there is no spontaneous breaking of a continuous symmetry
in low dimensional systems. In this chapter we are particularly concerned with the
notion of decay of correlations.
From a practical point of view, studying spontaneous symmetry breaking of
explicit quantum lattice models only via the theoretical definition of KMS states as
outlined in Chapter 3 can be complicated and for many models there are not many
rigorous results about Kβ(Φ), even when the physical intuition is clear. An alter-
native approach is to study some properly chosen two-point correlation functions
which mirror the symmetry of the model – the absence of spontaneous symmetry
breaking is signalled by their decay as the distance between the two sites involved
increases. In order to justify this rigorously in the next paragraph we briefly discuss
a straightforward result – namely, the absence of spontaneous symmetry breaking as
defined in Def. 3.12 implies the decay of the relevant correlations (see for example
[49]).
4.1.1 Absence of spontaneous symmetry breaking implies decay of
correlations
In this paragraph we restrict ourselves to translation invariant models – an assump-
tion we drop in the subsequent sections. We follow an approach similar to [49],
Theorem 10.7. Let us consider an interaction Φ = {ΦA}A⊂⊂Zd with a symmetry
group G. Let Kβ(Φ) be the set of its translation invariant Gibbs states. We define
an order parameter for the symmetry group G as follows.
Definition 4.1 (Order parameter). An order parameter for the symmetry group G
is an observable M ∈ B such that for any 〈·〉β ∈ Kβ(Φ)
〈M〉β = 0
if and only if 〈·〉β = 〈·〉gβ for any g ∈ G.
A similar definition of order parameter holds also in the classical setting,
with M : Ω→ R some local function instead of a linear operator.
Remark. To any x ∈ Λ we can associate an order parameter Mx = θxM , where θx
is the translation by a vector x. Due to translation invariance 〈Mx〉β = 〈M〉β for
any 〈·〉β ∈ Kβ(Φ).
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From a physical point of view, the role of the order parameter is to signal
the presence of spontaneous symmetry breaking. It is clear from the definition that
it should be some operator which is not invariant under the action of the group G.
Example 4.1. Recall the Ising model defined in section 2.3. This model is Z2
invariant. A natural order parameter is σx for some x ∈ Zd. Its expectation value
takes the name of magnetisation.
Example 4.2. Recall the XXZ model introduced in Ex. 3.3. We have seen in Ex.
3.5 that it is U(1) symmetric. The natural order parameters for the models would
be S1x and S2x for any x ∈ Zd. The intuition is simple: the U(1) invariance of the
XXZ model is given by spin “rotations” along the third axis.
Theorem 4.1. Assume there is no spontaneous symmetry breaking, i.e.
〈·〉β = 〈·〉gβ ∀g ∈ G, ∀〈·〉β ∈ Kβ(Φ).
Then, for any 〈·〉β ∈ Kβ(Φ)
lim
d(x,y)→∞
〈MxMy〉β = 0.
Proof. The proof is a straightforward application of the cluster properties of ex-
tremal states described in Theorem 3.3. Let 〈·〉β ∈ Kβ(Φ). Let us label the elements
of exKβ(Φ) with elements of some set AΦ,β endowed with a suitable σ-algebra BΦ,β
(i.e. there is a bijection between exKβ(Φ) and AΦ,β so that 〈·〉αβ ∈exKβ(Φ) for any
α ∈ AΦ,β, as described in the Remark after Theorem 2.1 in the classical case).
By the extremal states decomposition (Theorem 3.2) there exists a measure ν over
(AΦ,β,BΦ,β) such that for any x, y ∈ Λ
〈MxMy〉β =
∫
AΦ,β
dν(α)〈MxMy〉αβ . (4.1)
By the cluster properties of extremal states:
lim
d(x,y)→∞
〈MxMy〉β = lim
d(x,y)→∞
∫
AΦ,β
dν(α)〈MxMy〉αβ
=
∫
AΦ,β
dν(α) lim
d(x,y)→∞
〈MxMy〉αβ
=
∫
AΦ,β
dν(α)
(〈M〉αβ)2
= 0.
(4.2)
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The last line follows from the definition of order parameter M . The result is thus
proved.
Notice that an analogous statement clearly holds for classical states as well
for a similarly defined order parameter. Indeed the proof of the theorem above is
based on features of KMS states that are common to classical Gibbs states as well
– namely, extremal states decomposition and cluster properties of extremal states.
4.2 Decay of correlations in 2d lattice systems
As we have seen, the absence of spontaneous symmetry breaking is related to the
decay of the relevant two point correlation function of the model both from a physical
and a mathematical point of view. In our paper [8] we focus on the rate of this decay
in 2d models with continuous symmetry. This topic has been of interest for a long
time, and many results concerning specific models are present in the literature.
Fisher and Jasnow [21] provided a logarithmic upper bound for the decay of
the relevant correlations of the quantum Heisenberg model. McBryan and Spencer
[55] proved power-law decay of correlation functions for the classical rotor model in a
short and lucid article that exploits a method known as complex rotations. Shlosman
obtained similar results with a different method [73]. Power-law decay was estab-
lished for some quantum systems in [13, 42]; these proofs use the Fourier transform
and the Bogoliubov inequality, and they are limited to regular two-dimensional
lattices. A more general result was obtained by Koma and Tasaki using complex
rotations [45]; the latter proof was simplified and applied to the XXZ spin-12 model
on generic two-dimensional lattices in in [30]. The articles [13, 21, 30, 42, 45] are all
formulated for specific models and they rely on explicit settings. But the method
of proof of [45] is robust and it is clear to experts that it should apply much more
broadly.
In our work [8] we identify a very general class of quantum models which
enjoy a U(1) symmetry and exhibit a power-law bound for the decay of correlations.
As a consequence, we get new results for generalised Heisenberg models with higher
spins; for the Hubbard model; for the t-J model; and for random loop models.
Our results are detailed in the next sections. In particular, Section 4.3 is devoted
to the statement of our result for the specific models just mentioned. In Section
4.4 we state and prove our general theorem, which exploits the complex rotations
method. In Section 4.5 we provide the proofs of the statements for the specific
models mentioned in Section 4.3.
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4.3 Results for specific models
This section is devoted to the statement of our results from [8] for some specific
models. In particular, we investigate SU(2)-invariant quantum spins (Section 4.3.1),
random loop models (Section 4.3.2), the Hubbard model (Section 4.3.3), and the t-J
model (Section 4.3.4).
4.3.1 Quantum spin systems
Let Λ be a finite graph with set of edges E . We consider graphs of arbitrary sizes,
but with bounded perimeter constant γ:
γ = max
x∈Λ
max
`∈N
1
`
∣∣{y ∈ Λ | d(x, y) = `}∣∣. (4.3)
Typical examples of allowed graphs are finite subsets of Z2 where edges are between
nearest-neighbours, in which case γ = 4, or finite subsets of the triangular, hexago-
nal, or kagome´ lattices. It is worth pointing out that we do not assume translation
invariance.
Let s ∈ 12N, and let ~S =
(S1,S2,S3) be the vector of spin-s matrices acting
on the Hilbert Space C2s+1. Moreover we define the ladder operators S± = S1±iS2.
The most general SU(2) invariant hamiltonian with spin s and pair interac-
tions is of the form
HΛ = −
∑
(x,y)∈E
2s∑
k=1
ck(x, y)
(
~Sx · ~Sy
)k
. (4.4)
Here, ck(x, y) denotes the coupling constants, and Six = Si⊗1Λ\x. The hamiltonian
acts on the Hilbert space HΛ =
⊗
x∈Λ C
2s+1. The corresponding Gibbs state at
inverse temperature β is 〈·〉Λ,β = Tr · e−βHΛ/Tr e−βHΛ . This is a generalisation of
the Heisenberg model introduced in Ex. 3.3.
We assume without loss of generality that∑
k
|ck(x, y)|
(
3s2
)k ≤ 1. (4.5)
for all x, y ∈ Λ. Being SU(2) invariant, the hamiltonian of this model commutes
with the total spin along any of the three axes. We actually have[
~Sx · ~Sy, Six + Siy
]
= 0 (4.6)
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for i = 1, 2, 3. As a matter of fact, we only exploit one of these symmetries to get
an algebraic bound for the decay of correlations.
Theorem 4.2. Let HΛ be the hamiltonian defined in (4.4). There exist C > 0 and
ξ(β) > 0 (the latter depending on β, γ, s, but not on x, y ∈ Λ) such that
|〈SjxSjy〉Λ,β| ≤ C (d(x, y) + 1)−ξ(β) .
More generally, if Oy ∈ By, we have
|〈S+x Oy〉Λ,β| ≤ C (d(x, y) + 1)−ξ(β) .
Further, we have
lim
β→∞
β ξ(β) = (32sγ2)−1.
We could also consider models with interactions that are asymmetric with
respect to spin directions; if the model retains a U(1) symmetry, the theorem and its
proof can be readily adapted [30]. In this case we get the correct behaviour for ξ(β).
Indeed, a Berezinski-Kosterlitz-Thouless transition should take place where the de-
cay of correlations changes from exponential to power law, with exponent behaving
as β−1 for large β. This was proved in the classical XY model [29]. For models with
SU(2) symmetry, one expects exponential decay for all positive temperatures.
The proof of Theorem 4.2 can be found in Section 4.5.
4.3.2 Random loop models
Models of random loops have been introduced as representations of quantum spin
systems [77, 4, 81] and they are increasingly popular in probability theory. A special
case is the random interchange model where the outcomes are permutations given
by products of random transpositions. We obtain an explicit theorem about decay
of loop correlations that looks natural in the context of quantum spins, but are
rather surprising in the probabilistic context.
To each edge of the graph (Λ, E) is attached the “time” interval [0, β]. Inde-
pendent Poisson point processes result in the occurrences of “crosses” with intensity
u and “double bars” with intensity 1−u, where u ∈ [0, 1] is a parameter. This means
that, on the edge (x, y) ∈ E and in the infinitesimal time interval [t, t+dt] ⊂ [0, β], a
cross appears with probability udt, a double bar appears with probability (1−u)dt,
and there is nothing with probability 1− dt. We denote by ρ the measure and by ω
its realisations.
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Λ
Λ
ββ
Figure 4.1: Illustrations for the random loop models. The vertices all lie in the
horizontal plane and random crosses and double bars occur in the “time” intervals
[0, β] on top of each edges. In both of these examples, the realisations have exactly
two loops, denoted in red and blue. This figure is from [81, 8].
Given a realisation ω, loops are formed by the close trajectories obtained by
travelling along the time direction, with periodic conditions, and with jumps on the
neighbour whenever a cross or a double bar is present. If it is a cross, the trajectory
continues in the same direction; if it is a double bar, the trajectory continues in the
opposite direction. See the illustration in Fig. 4.1. We let L(ω) denote the set of
loops of the realisation ω; notice that |L(ω)| <∞ with probability 1.
Let θ > 0 another parameter. The partition function of the model is given
by
Zθ,uΛ,β =
∫
θ|L(ω)|ρ(dω). (4.7)
The relevant measure is
µθ,uΛ,β(dω) =
1
Zθ,uΛ,β
θ|L(ω)|ρ(dω). (4.8)
The special case u = 1 and θ = 1 is the random interchange model; crosses give
transpositions, and the loops are equivalent to permutation cycles.
We obtain the following result about the probability Pθ,uΛ,β(x↔ y) of two sites
x, y belonging to the same loop.
Theorem 4.3. Let θ = 2, 3, 4, . . . , u ∈ [0, 1] and x, y ∈ Λ. There exist C > 0 and
ξ(β) > 0 (the latter depending on β, γ, θ, u but not on x, y ∈ Λ) such that
Pθ,uΛ,β(x↔ y) ≤ C (d(x, y) + 1)−ξ(β) ,
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Further, we have
lim
β→∞
β ξ(β) =
[
8γ2(θ − 1)2(u+ (1− u)θ + 1)]−1.
Since this model is closely related to a class of quantum spin systems, the
theorem follows from our general theorem on quantum systems with continuous
symmetry, Theorem 4.6. See Section 4.5 for the details.
4.3.3 The Hubbard Model
Let (Λ, E) be a graph, and let us define the usual fermionic creation and annihilation
operators for spin-12 on each site x ∈ Λ, c†σ,x, cσ,x, σ =↑, ↓. The Hilbert space for
one site is defined as Hx = span{0, ↑, ↓, ↑↓} ' C4. The creation and annihilation
operators satisfy the usual anticommutation relations,
{
cσ,x, cσ′,y
}
= δxyδσσ′ .
The Hubbard model is a model of hopping electrons. Here, we consider a
general case with possibly long-range hoppings. The hamiltonian is
HΛ = −1
2
∑
x,y∈Λ
∑
σ=↑,↓
txy
(
c†σ,xcσ,y + c
†
σ,ycσ,x
)
+ V ({nσ,x}) . (4.9)
Here, the number operators are defined in the usual way: n↑,x = c
†
↑,xc↑,x, n↓,x =
c†↓,xc↓,x, nx = n↑,x + n↓,x. V ({nσ,x}) is a generic potential depending only on the
total number of particles of any possible spin per site. For background on the
Hubbard model, we recommend the excellent review by Lieb [52].
This hamiltonian enjoys an SU(2) symmetry with generators
S+x = c†↑,xc↓,x, S−x = (S+x )†, S3x = 12(n↑,x − n↓,x). (4.10)
We are interested mostly in the symmetry U(1)⊂SU(2) given by the conservation
of spin along the third axis:[ ∑
σ=↑,↓
txy
(
c†σ,xcσ,y + c
†
σ,ycσ,x
)
,S3x + S3y
]
= 0. (4.11)
Moreover, the general Hubbard hamiltonian (4.9) conserves the number of particles.
This provides another U(1) symmetry, namely,[ ∑
σ=↑,↓
txy
(
c†σ,xcσ,y + c
†
σ,ycσ,x
)
,
∑
σ=↑,↓
(nσ,x + nσ,y)
]
= 0. (4.12)
Different symmetries lead to the decay of different correlation functions. We focus
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on three two-point functions:
(i) 〈c†↑,xc↓,xc†↓,yc↑,y〉Λ,β that represents magnetic long-range order;
(ii) 〈c†↑,xc†↓,xc↑,yc↓,y〉Λ,β that is related to Cooper pairs and superconductivity;
(iii) 〈c†σ,xcσ,y〉Λ,β, the off-diagonal long-range order.
The last two quantities have been studied in [45, 53]. In [45] the decay is studied with
a method similar to ours, under the condition that txy = 0 if d(x, y) ≥ R for some
positive R. In [53] it is assumed that txy decays fast enough, i.e. txy ∼ t d(x, y)−α
with α > 4 and t some constant. We show that we need to work in this same setting
for the general result in Theorem 4.6 to be applicable.
Theorem 4.4. Let HΛ be the hamiltonian of the Hubbard model (4.9) defined on
Λ, and x, y ∈ Λ. Suppose that txy = t(d(x, y) + 1)−α with α > 4. Then there exist
C > 0, ξ(β) > 0 (the latter depending on β, γ, α, t, but not on x, y ∈ Λ) such that
|〈c†↑,xc↓,xc†↓,yc↑,y〉Λ,β|
|〈c†↑,xc†↓,xc↑,yc↓,y〉Λ,β|
|〈c†σ,xcσ,y〉Λ,β|
 ≤ C(d(x, y) + 1)−ξ(β)
where σ ∈ {↑, ↓} in the last line. Further, we have
lim
β→∞
β ξ(β) =
(
64γ2|t|
∑
r≥1
r−α+3
)−1
.
Notice that the theorem above provides an algebraic bound for the decay of
correlations for any α > 4. As explained in the proof (Section 4.5), this requirement
is necessary in order to ensure the finiteness of the K-norm of the interaction (see
Eq. (4.22)) independently from the size of Λ.
4.3.4 The t-J model
A well known variant of the Hubbard model is given by the t-J model, which is
described by the following hamiltonian.
HΛ = − t
2
∑
(x,y)∈E
∑
σ=↑,↓
(
c†σ,xcσ,y + c
†
σ,ycσ,x
)
+ J
∑
(x,y)∈E
(
~Sx · ~Sy − 1
4
nxny
)
. (4.13)
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In the hamiltonian above, the parameters t, J are real numbers, and
Six =
1
2
∑
σ,µ=↑,↓
c†σ,xτ
i
σ,µcµ,x, (4.14)
with i = {1, 2, 3} and τ1, τ2, τ3 the three Pauli matrices describing spin 12 (see Ex.
3.1). Explicitly,
S1x =12
(
c†↑,xc↓x + c
†
↓,xc↑y
)
,
S2x =− i2
(
c†↑,xc↓x − c†↓,xc↑y
)
,
S3x =12(n↑,x − n↓,x).
(4.15)
These are precisely the generators of SU(2) defined previously for the Hubbard
model, see Eq. (4.10). This model conserves the number of particles and the spin
along the third axis — i.e. it enjoys U(1) symmetries: For all x, y ∈ Λ,[
− t2
∑
σ=↑,↓
(
c†σ,xcσ,y + c
†
σ,ycσ,x
)
+ J
(
~Sx · ~Sy − 14nxny
)
,
∑
σ=↑,↓
nσ,x + nσ,y
]
= 0,
[
− t2
∑
σ=↑,↓
(
c†σ,xcσ,y + c
†
σ,ycσ,x
)
+ J
(
~Sx · ~Sy − 14nxny
)
,
1
2
(n↑,x − n↓,x + n↑,y − n↓,y)
]
= 0.
(4.16)
The analysis proposed for the Hubbard Model holds for the t-J model as
well, and we estimate the decay of several correlation functions.
Theorem 4.5. Let HΛ be the hamiltonian of the t-J model (4.13) defined on Λ and
let x, y ∈ Λ. Then there exist C > 0 and ξ(β) > 0 (the latter depending on β, γ, t,
J , but not on x, y ∈ Λ) such that
|〈c†↑,xc↓,xc†↓,yc↑,y〉Λ,β|
|〈c†↑,xc†↓,xc↑,yc↓,y〉Λ,β|
|〈c†σ,xcσ,y〉Λ,β|
 ≤ C (d(x, y) + 1)−ξ(β)
with σ ∈ {↑, ↓} in the last line. Further,
lim
β→∞
β ξ(β) = (128γ2 (2|t|+ |J |))−1.
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4.4 General model with U(1) symmetry
Let (Λ, E) denote a finite graph, with Λ the set of vertices and E the set of edges, and
perimeter constant γ, see Eq. (4.3). Let HΛ be a finite-dimensional Hilbert space
(we have in mind the tensor product ⊗x∈ΛCN , but we do not need to assume this
explicitly). Let B(HΛ) denote the algebra of linear operators on HΛ. We assume
the existence of sub-algebras BA ⊂ B(HΛ), with the properties that 1 ∈ BA for all
A ⊂ Λ and BA ⊆ BA′ whenever A ⊆ A′ ⊆ Λ, and of hermitian operators {Sx}x∈Λ
that obey the following commutation relations:
(a) For any x, y ∈ Λ with x 6= y
[Sx, Sy] = 0. (4.17)
(b) For any x ∈ Λ, A ⊂ Λ, and Ψ ∈ BA
[Sx,Ψ]
= 0 if x /∈ A;∈ BA if x ∈ A. (4.18)
The hamiltonian is the sum of “local” terms. Precisely, we assume that
HΛ =
∑
A⊂Λ
ΦA, (4.19)
where the operators ΦA are hermitian and they belong to BA. The hamiltonian
satisfies a U(1) symmetry with generator
∑
x Sx in the sense that[
ΦA,
∑
x∈A
Sx
]
= 0 (4.20)
for all A ⊂ Λ. Without loss of generality, we assume that for all x ∈ Λ,
‖Sx‖ = 1. (4.21)
We introduce a norm for the interactions that depends on a parameter K ≥ 0,
namely,
‖Φ‖K = sup
y∈Λ
∑
A⊂Λ
s.t. y∈A
‖ΦA‖(|A| − 1)2(diam(A) + 1)2K(|A|−1)+2. (4.22)
Notice that this K-norm does not take into account possible one-body terms.
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As usual, the Gibbs state 〈·〉Λ,β is the linear functional that assigns the value
〈a〉Λ,β = Tr ae
−βHΛ
Tr e−βHΛ
(4.23)
to each operator a ∈ B(HΛ).
Furthermore, we assume the existence of a correlation function Oxy ∈ B{x,y}
for some x, y ∈ Λ, that satisfies the following relation; there exists c ∈ R such that
[Sx, Oxy] = cOxy. (4.24)
Notice that there are no assumptions about the commutator between Sy and Oxy.
We are now ready to state a general version of the McBryan-Spencer-Koma-Tasaki
Theorem [55, 45], which establishes power-law decay of two-point correlation func-
tions for this wide class of models.
Theorem 4.6. Suppose that {Sx}x∈Λ, {ΦA}A⊂Λ, and Oxy satisfy the properties
(4.17)–(4.21) and (4.24). Then there exist C > 0 and ξ(β) > 0 (uniform with
respect to Λ and x, y ∈ Λ) such that
|〈Oxy〉Λ,β| ≤ C (d(x, y) + 1)−ξ(β) .
Moreover, if there exists K > 0 such that ‖Φ‖K is bounded uniformly in Λ, then
lim
β→∞
β ξ(β) =
c2
8γ‖Φ‖0 .
The rest of this section is devoted to the proof of this theorem. We follow
the method of Koma and Tasaki that was used in the context of the Hubbard model
[45]. Notice that the bound provided is independent of Λ – if the infinite volume
limit of 〈·〉Λ,β is well defined and exists, the bound holds also for the limiting infinite
volume Gibbs state.
Proof. The proof is based on so-called complex rotations. Other necessary ingre-
dients are the Trotter formula (see Appendix A) and a generalisation of Ho¨lder
inequality for matrices (see Appendix B), as in [30]. Let us define a real number for
each site of the lattice, {θz}z∈Λ ∈ RΛ, namely,
θz =
{
κ log d(x,y)+1d(x,z)+1 if d(x, z) ≤ d(x, y),
0 otherwise,
(4.25)
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where κ is an arbitrary positive parameter. The complex rotation operator is
R =
∏
y∈Λ
eθySy . (4.26)
For each subset A ⊆ Λ, we let x0(A) be the site (or one of the sites) in A that is at
minimal distance from x. Using (4.20), we have
R−1HΛR =
∑
A⊂Λ
e−
∑
y∈A(θy−θx0(A))SyΦAe
∑
y∈A(θy−θx0(A))Sy
= e−TAΦAeTA ,
(4.27)
where
TA =
∑
y∈A
(θy − θx0)Sy. (4.28)
Recall the notation ada(b) = [a, b]. We use the multicommutator expansion to get
R−1HΛR =
∑
A⊂Λ
ΦA +
∑
j≥1
∑
A⊂Λ
(−1)j
j!
adjTA(ΦA)
= HΛ +B + C,
(4.29)
where
B = −
∑
j≥1
∑
A⊂Λ
1
(2j − 1)!ad
2j−1
TA
(ΦA) (4.30)
and
C =
∑
j≥1
∑
A⊂Λ
1
(2j)!
ad2jTA(ΦA). (4.31)
B contains the terms of the multicommutator expansion odd in TA and is thus anti-
hermitian; C contains the terms even in TA and is thus hermitian. Eq.s (4.24) and
(4.25) imply that
R−1OxyR = e−cθxOxy. (4.32)
We now apply the Trotter formula (see Appendix A, Theorem A.1) and Ho¨lder
inequality for matrices (see Appendix B, Definition B.1 to recall the explicit form
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of ‖ · ‖p with p ≥ 1 and Theorem B.2 for the inequality itself). We get∣∣∣Tr Oxye−βHΛ∣∣∣ = ∣∣∣Tr R−1OxyRe−βR−1HΛR∣∣∣
= e−cθx
∣∣∣Tr Oxye−βHΛ−βB−βC∣∣∣
≤ e−cθx lim
n→∞
∣∣∣Tr Oxy (e− βnHΛe− βnBe− βnC)n∣∣∣
≤ e−cθx lim
n→∞ ‖Oxy‖∞‖ e
− β
n
HΛ‖nn ‖e−
β
n
B‖n∞ ‖e−
β
n
C‖n∞.
(4.33)
Notice that ‖e− βnB‖∞ = 1 because B is anti-hermitian. From here onwards we use
the standard notation ‖·‖ to denote the sup-norm ‖·‖∞. Since ‖e−
β
n
HΛ‖nn = Tr e−βHΛ ,
by Eq. (4.25) we obtain
|〈Oxy〉Λ,β| ≤ e−cκ log(d(x,y)+1)‖Oxy‖eβ‖C‖. (4.34)
We have to estimate ‖C‖. Using ‖[A,B]‖ ≤ 2‖A‖ ‖B‖, we have
‖C‖ ≤
∑
j≥1
∑
A⊂Λ
22j
(2j)!
‖TA‖2j‖ΦA‖
=
∑
A⊂Λ
‖ΦA‖
(
cosh (2‖TA‖)− 1
)
.
(4.35)
We now use the inequality coshu − 1 ≤ 12u2eu, that is easily verified for all u ≥ 0.
We find
‖C‖ ≤ 2
∑
A⊂Λ
‖ΦA‖‖TA‖2e2‖TA‖
≤ 2
∑
A⊂Λ
‖ΦA‖ (|A| − 1) e2
∑
z∈A\{x0(A)} |θz−θx0(A)|
∑
z∈A\{x0(A)}
|θz − θx0(A)|2.
(4.36)
In the equation above we estimated ‖TA‖2 using Cauchy-Schwarz, namely
‖TA‖2 ≤
 ∑
y∈A\{x0}
|θy − θx0 |
2 ≤ (|A| − 1)∑
y∈A
|θy − θx0 |2. (4.37)
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Then, by the explicit form of the {θz}z∈Λ in Eq. (4.25),
‖C‖ ≤ 2
∑
A⊂Λ s.t.
d(x,x0(A))≤d(x,y)
‖ΦA‖(|A| − 1)(diam(A) + 1)2κ(|A|−1)
∑
z∈A\{x0(A)}
|θz − θx0(A)|2
≤ 2κ2
∑
A⊂Λ s.t.
d(x,x0(A))≤d(x,y)
‖ΦA‖(|A| − 1)2(diam(A) + 1)2κ(|A|−1)+2 1
(d(x, x0(A)) + 1)2
.
(4.38)
We can now estimate ‖C‖ further by reorganising the sums and using the definition
of ‖Φ‖κ from Eq. (4.22).
‖C‖ ≤ 2κ2
∑
x0∈Λ s.t.
d(x,x0)≤d(x,y)
1
(d(x, x0) + 1)2
∑
A3x0
‖ΦA‖(|A| − 1)2(diam(A) + 1)2κ(|A|−1)+2
≤ 2κ2
∑
x0∈Λ s.t.
d(x,x0)≤d(x,y)
1
(d(x, x0) + 1)2
‖Φ‖κ.
(4.39)
Recall the definition of the perimeter constant γ in Eq. (4.3). Since we consider only
graphs (Λ, E) such that it is finite we have
‖C‖ ≤ 2κ2‖Φ‖κ
d(x,y)∑
r=1
γr
(1 + r)2
+ 1

≤ 2κ2‖Φ‖κ
d(x,y)∑
r=1
γ
r
+ 1

≤ 2κ2γ‖Φ‖κ log(d(x, y) + 1) + 2κ2‖Φ‖κ.
(4.40)
We conclude that for all κ > 0
|〈Oxy〉Λ,β| ≤ Cκ(d(x, y) + 1)−(κc−2κ2γ‖Φ‖κβ). (4.41)
with Cκ = ‖Oxy‖e2βκ2‖Φ‖κ and c the constant defined in Eq. (4.24). We would like
to check that the power is ∼ 1β for β large enough. Choosing κ = Kβ , the exponent
in the above equation is
ξK(β) =
K
β
(
c− 2Kγ‖Φ‖K
β
)
. (4.42)
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Recall that in the last part of Theorem 4.6 it is assumed that there is a constant K˜
such that the K˜-norm of the interaction Φ converges, independently of Λ. Applying
dominated convergence to ‖Φ‖K we then get
lim
β→∞
β ξK(β) = Kc− 2K2γ‖Φ‖0. (4.43)
The optimal value of K is K∗ = c/(4γ‖Φ‖0). We define ξ(β) = ξK∗(β) and substi-
tute Cκ with CK∗
β
in Eq.(4.41). This completes the proof.
4.5 Applications of the general theorem to the explicit
examples
This section is devoted to the proofs of the various theorems stated in Sections
4.3.1–4.3.3 for some models of interest. They are all straightforward applications of
Theorem 4.6.
Proof of Theorem 4.2. The interaction defining the hamiltonian has finite K-norm
for any K > 0:
‖Φ‖K = 22K+2 sup
z∈Λ
∑
w s.t.
d(w,z)=1
∥∥∥ 2s∑
l=1
cl(w, z)( ~Sw · ~Sz)l
∥∥∥ ≤ 22K+2γ. (4.44)
The bound follows from the triangular inequality and the assumption in Eq. (4.5).
Let Sx =
1
sS3x. It is bounded with norm 1 and Sx + Sy commutes with the local
hamiltonian so it provides the U(1) symmetry of Eq. (4.6). Let Oxy = S+x Oy for
some Oy ∈ By. It is bounded and
[Sx, Oxy] = s
−1Oxy. (4.45)
Then, the value of c as defined in Theorem 4.6, Eq. (4.24), is c = s−1. The result
is now a straightforward application of Theorem 4.6. Consider ξK(β) as defined in
the proof of the general Theorem 4.6, Eq. (4.42). We get from Eq. (4.44)
ξK(β) ≥ Kβ
(
s−1 − 8Kγ22 2Kβ ) = ξ˜K(β). (4.46)
It is clear that limβ→∞ β ξ˜K(β) = Ks − 8K2γ2. By optimising with respect to K, we
get the first statement of the theorem by defining ξ(β) = ξ˜K∗(β) where K
∗ is the
39
optimal value of K. Due to the SU(2) invariance of the model, Eq. (4.6), we have
〈S1xS1y 〉Λ,β = 〈S2xS2y 〉Λ,β = 〈S3xS3y 〉Λ,β. (4.47)
From the definition of S+x and S−x it is easy to verify that
〈S+x S−y 〉Λ,β = 2〈S1xS1y 〉Λ,β = 2〈S2xS2y .〉Λ,β (4.48)
The first statement is then just a special case of the second one.
Proof of Theorem 4.3. For θ an integer larger than 1, the loop model is equivalent
to a quantum spin model [77, 4, 81]. Let θ = 2s + 1 with s ∈ 12N. We introduce
operators acting on Cθ ⊗ Cθ, namely,
T ei ⊗ ej = ei ⊗ ej ,
(ei ⊗ ej , Q el ⊗ ek) = δi,jδl,k,
(4.49)
where {ej}θj=1 denotes the canonical basis of Cθ. Then we consider the Hilbert space
HΛ = ⊗x∈ΛCθ, and the hamiltonian
HΛ = −
∑
(x,y)∈E
(uTxy + (1− u)Qxy − 1) . (4.50)
Here, Txy actually means T ⊗1Λ\{x,y}, and analogously for Qxy. The corresponding
Gibbs state at inverse temperature β is 〈·〉Λ,β = Tr · e−βHΛ/Tr e−βHΛ . It can be
shown that for any u ∈ [0, 1], the partition function Zθ,uΛ,β in Eq. (4.7) is equal to the
quantum partition function, namely
Zθ,uΛ,β = Tr e
−βHΛ . (4.51)
It can be shown ([81], Lemma 3.1) that for any x, y ∈ Λ,
[Txy,Six + Siy] = 0, i = 1, 2, 3
[Qxy,S2x + S2y ] = 0.
(4.52)
This implies that we can define Sx =
1
sS2x and the hamiltonian has the right com-
mutation relations with it. Moreover it is easy to check that the interaction has
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finite norm for any K > 0:
‖Φ‖K = 22K+2 sup
y∈Λ
∑
x s.t.
d(x,y)=1
‖uTxy + (1− u)Qxy − 1‖ ≤ 22K+2γ (u+ (1− u)θ + 1) .
(4.53)
The bound follows from the triangular inequality and from ‖T‖ = 1, ‖Q‖ = θ. Let
Q± = S1 ± iS3. Then for any x, y ∈ Λ and O ∈ By,[
Sx,Q+xOy
]
= s−1Q+xOy, (4.54)
i.e. c = s−1 in Theorem 4.6.
The general statement of Theorem 4.6 can be applied to the correlation
function 〈Q+xQ−y 〉Λ,β. Indeed, let ξK(β) be as defined in the proof of Theorem 4.6,
Eq. (4.42). From Eq. (4.53), we have
ξK(β) ≥ K
β
(
2
θ − 1 − 8Kγ
22
2K
β (u+ (1− u)θ + 1)
)
= ξ˜K(β). (4.55)
Moreover, we have
lim
β→∞
β ξ˜K(β) =
2K
θ − 1 − 8K
2γ2 (u+ θ(1− u) + 1) . (4.56)
Optimising with respect to K and definining ξ(β) = ξ˜K∗(β) where K
∗ is the optimal
value of K, one finds the result for 〈Q+xQ−y 〉Λ,β.
Due to the symmetry of the model,
〈S1xS1y 〉Λ,β = 〈S3xS3y 〉Λ,β. (4.57)
Then, by the definition of Q±,
〈Q+xQ−y 〉Λ,β = 2〈S1xS1y 〉Λ,β = 2〈S3xS3y 〉Λ,β. (4.58)
Thus the result is proved for the correlations 〈S3xS3y 〉Λ,β. The theorem regarding the
probability of two sites being connected follows from
〈S3xS3y 〉Λ,β =
1
12
(θ2 − 1)Pθ,uΛ,β(x↔ y). (4.59)
See [81], Theorem 3.3, for a proof of this statement.
Proof of Theorem 4.4. It can be easily checked that the K-norm of the interaction
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associated to the hamiltonian is
‖Φ‖K = sup
z∈Λ
∑
w∈Λ
∥∥∥∑
σ
c†σ,zcσ,w + c
†
σ,wcσ,z
∥∥∥|t|(d(z, w) + 1)−(α−2K−2). (4.60)
First, notice that the one body potential V ({nσ,x}) does not play any role. Secondly,
we would like the norm to be independent of Λ, i.e. finite no matter what the size
of Λ is. By the triangular inequality and given the definition of γ,
‖Φ‖K ≤ 2|t|γ
∑
r≥1
r−(α−2K−3). (4.61)
Notice that for any α > 4 there exists K > 0 such that α > 2K + 4. This ensures
the existence of values of K such that ‖Φ‖K converges, as required by Theorem 4.6.
Let us focus on the first two-point function. Let Sx = (n↑,x − n↓,x), that is
2S3x according to Eq. (4.10). It is a bounded operator which commutes with the
local hamiltonian; since the Hubbard Model is SU(2) invariant, it enjoys the U(1)
symmetry given by the conservation of the total ‘spin’ along the third axis, see Eq.
(4.11). Let Oxy = c
†
↑,xc↓,xOy with Oy ∈ By
[Sx, Oxy] = 2Oxy, (4.62)
so we can take c = 2 in Theorem (4.6).
Let us now focus on the second correlation function. As seen in Section 4.3.3,
the hamiltonian enjoys a U(1) symmetry due to the conservation of the number of
particles, see Eq. (4.12), so we have Sx =
1
2 (n↑,x + n↓,x).
Now, let Oxy = c
†
↑,xc
†
↓,xOy for some Oy ∈ By. Then
[Sx, Oxy] = Oxy, (4.63)
and c = 1 for Theorem 4.6.
For the third case we also use Sx =
1
2(n↑,x + n↓,x). Let Oxy = c
†
σ,xOy for any
possible value of σ and any Oy ∈ By. Then
[Sx, Oxy] =
1
2
Oxy. (4.64)
The theorem is now a straightforward application of Theorem 4.6. Indeed,
let ξK(β) be defined as in Eq. (4.42). Then it is clear that, in all three cases,
ξK(β) ≥ K
2β
(
1− 8Kγ2|t|τ 2Kβ
)
= ξ˜K(β) (4.65)
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where τ
2K
β =
∑
r≥1 r
−α+3+ 2K
β . Then by dominated convergence,
lim
β→∞
β ξ˜K(β) =
K
2
(1− 8Kγ2|t|τ0). (4.66)
Optimising with respect to K and defining ξ(β) = ξ˜K∗(β) where K
∗ is the optimal
value of K, one finds the result (choosing Oy equal to c†↓,yc↑,y in the first case, to
c↑,yc↓,y in the second case, and to cσ,y in the third case).
Notice that α > 4 is needed for τ0 to be well defined.
Proof of Theorem 4.5. The interaction defining the t-J model has finite K-norm for
any value of K and it can be explicitly evaluated:
‖Φ‖K = 22K+2 sup
x∈Λ
∑
x∼y
∥∥∥− t2 ∑
σ
(c†σ,xcσ,y + c
†
σ,ycσ,x) + J
(
~Sx · ~Sy − 14nxny
)∥∥∥. (4.67)
We can bound ‖Φ‖K using the triangular inequality; by the definition of γ,
‖Φ‖K ≤ 22K+2γ (2|t|+ |J |) . (4.68)
For the first correlation function, let Sx = (n↑,x − n↓,x). It commutes with
the local hamiltonian, see the second equation in (4.16), and is bounded with norm
equal to 1. Let Oxy = c
†
↑,xc↓,xOy with Oy ∈ By. It fulfills
[Sx, Oxy] = 2Oxy. (4.69)
Then c = 2 in Theorem 4.6.
For the second correlation function, let Sx = n↑,x + n↓,x. The hamiltonian
conserves the number of particles, see the U(1) symmetry in the first line of Eq.
(4.16), so this operator commutes with the local hamiltonian. Let Oxy = c
†
↑,xc
†
↓,xOy
with Oy ∈ By; then
[Sx, Oxy] = Oxy. (4.70)
The value of the constant c in Theorem 4.6 is then 1.
For the third case, let Sx =
1
2(n↑,x + n↓,x) as before. Let Oxy = c
†
σ,xOy for
any possible value of σ and Oy ∈ By; it fulfills
[Sx, Oxy] =
1
2
Oxy. (4.71)
Then c = 12 in Theorem 4.6.
The result is now a straightforward application of Theorem 4.6 to the three
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cases. Indeed, let ξK(β) as defined in Eq. (4.42). Given the bound in Eq. (4.68) and
the possible values of c, in all the three cases we have
ξK(β) ≥ K
2β
(
1− 16Kγ2(2|t|+ |J |)2 2Kβ
)
= ξ˜K(β). (4.72)
It is clear that
lim
β→∞
β ξ˜K(β) =
K
2
(1− 16Kγ2(2|t|+ |J |)). (4.73)
We get the claim by optimising with respect to K and by defining ξ(β) = ξ˜K∗(β),
where K∗ is the optimal value of K. We take Oy = c†↓,yc↑,y in the first case,
Oy = c↑,yc↓,y in the second case, and Oy = cσ,y in the last case.
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Chapter 5
Correlation inequalities for
classical and quantum XY
models
Correlations inequalities have been of invaluable help in the study of classical models.
They are an important tool in the investigation of infinite volume states and the
behaviour of magnetisation of classical models. In this chapter we are particularly
interested in the so called Griffiths-Ginibre inequalities. They were firstly discussed
by Griffiths in his work about the Ising model [34], while a more general formulation
was provided in the seminal work by Ginibre [32]. This last approach applies to a
wide class of classical models of interest. While classical correlation inequalities
have been object of intense research efforts, far less is known about their quantum
counterparts, and for many relevant models in the literature there are no results on
this subject.
The model we focus on is the XY model, both in the classical and quantum
setting. The first section of this chapter is devoted to an introduction to Ginibre
inequalities for the classical XY model, following our review paper [10]. In the
second section we discuss the same inequalities for the quantum case. For the spin-
1
2 case they were proved for a two-body interaction in [31] and then independently
in a more general setting in [76, 67, 9]. In this last work we also prove them for the
ground state of spin-1 models. This section is adapted from this paper and from
the review [10].
The last section is devoted to possible applications of Griffiths inequalities
in the quantum case. As mentioned in our review [10] a comparison between the
critical temperatures of the quantum XY and Ising models can be provided [76, 67].
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Moreover we prove some statements about infinite volume correlation functions,
following [9]. We also provide some new results about quantum XY models with
random couplings.
5.1 Correlation inequalities for the classical XY model:
a review
The classical XY model is a particular instance of O(n) model (n = 2) introduced
in Example 2.4 in its simplest setting. In this section, we look at a generalised XY
model with many-body interactions. Let Λ be the set of sites hosting the spins. The
configuration space of the system is defined as ΩΛ = {{σx}x∈Λ : σx ∈ S1 ∀x ∈ Λ}:
each site hosts a vector with unit length lying on a unit circle. It is convenient to
represent the spins by means of angles, namely
σ1x = cosφx (5.1)
σ2x = sinφx (5.2)
with φx ∈ [0, 2pi). The energy of a configuration σ ∈ ΩΛ with angles φ = {φx}x∈Λ
is
HclΛ (φ) = −
∑
A⊂Λ
J1A
∏
x∈A
σ1x + J
2
A
∏
x∈A
σ2x, (5.3)
with J iA ∈ R for all A ⊂ Λ. The expectation value at inverse temperature β of a
functional f on the configuration space is the usual one:
〈f〉clΛ,β =
1
ZclΛ,β
∫
dφ e−βH
cl
Λ (φ) f(φ), (5.4)
where ZclΛ,β =
∫
dφ e−βHclΛ (φ) is the partition function and
∫
dφ =
∫ 2pi
0 · · ·
∫ 2pi
0
∏
x∈Λ
dφx
2pi .
The following correlation inequalities hold for this model.
Theorem 5.1. Assume that J1A, J
2
A ≥ 0 for all A ⊂ Λ. The following inequalities
hold true for all X,Y ⊂ Λ, and for all β > 0.〈∏
x∈X
σ1x
∏
x∈Y
σ1x
〉cl
Λ,β
−
〈∏
x∈X
σ1x
〉cl
Λ,β
〈∏
x∈Y
σ1x
〉cl
Λ,β
≥ 0,
〈∏
x∈X
σ1x
∏
x∈Y
σ2x
〉cl
Λ,β
−
〈∏
x∈X
σ1x
〉cl
Λ,β
〈∏
x∈Y
σ2x
〉cl
Λ,β
≤ 0.
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We will see in Section 5.2 that equivalent results hold in the quantum case
(Theorems 5.4, 5.5). The proof is given in Section 5.1.1. These inequalities are
known as Ginibre inequalities — first introduced by Griffiths for the Ising model
[34] and systematised by Ginibre [32] who provided a general framework for inequal-
ities of this form. Ginibre inequalities for the classical XY model have then been
established with different techniques [32, 48, 59, 47, 60]. A straightforward corollary
of this theorem is monotonicity with respect to coupling constants, as we see now.
Corollary 5.1. Assume that J1A, J
2
A ≥ 0 for all A ⊂ Λ. Then for all X,Y ⊂ Λ, and
for all β > 0
∂
∂J1Y
〈∏
x∈X
σ1x
〉cl
Λ,β
≥ 0,
∂
∂J2Y
〈∏
x∈X
σ1x
〉cl
Λ,β
≤ 0.
Monotonicity of correlations with respect to temperature does not follow
straightforwardly from the corollary. This can nonetheless be proved for the classical
XY model.
Theorem 5.2.
Assume that J1A ≥ |J2A| for all A ⊂ Λ, and that J2A = 0 whenever |A| is odd.
Then for all A,B ⊂ Λ, we have
∂
∂β
〈∏
x∈B
σ1x
〉cl
Λ,β
≥ 0.
Let us restrict to the two-body case and assume that HclΛ is given by
HclΛ = −
∑
x,y∈Λ
Jxy
(
σ1xσ
1
y + ηxyσ
2
xσ
2
y
)
. (5.5)
Then if |ηxy| ≤ 1 for all x, y,
∂
∂Jxy
〈∏
z∈A
σ1z
〉cl
Λ,β
≥ 0.
This result has been proposed and discussed in various works [32, 60, 57] —
see Section 5.1.1 for the details.
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We now compare the correlations of the Ising and XY models. Recall from
Ex. 2.3 that the configuration space of the Ising model is ΩIsΛ = {−1, 1}Λ, that is,
Ising configurations are given by {ωx}x∈Λ with ωx = ±1 for each x ∈ Λ. We consider
many-body interactions, so the energy of a configuration ω ∈ ΩIsΛ is
HIsΛ,{JA}(ω) = −
∑
A⊂Λ
JA
∏
x∈A
ωx; (5.6)
we assume that the system is ferromagnetic, i.e. the coupling constants JA ≥ 0 are
nonnegative. The Gibbs state at inverse temperature β is
〈f〉IsΛ,{JA},β =
1
ZIsΛ,{JA},β
∑
ω∈ΩIsΛ
f(ω)e
−βHIs
Λ,{JA}(ω), (5.7)
with f any functional on ΩIsΛ and Z
Is
Λ,{JA},β =
∑
ω∈ΩIsΛ e
−βHIs
Λ,{JA}(ω) is the partition
function. The following theorem holds [47].
Theorem 5.3. Assume that J1A, J
2
A ≥ 0 for all A ⊂ Λ. Then for all X ⊂ Λ and all
β > 0, 〈∏
x∈X
σ1x
〉cl
Λ,β
≤
〈∏
x∈X
ωx
〉Is
Λ,{J1A},β
.
A review of the proofs is proposed in Section 5.1.1.
5.1.1 Proofs for the classical XY model
The proofs require several steps and additional lemmas. The following paragraphs
are devoted to a complete study of their proofs.
Notation. Given local variables {σx}x∈Λ (e.g. Ising spins or components of XY
spins), we define σA =
∏
x∈A σx for A ⊂ Λ.
Griffiths inequalities for the Ising model, FKG inequalities, and proof of
Theorem 5.1
We start with Theorem 5.1. We describe the approach proposed in [48, 47], and
use a similar notation. Their framework relies on some well known properties of the
Ising model and on the so called FKG inequality.
Lemma 5.1 (Griffiths inequalities for the Ising model). Let f and g be functionals
on ΩIsΛ such that they can be expressed as power series of
∏
x∈A ωx, A ⊂ Λ with
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positive coefficients. Then
〈f〉IsΛ,{JA},β ≥ 0;
〈fg〉IsΛ,{JA},β ≥ 〈f〉IsΛ,{JA},β〈g〉IsΛ,{JA},β.
We do not provide the proof of this result — see [34, 32] for the original
formulation and [23] for a modern description. An immediate consequence is the
following.
Corollary 5.2. Given f with the properties in Lemma 5.1, we have for any A ⊂ Λ
∂
∂JA
〈f〉IsΛ,{JA},β ≥ 0.
Another result which is very useful in this framework is the so called FKG
inequality. We formulate it in a specific setting. Let IN =
[
0, pi2
]N
for some N ∈ N.
Any ψ ∈ IN is then a collection of angles ψ = (ψ1, . . . , ψN ). It is possible to
introduce a partial ordering relation on IN as follows: for any ψ, ξ ∈ IN , ψ ≤ ξ if
and only if ψi ≤ ξi for all i ∈ {1, . . . , N}. A function f on IN is said to be increasing
(or decreasing) if ψ ≤ ξ implies f(ψ) ≤ f(ξ) (or f(ψ) ≥ f(ξ)) for all ψ, ξ ∈ IN .
The following result holds.
Lemma 5.2 (FKG inequality). Let dν(ψ) = p(ψ)
∏N
i=1 dµ(ψi) be a normalised
measure on IN , with dµ(ψi) a normalised measure on
[
0, pi2
]
, p(ψ) ≥ 0 for all
ψ ∈ IN and
p(ψ ∨ ξ)p(ψ ∧ ξ) ≥ p(ψ)p(ξ), (5.8)
where (ψ ∨ ξ)i = max(ψi, ξi) and (ψ ∧ ξ)i = min(ψi, ξi). Then for any f and g
increasing (or decreasing) functions on IN∫
fg dν ≥
∫
f dν
∫
g dν.
The inequality changes sign if one of the functions is increasing and the other is
decreasing.
We also skip the proof of this statement. We refer to [22] for the original
result, to [69, 47] for the formulation above, and [23] for its relevance in the study
of the Ising model.
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Before turning to the actual proof of the theorem, we introduce another
useful lemma.
Lemma 5.3. Let {qx}x∈Λ be a collection of positive increasing (decreasing) func-
tions on
[
0, pi2
]
. Then for any θ, ψ ∈ I|Λ| and any A ⊂ Λ,
qA(θ ∨ ψ) + qA(θ ∧ ψ) ≥ qA(ψ) + qA(θ).
We do not provide the proof here, see [69, 47] for more details. We can now
discuss the proof of Theorem 5.1.
Proof of Theorem 5.1. Since the temperature does not play any role in this section,
we set β = 1 in the following and we drop any dependency on it. The main idea of
the proof is to describe a classical XY spin as a pair of Ising spins and an angular
variable. The new notation for σx ∈ S1 is
σ1x = cos(θx)Ux, (5.9)
σ2x = sin(θx)Vx, (5.10)
with Ux, Vx ∈ {−1, 1} for all x ∈ Λ and θ = (θx1 , . . . , θxΛ) ∈ I|Λ|. With this notation,
it is possible to express HclΛ of Eq. (5.3) as the sum of two Ising hamiltonians with
spins {Ux}x∈Λ, {Vx}x∈Λ respectively:
HclΛ (θ, U, V ) = −
∑
A⊂Λ
(
J1A
∏
x∈A
cos(θx)UA + J
2
A
∏
x∈A
sin(θx)VA
)
(5.11)
= HIsΛ,{cos(θ)AJ1A}(U) +H
Is
Λ,{sin(θ)AJ2A}(V ). (5.12)
Let us introduce the notation: J1A
∏
x∈A cos(θx) =JA(θ), J
2
A
∏
x∈A sin(θx) = KA(θ),∫
dθ =
∫ pi
2
0 · · ·
∫ pi
2
0
∏
x∈Λ
2
pidθx. Then
〈σ1Xσ1Y 〉clΛ =
∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)} cos(θ)X cos(θ)Y 〈UXUY 〉IsΛ,{JA(θ)}∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)}
≥
∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)} cos(θ)X〈UX〉IsΛ,{JA(θ)} cos(θ)Y 〈UY 〉IsΛ,{JA(θ)}∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)}
.
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The inequality above follows from Lemma 5.1. Moreover
〈σ1Xσ2Y 〉clΛ =
∫
dθZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)} cos(θ)X〈UX〉IsΛ,{JA(θ)} sin(θ)Y 〈VY 〉IsΛ,{KA(θ)}∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)}
.
cos(θ)X and sin(θ)X are respectively decreasing and increasing on I|Λ| for any X ⊂
Λ. Let us now consider 〈UX〉IsΛ,{JA(θ)}. By Corollary 5.2, it is a decreasing function
on I|Λ| for any X ⊂ Λ, since the coupling constants of HIΛ,{JA(θ)} are decreasing
in θ. Analogously, 〈VX〉IsΛ,{KA(θ)} is an increasing function on I|Λ| for any X ⊂ Λ.
Theorem 5.1 is then a simple consequence of Lemma 5.2, with dµ(θx) =
2
pidθx and
p(θ) =
ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)}∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)}
. (5.13)
The last step missing is to show that p(θ) defined as above fulfills hypothesis
(5.8) of Lemma 5.2. This amounts to showing
ZIsΛ,{KA(θ∨ψ)}Z
Is
Λ,{KA(θ∧ψ)} ≥ ZIsΛ,{KA(θ)}ZIsΛ,{KA(ψ)}; (5.14)
ZIsΛ,{JA(θ∨ψ)}Z
Is
Λ,{JA(θ∧ψ)} ≥ ZIsΛ,{JA(θ)}ZIsΛ,{JA(ψ)}. (5.15)
Since the arguments to prove these inequalities are very similar, we prove explicitly
only the first one. Eq. (5.14) is equivalent to(
ZIsΛ,{KA(θ)}
ZIsΛ,{KA(θ∧ψ)}
)−1(
ZIsΛ,{KA(θ∨ψ)}
ZIsΛ,{KA(ψ)}
)
≥ 1 (5.16)
Notice that(
ZIsΛ,{KA(θ)}
ZIsΛ,{KA(θ∧ψ)}
)−1(
ZIsΛ,{KA(θ∨ψ)}
ZIsΛ,{KA(ψ)}
)
=
〈e−HIsΛ,{KA(θ∨ψ)−KA(ψ)}〉IsΛ,{KA(ψ)}
〈e−HIsΛ,{KA(θ)−KA(θ∧ψ)}〉IsΛ,{KA(θ∧ψ)}
.
Thanks to Lemma 5.3, the functions whose expectation value we are computing
above fulfill the hypothesis of Lemma 5.1 and Corollary 5.2. Then, applying Lemma
5.3 and Corollary 5.2,
〈e−HIsΛ,{KA(θ∨ψ)−KA(ψ)}〉IsΛ,{KA(ψ)} ≥ 〈e
−HIs
Λ,{KA(θ)−KA(θ∧ψ)}〉IsΛ,{KA(ψ)}
≥ 〈e−HIsΛ,{KA(θ)−KA(θ∧ψ)}〉IsΛ,{KA(θ∧ψ)}.
(5.17)
Hence p(θ) has the required property.
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Proof of Theorem 5.2
Let us now turn to Theorem 5.2. In order to prove it, we need some preliminary
results. We follow the framework described in [32, 60].
Lemma 5.4. Let HclΛ be the hamiltonian defined in (5.3). If J
1
A ≥ |J2A| for all
A ⊂ Λ and J2A = 0 for |A| odd, then there exist non negative coupling constants
{KM}M∈ZΛ such that
HclΛ (φ) = −
∑
M∈ZΛ
KM cos (M · φ) , (5.18)
where, given M ∈ ZΛ, M = (m1,m2, . . . ,mΛ), M · φ =
∑
x∈Λmxφx.
Proof of Lemma 5.4. The statement follows from the following two identities:
cos(θ) cos(χ) =
1
2
(cos(θ − χ) + cos(θ + χ)), (5.19)
sin(θ) sin(χ) =
1
2
(cos(θ − χ)− cos(θ + χ)), (5.20)
∀θ, χ ∈ [0, 2pi].
A necessary step for Theorem 5.2 is duplication of variables [32]: we consider
two sets of angles (i.e. spins) on the lattice instead of just one, and denote them by
{φx}x∈Λ and {φ¯x}x∈Λ. The hamiltonian for the {φ¯x} is
H¯clΛ (φ¯) = −
∑
A⊂Λ
(
J¯1Aσ¯
1
A + J¯
2
Aσ¯
2
A
)
= −
∑
M∈ZΛ
K¯M cos(M · φ¯). (5.21)
Here, {σ¯x} are related to {φ¯x} as in Eq.s (5.1) and (5.2). The J¯ iA are non negative
coupling constants with J¯1A ≥ |J¯2A| ≥ 0 and {K¯M} are as in Lemma 5.4. A composite
hamiltonian can be defined as
− H˜Λ(φ, φ¯) = −HclΛ (φ)− H¯clΛ (φ¯)
=
∑
M∈ZΛ
KM+K¯M
2
(
cos(M · φ) + cos(M · φ¯))+ KM−K¯M2 (cos(M · φ)− cos(M · φ¯))
(5.22)
In the following we always suppose KM ≥ K¯M for all M ∈ ZΛ.The expectation
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value of any functional f(φ, φ¯) can be written as
〈f 〉˜Λ,β =
1
ZclΛ,βZ¯
cl
Λ,β
∫
dφ dφ¯ e−βH˜Λ(φ,φ¯)f(φ, φ¯), (5.23)
with Z¯clΛ,β the usual partition function with coupling constants {J¯ iA}A⊂Λ, i ∈ {1, 2}.
Lemma 5.5. Suppose f(φ, φ¯) belongs to the cone generated by cos(M ·φ)±cos(M · φ¯),
M ∈ ZΛ, i.e. f can be written as product, sum or multiplication by a positive scalar
of objects of that form. Then
〈f 〉˜Λ,β ≥ 0. (5.24)
Proof of Lemma 5.5. Firstly, notice that∫
dφ dφ¯
n∏
s=1
(
cos(Ms · φ)± cos(Ms · φ¯)
) ≥ 0. (5.25)
for any M1, . . . ,Mn ∈ ZΛ and any sequence of (±). This follows from
cos(M · φ) + cos(M · φ¯) = 2 cos(M · Φ) cos(M · Φ¯), (5.26)
cos(M · φ)− cos(M · φ¯) = 2 sin(M · Φ) sin(M · Φ¯), (5.27)
with Φi =
1
2(φi + φ¯i) and Φ¯i =
1
2(φi − φ¯i). The integral in Eq. (5.25) can be
formulated as ∫
dΦ dΦ¯F (Φ)F (Φ¯) =
(∫
dΦF (Φ)
)2
≥ 0, (5.28)
with F (Φ) an appropriate product of sines, cosines and positive constants.
Let us now turn to 〈f 〉˜Λ,β. Since the partition function is always positive, we
can focus on ∫
dφ dφ¯ e−βH˜Λ(φ,φ¯)f(φ, φ¯). (5.29)
By a Taylor expansion of e−βH˜Λ(φ,φ¯) and by the properties of f , this can be ex-
pressed as a sum with positive coefficients of integrals in the form (5.25). Hence the
nonnegativity of the expectation value.
We have now all we need to prove Theorem 5.2.
Proof of Theorem 5.2. In order to prove the first statement of the theorem we use
the formulation of the hamiltonian decribed in Lemma 5.4. Moreover, since σ1A can
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be clearly expressed as the sum (with positive coefficients) of terms of the form
cos(M · φ), M ∈ ZΛ, it is enough to prove that for any M,N ∈ ZΛ
∂
∂KN
〈cos(M · φ)〉clΛ,β
= 〈cos(M · φ) cos(N · φ)〉clΛ,β − 〈cos(M · φ)〉clΛ,β〈cos(N · φ)〉clΛ,β ≥ 0.
(5.30)
Consider now the hamiltonian H˜Λ introduced above and 〈·˜〉Λ,β the corre-
sponding Gibbs state. From Lemma 5.5 we have
〈(cos(M · φ)− cos(M · φ¯)) (cos(N · φ)− cos(N · φ¯)) 〉˜Λ,β ≥ 0. (5.31)
If we take the limit K¯M ↗ KM , we find twice the expression in Eq. (5.30). Hence
the result.
Let us now turn to the second statement of the theorem. In the case of
two-body interaction HclΛ assumes the form in Eq. (5.5), which, with a notation
resembling the one introduced in Lemma 5.4 can be explicitly formulated as
HclΛ (φ) = −
∑
x,y∈Λ
K−xy cos(φx − φy) +K+xy cos(φx + φy) (5.32)
with
K±xy =
Jxy
2
(1∓ ηxy) . (5.33)
Cleary K±xy is analogous to the KM introduced in Lemma 5.4 for M ∈ ZΛ such that
all its elements are zero except mx = 1, my = ±1. Then we have
∂
∂Jxy
〈σA〉clΛ,β =
1 + ηxy
2
∂
∂K−xy
〈σA〉clΛ,β +
1− ηxy
2
∂
∂K+xy
〈σA〉clΛ,β. (5.34)
Due to Eq. (5.30) the expression above is the sum of two nonnegative terms, hence
it is nonnegative.
Proof of Theorem 5.3
Now we discuss the proof of Theorem 5.3. We use some of the concepts introduced
in the proof of Theorem 5.1. The present proof has been proposed in [48, 47].
Proof of Theorem 5.3. As for the proof of Theorem 5.1, we express the XY spins by
means of two Ising spins and an angle in
[
0, pi2
]
- see Eq.s (5.9), (5.10) for the explicit
expression of the spins and (5.12) for the new formulation of the hamiltonian HclΛ .
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With the same notation:
〈σ1X〉clΛ =
∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)} cos(θ)X〈UX〉IsΛ,{JA(θ)}∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)}
≤
∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)}maxθ∈I|Λ|〈UX〉IsΛ,{JA(θ)}∫
dθ ZIsΛ,{JA(θ)}Z
Is
Λ,{KA(θ)}
= 〈UA〉IsΛ,{J1A}.
(5.35)
5.2 Correlation inequalities for the quantum XY model
We have briefly introduced the quantum XY model in Ex. 3.3. We are interested
here in a more general setting with many-body interactions. Let Λ be the set of sites
hosting the quantum particles with spin s ∈ 12N. We focus on the cases s = 12 , 1.
The Hilbert space of the model is naturally defined as HΛ = ⊗x∈ΛC2s+1. The
hamiltonian under study is the following:
HquΛ = −
∑
A⊂Λ
(
J1A
∏
x∈A
S1x + J2A
∏
x∈A
S2x
)
. (5.36)
Here J iA ≥ 0 for any A ⊂ Λ and any i ∈ {1, 2}, Si (i ∈ {1, 2, 3}) are the spin-s
operators on C2s+1. The Gibbs state is defined in the usual way: for any observable
a
〈a〉quΛ,β =
1
ZquΛ,β
Tr ae−βHΛ , ZquΛ,β = Tr e
−βHΛ . (5.37)
We also consider the so called Schwinger functions: for any t ∈ [0, 1] and any pair
of observables a and b
〈a; b〉Λ,β(t) = 1
ZquΛ,β
Tr a e−tβH
qu
Λ b e−(1−t)βH
qu
Λ . (5.38)
We can now state generalised correlation inequalities for the spin-12 case:
Theorem 5.4 (Griffiths inequalities for spin s = 12). Let J
i
A ≥ 0 for any A ⊂ Λ
and any i ∈ {1, 2}. Then for any A,B ⊂ Λ, and any t ∈ [0, 1], we have〈∏
x∈A
S1x;
∏
x∈B
S1x
〉
Λ,β
(t)−
〈∏
x∈A
S1x
〉qu
Λ,β
〈∏
x∈B
S1x
〉qu
Λ,β
≥ 0;〈∏
x∈A
S1x;
∏
x∈B
S2x
〉
Λ,β
(t)−
〈∏
x∈A
S1x
〉qu
Λ,β
〈∏
x∈B
S2x
〉qu
Λ,β
≤ 0.
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Notice that Griffiths inequalities of the form seen in Theorem 5.1 for the
classical case are recovered when t = 0, 1. The proof of Theorem 5.4 can be found in
Section 5.2.1, where we follow our work [9]. It has been proved independently firstly
in a less general setting in [31] and subsequently in this more general framework in
[76, 67, 9].
Interestingly this result appears to be not trivially true for the quantum
Heisenberg ferromagnet. Indeed a toy version of the fully SU(2) invariant model
has been provided explicitly, for which this result does not hold (nearest neighbours
interaction on a three-sites chain with open boundary conditions) [38]. The question
whether this result might still be established in a proper setting is still open.
This theorem has a straightforward corollary, i.e. monotonicity of correlation
functions.
Corollary 5.3. Under the same assumptions as in the above theorem, we have for
all A,B ⊂ Λ that
∂
∂J1A
〈∏
x∈B
S1x
〉qu
Λ,β
≥ 0;
∂
∂J1A
〈∏
x∈B
S2x
〉qu
Λ,β
≤ 0.
Notice that there is no quantum version of Theorem 5.2, which provides
monotonicity of classical correlation functions with respect to β. In the case of the
spin-1 XY model, we provide a weaker version of Theorem 5.4.
Theorem 5.5 (Griffiths inequalities for spin s = 1). Let J iA ≥ 0 for any A ⊂ Λ and
any i ∈ {1, 2}. Then for any A,B ⊂ Λ, and any t ∈ [0, 1], we have
lim
β→∞
[〈∏
x∈A
S1x;
∏
x∈B
S1x
〉
Λ,β
(t)−
〈∏
x∈A
S1x
〉qu
Λ,β
〈∏
x∈B
S1x
〉qu
Λ,β
]
≥ 0;
lim
β→∞
[〈∏
x∈A
S1x;
∏
x∈B
S2x
〉
Λ,β
(t)−
〈∏
x∈A
S1x
〉qu
Λ,β
〈∏
x∈B
S2x
〉qu
Λ,β
]
≤ 0.
Notice that this theorem is restricted to the case of zero temperature, i.e. to
the ground state of the model.
We conclude this section by remarking that correlation inequalities in the
quantum case can be applied also to other models of interest. For example, we
consider a certain formulation of Kitaev’s model (see [44] for its original formulation
and [5] for a review of the topic). Let Λ ⊂⊂ Z2 be a square lattice with edges EΛ.
Each edge of the lattice hosts a spin-12 particle, i.e. the Hilbert space of this model
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is HKitaevΛ = ⊗e∈EΛC2. The Kitaev hamiltonian is
HKitaevΛ = −
∑
x∈Λ
Jx
∏
e∈EΛ:
x∈e
S1e −
∑
F⊂Λ
JF
∏
e⊂F
S3e , (5.39)
where F denotes the faces of the lattice, i.e the unit squares which are the building
blocks of Z2, Jx, JF are ferromagnetic coupling constants and Sie = Si ⊗ 1EΛ\e.
HKitaevΛ has the same structure as the hamiltonian in Eq. (5.36) so Ginibre inequal-
ities apply as well. It is not clear, though, whether this might lead to useful results
for the study of this specific model. Another relevant model is the plaquette orbital
model that was studied in [82, 12]; interactions between neighbours x, y are of the
form −SixSiy, with i being equal to 1 or 3 depending on the edge.
5.2.1 Proofs for the s = 1
2
case
We now discuss the proof of Theorem 5.4. This theorem has been proved for pair
interactions in [31], and it has been proposed independently in various works for more
generic interactions [76, 67, 9]. We describe here the simpler approach proposed in
our work [9]. Since the temperature does not play any role from now on, we set
β = 1 and omit any dependency on it in the following.
Notation. As for the classical case we introduce the notation SiA =
∏
x∈A Six.
Recall the explicit form of spin-12 operators from Ex. 3.1. It is convenient to
perform a unitary transformation on the hamiltonian in Eq. (5.36) and consider its
version with interactions along the first and third directions of spin, namely
HquΛ = −
∑
A⊂Λ
J1AS1A + J3AS3A, (5.40)
with J3A = J
2
A for all A ⊂ Λ.
Proof of Theorem 5.4. The proof of this theorem uses some techniques similar to
the ones introduced for the classical Theorem 5.2. These were indeed introduced
by Ginibre [32] in a general framework. As for the classical case, it is convenient to
duplicate the model. We introduce a new doubled Hilbert space H¯Λ = HΛ ⊗ HΛ.
Given an operator O acting on HΛ we define two operators acting on H¯Λ,
O± = O ⊗ 1± 1⊗O. (5.41)
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The hamiltonian we consider for the doubled system is HquΛ,+:
HquΛ,+ = H
qu
Λ ⊗ 1Λ + 1Λ ⊗HquΛ = −
∑
A⊂Λ
J1A(S1A)+ + J3A(S3A)+ (5.42)
The Gibbs state is denoted as
〈〈O〉〉Λ = 1
(ZquΛ )
2
Tr Oe−H
qu
Λ,+ , (5.43)
for any operator O acting on H¯Λ. Schwinger functions in this doubled setting are
defined as
〈〈O; Q〉〉Λ(t) = 1
(ZquΛ )
2
Tr O e−tH
qu
Λ,+ Q e−(1−t)H
qu
Λ,+ (5.44)
for any pair of observables O and Q on H¯Λ. It follows from some straightforward
algebra that
〈O;P〉Λ(t)− 〈O〉quΛ 〈P〉quΛ =
1
2
〈〈O−;P−〉〉Λ(t), (5.45)
(OP)± = 1
2
(O+P± +O−P∓) , (5.46)
for any O, P operators on HΛ.
Just as C2 constitutes the “building block” for HΛ, so C2⊗C2 is to H¯Λ. We
can provide an explicit basis of C2 ⊗ C2 such that S1+, S1−, S3+, −S3− have all non
negative elements:
|ψ+〉 = 1√
2
(|+ +〉+ | − −〉) , |ψ−〉 = 1√
2
(|+ +〉 − | − −〉) , (5.47)
|χ+〉 = 1√
2
(|+−〉+ | −+〉) , |χ−〉 = 1√
2
(|+−〉 − | −+〉) . (5.48)
Above by |+〉 and |−〉 we denote the basis of C2 formed by eigenvectors of S3 with
eigenvalues 12 and −12 respectively, and |i, j〉 = |i〉 ⊗ |j〉. It can be easily checked
that the basis above has the required property. This result implies straightforwardly
that there exists a basis of H¯Λ such that (S1x)+, (S1x)−, (S3x)+ and (−S3x)− have
nonnegative element for all x ∈ Λ. Let us consider the truncated correlation function
we are interested in:〈∏
x∈X
S1x;
∏
x∈Y
S1x
〉
Λ
(t)−
〈∏
x∈X
S1x
〉qu
Λ
〈∏
x∈Y
S1x
〉qu
Λ
= 12
〈〈(S1X)− (S1Y )−〉〉Λ(t). (5.49)
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We can evaluate the right hand side of the equation above by a Taylor expansion:
(ZquΛ )
2
〈〈(S1X)−; (S1Y )−〉〉Λ(t) =
=
∑
n≥0
m≥0
tn(1− t)m
n!m!
Tr
(S1X)− (−HquΛ,+)n (S1Y )− (−HquΛ,+)m (5.50)
Given the formulation of (−HquΛ,+) as in Eq. (5.42) and the equality in Eq. (5.46), it is
clear that it can be expressed as a polynomial with positive coefficients of operators
with nonnegative elements. The same holds for (S1X)− and (S1Y )−. The trace of
operators with nonnegative elements is nonnegative, hence the first inequality of the
theorem. The second inequality can be proved precisely in the same way (with S2Y
substituted by S3Y ), by noticing that (S3Y )− has necessarily nonpositive elements.
Proof of Corollary 5.3. This corollary is a straightforward application of Theorem
5.4. Indeed, it is enough to notice that
∂
∂J iA
〈SjB〉quΛ =
∫ 1
0
dt
(
〈SjB;SiA〉Λ(t)− 〈SjB〉quΛ 〈SiA〉quΛ
)
. (5.51)
The result follows from Griffiths inequalities.
5.2.2 Proof for the s = 1 case
In this section we discuss the proof of Theorem 5.5, as proposed in our work [9]. We
prove Griffiths inequalities at zero temperature only.
Our approach is as follows. We map the spin-1 model to a spin-12 model with
two particles on each site, and use Theorem 5.4 to show correlation inequalities for
the spin-1 model. Such a mapping holds only in the limit β →∞ thus restricting the
result, though the proof is considerably trickier than the one for the spin-12 model.
The idea is inspired by paper [61] about the loop representation of the quantum
Heisenberg model. The proof is structured as follows:
1. We define a doubled model with two spin-12 particles per site instead of a
spin-1 one.
2. We make it explicit that it is a spin-12 model on a peculiar lattice, so that
correlation inequalities hold by Theorem 5.4.
3. We show that the ground state of this model is in some sense effectively spin-1.
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4. We use correlation inequalities for this doubled model at the ground state to
prove correlation inequalities for the spin-1 model at the ground state.
Notation. In this section we denote by Si the spin-1 operators and by si the spin-12
ones. Moreover we denote by SiA =
∏
x∈A Six and siA =
∏
x∈A s
i
x for any set of sites
A and for for any i ∈ {1, 2, 3}.
As for the spin-12 case, we prefer to work with the rotated Hamiltonian with
interactions in the 1-3 directions,
HquΛ = −
∑
A⊂Λ
J1AS1A + J3AS3A (5.52)
with J3A = J
2
A for any A ⊂ Λ.
Proof of Theorem 5.5. Firstly, let us introduce the doubled spin-12 model mentioned
above. Let Λ be the physical space hosting the spin-1 particles, and denote Λˆ =
Λ×{1, 2} its “doubled” version, i.e. to each site (particle) in Λ correspond two sites
(particles) in Λˆ. The Hilbert space is HˆΛ = ⊗x∈ΛC2⊗C2 ' ⊗x∈ΛˆC2. We define the
spin operators on a pair of spin-12 particles as the following operators on C
2 ⊗ C2:
Ri = si ⊗ 1 + 1⊗ si, (5.53)
where 1 is the identity on C2. Notice that C2 ⊗ C2 can be decomposed into the
orthogonal sum between the triplet space (with dimension three) and the singlet
space (with dimension 1). We denote by Ptrip the projector on the triplet space.
We define the isometry V : C3 → C2 ⊗ C2 such that
V∗V = 1C3 ,
VV∗ = Ptrip.
(5.54)
This isometry makes the relationship between spin-1 matrices Si and the operators
Ri explicit: Si = V∗RiV.
We define the following hamiltonian on HˆΛ:
HˆΛ = −
∑
A⊂Λ
J1A
∏
x∈A
R1x + J3A
∏
x∈A
R3x. (5.55)
In the expression above Rix = Ri ⊗ 1Λ\{x} and the coupling constants {J iA}A⊂Λ are
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the same as in Eq. (5.52). The Gibbs state is defined as usual:
〈a〉ˆΛ,β =
1
ZˆΛ,β
Tr ae−βHˆΛ with ZˆΛ,β = Tr e−βHˆΛ . (5.56)
for any operator a acting on HˆΛ. Analogously, Schwinger functions are defined as
〈a; b〉ˆΛ,β(t) =
1
ZˆΛ,β
Tr ae−tβHˆΛbe−(1−t)βHˆΛ with t ∈ [0, 1]. (5.57)
It is clear that this model is a spin-12 system on a peculiar lattice. HˆΛ can indeed
be explicitly formulated as a spin-12 hamiltonian on the lattice Λˆ:
HˆΛ = −
∑
X⊂Λˆ
Jˆ1Xs
1
X + Jˆ
3
Xs
3
X . (5.58)
The coupling constants {Jˆ iX}X⊂Λˆ can be expressed non-trivially in terms of the
original couplings {J iA}A⊂Λ. Let DΛ be defined as follows:
DΛ = {X ⊂ Λˆ | ∀x ∈ Λ either (x, i) /∈ X for any i ∈ {1, 2}
or ∃!i ∈ {1, 2} s.t. (x, i) ∈ X},
(5.59)
i.e. DΛ is composed by subsets of Λˆ where the same site x ∈ Λ does not appear in
more than one copy. For any X ⊂ Λˆ define
supp(X) = {x ∈ Λ | ∃ i ∈ {1, 2} s.t. (x, i) ∈ X} ⊂ Λ. (5.60)
Then the coupling constants {Jˆ iX}X⊂Λˆ have the following form:
Jˆ iX =
{
J isupp(X) if X ∈ DΛ,
0 otherwise.
(5.61)
This formulation of HˆΛ assures us that Griffiths inequalities can be applied to this
model thanks to Theorem 5.4.
We would like to show that the ground state of HˆΛ lies in the triplet subspace
of HˆΛ identified by the projector PtripΛ = ⊗x∈ΛPtripx (here Ptripx = Ptrip ⊗ 1Λ\{x}).
To do this we need two steps:
1. We first prove that the ground state energy of HˆΛ is a strictly decreasing
function of the couplings {J iA}A⊂Λ.
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2. We show how this implies that the ground state of HˆΛ lies in the triplet
subspace.
The first step is equivalent to proving that for any Y ⊂ Λ
E0
(
HˆΛ − 
∏
x∈Y
six
)
< E0(HˆΛ), (5.62)
where by E0(·) we denote the lowest eigenvalue and i ∈ {1, 3}. We focus on the
case i = 1 only. Let Ψ0 be the ground state of HˆΛ, and notice that it is also
the eigenvector of the operator e−HˆΛ with the highest eigenvalue. By the Trotter
formula (see Appendix A)
e−HˆΛ = lim
k→∞
1 + 1
k
∑
X⊂Λˆ
Jˆ1Xs
1
X
 e 1k ∑X⊂Λˆ Jˆ3Xs3x
k . (5.63)
Notice that due to the explicit form of spin-12 matrices (Ex. 3.1) the formula above
is the product of matrices with non-negative elements. This allows us to use a
Perron-Frobenius argument, which implies that Ψ0 in this basis is a vector with
non-negative coefficients. Then
E0
(
HˆΛ − 
∏
x∈Y
s1x
)
≤
(
Ψ0,
(
HˆΛ − 
∏
x∈Y
s1x
)
Ψ0
)
= E0(HˆΛ)− 
(
Ψ0,
(∏
x∈Y
s1x
)
Ψ0
)
.
(5.64)
The result follows in case
(
Ψ0,
(∏
x∈Y s
1
x
)
Ψ0
) 6= 0. Otherwise, we shift the hamilto-
nian: Hˆ ′Λ = HˆΛ− c1, where c > 0 is big enough so that Hˆ ′Λ has negative eigenvalues
only. Since (s1)2 = 141C2Ψ0,(Hˆ ′Λ − ∏
x∈Y
s1x
)2
Ψ0
 = E0(Hˆ ′Λ)2 + 4−|Y |2. (5.65)
This implies that
E0
(
Hˆ ′Λ − 
∏
x∈Y
s1x
)
< E0(Hˆ
′
Λ). (5.66)
In this way we have proved that Eq.(5.62) holds for i = 1. The case i = 3
follows simply by a unitary transformation.
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The fact that the ground state energy of HˆΛ is a decreasing function of the
coupling constants implies that its ground state lies in the triplet subspace. To show
this, define the operator QΛ,A =
(
⊗x∈APtripx
)
⊗
(
⊗x∈Λ\A(1− Ptripx )
)
. Notice that
[Rix,QΛ,A] = 0 for any A ⊂ Λ, x ∈ Λ and i ∈ {1, 2, 3}. Recall the formulation of HˆΛ
in terms of the operators Ri, Eq. (5.55). Notice that
QΛ,AHˆΛ = −QΛ,A
∑
B⊂A
(
J1B
∏
x∈B
R1x + J3B
∏
x∈B
R3x
)
. (5.67)
This follows from the commutators above and from the fact that Ri applied to
singlets gives zero. This implies that the ground state of HˆΛ lies in the triplet state.
Indeed QΛ,A projects into the triplet space over A and into the singlet space over
Λ\A. The equation above shows that its action is equivalent to setting the coupling
constants outside of A equal to zero. Since the ground state energy is a decreasing
function of the coupling constants and QΛ,Λ = PtripΛ , it follows that the ground state
lies in the triplet state.
This allows us to prove correlation inequalities for the spin-1 model in the
ground state. Indeed by Theorem 5.4 we have:
lim
β→∞
〈S1A;S1B〉quΛ,β (t) = limβ→∞ ∑
X∈DΛ:
supp(X)=A
∑
Y ∈DΛ:
supp(Y )=B
〈s1X ; s1Y 〉ˆΛ,β(t)
≥ lim
β→∞
∑
X∈DΛ:
supp(X)=A
∑
Y ∈DΛ:
supp(Y )=B
〈s1X 〉ˆΛ,β〈s1Y 〉ˆΛ,β
= lim
β→∞
〈S1A〉quΛ,β 〈S1B〉quΛ,β .
(5.68)
The other inequality in Theorem 5.5 is proved in the same way.
5.3 Applications
In this section we analyse some potentially interesting applications of Ginibre in-
equalities for the spin-12 quantum XY model. Firstly, we use Corollary 5.3 to com-
pare the critical temperature of quantum XY and classical Ising models, as shown
in [76, 66]. Our discussion follows closely our review [10]. Secondly, we study the
infinite volume limit of some correlation functions, adapting our discussion from [9].
Lastly, we focus on systems with a random coupling and we prove some new results
about the relationship between the annealed and quenched case.
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Notation. Since we are now interested only in the case s = 12 , throughout this
section we denote the spin-12 matrices with Si, i ∈ {1, 2, 3}.
5.3.1 Comparison between Ising and XY model
Let the Ising model be defined as in Eq. (5.6). Then the following statement holds
for spin 12 .
Theorem 5.6. Assume that J1A, J
2
A ≥ 0 for all A ⊂ Λ. Then for all X ⊂ Λ:〈∏
x∈X
S1x
〉qu
Λ,β
≤ 2−|X|
〈∏
x∈X
ωx
〉Is
Λ,{J∗A},β
,
with J∗A = 2
−|A|J1A.
The statement can be easily recovered by recalling that the classical Ising
model can be recovered as a particular case of the quantum XY model (not of
the classical one!) and by using Corollary 5.3. Interestingly this result has been
extended to any value of the spin [66]. We define the spontaneous magnetisation
m#(β) at inverse temperature β by
mIs(β)2 = lim inf
Λ↗Zd
1
|Λ|2
∑
x,y∈Λ
〈ω1xω1y〉IsΛ,β, (5.69)
mqu(β)2 = lim inf
Λ↗Zd
1
|Λ|2
∑
y∈Λ
〈S1xS1y 〉quΛ,β. (5.70)
We define the critical temperature T#c = 1/β
#
c as
β#c = sup
{
β > 0 : m#(β) = 0
}
, (5.71)
where β#c ∈ (0,∞]. For quantum XY and Ising models with pair interaction the
next statement follows straightforwardly from Theorem 5.6.
Corollary 5.4. The critical temperatures satisfy
T quc ≤ 14T Isc .
5.3.2 Infinite volume limit of correlation functions
In this section we provide a result from [9] potentially very useful in the study of
the infinite volume Gibbs state for the spin-12 quantum XY model. As explained
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in Chapter 3, the definition and existence of the infinite volume Gibbs state for
quantum models is highly non trivial. We show here that for the quantum XY
model with s = 12 the infinite volume limit of certain correlations is well defined
for a suitable Gibbs state with +-boundary conditions. Though this result is only
partial, we hope that this could a be first step in the definition of the infinite volume
Gibbs state of this model.
Throughout this section we assume that the interaction has finite range (re-
call the definition form Chapter 3), and we denote by R the range of the interaction.
The inverse temperature β is set to be equal to 1 since it does not play any role,
and we drop any dependency on it in the notation.
Our first step is to introduce a well defined finite volume Gibbs state which
describes +-boundary conditions. In order to do so, we enlarge our lattice Λ by R
and define ΛR = {x ∈ Zd : d(x,Λ) ≤ R}. The external layer of ΛR is defined as
∂RΛ = ΛR\Λ. We set a positive magnetic field η in the 1-direction in ∂RΛ. The
new hamiltonian is then the following operator acting on HΛR = ⊗x∈ΛRC2
HηΛR = −
∑
A⊂ΛR
(
J1A
∏
x∈A
S1x + J2A
∏
x∈A
S2x
)
− η
∑
x∈∂RΛ
S1x. (5.72)
The new Gibbs state is defined as
〈a〉ηΛR =
1
ZηΛR
Tr a e
−HηΛR with ZηΛR = Tr e
−HηΛR (5.73)
for any observable a. For an infinite magnetic field, this should describe the finite
volume Gibbs state with +-boundary conditions in the first spin direction. The
following theorem states that such a limit exists.
Proposition 5.1 (Finite volume Gibbs state with +-boundary conditions). Let a
be an observable acting on HΛ = ⊗x∈ΛC2. Then the limit limη→∞〈a〉ηΛR exists –
where a has been identified with a⊗ 1∂RΛ acting on HΛR . We denote the limit with
〈a〉+Λ . Moreover:
〈a〉+Λ =
Tr ae−H
+
Λ
Tr e−H
+
Λ
,
where the traces are on HΛ and H+Λ is the following operator on HΛ:
H+Λ = −
∑
A⊂Λ
J1A
∏
x∈A
S1x + J3A
∏
x∈A
S3x −
∑
A⊂ΛR:
A∩ΛR 6=0
2−|A∩∂RΛ|J1A
∏
x∈A∩Λ
S1x.
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Proof. Let us shift HηΛR by a constant, since this does not affect the Gibbs state:
〈a〉ηΛ =
Tr ae
−HηΛR−
η
2
|∂RΛ|
Tr e
−HηΛR−
η
2
|∂RΛ| . (5.74)
We can apply Trotter formula (see Appendix A) and find
lim
η→∞Tr ae
−HηΛR−
η
2
|∂ΛR|
= lim
η→∞ limk→∞
Tr a
1 + 1
k
∑
A⊂ΛR
(
J1AS1A + J2AS2A
) e ηk ∑x∈∂RΛ(S1x− 12)
k . (5.75)
Notice that we can invert the order of the limits and define the projector Px for any
x ∈ Λ:
Px = lim
η→∞ e
η(S1x− 12 ). (5.76)
It is straightforward to check that this operator projects on the the eigenstate with
eigenvalue 12 of the spin matrix S1 at site x ∈ Λ. Then
lim
η→∞Tr ae
−HηΛR−
η
2
|∂ΛR| = lim
k→∞
Tr a
1 + 1
k
∑
A⊂ΛR
J1AS1A + J2AS2A
P∂RΛ
k ,
(5.77)
where we have introduced the notation P∂RΛ =
∏
x∈∂RΛ Px. Notice that
P∂RΛS1AP∂RΛ = 2−|A∩∂RΛ|S1A∩ΛP∂RΛ,
P∂RΛS2AP∂RΛ = 0 if A ∩ ∂RΛ 6= ∅.
(5.78)
This implies that
lim
η→∞Tr a e
−HηΛR−
η
2
|∂ΛR| = lim
k→∞
Tr a
(
1− 1
k
H+Λ
)k
= Tr a e−H
+
Λ . (5.79)
Notice that if J1A = J
2
A for any A ⊂ Λ (i.e. for the general XX model), the
infinite volume limit of the state 〈·〉+Λ at low temperature is expected to be extremal
and describe the state with magnetisation along the first direction of spin. Though
the existence of the infinite volume limit is far from being proved, we now provide
a partial result in this direction, namely the existence of certain infinite volume
correlation functions.
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Theorem 5.7. The limit limΛ↗Zd〈SiA〉+Λ exists and is finite for any i ∈ {1, 2} and
A ⊂ Λ.
Proof. We can generalise the setting described so far and for any Λ′ ⊃ Λ we can
define
HηΛ,Λ′ = −
∑
A⊂Λ′R
(
J1AS1A + J2AS2A
)− η ∑
x∈Λ′R\Λ
S1x. (5.80)
This hamiltonian acts on HΛ′R . The idea is precisely the same one as discussed
above, and it is straightforward to check that:
〈a〉+Λ = limη→∞
Tr a e
−Hη
Λ,Λ′
Tr e
−Hη
Λ,Λ′
. (5.81)
Notice that by Corollary 5.3 we have that
Tr S1A e
−Hη
Λ,Λ′
R
Tr e
−Hη
Λ,Λ′
R
≥ Tr S
1
A e
−Hη
Λ′
R
Tr e
−Hη
Λ′
R
(5.82)
By taking the limit η →∞ for both sides of the inequality, we have
〈S1A〉+Λ ≥ 〈S1A〉+Λ′ . (5.83)
〈S1A〉+Λ is thus a bounded nonincreasing sequence, so the limit exists and is finite.
The same result can be proved for 〈S2A〉+Λ , with the only difference that by Corollary
5.3 this sequence is nondecreasing instead of nonincreasing.
5.3.3 Quenched and annealed averages in the quantum XY model
An interesting problem is the behaviour of lattice spin systems with some sort
of disorder. The idea is to study what happens to usual statistical mechanical
models when some coupling constants or the magnetic field do not take a fixed value
anymore, but are considered to be random variables (see e.g. the reviews [58, 15]).
There are two possible ways of considering averages in this random setting, the so
called annealed and quenched averages. In the first case, the average with respect
to the disorder is taken before the thermodynamic one. In the second case, we
first freeze the disorder and calculate the Gibbs state with it, and the average with
respect to the randomness is then calculated afterwards. From a physical point
of view, the quenched average is the most interesting one, but it is also the most
complicated to handle. The annealed averaging on the other hand retains some
appeal thanks to its simplicity.
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In this section we are interested in the relationship between quenched and
annealed averages for the quantum XY model with random coupling constants along
one of the two directions of spin. In particular we focus on correlators for the
quantum spin-12 XY model on a lattice Λ with hamiltonian H
qu
Λ defined in Eq.
(5.36).
Assume that the coupling constants {J1X}X⊂Λ are non-negative and inde-
pendently (but not necessarily identically!) distributed random variables. For any
X ⊂ Λ we denote with νX the probability distribution of J1X . Let J1 denote the set
of all coupling constants along the first axis. Then for any function of these coupling
constants, f(J1), the average of f with respect to the probability distributions of
the {J1X}X⊂Λ is denoted by
EJ1(f) =
∫ ∏
X⊂Λ
dνX(J
1
X)f(J
1). (5.84)
We now turn to quenched and annealed averages. Given any observable a on HΛ,
they are defined respectively as
〈a〉AΛ,β =
1
EJ1
(
ZquΛ,β
)EJ1(Tr a e−βHquΛ ) = 1
EJ1
(
ZquΛ,β
)EJ1 (ZquΛ,β〈a〉quΛ,β) ,(5.85)
〈a〉QΛ,β = EJ1
(
1
ZquΛ,β
Tr a e−βH
qu
Λ
)
= EJ1
(
〈a〉quΛ,β
)
. (5.86)
We are able to provide an inequality between this two quantities, as stated in the
following theorem.
Theorem 5.8. Let HΛ be the Hamiltonian of the quantum XY model with spin-
1
2
on a lattice Λ ⊂⊂ Zd, as defined in Eq. (5.36). If the coupling constants along
the first axis {J1X}X⊂Λ are non negative indipendently distributed random variables,
then 〈∏
x∈A
S1x
〉A
Λ,β
≥
〈∏
x∈A
S1x
〉Q
Λ,β
∀A ⊂ Λ, (5.87)
〈∏
x∈A
S2x
〉A
Λ,β
≤
〈∏
x∈A
S2x
〉Q
Λ,β
∀A ⊂ Λ. (5.88)
A similar result was proved in [72] for the nearest neighbours Ising model
with random couplings. Before turning to turning to the proof of the theorem, we
introduce a necessary lemma, the so called Harris inequality. This very well known
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result takes its name from the mathematician who first introduced it in his study
of percolation [37]. We introduce it here in a more general context (see for example
[72]).
Lemma 5.6 (Harris inequality). Let f, g : Rn → R. Let f, g be monotonic in each
of their variable, and assume that, for any i ∈ {1, . . . , n}, f and g are both non-
decreasing (or nonincreasing) in xi. Let p(x1, . . . , xn) be a factorisable probability
distribution: p(x1, . . . , xn) =
∏n
k=1 pk(xk). Then, with respect to this distribution
E(fg) ≥ E(f)E(g).
Proof of Lemma 5.6. The proof goes by induction on the number of variables (n).
Consider the case n = 1, that is, f and g depend on only one variable. Then∫
R
∫
R
[f(x)− f(y)] [g(x)− g(y)] p(x)p(y)dxdy ≥ 0, (5.89)
due to the monotonicity property of f and g, which implies that [f(x)− f(y)] and
[g(x)− g(y)] have the same sign for any x, y ∈ R. The inequality for n = 1 follows
with some algebra. Suppose now that the statement holds for n = k − 1 for some
k ∈ N. We want to prove that it implies it holds for n = k. We have:
∫
Rk
f(x1, . . . , xk)g(x1, . . . , xk)
k∏
l=1
pl(xl)dxl
≥
∫
Rk−1
k−1∏
l=1
pl(xl)dxl
(∫
R
∫
R
f(x1, . . . , xk−1, x)g(x1, . . . , xk−1, y)pk(x)pk(y)dxdy
)
≥
(∫
Rk
f(x1, . . . , xk)
k∏
l=1
pl(xl)dxl
)(∫
Rk
g(y1, . . . , yk)
k∏
l=1
pl(yl)dyl
)
(5.90)
We go from the first to the second line using the result for n = 1 and from the
second to the last by the induction hypothesis.
Notice that if one of the functions f and g in Lemma 5.6 is nondecreasing
and the other is nonincreasing, the inequality holds with the opposite sign. We now
turn to the proof of Theorem 5.8.
Proof of Theorem 5.8. We work with the rotated hamiltonian with interaction in the
1-3 direction, see Eq. (5.40). We thus prove the result for correlations along the 1st
and 3rd direction of spin. In order to prove the theorem, we need to apply Lemma 5.6
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to suitable functions, which should have the right monotonicity properties. Firstly,
let us consider the partition function ZquΛ,β. For any X ⊂ Λ we have:
1
β
∂
∂J1X
ZquΛ,β = Tr
∏
x∈X
S1x e−βH
qu
Λ = ZquΛ,β
〈∏
x∈X
S1x
〉qu
Λ,β
≥ 0. (5.91)
The inequality above holds since we are considering the trace of a matrix with non-
negative elements. Secondly, let us focus on the correlation function
〈∏
x∈Y S1x
〉qu
Λ,β
.
For any X,Y ⊂ Λ we have, by Corollary 5.3:
∂
∂J1X
〈∏
x∈Y
S1x
〉qu
Λ,β
≥ 0. (5.92)
This shows that both the partition function ZquΛ,β and the correlation function〈∏
x∈Y S1x
〉qu
Λ,β
are non decreasing function of the coupling constants J1X for any
X ⊂ Λ. On the other hand, again by Corollary 5.3, for any X,Y ⊂ Λ
∂
∂J1X
〈∏
x∈Y
S3x
〉qu
Λ,β
≤ 0, (5.93)
i.e.
〈∏
x∈Y S3x
〉qu
Λ,β
is a non increasing function of the coupling constant J1X for any
X,Y ⊂ Λ. The following is then a straightforward application of Lemma 5.6, given
Eq.s (5.91) and (5.92): for any X ⊂ Λ
〈∏
x∈X
S1x
〉A
Λ,β
=
1
EJ1
(
ZquΛ,β
)EJ1
ZquΛ,β
〈∏
x∈X
S1x
〉qu
Λ,β

≥ E
(〈∏
x∈X
S1x
〉)
=
〈∏
x∈X
S1x
〉Q
.
(5.94)
Analogously from Lemma 5.6 and Eq.s (5.91) and (5.93) we get that, for any X ⊂ Λ:
〈∏
x∈X
S3x
〉A
Λ,β
=
1
EJ1
(
ZquΛ,β
)E
ZΛ〈∏
x∈X
S3x
〉qu
Λ,β

≤ EJ1
〈∏
x∈X
S3x
〉qu
Λ,β
 = 〈∏
x∈X
S3x
〉Q
Λ,β
.
(5.95)
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Chapter 6
Classical spin systems and
random loop representations
Random loop models is the expression generally used to denote models of interacting
closed paths on a lattice. There is a great variety of them and they arise in differ-
ent contexts and in different fields of mathematics and physics. Interestingly, many
statistical mechanical models both in the classical and quantum setting are deeply
linked to certain loop models, and much effort has been devoted to explore this rela-
tionship [14, 77, 4, 81, 63, 65, 78]. In this chapter we focus on O(n) spin systems and
their representation in terms of gases of interacting random loops. Firstly, we review
the celebrated Brydges-Fro¨hlich-Spencer representation, a random loop formulation
of O(n) models proposed in the seminal work [14]. We then propose an alterna-
tive representation which takes inspiration from the random current representation
proposed for the Ising model [1], and we show that these two representations are
equivalent. The last section is devoted to reformulating some correlation functions
for O(n) models in terms of loop properties. The results presented in this chapter
are part of a work in progress yet to be published.
6.1 O(n) spin systems
As we have seen in Chapter 2, O(n) models are a class of statistical mechanical
models which enjoy a O(n) symmetry. We briefly recall here their definition. Let
(Λ, E) be the lattice, with Λ ⊂⊂ Zd the set of sites and E the set of edges, and let
n ∈ N, n ≥ 1. On each site of the lattice let there be a spin, that is a unit vector in
Rn: ~ϕx ∈ Sn−1 ∀x ∈ Λ. The spins interact via a rotation invariant hamiltonian: for
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any spin configuration ϕ = {~ϕx}x∈Λ
H
O(n)
Λ (ϕ) = −
1
2
∑
x,y∈Λ
Jxy ~ϕx · ~ϕy. (6.1)
Jxy is a non negative coupling constant for any x, y ∈ Λ. In particular, we assume
it has the following form, ensuring only nearest neighbours interactions:
Jxy = Jyx
{
≥ 0 if (x, y) ∈ E ,
= 0 otherwise.
(6.2)
The partition function of the model is then defined in the usual way as
Z
O(n)
Λ =
∫
(Sn−1)Λ
∏
x∈Λ
d~ϕx e
−HO(n)Λ (ϕ). (6.3)
Here d~ϕ is the (unormalised) uniform measure over Sn−1. Notice the we have as-
sumed β = 1, and we use this convention for the rest of this chapter, dropping any
dependency on β in the notation. The finite volume Gibbs state is defined in the
usual way:
〈f〉nΛ =
1
Z
O(n)
Λ
∫
(Sn−1)Λ
∏
x∈Λ
d~ϕx f(ϕ) e
−HO(n)Λ (φ), (6.4)
with f any local function over the configuration space. Notice that we are con-
sidering free boundary conditions i.e. there is no interaction at the boundary of
Λ.
6.2 The Brydges-Fro¨hlich-Spencer representation of O(n)
models
O(n) models are of great importance in statistical mechanics and have been very
broadly studied (see [23] for a recent review and references therein). We are partic-
ularly interested in the work by Brydges, Fro¨hlich and Spencer [14], which provides
an explicit link between a class of loop models and O(n) spin systems and has been
sucessfully exploited in the literature [24, 20]. This map, which takes the name of
BFS representation, is reviewed in this section. Let us first introduce some necessary
notation for loops.
Definition 6.1 (Loops). Let Λ ⊂⊂ Zd. A loop γ of length ` ∈ N is a collection
of sites γ = (x1, x2, . . . , x`) with xi ∈ Λ and (xi, xi+1) ∈ E ∀ i ∈ {1, . . . , `}, with
x`+1 = x1. We identify loops that are the cyclical permutation one of the other –
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(x1, . . . , x`−1, x`) and (x`, x1, . . . , x`−1) are the same object. Moreover we identify
loops in which the sites are the same but in reversed order, i.e. (x1, x2, . . . , x`) and
(x`, x`−1, . . . , x1) are the same object. The length of a loop is usually denoted as
`(γ).
We adopt a slightly different notation from the one of the original paper [14]:
we choose to use unoriented loops, instead of oriented as in [14]. The set of all such
loops in the lattice Λ is denoted by ΓΛ. We also define open paths:
Definition 6.2 (Open paths). Let Λ ⊂⊂ Zd. An open path ω of length ` ∈ N
is a collection of sites ω = (x1, x2, . . . , x`) with xi ∈ Λ for all i ∈ {1, . . . , `} and
(xi, xi+1) ∈ E ∀ i ∈ {1, . . . , `− 1}.
Notation. For any path ω with starting point x1 = x and ending point x` = y we
write ω : x→ y.
It is evident that loops and paths can intersect with themselves and go
through the same site of the lattice an arbitrary number of times. This is mea-
sured by the so called local time.
Definition 6.3 (Local time). Let η = (x1, x2, . . . , x`) be a loop or a path of length
` ∈ N in Λ ⊂⊂ Zd. The local time nx(η) is the number of times η hits site x ∈ Λ:
nx(η) = |{j ∈ {1, . . . , `} : xj = x}|.
Analogously, the edge local time counts how many times a loop goes through
a given edge.
Definition 6.4 (Edge local time). Let γ = (x1, x2, . . . , x`) be a loop of length ` ∈ N
in Λ ⊂⊂ Zd. Given e ∈ E, the edge local time is defined as te(γ) = |{i ∈ {1, . . . , `} :
(xi, xi+1) = e}|, with the convention that x`+1 = x1.
Loops have the additional feature that in principle they can “go in circles”
and wind up on themselves – it is then necessary to introduce a winding number for
loops.
Definition 6.5 (Winding number). Let γ be a loop in (Λ, E). If it is constituted
by a repeated sequence of sites, the winding number W (γ) is the number of times
the sequence is repeated. The repeated sequence – which is itself a loop with winding
number 1 – is called elemental loop, and we denote it by γˆ.
Example 6.1. Let γ be a loop of this sort: γ = (x1, x2, x3, x4, x1, x2, x3, x4) with
(xi, xi+1) ∈ E for i = {1, 2, 3} and (x1, x4) ∈ E ; also, x1 6= x3 (or x2 6= x4). Then
W (γ) = 2. The elemental loop of γ is γˆ = (x1, x2, x3, x4).
73
Remark. Notice that for any loop `(γ) = W (γ)`(γˆ). Analogously for any loop
γ ∈ ΓΛ and for any edge e ∈ E we have te(γ) = W (γ)te(γˆ).
Remark. Notice that there are many possible ways of formulating the same loop,
due to the invariance under cyclicity and reflection. In particular, if a loop has
length `(γ), winding number W (γ), and `(γˆ) > 2 (i.e. γ does not live on an edge
going back and forth between the two vertices of the edge) there are 2 `(γ)W (γ) equivalent
ways of writing down the same loop. The factor 2 is due to the fact that we can
choose two orientations (clockwise or counterclockwise), while the factor `(γ)W (γ) counts
the number of possible choices of starting point i.e. the number of distinct cyclic
permutations given a certain orientation. In case `(γˆ) = 2 the factor 2 disappears
because a change in the orientation is equivalent to a cyclic permutation.
Given a loop or a path, we can define explicitly a weight in terms of the
coupling constants of the O(n) model defined in Eq. (6.2).
Definition 6.6 (Weight of a path/loop). Let Λ ⊂⊂ Zd with set of edges E, and let
η be an open path or a loop of length ` ∈ N: η = (x1, x2, . . . , x`). Let {Jxy}(x,y)∈E
be coupling constants for a O(n) model as defined in Eq. (6.2). The weight of η is
defined as
J (η) =
`−1∏
i=1
Jxixi+1
if η is an open path and
J (η) =
∏`
i=1
Jxixi+1 with x`+1 = x1
if η is a loop.
We can now prove that the partition function of O(n) models can be refor-
mulated as the partition function for a gas of interacting loops.
Theorem 6.1 (Random loop representation of O(n) models [14]). Z
O(n)
Λ can be
reformulated as follows:
Z
O(n)
Λ =
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
x∈Λ V(nx),
with nx =
∑k
i=1 nx(γi) for any loop configuration with k loops. V is the potential
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describing the local interaction amongst loops and has explicit form
e−V(nx) =
(
1
2
)nx 2pi n2
Γ
(
nx +
n
2
) .
Here Γ is the Gamma function:
Γ(q) =
∫ ∞
0
dt tq−1e−t.
In order to discuss the proof, we need the following Lemma [14].
Lemma 6.1. Let J be the matrix of coupling constants defined in Eq. (6.2) and L
be a diagonal matrix of the following form:
Luv = λuδuv with λu 6= 0 ∀u, v ∈ Λ.
Assume ‖L−1J‖ < 1. Then
det (L− J)−1 =
(∏
x∈Λ
λ−1x
)
exp
∑
γ∈ΓΛ
J (γ)
W (γ)
21(`(γˆ)>2)
∏
y∈Λ
λ
−ny(γ)
y
 .
Proof of Lemma 6.1. Recall that for any square matrix A we have
det eA = eTr A. (6.5)
Then by the properties of the determinant we have
det(L− J)−1 = (detL)−1 (det(1− L−1J))−1
= (detL)−1 exp
(−Tr log(1− L−1J))
= (detL)−1 exp
∑
k≥1
1
k
Tr
(
L−1J
)k
= (detL)−1 exp
∑
k≥1
1
k
∑
x1,...,xk
λ−1x1 Jx1x2λ
−1
x2 . . . λ
−1
xk
Jxkx1
 .
(6.6)
Notice that the hypothesis ‖L−1J‖ < 1 is necessary for the right hand side to
converge. In the expression above we have used the explicit formulation of L and
the power series for the logarithm. By reformulating the expression above through
75
loops we get
det(L− J)−1 = (detL)−1 exp
∑
γ∈ΓΛ
J (γ)
W (γ)
21(`(γˆ)>2)
∏
x∈Λ
λ−nx(γ)x
 . (6.7)
The result is thus proved. The expression above follows from the fact that the sites
in the sum in the last line of Eq. (6.6) are ordered – thus each loop appears in every
possible variant due to cyclicity and orientation.
Remark. Notice that the condition ‖L−1J‖ < 1 is fulfilled if
|λu| >
∑
v∈Λ
Juv ∀u ∈ Λ. (6.8)
Proof of Theorem 6.1. Recall the integral representation of the delta function:
δ(q) =
1
2pi
∫
R
dt e−itq ∀q ∈ R. (6.9)
Let us consider the line in the complex plane defined as C = {z ∈ C : =z = −λ},
with λ chosen big enough so that Eq. (6.8) holds with λu = λ ∀u ∈ Λ. By a change
of variable we have that
δ(q) =
eλ
2pi
∫
C
dz e−izq. (6.10)
It is convenient to reformulate the partition function in the following way:
Z
O(n)
Λ =
∫
(Rn)Λ
∏
x∈Λ
d~ϕx δ (~ϕx · ~ϕx − 1) e−H
O(n)
Λ (ϕ). (6.11)
By introducing the delta function in the integral above, each spin vector is now
integrated over the whole Rn. This will allow us to reformulate the partition func-
tion in terms of Gaussian integrals, whose solution is standard. By the integral
representation of the delta function in Eq. (6.10) we have
Z
O(n)
Λ =
∫
(Rn)Λ
∏
y∈Λ
d~ϕy
∏
x∈Λ
eλ
2pi
∫
C
dzx e
izx e−
1
2
∑
u,v∈Λ(2izuδuv−Juv)~ϕu·~ϕv . (6.12)
We can now proceed with the Gaussian integration in the variables {~ϕy}y∈Λ. Notice
that the choice of expressing the δ function as in Eq. (6.10) allows us to use Lemma
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6.1 and find
Z
O(n)
Λ =(2pi)
|Λ|n
2
∑
k≥0
1
k!
(n
2
)k ∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
21(`(γˆi)>2)
·
∏
x∈Λ
eλ
2pi
∫
C
dzxe
izx(2izx)
−nz−n2 .
(6.13)
Notice that by the definition of the Gamma function
(2iz)c =
1
Γ(c)
∫ ∞
0
dt tc−1e−2izt. (6.14)
This implies that
Z
O(n)
Λ = (2pi)
|Λ|n
2
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
·
∏
x∈Λ
1
Γ
(
nx +
n
2
) eλ
2pi
∫ ∞
0
dtx
∫
C
dzx e
−izx(2tx−1)tnx+
n
2
−1
x .
(6.15)
Applying once again the integral representation of the delta function from Eq. (6.10)
we find
Z
O(n)
Λ = (2pi)
n
2
|Λ|∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
·
∏
x∈Λ
(
1
2
)nx+n2−1 1
Γ
(
nx +
n
2
)
= (2pi
n
2 )|Λ|
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2) ∏
x∈Λ
(
1
2
)nx 1
Γ
(
nx +
n
2
) .
(6.16)
By the definition of the potential V the result is proved.
This result shows an exact correspondence between the partition functions
of O(n) systems and the ones for a family of gases of interacting random loops. This
kind of statement can be generalised also to 2j-point correlation functions, which are
related to a gas of loops and paths together. In order to formulate this statement,
we need to introduce some notation.
Notation. Let j ∈ N. We denote by P2j the set of all possible pairings of the
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elements of the set {1, 2, . . . , 2j}:
P2j =
{{{k1,m1}, . . . , {kj ,mj}} : ki,mi ∈ {1, . . . , 2j} ∀i,
{kl,ml} ∩ {ki,mi} = ∅ ∀l 6= i,
⋃
i
{ki,mi} = {1, . . . , 2j}
}
,
(6.17)
with the convention that the order of the {kj ,mj} does not matter. Notice that
|P2j | = (2j)!2jj! = (2j − 1)!!. Given p ∈ P2j we denote by ki(p),mi(p) the elements
constituting the i-th pair of the pairing p.
Example 6.2. The set of possible pairings of four elements is
P4 =
{{{1, 2}, {3, 4}},{{1, 3}, {2, 4}},{{1, 4}, {2, 3}}}. (6.18)
We can now express the 2j-point correlation function for the spin O(n) model
as the partition function of a gas of interacting loops and paths.
Theorem 6.2 (2j-point correlation function [14]). Let j ∈ N. Let x1, . . . , x2j ∈ Λ
and α1, . . . , α2j ∈ {1, 2, . . . , n}. Then
Z
O(n)
Λ 〈ϕα1x1 . . . ϕ
α2j
x2j 〉nΛ =
∑
p∈P2j
∑
ω1,...,ωj :
ωi:xki(p)→xmi(p)
∀i∈{1,...,j}
j∏
i=1
J (ωi)δαxki(p) ,αxmi(p)
·
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
x∈Λ V(nx)
with V the potential describing the local interaction between loops and paths of the
form:
e−V(nx) =
(
1
2
)nx 2pi n2
Γ
(
nx +
n
2
)
Here for any site x, nx =
∑j
i=1 nx(ωi) +
∑k
l=1 nx(γl) for any configuration with
k loops and j paths. ϕαx with α ∈ {1, . . . , n} is the α-th component of the vector
~ϕx ∈ Rn.
The paths appearing on the right hand side are only those between pairs of
sites such that the spins in the 2j-point correlation functions appear in the same
component in those two sites.
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Example 6.3. From Theorem 6.2 we have that:
Z
O(n)
Λ 〈ϕ1xϕ1y〉nΛ =
∑
ω:x→y
J (ω)
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
x∈Λ V(nx).
(6.19)
Before turning to the proof of Theorem 6.2, we need the following lemma.
Lemma 6.2. Let L and J be as in Lemma 6.1 with ‖L−1J‖ < 1. Then
(
(L− J)−1)
xy
=
∑
ω:x→y
J (ω)
∏
z∈Λ
λ−nz(ω)z .
Proof. Notice that (L − J)−1 = (1 − L−1J)−1L−1. Moreover, since ‖L−1J‖ < 1
the following power series converges: (1− L−1J)−1 = ∑k≥0(L−1J)k. Since L (and
hence L−1) is diagonal
(
(L− J)−1)
xy
=
∑
k≥0
(
(L−1J)k
)
xy
L−1yy . (6.20)
If k = 0, then (L−1J)k = 1. If k >0 we have that(
(L−1J)k
)
xy
=
∑
u1,...,uk
L−1xu1Ju1u2 . . . L
−1
uk−1ukJuky (6.21)
Since L is diagonal we have:(
(L−1J)k
)
xy
=
∑
u1,...,uk∈Λ
u1=x
L−1u1u1Ju1u2 . . . L
−1
ukuk
Juky. (6.22)
Then (
(L− J)−1)
xy
=
∑
k≥0
∑
u1,...,uk+1:
u1=x, uk+1=y
k∏
i=1
Juiui+1
k+1∏
j=1
L−1ujuj . (6.23)
By the explicit form of J and L we get(
(L− J)−1)
xy
=
∑
k≥0
∑
ω:x→y
`(ω)=k+1
J (ω)
∏
z∈Λ
λ−nz(ω)z
=
∑
ω:x→y
J (ω)
∏
z∈Λ
λ−nz(ω)z .
(6.24)
We are now ready to discuss the proof of Theorem 6.2.
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Proof. Recall that
Z
O(n)
Λ 〈ϕα1x1 . . . ϕ
α2j
x2j 〉nΛ =
∫
(Rn)Λ
∏
x∈Λ
d~ϕx δ(~ϕx · ~ϕx − 1)ϕα1x1 . . . ϕ
α2j
x2j e
−HO(n)Λ . (6.25)
As in the previous case we can use the representation of the delta function as
an integral over a suitably chosen contour C in the complex plane (see Eq. (6.10))
and find
Z
O(n)
Λ 〈ϕα1x1 . . . ϕ
α2j
x2j 〉nΛ =
∫
(Rn)Λ
∏
y∈Λ
d~ϕy
·
∏
x∈Λ
eλ
2pi
∫
C
dzx e
izx e−
1
2
∑
u,v∈Λ Muv ~ϕu·~ϕvϕα1x1 . . . ϕ
α2j
x2j ,
(6.26)
where Muv = (2izuδuv − Juv). We can now perform the Gaussian integration and
integrate over {~ϕx}x∈Λ. In order to do so we use the following well known result
about Gaussian integrals for matrices: let F (ϕ) be some polynomial of various
components of the spins {~ϕx}x∈Λ. Then for any x ∈ Λ, any α ∈ {1, . . . , n}∫
(Rn)Λ
∏
y∈Λ
d~ϕy e
− 1
2
∑
u,v∈Λ Muv ~ϕu·~ϕv ϕαx F (ϕ)
=
∫
(Rn)Λ
∏
y∈Λ
d~ϕy e
− 1
2
∑
u,v∈Λ Muv ~ϕu·~ϕv
∑
w∈Λ
(
M−1
)
yw
∂
∂ϕαw
F (ϕ).
(6.27)
By applying this repeatedly to Eq. (6.26) we find
Z
O(n)
Λ 〈ϕα1x1 . . . ϕ
α2j
x2j 〉nΛ =
∫
(Rn)Λ
∏
y∈Λ
d~ϕy
∏
x∈Λ
eλ
2pi
∫
C
dzx e
izx
· e− 12
∑
u,v∈Λ Muv ~ϕu·~ϕv
∑
p∈P2j
j∏
i=1
(
M−1
)
xki(p)xmi(p)
.
(6.28)
By applying Lemma 6.2 in order to have an explicit expression for M−1 we find
Z
O(n)
Λ 〈ϕα1x1 . . . ϕ
α2j
x2j 〉nΛ =
∑
p∈P2j
j∏
i=1
∑
ωi:xki(p)→xmi(p)
J (ωi)δαki(p),αmi(p)
·
∫
(Rn)Λ
∏
y∈Λ
d~ϕy
∏
x∈Λ
eλ
2pi
∫
C
dzx e
izx(2izx)
−∑ni=1 nx(ωi)e− 12∑u,v∈Λ Muv ~ϕu·~ϕv .
(6.29)
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We can now perform the Gaussian integration and by Lemma 6.1 we have
Z
O(n)
Λ 〈ϕα1x1 . . . ϕ
α2j
x2j 〉nΛ = (2pi)|Λ|
n
2
∑
p∈P2j
j∏
i=1
∑
ωi:xki(p)→xmi(p)
J (ωi)δαki(p),αmi(p)
·
∑
k≥0
1
k!
(n
2
)k ∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
21(`(γˆi)>2)
∏
x∈Λ
eλ
2pi
∫
C
dzxe
izx(2izx)
−nx−n2 .
(6.30)
Here we have introduced the notation nx =
∑k
i=1 nx(γi) +
∑j
i=1 nx(ωi). The result
now follows rewriting the powers of {zx}x∈Λ via
(2iz)c =
1
Γ(c)
∫ ∞
0
dz zc−1e−2izt (6.31)
and then integrating over {zx}x∈Λ as in the proof of Theorem 6.1.
6.2.1 BFS as a measure over loop configurations
So far we have examined correlation functions and partition functions for O(n)
models as partition functions of gases of random loops and paths. We now aim to
define a measure over loops with Z
O(n)
Λ as normalisation. Recall that by Theorem
6.1
Z
O(n)
Λ =
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
x∈Λ V(nx) (6.32)
with
e−V(nx) =
(
1
2
)nx 2pi n2
Γ
(
nx +
n
2
) . (6.33)
In the expression above, each configuration can have an arbitrarily high number
of loops (i.e. we sum over all possible values of k ∈ N, which counts how many
loops there are in a configuration), and the same loop can appear more than once
in the same configuration. In order to make this more precise, we need to define a
configuration space for loops as follows.
Definition 6.7 (Loop configurations and occupation numbers). The set of all pos-
sible loop configurations on (Λ, E) is
RΛ =
{rγ}γ∈ΓΛ : rγ ∈ N ∀γ ∈ ΓΛ, ∑
γ∈ΓΛ
rγ <∞
 .
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We introduce the notation {rγ}γ∈ΓΛ = r. Given r ∈ RΛ, rγ is called occupation
number of γ.
The idea of the definition above is to have unordered configurations of loops,
where each γ ∈ ΓΛ appears rγ times. The constraint about
∑
γ∈ΓΛ rγ is necessary
since each loop configuration has a finite, though arbitrarily high, number of loops.
It is then easy to check that the following is a well defined and normalised measure
over RΛ:
µnΛ(r) =
1
Z
O(n)
Λ
∏
γ∈ΓΛ
nrγ
rγ !
( J (γ)
W (γ)
)rγ (1
2
)rγ1(`(γˆ)=2)
e−
∑
x∈Λ V(nx(r)), (6.34)
with nx(r) =
∑
γ∈ΓΛ rγnx(γ) and V as in Eq. (6.33). Notice that in this setting,
in a configuration r ∈ RΛ the rγ copies of a loop γ ∈ ΓΛ are indistinguishable.
In the next section we propose a different approach for these loop models where
loops and loop configurations are redefined in such a way that there is no ambiguity
when the same loop appears more than once. In order to do so, the main focus
of this approach is not on the loops themselves, but on the number of times each
edge is occupied by a loop. The idea is inspired by the celebrated random current
representation of the Ising model, introduced by Aizenman [1] and used extensively
in the literature [74, 2, 3]. The next section is therefore devoted to a generalisation
of this very well studied model. See Appendix C for a brief review of the original
random current representation.
6.3 A generalised random current representation for
O(n) models
Let us now introduce some necessary notation. Intuitively, the idea is that on each
edge of the lattice there is a certain number of links.
Definition 6.8 (Link configurations). Let Λ ⊂⊂ Zd be a set of sites with edges E.
A link configuration is a collection of non negative integers m¯ = {me}e∈E . Equiva-
lently, m¯ ∈ NE .
Given m¯ ∈ NE , for any e ∈ E we say that there are me links on it.
Remark. We view a link configuration as a collection of labelled objects attached
to edges. That is, edge e ∈ E contains links 1, 2, . . . , me. Each specific link is
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1Figure 6.1: An example of m¯ such that ∂m¯ = ∅.
then denoted with the notation (e, ne), with ne ≤ me. Labels are necessary for the
pairings introduced below (Def.s 6.11, 6.12).
Definition 6.9 (Local current). For any x ∈ Λ and m¯ ∈ NE , the local current Nx
is the number of links with one ending point in x: Nx =
∑
e∈E: e3xme.
Definition 6.10 (Sources). Given m¯ ∈ NE , x ∈ Λ is a source for m¯ if Nx is odd.
The set of all sources of m¯ is denoted by ∂m¯ = {x ∈ Λ : Nx is odd.}.
See Fig. 6.1 for an example of link configuration with ∂m¯ = ∅. Notice that
configurations with ∂m¯ = ∅ have one very important feature in common with loop
configurations described previously: each site is “touched” by an even number of
links, which is precisely what happens with loops. Indeed, since loops are closed,
every time they go towards a site, they also have to leave it. Of course, link con-
figurations as defined so far are not equivalent to loop configurations because no
trajectory has been specified for loops. In order to make the two pictures more sim-
ilar, one has to specify how to “join” links which have an ending point in common.
Definition 6.11 (Pairings). Let m¯ ∈ NE with ∂m¯ = ∅. A pairing pi for m¯ is a
choice of pairing of the Nx links touching x for each x ∈ Λ. Notice that at each site
x there are (Nx − 1)!! possible choices. The set of all pairings for m¯ is denoted by
Pm¯.
Figure 6.2 helps clarifying this definition. See Figure 6.3 for an example of
pairing for the link configuration depicted in Figure 6.1.
Definition 6.12 (Pairing function). Let m¯ ∈ NE with ∂m¯ = ∅ and pi ∈ Pm¯. Let
(e1, ne1), (e2, ne2) be two links with e1 ∩ e2 6= ∅ and (e1, ne1) 6= (e2, ne2) – i.e. they
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1
Figure 6.2: A link configuration around a site and a possible choice of pairing for
it. Notice that the number of links around the site is even.
are two distinct links with (at least) one site in common. The pairing function
Ppi ((e1, ne1), (e2, ne2)) is defined as:
Ppi ((e1, ne1), (e2, ne2)) =
{
1 if (e1, ne1) and (e2, ne2) are paired by pi;
0 otherwise.
We can now define current configurations.
Definition 6.13 (Current configurations). A current configuration on (Λ, E) is a
choice of a link configuration and a pairing (m¯, pi) with m¯ ∈ NE , ∂m¯ = ∅ and
pi ∈ Pm¯. The set of all possible configurations of this type is denoted by CΛ:
CΛ = {(m¯, pi) : m¯ ∈ NE , ∂m¯ = ∅, pi ∈ Pm¯}.
It is clear that, given (m,pi) ∈ CΛ, loops emerge naturally. See Figure 6.3 for
an example. These loops can be formally defined as follows.
Definition 6.14. Let (m¯, pi) ∈ CΛ. The set of loops τ(m¯, pi) ∈ RΛ is defined as
τ(m¯, pi) = r such that for each γ ∈ ΓΛ, γ = (x1, x2, . . . , x`) there are rγ distinct
sequences ((e1, ne1), . . . , (e`, ne`)) of ` links of (m¯, pi) with the following properties:
1. ((e1, ne1), . . . , (e`, ne`)) is such that, for any i ∈ {1, . . . , `}, ei = (xi, xi+1) with
x`+1 = x1.
2. For any i ∈ {1, . . . , `}, ei ∩ ei+i 6= ∅, (ei, nei) 6= (ei+1, nei+1) and Ppi((ei, nei),
(ei+1, nei+1)) = 1 with (e`+1, ne`+1) = (e1, ne1).
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1Figure 6.3: A possible pairing for m¯ of Figure 6.1. Different loops are depicted in
different colours.
1
(a)
1
(b)
1
(c)
1
(d)
Figure 6.4: (a): example of configuration m¯ with ∂m¯ = ∅. (b),(c),(d): pairings for
m¯ reproduced in (a) which belong to τ−1({r}) for the same r ∈ RΛ.
Notice that, due to the constraint ∂m¯ = ∅ and by the definition of pairing,
each link appears exactly in one loop only. The map defined above τ : CΛ → RΛ is
onto but not one-to-one. Moreover, given r = τ(m¯, pi), me =
∑
γ∈ΓΛ te(γ)rγ , where
te(γ) is the local edge time defined in Def. 6.4. It is then evident that τ
−1({r})
is given by a set of current configurations which have the same link configuration
m¯ ∈ NE but different pairings. See Fig. 6.4 to clarify this. We denote by L(m¯, pi)
the number of loops in (m¯, pi), i.e. given r = τ(m¯, pi), L(m¯, pi) = ∑γ∈ΓΛ rγ . We
now define a suitable measure over CΛ.
Definition 6.15. Let (Λ, E) be a finite lattice. Let {Jxy}(x,y)∈E be non negative
coupling constants as defined in Eq. (6.2). The following measure over CΛ is defined:
νnΛ(m¯, pi) =
1
ZnΛ
nL(m¯,pi)
∏
e∈E
Jmee
me!
e−
∑
x∈Λ V(Nx2 ),
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where V is the following local potential:
e−V(
Nx
2 ) =
(
1
2
)Nx
2 2pi
n
2
Γ
(Nx
2 +
n
2
) .
ZnΛ is the normalisation
ZnΛ =
∑
(m¯,pi)∈CΛ
nL(m¯,pi)
∏
e∈E
Jmee
me!
e−
∑
x∈Λ V(Nx2 ).
In the expressions above, n is a positive parameter.
We are now ready to explore the relationship between µnΛ and ν
n
Λ.
Theorem 6.3. Let Z
O(n)
Λ and ZnΛ be the two normalisations of the measures µnΛ and
νnΛ respectively. Then Z
O(n)
Λ = ZnΛ.
This statement implies that our generalised setting describing links and pair-
ings provides indeed a generalised random current representation for O(n) models.
Remark. In the case n = 1, ZnΛ reduces precisely to the partition function of the
Ising model formulated via the random current representation reviewed in Appendix
C – see Theorem C.1. Our generalised random current representation is thus a novel
result for n ≥ 2.
The next theorem establishes the equivalence between νnΛ and µ
n
Λ in a stronger
sense.
Theorem 6.4. Let τ : CΛ → RΛ be the map described above. Then for any r ∈ RΛ
µnΛ(r) = ν
n
Λ(τ
−1({r})).
The next section is devoted to some necessary lemmas and to the proofs of
these statements. Before getting to the proofs, a remark on the meaning of this
theorem. According to this statement, the map τ : CΛ → RΛ preserves the volumes.
Equivalently, for any r ∈ RΛ the probability of r according to µnΛ is equal to the
probability of τ−1({r}) ⊂ CΛ according to νnΛ. The existence of a map τ with these
properties ensures that these two loop representations are in some sense equivalent.
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6.3.1 Proofs of Theorems 6.3 and 6.4
This section collects the proofs of Theorems 6.3, 6.4 and of some necessary prelimi-
nary results.
The main ingredient necessary for the proofs of Theorems 6.3 and 6.4 is an
explicit estimate of the size of the preimage of the map τ . This is provided by the
following statement.
Theorem 6.5. Let τ : CΛ → RΛ as described above. Then for any r ∈ RΛ
|τ−1({r})| =
∏
e∈E
te(r)!
∏
γ∈ΓΛ
1
rγ !W (γ)rγ
(
1
2
)rγ1(`(γˆ)=2)
,
with te(r) =
∑
γ∈ΓΛ rγte(γ).
Recall that te(γ) is the local edge time, as defined in Def. 6.4. In order to
prove this statement, we need to control what happens in the simpler case when we
are dealing with configurations with one loop only.
Lemma 6.3. Let R1Λ = {r ∈ RΛ :
∑
γ∈ΓΛ rγ = 1}, i.e. R1Λ ⊂ RΛ is the set of loop
configurations with one loop only. Let γ ∈ R1Λ denote the loop configuration with
only a given loop γ ∈ ΓΛ. Then the following statements hold.
(a) If W (γ) = 1 and `(γ) > 2
τ−1({γ}) =
∏
e∈E
te(γ)!.
(b) If W (γ) > 1 and `(γˆ) > 2
τ−1({γ}) = 1
W (γ)
∏
e∈E
te(γ)!.
(c) If `(γˆ) = 2
τ−1({γ}) = (`(γ)− 1)!.
Remark. Notice that the three statements above can be collected together in a
unique expression i.e. for any γ ∈ R1Λ with only the loop γ present,
τ−1({γ}) =
∏
e∈E te(γ)!
W (γ)
(
1
2
)1(`(γˆ)=2)
. (6.35)
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Proof of Lemma 6.3, Statement (a). Let m¯ ∈ NE be such that te(γ) = me for any
e ∈ E . Let us fix arbitrarily a starting point and an orientation (clockwise or
counterclockwise) for the loop γ = (x1, . . . , x`). Each pairing pi ∈ Pm¯ such that
(m¯, pi) ∈ τ−1({γ}) is equivalent to a different peeling of the loop from the link
configuration m¯, where a peeling is defined as the following procedure. Let us
consider the starting point x1 and follow the trajectory of γ by jumping from xi
to xi+1 (with the convention x`+1 = x1) choosing one of the links in the edge
(xi, xi+1), with the constraint that we can not choose the same link twice. This
provides us with a sequence of links ((e1, ne1), . . . , (e`, ne`)) with ei = (xi, xi+1)
and (ei, nei) 6= (ej , nej ) if i 6= j. This is equivalent to the pairing pi such that
Ppi
(
(ei, nei), (ei+1, nei+1)
)
= 1 for any i ∈ {1, . . . , `}. We now need to count how
many such peelings there are. Let us fix an edge e. The first time the peeling hits
it, there are me possible ways of choosing a link. The second time there are me− 1,
since one link has already been chosen. This procedure can be iterated and the
last time the edge is hit by the peeling there is only one link left. By applying this
reasoning to every edge, it is clear that there are
∏
eme! such peelings, hence the
result.
Proof of Lemma 6.3, Statement (b). Let m¯ ∈ NE be such that te(γ) = me for any
e ∈ E . Let us fix arbitrarily a starting point and an orientation (clockwise or
counterclockwise) for the loop γ = (x1, . . . , x`). Let us denote by ˆ` the length
of the elemental loop γˆ i.e. ` = W (γ)ˆ`. Then γ = (x1, . . . , xˆ`, x1 . . . , xˆ`, . . . ).
Moreover, notice that me = W (γ)te(γˆ) for each e ∈ E . A peeling of such a
loop is equivalent to W (γ) successive peelings of the elemental loop γˆ with the
constraint that the links chosen in previous peelings can’t be chosen in the fol-
lowing ones. Doing so we get an ordered sequence of W (γ) sequences of ˆ` links:(
(e1, ne1,1), . . . , (eˆ`, neˆ`,1)
)
, . . . ,
(
(e1, ne1,W (γ)), . . . , (eˆ`, neˆ`,W (γ))
)
. On each edge,
each peeling picks te(γˆ) links. These can then appear in different order inside the
peeling, as described in the proof of Statement (a). This means that there are
∏
e∈E
(
me
te(γˆ) te(γˆ) · · · te(γˆ)︸ ︷︷ ︸
W (γ) times
) W (γ) times︷ ︸︸ ︷
te(γˆ)!te(γˆ)! · · · te(γˆ)! =
∏
e
me! (6.36)
different such peelings of the loop γ. The first factor counts the number of possible
ways to attribute links to each peeling of γˆ, while the second counts the number
of possible ways in which the chosen links appear in a given peeling of γˆ. Each of
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these peelings corresponds to the pairing pi ∈ Pm¯ with (m¯, pi) ∈ τ−1({γ}) such that
Ppi
(
(ei, nei,j), (ei+1, nei+1,j)
)
= 1 for any i ∈ {1, . . . , ˆ`− 1}
and j ∈ {1, . . . ,W (γ)}, (6.37)
Ppi
(
(eˆ`, neˆ`,j), (e1, ne1,j+1)
)
= 1 for any j ∈ {1, . . . ,W (γ)}
with ne1,W (γ)+1 = ne1,1. (6.38)
Notice that the same pairing pi corresponds to W (γ) peelings: for a given se-
quence of W (γ) peelings of γˆ,
(
(e1, ne1,1), . . . , (eˆ`, neˆ`,1)
)
, . . . ,
(
(e1, ne1,W (γ)), . . . ,
(eˆ`, neˆ`,W (γ))
)
, any cyclical permutation of the order of the peelings is equivalent
to the same pairing, due to the condition in Eq. (6.38). There are W (γ) such
permutations. This implies Statement (b).
Proof of Lemma 6.3, Statement (c). Let m¯ ∈ NE such that me = te(γ) for any
e ∈ E . Notice that `(γˆ) = 2 means that γ lives on some edge e∗ = (x1, x2) and
is of the form γ = (x1, x2, . . . , x1, x2), with the pair (x1, x2) repeated W (γ) times.
Hence me = 0 for any e 6= e∗ and me∗ = `(γ) = 2W (γ). In this scenario, the
number of possible pairings pi ∈ Pm¯ such that (m¯, pi) ∈ τ−1({γ}) is the number of
ways of ordering the `(γ) links, identifying all the permutations which are cyclical
transformations one of the other. There are (`(γ) − 1)! such permutations. The
statement is thus proved.
We now have all we need to prove Theorem 6.5.
Proof of Theorem 6.5. Let m¯ ∈ NE such that me = te(r) for all e ∈ E . We need
to evaluate the number of pairings pi ∈ Pm¯ such that (m¯, pi) ∈ τ−1({r}). For any
γ ∈ ΓΛ and any e ∈ E , each of the rγ copies goes through e a number of times equal
to te(γ). So to each copy of each loop γ we can associate te(γ) links on the edge
e. In the configuration r there are
∑
γ∈ΓΛ rγ loops. If we consider them all to be
distinguishable, the number of possible ways of associating links to the loops that
go through them is ∏
e∈E
me!∏
γ∈ΓΛ(te(γ)!)
rγ
. (6.39)
This is not completely correct, though. While different loops are indeed distin-
guishable, copies of the same loop are not, so the total number of possible ways of
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distributing the links among all the loops in r is ∏
γ∈ΓΛ
1
rγ !
(∏
e∈E
me!∏
γ∈ΓΛ(te(γ)!)
rγ
)
. (6.40)
Once that links have been attributed to loops, we can pair them by a peeling pro-
cedure in order to find all the pairings pi ∈ Pm¯ with (m¯, pi) ∈ τ−1({r}). For each
copy of each loop, this is equivalent to examining the situation with one loop only
as described in Lemma 6.3. So we have
τ−1({r}) =
(∏
e∈E
me!∏
γ∈ΓΛ(te(γ)!)
rγ
) ∏
γ∈ΓΛ
|τ−1({γ})|rγ
rγ !
 , (6.41)
where we have denoted by γ the loop configuration in R1Λ with only one copy of the
loop γ. The statement follows from Lemma 6.3.
We are now ready to discuss the proofs of Theorems 6.3 and 6.4.
Proof of Theorem 6.3. Notice that Z
O(n)
Λ can be formulated in terms of loop config-
urations r ∈ RΛ:
Z
O(n)
Λ =
∑
r∈RΛ
∏
γ∈ΓΛ
nrγ
rγ !
( J (γ)
W (γ)
)rγ (1
2
)rγ1(`(γˆ)=2)
e−
∑
x∈Λ V(nx(r)) (6.42)
Recall that for any r ∈ RΛ, all the current configurations such that (m¯, pi) ∈
τ−1({r}) share the same link configuration m¯. Moreover notice that for any (m¯, pi) ∈
τ−1({r}) we have that nx(r) = Nx2 and
∏
e J
me
e =
∏
γ J (γ)rγ . Therefore we have
Z
O(n)
Λ =
∑
m¯∈NE :
∂m¯=∅
∏
e
Jmee
∑
r∈RΛ:∀e∈E
te(r)=me
∏
γ∈ΓΛ
nrγ
rγ !W (γ)rγ
(
1
2
)−rγ1(`(γˆ)=2)
e−
∑
x∈Λ V(Nx2 ).
(6.43)
We can now introduce pairings and find
Z
O(n)
Λ =
∑
m¯∈NE :
∂m¯=∅
∏
e
Jmee
∑
r∈RΛ: ∀e∈E
te(r)=me
∑
pi∈Pm¯:
(m¯,pi)∈τ−1(r)
1
|τ−1({r})|
·
∏
γ∈ΓΛ
nrγ
rγ !W (γ)rγ
(
1
2
)rγ1(`(γˆ)=2)
e−
∑
x∈Λ V(Nx2 ).
(6.44)
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Given the definition of τ this implies
Z
O(n)
Λ =
∑
(m¯,pi)∈CΛ
e−
∑
x∈Λ V(Nx2 ) nL(m¯,pi)
|τ−1({τ(m¯, pi)})|
∏
e∈E
Jmee
·
∏
γ∈ΓΛ
(
1
2
)−r(m¯,pi)γ 1(`(γˆ)=2) 1
W (γ)r
(m¯,pi)
γ r
(m¯,pi)
γ !
,
(6.45)
with r(m¯,pi) = τ(m¯, pi). The result follows from Theorem 6.5.
Proof of Theorem 6.4. Let m¯ ∈ NE such that me = te(r). Then for any r ∈ RΛ
νnΛ({τ−1({r})}) =
1
ZnΛ
∑
pi∈Pm¯:
(m¯,pi)∈τ−1({r})
nL(m¯,pi)
∏
e∈E
Jmee
me!
e−
∑
x∈Λ V(Nx2 ). (6.46)
Notice that L(m¯, pi) is the same for all pi such that (m¯, pi) ∈ τ−1({r}) and is equal
to
∑
γ∈ΓΛ rγ . By the definition of τ , |{pi ∈ Pm¯ : (m¯, pi) ∈ τ−1({r})}| = |τ−1({r})|.
Moreover, recall that for any (m¯, pi) ∈ τ−1({r}), Nx2 = nx(r) for any site x and∏
e J
me
e =
∏
γ J (γ)rγ . Then
νnΛ({τ−1({r})}) =
1
ZnΛ
|τ−1({r})|
∏
γ∈ΓΛ
nrγJ (γ)rγ
∏
e∈E
1
te(r)!
e−
∑
x∈Λ V(nx(r)). (6.47)
By Theorems 6.3 and 6.5, and by the explicit expression of µnΛ in Eq. (6.34)
νnΛ({τ−1({r})}) =
1
Z
O(n)
Λ
∏
γ∈ΓΛ
nrγ
rγ !
J (γ)rγe−
∑
x∈Λ V(nx(r)) = µnΛ(r). (6.48)
The result is thus proved.
6.4 Correlation functions and loops
This section is devoted to a characterisation of certain correlation functions of O(n)
spin systems via loop properties. Though this formulation is not straightforward, it
turns out to be useful in Chapter 7, where we attempt to understand some properties
of loop configurations described by µnΛ. Firstly, we focus on the 2-point correlation
function 〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉nΛ, which can be expressed in terms of loops properties as
follows.
Theorem 6.6. Let µnΛ be the measure over RΛ as in Eq. (6.34), and let EnΛ[·] be
91
the expectation with respect to it. Then for any x1, x2 distinct sites in Λ
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉nΛ =
1
2n
EnΛ
 1(nx1 + n2 ) (nx2 + n2 )
∑
γ∈ΓΛ:
x1,x2∈γ
rγ nx1(γ)nx2(γ)
 .
A similar description in terms of loops can be proved also for the 4-point
correlation function 〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉nΛ.
Theorem 6.7. Let µnΛ be the measure over RΛ as in Eq. (6.34), and let EnΛ[·] be
the expectation with respect to it. Then for any x1, x2, x3, x4 distinct sites in Λ
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉nΛ =
1
4n2
EnΛ
[
4∏
i=1
1
nxi +
n
2
·
( ∑
p∈P4
∑
γ,γ′∈ΓΛ:γ 6=γ′
xk1(p),xm1(p)∈γ,
xk2(p),xm2(p)∈γ′
rγ rγ′ nxk1 (p)(γ)nxm1 (p)(γ)nxk2 (p)(γ
′)nxm2 (p)(γ
′)
+
∑
γ∈ΓΛ:
x1,x2,x3,x4∈γ
f(rγ)
4∏
i=1
nxi(γ) +
n
2
rγW (γ)
(
W (γ) + 2
3
) 4∏
i=1
nxi(γˆ)
)]
,
with
f(rγ) =

0 if rγ = 0, 1;
rγ !! if rγ > 1 and odd;
(rγ − 1)!! if rγ even.
Both these theorems follow from Theorem 6.2. Their proofs are the object
of the next two sections.
6.4.1 Proof of Theorem 6.6
Recall that from Theorem 6.2 we have
Z
O(n)
Λ 〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉nΛ =
∑
ω1:x1→x2
ω2:x2→x1
J (ω1)J (ω2)
∑
k≥0
nk
k!
·
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
x∈Λ V(nx),
(6.49)
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with
e−V(nz) =
2pi
n
2
Γ
(∑k
i=1 nz(γi) + nz(ω1) + nz(ω2) +
n
2
) (1
2
)∑k
i=1 nz(γi)+nz(ω1)+nz(ω2)
.
(6.50)
It is natural to rearrange this expression so that the two paths together create a
unique loop to which x1 and x2 belong. We denote this extra loop as γ0. To be
precise, if ω1 = (x1, z1, . . . , zl, x2) and ω2 = (x2, w1, . . . , wm, x1) for some l,m ∈ N,
the loop formed by these two paths together is simply γ0 = (x1, z1, . . . , zl, x2, w1,
. . . , wm). Notice that there are nx1(γˆ0)nx2(γˆ0)W (γ0) 2
1(`(γˆ0)>2) distinct pairs of
open paths joining x1 and x2 that produce the same loop γ0. Fixed arbitrarily an
orientation of the loop (clockwise or counterclockwise), the factor nx1(γˆ0)nx2(γˆ0)
counts the number of possible ways each path can take when leaving their starting
site (a part from the winding). The factor W (γ0) is due to the fact that if the loop
winds up on itself, the winding must be distributed amongst the two paths – i.e.
the (W (γ0)− 1) extra windings of the loop must be distributed in all possible ways
between the two paths, which might go around the whole loop once or more before
actually arriving at their destination. This is equivalent to distributing W (γ0) − 1
indistinguishable balls between 2 distinguishable boxes – the number of ways of
doing so is indeed W (γ0). The factor 2 is due to the fact that, if `(γˆ) > 2, for any
pair ω1, ω2 creating γ0 we can find another one by inverting the direction of both
paths – i.e. it takes care of the fact that the two paths might create the loop both
in its clockwise or in its counterclockwise variant.
Furthermore, notice that J (γ0) = J (ω1)J (ω2). Moreover, nu(γ0) = nu(ω1)+
nu(ω2) if u 6= x, y and nu(γ0) = nu(ω1) + nu(ω2)− 1 if u = x, y. We thus have
Z
O(n)
Λ 〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉nΛ =
1
4
∑
γ0∈ΓΛ:
x1,x2∈γ0
J (ω0)W (γ0)nx1(γˆ0)nx2(γˆ0) 21(`(γˆ0)>2)
·
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆ)=2) 1(
nx1 +
n
2
) (
nx2 +
n
2
) e−∑z∈Λ V(nz),
(6.51)
with nz =
∑k
i=0 nz(γi) and V of the form
e−V(nz) =
2pi
n
2
Γ
(
nz +
n
2
) (1
2
)nz
. (6.52)
Here we have used the property of the Gamma function that Γ(a+ 1) = aΓ(a). We
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can now rearrange the sum to find
Z
O(n)
Λ 〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉nΛ =
1
2n
∑
k≥1
nk
(k − 1)!
·
∑
γ1,...,γk∈ΓΛ
(
1
k
k∑
i=1
1 (x1, x2 ∈ γi)nx1(γi)nx2(γi)
)
·
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2) 1(
nx1 +
n
2
) (
nx2 +
n
2
) e−∑z∈Λ V(nz).
(6.53)
Here we have used the fact that 21(`(γˆ)>2) = 2
(
1
2
)1(`(γˆ)=2)
and nx(γ) = W (γ)nx(γˆ).
Moreover, we have reorganised the sum so that the loop containing x1 and x2 does
not play any special role. It is then clear that
Z
O(n)
Λ 〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉nΛ =
1
2n
∑
k≥1
nk
k!
∑
γ1,...,γk∈ΓΛ
(
k∑
i=1
1 (x1, x2 ∈ γi)nx1(γi)nx2(γi)
)
·
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆ)=2) e−∑z∈Λ V(nz)(
nx1 +
n
2
) (
nx2 +
n
2
) .
(6.54)
We can now rewrite the expression above in terms of loop configurations r ∈ RΛ.
What we find is
Z
O(n)
Λ 〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉nΛ =
1
2n
∑
r∈RΛ
∏
γ∈ΓΛ
nrγ
rγ !
( J (γ)
W (γ)
)rγ (1
2
)1(`(γˆ)=2)rγ
·
 ∑
γ∈ΓΛ:
x1,x2∈γ
nx1(γ)nx2(γ) rγ
 e−
∑
z∈Λ V(nz(r))(
nx1(r) +
n
2
) (
nx2(r) +
n
2
) .
(6.55)
The statement follows by dividing both sides by Z
O(n)
Λ .
6.4.2 Proof of Theorem 6.7
Define
ϕ1x1ϕ
2
x1ϕ
1
x2ϕ
2
x2ϕ
1
x3ϕ
2
x3ϕ
1
x4ϕ
2
x4 = Ax1x2x3x4 (6.56)
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Due to the structure of Ax1x2x3x4 , from Theorem 6.2 follows that
Z
O(n)
Λ 〈Ax1x2x3x4〉nΛ =
∑
p,q∈P4
∑
ω1:xk1(p)→xm1(p)
ω2:xk1(q)→xm1(q)
ω3:xk2(p)→xm2(p)
ω4:xk2(q)→xm2(q)
4∏
i=1
J (ωi)
·
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
x∈Λ V(nx),
(6.57)
with
e−V(nz) =
2pi
n
2
Γ
(∑k
i=1 nz(γi) +
∑4
i=1 nz(ωi) +
n
2
) (1
2
)∑k
i=1 nz(γi)+
∑4
i=1 nz(ωi)
. (6.58)
In equation (6.57), all possible quadruplets of paths which are suitable to link the
sites x1, . . . , x4 creating loops appear. Since |P4|2 = 9, there are nine different
types of quadruplets of paths, depending on which sites each path joins. Of these
nine types, three are composed by quadruplets of paths such that two paths are
between the same two sites and the other two paths join the other two sites (i.e.,
these quadruplets of paths are related to p, q ∈ P4 such that p = q). An example
of a such a quadruplet of paths is ω1 : x1 → x2, ω2 : x2 → x1, ω3 : x3 → x4,
ω4 : x4 → x3. The remaining six types of quadruplets of paths are such that they
go consequently trough all the four sites. An example is ω1 : x1 → x2, ω2 : x2 → x3,
ω3 : x3 → x4, ω4 : x4 → x1. We thus divide the sum above in two pieces, depending
on the type of quadruplets present:
Z
O(n)
Λ 〈Ax1x2x3x4〉nΛ = O1(x1, x2, x3, x4) + O2(x1, x2, x3, x4), (6.59)
with O1(x1, x2, x3, x4) containing only the contribution of the quadruplets of paths
joining sites in pairs, and O2(x1, x2, x3, x4) with the contribution given by quadru-
plets of paths joining consequently the four sites. We now examine these two pieces
separately.
Analysis of O1(x1, x2, x3, x4)
Let us firstly focus on O1(x1, x2, x3, x4). The paths appearing here are related to
pairs p, q ∈P4 such that p = q. We can thus consider only one element of P4 and
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x2 x2 x2x1 x1 x1
x3 x3 x3x4x4 x4
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b b
b
b
b
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1
Figure 6.5: Possible ways of linking four sites with two loops.
write:
O1(x1, x2, x3, x4) =
∑
p∈P4
∑
ω1:xk1(p)→xm1(p)
ω2:xm1(p)→xk1(p)
ω3:xk2(p)→xm2(p)
ω4:xm2(p)→xk2(p)
4∏
i=1
J (ωi)
·
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
x∈Λ V(nx),
(6.60)
with V as in Eq. (6.58). The quadruplets of loops appearing in O1(x1, x2, x3, x4)
join sites in pairs, thus forming two loops, see Fig. 6.5. Let us now define these
loops properly. Given ω1 : xi → xj and ω2 : xj → xi with the form ω1 =
(xi, z1, . . . , zl, xj), ω2 = (xj , w1, . . . , wm, xi) for some l,m ∈ N. The composite
loop γ0 is γ0 = (xi, z1, . . . , zl, xj , w1, . . . , wm). Notice that for a given γ0 there are
nxi(γˆ0)nxj (γˆ0)W (γ0)2
1(`(γˆ)>2) pairs of paths ω1 : xi → xj and ω2 : xj → xj that
can compose it, as explained in the proof of Theorem 6.6. Moreover, J (γ0) =
J (ω1)J (ω2) and nu(γ0) = nu(ω1)+nu(ω2)−δuxi−δuxj . So, proceeding in the same
way as in Theorem 6.6 we find
O1(x1, x2, x3, x4) =
1
4
∑
p∈P4
∑
γ0,γ′0∈ΓΛ:
xk1(p),xm1(p)∈γ0,
xk2(p),xm2(p)∈γ′0
J (γ0)J (γ′0)W (γ0)W (γ′0)
21(`(γˆ0)=2)+1(`(γˆ
′
0)=2)
·nxk1(p)(γˆ0)nxm1(p)(γˆ0)nxk2(p)(γˆ
′
0)nxm2(p)(γˆ
′
0)
·
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2) 4∏
j=1
1
nxj +
n
2
e−
∑
z∈Λ−V(nz),
(6.61)
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with nz =
∑k
i=1 nz(γi) + nz(γ0) + nz(γ
′
0) and V
e−V(nz) =
2pi
n
2
Γ
(
nz +
n
2
) (1
2
)nz
. (6.62)
We have used Γ(a + 1) = aΓ(a) and 1(`(γˆ) = 2) + 1(`(γˆ) > 2) = 1. We can now
rearrange the sum in order to accommodate γ0 and γ
′
0 more naturally.
O1(x1, x2, x3, x4) =
1
4
∑
k≥2
nk−2
(k − 2)!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
z∈Λ−V(nz)
·
∑
p∈P4
(
1
k(k − 1)
∑
i 6=j
1
(
xk1(p), xm1(p) ∈ γi
)
1
(
xk2(p), xm2(p) ∈ γj
)
·nxk1(p)(γi)nxm1(p)(γi)nxk2(p)(γj)nxm2(p)(γj)
)
4∏
j=1
1
nxj +
n
2
.
(6.63)
We can reformulate the expression above in terms of configurations r ∈ RΛ.
O1(x1, x2, x3, x4) =
1
4n2
∑
r∈RΛ
∏
γ∈ΓΛ
nrγ
rγ !
( J (γ)
W (γ)
)rγ (1
2
)1(`(γˆi)=2)rγ
e−
∑
z∈Λ V(nz)
·
( ∑
p∈P4
∑
γ,γ′∈ΓΛ:γ 6=γ′
xk1(p),xm1(p)∈γ,
xk2(p),xm2(p)∈γ′
rγ rγ′ nxk1(p)(γi)nxm1(p)(γi)nxk2(p)(γj)nxm2(p)(γj)
+
∑
γ∈ΓΛ:
x1,x2,x3,x4∈γ
4∏
i=1
nxi(γ)f(rγ)
)
4∏
j=1
1
nxj +
n
2
.
(6.64)
Here f(rγ) = 0 if rγ = 1, f(rγ) = rγ !! if rγ is odd and f(rγ) = (rγ−1)!! if rγ is even.
The term
∑
γ∈ΓΛ
∏4
i=1 nxi(γ)f(rγ) takes care of the fact that in the second line of
Eq. (6.63) the loops γi, γj considered in the sum might be two different copies of the
same loop containing all four sites. f(rγ) counts how many times this could happen
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with rγ copies of the same loop. We then have that
O1(x1, x2, x3, x4)
Z
O(n)
Λ
=
1
4n2
EnΛ
[
4∏
i=1
1
nxi +
n
2
·
( ∑
p∈P4
∑
γ,γ′∈ΓΛ:γ 6=γ′
xk1(p),xm1(p)∈γ,
xk2(p),xm2(p)∈γ′
rγ rγ′ nxk1(p)(γ)nxm1(p)(γ)nxk2(p)(γ
′)nxm2(p)(γ
′)
+
∑
γ∈ΓΛ:
x1,x2,x3,x4∈γ
f(rγ)
4∏
i=1
nxi(γ)
)]
.
(6.65)
Analysis of O2(x1x2x3x4)
The paths that appear in O2(x1, x2, x3, x4) are those which join the four sites to-
gether to create one loop. See Fig. 6.6 for all possible ways of doing this – notice
that in O2(x1, x2, x3, x4) each way appears twice, depending on whether the paths
follow the loop clockwise or counterclockwise. Instead of examining the paths in
O2(x1, x2, x3, x4) in terms of pairs p, q ∈P4 with p 6= q, we use the equivalent for-
mulation through permutations of {1, 2, 3, 4} with the convention that permutations
that differ only by a cyclic transformation are identified (i.e. (1, 2, 3, 4) = (4, 1, 2, 3)).
Notice that there are 6 such permutations (precisely as the number of types of
quadruplets of paths we are considering). With this notation we have
x2 x2 x2x1 x1 x1
x3 x3 x3 x4x4 x4
b b
bb
b b
b b
b
b
b
b
1
Figure 6.6: Possible ways of linking four sites in a loop, save for the clockwise or
counterclockwise orientation.
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O2(x1, x2, x3, x4) =
∑
Π
∑
ω1:xΠ(1)→xΠ(2)
ω2:xΠ(2)→xΠ(3)
ω3:xΠ(3)→xΠ(4)
ω4:xΠ(4)→xΠ(1)
4∏
i=1
J (ωi)
·
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
x∈Λ V(nx),
(6.66)
with V as in Eq. (6.58). Let us now define precisely the loop formed by the four
paths. Let Π be a permutation as just described. Let us consider the four paths
ω1, ω2, ω3, ω4 and suppose they have explicit forms ω1 =
(
xΠ(1), z1, . . . , zl, xΠ(2)
)
,
ω2 =
(
xΠ(2), v1, . . . , vm, xΠ(3)
)
, ω3 =
(
xΠ(3), u1, . . . , ut, xΠ(4)
)
and ω4 =
(
xΠ(4) , w1,
. . . , wq, xΠ(1)
)
for some l,m, t, q ∈ N. The composite loop γ0 is
γ0 =
(
xΠ(1), z1, . . . , zl, xΠ(2), v1, . . . , vm, xΠ(3), u1, . . . , ut, xΠ(4), w1, . . . , wq
)
. (6.67)
Notice that J (γ0) =
∏4
i=1 J (ωi) and nu(γ0) =
∑4
i=1 nu(ωi) if u 6= x1, x2, x3, x4
and nu(γ0) =
∑4
i=1 nu(ωi) − 1 if u = xj for some j ∈ {1, . . . , 4}. Moreover, given
a certain γ0 going through four sites in a certain order (apart from the clockwise
or counterclockwise orientation), there are 2
(
W (γ0)+2
3
) ∏4
i=1 nxi(γˆ0) quadruples of
paths that create that loop. The factor 2 counts the possible orientations (we do
not need to worry about the case `(γˆ) = 2 because we are considering distinct
sites). The second factor
∏4
i=1 nxi(γˆ0) counts – fixed an orientation – the number
of possible ways each path can take when leaving its starting site (apart from the
winding). The binomial factor takes care of the possibility that W (γ0) > 1. The
argument is similar to the one in the proof of Theorem 6.6: the loop has at least
winding 1, and each of the extra W (γ0)−1 windings can be distributed amongst the
various paths which constitute it – i.e. each ωi could wind up some times around
the whole final loop before actually arriving to xΠ(xi+1). This is equivalent to sorting
W (γ0)− 1 indistinguishable balls inside 4 distinguishable boxes, which can be done
in
(
W (γ0)+2
3
)
different ways. This implies that
O2(x1, x2, x3, x4) =
1
8
∑
γ03x1,x2,x3,x4
J (γ0)
(
W (γ0) + 2
3
) 4∏
i=1
nxi(γˆ0)
·
∑
k≥0
nk
k!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2) 4∏
i=1
1
nxi +
n
2
e−
∑
z∈Λ V(nz),
(6.68)
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with nz =
∑k
i=0 nz(γi) and
e−V(nz) =
2pi
n
2
Γ
(
nz +
n
2
) (1
2
)nz
. (6.69)
We can now reorganise the sum to find
O2(x1, x2, x3, x4) =
1
8n
∑
k≥1
nk
(k − 1)!
∑
γ1,...,γk∈ΓΛ
k∏
i=1
J (γi)
W (γi)
(
1
2
)1(`(γˆi)=2)
e−
∑
z V(nz)
·
1
k
k∑
i=1
1(x1, x2, x3, x4 ∈ γi)W (γi)
(
W (γ0) + 2
3
) 4∏
j=1
nxj (γˆi)
 4∏
i=1
1
nxi +
n
2
.
(6.70)
We can then reformulate O2(x1, x2, x3, x4) in terms of loop configurations r ∈ RΛ:
O2(x1, x2, x3, x4) =
1
8n
∑
r∈RΛ
∏
γ∈ΓΛ
nrγ
rγ !
( J (γ)
W (γ)
)rγ (1
2
)rγ1(`(γˆ)=2)
e−
∑
z V(nz(r))
·
 ∑
γ∈ΓΛ:
x1,x2,x3,x4∈γ
rγW (γ)
(
W (γ) + 2
3
) 4∏
i=1
nxi(γˆ)
 4∏
i=1
1
nxi(r) +
n
2
.
(6.71)
By dividing both sides by Z
O(n)
Λ we get
O2(x1, x2, x3, x4)
Z
O(n)
Λ
=
1
8n
EnΛ
 4∏
i=1
1
nxi +
n
2
∑
γ∈ΓΛ:
x1,x2,x3,x4
rγW (γ)
(
W (γ) + 2
3
) 4∏
i=1
nxi(γˆ)
 .
(6.72)
The statement of the theorem thus follows from Eq.s (6.65) and (6.72).
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Chapter 7
Random loop models and
Poisson-Dirichlet distributions
This chapter is devoted to some conjectures regarding the structure of loops in the
loop models described in Chapter 6. These are only examples of a wide zoology
of models of interacting loops on a lattice, the so called loop soup models, see [78]
for a recent review. Some examples of great interest in the probability literature
are the random interchange model and the random permutation model [71, 35]. In
mathematical physics many loop models have emerged in relation not only with
classical spin systems as seen previously, but also with quantum ones [77, 4, 81].
Though the definition of loops might vary from model to model, all these
different systems are expected to have some common features. In particular, it has
been recently proved by Schramm [71] that the random interachange model on the
complete graph undergoes a phase transition such that macroscopic loops appear,
and their lengths are distributed according to a PD(1) distribution, a member of the
family of Poisson-Dirichlet distributions discussed in Appendix D. The proof of this
statement is highly non trivial – nonetheless, it has been proposed that such a be-
haviour should be shown also by the other loop soup models [33, 78]. The conjecture
would be that these models on lattices with dimension at least three should exhibit
macroscopic loops. The lengths of these loops should be distributed according to
some PD(ϑ) – the value of ϑ depending on the properties of the specific model. In
some cases, the fraction of the total volume occupied by macroscopic loops should
be related to some interesting physical quantity (for example the magnetisation)
[81, 78]. Analytical and numerical support for these conjectures has been provided
for some specific models [35, 63, 6, 81].
This chapter is devoted to providing some preliminary heuristic calculations
101
to support these conjectures for loop O(n) models. In the next section we describe
the expected scenario for the behaviour of loops and formulate precisely some con-
jectures regarding µnΛ and ν
n
Λ. The following sections aim to show some evidence that
these conjectures should indeed be true. First, we define a stochastic process which
is an effective split-merge process for loops – this allows us to estimate the value of
ϑ, the parameter identifying the PD(ϑ) distribution according to which the lengths
of macroscopic loops should be distributed. We then take a different approach and
analyse the correlation functions described in Section 6.4 for the O(2) spin system.
We show that the explicit expressions in terms of loops we found in Theorems 6.6
and 6.7 are consistent with Poisson-Dirichlet distribution of the lengths of macro-
scopic loops and provide us with another way of estimating the value of ϑ. The
results and calculations (exact and heuristic) presented in this chapter are part of
a work in progress yet to be published.
7.1 Classification of loops and some conjectures
Let us consider some generic loop model on the lattice (Λ, E) and let us denote
loops by γ. Let us consider a configuration with k loops. We label them so that
`(γ1) ≥ `(γ2) ≥ · · · ≥ `(γk), where `(γ) is a suitably defined length for any loop. We
define Ltot =
∑k
i=1 `(γi) – it is expected that there should be some constant ρ > 0
such that Ltot ∼ ρ|Λ|. Then the following is a random partition of the interval [0, 1]:(
`(γ1)
Ltot
, . . . ,
`(γk)
Ltot
)
. (7.1)
Loops can be of three types, depending on their length:
1. Macroscopic: `(γ) ∼ Ltot, i.e. the fraction of the total length they occupy
does not vanish in the limit Ltot →∞.
2. Microscopic: `(γ) ∼ 1.
3. Mesoscopic: 1 `(γ) Ltot.
It is conjectured that in dimension at least three, macroscopic loops appear in the
thermodynamic limit and these loops occupy a fraction m of Ltot for some m ∈ [0, 1].
The other loops are expected to be microscopic – mesoscopic loops are conjectured
to be neglegible. The lengths of macroscopic loops are expected to be distributed
according to a PD(ϑ) distribution. Figure 7.1 clarifies this.
In the case of the random loop models described in the previous chapter, we
can formulate these conjectures as follows, as per [78].
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Conjecture 1. There exists m ∈ [0, 1] such that for every ε > 0:
lim
n→∞ limV→∞
PV
( n∑
i=1
`i
V
∈ [m− ε,m+ ε]
)
= 1;
lim
n→∞ limV→∞
PV
( ∑
i≥1:`i<n
`i
V
∈ [1−m− ε, 1−m+ ε]
)
= 1.
It follows from this conjecture that typical partitions have the form displayed in Fig. 7,
with m almost always taking the same value.
macroscopic, PD(ϑ) microscopic
m
Figure 7. A typical partition of a loop soup model in dimensions three and
higher. The partition in the interval [0,m] follows a Poisson-Dirichlet distri-
bution; the partition in the interval [m, 1] consists of microscopic elements.
Elements of intermediate size occupy a vanishing interval.
The second conjecture states that the lengths of macroscopic loops are given by a Poisson-
Dirichlet distribution for a suitable parameter ϑ. (This family of distributions is introduced
in Section 4.) This conjecture can be stated in different ways, we suggest three of them.
Conjecture 2. Assume that m > 0 in Conjecture 1. Then there is ϑ ∈ (0,∞) such that the
following three claims hold true.
(1) For any fixed n, the joint distribution of the vector
(
`1
mV , . . . ,
`n
mV
)
converges as V →
∞ to the joint distribution of the first n elements of a random partition with PD(ϑ)
distribution.
(2) For any n ∈ N and any a1, . . . , an > 1 the moments of
(
`1
mV , . . . ,
`n
mV
)
converge as
V →∞ to the moments of PD(ϑ); precisely,
lim
V→∞
EV
( ∑
j1,...,jn≥1
distinct
( `j1
mV
)a1
. . .
( `jn
mV
)an)
=
ϑn Γ(ϑ) Γ(a1) . . .Γ(an)
Γ(ϑ+ a1 + · · ·+ an) .
(3) Let f be a differentiable function [0, 1]→ R such that f(0) = 1 and f ′(0) = 0. Then
lim
V→∞
EV
(∏
j≥1
f
( `j
V
))
= EPD(ϑ)
(∏
j≥1
f(mXj)
)
.
Notice that in part (2), the ais cannot be less than 1 (the limit would diverge), and cannot
be equal to 1 either (the sum
∑
j
`j
mV gives 1/m instead of 1); with ai > 1, the contribution
of microscopic loops vanishes in the limit V →∞. The formula for the moment was derived
in [27] in the context of O(N) loop models using “supersymmetric” calculations.
In order to understand the part (3) of the conjecture, let us take f(x) = ex
2
; then
EV
(∏
j≥1
f
( `j
V
))
= EV
(
e
∑
j≥1(
`j
V )
2
)
. (3.2)
Figure 7.1: Normalised loop lengths as a partition of the interval [0, 1]. Picture from
[78]. m is the fraction of macroscopic loops in the infinite volume limit. They are
supposed to distribute according to PD(ϑ) for some ϑ > 0. The fraction [m, 1] is
occupied by microscopic loops.
Conjecture 7.1. Let us consider the O(n) loop model described by finite volume
measures µnΛ and ν
n
Λ in dimensions at least three. Then there exists m ∈ [0, 1] such
that for any  > 0
lim
k→∞
lim
Λ↗Zd
PnΛ
[
k∑
i=1
`(γi)
Ltot
∈ [m− ,m+ ]
]
= 1,
lim
C→∞
lim
Λ↗Zd
PnΛ
 ∑
i s.t.
`(γi)<C
`(γi)
Ltot
∈ [1−m− , 1−m+ ]
 = 1.
with PnΛ the relevant (finite volume) probability over loop configurations.
Conjecture 7.2. Let us consider the O(n) loop model described by the finite volume
measures µnΛ and ν
n
Λ, in dimensions at least three. Let m ∈ [0, 1] from Conjecture
7.1. Then there exists ϑ > 0 such that in the limit Ltot → ∞, for any j ∈ N,(
`(γ1)
mLtot
, . . . ,
`(γj)
mLtot
)
converges to the joint distribution of the first j elements of a
random partition with PD(ϑ) distribution.
These conjectures should actually hold for a wide class of loop soup models.
In the next sections we explore what would be the right value of ϑ for the O(n) loop
models described in the previous chapter. In particular, we expect the following
conjecture to be true.
Conjecture 7.3. For the loop model described by the finite volume measures µnΛ
and νnΛ Conjecture 7.2 holds with ϑ =
n
2 .
We show in the next section some heuristic calculations in support of this
conjecture.
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7.2 An effective split-merge process for O(n) loop mod-
els
As mentioned in Appendix D, Poisson-Dirichlet distributions are stationary mea-
sures of split-merge processes. In particular, a split merge process with parameters
gs and gm has as invariant measure the distribution PD
(
gs
gm
)
. The aim of this section
is to define a Markov process with νnΛ(m¯, pi) as stationary measure and to convince
the reader that this is indeed an effective split-merge process on macroscopic loops
with gsgm =
n
2 , as hypothesised in Conjecture 7.3. A similar argument has been
proposed for loop models related to quantum spin systems in [33, 81, 79, 78].
Recall that for any current configuration (m¯, pi) ∈ CΛ, the measure νnΛ is
defined as follows:
νnΛ(m¯, pi) =
1
ZnΛ
nL(m¯,pi) e−
∑
x∈Λ V(Nx2 )
∏
e∈E
Jmee
me!
, (7.2)
with V as per Def. 6.15. We now introduce a stochastic process on the pairings (and
the pairings only!) which has this measure as stationary measure. Fixed m¯ ∈ NE
with ∂m¯ = ∅, the detailed balance condition is
νnΛ(m¯, pi)R(pi, pi
′) = νnΛ(m¯, pi
′)R(pi′, pi). (7.3)
with R(pi, pi′) denoting the rate at which pi′ occurs when the pairing is pi. A process
that naturally satisfies this equation is the following:
1. Choose uniformly a site.
2. A different pairing at that site is chosen with rate
√
n if the change causes a
loop to split, thus increasing the total number of loops by one.
3. A different pairing at that site is chosen with rate 1√
n
if the change merges
two loops, thus decreasing the total number of loops by one.
4. A different pairing at that site is chosen with rate 1 if it leaves the total number
of loops unvaried.
Let us now argue that if there are macroscopic loops, this process is an effective
split-merge for them. Since macroscopic loops would spread all over the lattice,
they should interact amongst themselves in an essentially mean-field way. This has
a straightforward implication in terms of the heuristic split-merge picture we are
describing and its related PD(ϑ) distribution. Indeed, let γ1, γ2 be two macroscopic
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1 1 1
Figure 7.2: Different pairings for the same link configuration. Notice that in the
figure on the left there are two loops, while in the others there is one loop only.
loops appearing in the loop configuration r = τ(m¯, pi) , with Ltot =
∑
γ rγ`(γ). Due
to their presumably mean field - like behaviour, there should be a constant k such
that each loop gets in contact with itself k2 `(γi)
2 times, and the two macroscopic
loops get in contact k`(γ1)`(γ2) times. This means that a macroscopic loop would
split at rate 12
√
nk2
`(γi)
2
Ltot
and γ1, γ2 would merge together at a rate
k√
n
`(γ1)`(γ2)
Ltot
.
Notice the extra factor 12 in the splitting case – if a loop intersects with itself at
some site, only half of the possible changes in pairing splits it, while the other half
only changes its local shape and leaves its length invariant, see Figure 7.2. We can
thus define two parameters gs and gm such that
√
n
2
k
2
`(γ1)
2
Ltot
= gs `(γ1)
2,
k√
n
`(γ1)`(γ2)
Ltot
= 2gm`(γ1)`(γ2) .
(7.4)
This is precisely the situation described in Appendix D for continuous time split-
merge process for random partitions (up to a normalising factor for the rates gs
and gm). Therefore, we can see that the process defined above is an effective split-
merge process for macroscopic loops. Its invariant measure is the Poisson-Dirichlet
distribution with parameter ϑ = gsgm =
n
2 . Though of course these calculations are
quite far from being formally correct, this heuristic reasoning gives us strong ground
to support Conjecture 7.3.
We now examine correlation functions for O(2) models, exploiting Theorem
6.2, in order to provide more evidence in favour of Conjecture 7.3.
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7.3 Correlation functions for O(2) models and PD(ϑ)
distribution: some heuristics
We have seen in Theorems 6.6 and 6.7 how it is possible to express some correlation
functions of O(n) spin models in terms of expectations of some suitable function over
loop configurations with respect to the measure µnΛ defined in Eq. (6.34). Though
this formulation is not straightforward, it provides us with a way of estimating which
PD(ϑ) the lengths of macroscopic loops should be distributed according to.
Remark. In this section we limit ourselves to the O(2) model (also known as XY
model). Recall that for this model, Conjectures 7.2 and 7.3 hypothesise that in
dimension 3 and higher the lengths of extended loops distribute according to PD(1)
distribution. Since for the rest of this section n = 2, we drop any dependency on
n in the notation. We thus denote by 〈·〉Λ the Gibbs state for the XY model, and
with µΛ, EΛ[·] the related loop measure and its expectation. Moreover, for the rest
of the section we assume that the interaction of the model is translation invariant,
i.e. the coupling constants for the O(n) model in Eq. (6.2) assume the same value,
Jxy = Jyx = J ≥ 0 for any (x, y) ∈ E . We also fix β = 1 and drop any dependency
on it in the notation.
Our approach goes through the following steps:
1. We estimate explicitly the following limits:
lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉; (7.5)
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉 (7.6)
where 〈·〉 = limΛ↗Zd〈·〉Λ. Notice that in the limits above the sites involved in
the correlation functions become infinitely far apart one from the other. The
main tools used are extremal states decomposition (see Theorem 2.1 and Ex.
2.8) and cluster properties of extremal states (see Theorem 2.2). This step is
described in Section 7.3.1
2. We assume Conjecture 7.2 true and using Theorems 6.6 and 6.7 we evaluate
the expressions in Eq.s (7.5), (7.6) as functions of ϑ – this passage is the
one which is mainly heuristic and where we make many assumptions on the
expected behaviour of loops. Moreover, we use extensively some properties of
PD(ϑ) distributions discussed in Appendix D. This step is discussed in Section
7.3.2.
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3. We show that the two previous steps are consistent only if ϑ = 1. This is the
object of Section 7.3.3.
The next sections are devoted to a description of these three steps.
7.3.1 Evaluation of correlation functions via extremal states de-
composition
Let us first focus on the 2-point correlation functions. It can be reformulated as
follows.
Lemma 7.1. Let 〈·〉 be the infinite volume Gibbs state with free boundary conditions
of the classical XY model. Then
lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉 =
F2
2
,
where F = 〈(ϕ1x)2 − 12〉0 for any x ∈ Zd.
Proof. Recall from Theorem 2.1 and Ex. 2.8, that for any local function f we have
〈f〉 = 1
2pi
∫ 2pi
0
dα 〈f〉α (7.7)
where 〈·〉 = limΛ↗Zd〈·〉Λ is the infinite volume state with free boundary conditions
and 〈·〉α = limΛ↗Zd〈·〉αΛ is the extremal state with uniform boundary condition
(cosα, sinα). Moreover, we can use cluster properties of extremal states from The-
orem 2.1 and find:
lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉 =
1
2pi
lim
d(x1,x2)→∞
∫ 2pi
0
dα〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉α
=
1
2pi
∫ 2pi
0
dα lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉α
=
1
2pi
∫ 2pi
0
dα 〈ϕ1x0ϕ2x0〉α〈ϕ1x0ϕ2x0〉α,
(7.8)
where x0 is any arbitrarily chosen site in Zd. Let us consider 〈ϕ1x0ϕ2x0〉α. Recall that
for any x ∈ Zd, ~ϕx = (ϕ1x, ϕ2x) = (cosϕx, sinϕx) with ϕx ∈ [0, 2pi), so:
〈ϕ1xϕ2x〉α = 〈cosϕx sinϕx〉α. (7.9)
By the rotation invariance of the model and by the properties of sine and cosine we
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have:
〈ϕ1xϕ2x〉α = 〈cos(ϕx − α) sin(ϕx − α)〉0
= (cos2 α− sin2 α)〈sinϕx cosϕx〉0 + sinα cosα〈sin2 ϕx − cos2 ϕx〉0.
(7.10)
Notice 〈·〉0 enjoys a Z2 symmetry, because it is invariant under the following flip
of all spins: ϕ2x → −ϕ2x for all x ∈ Zd. This implies that 〈sinϕx cosϕx〉0 =
−〈sinϕx cosϕx〉0 = 0. Thus we have
〈ϕ1xϕ2x〉α = sinα cosα〈sin2 ϕx − cos2 ϕx〉0
= sin 2α
〈 1
2
− cos2 ϕx
〉0
= −F sin 2α.
(7.11)
This equality and Eq. (7.8) imply
lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉 =
F2
2pi
∫ 2pi
0
dα sin2 2α =
F2
2
. (7.12)
The same sort of result can be proved for the 4-point correlation function.
Lemma 7.2. Let 〈·〉 be the infinite volume Gibbs state with free boundary conditions
of the classical XY model. Then
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉 =
3F4
8
,
where F = 〈(ϕ1x)2 − 12〉0 for any x ∈ Zd.
Proof. The proof is very similar to the one of Lemma 7.1. Define Ax = ϕ1xϕ2x, so
ϕ1x1ϕ
2
x1ϕ
1
x2ϕ
2
x2ϕ
1
x3ϕ
2
x3ϕ
1
x4ϕ
2
x4 = Ax1Ax2Ax3Ax4 . By the extremal states decomposi-
tion (Theorem 2.1 and Ex. 2.8) and the cluster properties of extremal states we
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have
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈Ax1Ax2Ax3Ax4〉
=
1
2pi
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
∫ 2pi
0
dα 〈Ax1Ax2Ax3Ax4〉α
=
1
2pi
∫ 2pi
0
dα lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈Ax1Ax2Ax3Ax4〉α
=
1
2pi
∫ 2pi
0
(〈Ax0〉α)4 .
(7.13)
We have seen in Eq. (7.11) that
〈Ax0〉α = −F sin 2α. (7.14)
This implies that
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈Ax1Ax2Ax3Ax4〉 =
F4
2pi
∫ 2pi
0
dα sin4 2α =
3F4
8
. (7.15)
The statement is thus proved.
We have thus reformulated our 2-point and 4-point correlation functions with
sites at infinite distance in terms of the same parameter F .
7.3.2 Heuristic estimate of correlation functions in terms of ϑ
For the rest of this Chapter we assume that Conjecture 7.2 is true – we have seen in
Section 7.2 that we have good reason to believe so. At this stage, we do not assume
anything on the value of ϑ. We conjecture the following dependency on the 2-point
correlation function on ϑ.
Conjecture 7.4. Assume d ≥ 3. Let 〈·〉 be the infinite volume Gibbs state with free
boundary conditions for the classical XY model. Assume Conjecture 7.2 is true. Let
ϑ > 0 identify the Poisson-Dirichlet distribution according to which the lengths of
macroscopic loops are distributed, and let m ∈ [0, 1] be the fraction of the total loop
length occupied by macroscopic loops. Then
lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉 =
m2
4
1
ϑ+ 1
.
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We now propose an argument in favour of this conjecture, using assumptions
and approximations. Let us define E[·] = limΛ↗Zd EΛ[·] the infinite volume loop ex-
pectation. If Conjecture 7.2 is true, this should be equivalent to a PD(ϑ) distribution
over the lengths of macroscopic loops. We denote by PPD(ϑ) and EPD(ϑ)[·] the prob-
ability and expectation for random partitions with Poisson-Dirichlet distribution.
We now make the following assumptions:
• The typical macroscopic loop is distributed all over the lattice.
• For the typical macroscopic loop, W (γ) = 1 and rγ = 0, 1. Indeed it seems
improbable such a long loop would retrace precisely its steps more than once,
as it seems improbable that the same long loop would appear more than once.
Recall from Theorem 6.6 that
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉Λ =
1
4
EΛ
 1(nx1 + 1) (nx2 + 1)
∑
γ∈ΓΛ:
x1,x2∈γ
rγnx1(γ)nx2(γ)
 . (7.16)
Then we have
lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉
=
1
4
lim
d(x1,x2)→∞
E
[
1
(nx1 + 1) (nx2 + 1)
∑
γ:x1,x2∈γ
nx1(γ)nx2(γ)
]
.
(7.17)
In the limit d(x1, x2) → ∞, any loop containing both sites must be macroscopic,
thus the loops appearing in the sum above are necessarily only macroscopic ones.
Notice that there might be more than one loop containing both x1 and x2 and
the sum above counts how many times the two sites appear together in the same
(macroscopic) loop. Moreover, we have that any site x appears nx(r) times in
any loop configuration r, and nx(γ) times in a given loop γ. In terms of Poisson-
Dirichlet distribution, this means that different copies of the same site appear in
various elements of the partition. Thus the terms
nxi (γ)
nxi+1
appear to be normalisations
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that take care of this fact. These arguments lead us to hypothesise
lim
d(x1,x2)→∞
E
[
1
(nx1 + 1)(nx2+1)
∑
γ:x1,x2∈γ
rγnx1(γ)nx2(γ)
]
≈ m2 PU,V × PPD(ϑ) [U, V belong to the same partition element]
= m2 EPD(ϑ)
[∑
i
X2i
]
,
(7.18)
In the second line we have the probability that two independent random variables
(U , V ) uniformly distributed in [0, 1] with joint probability PU,V belong to the same
element of a random partition with distribution PD(ϑ) (see Eq. (D.3)) – in the
loop language, this is equivalent to having two sites belonging to the same loop.
The second line follows from the first line as explained in Appendix D (see Eq.
(D.3)). Notice the factor m2: macroscopic loops occupy only a fraction m of the
total loop length, so the factor m2 takes care of the fact that we are considering
random partitions of [0,m] and not [0, 1]. It is known (see Lemma D.1) that
EPD(ϑ)
[∑
i
X2i
]
=
1
ϑ+ 1
, (7.19)
thus supporting Conjecture 7.4. We formulate a similar conjecture for the 4-point
correlation functions.
Conjecture 7.5. Assume d ≥ 3. Let 〈·〉 be the infinite volume Gibbs state with
free boundary conditions for the classical XY model. Assume Conjecture 7.2 is true.
Let ϑ > 0 identify the Poisson-Dirichlet distribution according to which the lengths
of extended loops are distributed, and let m ∈ [0, 1] be the fraction of the total loop
length occupied by macroscopic loops. Then
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉 =
3m4
16(ϑ+ 3)(ϑ+ 1)
The argument we propose is very similar to the one for Conjecture 7.4.
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Firstly, recall that from Theorem 6.7 follows that:
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉 =
1
16
E
[
4∏
i=1
1
nxi + 1
·
( ∑
p∈P4
∑
γ,γ′: γ 6=γ′
xk1(p),xm1(p)∈γ,
xk2(p),xm2(p)∈γ′
rγ rγ′ nxk1 (p)(γ)nxm1 (p)(γ)nxk2 (p)(γ
′)nxm2 (p)(γ
′)
+
∑
γ:
x1,x2,x3,x4∈γ
f(rγ)
4∏
i=1
nxi(γ) + rγW (γ)
(
W (γ) + 2
3
) 4∏
i=1
nxi(γˆ)
)]
,
(7.20)
with
f(rγ) =

0 if rγ = 0, 1;
rγ !! if rγ > 1 and odd;
(rγ − 1)!! if rγ even.
(7.21)
Firstly notice that in the limit where the four sites (x1, x2, x3, x4) are infinitely
far from each other, any loop containing two or more of these sites is necessarily
macroscopic. This means that both sums above involve macroscopic loops only. As
for Conjecture 7.4 we assume that for macroscopic loops rγ = 0, 1 and W (γ) = 1.
This means that we can simplify as follows:
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉
≈ lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
1
16
E
[
4∏
i=1
1
nxi + 1
·
( ∑
p∈P4
∑
γ,γ′: γ 6=γ′
xk1(p),xm1(p)∈γ,
xk2(p),xm2(p)∈γ′
nxk1 (p)(γ)nxm1 (p)(γ)nxk2 (p)(γ
′)nxm2 (p)(γ
′)
+
∑
γ3x1,x2,x3,x4
4∏
i=1
nxi(γ)
)]
.
(7.22)
The first sum counts how many times pairs of sites made from the four sites appear
in two distinct loops. Notice there are |P4| = 3 ways of assigning pairs of sites to
two distinct loops (see Fig. 6.5). The second sum counts how many times the four
sites appear together in the same loop. Thus, with the same considerations about
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the terms
nxi (γ)
nxi+1
and about m mentioned for Conjecture 7.4, we can conjecture that
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
E
[
4∏
i=1
1
nxi + 1
·
( ∑
p∈P4
∑
γ,γ′: γ 6=γ′
xk1(p),xm1(p)∈γ,
xk2(p),xm2(p)∈γ′
nxk1 (p)(γ)nxm1 (p)(γ)nxk2 (p)(γ
′)nxm2 (p)(γ
′)
)]
≈ 3m4 PU,V,W,T × PPD(ϑ)[U, V are in the same partition element,
W, T are in a different one]
= 3m4 EPD(ϑ)
 ∑
i,j≥1
distinct
X2iX
2
j
 .
(7.23)
Given four independently uniformly distributed random variables U, V,W, T ∈ [0, 1]
with joint probability PU,V,W,T , the second line of the equation above is the prob-
ability that two of them fall in a certain partition element and the other two in a
different one (in the loop setting, this is equivalent to considering two pairs of sites
belonging to two different macroscopic loops), given a random partition with PD(ϑ)
distribution. The last line follows from the previous one as explained in Appendix
D, Eq. (D.6). Analogously:
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
E
[ ∑
γ3x1,x2,x3,x4
4∏
i=1
nxi(γ)
nxi + 1
]
≈ m4 PU,V,W,T × PPD(ϑ) [U, V,W, T belong to the same partition element]
= m4 EPD(ϑ)
[∑
i
X4i
]
.
(7.24)
In the second line, we see the probability of having four independent uniformly
distributed random variables belonging to the same partition element – in the loop
scenario, this is equivalent to having four sites belonging to the same loop. The
third line follows from the properties of PD(ϑ) distributions in Appendix D, Eq.
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(D.6). Conjecture 7.5 would then follow because:
EPD(ϑ)
 ∑
i,j≥1
distinct
X2iX
2
j
 = ϑ
(ϑ+ 3)(ϑ+ 2)(ϑ+ 1)
, (7.25)
EPD(ϑ)
[∑
i
X4i
]
=
6
(ϑ+ 3)(ϑ+ 2)(ϑ+ 1)
, (7.26)
due to the explicit form of the moments of PD(ϑ) distributions in Lemma D.1.
7.3.3 Evaluation of ϑ
In this section we link the results from the two previous sections, in order to estimate
the value of ϑ. Recall that from Lemmas 7.1 and 7.2 we have
lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉 =
F2
2
, (7.27)
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉 =
3F4
8
. (7.28)
Moreover, if Conjectures 7.4 and 7.5 are true we have
lim
d(x1,x2)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2〉 =
m2
4(ϑ+ 1)
, (7.29)
lim
mini,j∈{1,2,3,4} d(xi,xj)→∞
〈ϕ1x1ϕ2x1ϕ1x2ϕ2x2ϕ1x3ϕ2x3ϕ1x4ϕ2x4〉 =
3m4
16(ϑ+ 3)(ϑ+ 1)
. (7.30)
These two pairs of equations together imply:(F
m
)2
=
1
2(ϑ+ 1)
, (7.31)(F
m
)4
=
1
2(ϑ+ 3)(ϑ+ 1)
. (7.32)
In order for these two equation to be consistent we need(
1
2(ϑ+ 1)
)2
=
1
2(ϑ+ 3)(ϑ+ 1)
(7.33)
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The only solution to the equation above is ϑ = 1, thus supporting Conjecture 7.3
for the O(2) model. Notice that we also have an estimate on the value of m:
m = 2|F| (7.34)
So, via some exact calculation and some heuristics, we have provided some
arguments in support of Conjecture 7.3 for the O(2) model. Though much work
is needed to make them more solid and more formal, the intuition behind them is
clear.
We conclude with a remark on the relationship between the appearance of
macroscopic loops and the magnetic phase transition for O(n) models. In this chap-
ter we have fixed β = 1 – if we had not, we would have found the same results but
the F would have been substituted by a parameter Fβ depending on the tempera-
ture. Analogously, the fraction m of the total loop length occupied by macroscopic
loops would have depended on β. The physical intuition is that macroscopic loops
would appear (i.e. m 6= 0) when the spin model undergoes its magnetic phase
transition. This has been conjectured also for loop models related to quantum spin
systems [81, 79, 78], for which it has been suggested that the parameter m should
be proportional to the magnetisation of the system.
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Chapter 8
Conclusions
In this thesis we have reviewed some recent results in the field of quantum and
classical statistical mechanics. We conclude by summarising them together with
some ideas for future developments.
In Chapter 4 we investigated the decay of correlations for 2d quantum sys-
tems with U(1) symmetry. Mermin-Wagner theorem [56, 28] in its various for-
mulations assures that there is no phase transition for this class of models. The
relevant correlation functions are thus expected to decay. We have discussed some
recent results from [8] concerning this decay. In particular, we have shown that for
a very general class of quantum systems, the relevant correlations must decay at
least algebraically fast. In order to prove this result, we use the so called complex
rotation method. This approach has been used in the literature for specific models
[55, 21, 13, 42, 45, 30], but we manage to exploit it in its full generality in a much
wider setting. Apparently, bosonic systems do not belong to the class of models
described in Chapter 4, so it is still an open challenge to generalise the complex
rotation method to these models.
In Chapter 5 we have focused on Griffiths-Ginibre inequalities [32] for quan-
tum and classical XY models. We have reviewed some older results present in the
literature, showing that this sort of inequalities holds for the O(2) model. We have
also discussed correlation inequalities for the quantum XY model. In the case of
spin-12 , correlation inequalities have been proved independently in the literature in
various works [31, 67, 9]. In particular we have detailed our proof from [9, 10].
The spin-1 case is less straightforward and indeed we proved Griffiths-Ginibre in-
equalities for the ground state only [9]. It can be hoped that these correlation
inequalities might have a wide range of applications. We have seen how they might
help define infinite volume Gibbs state for the quantum XY model [9] and explore
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the relationship between annealed and quenched averages for XY models with ran-
dom couplings. A question which remains open is to prove Ginibre inequalities for
quantum XY models with higher spin and at any temperature.
Chapters 6 and 7 are devoted to some preliminary results (yet to be pub-
lished) concerning loop models for O(n) spin systems. In Chapter 6 we show that
the celebrated BFS representation [14] provides us with a measure over loop con-
figurations, and we provide another independent loop formulation for O(n) models.
This is a generalisation of the random current representation [1] for the Ising model.
We discuss the relationship between these two representations and show them to
be equivalent thanks to a suitably defined mapping τ between them. In Chapter
7 we focus on some conjectures concerning the behaviour of loop models related
to O(n) spin systems. These and many other loop models are expected to exhibit
macroscopic loops whose lenghts are distributed according to a Poisson-Dirichlet dis-
tribution [71, 81, 33, 78]. Furthermore for O(n) loop models the Poisson-Dirichlet
distribution describing macroscopic loops should be PD(n2 ) [63]. We describe a
stochastic process which is an effective-split merge process for macroscopic loops
and show that this is indeed consistent with the conjectured PD
(
n
2
)
distribution.
Moreover, we analyse some of the spin correlation functions for the classical XY
model and via a mix of exact results and heuristic calculations we propose an alter-
native argument in favour of the PD
(
n
2
)
conjecture in the case n = 2. The results in
these two chapters are still in preparation, and there are many possible directions for
future research. Concerning the generalised random current representation, it would
be interesting to explore which possible applications it might have to the study of
O(n) models. Moreover, much work is still needed to provide more convincing ev-
idence that the conjectures regarding Poisson-Dirichlet distributions for loop O(n)
models indeed hold and to investigate their relationship with the magnetic phase
transition of the physical model.
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Appendix A
The Trotter formula
In Chapters 4 and 5 we use Trotter formula extensively. This very well known result
is often used in quantum mechanics and quantum statistical mechanics, and it can
be easily found in the literature. It allows us to decompose the exponential of the
sum of two matrices in terms of the product of their exponentials. A version for
unbounded operators holds (see for example [36]). This brief appendix is devoted
to its simpler version for square matrices, as from [80] Proposition 6.2.
Theorem A.1 (Trotter formula). For any A and B n × n matrices, the following
holds:
eA+B = lim
m→∞
(
e
1
m
Ae
1
m
B
)m
.
Proof. Notice that the result is trivial in case A and B commutes, since if so eA+B =
eAeB. The interesting case is when [A,B] 6= 0. We prove the equivalent statement
eA+B = lim
m→∞
((
1 +
1
m
A
)
e
1
m
B
)m
. (A.1)
Notice that
eA+B −
(
1+
1
m
(A+B)
)m
=
m∑
j=0
1
j!
(A+B)j
(
1− m(m− 1) . . . (m− j + 1)
mj
)
+
∑
j≥m+1
1
j!
(A+B)j . (A.2)
Observe that the norm of the right hand side of the equation above vanishes in the
limit m→∞, so
eA+B = lim
m→∞
(
1 +
1
m
(A+B)
)m
. (A.3)
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For any m ∈ N let us now define the matrix Cm as
Cm =
(
1 +
1
m
A
)
e
1
m
B −
(
1 +
1
m
(A+B)
)
. (A.4)
Notice that ‖Cm‖ = O
(
1
m2
)
. Moreover by the definition of Cm((
1 +
1
m
A
)
e
1
m
B
)m
−
(
1 +
1
m
(A+B)
)m
=
(
1 +
1
m
(A+B) + Cm
)m
−
(
1 +
1
m
(A+B)
)m
=
∫ 1
0
du
d
du
(
1 +
1
m
(A+B) + uCm
)m
(A.5)
=
∫ 1
0
du
m−1∑
j=0
(
1 +
1
m
(A+B) + uCm
)j
Cm
(
1 +
1
m
(A+B) + uCm
)m−j−1
.
This implies that ∥∥∥∥((1 + 1mA
)
e
1
m
B
)m
−
(
1 +
1
m
(A+B)
)m∥∥∥∥
≤ m
∫ 1
0
du
∥∥∥∥1 + 1m(A+B) + uCm
∥∥∥∥m−1 ‖Cm‖
≤ m
(
1 +
1
m
‖A+B‖+ ‖Cm‖
)m−1
‖Cm‖.
(A.6)
Since ‖Cm‖ = O
(
1
m2
)
, we have that limm→∞
(
1 + 1m‖A+B‖+ ‖Cm‖
)m−1
= e‖A+B‖,
which implies that the right hand side of the equation above goes to zero. Thus
lim
m→∞
((
1 +
1
m
A
)
e
1
m
B
)m
= lim
m→∞
(
1 +
1
m
(A+B)
)m
. (A.7)
By equation (A.3) the result is proved.
This version of the theorem is a simple one – indeed a more general version
for unbounded operators on infinite Hilbert spaces can be proved, see for example
[36].
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Appendix B
Ho¨lder inequality for matrices
Ho¨lder inequality is a standard result for functions in Lp spaces. Also a matrix
version exists, which we use extensively in Chapter 4. This appendix is devoted to
a review of the latter formulation and its proof. Before turning to it, we mention
the standard result for functions [70].
Theorem B.1. Let p, q, r ∈ [1,∞] such that 1p + 1q = 1r . Let X be an arbitrary
measure space with positive measure µ. Let f ∈ Lp(X) and g ∈ Lq(X). Then
fg ∈ Lr(X) and
‖fg‖r ≤ ‖f‖p‖g‖q.
Here ‖ · ‖p is the usual p-norm
‖f‖p =
(∫
X
|f(x)|pdµ(x)
) 1
p
.
Notice that this theorem has a straightforward corollary when the measure
taken into consideration is the counting measure, which turns out to be useful later
on.
Corollary B.1. Let x, y ∈ Rn with x = (x1, . . . , xn) and y = (y1, . . . , yn). Then
for any p, q, r ∈ [1,∞] such that 1p + 1q = 1r(
n∑
i=1
|xiyi|r
) 1
r
≤
(
n∑
i=1
|xi|p
) 1
p
(
n∑
i=1
|yi|q
) 1
q
.
Let us now turn to matrices. p-norms can be introduced for them as well.
Definition B.1. Let n ∈ N and p ∈ [1,∞]. For any A n× n matrix the p-norm is
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defined as
‖A‖p =
(
tr (A∗A)
p
2
) 1
p
.
This norm can be expressed also in terms of the singular values of the matrix.
Recall that for any (square, n×n) matrix A the singular value decomposition holds,
i.e. there are two unitary (square, n× n) matrices U and V such that
A = U∗DV, (B.1)
with D a diagonal matrix with non negative elements on the diagonal. These take
the name of singular values of A, and we denote them by λi(A), i ∈ {1, . . . , n}. It is
customary to label them in decreasing order, i.e. λ1(A) ≥ λ2(A) ≥ . . . λn(A). The
following holds.
Proposition B.1. Let p ∈ [1,∞]. Let A be an n×n normal matrix and λ1(A), . . . , λn(A)
its singular values. Then
‖A‖p =
(
n∑
i=1
λi(A)
p
) 1
p
.
Proof. By Eq. (B.1) we have
A∗A = V ∗D2V = V ∗diag(λ1(A)2, . . . , λn(A)2)V. (B.2)
By the ciclicity of trace and unitarity of V the result follows.
It is straightforward to check that ‖ · ‖p is indeed a norm. Notice that for
p → ∞ we recover the usual definition of ‖A‖∞. The p-norm can be equivalently
formulated as follows.
We can now formulate Ho¨lder inequality in its matrix formulation.
Theorem B.2 (Ho¨lder inequality for matrices). Let A and B be n×n matrices and
let q, p, r ∈ [1,∞] such that 1p + 1q = 1r . Then
‖AB‖r ≤ ‖A‖p‖B‖q.
Proof. Let λi(A), λi(B) and λi(AB) with i ∈ {1, . . . , n} be the singular values of A,
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B and AB respectively. It is known (see e.g. [7], Theorem IV.2.5) that
n∑
i=1
λi(AB)
r ≤
n∑
i=1
λi(A)
rλi(B)
r ∀r > 0. (B.3)
From this and Corollary B.1 we get
‖AB‖r =
(
n∑
i=1
λi(AB)
r
) 1
r
≤
(
n∑
i=1
λi(A)
rλi(B)
r
) 1
r
≤
(
n∑
i=1
λi(A)
p
) 1
p
(
n∑
i=1
λi(B)
q
) 1
q
= ‖A‖p‖B‖q.
(B.4)
The result is thus proved.
Different proofs can be found in [25, 75].
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Appendix C
The random current
representation of the Ising
model
The goal of this appendix is to briefly review the random current representation for
the Ising model. It was first proposed by Aizenman in his seminal paper [1] and
successfully exploited in the literature [74, 2, 3]. See [23, 18] for recent reviews.
Let (Λ, E) be the lattice, with Λ ⊂⊂ Zd the set of vertices and E the set of
edges. On each site of the lattice let there be a discrete spin which can assume only
two values: σx ∈ {−1, 1} ∀x ∈ Λ. The energy of a configuration σ = {σx}x∈Λ is
given by the following hamiltonian.
HIsΛ (σ) = −
1
2
∑
x,y∈Λ
Jxyσxσy, (C.1)
with
Jxy = Jyx
{
≥ 0 if (x, y) ∈ E ;
= 0 otherwise.
(C.2)
The definition of the partition function is the usual one,
ZIsΛ =
∑
σ∈{−1,1}Λ
e−H
Is
Λ (σ). (C.3)
Notice that in the expression above we fix β = 1 and drop any dependency
on it for the rest of the section. Recall the definition of link configuration and
sources provided in Section 6.3, Def.s 6.8 and 6.10. The next theorem allows us
to reformulate the Ising model in terms of link configurations. Notice that in this
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context we do not need the notion of pairing introduced in Chapter 6.
Theorem C.1 (Random current representation of the Ising model [1]). ZIsΛ can be
reformulated as follows:
ZIsΛ = 2
|Λ| ∑
m¯:∂m¯=∅
∏
e∈E
Jnee
ne!
,
where for any e = (x, y), Je = Jxy = Jyx.
Proof. Notice that the hamiltonian can be reformulated as
HIsΛ (σ) = −
∑
e∈E
e=(x,y)
Jeσxσy. (C.4)
The partition function can be rewritten as
ZIsΛ =
∑
σ∈{−1,1}Λ
∏
e∈E
e=(x,y)
eJeσxσy
=
∑
σ∈{−1,1}Λ
∏
e∈E
e=(x,y)
∑
me≥0
Jmee
me!
(σxσy)
me
=
∑
m¯∈NE
∏
e∈E
Jmee
me!
∑
σ∈{−1,1}Λ
∏
x∈Λ
σ
∑
e3xme
x
=
∑
m¯∈NE
∏
e∈E
Jmee
me!
∏
x∈Λ
∑
σx=±1
σ
∑
e3xme
x .
(C.5)
Notice that, given k ∈ N,
∑
σx=±1
σkx =
{
0 if k is odd;
2 if k is even.
(C.6)
This implies the statement.
Notation. Given m¯, n¯ ∈ NE , k¯ = m¯ + n¯ is defined as the link configuration such
that ke = me + ne for any e ∈ E .
Remark. We can define a partial ordering over configurations. Let m¯, n¯ ∈ NE .
m¯ ≤ n¯ if for any e ∈ E me ≤ ne.
Given a link configuration, connected sites are defined as follows.
Definition C.1 (Connected sites). Let (Λ, E) be the lattice and m¯ ∈ NE a link con-
figuration. x, y ∈ Λ are connected by m¯ if there exists a path ω = {(x, x1)(x1, x2) . . .
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(xn, y)} with (u, v) ∈ E for any (u, v) ∈ ω such that me 6= 0 for all e ∈ γ. The
notation is x
m¯←→ y.
Remark. Notice that ∂m¯ = {x, y} implies x m¯←→ y (but not the other way around!).
We conclude this Appendix with a statement concerning link configurations
and their sources, the so called Switching Lemma. We propose it here in the formu-
lation from [18].
Lemma C.1 (Switching Lemma). Let (G, EG) ⊂ (Λ, E). Let x, y ∈ G and A ⊂ Λ.
Then for any function f : NE → R∑
m¯∈NEG : ∂m¯={x,y}
n¯∈NE : ∂n¯=A
f(m¯+ n¯)w(m¯)w(n¯)
=
∑
m¯∈NEG : ∂m¯=∅
n¯∈NE : ∂n¯=A4{x,y}
f(m¯+ n¯)w(m¯)w(n¯)1
(
x
m¯+n¯←→ y in G
)
.
Here, w(m¯) =
∏
e∈E
Jmee
me!
, and A4B = (A ∪B)\(A ∩B) for any sets A, B.
Proof. Throughout the proof each configuration m¯ ∈ NEG is identified with a con-
figuration in NE with no links in E\EG. We can rearrange the left hand side of the
expression above by introducing a new variable k¯ = m¯+ n¯.
∑
m¯∈NEG : ∂m¯={x,y}
n¯∈NE : ∂n¯=A
f(m¯+ n¯)w(m¯)w(n¯) =
∑
k¯∈NE :
∂k¯=A4{x,y}
f(k¯)w(k¯)
∑
m¯∈NEG :
∂m¯={x,y},
m¯≤k¯
(
k¯
m¯
)
(C.7)
We have introduced the notation
(
k¯
m¯
)
=
∏
e
(
ke
me
)
. The right hand side can be
rearranged in a similar way as well:∑
m¯∈NEG : ∂m¯=∅
n¯∈NE : ∂n¯=A4{x,y}
f(m¯+ n¯)w(m¯)w(n¯)1
(
x
m¯+n¯←→ y in G
)
=
∑
k¯∈NE :
∂k¯=A4{x,y}
f(k¯)w(k¯)1
(
x
k¯←→ y in G
) ∑
m¯∈NEG :
∂m¯=∅,
m¯≤k¯
(
k¯
m¯
)
.
(C.8)
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We now need only to prove that the following holds for any k¯ ∈ NE :
∑
m¯∈NEG :
∂m¯={x,y},
m¯≤k¯
(
k¯
m¯
)
= 1
(
x
k¯←→ y in G
) ∑
m¯∈NEG :
∂m¯=∅,
m¯≤k¯
(
k¯
m¯
)
. (C.9)
Firstly, assume that x and y are not connected by k¯. Then there is no m¯ ≤ k¯
which connects them, so the left hand side is zero. The right hand side is trivially
zero, and the equality holds. Now assume that k¯ connects the two sites x and y.
Associate to k¯ the graph K which has as vertices the vertices of G and between any
pair of sites (u, v) a number of edges equal to k(u,v). For any subgraph M define
∂M = {u ∈M : u belongs to an odd number of edges}. Then we have that
|{M ⊂ K : ∂M = {x, y}}| =
∑
m¯∈NEG :
∂m¯={x,y},
m¯≤k¯
(
k¯
m¯
)
, (C.10)
|{M ⊂ K : ∂M = ∅}| =
∑
m¯∈NEG :
∂m¯=∅,
m¯≤k¯
(
k¯
m¯
)
. (C.11)
If x and y are connected by k¯, then there exists a subgraph Y of K such that
∂Y = {x, y}. For any M with ∂M = ∅, notice that ∂ (M4Y) = {x, y}. The
operation M → M4 Y is a bijection between the sets {M ⊂ K : ∂M = ∅} and
{M ⊂ K : ∂M = {x, y}}, which thus have the same size. By Eq.s (C.10) and
(C.11), the equality in Eq. (C.9) holds. The statement is thus proved.
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Appendix D
Poisson-Dirichlet distributions
The family of Poisson-Dirichlet distributions, introduced by Kingman [43], is a class
of distributions depending on a positive parameter ϑ. It it can be defined in different
ways. This appendix is devoted to a brief review of the definition and of some useful
properties of this family of distributions. See [19] for a recent review.
One possible way of defining PD(ϑ) distributions is through a stick breaking
construction. Recall that Beta(ϑ) is the probability distribution on the interval [0, 1]
with probability density function ϑ(1 − t)ϑ−1 with t ∈ [0, 1]. Let X1, X2, . . . be a
sequence of i.i.d. random variables distributed according to it. The following is an
unordered random partition:
(X1, (1−X1)X2, (1−X1)(1−X2)X3, . . . ). (D.1)
The distribution of such unordered random partitions takes the name of GEM(ϑ)
distribution, from the names of Griffiths, Engen and McCloskey. If we reorder this
random partition in decreasing order, by definition the new random partition has
PD(ϑ) distribution.
Another interesting way to define it is through a so called split-merge process.
Given two nonnegative parameters gs, gm ∈ [0, 1], we define the following discrete-
time stochastic process. Let (Y1, Y2, . . . ) be a partition at a certain time t ∈ N. The
partition at time t+ 1 is found in the following way:
1. Choose with uniform probability two numbers u, v in the interval [0,1].
2. If u and v are in the same interval, with probability gs split it uniformly.
3. If u and v are in different intervals, with probability gm merge the two intervals.
4. Rearrange the intervals in decreasing order.
127
In the equivalent continuous time process, an element Yi splits at rate gsY
2
i and
two elements Yi and Yj merge at rate 2gmYiYj . It can be shown that the invariant
measure for these processes is a Poisson-Dirichlet distribution with parameter ϑ =
gs
gm
, see for example [11, 33, 78] and references therein.
We now review some properties of Poisson-Dirichlet distributions which are
used extensively in Chapter 7. We denote by PPD(ϑ) and EPD(ϑ) the probability and
expectation for random partitions with Poisson-Dirichlet distribution. Let us take
two independent random variables U and V uniformly distributed in the interval
[0,1] and let PU,V denote their joint probability. We would like to calculate the
probability that they belong to the same element of a random partition with PD(ϑ)
distribution. We denote by PU,V ×PPD(ϑ) the product measure. Let {Xi}i≥1 denote
the elements of the random partition. Firstly notice that the probability that they
both belong to a given partition element Xi is
PU,V × PPD(ϑ) [U, V ∈ Xi] =
∫ 1
0
du
∫ 1
0
dv EPD(ϑ)[1(u, v ∈ Xi)]
= EPD(ϑ)[X
2
i ].
(D.2)
Thus we have
PU,V × PPD(ϑ) [U, V belong to the same partition element] = EPD(ϑ)
[∑
i
X2i
]
.
(D.3)
This sort of argument can be generalised straightforwardly. Let r ∈ N and let
{ki}ri=1 be r positive integers. Let K =
∑r
i=1 ki and define K independent random
variables uniformly distributed in the interval [0, 1]: {U jm}1≤j≤r1≤m≤kj . Let us denote by
PU their joint probability. For any j ∈ {1, . . . , r} and a given partition element Xij
we define the following event
E jij = {U jm ∈ Xij ∀m ∈ {1, . . . , kj}}. (D.4)
This describes the scenario in which all the random variables with upper index j
belong to the same given partition element Xij . We now fix r distinct integers
i1, . . . , ir ≥ 1 and define the following event
Ei1,...,ir =
r⋂
j=1
E rij . (D.5)
This event describes the scenario in which random variables sharing the same upper
128
index belong to a certain given partition element and the j partition elements thus
involved are fixed and distinct.
With a reasoning similar to the one leading to Eq. (D.3) we have that
PU × PPD(ϑ)
 ⋃
i1,...,ir≥1
distinct
Ei1,...,ir
 = EPD(ϑ)
 ∑
i1,i2,...,ij≥1
distinct
Xk1i1 . . . X
kj
ij
 . (D.6)
The probability appearing here is the probability of having k1 random variables in
the same partition element, k2 in another one and so on. The moments of Poisson-
Dirichlet distributions can be explicitly calculated, as stated in the following Lemma.
Lemma D.1. Let j ∈ N and ki ∈ 2N for any i ∈ {1, . . . , j}. Then
EPD(ϑ)
 ∑
i1,i2,...,ij≥1
distinct
Xk1i1 . . . X
kj
ij
 = ϑjΓ(ϑ)Γ(k1) . . .Γ(kj)Γ(ϑ+ k1 + . . . kj)
This formula appears in [63, 78], where it is used to explore Conjectures 7.2
and 7.3 for certain loop soup models.
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