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Abstract 
Today the Finite Element Method (FEM) is almost exclusively used for the simulation of chip formation. However, this method 
requires the application of computationally expensive remeshing procedures for a reliable calculation of the material flow through 
the shear zone. Numerical losses can thereby occur which impedes the analysis of the chip formation mechanisms. Therefore, the 
Institute for Machine Tools and Manufacturing Technology (IWF) and the Fraunhofer Institute for Industrial Mathematics (ITWM) 
are currently improving and adapting the Finite Pointset Method (FPM) to allow the meshfree computer modeling of chip 
formation. Due to the meshfree approach of the FPM, no additional techniques are necessary for the maintenance of a valid mesh 
structure at large strains. In this work, the different development steps of FPM are described. The accuracy of FPM cutting 
simulations is evaluated by means of comparisons with results from FEM calculations and machining experiments. The medium 
carbon steel AISI 1045 and the nickel-based alloy Inconel 718 are used as workpiece materials in the investigations. 
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1. Introduction 
The chip formation process is characterized by the 
occurrence of large material deformations and by the 
material separation between chip and workpiece. Both 
processes pose significant challenges for the numerical 
cutting simulation when using mesh-based solution 
methods, such as the Finite Element Method (FEM). 
Reasons for that are the emerging large element 
distortions in simulations following the Lagrangian 
approach and the fixed connectivity between the 
discretization elements. Special remeshing and mesh 
separation procedures have therefore been developed 
which show, for their part, disadvantages with respect to 
computational effort and accuracy. The mesh-related 
disadvantages can only be overcome by the use of 
meshfree discretization methods [1]. 
Meshfree solution methods discretize the continuum 
with a finite number of particles, which are also called 
points or nodes. As the particles are not arranged in a 
rigid grid, meshfree methods offer a considerably 
increased flexibility for the simulation of large material 
deformations and material separations. However, only a 
few meshfree methods have been used so far for the 
simulation of manufacturing processes. These include 
the Smoothed Particle Hydrodynamics (SPH), the 
Element-Free Galerkin Method (EFGM) and the Finite 
Pointset Method (FPM). The method, which is most 
frequently applied within the manufacturing technology 
field, is the SPH. Casting [2], blasting [3], forming [4] 
and cutting process [5] have already been simulated with 
this method. The main application of the FPM in 
manufacturing technology has been confined to the 
simulation of glass forming processes so far [6]. 
Results of the further development of the FPM for the 
simulation of cutting processes are presented in this 
paper. The capability of the FPM for the prediction of 
the chip formation process is evaluated by means of 
comparisons to FEM simulations and cutting 
experiments. Two different chip types, the continuous 
and the segmented chip, are considered by simulating 
the medium carbon steel AISI 1045 and the nickel-based 
alloy Inconel 718 (IN 718). 
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2. Experimental setup 
The turning experiments for the measurement of the 
resultant force components were conducted for 
AISI 1045 in orthogonal kinematics with a slotted 
workpiece under dry conditions. The width of 
undeformed chip amounted to b = 1 mm. The resultant 
force components were measured with a three-
component dynamometer. 
Uncoated indexable inserts with the ISO geometry 
SPUN 120304 made from cemented carbide were 
employed in the cutting experiments. In order to 
investigate the influence of the rake angle on the cutting 
forces, different rake angles were ground into the rake 
face of the tools. The tool orthogonal clearance of 
 = 11° remained unchanged. Table 1 lists the applied 
cutting parameters. 
Table 1. Parameters for cutting experiments with AISI 1045 
cutting speed vc [m/min] 75.00 
feed f [mm] 0.05 
width of undef. chip b [mm] 1.00 
rake angle  [°] 0; 10; 20 
3. Cutting simulation model for FPM 
3.1. Numerical basics 
The FPM is a simulation method which has been 
developed at the Fraunhofer Institute for Industrial 
Mathematics (ITWM), Kaiserslautern, Germany. The 
FPM discretizes the simulation domain by mass-free 
particles. Each particle forms a sphere of influence 
within which it interacts with other particles. The radius 
of this sphere of influence is called smoothing length h. 
The particles carry all relevant state variables and move 
according to a Lagrangian formulation. Particle 
management algorithms avoid an unwanted local 
accumulation of particles or the formation of holes by 
deleting or generating particles. The FPM is based on the 
conservation laws for mass, momentum and energy. It 
uses a finite difference method, which had been 
specifically adapted to the irregularly arranged particles, 
for the solution of the differential equations. The 
approximation of field values and their spatial 
derivations is performed by means of an adapted moving 
least squares method [7-8]. 
3.2. Material model for continuous chip formation 
Up to now, the FPM has been solely applied to flow 
simulations [9]. A material model for metallic materials 
had therefore to be implemented for its use in cutting 
simulations. The constitutive material model of Johnson 
and Cook was chosen since it allows for the 
representation of the plastic material behavior of a wide 
range of materials [10]. Moreover, numerous parameter 
sets can be found in literature for this model. However, 
the material model cannot be implemented in its original 
form due to the numerical scheme of the FPM. Instead, 
the stress tensor S must be split into a viscous part Svisc 
and a solid body part Ssolid. Both parts are calculated by 
deriving a natural viscosity and a numerical 
viscosity  from the Johnson and Cook flow stress 
equation. Both viscosities are finally summed up to an 
effective viscosity ˆ  [7-8]. 
The steel AISI 1045 is used as example material for 
continuous chip formation in this work. The material 
parameters were taken from literature [11] and are listed 
in Table 2. 
Table 2. Material parameters for Johnson-Cook material model 
 AISI 1045 [11] IN 718 [12] 
JC parameter A [MPa] 553 450 
JC parameter B [MPa] 601 1700 
JC parameter C [-] 0.0134 0.017 
JC parameter n [-] 0.234 0.65 
JC parameter m [-] 1 1.3 
limiting strain rate 0 [1/s] 1 1 
melting temp. Tm [°C] 1460 1300 
transition temp. Tt [°C] 20 20 
3.3. Material model for segmented chip formation 
The implementation of the Johnson-Cook model 
described in chapter 3.2 is only suitable for the 
simulation of continuous chips. The model must be 
extended by an additional softening mechanism if a 
segmented chip is to be simulated. Such a chip formation 
can be observed when machining the nickel-based alloy 
IN 718 at high cutting speeds. The softening mechanism 
can be described for IN 718 by a ductile damage model 
which extends the Johnson-Cook model by the damage 
term (1 - D) [12-13]. 
1 ln 1 1n mf homA B C * T D  (1) 
Since the ductile damage D takes values in the range 
0 to 1, it reduces the flow stress and thereby induces a 
local softening effect. As a result, a shear band and 
subsequently a serrated chip are formed. Equations (2) to 
(5) describe the calculation of D. 
kD s  (2) 
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The ductile damage model was implemented in FPM 
in a way that D reduces the effective viscosity ˆ . The 
material parameters which were used in the FPM cutting 
simulations were taken from literature [12] and are given 
in Table 3. However, the exponent a from equation (3) 
differs with a = 0.5 from the value which Sievert et al. 
[12] applied in their FEM simulations (a = 0.13). 
Table 3. Damage parameters for IN 718 
damage parameter IN 718 [12] 
1 [-] 1 
2 [-] 2 
a [-] 0.5 
1 [1/s] 20000 
Wc [MPa] 3000 
k [-] 18 
3.4. Geometric model and boundary conditions 
A graphical preprocessor has been developed which 
allows an automated creation of 2D and 3D geometry 
models for orthogonal cutting as well as cylindrical 
turning. As the FPM underlies an ongoing development 
process and the numeric is primarily implemented for 
the general 3D case, a 3D analogous model for the 2D 
orthogonal cutting process has been used in this work 
(Fig. 1). The FEM simulations were conducted in a 2D 
orthogonal cutting mode. The width of undeformed chip 
b is limited to the value of the undeformed chip 
thickness h with b = h = 0.05 mm in the FPM analogous 
model. The lateral expansion of the chip is prevented by 
means of two sliding walls. However, ideal sliding 
conditions between chip and sliding wall as well as 
workpiece and sliding wall exist in the x-y plane.  
The cutting speed is assigned to the workpiece model. 
The workpiece is discretized with approx. 34.000 
particles which have a higher density in and around the 
primary shear zone. The smoothing length amounts to 
h = 12  is approx. 3.5 
this region. The cutting tool is modeled as a rigid body 
and the workpiece has elastic-viscoplastic material 
properties. Heat conduction processes within the chip 
and the workpiece were simulated but heat exchange 
with the environment was not allowed (adiabatic 
conditions). It was assumed that 90 % of the plastic 
deformation work is transferred into heat. In order to 
describe the friction conditions between the tool and the 
workpiece, the Coulomb friction model has been 
implemented in the FPM code. All simulations were 
conducted with a friction coefficient of fric = 0.3.  
vc
vc
z
x
y
particles constrained
in y- and z-direction
 
Fig. 1. FPM analogous model for 2D orthogonal cutting 
4. FEM simulation model 
2D FEM cutting simulations were conducted with the 
software DEFORM 2D, V10.2.1, in order to 
complement the experimental investigations and to 
verify the FPM results. Similar boundary conditions to 
the FPM model were used. The rigid-plastic material 
behavior of the workpiece was described by the 
Johnson-Cook model using the material parameters from 
Table 2. The workpiece consists of approx. 3200 
elements with a smallest edge length of approx. 5 
around the cutting edge. 
5. Results 
5.1. Chip formation of AISI 1045 
The formation of a shear zone which is characterized 
by high strain rates is essential for the formation of a 
chip. FPM cutting simulations with rake angles of 
 = -10° to  = 20° were conducted in order to verify the 
formation of a shear zone. The results are compared with 
FEM cutting simulations and experiments. 
It can be derived from Fig. 2a that a shear zone is 
formed in each FPM simulation. The maximum strain 
rate was reduced to  = 100,000 s-1 in the color coding 
for reasons of presentation. The actual maximum strain 
rate amounts to approx.  = 180,000 s-1 in each FPM 
simulation. The maximum strain rate in the FEM 
simulation with  = 0° amounts to approx.  = 90,000 s-1 
(Fig. 2b). This difference can partly be ascribed to the 
larger shear angle in the FPM simulation (  = 26°) 
compared to the FEM simulation (  = 21°) as the larger 
shear angle means a smaller size of the primary shear 
zone.  
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Fig. 2. (a) FPM, (b) FEM and (c) experimentally determined chip roots 
A slight increase of the shear angle can be observed 
with increasing rake angle in the FPM simulations 
(Fig. 3a). However, the slope appears too small if the 
results from the FEM simulations are taken into account. 
A chip root which was obtained from a quick stop 
experiment with a rake angle of  = 0° showed a shear 
angle of  = 17° (Fig. 2c). However, this value is 
influenced by the formation of a built-up edge (BUE) 
which can be observed at the bottom of the chip. These 
comparisons indicate that at least the FPM simulations 
with  = 0° and  = -10° overestimate the shear angle.  
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Fig. 3. (a) Simulated shear angles, (b) simulated and experimentally 
determined cutting forces and (c) simulated chip/tool contact 
temperatures 
It can be observed in Fig. 2a that the chip thickness 
slightly increases with increasing path length. This leads 
to a gradual decrease of the shear angle in the FPM 
simulations with the positive rake angles. Future work 
must aim at the improvement of the prediction accuracy 
of the shear angle and will focus on the optimization of 
the stress tensor integration method. Further 
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investigations showed that the integration method 
significantly influences the size of the shear angle. 
It can be derived from Fig. 3b that the cutting forces 
from the FPM simulations and the cutting experiments 
show a very good correlation. The difference amounts to 
less than 2 % for rake angles of  = 0° and  = 20° and to 
approx. 7 % for  = 10°. The cutting forces, simulated 
with FPM, decrease with increasing rake angle until 
 = 10°. However, the cutting force level does not 
change with a further rake angle increase which 
correlates with the behavior of the shear angle. The 
influence of the increasing chip thickness with 
increasing path length on the cutting force in the FPM 
simulations with the positive rake angles is small. 
The experimental cutting forces show a slight 
decrease with increasing rake angle. It must be noted, 
that these values are influenced by the formation of 
BUE. The FEM simulations are characterized by a 
strong dependency of the cutting force on the rake angle. 
The thrust forces from the FPM simulations are 
considerably lower than the experimentally determined 
forces. The difference reaches a maximum of 70 % in 
the simulation with  = 10°. According to the shear plane 
model of Ernst and Merchant [14], the thrust force is 
influenced by the friction angle and is thereby directly 
related to the shear angle. A smaller shear angle would 
lead to a higher thrust force. It is therefore expected that 
the optimization of the stress tensor integration method 
will also lead to a better accuracy of the simulated thrust 
forces. 
The mean chip temperature in the contact area 
between the chip and the cutting tool was analyzed in the 
simulations in order to verify the heat generation and 
conduction in the FPM simulations (Fig. 3c). Both 
simulation methods calculate a decreasing trend with 
increasing rake angles. However, this trend is noticeably 
greater in the FPM simulations with  > 0°. A relation 
with the integration method is assumed. Experimental 
temperature measurements will be conducted in the near 
future. 
5.2. Chip formation of Inconel 718 
The capability of the FPM to simulate segmented 
chips shall be presented in this chapter. Cutting 
simulations with IN 718 and the ductile damage model 
at cutting speeds of vc = 75 m/min and vc = 300 m/min 
were conducted for this purpose. Hoffmeister [15] and 
Uhlmann [16] identified in experimental investigations 
with different cutting conditions a cutting speed range of 
vc = 100 m/min to vc = 180 m/min in which IN 718 
underlies a transition from a continuous to a segmented 
chip formation. The simulation results are illustrated in 
Fig. 4. 
It can be observed at low cutting speed that the 
damage evolves starting from the cutting edge and 
spreading into the shear zone. However, the damage 
does not reach the upper side of the chip. Thus a 
continuous chip is formed at vc = 75 m/min. At the 
higher cutting speed, the damage affects the entire shear 
zone. This leads to a local softening effect and finally to 
the formation of a segmented chip. The change of the 
chip formation mechanism depending on the cutting 
speed can therefore be predicted by FPM. 
However, some shortcomings are obvious in the 
simulations. The chip segments exhibit a distinct 
rounding at their upper side since the ductile damage 
does not localize strong enough. Other simulations 
showed that a reduction of the particle distance to 
approx. 2.5 mage 
localization and chip segmentation. Further 
investigations are necessary at this point. Moreover, the 
stability loss of the material results in adhesions on the 
rake and flank face of the cutting tool. This effect might 
be avoided by limiting the maximum damage value to 
less than one. 
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Fig. 4. Change of chip formation of IN 718 depending on cutting speed 
6. Conclusions and outlook 
The meshfree FPM was further developed for the 
simulation of chip formation. The implementation of the 
Johnson-Cook material law without and with ductile 
damage allows for the simulation of continuous and 
segmented chips. The cutting force can already be 
predicted with a very good accuracy, whereas further 
optimization of the stress tensor integration method must 
be done in order to improve the shear angle calculation. 
Furthermore, the influence of the particle density on the 
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shear band thickness in segmented chip formation 
should be investigated. These works aim at making the 
FPM to a flexible and accurate alternative simulation 
method for cutting simulations. 
Besides the prediction accuracy, also the 
computational effort of the simulation can be of interest. 
As each particle in a FPM simulation has a higher 
number of local neighbors than a node in a FEM 
simulation, the computational effort is generally higher 
in a FPM simulation. However, FPM simulations 
extensively exploit the advantages of multi-core systems 
whereas the applied FEM software is limited to a single 
CPU core during remeshing procedures. A detailed 
investigation on this aspect will therefore be conducted 
in the future. 
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