While global hydrological models (GHMs) are very useful in exploring water resources and 11 interactions between the Earth and human systems, their use often requires numerous model 12 inputs, complex model calibration, and high computation costs. To overcome these challenges, 13 we construct an efficient open-source and ready-to-use hydrologic emulator (HE) that can mimic 14 complex GHMs at a range of spatial scales (e.g., basin, region, globe). More specifically, we 15 construct both a lumped and a distributed scheme of the HE based on the monthly "abcd" model 16 to explore the tradeoff between computational cost and model fidelity. Model predictability and 17 computational efficiency were evaluated in simulating global runoff from 1971-2010 with both 18 the lumped and distributed schemes. The results are compared against the runoff product from 19 the widely-used Variable Infiltration Capacity (VIC) model. Our evaluation indicates that the 20 lumped and distributed schemes present comparable results regarding annual total quantity, 21 spatial pattern and temporal variation of the major water fluxes (e.g., total runoff, 22 evapotranspiration) across the global 235 basins (e.g., correlation coefficient r between the 23 annual total runoff from either of these two schemes and the VIC is >0.96), except for several 24 cold (e.g., Arctic, Interior Tibet), dry (e.g., North Africa ) and mountainous (e.g., Argentina) 25 regions. Compared against the monthly total runoff product from the VIC (aggregated from daily 26 runoff), the global mean Kling-Gupta efficiencies are 0.75 and 0.79 for the lumped and 27 distributed schemes, respectively, with the distributed scheme better capturing spatial 28 heterogeneity. Notably, the computation efficiency of the lumped scheme is two orders of 29 magnitude higher than the distributed one, and seven orders more efficient than the VIC model.
In terms of the "abcd" model, we evaluate both the lumped and distributed model . In the lumped scheme, each of the 235 river basins is lumped as a 155 single unit, and each of the climate input (see Section 2.3.1) is the lumped average across the 156 entire basin, and thus all the model outputs are lumped as well. In terms of the distributed one, 157 however, each 0.5-degree grid cell has its own climate inputs, and likewise, the model outputs 158 are simulated at the grid-level. Although the two schemes differ in the spatial resolution of their 159 inputs and outputs, their within-basin parameters are uniform. We use basin-uniform rather than 160 grid-specific parameters for the distributed scheme for two reasons: 1) to enhance computational 161 efficiency; and 2) to avoid drastically different parameters for neighboring grid cells that may be 162 unrealistic. Note that lateral flows between grid cells and basins are not included at this stage for 163 the "abcd" model. For the baseline model, as it is derived from the benchmark product (see 164 Section 2.3.2), which presents runoff estimates in a spatial resolution of 0.5-degree, and thus 165 every grid cell of each basin has its own inter-annual mean monthly runoff estimates. The climate data needed for the "abcd" model only involve monthly total precipitation, 170 monthly mean, maximum and minimum air temperature. The data we use is obtained from 171 WATCH (Weedon et al., 2011) , spanning the period of 1971-2010, and it is 0.5-degree gridded 172 global monthly data. The climate data is used for model simulation over the global 235 major 173 river basins (Kim et al., 2016) . Additionally, we use the Hargreaves-Samani method (Hargreaves 174 and Samani, 1982) to estimate potential evapotranspiration (PET), which is a required input for 175 the "abcd" model, and it needs climate data of mean, maximum and minimum temperatures for 176 the calculation. In this study, the "abcd" model is tested for its ability to emulate the naturalized 180 hydrological processes of a reference model since the "true" naturalized hydrological processes 181 are unknown. The "perfect model" approach is well adopted in climate modeling studies where 182 one model is treated as "observations" while the others are tested for their ability to reproduce 183 "observations" (Murphy et al., 2004; Tebaldi and Knutti, 2007) . Here, we use the process-based 184 VIC model as the "perfect model", which was also driven by the WATCH climate forcing.
185
The VIC runoff product here is a global simulation with a daily time step and spatial 186 resolution of 0.5 degree for the period of 1971-2010, and the VIC daily runoff is aggregated to 187 monthly data to be consistent with the temporal scale of the "abcd" model. The VIC model 
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The VIC runoff product Leng et al., 2015) is then used as a 207 benchmark for calibrating and validating the "abcd" model due to two reasons. First, VIC runoff 208 has been evaluated across many regions of the globe and is proved to be reasonably well The VIC runoff product also compares well to other products (see Fig. S1 , S2), including 219 the UNH/GRDC runoff product (Fekete and Vorosmarty, 2011; Fekete et al., 2002) and the 220 global streamflow product (Dai et al., 2009 ). The scatterplot pattern of the VIC long-term annual 221 runoff product vs. the streamflow product matches well with that of the UNH/GRDC runoff vs. Sankarasubramanian and Vogel, 2002) . While this may lead to a good fit for simulated total 235 runoff, however, it may result in inappropriate partition of total runoff between direct runoff and 236 baseflow. To improve the accuracy of the simulated total runoff and the partition between direct 237 runoff and baseflow, we introduce the baseflow index (BFI) into the objective function.
238
Unlike the baseline model, the "abcd" model requires a calibration step for reasonable 239 parameterization so as to enable good prediction. As mentioned above, we incorporate BFI into 240 the objective function during the calibration process. On one side, we maximize Kling-Gupta (1)
where r, α, β, and Covso are relative variability, bias, correlation coefficient, and covariance 251 between the simulated and observed values (here we treat the VIC runoff as the observed), 252 respectively; µ and σ represent the mean and standard deviation (subscript "s" and "o" stand for 253 simulated and observed values). On the other side, we also nudge the simulated BFI towards the 254 benchmark BFI (here we treat the benchmark BFI as the observed) -the mean BFI of the four 255 products from (Beck et al., 2013) . Then, the objective function is as follows:
where min stands for minimizing the value in the parenthesis, abs represents absolute value, ED (Deb et al., 2002) . Note that for the distributed model scheme, we aggregate the grid-level total 263 runoff estimates to basin-level and then nudge it toward basin-level benchmark total runoff 264 during the calibration process. To evaluate the predictability and efficiency of the baseline and the "abcd" model so as 268 to identify a suitable one to serve as a HE, we have conducted a series of simulations. 286 Generally, we find baseline model performs worse than the "abcd" model ( Fig. 2) . The 
Comparison of performances between the baseline and the "abcd" model

Evaluation of model predictability 302
In terms of total runoff, we find the lumped and distributed schemes are comparably 303 capable in simulating long-term mean annual quantity, temporal variations and spatial patterns 304 for the vast majority of river basins globally ( Fig. 3-5 ). Estimates of long-term mean annual total 305 runoff from both the lumped and distributed schemes match very well with that of VIC total 306 runoff across the 235 basins, with a correlation coefficient (r) of higher than 0.96, for both the 307 calibration and validation period ( Fig. 3) . Similarly, the basin-level estimates of long-term mean 308 annual direct runoff and baseflow also match well with those of the VIC across the globe, for 309 both schemes and both periods (Fig. 3 ). This suggests both schemes possess the capability in 310 partitioning total runoff. 311 Furthermore, both schemes display good capability in capturing the seasonal signals of 312 the total runoff ( Fig. 4) . Meanwhile, although the spatial patterns of annual total runoff from the 313 lumped scheme present a general match with that of the VIC, it does not reflect the spatial 314 variations inside a basin that is however captured by the distributed scheme (Fig. 5) . Therefore, 315 the distributed scheme provides overall slightly higher KGE (Fig. 6) , with a global mean KGE 316 value of 0.79 as compared to 0.75 for the lumped scheme (Fig. 2) .
317
To ensure good model predictability for the major water fluxes, we also evaluate the displaying similar spatial variations (Fig. S5) . Likewise, the distributed "abcd" scheme tends to 321 have better capability in presenting spatial heterogeneity than the lumped one. Further, the good 322 predictability of seasonality in runoff as illustrated in Fig. 4 also reflects similar performance for 323 ET, given the runoff and ET are the two major water fluxes in the water mass balance and the 324 soil moisture changes are negligible over long-term.
325
The distributed scheme appears to outperform the lumped scheme in term of goodness-326 of-fit, especially in some cold (e.g., Arctic, Northern European, Interior Tibet) and in some dry 327 (e.g., North Africa) regions (Fig. 6 ). This is possibly because distributed inputs can reflect basin-328 level heterogeneity, and thus better capture the characteristic of the hydrological conditions in 329 those regions. However, both schemes do not perform well in the southern end of the Andes 330 Mountains (Fig. 6 ). This may be attributed to the complex land surface characteristics in that 331 mountainous area, which cannot be resolved due to the coarse spatial resolution. Moreover, the 332 distributed scheme seems not performing very well in some cold regions (Fig. 6) , which is 333 possibly due to lack of representation for permafrost in the model.
334
Previous studies investigating the credibility of lumped and distributed hydrological 335 models indicate that, in many cases, lumped models perform comparably or just as well as The good agreement between our modelled water fluxes, including total runoff, direct 346 runoff, baseflow and ET, and the benchmark products provides confidence in the capability of 347 both the lumped and distributed schemes in estimating temporal and spatial variations in major 348 water fluxes across the globe. In addition, to identify a suitable HE, the required computation 349 cost is another key factor as detailed below. 
Evaluation of computational efficiency 352
While the performance of model predictability is comparable for the lumped and 353 distributed schemes as elucidated above, great disparity exists for runtime of the two schemes 354 and the VIC model (Table S1 ). Take the Amazon basin that covers a total number of 1990 0.5-355 degree grid cells as an example, it takes 11.05 minutes for model calibration via the GA method 356 in the distributed scheme but only 0.16 minute for the lumped one. Similar disparity is also found 357 for model simulation with calibrated parameters, with runtime of 0.03 and 3.20 seconds for a 358 1000-year simulation of the Amazon basin for the lumped and distributed schemes, respectively.
359
However, according to the authors' experience, it will take ~1 week for the VIC model to 360 accomplish the same job, which is far more computationally expensive. In general, the 361 computational efficiency of the lumped scheme is two orders of magnitudes higher than the 362 distributed one, although that of the distributed one is still much higher than the VIC (~five 404 To demonstrate the capability of the examined "abcd" model serving as a HE, we use the 405 lumped scheme to conduct parameter-induced uncertainty analysis for the runoff simulation at 406 the world's sixteen river basins with top annual flow (Dai et al. 2009 ). Specifically, for each of 407 the sixteen basins, we first apply ±10% change to each of the five calibrated parameters (a, b, c, 408 d, m) to compose varying ranges; note that we just truncate the range to those valid in Table 1 if 409 the ±10% change exceeds the valid range. Then we randomly sample the five parameters from 410 corresponding ranges for 100,000 times (i.e., 100,000 combinations of parameters). After that, 411 we run the lumped scheme 100,000 times for each basin with the 100,000 combinations of 412 parameters to examine the parameter-induced uncertainty in total runoff. The uncertainty 413 analysis indicates that most basins are robust to changes in parameters, other than the Tocantins, 414 Congo and La Plata (Fig. 7) . In other words, for basins Congo and La Plata, slight changes in 415 parameters may lead to large changes in runoff estimates. Then the uncertainty in the calibrated 416 parameters for the two basins may lead to large bias in the simulated runoff, which may more or 417 less explain why modelled runoff for the two basins tend to have higher biases than other basins 418 (Fig. 4) . Notably, the 100,000 times of simulations only takes ~80 seconds on a Dell Workstation 419 T5810 with one Intel Xeon 3.5 GHz CPU, which demonstrates the extraordinary computational 420 efficiency of the lumped scheme and its advantage for serving as a HE. Toward addressing the issue that many global hydrological models (GHMs) are 424 computationally expensive and thus users cannot afford to conduct a large number of simulations 425 for various tasks, we firstly construct a hydrological emulator (HE) that possesses both 426 reasonable predictability and computation efficiency for global applications in this work. Built 427 upon the widely-used "abcd" model, we have adopted two snow-related parameters from 428 literature rather than tuning them for parameter parsimony, and also have improved the partition 429 of total runoff between the direct runoff and baseflow by introducing baseflow index into the 430 objective function of the parameter optimization. We then evaluate the appropriateness of the 431 model serving as an emulator for a complex GHM -the VIC, for both the lumped and distributed 432 model schemes, by examining their predictability and computational efficiency.
Case study for uncertainty analysis
433
In general, both distributed and lumped schemes have comparably good capability in 434 simulating spatial and temporal variations of the water balance components (i.e., total runoff, 435 direct runoff, baseflow, evapotranspiration). Meanwhile, the distributed scheme has slightly 436 better performance than the lumped one (e.g., capturing spatial heterogeneity), with mean Kling- 437 Gupta efficiency of 0.79 vs. 0.75 across global 235 basins, and also it provides grid-level 438 estimates that the lumped one incapable of. Additionally, the distributed scheme performs better 439 in extreme climate regimes (e.g., Arctic, North Africa) and Europe. However, the distributed one The model defines two state variables "available water" and "evapotranspiration opportunity", 479 denoted as Wi and Yi, respectively. The Wi is defined as: 480 
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In the model framework, ii WY  is the sum of the groundwater recharge (RE) and direct runoff 497 (Qd), and the allocation is determined by the parameter c: 498
The baseflow from the groundwater (GW) pool is modeled as: 501
where d is a parameter reflecting the release rate of groundwater to baseflow. Then the total runoff ( t Q ) is 503 the sum of the direct runoff and baseflow: 504
The i GW is the sum of groundwater storage at the end of last time step and the groundwater recharge minus 506 the baseflow, and i GW is derived as:
Then, all the water fluxes and pools are solved. 509 510 
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