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GENERATING FUNCTIONS FOR THE UNIVERSAL
HALL-LITTLEWOOD P - AND Q-FUNCTIONS
MASAKI NAKAGAWA AND HIROSHI NARUSE
Abstract. Recently, P. Pragacz described the ordinary Hall-Littlewood P -polynomials
by means of push-forwards (Gysin maps) from flag bundles in the ordinary cohomol-
ogy theory. Together with L. Darondeau, he also gave push-forward formulas (Gysin
formulas) for all flag bundles of types A, B, C and D in the ordinary cohomology
theory. In this paper, we introduce a generalization of the ordinary Hall-Littlewood
P - and Q-polynomials, which we call the universal (factorial) Hall-Littlewood P - and
Q-functions, and characterize them in terms of Gysin maps from flag bundles in the
complex cobordism theory. We also generalize the (type A) push-forward formula
due to Darondeau-Pragacz to the complex cobordism theory. As an application of
our Gysin formulas in complex cobordism, we give generating functions for the uni-
versal Hall-Littlewood P - and Q-functions and their factorial analogues. Using our
generating functions, classical determinantal and Pfaffian formulas for Schur S- and
Q-polynomials, and their K-theoretic or factorial analogues can be obtained in a
simple and unified manner.
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1. Introduction
Let xn = (x1, . . . , xn) and t be independent indeterminates over Z, and λ =
(λ1, . . . , λn) a partition of length ≤ n. Then the ordinary Hall-Littlewood P - and
Q- polynomials, denoted by Pλ(xn; t) and Qλ(xn; t) respectively, are symmetric poly-
nomials with coefficients in Z[t] (for the definition and basic properties of the Hall-
Littlewood polynomials, see Macdonald’s book [29, Chapter III, §2]). When t = 0,
both the polynomials Pλ(xn; t) and Qλ(xn; t) reduce to the ordinary Schur (S-) poly-
nomial sλ(xn), and when t = −1, to the ordinary Schur P -polynomial Pλ(xn) and
Q-polynomial Qλ(xn) respectively. Thus the polynomials Pλ(xn; t), Qλ(xn; t) serve to
interpolate between the Schur polynomials and the Schur P - and Q-polynomials, and
play a crucial role in the symmetric function theory, representation theory, and combi-
natorics. In the context of Schubert calculus, it is well-known that the ordinary Schur
S-, P -, and Q-polynomials appear as the Schubert classes in the ordinary cohomology
rings (with integer coefficients) of the various Grassmannians (for details, see Fulton
[8, §9.4], Pragacz [41, §6]). Moreover, their factorial analogues, namely, the facto-
rial Schur S-, P -, and Q-polynomials play an analogous role in equivariant Schubert
calculus (for details, see Knutson-Tao [24], Ikeda [15], Ikeda-Naruse [18]). Although
the Hall-Littlewood polynomials have no obvious geometric meaning at present, they
deserve to be considered in terms of geometry as well (for this issue, see §1.4).
1.1. A Gysin formula for Hall-Littlewood polynomials by Pragacz. Recently,
P. Pragacz [42] described the ordinary Hall-Littlewood P - polynomial by means of
a Gysin map (push-forward) from a flag bundle in the ordinary cohomology theory.
Since his observation is vital to our present work, we shall recall it here: Let E −→ X
be a complex vector bundle of rank n (over a non-singular variety X), and x1, . . . , xn
are the Chern roots of E.1 For a partition λ = (λ1, . . . , λn) of length ≤ n, one can
associate a type A partial flag bundle ηλ : Fℓ
λ(E) −→ X .2 With regard to the Gysin
map (ηλ)∗ : H
∗(Fℓλ(E)) −→ H∗(X) in ordinary cohomology, he observed that the
polynomial Pλ(xn; t) is given by the following formula:
(1.1) (ηλ)∗

xλ11 · · ·xλnn ∏
1≤i<j≤n, λi>λj
(xi − txj)

 = Pλ(xn; t).
1.2. Gysin formulas for flag bundles by Darondeau-Pragacz. In a recent pa-
per [5], Darondeau and Pragacz considered push-forwards (Gysin maps) for general
flag bundles associated to complex vector bundles with additional structures, that is,
symplectic structure (type C) or orthogonal structure (type B, D), as well as type
A flag bundles. Then they have given push-forward formulas (Gysin formulas) for
all flag bundles of types A, B, C, and D. In order to encourage reader’s insight,
1 These are actually elements in H∗(Fℓ(E)), the cohomology ring of the complete flag bundle
Fℓ(E) of E.
2 For the notation, see Pragacz [42], Nakagawa-Naruse [34, §4].
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let us give one typical example here3: Let E −→ X be a complex vector bundle
of rank n as before, y1, . . . , yn are the Chern roots of E
∨, the dual of E. Denote
by st(E) = s(E; t) :=
∑
i≥0 si(E)t
i the Segre series of E. Here we adopt the con-
vention given in Fulton-Pragacz [10, Chapter IV], so that st(E) satisfies the identity
st(E)c−t(E) = 1, where ct(E) = c(E; t) =
∑n
i=0 ci(E)t
i is the Chern polynomial of
E. Consider the complete flag bundle ̟ : Fℓ(E) −→ X , and the induced Gysin
map ̟∗ : H
∗(Fℓ(E)) −→ H∗(X) in cohomology. Then one of Darondeau-Pragacz’s
formula is stated as follows4: For a polynomial f(t1, . . . , tn) ∈ H
∗(X)[t1, . . . , tn], one
has
(1.2) ̟∗(f(y1, . . . , yn)) = [t
n−1
1 · · · t
n−1
n ]
(
f(t1, . . . , tn)
∏
1≤i<j≤n
(tj − ti)
n∏
i=1
s1/ti(E
∨)
)
.
1.3. A formulation in the complex cobordism theory. In algebraic topology,
there is a notion of generalized cohomology theories, satisfying all the axioms of Eilenberg-
Steenrod [7, Chapter I, 3c] except the “dimension axiom”. Among such theories, those
which are complex-oriented (in the sense of Adams [1, Part II, (2,1)], or more gener-
ally Quillen [45, §1]) are of particular importance: Firstly, such a theory possesses the
“generalized” Chern classes associated with complex vector bundles (see Conner-Floyd
[4, Chapter II, Theorem 7.6], Switzer [49, Chapter 16, Theorem 16.2]). Secondly, such
a theory, say, h∗(−), gives rise to a formal group law F h(u, v) over the coefficient ring
h∗ := h∗(pt), where pt is a single point (see [1, Part II, Lemma 2.7]). For instance,
the ordinary cohomology theory H∗(−) corresponds to the additive formal group law
FH(u, v) = u+ v, and the (topological) complex K-theory K∗(−) corresponds to the
multiplicative formal group law, which is of the form FK(u, v) = u + v + βuv. It
was Quillen [45, Proposition 1.10] who first showed that the complex cobordism the-
ory MU∗(−) (see §2.1) is universal among all complex-oriented cohomology theories.
Thus given a complex-oriented cohomology theory h∗(−), there exists a natural trans-
formation θ : MU∗(−) −→ h∗(−), which sends the universal formal group law FMU
associated to MU∗(−) to F h.
From this point of view, it is natural to ask a generalization of (1.1) and (1.2)
to other complex-oriented cohomology theory, especially to the complex cobordism
theory. That is one of the main motivation of the current work started from our
previous paper [34]. In fact, we have introduced a “universal” analogue of the Hall-
Littlewood P -polynomial denoted by HLλ (xn; t) in [34, Definition 3.2]. We have named
this function the universal Hall-Littlewood function, and established a formula which
is a direct generalization of (1.1) to the complex cobordism theory ([34, Corollary
4.11]). However, contrary to our expectation, the “t = 0 specialization” of HLλ (xn; t)
does not coincide with the universal Schur function sLλ(xn) ([33, Definition 4.10]),
which we thought a direct, universal analogue of the usual Schur polynomial sλ(xn).
This has led us to the introduction of another universal analogue of sλ(xn), namely
the new universal Schur function denoted by SLλ(xn) ([34, Definition 5.1]). In the
meantime, Hudson-Matsumura [13] has appeared. In that paper, the authors pursued
a generalization of the so-called Kempf-Laksov formula [23] for the degeneracy loci
classes in the algebraic cobordism theory Ω∗(−). In an attempt to interpret their
3 The notation has been slightly changed from that in Darondeau-Pragacz [5]. See also §4.2.3.
4 Kaji-Terasoma [22, Theorem 0.4 (Push-Forward Fomula)] has also proved this type of push-
forward formula. It is apparent that their result coincide with that of Darondeau-Pragacz after
changing formal variables ti to their inverses t
−1
i , and extracting the constant term in place of the
coefficient of the relevant monomial.
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Kempf-Laksov class κλ ([13, Definition 4.1]) in our context, we arrived at another
universal analogue of sλ(xn), which we call the universal Schur function of Kempf-
Laksov type, denoted sL,KLλ (xn), and its factorial analogue, the universal factorial
Schur function of Kempf-Laksov type, denoted sL,KLλ (xn|b), where b = (b1, b2, . . .) is a
sequence of indeterminates (see Definition 3.1). Then we have introduced the universal
Hall-Littlewood P - and Q-functions HP Lλ (xn; t), HQ
L
λ(xn; t) (see Definition 5.8) which
interpolate between sL,KLλ (xn) and the universal Schur P - and Q-functions P
L
λ (xn),
QLλ(xn) ([33, Definition 4.1]). It should be remarked that the ordinary Hall-Littlewood
polynomials Pλ(xn; t), Qλ(xn; t) are symmetric polynomials in xn = (x1, . . . , xn) with
coefficients in Z[t], while our functions HP Lλ (xn; t) and HQ
L
λ(xn; t) are symmetric
formal power series5 in xn = (x1, . . . , xn) with coefficients in L⊗Q[[t]], where L stands
for the Lazard ring (see §2.2). A generalization of (1.1) for HP Lλ (xn; t), HQ
L
λ(xn; t) to
the complex cobordism theory is given in Proposition 5.9. Furthermore, the factorial
analogues of these functions, the universal factorial Hall-Littlewood P - and Q-functions
HP Lλ (xn; t|b), HQ
L
λ(xn; t|b) are also introduced (see Definition 6.1). To the best of our
knowledge, even a factorial version of the ordinary Hall-Littlewood functions has not
appeared in the literature. Here we emphasize the importance of these factorial Hall-
Littlewood functions. In fact, they will be needed in describing the torus-equivariant
cohomology of generalized homogeneous spaces (We briefly explain this new aspect
of the Hall-Littlewood functions in §1.4). Moreover, a notion of Segre classes for the
algebraic cobordism theory introduced in [13, Definition 3.1] can be translated into the
complex cobordism theory in parallel. The Segre classes for complex cobordism enable
us to generalize the formula (1.2) to the complex cobordism theory (see Theorem 4.3).
As an application of our Darondeau-Pragacz formula in complex cobordism, we are
able to obtain generating functions for various universal Schur functions, namely, those
for the universal Schur functions of Kempf-Laksov type, the universal Schur P - and
Q-functions, the universal Hall-Littlewood P -and Q-functions, and their factorial ana-
logues (see Theorems 5.1, 5.4, 5.5, 5.11, 6.5, 6.7, 6.8, 6.9, and 6.10). In particular, by
specializing the universal formal group law FMU to the additive one FH, we obtain the
generating functions for the ordinary Hall-Littlewood P - and Q-polynomials, thereby
generalizing a result due to Macdonald [29, Chapter III, (2.15)]. Here we stress the
usefulness of a technique of generating functions. In fact, it is easy to derive deter-
minantal formulas for Schur and Grothendieck polynomials, and Pfaffian formulas for
Schur Q- and K-theoretic Q-polynomials in a simple and uniform way (see §§5.1.2,
5.2.4). Also we obtain their factorial analogues by completely similar calculations
(see §§6.1.6, 6.1.7). We remark that the latter results are obtained only recently in
the context of degeneracy loci formulas for flag bundles by Hudson-Ikeda-Matsumura-
Naruse [12, Theorem 3.13]. For further applications of generating functions such as
the so-called Pieri rule for K-theoretic P - and Q-polynomials, see Naruse [36].
1.4. Related work. In this subsection, without entering the details, we briefly explain
a geometric meaning of Hall-Littlewood functions and their factorial analogues. Details
will be discussed elsewhere. As far as the authors know, Totaro [50] was the first to
suggest a geometric interpretation of the ordinary Hall-Littlewood polynomials. He
considered the complex reflection group G(r, 1, n) = Z/rZ ≀ Sn (the wreath product)
for r ≥ 2, and the rings
C(r, n) :=
Z[e1, . . . , en]
(ei(zr1, . . . , z
r
n) (1 ≤ i ≤ n))
−֒→ F (r, n) :=
Z[z1, . . . , zn]
(ei(zr1, . . . , z
r
n) (1 ≤ i ≤ n))
,
5 We have therefore used the terminology of functions for HP Lλ , HQ
L
λ.
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where ei := ei(z1, . . . , zn) (resp. ei(z
r
1, . . . , z
r
n)) denotes the ith elementary symmetric
polynomial in the indeterminates z1, . . . , zn (resp. z
r
1, . . . , z
r
n). Let ζ be a primitive
rth root of unity. A partition λ = (λ1, λ2, . . .) is said to be r-regular if the multiplicity
mi(λ) < r for all i ≥ 1, that is, no part of λ occurs r or more times. He then showed
that C(r, n) ⊗Z Z[ζ ] has a free basis (over Z[ζ ]) consisting of the Hall-Littlewood Q-
functions Qλ(x; ζ) evaluated at t = ζ . Here the partition λ = (λ1, λ2, . . .) ranges over
the set of r-regular partitions with λ1 ≤ n. For r = 2, the functionsQλ(x;−1) = Qλ(x)
are the ordinary Schur Q-functions with λ strict partitions with λ1 ≤ n, which provide
a free Z-basis for C(2, n) ∼= H∗(Sp(n)/U(n);Z), the integral cohomology ring of the
Lagrangian Grassmannian Sp(n)/U(n). In this case, G(2, 1, n) = Z/2Z ≀ Sn is the
Weyl group of Sp(n), and this basis is exactly the one given by Schubert classes as
was shown by Jo´zefiak [21], Pragacz [41, §6]. For r ≥ 3, the reflection group G(r, 1, n)
cannot be the Weyl group of a Lie group, but can be realized as the Weyl group of
a certain p-compact group X(r, 1, n), where p is an odd prime such that r|(p − 1).6
Moreover, the ring C(r, n) (resp. F (r, n)), tensored with e.g., Q∧p , the field of p-adic
numbers, can be realized as the cohomology ring of a generalized homogeneous space
“X(r, 1, n)/U(n)” (resp. “X(r, 1, n)/T”).7 Thus the above “Hall-Littlewood basis”
{Qλ(x; ζ)} is regarded as a generalization of the Schubert basis for the Lagrangian
Grassmannian. On the other hand, a description of the ordinary cohomology of a
Grassmannian, or more generally, a flag manifold in terms of Schubert classes can be
extended to the torus-equivariant cohomology (e.g., for the classical Grassmannians,
see Knutson-Tao [24], Ikeda [15], Ikeda-Naruse [18]). It is then natural to consider
an analogous description for a generalized homogeneous space of a p-compact group.
Indeed, Ortiz [40] has considered the torus-equivariant cohomology of the p-compact
flag manifold X(r, 1, n)/T , building an explicit additive basis. Some experiments show
that it is highly expected that by means of the localization map8, the above factorial
Hall-Littlewood functions give a plausible basis for the torus-equivariant cohomology
of the p-compact homogeneous space X(r, 1, n)/U(n).
1.5. Organization of the paper. The paper is organized as follows: In Section 2,
we prepare notation and conventions concerning the complex cobordism theory, the
universal formal group law, and partitions, which will be used throughout the paper. In
Section 3, inspired by the Kempf-Laksov class κλ due to Hudson-Matsumura mentioned
above, we shall introduce the universal factorial Schur function of Kempf-Laksov type
sL,KLλ (xn|b). In Section 4, using the Segre classes for complex cobordism, we establish
a complex cobordism version of the Type A Darondeau-Pragacz formula. Using our
Darondeau-Pragacz formula and characterizations of various universal Schur functions
by means of Gysin maps, in Sections 5 and 6, we obtain generating functions for these
universal Schur functions. Determinantal and Pfaffian formulas for Schur S- and Q-
polynomials, and their K-theoretic or factorial analogues can be obtained by given as
a by-product.
6 The concept of a p-compact group was introduced by Dwyer and Wilkerson [6] in 1994, which
is a generalization of a Lie group in the sense of homotopy theory. For the details of the p-compact
group corresponding to G(r, 1, n), readers are referred to Castellana [3], Notbohm [39].
7 On the cohomology of generalized homogeneous spaces of p-compact groups, the basic references
are May-Neumann [31], Neumann [37], [38].
8 Geometrically (and originally), the localization map means the restriction map to the fixed-point
set under the torus action. Algebraic counterparts are also defined and considered in the context of
equivariant Schubert calculus (see e.g., Ikeda-Mihalcea-Naruse [17, Definition 6.1], Ikeda-Naruse [19,
Definition 7.1], Ortiz [40, §4]).
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2. Notation and conventions
2.1. Complex cobordism theory. Complex cobordism theory MU∗(−) is a general-
ized cohomology theory associated to the Milnor-Thom spectrum MU (for a detailed
account of the complex cobordism theory, readers are referred to e.g., Adams [1],
Ravenel [46], Stong [48, Chapter VII], Wilson [51]). According to Quillen [45, Propo-
sition 1.2], for a manifold X , MU q(X) can be identified with the set of cobordism
classes of proper, complex-oriented maps of dimension −q. Thus a map of manifolds
f : Z −→ X , which is complex-oriented in the sense of Quillen, determines a class
denoted by [Z
f
→ X ], or simply [Z] in MU q(X). The coefficient ring of this theory is
given by MU∗ := MU∗(pt), where pt is a space consisting of a single point. With this
geometric interpretation of MU∗(X), the Gysin map can be defined as follows (see
Quillen [45, 1.4]): For a proper complex-oriented map g : X −→ Y of dimension d,
the Gysin map
g∗ : MU
q(X) −→ MU q−d(Y )
is defined by sending the cobordism class [Z
f
→ X ] into the class [Z
g◦f
→ Y ].
Complex cobordism theory MU∗(−) is equipped with the “generalized” Chern
classes. To be more precise, for a rank n complex vector bundle over a space X ,
one can define the MU∗-theory Chern classes cMUi (E) ∈ MU
2i(X) for i = 0, 1, . . . , n,
which have the usual properties of the ordinary Chern classes in cohomology (see
Conner-Floyd [4, Theorem 7.6], Switzer [49, Theorem 16.2]).
Let CP∞ be an infinite complex projective space, and η∞ −→ CP
∞ the Hopf line
bundle on CP∞. Note that CP∞ is homotopy equivalent to the classifying space BU(1)
of the unitary group U(1). Let x = xMU be theMU∗-theory first Chern class of the line
bundle η∨∞, dual of η∞. Then it is well-known that MU
∗(CP∞) ∼= MU∗[[x]]. Denote
by πi : CP
∞ × CP∞ −→ CP∞ the natural projection onto the i-th factor (i = 1, 2).
Then the product map µ : CP∞ × CP∞ −→ CP∞ is defined as the classifying map of
the line bundle π∗1η∞⊗π
∗
2η∞ over CP
∞×CP∞. Applying the functor MU∗(−) to the
map µ, we obtain
µ∗ : MU∗(CP∞) ∼= MU∗[[x]] −→MU∗(CP∞ × CP∞) ∼= MU∗[[x1, x2]],
where xi = x
MU
i is theMU
∗-theory first Chern class of the line bundle π∗i η
∨
∞ (i = 1, 2).
From this, one obtains the formal power series in two variables:
µ∗(x) = FMU(x1, x2) =
∑
i,j≥0
ai,jx
i
1x
j
2 (ai,j = a
MU
i,j ∈MU
2(1−i−j)).
Therefore, for complex line bundles L, M over the same base space, the following
formula holds:
cMU1 (L⊗M) = F
MU(cMU1 (L), c
MU
1 (M)).
Quillen [44, §2] showed that the formal power series FMU(x1, x2) is a formal group
law over MU∗. Moreover, he also showed ([44, Theorem 2]) that the formal group
law FMU(x1, x2) over MU
∗ is universal in the sense that given any formal group law
F (x1, x2) over a commutative ring R with unit, there exists a unique ring homomor-
phism θ : MU∗ −→ R carrying FMU to F . Topologically, Quillen’s result represents
that the complex cobordism theory MU∗(−) is universal among complex-oriented
generalized cohomology theories. It is known since Quillen that a complex-oriented
generalized cohomology theory gives rise to a formal group law by the same way as
above. For instance, the ordinary cohomology theory (with integer coefficients) H∗(−)
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corresponds to the additive formal group law FH(x1, x2) = x1 + x2, and the (topo-
logical) complex K-theory K∗(−) corresponds to the multiplicative formal group law
FK(x1, x2) = x1 + x2 + βx1x2 for some unit β ∈ K
−2 = K−2(pt) = K˜0(S2).
2.2. Lazard ring L and the universal formal group law FL. Quillen’s result in
the previous subsection implies that the formal group law FMU over MU∗ is identified
with the so-called Lazard’s universal formal group law over the Lazard ring, which we
briefly recall (in order to fix our notation, we shall follow Levine-Morel’s book9 [27]):
In [25], Lazard constructed the universal formal group law
FL(u, v) = u+ v +
∑
i,j≥1
aLi,ju
ivj ∈ L[[u, v]]
over the ring L, where L is the Lazard ring, and he showed that it is isomorphic to
the polynomial ring in countably infinite number of variables with integer coefficients
(see Levine-Morel [27, §1.1]). FL(u, v) is a formal power series in u, v with coefficients
aLi,j of formal variables which satisfies the axioms of the formal group law:
(i) FL(u, 0) = u, FL(0, v) = v,
(ii) FL(u, v) = FL(v, u),
(iii) FL(u, FL(v, w)) = FL(FL(u, v), w).
For the universal formal group law, we shall use the notation (see Levine-Morel [27,
§2.3.2])
u+L v = FL(u, v) (formal sum),
u = [−1]L(u) = χL(u) (formal inverse of u),
u−L v = u+L [−1]L(v) = u+L v (formal subtraction).
Furthermore, we define [0]L(u) := 0, and inductively, [n]L(u) := [n− 1]L(u) +L u for a
positive integer n ≥ 1. We also define [−n]L(u) := [n]L([−1]L(u)) for n ≥ 1. We call
[n]L(u) the n-series in the sequel.
Denote by ℓL(u) ∈ L ⊗ Q[[u]] the logarithm (see Levine-Morel [27, Lemma 4.1.29])
of FL, i.e., a unique formal power series with leading term u such that
ℓL(u+L v) = ℓL(u) + ℓL(v).
Using the logarithm ℓL(u), one can rewrite the n-series [n]L(u) for a non-negative
integer n as ℓ−1L (n · ℓL(u)), where ℓ
−1
L (u) is the formal power series inverse to ℓL(u).
This formula allows us to define
[t]L(x) = [t](x) := ℓ
−1
L (t · ℓL(x))
for an indeterminate t. This is a natural extension of t·x as well as the n-series [n]L(x).
The Lazard ring L can be graded by assigning each coefficient aLi,j the degree 1 −
i − j (i, j ≥ 1) (see Levine-Morel [27, §1.2]). This grading makes L into the graded
ring over the integers Z. Be aware that in topology, it is customary to give aLi,j the
cohomological degree 2(1− i− j).
9 Accordingly, the additive formal group law will be denoted by Fa(u, v) = u+ v in place of F
H ,
and the multiplicative formal group law by Fm(u, v) = u + v + βuv in place of F
K in the following
(see [27, §1.1]. Note that the sign of β is opposite from the one there).
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2.3. Partitions. Throughout this paper, we basically use the notation pertaining to
partitions as in Macdonald’s book [29, Chapter I]. A partition λ is a non-increasing
sequence λ = (λ1, λ2, . . . , λr) of non-negative integers such that λ1 ≥ λ2 ≥ · · · ≥
λr ≥ 0. As is customary, we do not distinguish between two such sequences which
differ only by a finite or infinite sequence of zeros at the end. The non-zero λi’s are
called the parts of λ, and the number of parts is the length of λ, denoted by ℓ(λ).
The sum of the parts is the weight of λ, denoted by |λ|. If |λ| = n, we say that
λ is a partition of n. If λ, µ are partitions, we shall write λ ⊂ µ to mean that
λi ≤ µi for all i ≥ 1. A partition ν is said to be strict if all its parts are distinct.
Thus ν is a strictly decreasing sequence ν = (ν1, ν2, . . . , νr) of positive integers so that
ν1 > ν2 > · · · > νr > 0. In what follows, the set of all partitions of length ≤ n is
denoted by Pn. Also denote by SPn the set of all strict partitions of length ≤ n. For
a non-negative integer n, we set ρn := (n, n− 1, . . . , 2, 1) (ρ0 is understood to be the
unique partition of 0, which we denote by just 0 or ∅). The partition (k, k, . . . , k︸ ︷︷ ︸
l
) will
be abbreviated to (kl), or just kl. For two partitions λ, µ ∈ Pn, λ + µ is a partition
defined by (λ+ µ)i := λi + µi (i = 1, 2, . . . , n).
Next we shall introduce various generalizations of the ordinary power of variables10:
Let x = (x1, x2, . . .) be a countably infinite sequence of independent variables. We
also introduce another set of variables b = (b1, b2, . . .). Then, for a positive integer
k ≥ 1, we define a generalization of the ordinary k-th power xk of one variable x by
[x|b]k :=
k∏
i=1
(x+L bi) = (x+L b1)(x+L b2) · · · (x+L bk).
We set [x|b]0 := 1. Thus, if we specialize b to be 0, then [x|b]k becomes [x|0]k = xk,
the ordinary k-th power of x. For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r, we
set
[x|b]λ :=
r∏
i=1
[xi|b]
λi.
In the specialization b = 0, one has
[x|0]λ =
r∏
i=1
[xi|0]
λi =
r∏
i=1
xλii = x
λ.
Similarly, we define
[[x|b]]k := (x+L x)[x|b]
k−1 = (x+L x)(x+L b1)(x+L b2) · · · (x+L bk−1),
which is a generalization of 2xk. In the specialization b = 0, one has [[x|0]]k = (x+L
x)xk−1 which will be denoted by [x]k for simplicity. For a partition λ = (λ1, . . . , λr) of
length ℓ(λ) = r, we set
[[x|b]]λ :=
r∏
i=1
[[xi|b]]
λi =
r∏
i=1
(xi +L xi)[xi|b]
λi−1.
In the specialization b = 0, one has
[[x|0]]λ =
r∏
i=1
[[xi|0]]
λi =
r∏
i=1
[xi]
λi ,
which will be denoted by [x]λ in the sequel.
10 cf. Ikeda-Naruse [19, §2.1], Macdonald [28, 6th Variation], [29, Chapter I, §3, Example 20].
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3. Universal factorial Schur functions of Kempf-Laksov type
In our previous papers [33], [34], we introduced the universal factorial Schur func-
tions sLλ(xn|b) and the new universal factorial Schur functions (or the universal fac-
torial Schur functions of Damon type) SLλ(xn|b). In this section, motivated by the
recent work due to Hudson-Matsumura [13], we shall introduce another “universal
analogues” of the usual Schur functions, denoted by sL,KLλ (xn|b), which we call the
universal factorial Schur functions of Kempf-Laksov type. We start with the geometric
background of these functions.
3.1. Class of the Kempf-Laksov resolution.
3.1.1. Bundle of Schubert varieties. Let E −→ X be a complex vector bundle of rank
n (over a variety X). For a positive intger 1 ≤ d ≤ n − 1, consider the associated
Grassmann bundle π : Gd(E) −→ X of d-dimensional subspaces in the fibers of E.
Thus a point W ∈ Gd(E) is a d-dimensional linear subspace in the fiber Ex over some
point x ∈ X . On Gd(E), one has the tautological exact sequence of vector bundles
0 −→ S −֒→ π∗(E) −։ Q −→ 0,
where rankS = d and rankQ = n − d. Suppose that we are given a complete flag of
subbundles
F• : 0 = F0 ⊂ F1 ⊂ · · · ⊂ Fi ⊂ · · · ⊂ Fn−1 ⊂ Fn = E,
where rankFi = i (i = 0, 1, 2, . . . , n). For a partition λ = (λ1, . . . , λd) ⊂ ((n−d)
d), the
bundle of Schubert varieties Ωλ(F•) ⊂ Gd(E) is defined by the “Schubert conditions”,
namely
Ωλ(F•) := {W ∈ Gd(E) |W ⊂ Ex (x ∈ X), dim(W∩(Fn−d+i−λi)x) ≥ i (i = 1, 2, . . . , d)}.
Note that if the length ℓ(λ) of λ is r (≤ d), it suffices to consider the Schubert conditions
dim(W ∩ (Fn−d+i−λi)x) ≥ i only for i = 1, 2, . . . , r in the above definition.
3.1.2. Kempf-Laksov resolution of singularities of Ωλ(F•). Let λ ⊂ ((n − d)
d) be a
partition of ℓ(λ) = r (≤ d), and Ωλ(F•) the corresponding bundle of Schubert varieties.
Following Kempf-Laksov [23], we shall construct a resolution of singularities of Ωλ(F•)
with a slight modification. First consider the flag bundle ̟ : Fℓ1,2,...,r(S) −→ Gd(E)
associated with the tautological subbundle S over Gd(E). The fiber over a point
W ∈ Gd(E) consists of flags of the form
0 ⊂W1 ⊂W2 ⊂ · · · ⊂Wr ⊂W,
where dimWi = i (i = 1, 2, . . . , r). On Fℓ1,2,...,r(S), one has the tautological sequence
of sub and quotient bundles
0 = D0 −֒→ D1 −֒→ D2 −֒→ · · · −֒→ Di −֒→ · · · −֒→ Dr −֒→ Dr+1 = ̟
∗(S),
̟∗(S) = Q0 −։ Q1 −։ Q2 −։ · · · −։ Qi −։ · · · −։ Qr −։ Qr+1 = 0,
where rankDi = i, and Qi := ̟
∗(S)/Di for i = 0, 1, . . . , r + 1. Then the flag bundle
Fℓ1,2,...,r(S) is constructed as a tower of projective bundles (here we omit the pull-back
notation of vector bundles as is customary):
Fℓ1,2,...,r(S) = G1(Qr−1)
̟r−→ · · · −→ G1(Q1)
̟2−→ G1(S)
̟1−→ Gd(E).
The natural projection ̟ := ̟1 ◦ ̟2 ◦ · · · ◦ ̟r : Fℓ1,2,...,r(S) −→ Gd(E) sends a
point (0 ⊂ W1 ⊂ · · · ⊂ Wr ⊂ W ) ∈ Fℓ1,2,...,r(S) to the point W ∈ Gd(E). Notice
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that the tautological sequence of vector bundles over the projective bundle G1(Qi−1)
is regarded as
0 −→ Di/Di−1 −֒→ Qi−1 −։ Qi −→ 0.
We then define a sequence of subvarieties
Fℓ1,2,...,r(S) =: Z0 ⊃ Z1 ⊃ · · · ⊃ Zj ⊃ · · · ⊃ Zr
in Fℓ1,2,...,r(S) by
Zj := {(0 ⊂W1 ⊂ · · · ⊂ Wr ⊂W ) ∈ Fℓ1,2,...,r(S) |
W ⊂ Ex (x ∈ X), Wi ⊂ (Fn−d+i−λi)x (i = 1, 2, . . . , j)}.
By definition, a point (0 ⊂ W1 ⊂ · · · ⊂ Wr ⊂ W ) ∈ Zr satisfies the conditions
Wi ⊂ (Fn−d+i−λi)x (i = 1, 2, . . . , r), and hence W ∩ (Fn−d+i−λi)x ⊃ Wi for i =
1, 2, . . . , r. Therefore its image W ∈ Gd(E) under the projection ̟ satisfies the con-
ditions dimW ∩ (Fn−d+i−λi)x ≥ i (i = 1, 2, . . . , r). Thus W is in Ωλ(F•), and hence
̟(Zr) ⊂ Ωλ(F•). The map ̟|Zr : Zr −→ Ωλ(F•) will be called the Kempf-Laksov
resolution of Ωλ(F•).
3.1.3. Kempf-Laksov classes. Following Hudson-Matsumura [13, Definition 4.1], let
us introduce the Kempf-Laksov class κλ ∈ MU
∗(Gd(E)) associated to a partition
λ ⊂ ((n − d)d) of length ℓ(λ) = r (≤ d). It is defined as the image ̟∗([Zr]) of the
class [Zr] ∈ MU
∗(Fℓ1,2,...,r(S)) under the Gysin map ̟∗ : MU
∗(Fℓ1,2,...,r(S)) −→
MU∗(Gd(E)). In order to give an explicit expression of κλ ∈ MU
∗(Gd(E)), we
shall compute the class [Zr] ∈ MU
∗(Fℓ1,2,...,r(S)). The vector bundle homomorphism
Di/Di−1 −֒→ E −։ E/Fn−d+i−λi over Fℓ1,2,...,r(S) defines a section of the vector bun-
dle Hom(Di/Di−1, E/Fn−d+i−λi)
∼= (Di/Di−1)
∨ ⊗ E/Fn−d+i−λi for i = 1, 2, . . . , r. The
conditions Wi ⊂ (Fn−d+i−λi)x for i = 1, 2, . . . , r means that this section si vanishes.
Thus the variety Zr ⊂ Fℓ1,2,...,r(S) is given by the zero locus of the section s = ⊕
r
i=1si
of the vector bundle ⊕ri=1(Di/Di−1)
∨ ⊗E/Fn−d+i−λi. Therefore the class [Zr] is given
by the top Chern class of this vector bundle, that is,
[Zr] =
r∏
i=1
cMUλi−i+d((Di/Di−1)
∨ ⊗E/Fn−d+i−λi).
In order to proceed with the computation, we consider the complete flag bundle
Fℓ1,2,...,d−1(S) = Fℓ(S) −→ Gd(E). On Fℓ(S), there is the tautological sequence
of flag of subbundles
D1 −֒→ D2 −֒→ · · · −֒→ Dd−1 −֒→ Dd = S,
where rankDi = i (i = 1, 2, . . . , d). By the natural projection Fℓ(S) −։ Fℓ1,2,...,r(S),
the bundle Di over Fℓ1,2,...,r(S) is pulled back to Di over Fℓ(S) for i = 1, 2, . . . , r.
Now we set
yi := c
MU
1 ((Di/Di−1)
∨) ∈ MU2(Fℓ(S)) (i = 1, 2, . . . , d).
These are the MU∗-theory Chern roots of S∨. Also we set
bi := c
MU
1 (Fn+1−i/Fn−i) ∈MU
2(X) (i = 1, 2, . . . , n).
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These are the MU∗-theory Chern roots of E. Then by the splitting principle, we have
[Zr] =
r∏
i=1
cMUλi−i+d((Di/Di−1)
∨ ⊗ E/Fn−d+i−λi) =
r∏
i=1
(yi +L b1)(yi +L b2) · · · (yi +L bλi−i+d)
=
r∏
i=1
[yi|bn]
λi−i+d = [y|bn]
λ+ρr−1+(d−r)r .
Here bn = (b1, . . . , bn, 0, 0, . . .) and ρr−1 = (r − 1, r − 2, . . . , 2, 1). Thus we have
κλ = ̟∗([y|bn]
λ+ρr−1+(d−r)r).
The right hand side of the above expression can be computed by a result of our previous
paper [34, §4]: There is a canonical isomorphism Fℓ1,2,...,r(S) ∼= Fℓ
r,r−1,...,1(S∨), and
therefore the flag bundle ̟ : Fℓ1,2,...,r(S) −→ Gd(E) can be identified with the flag
bundle ηρr : Fℓ
ρr(S∨) = Fℓr,r−1,...,1(S∨) −→ Gd(E) associated to the partition ρr =
(r, r − 1, . . . , 1) (for the notation, see [34, §4.1]). Then the Gysin formula for general
flag bundles in complex cobordism [34, Theorem 4.10] gives
(3.1)
κλ = ̟∗([y|bn]
λ+ρr−1+(d−r)r) = (ηρr)∗([y|bn]
λ+ρr−1+(d−r)r)
=
∑
w∈Sd/(S1)r×Sd−r
w ·
[
[y|bn]
λ+ρr−1+(d−r)r∏
1≤i≤r
∏
i<j≤d(yi +L yj)
]
=
∑
w∈Sd/(S1)r×Sd−r
w ·
[ ∏r
i=1[yi|bn]
λi−i+d∏
1≤i≤r
∏
i<j≤d(yi +L yj)
]
.
It should be remarked that the resulting function can be regarded as a universal
analogue of the usual Schur function. In fact, let us consider the special case when
X = pt (point) and aLi,j = 0 for all i, j ≥ 1. Then E
∼= Cn (hence b1 = · · · = bn = 0),
and we are considering the ordinary cohomology H∗(Gd(C
n)) with integer coefficients
of the Grassmannian Gd(C
n). Then the right hand side of (3.1) reduces to the usual
Schur polynomial. Indeed, one can compute
∑
w∈Sd/(S1)r×Sd−r
w ·
[ ∏r
i=1 y
λi−i+d
i∏
1≤i≤r
∏
i<j≤d(yi − yj)
]
=
∑
w∈Sd/(S1)r×Sd−r
w ·
[ ∏r
i=1 y
λi−i+d
i∏
1≤i≤r
∏
i<j≤d(yi − yj)
× s∅(yr+1, yr+2, . . . , yd)
]
=
∑
w∈Sd/(S1)r×Sd−r
w ·

 ∏ri=1 yλi−i+di∏
1≤i≤r
∏
i<j≤d(yi − yj)
×
∑
v∈Sd−r
v ·
[ ∏d
i=r+1 y
−i+d
i∏
r+1≤i<j≤d(yi − yj)
]
=
∑
w∈Sd
w ·
[ ∏r
i=1 y
λi−i+d
i ×
∏d
i=r+1 y
−i+d
i∏
1≤i≤r
∏
≤i<j≤d(yi − yj)×
∏
r+1≤i<j≤d(yi − yj)
]
=
∑
w∈Sd
w ·
[ ∏d
i=1 y
λi−i+d
i∏
1≤i<j≤d(yi − yj)
]
= sλ(yd).
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Here we used the fact that the Schur polynomial corresponding to the empty partition
∅ is equal to 1 so that
1 = s∅(yr+1, . . . , yd) =
∑
v∈Sd−r
v ·
[ ∏d
i=r+1 y
d−i
i∏
r+1≤i<j≤d(yi − yj)
]
.
3.2. Universal factorial Schur functions of Kempf-Laksov type.
3.2.1. Definition of the universal factorial Schur functions of Kempf-Laksov type. Mo-
tivated by the formula (3.1), we shall introduce the following symmetric functions,
which are another universal analogues of usual Schur functions. Let xn = (x1, x2, . . . , xn)
be a finite sequence of variables, and b = (b1, b2, . . .) an infinite sequence of variables.
Definition 3.1 (Universal factorial Schur functions of Kempf-Laksov type11). For a
partition λ ∈ Pn with length ℓ(λ) = r ≤ n, we define
sL,KLλ (xn|b) :=
∑
w∈Sn/(S1)r×Sn−r
w ·
[
[x|b]λ+ρr−1+(n−r)
r∏
1≤i≤r
∏
i<j≤n(xi +L xj)
]
=
∑
w∈Sn/(S1)r×Sn−r
w ·
[ ∏r
i=1[xi|b]
λi−i+n∏
1≤i≤r
∏
i<j≤n(xi +L xj)
]
.
We also define
sL,KLλ (xn) := s
L,KL
λ (xn|0).
Example 3.2.
(1) By definition, sL,KL∅ (xn|b) = 1 for the empty partition ∅.
(2) Let k ≥ 1 be a positive integer, and consider the one-row partition λ = (k) so
that r = 1. The corresponding function sL,KL(k) (xn|b) = s
L,KL
k (xn|b) is given by
sL,KLk (xn|b) =
∑
w∈Sn/S1×Sn−1
w ·
[
[x1|b]
k−1+n∏n
j=2(x1 +L xj)
]
=
n∑
i=1
[xi|b]
k+n−1∏
j 6=i(xi +L xj)
.
This agrees with the new universal factorial Schur function SLk(xn|b) (see Nakagawa-
Naruse [34, Definition 5.1, Example 5.2 (2)]). When n = 2, this also agrees
with the universal factorial Schur function sL(k)(x2|b) (see below (3.2)). How-
ever, when n ≥ 3, sL(k)(xn|b) are different from s
L,KL
k (xn|b) = S
L
k (xn|b) in
general.
(3) For a partition λ of ℓ(λ) ≥ 2, these three functions are different in general:
For a two-row partition (k, l) (k > l ≥ 1), the function sL,KL(k,l) (xn|b) coin-
cides with SL(k,l)(xn|b) (When n = 2, these two functions also coincide with
sL(k,l)(x2|b)). In case k = l ≥ 1, the function s
L,KL
(k,k) (xn|b) is different from
SL(k,k)(xn|b). For instance, s
L,KL
(k,k) (x2|b) =
[x1|b]
k+1[x2|b]
k
x1 +L x2
+
[x2|b]
k+1[x1|b]
k
x2 +L x1
,
whereas SL(k,k)(x2|b) = [x1|b]
k[x2|b]
k.
11 “K-L type” for short.
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In our earlier paper [33, Definition 4.10], for a partition λ ∈ Pn, we introduced the
universal factorial Schur function
(3.2) sLλ(xn|b) :=
∑
w∈Sn
w ·
[
[x|b]λ+ρn−1∏
1≤i<j≤n(xi +L xj)
]
.
At first, this function was considered to be the most natural generalization of the
ordinary Schur polynomial to the “universal setting”. In fact, if we specialize the
universal formal group law FL(u, v) to the additive one Fa(u, v) = u + v (and put
bi := −ai (i = 1, 2, . . .) with a = (a1, a2, . . .), another infinite sequence of variables),
then by definition, sLλ(xn|b) reduces to the factorial Schur polynomial sλ(xn|a) (for its
definition, see Macdonald [28, 6th Variation], [29, Chapter I, §3, Example 20], Molev-
Sagan [32, §2, (3)]12). If we specialize FL(u, v) to the multiplicative one Fm(u, v) = u+
v+βuv, then by definition, sLλ(xn|b) reduces to the factorial Grothendieck polynomial
Gλ(xn|b) (for its definition, see Ikeda-Naruse [19, (2.13)]). The relationship between
sLλ(xn|b) and s
L,KL
λ (xn|b) is described as follows: By a similar calculation as in the
previous subsection §3.1.3, one sees that
(3.3)
sLλ(xn|b) =
∑
w∈Sn/(S1)r×Sn−r
w ·
[ ∏r
i=1[xi|b]
λi−i+n∏
1≤i≤r
∏
i<j≤n(xi +L xj)
× sL∅ (xr+1, xr+2, . . . , xn|b)
]
.
Thus the difference between sL,KLλ (xn|b)and s
L
λ(xn|b) is given by s
L
∅ (xr+1, . . . , xn|b),
which is not equal to 1 in general (see Nakagawa-Naruse [33, §4.5.1]). Since both the
factorial Schur and factorial Grothendieck polynomials corresponding to the empty
partition ∅ is equal to 1 (for the latter fact, see Ikeda-Naruse [19, §2.4]), we see from
(3.3) that sL,KLλ (xn|b) also reduces to sλ(xn|a) and Gλ(xn|b) under the above spe-
cializations respectively. For the relationship between sLλ(xn|b) and S
L
λ(xn|b), see
Nakagawa-Naruse [34, §5.2.2].
3.2.2. Characterization of the universal factorial Schur functions of K-L type. By the
formula (3.1), one obtains the following characterization of sL,KLλ (xn|b) by means of
the Gysin map. Let E −→ X be a complex vector bundle of rank n, and consider the
flag bundle τ r := ηρr : Fℓ
ρr(E) = Fℓr,r−1,...,2,1(E) −→ X associated to the partition
ρr = (r, r− 1, . . . , 2, 1). Then we have the following (Here MU
∗(X) is considered as a
subring through the monomorphism (τ r)∗ : MU∗(X) −֒→ MU∗(Fℓr,r−1,...,2,1(E))):
Theorem 3.3 (Characterization of the universal Schur functions of K-L type). Let λ ∈
Pn be a partition of length ℓ(λ) = r (≤ n). For the Gysin map (τ
r)∗ : MU
∗(Fℓr,r−1,...,2,1(E))
−→MU∗(X), the following formula holds:
(τ r)∗(x
λ+ρr−1+(n−r)r) = sL,KLλ (xn),
where x1, . . . , xn are the MU
∗-theory Chern roots of E.13 More generally, for a se-
quence b = (b1, b2, . . .) of elements in MU
∗(X), the following formula holds:
(3.4) (τ r)∗([x|b]
λ+ρr−1+(n−r)r) = sL,KLλ (xn|b).
12 Strictly speaking, both authors use the doubly infinite sequence a = (ai)i∈Z =
(. . . , a−2, a−1, a0, a1, a2, . . .) in their definitions. Moreover, Molev-Sagan [32] uses the “general-
ized factorial power” (x|a)k := (x − a1) · · · (x − ak), whereas Macdonald [28], [29] uses (x|a)k =
(x+ a1) · · · (x+ ak). Here we adopted the definition due to Molev-Sagan.
13 For the precise choice of these Chern roots, see the end of §4.
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Remark 3.4. The universal factorial Schur function sLλ(xn|b) and the new universal
factorial Schur function14 SLλ(xn|b) (For its definition, see Nakagawa-Naruse [34, Def-
inition 5.1]) also have similar characterization by means of Gysin maps. Here we only
exhibit the results from [34, (4.3), (5.3)] for comparison:
(3.5)
τ∗([x|b]
λ+ρn−1) = sLλ(xn|b),
(ηλ)∗((x|b)
[λ]) = SLλ(xn|b).
By the definition of the universal factorial Schur functions of K-L type, one has the
following:
Theorem 3.5. With the notation as in §3.1.3, the Kempf-Laksov class κλ is repre-
sented by the universal factorial Schur functions of K-L type:
κλ = s
L,KL
λ (yd|bn) ∈MU
∗(Gd(E)).
4. Darondeau-Pragacz formula in complex cobordism
In this section, we shall generalize the push-forward formulas for flag bundles due
to Darondeau-Pragacz [5] to the complex cobordism theory. Their formulas will be
referred to as the Darondeau-Pragacz formulas in the sequel. In this paper, we consider
the type A case only, and the type B, C, D cases will be treated in our forthcoming
paper.
4.1. Segre classes in complex cobordism. In order to formulate the Darondeau-
Pragacz formula in complex cobordism, we need a notion of the Segre classes of com-
plex vector bundles in complex cobordism. Fortunately such a notion has been re-
cently introduced by Hudson-Matsumura [13, Definition 3.1]. More precisely, they
defined the Segre classes Sm(E) (m ∈ Z) in the algebraic cobordism theory Ω
∗(−) of
a complex vector bundle E by using the push-forward image of the projective bundle
G1(E) ∼= P (E∨).15 The Segre classes of E in the complex cobordism theory MU∗(−),
denoted by S Lm(E) (m ∈ Z), can be defined by exactly the same way as above.
Remark 4.1. Notice that these classes coincide with the new universal Schur functions
SLm(xn) (m ∈ Z) mentioned earlier (see also [34, Remark 5.10]), where x1, . . . , xn are
the MU∗-theory Chern roots of E.
Denote by
S
L
u (E) = S
L(E; u) :=
∑
m∈Z
S
L
m(E)u
m
the generating function of the Segre classes, which we call the Segre series in what
follows. More explicitly, the following expression has been obtained (see Hudson-
Matsumura [13, Theorem 3.6], Nakagawa-Naruse [34, Theorem 5.9]): Let x1, . . . , xn
be the MU∗-theory Chern roots of E. Then the Segre series S Lu (E) of E is given by
(4.1) S Lu (E) =
1
PL(z)
n∏
j=1
z
z +L xj
∣∣∣∣∣
z=u−1
=
1
PL(z)
zn∏n
j=1(z +L xj)
∣∣∣∣∣
z=u−1
,
14 As explained in Nakagawa-Naruse [34, §5], the new universal factorial Schur function SLλ(xn|b)
is closely related to the class of Damon’s resolution of a Schubert variety in a Grassmann bundle.
Therefore we also call SLλ(xn|b) the universal factorial Schur function of Damon type, and sometimes
denote it by sL,Dλ (xn|b).
15 This definition is the exact analogue of the Segre classes in ordinary cohomology given by Fulton
[9, §3.1] (see also Fulton-Pragacz [10, §4.1]). K-theoretic generalization of Segre classes Gm(E) (m ∈
Z) is also introduced by the same manner (Buch [2, Lemma 7.1]).
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where PL(z) := 1 +
∑∞
i=1 a
L
i,1z
i. More generally, given two complex vector bundles
E, F over the same base space X , the relative Segre classes Sm(E − F ) (m ∈ Z) are
also introduced in [13, Definition 3.9]. In our context, these classes are defined by the
following generating function16:
(4.2) S Lu (E − F ) = S
L(E − F ; u) :=
∑
m∈Z
S
L
m(E − F )u
m :=
1
PL(u−1)
·
S Lu (E)
S Lu (F )
.
Remark 4.2. The formal power series PL(z) ∈ L[[z]] has the following geometric
meaning: By the argument in Quillen [44, §1], we have
∂FL
∂v
(z, 0) = PL(z), and hence
ℓ′L(z) =
1
PL(z)
. By a result due to Miˇscˇenko (see Adams [1, Chapter II, Corollary
9.2], Quillen [44, §2, Corollary]), we know that
ℓL(z) =
∞∑
n=0
[CP n]
n + 1
zn+1,
where [CP n] ∈MU−2n = L−2n is the cobordism class of CP n. Therefore we have
1
PL(z)
=
∞∑
n=0
[CP n]zn.
4.2. Type A Darondeau-Pragacz formula.
4.2.1. Construction of flag bundles. Let E −→ X be a complex vector bundle of rank
n. It is well-known that the flag bundle FℓA1,2,...,r(E) = Fℓ1,2,...,r(E) of type A for
r = 1, 2, . . . , n is constructed as a chain of projective bundles of lines. In order to
fix our notation, we briefly review the construction: First we consider the associated
projective bundle of lines ̟1 : G1(E) = P (E) −→ X . By definition, Fℓ1(E) = P (E).
On P (E), we have the exact sequence of tautological vector bundles:
(4.3) 0 −→ U1 −֒→ E −։ E/U1 −→ 0,
where U1 is the tautological line bundle (or Hopf line bundle) on the projective bundle
P (E). Here and in what follows, to avoid cumbersome notation, we often omit the
“pull-back notation” of vector bundles. Iterating this construction, we have the pro-
jective bundle of lines ̟i : P (E/Ui−1) −→ P (E/Ui−2) for i ≥ 2 (here we understand
U0 := 0). On P (E/Ui−1), we have the exact sequence of tautological vector bundles:
(4.4) 0 −→ Ui/Ui−1 −֒→ E/Ui−1 −։ E/Ui −→ 0,
where Ui is a subbundle of E of rank i containing Ui−1, and the quotient bundle
Ui/Ui−1 is the tautological line bundle on P (E/Ui−1). By this construction, we have
Fℓ1,2,...,i(E) = P (E/Ui−1), and put ̟1,2,...,i := ̟1 ◦̟2 ◦ · · · ◦̟i : Fℓ1,2,...,i(E) −→ X .
The sequence of vector bundles
0 = U0 ⊂ U1 ⊂ U2 ⊂ · · · ⊂ Ui ⊂ E = ̟
∗
1,...,i(E)
on Fℓ1,2,...,i(E) will be called the universal flag of subbundles of E. Eventually we
obtain the flag bundle ̟1,2,...,r : Fℓ1,2,...,r(E) −→ X for r (= 1, 2, . . . , n). In particular,
16 Although the following generating function does not appear explicitly in [13, Definition 3.9],
one can check easily that this agrees with that of Hudson-Matsumura.
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when r = n, one has the complete flag bundle17 ̟ = ̟1,...n : Fℓ(E) = Fℓ1,...,n(E) −→
X . On Fℓ(E), there is the universal flag of subbundles
0 = U0 ⊂ U1 ⊂ · · · ⊂ Un−1 ⊂ E = ̟
∗(E),
and we put
yi := c
MU
1 ((Ui/Ui−1)
∨) ∈MU2(Fℓ(E)) (i = 1, 2, . . . , n).
These are the MU∗-theory Chern roots of E∨.
4.2.2. Fundamental Gysin formula for a projective bundle. Let E −→ X be a com-
plex vector bundle of rank n, and ̟1 : P (E) −→ X the associated projective bun-
dle of lines in E. Denote by U1 the tautological line bundle on P (E). Put y1 :=
cMU1 (U
∨
1 ) ∈ MU
2(P (E)). In [44, Theorem 1], Quillen described the Gysin map
̟1∗ : MU
∗(P (E)) −→ MU∗(X). In our notation, his formula will be stated as follows:
For a polynomial f(t) ∈ MU∗(X)[t], the Gysin map ̟1∗ : MU
∗(P (E)) −→ MU∗(X)
is given by the residue formula
(4.5) ̟1∗(f(y1)) = Rest=0
f(t)dt
PL(t)
∏n
i=1(t+L yi)
,
where y1, y2, . . . , yn denote theMU
∗-theory Chern roots of E∨. Here Rest=0F (t) means
the coefficient of t−1 in the Laurent polynomial F (t). Following Darondeau-Pragacz
[5, p.2, (2)], we reformulate the above formula in a more handy form. In order to
do so, we use the same notation as in [5]. Namely, for a monomial m of a Laurent
polynomial F , we denote by [m](F ) the coefficient of m in F . With these conventions
and the Segre series (4.1), the residue formula (4.5) becomes
(4.6) ̟1∗(f(y1)) = [t
−1]
(
f(t) · t−nS L1/t(E
∨)
)
= [tn−1](f(t)S L1/t(E
∨)).
This is the fundamental formula for establishing more general Gysin formulas for flag
bundles of type A, which will be given in the next subsection.
4.2.3. Type A Darondeau-Pragacz formula in complex cobordism. With the above pre-
liminaries, we can extend Darondeau-Pragacz formula [5, Theorem 1.1] (case of full18
flag bundles) in the following form:
Theorem 4.3 (Type ADarondeau-Pragacz formula in complex cobordism). Let E −→
X be a complex vector bundle of rank n. Then for r = 1, 2, . . . , n, the following Gysin
formula for the flag bundle ̟1,2,...,r : Fℓ1,2,...,r(E) −→ X holds: For a polynomial
f(t1, . . . , tr) ∈ MU
∗(X)[t1, . . . , tr], one has
(4.7)
̟1,...,r∗(f(y1, . . . , yr)) = [t
n−1
1 · · · t
n−1
r ]
(
f(t1, . . . , tr)
∏
1≤i<j≤r
(tj +L ti)
r∏
i=1
S
L
1/ti
(E∨)
)
.
Proof. As in the proof of Darondeau-Pragacz [5, Theorem 1.1], we can prove the
theorem by induction on r ≥ 1. For the case r = 1, the result is nothing but the
17 Note that by the construction, Fℓ1,...,n−1(E) ∼= Fℓ1,...,n(E).
18 In Darondeau-Pragacz [5, §1.2], flag bundles Fℓ1,2,...,r(E) for r = 1, 2, . . . , n− 1 are termed full.
The full flag bundle Fℓ1,2,...,n−1(E) is called the complete flag bundle there.
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formula (4.6). So we may assume the result for the case of r− 1 with r ≥ 2. Thus for
any polynomial g(t1, . . . , tr−1) ∈ MU
∗(X)[t1, . . . , tr−1], one has
(4.8)
̟1,...,r−1∗(g(y1, . . . , yr−1)) = [t
n−1
1 · · · t
n−1
r−1 ]
(
g(t1, . . . , tr−1)
∏
1≤i<j≤r−1
(tj +L ti)
r−1∏
i=1
S
L
1/ti
(E∨)
)
.
Now we consider the image of the Gysin map ̟1,...,r∗(f(y1, . . . , yr)). Since ̟1,...,r :
Fℓ1,...,r(E) −→ X is the composite of ̟r : Fℓ1,...,r(E) −→ Fℓ1,...,r−1(E) and ̟1,...,r−1 :
Fℓ1,...,r−1(E) −→ X , namely ̟1,...,r = ̟1,...,r−1 ◦̟r, we have
̟1,...,r∗(f(y1, . . . , yr)) = ̟1,...,r−1∗ ◦̟r∗(f(y1, . . . , yr)).
By the construction described in §4.2.1, ̟r : Fℓ1,...,r(E) −→ Fℓ1,...,r−1(E) is the same
as the projective bundle of lines ̟r : P (E/Ur−1) −→ Fℓ1,...,r−1(E). The rank of the
quotient bundle E/Ur−1 is n− r+ 1, and therefore by the fundamental formula (4.6),
we have
̟r∗(f(y1, . . . , yr−1, yr)) = [t
n−r
r ](f(y1, . . . , yr−1, tr)S
L
1/tr ((E/Ur−1)
∨)).
Here the vector bundle (E/Ur−1)
∨ has the Chern roots yr, . . . , yn as is easily seen by
the definition of the Chern roots of E∨, and hence we deduce from (4.1),
S
L
1/tr((E/Ur−1)
∨) =
tn−r+1r
PL(tr)
∏n
i=r(tr +L yi)
= t−(r−1)r
r−1∏
i=1
(tr +L yi)S
L
1/tr (E
∨).
Thus we have
̟r∗(f(y1, . . . , yr−1, yr)) = [t
n−r
r ]
(
f(y1, . . . , yr−1, tr)t
−(r−1)
r
r−1∏
i=1
(tr +L yi)S
L
1/tr(E
∨)
)
= [tn−1r ]
(
f(y1, . . . , yr−1, tr)
r−1∏
i=1
(tr +L yi)S
L
1/tr(E
∨)
)
,
and hence
̟1,...,r∗(f(y1, . . . , yr)) = [t
n−1
r ]
[
̟1,...,r−1∗
(
f(y1, . . . , yr−1, tr)
r−1∏
i=1
(tr +L yi)S
L
1/tr(E
∨)
)]
= [tn−1r ]
[
̟1,...,r−1∗
(
f(y1, . . . , yr−1, tr)
r−1∏
i=1
(tr +L yi)
)
S L1/tr
(E∨)
]
.
Then by the induction assumption (4.8), we have
̟1,...,r−1∗
(
f(y1, . . . , yr−1, tr)
r−1∏
i=1
(tr +L yi)
)
= [tn−11 · · · t
n−1
r−1 ]
(
f(t1, . . . , tr−1, tr)
r−1∏
i=1
(tr +L ti)×
∏
1≤i<j≤r−1
(tj +L ti)
r−1∏
i=1
S
L
1/ti
(E∨)
)
,
and therefore we obtain the desired formula. 
For later use, it will be convenient to formulate our formula (4.7) for the flag bundle
τ r : Fℓr,r−1,...,2,1(E) −→ X , which is constructed as a chain of Grassmann bundles of
codimension one hyperplanes:
(4.9) τ r : Fℓr,r−1,...,2,1(E) = G1(Un−r+1)
πr−→ · · · −→ G1(Un−1)
π2−→ G1(E)
π1−→ X.
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We put
xi := c
MU
1 (Un+1−i/Un−i) ∈MU
2(Fℓ(E)) (i = 1, 2, . . . , n),
which are the MU∗-theory Chern roots of E. Then we know that there exists a
canonical isomorphism Fℓr,r−1,...,2,1(E) ∼= Fℓ1,2,...,r(E
∨), and therefore by replacing E
in (4.7) with its dual E∨, one obtains the following type A Darondeau-Pragacz formula
in complex cobordism: For a polynomial19 f(t1, . . . , tr) ∈MU
∗(X)[t1, . . . , tr], one has
(4.10)
(τ r)∗(f(x1, . . . , xr)) = [t
n−1
1 · · · t
n−1
r ]
(
f(t1, . . . , tr)
∏
1≤i<j≤r
(tj +L ti)
r∏
i=1
S
L
1/ti
(E)
)
.
Remark 4.4. By exactly the same way that Darondeau-Pragacz carried out in [5,
Theorems 2.1 and 3.1], that is, by iterating the “fundamental Gysin formulas for a
projective bundle” (see (4.6)) on a tower of projective bundles,20 we can establish the
type B, C, D Darondeau-Pragacz formulas in complex cobordism at least for full flag
bundles. Details will appear in our forthcoming paper [35].
5. Universal Hall-Littlewood P - and Q-functions
As shown by Macdonald [29, Chapter III, (8.8)], the ordinary Schur Q-function Qλ,
where λ is a strict partition of length ≤ n, is equal to the coefficient of the mono-
mial tλ = tλ11 t
λ2
2 · · · in a certain function Q(t1, . . . , tn). Thus we know the generating
function of Qλ. Notice that the function Qλ(x) is obtained from the Hall-Littlewood
Q-function Qλ(x; t) by setting t = −1, and the above result can be extended to Qλ(x; t)
([29, Chapter III, (2.15)]). We know that when t = 0, the function Qλ(x; t) reduces to
the ordinary Schur function sλ(x), and therefore we also know the generating function
of sλ(x) as well as that of Qλ(x; t). In this section, as an application of the type A
Darondeau-Pragacz formula in complex cobordism (Theorem 4.3), we shall give the
generating functions for various “universal Schur functions” introduced so far. We
shall begin with the case of the universal Schur functions of K-L type.
5.1. Generating function for the universal Schur functions of K-L type.
5.1.1. Generating function for sL,KLλ (xn). Let E −→ X be a complex vector bundle
of rank n, and x1, . . . , xn are the MU
∗-theory Chern roots of E as above. We consider
the associated flag bundle τ r : Fℓr,r−1,...,2,1(E) −→ X . Let λ ∈ Pn be a partition of
19 Note that the formula (4.10) still holds for a formal power series in x1, . . . , xr (in the complex
cobordism theory with rational coefficients MUQ∗(−)). In later sections (§5.2.3, 5.3.3, and 6.1.3),
we need to use such an extended form of (4.10).
20 For types B and D, we have to consider the quadric bundle of isotropic lines Q(E) in place of
the projective bundle of lines P (E) (see Darondeau-Pragacz [5, §3,2 and 3.3]).
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length ℓ(λ) = r (≤ n). Then, we apply the formula (4.10) to Theorem 3.3 to obtain
sL,KLλ (xn) = (τ
r)∗(x
λ+ρr−1+(n−r)r) = (τ r)∗
(
r∏
i=1
xλi+n−ii
)
= [tn−11 · · · t
n−1
r ]
(
r∏
i=1
tλi+n−ii
∏
1≤i<j≤r
(tj +L ti)
r∏
i=1
S
L
1/ti
(E)
)
= [t−λ11 · · · t
−λr
r ]
(
r∏
i=1
t
−(i−1)
i
∏
1≤i<j≤r
(tj +L ti)
r∏
i=1
S
L
1/ti
(E)
)
= [t−λ11 · · · t
−λr
r ]
( ∏
1≤i<j≤r
tj +L ti
tj
r∏
i=1
S
L
1/ti
(E)
)
.
In the language of symmetric functions, we reformulate the above result as follows:
Let xn = (x1, . . . , xn) be an independent variables, and we set (cf. the Segre series of
a vector bundle (4.1))21
sL,KL(u) :=
1
PL(z)
n∏
j=1
z
z +L xj
∣∣∣∣∣
z=u−1
,
sL,KL(ur) = s
L,KL(u1, u2, . . . , ur) :=
r∏
i=1
sL,KL(u−1i )
∏
1≤i<j≤r
uj +L ui
uj
.
Then we have
Theorem 5.1. For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, the universal
Schur function of K-L type sL,KLλ (xn) is the coefficient of u
−λ = u−λ11 u
−λ2
2 · · ·u
−λr
r in
s¯L,KL(u1, u2, . . . , ur). Thus
sL,KLλ (xn) = [u
−λ](sL,KL(ur)).
5.1.2. Determinantal formulas for sλ(xn) and Gλ(xn). Using our Theorem 5.1, one
can easily and uniformly derive the determinantal formula (or Jacobi-Trudi formula)
for the ordinary Schur polynomial sλ(xn) and the (stable) Grothendieck polynomial
Gλ(xn). We argue as follows (see also Darondeau-Pragacz [5, §4]): First we consider
the specialization from FL(u, v) to Fa(u, v) = u+ v. Then s
L,KL(ur) reduces to
s(ur) :=
r∏
i=1
s(u−1i )
∏
1≤i<j≤r
uj − ui
uj
,
where
s(u) :=
n∏
j=1
z
z − xj
∣∣∣∣
z=u−1
=
n∏
j=1
1
1− xju
=
∞∑
l=0
hl(xn)u
l.
21 As we have seen in Example 3.2, the functions sL,KLk (xn) coincide with the functions S
L
k(xn)
for k ≥ 1. On the other hand, SLk(xn) for non-positive integers k ≤ 0 make sense as discussed in
Nakagawa-Naruse [34, §5.3], and hence one can define sL,KLk (xn) := S
L
k(xn) for k ≤ 0 (Notice that
sL,KLk (xn) = S
L
0 (xn) is different from s
L,KL
∅
(xn) = S
L
∅(xn) = 1). Then it follows immediately from
the definition that sL,KL(u) is the generating function for sL,KLk (xn) = S
L
k(xn) (k ∈ Z), i.e.,
sL,KL(u) =
∑
k∈Z
sL,KL(xn)u
k =
∑
k∈Z
SLk(xn)u
k.
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Here hl(xn) denotes, as usual, the l-th complete symmetric polynomial (l = 0, 1, 2, . . .).
On the other hand, by the Vandermonde determinant formula, one has∏
1≤i<j≤r
uj − ui
uj
=
∏
1≤i<j≤r
(1− uiu
−1
j ) = det (u
j−i
i )1≤i,j≤r.
Therefore, by Theorem 5.1, we obtain
sλ(xn) =
[
r∏
i=1
u−λii
](
r∏
i=1
s(u−1i )
∏
1≤i<j≤r
uj − ui
uj
)
=
[
r∏
i=1
u−λii
](
r∏
i=1
s(u−1i ) det (u
j−i
i )1≤i,j≤r
)
=
[
r∏
i=1
u−λii
] (
det (uj−ii s(u
−1
i ))1≤i,j≤r
)
= det ([u−λi−j+ii ](s(u
−1
i ))1≤i,j≤r = det (hλi−i+j(xn))1≤i,j≤r.
This is the well-known determinantal or Jacobi-Trudi formula for sλ(xn) (cf. Macdon-
ald [29, Chapter I, (3.4)]).
Next we consider the specialization from FL(u, v) to Fm(u, v) = u + v + βuv. Fol-
lowing Ikeda-Naruse [19, §2.1], we use the following notation:
x⊕ y := Fm(x, y) = x+ y + βxy (formal sum),
x =
−x
1 + βx
(formal inverse),
x⊖ y = x⊕ y =
x− y
1 + βy
(formal subtraction).
Then sL,KL(ur) reduces to
G(ur) :=
r∏
i=1
G(u−1i )
∏
1≤i<j≤r
uj ⊖ ui
uj
,
where
G(u) :=
1
1 + βz
n∏
j=1
z
z ⊖ xj
∣∣∣∣
z=u−1
=
1
1 + βu−1
n∏
j=1
1 + βxj
1− xju
.
According to Buch [2, Lemma 6.6], Hudson-Ikeda-Matsumura-Naruse [11, §8.1, (47)],
[12, Remark 2.8], this is the generating function for the Grothendieck polynomials
Gm(xn) (m ∈ Z), i.e., G(u) =
∑
m∈ZGm(xn)u
m. On the other hand, by the Vander-
monde determinant formula again, we have
∏
1≤i<j≤r
uj ⊖ ui
uj
=
r∏
i=1
1
(1 + βui)r−i
∏
1≤i<j≤r
uj − ui
uj
= det
(
(1 + βui)
i−ruj−ii
)
1≤i,j≤r
.
Here we recall the generalized binomial coefficient theorem
(1 + x)n =
∞∑
i=0
(
n
i
)
xi,
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for any integer n ∈ Z. Then, by Theorem 5.1, we obtain
Gλ(xn) =
[
r∏
i=1
u−λii
](
r∏
i=1
G(u−1i )
∏
1≤i<j≤r
uj ⊖ ui
uj
)
=
[
r∏
i=1
u−λii
](
r∏
i=1
G(u−1i ) det
(
(1 + βui)
i−ruj−ii
)
1≤i,j≤r
)
=
[
r∏
i=1
u−λii
](
det
(
(1 + βui)
i−ruj−ii G(u
−1
i )
)
1≤i,j≤r
)
= det ([u−λii ]((1 + βui)
i−ruj−ii G(u
−1
i ))1≤i,j≤r
= det
(
[u−λii ]
(
∞∑
k=0
(
i− r
k
)
βkuj−i+ki G(u
−1
i )
))
1≤i,j≤r
= det
(
∞∑
k=0
(
i− r
k
)
βkGλi−i+j+k(xn)
)
1≤i,j≤r
.
This formula has been first obtained by Hudson-Ikeda-Matsumura-Naruse as the “non-
factorial” case of their formula [12, Theorem 3.13](see also §6.1.6, (6.12)).22 Note that
different types of determinantal formulas are proved by Lenart [26, Theorem 2.1],
Yeliussizov [52, Theorem 10.1].
5.2. Generating functions for the universal Schur P - and Q-functions.
5.2.1. Definition of the universal Schur P - and Q-functions. Recall from Nakagawa-
Naruse [33, §4.2] the definition of the universal Schur P - and Q-functions (we use the
notation introduced in §2.3): For a strict partition ν = (ν1, ν2, . . . , νr) ∈ SPn, the
universal Schur P - and Q-functions are defined to be
P Lν (xn) :=
1
(n− r)!
∑
w∈Sn
w ·
[
xν
r∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
,
QLν (xn) :=
1
(n− r)!
∑
w∈Sn
w ·
[
[x]ν
r∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
,
22 To be more precise, this is the formula stated in Matsumura [30, Theorem 1.1]. Alternatively,
if we use the identity: ∏
1≤i<j≤r
uj ⊖ ui
uj
=
∏
1≤i<j≤r
(1− uiu
−1
j ) = det (u
j−i
i )1≤i,j≤r ,
then by the same calculation, one has another expression:
Gλ(xn) = det
(
(−1)j−i
∞∑
k=0
(
i− j
k
)
βkGλi−i+j+k(xn)
)
1≤i,j≤r
.
The sign (−1)j−i can be removed from each entry by performing elementary operations on the
determinant. Then one obtains the above mentioned Hudson-Ikeda-Matsumura-Naruse’s formula
(see also Matsumura [30, Theorem 1.2]).
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where the symmetric group Sn acts on xn = (x1, . . . , xn) by permutations. Equiva-
lently, these can be defined as
(5.1)
P Lν (xn) =
∑
w∈Sn/(S1)r×Sn−r
w ·
[
xν
r∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
,
QLν (xn) =
∑
w∈Sn/(S1)r×Sn−r
w ·
[
[x]ν
r∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
.
5.2.2. Characterization of the universal Schur P - and Q-functions. As with the case
of the universal Schur functions of K-L type (see Theorem 3.3), the universal Schur
P - and Q-functions are also characterized by means of the Gysin map: Let E −→ X
be a complex vector bundle of rank n, and x1, . . . , xn are the MU
∗-theory Chern roots
of E as before. Consider the associated flag bundle τ r : Fℓr,r−1,...,1(E) −→ X . Then
it follows immediately from the above definition (5.1) and a description of the Gysin
homomorphism (τ r)∗ as a certain symmetrizing operator (see Nakagawa-Naruse [34,
Theorem 4.10]) that the following formula holds (see also [34, Corollary 4.12]):
Proposition 5.2 (Characterization of the universal Schur P - and Q-functions). With
the above notation, for a strict partition ν = (ν1, . . . , νr) of length ℓ(ν) = r ≤ n, we
have
(τ r)∗
(
xν
r∏
i=1
n∏
j=i+1
(xi +L xj)
)
= P Lν (xn),(5.2)
(τ r)∗
(
[x]ν
r∏
i=1
n∏
j=i+1
(xi +L xj)
)
= QLν (xn).(5.3)
5.2.3. Generating functions for P Lν (xn) and Q
L
ν (xn). By an analogous argument to
§5.1.1, one can obtain the generating functions for the universal Schur P - and Q-
functions. We first deal with the case of P -functions. We wish to apply the formula
(4.10) to the characterization of P -functions, Proposition 5.2. However, we need to
carry out the computation with a little care: Our formula (4.10) is valid for a poly-
nomial (or more generally, a formal power series) in x1, . . . , xr with coefficients in
MU∗(X). However, in the left-hand side of (5.2),
(5.4) xν
r∏
i=1
n∏
j=i+1
(xi +L xj) =
r∏
i=1
xνii · (xi +L xi+1)(xi +L xi+2) · · · (xi +L xn)
is not of such a form, and therefore one cannot apply the formula (4.10) directly to
(5.4). Since τ r = π1 ◦ π2 ◦ · · · ◦ πr (see (4.9)), and hence (τ
r)∗ = π1∗ ◦ π2∗ ◦ · · · ◦
πr∗, we can proceed with the computation by applying πi∗ (i = r, r − 1, . . . , 1) to
the expression (5.4) successively to obtain the generating function. The first step
proceeds as follows: The projection πr : Fℓ
r,...,1(E) = G1(Un−r+1) −→ G
1(Un−r+2) is
the Grassmann bundle associated to the vector bundle Un−r+1 over G
1(Un−r+2) whose
Chern roots are xr, . . . , xn. Thus expressions which are symmetric in xr, . . . , xn can
be regarded as elements of MU∗(G1(Un−r+2)). Taking this fact into account, we then
modify (5.4) as
(5.5) xν
r∏
i=1
n∏
j=i+1
(xi +L xj) =
r−1∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
xνrr
xr +L xr
n∏
j=r
(xr +L xj).
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Note that this can be regarded as a formal power series in xr with coefficients in
MU∗(G1(Un−r+2)). Therefore, one can apply the fundamental Gysin formula (4.6) to
obtain
πr∗
(
xν
r∏
i=1
n∏
j=i+1
(xi +L xj)
)
= [tn−rr ]
(
r−1∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
tνrr
tr +L tr
n∏
j=r
(tr +L xj)×S
L
1/tr (Un−r+1)
)
= [tn−rr ]
(
r−1∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
tνrr
tr +L tr
n∏
j=r
(tr +L xj)× t
−(r−1)
r
r−1∏
j=1
(tr +L xj)×S
L
1/tr(E)
)
= [tn−1r ]
(
r−1∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
tνrr
tr +L tr
n∏
j=r
(tr +L xj)×
r−1∏
j=1
(tr +L xj)×S
L
1/tr(E)
)
.
In the next step, the projection πr−1 : G
1(Un−r+2) −→ G
1(Un−r+3) is the Grassmann
bundle associated to the vector bundle Un−r+2 over G
1(Un−r+3) whose Chern roots are
xr−1, . . . , xn. Thus expressions which are symmetric in xr−1, . . . , xn can be regarded as
elements of MU∗(G1(Un−r+3)). This suggests the following modification of the above
result:
[tn−1r ]
(
r−1∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
tνrr
tr +L tr
n∏
j=r
(tr +L xj)×
r−1∏
j=1
(tr +L xj)×S
L
1/tr(E)
)
= [tr]
n−1
(
r−2∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
x
νr−1
r−1
xr−1 +L xr−1
n∏
j=r−1
(xr−1 +L xj)×
tνrr
tr +L tr
×
n∏
j=r−1
(tr +L xj)×
1
tr +L xr−1
×
r−2∏
j=1
(tr +L xj)× (tr +L xr−1)×S
L
1/tr(E)
)
.
Pushing-forward this via πr−1∗ then yields
πr−1∗ ◦ πr∗
(
xν
r∏
i=1
n∏
j=i+1
(xi +L xj)
)
= [tn−r+1r−1 t
n−1
r ]
(
r−2∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
t
νr−1
r−1
tr−1 +L tr−1
n∏
j=r−1
(tr−1 +L xj)×
tνrr
tr +L tr
×
n∏
j=r−1
(tr +L xj)×
1
tr +L tr−1
×
r−2∏
j=1
(tr +L xj)× (tr +L tr−1)×S
L
1/tr (E)×S
L
1/tr−1
(Un−r+2)
)
= [tn−1r−1 t
n−1
r ]
(
r−2∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
r∏
i=r−1
tνii
ti +L ti
n∏
j=r−1
(ti +L xj)×
r∏
i=r−1
r−2∏
j=1
(ti +L xj)
×
tr +L tr−1
tr +L tr−1
×
r∏
i=r−1
S
L
1/ti
(E)
)
.
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Now the general pattern will be obvious, and we can show the following result induc-
tively: For a = 1, 2, . . . , r, we have
(πr−a+1 ◦ · · · ◦ πr−1 ◦ πr)∗
(
xν
r∏
i=1
n∏
j=i+1
(xi +L xj)
)
= [tn−1r−a+1 · · · t
n−1
r−1 t
n−1
r ]
(
r−a∏
i=1
xνii
n∏
j=i+1
(xi +L xj)×
r∏
i=r−a+1
tνii
ti +L ti
n∏
j=r−a+1
(ti +L xj)
×
r∏
i=r−a+1
r−a∏
j=1
(ti +L xj)×
∏
r−a+1≤i<j≤r
tj +L ti
tj +L ti
×
r∏
i=r−a+1
S
L
1/ti
(E)
)
.
Therefore, when a = r, we have
P Lν (xn) = (τ
r)∗
(
xν
r∏
i=1
n∏
j=i+1
(xi +L xj)
)
= [tn−11 · · · t
n−1
r ]
(
r∏
i=1
tνii
ti +L ti
n∏
j=1
(ti +L xj)×
∏
1≤i<j≤r
tj +L ti
tj +L ti
×
r∏
i=1
S
L
1/ti
(E)
)
.
Using the Segre series (4.1), we obtain the following formula:
P Lν (xn) = [t
−ν1
1 · · · t
−νr
r ]
(
r∏
i=1
ti
ti +L ti
·
1
PL(ti)
n∏
j=1
ti +L xj
ti +L xj
∏
1≤i<j≤r
tj +L ti
tj +L ti
)
.
Remark 5.3. In each step πr−a∗ : MU
∗(G1(Un−r+a+1)) −→MU
∗(G1(Un−r+a+2)) (a =
0, 1, . . . , r − 1), we pushed-forward a certain formal power series in xr−a with coeffi-
cients in MU∗(G1(Un−r+a+2)), and obtained the above formula. It turns out that in
the situation as above, the following FORMAL calculations may be allowed: First we
modify the left-hand side of (5.4) as
xν
r∏
i=1
n∏
j=r+1
(xi +L xj) =
r∏
i=1
xνii∏i
j=1(xi +L xj)
n∏
j=1
(xi +L xj).
This is actually a rational function in x1, . . . , xr with coefficients in MU
∗(X) (Note
that expressions which are symmetric in x1, . . . , xn are regarded as elements ofMU
∗(X)).
Then we apply our Darondeau-Pragacz formula (4.10) to obtain
P Lν (xn) = (τ
r)∗
(
r∏
i=1
xνii∏i
j=1(xi +L xj)
n∏
j=1
(xi +L xj)
)
= [tn−11 · · · t
n−1
r ]
(
r∏
i=1
tνii∏i
j=1(ti +L tj)
n∏
j=1
(ti +L xj)×
∏
1≤i<j≤r
(tj +L ti)
r∏
i=1
S
L
1/ti
(E)
)
= [tn−11 · · · t
n−1
r ]
(
r∏
i=1
tνii
ti +L ti
n∏
j=1
(ti +L xj)×
∏
1≤i<j≤r
tj +L ti
tj +L ti
r∏
i=1
S
L
1/ti
(E)
)
.
This technique may be used to obtain the generating functions for the universal Hall-
Littlewood P - and Q-functions which will be discussed in §5.3. However, in the “fac-
torial case”, this technique needs to be modified appropriately (see §6.1.3).
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We then reformulate the above result in the language of symmetric functions: We
set
P L(u) :=
z
z +L z
·
1
PL(z)
n∏
j=1
z +L xj
z +L xj
∣∣∣∣∣
z=u−1
,
P
L
(ur) = P
L
(u1, u2, . . . , ur) :=
r∏
i=1
P L(u−1i )
∏
1≤i<j≤r
uj +L ui
uj +L ui
.
Then we have
Theorem 5.4. For a strict partition ν = (ν1, . . . , νr) of length ℓ(ν) = r ≤ n, the
universal Schur P -function P Lν (xn) is the coefficient of u
−ν = u−ν11 u
−ν2
2 · · ·u
−νr
r in
P L(u1, u2, . . . , ur). Thus
P Lν (xn) = [u
−ν ]
(
P
L
(ur)
)
.
Similarly, for the case of Q-functions, we obtain the following formula:
QLν (xn) = (τ
r)∗
(
[x]ν
r∏
i=1
n∏
j=i+1
(xi +L xj)
)
= [t−ν11 · · · t
−νr
r ]
(
r∏
i=1
1
PL(ti)
n∏
j=1
ti +L xj
ti +L xj
∏
1≤i<j≤r
tj +L ti
tj +L ti
)
.
Thus we set
QL(u) :=
1
PL(z)
n∏
j=1
z +L xj
z +L xj
∣∣∣∣∣
z=u−1
,
Q
L
(ur) = Q
L
(u1, u2, . . . , ur) :=
r∏
i=1
QL(u−1i )
∏
1≤i<j≤r
uj +L ui
uj +L ui
,
and we have
Theorem 5.5. For a strict partition ν = (ν1, . . . , νr) of length ℓ(ν) = r ≤ n, the
universal Schur Q-function QLν (xn) is the coefficient of u
−ν = u−ν11 u
−ν2
2 · · ·u
−νr
r in
QL(u1, u2, . . . , ur). Thus
QLν (xn) = [u
−ν ]
(
Q
L
(ur)
)
.
Remark 5.6. If we specialize the universal formal group law FL(u, v) to the addi-
tive one Fa(u, v) = u + v, then the universal Schur Q-function Q
L
ν (xn) reduces to
the ordinary Schur Q-polynomial Qν(xn) (see Macdonald [29, Chapter III, §8]). On
the other hand, after changing the variables ui to t
−1
i for i = 1, . . . , n, the function
Q
L
(u1, . . . , ur) reduces to
r∏
i=1
Q(ti)
∏
1≤i<j≤r
ti − tj
ti + tj
,
where Q(t) = Q(n)(t) :=
n∏
j=1
1 + txj
1− txj
. Thus we can recover the result due to Macdonald
[29, Chapter III, (8.8)].
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5.2.4. Pfaffian formulas for Qν(xn) and GQν(xn). As a corollary to Theorem 5.5,
one can obtain Pfaffian formulas for the ordinary Schur Q-polynomial Qν(xn) and
the K-theoretic Q-polynomial GQν(xn). The former is Schur’s definition of Qν (see
Macdonald [29, Chapter III, (8.11)]), and the latter seems to be new. In what follows,
we assume that the length ℓ(ν) of a strict partition ν is 2m (even). First we consider the
specialization from FL(u, v) to Fa(u, v) = u+v. In this case, we just followMacdonald’s
argument [29, Chapter III, Proof of (8.11)]. The function Q
L
(u2m) reduces to
Q(u2m) :=
2m∏
i=1
Q(u−1i )
∏
1≤i<j≤2m
uj − ui
uj + ui
,
where23
Q(u) :=
n∏
j=1
z + xj
z − xj
∣∣∣∣∣
z=u−1
=
n∏
j=1
1 + xju
1− xju
.
On the other hand, it is well-known that the following formula holds24:
Pf
(
uj − ui
uj + ui
)
1≤i<j≤2m
=
∏
1≤i<j≤2m
uj − ui
uj + ui
,
where Pf(aij)1≤i<j≤2m denotes the Pfaffian of the skew-symmetric matrix (aij)1≤i,j≤2m
of size 2m× 2m. Hence we have
Q(u2m) =
2m∏
i=1
Q(u−1i )Pf
(
uj − ui
uj + ui
)
1≤i<j≤2m
= Pf
(
Q(u−1i )Q(u
−1
j ) ·
uj − ui
uj + ui
)
.
By Theorem 5.5, we know that
Q(νi,νj)(xn) = [u
−νi
i u
−νj
j ]
(
Q(u−1i )Q(u
−1
j ) ·
uj − ui
uj + ui
)
,
and therefore, by Theorem 5.5 again, we obtain
Qν(xn) =
[
2m∏
i=1
u−νii
](
Pf
(
Q(u−1i )Q(u
−1
j ) ·
uj − ui
uj + ui
))
= Pf
(
[u−νii u
−νj
j ]
(
Q(u−1i )Q(u
−1
j ) ·
uj − ui
uj + ui
))
= Pf(Q(νi,νj)(xn)).
This is the Pfaffian formula for Qν(xn).
Next we consider the specialization from FL(u, v) to Fm(u, v) = u + v + βuv. In
this case, we essentially follow the argument in Hudson-Ikeda-Matsumura-Naruse [11,
Proof of Lemma 1.4], [12, Proof of Lemma 6.13]. The function Q
L
(u2m) reduces to
GQ(u2m) =
2m∏
i=1
GQ(u−1i )
∏
1≤i<j≤2m
uj ⊖ ui
uj ⊕ ui
,
23 Q(u) is the generating function for the Schur Q-polynomials Ql(xn) (l = 0, 1, 2, . . .) correspond-
ing to the “one row”, i.e., Q(u) =
∑∞
l=0Ql(xn)u
l.
24 For a proof of this formula, see Macdonald [29, Chapter III, §8, Example 5].
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where25
GQ(u) :=
1
1 + βz
n∏
j=1
z ⊕ xj
z ⊖ xj
∣∣∣∣∣
z=u−1
=
1
1 + βu−1
n∏
j=1
1 + βxj
1− xju
· {1 + (u+ β)xj}.
Here we recall from Ikeda-Naruse [19, Lemma 2.4] the following formula:
Pf
(
xj − xi
xj ⊕ xi
)
1≤i<j≤2m
=
∏
1≤i<j≤2m
xj − xi
xj ⊕ xi
.
Thus we can compute
GQ(u2m) =
2m∏
i=1
GQ(u−1i )
∏
1≤i<j≤2m
uj ⊖ ui
uj ⊕ ui
=
2m∏
i=1
GQ(u−1i )
2m∏
i=1
1
(1 + βui)2m−i
∏
1≤i<j≤2m
uj − ui
uj ⊕ ui
=
2m∏
i=1
GQ(u−1i )
2m∏
i=1
1
(1 + βui)2m−i
· Pf
(
uj − ui
uj ⊕ ui
)
= Pf
(
GQ(u−1i )GQ(u
−1
j )
1
(1 + βui)2m−i
1
(1 + βuj)2m−j
·
uj − ui
uj ⊕ ui
)
= Pf
(
GQ(u−1i )GQ(u
−1
j )
1
(1 + βui)2m−1−i
1
(1 + βuj)2m−j
·
uj ⊖ ui
uj ⊕ ui
)
= Pf
(
(1 + βui)
i+1−2m(1 + βuj)
j−2mGQ(u−1i )GQ(u
−1
j ) ·
uj ⊖ ui
uj ⊕ ui
)
.
By Theorem 5.5, we know that
GQ(νi,νj)(xn) = [u
−νi
i u
−νj
j ]
(
GQ(u−1i )GQ(u
−1
j ) ·
uj ⊖ ui
uj ⊕ ui
)
,
and therefore, by Theorem 5.5 again, we obtain
GQν(xn) =
[
2m∏
i=1
u−νii
](
Pf
(
(1 + βui)
i+1−2m(1 + βuj)
j−2mGQ(u−1i )GQ(u
−1
j ) ·
uj ⊖ ui
uj ⊕ ui
))
= Pf
(
[u−νii u
−νj
j ]
(
(1 + βui)
i+1−2m(1 + βuj)
j−2mGQ(u−1i )GQ(u
−1
j ) ·
uj ⊖ ui
uj ⊕ ui
))
= Pf
(
[u−νii u
−νj
j ]
(
∞∑
k=0
∞∑
l=0
(
i+ 1− 2m
k
)(
j − 2m
l
)
βk+luki u
l
jGQ(u
−1
i )GQ(u
−1
j ) ·
uj ⊖ ui
uj ⊕ ui
))
= Pf
(
∞∑
k=0
∞∑
l=0
βk+l
(
i+ 1− 2m
k
)(
j − 2m
l
)
GQ(νi+k,νj+l)(xn)
)
.
Thus we obtained the following:
25 GQ(u) is the generating function for the K-theoretic Q-polynomials GQm(xn) (m ∈ Z), i.e.,
GQ(u) =
∑
m∈ZGQm(xn)u
m. Note that we also have the following expression:
GQ(u) =
1
1 + βu−1
n∏
j=1
1 + (u+ β)xj
1 + (u+ β)xj
.
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Theorem 5.7 (Pfaffian formula for GQν(xn)). For a strict partition ν of length 2m,
we have
GQν(xn) = Pf
(
∞∑
k=0
∞∑
l=0
βk+l
(
i+ 1− 2m
k
)(
j − 2m
l
)
GQ(νi+k,νj+l)(xn)
)
.
5.3. Universal Hall-Littlewood P - and Q-functions. It is known that the ordi-
nary Hall-Littlewood P -function indexed by a partition, denoted by Pλ(x; t) in Mac-
donald’s book [29, Chapter III, §2], reduces to the ordinary Schur function sλ(x) when
t = 0, and reduces to the ordinary Schur P -function Pλ(x) when t = −1. Moreover the
ordinary Hall-Littlewood Q-function26 denoted by Qλ(x; t) in [29, Chapter III, (2.11)]
also reduces to sλ(x) when t = 0, and reduces to the ordinary Schur Q-function Qλ(x)
when t = −1.27 These facts can be generalized to the “universal setting”. In fact,
we have introduced the universal Hall-Littlewood function, denoted HLλ (xn; t) in [34,
Definition 3.2], which reduces to the universal Schur P -function P Lλ (xn) when t = −1
with λ strict, and reduces to the new universal Schur function SLλ(xn) when t = 0.
Thus the functions HLλ (xn; t) serve to interpolate between the new universal Schur
functions SLλ(xn) and the universal Schur P -functions P
L
λ (xn) (with λ strict).
In this subsection, we shall introduce another universal analogues of the ordinary
Hall-Littlewood P - and Q-functions, denoted HP Lλ (xn; t) and HQ
L
λ(xn; t) respectively,
which interpolate between the universal Schur function of K-L type sL,KLλ (xn) and the
universal Schur P - and Q-functions P Lλ (xn), Q
L
λ(xn) (with λ strict). Furthermore, we
shall give the generating functions for these universal Hall-Littlewood functions by the
same method as the universal Schur P - and Q-functions in the previous subsection
§5.2.
5.3.1. Definition of the universal Hall-Littlewood P - and Q-functions. For a positive
integer k ≥ 1 and indeterminates x, t, we define
[x; t]k := (x+L [t](x))x
k−1.
When t = 0, then we have [x; 0]k = xk, the ordinary k-th power of x. When t = −1,
then [x;−1]k = (x +L x)x
k−1, which is also denoted by [x]k in §2.3. For a partition
λ = (λ1, . . . , λr) of length r, we define
[x; t]λ :=
r∏
i=1
[xi; t]
λi =
r∏
i=1
(xi +L [t](xi))x
λi−1
i .
When t = 0, then we have [x; 0]λ =
∏r
i=1 x
λi
i = x
λ. When t = −1, then
[x;−1]λ =
r∏
i=1
[xi;−1]
λi =
r∏
i=1
[xi]
λi = [x]λ.
With this notation, we make the following definition:
26 In Macdonald’ book, both functions Pλ(x; t) and Qλ(x; t) are called the Hall-Littlewood func-
tions altogether. In order to distinguish Pλ(x; t) and Qλ(x; t), we shall call the former the (ordinary)
Hall-Littlewood P -function and the latter the (ordinary) Hall-Littlewood Q-function throughout this
paper.
27 As explained in Macdonald [29, Chapter III, §8], Qλ(x;−1) = 0 if the partition λ is not strict.
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Definition 5.8 (Universal Hall-Littlewood P - and Q-functions). For a partition λ =
(λ1, . . . , λr) of length ℓ(λ) = r ≤ n, we define
(5.6)
HP Lλ (xn; t) :=
∑
w∈Sn/(S1)r×Sn−r
w ·
[
xλ
r∏
i=1
n∏
j=i+1
xi +L [t](xj)
xi +L xj
]
,
HQLλ(xn; t) :=
∑
w∈Sn/(S1)r×Sn−r
w ·
[
[x; t]λ
r∏
i=1
n∏
j=i+1
xi +L [t](xj)
xi +L xj
]
.
Notice that for a strict partition ν of length ≤ n, it is easy to see that HP Lν (xn; t)
coincides with the universal Hall-Littlewood function HLν (xn; t) introduced in [34, Def-
inition 3.2]. However, for a partition with equal parts, these are different in general.
For a strict partition ν of length ≤ n, it follows immediately from the above defini-
tion that HP Lν (xn;−1) = P
L
ν (xn) and HQ
L
ν (xn;−1) = Q
L
ν (xn). For a partition λ of
length ≤ n, it is verified easily that HP Lλ (xn; 0) = HQ
L
λ(xn; 0) = s
L,KL
λ (xn). Thus the
functions HP Lλ (xn; t) (resp. HQ
L
λ(xn; t)) interpolate between the universal Schur P -
functions P Lλ (xn) (resp. Q-functions Q
L
λ(xn)) (with λ strict) and the universal Schur
functions of K-L type sL,KLλ (xn).
Let us consider the specialization from FL(u, v) to Fa(u, v) = u+ v. For a partition
λ = (λ1, . . . , λr) with length ℓ(λ) = r ≤ n, the function HQ
L
λ(xn; t) reduces to
(1− t)r
∑
w∈Sn/(S1)r×Sn−r
w ·
[
xλ
r∏
i=1
n∏
j=i+1
xi − txj
xi − xj
]
.
By the argument in Macdonald’ book [29, pp.210–211], we see that the above polyno-
mial equals toQλ(x1, . . . , xn; t) = Qλ(xn; t), the ordinary Hall-LittlewoodQ-polynomial
in n variables. Thus HQLλ(xn; t) is a universal analogue of the ordinary Hall-Littlewood
Q-polynomial Qλ(xn; t). From this, we see immediately that HP
L
λ (xn; t) reduces to
1
(1− t)r
Qλ(xn; t) under the same specialization. On the other hand, by definition ([29,
Chapter III, (2.11)]), we have Pλ(xn; t) = bλ(t)Qλ(xn; t).
28 By these formulas, we see
easily that HP Lλ (xn; t) reduces to
vλ(t)
vn−r(t)
Pλ(xn; t).
29 Note that when λ is strict, then
this equals to Pλ(xn; t).
5.3.2. Characterization of the universal Hall-Littlewood P - and Q-functions. The uni-
versal Hall-Littlewood P - and Q-functions can be characterized by means of the Gysin
map as well. Let E −→ X be a complex vector bundle of rank n, and x1, . . . , xn are
the MU∗-theory Chern roots of E as before. Consider the associated flag bundle
τ r : Fℓr,r−1,...,2,1(E) −→ X . Then by the same way as the universal Schur P -and
Q-functions (see Proposition 5.2), the following formula holds:
28 Here bλ(t) :=
∏
i≥1 ϕmi(λ)(t), where mi(λ) denotes the number of times i occurring as a part of
λ, and ϕm(t) = (1− t)(1 − t2) · · · (1− tm).
29 For an integer m ≥ 0, let vm(t) =
∏m
i=1(1 − t
i)/(1 − t) = ϕm(t)/(1 − t)m, and for a partition
λ = (λ1, . . . , λn) of length ≤ n, we define vλ(t) :=
∏
i≥0 vmi(λ)(t). Here m0(λ) means n− ℓ(λ).
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Proposition 5.9 (Characterization of the universal Hall-Littlewood P - andQ-functions).
With the above notation, we have
(5.7)
(τ r)∗
(
xλ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj))
)
= HP Lλ (xn; t),
(τ r)∗
(
[x; t]λ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj))
)
= HQLλ(xn; t).
5.3.3. Generating functions for HP Lλ (xn; t) and HQ
L
λ(xn; t). An analogous argument
to §5.2.3 can be applied to the universal Hall-Littlewood P - and Q-functions, and we
are able to obtain the generating functions for them. We shall use the characterization
of the universal Hall-Littlewood P - and Q-functions, Proposition 5.9. As with the case
of universal Schur P - and Q-functions (see §5.2.3), one can compute the left-hand side
of (5.7) inductively using (τ r)∗ = π1∗ ◦ · · · ◦ πr−1∗ ◦ πr∗, and obtains the following
formulas:
HP Lλ (xn; t) = (τ
r)∗
(
xλ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj))
)
= [u−λ11 · · ·u
−λr
r ]
(
r∏
i=1
ui
ui +L [t](ui)
·
1
PL(ui)
n∏
j=1
ui +L [t](xj)
ui +L xj
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
)
,
HQLλ(xn; t) = (τ
r)∗
(
[x; t]λ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj))
)
= [u−λ11 · · ·u
−λr
r ]
(
r∏
i=1
1
PL(ui)
n∏
j=1
ui +L [t](xj)
ui +L xj
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
)
.
Remark 5.10. As we remarked in Remark 5.3, one can obtain the above generating
functions by a formal application of our Darondeau-Pragacz formula (4.10). Namely,
we modify the left-hand side of the expression (5.7) as
xλ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj)) =
r∏
i=1
xλii∏i
j=1(xi +L [t](xj))
n∏
j=1
(xi +L [t](xj)),
[x; t]λ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj)) =
r∏
i=1
(xi +L [t](xi))x
λi−1
i∏i
j=1(xi +L [t](xj))
n∏
j=1
(xi +L [t](xj)).
Then use our formula (4.10) to obtain the required result.
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We set
HP L(u) :=
z
z +L [t](z)
·
1
PL(z)
n∏
j=1
z +L [t](xj)
z +L xj
∣∣∣∣∣
z=u−1
,
HP
L
(ur) = HP
L
(u1, u2, . . . , ur) :=
r∏
i=1
HP L(u−1i )
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
,
HQL(u) :=
1
PL(z)
n∏
j=1
z +L [t](xj)
z +L xj
∣∣∣∣∣
z=u−1
,
HQ
L
(ur) = HQ
L
(u1, u2, . . . , ur) :=
r∏
i=1
HQL(u−1i )
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
.
Thus we have the following result:
Theorem 5.11.
(1) For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, the universal Hall-
Littlewood P -function HP Lλ (xn; t) is the coefficient of u
−λ = u−λ11 u
−λ2
2 · · ·u
−λr
r
in HP
L
(u1, u2, . . . , ur). Thus
HP Lλ (xn; t) = [u
−λ]
(
HP
L
(ur)
)
.
(2) For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, the universal Hall-
Littlewood Q-function HQLλ(xn; t) is the coefficient of u
−λ = u−λ11 u
−λ2
2 · · ·u
−λr
r
in HQ
L
(u1, u2, . . . , ur). Thus
HQLλ(xn; t) = [u
−λ]
(
HQ
L
(ur)
)
.
Remark 5.12.
(1) Since the functions HP Lλ (xn; t), HQ
L
λ(xn; t) interpolate between the functions
sL,KLλ (xn) (t = 0) and the functions P
L
λ (xn), Q
L
λ(xn) (t = −1, λ strict), the
result in Theorem 5.11 contains those in Theorems 5.1, 5.4, and 5.5.
(2) If we specialize the universal formal group law FL(u, v) to the additive one
Fa(u, v) = u + v, then the universal Hall-Littlewood Q-function HQ
L
λ(xn; t)
reduces to the ordinary Hall-Littlewood Q-polynomial Qλ(xn; t). The generating
function HQL(u) reduces to
HQ(u) = HQ(n)(u) :=
n∏
j=1
z − txj
z − xj
∣∣∣∣∣
z=u−1
=
n∏
j=1
1− txju
1− xju
,
which is the generating function for qr(xn; t)’s (Macdonald [29, Chapter III,
(2.9), (2.10)]). Furthermore, by the above theorem, the result due to Macdonald
[29, Chapter III, (2.15)] can be recovered.
(3) We have obtained the above theorem by making use of the Darondeau-Pragacz
formula in complex cobordism. Recently, the second author [36] has given a
purely algebraic proof of the theorem, based on the discussion due to Macdonald
[29, Chapter III, (2.15)].
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6. Factorial analogues of various universal functions
All the above stories presented in the previous subsections have their factorial ana-
logues: The universal Schur functions of K-L type sL,KLλ (xn) treated in §5.1 have facto-
rial analogues, namely the universal factorial Schur functions of K-L type sL,KLλ (xn|b)
introduced in §3.2. A characterization by means of the Gysin map is given by Theo-
rem 3.3. The universal Schur P - and Q-functions P Lν (xn), Q
L
ν (xn) in §5.2.1 also have
their factorial analogues, namely the universal factorial Schur P - and Q-functions
P Lν (xn|b) and Q
L
ν (xn|b) introduced by the authors [33, Definition 4.1]. For our pur-
poses, these functions are defined as the following equivalent forms: For a strict par-
tition ν = (ν1, . . . , νr) of length ℓ(ν) = r ≤ n,
(6.1)
P Lν (xn|b) =
∑
w∈Sn/(S1)r×Sn−r
w ·
[
[x|b]ν
r∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
,
QLν (xn|b) =
∑
w∈Sn/(S1)r×Sn−r
w ·
[
[[x|b]]ν
r∏
i=1
n∏
j=i+1
xi +L xj
xi +L xj
]
.
We remark that if we specialize the universal formal group law FL(u, v) to the additive
one Fa(u, v) = u + v (and put bi := −ai (i = 1, 2, . . .) with a = (a1, a2, . . .), another
infinite sequence of variables), then by definition, P Lν (xn|b), Q
L
ν (xn|b) reduce to the
factorial Schur P - and Q-polynomials Pν(xn|a), Qν(xn|a) (for their definitions, see
Ikeda-Naruse [18, Definition 8.1], Ikeda-Mihalcea-Naruse [17, §4.2], Ivanov [20, Defini-
tion 2.13]). If we specialize FL(u, v) to the multiplicative one Fm(u, v) = u+ v + βuv,
then by definition, P Lν (xn|b), Q
L
ν (xn|b) reduce to the K-theoretic factorial P - and
Q-polynomials GPν(xn|b), GQν(xn|b) (for their definitions, see Ikeda-Naruse [19, Def-
inition 2.1]).
6.1. Universal factorial Hall-Littlewood P - and Q-functions.
6.1.1. Definition of the universal factorial Hall-Littlewood P - and Q-functions. Fur-
thermore, the universal Hall-Littlewood P - and Q-functions HP Lλ (xn; t), HQ
L
λ(xn; t)
introduced in §5.3.1 can be deformed by multi-parameters b = (b1, b2, . . .) too. To this
end, let us introduce some new notation: For a positive integer k ≥ 1, we define
[[x; t|b]]k := (x+L [t](x))[x|b]
k−1.
In the specialization b = 0, we have
[[x; t|0]]k = (x+L [t](x))[x|0]
k−1 = (x+L [t](x))x
k−1 = [x; t]k.
When t = −1, then we have
[[x;−1|b]]k = (x+L x)[x|b]
k−1 = [[x|b]]k.
For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r, we define
[[x; t|b]]λ :=
r∏
i=1
[[xi; t|b]]
λi =
r∏
i=1
(xi +L [t](xi)[xi|b]
λi−1.
In the specialization b = 0, we have
[[x; t|0]]λ =
r∏
i=1
[[xi; t|0]]
λi =
r∏
i=1
[xi; t]
λi = [x; t]λ.
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When t = −1, then we have
[[x;−1|b]]λ =
r∏
i=1
[[xi;−1|b]]
λi =
r∏
i=1
[[xi|b]]
λi = [[x|b]]λ.
With this notation, we make the following definition:
Definition 6.1 (Universal factorial Hall-Littlewood P - and Q-functions). For a par-
tition λ = (λ1, . . . , λr) of length r ≤ n, we define
HP Lλ (xn; t|b) :=
∑
w∈Sn/(S1)r×Sn−r
w ·
[
[x|b]λ
r∏
i=1
n∏
j=i+1
xi +L [t](xj)
xi +L xj
]
,
HQLλ(xn; t|b) :=
∑
w∈Sn/(S1)r×Sn−r
w ·
[
[[x; t|b]]λ
r∏
i=1
n∏
j=i+1
xi +L [t](xj)
xi +L xj
]
.
It follows immediately from (6.1) and Definition 6.1 that when t = −1, then
HP Lν (xn;−1|b) = P
L
ν (xn|b) and HQ
L
ν (xn;−1|b) = Q
L
ν (xn|b) for a strict partition
ν. Thus all the results stated below for the universal factorial Hall-Littlewood P -
and Q-functions include the corresponding results for the universal factorial Schur
P - and Q-functions as special cases. In contrast to this, the “t = 0 specialization”
does not induce the universal factorial Schur function of K-L type sL,KLλ (xn|b) (for the
“non-factorial” universal Hall-Littlewood P - and Q-functions, this is the case).
Example 6.2. The specialization from FL(u, v) to Fa(u, v) = u+ v gives the factorial
analogues, denoted by HPλ(xn; t|b) and HQλ(xn; t|b), of the ordinary Hall-Littlewood
polynomials Pλ(xn; t) and Qλ(xn; t) respectively. For example, we have
HP(1)(xn; t|b) = x1 + x2 + · · ·+ xn + b1(1 + t+ t
2 + · · ·+ tn−1),
HQ(1)(xn; t|b) = (1− t)(x1 + x2 + · · ·+ xn).
As we mentioned in §1.4, these factorial Hall-Littlewood polynomials will be needed
when we describe the torus-equivariant cohomology of certain p-compact homogeneous
spaces.
6.1.2. Characterization of the universal factorial Hall-Littlewood P - and Q-functions.
The universal factorial Hall-Littlewood P - and Q-functions can be characterized by
means of the Gysin map as well. In fact, under the same setting as in §5.3.2, one
obtains the following:
Proposition 6.3 (Characterization of the universal factorial Hall-Littlewood P - and
Q-functions).
(τ r)∗
(
[x|b]λ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj))
)
= HP Lλ (xn; t|b),(6.2)
(τ r)∗
(
[[x; t|b]]λ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj))
)
= HQLλ(xn; t|b).(6.3)
Here b = (b1, b2, . . .) is a sequence of elements in MU
∗(X).
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6.1.3. Generating functions for HP Lλ (xn; t|b) and HQ
L
λ(xn; t|b). Using Proposition
6.3, one can obtain the generating functions for the universal factorial Hall-Littlewood
P - and Q-functions by analogous computations as in §5.3.3 (see also Remark 5.3).
However, we are again confronted with some difficulty when we apply the fundamental
Gysin formula (4.6) or the Darondeau-Pragacz formula (4.10) to Proposition 6.3. For
example, let us consider the simplest case λ = (λ1) with λ1 ≥ 1 (and hence r = 1) of
(6.2). Then we push-forward the expression [x1|b]
λ1
∏n
j=2(x1 +L [t](xj)) via the Gysin
map π1∗ : MU
∗(G1(E)) −→ MU∗(X). In order to apply the formula (4.6), let us
consider the following modification (cf. (5.5)):
(6.4)
[x1|b]
λ1
n∏
j=2
(x1 +L [t](xj)) =
[x1|b]
λ1
x1 +L [t](x1)
n∏
j=1
(x1 +L [t](xj))
=
∏λ1
j=1(x1 +L bj)
x1 +L [t](x1)
n∏
j=1
(x1 +L [t](xj)).
In the non-factorial case, i.e., b = 0, the right-hand side of the above expression
becomes
xλ11
x1 +L [t](x1)
∏n
j=1(x1 +L [t](xj)), which can be regarded as a formal power
series in x1 with coefficients in MUQ
∗(X)⊗QQ[[t]] since x1+L [t](x1) is divisible by x1
(symmetric functions in x1, . . . , xn are considered as elements of MU
∗(X)). Therefore
the formula (4.6) applies (in this case, the formal application of our Darondeau-Pragacz
formula (4.10) would be allowed). On the contrary, in the factorial case, it is not a
formal power series in x1 because of the appearance of the constant term b1b2 · · · bλ1 in
the numerator, and therefore the formula (4.6) does not apply directly. On the other
hand, in the case of (6.3), we push-forward the expression
[[x1; t|b]]
λ1
n∏
j=2
(x1 +L [t](xj)) =
(x1 +L [t](x1))[x1|b]
λ1−1
x1 +L [t](x1)
n∏
j=1
(x1 +L [t](xj))
= [x1|b]
λ1−1
n∏
j=1
(x1 +L [t](xj)),
which is a formal power series in x1, and therefore (4.6) applies without any problem.
Thus in order to obtain the generating function for HP L(λ1)(xn; t|b), we need some
technique which makes (6.4) into a formal power series in x1. We are able to resolve
this problem by subtracting
∏n
j=1[t](x1 +L xj) from the right-most expression of (6.4),
that is,
(6.5)
[x1|b]
λ1
n∏
j=2
(x1 +L [t](xj)) =
[x1|b]
λ1
x1 +L [t](x1)
{
n∏
j=1
(x1 +L [t](xj))−
n∏
j=1
[t](x1 +L xj)
}
.
This does not change the expression because the “correction term”
∏n
j=1[t](x1+Lxj) =
0 obviously. Moreover, the expression
∏n
j=1(x1+L [t](xj))−
∏n
j=1[t](x1+Lxj) is divisible
by x1. Therefore the resulting expression becomes a formal power in x1, and hence
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the fundamental Gysin formula (4.6) applies. Thus we obtain the following:
HP L(λ1)(xn; t|b) = π1∗
(
[x1|b]
λ1
x1 +L [t](x1)
{
n∏
j=1
(x1 +L [t](xj))−
n∏
j=1
[t](x1 +L xj)
})
= [un−11 ]
[
[u1|b]
λ1
u1 +L [t](u1)
{
n∏
j=1
(u1 +L [t](xj))−
n∏
j=1
[t](u1 +L xj)
}
×S L1/u1(E)
]
= [u−λ11 ]
[
1
PL(u1)
u1
u1 +L [t](u1)
{
n∏
j=1
u1 +L [t](xj)
u1 +L xj
−
n∏
j=1
[t](u1 +L xj)
u1 +L xj
}
×
λ1∏
j=1
u1 +L bj
u1
]
.
Example 6.4. As a special case of the above formula, the ordinary factorial Hall-
Littlewood P -polynomial corresponding to the one-row (λ1) is given by
HP(λ1)(xn; t|b) = [u
−λ1
1 ]
[
1
1− t
(
n∏
j=1
u1 − txj
u1 − xj
− tn
)
×
λ1∏
j=1
u1 + bj
u1
]
.
In particular, we have
HP(1)(xn; t|b) = [u
−λ1
1 ]
[
1
1− t
(
n∏
j=1
u1 − txj
u1 − xj
− tn
)
×
u1 + b1
u1
]
=
1
1− t
q1(xn; t) +
1− tn
1− t
b1
= x1 + x2 + · · ·+ xn + (1 + t+ t
2 + · · ·+ tn−1)b1,
which was already seen in Example 6.2.
For a general partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, we need to compute
the push-forward image of [x|b]λ
∏r
i=1
∏n
j=i+1(xi+L[t](xj)) under the Gysin map (τ
r)∗ :
MU∗(Fℓr,...,1(E)) −→MU∗(X). As we have already seen in §5.2.3, the image of (τ r)∗
can be computed by applying πr∗, πr−1∗, . . . , π1∗ successively. In each step, we use
the modification such as (6.5), i.e., subtracting the “correction term”. This technique
enables us to apply the fundamental Gysin formula (4.6), and we are able to show the
following result:
Theorem 6.5. For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, the uni-
versal factorial Hall-Littlewood P -function HP Lλ (xn; t|b) is given as the coefficient of
u−λ11 u
−λ2
2 · · ·u
−λr
r in
r∏
i=1
ui
ui +L [t](ui)
·
1
PL(ui)
×
{
n∏
j=1
ui +L [t](xj)
ui +L xj
−
i−1∏
j=1
ui +L [t](uj)
[t](ui +L uj)
n∏
j=1
[t](ui +L xj)
ui +L xj
}
×
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
×
r∏
i=1
λi∏
j=1
ui +L bj
ui
.
Proof. Let us compute the push-forward image of [x|b]λ
∏r
i=1
∏n
j=i+1(xi +L [t](xj))
under the Gysin map (τ r)∗ = π1∗ ◦ · · · ◦ πr−1∗ ◦ πr∗. As we explained above, we carry
out the computation inductively. Namely, for a (= 1, 2, . . . , r − 1), we assume the
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following result:
(6.6)
(πr−a+1 ◦ · · · ◦ πr−1 ◦ πr)∗
(
[x|b]λ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj))
)
= [un−1r−a+1 · · ·u
n−1
r−1u
n−1
r ]
[
r−a∏
i=1
[xi|b]
λi
n∏
j=i+1
(xi +L [t](xj))
×
r∏
i=r−a+1
[ui|b]
λi
ui +L [t](ui)
{
n∏
j=r−a+1
(ui +L [t](xj))−
i−1∏
j=r−a+1
ui +L [t](uj)
[t](ui +L uj)
n∏
j=r−a+1
[t](ui +L xj)
}
×
r∏
i=r−a+1
r−a∏
j=1
(ui +L xj)×
∏
r−a+1≤i<j≤r
uj +L ui
uj +L [t](ui)
×
r∏
i=r−a+1
S
L
1/ui
(E)
]
.
We would like to push-forward this formula via the Gysin map
πr−a∗ : MU
∗(G1(Un−r+a+1)) −→MU
∗(G1(Un−r+a+2)).
Taking (6.5) into account, we modify the right-hand side of (6.6) as
[un−1r−a+1 · · ·u
n−1
r−1u
n−1
r ]
[
r−a−1∏
i=1
[xi|b]
λi
n∏
j=i+1
(xi +L [t](xj))
×
[xr−a|b]
λr−a
xr−a +L [t](xr−a)
{
n∏
j=r−a
(xr−a +L [t](xj))−
n∏
j=r−a
[t](xr−a +L xj)
}
×
r∏
i=r−a+1
[ui|b]
λi
ui +L [t](ui)
{
1
ui +L [t](xr−a)
n∏
j=r−a
(ui +L [t](xj))
−
i−1∏
j=r−a+1
ui +L [t](uj)
[t](ui +L uj)
·
1
[t](ui +L xr−a)
n∏
j=r−a
[t](ui +L xj)
}
×
r∏
i=r−a+1
r−a−1∏
j=1
(ui +L xj)×
r∏
i=r−a+1
(ui +L xr−a)×
∏
r−a+1≤i<j≤r
uj +L ui
uj +L [t](ui)
×
r∏
i=r−a+1
S
L
1/ui
(E)
]
.
Then apply the fundamental Gysin formula (4.6). The effect is just replacing xr−a
by the formal variable ur−a, and multiplying by S
L
1/ur−a
(Un−r+a+1), the Segre series of
Un−r+a+1. Since we know from (4.1)
S
L
1/ur−a(Un−r+a+1) = u
−(r−a+1)
r−a
r−a−1∏
j=1
(ur−a +L xj)×S
L
1/ur−a(E),
we see easily that the formula (6.6) holds for a + 1.
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Therefore, when a = r, we have
HP Lλ (xn; t|b) = (τ
r)∗
(
[x|b]λ
r∏
i=1
n∏
j=i+1
(xi +L [t](xj))
)
= [un−11 . . . u
n−1
r ]
[
r∏
i=1
[ui|b]
λi
ui +L [t](ui)
{
n∏
j=1
(ui +L [t](xj))−
i−1∏
j=1
ui +L [t](uj)
[t](ui +L uj)
n∏
j=1
[t](ui +L xj)
}
×
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
×
r∏
i=1
S
L
1/ui
(E)
]
.
Then, using the Segre series (4.1), we obtain the required formula.

If we specialize the universal formal group law FL(u, v) to the additive one Fa(u, v) =
u+ v, the above generating function becomes a relatively simple form, and we obtain
the following corollary:
Corollary 6.6. For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, the factorial
Hall-Littlewood P -polynomialHPλ(xn; t|b) is given as the coefficient of u
−λ1
1 u
−λ2
2 · · ·u
−λr
r
in
1
(1− t)r
r∏
i=1
(
n∏
j=1
ui − txj
ui − xj
i−1∏
j=1
ui − uj
ui − tuj
− tn−i+1
)
×
r∏
i=1
λi∏
j=1
ui + bj
ui
.
As we mentioned above, in the case of HQLλ(xn; t|b), the formal application of the
formula (4.10) does apply, and one can obtain the following:
HQLλ(xn; t|b)
= [u−λ11 · · ·u
−λr
r ]
(
r∏
i=1
1
PL(ui)
n∏
j=1
ui +L [t](xj)
ui +L xj
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
×
r∏
i=1
λi−1∏
j=1
ui +L bj
ui
)
.
Here we make the following remark: let us introduce the shift operator τ−1 acting on
b by the rule
(τ−1b)i := bi−1 (i = 1, 2, . . .).
Here we set b0 := 0. By replacing the parameter b by τ
−1b, we see that x1 in the
denominator and the numerator of the expression (6.4) cancels out, and we get a
formal power series in x1. Then the formal application of (4.10) yields the following
result:
HP Lλ (xn; t|τ
−1b) = [u−λ11 · · ·u
−λr
r ]
(
r∏
i=1
ui
ui +L [t](ui)
·
1
PL(ui)
n∏
j=1
ui +L [t](xj)
ui +L xj
×
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
×
r∏
i=1
λi−1∏
j=1
ui +L bj
ui
)
.
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For each non-negative integer k, we set
HP L(u|τ−1b)(k) :=
z
z +L [t](z)
·
1
PL(z)
n∏
j=1
z +L [t](xj)
z +L xj
×
k∏
j=1
z +L bj
z
∣∣∣∣∣
z=u−1
,
HQL(u|b)(k) :=
1
PL(z)
n∏
j=1
z +L [t](xj)
z +L xj
×
k∏
j=1
z +L bj
z
∣∣∣∣∣
z=u−1
.
For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, we set
HP
L
(ur|τ
−1b)λ = HP
L
(u1, u2, . . . , ur|τ
−1b)λ :=
r∏
i=1
HP L(u−1i |τ
−1b)(λi−1)
×
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
,
HQ
L
(ur|b)
λ = HQ
L
(u1, u2, . . . , ur|b)
λ :=
r∏
i=1
HQL(u−1i |b)
(λi−1)
∏
1≤i<j≤r
uj +L ui
uj +L [t](ui)
.
Thus we have the following result:
Theorem 6.7.
(1) For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, the universal fac-
torial Hall-Littlewood P -function HP Lλ (xn; t|τ
−1b) is the coefficient of u−λ =
u−λ11 u
−λ2
2 · · ·u
−λr
r in HP
L
(u1, u2, . . . , ur|τ
−1b)λ. Thus
HP Lλ (xn; t|τ
−1b) = [u−λ]
(
HP
L
(ur|τ
−1b)λ
)
.
(2) For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, the universal fac-
torial Hall-Littlewood Q-function HQLλ(xn; t|b) is the coefficient of u
−λ =
u−λ11 u
−λ2
2 · · ·u
−λr
r in HQ
L
(u1, u2, . . . , ur|b)
λ. Thus
HQLλ(xn; t|b) = [u
−λ]
(
HQ
L
(ur|b)
λ
)
.
6.1.4. Generating functions for P Lν (xn|b) and Q
L
ν (xn|b). From Theorems 6.5 and 6.7,
with t = −1, we have the corresponding result for the universal factorial P - and
Q-functions: First we obtain the following result from Theorem 6.5:
Corollary 6.8. For a strict partition ν = (ν1, . . . , νr) of length ℓ(ν) = r ≤ n, the
universal factorial Schur P -function P Lν (xn|b) is the coefficient of u
−ν1
1 u
−ν2
2 · · ·u
−νr
r in
r∏
i=1
ui
ui +L ui
·
1
PL(ui)
×
{
n∏
j=1
ui +L xj
ui +L xj
−
i−1∏
j=1
ui +L uj
ui +L uj
n∏
j=1
ui +L xj
ui +L xj
}
×
∏
1≤i<j≤r
uj +L ui
uj +L ui
×
r∏
i=1
λi∏
j=1
ui +L bj
ui
.
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For each non-negative integer k, we set
P L(u|τ−1b)(k) :=
z
z +L z
·
1
PL(z)
n∏
j=1
z +L xj
z +L xj
×
k∏
j=1
z +L bj
z
∣∣∣∣∣
z=u−1
,
QL(u|b)(k) :=
1
PL(z)
n∏
j=1
z +L xj
z +L xj
×
k∏
j=1
z +L bj
z
∣∣∣∣∣
z=u−1
.
For a strict partition ν = (ν1, . . . , νr) of length ℓ(ν) = r ≤ n, we set
P
L
(ur|τ
−1b)ν = P
L
(u1, u2, . . . , ur|τ
−1b)ν :=
r∏
i=1
P L(u−1i |τ
−1b)(νi−1)
∏
1≤i<j≤r
uj +L ui
uj +L ui
,
Q
L
(ur|b)
ν = Q
L
(u1, u2, . . . , ur|b)
ν :=
r∏
i=1
QL(u−1i |b)
(νi−1)
∏
1≤i<j≤r
uj +L ui
uj +L ui
.
Thus we have the following corollary to Theorem 6.7:
Corollary 6.9.
(1) For a strict partition ν = (ν1, . . . , νr) of length ℓ(ν) = r ≤ n, the uni-
versal factorial Schur P -function P Lν (xn|τ
−1b) is the coefficient of u−ν =
u−ν11 u
−ν2
2 · · ·u
−νr
r in P
L
(u1, u2, . . . , ur|τ
−1b)ν. Thus
P Lν (xn|τ
−1b) = [u−ν ]
(
P
L
(ur|τ
−1b)ν
)
.
(2) For a strict partition ν = (ν1, . . . , νr) of length ℓ(ν) = r ≤ n, the universal fac-
torial Schur Q-function QLν (xn|b) is the coefficient of u
−ν = u−ν11 u
−ν2
2 · · ·u
−νr
r
in Q
L
(u1, u2, . . . , ur|b)
ν. Thus
QLν (xn|b) = [u
−ν ]
(
Q
L
(ur|b)
ν
)
.
6.1.5. Generating function for sL,KLλ (xn|b). Finally, let us give an analogous result
for the universal factorial Schur functions of K-L type: By using the characterization
(3.4), one can obtain
sL,KLλ (xn|b) = (τ
r)∗([x|b]
λ+ρr−1+(n−r)r)
= [t−λ11 · · · t
−λr
r ]
(
r∏
i=1
1
PL(ti)
n∏
j=1
ti
ti +L xj
∏
1≤i<j≤r
tj +L ti
tj
×
r∏
i=1
λi−i+n∏
j=1
ti +L bj
ti
)
.
For each non-negative integer k, we set30
sL,KL(u|b)(k) :=
1
PL(z)
n∏
j=1
z
z +L xj
×
k∏
j=1
z +L bj
z
∣∣∣∣∣
z=u−1
.
For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, we set
sL,KL(ur|b)
λ = sL,KL(u1, u2, . . . , ur|b)
λ :=
r∏
i=1
sL,KL(u−1i |b)
(λi−i+n)
∏
1≤i<j≤r
uj +L ui
uj
.
30 If we define s
L,KL,(k)
m (xn|b) (m ∈ Z) by sL,KL(u|b)(k) =
∑
m∈Z s
L,KL,(k)
m (xn|b)um, then we
see from (4.2) that s
L,KL,(k)
m (xn|bk) = S Lm(E − F ) for vector bundles E and F of ranks n and k
respectively. Here x1, . . . , xn (resp. b1, . . . , bk) are MU
∗-theory Chern roots of E (resp. F ), and
bk = (b1, . . . , bk, 0, 0, . . .).
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Then we have
Theorem 6.10. For a partition λ = (λ1, . . . , λr) of length ℓ(λ) = r ≤ n, the uni-
versal factorial Schur function of K-L type sL,KLλ (xn|b) is the coefficient of u
−λ =
u−λ11 u
−λ2
2 · · ·u
−λr
r in s¯
L,KL(u1, u2, . . . , ur|b)
λ. Thus
sL,KLλ (xn|b) = [u
−λ](sL,KL(ur|b)
λ).
6.1.6. Determinantal formulas for sλ(xn|b) and Gλ(xn|b). First we consider the spe-
cialization from FL(u, v) to Fa(u, v) = u+ v. Then s
L,KL(ur|b)
λ reduces to
s(ur|b)
λ :=
r∏
i=1
s(u−1i |b)
(λi−i+n)
∏
1≤i<j≤r
uj − ui
uj
,
where, for each non-negative integer k, we define
s(u|b)(k) :=
n∏
j=1
z
z − xj
×
k∏
j=1
z + bj
z
∣∣∣∣∣
z=u−1
=
n∏
j=1
1
1− xju
×
k∏
j=1
(1 + bju).
By analogy with the complete symmetric polynomials hl(xn), we define the polyno-
mials h
(k)
l (xn|b) (l = 0, 1, 2, . . .) by the above generating function
31:
(6.7) s(u|b)(k) =
n∏
j=1
1
1− xju
×
k∏
j=1
(1 + bju) =
∞∑
l=0
h
(k)
l (xn|b)u
l.
Then by Theorem 6.10, one obtains
(6.8)
sλ(xn|b) =
[
r∏
i=1
u−λii
](
r∏
i=1
s(u−1i |b)
(λi−i+n)
∏
1≤i<j≤r
uj − ui
uj
)
= det (h
(λi−i+n)
λi−i+j
(xn|b))1≤i,j≤r.
This is the determinantal or Jacobi-Trudi formula for sλ(xn|b) (see Macdonald [28,
(6.7)], [29, Chapter I, §3, Example 20 (c)]).
Remark 6.11. For the Jacobi-Trudi formula for the factorial Schur polynomial, a
few comments are in order: As we noted above, Macdonald proved the Jacobi-Trudi
formulas for the factorial Schur polynomials. In order to state his result, first we let
bj := 0 for j ≤ 0, and think of b as a doubly infinite sequence b = (bi)i∈Z. For each
non-negative integer r, we define τ−rb to be the sequence whose i-th term is bi−r, that
is, (τ−rb)i := bi−r. Then by taking [28, Remarks.] into account, his Jacobi-Trudi
formula is given by
(6.9) sλ(xn|b) = det (hλi−i+j(xn|τ
1−jb))1≤i,j≤ℓ(λ).
We claim that the formula (6.9) coincides with our formula (6.8). Although this claim
can be easily verified, we shall explain this coincidence for the sake of completeness.
31 cf. Ikeda [16, §1.8]. If one wants to use the terminology of supersymmetric polynomials (see
e.g., Fulton-Pragacz [10, §3.2], Pragacz-Thorup [43, Definition 1.3]), this is the generating function
for the supersymmetric polynomials sl(xn/bk) (l = 0, 1, 2, . . .), where bk = (b1, . . . , bk), i.e.,
n∏
j=1
1
1− xju
×
k∏
j=1
(1 + bju) =
∞∑
l=0
sl(xn/bk)u
l.
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On the one hand, by Theorem 6.10, the factorial Schur polynomial corresponding to
the one-row (k) = (k, 0, . . . , 0) is given by
(6.10) hk(xn|b) := s(k)(xn|b) = [u
−k
1 ](s(u
−1
1 |b)
(k−1+n)) = h
(k−1+n)
k (xn|b).
On the other hand, by (6.7), we have for any non-negative integer m,
(6.11)
s(u|τ−rb)(m) =
n∏
j=1
1
1− xju
×
m∏
j=1
(1 + (τ−rb)ju) =
n∏
j=1
1
1− xju
×
m∏
j=1
(1 + bj−ru)
=
n∏
i=1
1
1− xju
×
m−r∏
j=1
(1 + bju) = s(u|b)
(m−r).
By comparing the coefficient of ul (l = 0, 1, 2, . . .) on both sides, we obtain
h
(m)
l (xn|τ
−rb) = h
(m−r)
l (xn|b) (l = 0, 1, 2, . . .).
Then by (6.10) and (6.11), we have
hλi−i+j(xn|τ
1−jb) = h
(λi−i+j−1+n)
λi−i+j
(xn|τ
1−jb) = h
(λi−i+n)
λi−i+j
(xn|b).
From this, our claim follows immediately. Also we remark that this type of deter-
minantal formula is closely related to the Kempf-Laksov formula [23] in the study of
degeneracy loci of vector bundles (see also Ikeda [16, Proposition 1.13]).
Next we consider the specialization from FL(u, v) to Fm(u, v) = u+ v + βuv. Then
sL,KL(ur|b)
λ reduces to
G(ur|b)
λ :=
r∏
i=1
G(u−1i |b)
(λi−i+n)
∏
1≤i<j≤r
uj ⊖ ui
uj
,
where, for each non-negative integer k, we define
G(u|b)(k) :=
1
1 + βz
n∏
j=1
z
z ⊖ xj
×
k∏
j=1
z ⊕ bj
z
∣∣∣∣∣
z=u−1
=
1
1 + βu−1
n∏
j=1
1 + βxj
1− xju
×
k∏
j=1
{1 + (u+ β)bj}.
By analogy with the Grothendieck polynomials Gm(xn) (m ∈ Z), we define the poly-
nomials G
(k)
m (xn|b) (m ∈ Z) by the above generating function
32:
G(u|b)(k) =
1
1 + βu−1
n∏
j=1
1 + βxj
1− xju
×
k∏
j=1
{1 + (u+ β)bj} =
∑
m∈Z
G(k)m (xn|b)u
m.
32 Since bj =
−bj
1 + βbj
, one also has the following expression:
G(u|b)(k) =
1
1 + βu−1
n∏
j=1
1 + βxj
1− xju
×
k∏
j=1
1− bju
1 + βbj
.
For this generating function, see Hudson-Ikeda-Matsumura-Naruse [12, Definition 3.12], Hudson-
Matsumura [14, §5], Matsumura [30].
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Then by Theorem 6.10, one obtains33
(6.12)
Gλ(xn|b) =
[
r∏
i=1
u−λii
](
r∏
i=1
G(u−1i |b)
(λi−i+n)
∏
1≤i<j≤r
uj ⊖ ui
uj
)
= det
(
∞∑
k=0
(
i− r
k
)
βkG
(λi−i+n)
λi−i+j+k
(xn|b)
)
1≤i,j≤r
.
This formula is originally obtained in the context of degeneracy loci formulas for flag
bundles by Hudson-Ikeda-Matsumura-Naruse [12, Theorem 3.13].
Remark 6.12. One of their results, the K-theoretic analogue of the Kempf-Laksov
formula [12, Theorem 3.10], can be derived easily from a combination of Theorem 3.5
and Theorem 6.10 under the specialization from FL(u, v) to Fm(u, v). Let us explain
the derivation in more detail: By (4.1), the K-theoretic Segre series of a vector bundle
E is given by
Gu(E) =
∑
m∈Z
Gm(E)u
m =
1
1 + βz
n∏
j=1
z
z ⊖ xj
∣∣∣∣∣
z=u−1
=
1
1 + βu−1
n∏
j=1
1 + βxj
1− xju
.
Then by (4.2), the K-theoretic relative Segre series of two vector bundles E, F is given
by
Gu(E − F ) =
∑
m∈Z
Gm(E − F )u
m =
1
1 + βu−1
Gu(E)
Gu(F )
.
Therefore, under the same setting as in §3.1, we have
Gu(S
∨ − (E/Fn−d+i−λi)
∨) =
1
1 + βu−1
Gu(S
∨)
Gu((E/Fn−d+i−λi)
∨)
=
1
1 + βu−1
d∏
j=1
1 + βyj
1− yju
×
λi−i+d∏
j=1
{1 + (u+ β)bj}.
This is equal to the generating function G(u|bn)
(λi−i+d). Thus we have
Gm(S
∨ − (E/Fn−d+i−λi)
∨) = G(λi−i+d)m (yd|bn) (m ∈ Z).
Therefore, by Theorem 3.5 and (6.12), we deduce
κλ = Gλ(yd|bn) = det
(
∞∑
k=0
(
i− r
k
)
βkGλi−i+j+k(S
∨ − (E/Fn−d+i−λi)
∨)
)
1≤i,j≤r
.
6.1.7. Pfaffian formulas for Qν(xn|b) and GQν(xn|b). As in §5.2.4, let ν be a strict
partition of length ℓ(ν) = 2m (even). First we consider the specialization from FL(u, v)
to Fa(u, v) = u+ v. Then Q
L
(u2m|b)
ν reduces to
Q(u2m|b)
ν :=
2m∏
i=1
Q(u−1i |b)
(νi−1)
∏
1≤i<j≤2m
uj − ui
uj + ui
,
33 Alternatively, one also has the following expression:
Gλ(xn|b) = det
(
∞∑
k=0
(
i− j
k
)
βkG
(λi−i+n)
λi−i+j+k
(xn|b)
)
1≤i,j≤r
.
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where, for each non-negative integer k, we define34
Q(u|b)(k) :=
n∏
j=1
z + xj
z − xj
×
k∏
j=1
z + bj
z
∣∣∣∣∣
z=u−1
=
n∏
j=1
1 + xju
1− xju
×
k∏
j=1
(1 + bju).
By Corollary 6.9, we know that
Q(νi,νj)(xn|b) = [u
−νi
i u
−νj
j ]
(
Q(u−1i |b)
(νi−1)Q(u−1j |b)
(νj−1) ·
uj − ui
uj + ui
)
,
and therefore by Corollary 6.9 again, we obtain
Qν(xn|b) =
[
2m∏
i=1
u−νii
](
2m∏
i=1
Q(u−1i |b)
(νi−1)
∏
1≤i<j≤2m
uj − ui
uj + ui
)
= Pf
(
[u−νii u
−νj
j ]
(
Q(u−1i |b)
(νi−1)Q(u−1j |b)
(νj−1) ·
uj − ui
uj + ui
))
= Pf(Q(νi,νj)(xn|b)).
This is the Pfaffian formula for Qν(xn|b) (see Ivanov [20, Theorem 9.1]).
Next we consider the specialization from FL(u, v) to Fm(u, v) = u+ v + βuv. Then
Q
L
(u2m|b)
ν reduces to
GQ(u2m|b)
ν =
2m∏
i=1
GQ(u−1i |b)
(νi−1)
∏
1≤i,j≤2m
uj ⊖ ui
uj ⊕ ui
,
where, for each non-negative integer k, we define35
GQ(u|b)(k) :=
1
1 + βz
n∏
j=1
z ⊕ xj
z ⊖ xj
×
k∏
j=1
z ⊕ bj
z
∣∣∣∣∣
z=u−1
=
1
1 + βu−1
n∏
j=1
1 + βxj
1− xju
· {1 + (u+ β)xj} ×
k∏
j=1
{1 + (u+ β)bj}
=
1
1 + βu−1
n∏
j=1
1 + (u+ β)xj
1 + (u+ β)xj
×
k∏
j=1
{1 + (u+ β)bj}.
34 By analogy with the Schur Q-polynomials Ql(xn) (l = 0, 1, 2, . . .), we define polynomials
Q
(k)
l (xn|b) (l = 0, 1, 2, . . .) by this generating function (see Ikeda [16, §2.5], Ikeda-Mihalcea-Naruse
[17, §11.2]):
Q(u|b)(k−1) =
n∏
j=1
1 + xju
1− xju
×
k−1∏
j=1
(1 + bju) =
∞∑
l=0
Q
(k)
l (xn|b)u
l.
35 By analogy with the K-theoretic Schur Q-polynomials GQm(xn) (m ∈ Z), we define the polyno-
mials GQ
(k)
m (xn|b) (m ∈ Z) by the above generating function (cf. Hudson-Ikeda-Matsumura-Naruse
[12, Definition 10.3]):
GQ(u|b)(k−1) =
1
1 + βu−1
n∏
j=1
1 + (u+ β)xj
1 + (u+ β)xj
×
k−1∏
j=1
{1 + (u+ β)bj} =
∑
m∈Z
GQ(k)m (xn|b)u
m.
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For non-negative integers p, q ≥ 0 and positive integers k, l ≥ 1, we define polynomials
GQ
(p,q)
(k,l) (xn|b) to be
GQ
(p,q)
(k,l) (xn|b) := [u
−k
1 u
−l
2 ]
(
GQ(u−11 |b)
(p−1)GQ(u−12 |b)
(q−1) ·
u2 ⊖ u1
u2 ⊕ u1
)
.
Note that, by Corollary 6.9, we have GQ(k,l)(xn|b) = GQ
(k,l)
(k,l)(xn|b) for positive integers
k > l > 0. Then, by Corollary 6.9, one obtains
GQν(xn|b) =
[
2m∏
i=1
u−νii
](
2m∏
i=1
GQ(u−1i |b)
(νi−1)
∏
1≤i<j≤2m
uj ⊖ ui
uj ⊕ ui
)
=
[
2m∏
i=1
u−νii
](
Pf
(
(1 + βui)
i+1−2m(1 + βuj)
j−2mGQ(u−1i |b)
(νi−1)GQ(u−1j |b)
(νj−1)
×
uj ⊖ ui
uj ⊕ ui
))
= Pf
(
[u−νii u
−νj
j ]
(
∞∑
k=0
∞∑
l=0
(
i+ 1− 2m
k
)(
j − 2m
l
)
βk+luki u
l
j
× GQ(u−1i |b)
(νi−1)GQ(u−1j |b)
(νj−1) ·
uj ⊖ ui
uj ⊕ ui
))
= Pf
(
∞∑
k=0
∞∑
l=0
(
i+ 1− 2m
k
)(
j − 2m
l
)
βk+lGQ
(νi,νj)
(νi+k,νj+l)
(xn|b)
)
.
Thus we obtained the following:
Theorem 6.13 (Pfaffian formula for GQν(xn|b)). For a strict partition ν of length
2m, we have
GQν(xn|b) = Pf
(
∞∑
k=0
∞∑
l=0
(
i+ 1− 2m
k
)(
j − 2m
l
)
βk+lGQ
(νi,νj)
(νi+k,νj+l)
(xn|b)
)
.
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