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1 Introduction
Prompted by the existence results for periodic orbits on energy surfaces, in
1979 A. Weinstein introduced the following concept ([We2]): Let
be a symplectic manifold, i.e. a manifold of even dimension with a
nondegenerate closed 2-form . A hypersurface (throughout this
paper all hypersurfaces are assumed to be smooth without boundary) is said
to be of contact type if there exists a 1-form on such that
(i) , and
(ii) is a volume form on .
This condition has proved extremely fruitful, mainly for the following
two properties of a hypersurface of contact type:
1. (Stability): There exists a diffeomorphism onto
a tubular neighborhood of in , , such that all
hypersurfaces are conformally symplectomorphic to ,
i.e. is symplectomorphic to for some constant .
In particular, the characteristic foliations on all are conjugate. Here the
characteristic foliation of a hypersurface is the 1-dimensional
foliation consisting of the integral curves of the line bundle .
Its leaves are called characteristics.
2. (J-convexity): Suppose that the hypersurface is cooriented by a normal
vector field . Then in a neighborhood of we can speak of the interior
and exterior, defined by the condition that points to the exterior of .
We say that is -convex if there exists a 1-form on satisfying
(i) and (ii) such that is a positive multiple of , where
is the contraction with . In this case there exists a compatible almost
              
complex structure on , i.e. an almost complex structure such that
is a Riemannian metric, for which is J-convex in the sense that
no J-holomorphic curve can touch from the interior.
Given a cooriented hypersurface it is in general difficult
to decide whether it is of contact type. An obvious necessary condition
arises from the closed characteristics. Suppose that is exact. Then to a
closed characteristic which is homologically trivial,
, and oriented positively, i.e. such that , we
associate its action
where is any 1-form on with . This definition does not de-
pend on the choice of . If is -convex with contact form , then
for all homologically trivial closed characteristics
(similarly if is -concave).
More generally, let us fix a vector field generating with
. Then every finite Borel measure on acts on 1-forms on via
We say that is exact as a current if for all closed 1-forms
. Then we have the following criterion due to D.Sullivan and D.McDuff
([Su], [McD], see also [EG]): A closed hypersurface with
is of contact type if and only if there exists a constant such that
for every finite -invariant Borel measure on which
is exact as a current.
Notice that Sullivan’s criterion, like the original definition, depends on
the characteristic foliation and thus on the -type of the hypersurface.
Under -small perturbations the characteristic foliation may change dras-
tically (see e.g. [Ci]). We will now give a geometric obstruction to the contact
type property which is stable under -small perturbations.
Consider the space with coordinates and the
standard symplectic form , where
Define the action of a loop as
                                                
Fig. 1.
For a connected compact hypersurface (without boundary) we
denote by the bounded and by the unbounded component of
. By we denote the closed ball around zero in of radius .
A hypersurface in a symplectic manifold is said to be of re-
stricted contact type if there exists a 1-form on satisfying (i) and (ii)
which extends to a 1-form on with . Notice that if is ex-
act and , then ‘contact type’and ‘restricted contact type’are
equivalent conditions.
Theorem 1. For there exist numbers and an embedding
with the following property:
If is a connected compact hypersurface such that
then is not of restricted contact type.
Figure 1 shows two examples of hypersurfaces satisfying the hypotheses
of Theorem 1. In Fig. 1.a) the hypersurface closes up to a hypersurface of
type surrounding the larger ring .
Remark. The embedding is symplectic with respect to a twisted sym-
plectic structure on in which the circles
are nondegenerate closed characteristics on the hypersurfaces
(see Sect. 3).
The Hausdorff metric on the space of all closed bounded subsets of a
metric space is defined as
              
It is easy to see that every compact hypersurface can be approxi-
mated in the Hausdorff metric by compact hypersurfaces of restricted contact
type: Approximate in by an embedded closed curve
of positive action. Then a small tubular neighborhood of is of restricted
contact type and -close to .
However, this example seems quite artificial. It can be ruled out by a simple
topological hypothesis. Let be the space of all connected com-
pact hypersurfaces such that lies in the bounded component of
. Then we have
Corollary 1. A hypersurface as in Theorem 1 cannot be
approximated in the Hausdorff metric by hypersurfaces in of
restricted contact type.
We also get a different criterion in terms of closed characteristics. For
a closed characteristic on a hypersurface consider its linear Poincaré
map, i.e. the linearization of the Poincaré return map on a transverse sec-
tion to . The characteristic is called nondegenerate if 1 is not an eigen-
value of the linear Poincaré map. It is called linearly stable (cf. [GL]) if
its linear Poincaré map is symplectically conjugate to a diagonal matrix
with .
Corollary 2. Suppose that a hypersurface carries a non-
degenerate linearly stable closed characteristic of negative action. Then
cannot be approximated in the Hausdorff metric by hypersurfaces in
of restricted contact type.
Remark. In other words, a necessary condition for to be approximable
by hypersurfaces of restricted contact type is the absence of nondegenerate
linearly stable closed characteristics of negative action. This condition is
definitively not sufficient. Combining Corollary 2 with the construction in
[Ci] we find hypersurfaces which carry no closed charac-
teristic of negative action, but still cannot be approximated by hypersurfaces
of restricted contact type.
Following Y. Eliashberg and M. Gromov ([EG]), let us call an open
(i.e. without compact connected components) symplectic manifold
convexly exhaustible if it admits an exhaustion ,
, by compact subsets with smooth -convex boundaries
(cooriented by outward pointing normal vector fields). We call exact
convexly exhaustible if the boundaries are exact convex, i.e. the positive
contact forms on extend to as primitives of . It was shown in
[EG] that the complement of a small closed ball in a symplectic manifold
is not convexly exhaustible. However, this cannot be applied, e.g., to find
                                                
nonconvex symplectic structures on the open -ball. The existence of such
structures follows from the following corollary, choosing a hypersurface
which bounds a ball.
Corollary 3. For a hypersurface as in Corollary 1 or 2, the bounded
component of is not exact convexly exhaustible.
More generally, we have
Corollary 4. Every open manifold of dimension which admits
a symplectic structure also admits a symplectic structure which is not exact
convexly exhaustible.
Remarks. 1. Corollary 3 answers a question in [EG]: The exact convex
exhaustibility of the interior of a domain with smooth boundary
implies certain convexity of . For example, cannot have a shape
as described in Theorem 1 and Fig. 1.
2. The additional question in [EG] whether the actions of all invariant mea-
sures on are nonnegative if the interior is convexly exhaustible must be
answered in the negative: By the construction in [Ci] one can always intro-
duce closed characteristics on with negative action without changing
symplectically the interior of .
This paper is organized as follows:
In Sect. 2 we will reduce Theorem 1 to a statement about symplectic ho-
mology of hypersurfaces in (Theorem 2).
Theorem 2 depends on a version of the Monotonicity Lemma for pseudo-
holomorphic curves with a Hamiltonian term which will be proved in Sect. 3.
In Sect. 4 we will prove Theorem 2 as well as Corollaries 1–4.
Acknowledgements. I thank L. Moatty whose discontent at the results of [Ci] motivated the
present article. I thank D. Nikolenkov for carefully checking the proofs and improving the
presentation, E. Zehnder for useful comments, and S. Kim for Fig. 1.b).
2 Localization of symplectic homology and proof of Theorem 1
We will first define the version of symplectic homology which we will use
to prove Theorem 1. For details we refer the reader to [FH], [FHW], [CFH]
and [CFHW]. We shall describe the construction on the standard symplec-
tic space , although it works for any exact symplectic
manifold which is convexly exhaustible.
Consider a 1-periodic time-dependent Hamiltonian
such that
for large.
              
To a smooth loop we associate its Hamiltonian action
Critical points of are precisely the 1-periodic solutions
of
where is the Hamiltonian vector field defined by
and .
Fix an interval not containing 0. We call a regular Hamiltonian if all
1-periodic solutions of with are nondegener-
ate. Observe that the degenerate constant solutions in the region
have action .






Let be an -dependent almost complex structure on such that




Consider smooth maps satisfying
as ;
as ,
where are 1-periodic solutions of , and de-
notes the gradient with respect to the metric .
                                                
An -independent pair satisfying (H1–3) and (J1–3) is called a
regular pair if is a regular Hamiltonian, and 0 is a regular value of the
Fredholm operator
defined on maps satisfying (u2) with . An -dependent pair
satisfying (H1–3) and (J1–3) is called a regular monotone homotopy
between the regular pairs and if 0 is a regular value of the
Fredholm operator
defined on maps satisfying (u2) with . In these cases the
spaces
of solutions of are finite dimensional manifolds.




We define a linear operator
where is the number mod 2 of 1-dimensional components of
. The operator satisfies . The homology group
is called the Floer homology in the action interval . It is independent
of , but it does depend on , as we will describe now.
To a regular monotone homotopy between regular pairs ,
we associate a linear map
where denotes the number mod 2 of 0-dimensional components of
. It turns out that is a chain map. The induced map
              
on Floer homology does not depend on the choice of . We denote it
by
For 3 regular Hamiltonians the corresponding maps satisfy
the composition law
Next let a compact cooriented hypersurface be given. We do not
require to be connected, so may have more than two connected
components. However, we suppose that , where ,
are (not necessarily connected) components, is bounded, and
is unbounded. Moreover, we assume that the coorientation of is
defined by a normal vector field which points everywhere into .
Fix a number . We call a Hamiltonian adapted to if
it satisfies (H1–3) and
for outside some compact subset of
for all
(see Fig. 2). The set of -independent regular Hamiltonians
adapted to is a partially ordered set via
for all
This partial ordering and the homomorphisms turn the set of
Floer homology groups
into a directed system. We define the symplectic homology of as the
direct limit of this system as decreases,
Geometrically, decreasing sequences in tend (pointwise) to
, where is the characteristic function of the bounded com-
ponent .
An inclusion of two hypersurfaces induces a natural inclusion
, and thus a homomorphism
For three hypersurfaces satisfying , we have
Theorem 1 will be an easy consequence of the following result about the
nontriviality of certain symplectic homology groups.
                                                
Fig. 2.
Theorem 2 (localization of symplectic homology). For and
there exist positive numbers (which can be chosen arbitrarily small)
and an embedding with the
following property:
Let be disjoint compact, cooriented, not necessarily con-
nected hypersurfaces such that . Suppose that
and the coorientations agree on these intersections. Then the closed charac-
teristics of and
of give rise to nontrivial elements
in symplectic homology, and the inclusion induced homomorphism
maps onto and onto .
Remark. The first part of this theorem can be interpreted as follows: The
‘germ of a hypersurface’ around the closed
characteristic carries nontrivial local symplectic homology which persists
              
Fig. 3.
in the global symplectic homology of every closed hypersurface containing
this germ.
Proof of Theorem 1 assuming Theorem 2
Let and be as in Theorem 2 such that .
Let be a hypersurface as in Theorem 1. Define a hypersurface
by smoothing the corners of the boundary of
. Choose the coorientation of such that it agrees with
the coorientation on . Let the hypersurface
be the disjoint union of the smoothening of the boundary of
with a large sphere enclosing and (see Fig. 3).
Choose the coorientation of to agree with the coorientation on
and to be outward pointing on the large sphere. Then
the hypersurfaces and satisfy the hypotheses of Theorem 2, so the
inclusion induced homomorphism
between their symplectic homologies is nontrivial. Since
this implies
                                                
On the other hand, if is of restricted contact type with 1-form , then it
can only be -convex because
In this case all closed characteristics on have positive action. Moreover,
by the stability property mentioned in the introduction, possesses a tubu-
lar neighborhood such that all closed characteristics on all
the hypersurfaces have positive action. Thus for adapted
Hamiltonians which have the as level surfaces and are close to respec-
tively outside the tubular neighborhood, all 1-periodic orbits have positive
action. This shows that the symplectic homology groups of are trivial in
all negative action intervals. In particular,
and we have a contradiction. Hence cannot be of restricted contact type.
3 A version of the Monotonicity Lemma
We will start with a local model for the characteristic flow near a closed
characteristic. Let
be as in Theorem 2. Denote coordinates on by with
, . We equip with the sym-
plectic form
where is the standard symplectic form on ,
and
real numbers which are not multiples of .
The Hamiltonian vector field of the function is given by
              
as the following calculation shows:
The components of can also be written as
Consider the germs of hypersurfaces
If they are cooriented by the gradient of the function , the Hamiltonian
vector field is a positive (i.e. ) generator of the charac-
teristic foliations on all the hypersurfaces . Every carries the closed
characteristic
The linearization at of the Poincaré return map of on the trans-
verse section to in is the linear map of
given by the diagonal matrix
Since the are not multiples of , the matrix does not have in its
spectrum. So the are nondegenerate closed characteristics.
For a given choose a 1-form on satisfying
Define the action of a loop by
In particular, the closed characteristic has action .
The exact symplectic manifold can easily be exact symplecti-
cally embedded in : Let be an embedded loop
with . By the symplectic neighborhood theorem (see [We1])
there exists an embedding
such that , and with the form defined above.
                                                
Fig. 4.
So on we have and . Since gen-
erates the first homology of , this implies that and differ by an
exact 1-form.
For later use let us give a more explicit embedding of in .
Lemma 1. For every and there exists an embedding
and a tubular neighborhood
of an embedded loop such that
(i) outside some compact subset,
(ii) is exact symplectic.
Remark. In particular, the hypersurface contains a closed
characteristic of action near which the hypersurface looks like above
(see Fig. 4).
Proof. For consider the function
on , where , and are the positive numbers from
above. Fix , and pick small enough such that the level sets
, form a family of ellipsoids around the origin. Each ellipsoid
carries the closed characteristic
where is determined by the equation
              
The action of the characteristic is
In a tubular neighborhood of all the characteristics we can choose polar
coordinates in the last component. The form becomes
Now we take as a new independent coordinate and eliminate . Pick of
the form in the coordinates
. From
we find the expression for in the new coordinates ,
which is the form from above. This shows that the 1-form
is closed. Since , it vanishes on the generator of , so
it is exact.
So far we have constructed a foliated family of ellipsoids
containing a set which satisfies (ii)
of the lemma. Now translate each ellipsoid in the negative -direction
(by the same amount for all ) until it lies below the hypersurface
. Cut out from a small -ball around the north pole
(the point with the maximal value of ), and cut out from the hypersurface
a small ball around . Connect the two hypersurfaces
along the holes as shown in Fig. 4. Since increasing values of correspond
to smaller ellipsoids, this connected sum can be performed simultaneously
for all the ellipsoids as a foliated family.
This finishes the proof in the case of negative action . In the case of
positive action replace the function by . The positively oriented closed
characteristic then has action . Now increasing values of correspond
to bigger ellipsoids. So if we translate them in the positive -direction, then
                                                
we can connect them to the hyperplanes as before, cutting out
small balls around the south pole.
The proof of Theorem 2 depends on an estimate of the energy of pseudo-
holomorphic curves in . We will identify
with its image constructed in Lemma 1. Let
be a smooth Hamiltonian satisfying (H1–2). Moreover,
suppose that for we have , where
is a smooth function with
for all
for
Let be an -dependent almost complex structure on satisfying
(J1–2), and such that for , is given by
for
Consider smooth maps satisfying (u1-2), where
are -periodic solutions of . Moreover, suppose that
for some
does not meet
Proposition 1 (‘HamiltonianMonotonicityLemma’). There exists a con-
stant depending only on the numbers such that
for all sufficiently small the following holds:
For all , and satisfying (H1–2), (H4), (J1–2), (J4) and (u1-5),
The statement remains true if the roles of and are interchanged in
(u3-5).
Remarks. 1. The corresponding statement for is the classical Mono-
tonicity Lemma for pseudo-holomorphic curves ([Gr], inequality (14); [Hu],
Chapter II, Theorem 1.3). However, this case is excluded by the hypothesis
of Proposition 1 on the nonconstant periodic solution .
              
2. It would be interesting to know under which weaker hypotheses on the
Hamiltonian flow near the conclusion of Proposition 1 remains true. It
should definitely be sufficient that is nondegenerate and stable in the
sense that the forward and backward orbit of any point which is -close to
remains -close to . In view of the classical Monotonicity Lemma it
seems plausible that the nondegeneracy assumption can be removed.
Question: Does Proposition 1 remain valid without any assumption on
near ?
Idea of the proof.As the proof of this proposition will occupy the remainder
of this section, let us first describe the idea. By the asymptotic conditions
on , there exist values of for which the loops meet the
‘annulus’ . Once we have a uniform estimate from
below,
for the deviation of such from a periodic orbit, the energy estimate will
follow by integration over . To get the estimate (*), we have to consider two
different cases. Either the loop stays in all the time; then the estimate
follows from the the nondegeneracy assumption on which implies that
the only periodic orbits in are contained in the set . Or the loop
leaves ; then (*) follows from the stability assumption on which implies
that no orbit leaves the set .
Let us first focus our attention to the local hypersurface
where we have dropped the variable from the notation. For
denote by
the projection along . In complex coordinates we have
, the components of are
and the projection is given explicitly by
Lemma 2. Let
                                                
be two smooth curves, having the same -component, such that satisfies
for all
Then
for every with . In particular,
Proof. The equation is given explicitly by
for
Using this, we can calculate
since for any and . Summation over yields
from which the first statement follows. The second statement follows by
integration over .
Recall that the action of a loop is given by ,
for a 1-form on with and , where
, .
Lemma 3. There exists a constant depending only on the numbers
such that for all sufficiently small the following holds:
Suppose that is a smooth curve
satisfying
and one of the following two conditions:
(a) , or
              
(b) is closed, and .
Then
Proof. (a) In Case a we have and . So Lemma 2
applied to the curves and yields
thus
(b) Now suppose that is closed and satisfies (b). Arguing by contradiction,
let us assume that
where will be chosen later.
After a shift in we may assume that . Consider the universal
covering , and let be the lift of with
. Then
for some integer which is called the winding number of .
Claim. For sufficiently small, has winding number .
Proof. Define ,
and compute the action difference
                                                
Using assumption (**) we get
for sufficiently small. On the other hand,
and therefore
by hypothesis (b). Dividing by yields , thus , and
the claim is proved.
Now let be the curve satisfying
The hypothesis that are not mupliples of implies that
is the only closed characteristic in of winding number
1. Consequently, since has winding number and ,
              
for some constant depending only on . By the choice of
we have , so from assumption (**) and Lemma 2 we get
But this contradicts the hypothesis that is a closed curve, and Lemma 3 is
proved.
Now let , , and satisfy the hypotheses (H1–2), (H4), (J1–2), (J4) and
(u1–5). Let be the set of all for which lies in the region
By (H4) the gradient of vanishes in this region. So the restriction is
-holomorphic, and its area equals
By the Monotonicity Lemma (see [Hu], Chapter II, Theorem 1.3) there exists
a constant depending only on such that if meets the set
then its area is at least
and Proposition 1 follows. So let us suppose from now on that does not
meet the set .
Define a continuous function by
for ;
otherwise
(see Fig. 5). Given as above, define ,
By the asymptotic conditions (u2), (u3) and (u4) we have
as
as
                                                
Fig. 5.
Thus there exist values such that
and
for all
Lemma 4. For each ,
Proof. Consider the smaller region
We will distinguish several cases, for fixed.
Case 1: for all .
On , the metric is given by
              





Using Lemma 2 we infer
Case 2: , but for some .
Since avoids the set , it must leave and enter through
Choose such that
for all
Then by Case 1
                                                
Case 3: , and .
Choose a number such that
for all
Then
Case 4: If , then .
Up to interchanging the roles of and , these are all the cases, and the
lemma is proved.
Proof of Proposition 1
The differential equation (u1) for yields
by (H1). So the hypothesis (u5) implies
for all .
Suppose that for some we have for all . Let
, where . Recall that
. With these notations,
              
for sufficiently small, where we have used the estimate above and (H4).
By the choice of and preceding Lemma 4, for each there
exists a such that
i.e. and .
If moreover for all , then by the computation above its
projection satisfies hypothesis (b) of Lemma 3.
If the curve leaves , then since it avoids the set it must pass
through . So in this case satisfies
(a) of Lemma 3.
Hence by Lemma 3 for each
where . On the other hand, on the
Hamiltonian vector field of is given by
Hence for ,
Integrating over we obtain
for all . So we can estimate
                                                
If the roles of and are interchanged we obtain the same estimate, and
Proposition 1 is proved.
4 Proof of Theorem 2 and Corollaries 1–4
Let be given. Consider Hamiltonians which satisfy (H1–4) of
Sect. 3, as well as almost complex structures satisfying (J1–4).
Fix positive numbers and . By hypothesis (H4) the
Hamiltonian is given on the set by
, . To compute symplectic homology
we will choose of a particular form which is sim-







Fix a number which will be specified later, and consider Floer
homology in the action interval . Notice that an -independent
Hamiltonian satisfying (H5) possesses two particular degenerate 1-periodic
orbits in ,
and
              
Fig. 6.
The Hamiltonian action of is
By (H5) this implies , hence
if . As is degenerate, an -independent Hamiltonian satisfying
(H5) cannot be regular with respect to the action interval .
However, can be made regular by a -small perturbation. We denote
by
the Floer homology of a sufficiently small regular perturbation of . Al-
though the Floer homology may depend on the perturbation, the properties
stated in the following proposition are independent of the perturbation.
                                                
Proposition 2. Suppose that and , where
is the constant of Proposition 1. Then for every sufficiently small regular
perturbation of an -independent Hamiltonian satisfying (H1–5),
the 1-periodic orbit yields two nontrivial elements
Moreover, for two Hamiltonians satisfying (H1–5), the induced
homomorphism
maps onto and onto .
Proof. 1. Let be an -independent Hamiltonian satisfying (H1–5). Let
us first determine all 1-periodic orbits of in whose actions lie in the
interval .
It has been shown above that the orbit has action
for .
The action of the orbit is
for .
Multiply covered orbits , , have action
if , and
if .
The constant orbits with have action
, and the constant orbits with have action
.
So is the only 1-periodic orbit in with action in the interval .
              
2. Choose an -independent almost complex structure satisfying (J1–4).
Suppose that is a 1-periodic orbit outside , and there exists a ‘connecting
orbit’ satisfying (u1) and
as ;
as .
By Proposition 1, the action of is at least




So there exists no ‘connecting orbit’ between and any other 1-periodic
solution with action in . By a compactness argument,
this property persists under a small perturbation of to a regular pair
. Hence the contribution of to
equals the local Floer homology of , which was shown in [CFHW] to have
two generators of Conley-Zehnder indices .
3. Two -independent pairs , satisfying (H1–5) and (J1–4)
with can be connected by a monotone homotopy also sat-
isfying (H1–5) and (J1–4). Arguing as in 2., we conclude from Proposition 1
that there exist no solutions of (u1) connecting one of the orbits ,
to any orbit different from them with action in . In particular,
the image of under the homomorphism
can be computed on the set .
But during the whole homotopy the only 1-periodic orbits of in
with action in are , and their actions remain in the open
interval . So is a composition of small distance
isomorphisms in the sense of [FHW], and therefore an isomorphism. In
view of the Conley-Zehnder indices of the orbits this is only possible
if maps onto and onto .
                                                
Proof of Theorem 2
For the given number , let and be as in Proposition 2.
Suppose that are disjoint compact cooriented hypersurfaces in-
tersecting as in Theorem 2. We will compute the symplectic homology of
using the cofinal system consisting of regular adapted Hamiltonians
, where satisfies (H1–5). By Proposition 2, the Floer
homology of every such Hamiltonian contains two nontrivial elements
corresponding to the closed characteristic of Theorem 2. Moreover for
two Hamiltonians satisfying (H1–5),
It follows from the definition of the direct limit that the yield nontrivial
elements
If , where satisfies (H1–5), then (again by Propo-
sition 2) the elements also persist under savethe direct limit over
, giving rise to the elements . This proves that the inclusion
induced homomorphism
maps onto .
To prove Corollary 1, we need some elementary properties of the Haus-
dorff metric formulated in the following two lemmas.
Given a connected topological space and two disjoint subsets , of
, we say that a subset of separates from if has precisely
2 connected components , with containing for .
Lemma 5. (a) Let be a bounded connected metric space, and equip
with the metric Then for
any closed subset of which separates from ,
Proof. Let . If the line did not intersect
then it would connect with in , in
contradiction to the separation property of . Thus there exists a number
such that
              
We obtain
Taking the supremum over all yields
and the lemma follows.
Next consider a compact connected Riemannian manifold with con-
nected smooth boundary . Denote by the distance on induced by
the Riemannian metric. Let be a collar neighborhood of in
, where is identified with .
Lemma 6. Let be a given point. Let be a sequence of
compact hypersurfaces separating from such that
as
Then for sufficiently large, is contained in the collar neighbor-
hood , separates from , and
as
Proof. For sufficiently large we have . We claim
that separates from .
By hypothesis, has precisely 2 connected components , with
and . Without loss of generality we may assume that
. Since is connected and contains ,
Hence and are disjoint open subsets of ,
for
and is connected. So the claim is proved if we can show that is
connected.
Arguing by contradiction, assume that is a disjoint union of two open
                                                
subsets and . Since is connected, it is contained in one of
these sets, say in . But then
is open in , and we have a contradiction to the connectedness of .
Since the metric induced by on is equivalent to the metric
Lemma 5 implies
as
Proof of Corollary 1
Suppose that is a hypersurface as in Theorem 1, and
is a sequence of hypersurfaces converging to
in the Hausdorff metric. By definition of the Hausdorff metric, the
are contained in a tubular neighborhood of for large . The
argument in the proof of Lemma 5 shows that separates from
. If the tubular neighborhood is sufficiently small this implies
Hence is not of restricted contact type by Theorem 1.
The proof of Corollary 2 is based on the following lemma.
Lemma 7. Let and be hypersurfaces in sym-
plectic manifolds of the same dimension and , closed
characteristics. Then the following two statements are equivalent:
(i) The linear Poincaré maps of and are symplectically conjugate.
(ii) There exists a symplectomorphism between tubular
neighborhoods of in such that , and is
tangent of second order to along .
Remark. Note that the statement is not tautological. For instance, it implies
that at a critical point of a 1-periodic time-dependent Hamiltonian on
a symplectic manifold the second derivative can be made
time-independent by a 1-periodic time-dependent symplectic change of co-
ordinates (apply the lemma to the hypersurface in the extended
phase space ).
              
Proof. 1. Clearly (ii) implies (i). So let us suppose that the linear Poincaré
maps are conjugate.
A tubular neighborhood of in is symplectomorphic to ,
where
with coordinates , , and
The closed characteristic corresponds to . It
follows that the hypersurface corresponds to the graph
of a function satisfying and for all .
After a symplectic change of coordinates we may moreover assume that
for all .
Let be the part of quadratic in , extended to .
Replace by the hypersurface
which is tangent of second order to along . Let , etc. be the
analogous objects for . We will show that can be mapped onto by a
symplectomorphism of , which implies (ii).
The restriction of to is given in coordinates by
Its kernel is generated by the vector field
where the time-dependent vector field on is determined by the
equation
or equivalently
                                                
We see that for every , is linear in . Let be the corresponding
vector field for . Notice that for all by the
assumption .
2. Let be the linear flows generated by the time-
dependent linear vector fields . The time-1 maps are the linear
Poincaré maps of in these coordinates. By hypothesis, there exists a
linear symplectic map such that .
Apply the symplectomorphism
of to . The kernel of the restriction of to is generated by
the vector field
Its time-1 map equals . Thus after this transformation we
may assume that
3. Define by
Notice that by Step 2, so defines a
diffeomorphism of . Moreover, since the flows of , preserve
respectively , and at , we have
4. Define ,
The diffeomorphism maps each hypersurface
onto . Therefore by Step 3 it satisfies
              
Moreover,
Hence , i.e. is a symplectomorphism mapping onto ,
and the lemma is proved.
Proof of Corollary 2
Let be a nondegenerate linearly stable closed characteristic on the hy-
persurface whose linear Poincaré map is symplectically conjugate to the
diagonal matrix . Let be a neighborhood of
in as constructed at the beginning of Sect. 3, with the same num-
bers . By Lemma 7 we can assume that
is tangent of second order to the hyperplane along
. For every sufficiently small we take ,
, such that the hypotheses of Proposition 1 are satisfied. Since
depends quadratically on and is flat up to second order in , for
sufficiently small we will have
thus satisfies the hypotheses of Theorem 1. It follows from Theorem 1
that is not of restricted contact type, and the corollary is proved.
Proof of Corollary 3
Let be as in Corollary 1 or 2, and suppose that
is an exhaustion of the bounded component by
compact sets with smooth boundaries. Passing to connected components, we
may assume that the are connected. We have as
. Each connected component of divides into a bounded
and an unbounded component, and , with . If
we may replace by , thus getting rid
of the boundary component . Since we cannot get rid of all boundary
components, we can choose for every a boundary component with
. Then separates from for large . Hence
by Lemma 6, as . So by Corollary 1, is not of
contact type for large .
For the proof of Corollary 4 we need another lemma.
                                                
Lemma 8. If is an open manifold of dimension , then there exists
a subset , , with nonempty smooth boundary such that
is diffeomorphic to .
Remark. In general, an open manifold is not diffeomorphic to the interior of
a compact manifold with smooth boundary.
Proof. Without loss of generality assume that is connected. Let
, , be an exhaustion of by compact subsets.
Let be a sequence such that for every the points lie in
the same path connected component of . Choose a smooth embedded
curve such that and for
all . The image of is then a closed submanifold with boundary of .
Pick a Riemannian metric on for which is a geodesic parametrized
by arclength. This can be done by taking the Euclidean metric on a tubular
neighborhood of the image of and extending it anyhow
to . Let be another tubular neighborhood of obtained as the image
under the exponential map of the subset
of the normal bundle over , where is a suitable function.
Its boundary in is given by
Rescaling in the fibre yields a diffeomorphism
Take a smooth monotone function with and
as (see Fig. 7). Let
Via the diffeomorphism above we can view as a subset of and thus of
. Its boundary in is given by
due to the choice of . Now is diffeomorphic to by a diffeomorphism
which equals the identity near . Hence is the desired
subset.
              
Fig. 7.
Proof of Corollary 4 (sketch)
Let be an open symplectic manifold of dimension . Let
be the submanifold provided by Lemma 8. In a neighborhood of a point of
the triple is symplectomorphic to
near . So (after rescaling) we may replace in this neighborhood
by the hypersurface constructed in Lemma 1, for some
. Denote this new hypersurface by and its interior by .
Note that is diffeomorphic to .
Now suppose that is exact convexly exhaustible, and the same is
true for (otherwise there is nothing to show). Let be
a smooth exact -convex compact hypersurface which separates from the
set of Lemma 1, viewed as a subset of . Let
be a compact subset with smooth -convex boundary which contains
and . Since is a compact exact symplectic manifold
with -convex boundary, we can define the symplectic homology of compact
hypersurfaces of , and the analogous statement of Theorem 1 holds.
Applied to the hypersurface this implies that is not of restricted contact
type, and we have a contradiction.
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