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Abstract—This paper presents a multi-level error protection
for H.264/AVC video frames based on the importance of mac-
roblocks. It is basically accomplished by comparing motion
activities of macroblocks with their neighbouring areas. Those
macroblocks having higher motion activities than their neigh-
bouring areas are highly protected. Two-level error protection
formed by this comparison is extended to construct a multi-level
error protection for the video frames. In this case, an algorithm is
implemented, which considers motion activities of macroblocks
in two consecutive frames. Conducted analysis and simulation
results express that the newly presented multi-level protection
significantly improves the video performance compared to other
motion-based error protection techniques, while similar code
rates for channel codes are applied.
Index Terms—Motion energy, Neighboring macroblocks,
Threshold value, Unequal error protection.
I. INTRODUCTION
Unequal Error Protection (UEP) is an efficient technique in
wireless video transmission systems. It provides different pro-
tection levels for video frames depending on their importance.
In H.264/AVC introduced as an efficient compression standard,
a video frame is constructed by macroblocks. Therefore, the
protection level for a frame can be decided based on the
importance of the constituent macroblocks. In one technique,
the importance of a macroblock is determined based on
its Activity Value (AV ), which is defined as the absolute
difference between the predicted and motion vectors of the
macroblock (AV UEP ) [1] . The macroblock’s AV is then
compared with the average of neighbouring macroblocks in
order to decide its importance. Neighbouring macroblocks
are located at the left and upper sides of the macroblock.
Similarly, motion activity of a macroblock is measured based
on the standard deviation of motion vector, which verify
similarities between a macroblock and its adjacent former
macroblocks [2]. The importance of frames is determined by
pre-determined threshold values, which separate macroblocks
of a frame into three levels.
Alternatively, the importance of a macroblock is determined
based on the Lagrange Rate-Distortion (RD) cost function [3].
It is calculated as the difference between the encoded and
concealed versions of the macroblock. Similarly to the method
presented in [2], three importance levels of macroblocks are
constructed on the basis of pre-determined thresholds. Motion
activity of a macroblock can be determined by the variance of
luminance values of a macroblocks [4]. This method also uses
a pre-determined threshold value for determining importance
of macroblocks. Another method deals with error propagation
Fig. 1. Neighboring areas for the examine macroblock (a) UNEQU DIST ,
(b) EQU DIST .
of macroblocks. Those macroblocks having high effect on
the performance of Group of Pictures (GOP) are highly
protected [5]. The importance of a macroblock is determined
by its contribution to the overall distortion of a GOP caused
by the error propagation of the macroblock.
The main similarity between the above-mentioned methods
is that protection of video frames based on pre-determined
threshold values is relevant to the analysis conducted on the
importance of macroblocks. As macroblocks have different
motion activities, it is suitable to apply adjustable threshold
values for determining their importance. The motion activities
of a macroblock can be determined by its motion energy,
which is defined as the energy necessary for its displace-
ment between two consecutive frames [6]. A two-level error
protection technique was formed based on determining a
threshold value for each macroblock (ME FRAME LEV ).
Threshold values are directly related to the motion energies of
the macroblocks in two consecutive frames. As a result, their
values can be predicted as the average of motion energy of
the previously encoded macroblocks within a frame [7]. It is
shown that the extraction of important macroblocks with this
method is better than the one introduced in [6].
This paper extends the results of [7] and presents a method
for determining the importance of macroblocks based on their
adjacent areas. In comparison with the eight neighbouring
macroblocks, the newly defined adjacent areas have higher
correlation with the considered macroblock. Hence, motion
activities of pixels positioned at these areas provide a better
estimation for the importance of macroblocks. Based on the
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Fig. 2. Positions of sub-macroblocks in correlation calculation of
EQU DIST method.
importance levels of macroblocks obtained from analysis of
two consecutive frames, the importance of video frames are
determined. This forms an unequal error protection with four
levels. Simulation results confirm that with the similar channel
code rates, the proposed method provides better video quality
than other motion-based protection methods. The paper is
organized as follows:
Section II introduces adjacent areas for H.264/AVC mac-
roblocks and an algorithm for implementing a multi-level
error protection of video frames. Section III provides the
simulation results of the proposed algorithm. Finally, Section
IV summarizes the paper.
II. CORRELATION BETWEEN MACROBLOCKS AND THE
DETERMINATION OF MACROBLOCK IMPORTANCE
In H.264/AVC standard, each video frame is divided
into macroblocks. A macroblock also contains several sub-
macroblocks [8]. The motion level of sub-macroblocks in
video frames can be determined by Motion Energy (ME)
parameter. It is defined as the product of motion vector
magnitude and the size of the sub-macroblock, which is given
as follows [6]:
MESMBLK , SBLCK .MV (δα, δβ) (1)
where SBCLK is an assigned value for the sub-macroblock
size. MV (δα, δβ) is the motion vector magnitude of sub-
macroblock, which gives the position difference of the sub-
macroblock moved between two consecutive frames.
Consequently, the motion energy of a macroblock in a video





where NSMBLK and (MESMBLCK)i give number of sub-
macroblocks and ith sub-macroblock positioned in one mac-
roblock, respectively.
Due to correlations of pixels, neighbouring pixels affect on
the prediction of current pixels. This means, pixels located at
the neighbouring areas of a macroblock have high correlation
TABLE I
PARAMETERS DESIGNED FOR CALCULATING CORRELATION.
Sub-macroblock K1 L1 K2 L2
’3’ M −W + 1 M 0 W
’5’ M −W + 1 M M −W + 1 M
’7’ 0 W M −W + 1 M
’9’ 0 W 0 W
with its pixels [9], [10]. The correlation between two M×M












where I(x, y) and I ′(x, y) are the luminance values of the
pixel (x, y) of the examined and neighbouring macroblocks,
respectively. In each macroblock, the origin point (0, 0) is
positioned at the lower-left corner of the macroblock.
Different methods can be applied to determine the neigh-
bouring areas of a macroblock. Neighboring areas are con-
ventionally related to the eight closest macroblocks to the
considered macroblock (UNEQU DIST ) [11]. Figure 1(a)
shows neighbouring macroblocks for the macroblock ’1’. In
this Figure, the distance between the macroblock ’1’ and ones
positioned at cardinal directions (macroblocks ’2’, ’4’, ’6’ and
’8’) is OE = 3M2 . This is shorter than the distance between
the macroblock 1 and macroblocks at diagonal directions




In order to form an equal distance between a macroblock
and its all neighbouring areas, the size of macroblocks having
greater distance is changed (EQU DIST ). As a result,
four new sub-macroblocks are obtained, which are located
at diagonal directions. Figure 1(b) shows new neighbouring
areas of the macroblock ’1’. In this case, the dimension of the
newly constructed sub-macroblocks , i.e. W×W , is calculated
as follows:

























Therefore, the width and height of the sub-macroblocks (W )
are:
W = dHBe ≈ d0.56Me (6)
As the new sub-macroblocks have different sizes with other
neighbouring macroblocks, a modification is conducted on
Equation 3 to determine its correlations with the diagonally
positioned sub-macroblocks. In this case, depending on the
position of diagonal sub-macroblock, new W × W sub-
macroblocks originated from macroblock with size M ×M
are obtained.
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Fig. 3. Correlation between macroblocks and neighbouring area formed by
UNEQU DIST and EQU DIST methods.
Figure 2 shows positions of four sub-macroblocks of mac-
roblock ’1’ used in correlation calculation. Therefore, the













where K1, L1,K2, L2 are related to the dimensions of dif-
ferent sub-macroblocks and given in Table I. Equation 3 can
be expressed by different items to demonstrate its relationship
with the correlation obtained from Equation 7. For example,
the correlation between macroblocks ’1’ and ’3’ provided by
UNEQU DIST method is:
ρ1 =
















I(x, y).I ′(x, y)
]/





















α+ C1 + C2
β + C3 + C4
(9)
Alternatively, correlation of sub-macroblocks ’1’ and ’3’





Fig. 4. Arc-shape neighbouring areas and zig-zag scanning structure utilized
in ARC method.
In order to demonstrate the correlation provided by
EQU DIST is better than UNEQU DIST , ρ2 must be




α+ C1 + C2
β + C3 + C4
(11)




where C = C1+C2C3+C4 .
An analysis is done to verify the validity of Inequation 12.
One hundred frames of CIF Stefan video sequence are used
in this analysis. In each frame, a random macroblock and
its resized neighbouring macroblock positioned at the top left
diagonal direction is considered. As it is shown in Figure 3,
values of ρ2 are greater than C for all examined macroblocks.
Similar analysis for other diagonal sub-macroblocks can be
performed to reconfirm ρ2 > ρ1.
Alternatively, areas with equal distance to a macroblock can
be formed in the arc shape. Figure 4 shows the structure of
arc-shape neighbouring areas of an M×M macroblock. Since
different neighbouring areas are symmetrical with 45 degrees,










Hence, the area of the section PQAB is given by:








As defined before, each neighbouring section must have
similar number of pixels with the examined macroblock. That
is:
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Fig. 5. Correlation between macroblocks and their neighbouring areas formed
by different methods.








As a result, the correlation between an arc-shape neighbour-








where I(l) and I ′(l) are values of lth pixel in the macroblock
and its neighbouring area, respectively. In this equation, pixels
with the same zig-zag scanning order are involved. Scanning
of square-shape macroblock and arc-shape are started from the
top left and ended at the bottom right1. Figure 4 also shows
zig-zag scanning of the M ×M macroblock and one of its
arc-shape neighbours.
Figure 5 shows correlation between macroblocks and their
neighbors for 100 frames of QCIF Foreman video sequence
defined by UNEQU DIST , EQU DIST , and ARC meth-
ods. In each frame, a random macroblock is selected for
calculating its correlation with neighbors. It is clearly shown
that the correlation formed by ARC method is higher than
two other ones. This means that ARC method provides the
best prediction for determining the importance of macroblocks.
This is accomplished by calculating the threshold value de-
fined as the average of motion energies of pixels that are
closely placed to the examined macroblock since these pixels
have high correlation with the pixels located in the examined
macroblock [9]. The threshold value relevant to a macroblock











1Arc shape also has M2 pixels since it has the same area as the square-
shape macroblock.
TABLE II
MULTIPLE IMPORTANCE LEVEL DECISION FOR MACROBLOCK
Changing rate




k V ery high Low
Dik < D
i−1
k High V ery low
where MEl and K are the motion energy of the lth pixel and
the total number of pixels in neighbouring areas, respectively 2.
In two-level protection, a macroblock is more important, when
its motion energy is greater than the threshold value[11].
The threshold value obtained from Equation 21 divides
macroblocks into high and low importance levels.Categorized
high and low importance macroblocks are further examined
to form a multi-level importance for macroblocks. For this
purpose, the motion energy of two macroblocks having the
same position at two consecutive frames are compared with
each other. This leads to determine the changing rate of motion







where MEik and ME
i−1
k are the motion energies of the k
th
macroblock in frames i and i− 1, respectively. Table II gives
four important levels of macroblocks. In this table, (Di−1k )
represents changing rate of (i−1) frame. The protection level
having the highest number of macroblocks is also considered
for the protection level of the video frame. In summary, a
multi-level protection for video frames is formed based on the
below algorithm:
1) Calculate the motion energy of macroblock k of the
frame i (MEik) from Equation 2.
2) Calculate the threshold value (THik) of macroblock k
from Equation 21.
3) Determine the importance of the macroblock k:
a) If MEik ≥ THik, the kth macroblock is determined
as the high-importance one.
b) If MEik < TH
i
k, the macroblock is categorized as
a low importance one.
4) Calculate the changing rate of macroblock k by Equation
22 (Dik) and determine its importance level.
5) Repeat steps 1 and 2 for all macroblocks of the frame i.
6) Determine the importance of frame based on motion
energies and number of macroblocks positioned in dif-
ferent important levels.
7) Repeat steps 1 to 6 for other frames.
III. SIMULATION RESULTS
The performance of the newly proposed protection methods
(UNEQU DIST , EQU DIST , and ARC) are verified and
compared with other motion-based UEP methods including
2In this case, motion energy of pixels are determined from Equation 1,
when SBLCK is set to the value of one (1).
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Fig. 6. PSNR results of CIF Stefan video sequence.
Fig. 7. PSNR results of QCIF Carphone video sequence.
AV UEP and ME FRAME LEV . Different video se-
quences are encoded as IPPP... and IBBBBBP... formats
with the rate of 30 frames per second. JM 18.0 Reference Soft-
ware is applied in encoding and decoding of the H.264/AVC
video bitstream [12].
The unequal error protection technique is applied in the
physical layer, where channel coding is used for protecting
video signals from noise [13]. Additive White Gaussian Noise
(AWGN) model is implemented in simulation of random noise
for video bitstreams modulated by Binary Phase Shift Keying
(BPSK) technique. Different headers are added to frames
when they pass through different layers. At the physical layer,
a frame is mapped into a packet recognized by its header
added to the Network Abstraction Layer (NAL) Unit [8]. The
protection for different frames are accomplished by product
codes constituted by two cyclic Euclidean Geometry Low
Density Parity Check (EG-LDPC) (63,37) codes with length
L = 1369 [13]. Puncturing is conducted on the full-rate
product code, i.e. rate of 0.334, to unequally protect very high,
high, low, and very low importance frames with rate of 0.334,
0.37, 0.4, and 0.43, respectively. Zero padding is applied on
frames to construct bitstreams with the length required for the
Fig. 8. PSNR results of QCIF Foreman video sequence.
Fig. 9. PSNR results of CIF Hall monitor video sequence.
cyclic EG-LDPC codes. For EEP technique, the code rate is
set to the average rate of UEPs3. Iterative decoding of cyclic
EG codes with maximum 100 iterations is implemented by
Sum-Product Algorithm (SPA) [13].
Various video sequences with different frame sizes and
motion activities are considered in simulations. Three hundred
(300) frames of each video sequence are used in the loop of
200 simulations in order to compute the average PSNR for
different video sequences. Figures 6 and 7 illustrate video per-
formance of different methods in a range of Energy per Bit to
Noise (Eb/N0) values set from 3.6 dB to 6 dB and video data
encoded by ”IPPPP...” format. In CIF Stefan video, ARC out-
performs other methods, which provides 0.48 dB, 0.95 dB, 2.1
dB and 2.3 dB better than EQU DIST , UNEQU DIST ,
AV UEP and ME FRAME LEV methods, respectively.
Similar results are obtained for QCIF Carphone video se-
quence, where ARC provides 0.64 dB to 2.1 dB higher than
other methods. Figures show that ARC extracts importance
of frames better than EQU DIST and UNEQU DIST
methods.
Figures 8 and 9 show performance of different protection
3For whole simulations, this rate is set to 0.385.
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TABLE III
PSNR RESULTS OF DIFFERENT VIDEO SEQUENCES (1200 KBPS).
Eb/N0 (dB) 4 4.5 5 5.5 6
QCIF ARC 34.58 35.86 36.83 37.7 37.98
Akiyo EQU DIST 34.41 35.71 36.64 37.22 37.41
AV UEP 34.1 35.4 36.26 36.87 37.09
EEP 32.7 33.64 34.41 35.28 35.54
QCIF ARC 34.95 36.52 37.38 38.02 38.11
Foreman EQU DIST 34.9 36.4 37.21 37.65 37.78
AV UEP 34.3 35.9 36.75 37.28 37.46
EEP 32.91 33.87 34.75 35.52 35.88
CIF ARC 34.28 36.02 36.88 37.73 37.91
Stefan EQU DIST 34.24 35.96 36.73 37.28 37.42
AV UEP 33.52 34.08 35.34 35.87 36.24
EEP 31.78 32.89 34.02 35.12 35.65
CIF ARC 34.64 35.89 37.14 37.97 38.14
Hall EQU DIST 34.51 35.68 36.92 37.45 37.71
monitor AV UEP 34.38 35.06 36.46 36.95 37.31
EEP 32.54 33.45 34.43 35.35 35.79
CIF ARC 33.84 35.43 36.58 37.84 38.09
Paris EQU DIST 33.73 35.26 36.32 37.06 37.62
AV UEP 33.4 34.56 35.32 35.96 36.38
EEP 31.35 32.34 32.96 33.49 33.97
methods in terms of the bit rate for video frames formatted
by ”IPPP...”. Results are obtained, when Energy per Bit to
Noise (Eb/N0) is set to 5.0 dB. In all video sequences, arc-
shape neighbouring method provides the best performance.
For QCIF Foreman video sequence, it improves the video
quality from 0.72 dB to 2.2 dB. In Hall monitor sequence,
ARC method also provides the best PSNR. For bit rate of
1200 kbps, it shows 2.5 dB, 1.5 dB, 0.8 dB, and 0.56 dB
better performance than AV UEP , ME FRAME LEV ,
UNEQU DIST , and EQU DIST methods, respectively.
Table III shows the performance result of various video
sequences formatted by ”IBBBBP...” with different Eb/N0.
These sequences are different in the frame’s size and motion
activities. Again, it is shown that ARC outperforms other
methods in all video sequences.
Figure 10 illustrates performance of QCIF Carphone video
sequence at Eb/N0 = 4.8 dB. Errors occurred at the 53th
frame encoded by EEP , AV UEP , UNEQU DIST meth-
ods are successfully corrected by ARC method.
IV. CONCLUSIONS
The paper presented a new protection technique for
H.264/AVC video frames. It was formed based on the mo-
tion activities of macroblocks and their adjacent neighbours.
Conducted analysis and simulation results confirmed that the
motion activities of pixels in arc-shape neighbouring areas
provide better protection for the macroblock and video frames.
It was also proved that this newly proposed method provide
Fig. 10. The 53th frame of Carphone sequence decoded by (a) EEP (25.8
dB), (b) AV UEP (30.05 dB), (c) UNEQU DIST (31.21 dB), and (d)
ARC (36.76 dB) (Eb/N0 = 4.6dB).
better video quality than other motion-based unequal error
protection technique, while the similar code rates are applied.
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