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Communicated by M. Csiirgii 
The bivariate censored data model is studied and a test to see whether the coor- 
dinates are independent is given via density estimation methods. This proposed test 
is distribution free. Comparison with a test using survival functions is discussed. 
Strong approximation of empirical distributions, kernel-type density estimators and 
univariate/ bivariate product-limit estimators are utilized. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Testing for independence of the coordinates of bivariate data is a 
problem of great importance which has been studied by many authors. For 
data not subject to censorship Blum, Kiefer and Rosenblatt [l] proposed 
distribution-free tests based on empirical distribution functions. The first 
test of independence using empirical density functions was suggested by 
Rosenblatt [16]. It was shown by him that although tests using empirical 
distribution functions are more powerful most of the time, for certain types 
of local alternatives tests based on empirical density functions provide 
higher power. 
When bivariate data are subject to random censorship, the approach of 
Blum, Kiefer and Rosenblatt [ 11, but using suitable product limit 
estimates, results in test procedures which depend on the distribution of the 
underlying censoring variables (cf. Burke [3]). Hence they are not dis- 
tribution-free. Consequently, we adopt the approach of density estimation 
for randomly censored data and achieve distribution-free tests of 
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indepenence. Theorem 2 and its corollary contain the main results. They 
concern the asymptotic behaviour of the J,(x) process (cf. (2.1)). We begin 
by introducing the random censorship model and notation which will be 
used. 
Let e = (*r , x!), i = 1, 2, . . . . be a sequence of independent and iden- 
tically distributed (i.i.d.) random vectors with survival function 
FO(x) = FO(X,) x2) = P(Xi > Xl, xi > x2). 
We are investigating the properties of {g), when they are censored on the 
right by another sequence of i.i.d. random vectors Y,, Y,, . . . . Let 
H(x) = H(X,) x2) = P( Yi, > X,) Y, > x*) 
be the survival function of the Yi= (Y,, , Yi2). We observe only the 
censored data which consist of 
Xi = (X,, , xi2) = (min(J$, Yil 1, min(G,, Yi2)), 
and of the indicator vector 
hi= (Sjl, di*)= (Z(Xil =e*), Z(Xj*=Xp2))* 
For example, if 6, = (0,O) both coordinates are censored and if di = (1, l), 
both coordinates are not censored and we observe Xi = e. Let 
F(X)=F(X,y X2)=P(Xjl >Xj, xi2>X*) 
denote the survival function of Xi, and assume that e and Yi are indepen- 
dent: 
F(x) = FO(x) H(x). 
Suppose moreover that e has a density 
l-O(x) =& F”(x), 
2 
and let 
F(X)=F(Xly X,)=P{Xjr >xl, xi*>x2, 6i=f1, l)) 
be the subsurviva1 function of Xp. Then it is easy to see that 
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and for the subdensity of q we obtain 
This yields, when H(x) #O, the relation 
f”(x) = zz-‘(x)7(x). (1.2) 
Similarly, using the analogous equations for the marginals, we have 
F,(x,) = jm Hi(U) dFy(u) xc 
and 
when Hi(Xi) #O (i= 1, 2). (1.3) 
The main aim of this paper is to propose a statistic for testing 
(1.4) 
without specifying the density of the censoring variables. We will utilize 
estimation methods of survival functions under random censorship, the 
well-known one-dimensional product-limit estimator of Kaplan and Meier 
[lo] and its generalization to higher dimensions by Campbell and Fiildes 
[4] and Horvath [S]. Denote by I?,(x) the bivariate product-limit 
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Let fi,(xj) (i= 1,2) be the one-dimensional product-limit estimator for the 
marginals Hi(xj) (i= 1,2) of H(x). To estimate the subdensityy(x) we will 
apply the two-dimensional kernel-type density estimator ym(x) given by 
yn(x) = b,* j- k (7) d&(u), 
n 
where b,>O, b,+O as n-, co, 
Fn(td)=n-’ f: z(Xj>U,6,=(1,1)) 
i= 1 
is the estimator of F(U), and 
k(x) =4x,, ~2) =k,(x,) W-2) 
is a bivariate density, the so-called kernel. The corresponding one-dimen- 
sional estimators for the marginal subdensities yj(xi) (i= 1, 2) are 
where 
F&J=n-1 f I(Xi1>z41,6i1=1), 
i=l 
&(u*)=n-’ f: I(Xi*>u,,bi2= 1). 
i= 1 
Our methods of proof will be different from those of Rosenblatt [18]. We 
apply the results of approximating an empirical process by a Gaussian 
process as developed by Tusnidy [ 191 and Rev&z [15], instead of the 
Poissonization of the sample size. In Section 3 we will point out the advan- 
tage of using density estimators for a test of independence in the censored 
case by comparing it to the test using survival functions. Our test will not 
require that the censoring random variable have either independent coor- 
dinates or that both coordinates are censored at the same time as in 
Burke [3]. 
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2. RESULTS 
We will study the behaviour of the statistic 
J,(x) = ~“*hJL(x)[If~(4 -sLcx,,f;,<%,l 
= n’%,A,(x) 
[ 
Y”(X) X”CXJ J;n(X*) 
I - - 1 
H,(x) H&l) H*,b*) 1 (2.1) 
under our null hypothesis (1.4) on a domain where the denominators are 
not zero. 
Before stating our results, we list all necessary conditions. 
Cl There exists a bounded, convex, open set SC R*, and for 
arbitrary E > 0 there exists a positive number 6 = b(e), such that 
m2~ if XES, 
and 
flx)=O if x$ S, 
where 7 is defined by ( 1.1) 
s, = (x: x E UP, U,(x) c S}, 
and U,(x) is the sphere {y: 1(x -yll > E}. Furthermore, there exists a 
constant K>O, such that 
if (x,, x2) E S. 
C2 There exists a bounded, convex, open set L c R2, such that the 
kernel function k(x) =k,(x,) k,(x,) =0 if x$ L. Furthermore, k(x) is 
continuous and of bounded variation, and 
I k(x) dx = 1, L 
5 x&(x) dx = 0 (i= 1, 2). L 
C3 H(x) is continuous with support S, and -In H(x) is absolutely 
continuous with partial derivatives that exist almost everywhere. 
Throughout this exposition N(0, 1) stands for the standard normal r.v. 
Now we state and prove our first result. 
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THEOREM 1. Under Conditions 1 and 2 we have 
provided that b, = n-? for any y, 4 < y < $, where 
p = 
s 
/(x) dx j k2(x) dx, (2.2) 
L 
and 
a2 = 2 2dx~jsCfol’dx- (2.3) 
Proof of Theorem 1. Without loss of generality we may suppose that 
S is in the positive quarter of the plane. This is only for notational 
convenience, and under our conditions it can be achieved by translation. 
Let 
m=min{i:iisanintegerandsup(llxjl:xES)<i}, 
ml = (m, ml, 
m2 = (2m, 2m), 
and we define 
Si= {x+m,:xES} (i= 1,2). 
For the random sample X1, . . . . X, let the map T, , T,(Xj) = Vj be defined as 
1 
Xj+m, if S,=(l, 1) 
Vj=(Vj,, Viz)= X,+m, if Sj = (0,O) 
xj otherwise 
(see Fig. 1). 
For the analogous transformation in one dimension see Burke et al. [2]. 
Let the survival function of Vi be denoted by 
M(x)=P(Vjl >xl, vj2>x*), 
and let 
M21(x2 I xl)=p(vj2>x2 I vjl’xl). 
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FIG. 1. Support of V,. 
Define map 
T,:SuS,uS,-+ [0, l]* 
7’,(x) = T2(&19 ~2)) = (M,(x,), M,,(x, I x,)1, 
and let 
uj=M,(im)=P(vj/i,>im) (i’l, 2). 
With u3 = 0 and u. = 1, for i = 0, 1,2, let 
Ri= CUi+ 1, UiI X [Ov 11 
(see Fig. 2). 
The above-defined two successive transformations T, and T2 of X onto 
[0, l]* result in separating the observations which had both components 
failed or both components censored. T2 maps S, onto R,, and on this 
domain it has the properties established by Rbvtsz [lS]. The transfor- 
1 - 
0. 
0 “I “1 1 
FIG. 2. Partition of [0, l]*. 
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mation T2 is originally due to Rosenblatt [ 161. We introduce some further 
notations. Letting 




mu, > 6) - E,(u, > v*) if VER, 
&(Vl~ v*) 2 E"(% vz) - En(ur, v*) if VER, 
0 otherwise, 
where E,, is the uniform, two-dimensional empirical survival function of 
T2( Vj), j= 1, 2, . . . . n, and = CJ stands for equality in distribution. 
Also, if 
(l-v~)(l-v*)-(l-uI,l-v*) 
E(v, 9 02) = 
= (%- v,)(l - 4 if VER, 
(%- u*)(l - v2) if VERA 
0 otherwise, 
then 
E(v) = P{ T,( Vi) > v and 6=(1, l)}. 
For n = 1, 2, . . . we denote the two-dimensional Brownian bridges which 
approximate the uniform two-dimensional empirical process (cf. [ 191) by 
B,(v,, vz). We note that for each n > 1 
where W(V) is the two-dimensional Wiener process. Let 
~,(l-v,,l-v,)-~B,(l-u,,l-v,) if veR, 
B,(l-u,, l-o,)-Ml-u,, l-v*) if veRz 
0 otherwise 
(see Fig. 3 ). 
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0 “1 1 d VI 
FIG. 3. Areas for which processes En, .8? and 8, give a measure. 
Consider the process 
?n(X) = n”2b”CLLn(x) - awl 
d[n”2(Fn(u) - F(Y))] 
=b;Ij k 
RI 
x + “;- TF’“) d[n1’2(E,(v) - E(u))]. 
n 
If we define 
~Jx)=b;‘~R,k(X+m~-T”V)dS.(u), 
n 
then essentially the same way as in [lS], we obtain 
sup Iv,(x)- &(x)1 2 0(b,1n-1’2 log2 n), 
XESs 
for every E > 0. The following lemma concludes the proof of Theorem 1: 
LEMMA 1. Under the conditions of Theorem 1 we have 
t:(x) dx - c1 1 + Wo, 11, 
where p and (r are as in (2.2) and (2.3), respectively. 
Proof of Lemma 1. As in [ 151, we can use the Karhunen-Lo&e expan- 
sion of Gaussian processes to represent jS tz as an infinite sum of indepen- 
dent normal random variables. Then we can apply Lindeberg’s theorem to 
show that the central limit theorem holds. The calculations for the mean 
and variance are given in Appendix 1. 
683/25/2-6 
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Remark. By similar transformations and methods the result of 
Theorem 1 can be extended to the k competing risks model. For further 
details we refer to [7]. 
Now we apply Theorem 1 to testing for independence. 
THEOREM 2. We assume that Conditions Cl-C3 hold and 
ffo:fO(x,, x2,=f~cx,)f;(x*). 
Then we have for all E > 0 
& Cnbi 5 
St 
(fin(x))2CfX(x) -f~,(~l)fR(~2)32 dx- p] 5 MO, 1) 
asn+co,providedthatb,=npYforanyy,f<y<;, where 
,ti = 5 sey(x) dx . j k’(x) dx + b, L ii 
H(x) 
& H,(x,) IlAx*) 









H(x) .&,)f:(x,, dx 
~%ff,(X,f ff2h2) 
K X k:(x,) dx, - 2 j k:(q) k,(x,) dx + O(b;), 
- z.z L II 
and 
k(y-x)k(y)dy *dx-j 1 (T(x))*dx. .% 
Proof of Theorem 2. By the results of C&go and Horvath [6] for the 
one-dimensional, and Campbell and Fijldes [4] and Horvath [8 J, for the 
two-djmensional product-limit estimators, we may replace I?“(x) by H(x) 
and H,(x,) by Hi(xi) (i = 1,2). By [ 17, 143 we have 
&%(Xi) =.TAXi) + O(bi), i=1,2 
and 
J$Ax) =eb, + O(b;). (2.4) 
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So, using Eqs. (1.1) and (1.3), under HO we have 
Eyn(x) = H( x H,oHz(x,)+ o(b3* ) E3&, 1 Js3dxJ 
Hence on S,, instead of (2.1) we may consider the modified process 
3”(x) - l$(x)} - n-li2 H (xH;zz(x 
1 1 2 
) (nb,)1’2 
x [3dX1) - ~?3;,&1)1 * (nb,)1’2C32n(xd - ~3&2)l 
- n’12b n H (xT;2tx ) [3&,) - ~?3&, 11 . &%‘,,(X,) 
1 1 2 
H(x) - nli2b 
n H,(x,) H,(x2) 
[3&,> - E3&~)1~E3&1). (2.5) 
Comparison of Theorem 6.15 of [ 51 and Theorem 3 of [ 151 shows that 
the normalizing factors of the two-dimensional statistics are of higher order 
in b, than the corresponding one-dimensional statistics. Hence, when we 
multiply the one-dimensional statistics, the variance/covariance terms will 
be of order O(bz). Also, by Lemma 2 of Appendix 2, if we consider the 
square of the second term integrated on S,, it will be O,(n - lb;). Using the 
Cauchy-Schwarz inequality for the mixed terms we may ignore the second 
term of (2.5) with an error O,(n-lb:). So in calculating the asymptotic 
mean and variance of fs, (J,(x))‘dx, we may restrict ourselves to the 
square of the first term in (2.5), and calculate the contribution of the rest of 
the terms only for the asymptotic mean. The details can be found in 
Appendix 3. The proof of Theorem 2 then follows from Theorem 1. 
COROLLARY. Under the conditions of Theorem 2, if x E S, for some E > 0, 
then we have 
n"'b,A,(x)Cf~(x)-fL(x,)fOzn(x2)12/o* -% Wh 1) as n-C/3, 
where 
234 EDITGOMBAY 
X pw2(x2) [, Ux2) dx, - 2 j kl(X,) qx,) dx] 
+ 7,W.m~2, 5 wd dx, -1 k:(x,) k,(x,) dx 
[ II , 
andfz,fD, (i= 1, 2) are defined in (2.1). 
Proof of the Corollary. The result follows from the approximation of 
our statistics by the Gaussian process as described in Theorem 1 and from 
the calcultions in Appendixes 1 and 3. 
3. REMARK ON APPLICABILITY 
Using Conditions Cl-C3 and laws of the iterated logarithm for the 
product-limit estimators one can show that 
for all E > 0, where 
Also, by Theorem 1 and (2.4) 
l lp.0 ---
b,a b,,a, ’ 
A TESTOF BIVARIATE CENSORED DATA 235 
Hence Theorem 2 will hold true if p and Q are replaced by pL, of (3.1) and 
o,, of (3.2), respectively. This means that, given the observed sample {Xi>, 
{&} (i’l, . ..) n), we may use our test without any further conditions on 
censoring. This permits the application of our test for a much wider class of 
distributions than the test given by Burke [3], which is based on survival 
functions, and is analogous to the Blum, Kiefer and Rosenblatt [ 1] 
approach. 
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APPENDIX 1 
Mean and Variance Calculations for Theorem 1 
If v, w  E RI ( c aB2), then we have 
JQZW mw) 
=.wM1-% 1 - VJ - B,( 1 - 24,) 1 - v2)] 
* C&(1-w,, l-w,)-B,(l-ul, l-w2)]) 
=E[B,(l-v,,l-v,)B,(l-w,,l-w,) 
-&(1-v,, l-v,)B,(l-u,, l-w,) 
-&Al-u,,l-v,)B,(l-w,,l-w,) 
+ &(1-u,, l-v,)B,(l-u,, l-w,)}. 
Using 
Jf%I(s, > s2) B”b, 3 z2) = (s, * ZIMS2 A z*) - ~I~ZZIZZ> 
where s1 A zi = min(s,, z,), (4.1) is seen to be equal to 
c(1-vl)~(1-w1)lc(1-v2)~ (1-w2)1 
- (l-vl)(l-vz)(l-w,)(l-w2) 
- [(l-v,) A (l-u,)lC(l-v2) A (l-w,)] 
+ (1-vl)(l-v2)(1-u1)(1-w2) 
(4.1) 
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- Cl1 -u,) A Cl- w,?lC(l -h) A (I- %)I 
+ (1 -u,)(l -v*)(l -w,)(l -w*) 
+ C(l-4) A (1 -~*)lC(~-~2) A (1 -%)I 
- (l-U,)*(l-u*)(l-wZ). (4.2) 
According to Fig. 2 the fourth and seventh terms cancel. When u E R,, 
WE R, or UE R2 and WE R, or VE R,, we get expressions similar to (4.2), 
but there will be a constant multiplier (1 - U, ) or (1 - u2) in every term. 
-I 
E~~(x)C.(z)=b;2~sk(x+m;-T-1u)d~n(u)~ k[z+mlb-TplwldS,(w) 
” s n 






=b,zj- j  k(X+m;-T-lV)k(Z+m~b-T-‘W) 
RI RI n n 
dt,,{CU -01) A (1 -w1)1[(1-~2) A (1 -‘%)I 
- (1-ul)(l-u2)(1-w~)(1-w*)- . ..}. (4.3) 
using (4.2) and the remark following it. On integrating in (4.3) all but two 
terms are non-zero, and we obtain 
E&,(x) r”(z) = b,* {,,, k 1” + “‘,- ‘-I’) k (’ + “;- T-‘v) dv 
n n 
1 i dw 
(4.4) 
Leaving out the terms of order O(bi), we obain 
Et;(x)=b;*jsk(~)~(u)dv+o(l) 
” 
=f(x$k’(x)dx+o(l) (n+cx,). (4.5) 
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From (4.5) we get the asymptotic mean. Using (4.4) the asymptotic 
variance can be obtained: 
JJ S2 CR,(x) 5,b)12 dx dz 
= b;4jjsz[jsk(~)k(~)7(v)dv]2dxdz+o(l) 
APPENDIX 2. 
LEMMA 1. Under Conditions Cl-C3 we have for every E > 0 
* WbJ”2C.727;,(x2) - @2,(x)1 = GWii2hJ (4.6) 
uniformly in x on S,. 
Proof of Lemma 1. Equation (4.6) can be written as 
n - 1/2b H(x) 
n HI(x, 1 H,(x,) 
J !- k, (y) d[n”2(P,,(u,) -F,(ul))l 
b, 
Using the Central Limit Theorem, we get 
n’/2(FiJz4) - Pi(u)) -5 N(0, Fi(u)( 1 - Fi(u))), 
and we have for every u that 
Fi(“)(l -Fi(U)) < 4 (i= 1,2). 
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Also, we have 




= - O,(l)&,(z) 
I 
=0,(l) 
uniformly in xi (i= 1,2). As weight function H(x)/H,(x,) H,(x,) is 
bounded on S,, the claim of Lemma 2 follows. 
APPENDIX 3 
Mean Calculations for Theorem 2 
For i= 1,2 we have 
nWC?&J - @AxJ12 = nb, VarYdxt) 
=.Ztxi) J w kf(x,) dXi -t o( 1) (4.7) 
--m 
by [12]. Similar calculations yield 
ECTnn(X) - EX(x)l CXh(xi) - ETi(xi)l 
=n -‘bnY(x) f, k(u) ki(u,) du + o(l), (4.8) 
A TEST OF BIVARIATE CENSORED DATA 239 
Since Ex,,(xi) =x(xi) + O(bi), f rom (4.7) and (4.8) we obtain the O(b,) 
terms of the asymptotic mean. 
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