Abstract-Support Vector Machines (SVMs) have successfully been used for character recognition. In the present study, we have shown how the recognition accuracy of a SVM classifier varies with variation in the training set size. The training set for this work is taken from samples of offline handwritten Gurmukhi characters. For recognition of a handwritten Gurmukhi character, we have used curvature features extracted from the skeletonized image of each Gurmukhi character. Features of a character have been computed based on statistical measures of distribution of points on the bitmap image of character. To extract these features, the image of each Gurmukhi character is first segmented into few zones and then the curvature shape is computed within each of these zones. Considering all the zones, a feature set is formed for representation of each image pattern and a database of 3500 isolated handwritten Gurmukhi characters has been used for the same. The results of investigation presented in this paper show that the size of training set has a significant effect on the accuracy of offline handwritten Gurmukhi script recognition system.
I INTRODUCTION

Handwritten
Character Recognition, usually abbreviated as HCR, is the process of converting handwritten text into machine processable format. HCR is the field of research in pattern recognition and artificial intelligence. Handwriting recognition provides a methodology for improving the interface between user and computer as it enables computers to read and process handwritten documents which are currently being processed manually. A good number of researchers have already worked on the recognition problem of offline printed characters. For example, a printed Gurmukhi script recognition system has been proposed by Lehal and Singh [3] . Wen et al. [4] have proposed handwritten Bangla numerals recognition system for automatic letter sorting machine. Swethalakshmi et al. [5] have proposed handwritten Devanagri and Telugu character recognition system using SVM. The input to their recognition system consists of features of the stroke information in each character and SVM based stroke information module has been considered for generalization capability. Pal et al. [6] have presented a technique for off-line Bangla handwritten compound characters recognition. They have used modified quadratic discriminant function for feature extraction. They have also used curvature features for recognizing Oriya characters. Chaudhary and Pal [7] have proposed recognition system for two Indian scripts, Bangla and Devanagari. They have used tree classifier for character recognition. Hanmandlu et al. [8] have reported grid based features for handwritten Hindi numerals recognition. They have divided the input image into 24 zones. After that, they compute the vector distance for each pixel position in the grid from the bottom left corner and normalize these distances to [0, 1] in order to obtain the features. Bansal and Sinha [9] have provided a complete OCR system for printed Devanagari script. Kumar [10] has proposed a technique for recognition of handwritten Devanagri characters. He has used an AI approach to integrate information from sources and a fuzzy logic concept to handle uncertainties and imprecise information. In order to tackle the problem related to selection of a proper dataset for training a SVM, different strategies have been considered in this work. Chaudhury et al. [11] has been presented a scheme using a syntactic method for connected Bangla handwritten numerals recognition. In 2006, Roy and Pal have presented an automatic scheme, for word-wise identification of handwritten Roman and Oriya scripts for Indian postal automation [12] . In 2008, Sharma et al. [13] have proposed a system based on elastic matching for online Gurmukhi script recognition. Here, we have analysed the recognition performance of the SVM with variations in the training set size. We have used parabola curve and power curve based features for representation of handwritten Gurmukhi characters in feature space. In doing so, a skeletonized image of handwritten Gurmukhi character is segmented into the zones of equal size and the shape of curve in each zone is determined. This shape defines the features of the zone. This paper is organized into six sections. Introduction to Gurmukhi script and data collection for this work is described in Section 2.
Section 3 presents a method of feature extraction for handwritten character recognition system. Classification is described in Section 4. Section 5 shows some experimental results to prove the usefulness of this approach. Conclusions are finally included in Section 6.
II GURMUKHI SCRIPT AND DATA COLLECTION
Gurmukhi script is the script used for writing Punjabi language. The word Gurmukhi has been derived from the Punjabi term "Guramukhi", which means "from the mouth of the Guru". Gurmukhi script is the 12th most widely used script in the world. Gurmukhi script has three vowel bearers, thirty two consonants, six additional consonants, nine vowel modifiers, three auxiliary signs and three half characters. The character set of Gurmukhi script is given in Figure 1 . For the present work, we have collected data from 100 different writers. These writers were requested to write each Gurmukhi character. All these characters are scanned at 300 dpi resolution with HP-1400 scanner A sample of handwritten characters by 5 different writers (W1, W2, …, W5) is given in Figure 2 . 
III HANDWRITTEN GURMUKHI SCRIPT RECOGNITION SYSTEM
The proposed recognition system consists of the phases, namely, digitization, preprocessing, feature extraction and classification. The block diagram of proposed recognition system is given in Figure 3. 
Digitization
Digitization is the process of converting the paper based handwritten document into electronic form. The electronic conversion is accomplished using a process whereby a document is scanned and an electronic representation of the original document, in the form of a bitmap image, is produced. We have used HP-1400 scanner for digitization Digitization produces the digital image, which is fed to the pre-processing phase.
Preprocessing
Preprocessing is a series of operations performed on the digital image. Preprocessing is the initial stage of character recognition. In this phase, the character image is normalized into a window of size 100×100. After normalization, we produce bitmap image of normalized image. Now, the bitmap image is transformed into a contour image.
Feature extraction and classification phases are discussed in next sections. 
IV FEATURE EXTRACTION
In this phase, the features of input character are extracted. The performance of handwritten character recognition system depends on features, which are being extracted. The extracted features should be able to uniquely classify a character. The performance of recognition system greatly depends on features that are being extracted. We have used two feature extraction techniques, namely; parabola curve fitting and power curve fitting in order to find the feature sets for a given character. The skeletonized image of a handwritten Gurmukhi character is segmented into 100 zones of equal size (10×10). The shape of the curve in each zone is then estimated by fitting a parabola and also by fitting a power curve using least square estimation. The coefficients of these curves represent the handwritten Gurmukhi character into feature space.
Parabola Curve Fitting based Feature Extraction
The skeletonized image of a character is divided into n (=100) zones as illustrated in Figure 4 . A parabola is fitted to the series of ON pixels in every zone using least square method. A parabola is uniquely defined by three parameters: a, b and c. As such, this will give 3n features for a given character.
The steps that have been used to extract these features are given below.
Step I: Divide the skeletonized image into n (=100) number of equal sized zones.
Step II: For each zone, fit a parabola using least square method and calculate the values of a, b and c.
Step III: Corresponding to the zones that do not have a foreground pixel, take the values of a, b and c as zero. 
Power Curve Fitting based Feature Extraction
The skeletonized image of a character is again divided into n (=100) zones as illustrated in Figure 3 . A power curve is fitted to the series of ON pixels in every zone using least square method. A power curve of the form is uniquely defined by two parameters: a and b. This will thus give 2n features for a given character.
Step II: In each zone, fit a power curve using least square method and calculate the values of a and b.
Step III: Corresponding to the zones that do not have a foreground pixel, take the value of a and b as zero.
V CLASSIFICATION
In this work, we have used Support Vector Machine (SVM) classifier for recognition. The SVM is a learning machine, which has been widely applied in pattern recognition. SVMs are based on statistical learning theory that uses supervised learning. In supervised learning, a machine is trained instead of programmed to perform a given task on a number of inputs/outputs pairs. SVM classifier has been considered with three different kernels, namely, linear kernel, polynomial kernel and RBF kernel.
VI RESULTS AND DISCUSSION
As stated earlier, we have performed experiments on different training sets sizes while using the SVM as a classifier. The total number of samples in the database is 3500. We have divided the data set using partitioning strategies as depicted in Table 1 . 
Parabola Curve Fitting based Feature Extraction
In this sub-section, we have presented recognition performance results of different training set strategies (a, b,…, k) based on the parabola curve fitting based features (Table 2) . Using this approach, we have achieved a maximum recognition accuracy of 97.14% when we use strategy k and SVM with linear kernel. These results are depicted in Figure 5 graphically. 
In this sub-section, recognition results of training set strategies (a, b,…, k) based on power curve fitting features using SVM with three kernels are presented (Table 3) . Maximum accuracy achieved here is 89.12% when strategy k and SVM with linear kernel is considered. The minimum accuracy achieved is 72% when strategy a and SVM with linear kernel again, is considered. These results are also depicted in Figure 6 . 
CONCLUSION
The work presented in this paper is a study on variation of the recognition performance of the SVM classifier vis-à-vis the variation in the training set size. Eleven training strategies have been explored in this paper in order to recognize the performance of an offline handwritten Gurmukhi script recognition system. This has been noticed that irrespective of the features, the SVM classifier performs increasingly better if we increase the numbers of samples in the training data set. This claim shall be verified in our subsequent work by increasing the size of samples that as of now is 3500.
