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ABSTRACT
The presence of neutral species in a plasma has been shown to greatly affect the properties of magne-
tohydrodynamic waves. For instance, the interaction between ions and neutrals through momentum
transfer collisions causes the damping of Alfve´n waves and alters their oscillation frequency and phase
speed. When the collision frequencies are larger than the frequency of the waves, single-fluid MHD
approximations can accurately describe the effects of partial ionization, since there is a strong coupling
between the various species. However, at higher frequencies the single-fluid models are not applicable
and more complex approaches are required. Here, we use a five-fluid model with three ionized and
two neutral components, which takes into consideration Hall’s current and Ohm’s diffusion in addition
to the friction due to collisions between different species. We apply our model to plasmas composed
of hydrogen and helium and allow the ionization degree to be arbitrary. By means of the analysis
of the corresponding dispersion relation and numerical simulations, we study the properties of small-
amplitude perturbations. We discuss the effect of momentum transfer collisions on the ion-cyclotron
resonances and compare the importance of magnetic resistivity, ion-neutral and ion-ion collisions on
the wave damping at various frequency ranges. Applications to partially ionized plasmas of the solar
atmosphere are performed.
Keywords: magnetohydrodynamics (MHD) – plasmas – Sun: atmosphere – waves
1. INTRODUCTION
Many astrophysical and laboratory plasmas contain neutrals that produce an important deviation from the be-
havior predicted by the magnetohydrodynamic (MHD) theory for a fully ionized plasma (see, e.g., Watanabe 1961a;
Kulsrud & Pearce 1969; Pudritz 1990; Watts & Hanna 2004). For instance, as deduced by, e.g., Piddington (1956) or
Watanabe (1961b), the presence of neutral species causes the damping of Alfve´n waves (Alfve´n 1942). Such damp-
ing has its origin in the exchange of momentum between ions and neutrals by means of collisions. Moreover, when
the collision frequency is large compared to the oscillation frequency, the phase speed of Alfve´n waves is reduced in
comparison with the fully ionized case because the inertia of the neutrals has to be taken into account in addition
to that of ions, as shown by, e.g., Kumar & Roberts (2003). Other circumstances where the interaction between the
ionized and the neutral species may play an important role are, e.g., experiments involving discharge tubes (Woods
1962; Jephcott & Stocker 1962; Mueller 1974), heating and gravitational collapse of interstellar gas clouds (Scalo
1977; Black & Scott 1982), magnetic reconnection (Zweibel 1989), driving of chromospheric spicules (Haerendel 1992),
star formation (Mestel & Spitzer 1956; Fiedler & Mouschovias 1992, 1993; Pinto et al. 2008), acceleration of solar wind
(Allen et al. 1998), support of solar prominences against gravity (Terradas et al. 2015), solar coronal rain (Oliver et al.
2016) or heating of chromospheric jets due to Kelvin-Helmholtz vortices (Kuridze et al. 2016).
In the research of how partial ionization affects the properties of MHD waves, it has been a common practice
to resort to single-fluid models, like those used by Braginskii (1965), De Pontieu et al. (2001), Khodachenko et al.
(2004), Forteza et al. (2007) or Soler et al. (2009a). Such models assume that there is a strong coupling between all
the components of the plasma and, typically, include the effects of partial ionization through additional terms in a
generalized Ohm’s law. The single-fluid approximation is appropriate when the frequency of the waves is lower than
the collision frequencies between ionized and neutral particles. However, it becomes inaccurate when waves have
frequencies of the order of or larger than the collision frequencies. In that range, each species may have a different
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2dynamics and the single-fluid approach fails to properly describe the behavior of the waves in the plasma. Hence, a
more general model is required.
The multi-fluid theory (see, e.g., Cowling 1956; Kulsrud & Pearce 1969; Mitchner & Kruger 1973; Zaqarashvili et al.
2011a; Khomenko et al. 2014) treats several of the components of a plasma as separate fluids, independently of their
coupling degree. Thus, it has a larger range of applicability in comparison with the single-fluid approximation and
it can reveal some effects that are overlooked by the simpler models. For instance, by means of a two-fluid model,
Kulsrud & Pearce (1969) and Pudritz (1990) showed the existence of cutoffs for Alfve´n waves excited by an impulsive
driver in weakly ionized plasmas, although in a later work Soler et al. (2015a) found that, due to the effect of Hall’s
current (Lighthill 1960) and electron inertia, those are not strict cutoffs but regions where Alfve´n waves are overdamped.
Several versions of the multi-fluid theory have been applied to many different environments. For instance, two-
fluid models that separate the plasmas in an ionized component and a neutral one have been extensively used in
the investigation of waves in the solar atmosphere (e.g., Soler et al. 2009b, 2013a) or in interstellar molecular clouds
(Balsara 1996; Mouschovias et al. 2011). A three-fluid approximation with two oppositely charged ionized fluids was
employed by Pinto et al. (2008) in their investigation of the process of star formation and evolution of protostellar jets,
while two different neutral components in solar plasmas have been considered by, e.g., Zaqarashvili et al. (2011b).
In the present paper we improve the multi-fluid model described in Mart´ınez-Go´mez et al. (2016) (from now on,
Paper I) for the case of fully ionized plasmas by adding the equations corresponding to two neutral components. Hence,
we have here a five-fluid approximation that may consider the presence of up to three different ionized species plus two
neutral fluids, which is particularly appropriate for the study of plasmas composed of hydrogen and helium. We assume
that all the species interact with each other by means of momentum transfer collisions, while the ionized species also
interact through electromagnetic fields. In Paper I, we checked that the inclusion of Hall’s current is fundamental for
the correct description of the properties of high-frequency waves in fully ionized plasmas: it produces a separation in
the behavior of the two types of circular polarizations. But when partial ionization is considered, Hall’s current may
play an important role at much lower frequencies, as it was shown by Pandey & Wardle (2006, 2008) for the case of
weakly ionized plasmas. Another improvement that we make with respect to our previous work is the addition of the
terms associated with electron collisions to the equations of momentum and to Ohm’s law, thus taking into account
the effects of resistivity.
Although the model is presented in a way that can be applied to many diverse environments, we focus on the
investigation of plasmas of the solar atmosphere, which are mainly composed of protons (which will be denoted by
the subscript p), neutral hydrogen (H), neutral helium (He), singly ionized helium (He ii) and doubly ionized helium
(He iii), in addition to electrons (e). We choose three specific regions of the solar atmosphere with different degrees
of ionization: the higher chromosphere (where ions are more abundant than neutrals), a quiescent prominence (where
the abundances of ions and neutrals are similar) and the lower chromosphere (which is weakly ionized).
We study small-amplitude perturbations for a wide range of frequencies and two possible methods of excitation: by
means of an impulsive driver and by means of a periodic one. In the first place, we explore the properties of the normal
modes through the derivation and analysis of the corresponding dispersion relation. Then, we use an updated version
of the numerical code MolMHD (Bona et al. 2009) to compute the full temporal evolution of the perturbations.
Although we focus our attention on the study of waves that are in the linear regime, i.e., the amplitude of the
velocity perturbations are much lower than the Alfve´n speed, we also briefly examine a nonlinear effect: the heating of
the plasma due to the frictional dissipation of the energy of the waves. The study of the energy balance in plasmas of
the solar atmosphere is of great interest (Parnell & De Moortel 2012; Gilbert 2015; Heinzel 2015) and the dissipation
of MHD waves may play a significant role in the heating of those plasmas (Arregui 2015). Khodachenko et al. (2006)
compared several MHD wave damping mechanisms and found that for Alfve´n waves the energy dissipation due to
ion-neutral collisions is usually more important than other mechanisms like the damping due to viscosity or thermal
conduction. Likewise, the relevance of collisional friction in the heating of the chromosphere or solar prominences has
been studied by, e.g., Goodman (2011); Song & Vasyliu¯nas (2011); Khomenko & Collados (2012); Tu & Song (2013);
Soler et al. (2015b); Arber et al. (2016) or Soler et al. (2016). Since in the present paper we restrict ourselves to the
analysis of small-amplitude perturbations, it is expected that the heating which may appear would not be of a large
magnitude. In a future work we will apply our five-fluid model to the exploration of the role of nonlinear waves in the
heating of partially ionized plasmas.
The present paper is organized in a similar way as Paper I. To start with, we describe th model equations and highlight
the main differences with those used in the fully ionized case of Paper I. Then, two different but complementary
approaches are followed. First, the dispersion relation of linear waves is derived and its solutions are explored. Later,
the full temporal evolution of the equations is solved numerically with the MolMHD code and compared with the
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predictions of the dispersion relation.
2. DESCRIPTION OF THE MODEL
The 5-moment transport equations (Schunk 1977) that govern the mass, momentum and energy temporal evolution
for each species of a multi-component plasma can be found in Section 2 of Paper I. Due to the inclusion of neutral
species in the present investigation, the heat transfer term in the equation of energy is now expressed as
Qsts ≡
2αst
ms +mt
[
Ast
2
kB (Tt − Ts)Ψst + 1
2
mt (Vt − Vs)2Φst
]
, (1)
where Ast = 4 for collisions between electrons and neutral species and Ast = 3 for the remaining types of collisions
(Draine 1986), αst = αts is the friction coefficient for collisions between species s and t; ms, Ts and Vs are the mass,
temperature and velocity of species s, respectively, and kB is the Boltzmann constant. The functions Φst and Ψst
depend on the drift speed, |Vs − Vt|, and on the reduced thermal speed, Vtherm ≡
√
2kB (mtTs +msTt) / (msmt),
and can be taken as equal to unity when the drift speed is much smaller than the thermal speed (Schunk 1977). The
friction coefficients have different expressions depending on whether the collisions involve only ionized species or also
neutral species (Braginskii 1965; Callen 2006). For the case of collisions between two ionized species s and t, the
friction coefficient is given by
αst =
nsntZ
2
sZ
2
t e
4 ln Λst
6π
√
2πǫ20mst (kBTs/ms + kBTt/mt)
3/2
, (2)
where ns is the number density of species s, e is the elementary electric charge, Zs is the signed charge number, ǫ0 is
the vacuum electrical permittivity, and mst = msmt/ (ms +mt) is the reduced mass. The function lnΛst is known as
Coulomb’s logarithm (see, e.g., Spitzer 1962; Vranjes & Krstic 2013) and is given by
lnΛst = ln
[
12πǫ
3/2
0 k
3/2
B (Ts + Tt)
|ZsZt|e3
(
TsTt
Z2snsTt + Z
2
t ntTs
)1/2]
. (3)
For collisions between neutral species n and another species s, that can be neutral or ionized, the friction coefficient is
αsn = nsnnmsn
4
3
[
8
π
(
kBTs
ms
+
kBTn
mn
)]1/2
σsn, (4)
where σsn is the collisional cross-section. Values of this parameter for the collisions studied in this work can be found
in Table 1. We note that some of the cross-sections have not been calculated using quantum mechanical computations
but by means of the classical hard-sphere model, which may underestimate the correct values by one or two orders
of magnitude, as shown by Vranjes & Krstic (2013). However, we do not expect the use of larger cross-sections for
σHHe ii, σHHe iii, and σHeHe iii would significantly modify our results, because the dominant ion in the plasmas we are
going to study is proton.
Table 1: Cross-sections of collisions with neutral species
Value (m−2) Model
σpH 10
−18 Vranjes & Krstic (2013)
σpHe 10
−19 Vranjes & Krstic (2013)
σeH 1.5× 10
−19 Vranjes & Krstic (2013)
σeHe 5× 10
−20 Vranjes & Krstic (2013)
σHHe 1.5× 10
−19 Lewkow et al. (2012)
σHHe ii 2× 10
−20 Hard sphere
σHHe iii 1× 10
−20 Hard sphere
σHeHe ii 5× 10
−19 Dickinson et al. (1999)
σHeHe iii 3× 10
−21 Hard sphere
The system given by the 5-moment transport equations is not closed and must be completed with the induction
equation for the magnetic field, B,
∂B
∂t
= −∇×E. (5)
4The electric field, E, is given by a generalized Ohm’s law that can be obtained from the momentum equation of
electrons (see, e.g., Zaqarashvili et al. 2011a; Khomenko et al. 2014) by assuming that the variations of the momentum
of electrons are negligible (an assumption that is justified by the small mass of the electrons compared to the masses
of the other species in the plasma). The battery term, related to the gradient of electronic pressure, has an important
influence only when there are very strong gradients of pressure and density, which would not be the case of the
situations we are interested in. So, we do not take into account such term. In addition, we also neglect the effect of
gravity, since we are going to consider wavelengths that are shorter than the scale height. On the contrary, we retain
the term associated to Hall’s current and those related to resistivity, i.e., to collisions between electrons and the rest
of species. Hence, Ohm’s law can be written as
E = −V ×B + j ×B
ene
+ ηj +
1
ene
∑
t6=e
αet (Vt − V ) , (6)
where the parameter η is known as the coefficient of resistivity or magnetic diffusivity and is given by
η =
αep + αeH + αeHe + αeHeii + αeHeiii
(ene)
2 , (7)
the current density can be expressed as j = ene (V − Ve), and V is a weighted mean velocity of the ions, given by
V =
(∑M
i ZiniVi
)
/ne, with M the number of ionized species. The condition of quasi-neutrality for a plasma states
that
∑
s Zsns ≈ 0. Thus, the electron number density is ne ≈
∑M
i Zini.
As already explained in Paper I, the 5-moment transport approximation does not take into account the effects of
anisotropic pressures, thermal diffusion and thermal conduction. The inclusion of those effects would require the use
of higher-order moment approximations, like the ones detailed in, e.g., Schunk (1977).
3. ANALYSIS OF THE DISPERSION RELATION
We are interested in the study of the properties of small-amplitude incompressible perturbations in a homogeneous
plasma. Thus, to obtain the corresponding dispersion relation we can ignore the various continuity and pressure equa-
tions, retaining only the equations for momentum and electromagnetic fields, and assume a uniform static background.
The linearization process leads to the following equations
∂Vs
∂t
= −∇P1,s + Zse
ms
[
(Vs − V )×B0 + (∇×B1)×B0
eneµ0
+ η
∇×B1
µ0
]
+
Zs
nems
∑
t6=e
αet (Vt − V ) +
∑
t6=s
νst (Vt − Vs) ,
(8)
∂B1
∂t
= ∇×
V ×B0 − (∇×B1)×B0
eneµ0
− η∇×B1
µ0
− 1
ene
∑
t6=e
αet (Vt − V )
 , (9)
where νst = αst/ρs is the collision frequency between two species s and t, ρs = msns is the mass density of species
s, B0 is the background magnetic field, B1 is the perturbation of magnetic field, all the velocities are perturbed
quantities, Ampe`re’s law has been used to rewrite the current density as a function of the magnetic field, and P1,s is
the pressure perturbation of species s. We note that the pressure term has merely been included in Equation (8) for
consistency, but it vanishes for the incompressible perturbations considered here. Hence, the pressure term is absent
from the subsequent equations. In addition, the last term in Equation (8) can be expanded as follows:∑
t6=s
νst (Vt − Vs) =
∑
t6=s,e
νst (Vt − Vs) + νse (Ve − Vs) , (10)
which, since Ve = V − j/ene and by applying again Ampe`re’s law, can be rewritten as∑
t6=s
νst (Vt − Vs) =
∑
t6=s,e
νst (Vt − Vs) + νse (V − Vs)− νse∇×B1
eneµ0
. (11)
Hence, when resistivity is taken into account, even neutral species are affected by the magnetic field due to their
interaction with electrons (see, e.g., Zaqarashvili et al. 2011a; Soler et al. 2015a).
Then, we express the perturbations as proportional to exp (−iωt) to perform a normal mode analysis, where ω
is the frequency. We also impose that they are proportional to exp (ik · r) to perform a Fourier analysis in space,
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with k being the wave vector and r the position vector. We choose a reference frame in which B0 = (Bx, 0, 0) and
k = (kx, 0, 0) and, as in Paper I, define the following circularly polarized variables (see, e.g., Stix 1992; Cramer 2001)
Vs,± = Vs,y ± iVs,z , B1,± = B1,y ± iB1,z. (12)
The sign + corresponds to the left-hand polarization (L-mode), while the sign − corresponds to the right-hand
polarization (R-mode). Thanks to these transformations, Equations (8) and (9) can be written as
ωVs,±=Ωs
[
± (Vs,± − V±)− kx
eneµ0
B1,±
]
∓ i η
µ0
Zsekx
ms
B1,± + i
Zs
nems
∑
t6=e
αet (Vt,± − V±)
+ i
∑
t6=s,e
νst (Vt,± − Vs,±) + iνse (V± − Vs,±)± i νsekx
eneµ0
B1,±, (13)
ωB1,± = −kxBxV± ∓ k
2
xBx
eneµ0
B1,± − iηk
2
x
µ0
B1,± ± i kx
ene
∑
t6=e
αet (Vt,± − V±) , (14)
where Ωs = ZseBx/ms is the cyclotron frequency of species s. The two different polarizations are uncoupled, so that
we have two independent system of equations. To obtain the dispersion relation, we express each system in matrix
form,
A± · u± = 0, (15)
where u± = (Vp,±, VH,±, VHe,±, VHe ii,±, VHe iii,±, B1,±)
t
are the vectors of unknowns and A± are the coefficient matri-
ces, whose dimensions are 6 × 6 (the list of coefficients can be found in Appendix A). The dispersion relation is the
result of solving the characteristic equation of each matrix,
D± (ω, kx) ≡ detA± = 0. (16)
The expression resulting from the previous operation is too long to be shown here and must be solved numerically. By
means of these dispersion relations we are able to study the properties of waves excited both by an impulsive driver
or by a periodic driver. We note, however, that the prescribed temporal dependence exp(−iωt) removes the presence
of any transitory effect, i.e., we are assuming the stationary state of the wave propagation. The complete temporal
dependence will be solved in Section 4 by means of full numerical simulations.
3.1. Waves excited by an impulsive driver
To analyze the behavior of waves generated by an impulsive driver, we solve Equation (16) as a function of a real
wavenumber, kx, and assume that the frequency may be complex, ω = ωR+iωI . If ωI < 0, the perturbation is damped
in time, while if ωI > 0, the amplitude of the perturbation grows exponentially with time, but our model does not
include any physical mechanism that may cause such growth.
As subjects of our study we choose three solar plasmas with different degrees of ionization, which allows us to get a
more general insight into the effects of partial ionization on the propagation of waves. In the first place, we analyze
a region in the upper chromosphere, at a height of 2016 km over the photosphere, where the number density of ions
exceeds by an order of magnitude the number density of neutrals. Then, we turn to the analysis of a cool prominence,
where neutrals and ions have similar densities. And the third environment of our interest is a region in the lower
chromosphere located 500 km above the photosphere. The plasma in this last region is very weakly ionized. The
parameters corresponding to each one of those environments are shown in Tables 2 and 3. The collision frequencies of
Table 3 are computed from the friction coefficients given by Equations (2) and (4). We note that Table 3 only shows
half of the total of collision frequencies involved in the problem; the remaining collision frequencies can be computed
taking into account that αst = αts, so that ρsνst = ρtνts. The values of the magnetic field for the chromospheric regions
are obtained from the semi-empirical model of Leake & Arber (2006), which represents the magnetic field strength in
a chromospheric expanding flux tube as
|B0| = Bph
(
ρ
ρph
)0.3
, (17)
where ρ is the total density at the given height, and Bph and ρph are the magnetic field and the total density,
respectively, at the photospheric level. We use the values Bph ≈ 1500 G and ρph ≈ 2 × 10−4 kg m−3. The Alfve´n
speed, cA, is given by
cA =
|B0|√
µ0ρi
, (18)
6where ρi is the sum of the densities of the ionized species.
Table 2: Parameters of different solar plasmas
Region I II III
np (m
−3) 7× 1016 1.4× 1016 1.9× 1016
nH (m
−3) 6× 1015 2× 1016 2.7× 1021
nHe (m
−3) 1015 2× 1015 2.7× 1020
nHe ii (m
−3) 6× 1015 – 6.5× 1011
nHe iii (m
−3) 1015 – 7.2
T (K) 20000 10000 4700
B0 (G) 22 10 480
cA (km s
−1) 153 184 7600
Ωp (rad s
−1) 210740 95800 4.6× 106
ΩHe ii (rad s
−1) 52685 23950 1.15× 106
ΩHe iii (rad s
−1) 105370 47900 2.3× 106
Regions I and III correspond to the chromosphere at heights 2016 km
and 500 km above the photosphere, respectively; temperatures and
number densities are taken from the Model F of Fontenla et al. (1993).
Region II represents a prominence at an altitude of 10000 km and gas
pressure of Pg = 0.005 Pa according to Heinzel et al. (2015). The values
of the magnetic fields are typical values of the given plasmas, see, e.g.,
Leake & Arber (2006).
Table 3: Collision frequencies
Region I II III
νpH
∗ 120 270 2.5× 107
νpHe 2.5 3.5 320000
νpHe ii 2000 – 1.7
νpHe iii 1260 – 7× 10−11
νpe 660 330 1240
νHHe 3.5 5.2 480000
νHHe ii 3.2 – 2× 10−4
νHHe iii 0.2 – 8× 10−16
νHe 7.5 1 0.9
νHeHe ii 29 – 1.5× 10−3
νHeHe iii 0.03 – 10
−16
νHee 0.6 0.1 0.1
νHe iiHe iii 540 – 4× 10−11
νHe iie 170 – 320
νHe iiie 640 – 1200
*: Collision frequencies are given in Hz.
The results of solving the dispersion relation with parameters corresponding to the upper chromospheric region
are shown in Figure 1. Only the solutions with ωR > 0 are represented in these plots (the solutions with ωR < 0
are symmetric with respect to the horizontal axis but with the opposite polarization). To understand the influence
of resistivity, we analyze two different situations: on the left panels the effect of collisions with electrons has been
included, while on the right panels it has not been taken into account. We see that the R mode is greatly affected by
resistivity at large wavenumbers: it causes a stronger damping of this solution. On the other hand, its effect on the L
modes is almost negligible compared to that of the other types of collisions. This huge contrast in the way resistivity
affects each polarization can be understood as follows. Electrons are frozen to the magnetic field because we have
neglected their inertia. On the contrary, ions, whose direction of gyration coincides with the rotation of the left-hand
polarized waves, are not as tight to the magnetic field at high frequencies due to Hall’s effect. Thus, the velocity drifts
between electrons and ions, Ve − Vi, are larger when the gyration of ions is opposite to the rotation of waves, i.e., for
the R modes. Consequently, friction forces are larger for R modes than for L modes.
The right panels of Figure 1 can be also compared with Figure 6 of Paper I, where the fully ionized case in the
absence of resistivity was considered. It can be seen that in both plots the real part of the four solutions associated
to the ionized species is almost identical, with the dissimilarities appearing in the imaginary part: the inclusion of
collisions with neutrals produces a larger damping on the four modes. This enhanced damping is more obvious in
the Alfve´nic modes at low wavenumbers. Hence, we arrive to the conclusion that at low wavenumbers the damping
of waves is dominated by the collisions with neutrals, while the contribution of collisions between ionized species is
more important at high wavenumbers. The reason of this behavior is that waves are more efficiently damped when
the collision frequency is closer to the oscillation frequency, ν ≈ ω, see, e.g., Leake et al. (2005); Zaqarashvili et al.
(2011a); Soler et al. (2013b), and, as shown in Table 3, the interactions with neutrals have lower frequencies than the
collisions between ions.
Another remarkable difference that arises in the partially ionized case with respect to the fully ionized one is the
appearance of two additional modes associated to the two neutral species, represented in Figure 1 by blue lines.
These solutions have received the names of vortex modes (Zaqarashvili et al. 2011b) or forced neutral oscillations
(Vranjes & Kono 2014). When there are no collisions with neutrals, these modes do not propagate, since they have
ω = 0. But due to the interaction between the neutrals and the ions, the frequency of these modes becomes different
from zero, although with |ωR| ≪ |ωI |; hence, such modes are heavily overdamped.
Now, we turn to the case of a plasma with properties akin to those in solar prominences. The results are shown
in Figure 2. We recall that Table 2 does not provide data about the abundances of the helium ions in this plasma.
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Figure 1: Solutions of Equation (16) for the case of an impulsive driver and upper chromospheric conditions, with
resistivity (left panels) and without (right). Top: normalized frequency, ωR/Ωp, as a function of the normalized
wavenumber, kxcA/Ωp; bottom: absolute value of the normalized damping, |ωI |/Ωp, as a function of the normalized
wavenumber. The blue lines are associated to the presence of neutral species. The solid black lines represent the
Alfve´n frequency, ωA. The horizontal dotted lines represent the cyclotron frequencies of the three ionized species, with
Ωp > ΩHeiii > ΩHeii.
Hence, the modes associated to those species are not represented in this graphic. The effect of the large abundance of
neutrals and their coupling with ions can be clearly distinguished at low wavenumbers in the top panel: the Alfve´nic
modes do not oscillate with the classical Alfve´n frequency, ωA = kxcA, but with a smaller modified Alfve´n frequency
given by
ω˜A = kxc˜A =
ωA√
1 + ρn/ρi
, (19)
where ρn is the sum of the densities of the neutral species. This equation is a generalization of Equation (27) from
Soler et al. (2013b) or Equation (19) from Zaqarashvili et al. (2013), applicable when the collision frequencies between
neutrals and ions are much larger than the Alfve´n frequency. In that limit, the coupling between all the species is so
strong that they behave as a single fluid and the inertia of neutrals must be taken into account in the description of
Alfve´n waves. Then, it can be seen that as the wavenumber rises and the Alfve´n frequency is no longer much lower
than the collision frequencies, the oscillation frequencies of these modes tend to ωA before splitting into two different
branches. The damping of these solutions is small at low wavenumbers but becomes important for larger values,
particularly in the case of the R mode, which is the most affected by collisions with electrons.
The vortex modes shown in Figure 2 have much lower oscillation frequencies than the Alfve´nic modes. This is due
to their excitation being indirectly caused by the magnetic field through the collisions of neutrals with the ions. On
the other hand, their damping is higher at low wavenumbers. Thus, these modes are much more short-lived.
8Figure 2: Solutions of Equation (16) for the case of an impulsive driver and prominence conditions. The colors and
styles are the same as in Figure 1, with the addition of a green dotted line that represents the normalized modified
Alfve´n frequency, ω˜A/Ωp.
Using a two-fluid model to describe Alfve´n waves in a partially ionized hydrogen plasma, Soler et al. (2013b) found
approximate expressions for the damping of the evanescent or vortex mode that appears in such plasma. In the limit
when the collision frequency is much smaller than the Alfve´n frequency, they found that the damping is given by
ωI,vort ≈ −νHp, while in the opposite limit, it is given by ωI,vort ≈ −(1 + χ)νHp, where χ = ρH/ρp. Here, according
to the bottom panel of Figure 2, we obtain a similar behavior of the two vortex modes at the mentioned limits: they
tend to a constant value in each limit, with the damping being larger at low wavenumbers, where ν ≫ kxcA. A precise
expression for those limiting values is not provided, since it involves a combination of a great number of parameters
and its calculation is not as straightforward as the one obtained by Soler et al. (2013b).
The L-mode represented by a dotted line in the top panel of Figure 2 displays a very sharp minimum in frequency
at about kxcA/Ωp ≈ 5 × 10−4. We have checked that this behavior is not found when collisions between electrons
and neutral species are not considered. Hence, it is a consequence of the electron-neutral interaction. Also, we note
that this sharp minimum is just apparent and is caused by the way in which the solutions are represented in Figure
2. This is better illustrated by Figure 3, where the solutions with ωR < 0 are also plotted. Due to the collisions with
electrons, the L vortex modes have ωR < 0 at low wavenumbers, and they change to ωR > 0 when the wavenumber
increases. The contrary happens to the R modes.
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Figure 3: Magnification of the low-wavenumber and low-frequency region of the top panel of Figure 2 (including also
the solutions with ωR < 0). The blue lines represent the L modes, while the orange lines represent the R modes.
Next, Figure 4 shows the results which correspond to a plasma in the low chromosphere at a height of 500 km above
the photosphere. Here, the abundance of neutral particles is several orders of magnitude larger than the abundance
of ions. In addition, the large densities lead to high values of the collision frequencies. Both circumstances provoke
a huge departure of the modified Alfve´n frequency from ωA, as it can be checked in the top panel. Moreover, in this
case, it is difficult to distinguish between the vortex, Alfve´nic and ion-cyclotron modes because their properties seem
to be mixed up. For instance, at low wavenumbers there is one solution that in the previous cases was referred to as a
vortex mode but that here has a higher oscillation frequency than the Alfve´nic modes, and that for large wavenumbers
tends to the proton cyclotron frequency, as if it were an ion-cyclotron wave. Also, the L mode that emerges from
the Alfve´nic branch does not tend to the cyclotron frequency of any ion but to the value Ωp/(1 + χ), as if it were an
effective cyclotron frequency (Mueller 1974) for this plasma. These results point out the dramatic effect of neutrals
on the behavior of the waves in conditions of very low ionization.
A more complete comprehension of the properties of the perturbations can be obtained through their quality factors,
which can be defined as Qω ≡ 1/2|ωR/ωI |. A perturbation is underdamped, overdamped or evanescent if Qω > 1/2,
Qω < 1/2 or Qω = 0, respectively. Figure 5 shows the quality factors of (a) the solutions for the case of the higher
chromosphere with resistivity, (b) the case of the prominence, and (c) the lower chromosphere. It can be seen that,
in the three studied regions, the vortex modes are overdamped, specially at low wavenumbers, and, hence, the energy
associated to these modes is not transported far from where the perturbation appears but it is dissipated in situ. The
remaining perturbations are underdamped. The R mode (red solid line) has the larger Qω of all modes at all values
of kxcA/Ωp, except for the case of the lower chromosphere: in panel (c) it can be seen that there is a region, between
kxcA/Ωp ≈ 10−3 and kxcA/Ωp ≈ 2, where one of the cyclotron modes has a larger value of Qω. We note that none of
the modes is evanescent.
According to, e.g., Kulsrud & Pearce (1969), Pudritz (1990) or Soler et al. (2013b), a two-fluid partially ionized
plasma may present regions of wavenumbers where all modes are evanescent: oscillatory modes are suppressed in those
cutoff intervals due to the strong friction caused by the collisions of ions with neutrals. Such regions appear when the
condition χ > 8 is fulfilled, as it is the case of the region of the lower chromosphere studied here. But later, Soler et al.
(2015a), using a model that included the effects of Hall’s term, resistivity, electron inertia and viscosity, showed that in a
more realistic situation there are no strict cutoffs. They found that Alfve´n waves may be underdamped or overdamped
depending on the specific physical parameters of the plasma but that those modes can always be excited, due to the
effect of Hall’s current (see, e.g., Lighthill 1960; Pandey & Wardle 2008; Zaqarashvili et al. 2012) and electron inertia.
The results shown in Figure 5(c) agree with those of Soler et al. (2015a) regarding the absence of strict cutoffs. Since
here we have not considered the electron inertia, the mechanism that causes the removal of the cutoffs is Hall’s current:
electrons dynamics is different than that of ions and they stay more coupled to the magnetic field than ions, which are
greatly affected by collisions with neutrals, allowing the propagation of Alfve´n waves.
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Figure 4: Solutions of Equation (16) for the case of an impulsive driver and parameters that correspond to a region
in the low chromosphere. The colors and styles are the same as in Figure 1, with the addition of a green dotted line
that represents the normalized modified Alfve´n frequency.
Nevertheless, the regions of the solar chromosphere analyzed by Soler et al. (2015a) do not coincide with those
studied in the present paper and, hence, a direct comparison between the results of the two investigations cannot
be made. Those authors explored an altitude range from 600 km to 2000 km, while we have focused only in two
heights that are outside of that range (500 km and 2016 km). Thus, to perform an appropriate comparison, we now
compute the quality factor of waves at an altitude of 1175 km over the photosphere, using again the abundances given
in Fontenla et al. (1993). At such height, the magnetic field is B0 ≈ 110 G and the temperature is T ≈ 6500 K.
Figure 6 shows that there is an interval of wavenumbers, between kxcA/Ωp ≈ 10−2 and kxcA/Ωp ≈ 0.1, where all the
displayed modes are overdamped. This is in good agreement with the results represented in Figure 3(b) and (d) of
Soler et al. (2015a). Thus, although there are no strict cut-off regions in the middle chromosphere either, an interval of
wavenumbers for which the solutions are overdamped remains even when Hall’s current and electron-neutral collisions
are taken into account.
3.2. Waves excited by a periodic driver
The study of waves generated by a periodic driver is carried out by solving Equation (16) as a function of a real
frequency, ω. The resulting wavenumbers may be complex, kx = kR + ikI . If ω > 0, the perturbations propagate
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Figure 5: The panels (a), (b) and (c) represent the quality factors of the solutions shown in the left panels of Figure
1, in Figure 2 and in Figure 4, respectively. The grey areas correspond to values of Qω < 1/2, where the waves are
overdamped.
Figure 6: Quality factor of waves excited by an impulsive driver in a plasma with conditions of the chromosphere at a
height of 1175 km over the photosphere (for the sake of clarity, the cyclotron modes associated to the helium ions are
not plotted here).
along the positive direction of the x-axis if kR > 0 and along the negative direction if kR < 0, and they are spatially
damped when sgn(kI) = sgn(kR).
We recall that when collisions between all the different species are not considered, resonances appear at the ions’
cyclotron frequencies (Cramer 2001). At a resonance, the wavenumber tends to infinity, which leads to a null phase
speed, i.e., the perturbation does not propagate. The energy of the driver is used in increasing the amplitude of the
perturbation of the ion associated to the given cyclotron frequency. Moreover, after the resonances there are cutoff
regions where the perturbations become evanescent. Here, we are interested in the effects that collisions with neutral
species have on such resonances and cutoffs.
As in the previous section, we start analyzing a region in the chromosphere at an altitude of 2016 km over the
photosphere. The results are shown in Figure 7, where comparisons of several situations are made. In the first place,
the left panels display a comparison between the case in which all the types of collisions are considered and the one in
which the interaction with neutrals is neglected. The comparison of these two scenarios informs us that the effect of
neutrals is particularly important in the low-frequency range, where it produces a remarkably stronger damping than
when only collisions between ionized species are taken into account. At higher frequencies, there are no appreciable
differences between the two situations, which means that the collisions with neutrals are not as relevant as the collisions
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Figure 7: Solutions of Equation (16) for the case of a periodic driver and parameters corresponding to a region in
the high chromosphere (region I from Table 2). The wavenumber and the spatial damping are shown as functions of
the frequency in the top and the bottom panels, respectively. The thin black lines on the left panels represent the
solutions when the collisions with neutrals have been ignored. On the right panels, the thin black lines represent the
case without resistivity. The diagonal black line corresponds to the Alfve´n frequency, ωA. The red lines correspond
to the case where all the effects have been taken into account. The dotted vertical lines mark the position of the
frequencies of resonances, with Ωp > ΩHe iii > ΩHe ii.
between ions.
On the right panels of Figure 7, the case that includes all the collisions between the species is compared with the
situation in which resistivity is ignored. It can be seen that the inclusion of resistivity produces a larger damping of
the R mode at high frequencies, while the damping of the L mode is not modified. However, concerning the real part
of the wavenumber, it is the ion-cyclotron mode the one who is more affected: at high frequencies, it has a larger
wavenumber when collisions with electrons are involved and, hence, it propagates at a smaller speed. The real part
of the wavenumber of the R mode shows no variations. In addition, by inspecting any of the four panels it can be
checked that all the solutions are finite at the cyclotron frequencies, which means that the resonances are removed due
to the friction between species. The cutoffs regions are removed as well.
Now, we turn our attention to environments in which neutrals are the most abundant species. The results are shown
in Figure 8, with the left and right panels corresponding to the prominence and the low chromosphere, respectively.
It can be seem that, for any of the two environments, on the left area of the plots, where the frequency of the driver
is smaller than the collision frequencies, all the fluids are strongly coupled and the wavenumber of the oscillation is
larger than in the fully ionized case. Thus, the perturbation propagates at a slower speed, given by c˜A. Moreover,
since all the species behave in that range almost as a single fluid, the spatial damping of the perturbation is smaller
than at higher frequencies, where the coupling is not as strong and the frictional force increases due to the velocity
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Figure 8: Normal modes of perturbations excited by a periodic driver. The left panels correspond to prominence
conditions, while the right panel correspond to conditions of a region in the low chromosphere. The green dotted line
on the top right panel represents the wavenumber related to the modified Alfve´n speed. The vertical blue lines on the
right panels represent the position of the Hall frequency, ωH.
drifts between the species.
As the frequency of the driver is increased, the separation between the L and the R modes becomes evident. For the
case of the prominence, the separation occurs when the frequency of the driver approaches the ion cyclotron frequency,
similar behavior as those shown in Figure 7 or in the fully ionized plasmas studied in Paper I. However, the right
panels of Figure 8 show that when the abundance of neutrals is much higher than the abundance of ions and there is
a very strong coupling between them, the split appears at values much lower than the cyclotron frequencies.
By means of a single-fluid description of three-component plasmas (electrons, ions and neutrals), Pandey & Wardle
(2008) and Pandey & Dwivedi (2015) found that the effect of Hall’s current becomes important and, hence, there is
a clear distinction in the properties of the L and R waves when the frequency ω is of the order of or larger than the
so-called Hall frequency, which is defined as
ωH =
ρi
ρi + ρn
Ωi. (20)
We note that this parameter coincides with the effective cyclotron frequency mentioned in Section 3.1. In a fully
ionized plasma, the Hall frequency matches the ion cyclotron frequency. In contrast, when a weakly ionized plasma is
considered, e.g., in the lower solar chromosphere, ωH ≪ Ωi and Hall diffusion has a great influence on the dynamics
of the plasma even at very low frequencies. The results shown in the right panels of Figure 8 are consistent with the
findings of Pandey & Wardle (2008) and Pandey & Dwivedi (2015) and it can be checked that the position of the peak
that appears in both the top and the bottom panels corresponds to the Hall frequency, ωH ≈ 5× 10−6Ωp.
To conclude this section, we analyze the quality factor, Qk ≡ 1/2|kR/kI |, of the solutions described in the previous
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Figure 9: Quality factor, Qk, of waves excited by a periodic driver. The left panel corresponds to the results shown
on the left panels of Figure 7. The middle and the right panels correspond to the results shown on the left and right
panels of Figure 8, respectively.
paragraphs. Figure 9(a), (b) and (c) represent the quality factor of the normal modes shown in the left panels of
Figure 7, and the left and right panels of Figure 8, respectively. Figure 9(a) indicates that the low frequency modes
have a smaller Qk when collisions with neutrals are taken into account. In both cases, Qk is of the order of or larger
than ≈ 100, which means that the perturbations are underdamped. At higher frequencies, the L and R display very
contrasting behaviors. The quality factor of the former tends to the critical value Q = 1/2 when the frequency of
the driver approaches the lower ion cyclotron frequency and finally crosses that boundary at the higher ion cyclotron
frequency, meaning that it becomes overdamped. On the other hand, the R mode stays in the underdamped area.
Similar behavior is found in Figure 9(b), although the Alfve´nic modes have a lower Qk due to a larger presence of
neutrals in this plasma that produces a greater friction and dissipation of the energy carried by the perturbation. Figure
9(c), which represents the weakly ionized environment of the low chromosphere, shows that the point where the L
mode becomes overdamped coincides with the Hall frequency given by Equation (20) and that there are approximately
two orders of magnitude of difference between the quality factors of the two polarizations even at low frequencies.
Again, we are interested in comparing our results with those detailed in Soler et al. (2015a). Thus, we choose the
same region of the chromosphere as in the previous section to perform the comparison. The results are plotted in
Figure 10. In slight contrast with what is shown in Figure 4(b) and (d) of Soler et al. (2015a), we find small differences
in the quality factor of the two polarizations for frequencies lower than 0.1Ωp. This slight discrepancy may be caused
by some of the effects that Soler et al. (2015a) included in their model, like the viscosity of each species or the electron
inertia, which have been neglected in the present paper. Nevertheless, the two investigations agree with respect to the
fact that neither mode is overdamped. At higher frequencies, we find again larger dissimilarities in the behavior of
each mode but we cannot compare this frequency range with the investigation of Soler et al. (2015a) because they did
not explore it.
4. NUMERICAL SIMULATIONS
In this section, we explain the results of using the numerical code MolMHD (see Paper I and references therein for
more details) to compute the temporal evolution of small-amplitude perturbations on homogeneous partially ionized
plasmas, and compare then to the analyses described in the previous sections. We recall that the code is nonlinear
but that, as in Paper I, we focus mainly on the linear effects. All the simulations described in this section are
one-dimensional.
4.1. Impulsive driver
Here, the propagation of waves excited by an impulsive driver is studied by imposing an initial perturbation with a
Gaussian profile,
f(x, t = 0) = f0 exp
(
−
(
x− x0√
2σx
)2)
, (21)
where f0 is the amplitude of the perturbation, x0 the position of the peak of the Gaussian function, and σx the root-
mean-square width, which is related to the full width at half maximum (FWHM) by the formula FWHM = 2
√
2 ln 2σx.
The perturbation is superimposed to an static medium with a background magnetic field given by B0(x) = (B0, 0, 0).
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Figure 10: Quality factor of waves excited by a periodic driver in a plasma with conditions of the chromosphere at a
height of 1175 km over the photosphere.
In the first place, we perform a simulation with the set of parameters from Table 2 which corresponds to a prominence.
The initial perturbation is applied to the y-component of the velocity of every species, Vs,y(x, t = 0). Since we are
interested in the linear regime, the amplitude of the perturbation should be much lower than the Alfve´n speed. Thus,
we choose the value Vy,0 = 10
−3cA. The initial position of the peak is x = 0, while the domain of the simulation is
x ∈ [−l, l], with l = 2 × 105 m, and FWHM = 1.5 × 104 m. The results of this simulation are shown in Figure 11.
It can be seen that protons and hydrogen are strongly coupled and that they behave almost as a single fluid. On
the other hand, the coupling is weaker in the case of helium. Thus, the perturbation of the proton-hydrogen fluid is
propagating approximately at the modified Alfve´n speed, c˜A, while the helium fluid is trailing behind at a slightly
slower speed. As time advances, the initial perturbation splits in two smaller Gaussian-like functions that propagate
in opposite directions. In a case without collisions, the amplitude of each bulge would be one half of the original and
it would remain constant during the whole simulation. But here, their amplitudes decrease with time; moreover, the
shapes of the perturbations are not symmetric with respect to the position of their peaks and their FWHMs increase
with time. Such departure from the collisionless behavior is caused by the loss of kinetic energy and the dispersion of
the normal modes due to the friction.
Now, we simulate the temporal evolution of a perturbation in the lower chromosphere. For this problem, we use a
characteristic length of l = 2.5×105 m. The results are shown in Figure 12. We note that the motions of the singly and
doubly ionized helium fluids are not represented here because a) their abundances are negligible compared to those of
protons, neutral hydrogen and neutral helium, and b) they are strongly coupled to the proton fluid due to the action
of the magnetic field. The simulation illustrates the high level of coupling that exists between the neutrals and ions
in the chosen region: their perturbations propagate together at the modified Alfve´n speed (c˜A ≈ 17 km s−1), which is
much smaller than the Alfve´n speed (cA ≈ 7600 km s−1) due to the density of neutrals being much higher than that
of ions.
It is interesting to study the evolution of the different components of the energy density during the simulations. The
kinetic, magnetic and internal components of the energy density are defined as
eK =
1
2l
∫ l
−l
1
2
∑
s
ρs(x)Vs(x)
2 dx, (22)
eB =
1
2l
∫ l
−l
1
2
B1(x)
2
µ0
dx, (23)
eP =
1
2l
∫ l
−l
∑
s
P1,s(x)
γ − 1 dx, (24)
respectively. We note that for the magnetic and the internal energy we only take into account the perturbed values
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Figure 11: Simulation of waves generated by an impulsive driver with a Gaussian profile for prominence conditions.
The red solid line corresponds to the protons, the blue dashed line shows the motion of neutral hydrogen and the
green dotted-dashed line corresponds to the neutral helium. The dotted vertical line represents the position of points
moving at Alfve´n speed, while the vertical dotted-dashed line represents a motion at the modified Alfve´n speed, c˜A.
(An animation of this figure is available)
and not the background ones. The behavior of these variables during the simulations shown in Figures 11 and 12 is
represented in the left and the right panels of Figure 13, respectively. It can be seen that the kinetic energy of the
initial perturbation is transformed into magnetic and internal energy and that from certain time step the kinetic and
the magnetic components have the same magnitude, i.e., there is equipartition of magnetic and kinetic energy. The
relative increase of internal energy is larger for the case of the prominence (left panel) than for the low chromosphere
(right). This is due to a greater friction force caused by larger velocity drifts. In the prominence, the species are not
as strongly coupled as in the lower chromosphere and, thus, there are higher differences in their velocities. We recall
that the energy transfer due to elastic collisions, Equation (1), is directly proportional to the collision frequencies but
it has a quadratic dependence on the velocity drifts. Nevertheless, this heat transfer is a nonlinear effect and, since
the perturbations studied here are in the linear regime, the increase of internal energy due to the perturbed pressures
is negligible compared with the internal energy associated to the total background pressure.
4.2. Periodic driver
The simulations of waves excited by a periodic driver are performed by imposing at a determined point of the domain
a perturbation given by a periodic function of time. As shown in Paper I, depending on the chosen driver, it may
possible to excite both the L and R modes or only one of them.
In Figure 14, we show the results of several simulations of waves excited by a periodic driver using the physical
conditions that correspond to the region I of Table 2, i.e., the high chromosphere. The driver, applied to the point
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Figure 12: Simulation of waves generated by an impulsive driver with a Gaussian profile for conditions of the lower
chromosphere.
(An animation of this figure is available)
Figure 13: Temporal evolution of the total energy density, eT (blue solid lines), kinetic energy density (red dotted-
dashed lines), magnetic energy density (green dashed lines) and internal energy density (black dotted lines). The left
and right panels correspond to the simulations shown in Figures (11) and (12), respectively.
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x = 0, is given by
Vs(x = 0, t) =
 0V0 cos (ωt)
−V0 sin (ωt)
 (25)
and
B1(x = 0, t) =
 0B1,0 cos (ωt)
−B1,0 sin (ωt)
 , (26)
which produces the excitation of the L mode. The amplitude of the magnetic field perturbation is given by B1,0 =
−|B0|V0/cA. To assure that the simulations correspond to the linear regime, we use the value V0 = 10−3cA.
Figure 14(a) shows that, at a driving frequency of ω = 10−4Ωp, there is a strong coupling between all the species
and the perturbation travels at the speed c˜A. In addition, the damping of the wave is in good agreement with that
predicted by the dispersion relation (see the envelope of the wave, represented by the black dotted lines). When the
frequency of the driver is increased, it can be found that the species begin to uncouple. This behavior can be noticed
in Figure 14(b), where the first species to uncouple from the others is the neutral helium. The reason is that the
driving frequency, ω = 10−3Ωp ≈ 210 rad s−1, is larger than the collision frequencies of the helium, for instance,
νpHe ≈ 2.5 Hz, νHep ≈ 43 Hz or νHHe ≈ 3.5 Hz, but is of the order of or smaller than the collision frequencies of the
other species, e.g., νpH ≈ 120 Hz or νHp ≈ 1400 Hz. Thus, during one period of the oscillation, neutral helium particles
do not collide frequently enough with the other species for the neutral helium fluid to completely follow the magnetic
field oscillations.
If the driving frequency is increased up to ω = 10−2Ωp, the hydrogen fluid starts to exhibit a similar behavior as
the one explained for helium in the previous paragraph, as it can be checked in Figure 14(c). Now, the interaction
of neutral helium with the other species is even weaker than before and the amplitude of its oscillation is greatly
reduced. Finally, Figure 14(d) shows that at frequencies of the order of ω = 0.1Ωp ≈ 21000 rad s−1 even the ionized
species begin to uncouple from each other, due to the fact that ω is in this case larger than νpHe ii, νHe iip, νpHe iii or
νHe iiip. At these frequencies, there is almost no interaction with the neutral species, and at even higher frequencies
the perturbation behaves as if the medium were fully ionized ignoring the presence of neutrals, situation that has
already been studied in Paper I. Hence, there is almost no propagation of the perturbation in the neutral fluids at the
high-frequency range.
Now, we turn briefly our attention to the region of the lower chromosphere, where, according to Figure 9(c), the L
mode is overdamped at frequencies larger than ωH . Figure 15 represents a simulation with a driver given by
Vs(x = 0, t) =
 0V0 cos (ωt)
−V0 sin (ωt)
 , (27)
and a frequency of ω = 10−3Ωp. A total of N = 2001 points have been used to cover the domain x ∈ [0, 2] km, but
only the section x ∈ [0, 0.5] km is shown in the plot. While the relevant physical behavior occurs in the displayed
section, the larger domain is used to avoid possible unwanted numerical effects caused by the rightmost boundary.
It can be seen that there is a weak coupling between the motion of ions and neutrals. Neutrals stay almost at rest,
except close to x = 0, while the driver causes a motion in the ions that is spatially overdamped. We note that, as in
the previous cases, the results of the simulation are in good agreement with the solutions obtained from the dispersion
relation analyzed in Section 3. However, a small oscillation appears in the left area that does not correspond to any
of the normal modes given by the dispersion relation. Such oscillation is due to a numerical effect: we have checked
that its extension and amplitude depends on the spatial resolution used in the simulation.
5. CONCLUSIONS
In this paper, we have continued the theoretical investigation of high-frequency waves in multi-fluid plasmas that was
started in Paper I. The main difference with Paper I is that here we have allowed the plasma to be partially ionized, so
we have added the dynamics of neutrals. This enables us to apply our multi-fluid model to partially ionized plasmas of
the solar atmosphere. We have studied three specific cases which correspond to similar physical properties than those
which can be found in the higher chromosphere (where χ < 1), a prominence (with χ > 1) and the lower chromosphere
High-frequency waves in partially ionized plasmas 19
(a) ω = 10−4 Ωp (b) ω = 10
−3 Ωp
(c) ω = 10−2 Ωp (d) ω = 10
−1 Ωp
Figure 14: Simulations of waves generated by a periodic driver with different frequencies in a region of the solar
chromosphere at a height of 2016 km over the photosphere. The red solid, blue dashed and green dotted-dashed
lines represent the y-component of the velocity of protons, neutral hydrogen and neutral helium, respectively. The
red diamonds and the black crosses represent the singly and the doubly ionized helium, respectively. The vertical
dotted and dotted-dashed lines represent the position of points moving at the Alfve´n and the modified Alfve´n speeds,
respectively. The remaining black dotted lines show the damping computed from the dispersion relation.
(a weakly ionized plasma with χ≫ 1). The investigation and comparison of environments with such different degrees
of ionization lead to a better understanding of the influence of neutral species on the propagation of small-amplitude
perturbations. In addition, we have also incorporated the effect of Ohm’s diffusion or magnetic resistivity in a more
complete version of the generalized Ohm’s law, which improves the description of the physics involved in the damping
and dissipation of the waves. This improvement has allowed us to check that resistivity has a negligible influence
on the properties of low frequency waves but that it becomes an important effect when the frequency is increased,
provoking a remarkably rise of the damping of the R modes.
Previous works (see, e.g., Piddington 1956; Haerendel 1992; Forteza et al. 2007; Soler et al. 2009a; Zaqarashvili et al.
2011a,b; Soler et al. 2012) have already demonstrated that the inclusion of neutral components in the plasma modifies
the oscillation period of the low frequency Alfve´n waves and produces a damping on the perturbations. We have
confirmed those findings and, moreover, we have explored a larger range of frequencies to investigate the effects of
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Figure 15: Simulation of waves generated by a periodic driver with frequency ω = 10−3 Ωp in a region of the solar
chromosphere at a height of 500 km over the photosphere. The meaning of the colors and styles of the lines is the
same as in Figure 14.
(An animation of this figure is available)
elastic collisions on the ion-cyclotron and the R modes. For instance, in the case of the higher chromosphere, we have
found that the damping of the Alfve´n waves is dominated by collisions with neutrals, while the damping of the higher-
frequency L and R modes is dominated by collisions with ions and electrons. Such behavior is explained by the fact that
the damping is more efficient when the collision frequency is of the order of the oscillation frequency (Zaqarashvili et al.
2011a; Soler et al. 2013b) and that collisions with neutrals have lower frequencies than those between ions.
At high enough frequencies, the properties of the L modes clearly diverge from those of the R modes due to the effect
of Hall’s current (Lighthill 1960; Cramer 2001). For instance, the quality factors of the R modes are larger than those
of the L modes. In a fully ionized plasma, this separation occurs at oscillation frequencies of the order of the lower
cyclotron frequency. However, if the plasma is weakly ionized and the ion-neutral collision frequency is comparable to
or larger than the cyclotron frequency, the effective gyrofrequency of ions is greatly reduced (Pandey & Wardle 2006,
2008) and Hall’s term must be taken into account for frequencies of the order of ωH, which is much smaller than Ωi.
Here, we have found that, for the case of the lower chromosphere, Hall’s current plays a very important role in the
propagation of waves even for frequencies as low as 20 rad s−1, approximately.
In Paper I we showed that momentum transfer collisions between ions remove the cyclotron resonances and cutoffs
that appear in the collisionless case when a periodic driver is considered, a result which coincides with the findings of
Rahbarnia et al. (2010). In the present paper, we have found that friction due to collisions with neutral species causes
a similar effect. Hence, waves can propagate at any frequency, although they are greatly damped at frequencies higher
than ωH.
Furthermore, in good agreement with Soler et al. (2015a), we have shown that in weakly ionized plasmas there are
no strict cutoffs for Alfve´n waves generated by an impulsive driver, but that there may be intervals of wavenumbers
where the perturbations are overdamped.
The simulations of waves excited by an impulsive driver have shown that, with the physical conditions considered for
a solar prominence and for a region in the lower chromosphere, there is a strong coupling between all the species that
compose the plasma. Therefore, a perturbation generated by an initial Gaussian profile propagates at the modified
Alfve´n speed, c˜A, which in the case of the lower chromosphere is approximately two orders of magnitude smaller than
the classic Alfve´n speed. This behavior agrees with the results obtained from the analysis of the dispersion relation.
The simulations also reflect that the friction force caused by collisions dissipates a fraction of the kinetic energy of
the initial perturbation and transforms it into internal energy, which implies an increment of the temperature of the
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plasma. However, this heating is a nonlinear effect and, due to the small amplitude of the perturbations investigated
in the present paper, the temperature rise obtained is negligible compared to the background value. The subject
of the heating of the solar atmosphere by MHD waves is of enormous interest (see, e.g., De Pontieu et al. 2001;
Khodachenko et al. 2004, 2006; Labrosse et al. 2010; Heinzel et al. 2010; Arregui 2015; Gilbert 2015; Soler et al. 2016)
and in the forthcoming third and final paper of this series we will apply our model to the investigation of the heating
caused by large-amplitude perturbations in partially ionized plasmas.
Finally, the simulations of waves generated by a periodic driver have shown that as the frequency of the driver is
increased, the different species begin to uncouple. Neutral species only remain strongly coupled to the ions at low
frequencies. In the high-frequency limit, the plasma behaves almost as if it were fully ionized, with a minimal influence
from the neutral components. In addition, we have checked numerically the prediction from the dispersion relation for
the region of the lower chromosphere that the L mode is strongly overdamped if ω > ωH: the kinetic energy of the
perturbation is completely dissipated in a few hundreds of meters from its point of origin.
It would have been interesting to study the case of the photosphere, but in that environment the number densities are
extremely large, what leads to huge collision frequencies. Due to the CFL condition, our numerical code would require
the use of extraordinarily tiny time steps. Moreover, when such high frequencies are involved it is more appropriate to
resort to hybrid fluid-kinetic or fully kinetic models. Another issue worth of consideration in forthcoming investigations
is the effect of inhomogeneities, which may provoke a different response in each species of the multi-component plasmas.
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APPENDIX
A. COEFFICIENTS OF THE MATRICES A±
A11,± = (ω ∓ Ωp)± ZpnpΩp
ne
+ i(νpH + νpHe + νpHe ii + νpHe iii + νpe) + i
Z2pn
2
pe
2
ρp
η − i2Zpnp
ne
νpe (A1)
A12,± = ±ZHeiinHe iiΩp
ne
− iνpHe ii + iZpnpZHe iinHe iie
2
ρp
η − iZHeiinHe ii
ne
νpe − iZpnp
ne
αHe iie
ρp
(A2)
A13,± = ±ZHeiiinHe iiΩp
ne
− iνpHe iii + iZpnpZHe iiinHe iiie
2
ρp
η − iZHeiiinHe iii
ne
νpe − iZpnp
ne
αHe iiie
ρp
(A3)
A14,± = −iνpH − iZpnp
ne
αeH
ρp
(A4)
A15,± = −iνpHe − iZpnp
ne
αeHe
ρp
(A5)
A16,± =
kxΩp
eneµ0
± i ekxZpnp
ρpµ0
η ∓ i kx
eneµ0
νpe (A6)
A21,± = ±ZpnpΩHe ii
ne
− iνHe iip + iZpnpZHe iinHe iie
2
ρHe ii
η − iZpnp
ne
νHe iie − iZHe iinHe ii
ne
αpe
ρHe ii
(A7)
A22,±=(ω ∓ ΩHe ii)± ZHe iinHe ii
ne
+ i(νHe iip + νHe iiH + νHe iiHe + νHe iiHe iii + νHe iie)
+ i
Z2He iin
2
He iie
2
ρHe ii
η − i2ZHe iinHe ii
ne
νHe iie (A8)
A23,±=±ZHe iiinHe iiiΩHe ii
ne
− iνHe iiHe iii + iZHe iinHe iiZHe iiinHe iiie
2
ρHe ii
η
− iZHe iinHe ii
ne
αHe iiie
ρHe ii
− iZHe iiinHe iii
ne
νHe iie (A9)
A24,± = −iνHe iiH − iZHe iinHe ii
ne
αeH
ρHe ii
(A10)
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A25,± = −iνHe iiHe − iZHe iinHe ii
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αeHe
ρHe ii
(A11)
A26,± =
kxΩHe ii
eneµ0
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2
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(A14)
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