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ABSTRACT
I investigate the occurrence of extreme mid-infrared (MIR) excesses, a tracer of
large amounts of dust orbiting stars, in low-mass stellar systems. Extreme MIR
excesses, defined as an excess IR luminosity greater than 1% of the stellar luminosity
(LIR/L⇤ & 0.01), have previously only been observed around a small number of
solar-mass (M ) stars. The origin of this excess has been hypothesized to be massive
amounts of orbiting dust, created by collisions between terrestrial planets or large
planetesimals. Until recently, there was a dearth of low-mass (M⇤ . 0.6M ) stars
exhibiting extreme MIR excesses, even though low-mass stars are ubiquitous (⇠70%
of all stars), and known to host multiple terrestrial planets (&3 planets per star).
I combine the spectroscopic sample of low-mass stars from the Sloan Digital
Sky Survey (SDSS) Data Release 7 (70,841 stars) with MIR photometry from the
Wide-field Infrared Survey Explorer (WISE ), to locate stars exhibiting extreme MIR
excesses. I find the occurrence frequency of low-mass field stars (stars with ages & 1
Gyr) exhibiting extreme MIR excesses is much larger than that for higher-mass field
stars (0.41± 0.03% versus 0.00067± 0.00033%, respectively).
viii
In addition, I build a larger sample of low-mass stars based on stellar colors and
proper motions using SDSS, WISE, and the Two-Micron All-Sky Survey (8,735,004
stars). I also build a galactic model to simulate stellar counts and kinematics to
estimate the number of stars missing from my sample. I perform a larger, more
complete study of low-mass stars exhibiting extreme MIR excesses, and find a lower
occurrence frequency (0.020 ± 0.001%) than found in the spectroscopic sample but
that is still orders of magnitude larger than that for higher-mass stars. I find a slight
trend for redder stars (lower-mass stars) to exhibit a higher occurrence frequency of
extreme MIR excesses, as well as a lower frequency with increased stellar age.
Lastly, I use white dwarf and low-mass star binary systems to investigate if the
frequency of planetary collisions (traced through extreme MIR excesses) are increased
in these environments. I find that these binary systems are more likely to host
collisional debris, and therefore exhibit increased excess MIR flux, over single stars.
These samples probe important questions into the habitability of worlds discovered
around low-mass stars.
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1Chapter 1
Introduction
This dissertation investigates the occurrence of extreme mid-infrared (MIR)
excesses (&1% of the stellar luminosity), a tracer of large amounts of dust (Mdust &
10−4MMoon) orbiting stars believed to arise from collisions between planets, in low-
mass stellar systems. These planetary collisions can be considered analogous to
the Moon forming event in our own Solar System. Such events have important
ramifications for life on other worlds, such as causing large scale extinction events.
Additionally, these collisions are important for understanding the survivability of
systems with multiple terrestrial planets, much like our own Solar System.
To properly understand the creation and evolution of dust around stars, it is
important to discuss dust in the context of stellar and planet formation, which is most
readily done using Sun-like analogs (solar-type stars; main sequence spectral types
FGK). The formation, evolution, and eventual dispersal of the disks from whence
planets are born (circumstellar disks) around stars like our Sun typically take place
on the timescales of ∼10 million years (a detailed review can be found in Hartmann
1998, Haisch et al. 2001, Hernández et al. 2007, and Pecaut & Mamajek 2016). For
each stage in a star’s evolution, the flux emitted from the star or young stellar object
is measured at multiple wavelengths to determine the physical interpretation of the
observed flux. Constructing a diagram of a star’s flux as a function of wavelength is
known as a spectral energy distribution (SED), as is shown in Figure 1.1.
2Star (and disk) formation begins with the collapse of a pre-steller core within
a molecular cloud. At this stage, the SED resembles a blackbody that peaks at
sub-millimeter (sub-mm) wavelengths (André 1994). Over the course of ∼100,000
years, this collapsing envelope flattens to become a disk of hot gas and debris due to
conservation of angular momentum as the cloud collapses in on itself (André 1994).
The dust in this circumstellar disk absorbs radiation from the central protostar,
which heats the dust grains, and begins emitting large amounts of infrared (IR)
flux, in excess of what the protostar alone produces. The close-in gas and dust are
eventually accreted onto the growing star, and dust grains too far away to be accreted
begin to grow along the mid-plane of the disk. Between 1 and 10 million years, the
optically thick disk begins forming planets. The formation of planets creates gaps in
the disk, traced by the (pre-)transitional SED phase (e.g., Espaillat et al. 2014), as
is shown in Figure 1.1. These SEDs show emission in the optical and near-IR (NIR)
from the central star, and emission from the orbiting dust in the NIR and mid- to
far-IR (MIR/FIR; MIR defined as wavelengths between ∼5–40 µm). After ∼10 Myr,
the SED of a pre-main sequence star, a star whose core temperature is not yet great
enough to begin fusing hydrogen, appears to have only a stellar component, as the
gas and dust were accreted or dispersed. Stars at this stage in their evolution may
exhibit a weak IR or sub-mm/mm excess from an optically thin debris disk (Wyatt
et al. 2015). At the end of this canonical disk evolution scenario, only small FIR
or sub-mm/mm excesses (Lexcess/L . 10−4, analogous to the Kuiper Belt) may be
observed due to cold orbiting dust or planetismals.
In recent years, a small number of main sequence stars have been discovered with
large amounts of excess MIR flux (e.g., Meng et al. 2015, and references therein). The
amount of excess MIR flux is quantified using the ratio between the luminosity in the
MIR to the stellar luminosity (LMIR/L∗; Backman & Gillett 1987). “Extreme MIR
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Fig. 1.1: Simplified SEDs for different stages of stellar evolution for a solar-type
star. Left: a T Tauri object (.1 Myr) showing significant excess IR flux due to
a circumstellar disk. Middle: Transition disk object (<10 Myr) showing a gap,
potentially due to planet formation. Right: Depleted disk object (∼10 Myr), showing
only a small amount of excess IR flux due to the disk. It should be noted that these
are not strict limits, only canonical values; there is at least one 45 Myr star observed
to still be accreting (Murphy et al. 2017).
excess” stars show large fractional MIR luminosities (LMIR/L∗ & 10−2; a Kuiper
belt analog would have LMIR/L∗ ∼ 10−4), and typically have ages older than the
expected timescale for large primordial disks (>10 Myr). The small sample of stars
exhibiting extreme MIR excesses (five stars; Meng et al. 2015; Cotten & Song 2016)
are primarily solar-type stars, with a notable lack of lower-mass stars, potentially
due to observational biases against lower-mass main sequence stars (i.e., fainter main
sequence stars, discussed below).
The proposed origin for these extreme MIR excesses is dust created by collisions
among terrestrial planets (e.g., Weinberger et al. 2011). One piece of evidence that
supports a collisional origin for this dust, as traced through the observed extreme
MIR excesses, is that the majority of these stellar systems have ages similar to the
timescale for planet formation (10–100 Myr; Meng et al. 2015). This may indicate
that these systems are undergoing collisional events similar to the Moon-forming
event in our own solar system (Hartmann & Davis 1975; Cameron & Ward 1976),
4as traced through comparisons of circumstellar material mass estimated through
LMIR/L∗ (Weinberger et al. 2011; Meng et al. 2015). However, one of the observed
systems, BD +20 307, has a surprisingly old age of ∼1 Gyr (Weinberger et al. 2011).
While the large MIR excess observed around BD +20 307 may have a collisional
origin, a different mechanism may be active. BD +20 307 has the added complexity
of being a closely-orbiting binary system (< 0.1 AU) composed of two similar mass
stars.
Although the available evidence provides support for the hypothesis of plane-
tary collisions (e.g., Weinberger et al. 2011), the preference for the mechanism to act
around stars of different masses or systems with multiplicity (binary or higher order
stellar systems) has not been investigated. The current sample of known stars ex-
hibiting extreme MIR excesses is devoid of low-mass stars (main sequence M dwarfs),
possibly due to previous limits in sensitivity to MIR excesses around smaller stars
and/or insufficient sample sizes of M dwarfs in previous studies. Such limitations
can be overcome with larger input catalogs of low-mass stars and higher-sensitivity
MIR instruments.
Two potential reasons why we might expect extreme MIR excesses to be detected
around low-mass stars are: 1) low-mass stars are the most common stellar constituent
(∼70% of all stars; Bochanski et al. 2010); and 2) low-mass stars’ penchant for hosting
numerous terrestrial planets (&3 planets per star on average; Ballard & Johnson
2016). Additionally, terrestrial planets around low-mass stars are all formed closer
than the Sun-Earth distance (1 AU), which may play a destructive role in their long-
term stability. If planetary collisions have no dependence on stellar mass, it remains
an open question whether extreme MIR excesses occur around low-mass stars.
It is only recently that we have overcome previous limitations in searches for
MIR excesses around low-mass stars. The past two decades have seen the rise of
5deep, large-area and all-sky surveys in the optical, such as the Sloan Digital Sky
Survey (SDSS; York et al. 2000), and in the NIR, such as the Two-Micron All-Sky
Survey (2MASS; Skrutskie et al. 2006). These surveys have allowed large photo-
metric catalogs of millions of low-mass stars to be built (Bochanski et al. 2010).
Additionally, SDSS performed large spectroscopic surveys which allowed large spec-
troscopic samples of low-mass stars to be created (70,841 spectroscopic stars; West
et al. 2011). Previous to these samples, input catalogs of low-mass stars were typi-
cally smaller than 5,000 objects (e.g., Reid et al. 1995; Tinney et al. 1993; Martini &
Osmer 1998), even though low-mass stars are the most numerous stellar objects in
our Galaxy. The low-sensitivity in the MIR was recently overcome by the Wide-field
Infrared Survey Explorer (WISE ; Wright et al. 2010), the newest MIR space obser-
vatory to complete an all-sky survey. Combined, SDSS, 2MASS, and WISE provide
measurements in 10–12 photometric bands, from the optical to the MIR (3500 Å –
22 µm; as is shown in Figure 1.2) of the thousands of spectroscopic low-mass stars
observed by SDSS, and the the millions of photometric low-mass stars within the
combined SDSS, 2MASS, and WISE dataset.
The goals of this dissertation are to use newly available tools to search for and
constrain the occurrence rate of extreme MIR excesses around low-mass stars, and
investigate the spatial-, temporal-, and mass-dependency of extreme MIR excesses.
The frequency of planetary collisions has serious ramifications for the habitability
of planetary systems, such as creating large-scale extinction events. With numer-
ous surveys currently underway to search for and study terrestrial planets around
low-mass stars, e.g., TESS (Ricker et al. 2014), MEarth (Nutzman & Charbonneau
2008), MINERVA (Swift et al. 2015), TRAPPIST (Jehin et al. 2011), SPECULOOS
(Gillon et al. 2013)), it is important to understand if these planetary systems undergo
collisions. In Section 1.1, I provide an overview of currently known stellar systems
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Fig. 1.2: Passband for SDSS (top; Doi et al. 2010), 2MASS (middle; Cohen et al.
2003), and WISE (bottom; Wright et al. 2010). Each passband is normalized to
unity at its peak value.
exhibiting MIR excesses thought to arise from planetary collisions. In Section 1.2, I
discuss the observatories and methods previously used for detecting excess MIR flux
around stars. I discuss WISE, a new tool to search for MIR excesses, in Section 1.4.
Background relating to low-mass stars, their unique properties and multiplicities, is
given in Section 1.3. In Section 1.5, I discuss planets around low-mass stars and ob-
served characteristics of their planetary systems, which may indicate the occurrence
of collisions between planets. In Section 1.6, I provide background into studies of
planetary stability in various environments. In Section 1.7, I provide a brief review
7of planets found in binary systems. Lastly, in Section 1.8, I provide a summary and
pose the overarching questions that motivate the work in this dissertation.
1.1 Known Systems with Large IR Excesses
Only five systems have been identified with significant amounts of warm dust,
as traced through their extreme MIR excesses, hypothesized to arise from planetary
collisions (Melis et al. 2010; Meng et al. 2014; Weinberger et al. 2011). All known
systems are listed in Table 1.1 with their characteristics and relevant references.
These systems can be separated into two broad categories: 1) systems with ages
coinciding with the timescale for planetary formation (∼10–100 Myr; four systems);
and 2) systems with ages exceeding the timescale for planetary formation (&100 Myr;
one system).
1.1.1 Systems with Ages Coinciding with the Timescale of Planet For-
mation
Three of the five of systems with extreme MIR excess have been found with ages
between ∼1–100 Myr, the approximate age range over which planet formation occurs
(Pascucci et al. 2011). In addition, all of the previously discussed stars with extreme
MIR excesses are solar-type stars (FGK spectral types). Table 1.1 summarizes the
relevant properties of these stars. In general, the disks around these stars are warm
(a few hundred Kelvin), placing them within the zone that terrestrial planets are
typically found according to core accretion theory (i.e., within the frost line; Pollack
et al. 1996; Lissauer et al. 2009; Movshovitz et al. 2010). These disks also tend to lack
colder components, as traced through longer wavelength (> 70 µm) measurements
(Weinberger et al. 2011). A significant number of these systems have been associated
with variability in their MIR fluxes, either through periodic fluctuations in their flux
levels or decaying flux levels, potentially indicating one or more of the following
8mechanisms: 1) depletion of dust within the disk (Meng et al. 2015), 2) gas clouds
obscuring the disk (Meng et al. 2014), 3) clumping of material within the disk (Meng
et al. 2015), or 4) a collisional avalanche removing grains from the disk (Melis et al.
2012). In a collisional avalanche, a collision releases numerous small dust grains
which are blown out of the disk and impact other grains, releasing additional particles
smaller than the blowout size (Artymowicz 1997; Grigorieva et al. 2007). If the disk is
dense enough, this process can reach a runaway state, with small grains continuously
outflowing from the disk (due to their sizes being smaller than the blowout size).
The MIR variability results indicate that disks exhibiting large amounts of MIR
flux, resulting in extreme MIR excesses, tend to be very active due to a number of
potential mechanisms. For systems that show an exponential decrease in excess MIR
flux, this may indicate that there is no mechanism for dust replenishment after the
initial collision. If this is the case, it would indicate that large collisions are more
frequent than previously thought to make up the incidence rate of extreme MIR
excesses around solar-type stars (Meng et al. 2015). However, to properly reconcile
the occurrence rates of these excesses, a better understanding of the scale of the
energies of the impacts is required (Meng et al. 2014).
The compositions of disks found in these environments can be separated into
two different groupings, silicate-dominant and silica-dominant disks. One method
for determining disk composition is done by comparing the ratios of the silicate and
silica species, using molecular bands in their spectra (Morlok et al. 2014). Silicates
contain a silicon compound (e.g., SiO4), and make up the majority of material in the
mantles of terrestrial planets like Earth (Lodders & Fegley 1998). Therefore, silicate-
dominant disks should be produced during collisions that break apart mantle material
from one or both planets (Morlok et al. 2014). Conversely, Silica is a combination of
pure silicon and pure oxygen (also known as silicon dioxide; SiO2), and is a dominant
9species in the crustal material of terrestrial planets like Earth (Morlok et al. 2014).
Silica-dominant disks could be produced in grazing events that only remove crustal
material from the planet(s) (Morlok et al. 2014).
Lastly, two of the young stars (and one of the older stars) are in binary systems,
putting approximately half of known stars with extreme MIR excesses in binary
systems. This fraction is similar to the overall binary fraction for FGK stars (∼60%
of stars are found in binary systems; Duchêne & Kraus 2013), possibly indicating
no preference for the mechanism creating extreme MIR excesses to act in binary
systems. These systems include both circumbinary dust (where dust orbits outside
both components of the binary) and wide binaries where only one component appears
to have dust. To date, no in-depth study searching for extreme MIR excesses around
known binary stars has been performed. Binary stars have been shown to have
decreased levels of MIR flux compared to that of single stars with similar ages,
most likely due to disk disruption early in the systems’ life (e.g., Paardekooper et al.
2012). However, binary systems are also known to have more chaotic orbital dynamics
(Holman & Wiegert 1999), which may make collisions between planets more common
for planets built in binary stellar systems.
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Table 1.1. Stars with Large and Extreme MIR Excesses
Name Spectral Type Age Disk Temperature Disk Compositiona MIR Variability?b LIR/L∗a Refs.
Young Stars
HD 23514c F5V 120 Myr 420 K Silica-dominant Y ∼ 10−2 1,2,3,4,5,6
HD 15407c F5V 80 Myr 520 K Silica-dominant Y ∼ 10−3d 3,4,6,7,8,9,10
ID8 G6V 35 Myr 730 K Silicate-dominant Y ∼ 3× 10−3d 4,11,12,13
P1121 F9V 80 Myr 770 K Silicate-dominant Y ∼ 2× 10−2 6,14,15
TYC 8241-2652-1 K2V 10 Myr 450 K Silicate-dominant Yd ∼ 10−2 6,16
Old Stars
BD +20 307c G0Vf 1 Gyr 630 K Silicate-dominant Y ∼ 10−2 6,17,18,19
Stars of Unknown Age
TYC 8830-410-1 K3V ... 425 K ... ... ∼ 2× 10−2 20
Note. — References: [1] Gray et al. (2001); [2] Stauffer et al. (1998); [3] Rodriguez et al. (2012); [4] Meng et al. (2012); [5] Lisse et al. (2009);
[6] Meng et al. (2015); [7] Fujiwara et al. (2009); [8] Melis et al. (2010); [9] Rhee et al. (2008); [10] Yamamoto et al. (2013); [11] Gorlova et al.
(2007); [12] Jeffries & Oliveira (2005); [13] Meng et al. (2014); [14] Rojo Arellano et al. (1997); [15] Gorlova et al. (2004); [16] Melis et al. (2012);
[17] Weinberger (2008); [18] Weinberger et al. (2011); [19] Song et al. (2005); [20] Cotten & Song (2016)
aDiscussed in Section 1.2.1.
bDiscussed in Section 1.1.1.
cThis star is part of a known binary system.
dThis star falls below the limit defined for “extreme” MIR excesses, but is still thought to arise from collisional debris.
eExcess MIR flux from the disk decreased by a factor of ∼30 over a 2 year time span.
fEqual-mass spectroscopic binary.
gEstimated from Teff based on best-fitting stellar model.
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1.1.2 Systems Past the Age of Planet Formation
To date, only one system with an extreme MIR excess exists with an age greater
than a few 100 Myrs, BD +20 307. BD +20 307 is a spectroscopic binary comprised
of two G0V-type stars (a combined mass of 2.2M), with an estimated system age
of ∼1 Gyr (Weinberger et al. 2011). Weinberger et al. (2011) performed an in-
depth study on the mineralogy of dust orbiting BD +20 307 using the Spitzer Space
Telescope (Werner et al. 2004). They found that a collisional origin was the most
probable explanation to describe the observed crystallinity, likely resulting from a
giant impact similar to the event that formed the Moon. Weinberger et al. (2011)
also estimated that such collisions around AFGK-spectral type stars should have a
rate of ∼0.2 impacts per star over its main sequence lifetime. This was done assuming
an observable lifetime for the collisional cascade, where large planetismals are slowly
ground to smaller dust grains, of ∼100,000 years (Melis et al. 2010). If this dust
originated from a planetary collision, then: 1) Are planetary collisions more frequent
in binary systems? and 2) What is the timescale over which planetary collisions
occur?
1.2 Searching for MIR Excesses: All-Sky Space-Based In-
frared Telescopes
The first large sample of stars with signatures of disks, as inferred by their excess
MIR flux, was made possible using the first space-based IR observatory, the Infrared
Astronomy Satellite (IRAS; Neugebauer et al. 1984), launched in 1983. IRAS sur-
veyed the entire sky in four IR bands (12, 25, 60, and 100 µm) with an unprecedented
sensitivity at that time (10-σ sensitivities of 0.7, 0.65, 0.85, and 3 Jy, respectively).
One of the earliest and most surprising findings using IRAS, was a thin shell of de-
bris orbiting α Lyrae (also known as Vega; Aumann et al. 1984). Vega is also the
12
primary photometric standard in the northern hemisphere, which defines the zero-
point magnitudes for many photometric systems, making this MIR excess a potential
calibration issue. However, most surveys used and continue to use an idealized Vega
spectrum for calibration (Cohen et al. 1992), effectively removing any excess flux due
to debris.
Vega was not the only star observed to have excess MIR flux where a Rayleigh-
Jeans tail was expected. In the few years immediately following the discovery of dust
around Vega, three other main sequence stars were discovered to have debris disks,
inferred through their IR excesses using IRAS, α Piscis Austrinus (Fomalhaut), 
Eridani, and β Pictorus (Gillett 1986). These four stars (including Vega) were given
the alias the “Fab Four.” The debris disks around these stars are believed to be
Kuiper belt analogs, composed primarily of larger bodies (∼10 km) which have a
low collision frequency (0.1 collisions per year; Backman & Paresce 1993). Wyatt &
Dent (2002) modeled the SED of Fomalhaut to show that a collisional cascade could
produce the measured flux densities and clumpiness in the disk structure, indicating
a mechanism for dust replenishment of debris disks.
In the years following the launch of IRAS, studies have searched for “Vega-like”
stars, or stars with excess MIR flux indicative of circumstellar material using IRAS
and the Infrared Space Observatory (ISO ; Kessler et al. 1996). Habing et al. (2001)
found that approximately 15% of nearby main sequence AFGK spectral-type stars
exhibited small MIR excesses, analogous to our Solar System’s Kuiper belt. However,
most M dwarfs do not appear to have similar MIR excesses, despite numerous searches
(e.g., Zuckerman 2001; Song et al. 2002; Liu et al. 2004; Weinberger et al. 2004). The
majority of reported excesses around low-mass stars at wavelengths longer than 12
µm using IRAS and ISO have largely been false-positives that were corrected to
non-detections using ground-based follow-up observations (Plavchan et al. 2005).
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The low-sensitivity of these observatories necessitated the need for higher-sensitivity
space-based MIR observatories.
Over the past decade, two additional all-sky space-based IR observatories have
been launched: ASTRO-F (AKARI ; Murakami et al. 2007) and the Wide-field In-
frared Survey Explorer (WISE ; Wright et al. 2010). AKARI was launched in 2006
by Japan Aerospace Exploration Agency (JAXA), and imaged the entire sky in six
bands between 1.8–180 µm. This mission was aimed to be the successor mission to
IRAS, with a higher spatial resolution and wider spectral coverage. AKARI was
also capable of targeted spectroscopy, and photometry in seven more bands. The
AKARI mission ended in 2011 after an electrical failure, compiling a catalog of
870,973 sources observed at MIR wavelengths (Ishihara et al. 2010) and a catalog of
427,071 sources in the far-IR (Yamamura et al. 2009, 2010). These data products
effectively quadruple the number of known IR sources cataloged by IRAS. However,
the magnitude limitations of AKARI limited its use in the search for debris disks
(MIR excesses), and few new discoveries were made of small MIR excesses (8 new
sources), and none found around low-mass stars (Ishihara et al. 2017).
Although solar-type stars have a debris disk incidence rate of ∼15% (as deter-
mined using MIR excess as a proxy), the occurrence of “extreme” debris disks is far
more rare (∼0.0007% Weinberger et al. 2011). The current sample of stars with ex-
treme MIR excesses (Table 1.1) is composed of solar-type stars. However, it is unclear
if the dearth of MIR excesses around lower-mass stars is due to small sample sizes
of previous studies, or limitations in the sensitivity of previous studies. If extreme
MIR excesses originate due to collisions between planets, then low-mass stars should
also exhibit extreme MIR excesses, at either similar or higher frequencies than FGK-
type stars. The primary reason for this is due to low-mass stars’ tendency to build
numerous terrestrial planets (Section 1.5). However, due to the lower luminosities
14
of low-mass stars, a space-based MIR observatory with higher sensitivity than IRAS
or AKARI is required to detect similar MIR excesses around low-mass stars. Two
primary methods have been implemented in detecting MIR excesses around main-
sequence stars: 1) comparison between measurements and model based estimates
of flux; and 2) empirical relationships measured for the intrinsic IR colors of main
sequence stars to locate outliers among the stellar distribution, as described in the
following.
1.2.1 Methods for Measuring MIR Excesses: Model Comparisons
A common method to identify stars with excess MIR flux is to fit visible and
NIR wavelength measurements to synthetic stellar models, and measure the deviation
of the MIR measurements from the synthetic photometry (e.g., Plavchan et al. 2009).
The common metric for measuring the significance of an IR excess is,
χ
ν =
Fν, observed − Fν, model
σFν, observed
, (1.1)
where ν denotes the IR wavelength, Fν is the flux or flux density at that wavelength,
and σFν is the measurement uncertainty. For a star exhibiting no excess MIR flux,
χ
ν should be equal to zero. However, measurement and model uncertainties tend to
create a Gaussian distribution of χν values. Therefore, “significant” MIR excesses are
typically defined as sources with χν ≥ 5, signifying stars with a MIR excess greater
than five times the uncertainty over the expected value from the model. A star with
a moderate MIR excess and a small measurement error may still have a large χν ,
without showing an extreme MIR excess. Therefore, the χν metric alone cannot
distinguish an extreme MIR excess.
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Another commonly used metric is the significance of excess (Boucher et al. 2016;
Cotten & Song 2016), given by
Sλ =
Fλ, observed − Fλ, model√
σ2Fλ, observed + σ
2
Fλ, calibration
, (1.2)
where λ denotes the IR wavelength, and the only other term differentiating it from
Equation (1.1) is σFλ, calibration , which is a calibration error either on the photometry
or on the model fits. This additional term may help to reduce the number of false
positive detections, but is still primarily dependent on stellar models.
Although these methods do not quantify extreme MIR excess sources (only the
significance of the deviation from the photosphere), stellar models are important
for selecting extreme MIR excesses. Stellar models are also used to compute the
integrated stellar luminosity. The luminosity of the MIR excess can be estimated,
either assuming blackbody emission for the dust and integrating the best-fit Planck
function, or assuming a peak value for blackbody emission at the MIR detection
wavelength, which gives a lower-limit on the MIR excess luminosity.
Using χν or Sλ to select significant MIR excesses is a common approach. How-
ever, these methods suffer from the requirement of stellar models to derive expected
photometric measurements. Modeling of low-mass stellar atmospheres is challenging
due to the copious molecules that exist in their atmospheres. However, these meth-
ods can be used in conjunction with empirical methods (Section 1.2.2) for multiple
independent measures of MIR excess significance.
1.2.2 Methods for Measuring MIR Excesses: Empirical Relationships
Another method to detect excess MIR flux is to use empirical stellar colors
(flux ratios between two photometric bands) to select for MIR outliers from the
main sequence population. This is done using optical/NIR photometric colors that
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trace spectral type (effective temperature) or mass (e.g., V − I; Bessell 1979), in
combination with MIR colors that trace the expected MIR flux (Avenhaus et al.
2012) for populations of stars. This method removes the uncertainties introduced
by using stellar models, but has the added complication that MIR colors can be
affected by metallicity (e.g., Newton et al. 2014; Schmidt et al. 2016). However, these
uncertainties can be folded into the total uncertainty of the color-color fit, thereby
reducing the chances for false-positive measurements and making this a powerful tool
in the search for stars exhibiting MIR excesses, independent of stellar models. For this
method to be useful, large samples of stars with precision photometric measurements
are required. Since extreme MIR excesses tend to exhibit > 10 times the expected
MIR flux level, a precision . 0.3 mags at 12 µm is required for detection, however
such measurements are beyond the capabilities of previous all-sky MIR observatories.
Only in recent years have both larger samples of low-mass stars (M dwarfs) and high
precision MIR photometry become available.
1.3 M Dwarf Samples as Astrophysics Laboratories
Low-mass stars (M dwarfs; 0.08–0.6M; Allard et al. 2013), have multiple char-
acteristics that make them particularly useful for studying the temporal, spatial,
and mass-dependent trends associated with astrophysical phenomena. M dwarfs are
abundant throughout the galaxy and have main sequence lifetimes longer than the
current age of the Universe (Laughlin et al. 1997; Bochanski et al. 2010). Addition-
ally, M dwarfs typically host multiple terrestrial planets (Ballard & Johnson 2016),
making them useful probes for planetary system stability on long timescales.
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1.3.1 Ubiquity, Luminosities, and Masses
M dwarfs are the most populous stellar constituents in the Galaxy (∼70% of
the stellar population; Henry et al. 2006; Bochanski et al. 2010), making them ideal
laboratories for studying the statistical (physical) properties of our Galaxy. However,
the intrinsic faintness of M dwarfs (L∗ . 0.01L) has led to small sample sizes
(< 500 stars) in previous searches for MIR excesses (e.g., Plavchan et al. 2005).
Currently, there only 10–100 low-mass stars with ages between 10–100 Myr that
exhibit detectable MIR excesses, or debris disks (e.g., Kalas et al. 2004; Liu et al.
2004; Liu 2004; Young et al. 2004; Low et al. 2005; Smith et al. 2006; Gautier et al.
2007; Gorlova et al. 2007; Matthews et al. 2007; Forbrich et al. 2008; Plavchan et al.
2009), indicating that the timescale for a primordial disk to be dispersed around a
low-mass star is typically less than 10 Myr. Until recently, only two low-mass stars
with ages greater than 1 Gyr (GJ 842.2 and GJ 581) had been observed to have FIR
and sub-mm excesses (Lestrade et al. 2006, 2009, 2012). These disks represent Kuiper
belt analogs around main sequence stars, and are likely remnants of the dispersed
primordial protoplanetary disk.
Recently, Cotten & Song (2016) performed a census of disks from WISE using
the Hipparcos catalogs (Høg et al. 2000; van Leeuwen 2007) to select stars within
120 pc. The Cotten & Song (2016) sample is one of the largest comprehensive
catalogs of stars with MIR excesses. However, Hipparcos observed very few low-mass
stars (Dittmann et al. 2014), making low-mass stars severely underrepresented in the
Cotten & Song (2016) sample. The Cotten & Song (2016) census contains a small
number of M dwarfs with newly identified MIR excesses, but none with extreme
MIR excesses. Due to the rarity of extreme MIR excesses, a catalog that extends
beyond 120 pc is required to increase the search volume (and hence, source counts).
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Additionally, M dwarfs span a mass range of approximately one order of magnitude
(0.08–0.6M), making them useful probes of mass dependent properties.
1.3.2 Lifetimes
Low-mass stars are not only the most populous stellar constituents, they are also
the longest living stellar constituents (main sequence lifetimes ∼1012 yrs; Laughlin
et al. 1997). This makes low-mass stars valuable for investigating the timescale over
which the mechanism creating extreme MIR excesses acts. A number of tracers linked
to stellar age have been used to study age-related phenomena of low-mass stars. West
et al. (2008) used Hydrogen-alpha (Hα) emission, linked to magnetic activity, to show
that low-mass stars can stay magnetically active for billions of years, with the lowest-
mass stars having the longest active lifetimes. Additionally, the work of West et al.
(2006, 2008, 2011) showed that populations of stars farther away from the plane of
the Galaxy tend to be less magnetically active than populations closer to the plane.
This makes distance from the Galactic plane a powerful tool for probing age trends
using low-mass stellar populations, a technique termed “Galactic Stratigraphy.” Hα
emission has also been shown to be correlated with stellar rotation rates (the period
for a star to make one complete revolution about its axis; Skumanich 1972; West
et al. 2015; Newton et al. 2017). This means it may be possible to calibrate an
age-rotation-activity relationship for low-mass stars in the future, which would be an
extremely useful age diagnostic for single stars.
Stellar kinematics can also be used for assigning relative ages to populations
of stars. In the canonical model of the Galaxy (Robin et al. 2003), stellar popula-
tions are divided into the thin disk (kinematically cold component) and thick disk
(kinematically warm component). The thin disk represents younger stars that have
had few dynamical interactions with other stars and gas within the Galaxy’s disk
(Reid & Majewski 1993). Conversely, the thick disk represents older stars that have
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undergone multiple dynamical interactions, which have altered their bulk kinematic
properties (Gilmore & Reid 1983). While not a particularly useful tool for age-dating
single stars, Galactic dynamics can provide age tracers for bulk stellar populations,
which can then be compared to observed kinematics of stellar populations to infer
relative ages (e.g., West et al. 2006, 2008).
There are a number of spectroscopic tracers that can be used as youth diagnos-
tics. Lithium i absorption (6708 Å) is useful for selecting very young stars (< 100
Myr), and for age dating stellar associations using the lithium depletion boundary
method (e.g., Burke et al. 2004; Cargile et al. 2010). One draw back to this method
is the need for relatively high-resolution (λ/∆λ & 20, 000) optical spectra of intrinsi-
cally faint low-mass stars due to the lack of an easily identifiable continuum around
the Li i feature. Gravity sensitive features (K i, Na i, CaH) can also be used to sepa-
rate stars still contracting onto the main sequence from main sequence stars (Slesnick
et al. 2006; Shkolnik et al. 2009).
1.3.3 Multiplicity
Binary and higher order multiplicity stellar systems are useful for probing dy-
namical evolution and investigating stability (e.g., Bate 2009), and studying the
aforementioned physical properties between co-evolved stars (e.g., Mann et al. 2013a).
Binary pair samples are important to probe for systems with excess MIR flux. This
is due to approximately half of the known extreme MIR excesses (Table 1.1) being
detected in binary systems. The fraction of stars in binary systems has been shown
to decrease with the mass of the primary star in the binary pair (a detailed review
is given by Duchêne & Kraus 2013). Low-mass stars in particular have an estimated
binary fraction of ∼20–35% (Reid & Gizis 1997; Delfosse et al. 2004; Allen 2007;
Dieterich et al. 2012; Janson et al. 2012, 2014). However, it is difficult and/or costly
in terms of time and telescope resources to detect very close binary pairs (separations
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< 1 AU), and the true binary fraction of low-mass stars is still being investigated
(Bardalez Gagliuffi et al. 2014, 2015).
Rodriguez & Zuckerman (2012) observed a number of debris disk systems around
Solar-type stars and found a multiplicity fraction of ∼ 25%. They also noted that at
any given age, the fractional IR luminosity for multiple star systems is lower than that
for single stars, indicating that multiple systems are more efficient at clearing their
primordial disks. For a binary system to retain a disk, either the binary separation
must be large (> 100 AU), allowing one or both stars to retain their disk(s), or the
binary system must have a very small separation (< 1 AU), allowing a circumbinary
disk to be retained. The former of these scenarios is the case for HD 23514 and HD
15407, and the latter is the case for BD +20 307 (see Table 1.1). Due to the small
number of detected extreme MIR excesses, a thorough investigation of multiplicity
has not been undertaken similar to the Rodriguez & Zuckerman (2012) study of
debris disks.
Recent large sample of M dwarfs have allowed for detailed studies of their prop-
erties, but only in the past decade have detailed MIR studies of M dwarfs been
possible due to the availability of high-sensitivity space-based facilities.
1.4 A New Tool to Search for MIR Excesses: The Wide-field
Infrared Survey Explorer
In 2009, NASA launchedWISE with the mission of completing an all-sky survey
in four MIR bands (Wright et al. 2010). These bands were centered at 3.4, 4.6, 12,
and 22 µm, hereafter referred to asW1,W2,W3, andW4, respectively. WISE is the
most sensitive all-sky MIR survey to date, surpassing IRAS and AKARI. W1, W2,
W3, andW4 have angular resolutions of 6.1′′, 6.4′′, 6.5′′, and 12′′, and 5σ point source
sensitivities of 0.068, 0.098, 0.86 and 5.4 mJy, respectively. WISE bands, specifically
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the 12 and 22 µm, probe the wavelength regime where warm (T ∼ 100–400 K) dust
populations peak in the observed SEDs.
WISE carried out two missions, the original cyrogenic mission and a post-
cryogenic mission termed NEOWISE (Mainzer et al. 2011), which continued to ob-
serve in the two shortest wavelength bands. WISE data products include: 1) The
preliminary data release with data from the first 105 days of the WISE mission, cat-
aloging over 257 million objects; 2) The All-Sky data release, marking the end of the
cryogenic mission and including over 563 million sources; 3) The NEOWISE post-
cryo data release, containing over 7 billion single-exposure sources; 4) The AllWISE
data release, combining observations by the original WISE mission and NEOWISE
to compile a catalog of over 747 million sources, and over 42 billion single-exposure
sources, and computing source motions (proper motion + parallax) using the multi-
epoch photometry. For the purposes of locating warm dust (∼300 K) around stars,
the NEOWISE mission offers little value, however, the improved sensitivity and pre-
cision that NEOWISE contributes at the shorter wavelength WISE bands can help
constrain stellar models. WISE has begun allowing for large searches of debris disks
(MIR excesses) around low-mass stars at an unprecedented sensitivity (e.g., Avenhaus
et al. 2012; Cotten & Song 2016).
1.5 Small Stars and their Planets: Potential Insights into a
Mechanism
Numerous studies have shown that low-mass stars are prone to building ter-
restrial planets (e.g., Dressing & Charbonneau 2013, 2015, and references therein).
Current results indicate that most M dwarfs host at least one terrestrial planet, and
likely ∼50% of M dwarfs host more than two terrestrial planets (Ballard & John-
son 2016). Terrestrial planets form close to their low-mass stellar hosts due to the
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location of the frost-line in low-mass stellar systems (< 1 AU). If a scenario where
collisions between terrestrial planets is the mechanism responsible for creating the
observed extreme MIR excesses, low-mass stellar systems provide an environment to
possibly observe an enhanced number of these collisions due to the larger number
of multi-planet systems orbiting orbiting close to their host stars. Such observa-
tions are important as they directly inform us about the long-term survivability and
habitability of the numerous planetary systems identified around low-mass stars.
1.5.1 The Kepler Dichotomy
The Kepler Space Observatory discovered thousands of transiting planets and
planet candidates. (Johansen et al. 2012) noted the inability of a single model of
planetary systems to reproduce both the single- and multi-transiting planetary sys-
tems (i.e., systems with only a single transiting planet and systems with multiple
transiting planets, respectively) that the Kepler mission (Borucki et al. 2010; Koch
et al. 2010) has observed. A single planetary model with a range in: 1) number of
planets; 2) mutual inclination; and 3) eccentricities is able to reproduce the number
of multi-transiting planetary systems Kepler has discovered. However, the single
planet model severely underestimates the number of single-transiting planetary sys-
tems (e.g, Ballard & Johnson 2016), requiring the use of a separate model. This
need for at least two separate models to properly simulate the Kepler planet yield
has been coined the “Kepler dichotomy” (Johansen et al. 2012)
Ballard & Johnson (2016) studied this dichotomy for the low-mass stars in
the Kepler field, and found that the single-planet transiting systems exhibit older
ages than the multi-planet transiting systems, as traced by Galactic stratigraphy
and stellar rotation rates. Although the relatively small field-of-view of Kepler (115
deg2) does not allow for a thorough investigation of Galactic stratigraphy, the rela-
tively small groupings of both populations (multi-planet and single-planet systems)
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in Galactic height were separated at the 1σ confidence level, justifying further inves-
tigation. The findings of Ballard & Johnson (2016) potentially point to a mechanism
that either removes planets around low-mass stars, or kicks them to larger eccen-
tricities or obliquities; collisions between planets could produce both. If planetary
collisions are responsible for removing planets from coplanar orbits, then the obser-
vational signature of collisions (extreme MIR excesses) should be detectable.
Ballard & Johnson (2016) also discussed binarity as a possible explanation for
removing planets from coplanar orbits. They conclude that a binary fraction of
∼50% would be required if the difference in observed planetary architecture is due
to binarity alone, which is higher than the observed binary fraction for low-mass
stars (∼20–35%; Duchêne & Kraus 2013). In addition, sub-AU binary companions
are more likely to actually disrupt planetary orbits (Meibom et al. 2007), but these
systems make up only ∼3-4% of M dwarf systems (Clark et al. 2012). Binary systems
may have serious effects on the planetary systems of M dwarfs, but binarity cannot
solely explain the observed dichotomy.
1.6 Stability of Planetary Architectures
Numerous studies have examined the evolution of planetary systems, including:
1) long-term evolution of planetary systems in mean-motion resonances with mu-
tual inclinations (Barnes et al. 2015); 2) circumbinary systems (Meschiari 2012a,b;
Paardekooper et al. 2012; Rafikov 2013; Meschiari 2014); 3) tidal disruptions (Schlauf-
man & Winn 2013); and 4) the evolution of our own solar system (Mandell et al.
2007; Pierens & Raymond 2011; Walsh et al. 2011).
Barnes et al. (2015) performed N -body simulations of planets in resonance with
inclined orbits to study the long-term (up to∼10 Gyr) evolution of planetary systems.
A major finding of this study was that planetary orbits can evolve chaotically for as
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long as 10 Gyr, over a wide range of planet masses, from as small as the Moon’s mass
to as large as Jupiter’s mass. The orbits of planets in inclined mean motion resonances
can be produced by planet-planet scattering. Additionally, orbital disruption can
occur on timescales of several billion years for planets in mean motion resonances.
This study indicates that late-time planetary disruptions could lead to collisions over
a wide range of stellar ages.
Previous studies have investigated the stability of planets in circumbinary sys-
tems ever since the discovery of circumbinary planets with Kepler (e.g., Doyle et al.
2011; Welsh et al. 2012, 2015). Meschiari (2012a) modeled the Kepler-16 circumbi-
nary system and found that planet formation is inhibited over a wide range of dis-
tances outside the binary system. Meschiari (2012a) concluded that the planetary
core, which became Kepler-16b was either outside 4 AU, and then migrated inwards
to its current orbit (0.7 AU), or that the planet formed in situ very close to its
current orbit. Paardekooper et al. (2012) favor the migration scenario, finding that
in situ planetismal growth has a low accretion efficiency close to binary systems.
Rafikov (2013) favors an in situ formation scenario, given an axisymmetric gaseous
circumbinary disk. Quintana & Lissauer (2006) simulated planet formation around
close-binary systems (< 0.4 AU) and found very close binary systems shared similar
characteristics (e.g., mass and orbital distances) to those found around single stars.
Holman & Wiegert (1999) investigated the long-term survivability of planets in
binary systems, both around a single star and in a circumbinary orbit. They found
that for a planet in orbit around a single star in a binary system, there was typically
some maximum orbital semi-major axis where the planet could survive for up to 104
orbits (the total integration time of the simulation) over a wide range of eccentricities
and stellar mass ratios. The planet could survive in orbits smaller than this maximum
distance for this case. In the case of a multiple planet system around a single star,
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using our Sun and four giants planets as a test case, the planetary systems typically
become disrupted unless the binary separation is on the order of &500–1000 AU,
dependent on eccentricity of the binary pair for 109 orbits (equivalent to 109 years).
This indicates that closer binary systems are more likely to become disrupted for
binary stars with smaller separations. For planets in circumbinary orbits, the case
is the opposite; the planet must have a minimum orbital semi-major axis around a
single star in the binary pair to survive.
These results indicate that planets can form in a wide variety of environments.
However, the long-term survivability of multi-planet systems in a wide range of envi-
ronments has not been fully investigated. Discovering planets around stars in differ-
ent environments, and around stars of different ages may help to indicate which en-
vironments are hospitable to long-term survivability. Additionally, locating extreme
MIR excesses in these systems may indicate which environments are not hospitable
to long-term survivability.
1.7 The Frequency of Planets in Binary Systems
Recent findings of planets in binary systems (Holman et al. 1997; Doyle et al.
2011; Deacon et al. 2016) have opened up new questions about planet formation since
close binary systems were expected to quench planet growth through disk disruption
early in a star’s life (e.g., Rafikov 2013). Equal-mass binaries with close orbits are
observationally expensive to find, due to the need for high-resolution spectroscopy
to detect radial velocity shifts. However, in the low-mass regime, white-dwarf and
M dwarf pairs (WD+dM) can be used to investigate the properties of close binary
systems due to the similar luminosities and different SED peaks of the M dwarf
and white dwarf components. Zuckerman (2014) used a sample of white dwarfs
in common proper motion binaries (stars moving in the same direction and speed
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tangentially on the sky) to investigate the frequency of disks and wide-orbit planets.
Their results indicated that planets that orbit only one star of a binary system are
far-less common than planets around single white dwarf systems. This study used
spectroscopic tracers of metal pollution in the WD (e.g., Ca) as a proxy for planetary
systems. However, this study removed binaries with separations < 120 AU due to the
fact that winds from the primary star (Ca ii emission from the low-mass star) could
contaminate the spectroscopic indices used as indicators of planets. Close binary
systems still remain largely unexplored, and WD+dM binaries provide an excellent
laboratory for exploring their properties since the intricacies of WD+dM systems do
not affect detections of extreme MIR excesses.
1.8 Summary
Planetary collisions (as inferred through extreme MIR excesses) around solar-
type stars motivate an investigation into similar collisional events occurring around
the most populous stellar constituents (M dwarfs), which also harbor the largest
number of terrestrial planets. To date, no such collisional event has been detected
around a low-mass star, possibly due to the detection limits of previous MIR observa-
tories (e.g., IRAS, AKARI ), or small sample sizes of input catalogs of low-mass stars
(< 5, 000 stars; e.g., Reid et al. 1995; Tinney et al. 1993; Martini & Osmer 1998).
The advent of WISE now allows for detections of warm circumstellar material over
the entire sky at greater significance than all previous all-sky MIR surveys. Addi-
tionally, large area and all-sky surveys such as the SDSS in the optical and 2MASS in
the NIR allow for massive catalogs of millions of photometric low-mass stars and 10s
of thousands of spectroscopic low-mass stars to be built (Bochanski et al. 2010; West
et al. 2011). Investigating the occurrence and characteristics of planetary collisions
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around low-mass stars will provide a greater understanding of the survivability of
planetary systems around low-mass stars.
This dissertation focuses on using low-mass stars to investigate and answer the
following questions:
1. Do low-mass stars exhibit extreme MIR excesses?
(a) Are extreme MIR excesses observed around low-mass stars (M-spectral
types), or only higher-mass stars (FGK-spectral types)? If extreme MIR
excesses (tracers of planetary collisions) are independent of stellar mass,
there should be numerous detections around low-mass stars. Chapter 2
addresses this question.
(b) What is the frequency of extreme MIR excesses around low-mass stars?
If extreme MIR excesses (tracers of planetary collisions) are independent
of stellar mass, they should be found at similar frequencies to higher-mass
stars, barring any differences influencing the mechanism (e.g., stellar mass,
age). Chapters 2 and 4 address this question.
2. Are there preferred timescales over which the mechanisms for creating and
maintaining extreme MIR excesses act?
(a) Are extreme MIR excesses more prominent in younger or older stars (∼1
Gyr versus ∼10 Gyr)? If collisions occur preferentially during terres-
trial planet formation (Section 1.1.1), then older stars should not ex-
hibit extreme MIR excesses. However, if collisions can happen on longer
timescales (as potentially indicated by Weinberger et al. 2011), then the
frequency may be independent of age. Chapters 2 and 4 address this
question.
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(b) Is there a preferred timescale, traced through stellar kinematics or Galactic
height, linked to the mechanisms responsible for creating and maintaining
extreme MIR excesses? If there is a preferential time over which extreme
MIR excesses are found and maintained, does this point to a timescale over
which planetary systems become unstable, and a timescale for the lifetime
of the collisional products? Such findings would be useful for modeling
efforts. Chapter 4 addresses this question.
3. Is there an observed change in the frequency of extreme MIR excesses as a
function of stellar characteristics?
(a) Is there a mass dependence (traced through photometric colors) for the
observed extreme MIR excesses? Planet occurrence as a function of stellar
mass has only been explored through comparisons of solar-type stars and
low-mass stars. However, current projects (e.g., TESS ; Ricker et al. 2014)
may determine planet frequency as a function of stellar-mass for low-mass
stars to see how the frequency of planets changes over the 0.08M < M∗ <
0.6M mass regime. There is a strong observed trend between stellar mass
and the occurrence of short period (P < 50 days), Earth sized planets (2–4
M⊕), with lower-mass stars hosting more of these planets (Howard et al.
2012). We might expect a similar mass trend with extreme MIR excesses if
planetary collisions is the mechanism for the observed excesses. Chapter 4
addresses this question.
(b) Do stars in binary systems more frequently exhibit MIR excesses? The
findings of Weinberger et al. (2011) indicate that the mechanism for plan-
etary collisions may act more frequently in binary systems, or at least over
longer timescales in binary systems. Chapter 5 addresses this question.
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In Chapter 2, I present a pilot study investigating if low-mass stars exhibit
extreme MIR excesses. I perform this using the SDSS Data Release 7 spectroscopic
sample of M dwarfs (West et al. 2011) and the AllWISE catalog. I find that not
only do low-mass stars exhibit extreme MIR excesses, they appear to have a higher
occurrence of such excesses as compared to higher-mass stars (Theissen &West 2014).
In Chapter 3, I build a larger sample of low-mass stars (than the previous
spectroscopic sample), selected through multi-wavelength photometry and computed
tangential motion on the sky. This sample provides a larger number of low-mass
stars to search for extreme MIR excesses and study trends between stars exhibiting
extreme MIR excesses and their characteristics (e.g., mass, location, age; Theissen
et al. 2016, 2017).
In Chapter 4, I use the sample from the previous Chapter to search for low-mass
stars exhibiting extreme MIR excesses. Using this sample of extreme MIR excesses,
I investigate trends with stellar mass and age. I find that lower mass stars have
a slight preference for exhibiting extreme MIR excesses over higher-mass, low-mass
stars. I also find that there is a decline in the number of stars exhibiting extreme
MIR excesses with increasing distance from the Galactic plane, a proxy for older
stellar ages (Theissen & West 2017).
In Chapter 5, I use a sample of known, low-mass binary pairs, composed of a
white dwarf and a low-mass star, to investigate wether the occurrence of extreme
MIR excesses arising in binary pairs is enhanced over the occurrence in single stars.
I find slight evidence that indicates binary pairs are more likely to host MIR excesses
than single stars.
In Chapter 6, I summarize the results of my dissertation and place them in a
larger context.
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Chapter 2
Warm Dust around Cool Stars: M Dwarfs
with WISE 12 or 22 µm Excess Emission
This Chapter discusses a pilot study to search for and characterize low-mass
stars exhibiting extreme MIR excesses. If extreme MIR excesses occur at similar
rates across all stellar masses and low-mass stars are the most populous stellar con-
stituent, then the previously reported dearth of low-mass stars exhibiting extreme
MIR excesses (e.g., Plavchan et al. 2005) should be due to insufficient sample sizes or
sensitivities. Here, I use the largest sample of spectroscopic low-mass stars available,
along with all-sky MIR data, to determine if the reported absence of low-mass stars
with extreme MIR excesses is real or due to previous observational or sample size
limits.
This Chapter is based on the paper “Warm Dust around Cool Stars: M Dwarfs
with WISE 12 or 22 µm Excess Emission” by Theissen & West (2014), which was
published in the Astrophysical Journal and reproduced here in accordance with the
guidelines1 of the American Astronomical Society.
2.1 Background
Disks are an important part of stellar and planetary evolution, providing the
building blocks for planetary systems around all types of stars. Since the discovery
1https://aas.org/publications/aas-copyright-policy
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of a disk-like structure encircling the A0V star Vega (Aumann et al. 1984), the
study of circumstellar disks has expanded our understanding of stellar and planetary
evolution. After its launch in 1983, the IRAS observed an unprecedented number
of young stellar objects (YSOs), in addition to more evolved stars, akin to Vega,
which were identified by their excess IR fluxes (Zuckerman 2001). For the first
time, a diverse range of disks were characterized by their IR signatures (Lada 1987),
from pre-main sequence stars showing near-IR (NIR) excesses due to a hot shell
of infalling material, to colder disks analogous to the Kuiper belt, showing far-IR
(FIR) excess fluxes (e.g., Vega; Su et al. 2005). Spitzer, launched in 2003, allowed for
further characterization of disk populations, categorizing the transitional disk phase
(Espaillat et al. 2014), where IR gaps appear as signposts of planetary construction.
The high sensitivity and long wavelength range (from 10−4 mJy at 3.6 µm to 10
mJy at 160 µm) of Spitzer allowed for some of the most detailed studies of nearby
star-forming regions to date (Williams & Cieza 2011, and references therein).
The earliest investigations of disks around low-mass stars used IRAS to detect
signatures of cold dust (< 100 K) by identifying small 25 µm excesses around stars
in young star-forming regions. Many of these detections were found to be false-
positives (Zuckerman 2001; Song et al. 2002; Plavchan et al. 2005), possibly due to
the low spatial resolution of IRAS and consequent blending of background sources
with target sources, or a detection threshold bias, leaving a dearth of low-mass stars
with cold disks. One such study undertaken by Plavchan et al. (2005) investigated
the paucity of cold disks around M dwarfs, using small MIR excesses (> 10 µm) as
a proxy, and postulated that rapid planet formation (Weinberger et al. 2004; Boss
2006) may be a cause for the dearth of cold disks around low-mass stars older than
10 Myr. However, recent studies have suggested that this deficiency is likely due to
IRAS detection limits (Forbrich et al. 2008; Plavchan et al. 2009).
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One strategy to increase source detections, and hence statistics, is to increase
the solid angle of sky surveyed and the spectral coverage of observations. With the
advent of large-area and all-sky surveys, the capability to study statistically signifi-
cant populations of field stars has recently become available. At optical wavelengths,
the Sloan Digital Sky Survey (SDSS; York et al. 2000) has become invaluable in cre-
ating large catalogs of low-mass stars (Bochanski et al. 2010; West et al. 2011). In
the NIR, the Two Micron All-Sky Survey (2MASS; Skrutskie et al. 2006) has been
extremely useful in discovering hot dust populations (> 1,000 K), making up the “pre-
transitional” disk phase of protostellar evolution (Espaillat et al. 2014). The WISE
mission recently completed an all-sky survey in the MIR. The all-sky nature and sen-
sitivity of WISE has made it possible to search for stars that exhibit IR excesses and
are not in young star-forming regions (e.g., Avenhaus et al. 2012; Kennedy & Wyatt
2012). Together, SDSS, 2MASS, and now WISE provide photometric coverage over
an extremely large solid-angle of sky, from the optical to MIR. These surveys have
given astronomers the ability to search for low-mass objects in young star-forming
regions (Dawson et al. 2013) and nearby young moving groups (NYMGs; Shkolnik
et al. 2011), study the statistical properties of our Galaxy (Bochanski 2008; Bochan-
ski et al. 2010; West et al. 2008, 2011), and explore the optical and IR properties
of vast numbers of sub-solar objects (Hawley et al. 2002; Kirkpatrick et al. 2011).
2MASS and WISE are useful in constraining the effective temperature for low-mass
stars, since their SEDs peak and turn over in the NIR.
A difficulty in searching for new, young, low-mass stars is the uncertainty in
determining stellar ages. Many different methods are used to estimate ages for stars,
including: 1) determining the lithium depletion boundary (Cargile et al. 2010); 2)
using spectroscopic tracers such as sodium (Schlieder et al. 2012a) and Hα (West
et al. 2008, 2011); 3) rotation and activity (Mohanty & Basri 2003; Reiners & Basri
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2008); and 4) ultraviolet flux (Shkolnik et al. 2011; Schlieder et al. 2012b). Each
of these youth indicators has its caveats, including the fact that metallicity may
affect lithium equivalent width measurements (Pinsonneault 1997), or binarity may
affect rotation and activity (Morgan et al. 2012). As such, it is important to test for
multiple tracers of youth to definitively classify a star as young (. 100 Myr) versus
old (& 1 Gyr). Age is an important parameter for stars exhibiting IR excess as it
potentially helps to differentiate stars harboring primordial dust from 2nd generation
scenarios that create circumstellar material.
A limitation in the search for disks around low-mass stars has been the lack
of a reliable input catalog. Widely used stellar catalogs have been biased towards
bluer stars, due to the intrinsic faintness of M dwarfs and blue bias of previous
filters (e.g., Hipparcos, Tycho-2, etc.) In this Chapter, I aim to increase the number
of known M dwarfs with MIR excesses by combining data from SDSS, 2MASS, and
WISE. I searched theWISE AllWISE source catalog for signs of IR excess around the
West et al. (70,841 M dwarfs; 2011) spectroscopic sample. Specifically, this Chapter
investigates wether extreme MIR excesses occur around low-mass field stars.
In Section 2.2, I outline the selection criteria to search for high-probability disk
candidates from the sample compiled by West et al. (2011), define SDSS and WISE
color-color criteria for selecting M dwarfs with IR excesses, and address possible
extinction due to interstellar reddening. Combining SDSS, 2MASS, and WISE pho-
tometry, I create SEDs for the disk candidates in Section 2.3.3, and explore the
possibility that the IR excesses could be due to an ultracool companion, Galactic IR
cirrus, or extragalactic contamination. In Section 2.4, I characterize the stars and
observed dust content by: 1) modeling the dust populations using idealized param-
eters (Section 2.4.1), and 2) investigating a number of tracers for activity, surface
gravity, and accretion as proxies for youth (Section 2.4.2). I also briefly discuss indi-
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vidual stars at the end of Section 2.4. A discussion of the final sample and possible
interpretations and scenarios for circumstellar material around field dwarfs follows
in Section 2.5. Lastly, in Section 2.6, I summarize my findings.
2.2 Data
To construct SEDs and identify stars with excess IR flux requires data from a
large wavelength range, from the optical to the MIR. Additionally, spectroscopic data
can be used to determine stellar parameters (Section 2.3.3) and youth diagnostics
(Section 2.4.2). To obtain data over the wavelength coverage needed, I combined
data sets from SDSS, 2MASS, and WISE.
SDSS has played an integral role in the statistical study of large stellar popula-
tions, specifically low-mass stars. The magnitude limits of SDSS allow the survey to
probe M dwarfs out to distances > 1,000 pc, yielding vast photometric catalogs of
M dwarfs (> 15 million; Bochanski et al. 2010). In addition, the medium resolution
(R ≈ 1,800) spectroscopic pipeline for SDSS has produced prodigious spectroscopic
samples of M dwarfs (West et al. 2008, 2011, hereafter W08, W11, respectively).
W11 used SDSS Data Release 7 (DR7; Abazajian et al. 2009) to compile a spec-
troscopic catalog of 70,841 M dwarfs. All of the stars were visually spectral typed
using the Hammer IDL routine (Covey et al. 2007). I also measured radial velocities
(RVs) using a cross-correlation-like program, a Python version of the xcorl.pro IDL
procedure (Mohanty & Basri 2003; West & Basri 2009), comparing each spectrum
with the appropriate M dwarf template (Bochanski et al. 2007b). This method yields
typical uncertainties of ∼7 km s−1 (Bochanski et al. 2007b).
NIR and MIR data were obtained from the 2MASS point source catalog (Skrut-
skie et al. 2006) and the WISE AllWISE source catalog (Wright et al. 2010; Mainzer
et al. 2011), respectively. 2MASS provides full-sky coverage in three NIR bands (J :
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1.25, H: 1.65, and Ks: 2.17 µm). The SEDs of M dwarfs peak in the NIR, thus
2MASS photometry is especially critical in constraining the stellar effective temper-
ature. In addition, 2MASS provides quality flags, useful to W11 in building the
spectroscopic catalog and to this study, for ensuring point-source (gal_contam),
high-quality photometry (rd_flg & cc_flag). I required certain values for these
quality flags for my own selection criteria outlined below.
2.2.1 Sample Selection
Starting with the W11 catalog of 70,841 spectroscopically confirmed M dwarfs,
I selected a sample of stars showing IR excesses above their photospheres starting
with the following selection process (cuts 4, 5, and 6 were taken from the WISE Ex-
planatory Supplement2; the number of stars left after each cut is given in parenthesis
at the end of each selection criterion):
1. I matched the W11 catalog to the WISE AllWISE source catalog3, accepting
only unique WISE counterparts within 5′′ (66,890 stars).
2. The low angular resolution of WISE (FWHM = 6.1′′, 6.4′′, 6.5′′, and 12′′ in
W1, W2, W3, and W4, respectively) required selection criteria to ensure that
disk candidates were not contaminated by nearby sources. Using the SDSS-II
CasJobs site4, I obtained all DR7 primary photometric objects within 6′′ of the
stars (to match the W4 beam) and kept only those stars that did not have
another primary photometric object within a 6′′ radius. I applied rejection
of any candidate star having another 2MASS photometric object within 6′′
(n_2mass < 2; 57,544 stars)5
2http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2_2a.html
3http://irsa.ipac.caltech.edu/Missions/wise.html
4http://casjobs.sdss.org/CasJobs/
5Definitions for WISE flags can be found at http://wise2.ipac.caltech.edu/docs/release/allwise/
expsup/sec2_1a.html
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3. I required “high-quality” photometry from the optical through the NIR. To
achieve this, I kept only stars with “reliable” SDSS photometry as determined
in W11 (goodphot = 16), and photometry in all three 2MASS bands (43,253
stars).
4. I retained only stars with source morphology that was consistent with a single
point-spread function (PSF) in WISE (ext_flag = 0; 42,892 stars).
5. Stars with contamination and confusion flags in W3 (cc_flag set to zero)
were kept. This removed sources that could be due to diffraction spikes or
scattered light from a nearby bright source. I did not require this for W1
or W2 since these bands were not used for the SED fitting, and I was most
concerned with real excesses at 12 µm (42,632 stars).
6. Stars that had a signal-to-noise (S/N) ratio (SNR) ≥ 3 inW1,W2, orW3 were
included. Due to the distances to stars in the W11 catalog (100–2,000 pc), I
expect real excesses to be faint, therefore I chose this S/N to be as inclusive as
possible. An IR excess may also be observed in W4, however, as this was the
shallowest WISE band, I did not require a minimum W4 S/N. I will discuss
22 µm excesses in the sample in Section 2.2.1.1 (2,698 stars).
7. Although the M giant contamination rate for the W11 catalog was estimated
to be less than 0.5%, I removed potential dusty giants from the sample. Using
the results from Bessell & Brett (1988) I assumed any star with a J −H > 0.8
has a significant probability of being an M giant. I kept stars: 1) that had
J − H ≤ 0.8; or 2) that had J − H > 0.8 and whose total USNO-B proper
6Defined by SDSS photometric processing flags: SATURATED, PEAKCENTER,
NOTCHECKED, PSF_FLUX_INTERP, INTERP_CENTER, BAD_COUNTS_ERROR
all being set to zero in the r, i, and z bands.
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motions were greater than the total uncertainty (µtot > σµtot) and whose total
proper motions were not zero (µtot 6= 0; 2,665 stars).
These initial selection criteria reduced the sample size to 2,665 stars with reliable
photometry in SDSS through W3 bands and no source confusion or contamination.
I investigated other possible explanations for IR excesses around field dwarfs,
specifically an ultracool companion or galactic/extragalactic contamination. I explore
the likelihood of the IR excesses being attributable to these interlopers in Section 2.3.4
and Section 2.3.5, respectively.
2.2.1.1 Identifying the Disk Candidates
Avenhaus et al. (2012, hereafter A12) used low-mass stars from the RECONS
100 nearest star systems7 (Jao et al. 2005; Henry et al. 2006) to search for MIR
excesses around K and M dwarfs using WISE. This nearby sample offered high S/N
WISE observations, as well as accurate parallax measurements and absolute magni-
tudes. Although A12 did not find any MIR excesses, presumably due to the older age
of the nearby stellar sample (& 30 Myrs), they were able to determine typical MIR
colors for K and M dwarfs. The A12 excess criteria require absolute magnitudes as
a proxy for stellar effective temperature, hence distances are required. The sample
has photometric distances, with typical uncertainties of ∼20%, originally computed
by W11 using the photometric parallax polynomials from Bochanski et al. (2010),
and then dust-corrected by Jones et al. (2011). I use the dust-corrected distances in
my analysis.
A12 defined their metric of IR excess significance as:
σ′ =
e
σ
1√
χ2
, (2.1)
7http://www.chara.gsu.edu/RECONS/TOP100.posted.htm
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where e is the deviation from the A12 polynomial, σ is the WISE measurement error,
and χ2 is the overall goodness-of-fit for the A12 color-magnitude relationship. Using
the MW1-SpT excess criteria of A12, I found that 480 of the 2,665 stars from the
initial cuts showed significant IR excess (≥ 5σ′) in the W1−W3 color, as shown in
Figure 2.1. Visual inspection of the SDSS gri composite images8 and SDSS spectra
for the 480 candidate stars showed that 171 were contaminated by nearby galaxies
or bright sources, or were misclassified, appearing spectroscopically as either galaxies
or K dwarfs. This visual inspection left 309 remaining candidate stars. Examples of
stars that were kept and removed due to contamination contamination are shown in
Figure 2.2.
One complication with using absolute magnitude as a temperature proxy is
that pre-main sequence stars will appear as earlier spectral types (than their main
sequence counterparts at the same mass) due to their larger photospheres. A12
discovered that V −Ks was a much better discriminator for Teff . The SDSS, r − z
color has been shown to be a reliable proxy for stellar effective temperature (e.g.,
Bochanski et al. 2010, 2011). To overcome the limitations of using the A12 absolute
magnitude polynomials, I examined r − z color as a function of WISE colors for
the 309 remaining stars in the sample, and the stars not exhibiting WISE excesses
(< 5σ′). I computed r− z polynomials, similar to the methods A12 used for V −Ks
color. In r − z space, two distinct populations become apparent at W1−W3 ≈ 1.5
and W2 −W3 ≈ 1, as is shown in Figure 2.3. Using these criteria as WISE color
cuts, I kept only stars that fell below the two previously stated colors for computing
r−z polynomials, resulting in 2,209 and 2,042 stars after each cut, respectively. A12
used a sigma-clipping method to derive their fourth order polynomials of the form,
color(p) = a0 + a1p+ a2p
2 + a3p
3 + a4p
4, (2.2)
8http://cas.sdss.org/dr7/en/tools/chart/list.asp
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Fig. 2.1: WISE Color-magnitude plot for the stars that made the initial cuts but
prior to visual inspection (480 excess and 2,185 non-excess stars). The A12 poly-
nomial is plotted (black line); inset is the distribution of excess significance as de-
termined by the A12 criteria. Stars ≥ 5σ′ (defined in A12) are plotted as red stars
with circles, representing the disk candidates. Stars below the 5σ′ limit are plotted
in blue stars. The overlap of these samples is due to excess candidates (≥ 5σ′) with
small WISE measurement uncertainties, and non-candidates (< 5σ′) with large un-
certainties. The inset plot shows the histogram of excess significances (σ′) as defined
in A12.
where p is the effective temperature proxy used, here the r − z color. I chose to im-
plement a Bayesian framework to compute the fourth order polynomial. To estimate
each coefficient for the polynomial I used emcee9 (Foreman-Mackey et al. 2013), a
Python implementation of the affine-invariant Markov Chain Monte Carlo (MCMC)
ensemble sampler (Goodman & Weare 2010). The coefficients, taken as the 50th
percentile values from emcee, are listed in Table 2.1 and the polynomials are shown
in SDSS and WISE color-color space in Figure 2.3. Using the same definition for σ′,
9http://dan.iel.fm/emcee
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I recomputed values for the sample and kept only stars with σ′ ≥ 5. After these cuts
I was left with 300 stars showing excess flux at 12 µm.
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Table 2.1. r − z vs. WISE Color Polynomial Coefficents
Color a0 a1 a2 a3 a4 χ2
W1−W3 0.0872+0.2238−0.2127 0.5527+0.3883−0.4223 −0.2869+0.2259−0.1635 0.06287+0.06699−0.07006 −0.004410+0.006476−0.006269 1.3118
W2−W3 0.3776+0.2069−0.1972 −0.04019+0.37338−0.38995 −0.0054+0.2829−0.2112 0.002268+0.065797−0.068222 0.000299+0.006427−0.006227 1.0543
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Any color selection criterion omitting W4 has the possibility of excluding stars
with cold dust populations that peak at wavelengths longer than 12 µm. Therefore,
I examined all stars with a SNRW4 ≥ 3 prior to exclusion. There were not enough
stars with high S/N W4 measurements to recompute polynomials using r − z color
for excess W4 detections. Instead, I used the A12 polynomials for W1 −W4 and
W3 −W4 and found that all 13 stars with a SNRW4 ≥ 3 exhibited levels of MIR
flux far greater than estimated photospheric levels ( 5σ′). Every star that showed
an excess at 22 µm also showed an excess at 12 µm.
As a final quality check, I inspected each candidate within the WISE image
archives. For each candidate, I assigned a quality flag, defined in Table 2.2, with
quality = 1 representing the highest quality candidates and quality = 4 repre-
senting the lowest quality candidates. These quality flags are available in the online
catalog under the heading ‘quality’. I will refer to this sample of 175 disk candi-
dates as the “combined sample” throughout this study.
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Fig. 2.2: Images in columns of SDSS (gri composite), 2MASS J , and WISE (3.4,
4.6, 12, and 22 µm, respectively) centered on the 3.4 µm source; each image is 1′ ×
1′. Top row: Example of an object that was included in the combined sample with
quality = 1. Second row: Example of an object that was included in the combined
sample with quality = 2. Third row: Example of a star that was not included in
the sample due to superposition of a galaxy in SDSS. Bottom row: Example of a star
that was not included in the sample due to crowding.
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Fig. 2.3: Color-color diagrams for the 309 stars showing 12 µm excesses as defined
by A12. Stars are separated by spectral type using the colors and symbols in the
legend. Non-excess stars (< 5σ′; 2,185 stars) are plotted as grey points. The dashed
lines represent the computed polynomials used to trace the main sequence M dwarfs.
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Table 2.2. WISE Quality Flags
Flag Description Number
1 Clear 12 and 22 µm source. 5
2 Clear 12 µm source with a 22 µm source that may be: affected by contamination, slightly offset, or low S/N. 11
3 Clear 12 µm source with no obvious 22 µm source. 54
4 12 µm source that may be: affected by contamination, slightly offset, or low S/N. 105
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Figure 2.4 shows the WISE color-magnitude diagram for the candidates stars
showing IR excesses, and also nearby K- and M-type dwarfs (Reid & Gizis 1997; Reid
et al. 2004, 2007), a statistically older population of stars without known disks. The
A12 polynomial describing the main sequence is over plotted (blue solid line). The
population of nearby stars distinctly follows the A12 polynomials.
If I assume that for a given r − z color the spread of intrinsic W1 −W3 color
for the non-IR excess stellar population follows a symmetric distribution about the
polynomials, then it is possible that some of the color excess candidates are false-
positives within the red tail of the K and M dwarf distribution. Assuming that WISE
should have been able to achieve 5σ sensitivity in W3 for any star with J ≤ 17
(∼0.177 mJy) in the W11 catalog (57,339 stars), I expect less than one false positive
at σ′ = 5. Most of the stars in both the color excess samples are well above the 5σ′
level, therefore I expect all of the color excess candidates to exhibit real excesses not
attributable to intrinsic photospheric flux levels. I list the significance of the excesses
(σ′) in Table 2.3 and in the online catalog.
Coordinates, distances, and spectral types are listed in Table 2.3. One of the
stars was re-typed from an M9 to an L0 in Schmidt et al. (2010), however, I chose
not to remove this star from the sample and adopted the newer value of L0. The
distributions of spectral types, distances, and height above the Galactic plane are
shown in Figure 2.5. Galactic heights were estimated following Bochanski et al.
(2010) with R = 8.5 kpc (Kerr & Lynden-Bell 1986) and Z = 15 pc above the
Galactic plane (Cohen 1995; Ng et al. 1997; Binney et al. 1997). The majority of
stars in the samples are found within 500 pc from the Galactic plane.
In Figure 2.6 I show the locations and distances of the sample plotted over a dust
map, created using data from the Cosmic Microwave Background Explorer (COBE;
Boggess et al. 1992, and references therein) and IRAS (Schlegel et al. 1998). Seven
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Fig. 2.4: WISE color-magnitude diagram. Disk candidates from this study (pluses)
and the nearby K and M dwarfs (squares; Reid & Gizis 1997; Reid et al. 2004, 2007)
are shown. Only stars with SNRW4 ≥ 3 and cc_flagsW4 = 0 were used in the
W1−W4 and W3−W4 plots (red pluses). Overplotted are the main sequence color
polynomials from A12 (solid lines). Both populations are well separated indicating
that the vast majority of the color excess stars likely harbor dust populations. Even
if distance errors were as large as 50%, which would move the points to the left/right
on each plot, the excesses would still be statistically significant.
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of the candidate stars are within the footprint of the Orion OB1 association (Warren
& Hesser 1977). Although there appears to be structure in Figure 2.6, this is due to
the SDSS sky coverage which is observed in wide 2.5◦ stripes, and all the candidates
are spread throughout the SDSS DR7 footprint10.
To test for additional spatial structure among the candidates, I wrote a simple
friends-of-friends algorithm (Huchra & Geller 1982). I used the most general method
for finding groups and used a distance discriminator to determine if two stars were
“friends,” arbitrarily choosing a critical length scale of 10 pc. The size is somewhat ar-
bitrary depending on whether members make up: 1) a cluster, in which case members
will be closely grouped in position; or 2) a moving group, in which case members will
be closely grouped in velocity space. I only tested for spatial structure corresponding
to the distribution of candidates throughout the Galaxy. Using 3-dimensional posi-
tion vectors, made by combining photometric parallax distances and the positions
of the stars, I was able to group stars together by their positions within the Galaxy.
With this method I found two stellar groupings (available in the online catalog), one
of which was centered on Orion. Neither of these stellar groupings appeared to have
significantly similar kinematics (kinematics computed in Section 2.4.3), and are likely
not members of a moving group.
10http://www.sdss.org/dr7/coverage/
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Table 2.3. Disk Candidate Parameters
R.A. Decl.
Catalog (J2000.0) (J2000.0) SpTa db Z AV c RV d σ′W1−W3
e σ′W1−W4
e σ′W3−W4
e
Number (deg) (deg) ±1 (pc) (pc) (mags)
40.......... 83.032543 0.284724 M2 195 -44 0.52 ± 0.02 3.1 63.7 21.4 8.8
42.......... 83.296678 0.232939 M3 128 -23 0.35 ± 0.06 3.1 111.6 153.4 76.3
62.......... 129.436350 21.646841 M7 108 73 0.00 ± 0.00 3.1 119.0 60.5 17.5
78.......... 142.779528 10.102017 M6 135 101 0.77 ± 0.06 3.1 20.0 29.0 13.0
108........ 180.890419 49.244348 M1 648 607 0.00 ± 0.03 3.1 8.7 17.5 9.8
110........ 181.192639 40.432928 M4 475 471 0.16 ± 0.05 3.1 97.3 83.7 29.0
115........ 185.176759 48.151921 M0 894 844 0.15 ± 0.03 3.1 9.3 24.0 11.7
126........ 203.510751 10.271275 M2 872 836 0.13 ± 0.01 3.1 81.4 73.6 27.9
140........ 232.129207 38.051640 M5 150 138 0.15 ± 0.11 3.1 45.9 29.8 14.9
142........ 232.736020 20.902880 M1 657 540 0.00 ± 0.00 3.1 26.0 39.5 19.9
152........ 236.977925 52.815983 M1 283 227 0.00 ± 0.03 3.1 56.2 73.2 40.6
156........ 238.196155 35.302076 M3 1174 923 0.35 ± 0.04 3.1 32.7 27.6 12.2
164........ 284.933373 78.072385 M0 723 332 0.00 ± 0.00 3.1 7.2 19.4 11.7
Note. — Values listed only for stars with SNRW4 ≥ 3. Values for the entire sample from this study are available in
Appendix A.1 and online (http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/ApJ/794/146&-to=3).
aDetermined in West et al. (2011).
bPhotometric distances have typical uncertainties of ∼20% (Bochanski et al. 2010; Jones et al. 2011).
cMeasured in Jones et al. (2011).
dAdopted parameters from Jones et al. (2011) measurements.
eσ′ values (method described in A12). These represent the IR excess significance in two WISE bands.
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2.3 Methods
2.3.1 Correcting for Interstellar Reddening
The interstellar medium (ISM) contains various amounts of dust, which affects
observations, depending on their line-of-sight (LOS), by absorbing or scattering back-
ground light. These effects “redden” and/or “extinct” observed fluxes, and are most
significant at short wavelengths, falling off in the MIR (e.g., Fitzpatrick 1999). For
stars within ∼50 pc, extinction effects can typically be ignored due to the lack of
dust within the local bubble (Lallement et al. 2003). Due to the distances to the
stars in this study, effects from interstellar extinction may be significant and should
be accounted for.
To correct for the effects of dust, Schlegel et al. (1998) created dust maps by
measuring Galactic extinction using COBE and IRAS. Although SDSS provides ex-
tinction estimates for photometric sources using these maps, caution must be taken
due to the fact that the Schlegel et al. (1998) dust maps estimate the total extinction
along a LOS out of the Galaxy. SDSS stars at distances of hundreds of parsecs might
have their fluxes reduced by only a fraction of the total extinction measured in these
maps, requiring me to estimate extinction not only along a LOS, but as a function
of distance. Extinction effects due to circumstellar dust are also possible if these are
pre-main sequence stars. However, extinction due to circumstellar dust will only have
a significant effect if the star is a protostar (< 1 Myr) and still harbors an infalling
envelope, or the disk is seen edge-on (for a more detailed explanation see Hartmann
1998). Measured extinction effects cannot be reliably attributed to interstellar mate-
rial or a circumstellar disk, since the effect is cumulative for all sources of extinction.
For the purposes of this paper, I assume the disk material to be optically thin at all
observed wavelengths since none of the stars are protostars.
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Fig. 2.5: Distributions of the combined color excess sample: (a) spectral type dis-
tribution; (b) distance distribution; (c) distribution of vertical distance away from
the Galactic plane. The majority of stars are earlier spectral types (< dM5) within
d < 600 pc and |Z| < 500 pc.
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Fig. 2.6: Galactic coordinates and distances of disk candidates from this study. Stars
are color-coded by distance. The points are plotted on the IRAS/COBE 100 µm
dust map (Schlegel et al. 1998). 94% of the sample is located off the Galactic plane
(|b| > 20◦). Seven of the 11 stars with |b| ≤ 20◦ are found within nearby proximity
of the star-forming Orion OB1 association (l ≈ −156◦, b ≈ −16◦, d ≈ 200–500 pc;
Bally 2008).
Jones et al. (2011, hereafter J11) measured the total interstellar extinction, AV ,
and the ratio of total extinction to reddening, RV , for the W11 catalog. This was
done by comparing the spectra for each star in the W11 catalog to high S/N SDSS
spectra for nearby M dwarfs at low or zero extinction lines-of-sight. Using the AV and
RV values from J11, along with relative extinction Aλ/AV , the ratio of extinction in a
given bandpass to extinction in the V -band, measurements from the Asiago Database
(Moro & Munari 2000; Fiorucci & Munari 2003), I calculated the extinction for each
SDSS, 2MASS, and WISE photometric band. V -band extinction is commonly used
for relative extinction values in the optical due to extinction laws being expressed
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in terms of AV and RV . The Asiago Database contains measured relative extinction
values for the SDSS and 2MASS photometric systems (e.g., Ar/AV , AKs/AV , etc.)
using the Fitzpatrick (1999) extinction law. To estimate relative extinction values for
the SDSS and 2MASS photometric systems, bandpass response curves were convolved
over a model M-spectral type photosphere to determine the relative extinction for
each bandpass (for more details see Moro & Munari 2000; Fiorucci & Munari 2003).
These relative extinction measurements for the SDSS and 2MASS bandpasses allowed
me to estimate specific bandpass extinctions using the AV values from J11 (e.g.,
Ar = (Ar/AV )AVJ11).
For W1 and W2, I used relative extinction Aλ/AK measurements for Spitzer ’s
Infrared Array Camera (IRAC; Fazio et al. 2004) channel 1 (3.6 µm) and channel 2
(4.5 µm) from Indebetouw et al. (2005), which are analogous to W1 and W2. For
wavelengths longer than 5 µm the extinction curve begins to flatten, and I assumed
equal extinction values for W2, W3, and W4. The extinction parameters used for
this study are listed in Table 2.4. Extinction corrected photometry is included in the
online catalog. The majority of the sample (∼90%) had relatively small amounts of
extinction (AV ≤ 0.5), with V -band extinction values only as high as 3.1 mags. The
typical extinction values are smaller than those measured around nearby star-forming
regions (AV = 1–12; Luhman et al. 2003; Luhman 2004; McClure 2009), as expected
for field stars.
2.3.2 Converting Magnitudes to Fluxes
Flux densities for SDSS asinh AB magnitudes were computed following the
methods outlined in the DR7 flux calibration primer11. 2MASS Vega magnitudes
were converted to flux densities following the steps outlined in the explanatory doc-
11http://www.sdss.org/dr7/algorithms/fluxcal.html
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Table 2.4. Adopted Reddening Parameters
RV
a Au
AV
b Ag
AV
b Ar
AV
b Ai
AV
b Az
AV
b AJ
AV
b AH
AV
b AK
AV
b AW1
AK
c AW2
AK
c
2.1 2.06 1.28 0.78 0.56 0.43 0.27 0.18 0.12 0.56 0.43
3.1 1.67 1.19 0.84 0.62 0.46 0.27 0.17 0.12 0.56 0.43
5.0 1.38 1.12 0.88 0.67 0.49 0.26 0.16 0.11 0.56 0.43
aAdopted RV was based on measurements from J11: RV = 2.1 for 0 < RVJ11 <
2.5; RV = 3.1 for 2.5 ≤ RVJ11 < 4; RV = 5 for 4 ≤ RVJ11 < 10.
bAdopted from Moro & Munari (2000); Fiorucci & Munari (2003) (see text).
cAdopted from Indebetouw et al. (2005) (see text).
umentation12. WISE Vega magnitudes were converted to flux densities following
the all-sky explanatory supplement13, assuming a spectral slope of −2 (Fν ∼ ν−2).
For extremely red sources (e.g., ultra-luminous infrared galaxies), it was found that
W4 overestimated fluxes by ∼10% since the stellar sources used to photometrically
calibrate WISE were significantly bluer in comparison (e.g., A-K dwarfs and K/M
giants). Since I expect warm dust to mimic an extremely red source, I applied flux
corrections to W4, reducing measured fluxes by 10%. It is also expected that red
sources should have their W3 fluxes underestimated by ∼10%, however, I chose not
to apply this correction since the shape of the SED at W3 is not known a priori.
2.3.3 Evaluating the MIR Excess Candidates
To properly characterize the dust content for each star, I first estimated the
expected flux of the star using model stellar photospheres. I used a pre-computed grid
of BT-Settl models (Allard et al. 2012b,a), computed with the PHOENIX atmosphere
code (Hauschildt et al. 1999; Allard et al. 2001), to determine stellar photospheric flux
with which to fit optical and NIR photometry. For each star, I used grids spanning
12http://www.ipac.caltech.edu/2mass/releases/second/doc/sec6_4a.html
13http://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec4_4h.html
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Teff between ±1,000 K of nominal values, determined by using spectral types from
W11 and Teff values from Reid & Hawley (2005), in increments of 100 K. The other
parameters spanned by the grids were log(g) in the range [0.5, 6.0] in increments of
0.5 dex, and metallicity [M/H] in the range [−2.5, 0.5] in increments of 0.5 dex. All
of the observed photometry was color-corrected for extinction effects (Section 2.3.1).
To fit the stellar photosphere models to the photometry, I computed a χ2 min-
imization as a function of the effective temperature, surface gravity, and metallicity.
I performed two separate fits, one to the photometry and one to the SDSS spectrum.
I gave equal weights to both the photometric and spectral fits because I found that
separate fits typically agreed to within ±100 K. The SDSS spectra were radial ve-
locity and extinction corrected using J11 extinction values (Section 2.3.1) and the
extinction law from Fitzpatrick (1999) prior to fitting. The spectrum and model
photosphere were normalized to their values at 7500 Å. The model photosphere was
then resampled to SDSS wavelengths while conserving flux using the Python package
Pysynphot14.
For the photometric fit, the modeled photospheric flux was integrated over the
ugriz and JHK s relative spectral response curves (RSRs) to produce synthetic mag-
nitudes, which I matched to the observed photometry for the χ2 minimization. WISE
bands were omitted due to expected deviations from the stellar photosphere in W3
and W4 and possible deviations in W1 and W2 for pre-transitional disk structures
(Espaillat et al. 2007, 2011). The 2MASS RSRs were taken from Cohen et al. (2003),
WISE RSRs from Wright et al. (2010), and SDSS RSRs from Doi et al. (2010). All
RSRs were normalized to unity at the peak value of each band. Each photomet-
ric band was weighted by the inverse variance of the photometric values. Synthetic
measurements were normalized to the observed Ks magnitude for fitting. The results
14http://stsdas.stsci.edu/pysynphot/
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of the fitting method can be seen in Figure 2.7. The average errors in the fits were
σTeff < 200 K, σ[M/H] < 1, and σlog(g) < 1.
The primary purpose of the stellar model fits was to estimate the stellar SEDs
and ascertain the amount of excess IR flux, and not to derive robust fundamental
stellar parameters. The shape of the SED is dependent primarily on the stellar
effective temperature (Teff), and less so on the metallicity or surface gravity. Allowing
all three parameters to float gave me better estimates on Teff and the uncertainty in
the fit. The best-fit Teff for the candidates are listed in Table 2.5, and I include all
model parameters and chi-squared values in the online catalog. There is one clear
outlier in the M4 spectral type bin, possibly due to enlarged photospheres owing to
a young age. This star will be discussed further in Section 2.4.6.1.
For completeness, I also include the traditional χ metric for measuring excesses
in the IR defined as,
χ
λ =
Fλ − F∗,λ
σλ
, (2.3)
where Fλ is the observed flux at wavelength λ, F∗,λ is the expected stellar flux at
wavelength λ, and σλ is the uncertainty in the measurement at wavelength λ. This
method depends only on estimating Teff , which the above process was able to do
within a few hundred kelvin for most of the stars (e.g., see Figure 2.13). Within
the combined sample, all stars were found to have χ12 > 2, and every star with
a SNRW4 ≥ 3 had χ22 > 3. I chose not to remove any candidates with χ12 ≤ 3
from the sample as these stars all had higher significances using the method of A12
(Section 2.2.1.1), which is a purely empirical method that does not depend on stellar
models. These values are included in the online catalog, along with flux densities for
WISE observations and expected stellar photospheric levels.
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Fig. 2.7: Best-fit parameters from the SED fitting method as a function of spectral
type for the combined sample. The majority of stars appear to follow the expected
trends for temperature, luminosity, and radius. The outlier in the M4 spectral type
(marked by its candidate number) will be discussed in Section 2.4.6.1.
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Table 2.5. Model Parameters
Catalog T∗a L∗ R∗ Tdust Ldust/L∗b Dminb Mdustb χ2fits
c
Number (K) (10−2L) (R) (K) (AU) (MMoon)
40.......... 3600+100−100 6.24 ± 0.52 0.64 ± 0.04 325+15−15 3.8× 10−2 0.18 2.1× 10−5 33.85
42.......... 3400+200−100 1.75 ± 0.15 0.38 ± 0.03 185+10−10 > 3.1× 10−1 0.33 4.4× 10−4 321.87
62.......... 2800+600−100 0.10 ± 0.03 0.14 ± 0.02 290+10−5 ∼ 1 0.03 1.7× 10−5 28.39
78.......... 3000+100−100 0.19 ± 0.01 0.16 ± 0.00 165+20−20 2.7× 10−1 0.14 8.5× 10−5 17.53
108........ 3600+100−100 6.58 ± 0.32 0.66 ± 0.03 155+25−35 7.0× 10−2 0.92 9.8× 10−4 22.26
110........ 3200+200−100 1.36 ± 0.13 0.38 ± 0.02 220+5−10 ∼ 1 0.21 8.2× 10−4 15.48
115........ 3900+100−100 9.20 ± 0.38 0.67 ± 0.05 125+20−25 2.3× 10−1 1.72 1.1× 10−2 24.99
126........ 3600+100−100 4.03 ± 0.22 0.52 ± 0.05 195+5−10 ∼ 1 0.47 3.8× 10−3 37.82
140........ 3200+100−100 0.64 ± 0.03 0.26 ± 0.01 220+10−10 8.2× 10−2 0.14 2.7× 10−5 42.21
142........ 3700+100−100 5.73 ± 0.51 0.58 ± 0.08 155+10−10 1.8× 10−1 0.86 2.2× 10−3 23.98
152........ 3600+100−100 5.45 ± 0.30 0.60 ± 0.04 175+10−10 6.6× 10−2 0.64 4.5× 10−4 10.50
156........ 3700+100−100 3.63 ± 0.17 0.47 ± 0.04 185+15−15 > 4.2× 10−1 0.49 1.7× 10−3 15.56
164........ 3800+100−100 8.37 ± 0.43 0.67 ± 0.02 130+20−30 8.0× 10−2 1.44 2.7× 10−3 11.21
Note. — Values listed only for stars with SNRW4 ≥ 3. Values for the entire sample from this study are available
in Appendix A.1 and online (http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/ApJ/794/146&-to=3).
aUpper and lower limits derived from the 1σ spread in reduced χ2 values.
bTypical uncertainties are on the order of ∼20%
cTo estimate the uncertainty in the fits I used a χ2 − χ2min procedure similar to Mohanty et al. (2010).
2.3.4 Investigating Alternate Possibilities: Binarity
I investigated the possibility that the IR excesses in the stars are due to ul-
tracool companions. To estimate the expected observational signature of ultracool
companions, I created combined SEDs for low-mass binaries. To properly scale the
photospheric flux density for the M dwarf and the ultracool companion, I used the
luminosity-Teff relations from Reid & Hawley (2005) for M dwarfs, and the maximum
values from Baraffe et al. (2003) for ultracool companions. To scale the model flux
density to an observed flux density, I integrated the flux density for each model (star
and companion), and scaled the flux density to the expected luminosity from the lit-
erature at an arbitrary distance. The distance falls out of the equation due to the fact
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that I compute ratios of flux densities over integrated bandpasses. Mathematically,
each quantity in the flux density ratio is given by:
Fλ,scaled =
CL
4pid2
∫∞
0
Bλ dλ
× Fλ,model, (2.4)
where C is the constant used to scale the luminosity with effective temperature (or
spectral type) taken from Reid & Hawley (2005) and Burrows et al. (1997), d is an
arbitrary distance, Bλ is the blackbody flux density at the effective temperature of
the star or ultracool companion, and Fλ,model is the model flux density.
I used solar metallicities for both the M dwarf and ultracool companion, log(g)
= 5 for the ultracool companion, and log(g) = 3 & 5 for the M dwarf to produce a
range of values. After scaling each photospheric flux density, I co-added the models
and performed synthetic photometry on the combined model to produce flux ratios
using the zKsW1-bands relative to the W3-band. I then used these synthetic flux
density ratios to compare against the observed flux density ratios and determine
if any of the excesses could be explained by an ultracool companion. The model
values are shown in Figure 2.8. Although two of the candidates fell within the range
of harboring an ultracool companion in the Fz/FW3 ratio, they did not meet the
threshold in other flux ratios, indicating that their excesses are likely not originating
from a companion. Focusing on the FW1/FW3 ratios, I find that all of the sources have
IR excesses much larger than those attributable to an ultracool companion by 3σ.
To test the sensitivity of the model, I applied the method to a known dM+ultracool
binary (M9/T5) from Burgasser et al. (2012), and found that the method effectively
detected this low-mass binary within the uncertainties (also shown in Figure 2.8).
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Fig. 2.8: Flux density ratios for dM+ultracool companion binary cases. Flux density
ratios are taken from SEDs modeled as coadded SEDs of an M dwarf and an ultracool
companion. This combined SED represents what is expected from a spectroscopic
binary made-up of an M dwarf and an ultracool companion. Each line represents a
model of the flux density ratio between two bands for an M dwarf with an ultracool
companion (colored lines) and a single M dwarf with no companion (black lines).
M dwarf temperatures are listed on the x-axis and companion temperatures are
listed in the top right. For the M dwarf, I considered two separate surface gravities,
represented by the solid (log(g) = 5) and dashed lines (log(g) = 3). Stars from
the combined sample are plotted (gray circles), with error bars representing the
3σ limits. Stars that fall below the model lines have more 12 µm flux than the
binary case, and thus an IR excesses larger than can be attributed to an ultracool
companion. In the W1/W3 flux ratio, all of the stars exceed the IR excess flux
attributable to an ultracool companion at > 3σ confidence. Also plotted is the low-
mass binary (M9/T5; magenta square) from Burgasser et al. (2012). The model is
able to reproduce this binary within its 3σ uncertainty.
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2.3.5 Investigating Alternate Possibilities: Galactic and Extragalactic
Contamination
Recent studies of cold disk populations (T ≈ 22 K) using Herschel have inves-
tigated the possibility that detections of IR excess may be due to IR cirrus/Galactic
background or extragalactic contamination (e.g., Eiroa et al. 2011; Krivov et al. 2013;
Gáspár & Rieke 2014). To ensure the excesses are not simply chance alignments of
background objects, I must consider and account for both Galactic and extragalactic
sources of contamination.
2.3.5.1 Galactic Background Contamination
Kennedy & Wyatt (2012, hereafter KW12) investigated WISE excesses for stars
in the Kepler field-of-view (FOV). Due to the close proximity of the Kepler FOV
to the Galactic plane, KW12 found a considerable gradient in the number of stars
exhibiting W3 excesses as a function of distance from the Galactic plane, with larger
excess source counts closer to the Galactic plane. They attributed this gradient to
higher levels of background contamination closer to the Galactic plane, where the
ISM has a higher density. Using the Improved Processing of the IRAS Survey (IRIS;
Miville-Deschênes & Lagache 2005) 100 µm maps15, KW12 determined empirically
that stars within a 100 µm background level greater than 5 MJy steradian−1 were
prone to Galactic contamination. A major concern of KW12 was that the WISE
estimated background level (w3sky) was smooth and did not trace the clumping of
the W3 excesses seen within the Kepler FOV. KW12 used the WISE all-sky source
catalog, which has been found to underestimate the background level in W2, W3,
and W416, and hence overestimate the measured flux in these bands for the source17.
15http://www.cita.utoronto.ca/ mamd/IRIS/
16http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2_3a.html
17http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec5_3biii.html
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The AllWISE source catalog used for the study employs a new method to estimate
background noise levels, reducing the number of overestimated flux measurements in
W2, W3, and W4.
The majority of W11 stars were sampled at high Galactic latitudes, however,
there were a few areas sampled close to the Galactic plane. To test for contamina-
tion I used the IRIS 100 µm maps to determine the background levels for the color
excess stars. I found that the majority of stars fell below the KW12 cut of 5 MJy
steradian−1, as shown in Figure 2.9. Most of the candidates with a background level
higher than 5 MJy steradian−1 were found in Orion, which I expect to have a high
background. Overall, I do not find an overabundance of sources within areas of high
background flux (less than 8% of sources), as seen by KW12. This indicates that
the AllWISE source catalog has a robust method for determining background noise
levels, significantly reducing the number of false positive excess sources within the
catalog. I conclude that the observed excesses do not originate from Galactic back-
ground contamination, and did not to remove any candidates falling within regions
of high 100 µm IRIS fluxes.
2.3.5.2 Extragalactic Contamination
Due to the large FWHM of the WISE 12 µm (6.5′′) and 22 µm (12′′) PSFs,
contamination through chance alignment with an extragalactic source is a serious
concern and must be addressed. A chance alignment with an object that is bright in
the IR, but obscured in the optical (e.g., ultra-luminous infrared galaxies) could con-
tribute large amounts of IR flux. I used two different methods to test the likelihood
of such a chance alignment.
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Fig. 2.9: Source counts as a function of IRIS 100 µm flux level. Shown are the
combined color excess sample (dashed line), and the combined color excess sample
without the Orion candidates (solid line). The majority of the sources fall below the
5 MJy steradian−1 cut used by KW12 (dotted line). The Orion candidates make up
a significant fraction of the stars that fall above 5 MJy steradian−1.
The WISE photometric pipeline departs from classical photometric methods by
performing profile-fit photometry simultaneously across all bands18. This method is
expected to detect fainter sources, and reduce confusion. However, without corre-
lating extracted source positions between each band, there is a contamination risk
from a background source that was faint at 3.4 and 4.6 µm, but relatively bright at
12 and/or 22 µm.
I chose to employ a more traditional source detection technique by acquiring
WISE archive images and performing source extraction via SExtractor (Bertin &
Arnouts 1996). For sources that are detectable in W1, W2, and W3 bands, I expect
small offsets between their extracted positions within each separate band since they
have similar PSF FWHMs (6.1′′, 6.4′′, and 6.5′′, respectively), and the astrometric
18http://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec4_4c.html
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precision of WISE is typically . 0.5′′19. I obtained 10′ × 10′ images in 3.4, 4.6, and
12 µm from the WISE image archives20. I used a setup of SExtractor, optimized
for WISE images21, on each WISE band separately. I compared the positions of
sources extracted using SExtractor in the 3.4, 4.6, and 12 µm bands, using the
closest extracted source to the expected source position based on the astrometry
within the calibrated WISE FITS header. I fit the core of the offset distributions
(R.A. and Dec.) and found for the 3.4/4.6 µm offsets, each distribution had µ ≈ 0
and σ ≈ 1′′, and the 3.4/12 µm offsets had µ ≈ 0 and σ ≈ 5′′. Sources that
had offsets > 1′′ in the 3.4/4.6 µm comparison failed extraction at 4.6 µm; these
sources were found to have nearby bright sources as well as faint source detections,
likely confusing SExtractor. Examples of objects that failed detection at 4.6 µm are
shown in Figure 2.10. Figure 2.11 shows the results comparing the 3.4/12 µm source
positions.
To test if this scatter is intrinsically due to the precision of WISE astrometry or
a sign of contamination, I compared it against a subsample of SDSS DR10 quasars
(166,583 quasars; Pâris et al. 2014), extragalactic objects that are bright and remain
stationary on the sky. Following step #2 & #6 from Section 2.2.1, I used only quasars
that did not have another SDSS DR10 object within 6′′. I also chose only quasars
at high Galactic latitudes (b ≥ 77◦) to reduce contamination from stellar sources.
Lastly, I chose quasars with a similar W3 SNR distribution to the candidates, which
were found primarily between 3 ≤ SNRW3 ≤ 5. The final subset consisted of 304
quasars. I then followed the above procedure by obtaining 10′ × 10′ images in 3.4,
4.6, and 12 µm from WISE and performed source extraction via SExtractor. As
shown in Figure 2.11, I found a similar offset distributions for the subsample of
19http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec6_4.html
20http://irsa.ipac.caltech.edu/applications/wise/
21http://wise2.ipac.caltech.edu/staff/fmasci/SEx_WPhot.html
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Fig. 2.10: 1′ × 1′ images in SDSS gri (left), W1 (middle), andW2 (right) for objects
that failed SExtractor extraction at 4.6 µm. Nearby bright sources coupled with faint
detections likely confuse SExtractor.
quasars compared to the candidate MIR excess stars (a K-S test gives a P value for
the R.A. component of 0.25 and 0.16 for the Decl. component). The long tails of
the distributions to higher offsets (& 10′′) mark objects where SExtractor failed to
extract a source near the source position, and instead selected the closest extractable
source. I include extracted position offsets in the online catalog.
It is likely that where SExtractor failed to extract the sources this was due
to the low S/N threshold. I do not expect this to be a limitation to the WISE
pipeline, where the PSF is well characterized and the images are coadded, and the
WISE passive deblending method should be more reliable than SExtractor deblend-
ing. Further investigation is required into the WISE pipeline to determine if source
extraction from coadded images can be improved to include probabilities that each
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Fig. 2.11: Difference in positions between sources extracted from the 3.4 and 12 µm
bands for the MIR excess sample (black) and the subsample of SDSS DR10 quasars
(red). The best-fit normal distribution to the sample is plotted in gray (distribution
parameters listed). For both distributions (stars and QSOs), there is a discrepancy
between the 3.4 µm and 12 µm source positions for many of the sources extracted
by SExtractor (see text).
flux measurement is attributable to the same object in each band. The similarity of
the quasar and disk candidate source position distributions likely implies a limitation
to source extraction via SExtractor rather than a discrepancy in source position as
all candidates were visually verified.
To further investigate the possibility of chance alignments, I estimated the ex-
tragalactic source density that might contaminate the fields. Recently, Yan et al.
(2013) estimated the number of WISE extragalactic sources with S/NW3 ≥ 3, at
Galactic latitudes |b| > 20◦, was 1,235 deg−2. This background value was deter-
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mined, down to a limiting flux density of ∼0.22 mJy (W3 ≈ 12.8). Because the
addition of the photospheric flux from a star plus the flux from chance alignment
with an extragalactic source could create a high enough S/N flux to mimic an actual
point-source detection, I expect the limiting flux density to be lower than the value
found by Yan et al. (2013). The MIR excess sample includes objects with magnitudes
as faint as W3 = 12.727 (∼0.236 mJy), however, I estimate that an extragalactic
source that could potentially contaminate the sample could reach a magnitude of
W3 ≈ 13 (∼0.183 mJy), which is the approximate WISE detection limit for the
sources (Section 2.4.5).
To estimate the density of extragalactic sources down to W3 = 13, I sampled
the AllWISE source catalog at 1,000 randomly chosen locations in the sky. I focused
on Galactic latitudes |b| ≥ 60◦, since I expect fields at high Galactic latitudes to
have the highest ratio of extragalactic to Galactic sources. I selected all sources
(making no cuts on source morphology) within a 180′′ radius of the randomly chosen
sky position, and with S/NW3 ≥ 3 and no contamination or confusion (cc_flags
= 0000). I repeated this process 15 times and found a source density of 976 ± 14
deg−2, smaller than the value reported by Yan et al. (2013), likely due to the higher
Galactic latitude cut. 976 sources is potentially higher than the number of actual
extragalactic sources since there are also stars in these fields. Considering this, I chose
to be conservative and used the value of 976 sources as the number of contaminants
I might find within a solid angle of 1 deg2 centered about the candidate stars.
I simulated a circular patch of sky with r = 2,031′′ (corresponding to a solid
angle of 1 deg2) and populated it with 976 sources randomly distributed within this
circular area. Assuming the candidate star was centered on the circular area, I used
a circular aperture centered on the star’s position (the center of the circular area)
and proceeded to count the number of randomly placed sources within the aperture,
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using an aperture radius from 1′′–10′′, in steps of 1′′. I repeated this process 106 times
and computed probabilities assuming Poisson statistics for the uncertainties. These
probabilities represent the likelihood of having an extragalactic source fall within
some radius of the star, assuming extragalactic sources are randomly distributed on
the sky. The results of the process are shown in Figure 2.12, where the probabilities
follow a squared power law as expected for circular apertures. Assuming the confusion
limit (i.e., the limit at which two objects cannot be distinguished from one) for the
W3 beam is approximately half of the PSF FWHM (3.25′′), then I estimate the
probability for chance alignment with an extragalactic source is < 0.3%. This is a
conservative estimate since a source at the confusion limit will appear significantly
offset within the WISE images, and may also appear as an extended source. If I
assume a more likely confusion limit is < 2′′, this leads to a probability of chance
alignment . 0.09%.
For the computed probabilities to be meaningful, I assessed how many stars
in the W11 catalog could have been detected if they had similar IR excesses to the
disk candidates. I used a subsample of the W11 catalog that passed the selection
criteria outlined in Section 2.2.1, but did not include the WISE S/N cuts. I required
a magnitude limit to represent the minimal flux detectable by WISE at 12 µm;
since WISE sensitivity is highly dependent upon sky position due to the depth of
coverage, I used WISE 5σ sensitivity maps22 to estimate the maximum detectable
Vega magnitude for stars in the W11 catalog. Using the sensitivity maps, I estimated
a maximum detectable W3 Vega magnitude of 13 ± 0.3. The sensitivity maps are
based on a noise model, and their flux densities were found to be slightly lower than
those produced by external checks, therefore, I used the 1σ limit for the flux density
22http://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec6_3a.html
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cutoff (i.e., W3 = 12.7 or ∼0.24 mJy). For comparison, the minimum W3 flux
density in the sample was 0.272 mJy.
Since I did not have reliable W3 values for the majority of the W11 catalog,
I used the value of 0.272 mJy in W3 to estimate a minimal detectable flux in an-
other band for which I had information (i.e., ugrizJHKs). I found that J-band
magnitudes were good estimators for limiting fluxes due to the fact that the J-band
is close to the peak of the SEDs for effective temperatures in the M-spectral type
regime (2300–3800 K). I computed J-band magnitudes from synthetic photometry
for the range T∗ = 2,300–3,800 K, solar metallicity, log(g) = 5, using stellar radius
estimates from Reid & Hawley (2005), at distances between d = 50–1,600 pc in steps
of 10 pc, representative of the distances within the MIR excess sample. To determine
an appropriate expected IR excess level, I used the average W3 excess within the
MIR excess sample, found to be ∼10 times the photospheric flux, and used this value
to compute synthetic W3 magnitudes for each stellar model to find the correspond-
ing J-band magnitude at the cutoff W3 magnitude of 12.7. On average, a J-band
magnitude of ∼17 corresponded to a W3 magnitude of 12.7 for an excess 10 times
the photospheric level. I implemented a J ≤ 17 cutoff, and the resulting catalog
contained 41,120 stars that could have been detected in W3 with SNR ≥ 3 at the
5σ′ level if they had an equivalent IR excess to the members of the candidate MIR
excess sample.
Therefore, for the 41,120 stars that could have a detectable excess, I expect
. 37 false positives (using the estimated 0.09% probability of chance alignment from
above). I expect that the visual inspection should have removed many of these, and I
will still retain a high number of true detections within the excess sample. Previous to
this study, there were no known field M dwarfs (& 1 Gyr) with MIR excess detections.
Higher resolution observations with JWST in the future will make it possible to
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Fig. 2.12: The probability of chance alignment with an extragalactic source as a
function of distance. Plotted are the computed probabilities with errors, assuming
Poisson statistics, from the Monte Carlo method (circles), and the best-fit squared
power law for the probabilities (dotted line). The resolution limit for W3 is plotted
(half of the FWHM, 3.25′′; dashed line). The approximate confusion limit is shown
as the dash-dotted line (see text).
determine how many of these MIR excess stars actually have IR contamination.
From the above results, I conclude that most of the observed excesses originate from
the M dwarf sources, rather than any contaminants.
2.4 Results
2.4.1 Modeling the Dust Population
I make the assumption that the excess flux is from a dust population radiating
as a blackbody so that I may examine the ratio of the dust and stellar luminosities.
For the blackbody model fits, I attempted to fit all stars exhibiting S/NW4 ≥ 2. I did
not fit blackbodies to stars that had only 22 µm flux upper limits since blackbody
fits using only 12 µm fluxes are extremely degenerate. I fit the SEDs of 17 of the
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candidate MIR excess stars with a single temperature blackbody in addition to the
stellar photosphere to model the observed IR excess. This was done using an iterative
process where I fit blackbodies with temperatures from 50 to 1,000 K in steps of 5
K, that were added to the flux density from the stellar photosphere, and computed
a χ2 minimization using all photometric bands. I followed a similar process to that
outlined in Section 2.3.3, except that the newly computed blackbody flux density
was normalized to the observed W4 flux density rather than to the Ks-band flux.
An example of a best-fit dust blackbody is shown in Figure 2.13.
Fractional luminosities, Ldust/L∗, were estimated by taking the ratios of the
integrated stellar fluxes and integrated thermal blackbody fluxes of the dust pop-
ulations. This provides a lower limit to the estimate for the flux produced by the
dust population since there may be more FIR and sub-millimeter flux produced by
even colder dust grains. For sources with 12 µm excesses and 22 µm non-detections,
I estimated the fractional IR excess with the assumption that Fdust ≈ νFν , after
subtracting from Fν the expected stellar flux density contribution. For a thermal
body peaking at this frequency, this approximation will typically be ∼74% of the
integrated thermal emission. This can be shown in the following approximation:
λmaxFλmax∫∞
0
Fλ dλ
=
15h4c4
b4k4pi4(ehc/bk − 1) ≈ 0.736, (2.5)
where k is the Boltzmann constant, c is the speed of light, h is the Planck constant,
and b (= 0.0036697 m·K) is the constant found from taking the derivative of λFλ
and solving for the peak value.
In the MIR, I estimated the fractional luminosity of the dust to the star using
the relationship between flux and luminosity, and the fact that disk emission peaks
while the stellar flux will be in the Rayleigh-Jeans limit in this wavelength regime.
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The flux ratio between the dust population and host star becomes:
Fdust
F∗
=
Ldust
L∗
hcT 3∗
λkT 4dust(e
hc/λkTdust − 1) . (2.6)
The minimum fractional luminosity for the stars with only 12 µm excesses can be
simplified assuming the peak emission is at 12 µm (in flux versus flux density, corre-
sponding to Tdust ≈ 317.4 K):
Ldust
L∗
(minimum) = 10−2
(
3304 K
T∗
)3
F12, dust
F12, ∗
. (2.7)
Fractional luminosities are listed in Table 2.5.
I found that many of the stars exhibit large fractional luminosities (∼10−2–
10−1), approximately five orders of magnitude larger than estimates of the Kuiper
belt’s luminosity relative to the Sun (Beichman et al. 2005), and six orders of mag-
nitude larger than estimates of the Zodiacal light’s luminosity relative to the Sun
(Dermott et al. 2002). This is also larger than values typically associated with debris
disks (Ldust/L∗ ∼ 10−3; Rebull et al. 2008). Gautier et al. (2008) observed similar
fractional luminosities to this study’s for low-mass stars in η Chamaeleontis, a young
(4–15 Myr; Mamajek et al. 2000; Luhman 2004; Lyo et al. 2004) stellar association.
Fractional luminosities > 10−2 have been observed around both classical T Tauri
stars (CTTSs) and weak-line T Tauri stars (WTTS) (Padgett et al. 2006; Cieza
et al. 2007), however, the majority of stars in the MIR excess sample exhibit no Hα
emission, and are therefore likely older than 1 Gyr. I will discuss the implications of
this in Section 2.5.
I further characterized the dust population by assuming it exists in radiative
equilibrium with the host star. For a dust grain in radiative equilibrium with its host
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star, the distance from the host star is given by:
D =
1
2
(
T∗
Tgr
)2
R∗, (2.8)
(Jura et al. 1998; Chen et al. 2005b). Here T∗ and Tgr are the stellar effective
temperature and dust grain temperature, and R∗ is the stellar radius. For stars
without 22 µm excesses I assumed Tgr ≈ 317.4 K, the radiative temperature of a
blackbody with a peak flux (not flux density) at 12 µm. The average distance was
calculated to be ∼0.16 AU for the combined MIR excess sample, within the snow line
for planets around M dwarfs (∼0.3 AU; Ogihara & Ida 2009). Minimum distances
are listed in Table 2.5.
Fractional IR luminosities can be used to estimate a dust mass if I make a few
assumptions. First, I assumed an average grain radius, a, and density, ρs. For reasons
I will discuss in Section 2.5, I assumed the IR excesses I was viewing were due to
planetary collisions rather than primordial dust content; then, using the results of
Weinberger et al. (2011), I assumed an average minimum grain size of 〈a〉 = 0.5 µm,
noting that particles can have a > 10 µm. Grain size plays an important role in the
observations, since larger grains, which radiate more efficiently than smaller grains,
will show similar temperatures at closer orbital distances to smaller grains at larger
orbital distances. Therefore, I used 0.5 µm as a lower limit similar to Weinberger
et al. (2011), noting that larger grains, which put dust populations closer to their
host stars, do not change the results of the discussion (Section 2.5). I assumed a
typical grain density of ρs = 2.5 g cm−3 (Pollack et al. 1994). If I assume the dust
is in a thin shell, orbiting a distance D from the host star, with a particulate radius
a and density ρs, and an interaction cross-section equal to the physical cross-section
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of a spherical grain, the dust mass is:
Md ≥ 16
3
pi
Ldust
L∗
ρs〈a〉D2min, (2.9)
(Chen et al. 2005b). The computed dust masses are listed in Table 2.5. A few of the
stars have dust masses on the order of AU Mic’s (10−4Mmoon; Chen et al. 2005b).
However, a typical disk mass in the sample is comparable to, if not slightly larger
than, those observed for debris disks (10−5Mmoon). IR spectra of these systems will
help to further characterize and constrain the crystallinity of the dust content, similar
to the methods used in Weinberger et al. (2011). In particular, IR spectra may be
useful to distinguish dust produced from planetary collisions within the terrestrial
zone versus primordial dust. This will be discussed further in Section 2.5.
2.4.2 Spectral Signatures of Youth
Low-mass stars not only have extremely long main sequence lifetimes, they
have long pre-main sequence lifetimes, from 100s of Myrs to over a Gyr dependent
on mass (Baraffe et al. 2002). Disk lifetimes around low-mass stars are not well
constrained; some theories predict that low-mass stars can retain their disks for
periods much longer than that for solar-type stars (∼10 Myr; Plavchan et al. 2009).
For comparison, the 12 Myr AU Mic (dM1e; Wilner et al. 2012) has shown excesses at
both 22 µm (A12) and 70 µm (Plavchan et al. 2009). Therefore, youth is important
to quantify, which can inform the timescale for disk dispersal.
Most of the MIR excess candidates appear to be field stars, not affiliated with
any known star-forming region or young stellar association. However, there remains
the possibility that some of the stars in the MIR excess sample could be members
of unknown young stellar associations or moving groups, or unidentified members
of known associations. To test for youth within the MIR excess sample, I looked
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Fig. 2.13: A sample SED for one of the 17 stars whose IR excess was fit with a single
temperature blackbody. Plotted are SDSS photometry (squares; u-band omitted due
to large uncertainties for cool stars), 2MASS (circles), and WISE (diamonds), along
with SDSS spectrum (green). The candidate number is listed in the upper left. The
best-fit combined model is plotted in blue, along with each of the model components
(photosphere in gray, dust blackbody as dashed red line). Source spectral type,
model effective temperature, and blackbody temperature are listed in the top right
hand corner of each panel. SEDs for the entire sample are available online.
at tracers of surface gravity, magnetic activity, and lithium absorption. Youth was
quantified through an index for each tracer measured. These indices are listed in
Table 2.6.
2.4.2.1 Surface Gravity
Pre-main sequence stars that are still contracting onto the main sequence will
exhibit weaker surface gravity relative to stars on the main sequence because of their
larger than main sequence radii. Several atomic/molecular bands have been shown
to be reliable tracers of surface gravity. To estimate surface gravities for the MIR
excess sample, I analyzed the atomic alkali lines of Na i (8183 and 8195 Å) and K
i (7665 and 7699 Å) identified in Slesnick et al. (2006), and the CaH 3 molecular
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Table 2.6. Spectral Measurements
Catalog Hα EW K i EWa Na i EWb CaH 3c TiO 5c Youth
Number (Å) (Å) (Å) Indexd
40.......... -2.78 ± 0.22 2.07 ± 0.11 1.71 ± 0.09 0.81 ± 0.01 0.61 ± 0.01 1010
42.......... -5.09 ± 0.23 2.13 ± 0.10 2.24 ± 0.07 0.77 ± 0.01 0.56 ± 0.01 1110
62.......... -6.82 ± 1.03 7.28 ± 0.74 5.91 ± 0.36 0.66 ± 0.03 0.33 ± 0.03 1100
78.......... -11.21 ± 1.07 8.72 ± 1.13 5.24 ± 0.34 0.56 ± 0.03 0.29 ± 0.03 1000
108........ 0.03 ± 0.07 1.99 ± 0.13 2.31 ± 0.13 0.85 ± 0.01 0.74 ± 0.01 0000
110........ -0.05 ± 0.21 2.96 ± 0.35 4.06 ± 0.29 0.74 ± 0.03 0.48 ± 0.03 0000
115........ 0.55 ± 0.11 1.71 ± 0.21 2.33 ± 0.21 0.85 ± 0.02 0.76 ± 0.03 0000
126........ 0.21 ± 0.15 3.03 ± 0.31 1.85 ± 0.26 0.85 ± 0.03 0.68 ± 0.03 0000
140........ -84.02 ± 16.83 4.35 ± 0.38 3.39 ± 0.14 0.70 ± 0.01 0.41 ± 0.01 1000
142........ 0.36 ± 0.08 1.24 ± 0.18 1.61 ± 0.15 0.88 ± 0.02 0.80 ± 0.02 0000
152........ 0.14 ± 0.04 1.93 ± 0.09 1.56 ± 0.08 0.85 ± 0.01 0.64 ± 0.01 0001
156........ 0.30 ± 0.35 2.05 ± 0.59 ... 0.77 ± 0.05 0.69 ± 0.06 0000
164........ 0.30 ± 0.08 1.98 ± 0.16 1.62 ± 0.16 0.89 ± 0.01 0.81 ± 0.02 0000
Note. — Values for the entire sample from this study are available in Appendix A.1 and online
(http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/ApJ/794/146&-to=3). Negative EWs
indicate emission.
aK i doublet (7665 & 7699 Å).
bNa i doublet (8183 & 8195 Å).
cDefined in Reid et al. (1995).
dYouth index: Hα emission, low surface gravity in at least 2 of the 3 tracers (Section 2.4.2.1),
lithium absorption, and UV activity.
absorption band (6960–6990 Å) from Reid et al. (1995). Other studies of nearby,
young low-mass stars have used these same atomic and molecular features as proxies
for youth (e.g., Shkolnik et al. 2009, 2011, 2012; Schlieder et al. 2012a).
One caveat to using atomic metals and molecular bands as a diagnostic for
surface gravity is their dependence on stellar metallicity. I interpreted the findings
of Woolf & Wallerstein (2006) to surmise that higher metallicity will increase both
the Na i and K i equivalent width (EW) measurements. Therefore, a star with
low surface gravity and high metallicity may appear to have high surface gravity.
Metallicities are difficult to measure for low-mass stars due to their large abundances
of molecular features and incomplete line lists. Many studies attempted to find
metallicity tracers using methods both photometric (Bonfils et al. 2005; Johnson
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Table 2.7. Line Measurement Regions
Line Central λ Width Continuum A Continuum B
(Å) (Å) (Å) (Å)
Na i 8189 22 8149–8169 8236–8258
K i a 7665 16 7651–7661 7680–7690
K i b 7699 16 7680–7690 7710–7720
Note. — All of the wavelengths are given as vacuum wave-
lengths.
& Apps 2009; Schlaufman & Laughlin 2010) and spectroscopic (Lépine et al. 2007;
Rojas-Ayala & Lloyd 2010; Terrien et al. 2012; Mann et al. 2013a; Newton et al. 2014).
I employed the methods outlined in Mann et al. (2013a) to determine metallicity using
the SDSS spectra (Section 2.4.4). I find that the majority of the candidate MIR excess
stars appear to have solar metallicity, so that gravity-sensitive spectroscopic features
should not be excessively effected. Considering this, I used a comparative approach
for estimating surface gravities.
The CaH 3 index was computed following the method outlined in Reid et al.
(1995). Line measurements were made by integrating over a specific width centered
on each line, and subtracting the mean flux calculated from two adjacent continuum
regions; listed in Table 2.7. EWs were computed for each line by dividing the inte-
grated line flux by the mean continuum value. Formal EW uncertainties for each line
were also computed. I integrated the Na i doublet over a single region, and summed
two separate regions for the K i doublet (see Table 2.7).
I expect the majority of stars in the W11 catalog will be older field dwarfs (> 1
Gyr). Therefore, to identify low surface gravity members of the MIR excess sample,
I compared gravity tracers for the MIR excess sample relative to the W11 catalog. I
grouped stars by spectral type and determined quartiles for each gravity tracer and
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spectral type bin. I plot the surface gravity tracers for the MIR excess sample in
Figure 2.14, compared to the surface gravities for the W11 catalog. I expect low
surface gravity members of the W11 catalog to appear as outliers in each gravity
tracer within each spectral type bin. The majority of the stars in the sample fall
within the intrinsic scatter of the W11 catalog (between the 1st and 3rd quartiles),
indicating that the MIR excess sample represents an older stellar population rather
than pre-main sequence stars. Each star that shows lower surface gravity relative to
the W11 quartiles (i.e., below the 1st quartile for Na i and K i, or in the 4th quartile
for CaH 3) in at least two of the three tracers has been marked in Table 2.6. Overall,
the combined MIR excess sample does not appear to have significantly lower surface
gravities as compared to the W11 catalog, however, the Orion candidates either
fall below or straddle the lower end of the W11 catalog quartiles for each surface
gravity tracer, implying that the Orion MIR excess stars are likely a younger stellar
population.
For the MIR excess sample, I computed the percentages of stars with surface
gravities lower than the W11 3rd quartiles, and lower than the W11 medians, respec-
tively; those values are listed in Table 2.8. The combined MIR excess sample has
only a small percentage of low-surface gravity stars (< 15%). The large percentage
of MIR excess stars with low-surface gravity towards Orion indicates that these stars
are probably members of the star-forming region rather than field stars along the
LOS. These stars will be discussed further in Section 2.4.6.
2.4.2.2 Lithium Absorption
Young, pre-main sequence M dwarfs that are still contracting onto the main
sequence rapidly destroy their natal lithium content as their interiors reach the re-
quired temperature (∼2.5 × 106 K). Once they have contracted onto the main se-
quence, an early-type M dwarf will deplete its lithium by a factor of 2 in less than 10
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Fig. 2.14: Log(g) tracers for the combined sample (blue circles), the combined
sample without the Orion candidates (gray squares), Orion candidates (red crosses),
and the W11 catalog (black triangles). All data points represent the median value
with error bars representing the 1st and 3rd quartiles for each spectral type, except for
the Orion candidates which show actual measurements and their uncertainties. As
an ensemble, the combined sample does not appear to have characteristically lower
surface gravities compared to the W11 catalog, however, the Orion candidate stars
appear to have low-surface gravity relative to the W11 values (see Table 2.8).
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Table 2.8. Surface Gravity Statistics
# of Stars with log(g) <
Sample W11 3rd Quartile W11 Median
Combined 17.7% 47.4%
Combined w/o Orion 14.9% 45.2%
Myr, whereas a late-type M dwarf may still show strong Li absorption at ∼100 Myr
(Cargile et al. 2010). In addition, fully convective stars (M . 0.35M; Chabrier &
Baraffe 1997) that exhibit episodic accretion can increase the rate of lithium deple-
tion by increasing central temperatures, with complete lithium depletion occurring
between 10 to a few 100 Myr in models (Baraffe & Chabrier 2010). Therefore, mea-
suring the lithium feature (Li i 6708 Å) provides a strong youth tracer.
Due to the low S/N around the Li i feature, and the strong TiO bands in
close proximity, a direct measurement of this feature was not attempted in the SDSS
spectra. Instead, I decided to compare the SDSS spectra to the template spectra
from Bochanski et al. (2007b). Bochanski et al. (2007b) created template spectra
through co-addition of ∼ 4,300 high S/N SDSS spectra of field M dwarfs. These
template spectra represent a statistically older population of M dwarfs, that exhibit
little to no lithium absorption. Comparing these template spectra to the MIR excess
sample SDSS spectra, I searched for significant lithium depletion in comparison to the
templates to identify stars that are younger than average field stars. To determine
the significance of the absorption feature, I used a method similar to that in Cargile
et al. (2010), using a moving integrated residual. The moving integrated residuals
were determined by integrating over the residuals from the template spectrum minus
the SDSS spectrum in a moving 5 Å window. This window was moved in steps of
2 Å. Using the moving window, small differences between the template and source
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spectrum are averaged out, providing a better measure of the deviations between the
two. Standard deviations are derived from the R.M.S. of the residual outside a 10 Å
window that is centered at 6708 Å.
I applied the Cargile et al. (2010) method on the SDSS spectrum for every
star in the MIR excess sample and found four of the 175 MIR excess stars showed
detectable amounts of lithium. The method can be seen in Figure 2.15, where I
display the four stars in the sample showing detected lithium absorption relative to
the template spectra. These stars are marked in Table 2.6 and all four are found to
reside within the Orion footprint. Due to the assumed ages of field stars within the
W11 catalog (& 1 Gyr), I would expect none of the candidate Orion stars to show
detectable amounts of lithium if they are members of the field. Although I make no
attempt to assign ages to these stars, it is probable that they are not members of
the field and are young stars associated with the Orion OB1 association.
2.4.2.3 Hα Emission
Over the past few decades, numerous studies have linked magnetic activity
(traced through hydrogen recombination emission) to stellar age (e.g., Wilson 1963;
Skumanich 1972; Eggen 1990; Soderblom et al. 1991; Hawley et al. 1996, 2000). W08
found that for M dwarfs with spectral types earlier than dM4, the average activity
lifetime was less than 2.5 Gyrs. This increased to as long as 8 Gyrs for stars with
spectral types later than dM4. Although the assumed primordial disk dispersal time
is far shorter than the activity lifetime for any M dwarf (10s of Myrs versus Gyrs),
Hα provides another diagnostic that I used to differentiate a statistically younger
population from an older one, particularly for stars with spectral types earlier than
dM4. Hydrogen emission lines have also been seen to be a sign of accretion, with
an increase in equivalent width values for typical magnetically active stars (White &
Basri 2003).
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Fig. 2.15: Spectral profiles (dark gray line) for stars in the combined MIR excess
sample showing lithium absorption at 6708 Å (vertical dotted line). SDSS template
spectra from Bochanski et al. (2007b) are plotted for comparison (light gray line).
Below each spectrum are the moving integrated residuals, showing Li absorption. The
template spectra represent older field dwarfs (&1 Gyr) with little to no absorption.
Candidate number and spectral type are listed in the top left and right corner,
respectively.
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Using the RVs computed in this study using the SDSS spectra, I remeasured
the hydrogen Balmer transitions, following the methods outlined in W11, to assess
the magnetic activity within the MIR excess sample. Stars were flagged as active
(actha = 1) if they met the following criteria: the Hα equivalent width (EW) > 0.75
Å, the S/N in the continuum was greater than three, the EW value was three times
the uncertainty of its value, and the height of the spectral line was larger than three
times the noise in the continuum. The small size of the MIR excess sample allows
me to visually inspect each spectrum to make sure the activity flag corresponded
to a real signal, and did not potentially miss stars that exhibited Hα emission. I
found all stars flagged as active show some amount of Hα emission visible in the
SDSS spectrum, with none of the stars flagged as inactive showing emission. Hα EW
measurements are listed and active candidates are marked in Table 2.6.
To compare the level of activity in the MIR excess sample to a relatively un-
biased sample of field stars, I computed activity fractions (Nactive/Ntotal) for each
spectral type bin and compared them to the W11 values. I defined stars as active
using the same criteria as W11. For the total number of stars, I only used stars that
were defined as active or inactive (using the W11 criteria), omitting stars that did
not have high enough S/N to categorize their activity status. Figure 2.16 shows the
activity fractions and their binomial uncertainties for stellar samples from this study
versus the W11 catalog. The number of stars that went into each bin are listed in
Table 2.9. Although the small sample size makes it difficult to draw strong conclu-
sions, the data show that activity fractions are not significantly different between the
MIR excess sample and the W11 catalog. If I remove the Orion candidates from the
combined MIR excess sample, activity fractions drop for each spectral-type bin that
contains Orion candidates. This suggests that the majority of “young” stars in the
MIR excess sample are the Orion candidates, giving additional weight to the possibil-
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Table 2.9. Activity Indicators
Active Active Active
SpT Nact Ninact Fraction Nact Ninact Fraction Nact Ninact Fraction
Combined Sample Combined Sample w/o Orion West et al. (2011) Catalog
M0 1 18 0.05+0.10−0.02 1 18 0.05
+0.10
−0.02 207 9573 0.02
+0.01
−0.01
M1 0 20 0.00+0.08−0.01 0 20 0.00
+0.08
−0.00 226 7649 0.03
+0.01
−0.01
M2 4 30 0.12+0.08−0.03 3 30 0.09
+0.08
−0.03 366 8496 0.04
+0.01
−0.01
M3 1 22 0.04+0.09−0.01 0 22 0.00
+0.08
−0.00 623 8630 0.07
+0.01
−0.01
M4 3 12 0.20+0.14−0.07 1 12 0.08
+0.14
−0.02 1040 5983 0.15
+0.01
−0.01
M5 7 4 0.64+0.11−0.16 6 4 0.60
+0.12
−0.16 1143 1745 0.40
+0.01
−0.01
M6 8 1 0.89+0.04−0.18 8 1 0.89
+0.04
−0.18 2288 1661 0.58
+0.01
−0.01
M7 10 3 0.77+0.08−0.15 9 3 0.75
+0.08
−0.16 2236 1167 0.66
+0.01
−0.01
M8 2 0 1.00+0.01−0.46 2 0 1.00
+0.01
−0.46 362 99 0.79
+0.02
−0.02
ity that those stars are indeed members of the Orion OB1 association. Considering
the long activity lifetimes for low-mass stars, the majority of the combined MIR ex-
cess sample do not show characteristics of a young stellar population (< 100 Myr). If
the MIR excess stellar sample is older than ∼1 Gyr, this suggests that either the IR
excesses I observe do not result from primordial circumstellar material, or that the
disk dispersal time for low-mass stars can last for much longer than current theories
and empirical data predict (10s of Myrs). Further discussion of interpretations for
these IR excesses will ensue in Section 2.5.
2.4.2.4 Ultraviolet Flux
Heating of the chromosphere also produces ultraviolet (UV) emission through
a number of transitions (Linsky et al. 2001; Findeisen & Hillenbrand 2010), which
provide another tracer for stellar activity, and hence youth. Included in the UV
emission spectrum are the Mg ii resonance lines, a host of Fe ii lines, and other
species including: Lyα, C ii, Al ii, C iii, Si iii, Si iv, and He ii (Walkowicz et al.
2008; France et al. 2012).
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Fig. 2.16: Activity fractions for stars from the combined sample (circles), the com-
bined MIR excess sample without the Orion candidates (squares), and the W11
catalog (triangles). The error bars represent binomial distribution errors. Without
the Orion candidates, the combined MIR excess sample typically has lower activity
fractions than the W11 catalog, implying the Orion candidates are mostly younger,
active stars. As an ensemble, I do not see significantly different activity fractions
between the W11 catalog and the combined MIR excess sample.
Shkolnik et al. (2011) determined criteria to separate older populations from
young populations of M dwarfs using the Galaxy Evolution Explorer (GALEX ; Mar-
tin et al. 2005) near UV (NUV, 1750–2750 Å) and far UV (FUV, 1350–1750 Å)
fluxes.
Using a cross-matched catalog between GALEX Data Release 6 sources and
the W11 catalog (Jones & West 2016), I found five matches to the MIR excess
sample that had flux measurements in the NUV, FUV, or both. The fraction of the
MIR excess sample matched to GALEX sources that had either an NUV or FUV
detection (2.9%; five stars) is comparable to the fraction of sources Jones & West
(2016) were able to match to the entire W11 catalog (1.4%). Due to the distances to
stars in the W11 catalog (d & 100 pc), UV emission from inactive M dwarfs should
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be undetectable (Jones & West 2016). None of the matched GALEX objects were
associated with any of the Orion stars in the MIR excess candidates sample.
To determine M dwarfs showing excess UV flux, a tracer for stellar activity,
Shkolnik et al. (2011) compared GALEX fluxes to 2MASS J-band fluxes to sepa-
rate young, active stars from quiescent, older stars and white dwarf/M dwarf close
binaries. One of the stars in the combined MIR excess sample had both NUV and
FUV fluxes, and significant fractional UV fluxes (FNUV/FJ ≈ FFUV/FJ > 10−4),
and is flagged in Table 2.3. All five stars that showed NUV flux, independent of
whether they had a FUV detection, show significant NUV excess (FNUV/FJ & 10−4).
I would expect stars showing strong UV flux to exhibit other chromospheric heating
signs, however, only one of the five stars exhibits Hα emission or any other youth
tracer. Shkolnik et al. (2011) estimate the probability of flaring M dwarfs contribut-
ing to GALEX source counts to be < 3%, therefore, although unlikely, it is possible
GALEX observed these stars during flare activity.
2.4.3 Kinematics
Stellar kinematics can provide additional insight into the age of a stellar pop-
ulation. To examine the kinematics of the stars, I used the USNO-B/SDSS proper
motions (Munn et al. 2004, 2008), radial velocities computed in this study, and pho-
tometric parallax distances to compute UVW space motions. UVW velocities are in
a right-handed Cartesian coordinate system, representing motion towards the Galac-
tic center, motion in the direction of the Sun’s motion, and motion northwards away
from the Galactic plane, respectively. For stars at appreciable distances, UVW veloc-
ities may not be appropriate tracers of Galactic motion. However, the vast majority
of the stars are within the distance limits used by other studies of stellar kinematics
(d < 1,600 pc, |Z| < 1,000 pc; Bochanski et al. 2007a). Younger stars will typically
have small UVW motions with respect to the local standard of rest (LSR), with
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older stellar populations lagging the LSR along the direction of Galactic rotation (V
component), a phenomenon known as “asymmetric drift” (Strömberg 1922, 1925).
UVW velocities and uncertainties were computed following the method of
Johnson & Soderblom (1987) by way of a Python version of the IDL proce-
dure gal_uvw.pro. These values were then corrected for the solar motion (U =
11.1 km s−1, V = 12.24 km s−1, W = 7.25 km s−1; Schönrich et al. 2010) with re-
spect to the LSR. The kinematics of the MIR excess samples are shown in Figure 2.17.
As an ensemble, the MIR excess stars appear to have kinematics typical of the thick
disk population (Leggett 1992). The Orion candidates appear to be distributed about
the origin of velocity space, indicating a younger stellar population. There also ap-
pear to be five stars with velocities on the order of, or larger than, the escape velocity
of the Galaxy (∼400–500 km s−1; Piffl et al. 2014).
Older stellar populations will have been dynamically heated over time, causing
a larger velocity dispersion. As is shown in Figure 2.17, the Orion candidates have
narrow UVW velocity distributions compared to the combined MIR excess sample,
indicating a younger, less dynamically heated stellar population. I also see the skew
of the V distribution for the combined sample to more negative values, indicative
of asymmetric drift. There are a few outliers in the Orion velocity distributions,
most likely due to field stars along the line of sight. I did not perform an in-depth
investigation on the candidacy of these stars here, although one is warranted. The
computed averages and dispersions of the UVW components for the combined MIR
excess sample without the Orion candidates, as listed in Table 2.10, are similar to the
values and dispersions found in other studies of late-type stars (Fuchs et al. 2009).
I acknowledge that there is a selection bias due to the fact that I cannot probe the
motions of stars in the distant Galaxy, where stellar motions are different due to
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Table 2.10. Velocity Components
Sample 〈U〉 σ〈U〉 〈V 〉 σ〈V 〉 〈W 〉 σ〈W 〉
Combined w/o
10.19± 2.83 29.70 −11.98± 2.78 29.12 0.59± 2.03 21.31
Orion Candidates
Orion Candidates 20.52± 2.71 7.18 8.89± 6.01 15.90 10.64± 0.84 2.23
the age of those stellar populations, however, this should not significantly affect the
analysis of the Orion candidates.
Five of the stars showed high velocity kinematics, usually associated with “hy-
pervelocity” or runaway stars. The largest component of motion for these stars is
tangential to the line of sight, therefore, I needed to make sure the proper motions
were reliable. All five high proper motion stars passed the quality cuts defined in
Kilic et al. (2006, sigRA < 525, sigDEC < 525), which were an extension of the
cuts defined by Munn et al. (2004). These high-velocity stars were also found in
multiple proper motion catalogs, and their values are listed in Table 2.11. These
stars may be a population of runaway stars, representing some of the first sub-solar
hypervelocity stars found to date (Palladino et al. 2014). An in-depth study of these
stars is beyond the scope of this work, however, a number of these stars are discussed
further in the kinematical study of high-velocity M dwarfs by Favia et al. (2015). I
will discuss scenarios that could explain an IR excess for a star moving with a high
velocity relative to the ISM in Section 2.5. USNO-B/SDSS proper motions and the
derived kinematics for all the stars are available in the online catalog.
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Fig. 2.17: Stellar kinematics for stars with good proper motions (goodpm = 1).
Top: The combined sample (gray points) with high velocity stars marked (vtot > 400
km s−1; red crosses). Orion stars are plotted as blue points. The majority of stars
appear to have kinematics typical of the disk population, with a few exhibiting
lagging V velocity components, expected from older M dwarfs (see text for details).
The dotted line is drawn at V = −220 km s−1, separating stars which are moving
along the direction of Galactic rotation from stars moving counter to it. Bottom:
Normalized velocity distributions for stars that fall within the green dashed boxes
for the Orion candidates (dark gray) and the combined sample without the Orion
candidates (light gray). The Orion candidates show far less dispersion in their UVW
velocities, indicating a younger dynamical population. The tail of the distribution
shown in the Orion candidates indicates there may be a few field stars along the line
of sight. The largest source of error for the high velocity stars are the photometric
distance errors, which may be ∼20–30% of the distance measurement.
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Table 2.11. High Velocity Candidate Kinematics
Parameter Reference Candidate 27 Candidate 50 Candidate 73 Candidate 106 Candidate 125
µR.A.
(mas yr−1)
Munn et al. (2004, 2008) −349.5± 17.1 −24.6± 3.4 −185.1± 3.0 −65.9± 3.4 262.1± 2.9
Monet et al. (2003) −352± 43 −22± 9 −192± 6 −62± 2 266± 4
Lépine & Shara (2005)a ... ... −192± 7 −70± 7 235± 7
Röser et al. (2010) −346.5± 16.2 −27.4± 4.3 −191.9± 4.2 −67.5± 4.3 266.3± 3.7
Salim & Gould (2003) ... ... −189.4± 5.5 ... ...
µDec.
(mas yr−1)
Munn et al. (2004, 2008) −212.2± 17.1 −87.6± 3.4 −159.8± 3.0 −145.5± 3.4 −85.4± 2.9
Monet et al. (2003) −230± 39 −80± 7 −152± 4 −140± 3 −80± 3
Lépine & Shara (2005)a ... ... −170± 7 −150± 7 −87± 7
Röser et al. (2010) −236.6± 16.2 −91.1± 4.3 −160.9± 4.2 −150.8± 4.3 −87.1± 3.7
Salim & Gould (2003) ... ... −156.95± 5.5 ... ...
RV (km s−1) −5.5± 6.7 97.1± 8.9 −50.7± 4.6 −51.1± 5.0 −129.0± 2.4
U (km s−1) 558.8± 38.8 −230.8± 16.9 −397.0± 60.5 357.5± 57.6 −246.7± 24.3
V (km s−1) 127.0± 33.5 −596.1± 24.9 −763.5± 60.2 −433.5± 39.3 −132.5± 12.4
W (km s−1) −378.8± 28.4 −101.7± 20.2 −175.3± 27.6 216.5± 21.3 −328.0± 28.1
vtot (km s−1) 689.1± 35.8 640.5± 23.9 871.7± 59.3 597.9± 45.2 428.5± 25.9
aTypical uncertainties stated.
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2.4.4 Metallicity
There is evidence that metallicity plays a vital role in the formation of stars
and planets. Metallicity has been shown to correlate with the rate of giant planet
occurrence (Gonzalez 1997; Fischer & Valenti 2005; Johnson et al. 2010; Mann et al.
2012). Studies of nearby star clusters have shown that metal rich environments
may allow primordial circumstellar disks to persist on longer timescales (Yasui et al.
2009, 2010). Additionally, accretion of planetary bodies may increase the metallicity
of the host star (e.g., Farihi et al. 2009). Therefore, a detailed understanding of how
metallicity affects disk evolution is crucial to understanding stellar and planetary
system formation and evolution.
It is challenging to measure the metal content of M dwarfs due to their large
abundances of molecular features, many of which have incomplete line lists. Previous
studies have attempted to find metallicity tracers (see Section 2.4.2.1). Recently,
Mann et al. (2013a) completed an investigation of metallicity sensitive tracers in the
optical and NIR spectra of late K and M dwarf companions to higher mass stars.
The Mann et al. (2013a) metallicity solutions are comprised of a set of equations
based on equivalent widths and color indices. A number of metal sensitive features
were found, including Na i (doublets at 8200 Å and 2.208 µm), Ca i (1.616 µm and
1.621 µm), and K i (1.5176 µm).
To study the metallicity of the MIR excess sample, I used the SDSS spectra
to compute equivalent widths and color indices using the methods defined in Mann
et al. (2013a). To balance quality measurements with a statistically significant sample
size, I used only stars with σ[Fe/H] < 0.5 for the analysis. However, cutting on lower
or higher values of σ[Fe/H], or removing the Orion candidates, did not significantly
change the results. I find the sample to be distributed about solar metallicity, with
a median value of [Fe/H] ≈ 0.0 ± 0.3, as shown in Figure 2.18. This is similar to
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Fig. 2.18: The normalized distribution of [Fe/H] measurements. I show stars from
the combined MIR excess sample (dark gray line) and the W11 catalog (light grey
line) with σ[Fe/H] < 0.5. Measurements were made using the method described in
Mann et al. (2013a). Only stars with a SpT < dM7 were used. The median for the
the sample is shown ([Fe/H] ≈ −0.03±0.28; dotted line). The MIR excess candidates
appear to be distributed fairly evenly about solar metallicity, and appear to have a
similar distribution to that of the W11 catalog.
values computed for the W11 catalog ([Fe/H] ≈ 0.0±0.1) using the same quality cut
of σ[Fe/H] < 0.5.
For the scenario of tidal disruption and accretion of minor planets, I might
expect the MIR excess stars to be preferentially metal rich due to accretion, similar
to results observed for white dwarfs with IR excesses (Jura 2003, 2008; Farihi et al.
2009). However, for the MIR excess stars I do not see a trend of high metallicity,
making the tidal disruption and accretion scenario unlikely. The stars do not have a
significantly different metallicity distribution from the W11 catalog (as inferred by a
K-S test; P-value = 0.57), therefore, I draw no conclusions about the metal content
affecting, or being affected by, the mechanism for the observed IR excesses.
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2.4.5 Disk Fractions
My combined MIR excess sample is large enough to study the nature of the
excess IR flux in a Galactic context. Young star forming Hii regions are found
most prominently in spiral arms, close to the Galactic plane. For example, Lee &
Lim (2008) found that ∼90% of embedded clusters are found within ∼160 pc of
the Galactic plane. Therefore, I should expect young populations of stars to appear
close to the Galactic plane with their numbers dropping with vertical Galactic height.
This “Galactic stratigraphy” was used in W08, using magnetic activity as a proxy for
youth. W08 found that the fraction of active M dwarfs declined with Galactic height,
with different slopes for different spectral types, most likely due to the correlation
between activity lifetime and spectral type. To test for a similar trend in the data,
I performed a “Galactic stratigraphy” analysis to investigate age dependence for the
observed IR excesses.
Using the sample of 41,120 stars for which an IR excess could have been de-
tected (Section 2.3.5.2), I computed the fraction of stars with disks as a function of
Galactic height. Figure 2.19 shows the distribution of binned fraction of disks (using
W3 excess as a proxy), as a function of distance from the Galactic plane. Once
the Orion candidates are removed, I see a fairly constant fraction until a distance
of ∼700 pc, at which point I see a slight decline. Separating stars by spectral type
does not change this result. As each Galactic height bin represents an ensemble of
young and old stars, with younger stars more preferentially found closer to the plane,
I surmise that the mechanism creating the observed dust populations happens ran-
domly throughout low-mass stellar populations. I will explore possible mechanisms
to create dust around old field stars in Section 2.5.
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Fig. 2.19: Disk fractions (using W3 excess as a proxy) as a function of height using
the combined sample without the Orion candidates. Error bars represent binomial
errors. The number of stars in each bin are listed above their error bars. There is a
slight declining trend seen at ∼700 pc, however, there is no obvious dependence as a
function of height/age.
2.4.6 Orion OB1 Candidate Stars
Although the Orion complex and regions within the complex have been exten-
sively researched (see Bally 2008, and references therein), I found seven MIR excess
stars that have not been previously linked to the region. All seven candidates are
found within a few degrees of Orion’s Belt, a neighborhood with many young star-
forming regions. Specifically, these stars are possible members of the Orion OB1
association. The positions of the Orion stars are shown in Figure 2.20. Three of the
stars fell into the Orion footprint investigated by Caballero & Solano (2008), but
were not included in their sample, possibly due to their color selection criteria or
depth of coverage. The majority of these seven new Orion candidates has photo-
metric distances between 100–340 pc, which distributes them approximately within
the extent of the OB1 association (d ∼ 100–400 pc; Caballero et al. 2007). One of
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Table 2.12. Orion Candidate Parameters
Catalog WISE SpTa RV db Z AV c RV d
Number Designation ±1 (km s−1) (pc) (pc) (mags)
37.......... J052604.21−000220.9 M5 37.6 ± 4.7 130 -27 0.41 ± 0.07 3.1
38.......... J052756.04+001459.5 M4 28.2 ± 4.7 152 -33 0.26 ± 0.05 5.0
39.......... J052800.30+002546.7 M7 41.8 ± 6.2 122 -23 0.00 ± 0.02 3.1
40.......... J053207.80+001704.9 M2 32.2 ± 3.8 195 -44 0.52 ± 0.02 3.1
41.......... J053215.59−003900.1 M4 55.9 ± 5.5 241 -59 0.21 ± 0.07 3.1
42.......... J053311.20+001358.5 M3 30.8 ± 3.4 128 -23 0.35 ± 0.06 3.1
43.......... J053906.74+003722.6 M3 13.2 ± 2.6 331 -75 0.48 ± 0.05 3.1
aDetermined in West et al. (2011).
bPhotometric distances have typical uncertainties of ∼20%.
cMeasured in Jones et al. (2011).
dAdopted parameters from Jones et al. (2011) measurements.
the Orion candidates may be foreground or background star, based on its kinematics
(Section 2.4.3). Basic information for the Orion candidates is listed in Table 2.12.
Some of the Orion candidates showed a number of forbidden optical emission lines
(e.g., [O i]), giving further evidence for their youth. One such star will be discussed
below.
2.4.6.1 Candidate 41
One of the candidates showed up as an outlier in the SED fits (see Fig. 2.7).
The SED fit for this star suffered from large uncertainties in both the radius and
luminosity estimates, although the temperature fit was within the range of its spectral
type (2900+600−100 K; dM4). Closer inspection of this star uncovered strong Balmer
emission lines as well as a number of forbidden lines within its spectrum ([O i], [N
ii], and [S ii]), as shown in Figure 2.21. Similar forbidden lines are observed in
the spectrum of T Tauri stars (Appenzeller et al. 1984). Comparing the candidate
spectrum to a template spectrum from Bochanski et al. (2007b) shows veiling of the
96
5h28m00.00s32m00.00s36m00.00s40m00.00s
Right Ascension (J2000)
−1◦00′00.0′′
−0◦30′00.0′′
00′00.0′′
30′00.0′′
+1◦00′00.0′′
D
ec
li
n
at
io
n
(J
20
00
)
OB1b
Fig. 2.20: Orion stars (red circles) overlaid on a cutout of the IRAS IRIS 100 µm
map (Miville-Deschênes & Lagache 2005). The approximate boundary of the OB1b
subassociation is shown (red dashed line; Briceño et al. 2007). Orion’s Belt is shown
for reference (blue line). Candidate 41 is shown as the red star.
photosphere (e.g., the TiO bands around 7100 Å); whereby additional flux, typically
from accretion, weakens spectral features.
This star is also one of the Orion OB1 candidates. The Orion OB1 association
is assumed to have an age between ∼8–10 Myr (Briceño et al. 2007). If I assume a
temperature of 3,000 K for this star, using the isochrones from Baraffe et al. (1998,
2002) this star will have a radius of ∼0.8R, the assumed radius from the parameter
fits (Section 2.3.3), at an age of ∼1–2 Myr. Even though there appears to be an
age discrepancy, with the large uncertainties on the effective temperature and radius
of this star, I cannot confidently estimate an age using isochrones. Candidate 41 is
prime for follow-up observations to more accurately characterize its properties.
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Fig. 2.21: SDSS spectrum of candidate 41 (green line) and a template spectrum
of the same spectral type from Bochanski et al. (2007b, gray line). There are a
number of forbidden line transitions seen in this spectrum (line colors correspond to
elements listed on the right side of the plot). These forbidden transitions are typically
associated with T Tauri stars, and are an indication of accretion. The two emission
lines ∼7300 Å are most likely [O ii] lines (Kogure & Leung 2007). The dotted box
represents the area of the inset plot. Comparing the two spectra, veiling is apparent
in the candidate spectrum.
2.5 Discussion
I identified 175 M dwarfs with IR excess at 12 and/or 22 µm, a typical signature
of warm circumstellar material. From the youth analysis, I found that only ∼3%
show reliable youth diagnostic signatures, and I conclude that the majority of stars
in the sample (∼97%) have ages & 1 Gyr; far older than the disk dispersal time for
solar-type stars (10s of Myr; Williams & Cieza 2011). This places the majority of the
sample within the age range characterizing the older field population. Unfortunately,
without strict constraints on age, I am not able to inform the timescale for disk
dispersal in low-mass stars under the assumption I am observing primordial dust.
Candidates in close proximity to the Orion OB1 association were more likely to show
signs of lithium absorption, making them potentially younger than the remainder of
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the sample (. 100 Myr). Due to their potential youth, these star systems may still
retain their primordial dust. For the remaining stars, I examine possible scenarios
to explain the appearance of warm dust.
The minimum distances of the dust populations, typically found within the snow
line of M dwarfs, and the high fractional luminosities imply that I may be viewing
dust created by planetary impacts within the terrestrial zone, similar to conclusions
drawn by Weinberger et al. (2011). BD +20 307 is a spectroscopic binary composed
of two F-type stars and is estimated to be older than 1 Gyr, with a large fractional
IR luminosity (Ldust/L∗ ≈ 0.032; Weinberger et al. 2011). Using a Spitzer spectrum,
Weinberger et al. (2011) deduced that the most likely cause for a high fractional
IR luminosity, and the crystallinity of their best-fit dust model, was a single “giant
impact” of planetary bodies (specific incident kinetic energy of the two impacting
objects & 105 J km−1).
A similar scenario has been used to explain IR excesses observed around older
(& 1 Gyr) FGK stars (Rhee et al. 2008; Moór et al. 2009; Fujiwara et al. 2010; Melis
et al. 2010; Weinberger et al. 2011). Weinberger et al. (2011) argue that a fifth
terrestrial planet within a planetary system such as our own could remain stable for
up to a Gyr. Simulations show that the planet’s orbit could have taken it across
the asteroid belt, perturbing asteroids into unstable orbits, increasing the impact
rate of asteroids within the inner solar system, all prior to the planet’s removal from
our system (Chambers 2007). This planet would have also able to create collisions
between terrestrial planets prior to leaving the system. This “Planet V” scenario has
been used as a possible explanation for the late heavy bombardment period within
our Solar system (Chambers 2007). Using numeric simulations, Laskar & Gastineau
(2009) showed that over the course of a few Gyr our own planetary system may
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become unstable and result in collisions of terrestrial planets, making this a possible
scenario for terrestrial systems around M dwarfs.
In a NIR interferometric study of solar-type and higher-mass stars with debris
disks, undertaken by Absil et al. (2013), it was argued that collisions between large
planetismals could create a significant, observable amount of dust. However, they
deemed this an unlikely scenario for stars & 1 Gyr since these types of collisions are
expected to happen during the final stages of planet formation (. a few 100s of Myr;
Chambers 2004). Clearly the timescales for such an occurrence still require further
modeling to help constrain the timescale for collisions in planetary systems.
Using statistics from Spitzer and IRAS, Weinberger et al. (2011) estimate that
the giant impact rate for solar-type stars is & 0.2 impacts per star during its main
sequence lifetime. Following a similar argument, I estimate the number of giant
impacts for M dwarfs. The number of giant impacts per star can be estimated as
Ng = f∗AL−1, where f∗ is the fraction of stars observed to have warm dust, L is the
lifetime of the collision products, and A is the age of the stars surveyed. Assuming
the total number of stars I could have observed with similar fractional IR luminosities
within the W11 catalog to be stars with J ≤ 17, I am left with 41,120 stars after my
selection criteria (see Section 2.4.5 for details). I observed 168 stars with warm dust
populations that do not appear to be primordial in nature (I have omitted the Orion
candidates), giving me a fraction of f∗ ≈ 4.1 × 10−3. Weinberger et al. (2011) used
100,000 years for L. This value was originally calculated by Melis et al. (2010) for a
collisional cascade started by planetary embryos with radii of ∼100 m, but was found
to be similar to the 80,000 years found by Weinberger et al. (2011) for a collisional
cascade started from a planet-sized impact.
To estimate an average age for the observed stars, I used the activity lifetimes
(i.e., the timescale during which Hα should be observable in the stellar spectrum due
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to magnetic activity) results of West et al. (2008). For the 41,120 stars within the
W11 catalog that made the cuts, I took the total number of inactive stars within a
spectral type bin and multiplied those stars by the average activity lifetime for that
spectral type bin from West et al. (2008). I did the same for active stars, assuming
an age of half the activity lifetime for each spectral type bin. I then took the average
age across the 41,120 stars, giving me an estimated average age of A ≈ 2.6 Gyrs. I
use 2.6 Gyrs as a lower limit on the age, as many of these fields stars are likely older
than 5 Gyrs, which will only increase the collision estimate. Using the estimated
quantities, I find the rate at which such planetary collisions occur around M dwarfs
should be & 100 impacts per star over its current age; three orders of magnitude
larger than the number of impacts found by Weinberger et al. (2011) for A- through
G-type stars.
A high rate of giant impacts within the terrestrial planet zone for low-mass
stars has repercussions for close-in planetary systems. The high occurrence rate of
terrestrial planets orbiting low-mass stars (Dressing & Charbonneau 2013; Koppa-
rapu 2013) not only supports the possibility of this scenario, it also implies that
a high rate of planetary collisions could significantly alter the habitability of such
systems. N-body simulations for planet formation around low-mass stars also indi-
cate that giant impacts could be quite common for these planetary systems (Ogihara
& Ida 2009). Future simulations should attempt to constrain the timescale and fre-
quency for such impacts to occur, and the likelihood of observing such impacts within
our Galaxy. Due to the assumed ages of the stars, I find giant impacts within the
terrestrial zone to be the most plausible explanation for the observed IR excesses.
To investigate whether the observed IR excesses could be due to primordial
dust requires an evolutionary study of the fraction of M dwarfs with IR excesses at
different stellar ages. Unfortunately, detection limits and small sample sizes have
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hindered a thorough statistical analysis for disk lifetimes. I expect low-mass stars
older than a few 10s of Myr to harbor cold disk populations (Tdust < 100 K), rather
than the warm disks in this study. The lack of cold dust populations found around
M dwarfs, in contrast to debris disks found around similar age, higher-mass stars,
indicates that primordial warm dust should not be found around low-mass stars & 1
Gyr. However, this conclusion may be biased due to observational limits in detecting
cold dust around low-mass stars. Future studies of Spitzer and Herschel data may
further constrain the timescale for disk dispersal around M dwarfs.
Considering the possibility that I am observing primordial dust, I explore kine-
matic arguments. The primary dispersal mechanism for low-mass stars is thought
to be stellar wind drag (Plavchan et al. 2005, 2009), whereby the collisionally pro-
cessed grains are removed by the proton wind rather than radiation pressure. If disk
kinematics are able to overcome gravitational instabilities and stellar wind drag, a
star may be able to retain its primordial dust content. Studies investigating planet
masses around low-mass stars indicate that there is a paucity of Jupiter- versus sub-
Neptune-sized planets (Howard et al. 2012). These findings have been attributed
to low disk masses from which to build planets (Laughlin et al. 2004; Kennedy &
Kenyon 2008). If there is a small enough reservoir of dust, a scenario in which the
collision rate within low mass disks continues to reprocess the dust while inhibiting
planet formation is a possibility for low-mass stars. Studies investigating asteroids
as failed planets within our Solar System lend support to this argument (Coradini
et al. 2011; Sierks et al. 2011; Russell et al. 2012). The likelihood of this scenario
would need to be studied through dynamical simulations to explore its plausibility.
For dust that is not primordial, I may be able to explain warm dust around
older stellar populations through tidal disruption of planetary bodies. This is a
phenomenon that has been observed around white dwarfs (WDs; e.g., Jura 2003,
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2008; Farihi et al. 2009). Through accretion of planetary bodies, these WDs show
spectral signs of heavy elements in absorption (Holberg et al. 1997). In the case
of WDs, shedding of the outer layers during the transition from giant to dwarf is
potentially responsible for perturbing the orbits of minor planetary bodies. No such
mechanism exists for low-mass stars that have not evolved off the main sequence,
making this scenario unlikely for the MIR excess sample. The estimated minimum
orbital distances for the dust populations are also greater than the estimated Roche-
limit for M dwarfs (. 0.01 AU), likely ruling out this scenario. Likewise, I discount
that the observed excesses are due to collisions fed by an asteroid belt, as dynamical
models estimate much lower fractional IR luminosities than those observed (Wyatt
et al. 2007).
Another possible disruption scenario involves the inherently chaotic nature of
planetary orbits (Murray & Holman 1999). For close-in giant planets with unstable
orbits that degrade to come within the corotation radius of their host star, it is
expected that they would lose angular momentum quickly to the host star through
tidal interactions. This would result in tidal disruption once the planet comes within
the host star’s Roche limit (Schlaufman & Winn 2013). As the material is accreted
onto the host star, the dust would heat up and appear as an IR excess. The dynamical
arguments of Schlaufman & Winn (2013) did not include low-mass stars or Earth-
sized planets. However, if I assume their arguments scale to lower-masses, I find that
the corotation radius for a 0.5M star is . 0.1 AU. Mass scaling relations, for the
core accretion process responsible for forming giant planets, predict the distance of
the snow-line for low-mass stars during the time of giant planet formation is > 1 AU
(Laughlin et al. 2004; Adams et al. 2005; Ida & Lin 2005; Kennedy & Kenyon 2008).
Due to the relative paucity of Jupiter-sized planets around low-mass stars (Johnson
et al. 2007), I find it unlikely that such a migration scenario occurs at high frequency.
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A study investigating the likelihood of this scenario for Earth-sized planets around
low-mass stars should be undertaken in the future.
To provide a separate explanation for IR excesses observed for the high-velocity
stars, I consider ζ Oph, a high-mass, runaway star with a shock clearly visible in the
WISE image archives (Peri et al. 2012). This star shows significant IR flux in the
form of thermal emission from the bowshock of its astrosphere. Crude estimates using
aperture photometry on theWISE images give a flux ratio of Fstar+bowshock/Fstar > 10
for both the W3 and W4 bands. This phenomenon has been observed around a
number of runaway massive stars (Peri et al. 2012), but requires further investigation
to determine if it is a viable scenario for high-velocity, low-mass stars.
2.6 Summary
Using the West et al. (2011) SDSS catalog of 70,841 spectroscopically classified
M dwarfs, I searched for IR excesses as signatures of warm circumstellar disks using
WISE data. Applying a number of selection criteria, including our own SDSS/WISE
color-color selection criteria, using r − z color as a temperature proxy, I discovered
175 stars with significant excess flux at 12 and/or 22 µm, most probably due to
circumstellar material. I explored the possibility that any of the excesses could be
due to an ultracool companion and found that none of the MIR excess candidates
exhibited flux levels representative of an ultracool companion at ≥ 3σ level. Using
statistical arguments, I concluded that the observed IR excesses arising from chance
alignment with extragalactic sources or Galactic cirrus contamination were unlikely.
Fitting the observational data to SEDs, I modeled both the stellar and dust
components. I find that the fractional IR luminosities, Ldust/L∗, are high (> 10−3).
These values are similar to those found around higher-mass stars showing IR excesses
at ages & 1 Gyr (Weinberger et al. 2011). Dust equilibrium models put the candidate
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disks typically within a few tenths of an AU to their host star, and possibly closer,
depending upon the parameters chosen. None of the candidate dust populations have
a minimum orbital distance < 0.01 AU, the approximate Roche limit for low-mass
stars, indicating that tidal disruption of planetary bodies is not a likely cause of the
observed IR excess. The estimated dust masses are slightly smaller than masses found
in debris disks around higher-mass stars (∼10−3–10−4Mmoon; Chen et al. 2005b), and
can be attributed to lower-mass disks around lower-mass stars.
I tested the MIR excess sample for youth by observing lithium absorption,
measuring surface gravity tracers (CaH 3, K i, and Na i) and magnetic activity
tracers (Hα, UV flux). Only a fraction of the stars in the MIR excess sample (∼3%)
shows multiple signs of youth, and I conclude that the majority of the stars are field
dwarfs older than a Gyr. Seven of the MIR excess candidate stars lie in the footprint
of the Orion OB1 association. Most of the Orion candidate stars are magnetically
active (∼86%), show low surface gravity relative to the W11 catalog of M dwarfs,
or show lithium absorption, and in some cases they show a combination of several
youth tracers. Stars showing lithium absorption likely indicate an age . 100 Myr.
Although previously unidentified, most of these stars are likely members of the OB1
association.
An analysis of UVW space motions uncovered the Orion sample to be a kine-
matically younger population of stars relative to the entire MIR excess sample. The
remainder of the MIR excess candidates exhibited kinematics similar to typical disk
populations, with a few high-velocity exceptions. Five stars exhibited total velocities
greater than 400 km s−1 relative to the local standard of rest. Neither the dynamical
origin of these stars, nor the mechanism to propel them to such high-velocities are
known. It is possible that if these stars are moving supersonically through dense
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regions of the ISM, that a significant bowshock could produce high levels of IR flux,
supplanting the need for a circumstellar disk to explain an IR excess.
To further investigate the timescale of this phenomenon, I employed the use of
“Galactic Stratigraphy,” using 12 µm excess as a disk (and hence age) proxy. I find
that the disk fraction for stars as a function of vertical height from the Galactic plane
remains fairly constant out to a height of ∼700 pc at which point the fraction begins
to drop. I do not see a significant difference for early versus late spectral types. This
likely implies there is no strong age dependence of the mechanism responsible for this
phenomenon.
This Chapter investigated the frequency of low-mass stars exhibiting extreme
MIR excesses, and observed mass- and age-dependent trends correlated with the
occurrence of extreme MIR excesses. In the next Chapter, I will build a larger, more
uniform sample of low-mass stars to further investigate these potential trends.
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Chapter 3
Motion Verified Red Stars (MoVeRS): A
Catalog of Proper Motion Selected
Low-mass Stars from WISE, SDSS, and
2MASS
One major limitation of Chapter 2 was that the spectroscopic sample from which
I completed my analysis was not uniformly selected. The non-uniformity makes a
true statistical investigation into the mass-, spatial-, and age-dependent properties
of stars exhibiting extreme MIR excesses difficult. Additionally, the low occurrence
rate of low-mass stars exhibiting extreme MIR excess necessitates an even larger
input catalog of stars. This Chapter describes the construction of the largest sample
of photometric low-mass stars to date, using photometry from SDSS, 2MASS, and
WISE, and each survey’s respective astrometry to compute tangential motions on
the sky. This sample will be used in conjunction with a Galactic model (to be
discussed in Chapter 4 and Appendix D) to simulate the missing stars and estimate
the completeness of the sample.
This Chapter is based on the paper “Motion Verified Red Stars (MoVeRS): A
Catalog of Proper Motion Selected Low-mass Stars from WISE, SDSS, and 2MASS”
by Theissen et al. (2016), which was published in the Astronomical Journal and
reproduced here in accordance with the guidelines of the American Astronomical
Society.
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3.1 Background
Over the past century, photometric surveys—both digital and photo-
graphic—have played important roles in many facets of astronomy. One of the largest
limitations to these surveys has been object classification for point sources that have
similar colors and morphologies (e.g., M giants, M dwarfs, QSOs, and distant lumi-
nous red galaxies). One method for separating nearby stellar populations from more
distant objects is measuring tangential, or proper, motion on the sky. Nearby stars
are expected to have measurable proper motions versus more distant objects such
as giant stars and luminous galaxies, which remain stationary on the sky over time
baselines of decades or more. Proper motions are also important for distinguishing
and investigating kinematically distinct populations within our Galaxy (e.g., moving
groups, disk and halo stars, etc.).
A number of large, all-sky catalogs of stellar positions and proper motions now
exist. The United States Naval Observatory (USNO) has had a long history of
tracking astrophysical objects on photographic plates (versus CCDs), starting with
the first published catalog UJ1.0 (Monet et al. 1994), and subsequently replaced by
USNO-A1.0 (Monet 1996), USNO-A2.0 (Monet 1998), and USNO-B1.0 (Monet et al.
2003, hereafter USNO-B). These catalogs are the result of the Precision Measuring
Machine at the USNO Flagstaff Station, being used to measure stellar positions on
plates obtained in a photometric survey over ∼50 years. USNO-B culminated in a
catalog containing the positions, proper motions, and magnitudes for over a billion
objects. However, the proper motions and positions in USNO-B are relative, not
absolute, making it difficult to compare observations with later epoch observations
on a well-defined system (e.g., Röser et al. 2008, 2010). Other proper motion catalogs
of note include (but are not limited to), the SUPERBLINK catalog of northern stars
with large proper motions (Lépine & Shara 2005, hereafter LSPM), the Positions and
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Proper Motions catalog (PPM, PPMX, PPMXL; Röser & Bastian 1993; Röser et al.
2008, 2010), and catalogs calibrated with the Sloan Digital Sky Survey (SDSS; York
et al. 2000) and USNO-B (Munn et al. 2004; Gould & Kollmeier 2004) surveys.
One of the newest surveys from the USNO is the CCD Astrograph Catalog
(UCAC; Zacharias et al. 2000), now in its 4th (and final) data release (UCAC4;
Zacharias et al. 2013). While UCAC4 does not contain as many objects as USNO-
B1.0 (∼108 objects), and has a shorter time baseline (∼6 yrs), it is approximately
five times more precise (Zacharias et al. 2000) due to the use of CCDs instead of
photographic plates. UCAC is also presented in an absolute reference frame, the
International Coordinate Reference System (ICRS). The newest undertaking (started
in April 2012) by the USNO is the USNO Robotic Astrometric Telescope (URAT),
currently in its initial data release with (URAT1; Zacharias 2015). This catalog is
expected to achieve precision astrometric measurements (∼10 mas) for 500 million
sources, but will be relatively shallow in comparison to other surveys (R ≈ 18;
Zacharias & Gaume 2011), and it will be many years before the deepest all-sky data
release (northern and southern hemisphere) is available.
The best example to date of high-precision space-based astrometry is the sur-
vey performed by the Hipparcos satellite (ESA 1997), making precise astrometric
measurements (< 10 mas) for millions of stars. The current realization of Hipparcos
data is the Tycho-2 catalog (Høg et al. 2000), containing astrometric information
for approximately 2.5 million stars. Prior to Tycho-2, the Hipparcos catalog (Perry-
man et al. 1997), containing extremely high precision astrometric measurements for
118,218 stars, defined the ICRS at optical wavelengths. The ICRS is the standard
reference frame that modern surveys (e.g., SDSS, and the future Large Synoptic Sur-
vey Telescope or LSST; Ivezic et al. 2008) use to calibrate their astrometry, since
the majority of these surveys are tied to either Tycho-2 or UCAC. The currently
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underway Gaia mission (Perryman et al. 2001) will redefine the ICRS by obtaining
even higher precision astrometry for over a billion sources.
Although many proper motion catalogs exist, they are typically tied to surveys
that are biased towards the blue end of the spectrum (e.g., USNO-B). This makes
most current proper motion catalogs severely incomplete at the lowest-mass end of
the main-sequence, save a few smaller catalogs (e.g., Lépine & Shara 2005; Deacon
& Hambly 2007; Faherty et al. 2009). It is only in recent years, that an all-sky
IR point-source catalog with enough astrometric precision to build a more complete
proper motion catalog for the reddest point sources has become available. Combining
observations from all-sky and large area surveys taken over the past two decades will
allow me to compute reliable proper motions for the lowest-mass stars.
The past two decades have seen the emergence of three of the most important
astronomical surveys for studies of low-mass stars: the Two Micron All-Sky Survey
(2MASS; Skrutskie et al. 2006), SDSS, and the Wide-field Infrared Survey Explorer
(WISE ; Wright et al. 2010). 2MASS conducted observations between 1997 and 2001
in three near-infrared (NIR) bands (J : 1.25 µm, H: 1.65 µm, and Ks: 2.17 µm).
The 2MASS point source catalog (PSC) contains over 470 million objects. SDSS
conducted visible wavelength observations starting in 2000, with some observations
as recent as the last five years. SDSS observed the sky in five visible wavelength
bands (ugriz), and Data Release 10 (DR10; Ahn et al. 2014) contains approximately
260 million point sources. WISE began observing the entire sky in 4 mid-infrared
bands (3.4, 4.6, 12, and 22 µm) starting in 2010. A second post-cryogenic mission
(NEOWISE; Mainzer et al. 2011) was carried out at the end of 2010 using the two
shortest wavelength bands, and surveying the entire sky over the course of a year. The
AllWISE catalog combines both WISE missions to create a catalog with enhanced
photometric sensitivity and accuracy, and improved astrometric precision above each
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individual mission’s data products. The AllWISE catalog contains over 747 million
objects. Combining these three surveys provides a time baseline of ∼10 years.
The ubiquity of M dwarfs throughout the Galaxy (∼70% of the total stellar
population; Bochanski et al. 2010), coupled with the fact that M dwarfs have main-
sequence lifetimes longer than the current age of the Universe (∼1012 yrs; Laughlin
et al. 1997), make M dwarfs important laboratories for studying numerous aspects of
astronomy (e.g., Galactic and stellar evolution, kinematics, etc.). Recent results have
also suggested that M dwarfs have a strong penchant for building terrestrial planets
(e.g., Dressing & Charbonneau 2013, 2015). This affinity for creating terrestrial
planets, coupled with the relative ease for finding terrestrial planets around M dwarfs
(due to their size ratios and small orbital distances), make M dwarfs important hosts
for studying Earth-sized planets and habitability throughout the Galaxy.
Many large catalogs of M dwarfs (dMs) currently exist, including the Palo-
mar/Michigan State University (PMSU; Reid et al. 1995; Hawley et al. 1996) survey
(∼2400 spectroscopic dMs), and the SDSS Data Release 7 (DR7; Abazajian et al.
2009) spectroscopic catalog (70,841 spectroscopic dMs; West et al. 2011). However,
such catalogs make up only a small fraction of the millions of photometric dMs con-
tained within SDSS. For example, Bochanski et al. (2010) used SDSS DR7 to retrieve
∼15 million photometrically-selected, but not proper motion verified, dMs to inves-
tigate the mass and luminosity functions of the Galactic disk. While most of the red
point sources in SDSS are M dwarfs rather than giants or red galaxies for the color
and magnitude range chosen by Bochanski et al. (2010), proper motions can help to
select bona-fide low-mass stars.
Gaia (Perryman et al. 2001) is currently conducting the largest astrometric
survey to date. Gaia is a magnitude limited survey, the limits of which are shallower
(r ≤ 20; Ivezić et al. 2012) than the combinedWISE+SDSS limits (r ≤ 22.2), making
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Gaia incomplete for the faintest and lowest-mass (reddest) stars. Approximately 60%
of the stars in the combined photometric dataset of WISE, SDSS, and 2MASS have
r ≥ 20, making the majority of low-mass stellar candidates beyond the reach of Gaia
(for relative point-source densities at different r magnitudes see Figure 6 of Bochanski
et al. 2010).
To make use of a larger photometric sample of dMs within SDSS, I combine
WISE, SDSS, and 2MASS observations to compute proper motions over ∼10 year
baselines for photometrically-selected objects exhibiting dM colors. After a color
cut and selection of reliable proper motions, I am left with a catalog of 8,735,004
stars. In Section 3.2, I outline the methods for computing proper motions and er-
rors. I also estimate the intrinsic uncertainty within the catalog using SDSS-selected
quasars. In Section 3.3, I discuss the selection criteria used to build the photometric
dM sample, and address contamination (Section 3.3.4). In, Section 3.4 I assess the
reliability of the catalog. I augment the derived proper motions with measurements
from SDSS+USNO-B in Section 3.5. In Section 3.6, I discuss the properties of the
Motion Verified Red Stars (MoVeRS) catalog and how to query it. I describe pre-
liminary science results that can be achieved with this catalog in Section 3.7. My
summary follows in Section 3.8.
3.2 Methods: Combining WISE, SDSS, and 2MASS
3.2.1 Astrometric Algorithms
SDSS was originally positionally calibrated against UCAC and Tycho-2 (Pier
et al. 2003), but as of its seventh data release (DR7) was calibrated against UCAC2
and an internal UCAC release known as “r1423.” This recalibration reduced system-
23https://www.sdss3.org/dr10/algorithms/astrometry.php
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atic errors from ∼75 mas (Tycho-2) and ∼45 mas (UCAC) to less than 20 mas24.
SDSS is also on the ICRS since the Tycho-2 catalog is based upon Hipparcos astrome-
try, which defines the ICRS at visible wavelengths. All SDSS astrometric calibrations
for this study were performed in the r-band.
I discovered that SDSS positional errors (raErr, decErr) in all SDSS Data
Releases more recent than DR7 are pixel-centroiding errors rather than absolute
astrometric errors (B. A. Weaver, personal communication). To compute absolute
astrometric errors, I found the total error (centroiding plus calibration) in great circle
coordinates using the following equations,
σµ =
√
(rowcErr× 0.3961)2 +muErr2 (3.1)
and
σν =
√
(colcErr× 0.3961)2 + nuErr2, (3.2)
where rowcErr and colcErr are the row center and column enter position errors
in r−band coordinates, respectively, and are found in the SDSS CasJobs “Pho-
toObj” table. The fields muErr and nuErr are the astrometric errors in Great
Circle coordinates (µ and ν) for the r-band, and are found in the “Field” table. The
factor of 0.3961 is the SDSS pixel scale (arcsec pix−1). Next, using the above to-
tal errors in Great Circle coordinates, I converted to α and δ through the following
equations,
s = − sin(incl) sin(nu) sin(mu− node) + cos(incl) cos(nu), (3.3)
c = − sin(incl) cos(mu− node), (3.4)
σαSDSS =
√
(c · σµ)2 + (s · σν)2, (3.5)
24http://classic.sdss.org/dr7/algorithms/astrometry.html
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and
σδSDSS =
√
(s · σµ)2 + (c · σν)2, (3.6)
where mu, nu, node, and incl refer to fields in the SDSS CasJobs “Frame” table.
mu and nu refer to the Great Circle coordinates of the frame center, and incl and
node are the inclination and right ascension of the ascending node of the scan Great
Circle with respect to the J2000 celestial equator25.
The 2MASS PSC uses the Tycho-2 catalog to reconstruct its coordinates in
the ICRS26, with accuracies between 70–120 mas (through comparisons to Tycho-2).
2MASS astrometric errors are reported as an error ellipse with the entries err_maj
(σMAJ), err_min (σMIN), and err_ang (σθ). These were converted to σα and σδ
components using the following equations,
σα2MASS =
√
(σMAJ · sinσθ)2 + (σMIN · cosσθ)2 (3.7)
and
σδ2MASS =
√
(σMAJ · cosσθ)2 + (σMIN · sinσθ)2. (3.8)
Relative astrometric calculations for 2MASS and WISE are computed on the unit
sphere, and therefore the α component of the astrometric uncertainties already ac-
counts for the cos δ term (Vandana Desai, personal communication).
WISE is tied to the ICRS through 2MASS. However, to address possible sys-
tematic proper motion shifts between the two catalogs due to their different epochs,
the WISE pipeline used proper motion data from UCAC4 to readjust 2MASS po-
sitions before they were used as reference stars27. Estimated errors for the source
25https://www.sdss3.org/dr10/algorithms/astrometry.php
26http://www.ipac.caltech.edu/2mass/releases/allsky/doc/sec2_2.html
27http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2_5.html
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catalog are < 100 mas. WISE astrometric errors are denoted by the entries sigRA
(σsigRA) and sigDEC (σsigDEC).
For sources with only two observation epochs, the uncertainties for each proper
motion component are given as
σ2µα =
(
cos δ¯
∆t
)2 [
σ2α1 + σ
2
α2
+
(
∆α
∆t
)2
(σ2t1 + σ
2
t2
) + σ2δ¯ tan
2 δ¯
]
(3.9)
and
σ2µδ = ∆
−2
t
[
σ2δ1 + σ
2
δ2
+
(
∆δ
∆t
)2
(σ2t1 + σ
2
t2
)
]
, (3.10)
where ∆α = α2 − α1, ∆δ = δ2 − δ1, ∆t = t2 − t1, δ¯ is the weighted-mean declination,
and σδ¯ is the error in the weighted mean declination. Here, α, δ and t refer to the
position and time, with “1” being the first epoch and “2” the second epoch. The final
term in σµα is orders of magnitude smaller than 1 mas yr−1 and is therefore negligible.
Proper motion errors for the α component are in proper units (i.e. ∆α · cos δ).
On average, the temporal uncertainty is much smaller than the time baseline
between measurements (σt ≈ 60 seconds for 2MASS and SDSS). The AllWISE cat-
alog combines observations from the initial WISE mission and the post-cryogenic
NEOWISE survey. I defined the temporal uncertainty to be halfway between the
difference of the most recent observation and the earliest observation in theW1-band
(i.e. σtWISE = [w1mjdmax - w1mjdmin]/2). As is shown in Figure 3.1, this causes
some observations to have temporal uncertainties between 80–200 days. For sources
with time baselines of at least four years, this uncertainty is . 1 mas yr−1. However,
a small fraction of the sources have time baselines of about one year. For this reason,
I did not remove the temporal uncertainty term of the proper motion error. The
motivation for using the AllWISE catalog rather than the All-Sky Release Catalog is
that the AllWISE catalog has better astrometric accuracy. This is due to the inclu-
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Fig. 3.1: WISE temporal uncertainties for the sources. The large uncertainties are
due to the AllWISE catalog being a composite ofWISE and NEOWISE observations.
This temporal uncertainty will account for < 1 mas yr−1 in the astrometric solution
for stars with baselines > 4 years, however, I account for it since a small subset of
the observations have baselines of ∼1 year.
sion of proper motions to correct 2MASS astrometric reference stars for the greater
than nine year baseline between the WISE and 2MASS surveys.
For sources with three observational epochs (i.e. WISE, SDSS, and 2MASS), I
computed a weighted linear fit to the positions versus time. Rather than use an linear
least squares approach, which requires the uncertainty in the independent variable (in
this case time), to be negligible, I chose to invoke an Orthogonal Distance Regression
(Boggs & Rogers 1990) method to calculate proper motions in each component (α, δ)
separately. This allows me to take into account the sometimes significant temporal
uncertainties on WISE observations.
3.2.2 Precision: Measured Motions of SDSS Quasars
To investigate the intrinsic error and precision in the proper motions for each
survey, I measured the apparent motions for a comparison sample of stable objects
on the sky that should have essentially zero intrinsic tangential motion. Quasars
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Table 3.1. Magnitude (Flux) Limits for WISE, SDSS, and 2MASS
Survey Band Limiting Magnitude Limiting Flux
(mags) (ergs s−1 cm−2 Å−1)
SDSS r 22.2 (AB)a ∼4× 10−18
SDSS i 21.3 (AB)a ∼6× 10−18
SDSS z 20.5 (AB)a ∼8× 10−18
2MASS J 15.8 (Vega)b ∼2× 10−17
2MASS H 15.1 (Vega)b ∼4× 10−17
2MASS Ks 14.1 (Vega)b ∼8× 10−17
WISE W1 17.1 (Vega)d ∼10−18
ahttp://www.sdss3.org/dr10/scope.php
bhttps://www.ipac.caltech.edu/2mass/overview/about2mass.html
chttp://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2_1.html
make ideal calibrators due to their large luminosities and extragalactic distances.
I used the DR10 SDSS quasar catalog (Pâris et al. 2014), which contains 166,583
spectroscopically-confirmed quasars. Using this catalog, I cross-matched to both the
2MASS PSC and WISE AllWISE source catalogs. Matching was done using search
annuli in steps of 0.5′′ out to 4′′, the results of which are shown in Figure 3.2. The
number of unique matches reaches a maximum at 0.5′′ for both 2MASS and WISE
matches. Since I was interested in estimating the precision of the catalog, I chose to
only use matches within a search radius of 0.5′′. This left me with 69,949 matches
between SDSS and WISE and 2,351 matches between SDSS and 2MASS, 2283 of
which were common in both WISE and 2MASS. The low number of matches between
SDSS and 2MASS is due to the difference in wavelengths and relative depths between
the two surveys. The magnitude and flux limits of each survey are shown in Table 3.1.
Because I was assessing the intrinsic precision of the catalog, I chose to apply further
selection criteria to retain only the most pristine detections of QSOs for the analysis.
The following criteria were required:
1. SDSS clean = 1,
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2. 2MASS cc_flg = 000,
3. WISE cc_flag = 0000,
4. WISE w1snr >= 30,
5. 2MASS j_snr, h_snr, or k_snr >= 10,
6. 2MASS gal_contam = 0,
7. WISE ext_flag = 0,
8. σα < 175 mas & σδ < 175 mas, and
9. The closest neighboring primary SDSS object was greater than 6.1′′ (the W1
FWHM) from the source.
These cuts left 447 matches for sources with WISE+SDSS+2MASS, 4091 matches
for sources with only WISE+SDSS, and 413 matches for sources with only
SDSS+2MASS.
I applied the algorithm from Section 3.2.1 to compute the angular distance mea-
sured from the surveys. Distributions of the computed angular distance differences
are shown in Figure 3.3. Figure 3.3 represents the intrinsic positional errors in each
of the fits (∼90 mas for WISE+SDSS+2MASS, ∼80 mas for WISE+SDSS, and
∼125 mas for SDSS+2MASS). The estimated errors in the sample of QSOs are in
agreement with, or slightly better than, reported positional uncertainties among each
of the three surveys. The largest uncertainties are in the SDSS+2MASS baseline,
however, these objects make up a small fraction of the entire proper motion catalog
(see Section 3.3). I add the above errors, weighted by the time baseline, to the proper
motion error for each component computed at a later step.
A number of studies have attempted to correct systematic errors in proper
motion catalogs using QSOs (e.g., Röser et al. 2010; Wu et al. 2011; López-Corredoira
2014; Grabowski et al. 2015). I did not observe any large systematics within the
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Fig. 3.2: Unique SDSS QSO matches per search radius in 2MASS and WISE. Both
reach a maximum at a search radius of 0.5′′. The increasing number counts at > 2′′
for 2MASS indicate resolved neighboring objects being pulled into the search radius
for faint QSOs that 2MASS is not able to detect.
WISE+SDSS sources, and the small sample size among all other surveys did not
allow me to investigate or correct for any potential systematics offsets.
3.3 Data
3.3.1 Building the Proper Motion Catalog
SDSS DR10 boasts over 900 million unique optical sources (after accounting for
multiple epochs of photometry)28. I used the following photometric selection criteria,
many of which were adapted from Bochanski et al. (2010, hereafter B10), focusing
on the low-mass stars (point sources) within DR10 for the initial search:
1. The photometric objects were flagged as primary. This was done by querying
the Star sub-catalog of the PhotoPrimary catalog. This also ensured a
morphological classification of a point source.
28https://www.sdss3.org/dr10/scope.php
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Fig. 3.3: Normalized distributions for the positional difference components among
each of the surveys (gray). The best-fit normal distribution is also plotted (red dotted
line). The precision tends to be better for observations with a WISE epoch. These
uncertainties are weighted by the time baseline between observations and added in
quadrature to the fitting errors (Section 3.2.1).
2. The photometric objects fell within the following magnitude and color limits:
16 < r < 22,
i < 22,
z < 21.2,
r − i > 0.3, and
i− z > 0.2.
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These color criteria select sources slightly bluer than typical dM colors, but
were chosen to be inclusive for this stage of the selection process. The i- and
z-band magnitude limits extend past the SDSS 95% completeness (i < 21.3
and z < 20.5) limits, but I applied additional cuts below. The r-band limits
remove saturated sources and are slightly brighter than the 95% completeness
limit (r < 22.2). Although I obtain sources past the 95% completeness limit, I
applied more stringent criteria later.
3. I removed sources that had a flag in the r-, i-, or z-bands indicating:
(a) saturated photometry (saturated);
(b) a significant amount (>20%) of the flux was interpolated from the point
spread function (PSF; psf_flux_interpreted)
(c) centroiding failure caused the stellar center to be determined using only
the peak pixel (peakcenter);
(d) too few good pixels for an interpolated source, causing errors to be under-
estimated (bad_counts_error);
(e) center pixel was too close to interpolated pixel (interp_center), and
included pixels that were not checked for peaks, potentially saturated
(notchecked);
(f) after deblending, the object did not have a peak (deblend_nopeak);
and
(g) contained a pixel interpreted to have been affected by a cosmic ray
(cosmic_ray).
4. Sources for which the indicated centroids were not determined from the r-
band, but were transformed from some other band (canonical_center),
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were removed. This was done to ensure objects with reliable r-band astrometry,
which was used as the calibrator for the SDSS baseline.
These cuts ensured that the riz photometry for each source was reliable. Applying
these criteria returned 69,792,454 objects.
Using a 6′′ search radius (a similar matching radius to other searches for ultra-
cool dwarfs, e.g., Zhang et al. 2009), I matched the SDSS photometric stars to WISE
and 2MASS sources, additionally requiring:
1. 2MASS j_psfchi, h_psfchi, and/or k_psfchi ≤ 2. This ensures a point-
like source morphology, and increases the confidence for a good astrometric
measurement.
2. WISE w1rchi2 ≤ 3. This is the same requirement used to determine a single-
point source from a blended object (after deblending) by theWISE photometric
pipeline.
3. WISE SNRW1 > 0. This removes sources that were not detected in W1, but
detected in a longer wavelength band. The spectral energy distributions (SEDs)
of low-mass stars peak in the near-infrared, therefore, as W1 was the deepest
of the WISE bands, low-mass stars should have a detection in W1 if they have
a detection at a longer wavelength.
After these cuts, I was left with 20,164,221 matches with entries in all three
catalogs, 22,741,703 with only WISE+SDSS detections, and 2,947,606 with only
SDSS+2MASS detections.
3.3.2 Tracing the Stellar Locus
The next step was to select point sources that have the expected colors of
main-sequence stars. To ensure this, I computed the expected main-sequence colors
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for low-mass and very-low-mass stars in the WISE, SDSS, and 2MASS photometric
systems. I required the following criteria, adapted from Davenport et al. (2014) for
low-mass stars, and the AllWISE Explanatory Supplement29, to select high quality
matches:
1. 13.8 < r < 21.5 & σr,i,z < 0.05. These cuts ensured precision photometry
within the SDSS 95% completeness limit and saturation limit, and ensured
good morphological classification, which has been shown to have an error rate
of 5% at r = 21 (Lupton et al. 2001).
2. J > 12 & σJ < 0.05. These cuts ensured precision photometry, and should
remove giant stars (Covey et al. 2008).
3. W1 < 17.1 & σW1 < 0.05. These cuts also ensured precision photometry and
selected only sources within the AllWISE 95% completeness limit.
4. |b| > 20◦. This cut reduced extinction effects by removing candidates near the
Galactic plane.
After applying the aforementioned cuts, I was left with 9,298,344 sources with only
SDSS photometry, 9,890,521 sources with WISE+SDSS photometry, and 2,390,962
sources with SDSS+2MASS photometry.
Previous studies have suggested that the majority of point-like sources that
meet the color selection criteria (Section 3.3.1) are stars versus distant Galaxies
(Bochanski et al. 2010), however, I wanted to be more selective, choosing only high
probability stellar candidates for the catalog. To do this, I took the above candidates,
selected for their reliable photometry, and examined the stellar locus in bands from
all three surveys. Many previous studies have investigated the stellar color locus in
29http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2_4a.html
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numerous colors and a number of photometric systems (see Davenport et al. 2014,
and references therein). Instead of using previous results, I chose to measure the
color locus from the stellar sample chosen above. I also chose to only measure the
locus for the reddest SDSS bands (riz) and the deepest 2MASS and WISE bands (J
and W1, respectively). The chosen colors for computing the stellar locus were r − i
versus i− z, r − z versus z − J , and r − z versus z −W1.
In small steps of δ(color), I computed the median absolute deviation from the
median color and removed objects greater than 5 times the median of the deviations
until the distribution converged (i.e. there were no further sources to remove). I then
computed the mean and standard deviation of the remaining color distribution. I
used a bin size of 0.01 mags for the high density areas (the middle of the distribution),
taking steps of 0.01 mags and recomputing, typically including over 10,000 sources
per bin. For the red ends of the distributions (the low density areas), I increased the
bin sizes to 0.2 mags. Averages and 1σ colors, color steps, bin sizes, and the number
of stars in each bin can be found in Appendix B.1. The visual representation of the
computed means and 3σ deviations are shown in Figure 3.4, where it can be seen
that I trace the loci of maximum source density, removing large color outliers.
Due to the initial selection criterion for sources to be drawn from low-extinction
sight-lines (|b| > 20◦), it is possible that the sample could be biased towards stars
with low extinction values. Rather than apply an extinction correction to the stars, I
investigated how extinction may bias the selection criteria. To test how accurate the
color criteria are for selecting low-mass stars and to assess the effects of interstellar
reddening, I applied the above cuts to the SDSS DR7 spectroscopic sample of 70,841
M dwarfs (West et al. 2011, hereafter W11), all of which have estimated extinction
values from Jones et al. (2011). I investigated the fraction of returned W11 stars,
after passing them through the color selection criteria. I applied the cuts above and
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the cuts from Section 3.3.1 to the W11 catalog, excluding the requirement that stars
have |b| > 20◦, since I was interested to see how extinction affected the selection
method. The total fraction of stars with AV ≤ 0.5 and AV > 0.5 are shown in
Table 3.2 for each combination of color selection criteria. For stars with AV ≤ 0.5,
the color selection criteria returned ≥ 95% of the W11 inputs stars for all color
selection criteria. Even for stars with AV > 0.5 the color selection criteria returned
more than 92% of the W11 input stars.
The W11 catalog also contains both disk dwarfs and subdwarfs (Savcheva
et al. 2014), populations that can be separated by their metallicity using the ζ-
spectroscopic index based on TiO and CaH (e.g., Dhital et al. 2012). To test if the
catalog preferentially selects disk dwarfs (ζ ≥ 0.825) or subdwarfs (ζ < 0.825), I
again investigated the fraction of W11 stars that were returned after passing them
through the color selection criteria, and results are shown in Table 3.2.
My selection criteria are well-suited for retrieving both disk dwarf and subdwarf
populations, with selection of stars in high extinction environments being slightly less
reliable, but all above 92%. The ability to select the vast majority of spectroscopic
low-mass stars based on colors alone demonstrates that these color criteria are suit-
able for selecting photometric low-mass stars, even in regions of moderate extinction.
3.3.3 Initial Stellar Sample
Applying the color cuts from Figure 3.4 to the initial sample, I was left with
24,571,934 stars. The color and magnitude range over which each of the matched
samples is found is shown in Figure 3.5. WISE+SDSS sources are typically fainter
and redder; these matches are biased to later-type stars. SDSS+2MASS matches are
bluer; these matches are biased to the earliest type stars.
Using this initial sample as the input catalog, I computed proper motions follow-
ing the procedure outlined in Section 3.2.1. The surveys that went into each proper
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Fig. 3.4: Stellar density plots in WISE, SDSS, and 2MASS colors. Each bin is of
area (0.01 mag)2. The first filled contour (light gray) is drawn at 10 sources per bin,
and each subsequent filled contour represents a density increase by a factor of 10.
The loci of mean colors and 3σ errors used to select the initial stellar sample are also
shown (red dotted line and solid lines, respectively). The method well approximates
the stellar locus. The points used to draw the limits (dashed and dotted lines) are
shown in Appendix B.1.
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Table 3.2. Color Selection Criteria Returns for W11
Color Criteria Total Disk Dwarfs Subdwarfs
AV ≤ 0.5
1a 98.8% 98.8% 99.2%
2b 99.2% 99.2% 98.7%
3c 99.6% 99.6% 95.8%
1+2 98.3% 98.3% 98.3%
2+3 99.0% 99.0% 95.0%
1+3 98.5% 98.6% 95.8%
1+2+3 98.1% 98.1% 95.0%
AV > 0.5
1a 98.4% 98.4% 98.1%
2b 97.2% 97.2% 96.3%
3c 97.0% 97.2% 94.4%
1+2 96.2% 96.2% 96.3%
2+3 95.9% 96.2% 92.6%
1+3 96.1% 96.2% 94.4%
1+2+3 94.9% 95.2% 92.6%
ar − i vs. i− z criteria.
br − z vs. z − J criteria.
cr − z vs. z −W1 criteria.
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Fig. 3.5: Stellar density diagram (r vs. r − z) with isodensity contours. Each
bin is of size (0.1 mag)2. WISE+SDSS+2MASS are drawn in blue, WISE+SDSS
isodensity contours are drawn in red, and SDSS+2MASS isodensity contours are
drawn in green. Isodensity contours are drawn at 1000, 5000, and 10000 stars per
bin (solid, dash-dotted, and dashed lines, respectively). Each subsample is biased
towards a specific brightness and color range.
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Table 3.3. Proper Motion Detection Flags
DBIT Description Number
011 SDSS and WISE surveys were used initial: 11,911,109
to calculate the proper motions. final: 1,801,369
110 2MASS and SDSS surveys were used initial: 1,052,228
to calculate the proper motions. final: 69,199
111 All three surveys were available and initial: 11,608,597
used in the linear fit to calculate final: 1,733,104
proper motions.
000 SDSS+USNO-B proper motions final: 6,620,838
are available. unique: 5,216,855
Note. — I show both the initial number of sources that met the first
selection criteria (see Section 3.3), and the final number of stars that
went into the catalog.
motion measurement (e.g., WISE+SDSS+2MASS or WISE+SDSS) are indicated in
the catalog by a three bit flag (dbit), where each bit represents if a survey was used
in the proper motion measurement. Descriptions of dbit and the number of initial
sources with each fit are shown in Table 3.3.
3.3.4 Reducing Contamination
There are two main issues that can contribute to spurious motion estimates for
the stars: 1) nearby sources can offset the center of the measured PSF if deblend-
ing methods fail; and 2) short time baselines that may mix parallax motion with
tangential motion. I examine both of these issues in the following subsections.
3.3.4.1 Nearby Neighbors
Closely neighboring sources are expected to be a contaminant, especially for
WISE stars due to the large beam size (FWHMW1=6.1′′). WISE active deblending
allows, at most, two components to the PSF fit. The robustness of this deblending
will depend on the flux ratio of the two blended sources. To investigate how neigh-
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Fig. 3.6: Total proper motion fitting errors for the WISE+SDSS+2MASS proper
motions as a function of offset to nearest SDSS primary object and magnitude dif-
ference between the source and its closest neighbor. Only stars with one neighbor
within the search radius are shown. Each bin is of size 0.2 mags × 0.2′′. Stars with
fitting errors > 40 mas yr−1 are suspect due to blending. Dashed and dotted lines
correspond to criteria, below which I recomputed proper motions or removed sources
(see text for further details). For WISE+SDSS+2MASS stars, I recomputed proper
motions for stars within the dashed lines. For WISE+SDSS sources, I removed stars
that had a neighboring object within ≤ 8′′ (dotted line).
boring objects affect proper motion measurements, I used SDSS CasJobs to select
all neighboring primary objects within 15′′ of the sources’ SDSS positions. Next, I
selected only sources that had one neighboring object within the 15′′ search radius. I
expect sources whose photocenters have been moved significantly in WISE will have
larger fitting errors for sources detected in all three surveys. Figure 3.6 shows average
fitting errors as a function of offset to a neighboring object and r-band magnitude
difference between the source and the neighboring object. Fitting errors: (1) are
significantly larger for brighter neighboring objects, and neighbors with offsets . 8′′;
and (2) decrease for close (and bright) neighboring objects (. 2′′) due to a reduction
in the offset of the measured photocenter from its true position, making the measured
positional deviation small.
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Figure 3.6 illustrates that sources with neighboring, bright objects have prob-
lematic motion estimates that can be seen in the fitting errors. The following ques-
tions must be answered to determine which proper motion measurements are reliable:
1) to what distance does a neighboring object affect the measurement; 2) to what
magnitude difference does a neighboring object affect the measurement; and 3) what
is the fitting error threshold above which a measurement is considered affected (by
either neighbors or parallactic effects)? I will explore each of these three questions
below.
I expect the error distributions for sources with a neighboring object at a dis-
tance . 8′′ and > 8′′ to be different due to the inclusion of more large errors for
the distribution with a neighboring object < 8′′. I used a statistical test to chose at
what distance a neighboring object affects the measurement. To test for similarity
(or difference) in the error distributions, I used the Anderson-Darling test (Ander-
son & Darling 1952) since it is more sensitive to the tails of the distribution, where
I expect the larger fitting errors to reside. To determine at which offset a neigh-
boring object affects the proper motion measurement, I selected all sources with
rsource−rneighbor > −2 mags. The requirement for sources with rsource−rneighbor > −2
is relatively arbitrary; I selected sources where I knew fitting errors begin to increase.
Later I made a more rigorous estimate for rsource − rneighbor. Next, I binned fitting
errors in steps of 0.5′′ between 4′′ to 12′′, performing an Anderson-Darling test be-
tween adjacent 0.5′′ bins, searching for neighboring distributions with the largest
dissimilarity (as traced through a minimum in the P value). I found a minimum P
value (8×10−6) between the bins from 7.5′′ to 8′′ and 8′′ to 8.5′′, making 8′′ the cutoff
value.
Next, to determine at which magnitude difference (rsource − rneighbor) a neigh-
boring object affects the proper motion measurement, I selected all sources with a
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neighboring object ≤ 8′′. Again, I binned fitting errors in steps of 0.5 mag between
−5 to 3 mags, and performed Anderson-Darling tests between adjacent distributions.
I found a minimum P value (4× 10−7) between the bins from rsource − rneighbor = −3
to −2.5 and −2.5 to −2, making −2.5 the cutoff value. Additionally, I visually in-
spected a number of stars with proper motion errors between σµ = 30–50 mas yr−1
and found that sources with σµ > 40 mas yr−1 tended to be spurious measurements.
I chose to recompute proper motions for these stars using just two of the three sur-
veys. Details regarding which surveys were chosen (WISE+SDSS or SDSS+2MASS)
are described below.
My method for recomputing proper motions was as follows:
1. I completely removed stars with a neighboring source found within 8′′ and with
rsource − rneighbor > −2.5.
2. For stars that do not meet the above criteria, but which had σµ > 40 mas
yr−1 in either the α or δ component, I recomputed proper motions by first
requiring a minimum signal-to-noise (S/N) in each survey. ForWISE, I required
S/NW1 ≥ 3, and for 2MASS, I required S/NJ,H, or Ks ≥ 5. If only one survey met
the minimum S/N threshold, I used that survey. If both surveys met the S/N
threshold, I used the survey with the highest S/N. To use the WISE baseline,
I further required a minimum distance to the nearest neighbor (in SDSS) be
≥ 8′′.
(a) If all of the previous criteria of (2) were met, and the highest S/N between
both surveys was equal, I used the two surveys with the longest time
baseline (either WISE+SDSS or SDSS+2MASS).
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3. Lastly, I required a time baseline> 1 year between observations. Time baselines
shorter than this are susceptible to parallax effects for nearby stars (∼20 mas
yr−1 for a star at 100 pc with a baseline of 6 months).
As a final note, the buildup of large errors at a neighboring distance of ∼6′′ may
also be due to the search radius (6′′) picking up neighboring objects as the primary if
the source becomes too faint at longer wavelengths. Removing these sources ensures
both possibilities for contamination are removed from the catalog. Since I am only
interested in stars exhibiting bona-fide tangential motions, I kept only stars with
total proper motions greater than twice their uncertainty (µtot > 2σµtot).
3.4 Reliability of Proper Motions
To assess the reliability of my catalog, I compared the proper motions to those
in the LSPM catalog, the SDSS+USNO-B catalog (Munn et al. 2004, 2008, hereafer
M04), and the recent deep survey completed within a 1098 deg2 SDSS footprint
(Munn et al. 2014, hereafter M14). The reliability of LSPM should be close to 100%
as all these sources have been verified by eye. LSPM stars are selected for larger
proper motions (> 150 mas yr−1), and the LSPM catalog is biased towards brighter
stars due to the use of shallow Schmidt plates for the earliest baselines. M04 has
time baselines of ∼50 years, giving it a high precision, but M04 is not as deep as my
catalog, also due to the use of shallow Schmidt plates. M04 has also been matched to
a high number of SDSS sources since SDSS was used as the most recent baseline in
computing proper motions. Lastly, M14 allows me to test the fidelity of the faintest
sources, which LSPM and M04 do not probe. Together, these catalogs allow me to
assess the reliability of the sources for the stars with both small and large proper
motions, and across all magnitudes.
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3.4.1 Comparison to LSPM
The LSPM catalog contains 61,977 stars in the northern hemisphere with proper
motions > 150 mas yr−1. The precision of LSPM is ∼8 mas yr−1. LSPM was not
specifically designed to target low-mass stars, however, due to its selection of high
proper motion stars, it primarily consists of nearby dwarf stars. I matched en-
tries in my catalog to LSPM stars using their 2MASS designations, which produced
12,930 matches. I investigated the agreement between my catalog and LSPM in all
three subsamples (e.g., WISE+SDSS+2MASS) for each proper motion component,
as shown in Figure 3.7. A small number of large outliers were identified between the
WISE+SDSS+2MASS and LSPM matches (Figure 3.7, red circles). I looked through
archived images (DSS, SDSS, 2MASS, and WISE ), since these stars should all have
apparent proper motions over the & 20 year baseline in archived images. The ma-
jority of these stars showed proper motions more consistent with my measurements
in the archived images. The cause of the spurious measurement in LSPM is un-
clear, presumably these are bad residual images in the SUPERBLINK pipeline that
eluded inspection. Many of these stars also had proper motions consistent with my
measurement in another catalog (e.g., USNO-B, M04, NLTT, PPMXL, or URAT1).
I compared the 2σ agreement in both proper motion components between LSPM
and my catalog to test the absolute agreement. For the WISE+SDSS+2MASS
matches, I found 98% agreement between my catalog and LSPM. For the
WISE+SDSS and SDSS+2MASS matches this agreement was 97% and 96%, re-
spectively. All agreements increased to 99% at 3σ. All the WISE+SDSS matches to
LSPM were recomputed values (see Section 3.3.4.1), since these stars are all bright
enough to have an entry in 2MASS. This comparison shows my catalog is reliable for
the fastest moving stars.
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Fig. 3.7: Residual proper motion (µthis study − µLSPM) for both components (µα and
µδ) as a function of the total proper motion. Typical errors are shown in the top
right corners. Top: WISE+SDSS+2MASS stars. Overall, the catalog stars show
good agreement with LSPM, however, a small number of outliers were identified and
investigated (red circles, see text for details). Middle: WISE+SDSS stars. Again,
there is good agreement between the catalog stars and LSPM, with the outliers
typically due to bad astrometry in one of the surveys. Bottom: SDSS+2MASS stars.
Similar to the WISE+SDSS stars there is good agreement with LSPM, with the
outliers once again due to bad astrometry in one of the surveys.
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3.4.2 Comparison to M04
Due to the lower sensitivity of M04, more spurious proper motion estimates
are expected for fainter stars in M04. To compare my catalog to M04, I needed to
determine which sources were reliable. I matched entries in my catalog to entries
in the Munn et al. (2004) catalog (contained within SDSS CasJobs as the Prop-
erMotions table) by SDSS objid. I chose to use only sources with “good” proper
motions, adopting the constraints from Kilic et al. (2006):
1. dist22 > 7, the nearest neighboring objects with g < 22 is more than 7′′ away.
2. match = 1, there is a one-to-one match with the USNO-B object and the
SDSS object.
3. nFit = 6, the object was detected in all five USNO-B plates, as well as detected
in SDSS
4. sigRA < 525, and sigDEC < 525, the RMS residuals for the proper motion
fits were less than 525 mas in both components.
These criteria yielded 919,867 matches between the SDSS sources and M04 sources.
Since M04 is biased towards brighter objects, I compared it to sources that have
proper motions measured using all three surveys (WISE+SDSS+2MASS). There
were 842,776 matched stars with WISE+SDSS+2MASS measured proper motions,
making up the bulk of the matches between my catalog and M04. I investigated the
residuals between the computed proper motions and those from M04 as a function
of color and magnitude (Figure 3.8). There is a strong increase in the magnitude
of the residuals for fainter stars and bluer stars. The correlation between apparent
magnitude and r−z color is due to bluer stars peaking in the optical (and NIR), while
getting fainter at WISE bands. The combined filter set of WISE+SDSS+2MASS is
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more sensitive to stars that peak towards the red end of the NIR, out to ∼ 4 µm.
I expect M04 to be more sensitive to bluer stars. However, I examined the proper
motion distributions for these faint sources to determine whether mine or the M04
values are more consistent with expectations.
In general, I expect fainters stars to be more distant, and therefore exhibit
smaller proper motions. The proper motions for fainter sources tend to be higher
than those from M04, as can be see in Figure 3.8 (positive residuals). I performed
a linear fit to the residuals in color-magnitude space, fitting to where the residuals
became higher than 20 mas yr−1(dashed line, Figure 3.8), and where the residuals
became higher than 10 mas yr−1(dash-dotted line, Figure 3.8). The results are shown
in Figure 3.8, with the proper motions separated by,
r ≤ 16.65 + 1.435(r − z) for ∆µtot < 20 mas yr−1, (3.11)
r ≤ 15.34 + 1.896(r − z) for ∆µtot < 10 mas yr−1. (3.12)
As stated above, due to the difference in wavelengths between each of the surveys
used in calibrating my catalog, I expect fainter, redder sources to be more easily
detectable than fainter, bluer sources. This is exhibited in Figure 3.8, where the
proper motion errors also begin to grow large at approximately the same limit that
the residuals began to increase. Therefore, both the proper motions and the proper
motion errors increase at the same limit, potentially keeping the measurements to
within errors but with less precision. To quantify the reliability of my catalog, I
compared the 2σ and 3σ agreement for both proper motion components for matched
stars, both fainter and brighter than equation (3.11), and as a function of color, the
results of which are shown in Table 3.4.
In general, there is good agreement between the measurements and the M04
catalog. This agreement is less certain for stars fainter than Equation (3.11), but
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Fig. 3.8: Left : Residual total proper motion (∆µtot = µtot (WISE+SDSS+2MASS) −
µtot (M04)) as a function of source r-band magnitude and r − z color, each bin is
(0.1 mags)2. The performance of the catalog is tightly correlated with source color
and magnitude. The dashed line represents the limit above which residuals become
> 20 mas yr−1, and the dash-dotted line represents the limit above which residuals
become > 10 mas yr−1. More stringent criteria used to investigate the reliability of
the M04 catalog (Section 3.5) are also shown (dotted lines). Right : Total proper
motion error (σµtot) as a function of source r-band magnitude and r − z color, each
bin is (0.1 mags)2. The dashed and dash-dotted lines are the same as the top. The
measurement uncertainty becomes large at the same limit that residuals begin to
grow larger than 20 mas yr−1. Although there is less precision at fainter magnitudes,
the proper motion measurements are still consistent to within the errors.
increases for redder colors fainter than this limit. Since the performance of the USNO-
B survey is also expected to deteriorate at fainter magnitudes (V & 19; Lépine &
Shara 2005; Dong et al. 2011), I can expect sources in disagreement to be a mixture
of spurious measurements in my catalog and in USNO-B. This is left as a cautionary
note, as many of the stars fainter than Equation (3.11) will have real proper motions.
I do not remove these stars, as many of them will be true measurements, I instead
augment them with a second measurement from M04 (see Section 3.5).
A similar comparison can be made between the WISE+SDSS and
SDSS+2MASS proper motions and M04. However, these samples are limited in
that they are typically bluer (SDSS+2MASS) or fainter (WISE+SDSS) than the
WISE+SDSS+2MASS stars. These comparisons are also shown in Table 3.4. In
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Table 3.4. Agreement with other Proper Motion Catalogs
Comparison Catalog Subsample r − z 2σ Agreement 3σ Agreement
M04 WISE+SDSS+2MASS All 86% 95%
M04 SDSS+2MASS All 28% 72%
M04 WISE+SDSS All 15% 50%
M14 WISE+SDSS+2MASS All 82% 94%
M14 SDSS+2MASS All 21% 74%
M14 WISE+SDSS All 25% 63%
M14 WISE+SDSS > 3 82% 93%
r ≤ 16.65 + 1.435(r − z)
M04 WISE+SDSS+2MASS All 94% 99%
M04 SDSS+2MASS All 87% 97%
M04 WISE+SDSS All 46% 63%
M14 WISE+SDSS+2MASS All 95% 99%
M14 SDSS+2MASS All 69% 95%
M14 WISE+SDSS All 57% 77%
r > 16.65 + 1.435(r − z)
M04 WISE+SDSS+2MASS All 46% 75%
M04 WISE+SDSS+2MASS > 1 50% 77%
M04 WISE+SDSS+2MASS > 1.5 52% 78%
M04 WISE+SDSS+2MASS > 2 55% 80%
M04 SDSS+2MASS All 13% 66%
M04 WISE+SDSS All 13% 49%
M04 WISE+SDSS > 2 28% 59%
M14 WISE+SDSS+2MASS All 60% 84%
M14 WISE+SDSS+2MASS > 3 93% 98%
M14 WISE+SDSS > 3 80% 92%
general, agreement is again better for stars brighter than Equation (3.11), and for
redder stars.
I further investigated how the agreement scaled with proper motion errors
among all three subsamples, as is shown in Figure 3.9. Stars with larger proper
motion errors (e.g., fainter stars and stars with smaller time baselines) tend to be
closer to the 3σ limit, or be in disagreement. The majority of stars across all three
subsamples tend to be within 3σ agreement, a proper motion error cut may be useful
in selecting higher confidence proper motions. It is difficult to say if the disagree-
ment between the faintest sources in the catalog (and M04) is a limitation of M04 or
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the catalog. To answer this question, I require a proper motion catalog as deep (or
deeper) than the WISE+SDSS+2MASS catalog.
3.4.3 Comparison to M14
The M14 proper motion survey covers only a small footprint within SDSS, but
provides proper motions down to r ≈ 22. The M14 catalog has time baselines & 5
years with a precision of ∼10 mas yr−1. M14 listed a number of suggested cuts, all of
which I have applied, however, even with these cuts, M14 still found a number of bad
detections remained (typically over 50% of inconsistent comparison measurements
with LSPM). The fidelity of the proper motions within this catalog have not been
independently verified, therefore, the following analysis should be taken as both an
investigation into the reliability of my catalog as well as M14.
I matched my catalog to M14 by SDSS objid, giving me 510,799 matches. I per-
formed an analysis similar to the comparison to M04 above. I began with a compari-
son of the WISE+SDSS+2MASS stars, which made up 246,678 of the matches. Fig-
ure 3.10 shows the total proper motion residuals (µtot (WISE+SDSS+2MASS)−µtot (M14))
as a function of r-band magnitude and r− z color. Equations (3.11) and (3.12) from
the M04 analysis represent similar reliability for M14, past the magnitude limit that
M04 was able to probe. Reliability tends to increase for stars with r − z > 3.
I again explored the 2σ and 3σ agreement between both proper motion
components for M14 and my catalog (see Table 3.4). Agreements between the
WISE+SDSS+2MASS measurements and M14 are similar to those found with M04,
except for the WISE+SDSS stars which are in better agreement than those found
against M04 with a larger number of stars (261,141). Agreement is also better for
redder stars (stars with r − z > 3), the majority of which were fainter than equa-
tion (3.11) from Section 3.4.2. This shows that theWISE+SDSS sources are typically
too faint to be have reliable proper motions in M04. In general, the proper motions
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Fig. 3.9: Violin plots for residual total proper motion (∆µtot =
µtot (WISE+SDSS+2MASS)−µtot (M04)) as a function of total proper motion error. These
plots show the relative distribution of stars for each error bin. The dashed and
dotted line represent 2σ and 3σ agreement, respectively. Top: The majority of
WISE+SDSS+2MASS stars are all in 3σ agreement with M04, agreement is better
for small errors. Middle: The SDSS+2MASS stars tend to be in better agreement for
smaller errors. From the error distribution (Section 3.6), the majority of the sources
should have reliable (within 3σ) proper motions. Bottom: The WISE+SDSS stars
also tend to be in better agreement for smaller errors. From the error distribution
(Section 3.6), many sources tend to straddle the limit of 3σ reliability. These stars
also represent the faintest sources, and thus suffer from small number statistics when
matched to M04.
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Fig. 3.10: Same as Figure 3.8, but residuals with M14. Equations (3.11) and (3.12)
approximately trace the same levels of reliability for M04 and M14, with reliability
increasing for fainter, redder stars (r − z > 3).
across all three subsamples appear to be reliable (to within the uncertainties) up
to the magnitude limit of r = 22, with redder sources at a given magnitude having
higher reliability. Figure 3.11 shows how proper motion agreement scales with proper
motion error (similar to Figure 3.9). I find slightly better agreement for stars with
larger proper motion errors than I did for M04. As stated above, cutting on proper
motion errors can yield higher reliability.
My comparison with LSPM shows me that my catalog is reliable for the brightest
and faster moving stars. The majority of stars with discrepant proper motions were
found to have more reliable measurements in my catalog. Comparisons with M04
and M14 show that my catalog tends to be more reliable for brighter sources, but
reliability remains high for fainter, redder stars. Rather than make further cuts on
my catalog, I summarize my findings and use the results of my comparisons to suggest
selection criteria to obtain a clean sample in Section 3.6.
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Fig. 3.11: Same as Figure 3.9, but for M14 matches. Top: The
WISE+SDSS+2MASS stars tend to have more scatter in their residuals than the
M04 stars, however, the majority are in 3σ agreement with M14. Middle: The
SDSS+2MASS stars tend to be in better agreement for smaller errors, similar to
M04 matches. Bottom: The WISE+SDSS stars also tend to be in better agreement
for smaller errors, similar to M04 matches. The inset plot shows only stars with
r − z > 3, which are typically more reliable.
142
3.5 Augmenting Proper Motions with SDSS+USNO-B Mea-
surements
The combined WISE+SDSS+2MASS proper motions are mostly sensitive to
faster moving (µtot > 20 mas yr−1) and redder stars. To make the most complete set
of proper motions and to ensure the highest completeness for low-mass stars within
the SDSS photometric sample, I required a time baseline more sensitive to slower
moving (tangentially) stars, or disk stars. The ideal remedy is M04, which has a
higher precision (σµtot . 4 mas yr−1), but is more sensitive to brighter sources (see
Section 3.4). To augment the derived proper motions with those from M04, I first
chose criteria that selected the most reliable proper motions from M04. A number of
different criteria have been proposed for selecting a “clean” sample of SDSS+USNO-
B stars (e.g., Kilic et al. 2006; Dhital et al. 2010; Dong et al. 2011; West et al. 2011).
I performed an in-depth exploration into the effect of different criteria on selecting a
clean sample.
The most important parameters within the M04 catalog for the investigation
were (taken from SDSS SkyServer30 ProperMotions CasJobs table):
1. match, the number of objects in USNO-B that matched this object within a 1′′
radius. If negative, then the nearest matching USNO-B object itself matched
more than 1 SDSS object.
2. sigRA and sigDEC, the RMS residuals for the proper motion fit (in R.A. and
Dec., respectively).
3. nFit, the number of detections used in the fit including the SDSS detection
(thus, the number of plates the object was detected on in USNO-B plus one).
30http://skyserver.sdss.org/dr12/en/help/browser/browser.aspx#&&history=
description+ProperMotions+U
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4. O and J, the recalibrated USNO-B O and J magnitudes, respectively, recali-
brated to SDSS g.
I chose to keep the criterion dist22 > 7 since this criterion is common among all
methods for selecting a “clean” sample. I explored each of the criterion outlined in
the aforementioned studies, seeing how proper motion agreement changed with each
criteria.
To select a clean sample, I chose a subset of the color-magnitude space where
the absolute residuals with M04 were typically < 10 mas yr−1. The region I selected
is shown in Figure 3.8. In this region, I had 98% agreement between M04 and the
WISE+SDSS+2MASS proper motions at 2σ (with 381,188 stars). Next, I performed
a match between my catalog and M04 with no requirement on any of the above
parameters. This match gave me 495,385 stars within the aforementioned color-
magnitude space. I performed a number of tests, using criteria recommended in the
various papers listed above, and compared the 2σ agreement between the and the
M04 proper motion components. The results of the comparisons are summarized in
Figure 3.12, and the recommended criteria for selecting high reliability candidates
are:
1. dist22 > 7,
2. and sigRA < 525 and sigDEC < 525,
3. and (nFit = 6 and match ≥ 1) or (nFit = 5 and match = 1 and [O < 2 or
J < 2]).
Using these criteria should yield proper motions with more than 95% confidence.
Another optional cut is to remove (redder) objects with r − z > 3, which typically
have less reliable proper motions, however, these objects make up only a small fraction
of the objects within M04 (< 0.2%).
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NFIT= 4 NFIT= 5 NFIT= 6 525 < (SIGRA & SIGDEC) < 1000 O < 2 or J < 2 MATCH > 1
NFIT= 4 94.9%
(19279)
NFIT= 5 96.1%
(88247)
NFIT= 6 98.1%
(381188)
525 < (SIGRA & SIGDEC) < 1000 35.5%
(34)
39.3%
(89)
75.5%
(204)
75.5%
(204)
O < 2 or J < 2
93.1%
(13340)
96.0%
(66019)
96.1%
(538)
50.0%
(2)
97.3%
(518)
MATCH > 1
88.3%
(571)
88.7%
(477)
97.9%
(662)
100.0%
(2)
100.0%
(5)
98.6%
(639)
Fig. 3.12: Table showing the percentage of stars that had a 2σ agreement in both proper motion components (α and δ)
between the WISE+SDSS+2MASS proper motions and those from M04, as a function of M04 parameters. The number
of stars that met each criteria are listed below the percentage in parenthesis. Colors represent the limits for selecting:
1) “good” criteria (green); 2) “bad” criteria (red); 3) baseline, or starting, criteria (blue); and 4) criteria that did not
include enough stars to be meaningful (light gray). Default criteria, unless changed, were: 1) nFit = 6; 2) sigRA &
sigDEC < 525; and 3) match = 1.
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I chose to supplement the proper motions with those from M04, applying all
of the above criteria outlined, and also requiring a minimum total proper motion
greater than two times the combined total proper motion error (µtot > 2σµtot). This
gave me 6,620,838 stars, 5,216,855 of which I did not have a prior measurement. The
final number of stars in my catalog for each subsample is listed in Table 3.3.
3.6 The MoVeRS Catalog
The Motion Verified Red Stars (MoVeRS) catalog covers a wide range of stellar
masses (stellar color) and kinematics at the bottom of the main sequence. My goal
was not to construct a “complete” proper motion catalog, rather, I have attempted
to build a catalog of low-mass stars with high-fidelity proper motion measurements.
I expect the MoVeRS catalog to be more “complete” at the red end of the main-
sequence than most previous proper motion catalogs due to the use of deeper sur-
veys, specifically in the IR. To illustrate this point, I show the r−z color distribution
for each of the subsamples (e.g., WISE+SDSS+2MASS or SDSS+USNO-B) in Fig-
ure 3.13. The WISE+SDSS+2MASS subsample contains a large number of star
with r − z > 2.5, and the WISE+SDSS subsample also contains more stars with
r − z > 2.5 than the M04 stars, which peak at a spectral type of ∼M4. The newly
computed proper motions will identify many new very-low-mass stars with r−z > 2.5
(spectral types later than ∼M6). The schema for the MoVeRS catalog can be found
in Appendix B.3. Proper motions and errors for each of the subsamples in the cat-
alog are shown in Figure 3.14. The extremely wide wings for the WISE+SDSS and
SDSS+2MASS matches are due primarily to stars with short time baselines (< 3
years), which typically overestimate proper motions.
A small number of the stars have high proper motions (µtot > 1000 mas yr−1;
∼0.5%). Some of these stars are due to the large search radius (6′′), which may pull
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Fig. 3.13: r − z distributions for each subsample in the MoVeRS catalog. Approx-
imate spectral types taken from Hawley et al. (2002) and Bochanski et al. (2007b).
M04 and the SDSS+2MASS distributions typically include more bluer stars, while
proper motions measured with WISE typically include more redder stars.
in neighboring objects. The color selection criteria should remove a number of these.
However, in crowded fields (e.g., within the Galactic plane), these objects are more
prominent. Rather than remove fast moving objects, since many of them will be
true detections, I recommend a conservative cut to remove potential outliers is to
eliminate stars near the Galactic plane (e.g., |b| < 20◦).
Another potential cut is to remove objects that have appeared to move a
distance close to the search radius over the time baseline (e.g., objects that have
moved ∼6′′ within a 1 year period). Also, selecting stars that either satisfy Equa-
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tion (3.11) or (3.12) can yield higher reliability proper motions, but will be bi-
ased towards selecting stars with all three epochs. Lastly, selecting stars with
smaller proper motion errors (σµtot . 60 mas yr−1), specifically for the WISE+SDSS
and SDSS+2MASS subsamples can increase reliability. The MoVeRS catalog is
available through SDSS CasJobs (http://skyserver.sdss.org/casjobs/; instruc-
tions for querying the catalog can be found in Appendix B.2) and VizieR (http:
//vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/AJ/151/41&-to=3).
3.7 Discussion
This Chapter presents an improved proper motion catalog for low-mass stars,
specifically, completing the red end of the low-mass sequence. Based on the color
selection, this catalog spans from late K dwarfs to early L dwarfs. In particular,
the MoVeRS catalog will allow unprecedented studies of metal poor dwarf stars
(subdwarfs) and potential halo stars. To show the relative populations of stars within
the MoVeRS catalog, I include reduced proper motions (RPMs; Luyten 1922), given
as
Hr = r + 5 + 5 log µ = Mr − 3.25 + 5 log vT , (3.13)
where µ is the total proper motion in arcsec yr−1, and vT is the heliocentric tangential
velocity in km s−1 given by vT = 4.74 × (µ · d), where d is the distance in parsecs.
RPM diagrams for each of the four subsamples are shown in Figure 3.15. To segregate
different kinematic groups, I have drawn a line at vT = 180 km s−1, the approximate
limit which differentiates disk stars from subdwarfs (Sesar et al. 2008). Although
subdwarfs may scatter above the 180 km s−1 line, disk dwarfs are not typically found
below the 180 km s−1 line (Dhital et al. 2010).
The SDSS+USNO-B stars are primarily earlier type disk stars. The
WISE+SDSS+2MASS stars are also primarily disk dwarfs, but peak at redder col-
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Fig. 3.14: Proper motion and proper motion error distributions for the catalog. The
vast majority of the catalog is comprised of stars with µtot < 1000 mas yr−1 (99.5%
of the entire catalog).
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ors, and are more complete (and reliable) at the reddest end of the main-sequence.
The SDSS+2MASS and WISE+SDSS baselines appear to probe bluer and redder
metal poor subdwarf populations, respectively.
I have identified a number of science questions which can be investigated with
this catalog:
1. Identify SDSS spectroscopic, high-proper motion, low-mass stars to find hyper-
velocity candidates (Favia et al. 2015).
2. Identify extremely low-mass, common proper motion binaries.
3. Investigate Galactic kinematics for the lowest-mass main-sequence members.
4. Identify low-mass field stars with infrared excesses.
5. Confirm pervious catalogs of wide-binaries (e.g., Dhital et al. 2015).
With current and future efforts multi-epoch surveys, such as Gaia and LSST, the
MoVeRS catalog will also prove invaluable as a calibrator for the reddest stellar
populations within these surveys.
3.7.1 Common Proper Motion Binaries: Investigating the SloWPoKES-
II Catalog
To demonstrate the utility of MoVeRS, I matched the MoVeRS catalog to the
second release of the Sloan Low-mass Wide Pairs of Kinematically Equivalent Stars
(SLoWPoKES-II; Dhital et al. 2015), a sample of wide binaries identified with-
out proper motions. This catalog is an extension of the study from Dhital et al.
(SLoWPoKES-I; 2010), where it was shown that wide-binaries with separations less
than ∼20′′ could be identified based on similar distances, but without the need for
proper motions. There were 260 matches between the two catalogs. Figure 3.16
shows the distributions of the proper motion components between the primary and
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Fig. 3.15: Reduced proper motion diagrams for the four sub-samples included in
the catalog, each bin is (0.1 mags)2. The dashed line represent a tangential velocity
of 180 km s−1, which separates disk stars from halo stars (Sesar et al. 2008). The
catalog provides one of the largest samples of high-confidence subdwarfs (stars below
the dashed line).
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Fig. 3.16: Distributions of proper motion residuals between the primary and
secondary components for the stars matched between the MoVeRS catalog and
SLoWPoKES-II. The solid lines denote all pairs matched, and the dotted lines denote
only stars matched with all three epochs (i.e. WISE+SDSS+2MASS). Subplots (a)
and (b) show the proper motion differences between the primary and secondary in
α and δ, respectively. Both distributions are peaked at zero (dashed lines), showing
good agreement between the proper motions. Subplot (c) shows equation (3.14), the
quadrature sum of the weighted difference of both proper motion components. The
red dotted line denotes a value of 2, the cutoff value for binaries to be include in the
original SLoWPoKES catalog.
secondary, and the distribution of Equation (6) from Dhital et al. (2010), a measure
of the weighted difference in both proper motion components given as
χ
µ =
(
∆µα
σ∆µα
)2
+
(
∆µδ
σ∆µδ
)2
. (3.14)
The fraction of matches that met the criteria of reliable proper motions binaries
(χµ ≤ 2; Dhital et al. 2010) was 38%. If I restrict this analysis to pairs that have
proper motions with all three epochs (i.e. WISE+SDSS+2MASS; 127 pairs), this
fraction increase to 47%.
The original SLoWPoKES catalog did not have a formal constraint on average
distance due to the fact that the range of spectral types (mid-K to mid-M) made
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Fig. 3.17: Average distance distributions for pairs from the SLoWPoKES-II catalog.
Dark gray lines correspond to high-fidelity pairs (χµ ≤ 2; equation 3.14), and light
grey to low-fidelity (χµ > 2) pairs. Dotted lines correspond to all pairs found within
MoVeRS, while solid lines correspond to only pairs where both components had
three epochs (i.e. WISE+SDSS+2MASS). Pairs with an average distance > 1200
pc (red, vertical dashed line) tend to have less similar proper motions (and hence
lower fidelity) than closer pairs. The majority of pairs within SLoWPoKES-II have
angular separations < 8′′, so I expect many of the pairs to have high-reliability.
the catalog sensitivity a function of color and distance. Dhital et al. (2010) found
that reliability was higher for stars with d . 1200 pc, due to smaller photometric
distance uncertainties. Since SLoWPoKES-II has no constraint on average distance,
I chose to explore how pair fidelity corresponded with distance. Figure 3.17 shows the
distribution of both high-fidelity pairs (χµ ≤ 2) and low-fidelity pairs (χµ > 2). High-
fidelity pairs are primarily found within 1200 pc, with fidelity becoming noticeably
worse at larger distances.
I chose to investigate how angular separation between the primary and sec-
ondary component affected the likelihood of pairs having common proper motions.
From the results of Dhital et al. (2010) and Dhital et al. (2015), I expect closer
pairs to have a higher probability of being true binaries. However, I only have the
ability to probe pairs with separations & 8′′, except for a small subset of objects
153
matched in SDSS+2MASS. To investigate reliability as a function of pair separation,
I calculated the fraction of reliable pairs in a moving 1′′ bin and computed binomial
uncertainties, using only pairs with an average distance ≤ 1200 pc since reliability
was shown to decrease significantly past this point. The results are shown in Fig-
ure 3.18; as expected, proper motion reliability decreases with angular separation;
for sources with angular separations > 15′′, I find reliability drops to zero. Due to
the small sample size of the matched pairs, I do not attempt to make any claims on
the overall reliability of SLoWPoKES-II; this exercise was simply used to show the
applicability of the MoVeRS catalog. From the initial results, coupled with the fact
that the distribution of angular separations in the SLoWPoKES-II catalog peaks at
separations < 8′′, I expect many of the pairs to be bona-fide binaries. Choosing pairs
with smaller average distances and smaller angular separations can help improve the
fidelity of the SLoWPoKES-II sample.
3.8 Summary
I have created the MoVeRS catalog containing 8,735,004 proper motion-verified,
photometric low-mass stars. Proper motions were computed using the WISE, SDSS,
and 2MASS surveys (3,518,150 stars), and augmented with proper motions from
SDSS+USNO-B (5,216,854 stars; Munn et al. 2004, 2008). All stars were required
to have a total proper motion greater than twice the uncertainty in that value, thus
ensuring high-fidelity main-sequence stars. The estimated precision of the catalog
is ∼10 mas yr−1 for the WISE+SDSS+2MASS sources, and ∼40 mas yr−1 for the
SDSS+2MASS and WISE+SDSS sources, primarily due to their shorter time base-
lines.
Comparison against the high proper motions stars from LSPM suggests good
agreement for high proper motion stars in the MoVeRS catalog in all three subsamples
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Fig. 3.18: Reliability fraction of pairs (with reliable pairs defined as pairs with
χ
µ ≤ 2) as a function of angular separation between components. The bin size is
shown in the top left corner. Only pairs with average distances ≤ 1200 pc were used.
Reliability fractions were calculated for all matched pairs (light gray square), and
pairs where both components had WISE+SDSS+2MASS measurements (dark gray
circles). I did not find any reliable pairs with angular separations > 15′′. Reliability
increases for smaller angular separations, unfortunately I cannot probe the majority
of the SLoWPoKES-II pairs, which have angular separations < 8′′.
(e.g., WISE+SDSS or SDSS+2MASS). For the subsamples, agreement with LSPM
at the 2σ level was 98%, 97% and 96% for WISE+SDSS+2MASS, SDSS+2MASS,
and WISE+SDSS, respectively (these all increase to 99% at the 3σ level). I fur-
ther compared the proper motions to SDSS+USNO-B measurements and the deeper
proper motion catalog released by Munn et al. (2014). In both cases, the proper mo-
tion precision is strongly correlated with apparent magnitude and color, diminishing
for bluer and fainter sources.
The utility of the MoVeRS catalog will be in the vast number of motion-
verified, low-mass stars it contains, and its high reliability, specifically for the red-
dest and lowest-mass members of the catalog. I expect the red end of this cata-
log to surpass the limits of Gaia. The catalog is available through SDSS CasJobs
(http://skyserver.sdss.org/casjobs/; instructions for querying the catalog can
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be found in Appendix B.2) and VizieR (http://vizier.u-strasbg.fr/viz-bin/
VizieR?-source=J/AJ/151/41&-to=3).
This Chapter built a large catalog of photometric low-mass stars, using proper
motions to select dwarf stars from giants and extragalactic objects. The next Chapter
will utilize the MoVeRS catalog to perform a completeness corrected study of stars
exhibiting extreme MIR excesses.
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Chapter 4
Collisions of Terrestrial Worlds: The
Occurrence of Extreme Mid-Infrared
Excesses around Low-Mass Field Stars
To overcome the limitations of Chapter 2, in this Chapter I use the MoVeRS
catalog compiled in Chapter 3 to study the occurrence rate of low-mass stars exhibit-
ing extreme MIR excesses. This Chapter discusses the construction of a biased and
unbaised sample of stars to study the age-, spatial-, and mass-dependent trends for
stars exhibiting extreme MIR excesses. This Chapter also discusses the Low-mass
Kinematics Model used to estimate the completeness of the sample.
This Chapter is based on the paper “Collisions of Terrestrial Worlds: The Occur-
rence of Extreme Mid-infrared Excesses Around Low-mass Field Stars” by Theissen
& West (2017), which was published in the Astronomical Journal and reproduced
here in accordance with the guidelines of the American Astronomical Society.
4.1 Introduction
The ability to study circumstellar environments around stars has greatly im-
proved over the past decade, due in part to new technologies that provide higher
sensitivity and greater angular resolution at infrared (IR) and radio wavelengths.
Examples of facilities that have contributed to this advance include, but are not
limited to the Spitzer Space Telescope (Werner et al. 2004), the Atacama Large
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Millimeter Array (ALMA), the Wide-field Infrared Survey Explorer (WISE ; Wright
et al. 2010), and the Herschel Space Observatory (Pilbratt et al. 2010). In recent
years, observations at these facilities have led to the discovery of stars exhibiting
large amounts of excess mid-IR (MIR) flux (LIR/L∗ & 10−2), termed “extreme de-
bris disks” (Meng et al. 2012, 2015) or “extreme IR excesses” (Balog et al. 2009).
Typically found around stars with ages between 10 and 130 Myr (Meng et al. 2012,
2015), these systems are believed to have hosted collisions between terrestrial planets
or large planetismals (Meng et al. 2014).
The majority of stars exhibiting extreme MIR excesses have been found with
ages coinciding with the final stages of terrestrial planet formation (10–200 Myr;
Meng et al. 2015). However, until recently, there was one known system that did
not fall into the same category, BD +20 307, a ∼1 Gyr old spectroscopic binary
composed of two late F-type stars (Weinberger 2008) exhibiting a significant MIR
excess (LIR/L∗ ≈ 0.033; Song et al. 2005; Weinberger et al. 2011). An in-depth
study of the disk mineralogy for BD +20 307 found that the best explanation for
the observed large MIR excess and low level of crystallinity was a giant impact
between two large terrestrial bodies, similar to the Moon forming event in our solar
system (Weinberger et al. 2011). However, such collisions are expected to occur much
earlier during planetary system formation (as stated above), and the lifetime for the
observable collisional cascade is expected to be short (∼100,000 years; Melis et al.
2010). It is also possible that the close binary nature of BD +20 307 may have played
a role in this late-time collision.
The potential for impacts between terrestrial bodies on timescales & 1 Gyr is
particularly important for low-mass stars (M∗ . 0.8M), which are known to host
multiple terrestrial planets (∼3 planets per star on average; Ballard & Johnson 2016),
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all orbiting closely to their host stars due to the proximity of the snow-line (. 0.3
AU; Ogihara & Ida 2009).
Low-mass stars make ideal laboratories for studying the occurrence of extreme
MIR excesses, and testing the hypothesis of planetary collisions as their origin. In
addition to the observational evidence suggesting an abundance of close-in terres-
trial planets surrounding them, low-mass stars are ubiquitous, making up more than
70% of the stellar population (Bochanski et al. 2010). Until recently, all of the
aforementioned observed extreme MIR excesses have been found around solar-type
(FGK-spectral type) stars. However, no explanation has been put forward to explain
the dearth of low-mass stars exhibiting similar extreme MIR excesses. In particu-
lar, the relative frequency of low-mass stars to solar-type stars should make it more
likely to find extreme MIR excesses around low-mass stars, barring any observational
limitations.
Simulations of planet formation around Sun-like stars indicate that impacts
are quite common during the period of terrestrial planet formation (Quintana et al.
2016). Quintana et al. (2016) noted that highly energetic giant impacts (similar
to the Moon-forming event) occur far more rarely than smaller collisions, but are a
necessity to build a system analogous to our present day solar system. One interesting
finding by Quintana & Barclay (2016) is that by removing giant planets from their
dynamical simulations, giant impacts can occur much later in the system’s evolution
(100 Myr to a few Gyrs versus 10–100 Myr). This may have strong implications for
planetary systems around low-mass stars, which do not typically form giant planets
(e.g., Johnson et al. 2010; Bonfils et al. 2013). Efforts are currently underway to
extend these models to low-mass stars, however, initial circumstellar disk conditions
are not as well constrained observationally at the bottom of the main sequence.
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A number of studies have undertaken searches for low-mass stars exhibiting
signs of disks and/or MIR excesses (e.g., Plavchan et al. 2005, 2009; Avenhaus et al.
2012; Wu et al. 2013). Plavchan et al. (2009) provided a theoretical framework for
why primordial disks around low-mass stars could persist on longer timescales than
those around higher-mass stars, in spite of most observational evidence suggesting
primordial disks are dispersed around low mass stars in less than 100 Myr. For a
low-mass star (M0), the timescales for dust removal by Poynting-Robertson drag and
grain-grain collisions are ∼10 times longer and 40% longer than for a higher mass star
(G0), respectively (Plavchan et al. 2009). Primordial disks around low-mass stars
have been observed to be longer lived than those around higher-mass stars (e.g.,
Ribas et al. 2015), potentially due to the longer timescales for Poynting-Robertson
drag to remove grains from these systems relative to higher-mass systems. However,
there is currently little to no observational data to support primordial disks around
low-mass stars surviving past 10s of Myr, hinting that the evolution of primordial
disks around low-mass stars follows a similar evolution to primordial disks around
Solar-mass stars.
A search for low-mass stars exhibiting extreme MIR excesses was conducted by
Theissen & West (2014, hereafter TW14; Section 2). Their initial sample was pulled
from the Sloan Digital Sky Survey (SDSS; York et al. 2000) Data Release 7 (DR7;
Abazajian et al. 2009) spectroscopic sample of M dwarfs (70,841 stars; West et al.
2011). TW14 (analogous to Section 2) discovered 168 low-mass field stars exhibiting
large amounts of excess MIR flux, and estimated a collision rate of ∼130 collisions
per star over its main sequence lifetime. This rate is significantly higher than the
rate estimated by Weinberger et al. (2011) for A–G type stars (0.2 impacts per star).
The TW14 result suggests that collisions may be more common around low-mass
stars, possibly due to a longer timescale over which collisions can act, coupled with
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the extremely long main sequence lifetimes of low-mass stars (10 Gyr; Laughlin
et al. 1997), and/or the higher density of planets with small semi-major axes. One
limitation of the TW14 study was the use of the SDSS DR7 spectroscopic sample,
which was not produced in a systematic way, making estimates of completeness
difficult. To further investigate the mechanism responsible for creating these observed
extreme MIR excesses, a larger sample must be gathered, and methods to estimate
the completeness of the sample must be developed.
Although many large spectroscopic samples exist for low-mass stars, such as
the SDSS spectroscopic M dwarf sample (West et al. 2011), the Large Sky Area
Multi-Object Fibre Spectroscopic Telescope (LAMOST; Cui et al. 2012) Data Re-
lease 1 (DR1; Luo et al. 2015) M dwarf catalog (93,619 stars; Guo et al. 2015), and
the Palomar/Michigan State University (PMSU) Nearby Star Spectroscopic Survey
(∼2400 stars; Hawley et al. 1996; Reid et al. 1995), these samples are dwarfed by the
millions of photometric data products for low-mass stars that are currently available.
Unfortunately, many photometric objects share similar colors and point-source-like
morphologies with low-mass stars (e.g., giants, quasars, distant luminous galaxies).
One way of distinguishing dwarf stars from other similarly colored objects is through
the use of proper motions. Distant objects will show little to no tangential motion
on the sky, while nearby stars will show significant, measurable motion in reference
to background stars.
The largest catalog of low-mass stars with proper motions to date is the Mo-
tion Verified Red Stars catalog (MoVeRS, containing ∼8.7 million stars; Section 3;
Theissen et al. 2016). MoVeRS was created using data from SDSS, the Two Mi-
cron All-Sky Survey (2MASS; Skrutskie et al. 2006), and the Wide-field Infrared
Survey Explorer (WISE ; Wright et al. 2010). The Late-Type Extension to MoVeRS
was recently released with additional very-low-mass objects later than M5 (LaTE-
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MoVeRS; Theissen et al. 2017). The MoVeRS catalog enables the search for extreme
MIR excesses in a larger capacity than was previously available.
This Chapter performs a thorough investigation of the mass-, spatial-, and age-
dependences of extreme MIR excesses around low-mass field stars. In Section 4.2,
I describe the sample from which the stars are drawn. Section 4.3 briefly discusses
the methods used in estimating stellar parameters (Section 4.3.1) and distances (Sec-
tion 4.3.2), describes how I curate the sample of stars (Section 4.3.3), account for
interstellar extinction (Section 4.3.3.3), distinguish extreme MIR excess candidates
(Section 4.3.4), investigate the fidelity of the WISE measurements (Section 4.3.5),
obtain spectroscopic observations for youth (Section 4.3.6), and explore the inherent
biases in the sample (Section 4.3.9). Section 4.4 provides details about the Galac-
tic model, which I use to estimate the completeness of the sample, and discuss the
completeness corrected results. In Section 4.5, I investigate the non-significant MIR
excess sample for trends with stellar age. In Section 4.6, I summarize the conclusions
and provide a discussion of my results. Details regarding the methods for estimating
stellar parameters, including the Markov Chain Monte Carlo (MCMC) method for
estimating Teff and log g, and the methods for estimating stellar size are found in Ap-
pendix C. Details for building and using the Low-mass Kinematics (LoKi) Galactic
model to estimate the level of completeness are discussed in Appendix D.
4.2 Data: The MoVeRS Catalog
The occurrence rate for low-mass stars exhibiting extreme IR excesses was shown
to be extremely low by TW14 (∼0.4%). To build a larger sample of candidate stars
with extreme IR excesses, a massive input catalog of bona fide low-mass stars is
required. Although photometric catalogs exist for large numbers of low-mass stars
(e.g., Bochanski et al. 2010), proper motions are a way to definitively separate dwarf
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stars from giants and extragalactic objects of similar photometric colors. As described
in Section 3, Theissen et al. (2016) created the MoVeRS catalog, a photometric
catalog of low-mass stars extracted from the SDSS, 2MASS, and WISE datasets,
and selected based on their significant proper motions. The MoVeRS catalog contains
8,735,004 stars, 8,534,902 of which have cross-matches in theWISE AllWISE catalog.
Along with proper motions computed in Theissen et al. (2016), the current version
of the MoVeRS catalog contains photometry from SDSS, 2MASS, and WISE, where
available, for each star.
To build the MoVeRS catalog, Theissen et al. (2016) initially selected stars based
on their SDSS, 2MASS, and WISE colors, tracing the stellar locus for stars with
16 < r < 22 and r − z > 0.5. Stars were then selected based on a number of quality
flags and proximity to neighboring objects. Proper motions for the remaining objects
were computed using astrometric information from SDSS, 2MASS, and WISE, which
spans a ∼12-year time baseline. The precision of the catalog is estimated to be ∼10
mas yr−1. Only stars with significant proper motions (µtot > 2σµtot) were included
in the final catalog, increasing the likelihood that the catalog contains nearby stars
as opposed to other astrophysical objects (see Section 3 for more details).
To illustrate the effectiveness of removing giants using proper motions, I consider
a giant star at the edge of the photometric selection criteria used for MoVeRS (r =
16). A giant star would be approximately 1000 times more luminous than its dwarf
counterpart, putting a giant approximately 30 times farther than a dwarf for a given
magnitude. The median photometric distance for stars in the MoVeRS sample is
200 pc, putting a giant star at 6 kpc. The minimum required proper motion within
MoVeRS is approximately 20 mas yr−1. For a giant at a distance of 6 kpc, this
translates to a tangential velocity of 570 km s−1. Gaia Data Release 1 (DR1; Gaia
Collaboration et al. 2016a) Figure 6 shows that red giants with such high tangential
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velocities (hypervelocity stars) are a negligible fraction of the entire population, and
are likely to be unbound from the Galaxy.
I assumed a similar proper motion distribution between giant stars and
QSOs (both essentially non-moving on the sky) for motions measured with
WISE+SDSS+2MASS, and used Figure 3.3 to make a statical estimate of the con-
tamination rate of giants. The average time-baseline of 12 years translates to a
combined proper motion uncertainty of 10 mas yr−1 for a non-moving population.
This gives a point-source with a proper motion of 20 mas yr−1 a 4.5% chance of be-
ing a giant. Combined with the relative fraction of all point sources that are giants
(versus dwarfs) at the blue limit of the MoVeRS samples (∼2%; Covey et al. 2008),
gives the likelihood of having an interloping giant with a proper motion of 20 mas
yr−1 at less than 0.1%. The vast majority of MoVeRS stars have proper motions that
exceed 20 mas yr−1, making the likelihood for contamination by giants significantly
smaller than this. More information about the construction and properties of the
MoVeRS catalog can be found in Theissen et al. (2016) and Section 3. The Late-
Type Extension to MoVeRS was recently released and contains stars with spectral
types later than M5 (LaTE-MoVeRS; Theissen et al. 2017).
Photometry from WISE, taken in four MIR bands (W1, W2, W3, and W4
with effective wavelengths at 3.4, 4.6, 12, and 22 µm, respectively), is particularly
crucial for finding extreme MIR excesses around K and M dwarfs due to the fact that
dust orbiting within the snow-line, where terrestrial planets form, is warm (∼300 K),
with its thermal emission peaking in the MIR. The W3 band also samples the 10 µm
silicate feature prominent in the types of disks expected to produce these extreme
MIR excesses. The sensitivity of WISE, particularly the W3 band (∼730 µJy at
12 µm; Wright et al. 2010), allows these extreme MIR excesses to be detected at
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much higher precision than previous all-sky MIR observatories (e.g., the Infrared
Astronomical Satellite, Neugebauer et al. 1984, and AKARI, Murakami et al. 2007).
4.3 Methods
4.3.1 Estimating Stellar Parameters
An important step in identifying and quantifying the significance of a MIR
excess is measuring the deviation between the expected photospheric MIR values
and the measured photometric values, which requires an estimate of the fundamental
stellar parameters (e.g., Teff). Additionally, estimates for stellar temperature (Teff)
and size (R∗) put constraints on dust temperature and orbital distance (Jura et al.
1998; Chen et al. 2005a). Photospheric models for low-mass stars are limited in
replicating the myriad of complex molecules found in low-mass stellar atmospheres
due to the low temperature environments (Schmidt et al. 2016). Furthermore, the
onset of potential clouds forming in the coolest stars provides further complications
for modeling (Allard et al. 2013). However, these models are good at producing the
overall expected stellar energy distributions (SEDs), and are effective for constraining
many of the fundamental stellar parameters. TW14 estimated stellar parameters
using a grid of BT-Settl models based on the PHOENIX code (Allard et al. 2012a,b),
which have taken into account many molecular opacities and cloud models.
TW14 compared synthetic photometry and spectra from models to data from
SDSS, 2MASS and WISE to estimate goodness-of-fit. Due to the lack of spectra
for the MoVeRS sample, I only considered synthetic photometry in deriving the
goodness-of-fit. This process involved fitting synthetic photometry, derived using
relative spectral response curves for SDSS (Doi et al. 2010), 2MASS (Cohen et al.
2003), andWISE (Wright et al. 2010), to actual measurements from each photometric
survey.
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TW14 derived stellar parameters by computing reduced-χ2 values over the en-
tire range of models, a method which is intractable computationally for the large
number of stars in the MoVeRS catalog. To reduce the parameter space, I employed
a Markov chain Monte Carlo (MCMC) technique to sample and build posterior prob-
ability distributions for each of the stars, used to estimate best-fit parameters and
uncertainties (using the 50th percentile value, and the 16th and 84th percentile val-
ues, respectively). Details of the MCMC method are described in Appendix C.1.
Using this process, I estimated Teff and log g values for all 8.7 million sources in
the MoVeRS catalog. I used the Teff values to derive a color-Teff relationship, also
found in Appendix C.1. With distance estimates, the scaling values derived from this
fitting procedure were used to estimate stellar size (R∗) and a radius-color relation
(also found in Appendix C.1). The new MoVeRS catalog (MoVeRS 2.0), with the
estimated stellar parameters, is available through SDSS CasJobs31 and VizieR32.
4.3.2 Estimating Distances: Photometric Parallax
Distances to stars are important for estimating luminosities, radii, and many
other stellar and kinematic parameters (see TW14 and /or Section 2 for details). For
stars with resolved disks, distances can be used to convert angular sizes into absolute
sizes. For unresolved disks, stellar sizes can give approximate orbital distances for
circumstellar dust, and approximate dust masses. Few parallax measurements have
been made for M dwarfs, relative to higher mass stars, due to their intrinsic faintness.
The two largest astrometry databases, the General Catalog of Trigonometric Stellar
Parallaxes, Fourth Edition (the Yale Parallax Catalog; van Altena et al. 1995) and
the Hipparcos catalog (Perryman et al. 1997; van Leeuwen 2007) are both severely
incomplete for M dwarfs and brown dwarfs (Dittmann et al. 2014). Although large
31http://skyserver.sdss.org/casjobs/
32http://vizier.u-strasbg.fr/
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parallax databases are incomplete for low-mass stars, two nearby stellar samples
now have many parallax measurements, the REsearch Consortium On Nearby Stars
(RECONS; Riedel et al. 2014; Winters et al. 2015) and MEarth (Nutzman & Char-
bonneau 2008). The RECONS sample includes parallaxes for over 1400 M dwarfs
within 25 pc (Winters et al. 2015), and the MEarth sample includes over 1500 M
dwarfs within 33 pc (Dittmann et al. 2014). There is very little overlap between the
two samples since the RECONS survey began operating in the southern hemisphere,
while MEarth started as a survey in the northern hemisphere, only recently adding
telescopes to the southern hemisphere (Irwin et al. 2015). Additionally, a few studies
have measured trigonometric parallaxes for sub-stellar objects (e.g., Faherty et al.
2012; Manjavacas et al. 2013; Marocco et al. 2013; Marsh et al. 2013; Smart et al.
2013; Zapatero Osorio et al. 2014; Weinberger et al. 2016), but these studies are
limited by small numbers.
Unfortunately, none of these trigonometric parallax surveys have data in SDSS
passbands, which makes deriving a photometric relationship impossible without ad-
ditional errors from color transformations. The most commonly used photometric
parallax relationship for low-mass stars with SDSS colors comes from Bochanski
et al. (2010, hereafter B10). These relationships are derived from 86 low-mass stars
with trigonometric parallax measurements from various sources (B10). The aver-
age uncertainty in these relationships is ∼0.4 mags in absolute r-band magnitude
(Mr), due in part to luminosity differences between stars of different metallicities
(see Savcheva et al. 2014) and magnetic activity (see Bochanski et al. 2011). This
uncertainty in absolute magnitude corresponds to distance uncertainties of ∼20%.
Efforts are underway to obtain SDSS magnitudes for many of the low-mass stars with
parallax measurements in the samples listed above (C. Theissen et al., in prepara-
tion), however, to date, such measurements do not exist. For this purpose, I chose
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to use the B10 r − z relationship to estimate distances for the entire MoVeRS sam-
ple. Using these distances, I also estimated stellar radii for the MoVeRS sample (see
Appendix C.2). The new MoVeRS 2.0 catalog also includes my distance estimates.
4.3.3 Sample Selection for Stars with MIR Excesses
To compile a clean set of stars for my analysis, I used a number of selection
criteria, most of which have been adapted from TW14. I applied the following
selection criteria to the MoVeRS sample:
1. I selected stars that did not have a WISE extended source flag (ext_flg =
0). This requirement ensured a point-source morphology through all WISE
bands. This cut left 8,483,499 stars.
2. I selected stars that did not have a contamination or confusion flag in either
W1, W2, or W3 (cc_flgW1,W2,W3 = 0). This ensured clean photometry for
those bands. This cut left 7,899,559 stars.
3. I selected stars with at least a signal-to-noise ratio (S/N) of 3 in W1, W2, and
W3 (WxSNRx=W1,W2,W3 > 3). This cut left 185,121 stars.
4. I kept only the highest fidelity stars, retaining relatively bright stars satisfying
Equation (3.11). This cut ensures stars have high-precision proper motion
measurements and fall within the regime confirmed with independent checks
to other proper motion catalogs. This cut left 145,526 stars.
5. Lastly, to minimize source confusion, and reduce contamination due to dust
extinction, I removed stars close to the Galactic plane (|b| < 20◦) and in the
Orion region (−30◦ < b < 0◦ and 190◦ < l < 215◦). This cut left 126,976 stars.
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4.3.3.1 WISE Sensitivity Limits
To directly address one of the limitations of Section 2, I constructed a uniform
sample of stars. I broadly categorized the stars into three groups: 1) stars which
are close enough that WISE can significantly detect their photospheres at 12 µm;
2) stars that are far enough away that their photospheres are undetectable at 12
µm, but for which an extreme MIR excess (on the order of those found in TW14) is
significantly detectable byWISE ; and 3) stars which are too far away to be detectable
by WISE, even if they have an extreme MIR excess. I was only interested in stars
that have measurable detections in W3. Below, I discuss the methods for building
the “full” sample, stars that meet criterion (2), and the “clean” sample, stars that
meet criterion (1), which is a subset of the “full” sample. I first discuss selecting stars
exhibiting excess MIR flux (Section 4.3.4), and will apply further criteria to select
stars with extreme MIR excesses (LIR/L∗ > 0.01) in Section 4.3.4.1.
The W3 5σ point-source sensitivity limit is estimated to be 730 µJy (also the
approximate 95% completeness limit; hereafter referred to as the W3 flux limit),
based on external checks with Spitzer COSMOS data33, which translates to a flux
density of ∼1.89×10−13 ergs s−1 cm−2. Using the sample of 126,976 stars, I computed
the expected photospheric W3 flux for each star by scaling the best-fit stellar model
to the measured z-band flux. This gave me a measure of the expected W3 flux from
the stellar photosphere for each star. The map of expectedW3 stellar flux for a given
r − z color and r-band magnitude is shown in Figure 4.1. Figure 4.1 shows that a
constant expected W3 flux is approximately linear in this color-magnitude space.
To quantify the relationship between r, r − z, and expected W3 flux, I started
at r = 16 and binned each 0.1 mag along the r-band axis, and binned each slice in
0.1 mag r−z bins. I identified the r, r−z value where the expectedW3 flux dropped
33http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2_3a.html
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Fig. 4.1: Expected stellar photospheric W3 flux for a given r-band magnitude and
r − z color. Each bin is (0.1 mags)2. The W3 flux limit of 1.89 × 10−13 ergs s−1
cm−2 is shown as the red dashed line. I indicate where a 12 µm excess 10 times the
expected photospheric value would reach the W3 flux limit (red dash-dotted line), a
limit where I am sensitive to large IR excesses (large disks), but not necessarily to
stellar photosphere flux levels. I also show approximate magnitude and color ranges
expected at 20, 100, and 400 pc using the r−z photometric parallax relationship from
B10 (blue dotted lines). I also plot the extinction vector corresponding to the 90%
percentile extinction value in my sample (Section 4.3.3.3), showing that extincted
stars tend to move parallel to my selection criteria.
below 1.89×10−13 ergs s−1 cm−2 (theW3 flux limit). I repeated this process between
16 6 r 6 22, and then fit a line to the r, r − z values. My linear fit is shown as a
red dashed line in Figure 4.1, and given by,
r = 13.40 + 1.38(r − z). (4.1)
Every star brighter than this limit should fall within the W3 flux limit, regardless
of if the star has a 12 µm excess or not. This gives me a very uniform sample, free
from a W3 sensitivity bias. Stars equal to or brighter than Equation (4.1) will be
referred to as the “clean” sample, which consists of 6,129 stars.
Many of the stars identified in Chapter 2 had extremely large W3 excesses
above the expected photospheric values, with the majority of observed 12 µm fluxes
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being 10 times greater than the expected photospheric values. Considering that I
was looking for similarly large excesses, the volume of space over which I might get
a true W3 detection can be increased. To illustrate this point, Figure 4.1 shows the
expected r, r−z limit at which stars with 12 µm excesses 10 times their photospheric
values would equal the W3 detection limit (dash-dotted line). However, to increase
the detections (source counts) of stars with MIR excesses, I also considered the larger
sample of stars that reside outside the W3 bias-free limit, where a MIR excess could
be detected (at larger distances, and hence larger volumes). This is illustrated in
Figure 4.1, where I plot the estimated distance limits corresponding to different r,
r − z values.
The WISE sensitivity limits are highly dependent on the source position on the
sky, due to different depths of coverage and zodiacal foreground emission. Therefore,
many of the stars fainter than the imposed limit can yield true detections, but stricter
criteria must be implemented in their selection. Sensitivity maps for theWISE bands
have been created using a profile-fit photometry noise model34. These sensitivity
maps have been checked using 2MASS stars with spectral types earlier than F7 to
estimate the sensitivity of the W3 band at different positions over the entire sky.
The external comparison against 2MASS has shown that the W3 sensitivity map
may slightly underestimate the sensitivity of the AllWISE catalog35, but provides a
consistent model against which I can examine the measuredW3 fluxes for significance
as a function of stellar position on the sky.
To select the highest-fidelity stars outside the limits of the clean sample, I
required that each source have a W3 > the W3 flux limit for its position on the sky
according to the noise model sensitivity map. This sample, termed the “full” sample,
34http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2_3a.html
35http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2_3a.html
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consists of the clean sample and an additional 19,354 stars, for a total count of 25,483
stars.
4.3.3.2 Visual Inspection
To retain the highest quality detections, I performed visual inspection for each
of the stars. The W3 band is especially susceptible to background and nearby con-
taminants due to its large point-spread-function (PSF; ∼6.5′′). Visual inspection
removed stars superimposed on top of galaxies or blended with other nearby stars,
which could cause the elevated MIR fluxes. Visual inspection also removed stars
close to nearby bright objects that could produce additional MIR flux, or stars in
areas of high IR cirrus. During visual inspection, I viewed SDSS and WISE archival
images to ensure that the candidate objects were real MIR detections, a process sim-
ilar to the procedure in TW14. Stars were assigned a quality flag, with quality
= 1 indicating a star free from any contaminants, and of the highest visual quality,
and quality = 2 indicating that the 12 µm source is good but may be affected
by nearby or background contamination, slightly offset between other WISE bands,
or low contrast in W3. After visual inspection, I was left with 20,502 stars in the
full sample, and 5,786 stars in the clean sample. The breakdown of the samples and
quality flags is shown in Table 4.1. This provides a clean sample from which to se-
lect stars with excess MIR flux (Section 4.3.4) and account for interstellar extinction
(Section 4.3.3.3).
4.3.3.3 Accounting for Interstellar Extinction
Due to the distances to the stars in the sample (& 100 pc), interstellar extinction
may affect the photometry. Since dust grains along a line-of-sight in the interstellar
medium both extinct and redden an object’s SED, interstellar extinction increases
the likelihood of a false MIR excess detection. For wavelengths longer than ∼5 µm,
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Table 4.1. Visual Inspection Quality
Quality Flag Number of Stars
Full Sample
2 18281
1 2221
Clean Sample
2 4849
1 937
extinction effects should be negligible, with the exception of the 10 µm silicate feature
(Gao et al. 2013). Although I expect extinction to minimally affect the SED fits for
the sources in my sample, due to the requirement that stars reside at relatively high
Galactic latitudes (|b| > 20◦), extinction must still be evaluated, especially since the
W3-band encloses the 10 µm silicate feature.
Directly measuring extinction for a star is most accurately done with an opti-
cal spectrum that samples the “knee” of the extinction curve, and a comparison to
an un-extincted template of the same spectral-type (Jones et al. 2011). However,
because optical spectra are unavailable for the vast majority of the MoVeRS sam-
ple, I employed a more broad approach. SDSS provides estimates for the relative
extinction, Aλ/AV (the ratio of extinction in a given bandpass to extinction in the
V band), for each star and each band in the photometric catalog. These extinction
values were estimated along the line-of-sight using the Schlegel et al. (1998) dust
maps, created using Galactic extinction measurements from the Cosmic Microwave
Background Explorer (COBE ; Boggess et al. 1992) and the Infrared Astronomical
Satellite (IRAS ; Neugebauer et al. 1984). These maps estimate the total extinction
along a line-of-sight out of the Galaxy, and may therefore overestimate the actual
extinction values for stars closer than 1–2 kpc. Extinction effects may also occur
due to circumstellar material, expected of the MIR excess candidates. However, the
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probability that an optically thick disk is seen directly edge-on is small assuming
inclinations are random (Beatty & Seager 2010), although edge-on has the highest
probability (∼3.5% chance to view within ±2◦ of edge-on). Therefore, I may assume
the disk to be optically thin at visible wavelengths (similar to Weinberger et al. 2011).
To estimate the extinction in the sample, I used the SDSS extinction estimates
for the riz-bands (Ar, Ai, and Az). The extinction values for the clean and full sam-
ples are shown in Figure 4.2. The vast majority of the samples have small extinction
values (< 0.1 mags), with median values for Ar, Ai, and Az of 0.08, 0.06, and 0.04 for
the full sample, and 0.09, 0.07, and 0.05 for the clean sample, respectively. Therefore,
I do not expect extinction to affect the majority of my model fits from Appendix C.1.
Furthermore, extinction tends to move stars parallel to my initial selection criteria
(see Figure 4.1), and should minimally bias my selected sample (Section 4.3.3.1). For
my full and clean samples, I corrected for extinction using the the SDSS estimates
for Ar, Ai, and Az, and the relative extinction values (Aλ/AV ) for SDSS bandpasses
from Schlegel et al. (1998) Table 6 to compute AV values. I then applied corrections
to the rizJHKs bandpasses using relative extinction measurements from the Asiago
Database (Moro & Munari 2000; Fiorucci & Munari 2003), and an RV = 3.1. Further
details of this method can be found in Theissen & West (2014) and Section 2.
Rieke & Lebofsky (1985) found that the relative extinction at 10 µm due to the
Galactic ISM extinction curve can be as large as the relative extinction in theK-band.
Davenport et al. (2014) used 1,052,793 main sequence stars from SDSS DR8 (Aihara
et al. 2011) with |b| > 10◦ to measure the dust extinction curve relative to the r-band
for the first three WISE bands. Davenport et al. (2014) derived Aλ/AKs = 0.60, 0.33,
and 0.87 for W1, W2, and W3, respectively. Another study by Xue et al. (2016)
using GK-type giants from the SDSS Apache Point Observatory Galaxy Evolution
Experiment (APOGEE; Eisenstein et al. 2011) spectroscopic survey found that the
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MIR relative extinction values were extremely sensitive to the NIR extinction, com-
monly expressed as a power-law Aλ ∝ λ−α. This power-law also corresponds to the
relative extinction between the J- and Ks-bands, i.e., AJ/AKs = (λJ/λKs)−α. Rieke
& Lebofsky (1985) measured α = 1.65 using a small number of stars, however, Xue
et al. (2016) measured a slightly larger value of α = 1.79. The value of α corre-
sponding to the measurements from Davenport et al. (2014) is 1.25, significantly less
steep than other studies. Wang & Jiang (2014) studied the universality of the NIR
extinction law using color excess ratios of APOGEE M and K giants, and found that
the extinction law shows very little variation across different environments. I chose
to adopt the relative extinction values from Xue et al. (2016), whose measurement
of α is consistent with other measurements from the diffuse ISM (Martin & Whittet
1990), to correct for extinction in each WISE passband. Using the extinction cor-
rected photometry, I reran the full and clean samples through the stellar parameters
pipeline (Section 4.3.1) to obtain new estimates for Teff and R∗. For the remainder
of this study I use the unreddened photometry.
4.3.4 Determining Infrared Excesses
Section 2 explored two different methods to determine which stars showed high
levels of excess IR fluxes over the expected photospheric values (“extreme” MIR
excesses will be evaluated in Section 4.3.4.1). The first method, and the method ulti-
mately used in Section 2 (TW14), is a modified version of the empirical calibrations
from Avenhaus et al. (2012), using main sequence stars to determine the expected
WISE colors as a function of r − z color (with WISE color outlier significance de-
noted as σ′). Figure 4.3 shows the r − z versus W1 −W3 distribution for the full
and clean samples, along with the empirical calibration of TW14. Figure 4.4 shows
the residual distribution with the TW14 empirical calibration (red line; Figure 4.3)
subtracted. Although it is common to define stars with disks to be only those with
175
0
500
1000
1500
2000
#
of
S
ou
rc
es
Full
Sample
r
i
z
10−2 10−1 100
Aλ
0
100
200
300
400
500
600
#
of
S
ou
rc
es
Clean
Sample
Fig. 4.2: Histograms for the r-, i-, and z-band extinctions from SDSS. The median
extinctions for all bands in both samples are < 0.1 mags, making extinction negligible
for most of the stars in my samples.
highly-significant deviations from the expected photospheric values in a binary fash-
ion, I acknowledge that the distribution is continuous, and many of the stars with
non-significant deviations may have true detections but smaller disk masses or dust
that is becoming optically thin. Although I used the more classical binary description
of stars with an excess versus stars without an excess, I will address this continuous
distribution in Section 4.3.4.2.
Rather than making a blanket cut on stars with σ′ > 5, as was done in TW14,
I used the distributions from Figure 4.4 to evaluate the false-positive probabilities of
the candidates. To obtain stars with a 99% probability of hosting a true MIR excess,
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I defined the probability threshold (assuming normal distributions),
PFP (MIR Excess)×Nsample < 0.01, (4.2)
where PFP (MIR Excess) is the probability that the MIR excess is a false-positive,
and Nsample is the number of sources within the given sample. For the full sample,
PFP (MIR Excess) < 4.88×10−7, and for the clean sample PFP (MIR Excess) < 1.73×
10−6. Converting these false-positive probabilities into σ′ values for each sample, I
defined stars with true MIR excesses to have σ′ > 3.48 for the full sample (4.90σ),
and σ′ > 2.53 for the clean sample (4.64σ), both limits are shown in Figure 4.4 (red
dotted line), and candidates that meet these thresholds are marked as red points in
Figure 4.3.
Figure 4.4 indicates that the TW14 calibration appears to be shifted to slightly
redder WISE colors than the bulk of the stellar population. The peak of the distri-
bution is shifted negative of zero, which suggests that either the TW14 relationship
needs to be recalibrated, or that some other effect is shifting the distribution, such
as metallicity. Recently, WISE bands have been shown to be sensitive to the metal
content of stars, with metal poor stars showing redderW1−W2 color (Schmidt et al.
2016). Although this analysis was only completed for late-K and early-M dwarfs, it is
reasonable that a similar metallicity trend will hold for lower-mass stars. No metal-
licity relationship has been shown to exist for the W1 −W3 color, however, if the
primary metallicity-sensitive band is W1, then I might expect metallicity to have a
small effect on the W1−W3 color.
The second method takes the difference between the measured flux, and the
expected flux (estimated from a stellar photospheric model), weighted by the mea-
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Fig. 4.3: SDSS and WISE color-color 2D histogram for the full sample (top) and
the clean sample (bottom). Each bin is (0.1 mag)2. The red line is the empirical
calibration of expected colors for main sequence dwarfs from TW14. Stars with σ′
greater than the significance threshold defining true MIR excesses (σ′ > 3.48 for the
full sample and σ′ > 2.53 for the clean sample; Figure 4.4) are marked as red points.
surement uncertainty. This value is commonly abbreviated as
χ
12 =
F12µm, measured − F12µm, model
σF12µm, measured
. (4.3)
Using stellar parameters and scaling values from the MCMC method (Sec-
tion 4.3.1), I computed the expected 12 µm flux densities for stars in both the
full and clean samples. Next, I converted W3 magnitudes to flux densities using
the WISE all-sky explanatory supplement36 (further details can be found in TW14
and/or Section 2). Figure 4.5 shows the distribution of χ12 values for the full and
clean samples. The majority of both samples are well represented by normal distri-
36http://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec4_4h.html
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Fig. 4.4: Normalized distributions of σ′ for the full sample (top) and the clean sample
(bottom). Also plotted are the best-fit normal distributions (blue lines). The red
dotted line signifies the criteria for stars with MIR excess at the 99% confidence
level (σ′ = 3.48 for the full sample, and σ′ = 2.53 for the clean sample). The
cutoff significance value used by TW14 (σ′ = 5) is denoted by the green dashed line
for comparison. The inset plot shows the linear distributions. The clean sample
(bottom) is well represented by a normal distribution, with a long tail out to high-
significance MIR excesses. Both distributions are shifted slightly negative of zero,
suggesting either the TW14 calibration needs to be recalibrated, or that some effect,
such as the metal content of the stellar ensemble, has shifted these values.
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Fig. 4.5: Normalized distributions of χ12 for the full sample (top) and the clean
sample (bottom). Also plotted is the best-fit normal distribution (blue line). The
inset plot shows the linear distributions. Both distributions are qualitatively similar
in shape to those for the σ′ values (Figure 4.4). Again, the red dotted line signifies
the criteria for stars with MIR excess at the 99% confidence level (χ12 = 5.85 for the
full sample, and χ12 = 5.25 for the clean sample).
butions with similar widths, although the full sample is shifted to slightly higher χ12
values due to a distance bias which will be discussed in Section 4.3.9.
Avenhaus et al. (2012) showed that the empirical method outlined above was
able to detect the disk around AU Mic at 22 µm, while methods involving SED fitting
were unable to significantly detect the same disk using observational data at similar
wavelengths (Liu et al. 2004; Plavchan et al. 2009; Simon et al. 2012). Presumably
this indicates that σ′ is a stronger discriminator of MIR excess significance. Although
the SED fitting is important for estimating parameters that will allow me to then
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constrain disk parameters, I chose to select excess sources based solely on their σ′
significance, similar to TW14.
Selecting stars with MIR excesses using the aforementioned criteria produced
609 stars in the full sample, and two stars in the clean sample. The cumulative
false-positive probabilities for my selected stars are 0.0386% (∼0.24 stars) for the
full sample, and 8.699 × 10−6% ( 1 star) for the clean sample. I used more strin-
gent criteria in the selection of stars exhibiting MIR excesses than those used in
TW14. Additionally, the parent population of stars for this sample (MoVeRS) is
different than the parent population of TW14 (W11). To quantify this, the MoVeRS
sample contains 15,262 stars in the W11 catalog (∼22%). Of these 15,262 matches
in MoVeRS, 57 (of 168) are common to the TW14 study of stars with MIR excesses
(∼34%). Based on the selection criteria above, only 9 (of the 57) TW14 stars with
MIR excesses would meet the new criteria (∼16%). These values will be considered
when comparing my results to those from TW14 (Section 2) in Section 4.6. Addition-
ally, 181 of the MIR excess candidates in the full sample, and one of the MIR excess
candidates in the clean sample, have W4 detections with S/N > 2. I will consider
these W4 detections when I fit for fractional IR luminosities (Section 4.3.4.1).
4.3.4.1 Extreme MIR Excesses
Extreme MIR excesses arising from planetary collisions are expected to produce
large amounts of dust, and hence large fractional IR luminosities (LIR/L∗ & 10−2).
The primary focus of this study are these extreme MIR excesses, however, this re-
quires knowledge about the total IR flux emanating from the dust grains. For stars
that have both W3 and W4 detections, I fit a blackbody to the excess MIR flux,
similar to what was done in TW14 (Section 2). I acknowledge that these disks might
also emit a strong silicate feature (e.g., Meng et al. 2014), which would make W3 a
poor indicator of the underlying blackbody continuum of the dust. However, with
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Fig. 4.6: SED for an object with aW4 detection. Plotted are the best-fit photosphere
model (blue line), the best-fit dust blackbody (red dotted line), and the combined
model (gray line). Model parameters are listed in the top left corner. The excess
MIR flux is well fit by a single blackbody function.
no ability to discern the blackbody continuum from the silicate emission (e.g., a
MIR spectrum), I use the approximation that W3 is dominated by the continuum
radiation.
Using the extreme MIR excess candidates that had a W4 detection with a S/N
> 2, I fit a combined model comprised of the best-fit photospheric model found
in Section 4.3.3.3, and a blackbody function. To determine the best fit blackbody
function, I used a least-squares minimization, fitting for Tdust and the multiplicative
scaling factor for the blackbody. For the least-squares fit, I used the best-fit photo-
sphere model, and fit the dust blackbody function to theW3 andW4 measurements,
weighted by the measurement uncertainty. An example fit from this process is shown
in Figure 4.6. For stars without a W4 detection, I assume the peak flux (not flux
density) is at W3, giving an estimate for Tdust ≈ 317.4 K (TW14).
To compute LIR/L∗, I integrated the best-fit photospheric model to estimate
L∗, and for LIR, I subtracted the stellar model from the combined fit (stellar model
plus best-fit blackbody), and integrated the residual flux to estimate LIR, taking the
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ratio of the two values (similar to Patel et al. 2014, 2017). Keeping only the stars
that showed LIR/L∗ > 10−2, I was left with 584 stars in the full sample and two
stars in the clean sample, removing none of my stars. This is likely due to the fact
that my initial selection criteria required significant MIR excesses. I will address
“non-significant” MIR excesses in the following section, and again in the discussion
(Section 4.6).
4.3.4.2 Non-significant MIR Excesses
In studies of disks that are inferred from their MIR excesses, it is common to only
select stars with significant excesses, which deviate from the expected photospheric
value (e.g., Plavchan et al. 2005, 2009). However, the distribution of stars with or
without excesses is continuous, with a very subtle area between what is considered
to have an excess and what is not considered to have an excess. Many of the stars
that are not included in the bona fide sample of stars with MIR excesses are indeed
stars with excess MIR emission above their photospheric values. For example, the
region between the 2σ value and my cutoff limit (1.09 < σ′ < 3.48; Figure 4.4)
contains many stars with real excesses and may trace the end of a collisional cascade
where the dust is becoming optically thin. The problem is that I cannot confidently
identify individual stars that have excesses in this range, since some of the stars in
the 1.09 < σ′ < 3.48 range are interlopers from the (none excess) stellar distribution
of σ′. Instead, I can statistically examine this population.
Using the σ′ distributions (Figure 4.4), I explored the number of excesses that
exist within the non-significant excess region. I fit normal distributions to the core
of the σ′ distributions to minimize effects from the long tail of excess sources (blue
line; Figure 4.4). Next, I subtracted the best-fit normal distribution (scaled from
the normalized distribution to the true distribution) interpolated at the mid-point
of each bin from the distribution of σ′ values. The residual histograms are shown in
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Figure 4.7. The scatter within the 1σ range (and to a lesser extent the 2σ range)
can be considered noise since the distribution is not perfectly normally distributed.
However, the bumps at σ′ values greater than 2σ can be considered real since there is
no corresponding scatter at similar negative σ′ values about the mean. These bumps
represent real sources harboring (weaker) MIR excesses
To quantify the number of potentially missing stars with MIR excesses, I in-
tegrated the region between the 2σ limit (light gray region, σ′ = 1.09 for the full
sample and σ′ = 0.58 for the clean sample; Figure 4.7) and the significance cutoff I
imposed (red dotted line, σ′ = 3.48 for the full sample and σ′ = 2.53 for the clean
sample; Figure 4.7). I estimate that ∼1400 stars with weaker MIR excesses exist in
the full sample and another ∼90 such weak excess stars exist in the clean sample.
However, this assumes that all these stars are hosts to “extreme MIR excesses.”
I computed fractional IR luminosities using the same method from the preceding
section, finding that 5.6% of the non-excess stars in the full sample and 0.5% of the
non-excess stars in the clean sample hosted extreme MIR excesses. This translates
into ∼80 and ∼1 star(s) missing from the full and the clean samples, respectively.
Although I cannot definitively say which stars within this region actually harbor a
true MIR excess, it is important to consider this missing population in the context of
the frequency of low-mass field stars exhibiting MIR excesses. If I consider the clean
sample (as the full sample has a number of inherent biases that I will account for in
Section 4.4), then accounting for the missing sources, I estimate the fraction of stars
exhibiting a MIR excess is ∼0.05%. I will discuss this statistic further in Section 4.6.
4.3.5 Fidelity of Excesses: Cross-match to Spitzer
To examine the validity of the sample of 584 extreme MIR excess detections, I
cross-matched these candidates with the Spitzer Enhanced Imaging Products cata-
log (this includes both IRAC and MIPS observations). I found ten candidates with
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Fig. 4.7: Residual histograms subtracting the best-fit normal distribution from the
distribution of σ′ values (see Figure 4.4). The red dotted line represents the cutoff
for significance used in identifying MIR excess candidates (Section 4.3.4). The black
dashed line shows the mean of the best-fit normal distribution (the approximate
center of the distribution), and the black dotted line denotes a residual value of 0.
The gray shaded areas show the 1- and 2-σ regions about the mean. Within the 2σ
regions, the positive/negative scatter is approximately equal, and can be thought of
as noise. In the positive region, at values of σ′ larger than 2σ, there are significant
bumps out to the imposed cutoff limit (red dotted line), indicating a large portion
of true MIR excesses within this otherwise low significance region.
185
Spitzer photometry matched to within 6′′. A search through the literature indi-
cated that none of the Spitzer data for these sources has been published previously.
Figure 4.8 shows the SEDs for these ten matching stars, demonstrating that the
Spitzer photometry is consistent with the WISE photometry (for both W3 and W4
detections). All of these stars appear to have true MIR excesses. However, younger
populations of stars are expected to exhibit MIR excesses, therefore, I will test for
youth where available in the samples.
4.3.6 Spectroscopic Tracers of Youth
One strength of the TW14 (Section 2) sample over the MoVeRS sample is the
availability of optical SDSS spectra for each TW14 star. This ensured that all objects
were low-mass stars and made possible an investigation for youth. TW14 used age
diagnostics such as Hα emission to determine that the stars in their sample were older
fields stars and not young, pre-main sequence stars, the latter of which are expected
to host circumstellar disks (and therefore MIR excesses). To examine possible age
diagnostics and confirm my selection of low-mass dwarfs for my sample, I identified
ten SDSS spectroscopic targets within the extreme MIR excess sample, and received
time on the Discovery Channel Telescope (DCT) to obtain optical spectra for 15
additional extreme MIR excess candidates. Unfortunately, none of the spectroscopic
subsample overlapped with the small sample of stars that also had Spitzer data
(Section 4.3.5).
As discussed in Section 2, I used two age-dependent spectroscopic diagnostics:
Hα (e.g., West et al. 2006, 2008) and Li i (e.g., Cargile et al. 2010). Hα emission
(in addition to other Balmer transitions) is a strong indicator of accretion, resulting
in large equivalent width (EW) measurements37 (EW & 4 Å; Barrado y Navascués
37As is convention in studies of low-mass or cool stars, positive EW measurements indicate
emission.
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& Martín 2003) and broad lines (10% widths > 270 km s−1; White & Basri 2003).
Stars exhibiting Hα due to accretion are typically found in young associations rather
than the field.
For older populations of stars ( 100 Myr), Hα emission (and other Balmer
transitions) is also tied to “magnetic activity,” as strong magnetic fields lead to chro-
mospheric heating (West et al. 2015). West et al. (2008) demonstrated that the
lifetime for magnetic activity (as traced through Hα emission) is mass-dependent in
the M dwarf regime. For the highest mass M dwarfs, the lifetime for magnetic activ-
ity is 0.5–1 Gyr, increasing to > 8 Gyr for the lowest-mass M dwarfs. This makes Hα
emission a moderate age diagnostic for field stars, when coupled with stellar mass
or spectral type. A lack of detectable Hα emission in the earliest-type stars in my
sample would indicate a relatively old (> 1–2 Gyr) field population. I used the same
spectral regions as TW14 to measure the EW of Hα.
Lithium absorption is more strongly correlated with youth than Hα emission,
but it is also mass dependent. Modeling results by Chabrier & Baraffe (1997) demon-
strated that initial lithium abundance will deplete by a factor of ten in 10 Myr for a
0.7M star (∼M0), while a star with a mass of 0.08M (∼M8) will take ∼100 Myr
to deplete by the same factor. This makes Li i absorption a strong discriminator of
youth.
Due to the difficulty in measuring the EW of Li i (primarily caused by the
strong TiO features around Li i and the need for relatively high spectral resolution),
I applied a comparative technique, using SDSS template spectra (Bochanski et al.
2007b), similar to what was done by Cargile et al. (2010). The template spectra from
Bochanski et al. (2007b) were built from a composite of SDSS field stars spectra.
Therefore, they should indicate the baseline shape of the spectrum near the Li i
feature for low-mass field stars devoid of Li i absorption. A comparison between the
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spectra and the Bochanski et al. (2007b) template spectra provides a means to detect
Li i absorption without making a direct measurement of the EW. Further details of
the method are described in TW14.
I discovered that ten of the 584 extreme MIR excess candidates had been pre-
viously observed through one of the SDSS spectroscopic programs and had spectra
available. Nine of these stars were included in TW14 because they were part of the
SDSS DR7 spectroscopic sample of M dwarfs (West et al. 2011), and one of the stars
was observed after the West et al. (2011) sample was compiled. All ten of these stars
are classified as M dwarfs, confirming my selection of low-temperature dwarfs. The
radial velocity (RV) corrected SDSS spectra are shown in Figure 4.9. Only one of
these stars (an M7) showed significant Hα emission. The average activity lifetime
of an M7 star is ∼8 Gyr (West et al. 2008). None of these stars had detectable
amounts of lithium. My Li i analysis sets a lower age limit of > 100 Myr. The
lack of Hα emission for stars with spectral types earlier than M7 indicates a typical
minimum age of ∼ 1 Gyr for the sample (West et al. 2008), indicative of an older
field population.
To further assess the age for the sample of extreme MIR excess candidates,
I obtained optical spectra with the DeVeny Spectrograph on the 4.3-m DCT for
an additional 14 candidates with high-significance MIR excesses (σ′ > 10), shown
in Figure 4.10. The spectra cover the range ∼ 5600Å–9000Å at a resolution of
λ/∆λ ≈ 2850 (2.5 pixel). The candidates were selected based on location in the sky,
and should represent a relatively unbiased subsample of the full sample.
Spectra were reduced using a modified version of the pyDIS Python package
(Davenport et al. 2016), originally designed for use with the APO 3.5-m Dual Imag-
ing Spectrograph (DIS). Stars were spectral typed using the PyHammer 38 Python
38https://github.com/BU-hammerTeam/PyHammer
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package (Kesseli et al. 2017). Although this is a small portion of the total sample, I
expect a similar age distribution for the parent population.
The spectroscopic observations collected indicate that the DCT sample is also
made up of low-temperature stars, further confirming my sample selection. One
of the stars (SDSS objID 1237668734684955989; 2MASS J18351414+4026520) has
peculiar features. The TiO bands found at 7053Å are consistent with a cool star, but
other features are consistent with a carbon dwarf (dC; Green 2013), while some of
the features are not. This object motivates further investigation to determine its true
nature. From the full spectroscopic sample of 24 stars, I estimate a contamination
rate of 4% for my entire sample due to objects that are not typical low-mass stars.
I observed that three of the stars for which I have DCT spectra, all within the
fully convective regime (& M4), showed signs of Hα emission. Additionally, none of
the stars had detectable amounts of Li i. This lack of Li i absorption is consistent
with the stars having ages 100 Myr estimated from the SDSS spectra. Considering
the stars without Hα emission, this indicates the average of the population is & 1
Gyr (West et al. 2008), again consistent with the findings from the SDSS spectra.
Based on the age limits from the two spectroscopic subsamples, I concluded (as did
TW14) that the orbiting dust (inferred from the MIR excesses) was not primordial
in nature, since the primordial disk is expected to be dispersed on timescales much
shorter than the presumed ages
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Fig. 4.8: SEDs for all objects with Spitzer detections. For all sources, there is good
agreement between the WISE and Spitzer photometry, with all stars appearing to
have true MIR excesses.
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Fig. 4.8: Continued.
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Fig. 4.9: Scaled and RV corrected SDSS spectra. All SDSS spectra appear to
be low-mass stars (M dwarfs), confirming my sample selection. The dotted red line
indicates the wavelength corresponding to Hα. Only one of the objects has detectable
Hα emission and none of the objects show detectable amounts of Li i absorption.
Spectral types using the PyHammer python package (Kesseli et al. 2017) are listed
above each spectrum. The large feature commonly found at 5600 Å is an artifact
caused by the SDSS spectrograph and is not a real feature (Silvestri et al. 2006;
Morgan et al. 2012).
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Fig. 4.10: Scaled and RV corrected spectra from the DCT. The dotted red line in-
dicates the wavelength corresponding to Hα. The top three stars have detectable
amounts of Hα emission. Spectral types using the PyHammer python package
(Kesseli et al. 2017) are listed above each spectrum. All spectra appear to be M-type
stars. The seventh spectrum from the bottom has peculiar characteristics, partially
consistent with a cool star and a carbon star (discussed in the text).
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Table 4.2. Spectroscopic Parameters
SDSS DR8+ objID R.A. Decl. Radial Velocity Spectral Hα EWa Telescope 〈L〉b
(H:M:S) (D:M:S) ±7 (km s−1) Type (Å)
1237665369038782628 10:17:40.54 +28:58:51.62 +39.5 M1 ... SDSS 21.34
1237651250974556408 15:47:54.70 +52:48:57.52 −32.5 M1 ... SDSS 13.77
1237657071156723794 01:27:51.44 +00:16:33.17 +6.2 M2 ... SDSS 21.98
1237655692480151822 15:16:10.43 −01:42:37.24 −48.4 M2 ... SDSS 16.95
1237671125374861409 09:32:04.26 +14:08:26.51 +39.0 M3 ... SDSS 92.45
1237662619722449089 15:38:25.49 +32:28:44.59 −10.0 M4 ... SDSS 36.11
1237667254011101278 11:30:25.02 +29:14:16.37 +25.6 M5 ... SDSS 59.30
1237659161736315205 15:48:31.45 +42:53:07.14 −21.1 M6 ... SDSS 179.04
1237665128545911020 12:42:03.86 +34:55:37.74 −45.7 M7 ... SDSS 240.58
1237661068171346281 09:31:07.08 +10:06:07.25 +16.2 M7 10.3± 0.9 SDSS 327.29
1237668331488084142 14:12:46.44 +15:01:52.55 −42.1 M0 ... DCT -1.97
1237655749395022353 18:04:45.57 +46:36:57.79 −51.4 M2 ... DCT 41.55
1237672026249167591 22:41:17.31 +33:40:21.14 −43.6 M2 ... DCT 22.31
1237664852033142893 14:15:55.43 +32:54:33.84 +25.1 M3 ... DCT 11.19
1237662500006461639 16:01:09.94 +36:35:30.07 +5.2 M3 ... DCT 38.02
1237655747779363146 17:45:18.61 +57:53:59.65 +4.3 M3 ... DCT 28.02
1237668734684955989 18:35:14.13 +40:26:51.95 +93.0 Pecc ... DCT ...
1237671941420483289 19:06:24.80 +64:36:19.88 −56.3 M4 ... DCT 40.04
1237656241159012941 21:58:10.54 +11:42:01.70 −122.0 M4 ... DCT 30.99
1237659330309456141 15:35:00.41 +48:53:42.51 −111.1 M5 ... DCT 51.76
1237655465932292383 16:17:07.09 +45:52:14.97 −70.0 M5 ... DCT 86.02
1237652943699509565 22:00:46.74 +12:44:01.96 −32.4 M5 6.3± 0.5 DCT 76.04
1237652937790915940 20:53:41.55 +08:35:14.57 −26.7 M6 3.5± 0.9 DCT 241.09
1237678920195637464 22:35:47.06 +11:42:15.67 −43.5 M7 15.8± 1.8 DCT 103.27
aPositive EW measurements indicate emission. Inconclusive measurements are not listed.
bDwarf star versus giant star probability as discussed in Section 4.3.6.1.
cThis object shows peculiar spectral features. The TiO bands at ∼7050 are indicative of a low-mass star. However, the
numerous bumps in the spectrum may indicate a carbon dwarf.
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4.3.6.1 Spectroscopic Estimates of Luminosity Classes
I also made an estimate of the contamination rate of giants in my subsample of
24 stars with spectra. A thorough investigation into separating M-type stars based
on luminosity class was undertaken by Mann et al. (2012), using a modified method
similar to Gilbert et al. (2006) for Kepler target stars. The spectroscopic features
Mann et al. (2012) used for determining luminosity classes included: 1) the CaH2
(6814–6846 Å) and CaH3 (6960–6990 Å) indices (Reid et al. 1995); 2) the Na i doublet
(8172–8197 Å; Schiavon et al. 1997); 3) the Ca ii triplet (8484–8662 Å; Cenarro et al.
2001); 4) the mix of atomic lines (Ba ii, Fe i, Mn i, and Ti i) at 6470–6530 Å (Torres-
Dodgen & Weaver 1993); and 5) the K i (7669–7705 Å) and Na i lines identified in
Mann et al. (2012). The Ca ii triplet falls within a region prone to fringing at the
red-end of the DCT spectra, therefore, I omitted measuring this feature. Most of the
spectroscopic features above change with surface gravity and temperature, therefore,
I compare the above spectroscopic indices against the TiO5 index (Reid et al. 1995),
which is sensitive to both metallicity and temperature (Woolf & Wallerstein 2006;
Lépine et al. 2007), but is relatively insensitive to surface gravity (e.g., Jao et al.
2008). All other aforementioned features were measured using the available SDSS
and DCT spectra following the same prescription outlined in Mann et al. (2012).
Table 4.3 contains the information for the continuum region(s) and band region used
to measure EWs and spectral indices.
To determine the expected EWs and spectral indices for low-mass dwarfs, I mea-
sured the same features for 38,722 stars from the West et al. (2011) spectroscopic
sample of M dwarfs with good photometry (goodphot = 1) and good proper mo-
tions (goodpm = 1). Although there is expected to be some small amount of giant
contamination within this sample, it is estimated to be less than 2% (West et al.
2011), and the use of good proper motions should further minimize giant contami-
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Table 4.3. Spectroscopic Indices
Index Name Band Continuum
(Å) (Å)
Na i (a)a 5868–5918 6345–6355
Ba ii/Fe i/Mn i/Ti ia 6470–6530 6410–6420
CaH2b 6814–6846 7042–7046
CaH3b 6960–6990 7042–7046
TiO5b 7126–7135 7042–7046
K ia 7669–7705 7677–7691, 7802–7825
Na i (b)a 8172–8197 8170–8173, 8232–8235
aMeasured as an EW. Linear interpolation is done through the
continuum ranges to estimate the continuum.
bMeasured as a band index by calculating the mean flux within
each wavelength range, and taking the ratio between the band
mean flux to the continuum mean flux.
nation. I also obtained optical spectra for 154 giant stars from Fluks et al. (1994),
Danks & Dennefeld (1994), Serote Roos et al. (1996), and SDSS. All giant spectra
were sampled to the same resolution as the SDSS and DCT spectra prior to measuring
spectroscopic indices, to remove any potential bias.
To estimate the likelihood that each star in my sample is a dwarf or a giant,
I built 2-D probability distributions for both the dwarfs and giant comparison sam-
ples for each spectroscopic tracer using a Gaussian Kernel Density Estimation using
Silverman’s Rule (Silverman 1986), as is shown in Figure 4.11. The likelihood that
source i is a dwarf, given spectroscopic index j, is estimated by the log-likelihood,
Li,j = log10
(
Pdwarf
Pgiant
)
. (4.4)
The likelihood, given all indices, that a source is a dwarf versus a giant is
〈Li〉 =
∑
j wjLi,j∑
j wj
, (4.5)
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Fig. 4.11: Comparison of spectroscopic indices for dwarfs and giants. My dwarf
training set (gray solid lines) and giant training set (red dashed lines) show the 68%
and 90% confidence intervals. Also plotted are my sample from the DCT (purple
squares), SDSS (blue circles), and my peculiar source (cyan triangle). The likelihood
of each source being a dwarf versus a giant is shown in Table 4.2
where wj is a weighting factor for spectroscopic index j. Mann et al. (2012) found that
setting weights to unity (allowing all spectroscopic tracers to be equally weighted) did
not significantly alter results. I chose to equally weight all the measured spectroscopic
indices, simplifying Equation (4.5) to 〈Li〉 =
∑
j Li,j.
Each source was then either assigned to the category of dwarf star (Li > 2),
giant star (Li < −2), or undetermined (−2 < Li < 2), based on the 99% confidence
that one training set was more likely to host the source. All but one of my sources
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have a > 99% confidence of being a dwarf versus a giant. The earliest type star in my
sample has an inconclusive classification, primarily due to all spectroscopic indices
for both training sets beginning to converge for the earliest type stars (largest values
of TiO5). Given this object’s measured proper motion in multiple catalogs, this is
most likely a dwarf star. The inclusion of this object in Gaia DR1 indicates that
both a higher precision proper motion measurement and a trigonometric distance are
forthcoming, which will definitively determine the luminosity class of this object. I
did not attempt to ascribe a luminosity class to my peculiar object (with features
similar to a low-mass star and a carbon dwarf) due to multiple non-similarities in its
spectrum as compared to both of my training sets. Based on my analysis, I do not
change my estimated contamination rate of ∼4% (assuming the peculiar star is not
a low-mass star).
4.3.7 Disk Properties
I can further explore the properties of my extreme MIR excess systems by
making some basic assumptions about the disk properties. Dust temperatures and
luminosities allow me to estimate both the orbital distance of the dust, and the
minimum dust mass. Using the dust grain temperature estimates (Section 4.3.4.1),
I calculated the minimum orbital distance of the dust assuming the dust grains are
in thermal equilibrium with the host star, given by,
Dmin =
1
2
(
T∗
Tgr
)2
R∗, (4.6)
where T∗ and Tgr are the stellar effective temperature and dust grain temperature,
respectively, and R∗ is the stellar radius. Assuming a simple geometry for the orbiting
dust a dust mass (Md) can be estimated. Similar to TW14 (Section 2), I assumed the
dust is in a thin shell, orbiting a distance Dmin from the host star, with a particulate
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radius a and density ρs, and a cross section equal to the physical cross section of
a spherical grain. I take 〈a〉 = 0.5 µm and ρs = 2.5 g cm−3, similar to TW14
(Section 2). The dust mass is then defined as,
Md >
16
3
pi
LIR
L∗
ρs〈a〉D2min. (4.7)
Further details regarding this process can be found in TW14 and in Section 2. The
distributions of orbital distances and dust masses for the extreme MIR excess can-
didates are shown in Figure 4.12. The majority of stars harbor dust within 1 AU,
with the peak of the distribution at a few tenths of an AU, within the snow-line
for low-mass stars (∼0.3 AU; Ogihara & Ida 2009). For the majority of my sample,
which only have W3 measurements, the dust temperature was assumed to be 317.4
K, which predetermined the estimated orbital distance of the dust to be within the
snow-line. A colder disk (< 317.4 K) would need to be even more massive to have
a similar flux level at W3, making it more likely that I am observing a less massive,
hotter disk. The dust mass estimates are comparable to those found in TW14 (Sec-
tion 2), with the median value being 10−5MMoon. Obtaining MIR spectra of these
stars with the next generation of telescope will help to further characterize these dust
populations (e.g., constrain mineralogy).
4.3.8 The Extreme MIR Excess Sample
The general characteristics of my sample of stars with extreme MIR excesses are
similar to those from TW14. I show the r−z color distribution, distance distribution,
and Galactic spatial distribution of sources in Figure 4.13. The r−z color distribution
peaks at r− z ≈ 2, which is equivalent to a dM4, and corresponds to the peak of the
initial mass distribution (M∗ ≈ 0.125M; Baraffe & Chabrier 1996; Chabrier 2003).
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Fig. 4.12: Top: Distribution of minimum orbital distances of dust surrounding the
stars with MIR excesses. The vast majority of dust populations are estimated to
be within 1 AU of their host star, typically within the snow-line for low-mass stars
(∼0.3 AU; Ogihara & Ida 2009). Bottom: Distribution of minimum dust masses.
The median value of 10−5MMoon is comparable to the TW14 study of low-mass stars
with extreme MIR excesses.
The distance distribution peaks at approximately 200 pc, which is consistent with
other low-mass stellar samples from SDSS (e.g., West et al. 2011).
The candidates are fairly spread out within the SDSS footprint. To test for
clumping of objects, I ran a friends-of-friends algorithm to test for spatial groupings
within 10 pc of one another (see TW14 and/or Section 2 for further details). I found
ten pairs of stars within 10 pc of each other, with no other groupings larger than two
stars. I tested each pair for similar 2-D kinematics (to test whether they are moving
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together through the Galaxy) using Equation (6) from Dhital et al. (2010), given by:(
∆µα
σ∆µα
)
+
(
∆µδ
σ∆µδ
)
6 2, (4.8)
where ∆µα and ∆µδ are the differences between the two proper motion components
for each pair, and their uncertainties are the quadrature sum of each individual proper
motion uncertainty. The smallest value for this metric among the pairs was 5, indicat-
ing that none of these pairs showed similar 2-D kinematics. This indicates that these
distances are more likely chance alignments than actual physical groupings. The cat-
alog of candidates is available online through VizieR (http://vizier.u-strasbg.
fr/viz-bin/VizieR?-source=J/AJ/153/165&-to=3) and the column descriptions
are listed in Table 4.4.
Table 4.4: Extreme MIR Excess Candidates Catalog Schema
Column Number Column Description Units
1 SDSS Object ID ...
2 SDSS R.A. deg.
3 SDSS Decl. deg.
4 SDSS u-band PSF mag. mag
5 SDSS u-band PSF mag. error mag
6 SDSS u-band extinction mag
7 SDSS u-band unreddened PSF mag. mag
8 SDSS g-band PSF mag. mag
9 SDSS g-band PSF mag. error mag
10 SDSS g-band extinction mag
11 SDSS g-band unreddened PSF mag. mag
12 SDSS r-band PSF mag. mag
13 SDSS r-band PSF mag. error mag
14 SDSS r-band extinction mag
15 SDSS r-band unreddened PSF mag. mag
16 SDSS i-band PSF mag. mag
17 SDSS i-band PSF mag. error mag
18 SDSS i-band extinction mag
19 SDSS i-band unreddened PSF mag. mag
20 SDSS z-band PSF mag. mag
21 SDSS z-band PSF mag. error mag
22 SDSS z-band extinction mag
23 SDSS z-band unreddened PSF mag. mag
24 2MASS J-band PSF mag. mag
25 2MASS J-band PSF corr. mag. unc. mag
26 2MASS J-band PSF total mag. unc. mag
27 2MASS J-band SNR ...
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Table 4.4 – continued from previous page
Column Number Column Description Units
28 2MASS J-band χ2ν goodness-of-fit ...
29 2MASS J-band extinction mag
30 2MASS J-band unreddened PSF mag. mag
31 2MASS H-band PSF mag. mag
32 2MASS H-band PSF corr. mag. unc. mag
33 2MASS H-band PSF total mag. unc. mag
34 2MASS H-band SNR ...
35 2MASS H-band χ2ν goodness-of-fit ...
36 2MASS H-band extinction mag
37 2MASS H-band unreddened PSF mag. mag
38 2MASS Ks-band PSF mag. mag
39 2MASS Ks-band PSF corr. mag. unc. mag
40 2MASS Ks-band PSF total mag. unc. mag
41 2MASS Ks-band SNR ...
42 2MASS Ks-band χ2ν goodness-of-fit ...
43 2MASS Ks-band extinction mag
44 2MASS Ks-band unreddened PSF mag. mag
45 2MASS photometric quality flag ...
46 2MASS read flag ...
47 2MASS blend flag ...
48 2MASS contamination & confusion flag ...
49 2MASS extended source flag ...
50 WISE W1-band PSF mag. mag
51 WISE W1-band PSF mag. unc. mag
52 WISE W1-band SNR ...
53 WISE W1-band χ2ν goodness-of-fit ...
54 WISE W1-band extinction mag
55 WISE W1-band unreddened PSF mag. mag
56 WISE W2-band PSF mag. mag
57 WISE W2-band PSF mag. unc. mag
58 WISE W2-band SNR ...
59 WISE W2-band χ2ν goodness-of-fit ...
60 WISE W2-band extinction mag
61 WISE W2-band unreddened PSF mag. mag
62 WISE W3-band PSF mag. mag
63 WISE W3-band PSF mag. unc. mag
64 WISE W3-band SNR ...
65 WISE W3-band χ2ν goodness-of-fit ...
66 WISE W3-band extinction mag
67 WISE W3-band unreddened PSF mag. mag
68 WISE W4-band PSF mag. mag
69 WISE W4-band PSF mag. unc. mag
70 WISE W4-band SNR ...
71 WISE W4-band χ2ν goodness-of-fit ...
72 WISE W4-band extinction mag
73 WISE W4-band unreddened PSF mag. mag
74 WISE contamination & confusion flag ...
75 WISE extended source flag ...
76 WISE variability flag ...
77 WISE photometric quality flag ...
78 Spitzer IRAC Ch1 PSF flux density µJy
79 Spitzer IRAC Ch1 PSF flux density unc. µJy
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Table 4.4 – continued from previous page
Column Number Column Description Units
80 Spitzer IRAC Ch2 PSF flux density µJy
81 Spitzer IRAC Ch2 PSF flux density unc. µJy
82 Spitzer IRAC Ch3 PSF flux density µJy
83 Spitzer IRAC Ch3 PSF flux density unc. µJy
84 Spitzer IRAC Ch4 PSF flux density µJy
85 Spitzer IRAC Ch4 PSF flux density unc. µJy
86 Spitzer MIPS Ch1 PSF flux density µJy
87 Spitzer MIPS Ch1 PSF flux density unc. µJy
88 Proper motion in R.A. (µα cos δ) mas yr−1
89 Proper motion in Decl. mas yr−1
90 Total error in R.A. proper motion mas yr−1
91 Total error in Decl. proper motion mas yr−1
92 Full Sample Flag ...
93 Clean Sample Flag ...
94 Visual Quality Flag ...
95 Photometric distance pc
96 Distance from the Galactic plane pc
97 σ′a ...
98 Teff estimate K
99 Upper Teff limit K
100 Lower Teff limit K
101 Log g estimate dex
102 Upper Log g limit dex
103 Lower Log g limit dex
104 χ12a ...
105 χ22a ...
106 LIR/L∗ ...
107 Dmin AU
108 Md Mmoon
109 Tgr K
110 σTgr K
4.3.9 Distance and Color (Temperature) Bias
Due to SDSS being a magnitude-limited survey, my selection of stars suf-
fers a distance bias that is dependent on stellar effective temperature. For each
stellar temperature range, there will be a minimum and maximum distance over
which a dwarf star can be observed due to the saturation and faintness limits of
SDSS, respectively. To explore where this bias occurs, I examined the flux ratios
(F12µm, measured/F12µm, model) as a function of r − z color and distance (Figure 4.14).
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Fig. 4.13: Top Left : The distribution of r − z colors for the sample. The peak of
the distribution corresponds to a spectral type of dM4 (M∗ ≈ 0.125M; Baraffe &
Chabrier 1996), approximately where the initial mass function peaks (Chabrier 2003).
Top Right : The distribution of distances for the sample. The majority of stars are
found within 500 pc, which is consistent with other samples of low-mass stars from
SDSS (TW14). Bottom: The Galactic distribution of the stars with extreme MIR
excesses. Candidate stars are blue points on top of the IRAS/COBE 100 µm dust
map (Schlegel et al. 1998). Red dashed lines denote regions removed from my search
(Section 4.3.3).
Figure 4.14 also shows the distance corresponding to the W3 flux limit (730 µJy; see
Section 4.3.3.1).
For the full sample, the spread in distances are typically larger than the limit
corresponding to the distance at which the photospheric flux level would be detectable
at the W3 flux limit (dashed line). This makes many of the stars in the full sample
undetectable (at this flux limit) unless they have a MIR excess (assuming no line-of-
sight dependence on sensitivity). Figure 4.14 further illustrates that I can only detect
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Fig. 4.14: Distance as a function of r− z color for the full (top) and clean (bottom)
samples. Each bin is 0.1 mag × 10 pc, and the color is the mean flux ratio (mea-
surement/model) in the W3 band. The distances are compared to the estimated
maximum distance corresponding to the W3 flux limit (see Section 4.3.3.1) used for
the clean sample (red dashed line). For the full sample, there is an inherent bias due
to the distances for the bluest stars in the sample, requiring stars to exhibit large
MIR excesses to be detected in W3. The clean sample is located much closer (within
the bias distance limit), and should not have any significant bias.
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the bluest stars in W3 if they have an extreme MIR excess, since their distances are
too large to detect their photospheres at the W3 flux limit. This is true for some of
the redder sources as well, but I have the ability to observe many of their photospheres
at 12 µm since they are typically detected at closer distances. Due to the distance
spread above the W3 flux limit distance in the full sample, there is a bias for which
I must account.
The case is different for the clean sample, where the distance spread for all r−z
colors is closer than the distance corresponding to the W3 flux limit. Therefore,
the clean sample should be free from a higher limit distance bias, unlike the full
sample, but may suffer from a lower distance limit bias due to saturation. The clean
sample also does not cover the same r−z color range (a proxy for stellar temperature
and mass) as the full sample, restricting its use for only mid- to late-spectral type
low-mass stars. The distance bias will be accounted for using a Galactic model.
4.4 LoKi Galactic Model: Estimating Stellar Counts and
Proper Motions for Completeness
A major limitation of the extreme MIR excess study completed by TW14 was
its non-uniform sample, and no method to estimate completeness. To estimate the
completeness of the current MIR excess sample in this study, I used a Galactic
model to estimate how many stars were missing from the sample (e.g., within a local
volume or along a line-of-sight). Galactic models have been used to simulate stellar
densities (e.g., Jurić et al. 2008; van Vledder et al. 2016), kinematics (e.g., Ivezić et al.
2008; Dhital et al. 2010, 2015, hereafter D10), or both (Robin et al. 2003; Sharma
et al. 2011). Galactic models are typically comprised of three main components, the
thin disk (cold component), the thick disk (warm component), and the halo. Each
component is individually modeled in terms of its mixing fractions and kinematics.
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I created a model, dubbed the Low-mass Kinematics (LoKi) Galactic model39, to
estimate the total number of stars I would expect to observe within a given volume,
and their respective kinematics. The model incorporates a luminosity function (LF;
Bochanski et al. 2010) to select stars in proportion to their abundance in the Galaxy,
in addition to simulating their positions and kinematics. I ran 100 realizations of the
model over the entire simulated volume, and kept only stars with significant proper
motions (dependent on stellar color and line-of-sight; see Appendix D) that would
have been included in the MoVeRS sample. The methods involved in building and
using LoKi are described in detail in Appendix D.
4.4.1 Extreme MIR Excess Fractions
Using the larger photometric sample from MoVeRS and the LoKi Galactic
model, I was able to extend the findings of TW14. Using LoKi, I was able to explore
the occurrence of extreme MIR excesses as a function of color (a proxy for stellar
mass), and Galactic height (a proxy for stellar age). This was done by simulating
the total number of stars expected to be observed within the given volume observed
by SDSS. These simulations provide stellar counts and Galactic height distributions,
which I used to investigate the occurrence of extreme MIR excesses in low-mass stars.
As discussed in Section 2, I compared the stars with MIR excesses to the entire
W11 catalog to calculate the fraction of stars exhibiting an extreme MIR excesses
(∼0.4% of field M dwarfs exhibit an extreme MIR excess), or the “extreme MIR ex-
cess fraction” (i.e., the ratio of the number of stars exhibiting an extreme MIR excess
to the total number of stars). Using the same parent population selection criteria as
TW14 (i.e., using all 390,006 stars with J 6 17), I calculated a global extreme MIR
excess fraction from the MoVeRS sample to be 0.107 ± 0.005%. However, because
39https://github.com/ctheissen/LoKi
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MoVeRS is not a volume-complete catalog, these fractions are likely overestimates
and need to be corrected using a Galactic model. In addition, as described in Sec-
tion 4.3.4.2, I exclude a number of potentially real (extreme) MIR excesses. Without
the ability to determine which of these stars harbor true excesses, as they fall within
the statistical scatter of the parent population, the results in this section should be
taken as lower limits.
I used the LoKi Galactic model to simulate the number of stars expected in
the observed footprint (see Appendix D for details), and their distribution in the
Galaxy. Using the model, I computed volume complete fractions, i.e., estimated
the denominator value for the number of stars for which I should have been able to
detect an extreme MIR excess. I computed the global extreme MIR excess fraction
from the model stellar counts using the mean value of the stellar counts across all
100 simulations, estimating the extreme MIR excess fraction to be 0.020 ± 0.001%.
The model complete MIR excess fraction is an order of magnitude smaller than that
found by TW14, but still orders of magnitude larger than the extreme MIR excess
fraction estimated for A–G type stars by Weinberger et al. (∼0.0007%; 2011). I will
discuss this further in Section 4.6.
Galactic height is strongly correlated with stellar age for ensembles of stars.
This is due to the fact that stars are born close to the Galactic plane, and, over time,
are dynamically heated away from the plane (e.g., West et al. 2006, 2008). This
method of assigning ages to ensembles of stars based on absolute distance from the
Galactic plane is commonly referred to as “Galactic stratigraphy” (West et al. 2015).
TW14 identified a weak trend of decreasing MIR excess fractions as a function
of increasing stellar age. However, their sample was small and incomplete. To fur-
ther investigate the findings of TW14 (Section 2), I computed MIR excess fractions
using stars with extreme MIR excesses (584 stars in the full sample and two stars
208
in the clean sample, Section 4.3.4.1; numerator value), and model stellar counts (de-
nominator value) over the same volume as the SDSS observations, and with proper
motions detectable by MoVeRS (dependent on stellar color and line-of-sight; see
Appendix D). Figure 4.15 shows the model corrected extreme MIR excess fractions
as a function of absolute distance from the Galactic plane (Z). Each bin has two
points corresponding to the 1st and 99th percentile values across all model runs,
with error bars representing the greatest and smallest binomial errors between the
two percentiles. The fact that much of the sample is not at low Galactic latitudes
should result in very few young stars. The estimated ages from Section 4.3.6, and
the results from TW14, suggest that the vast majority of stars within SDSS at high
Galactic latitudes are members of the field population (100 Myr). Figure 4.15
shows a declining trend with increasing Galactic height, with the majority of stars
with extreme MIR excesses found within 100 pc of the Galactic plane. To assess the
statistical significance of this trend, I performed a least-squares linear fit (of the form
y = mx + b) to the average fraction for each bin, weighted by the average binomial
uncertainty, finding a slope of m = (−6.836 ± 1.468) × 10−7 pc−1. This indicates
that younger field populations are more likely to have extreme MIR excesses, and
that stars are less likely to host extreme MIR excesses as they age (using “Galactic
stratigraphy”; West et al. 2006, 2008). This also indicates that there is some typical
age after which the mechanism responsible for creating an extreme MIR excess ceases
to act.
TW14 did not attempt to examine a stellar mass dependence with MIR excess
fractions. However, with the larger sample of extreme MIR excess candidates and the
Galactic model, I was able to examine the MIR excess fractions as a function of r−z
color (a proxy for stellar mass). Figure 4.16 shows the fraction of stars exhibiting
an extreme MIR excess as a function of r − z color. Again I fit a linear function
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Fig. 4.15: The fraction of stars exhibiting an extreme MIR excess as a function of
absolute distance from the Galactic plane (a proxy for stellar age). Points with error
bars represent the model corrected completeness values for the 1st and 99th percentile
values for each bin (from the 100 model realizations) with binomial errors. I see a
steady decline in MIR excess fraction away from the Galactic plane, which has been
shown to strongly correlate with age (e.g., West et al. 2008). This trend indicates
that younger field populations are more likely to have extreme MIR excesses, with
the likelihood of hosting an extreme MIR excess decreasing as a function of increasing
stellar age. This also indicates that the mechanism responsible for creating extreme
MIR excesses ceases after some typical stellar age.
to the trend and found a slope of m = (1.486 ± 0.424) × 10−4 pc−1, indicating an
upward trend. There is a slight distance (and hence age) bias in Figure 4.16, as bluer
stars tend to be at greater distances (older) than redder stars. This effect is due
to SDSS observing primarily out of the plane of the Galaxy, which makes distance
strongly correlated with vertical distance from the Galactic plane (e.g., see Bochanski
et al. 2010). Furthermore, the vertical distribution of stars from the Galactic plane
is strongly correlated with stellar age (Ma et al. 2017), with older stellar populations
found farther from the Galactic plane on average. Considering the upward trend
with redder colors, this is consistent with Figure 4.15, as younger stellar populations
tend to have larger extreme MIR excess fractions.
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Fig. 4.16: The fraction of stars exhibiting an extreme MIR excess as a function of
color (a proxy for stellar mass). Points and error bars are the same as Figure 4.15. I
see a relatively flat MIR excess fraction for all stellar colors (stellar masses), possibly
indicating that the mechanism for creating MIR excesses is independent of stellar
mass. Each of these bins samples different volumes, which accounts for the lack of
MIR excesses in the reddest bins due to smaller volumes, and hence fewer stellar
counts. This also implies an age bias since the bluest bins tend to be at farther
distances (older populations) than the redder bins. Approximate spectral types taken
from Hawley et al. (2002) and Bochanski et al. (2007b).
To minimize selection effects and explore the interplay among extreme MIR ex-
cess fractions, stellar age, and stellar mass, I examined extreme MIR excess fractions
as a function of absolute distance from the Galactic plane binned in three r − z
color regimes (Figure 4.17). The first bin (0.5 6 r − z < 2) potentially suffers from
selection effects due to the inherently large distances to these objects, dictated by
the saturation limit of SDSS (see Figure 4.14), placing the majority of observed stars
farther away from the Galactic plane (76% with |Z| > 200 pc). Although the model
attempts to recover some fraction of these stars, I implemented the same magnitude
and proper motion cuts on the model sample, therefore both the model and my sam-
ple will suffer from a similar selection effect. The intermediate mass stars within the
sample (2 6 r − z < 3.5) show a slight trend with |Z|, and these bins are likely to
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Fig. 4.17: The fraction of stars exhibiting an extreme MIR excess as a function of
absolute distance from the Galactic plane in color bins. I see a declining trend in
MIR excess fractions with Galactic height. The bluest bin suffers from a selection
effect due to the majority of these stars being at relatively large distances (which
is strongly correlated with distance from the Galactic plane), I am missing many of
the stars that actually reside close to the Galactic plane due to the saturation limits
of SDSS. The reddest bin does not sample a large enough volume to detect a larger
number of stars with MIR excesses if they occur at similar rates across the stellar
mass regime.
be relatively free from the selection effects affecting the other mass bins. The lowest
mass bin (3.5 6 r − z < 5) has very few sources and likely does not sample a large
enough volume to detect MIR excesses if excesses occur at similar rates across all
stellar masses. The measured best-fit slopes for all three color bins from bluest to
reddest are m = (−4.254 ± 0.788) × 10−7 pc−1, m = (−2.683 ± 1.389) × 10−6 pc−1,
and m = (−3.358± 16.809)× 10−6 pc−1.
4.5 Non-significant MIR Excesses Revisited: A Further In-
vestigation into Timescales
The strong trend of decreasing extreme MIR excess fraction with Galactic height
indicates a trend with stellar age, and motivates further investigation. To explore if
the overall distribution of non-significant excess sources changes as a function of age,
I examined the σ′ distribution as a function of |Z| for the full and clean samples, using
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stars with 2 6 r − z < 3.5 to minimize selection effects due to distance. Figure 4.18
shows how the distribution of σ′ changes as a function of |Z|.
To assess if there is a significant difference between the distributions in both
the full and clean samples, I investigated the skew of each sample distribution. The
underlying hypothesis is that all samples come from a nearly Gaussian parent distri-
bution, with the stars with excess skewing that parent population to more positive σ′
values. To statistically assess the skew of each distribution, I took 100,000 bootstrap
samples of each distribution and measured the skew of the resulting distribution.
I report the mean values along with the 68% (16th and 84th percentiles) and 95%
(2.5th and 97.5th percentiles) confidence intervals in Table 4.5. The full sample shows
a trend towards more excess sources (larger skewness) at farther distances away from
the Galactic plane. This is most probably due to the fact that at larger distances, I
am biased to detect stars with excesses.
The clean sample should be devoid of selection effects associated with distance,
at the expense of a smaller spread in Galactic height. In Figure 4.18, I see a decrease
in the number of high σ′ sources (MIR excess sources) at higher Galactic heights,
which is also illustrated by the decreasing skew in Table 4.5, although the observed
decrease is a tentative result. The decrease in skewness would be consistent with there
being age evolution in all of the stars with MIR excesses, not only stars exhibiting
extreme MIR excesses.
4.6 Discussion
Giant collisions between large planetismals or terrestrial planets are expected
to create a collisional cascade that may last for ∼100,000 years (Weinberger et al.
2011). If I assume a typical stellar age for the sample of 1 Gyr, and a timescale
over which a MIR excess can be detected of 0.1 Myr, then only 0.01% of the sample
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Fig. 4.18: Normalized distributions of σ′ values as a function of |Z| for stars with
2 6 r − z < 3.5. Dashed lines, dotted lines, and shaded regions are the same as
Figure 4.7. The nearest bin (0–30 pc) has been omitted due to a bias from the SDSS
saturation limit. The full sample shows a slight shift to higher σ′ values at larger
Galactic heights. This is likely due to a bias as fewer stars without MIR excesses are
visible at distances greater than 100 pc. The clean sample shows the longest tail for
the 30–60 pc bin, indicating a possible dependence on age for the stars with smaller
MIR excesses.
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Table 4.5. Sample Skewness
Sample Distance Range Skewnessa
Full 30–60 pc 0.72+0.08(0.15)−0.08(0.16)
Full 60–90 pc 0.83+0.07(0.13)−0.07(0.14)
Full 90–120 pc 1.07+0.07(0.14)−0.07(0.14)
Clean 30–60 pc 0.39+0.09(0.17)−0.09(0.20)
Clean 60–90 pc 0.34+0.07(0.13)−0.07(0.14)
Clean 90–110 pc 0.18+0.08(0.16)−0.08(0.17)
aConfidence intervals correspond to the 68%
confidence and the 95% confidence (inside
parenthesis).
should show a detectable excess, which reduces to ∼0.5 stars for the clean sample,
roughly consistent with my findings. This is assuming a volume complete sample,
and the ability for the mechanism creating MIR excesses to act at anytime during the
lifetime of the star. Limiting the timescale over which the mechanism can act (to less
than 1 Gyr), or increasing the lifetime of the collisional products would increase the
number of predicted stars observed to have an extreme MIR excess. Although I am
unable to link a distinct timescale over which a collision may occur, my findings are
consistent with a short lifetime for the collisional cascade to create enough dust for
a significant MIR detection. Additionally, multiple collisions can extend the lifetime
of the collisional products past 100,000 years.
Using the clean sample, which is relatively unbiased and complete, I reinvesti-
gated the collision rate found in TW14 (Section 2). The estimated fraction of stars
undergoing collisions is (3.5 ± 1.7) × 10−4, an order of magnitude smaller than the
TW14 value and similar to the value found using the completeness corrected full
sample (0.020± 0.001%). When I consider the different selection criteria for the par-
ent population (34%, from Section 4.3.4), and the more stringent criteria applied for
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a star to be included in the extreme MIR excess sample (16%, from Section 4.3.4),
I find the TW14 fraction of 0.41 ± 0.03% is reduced to 0.022 ± 0.002%, consistent
with this study. This fraction is still two orders of magnitude larger than the number
estimated by Weinberger et al. (∼ 7× 10−6; 2011) for A–G spectral type stars. My
updated fraction gives me a collision rate of ∼9 impacts per star up to its current
age. This value is consistent with the findings of TW14 that planetary collisions
occur more frequently around low-mass stars over their current lifetimes.
Investigating the continuous distribution of stars with excess MIR flux, versus
simply the high-significance sample, I estimate there are potentially 80 stars with
MIR excesses that were likely to have been excluded from my full sample, and one
star excluded from the clean sample. Non-extreme MIR excesses may represent the
more evolved state of the aforementioned collisional disks, at the end of the lifetime
for a collisional cascade where the disk is becoming optically thin, or perhaps smaller
collisions. The addition of these stars would imply the estimated fraction of stars
undergoing collisions is underestimated by a factor of ∼4, indicating that collisions
may be even more frequent in low-mass stellar systems.
Planetary collisions have also been put forth to explain a dichotomy found
in the Kepler data. Kepler has found a wealth of planetary systems around low-
mass stars, both singly-transiting systems and multi-transiting systems. Numerous
studies have used ensemble statistics to reproduce Kepler multi-planet observations
with success (Lissauer et al. 2011; Fang & Margot 2012; Tremaine & Dong 2012;
Fabrycky et al. 2014). However, as noted by Lissauer et al. (2011), the best fitting
models under-predict the number of observed singly-transiting systems by a factor
of ∼2. Lissauer et al. (2011) postulate that a second population of systems with
higher inclination dispersions and/or lower multiplicities may explain the dearth of
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singly-transiting systems. This proposed dual population has become known as the
“Kepler dichotomy.”
Recently, Ballard & Johnson (2016) simulated planetary systems with a range
of mutual inclinations and multiplicities to replicate Kepler results for the M dwarf
population. Ballard & Johnson (2016) found that a high multiplicity (N ≈ 7 planets
per star) with a typical mutual inclination of 2◦ could produce a planetary popula-
tion in good agreement with the Kepler multi-planet yield, both with and without
invoking a range of eccentricities. Ballard & Johnson (2016) accounted for the dearth
of singly-transiting systems by invoking a second population of planetary systems,
either with a single planet, or with 2–3 planets and a large scatter in mutual incli-
nation (4◦–9◦). The best mixture between these two populations was found to be
∼50%.
Ballard & Johnson (2016) discuss two possible explanations for the Kepler di-
chotomy, initial formation conditions and dynamical disruption. In the former of
these scenarios, Johansen et al. (2012) posit that, for the case of Solar-mass stars,
the formation, migration, or scattering of a giant planet could suppress planet forma-
tion. This is a scenario similar to the Grand Tack model (Walsh et al. 2011), which
was put forward to explain the anomalously low mass of Mars in our own solar sys-
tem. However, the lack of massive planets found orbiting most low-mass stars makes
this an unlikely scenario. Moriarty & Ballard (2016) used N -body simulations of late
stage planet formation to attempt to reproduce Kepler observations, and found that
two separate disk surface mass densities could reproduce the dichotomy. However, it
is unclear if two distinct surface density profiles are observationally motivated.
Dynamical disruption as an explanation for the Kepler dichotomy has also been
explored through the use of models. Simulations of tightly packed planetary systems
(Pu & Wu 2015; Volk & Gladman 2015) have shown that coplanar, high-multiple
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planetary systems are metastable, and are disrupted on Gyr timescales. Furthermore,
in systems that experience dynamical instability, the most likely outcome is two
planets colliding once they are excited in to crossing orbits (Pu & Wu 2015). Such
collisions would likely result in massive amounts of orbiting dust, and potentially
planets scattered to higher inclinations. Combined with the findings of Quintana
& Barclay (2016), that suppression of giant planets can extend the timescale over
which collisions can occur to Gyrs, late-time occurring giant impacts are a plausible
explanation for the Kepler dichotomy.
4.7 Conclusions
The large sample of low-mass stars contained within the MoVeRS catalog has
allowed me to compile the largest sample of low-mass field stars exhibiting large MIR
excesses to date (584 stars). I examined the dependence of MIR excess occurrence
with stellar mass (using r−z color as a proxy), and stellar age (using Galactic height
as a proxy). The sample is divided into a “full” sample (584 stars), consisting of stars
with high-fidelity, high-significance MIR excess detections, and a “clean” sample (two
stars), which also contains high-fidelity, high-significance stars with excesses, but is
magnitude (volume) limited.
To build the samples, I implemented cuts to ensure relatively bright sources,
with high S/NWISE observations. These stars were then visually inspected to reduce
contaminants (e.g., crowded fields). The final samples, including both stars with and
without excesses, were made up of 20,502 stars (full sample; 584 stars with extreme
MIR excesses) and 5,786 stars (clean sample; two stars with extreme MIR excesses).
Stars with extreme MIR excesses were selected using modified empirical criteria from
TW14. A cross-match to the Spitzer Enhanced Imaging Products catalog identified
10 stars in common and verified the WISE MIR excesses via their Spitzer detections.
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The full sample spans the range 0.5 6 r−z < 5, covering all spectral-sub types within
the M dwarf regime (0.1M . M∗ . 0.7M). The clean sample is biased towards
later-spectral type stars (2 6 r− z < 5; 0.1M .M∗ . 0.35M), and was chosen to
minimize biases due to distance/magnitude and WISE sensitivity.
Spectroscopic observations of 24 stars in the sample, taken by SDSS and using
the DCT, support the hypothesis that the sample is made up of field stars and
confirms the selection of M dwarfs, although one star has characteristics similar to
a carbon dwarf, indicating a contamination rate of 4 ± 4%. Many carbon stars are
known to show evidence for circumstellar material (Green 2013), potentially making
me more likely to select for them in this study, and indicating that the contamination
rate for the full MoVeRS catalog is likely much less than 4%. For the remainder of
the stars with spectra, the majority lack Hα emission, consistent with an inactive,
older (100 Myr), field population. Furthermore, none of the stars have measurable
Li i absorption, expected for stars with ages < 100 Myr. Since the magnetic activity
lifetimes of lower-mass stars are one to several Gyrs, and none of the stars had
detectable Li i absorption, the parent population likely has an average age > 1 Gyr.
The samples and their derived quantities are available in the electronic format of this
manuscript.
My primary finding is that there is a strong correlation of the fraction of field
stars exhibiting extreme MIR excesses with absolute distance from the Galactic plane.
Although the bins with higher-mass stars suffer selection effects and are biased to-
wards stars farther away from the Galactic plane (due to the brightness of these
stars and the saturation limits of SDSS), and the lowest-mass stars are biased to-
wards extremely close distances, and therefore small volumes, I find a significant
decreasing trend for stars with MIR excesses at larger Galactic heights, specifically
in the intermediate-mass stars, which are largely unbiased. These data support an
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age dependency on the presence of extreme MIR excesses. I also find that MIR
excesses have a correlation with r − z color, indicating a possible dependence with
stellar mass.
My observed extreme MIR excesses support the hypothesis that the Kepler
dichotomy arises from late occurring (> 1 Gyr) giant impacts due to dynamical dis-
ruption. Planetary collisions between orbiting planets with small semi-major axes
would produce the massive dust populations inferred from these extreme MIR ex-
cesses. The high frequency of these impacts (relative to higher-mass stars) has strong
implications on the habitability of terrestrial planets around low-mass stars. This
analysis motivates the search for similar extreme MIR excesses in higher- and lower-
mass stellar populations.
The upcoming Transting Exoplanet Survey Satellite (TESS ; Ricker et al. 2014)
will be instrumental in testing the evolution versus formation hypothesis for the
Kepler dichotomy through a larger sample of low-mass stars than Kepler observed.
TESS, and to a lesser extent the Kepler two-wheel mission (K2), will sample a larger
distribution in Galactic height and rotation periods (both tracers of stellar age) to
further estimate the timescale over which planetary collisions occur. Additionally, the
upcoming James Webb Space Telescope (JWST ; Gardner et al. 2006) will allow me
to constrain the mineralogy of the disks detected with WISE, which can distinguish
disks formed through violent collisions versus disks made of differentiated bodies,
such as asteroids.
Collisions between terrestrial planets has important implications for the habit-
ability and survivability of planetary systems around low-mass stars. Additionally,
the significant fraction of known extreme MIR excesses around Solar-type stars occur
around binary pairs (∼50% of known extreme MIR excesses). This motivates a study
into the long-term stability of planetary systems in binary star systems.
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Chapter 5
The Occurrence of Extreme Mid-Infrared
Excesses in Low-Mass Binary Systems
The previous Chapters searched for excess MIR flux around single stars. One
aspect of Solar-type stars detected with extreme MIR excesses is that ∼50% are in
binary systems, similar to the overall binary fraction for Solar-type stars (Duchêne
& Kraus 2013). It is possible that some of the stars with excess MIR flux found in
previous Chapters are actually close, unresolved binaries. Such systems, composed of
two similar-mass main sequence stars, are difficult to detect. These binary systems
require high-spatial-resolution imaging (and large enough separations to resolve in
imaging) or high-resolution spectroscopy and radial velocity shifts large enough to
detect. In either case, finding a large number of such binary systems is observationally
costly.
This Chapter investigates whether the mechanism responsible for creating MIR
excesses is more prevalent in binary systems with small separations (< 100 AU).
Specifically, this Chapter uses samples of white dwarf and low-mass star binary sys-
tems (WD+dM), which have similar luminosities but spectral energy distributions
which peak at different wavelengths. Samples of these systems are relatively small,
and require low-resolution spectroscopic confirmation since QSOs have similar pho-
tometric colors. If the fraction of stars exhibiting excess MIR flux is larger in close
binary systems, then current samples of WD+dM pairs should be large enough to
detect a higher fraction of systems with excess MIR flux.
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5.1 Introduction
Approximately half of the previously known extreme MIR excess systems are
binary stellar systems (Section 1.1). This fraction is comparable to the overall binary
fraction of Solar-type stars (50%; Duchêne & Kraus 2013). Although the entire
sample size is small, this raises the question: are extreme MIR excesses more common
in binary systems? The oldest extreme MIR excess system, BD +20 307, is much
older (∼1 Gyr) than all the other known extreme MIR excess systems. BD +20 307
is also a spectroscopic binary comprised of two stars G dwarfs orbiting each other
within 0.5 AU (Weinberger et al. 2011; Meng et al. 2015). It is possible that planetary
collisions are more frequent in binary systems, with possibly longer timescales over
which the collisional mechanism acts. This may also explain the results of Kraus et al.
(2016), who found that close binaries (separations < 50 AU), typically composed of
at least one solar-type star, were less likely to host a planet than single stars or wider
binaries (at 4.6σ significance). To investigate wether the occurrence of MIR excesses
is higher in low-mass binary systems, a larger sample of extreme MIR excesses must
be compiled.
The majority of studies searching for MIR excesses around stars have removed
known binary systems from their searches (e.g., Avenhaus et al. 2012). The rea-
soning has been that two stellar sources could confuse photometric measurements.
In truth, unresolved photometry of two stellar sources only slightly complicates the
construction of a SED versus a single star (e.g., Debes et al. 2012a). This is because
the combined flux in a system of two unequal-mass stars will typically be dominated
by the primary (higher-mass) star at MIR wavelengths, requiring only the modeling
of the more massive star. Equal-mass binaries will exhibit approximately twice the
MIR flux of a single-star, thereby requiring a much larger MIR excess for detection
than for a single star, but still within the limits of a potential detection. However,
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binary systems may also have a higher occurrence rate of extreme MIR excesses than
single stars, particularly if the mechanism for creating excesses is collisions; collisions
potentially due to the unstable and chaotic nature of planets found in binary systems
(e.g., Meschiari 2012a,b).
There are a number of complications involved in locating binary systems com-
prised of one or two low-mass stars: 1) a low-mass star orbiting a higher-mass star
will typically be overwhelmed photometrically by the higher-mass primary, making
the unresolved low-mass star generally undetectable; and 2) unresolved systems con-
taining two low-mass stars (of similar mass or spectral type) cannot be differentiated
from one low-mass star that is closer. For both of the aforementioned binary cases,
only the systems nearest to us can be resolved (once again, depending on the angular
separation on the sky between the two stars). Since I am interested in systems that
are extremely rare (from Sections 2 and 4), I require a larger sample than just the
nearby, resolvable binaries.
Binary pairs composed of a close white dwarf and an M dwarf (WD+dM; typ-
ically within 1 AU) provide the remedy for studying the low occurrence of extreme
MIR excesses, due to the relative ease of selecting these systems spectroscopically
(e.g., Morgan et al. 2012). Although these systems have additional complications,
including: 1) not being equal-mass during the period of planet formation; 2) dust
being removed from the system during the transition to a white dwarf; and 3) any
changes that occur to the planetary system architecture during the evolution of the
white dwarf progenitor. Nevertheless, these systems may still provide valuable in-
sights into the occurrence of extreme MIR excesses in binary systems. The white
dwarf component also allows me to make estimates of system ages using white dwarf
cooling models and estimated progenitor mass/lifetime.
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A comprehensive catalog of WISE MIR detections for WD, WDs with compan-
ion main sequence stars, WDs with brown dwarf companions, and WD with dust
disks was constructed as part of the WISE InfraRed Excesses around Degenerates
survey (WIRED; Debes et al. 2011). The Debes et al. (2011) sample contains a num-
ber of detections across all the aforementioned categories, but no detections of MIR
excesses in the binary systems. To date, there are few WD+main sequence bina-
ries with large detected MIR excesses, although exceptions include the post-common
envelope binary (PCEB) SDSS J030308.35+005444.1 (Debes et al. 2012a), and the
WD+brown dwarf system SDSS J155720.77+091624.6 (Farihi et al. 2017). Addition-
ally, circumbinary dust has been observed around cataclysmic variables (CVs; e.g.,
Hoard et al. 2009).
By combining known samples of WD+dM systems, enough systems can be
accumulated to test if extreme MIR excesses occur more frequently in binary sys-
tems. Since WISE was an all-sky survey, this does not limit samples to the northern
hemisphere where SDSS surveyed. However, the majority of known WD+dM sys-
tems were discovered using SDSS spectroscopic data (e.g., Rebassa-Mansergas et al.
2016). With a large enough sample, the most comprehensive search for extreme MIR
excesses around binary systems can be accomplished.
This Chapter seeks to answer the question: Do stars in binary systems show an
increased occurrence of extreme MIR excesses over single stars?
5.2 Data
Close WD+dM systems are ideal for investigating trends of close binary systems.
Detecting similar-mass (spectral-type) main sequence binaries require either: 1) high-
spatial-resolution imaging, but are insensitive to the smallest separations; or 2) high-
resolution spectroscopy to detect radial velocity shifts, which requires binary systems
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with small enough separations that radial velocity shifts can be detected. WD+dM
systems are relatively easy to observe, requiring only low-resolution spectroscopy for
high-probability detections (e.g., Raymond et al. 2003).
A number of studies have built large spectroscopic samples of WD+dM sys-
tems using SDSS (e.g., Silvestri et al. 2006; Rebassa-Mansergas et al. 2007, 2010;
Morgan et al. 2012; Rebassa-Mansergas et al. 2012, 2013a,b; Morgan et al. 2016;
Rebassa-Mansergas et al. 2016). Previous students have attempted to build samples
on photometry alone. However, due to the similarity between the colors of QSOs
and close WD+dM systems, techniques for selecting photometric samples of close
WD+dMs suffer from a large contamination rate (Morgan et al. 2016).
Currently, the largest spectroscopic sample of close WD+dMs from SDSS was
compiled by Rebassa-Mansergas et al. (2016, hereafter R16), using SDSS Data Re-
leases 9–12 to obtain 3,291 systems composed of a white dwarf and a low-mass star.
The R16 sample contains many of the other previous SDSS spectroscopic WD+dM
systems within it. I supplemented the R16 sample with 105 missing objects from
Morgan et al. (2012, hereafter M12), as well as 154 systems from Skinner et al.
(2014), which come from the SUPERBLINK survey (Lépine et al. 2002, 2003; Lépine
& Shara 2005), for a total sample size of 3,550 WD+dM systems. These systems
have been decomposed into their WD and dM components, with measured spectral
types for the dMs, and model-fitted values for effective temperatures, surface grav-
ities, and masses for the WDs (Rebassa-Mansergas et al. 2007, 2010, 2012, 2013a,
2016; Skinner et al. 2014; Morgan et al. 2012, 2016).
Similar to the approaches described in Chapters 3 and 4, I cross-matched the
sample of 3,550 WD+dM systems to the nearest WISE AllWISE source within a
radius of 6′′ of the reported position within each respective catalog from which the
object was selected. This produced 3,006 matches to WISE. Of the sources matched
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to WISE, 226 sources had S/NW3 > 3. This sample of 226 sources will be used for
the remainder of the analysis.
5.3 Methods
5.3.1 Selecting Sources with Excess WISE Flux
Two methods have been discussed for selecting stars with excess MIR flux in
Chapter 1, empirical methods using photometric colors to select for MIR outliers,
and model based approaches to measure excess MIR flux over expected photospheric
values. Chapters 2 and 4 primarily used the empirical method based on the main
sequence colors of low-mass stars to select stars with redder colors in the MIR.
However, this method used r-band flux to trace the stellar locus. WD+dM systems
suffer from the the added complication of the WD component adding significant flux
to the ugr and potentially i-band for unresolved sources. This requires the use of
longer wavelength bands to trace the colors of the dM component rather than the
WD.
Due to the small sample size of sources with W3 detections, I chose to examine
the distribution of W1 − W3 color rather than perform a polynomial fit to the
color-color diagram as was done in Chapter 2. Figure 5.1 shows the distribution of
W1−W3 color for the 226 WD+dM systems with S/NW3 > 3. Similar to Chapter 4,
I used Equation (4.2) to determine the limit at which a source has less than a 1%
false-positive probability. Due to the low source counts in our sample, I used the
clean sample from Chapter 4 to determine the best-fit parameters to the W1−W3
distribution. The best-fit normal distribution is shown in Figure 5.1, along with the
normal distribution parameters (µ = 0.33, σ = 0.19). The false-positive limit of
W1 −W3 = 1.06 is denoted with a red dashed line. Selecting sources redder than
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Fig. 5.1: Distribution ofW1−W3 color for the 226 WD+dM systems with S/NW3 >
3. The best-fit normal distribution is shown in blue with distribution parameters
annotated in the plot. The 99% false-positive probability limit is denoted with the
red dashed line (W1−W3 = 1.06).
W1−W3 = 1.06 yielded 64 candidate WD+dM pairs. Each of these sources will be
further vetted in the following sections.
5.3.1.1 Visual Inspection
Due to the large PSF of W3 and W4, spurious detections of sources with excess
MIR flux is possible due to nearby bright objects and/or chance alignments with
bright MIR background sources (e.g., ultra-luminous infrared galaxies). In the latter
case, the background object becomes brighter than the target object at longer wave-
lengths. Although the probability of chance alignments is small (see Chapter 2), a
visual inspection can help remove potential contaminants.
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Similar to Chapters 2 and 4, I inspected the SDSS and WISE images for poten-
tial source contamination. Of the 64 candidate WD+dM systems, 16 systems passed
the visual inspection. The remaining systems were removed due to elongated sources,
nearby background sources at W4, which could contaminate the W3 detection, and
low contrast ratios between the source and background flux levels.
5.3.2 WISE Band-to-Band Correlations
A major issue discussed in previous Chapters is contamination due to nearby,
bright MIR sources that may cause spurious detections at 12 and 22 µm. In addition
to performing the visual inspection outlined in Chapters 2 and 4, I also chose to assess
the PSF of each object within each WISE image tile and: 1) estimate the likelihood
that each source is a point-source; and 2) investigate the band-to-band correlation
(i.e., how likely the same source is extracted from each WISE band). Cotten & Song
(2016) fit 2-D Gaussian functions to 2′ × 2′ cutouts from WISE AllWISE images to
assess the “roundness” of each source using the equation,
Roundness ∝ σx − σy(σx+σy
2
) . (5.1)
The WISE PSFs are not strictly Gaussian functions, and good representative PSF
functions were given in Meisner & Finkbeiner (2014). However, Lang et al. (2016)
used three-component, zero-mean, isotropic, concentric Gaussian PSFs to perform
forced photometry for WISE sources at the position of SDSS sources, finding a good
approximation between their functions and the WISE PSFs. Additionally, Lang
(2014) showed that the Fourier transform of each PSF model was roughly comparable
to a Gaussian function. Since I am not performing precision photometry, and am
only interested in the bilateral symmetry of each WISE source, the single Gaussian
approximation should be adequate to measure the cores of the PSFs.
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I implemented a similar routine in fitting 2-D Gaussian functions using a non-
linear least-squares Levenberg-Marquardt algorithm (Moré 1978). Rather than use
the AllWISE co-added mosaicked image tiles, I chose to use the higher angular res-
olution unWISE (http://unwise.me; Lang 2014; Meisner et al. 2017) image tiles,
similar to Patel et al. (2017). The unWISE images removed the final step of theWISE
image processing, which convolves the coadded image by the detector PSF, thereby
preserving the native WISE resolution. I used the NEOWISE unWISE image tiles
(Meisner et al. 2017) for source detection in W1 and W2, and unWISE image tiles
(Lang 2014) for source fitting in W3 and W4.
My fitting procedure was run on a 120′′ × 120′′ subsection within the most
centered unWISE tile to each source. Fitting was done in pixel coordinates and in
digital numbers (source counts). An example fit is shown in Figure 5.2, where I
used TYC 8830-410-1, a cool star recently identified to host a MIR excess (Cotten
& Song 2016). The offsets between each the extracted positions in each WISE band
are listed in Table 5.1. Rather than assess the roundness of each source using the
methods of Cotten & Song (2016), I chose to use the more conventional measure of
eccentricity,
e =
√
1− b
2
a2
, (5.2)
where b and a are the ellipse minor- and major-axis, respectively. A perfectly circular
source should have e = 0. The source eccentricities for TYC 8830-410-1 are listed in
Table 5.2. I can compare these eccentricity values to the expected source eccentricities
using the FWHMs from the WISE Explanatory Supplement40 (assuming Gaussian
functions) of 0.389, 0.447, 0.564, and 0.236 for W1, W2, W3, and W4, respectively.
Since I am not using a singular PSF model, I expect source eccentricity, as well as
pixel offsets, to be a function of S/N.
40http://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec4_4c.html#psf
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Fig. 5.2: 2-D Gaussian fits for TYC 8830-410-1 from Cotten & Song (2016). Each
image is a cutout (approximately 120′′ × 120′′) from the corresponding unWISE tile
(Lang 2014; Meisner et al. 2017), given in pixel units with the WISE band listed
in the top right corner. Pixel values are scaled using the IRAF zscale method. 1σ
and 2σ ellipses for the fit are shown in red. Slices are denoted with red dashed lines
corresponding to the left and right plots, where image values are plotted in blue and
the best-fit Gaussian is plotted as a red line.
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Table 5.1. TYC 8830-410-1 unWISE Pixel Offsets
Bands R.A. Decl. σ
(pix) (pix)
W1−W2 −0.04 −0.05 1.23
W1−W3 0.02 −0.05 0.48
W1−W4 −0.23 0.16 0.77
W2−W3 0.07 < 0.00 0.69
W2−W4 −0.18 0.21 0.87
W3−W4 −0.25 0.21 1.23
Patel et al. (2017) assessed the astrometric offsets between the W3 and W4
bands as a function of source S/N, and found that astrometric offsets were typically
larger for lower S/N sources than higher S/N sources. I expect that source eccentricity
is also a function of S/N. To empirically explore how source offsets and eccentricities
changed as a function of S/N, I required a large input sample of non-blended WISE
sources.
To build a clean, parent sample, I queried theWISE AllWISE catalog for sources
that met the following criteria:
1. S/N > 3 in all four WISE bands;
2. nb = 1, ensuring that source was not fit concurrently with other nearby detec-
tions, and that the source was also not split into two components during the
fitting process;
3. na = 0, requiring the source was not actively deblended (a single detection was
split into multiple sources in the process of profile-fitting);
4. Saturated pixel fraction for all four WISE bands was = 0, eliminating any
potentially saturated sources;
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5. cc_flags = 0000, selecting sources that do not suffer from contamination or
confusion (e.g., diffraction spikes, optical ghosts);
6. ext_flg = 0, selecting sources consistent with the WISE PSF in at least one
band.
Using this parent sample of 2,864,593 sources, I performed my 2-D Gaussian
fitting routine on every source within each unWISE image tile, using only tiles and
sources with δ > −30◦ (the approximate boundary limit of the SDSS footprint),
resulting in 1,698,213 sources. Next, I selected only sources which had converged to
a solution (after 1,000,000 iterations) in all four WISE bands (1,005,610 sources). I
used these clean sources to assess source eccentricity and pixel offsets as a function
of source amplitude from my fitting procedure (a proxy for S/N).
Figure 5.3 shows the 2-D histogram of source amplitude versus source eccentric-
ity from my fitting solutions. To determine the confidence intervals based on source
amplitude and measured eccentricity, I binned each band in equal spaced logarith-
mic bins in amplitude between the smallest and largest value, and obtained the value
below which 84% of the sources fell, sorting from e = 0 to 1. I used the maximum
amount of bins (highest resolution), requiring that the bins be monotonically de-
creasing in e with increasing source amplitude. Next, I built a survival function for
each bin to assess the probability of the source eccentricity being within the spread of
the parent population (e.g., a value of e = 0 will always have a probability of 1). The
chosen logarithmic bins and their 84% values are also shown in Figure 5.3. I applied
this technique to TYC 8830-410-1, also shown in Figure 5.3 as the orange star, to
assess the survival probability. Survival probability values for TYC 8830-410-1 are
listed in Table 5.2. The survival probabilities appear to be relatively high (> 40%,
which translates into ellipticity values smaller than 40% of the population), thus I
can conclude this source lives within the intrinsic scatter of the parent populations,
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Fig. 5.3: Source amplitude (in digital number) as a function of source ellipticity, both
measured from my 2-D Gaussian fitting procedure. The equally spaced logarithmic
amplitude bins are denoted in red, with the errorbars showing the range of amplitudes
covered by the bin. The red the arrow denotes the ellipticity value where 84% of
sources fall below that ellipticity in a given bin, sorted from e = 0 to 1. Values for
TYC 8830-410-1 are also shown with the orange stars.
which should be a clean, unbiased sample. For low amplitude sources, ellipticity
can be relatively large for a source to live within the parent population, thus I need
another measure of source confidence for low amplitude sources.
To assess pixel offsets as a function of source amplitude, I followed a similar
approach to Patel et al. (2017). First, I computed source pixel offsets in ∆x and ∆y
for each pair of WISE bands, always subtracting the longest passband location from
the shortest passband location (e.g.,W1−W2,W2−W4). Next, I separated sources
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Table 5.2. TYC 8830-410-1 unWISE Eccentricity
Band Amplitude (DN) e Survival Probability
W1 116,385 0.438 41%
W2 170,774 0.446 44%
W3 103,458 0.482 49%
W4 47,828 0.466 60%
into the maximum number of amplitude bins (using the longest passband amplitude)
with equal source counts. For each bin, I computed the geometric means of the (∆x)2
and (∆y)2 variances. I used the maximum number of bins requiring each bin to have
a monotonically decreasing average pixel offset and requiring a minimum bin size of
100,000 sources.
For each bin, I calculated the covariance matrix of the ∆x and ∆y distributions.
Patel et al. (2017) used the Minimum Covariance Determinant (MCD; Rousseeuw &
van Driessen 1999) method to remove outliers. However, my parent population was
chosen to be clean, and therefore the empirical covariance should best represent the
empirical scatter in a clean sample of WISE sources. Examples of the covariance
ellipses are shown in Figure 5.4.
I used the error ellipses to determine standard deviations for the computed
TYC 8830-410-1 pixel offsets from above, which are listed in Table 5.1. We expect
sources that deviate greatly from the parent population to be outliers with a low
probability that the measured source in each band is the same source. In the case of
TYC 8830-410-1, all six deviations are smaller than 2σ, indicating that this source
is representative of the intrinsic scatter of WISE point-sources, and is thus the same
object across all four WISE bands.
Using the above assessment of source ellipticity and pixel offsets in comparison
to the WISE parent sample, I can determine the confidence of each source in each
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Fig. 5.4: Covariance ellipses for pixel offsets between two WISE bands (listed at
the top right of each subfigure) within a single amplitude range (listed at the top
left of each subfigure). Amplitudes ranges were shown to highlight the position of
TYC 8830-410-1 (orange star). The 1σ and 2σ standard deviations for the sample are
denoted with the red dashed lines, with the red cross representing the average position
in ∆x and ∆y for the sample. The dotted orange line shows the corresponding
standard deviation for TYC 8830-410-1.
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WISE band. I have packaged the above procedure into a Python framework titled the
unWISE Intrinsic Source Estimator for Sureness and Trustworthiness (unWISEST ),
which is available through GitHub41. I suggest caution in using probability values
for low amplitude sources as eccentricity and pixel offsets have a large spread. These
sources should be judged using the observed sources and fits (as shown in Figure 5.2).
From Figure 5.3, I estimate that bins with 84th percentile ellipticity values less than
0.6 are typically more reliable than lower amplitude bins.
I used the unWISEST program to assess the confidence of each of the 16 remain-
ing WD+dM systems. Six systems passed inspection through unWISEST, and are
listed in Table 5.3. The SDSS spectra for the six systems are shown in Figure 5.5.
Two of the systems (SDSS J014349.22+002130.1 and SDSS J223223.76+135434.5
from M12) were identified as dM+QSO systems rather than WD+dM systems, as
indicated by the wide emission lines in their spectra and lack of hydrogen absorption
(see Figure 5.5). For objects that appeared to be single stars rather than binary
pairs (SDSS J145723.36+575628.1 and SDSS J145723.36+575628.1), I checked for
Galaxy Evolution Explorer (GALEX ; Martin et al. 2005) near-UV (NUV; 1750–2800
Å) and far-UV (FUV; 1350–1750 Å) fluxes to check if the objects that appeared to
be single stars had higher UV fluxes than expected from a single dM. Neither SDSS
J145723.36+575628.1 nor SDSS J153109.83+155536.9 were detected by GALEX, in-
dicating that they most likely are not WD+dM pairs. Both of these objects (selected
from R16) showed very poor fits to the spectrum of the WD component (in the R16
database42), essentially just fitting to the spectrum noise, likely indicating they are
false-positives. Only two of the systems appeared to be genuine WD+dM pairs
(SDSS J121928.05+161158.7 and SDSS J152359.22+460448.9). I will discuss each of
the two systems separately below.
41https://github.com/ctheissen/unwisest
42https://sdss-wdms.org
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Fig. 5.5: Spectra for the candidates listed in Table 5.3. The expected wavelengths of
(Hδ, Hγ, and Hβ are shown with the dashed lines). The two orange spectra (SDSS
J014349.22+002130.1 and SDSS J014349.14+002128.4) correspond to the spectrum
for the lone dM component (bottom), and the unresolved spectrum of both neigh-
boring objects (dM+QSO; top). The wide emission line at ∼4400 Å is indicative
of a QSO. Similarly, the wide emission lines at ∼5000 Å and 8600 Å in SDSS
J223223.76+135434.5 are indicative of a QSO. Only SDSS J152359.22+460448.9 and
SDSS J121928.05+161158.7 show the expected Hydrogen absorption due to a WD
companion.
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Table 5.3. Candidate WD+dM Systems with Excess MIR Flux
Name R.A. Dec. dM Sample Additional
(deg.) (deg.) SpT Referencesa
SDSS J145723.36+575628.1b 224.3474 57.9412 2c R16
SDSS J014349.22+002130.1d,e 25.9551 0.3584 2 M12 [2]
SDSS J223223.76+135434.5d 338.0990 13.9096 2.5 M12
SDSS J121928.05+161158.7 184.8670 16.1998 6 M12, R16 [1,2,3,4,5]
SDSS J153109.83+155536.9b,f 232.7910 15.9269 4c R16 [1]
SDSS J152359.22+460448.9 230.9968 46.0803 7 R16 [1,2,3,4.5,6,7,8,9,10,11,12,13]
a[1] = Nebot Gómez-Morán et al. (2011); [2] = Rebassa-Mansergas et al. (2010); [3] = Kleinman et al.
(2013); [4] = Schreiber et al. (2010); [5] = Liu et al. (2012); [6] = (Ritter & Kolb 2003); [7] = Pourbaix
et al. (2004); [8] = Tremblay et al. (2011); [9] = Eisenstein et al. (2006); [10] = Debes et al. (2011); [11]
= Heller et al. (2009); [12] = Silvestri et al. (2006); [13] = Silvestri et al. (2007)
bObject appears to be a solitary low-mass star within the spectrum.
cSpectral typed using the PyHammer (Kesseli et al. 2017).
dObject rejected by Rebassa-Mansergas et al. (2013a) as a dM+QSO.
eObject identified by Cook et al. (2016) as a potential dM+ultracool dwarf binary system based on
excess NIR/MIR flux. However, excess NIR/MIR flux is likely due to a neighboring QSO.
fObject identified in Theissen & West (2014).
5.3.3 SDSS J121928.05+161158.7
SDSS J121928.05+161158.7 was identified as a WD+dM in multiple previous
catalogs (see Table 5.4). Analysis of the WD spectrum by multiple groups indicates
a Teff ≈ 7000 K and M ≈ 1M. The magnetically-active lifetime for a dM7 (the
spectral type of the M dwarf component from M12) is longer than 5 Gyr (West et al.
2008). The Hα emission in the spectrum is not particularly useful to constrain the
age of the system, especially considering the fact that the active lifetimes of close
binary systems has been shown to be even longer than those for single stars (M12).
The fact that a main sequence star has evolved to a WD with a mass of ∼1M
suggests a system lifetime of over 1 Gyr. The cooling age obtained by Liu et al.
(2012) most likely indicates a system age greater than 5 Gyr.
I performed dM SED fitting similar to that described in Chapter 4, omitting
wavelengths shorter than z-band due to contamination by the WD. The best-fit
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WD+dM SED is shown in Figure 5.6. My best-fit temperature (3000 K) is simi-
lar to the estimate of Liu et al. (2012) for the secondary. Using the spectroscopic
distance estimate of 41.5 pc (M12), I estimate a stellar radius of ∼ 0.10 ± 0.02R,
which is smaller that expected for stars of these spectral-types/temperatures (e.g.,
Theissen & West 2017). The spectroscopic distance estimate of 75 pc to the M
dwarf component from Rebassa-Mansergas et al. (2010) gives a radius estimate of
∼ 0.15±0.02R which is more in line with the expected size of a main sequence star
of this temperature.
I assessed the significance of the MIR excess using the χ12 parameter (Section 1),
finding values of χ12 = 2.11 for the AllWISE photometry, and χ12 = 3.17 using the
forced photometry from Lang et al. (2016). This detection would not constitute an
extreme MIR excess assuming the excess originates around the M dwarf component
of the binary. However, if the excess comes from the WD component, the significance
of the excess is much larger.
M12 estimated the orbital linear separation of this binary, assuming the single-
epoch absolute RV for each component (from the SDSS spectra) was its orbital
velocity. M12 also assumed a Keplerian circular orbit and an edge-on inclination.
The estimated separation of the binary is < 0.395 AU (M12). The upper limits is
due to the short-time period over which the RV is calculated, typically on the order
of hours. M12 cautioned that since their estimated RVs are lower limits (for each
component), their orbital separations are likely upper limits.
5.3.4 SDSS J152359.22+460448.9
The SED of this star was constructed by Debes et al. (2011), however, no MIR
excess was discussed. The excess for SDSS J152359.22+460448.9 is marginal when
compared to the expected flux from the stellar model (χ12 = 2.11 and χ12 = 2.01
using unWISE photometry). However, judging by the fit of the SED, this excess is
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Table 5.4. SDSS J121928.05+161158.7 Reported White Dwarf Parameters
Teff log g M Cooling Age Reference
(K) (dex) (M) (Gyr)
7131 ± 147 8.61 ± 0.32 0.98 ± 0.18 ... Rebassa-Mansergas et al. (2010)
7131 ± 103 8.610 ± 0.221 0.980 ± 0.124 ... R16
6000 5.5 ... ... M12
7131 ... 0.98 ± 0.18 ... Schreiber et al. (2010)
7000 8.5 0.92 3.8 Liu et al. (2012)
6300 ± 3 10.000 ± 0.003 ... ... Kleinman et al. (2013)
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Fig. 5.6: SED for SDSS J121928.05+161158.7. Markers and error bars indicate
measurements and measurement uncertainties from different surveys, with surveys
listed in the legend (top right). Measurements using unWISE forced photometry
(Lang et al. 2016) are shown as blue Xs. The SDSS spectrum is shown in olive green.
The best-fit dM stellar model is shown in red, with bandpass-integrated expected
fluxes shown as red squares. A blackbody function using the WD values from R16,
scaled to the R16 distance and WD radius is shown with the cyan line.
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likely real, although small. This system has been investigated by multiple groups
(see Table 5.4), with generally consistent TWD estimates, but varying cooling age
and mass estimates for the WD. Using only studies whose temperature estimates are
similar (i.e., TWD ≈ 8300 K), I can assume a cooling age of & 1 Gyr.
Similar to SDSS J121928.05+161158.7, I fit a stellar photosphere model to the
NIR and MIR photometry. I used the M12 spectroscopic distance of 28.7 pc to esti-
mate a stellar size of ∼ 0.07R, which is again very small, compared to the expected
size of a star of this temperature. The distance estimate of 73 pc from Rebassa-
Mansergas et al. (2010) gives a size of ∼ 0.12R, consistent with expectations.
SDSS J152359.22+460448.9 is another late-type (dM7) magnetically-active M
dwarf. I again assume a system age & 1 Gyr when considering the evolution of
a main sequence star to a ∼0.75M WD. The estimated separation of this system
is < 0.141 AU, using the same assumptions as SDSS J121928.05+161158.7. Using
additional observations, R16 estimate an orbital period of 9.9317 ± 0.0051 hr for
SDSS J152359.22+460448.9, which corresponds to an orbital separation of ∼0.016
AU. This may also indicate the orbital separation for SDSS J121928.05+161158.7 is
much closer than the quoted value from M12. Explanations for the detected MIR
excess will be discussed in Section 5.3.5.
5.3.5 Interpretations of the MIR Excesses
There are three potential explanations for the detected MIR excesses: 1) dust
in orbit somewhere in the system emitting in the MIR; 2) chance alignments with
another, brighter MIR object; or 3) spurious detection within the scatter of flux
uncertainty. The second of these is ruled out to a high probability through the use of
unWISEST. A spurious flux detection is more likely for SDSS J152359.22+460448.9
than for SDSS J121928.05+161158.7 due to the better flux values from unWISE,
which provide a > 3σ deviation from the model of the low-mass star. A future
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Table 5.5. SDSS J152359.22+460448.9 Reported White Dwarf Parameters
Teff log g M Cooling Age Reference
(K) (dex) (M) (Gyr)
8378 ± 92 8.27 ± 0.18 0.77 ± 0.12 ... Rebassa-Mansergas et al. (2010)
8378 ± 49 8.280 ± 0.098 0.780 ± 0.064 ... R16
8209 ± 246 8.00 ± 0.02 0.596 ± 0.008 0.940 ± 0.053 M12
8320 ± 110 8.22 ± 0.14 0.73 ± 0.09 1.45 Tremblay et al. (2011)
9000 9.0 0.6 ... Heller et al. (2009)
8378 ... 0.77 ± 0.12 ... Schreiber et al. (2010)
8378 ± 49 8.28 ± 0.10 0.78 ± 0.06 ... Nebot Gómez-Morán et al. (2011)
9000 9.0 1.2 2.88 Liu et al. (2012)
6315 5.03 0.19 0.69 Debes et al. (2011)
6315 ± 20 5.030 ± 0.044 ... ... Kleinman et al. (2013)
30485 7.0 ± 0.1 ... 0.001 Silvestri et al. (2006)
1 10
λ (µm)
−14
−13
−12
−11
−10
L
og
[λ
F
λ
(e
rg
s−
1
cm
−
2
)]
SDSS Spectrum
BT-Settl (2806 K)
TWD (8378 K)
SDSS
2MASS
WISE
unWISE
Fig. 5.7: Same as Figure 5.6, for SDSS J152359.22+460448.9.
242
observation with James Webb Space Telescope (JWST ) or the Wide Field Infrared
Survey Telescope (WFIRST ) will be able to determine if these are true excesses.
If I assume that the MIR excess detected is due to dust within the system, three
more possibilities arise: 1) circumbinary dust orbiting both components of the binary
system; 2) dust that is orbiting the WD; or 3) dust that is orbiting the low-mass
star. Circumbinary dust would be required to orbit ∼ 1 AU depending on the actual
binary separation.
Debes et al. (2012b) discuss the case of SDSS J030308.35+005444.143, an eclips-
ing PCEB with a large MIR excess, with an estimated orbital separation < 0.005 AU
(M12). Debes et al. (2012b) model the dust as a circumbinary disk stretching from
the tidal truncation radius of the binary (0.009 AU) to an outer temperature of 50 K
(0.77 AU) to reproduce the observed SED. In the case of the candidates, there is no
hot disk component similar to SDSS J030308.35+005444.1. The estimated periods
(separations . 0.02 AU) of the two binaries possibly indicate they shared a common
envelope at one time (Willems & Kolb 2004), and these systems may represent more
evolved states than SDSS J030308.35+005444.1 after accretion has ceased.
In the case of hot/warm dust found around only the WD component, the es-
timated orbital distance is . 0.001 AU (Zuckerman & Becklin 1987; Becklin et al.
2005). These distances are approximately one order of magnitude smaller than the
distances expected from warm dust populations around single low-mass stars (Sec-
tions 2 and 4). This scenario would require a massive dust reservoir in order to
exhibit the detected MIR flux level, and seems highly unlikely since no such massive
reservoir of dust has been detected around a WD.
43SDSS J030308.35+005444.1 was in my original sample of 64 WD+dM candidates, but was
removed due to a significantly offset W4 detection. However, processing this candidate through the
unWISEST pipeline indicate the W1, W2, and W3 detections are all correlated, and that this W3
detection is most likely correlated with the binary pair rather than the background W4 source.
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The final case is similar to the primary cases studied throughout this Disserta-
tion, in which the dust is orbiting only the low-mass star. I calculated dust parame-
ters using methods similar to Chapters 2 and 4 for both candidate objects, and they
are listed in Table 5.6. The fractional MIR luminosities are approximately an order
of magnitude smaller than those discussed in previous Chapters, due to the smaller
W3 excesses. The required minimum orbital distance is typically smaller than the
estimated binary separation.
For both candidate objects, the estimated distance of the dust from the low-
mass star (∼0.03 AU), is smaller than the critical semi-major axis estimated for
both systems using estimates from Holman & Wiegert (1999). In the case of SDSS
J121928.05+161158.7, the critical semi-major axis, assuming zero eccentricity and
a mass ratio of ∼0.15, is ≈ 0.16 AU. For SDSS J152359.22+460448.9, using the
same assumptions and a mass ratio of 0.2, the critical semi-major axis is ≈ 0.06
AU. However, systems with a non-zero eccentricity will have critical semi-major
axes significantly smaller than those listed above. We can estimate the maximum
eccentricity for each system to still have a stable orbital solution at e . 0.6 for SDSS
J121928.05+161158.7, and e . 0.4 for SDSS J152359.22+460448.9. This indicates
that unless these systems have relatively large eccentricities, a single planetary object
at the estimated distances of the dust populations should be stable. We will discuss
the context of multi-planet systems below.
5.3.6 Estimating Completeness
We can build upon the work of Chapters 2 and 4 to estimate the completeness
of our WD+dM sample, however, I caution that completeness estimates using such
small numbers are relatively uncertain. First, I built a sensitivity map similar to
Figure 4.1, except instead of using r versus, r−z, I mapped the sensitivity to J vs J−
K since many of the WD+dM systems in the input catalog were not within the SDSS
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Table 5.6. Estimated System Parameters
Source RdM Dmin LIR/L∗a Mdust
(R) (AU) (MMoon)
SDSS J121928.05+161158.7 0.15 0.03 0.0047 2.1× 10−7
SDSS J152359.22+460448.9 0.12 0.02 0.0035 9.2× 10−8
aThis quantity only considers the stellar member of the binary.
footprint (Skinner et al. 2014). Also, NIR colors should have a negligible contribution
from the WD component of the unresolved binary, making this a sensitivity map
based on the dM component. I consider this a safe approximation since the dM
component is the main source of flux at NIR and MIR wavelengths. Figure 5.8
shows our sensitivity map built using the same method outlined in Section 4.3.3.1.
The two candidate MIR excess systems lie within the region where WISE is sensitive
to disks (MIR excesses), but not to photospheric flux levels.
Using the limit where WISE is sensitive to 10 times the photospheric flux level
(Figure 5.8 dashed line) I estimated the fraction of WD+dMs with signs of orbiting
debris to be 2 out of 2361 or 0.10± 0.07%, as compared to 0.020± 0.001% for single
stars (Section 4.4.1). Additionally, even if only one of these two candidate objects is
real, the occurrence rate would still be approximately twice as high around WD+dMs
as for single stars.
The estimated frequency of polluted WDs, e.g., WDs believed to have hosted
planetary systems which are being or have been accreted, is 25–50% (Koester et al.
2014; Veras et al. 2014). Almost all low-mass stars are estimated to host multiple-
planet systems (Dressing & Charbonneau 2013; Ballard & Johnson 2016). If I assume
that these WD+dM systems host collisional debris that is more spatially dispersed
than for the systems from Chapter 5, then I conclude that collisional debris occurs at
roughly 10 times the frequency in WD+dM systems that it does around single stars.
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Fig. 5.8: Expected stellar photospheric W3 flux for a given J-band magnitude and
J −Ks color. Each bin has an area of (0.1 mags)2. The W3 flux limit of 1.89×10−13
ergs s−1 cm−2 is shown as the red dashed line. I indicate where a 12 µm excess 10
times the expected photospheric value of the low-mass star component would reach
the W3 flux limit (red dotted line), a limit where I am sensitive to large IR excesses
(large disks), but not necessarily to stellar photosphere flux levels. I show the 3006
WD+dMs as blue points, and the two candidate disk sources are shown as red stars.
However, since the WD+dM objects exhibit lower fractional IR luminosities (i.e.,
LIR/L∗ < 0.01), a more accurate comparison might be to use the non-extreme excess
population (MIR excesses with LMIR/L∗ < 0.01) from Section 4.3.4.2 to estimate
an occurrence rate. Specifically, I considered only objects with 0.003 < LMIR/L∗ <
0.005, the approximate range of these two binary systems. The number of dMs from
Chapter 4 that fall within this range is 1 out of 5786 (for the clean sample), which
lowers our estimated frequency of the occurrence of collisional debris around close
binaries to only five times greater than that for single stars.
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The current sample of WDs with detected excess MIR flux (and/or NIR flux,
which traces hotter, closer orbiting dust grains) consists of 35 objects (Farihi 2016).
The fraction of WDs with detected NIR/MIR excesses is a strong function of tem-
perature, with the hottest (and youngest) WDs all having a NIR/MIR excess (Farihi
2016). Using the sample of metal-rich WDs targeted with Spitzer (108 WDs), and
the 35 objects with excess NIR/MIR flux, I estimate a NIR/MIR excess fraction of
∼32% for WDs. However, this fraction is difficult to compare to my sample of two
systems as most if not all of the detected MIR excesses in the Farihi (2016) study are
less than the fractional difference between the dM and WD component in my binary
sample. This means that any detectable excess would be muted by the intrinsic flux
levels of the low-mass star.
5.4 Discussion
I find two potential WD+dM candidate systems with excess MIR flux, however,
neither of these objects have the same high fractional IR luminosities similar to the
objects discussed in previous Chapters. Current estimates for WDs harboring debris
disks range from &15% (Zuckerman et al. 2010), estimated from the observed fraction
of WDs polluted with elements heavier than He, and to as high as 30% (Farihi
2016). Approximately 90% of WDs with detected debris disks are found in systems
containing only a WD (Farihi et al. 2017), making dusty binary systems with a WD
component relatively rare (∼3% of WD systems). Additionally, no planets have
been discovered around close WD+main sequence binaries, with only one known
circumbinary planet around a WD+pulsar (Sigurdsson et al. 2003).
Using WD pollution, Zuckerman (2014) estimated the frequency of planets
around one member of a WD+main sequence binary to be similar to that of sin-
gle stars. Specifically, Zuckerman (2014) used the Ca ii K-line to determine that
247
binaries with separations > 1000 AU were likely to host a wide-orbit planet (> a
few AU), around a single member of the binary at similar rates to A–F-spectral type
stars. However, for binaries with separations < 1000 AU, polluted WDs are scarce,
indicating that a close companion star will “suppress the formation and/or the long
term orbital stability of wide-orbit planets around the primary star” (Zuckerman
2014). Zuckerman (2014) chose not to investigate the circumbinary planets and did
not consider systems with sub-AU separations, therefore our study investigates a
previously unexplored parameter space.
There are a number of differences between WD+dM binaries and the extreme
MIR excess binary BD +20 307, with the first being the relative ages of the systems.
BD +20 307 has an estimated age of ∼1 Gyr, while the sample of WD+dM binaries
likely have ages much older than this, since a main sequence star must evolve into a
WD. Secondly, the evolution of a planetary system around one or both of the binary
members may undergo significant perturbations, similar to cometary systems around
WDs (Debes & Sigurdsson 2002; Jura 2003).
The orbital period estimates for SDSS J121928.05+161158.7 (105 days; M12)
and SDSS J152359.22+460448.9 (10 hours; R16) indicate that both of these sys-
tems potentially share or shared common envelopes (Nebot Gómez-Morán et al.
2011), evolving with mass transfer. Additionally, both systems have separations
small enough that the primordial disk around one or both stars was likely truncated
(Armitage & Clarke 1996), which may have stifled planetary formation. The disk
masses estimated in this study are one to two orders of magnitude larger than typical
cometary or asteroid debris found around WDs (Debes & Sigurdsson 2002).
Hamers & Portegies Zwart (2016) studied the case where a planetary system
around a WD is perturbed by a binary companion through a Lidov-Kozai oscillation.
However, they severely underestimated the number of observed polluted WDs. The
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majority of polluted WDs are observed as single systems, therefore it may not be
surprising that binary perturbations are not a significant mechanism in polluting
WDs. Instead, I propose that the chaotic orbital environments around binary systems
may amplify the mechanism responsible for creating MIR excesses around low-mass
stars.
The higher occurrence rate of collisional debris in WD+dM systems could indi-
cate that planets/planetismals form more abundantly within the snow-line. Studies
have shown that planet formation is efficient, and that even binary systems with
truncated disks can form terrestrial planets quite readily (Jang-Condell 2015). The
long-term stability of planet architectures in binary systems is not well constrained
however. The collisional event that occurred in BD +20 307 at ∼1 Gyr may indicate
that the chaotic orbital environments around close binary stars can become unsta-
ble on Gyr timescales. A future study investigating extreme MIR excesses around
non-degenerate binaries could remove any potential bias in this study due to the
evolution of the higher-mass star. Such statistics would be important for informing
the likelihood that previous detections of extreme MIR excess around single stars
could be composed primarily of unresolved, close binaries
5.5 Summary
I combined samples of spectroscopically-confirmed, low-mass, binary systems
composed of a white dwarf and low-mass star from SDSS (M12, Rebassa-Mansergas
et al. 2016) and the SUPERBLINK survey (Skinner et al. 2014). Using methods
from previous Chapters, I selected sources exhibiting excess MIR flux compared to
the expected values. These candidate MIR excess systems were then visually-vetted
to remove nearby and background contaminants, leaving 16 systems.
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To further vet the sample, I built the unWISE Intrinsic Source Estimator for
Sureness and Trustworthiness (unWISEST ). unWISEST fits 2-D Gaussian functions
across all four WISE bands at a given location using the unWISE tiles (Lang 2014;
Meisner et al. 2017). This program then gives probability estimates that the same
source is extracted across all four bands by comparing band-to-band pixel offsets as
a function of source amplitude against a clean parent population of over 1 million
sources that were extracted using unWISEST. unWISEST also gives estimates for
source ellipticity, comparing against the parent population to determine how point-
source-like an object is in each WISE band.
Using the unWISEST program, I removed an additional 10 objects. Of the
remaining six objects, only two appeared to be true WD+dM systems. Both systems
have estimated ages greater than a few Gyrs. Additionally, the amount of excess MIR
flux is marginal, and both objects have fractional MIR luminosities smaller than those
discussed in previous Chapters (LMIR/L∗ ≈ 0.004).
Compared to marginal MIR excesses from the previous Chapter (those with
similar fractional MIR luminosities), I find that WD+dMs are 10 times more likely
to host a marginal excess compared to that for a single star. This may indicate
that the mechanism for creating excess MIR flux (potentially collisions), may act
more frequently in binary systems. The expected unstable planetary architectures
in binary stellar systems may play a role in the larger observed frequency. Future
observations using the James Webb Telescope and WFIRST will help to constrain
the mineralogy of the potential disks, and provide clues to the origin of the detected
MIR excesses.
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Chapter 6
Conclusions
The main goals of this dissertation were to: 1) Estimate the occurrence rates
of extreme MIR excesses around low-mass stars; and 2) Investigate relationships
between the presence of MIR excesses with age, mass, and binarity. To do this, I
compiled a number of large samples of low-mass stars from SDSS and 2MASS, and
combined them with data from WISE to search for stars exhibiting excess MIR flux.
First, using a spectroscopic sample of 70,841 low-mass stars (M dwarfs) from SDSS,
I performed a pilot study to search for low-mass stars exhibiting excess MIR flux. I
analyzed spectroscopic tracers of youth (e.g., Hα, Li) to determine if the identified
stars with MIR excesses were more likely drawn from the field population (& 1 Gyr)
than from populations of young stars (< 100 Myr).
Next, I combined the SDSS, 2MASS, and WISE datasets to build a large pho-
tometric catalog of low-mass stars, selected by having significant proper motions,
which were computed using the astrometry among the surveys. I used this catalog to
perform a larger search for low-mass stars exhibiting extreme MIR excesses. I inves-
tigated age and mass trends for stars exhibiting extreme MIR excesses using height
above the Galactic plane and stellar color, respectively. Additionally, I investigated
low-mass binary pairs composed of a white dwarf and low-mass star to determine if
extreme MIR excesses were more commonly found in binary systems.
In this Dissertation, I found the first field-age M dwarfs that have MIR excesses
and furthered our understanding of this population. I also explored various mech-
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anisms that could explain the detected excesses. These have implications for the
habitability of planetary systems around low-mass stars.
In Section 6.1, I will summarize my conclusions from Chapters 2, 3, 4, and 5. In
Section 6.2, I will review the questions posed in Section 1.8. Lastly, in Section 6.3, I
will discuss future science that could build upon my results presented here.
6.1 Summary of Outcomes
I performed a pilot study in Section 2 to investigate whether low-mass field stars
(stars with ages & 1 Gyr) exhibiting extreme MIR excesses, defined as a fractional
MIR luminosity LMIR/L∗ > 0.01, existed. I used the spectroscopic sample of M
dwarfs from SDSS (West et al. 2011) as my input sample, and found that 0.41±0.03%
of low-mass stars exhibited an extreme MIR excess. Compared to the value estimated
for higher-mass stars of 0.00067 ± 0.00003% (Weinberger et al. 2011), I found that
low-mass stars in the field exhibit extreme MIR excesses orders of magnitude more
frequently than higher-mass stars. These extreme MIR excesses are theorized to be
caused by collisions between terrestrial planets or large planetismals orbiting their
stars (e.g., Meng et al. 2014, 2015). I posited that terrestrial planets around low-
mass stars may be more susceptible to collisions due to the high number of terrestrial
planets found around low-mass stars (& 3 planets per star; Ballard & Johnson 2016),
coupled with their tightly orbiting configurations (all planets orbit within 1 AU).
Next, I combined photometric and astrometric data from SDSS, 2MASS, and
WISE to select objects exhibiting the expected colors of low-mass stars. Using
the astrometric data among each survey combination, I computed proper motions
and selected sources with total proper motions greater than 2 times their combined
uncertainties. Low-mass stars are expected to have measurable proper motions,
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whereas giant stars and extragalactic objects with similar colors to low-mass stars
are not. My Motion Verified Red Stars (MoVeRS) catalog contains 8,735,004 stars.
Using the MoVeRS catalog, I performed a larger search for low-mass stars ex-
hibiting extreme MIR excesses. To determine completeness corrected statistics (i.e.,
account for missing stars), I built the Low-mass Kinematics (LoKi) model to simu-
late stellar counts and kinematics. I found strong declining trends in the fraction of
stars exhibiting an extreme MIR excess as a function of increasing Galactic height.
Galactic height is a strong proxy for stellar age (West et al. 2006), indicating that
there is a timescale for the mechanism responsible for creating and dispersing extreme
MIR excesses. I also found a slight trend with stellar color (a proxy for stellar mass),
indicating the likelihood for a star to exhibit an extreme MIR excess increases with
declining stellar mass. This was consistent with the findings of my pilot study. The
overall percentage of stars exhibiting an extreme MIR excess computed using the
LoKi model was 0.020± 0.001%, over a magnitude less than the value from the pilot
study. This indicates that extreme MIR excesses are fairly rare around low-mass
stars, yet they are still at least an order of magnitude more common than around
higher-mass stars.
My final Chapter investigated if extreme MIR excesses were more common
around WD+dM pairs than around single stars. I used samples of spectroscopically
determined WD+dM pairs from SDSS (Morgan et al. 2012; Rebassa-Mansergas et al.
2016) and the SUPERBLINK survey (Lépine et al. 2002; Lépine & Shara 2005; Skin-
ner et al. 2014). I found two sources with marginal MIR excesses, and fractional
MIR luminosities ∼0.004. These two objects may represent dust that is more dis-
persed than in the systems discussed in earlier Chapters. The estimated frequency
of marginal IR excesses around WD+dMs is 0.10 ± 0.07%, as compared to the fre-
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quency of marginal excesses around single stars of ∼0.02%. This may indicate that
collisional events are more frequent in close binary systems.
6.2 Answers to Questions Posed in the Introduction
I posed a number of questions in Section 1.8. Here, I discuss the answers
obtained in my Disseration.
1. Are extreme MIR excesses observed around low-mass stars (M-
spectral types)? Yes and I found a larger percentage of low-mass stars have
extreme MIR excesses compared to higher-mass stars. (Chapters 2 and 4)
2. How common are extreme MIR excesses around low-mass stars? I
estimate that extreme MIR excesses are found around 0.020 ± 0.001% of low-
mass stars, as compared to the estimated frequency of 0.00067± 0.00003% for
higher-mass stars (Weinberger et al. 2011). (Chapters 2 and 4)
3. Are extreme MIR excesses more prominent in younger or older stars
(∼1 Gyr versus ∼10 Gyr)? Yes, based on the Galactic height dependences
found. From the analysis of numerous age tracers, the median age of low-mass
stars exhibiting extreme MIR excesses appears to be & a few Gyr. Age-dating
single stars is extremely difficult, and the age tracers used in this study are
highly dependent on stellar mass (spectral type). I discuss a potential way to
improve age estimates in Section 6.3. (Chapters 2 and 4)
4. Can a preferred timescale, traced through stellar kinematics or
Galactic height, be linked to the mechanisms responsible for cre-
ating and maintaining extreme MIR excesses? I found a distinct age
trend with Galactic height; however, a preferred timescale requires the use of
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a dynamical model to reproduce the age trends found. I discuss a potential
future project to do this below. (Chapters 2 and 4)
5. Is there a mass dependence (traced through photometric colors) for
the observed extreme MIR excesses? Yes, though slight. A comparison
of bluer to redder low-mass stars (higher-mass to lower-mass) indicates a slight
trend for lower-mass stars to more likely exhibit an extreme MIR excess. This
is consistent with the answer above that lower-mass stars exhibit extreme MIR
excesses relative to higher-mass stars. (Chapter 4)
6. Do stars in binary systems more frequently exhibit a MIR excess?
Yes, though based on very low numbers. I find that binary systems composed
of a white dwarf and a low-mass star have at least a five times greater chance of
exhibiting excess MIR flux. These systems are most likely slightly older than
the single-star systems investigated in this Dissertation, and might have more
dispersed disks accounting for smaller fractional IR luminosities. (Chapter 5)
6.3 Future Work
There are a number of projects that could be pursued to expand upon the results
presented in this Dissertation. Here, I present a few of those future directions:
1. Investigating a timescale for collisions using a dynamical model. My study
presented in Chapter 5 found a distinct trend between the fraction of stars
exhibiting an extreme MIR excess and Galactic height. A timescale for colli-
sions (assumed to be the mechanism creating the extreme MIR excesses) can
be estimated using a dynamical model, similar to what was done by West et al.
(2008). This model could be built upon the framework of LoKi, and simulate
the kinematical evolution and star formation rate for stars in the Galaxy up
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to the current age of the Universe. A timescale for collisions would be intro-
duced, and the model would be constrained using the empirical trends found
to estimate the best-fit timescale to produce the observed trends.
2. Investigating the collision frequency in non-degenerate binaries. The results
of Chapter 5 indicate that collisions may be more frequent in binary systems.
However, the use of WD+dM pairs suffers potential issues due to the unique
evolution of the WD component. To control for evolutionary differences, a
sample of wide binary pairs composed of a low-mass star and another main
sequence star can be used. There is an abundance of wide binary pairs (e.g.,
Dhital et al. 2010, 2015), and Gaia (Gaia Collaboration et al. 2016b) should
find even more, and at closer separations than what are currently available.
3. Search for giant planets stirring up disks. The migration of giant planets has
been shown to cause collisions in model planetary systems (e.g., Quintana et al.
2016). Giant planets around low-mass stars are extremely rare, with an esti-
mated occurrence rate of ∼0.11% (Obermeier et al. 2016). Since the estimated
rate of collisions in this Dissertation is much smaller than the rate of giant
planet occurrence, it is possible that giant planets stirring up planetismals is
the mechanism responsible for the detected MIR excesses. A precision radial
velocity survey of targets from this Dissertation could detect if there are giant
planets still in these systems. The estimated RV signal for planets with masses
> 1MJupiter around stars with masses > 0.5M is > 0.2 km/s over periods less
than 10 days. This is within the current sensitivity of 10-meter class telescopes
(18 candidate MIR excess objects from the Chapter 4 sample with Ks < 12.5).
4. Better age estimates through rotation rates. The work presented here has
pointed to a timescale over which the mechanism responsible for creating the
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extreme MIR excess (collisions) acts. However, establishing the ages for single
stars is a difficult proposition. To date, the best method for doing so for a
single star is through the age-rotation-mass relation (e.g., Meibom et al. 2015).
However, such methods have not been well calibrated for the lowest mass stars,
i.e., fully convective stars (Angus et al. 2015). This method is still effective
for estimating the ages of the highest-mass M dwarfs. Using the new Kepler
(Borucki et al. 2010) K2 mission (Howell et al. 2014), which samples a large
number of low-mass stars (> 50,000 stars; Huber et al. 2016) along a variety
of Galactic sightlines, a new sample of low-mass stars can be built. Using this
sample, ages can be estimated using gyrochronolgy relations.
5. Disk mineralogy using the James Webb Space Telescope. The objects discussed
in this Dissertation are too faint to be observed in the MIR using currently
available facilities, e.g., the Stratospheric Observatory for Infrared Astronomy
(SOFIA; Young et al. 2012). However, MIR spectra of these objects would
help to constrain the disk mineralogy and provide clues into the origins of
the observed dust (Weinberger et al. 2011). This can be remedied through
observations with the soon to be launched James Webb Telescope (JWST ;
Gardner et al. 2006). JWST will obtain data between 5–30 µm at resolutions
of R ∼ 1550–3250, probing the silicate feature that is prominent in collisional
disks. These observations would allow us to measure the relative abundances
of olivines and pyroxenes, in addition to the crystallinity of these features to
further investigate the origins of these disks.
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Appendix A
A.1 Tables of Candidates
This Appendix contains the full tables of Table 2.3, Table 2.5, Table 2.6. These
tables were originally published in Theissen & West (2014) and are full versions
of tables presented in Chapter 2. These tables are available at http://vizier.
u-strasbg.fr/viz-bin/VizieR?-source=J/ApJ/794/146.
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Table A.1: Disk Candidate Parameters
R.A. Decl.
Catalog (J2000.0) (J2000.0) SpTa db Z AcV R
d
V σ
′
W1−W3
e σ′W1−W4
e σ′W3−W4
e
Number (deg) (deg) ±1 (pc) (pc) (mags)
1............ 2.644332 0.149124 M1 759 -649 0.01 ± 0.01 3.1 10.1 ... ...
2............ 5.033517 -1.148214 M0 478 -411 0.04 ± 0.03 3.1 5.4 ... ...
3............ 5.064838 0.651538 M3 359 -300 0.23 ± 0.05 3.1 7.2 ... ...
4............ 6.087558 -0.299907 M0 572 -493 0.01 ± 0.01 3.1 5.7 ... ...
5............ 6.184073 0.075907 M5 131 -101 0.07 ± 0.05 3.1 6.6 ... ...
6............ 8.174211 0.571192 M0 498 -425 0.03 ± 0.06 3.1 5.0 ... ...
7............ 8.201613 -0.180416 M2 583 -503 0.08 ± 0.04 3.1 8.4 ... ...
8............ 8.717766 0.230970 M3 472 -404 0.01 ± 0.01 3.1 10.5 ... ...
9............ 8.856037 -17.585961 M1 526 -503 0.09 ± 0.04 3.1 10.5 ... ...
10.......... 8.877530 0.511477 M1 896 -777 0.01 ± 0.01 3.1 11.0 ... ...
11.......... 10.213458 14.970537 M2 576 -412 0.20 ± 0.02 3.1 15.1 ... ...
12.......... 11.485185 0.657647 M4 133 -102 0.01 ± 0.01 3.1 5.3 ... ...
13.......... 11.570225 -0.682052 M2 439 -378 0.01 ± 0.01 3.1 6.4 ... ...
14.......... 12.644504 0.563883 M3 242 -199 0.01 ± 0.01 3.1 6.5 ... ...
15.......... 12.994369 -0.610984 M1 710 -621 0.01 ± 0.02 3.1 14.0 ... ...
16.......... 13.869153 -0.085535 M4 218 -179 0.01 ± 0.01 3.1 7.9 ... ...
17.......... 17.612895 -0.024331 M3 852 -741 0.01 ± 0.01 3.1 10.4 ... ...
18.......... 21.964351 0.275879 M1 512 -434 0.22 ± 0.07 3.1 13.7 ... ...
19.......... 22.105740 0.281072 M1 891 -766 0.01 ± 0.01 3.1 9.5 ... ...
20.......... 22.117056 -8.945026 M4 160 -136 0.15 ± 0.04 3.1 5.9 ... ...
21.......... 22.770056 0.559683 M2 714 -608 0.01 ± 0.01 3.1 8.2 ... ...
22.......... 23.881857 23.764801 M3 349 -201 0.36 ± 0.07 3.1 6.9 ... ...
23.......... 25.699743 15.058541 M4 323 -218 0.01 ± 0.02 3.1 5.5 ... ...
24.......... 29.919297 0.982240 M2 563 -460 0.17 ± 0.05 3.1 9.8 ... ...
25.......... 33.717148 -9.062494 M5 319 -270 0.67 ± 0.08 3.1 8.5 ... ...
26.......... 37.606406 -0.983235 M3 586 -464 0.19 ± 0.05 3.1 9.5 ... ...
27.......... 41.034875 0.434503 M6 214 -153 0.01 ± 0.01 3.1 8.6 ... ...
28.......... 41.314831 1.046218 M0 1051 -800 0.12 ± 0.03 3.1 8.4 ... ...
29.......... 43.403282 -6.655890 M4 352 -272 0.01 ± 0.02 3.1 10.1 ... ...
30.......... 45.406292 0.055453 M2 873 -641 0.31 ± 0.01 3.1 9.8 ... ...
31.......... 46.409287 -0.734071 M7 83 -47 3.11 ± 0.29 2.1 7.9 ... ...
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Table A.1 – Continued
R.A. Decl.
Catalog (J2000.0) (J2000.0) SpTa db Z AcV R
d
V σ
′
W1−W3
e σ′W1−W4
e σ′W3−W4
e
Number (deg) (deg) ±1 (pc) (pc) (mags)
32.......... 48.428223 0.444761 M0 514 -356 0.23 ± 0.06 3.1 5.1 ... ...
33.......... 48.824151 0.180479 M3 296 -198 0.41 ± 0.07 3.1 7.9 ... ...
34.......... 49.890185 -0.203544 M2 393 -265 0.29 ± 0.05 3.1 7.8 ... ...
35.......... 50.911162 -1.143658 M3 416 -281 0.43 ± 0.07 3.1 6.1 ... ...
36.......... 51.015953 0.235620 M4 210 -132 0.08 ± 0.03 3.1 5.4 ... ...
37.......... 81.517565 -0.039167 M5 130 -27 0.41 ± 0.07 3.1 5.9 ... ...
38.......... 81.983513 0.249883 M4 152 -33 0.26 ± 0.05 5.0 10.7 ... ...
39.......... 82.001268 0.429638 M7 122 -23 0.01 ± 0.02 3.1 6.4 ... ...
40.......... 83.032543 0.284724 M2 195 -44 0.52 ± 0.02 3.1 63.7 21.4 8.8
41.......... 83.064987 -0.650051 M4 241 -59 0.21 ± 0.07 3.1 24.0 ... ...
42.......... 83.296678 0.232939 M3 128 -23 0.35 ± 0.06 3.1 111.6 153.4 76.3
43.......... 84.778096 0.622946 M3 331 -75 0.48 ± 0.05 3.1 5.6 ... ...
44.......... 110.546491 31.230978 M2 340 129 0.18 ± 0.05 5.0 8.2 ... ...
45.......... 110.921806 31.239553 M0 889 319 0.19 ± 0.04 3.1 14.7 ... ...
46.......... 111.697734 39.650017 M8 77 45 0.01 ± 0.01 3.1 6.3 ... ...
47.......... 114.700961 27.026009 M0 703 274 0.13 ± 0.07 3.1 7.8 ... ...
48.......... 116.859500 24.245455 M2 515 212 0.29 ± 0.01 3.1 6.6 ... ...
49.......... 117.936632 24.901678 M6 135 69 0.83 ± 0.17 3.1 6.9 ... ...
50.......... 118.291033 20.321447 M7 163 77 0.01 ± 0.01 3.1 12.6 ... ...
51.......... 119.512389 28.232131 M6 152 82 0.01 ± 0.01 3.1 9.2 ... ...
52.......... 120.139539 22.027263 M5 241 115 0.13 ± 0.05 3.1 10.3 ... ...
53.......... 120.990678 9.071711 M3 357 138 0.06 ± 0.05 3.1 6.0 ... ...
54.......... 123.016590 42.387126 M1 520 292 0.04 ± 0.04 3.1 5.3 ... ...
55.......... 123.635324 18.292132 M2 470 223 0.02 ± 0.01 3.1 6.0 ... ...
56.......... 123.806428 8.264991 M7 138 67 0.01 ± 0.01 3.1 8.9 ... ...
57.......... 124.552586 29.528399 M5 154 94 0.05 ± 0.05 3.1 6.6 ... ...
58.......... 124.638073 16.343211 M6 140 77 0.01 ± 0.02 3.1 7.7 ... ...
59.......... 125.328945 4.270708 M4 270 115 0.41 ± 0.06 3.1 8.4 ... ...
60.......... 126.690594 41.598403 M6 189 123 0.01 ± 0.02 3.1 6.3 ... ...
61.......... 129.054299 9.016098 M3 317 160 0.05 ± 0.05 3.1 5.7 ... ...
62.......... 129.436350 21.646841 M7 108 73 0.01 ± 0.01 3.1 119.0 60.5 17.5
63.......... 129.738487 18.425472 M9 57 45 0.01 ± 0.36 3.1 5.6 ... ...
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64.......... 130.211823 53.518114 M0 1522 941 0.27 ± 0.03 3.1 13.5 ... ...
65.......... 130.870897 12.829452 M7 100 66 0.14 ± 0.10 3.1 6.3 ... ...
66.......... 131.978572 9.494025 M2 322 176 0.21 ± 0.05 3.1 5.1 ... ...
67.......... 133.387578 20.248246 M5 111 79 0.01 ± 0.01 3.1 5.4 ... ...
68.......... 133.931698 28.269537 M2 395 260 0.01 ± 0.02 3.1 5.6 ... ...
69.......... 135.071994 28.271153 M1 1228 792 0.01 ± 0.02 3.1 10.3 ... ...
70.......... 135.579529 23.970097 M7 170 121 0.01 ± 0.12 3.1 11.4 ... ...
71.......... 135.862119 25.097778 M8 112 86 0.01 ± 0.01 3.1 10.0 ... ...
72.......... 136.433820 27.930410 M4 236 168 0.01 ± 0.01 3.1 5.7 ... ...
73.......... 139.956718 -0.070439 M7 72 54 0.01 ± 0.13 3.1 5.2 ... ...
74.......... 141.766889 16.691419 M7 115 92 0.01 ± 0.01 3.1 9.5 ... ...
75.......... 142.169786 22.099182 M3 356 261 0.12 ± 0.06 3.1 8.8 ... ...
76.......... 142.222981 57.126481 M3 504 362 0.01 ± 0.02 3.1 12.8 ... ...
77.......... 142.663891 16.548138 M5 225 167 0.42 ± 0.14 3.1 8.8 ... ...
78.......... 142.779528 10.102017 M6 135 101 0.77 ± 0.06 3.1 20.0 29.0 13.0
79.......... 146.136564 16.768145 M2 458 342 0.20 ± 0.02 3.1 5.3 ... ...
80.......... 146.231718 31.624487 M2 494 390 0.38 ± 0.02 3.1 6.2 ... ...
81.......... 146.464502 8.211626 M2 772 533 0.01 ± 0.01 3.1 9.9 ... ...
82.......... 148.303154 26.598218 M7 132 117 0.01 ± 0.01 3.1 9.8 ... ...
83.......... 148.355038 42.905339 M6 125 112 0.01 ± 0.01 3.1 5.2 ... ...
84.......... 148.448684 2.952373 M8 118 93 0.01 ± 0.01 3.1 8.1 ... ...
85.......... 148.802542 38.314179 M5 105 97 0.38 ± 0.06 3.1 7.6 ... ...
86.......... 150.780111 44.185386 M7 50 54 0.65 ± 0.23 5.0 5.2 ... ...
87.......... 153.139114 4.412768 M6 125 104 0.01 ± 0.01 3.1 6.2 ... ...
88.......... 153.141523 32.974067 M2 424 364 0.21 ± 0.05 3.1 5.9 ... ...
89.......... 154.025792 33.863546 M4 167 154 0.01 ± 0.03 3.1 7.2 ... ...
90.......... 154.418955 28.981009 M1 570 488 0.01 ± 0.02 3.1 15.1 ... ...
91.......... 155.176021 62.256978 M7 85 77 0.79 ± 0.25 3.1 5.4 ... ...
92.......... 156.978266 18.753480 M2 615 524 0.09 ± 0.01 3.1 8.8 ... ...
93.......... 157.291041 24.205400 M8 100 100 0.01 ± 0.01 3.1 7.1 ... ...
94.......... 157.411345 54.281851 M2 865 700 0.37 ± 0.05 3.1 12.2 ... ...
95.......... 158.452351 8.522804 M7 106 99 1.77 ± 0.21 3.1 6.5 ... ...
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96.......... 159.008063 10.187425 M8 182 162 0.01 ± 0.01 3.1 9.7 ... ...
97.......... 159.790240 59.629256 M0 683 540 0.01 ± 0.01 3.1 7.5 ... ...
98.......... 160.632754 9.520420 M6 281 244 0.51 ± 0.09 3.1 12.4 ... ...
99.......... 161.713593 51.745076 M7 138 129 0.51 ± 0.31 3.1 10.6 ... ...
100........ 167.448547 38.322112 M2 767 715 0.82 ± 0.01 3.1 21.1 ... ...
101........ 172.604256 29.237880 M5 141 150 0.01 ± 0.01 3.1 5.8 ... ...
102........ 173.965563 53.112254 M6 83 87 0.01 ± 0.05 3.1 6.2 ... ...
103........ 177.274222 39.045896 M5 230 234 0.01 ± 0.03 3.1 7.9 ... ...
104........ 177.301299 -1.883507 M9 56 62 0.77 ± 0.59 3.1 5.0 ... ...
105........ 179.801412 18.781580 M8 92 104 0.01 ± 0.01 3.1 6.3 ... ...
106........ 180.194792 37.775605 M5 182 190 0.01 ± 0.02 3.1 5.8 ... ...
107........ 180.718795 62.436940 M0 626 519 0.19 ± 0.03 3.1 6.8 ... ...
108........ 180.890419 49.244348 M1 648 607 0.01 ± 0.03 3.1 8.7 17.5 9.8
109........ 181.119228 32.965807 M2 393 399 0.21 ± 0.05 3.1 6.6 ... ...
110........ 181.192639 40.432928 M4 475 471 0.16 ± 0.05 3.1 97.3 83.7 29.0
111........ 181.720020 27.285092 M2 350 360 0.75 ± 0.05 3.1 5.2 ... ...
112........ 182.343020 -0.350438 M1 534 480 0.27 ± 0.11 3.1 5.3 ... ...
113........ 182.581116 -1.023607 M1 679 604 0.01 ± 0.01 3.1 8.1 ... ...
114........ 183.092156 60.018919 M1 794 676 0.02 ± 0.03 3.1 16.7 ... ...
115........ 185.176759 48.151921 M0 894 844 0.15 ± 0.03 3.1 9.3 24.0 11.7
116........ 185.396130 35.129667 M4 244 255 0.01 ± 0.01 3.1 5.6 ... ...
117........ 186.316477 48.947778 M4 314 305 0.22 ± 0.05 3.1 6.6 ... ...
118........ 187.729560 34.674362 M3 360 371 0.01 ± 0.01 3.1 7.4 ... ...
119........ 187.908940 57.895235 M0 478 424 0.02 ± 0.03 3.1 8.8 ... ...
120........ 190.516101 34.927147 M6 80 94 0.01 ± 0.03 3.1 6.7 ... ...
121........ 194.100191 62.946770 M6 160 144 0.01 ± 0.01 3.1 9.4 ... ...
122........ 194.417106 43.020486 M2 447 445 0.01 ± 0.02 3.1 8.0 ... ...
123........ 195.534445 35.257020 M2 446 456 0.01 ± 0.01 3.1 5.7 ... ...
124........ 195.551793 43.988912 M8 113 123 0.01 ± 0.12 3.1 6.8 ... ...
125........ 202.861186 19.164092 M8 81 94 0.12 ± 0.17 5.0 6.3 ... ...
126........ 203.510751 10.271275 M2 872 836 0.13 ± 0.01 3.1 81.4 73.6 27.9
127........ 205.487638 50.555553 M2 518 482 0.06 ± 0.02 3.1 5.4 ... ...
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128........ 206.088175 12.739239 M2 476 465 0.03 ± 0.03 3.1 5.3 ... ...
129........ 208.740740 5.210898 M7 104 108 0.01 ± 0.05 3.1 6.0 ... ...
130........ 209.129146 50.433053 M2 486 450 0.01 ± 0.01 3.1 9.7 ... ...
131........ 211.681351 30.433350 M7 130 139 0.01 ± 0.01 3.1 6.6 ... ...
132........ 213.893515 20.626635 M7 130 137 0.01 ± 0.11 3.1 5.0 ... ...
133........ 218.483319 61.310636 M3 234 198 0.22 ± 0.05 3.1 6.2 ... ...
134........ 220.452087 -1.607067 M7 82 78 0.01 ± 0.09 3.1 5.2 ... ...
135........ 222.860246 59.077040 M7 110 101 0.01 ± 0.08 3.1 5.2 ... ...
136........ 223.975731 39.310780 M7 139 137 0.01 ± 0.01 3.1 6.7 ... ...
137........ 225.527568 44.098209 M6 134 130 0.28 ± 0.08 2.1 5.6 ... ...
138........ 226.120267 5.039555 M2 477 387 0.01 ± 0.01 3.1 5.7 ... ...
139........ 229.043465 -1.710339 M1 302 228 0.22 ± 0.07 3.1 8.6 ... ...
140........ 232.129207 38.051640 M5 150 138 0.15 ± 0.11 3.1 45.9 29.8 14.9
141........ 232.143804 15.491783 M2 423 347 0.01 ± 0.02 3.1 5.9 ... ...
142........ 232.736020 20.902880 M1 657 540 0.01 ± 0.01 3.1 26.0 39.5 19.9
143........ 232.790957 15.926922 M3 244 206 0.01 ± 0.02 3.1 5.6 ... ...
144........ 232.913041 54.560640 M9 93 86 0.01 ± 0.14 3.1 6.5 ... ...
145........ 233.507061 43.475681 M1 789 648 0.31 ± 0.12 3.1 9.3 ... ...
146........ 234.239463 -2.053981 M7 194 141 0.01 ± 0.01 3.1 10.0 ... ...
147........ 234.606217 32.479060 M3 219 191 0.17 ± 0.04 3.1 6.8 ... ...
148........ 235.966315 30.274653 M2 482 396 0.01 ± 0.01 3.1 5.2 ... ...
149........ 236.040180 50.376035 M6 151 130 0.40 ± 0.07 5.0 18.9 ... ...
150........ 236.269802 22.114389 M1 780 615 0.27 ± 0.09 3.1 8.1 ... ...
151........ 236.729611 31.688488 M6 161 141 0.01 ± 0.01 3.1 7.5 ... ...
152........ 236.977925 52.815983 M1 283 227 0.01 ± 0.03 3.1 56.2 73.2 40.6
153........ 237.131052 42.885318 M5 215 182 0.88 ± 0.07 3.1 10.5 ... ...
154........ 238.037180 32.921087 M2 400 324 0.15 ± 0.02 3.1 17.4 ... ...
155........ 238.172019 36.647079 M3 253 210 0.01 ± 0.02 3.1 15.6 ... ...
156........ 238.196155 35.302076 M3 1174 923 0.35 ± 0.04 3.1 32.7 27.6 12.2
157........ 240.982879 24.030896 M3 302 235 0.01 ± 0.01 3.1 5.4 ... ...
158........ 241.151245 34.485677 M9 92 83 0.01 ± 0.01 3.1 6.8 ... ...
159........ 241.485533 9.903763 M3 341 239 0.01 ± 0.03 3.1 9.2 ... ...
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160........ 244.505292 19.368697 M2 607 422 0.01 ± 0.01 3.1 7.3 ... ...
161........ 245.110358 27.529735 M4 193 149 0.02 ± 0.05 3.1 5.6 ... ...
162........ 248.942775 35.074345 M0 596 413 0.01 ± 0.03 3.1 10.4 ... ...
163........ 250.471439 12.920192 M2 674 396 0.01 ± 0.01 3.1 6.3 ... ...
164........ 284.933373 78.072385 M0 723 332 0.01 ± 0.01 3.1 7.2 19.4 11.7
165........ 300.113643 59.878041 M0 549 158 0.01 ± 0.01 3.1 9.7 ... ...
166........ 314.202728 -1.232388 M0 1180 -545 0.01 ± 0.01 3.1 13.2 ... ...
167........ 318.722405 9.376792 M0 742 -313 0.01 ± 0.01 3.1 7.8 ... ...
168........ 327.666906 0.110458 M3 527 -316 0.95 ± 0.06 3.1 9.8 ... ...
169........ 331.616065 20.666354 M3 340 -144 0.10 ± 0.03 3.1 6.9 ... ...
170........ 339.475865 -8.882266 M1 419 -322 0.35 ± 0.07 3.1 5.9 ... ...
171........ 342.137749 13.117265 M7 62 -25 0.01 ± 0.03 5.0 5.4 ... ...
172........ 353.187900 46.979813 M0 760 -167 0.01 ± 0.03 3.1 7.2 ... ...
173........ 353.493430 0.836706 M10 73 -46 0.57 ± 0.54 2.1 21.1 ... ...
174........ 353.803069 46.637388 M1 882 -204 0.38 ± 0.07 3.1 8.4 ... ...
175........ 359.030614 0.749032 M0 575 -479 0.02 ± 0.02 3.1 5.5 ... ...
Note. – Values are available online at
http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/ApJ/794/146&-to=3.
a Determined in West et al. (2011).
b Photometric distances have typical uncertainties of ∼20% (Bochanski et al. 2010; Jones et al. 2011).
c Measured in Jones et al. (2011).
d Adopted parameters from Jones et al. (2011) measurements.
e σ′ values from A12. These represent the IR excess significance in two WISE bands.
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Table A.2: Disk Candidate Model Parameters
Catalog T a∗ L∗ R∗ Tdust Ldust/Lb∗ Dbmin M
b
dust
χ2
fits
c
Number (K) (10−2L) (R) (K) (AU) (MMoon)
1............ 3700+100−100 5.18 ± 0.35 0.56 ± 0.03 317.4 5.8× 10−2 0.18 3.0× 10−5 13.63
2............ 3800+100−100 8.14 ± 0.54 0.66 ± 0.01 317.4 1.3× 10−2 0.22 1.0× 10−5 4.84
3............ 3400+100−100 1.47 ± 0.08 0.35 ± 0.01 317.4 4.3× 10−2 0.09 6.2× 10−6 12.85
4............ 3800+100−100 8.27 ± 0.43 0.67 ± 0.02 317.4 1.5× 10−2 0.22 1.3× 10−5 8.02
5............ 3100+100−100 0.42 ± 0.02 0.23 ± 0.01 317.4 2.2× 10−2 0.05 9.0× 10−7 4.95
6............ 3800+200−100 9.97 ± 0.79 0.73 ± 0.03 317.4 1.1× 10−2 0.24 1.1× 10−5 6.59
7............ 3500+200−100 2.74 ± 0.25 0.45 ± 0.01 317.4 7.5× 10−2 0.13 2.0× 10−5 36.03
8............ 3400+300−100 1.71 ± 0.27 0.38 ± 0.01 317.4 7.3× 10−2 0.10 1.2× 10−5 18.63
9............ 3700+100−100 5.87 ± 0.01 0.59 ± 0.08 317.4 3.0× 10−2 0.19 1.7× 10−5 10.74
10.......... 3600+200−100 6.79 ± 0.75 0.67 ± 0.03 317.4 7.3× 10−2 0.20 4.9× 10−5 14.45
11.......... 3600+100−100 5.54 ± 0.39 0.61 ± 0.04 317.4 6.3× 10−2 0.18 3.4× 10−5 7.27
12.......... 3300+200−100 1.44 ± 0.11 0.37 ± 0.02 317.4 1.0× 10−2 0.09 1.4× 10−6 16.85
13.......... 3500+100−100 5.03 ± 0.36 0.61 ± 0.03 317.4 2.4× 10−2 0.17 1.2× 10−5 13.60
14.......... 3400+100−100 1.58 ± 0.09 0.36 ± 0.01 317.4 2.9× 10−2 0.10 4.5× 10−6 4.83
15.......... 3600+100−100 5.80 ± 0.41 0.62 ± 0.04 317.4 9.2× 10−2 0.19 5.3× 10−5 35.51
16.......... 3200+100−200 0.37 ± 0.03 0.20 ± 0.01 317.4 6.6× 10−2 0.05 2.4× 10−6 36.81
17.......... 3400+300−100 3.73 ± 0.73 0.56 ± 0.04 317.4 9.5× 10−2 0.15 3.5× 10−5 29.95
18.......... 3600+100−100 5.55 ± 0.46 0.61 ± 0.03 317.4 5.5× 10−2 0.54 2.7× 10−4 8.27
19.......... 3700+100−100 4.64 ± 0.20 0.53 ± 0.03 317.4 6.8× 10−2 0.17 3.1× 10−5 4.78
20.......... 3200+100−100 0.90 ± 0.07 0.31 ± 0.01 317.4 1.5× 10−2 0.07 1.3× 10−6 14.29
21.......... 3500+100−100 3.15 ± 0.17 0.48 ± 0.02 317.4 5.7× 10−2 0.14 1.8× 10−5 9.29
22.......... 3400+100−100 2.40 ± 0.14 0.45 ± 0.02 317.4 2.2× 10−2 0.12 5.3× 10−6 18.62
23.......... 3300+100−100 1.46 ± 0.09 0.37 ± 0.02 317.4 2.5× 10−2 0.09 3.6× 10−6 25.53
24.......... 3500+100−200 3.25 ± 0.28 0.49 ± 0.02 317.4 4.7× 10−2 0.14 1.5× 10−5 12.88
25.......... 3100+100−100 0.48 ± 0.01 0.24 ± 0.01 317.4 7.6× 10−2 0.05 3.7× 10−6 4.48
26.......... 3600+100−200 1.83 ± 0.15 0.35 ± 0.03 317.4 8.0× 10−2 0.10 1.4× 10−5 22.36
27.......... 3400+100−600 0.23 ± 0.07 0.14 ± 0.01 317.4 7.2× 10−2 0.04 1.6× 10−6 14.69
28.......... 4000+100−100 11.40 ± 0.90 0.70 ± 0.01 317.4 4.4× 10−2 0.26 4.9× 10−5 26.07
29.......... 3200+100−200 0.88 ± 0.08 0.31 ± 0.02 317.4 1.8× 10−1 0.33 3.2× 10−4 29.16
30.......... 3400+400−100 5.20 ± 0.78 0.66 ± 0.06 317.4 7.2× 10−2 0.18 3.7× 10−5 24.26
31.......... 3100+200−100 0.09 ± 0.01 0.10 ± 0.01 317.4 9.2× 10−2 0.02 7.7× 10−7 47.22
32.......... 3700+100−100 10.94 ± 0.58 0.81 ± 0.03 317.4 1.1× 10−2 0.25 1.2× 10−5 5.71
33.......... 3400+100−100 2.25 ± 0.13 0.43 ± 0.02 317.4 2.5× 10−2 0.12 5.5× 10−6 2.59
34.......... 3400+100−100 2.58 ± 0.15 0.46 ± 0.01 317.4 3.3× 10−2 0.12 8.3× 10−6 9.35
35.......... 3400+100−100 2.56 ± 0.19 0.46 ± 0.02 317.4 2.6× 10−2 0.12 6.6× 10−6 17.47
36.......... 3100+100−100 0.70 ± 0.06 0.29 ± 0.01 317.4 2.8× 10−2 0.06 1.9× 10−6 39.12
37.......... 3200+100−100 0.56 ± 0.04 0.24 ± 0.01 317.4 1.7× 10−2 0.06 9.2× 10−7 32.00
38.......... 3200+100−100 0.98 ± 0.05 0.32 ± 0.01 317.4 2.8× 10−2 0.08 2.7× 10−6 11.98
39.......... 2900+100−100 0.17 ± 0.01 0.16 ± 0.01 317.4 4.0× 10−2 0.03 6.5× 10−7 31.98
40.......... 3600+100−100 6.24 ± 0.52 0.64 ± 0.04 325+15−15 3.8× 10−2 0.18 2.1× 10−5 33.85
41.......... 2900+600−100 4.36 ± 1.74 0.83 ± 0.12 317.4 6.0× 10−2 0.24 5.8× 10−5 1130.93
42.......... 3400+200−100 1.75 ± 0.15 0.38 ± 0.03 185+10−10 3.1× 10−1 0.33 5.6× 10−4 321.87
43.......... 3700+100−300 4.28 ± 0.54 0.50 ± 0.04 317.4 1.1× 10−2 0.16 4.4× 10−6 63.03
44.......... 3600+100−100 2.04 ± 0.17 0.37 ± 0.01 317.4 3.3× 10−2 0.11 6.6× 10−6 161.08
45.......... 3700+100−100 8.20 ± 0.01 0.70 ± 0.01 317.4 7.6× 10−2 0.22 6.1× 10−5 18.00
46.......... 2800+100−100 0.05 ± 0.01 0.10 ± 0.01 317.4 4.7× 10−2 0.02 2.5× 10−7 23.05
47.......... 3800+100−100 9.73 ± 0.77 0.72 ± 0.03 317.4 2.5× 10−2 0.24 2.4× 10−5 36.77
48.......... 3400+100−100 4.95 ± 0.27 0.64 ± 0.06 317.4 2.3× 10−2 0.17 1.1× 10−5 14.81
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49.......... 2900+100−100 0.28 ± 0.01 0.21 ± 0.01 317.4 3.6× 10−2 0.04 1.0× 10−6 2.31
50.......... 3300+100−600 0.11 ± 0.03 0.10 ± 0.01 317.4 1.1× 10−1 0.03 1.2× 10−6 27.24
51.......... 2800+200−100 0.09 ± 0.01 0.13 ± 0.01 317.4 1.7× 10−1 0.02 1.6× 10−6 10.84
52.......... 3100+100−100 0.38 ± 0.02 0.21 ± 0.01 317.4 9.1× 10−2 0.05 3.4× 10−6 44.18
53.......... 3400+100−100 2.53 ± 0.15 0.46 ± 0.02 317.4 2.2× 10−2 0.12 5.5× 10−6 87.32
54.......... 3700+100−100 5.63 ± 0.46 0.58 ± 0.03 317.4 1.9× 10−2 0.18 1.0× 10−5 25.83
55.......... 3400+100−100 5.49 ± 0.32 0.68 ± 0.04 317.4 1.9× 10−2 0.18 1.0× 10−5 52.02
56.......... 2800+100−100 0.07 ± 0.01 0.11 ± 0.01 317.4 1.2× 10−1 0.02 8.0× 10−7 19.27
57.......... 3000+100−100 0.21 ± 0.01 0.17 ± 0.01 317.4 4.8× 10−2 0.04 1.0× 10−6 20.46
58.......... 3000+100−100 0.16 ± 0.01 0.15 ± 0.01 317.4 6.0× 10−2 0.03 9.3× 10−7 81.19
59.......... 3200+200−100 0.77 ± 0.08 0.29 ± 0.01 317.4 4.5× 10−2 0.07 3.4× 10−6 117.81
60.......... 2900+100−100 0.35 ± 0.02 0.24 ± 0.01 317.4 4.6× 10−2 0.05 1.6× 10−6 50.11
61.......... 3300+100−100 2.45 ± 0.14 0.48 ± 0.02 317.4 2.1× 10−2 0.12 5.0× 10−6 13.00
62.......... 2800+600−100 0.10 ± 0.03 0.14 ± 0.02 290+10−5 ∼ 1 0.03 1.7× 10−5 28.39
63.......... 2400+300−100 0.08 ± 0.02 0.16 ± 0.01 317.4 3.0× 10−2 0.02 2.3× 10−7 52.92
64.......... 3900+200−100 12.89 ± 1.20 0.79 ± 0.01 317.4 8.9× 10−2 0.28 1.1× 10−4 5.79
65.......... 2900+100−100 0.12 ± 0.01 0.14 ± 0.01 317.4 3.9× 10−2 0.03 4.6× 10−7 27.25
66.......... 3500+100−100 3.18 ± 0.18 0.49 ± 0.02 317.4 1.5× 10−2 0.14 4.8× 10−6 7.34
67.......... 3200+100−100 0.47 ± 0.03 0.22 ± 0.01 317.4 1.4× 10−2 0.05 6.4× 10−7 37.44
68.......... 3500+100−100 2.92 ± 0.13 0.47 ± 0.02 317.4 2.5× 10−2 0.13 7.2× 10−6 10.16
69.......... 3800+100−100 6.18 ± 0.31 0.58 ± 0.04 317.4 1.3× 10−1 0.19 7.7× 10−5 104.37
70.......... 2900+100−100 0.10 ± 0.01 0.13 ± 0.01 317.4 3.9× 10−1 0.11 7.4× 10−5 11.43
71.......... 3300+100−600 0.07 ± 0.02 0.08 ± 0.01 317.4 8.3× 10−2 0.02 5.4× 10−7 20.19
72.......... 3300+100−100 1.36 ± 0.12 0.36 ± 0.01 317.4 1.6× 10−2 0.09 2.1× 10−6 88.61
73.......... 2800+100−100 0.09 ± 0.01 0.13 ± 0.01 317.4 2.7× 10−2 0.02 2.3× 10−7 18.87
74.......... 2800+100−100 0.06 ± 0.01 0.11 ± 0.01 317.4 1.0× 10−1 0.02 6.7× 10−7 10.72
75.......... 3400+100−100 2.51 ± 0.22 0.46 ± 0.02 317.4 3.0× 10−2 0.12 7.4× 10−6 44.52
76.......... 3600+100−200 1.91 ± 0.16 0.36 ± 0.01 317.4 7.5× 10−2 0.11 1.4× 10−5 35.37
77.......... 3200+100−200 0.59 ± 0.05 0.25 ± 0.01 317.4 5.4× 10−2 0.06 3.1× 10−6 11.22
78.......... 3000+100−100 0.19 ± 0.01 0.16 ± 0.01 165+20−20 2.7× 10−1 0.14 8.5× 10−5 17.53
79.......... 3700+100−200 4.88 ± 0.39 0.54 ± 0.03 317.4 1.7× 10−2 0.17 8.0× 10−6 2.27
80.......... 3500+100−100 4.77 ± 0.26 0.60 ± 0.04 317.4 2.4× 10−2 0.17 1.1× 10−5 17.64
81.......... 3300+100−100 4.74 ± 0.28 0.67 ± 0.07 317.4 8.6× 10−2 0.17 4.0× 10−5 13.55
82.......... 2900+100−100 0.06 ± 0.01 0.10 ± 0.01 317.4 1.4× 10−1 0.02 8.1× 10−7 9.95
83.......... 3000+100−100 0.17 ± 0.01 0.15 ± 0.01 317.4 3.0× 10−2 0.03 5.0× 10−7 17.50
84.......... 2800+100−100 0.08 ± 0.01 0.12 ± 0.01 317.4 8.1× 10−2 0.02 6.7× 10−7 9.17
85.......... 3000+100−100 0.19 ± 0.01 0.16 ± 0.01 317.4 3.6× 10−2 0.03 6.8× 10−7 39.57
86.......... 2700+100−100 0.08 ± 0.01 0.13 ± 0.01 317.4 1.4× 10−2 0.02 1.2× 10−7 24.11
87.......... 3000+100−100 0.24 ± 0.01 0.18 ± 0.01 317.4 3.1× 10−2 0.04 7.4× 10−7 28.96
88.......... 3500+100−100 2.93 ± 0.01 0.47 ± 0.02 317.4 2.5× 10−2 0.13 7.1× 10−6 17.04
89.......... 3200+100−100 0.82 ± 0.01 0.29 ± 0.02 317.4 1.9× 10−2 0.07 1.5× 10−6 83.28
90.......... 3600+100−100 5.50 ± 0.30 0.60 ± 0.04 317.4 4.9× 10−2 0.18 2.6× 10−5 8.97
91.......... 2900+100−100 0.13 ± 0.01 0.14 ± 0.01 317.4 2.5× 10−2 0.03 3.3× 10−7 15.05
92.......... 3500+100−100 4.63 ± 0.25 0.59 ± 0.06 317.4 4.4× 10−2 0.17 2.0× 10−5 8.59
93.......... 2800+100−100 0.05 ± 0.01 0.10 ± 0.01 317.4 7.2× 10−2 0.02 3.9× 10−7 6.56
94.......... 3800+100−200 3.26 ± 0.24 0.42 ± 0.01 317.4 8.6× 10−2 0.14 2.8× 10−5 5.88
95.......... 2700+100−100 0.16 ± 0.01 0.18 ± 0.01 317.4 4.9× 10−2 0.03 7.6× 10−7 32.50
96.......... 2600+100−100 0.08 ± 0.01 0.14 ± 0.01 317.4 2.8× 10−1 0.02 2.3× 10−6 16.76
97.......... 3800+100−100 9.36 ± 0.48 0.71 ± 0.02 317.4 2.3× 10−2 0.24 2.1× 10−5 1.27
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98.......... 2700+100−100 0.32 ± 0.01 0.26 ± 0.01 317.4 1.3× 10−1 0.04 4.0× 10−6 37.73
99.......... 2800+100−100 0.09 ± 0.01 0.13 ± 0.01 317.4 1.0× 10−1 0.02 9.0× 10−7 9.76
100........ 3900+100−100 6.93 ± 0.45 0.58 ± 0.06 317.4 7.9× 10−2 0.20 5.4× 10−5 5.33
101........ 3100+100−100 0.66 ± 0.03 0.28 ± 0.01 317.4 1.7× 10−2 0.06 1.1× 10−6 12.60
102........ 2900+100−100 0.15 ± 0.01 0.15 ± 0.01 317.4 2.1× 10−2 0.03 3.0× 10−7 35.34
103........ 3100+100−100 0.48 ± 0.03 0.24 ± 0.01 317.4 5.7× 10−2 0.05 2.7× 10−6 12.92
104........ 2500+100−100 0.06 ± 0.01 0.13 ± 0.01 317.4 3.2× 10−2 0.02 1.8× 10−7 9.72
105........ 2800+100−100 0.05 ± 0.01 0.10 ± 0.01 317.4 7.1× 10−2 0.02 3.5× 10−7 13.32
106........ 3100+100−100 0.45 ± 0.01 0.23 ± 0.01 317.4 3.1× 10−2 0.05 1.4× 10−6 34.81
107........ 4000+100−100 7.95 ± 0.59 0.59 ± 0.04 317.4 4.4× 10−2 1.02 7.7× 10−4 1.09
108........ 3600+100−100 6.58 ± 0.32 0.66 ± 0.03 155+25−35 7.0× 10−2 0.92 9.8× 10−4 22.26
109........ 3600+100−100 2.84 ± 0.15 0.43 ± 0.01 317.4 2.4× 10−2 0.13 6.8× 10−6 11.96
110........ 3200+200−100 1.36 ± 0.13 0.38 ± 0.02 220+5−10 ∼ 1 0.21 8.2× 10−4 15.48
111........ 3800+100−100 4.55 ± 0.19 0.49 ± 0.06 317.4 1.2× 10−2 0.16 5.3× 10−6 23.82
112........ 3800+100−100 8.25 ± 0.35 0.66 ± 0.08 317.4 1.5× 10−2 0.22 1.2× 10−5 4.44
113........ 3800+100−100 6.86 ± 0.58 0.61 ± 0.08 317.4 4.1× 10−2 0.20 2.7× 10−5 6.05
114........ 3800+100−100 5.03 ± 0.25 0.52 ± 0.07 317.4 1.3× 10−1 0.57 7.0× 10−4 2.72
115........ 3900+100−100 9.20 ± 0.38 0.67 ± 0.05 125+20−25 2.3× 10−1 1.72 1.1× 10−2 24.99
116........ 3300+100−100 1.28 ± 0.08 0.35 ± 0.01 317.4 1.7× 10−2 0.09 2.1× 10−6 33.73
117........ 3300+100−100 1.44 ± 0.09 0.37 ± 0.01 317.4 2.7× 10−2 0.09 3.8× 10−6 13.17
118........ 3400+100−100 1.93 ± 0.11 0.40 ± 0.03 317.4 2.9× 10−2 0.11 5.5× 10−6 28.59
119........ 3800+100−100 7.95 ± 0.41 0.65 ± 0.01 317.4 1.5× 10−2 0.22 1.2× 10−5 5.31
120........ 2900+100−100 0.17 ± 0.01 0.16 ± 0.01 317.4 1.8× 10−2 0.03 3.0× 10−7 66.92
121........ 3000+100−100 0.09 ± 0.01 0.11 ± 0.01 317.4 1.2× 10−1 0.02 1.1× 10−6 4.00
122........ 3500+100−100 2.98 ± 0.26 0.47 ± 0.02 317.4 3.1× 10−2 0.13 9.0× 10−6 9.11
123........ 3500+100−100 2.75 ± 0.15 0.45 ± 0.02 317.4 2.3× 10−2 0.13 6.3× 10−6 12.38
124........ 2600+200−100 0.05 ± 0.01 0.11 ± 0.01 317.4 1.1× 10−1 0.02 5.0× 10−7 7.32
125........ 2700+100−100 0.06 ± 0.01 0.11 ± 0.01 317.4 4.6× 10−2 0.02 2.8× 10−7 6.00
126........ 3600+100−100 4.03 ± 0.22 0.52 ± 0.05 195+5−10 ∼ 1 0.47 3.8× 10−3 37.82
127........ 3500+100−100 4.87 ± 0.27 0.60 ± 0.04 317.4 1.6× 10−2 0.17 7.8× 10−6 11.91
128........ 3400+100−100 2.76 ± 0.16 0.48 ± 0.02 317.4 2.6× 10−2 0.13 7.0× 10−6 20.32
129........ 2700+600−100 0.08 ± 0.03 0.13 ± 0.01 317.4 4.5× 10−2 0.02 3.6× 10−7 30.35
130........ 3500+100−100 4.38 ± 0.24 0.57 ± 0.03 317.4 2.9× 10−2 0.16 1.2× 10−5 3.82
131........ 2900+100−100 0.08 ± 0.01 0.11 ± 0.02 317.4 5.9× 10−2 0.02 4.7× 10−7 18.61
132........ 2800+500−100 0.18 ± 0.06 0.18 ± 0.01 317.4 2.6× 10−2 0.03 4.6× 10−7 85.34
133........ 3400+200−100 1.31 ± 0.12 0.33 ± 0.01 317.4 1.9× 10−2 0.09 2.4× 10−6 29.09
134........ 2800+100−100 0.08 ± 0.01 0.12 ± 0.01 317.4 2.8× 10−2 0.02 2.0× 10−7 37.68
135........ 2800+100−100 0.07 ± 0.01 0.12 ± 0.01 317.4 3.6× 10−2 0.02 2.7× 10−7 15.37
136........ 2900+100−100 0.11 ± 0.01 0.13 ± 0.02 317.4 4.6× 10−2 0.03 4.9× 10−7 19.34
137........ 3100+100−100 0.21 ± 0.01 0.16 ± 0.01 317.4 2.3× 10−2 0.04 4.8× 10−7 18.61
138........ 3600+200−100 4.77 ± 0.40 0.56 ± 0.05 317.4 1.8× 10−2 0.17 8.3× 10−6 20.15
139........ 3600+200−100 7.18 ± 0.81 0.69 ± 0.03 317.4 8.2× 10−3 0.21 5.8× 10−6 53.21
140........ 3200+100−100 0.64 ± 0.03 0.26 ± 0.01 220+10−10 8.2× 10−2 0.14 2.7× 10−5 42.21
141........ 3500+100−100 2.60 ± 0.14 0.44 ± 0.01 317.4 1.8× 10−2 0.12 4.7× 10−6 5.24
142........ 3700+100−100 5.73 ± 0.51 0.58 ± 0.08 155+10−10 1.8× 10−1 0.86 2.2× 10−3 23.98
143........ 3400+100−100 1.24 ± 0.07 0.32 ± 0.01 317.4 5.4× 10−2 0.46 1.9× 10−4 27.94
144........ 2500+100−200 0.08 ± 0.01 0.15 ± 0.01 317.4 3.7× 10−2 0.02 2.8× 10−7 12.19
145........ 3700+100−100 7.16 ± 0.58 0.65 ± 0.08 317.4 2.9× 10−2 0.21 2.1× 10−5 19.26
146........ 2800+600−100 0.14 ± 0.05 0.16 ± 0.02 317.4 1.4× 10−1 0.03 1.9× 10−6 11.62
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147........ 3300+100−100 1.38 ± 0.07 0.36 ± 0.01 317.4 1.3× 10−2 0.09 1.8× 10−6 20.30
148........ 3500+100−100 4.52 ± 0.25 0.58 ± 0.03 317.4 4.7× 10−2 0.90 6.4× 10−4 15.56
149........ 3000+100−100 0.19 ± 0.01 0.16 ± 0.01 317.4 7.1× 10−2 0.03 1.3× 10−6 2.93
150........ 3700+100−100 5.79 ± 0.31 0.59 ± 0.09 317.4 3.8× 10−2 0.19 2.2× 10−5 31.83
151........ 2900+100−100 0.17 ± 0.01 0.16 ± 0.01 317.4 4.7× 10−2 0.03 7.6× 10−7 23.59
152........ 3600+100−100 5.45 ± 0.30 0.60 ± 0.04 175+10−10 6.6× 10−2 0.64 4.5× 10−4 10.50
153........ 3100+100−100 0.41 ± 0.03 0.22 ± 0.01 317.4 5.2× 10−2 0.05 2.1× 10−6 28.23
154........ 3600+100−100 4.74 ± 0.26 0.56 ± 0.03 317.4 3.0× 10−2 0.17 1.4× 10−5 23.18
155........ 3300+200−100 2.13 ± 0.16 0.45 ± 0.04 317.4 2.0× 10−2 0.11 4.3× 10−6 35.49
156........ 3700+100−100 3.63 ± 0.17 0.47 ± 0.04 185+15−15 4.2× 10−1 0.49 1.7× 10−3 15.56
157........ 3400+100−100 1.50 ± 0.08 0.35 ± 0.01 317.4 2.1× 10−2 0.09 3.1× 10−6 11.02
158........ 3000+200−400 0.05 ± 0.02 0.08 ± 0.01 317.4 1.1× 10−1 0.09 1.4× 10−5 32.58
159........ 3400+100−100 2.40 ± 0.18 0.45 ± 0.02 317.4 2.5× 10−2 0.12 6.0× 10−6 75.42
160........ 3500+100−100 4.62 ± 0.26 0.59 ± 0.03 317.4 3.3× 10−2 0.17 1.5× 10−5 33.99
161........ 3200+100−100 0.88 ± 0.04 0.31 ± 0.02 317.4 1.8× 10−2 0.07 1.6× 10−6 26.05
162........ 4000+100−300 8.81 ± 1.03 0.62 ± 0.03 317.4 2.5× 10−2 0.23 2.1× 10−5 19.29
163........ 3700+100−200 6.47 ± 0.62 0.62 ± 0.06 317.4 2.2× 10−2 0.20 1.4× 10−5 72.84
164........ 3800+100−100 8.37 ± 0.43 0.67 ± 0.02 130+20−30 8.0× 10−2 1.44 2.7× 10−3 11.21
165........ 3900+100−100 7.95 ± 0.52 0.62 ± 0.02 317.4 1.4× 10−2 0.22 1.1× 10−5 8.64
166........ 3600+200−100 12.49 ± 1.00 0.72 ± 0.06 317.4 8.3× 10−2 0.22 6.5× 10−5 37.92
167........ 3700+100−100 9.05 ± 0.48 0.73 ± 0.02 317.4 2.8× 10−2 0.23 2.5× 10−5 31.84
168........ 3400+100−100 2.03 ± 0.12 0.41 ± 0.03 317.4 7.7× 10−2 0.11 1.5× 10−5 19.49
169........ 3400+100−100 1.99 ± 0.15 0.41 ± 0.03 317.4 2.6× 10−2 0.11 5.1× 10−6 12.70
170........ 3800+100−200 5.88 ± 0.39 0.56 ± 0.02 317.4 1.4× 10−2 0.19 8.1× 10−6 9.85
171........ 2900+100−100 0.06 ± 0.01 0.09 ± 0.01 317.4 2.8× 10−2 0.02 1.6× 10−7 40.70
172........ 3900+200−100 10.36 ± 1.10 0.71 ± 0.04 317.4 2.3× 10−2 0.25 2.4× 10−5 30.76
173........ 2400+400−100 0.08 ± 0.02 0.16 ± 0.01 317.4 1.2× 10−1 0.04 3.4× 10−6 13.68
174........ 3700+100−100 6.76 ± 0.36 0.63 ± 0.02 317.4 4.3× 10−2 0.20 2.9× 10−5 4.68
175........ 3900+100−100 10.91 ± 0.71 0.73 ± 0.01 317.4 1.4× 10−2 0.25 1.5× 10−5 4.94
Note. – Values are available online at
http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/ApJ/794/146&-to=3.
a Upper and lower limits derived from the 1σ spread in reduced χ2 values.
b Typical uncertainties are on the order of ∼20%
c To estimate the uncertainty in the fits I used a χ2 − χ2min procedure similar to Mohanty et al. (2010).
Table A.3: Spectral Measurements
Catalog Hα EW K i EWa Na i EWb CaH 3c TiO 5c Youth
Number (Å) (Å) (Å) Indexd
1........ 0.31 ± 0.08 1.71 ± 0.17 1.07 ± 0.17 0.86 ± 0.02 0.68 ± 0.02 0000
2........ 0.30 ± 0.06 1.68 ± 0.11 1.36 ± 0.10 0.89 ± 0.01 0.84 ± 0.02 0000
3........ -0.24 ± 0.11 2.72 ± 0.21 3.22 ± 0.17 0.76 ± 0.02 0.51 ± 0.02 0000
4........ 0.22 ± 0.06 1.60 ± 0.13 1.23 ± 0.13 0.89 ± 0.01 0.83 ± 0.02 0000
5........ -0.12 ± 0.09 3.79 ± 0.30 3.71 ± 0.13 0.69 ± 0.01 0.35 ± 0.01 0000
6........ 0.23 ± 0.05 1.46 ± 0.11 1.09 ± 0.11 0.93 ± 0.01 0.87 ± 0.02 0000
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Catalog Hα EW K i EWa Na i EWb CaH 3c TiO 5c Youth
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7........ 0.42 ± 0.12 2.39 ± 0.23 2.31 ± 0.19 0.75 ± 0.02 0.54 ± 0.02 0000
8........ 0.08 ± 0.13 2.66 ± 0.26 2.82 ± 0.24 0.76 ± 0.02 0.48 ± 0.02 0000
9........ -0.12 ± 0.05 1.89 ± 0.09 1.17 ± 0.08 0.82 ± 0.01 0.80 ± 0.01 0000
10........ 0.12 ± 0.11 2.26 ± 0.25 1.84 ± 0.19 0.82 ± 0.02 0.72 ± 0.02 0000
11........ 0.05 ± 0.08 2.18 ± 0.16 2.09 ± 0.12 0.81 ± 0.02 0.63 ± 0.02 0000
12........ -0.08 ± 0.05 2.36 ± 0.13 2.84 ± 0.12 0.76 ± 0.01 0.48 ± 0.01 0100
13........ 0.05 ± 0.08 1.79 ± 0.13 2.49 ± 0.12 0.80 ± 0.01 0.63 ± 0.01 0000
14........ -0.18 ± 0.08 2.51 ± 0.18 2.14 ± 0.11 0.76 ± 0.01 0.50 ± 0.01 0000
15........ -0.12 ± 0.12 2.02 ± 0.19 1.45 ± 0.19 0.85 ± 0.02 0.68 ± 0.02 0000
16........ -0.02 ± 0.16 3.13 ± 0.33 3.40 ± 0.21 0.69 ± 0.02 0.36 ± 0.02 0000
17........ -0.27 ± 0.16 2.28 ± 0.30 2.33 ± 0.25 0.78 ± 0.03 0.59 ± 0.03 0000
18........ 0.14 ± 0.06 1.49 ± 0.12 1.46 ± 0.10 0.82 ± 0.01 0.66 ± 0.01 0000
19........ 0.41 ± 0.10 1.92 ± 0.21 1.00 ± 0.17 0.86 ± 0.02 0.69 ± 0.02 0000
20........ -0.48 ± 0.05 4.54 ± 0.23 4.10 ± 0.09 0.69 ± 0.01 0.39 ± 0.01 0000
21........ 0.09 ± 0.14 1.94 ± 0.26 2.80 ± 0.24 0.81 ± 0.02 0.57 ± 0.03 0000
22........ -0.14 ± 0.06 3.18 ± 0.15 3.12 ± 0.09 0.73 ± 0.01 0.53 ± 0.01 0000
23........ 0.02 ± 0.08 3.19 ± 0.19 2.95 ± 0.15 0.77 ± 0.01 0.46 ± 0.01 0000
24........ 0.06 ± 0.10 2.68 ± 0.25 2.52 ± 0.19 0.77 ± 0.02 0.59 ± 0.02 0000
25........ -2.21 ± 0.83 9.35 ± 1.24 5.38 ± 0.46 0.63 ± 0.05 0.34 ± 0.05 0000
26........ 0.18 ± 0.18 ... 2.63 ± 0.29 0.79 ± 0.03 0.56 ± 0.04 0000
27........ -1.22 ± 0.50 8.18 ± 1.09 4.51 ± 0.47 0.70 ± 0.05 0.25 ± 0.05 0100
28........ 0.20 ± 0.08 0.73 ± 0.16 0.59 ± 0.15 0.93 ± 0.02 0.93 ± 0.02 0100
29........ 0.10 ± 0.19 6.21 ± 0.51 3.83 ± 0.29 0.65 ± 0.02 0.42 ± 0.03 0000
30........ 0.28 ± 0.16 1.32 ± 0.28 2.13 ± 0.25 0.80 ± 0.03 0.64 ± 0.03 0000
31........ -11.54 ± 2.35 ... 5.80 ± 0.49 0.60 ± 0.05 0.34 ± 0.05 1000
32........ -1.69 ± 0.08 1.97 ± 0.12 1.69 ± 0.10 0.89 ± 0.01 0.86 ± 0.02 1000
33........ -0.10 ± 0.06 2.24 ± 0.15 2.63 ± 0.10 0.76 ± 0.01 0.51 ± 0.01 0000
34........ -1.38 ± 0.10 2.62 ± 0.14 2.49 ± 0.11 0.76 ± 0.01 0.55 ± 0.01 1000
35........ 0.26 ± 0.15 3.17 ± 0.26 3.01 ± 0.18 0.76 ± 0.02 0.53 ± 0.02 0000
36........ -0.15 ± 0.14 3.48 ± 0.29 3.61 ± 0.16 0.73 ± 0.02 0.39 ± 0.02 0000
37........ -7.75 ± 0.85 2.98 ± 0.30 2.74 ± 0.10 0.70 ± 0.01 0.34 ± 0.01 1110
38........ -5.08 ± 0.45 2.28 ± 0.21 2.02 ± 0.09 0.71 ± 0.01 0.36 ± 0.01 1110
39........ -14.33 ± 2.28 5.67 ± 0.64 3.17 ± 0.19 0.66 ± 0.02 0.24 ± 0.02 1100
40........ -2.78 ± 0.22 2.07 ± 0.11 1.71 ± 0.09 0.81 ± 0.01 0.61 ± 0.01 1010
41........ -13.22 ± 2.57 1.94 ± 0.14 ... 0.78 ± 0.01 0.54 ± 0.01 1100
42........ -5.09 ± 0.23 2.13 ± 0.10 2.24 ± 0.07 0.77 ± 0.01 0.56 ± 0.01 1110
43........ -0.64 ± 0.12 2.14 ± 0.12 2.63 ± 0.10 0.80 ± 0.01 0.61 ± 0.01 0100
44........ -0.05 ± 0.05 2.16 ± 0.11 2.09 ± 0.07 0.74 ± 0.01 0.56 ± 0.01 0000
45........ 0.15 ± 0.06 1.47 ± 0.11 1.08 ± 0.11 0.86 ± 0.01 0.82 ± 0.02 0000
46........ -6.60 ± 1.32 11.03 ± 1.03 5.50 ± 0.31 0.57 ± 0.03 0.23 ± 0.03 1000
47........ 0.28 ± 0.06 1.31 ± 0.13 1.29 ± 0.12 0.92 ± 0.01 0.85 ± 0.02 0000
48........ -0.02 ± 0.08 2.15 ± 0.15 2.10 ± 0.12 0.79 ± 0.02 0.64 ± 0.02 0000
49........ -8.61 ± 1.37 7.32 ± 0.92 5.97 ± 0.41 0.61 ± 0.03 0.28 ± 0.03 1000
50........ ... 12.22 ± 2.67 5.92 ± 0.75 0.57 ± 0.08 0.32 ± 0.08 0000
51........ -1.39 ± 0.66 ... 5.80 ± 0.55 0.71 ± 0.05 0.24 ± 0.06 0000
52........ -2.92 ± 0.68 8.61 ± 0.98 5.88 ± 0.40 0.60 ± 0.03 0.33 ± 0.04 0000
53........ 0.07 ± 0.08 2.58 ± 0.15 2.98 ± 0.12 0.72 ± 0.01 0.54 ± 0.01 0000
54........ 0.27 ± 0.06 2.02 ± 0.12 1.49 ± 0.11 0.84 ± 0.01 0.66 ± 0.01 0000
55........ -0.01 ± 0.08 1.47 ± 0.15 2.29 ± 0.13 0.79 ± 0.02 0.61 ± 0.02 0000
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56........ ... 8.59 ± 1.85 5.48 ± 0.63 0.57 ± 0.08 0.09 ± 0.08 0000
57........ -5.92 ± 0.54 7.78 ± 0.80 5.24 ± 0.28 0.61 ± 0.02 0.27 ± 0.02 1000
58........ -0.61 ± 0.33 11.16 ± 1.11 6.08 ± 0.29 0.55 ± 0.02 0.24 ± 0.03 0000
59........ -3.56 ± 0.74 5.80 ± 0.48 4.55 ± 0.32 0.57 ± 0.02 0.35 ± 0.03 1000
60........ -0.55 ± 0.33 7.70 ± 0.82 4.29 ± 0.24 0.73 ± 0.03 0.33 ± 0.03 0100
61........ -0.12 ± 0.08 2.99 ± 0.17 2.51 ± 0.14 0.73 ± 0.01 0.52 ± 0.01 0000
62........ -6.82 ± 1.03 7.28 ± 0.74 5.91 ± 0.36 0.66 ± 0.03 0.33 ± 0.03 1100
63........ -9.66 ± 3.24 9.30 ± 1.32 5.34 ± 0.34 0.66 ± 0.04 0.33 ± 0.05 0000
64........ -0.01 ± 0.10 0.87 ± 0.17 0.59 ± 0.16 0.92 ± 0.02 0.94 ± 0.02 0100
65........ -7.27 ± 0.97 8.10 ± 0.63 5.62 ± 0.23 0.59 ± 0.02 0.26 ± 0.03 1000
66........ -0.10 ± 0.07 2.26 ± 0.13 2.52 ± 0.14 0.78 ± 0.01 0.58 ± 0.01 0000
67........ -4.17 ± 0.27 4.27 ± 0.27 4.23 ± 0.14 0.66 ± 0.01 0.36 ± 0.01 1000
68........ 0.40 ± 0.07 1.89 ± 0.15 2.23 ± 0.12 0.77 ± 0.02 0.59 ± 0.02 0000
69........ 0.03 ± 0.20 ... 2.37 ± 0.38 0.88 ± 0.04 0.67 ± 0.04 0000
70........ ... ... 4.96 ± 0.60 0.66 ± 0.09 0.40 ± 0.09 0100
71........ ... 9.46 ± 1.87 6.07 ± 0.62 0.92 ± 0.10 0.32 ± 0.10 0100
72........ 0.11 ± 0.08 2.26 ± 0.17 2.78 ± 0.13 0.70 ± 0.01 0.45 ± 0.01 0100
73........ -2.71 ± 0.48 9.95 ± 1.05 4.71 ± 0.27 0.71 ± 0.03 0.21 ± 0.03 1100
74........ -4.16 ± 0.99 10.00 ± 1.49 5.90 ± 0.59 0.51 ± 0.04 0.20 ± 0.05 1000
75........ -0.01 ± 0.10 1.95 ± 0.19 2.85 ± 0.15 0.78 ± 0.01 0.52 ± 0.01 0100
76........ 0.42 ± 0.20 2.39 ± 0.38 3.61 ± 0.33 0.76 ± 0.03 0.50 ± 0.03 0000
77........ -6.06 ± 0.46 6.33 ± 0.41 4.68 ± 0.19 0.64 ± 0.02 0.40 ± 0.02 1000
78........ -11.21 ± 1.07 8.72 ± 1.13 5.24 ± 0.34 0.56 ± 0.03 0.29 ± 0.03 1000
79........ -0.46 ± 0.09 1.91 ± 0.17 3.03 ± 0.14 0.80 ± 0.02 0.60 ± 0.02 0000
80........ 0.14 ± 0.08 2.91 ± 0.17 2.70 ± 0.15 0.79 ± 0.01 0.61 ± 0.02 0000
81........ -1.54 ± 0.15 1.83 ± 0.22 1.68 ± 0.19 0.79 ± 0.02 0.66 ± 0.02 1100
82........ 0.32 ± 0.61 8.23 ± 1.33 5.48 ± 0.58 0.71 ± 0.06 0.20 ± 0.07 0000
83........ -8.20 ± 0.76 9.26 ± 0.84 5.29 ± 0.23 0.59 ± 0.02 0.27 ± 0.02 1000
84........ ... ... 7.05 ± 0.61 0.49 ± 0.04 0.15 ± 0.05 0000
85........ -4.82 ± 0.66 10.10 ± 0.72 5.74 ± 0.23 0.58 ± 0.02 0.25 ± 0.02 1000
86........ -0.78 ± 0.28 11.92 ± 0.95 4.82 ± 0.20 0.64 ± 0.02 0.22 ± 0.02 0000
87........ -3.54 ± 0.43 7.98 ± 0.58 5.39 ± 0.24 0.67 ± 0.02 0.34 ± 0.02 1000
88........ -0.17 ± 0.08 2.68 ± 0.15 2.58 ± 0.14 0.76 ± 0.01 0.58 ± 0.01 0000
89........ 0.07 ± 0.08 2.90 ± 0.20 3.07 ± 0.13 0.74 ± 0.01 0.43 ± 0.01 0000
90........ 0.14 ± 0.07 1.97 ± 0.14 2.00 ± 0.12 0.82 ± 0.01 0.64 ± 0.01 0000
91........ -4.18 ± 0.67 9.59 ± 1.03 4.94 ± 0.27 0.56 ± 0.03 0.26 ± 0.03 1000
92........ -0.12 ± 0.05 2.16 ± 0.10 1.66 ± 0.08 0.79 ± 0.01 0.67 ± 0.01 0000
93........ ... 10.63 ± 1.94 4.84 ± 0.37 0.65 ± 0.05 0.11 ± 0.06 0100
94........ -0.07 ± 0.23 1.69 ± 0.41 3.07 ± 0.37 0.77 ± 0.03 0.59 ± 0.04 0000
95........ ... ... 6.28 ± 0.49 0.56 ± 0.07 0.28 ± 0.09 0000
96........ ... ... 8.10 ± 1.38 0.61 ± 0.17 0.20 ± 0.21 0000
97........ 0.21 ± 0.07 1.90 ± 0.16 1.64 ± 0.14 0.88 ± 0.02 0.82 ± 0.02 0000
98........ 2.07 ± 1.05 ... 5.38 ± 0.83 0.62 ± 0.08 0.32 ± 0.09 0000
99........ -5.83 ± 1.53 ... 5.51 ± 0.46 0.61 ± 0.05 0.32 ± 0.06 1000
100........ -0.47 ± 0.09 2.87 ± 0.15 1.72 ± 0.12 0.71 ± 0.01 0.65 ± 0.02 0000
101........ -0.07 ± 0.08 3.80 ± 0.27 3.56 ± 0.12 0.72 ± 0.01 0.39 ± 0.01 0100
102........ -3.41 ± 0.44 9.81 ± 0.66 5.53 ± 0.21 0.56 ± 0.01 0.26 ± 0.01 1000
103........ -3.41 ± 0.36 6.92 ± 0.53 4.76 ± 0.26 0.61 ± 0.02 0.36 ± 0.02 1000
104........ ... 9.99 ± 1.96 7.82 ± 0.44 0.43 ± 0.04 0.18 ± 0.04 0000
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105........ -3.10 ± 1.01 ... 6.15 ± 0.45 0.56 ± 0.04 0.21 ± 0.05 0000
106........ -0.45 ± 0.13 8.71 ± 0.40 6.19 ± 0.19 0.58 ± 0.02 0.36 ± 0.02 0000
107........ 0.38 ± 0.06 1.56 ± 0.13 1.47 ± 0.12 0.89 ± 0.01 0.78 ± 0.02 0000
108........ 0.03 ± 0.07 1.99 ± 0.13 2.31 ± 0.13 0.85 ± 0.01 0.74 ± 0.01 0000
109........ 0.02 ± 0.06 ... 3.35 ± 0.19 0.80 ± 0.01 0.57 ± 0.01 0000
110........ -0.05 ± 0.21 2.96 ± 0.35 4.06 ± 0.29 0.74 ± 0.03 0.48 ± 0.03 0000
111........ 0.20 ± 0.05 ... 2.30 ± 0.10 0.96 ± 0.01 1.05 ± 0.01 0000
112........ 0.21 ± 0.05 1.65 ± 0.11 1.71 ± 0.09 0.88 ± 0.01 0.82 ± 0.01 0000
113........ 0.32 ± 0.06 1.50 ± 0.13 1.98 ± 0.12 0.90 ± 0.02 0.80 ± 0.02 0100
114........ 0.19 ± 0.11 2.60 ± 0.23 ... 0.89 ± 0.02 0.81 ± 0.03 0000
115........ 0.55 ± 0.11 1.71 ± 0.21 2.33 ± 0.21 0.85 ± 0.02 0.76 ± 0.03 0000
116........ -0.13 ± 0.10 2.29 ± 0.20 3.21 ± 0.13 0.73 ± 0.02 0.44 ± 0.01 0000
117........ -0.10 ± 0.13 2.52 ± 0.24 3.32 ± 0.17 0.76 ± 0.02 0.44 ± 0.02 0100
118........ -0.08 ± 0.08 1.25 ± 0.19 2.34 ± 0.15 0.77 ± 0.01 0.54 ± 0.01 0000
119........ 0.14 ± 0.06 1.54 ± 0.12 1.17 ± 0.12 0.87 ± 0.01 0.82 ± 0.01 0000
120........ -0.51 ± 0.14 7.88 ± 0.56 4.67 ± 0.14 0.65 ± 0.01 0.26 ± 0.01 0000
121........ -4.01 ± 0.88 10.84 ± 1.57 5.16 ± 0.51 0.58 ± 0.04 0.22 ± 0.05 1000
122........ -0.09 ± 0.08 1.38 ± 0.15 1.57 ± 0.13 0.81 ± 0.01 0.60 ± 0.01 0100
123........ 0.14 ± 0.08 2.11 ± 0.17 1.88 ± 0.14 0.82 ± 0.02 0.59 ± 0.02 0000
124........ ... ... 7.08 ± 0.75 0.49 ± 0.07 0.06 ± 0.07 0000
125........ -9.61 ± 2.74 9.41 ± 1.31 6.38 ± 0.44 0.67 ± 0.05 0.24 ± 0.04 1100
126........ 0.21 ± 0.15 3.03 ± 0.31 1.85 ± 0.26 0.85 ± 0.03 0.68 ± 0.03 0000
127........ -1.20 ± 0.09 2.17 ± 0.15 ... 0.77 ± 0.01 0.62 ± 0.02 1000
128........ 0.22 ± 0.13 1.34 ± 0.23 2.37 ± 0.22 0.78 ± 0.02 0.54 ± 0.02 0000
129........ ... 8.83 ± 1.59 5.84 ± 0.42 0.55 ± 0.03 0.22 ± 0.04 0000
130........ 0.17 ± 0.06 1.51 ± 0.12 1.96 ± 0.11 0.80 ± 0.01 0.60 ± 0.01 0000
131........ -3.27 ± 0.69 8.21 ± 1.08 4.91 ± 0.55 0.67 ± 0.05 0.36 ± 0.06 1100
132........ -0.50 ± 0.27 7.44 ± 1.03 5.15 ± 0.27 0.66 ± 0.02 0.27 ± 0.03 0100
133........ 0.07 ± 0.06 2.85 ± 0.15 2.86 ± 0.11 0.76 ± 0.01 0.51 ± 0.01 0000
134........ -9.59 ± 1.28 8.81 ± 1.16 5.27 ± 0.24 0.56 ± 0.03 0.22 ± 0.03 1000
135........ -3.03 ± 1.25 13.04 ± 1.82 5.73 ± 0.50 0.55 ± 0.04 0.18 ± 0.04 0000
136........ 0.86 ± 0.62 ... 5.91 ± 0.62 0.76 ± 0.08 0.42 ± 0.07 0000
137........ -4.37 ± 0.75 6.65 ± 0.60 5.19 ± 0.30 0.62 ± 0.03 0.32 ± 0.02 1000
138........ 0.10 ± 0.07 2.23 ± 0.14 1.91 ± 0.13 0.81 ± 0.01 0.69 ± 0.02 0000
139........ 0.17 ± 0.04 2.04 ± 0.08 1.94 ± 0.08 0.85 ± 0.01 0.73 ± 0.01 0000
140........ -84.02 ± 16.83 4.35 ± 0.38 3.39 ± 0.14 0.70 ± 0.01 0.41 ± 0.01 1000
141........ 0.14 ± 0.08 1.81 ± 0.16 2.46 ± 0.15 0.76 ± 0.01 0.55 ± 0.01 0000
142........ 0.36 ± 0.08 1.24 ± 0.18 1.61 ± 0.15 0.88 ± 0.02 0.80 ± 0.02 0000
143........ 0.12 ± 0.08 2.22 ± 0.18 3.30 ± 0.16 0.76 ± 0.02 0.47 ± 0.01 0000
144........ ... 6.77 ± 1.72 4.21 ± 0.40 0.55 ± 0.07 0.26 ± 0.08 0100
145........ -0.41 ± 0.10 3.58 ± 0.17 0.69 ± 0.16 0.71 ± 0.02 0.91 ± 0.02 0000
146........ ... ... 4.83 ± 0.86 0.65 ± 0.07 0.41 ± 0.10 0000
147........ -0.03 ± 0.07 2.49 ± 0.17 3.40 ± 0.13 0.74 ± 0.01 0.45 ± 0.01 0000
148........ 0.15 ± 0.07 1.62 ± 0.14 1.92 ± 0.13 0.80 ± 0.02 0.62 ± 0.02 0000
149........ -3.76 ± 0.73 6.43 ± 0.81 5.81 ± 0.45 0.66 ± 0.04 0.30 ± 0.04 1000
150........ 0.29 ± 0.13 1.57 ± 0.21 ... 0.89 ± 0.02 0.77 ± 0.03 0100
151........ -0.86 ± 0.40 9.16 ± 1.28 5.08 ± 0.40 0.58 ± 0.03 0.24 ± 0.03 0000
152........ 0.14 ± 0.04 1.93 ± 0.09 1.56 ± 0.08 0.85 ± 0.01 0.64 ± 0.01 0001
153........ 0.25 ± 0.54 2.27 ± 0.67 4.71 ± 0.50 0.67 ± 0.05 0.37 ± 0.05 0000
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154........ 0.02 ± 0.07 2.66 ± 0.14 1.77 ± 0.15 0.80 ± 0.01 0.63 ± 0.01 0000
155........ 0.03 ± 0.08 2.36 ± 0.16 1.92 ± 0.15 0.77 ± 0.01 0.54 ± 0.01 0000
156........ 0.30 ± 0.35 2.05 ± 0.59 ... 0.77 ± 0.05 0.69 ± 0.06 0000
157........ 0.01 ± 0.10 1.92 ± 0.20 1.84 ± 0.15 0.76 ± 0.01 0.49 ± 0.02 0100
158........ ... ... 2.70 ± 0.43 0.77 ± 0.10 0.56 ± 0.11 0100
159........ 0.27 ± 0.06 1.68 ± 0.12 2.46 ± 0.09 0.75 ± 0.01 0.53 ± 0.01 0000
160........ 0.11 ± 0.09 1.61 ± 0.18 2.18 ± 0.16 0.82 ± 0.02 0.60 ± 0.02 0000
161........ 0.05 ± 0.08 2.49 ± 0.20 2.67 ± 0.11 0.74 ± 0.01 0.41 ± 0.01 0100
162........ 0.41 ± 0.06 1.40 ± 0.12 1.43 ± 0.13 0.92 ± 0.01 0.84 ± 0.02 0000
163........ -0.02 ± 0.09 2.01 ± 0.17 2.41 ± 0.17 0.81 ± 0.02 0.64 ± 0.02 0000
164........ 0.30 ± 0.08 1.98 ± 0.16 1.62 ± 0.16 0.89 ± 0.01 0.81 ± 0.02 0000
165........ 0.35 ± 0.04 1.51 ± 0.07 0.59 ± 0.06 0.92 ± 0.01 0.82 ± 0.01 0000
166........ 0.53 ± 0.11 2.18 ± 0.21 1.32 ± 0.22 0.88 ± 0.02 0.78 ± 0.02 0000
167........ 0.30 ± 0.09 1.63 ± 0.17 1.65 ± 0.17 0.91 ± 0.02 0.84 ± 0.02 0000
168........ 0.26 ± 0.20 4.36 ± 0.44 3.33 ± 0.31 0.71 ± 0.03 0.54 ± 0.03 0000
169........ -0.13 ± 0.06 3.04 ± 0.17 1.90 ± 0.13 0.73 ± 0.01 0.56 ± 0.01 0000
170........ 0.20 ± 0.05 1.52 ± 0.11 1.51 ± 0.10 0.85 ± 0.01 0.75 ± 0.01 0000
171........ -0.70 ± 0.23 11.72 ± 1.08 5.71 ± 0.21 0.59 ± 0.02 0.21 ± 0.02 0000
172........ 0.35 ± 0.07 1.61 ± 0.15 0.74 ± 0.14 0.92 ± 0.01 0.88 ± 0.02 0000
173........ -4.60 ± 1.58 ... 3.86 ± 0.40 0.89 ± 0.11 0.32 ± 0.11 0100
174........ 0.33 ± 0.10 2.58 ± 0.17 1.68 ± 0.17 0.85 ± 0.01 0.72 ± 0.02 0000
175........ 0.26 ± 0.05 1.80 ± 0.12 0.81 ± 0.11 0.91 ± 0.01 0.89 ± 0.02 0000
Note. – Values are available online at
http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/ApJ/794/146&-to=3.
Negative EWs indicate emission.
a K i doublet (7665 & 7699 Å).
b Na i doublet (8183 & 8195 Å).
c Defined in Reid et al. (1995).
d Youth index: Hα emission, low surface gravity in at least 2 of the 3 tracers
(Chapter 2.4.2.1), lithium absorption, and UV activity.
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Appendix B
B.1 Color Selection Polygons
Tables B.1, B.2, and B.3 contain the color selection criteria I used to trace the
stellar locus and select my initial sample. These tables were originally published in
(Theissen et al. 2016) and are full versions of tables presented in Chapter 3.
Table B.1: i− z Color Selection Criteria
r − i i− z # of Stars Bin Size
0.200 0.367± 0.044 309784 0.01
0.205 0.367± 0.044 309784 0.01
0.215 0.379± 0.048 318938 0.01
0.225 0.391± 0.052 323547 0.01
0.235 0.404± 0.056 323485 0.01
0.245 0.418± 0.059 321376 0.01
0.255 0.433± 0.063 316385 0.01
0.265 0.449± 0.065 312228 0.01
0.275 0.465± 0.068 306857 0.01
0.285 0.481± 0.070 302325 0.01
0.295 0.498± 0.072 296486 0.01
0.305 0.516± 0.074 293158 0.01
0.315 0.533± 0.076 289925 0.01
0.325 0.551± 0.077 285498 0.01
0.335 0.570± 0.078 280931 0.01
0.345 0.588± 0.079 277414 0.01
0.355 0.607± 0.080 275034 0.01
0.365 0.626± 0.081 272090 0.01
0.375 0.644± 0.082 270476 0.01
0.385 0.664± 0.082 268028 0.01
0.395 0.683± 0.083 265746 0.01
0.405 0.703± 0.084 264330 0.01
0.415 0.722± 0.086 262401 0.01
0.425 0.742± 0.086 262395 0.01
0.435 0.762± 0.087 260640 0.01
0.445 0.782± 0.088 260508 0.01
0.455 0.803± 0.089 260068 0.01
0.465 0.823± 0.089 261708 0.01
0.475 0.843± 0.090 261438 0.01
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0.485 0.864± 0.090 262448 0.01
0.495 0.885± 0.091 264132 0.01
0.505 0.905± 0.091 266249 0.01
0.515 0.926± 0.091 268259 0.01
0.525 0.947± 0.092 270589 0.01
0.535 0.967± 0.093 271841 0.01
0.545 0.987± 0.092 274904 0.01
0.555 1.008± 0.092 278009 0.01
0.565 1.028± 0.092 279213 0.01
0.575 1.048± 0.092 281370 0.01
0.585 1.068± 0.092 282911 0.01
0.595 1.088± 0.092 284783 0.01
0.605 1.108± 0.092 285822 0.01
0.615 1.127± 0.092 287006 0.01
0.625 1.146± 0.091 285435 0.01
0.635 1.165± 0.091 284387 0.01
0.645 1.183± 0.091 282790 0.01
0.655 1.202± 0.090 280249 0.01
0.665 1.219± 0.090 275593 0.01
0.675 1.237± 0.089 270562 0.01
0.685 1.255± 0.089 264039 0.01
0.695 1.272± 0.088 257450 0.01
0.705 1.289± 0.088 248948 0.01
0.715 1.305± 0.088 239521 0.01
0.725 1.322± 0.087 230106 0.01
0.735 1.339± 0.087 219129 0.01
0.745 1.355± 0.086 206753 0.01
0.755 1.371± 0.087 195981 0.01
0.765 1.387± 0.086 183693 0.01
0.775 1.402± 0.086 169971 0.01
0.785 1.418± 0.087 158382 0.01
0.795 1.433± 0.087 145630 0.01
0.805 1.450± 0.086 134592 0.01
0.815 1.465± 0.087 123222 0.01
0.825 1.481± 0.087 111244 0.01
0.835 1.497± 0.087 101037 0.01
0.845 1.513± 0.087 90828 0.01
0.855 1.528± 0.088 82089 0.01
0.865 1.545± 0.088 73550 0.01
0.875 1.561± 0.089 65502 0.01
0.885 1.577± 0.089 58393 0.01
0.895 1.594± 0.090 51428 0.01
0.905 1.610± 0.091 45416 0.01
0.915 1.626± 0.092 39609 0.01
0.925 1.643± 0.092 35544 0.01
0.935 1.660± 0.093 31005 0.01
0.945 1.678± 0.093 27096 0.01
0.955 1.695± 0.095 23995 0.01
0.965 1.713± 0.095 20986 0.01
0.975 1.730± 0.095 18281 0.01
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0.985 1.749± 0.096 15911 0.01
0.995 1.767± 0.096 14011 0.01
1.005 1.784± 0.097 12202 0.01
1.015 1.802± 0.098 10597 0.01
1.025 1.821± 0.101 9268 0.01
1.035 1.840± 0.096 8107 0.01
1.045 1.859± 0.101 7099 0.01
1.055 1.876± 0.100 6172 0.01
1.065 1.895± 0.102 5427 0.01
1.075 1.915± 0.101 4751 0.01
1.085 1.937± 0.101 4103 0.01
1.095 1.953± 0.104 3727 0.01
1.105 1.970± 0.104 3212 0.01
1.115 1.990± 0.103 2808 0.01
1.125 2.011± 0.103 2521 0.01
1.135 2.029± 0.103 2091 0.01
1.145 2.049± 0.102 1851 0.01
1.155 2.065± 0.108 1664 0.01
1.165 2.088± 0.104 1461 0.01
1.175 2.108± 0.107 1284 0.01
1.185 2.121± 0.109 1192 0.01
1.195 2.137± 0.105 1007 0.01
1.205 2.164± 0.112 904 0.01
1.215 2.181± 0.111 800 0.01
1.225 2.196± 0.110 724 0.01
1.235 2.216± 0.113 639 0.01
1.245 2.228± 0.108 553 0.01
1.255 2.249± 0.118 550 0.01
1.265 2.270± 0.110 440 0.01
1.275 2.285± 0.115 467 0.01
1.285 2.310± 0.113 367 0.01
1.295 2.325± 0.116 341 0.01
1.305 2.343± 0.121 293 0.01
1.315 2.373± 0.127 273 0.01
1.325 2.368± 0.111 254 0.01
1.335 2.397± 0.120 202 0.01
1.345 2.393± 0.119 217 0.01
1.355 2.422± 0.126 175 0.01
1.365 2.455± 0.126 162 0.01
1.375 2.460± 0.135 135 0.01
1.385 2.475± 0.127 130 0.01
1.395 2.502± 0.143 118 0.01
1.405 2.508± 0.124 109 0.01
1.415 2.532± 0.125 71 0.01
1.425 2.571± 0.138 72 0.01
1.435 2.558± 0.118 80 0.01
1.445 2.539± 0.142 73 0.01
1.455 2.607± 0.131 75 0.01
1.465 2.616± 0.135 45 0.01
1.475 2.623± 0.134 60 0.01
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1.485 2.648± 0.133 43 0.01
1.495 2.666± 0.127 37 0.01
1.505 2.683± 0.145 38 0.01
1.610 2.759± 0.140 381 0.2
1.620 2.770± 0.139 354 0.2
1.630 2.781± 0.135 352 0.2
1.640 2.790± 0.127 333 0.2
1.650 2.797± 0.125 307 0.2
1.660 2.805± 0.125 285 0.2
1.670 2.811± 0.123 272 0.2
1.680 2.812± 0.123 256 0.2
1.690 2.814± 0.122 244 0.2
1.700 2.815± 0.126 230 0.2
1.710 2.809± 0.134 222 0.2
1.720 2.810± 0.134 210 0.2
1.730 2.815± 0.130 199 0.2
1.740 2.796± 0.149 190 0.2
1.750 2.816± 0.128 170 0.2
1.760 2.807± 0.137 159 0.2
1.770 2.774± 0.172 159 0.2
1.780 2.768± 0.172 153 0.2
1.790 2.761± 0.176 148 0.2
1.800 2.756± 0.181 139 0.2
1.810 2.731± 0.201 136 0.2
1.820 2.710± 0.209 125 0.2
1.830 2.687± 0.213 106 0.2
1.840 2.685± 0.215 92 0.2
1.850 2.690± 0.212 86 0.2
1.860 2.674± 0.210 78 0.2
1.870 2.658± 0.203 63 0.2
1.880 2.651± 0.200 57 0.2
1.890 2.632± 0.194 51 0.2
1.900 2.630± 0.194 46 0.2
1.910 2.640± 0.181 39 0.2
1.920 2.645± 0.172 33 0.2
1.930 2.627± 0.169 29 0.2
1.940 2.613± 0.155 24 0.2
1.950 2.613± 0.162 22 0.2
1.960 2.609± 0.149 17 0.2
1.970 2.612± 0.158 15 0.2
1.980 2.600± 0.114 12 0.2
1.990 2.656± 0.190 12 0.2
2.000 2.657± 0.201 10 0.2
2.010 2.685± 0.210 8 0.2
2.020 2.685± 0.210 8 0.2
2.030 2.685± 0.210 8 0.2
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r − z z − J # of Stars Bin Size
0.500 1.030± 0.056 1384 0.01
0.505 1.030± 0.056 1384 0.01
0.515 1.033± 0.054 3861 0.01
0.525 1.040± 0.055 6326 0.01
0.535 1.046± 0.054 8612 0.01
0.545 1.055± 0.054 10772 0.01
0.555 1.061± 0.054 12941 0.01
0.565 1.067± 0.054 14589 0.01
0.575 1.074± 0.053 16267 0.01
0.585 1.079± 0.052 17592 0.01
0.595 1.085± 0.052 18400 0.01
0.605 1.091± 0.053 18866 0.01
0.615 1.095± 0.053 19540 0.01
0.625 1.100± 0.052 19576 0.01
0.635 1.105± 0.053 19511 0.01
0.645 1.109± 0.052 19638 0.01
0.655 1.113± 0.052 19480 0.01
0.665 1.117± 0.052 19481 0.01
0.675 1.122± 0.052 19113 0.01
0.685 1.124± 0.053 19074 0.01
0.695 1.128± 0.052 18588 0.01
0.705 1.132± 0.053 18229 0.01
0.715 1.136± 0.053 18183 0.01
0.725 1.138± 0.053 17824 0.01
0.735 1.142± 0.054 17588 0.01
0.745 1.145± 0.053 17458 0.01
0.755 1.147± 0.054 17104 0.01
0.765 1.151± 0.053 17009 0.01
0.775 1.153± 0.053 17164 0.01
0.785 1.156± 0.054 16692 0.01
0.795 1.159± 0.054 16714 0.01
0.805 1.162± 0.054 16122 0.01
0.815 1.164± 0.055 15955 0.01
0.825 1.167± 0.054 16157 0.01
0.835 1.170± 0.055 15785 0.01
0.845 1.171± 0.054 15551 0.01
0.855 1.174± 0.055 15385 0.01
0.865 1.176± 0.055 15408 0.01
0.875 1.178± 0.054 15010 0.01
0.885 1.180± 0.055 14801 0.01
0.895 1.183± 0.055 14784 0.01
0.905 1.185± 0.055 14989 0.01
0.915 1.186± 0.056 14734 0.01
0.925 1.189± 0.055 14373 0.01
0.935 1.191± 0.056 14255 0.01
0.945 1.192± 0.055 14250 0.01
0.955 1.195± 0.056 14198 0.01
0.965 1.196± 0.056 14009 0.01
0.975 1.198± 0.055 13886 0.01
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0.985 1.200± 0.055 13669 0.01
0.995 1.201± 0.055 13888 0.01
1.005 1.203± 0.054 13587 0.01
1.015 1.204± 0.054 13455 0.01
1.025 1.207± 0.055 13068 0.01
1.035 1.208± 0.055 13447 0.01
1.045 1.210± 0.055 13210 0.01
1.055 1.212± 0.054 13169 0.01
1.065 1.214± 0.054 12920 0.01
1.075 1.215± 0.054 12686 0.01
1.085 1.216± 0.055 12869 0.01
1.095 1.218± 0.054 12744 0.01
1.105 1.220± 0.054 12617 0.01
1.115 1.221± 0.053 12528 0.01
1.125 1.222± 0.053 12398 0.01
1.135 1.224± 0.054 12595 0.01
1.145 1.226± 0.053 12269 0.01
1.155 1.228± 0.054 12314 0.01
1.165 1.230± 0.053 12091 0.01
1.175 1.230± 0.053 12097 0.01
1.185 1.233± 0.052 12034 0.01
1.195 1.235± 0.053 11996 0.01
1.205 1.237± 0.053 11942 0.01
1.215 1.237± 0.053 12001 0.01
1.225 1.238± 0.052 11896 0.01
1.235 1.240± 0.052 11598 0.01
1.245 1.243± 0.053 11834 0.01
1.255 1.243± 0.052 11652 0.01
1.265 1.247± 0.053 11567 0.01
1.275 1.248± 0.053 11591 0.01
1.285 1.250± 0.053 11645 0.01
1.295 1.250± 0.053 11828 0.01
1.305 1.251± 0.052 11436 0.01
1.315 1.254± 0.052 11350 0.01
1.325 1.256± 0.053 11357 0.01
1.335 1.256± 0.052 11411 0.01
1.345 1.258± 0.053 11449 0.01
1.355 1.261± 0.053 11349 0.01
1.365 1.262± 0.052 11428 0.01
1.375 1.263± 0.053 11579 0.01
1.385 1.265± 0.052 11307 0.01
1.395 1.266± 0.050 11386 0.01
1.405 1.268± 0.052 11306 0.01
1.415 1.270± 0.052 11239 0.01
1.425 1.271± 0.051 11199 0.01
1.435 1.273± 0.052 11203 0.01
1.445 1.274± 0.051 11427 0.01
1.455 1.276± 0.053 11302 0.01
1.465 1.277± 0.051 11193 0.01
1.475 1.280± 0.052 11317 0.01
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1.485 1.281± 0.052 11108 0.01
1.495 1.282± 0.051 11096 0.01
1.505 1.284± 0.052 11179 0.01
1.515 1.286± 0.051 11242 0.01
1.525 1.289± 0.051 11262 0.01
1.535 1.290± 0.052 11211 0.01
1.545 1.291± 0.051 11087 0.01
1.555 1.293± 0.051 11134 0.01
1.565 1.295± 0.051 11303 0.01
1.575 1.296± 0.052 11001 0.01
1.585 1.298± 0.052 11028 0.01
1.595 1.299± 0.050 11287 0.01
1.605 1.301± 0.051 11277 0.01
1.615 1.302± 0.051 11167 0.01
1.625 1.304± 0.051 11104 0.01
1.635 1.307± 0.051 11136 0.01
1.645 1.308± 0.052 11270 0.01
1.655 1.310± 0.051 11156 0.01
1.665 1.312± 0.052 11097 0.01
1.675 1.314± 0.051 11065 0.01
1.685 1.315± 0.051 11388 0.01
1.695 1.317± 0.051 11216 0.01
1.705 1.319± 0.052 11175 0.01
1.715 1.321± 0.051 11303 0.01
1.725 1.322± 0.051 11348 0.01
1.735 1.324± 0.052 11510 0.01
1.745 1.326± 0.052 11216 0.01
1.755 1.327± 0.051 11250 0.01
1.765 1.330± 0.051 11090 0.01
1.775 1.331± 0.052 11162 0.01
1.785 1.334± 0.051 11269 0.01
1.795 1.336± 0.052 11172 0.01
1.805 1.337± 0.052 11115 0.01
1.815 1.338± 0.052 11271 0.01
1.825 1.340± 0.051 11236 0.01
1.835 1.343± 0.052 11305 0.01
1.845 1.345± 0.052 11216 0.01
1.855 1.347± 0.052 11253 0.01
1.865 1.349± 0.051 11428 0.01
1.875 1.351± 0.052 11122 0.01
1.885 1.353± 0.052 10997 0.01
1.895 1.355± 0.052 11039 0.01
1.905 1.357± 0.052 10955 0.01
1.915 1.359± 0.051 10920 0.01
1.925 1.360± 0.052 10877 0.01
1.935 1.363± 0.052 10696 0.01
1.945 1.365± 0.052 10790 0.01
1.955 1.367± 0.052 10485 0.01
1.965 1.369± 0.051 10447 0.01
1.975 1.371± 0.052 10445 0.01
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1.985 1.374± 0.052 10103 0.01
1.995 1.375± 0.052 10277 0.01
2.005 1.379± 0.052 10101 0.01
2.015 1.381± 0.053 9807 0.01
2.025 1.383± 0.052 9792 0.01
2.035 1.385± 0.052 9632 0.01
2.045 1.387± 0.052 9699 0.01
2.055 1.389± 0.052 9506 0.01
2.065 1.391± 0.052 9355 0.01
2.075 1.394± 0.052 8993 0.01
2.085 1.395± 0.053 9051 0.01
2.095 1.400± 0.053 8743 0.01
2.105 1.400± 0.054 8707 0.01
2.115 1.403± 0.053 8357 0.01
2.125 1.407± 0.053 8313 0.01
2.135 1.408± 0.053 8226 0.01
2.145 1.410± 0.054 8145 0.01
2.155 1.413± 0.054 7877 0.01
2.165 1.417± 0.053 7781 0.01
2.175 1.418± 0.053 7428 0.01
2.185 1.420± 0.053 7428 0.01
2.195 1.424± 0.052 7210 0.01
2.205 1.425± 0.054 7086 0.01
2.215 1.427± 0.054 6946 0.01
2.225 1.431± 0.053 6572 0.01
2.235 1.433± 0.053 6455 0.01
2.245 1.435± 0.052 6208 0.01
2.255 1.438± 0.053 6151 0.01
2.265 1.440± 0.054 6001 0.01
2.275 1.443± 0.054 5698 0.01
2.285 1.447± 0.054 5492 0.01
2.295 1.449± 0.055 5580 0.01
2.305 1.452± 0.056 5438 0.01
2.315 1.455± 0.055 5225 0.01
2.325 1.456± 0.055 5029 0.01
2.335 1.459± 0.055 4828 0.01
2.345 1.462± 0.055 4840 0.01
2.355 1.465± 0.055 4669 0.01
2.365 1.467± 0.055 4228 0.01
2.375 1.470± 0.056 4317 0.01
2.385 1.473± 0.055 4088 0.01
2.395 1.475± 0.056 3939 0.01
2.405 1.477± 0.056 3854 0.01
2.415 1.482± 0.056 3753 0.01
2.425 1.484± 0.057 3485 0.01
2.435 1.486± 0.056 3493 0.01
2.445 1.488± 0.055 3326 0.01
2.455 1.489± 0.056 3132 0.01
2.465 1.493± 0.058 3070 0.01
2.475 1.496± 0.058 2882 0.01
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2.485 1.500± 0.056 2853 0.01
2.495 1.504± 0.055 2637 0.01
2.505 1.505± 0.056 2522 0.01
2.515 1.505± 0.056 2384 0.01
2.525 1.507± 0.056 2472 0.01
2.535 1.513± 0.058 2321 0.01
2.545 1.514± 0.057 2221 0.01
2.555 1.515± 0.059 2219 0.01
2.565 1.522± 0.058 1991 0.01
2.575 1.519± 0.058 1927 0.01
2.585 1.525± 0.059 1848 0.01
2.595 1.525± 0.059 1800 0.01
2.605 1.532± 0.059 1693 0.01
2.615 1.534± 0.057 1667 0.01
2.625 1.535± 0.058 1644 0.01
2.635 1.538± 0.058 1614 0.01
2.645 1.539± 0.058 1543 0.01
2.655 1.541± 0.057 1390 0.01
2.665 1.544± 0.058 1475 0.01
2.675 1.550± 0.061 1335 0.01
2.685 1.551± 0.058 1277 0.01
2.695 1.553± 0.060 1218 0.01
2.705 1.553± 0.060 1198 0.01
2.715 1.557± 0.057 1167 0.01
2.725 1.560± 0.060 1106 0.01
2.735 1.561± 0.060 1079 0.01
2.745 1.566± 0.062 1015 0.01
2.755 1.569± 0.061 966 0.01
2.765 1.570± 0.060 916 0.01
2.775 1.573± 0.058 962 0.01
2.785 1.576± 0.059 875 0.01
2.795 1.581± 0.061 785 0.01
2.805 1.579± 0.064 831 0.01
2.815 1.588± 0.063 808 0.01
2.825 1.585± 0.061 772 0.01
2.835 1.592± 0.061 736 0.01
2.845 1.591± 0.064 751 0.01
2.855 1.595± 0.061 668 0.01
2.865 1.600± 0.063 682 0.01
2.875 1.599± 0.059 585 0.01
2.885 1.599± 0.061 601 0.01
2.895 1.606± 0.060 558 0.01
2.905 1.601± 0.058 569 0.01
2.915 1.613± 0.062 582 0.01
2.925 1.611± 0.064 541 0.01
2.935 1.617± 0.063 494 0.01
2.945 1.615± 0.061 477 0.01
2.955 1.619± 0.057 488 0.01
2.965 1.621± 0.061 479 0.01
2.975 1.630± 0.068 473 0.01
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2.985 1.622± 0.062 433 0.01
2.995 1.633± 0.066 418 0.01
3.005 1.632± 0.065 375 0.01
3.110 1.658± 0.066 5949 0.2
3.120 1.661± 0.066 5761 0.2
3.130 1.663± 0.067 5584 0.2
3.140 1.666± 0.067 5423 0.2
3.150 1.669± 0.067 5243 0.2
3.160 1.671± 0.067 5095 0.2
3.170 1.674± 0.067 4958 0.2
3.180 1.676± 0.067 4797 0.2
3.190 1.678± 0.068 4695 0.2
3.200 1.681± 0.068 4571 0.2
3.210 1.683± 0.068 4395 0.2
3.220 1.686± 0.068 4291 0.2
3.230 1.688± 0.069 4133 0.2
3.240 1.690± 0.069 4034 0.2
3.250 1.693± 0.069 3904 0.2
3.260 1.696± 0.070 3793 0.2
3.270 1.698± 0.070 3708 0.2
3.280 1.700± 0.070 3587 0.2
3.290 1.703± 0.071 3505 0.2
3.300 1.706± 0.071 3357 0.2
3.310 1.708± 0.072 3243 0.2
3.320 1.712± 0.072 3153 0.2
3.330 1.714± 0.073 3060 0.2
3.340 1.716± 0.073 2971 0.2
3.350 1.718± 0.073 2917 0.2
3.360 1.721± 0.072 2822 0.2
3.370 1.724± 0.073 2776 0.2
3.380 1.727± 0.074 2710 0.2
3.390 1.730± 0.073 2650 0.2
3.400 1.732± 0.074 2557 0.2
3.410 1.734± 0.074 2518 0.2
3.420 1.737± 0.075 2453 0.2
3.430 1.740± 0.075 2388 0.2
3.440 1.743± 0.075 2308 0.2
3.450 1.745± 0.076 2257 0.2
3.460 1.747± 0.077 2179 0.2
3.470 1.751± 0.077 2128 0.2
3.480 1.754± 0.077 2097 0.2
3.490 1.756± 0.077 2017 0.2
3.500 1.758± 0.077 1978 0.2
3.510 1.760± 0.077 1937 0.2
3.520 1.762± 0.078 1892 0.2
3.530 1.765± 0.078 1865 0.2
3.540 1.768± 0.078 1830 0.2
3.550 1.770± 0.078 1780 0.2
3.560 1.772± 0.077 1749 0.2
3.570 1.775± 0.077 1686 0.2
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3.580 1.779± 0.078 1650 0.2
3.590 1.782± 0.078 1586 0.2
3.600 1.784± 0.078 1561 0.2
3.610 1.788± 0.077 1523 0.2
3.620 1.791± 0.077 1494 0.2
3.630 1.793± 0.077 1463 0.2
3.640 1.797± 0.077 1419 0.2
3.650 1.800± 0.077 1377 0.2
3.660 1.803± 0.076 1371 0.2
3.670 1.805± 0.076 1356 0.2
3.680 1.808± 0.077 1314 0.2
3.690 1.810± 0.078 1298 0.2
3.700 1.813± 0.078 1273 0.2
3.710 1.816± 0.079 1248 0.2
3.720 1.819± 0.078 1218 0.2
3.730 1.822± 0.078 1183 0.2
3.740 1.826± 0.079 1160 0.2
3.750 1.828± 0.080 1141 0.2
3.760 1.831± 0.080 1111 0.2
3.770 1.832± 0.080 1086 0.2
3.780 1.834± 0.081 1054 0.2
3.790 1.835± 0.081 1020 0.2
3.800 1.837± 0.081 986 0.2
3.810 1.840± 0.082 964 0.2
3.820 1.842± 0.084 936 0.2
3.830 1.845± 0.085 916 0.2
3.840 1.846± 0.086 904 0.2
3.850 1.850± 0.086 882 0.2
3.860 1.853± 0.087 842 0.2
3.870 1.857± 0.088 799 0.2
3.880 1.860± 0.090 781 0.2
3.890 1.864± 0.090 757 0.2
3.900 1.868± 0.089 722 0.2
3.910 1.868± 0.089 703 0.2
3.920 1.871± 0.089 681 0.2
3.930 1.874± 0.090 656 0.2
3.940 1.877± 0.092 633 0.2
3.950 1.881± 0.092 605 0.2
3.960 1.884± 0.093 585 0.2
3.970 1.887± 0.096 571 0.2
3.980 1.888± 0.095 554 0.2
3.990 1.891± 0.094 554 0.2
4.000 1.894± 0.093 547 0.2
4.010 1.896± 0.095 524 0.2
4.020 1.901± 0.096 509 0.2
4.030 1.904± 0.096 488 0.2
4.040 1.908± 0.096 472 0.2
4.050 1.910± 0.097 453 0.2
4.060 1.912± 0.095 433 0.2
4.070 1.916± 0.094 423 0.2
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4.080 1.914± 0.097 412 0.2
4.090 1.916± 0.099 401 0.2
4.100 1.918± 0.101 390 0.2
4.110 1.923± 0.101 379 0.2
4.120 1.928± 0.103 369 0.2
4.130 1.931± 0.101 367 0.2
4.140 1.932± 0.101 353 0.2
4.150 1.933± 0.100 345 0.2
4.160 1.934± 0.100 342 0.2
4.170 1.938± 0.101 339 0.2
4.180 1.945± 0.104 333 0.2
4.190 1.951± 0.106 317 0.2
4.200 1.954± 0.106 308 0.2
4.210 1.954± 0.106 301 0.2
4.220 1.955± 0.108 294 0.2
4.230 1.957± 0.109 293 0.2
4.240 1.959± 0.107 283 0.2
4.250 1.962± 0.111 274 0.2
4.260 1.967± 0.110 277 0.2
4.270 1.974± 0.113 269 0.2
4.280 1.979± 0.113 263 0.2
4.290 1.985± 0.112 249 0.2
4.300 1.995± 0.119 245 0.2
4.310 1.997± 0.120 239 0.2
4.320 2.000± 0.118 235 0.2
4.330 2.012± 0.128 225 0.2
4.340 2.015± 0.124 218 0.2
4.350 2.020± 0.123 217 0.2
4.360 2.035± 0.138 217 0.2
4.370 2.047± 0.147 211 0.2
4.380 2.053± 0.151 209 0.2
4.390 2.058± 0.150 206 0.2
4.400 2.062± 0.147 210 0.2
4.410 2.072± 0.151 211 0.2
4.420 2.071± 0.147 206 0.2
4.430 2.073± 0.146 202 0.2
4.440 2.083± 0.148 197 0.2
4.450 2.086± 0.148 199 0.2
4.460 2.091± 0.150 190 0.2
4.470 2.092± 0.147 191 0.2
4.480 2.098± 0.147 186 0.2
4.490 2.100± 0.143 189 0.2
4.500 2.101± 0.141 191 0.2
4.510 2.105± 0.139 187 0.2
4.520 2.114± 0.140 181 0.2
4.530 2.114± 0.134 176 0.2
4.540 2.121± 0.135 172 0.2
4.550 2.127± 0.134 171 0.2
4.560 2.127± 0.126 163 0.2
4.570 2.125± 0.125 157 0.2
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4.580 2.127± 0.135 156 0.2
4.590 2.129± 0.136 150 0.2
4.600 2.137± 0.132 138 0.2
4.610 2.139± 0.127 130 0.2
4.620 2.141± 0.128 125 0.2
4.630 2.152± 0.121 117 0.2
4.640 2.154± 0.121 113 0.2
4.650 2.159± 0.124 105 0.2
4.660 2.156± 0.113 101 0.2
4.670 2.160± 0.123 92 0.2
4.680 2.155± 0.114 87 0.2
4.690 2.155± 0.116 77 0.2
4.700 2.156± 0.115 66 0.2
4.710 2.161± 0.114 61 0.2
4.720 2.159± 0.115 55 0.2
4.730 2.162± 0.120 50 0.2
4.740 2.152± 0.117 46 0.2
4.750 2.168± 0.132 38 0.2
4.760 2.174± 0.137 34 0.2
4.770 2.171± 0.142 31 0.2
4.780 2.135± 0.117 24 0.2
4.790 2.128± 0.117 21 0.2
4.800 2.130± 0.124 17 0.2
4.810 2.123± 0.124 16 0.2
4.820 2.133± 0.118 14 0.2
4.830 2.104± 0.089 12 0.2
4.840 2.127± 0.126 12 0.2
4.850 2.100± 0.092 11 0.2
4.860 2.068± 0.060 6 0.2
4.870 2.075± 0.043 4 0.2
4.880 2.075± 0.043 4 0.2
4.890 2.075± 0.043 4 0.2
4.900 2.076± 0.049 3 0.2
4.910 2.044± 0.024 2 0.2
4.920 2.044± 0.024 2 0.2
Table B.3: z −W1 Color Selection Criteria
r − z z −W1 # of Stars Bin Size
0.500 1.712± 0.096 4889 0.01
0.505 1.712± 0.096 4889 0.01
0.515 1.724± 0.096 13629 0.01
0.525 1.738± 0.095 21646 0.01
0.535 1.753± 0.093 28798 0.01
0.545 1.769± 0.092 35346 0.01
0.555 1.784± 0.091 41367 0.01
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0.565 1.798± 0.090 46918 0.01
0.575 1.812± 0.088 51217 0.01
0.585 1.826± 0.087 54903 0.01
0.595 1.839± 0.085 57047 0.01
0.605 1.852± 0.084 59109 0.01
0.615 1.863± 0.084 60740 0.01
0.625 1.874± 0.083 60933 0.01
0.635 1.884± 0.082 60996 0.01
0.645 1.896± 0.082 61643 0.01
0.655 1.905± 0.081 60651 0.01
0.665 1.914± 0.080 60567 0.01
0.675 1.924± 0.079 59989 0.01
0.685 1.933± 0.079 59408 0.01
0.695 1.941± 0.078 58479 0.01
0.705 1.950± 0.078 58015 0.01
0.715 1.958± 0.077 57201 0.01
0.725 1.966± 0.078 56935 0.01
0.735 1.974± 0.077 56095 0.01
0.745 1.981± 0.076 55492 0.01
0.755 1.989± 0.076 55209 0.01
0.765 1.996± 0.076 54935 0.01
0.775 2.003± 0.076 54657 0.01
0.785 2.010± 0.076 54060 0.01
0.795 2.017± 0.076 53777 0.01
0.805 2.023± 0.076 53235 0.01
0.815 2.029± 0.076 52862 0.01
0.825 2.035± 0.076 52613 0.01
0.835 2.042± 0.076 51812 0.01
0.845 2.048± 0.077 51753 0.01
0.855 2.054± 0.076 51328 0.01
0.865 2.059± 0.077 50829 0.01
0.875 2.064± 0.077 50650 0.01
0.885 2.070± 0.077 50334 0.01
0.895 2.075± 0.077 50156 0.01
0.905 2.080± 0.077 50282 0.01
0.915 2.085± 0.077 49563 0.01
0.925 2.089± 0.078 49369 0.01
0.935 2.095± 0.079 49246 0.01
0.945 2.099± 0.078 49249 0.01
0.955 2.103± 0.079 48742 0.01
0.965 2.108± 0.079 48465 0.01
0.975 2.112± 0.080 47960 0.01
0.985 2.116± 0.079 48005 0.01
0.995 2.121± 0.080 47771 0.01
1.005 2.124± 0.080 47817 0.01
1.015 2.127± 0.079 47080 0.01
1.025 2.132± 0.081 46933 0.01
1.035 2.134± 0.080 47084 0.01
1.045 2.139± 0.081 46536 0.01
1.055 2.142± 0.081 46477 0.01
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1.065 2.146± 0.082 46417 0.01
1.075 2.148± 0.082 46146 0.01
1.085 2.151± 0.081 46050 0.01
1.095 2.155± 0.082 45745 0.01
1.105 2.157± 0.081 45635 0.01
1.115 2.160± 0.082 45420 0.01
1.125 2.163± 0.082 45365 0.01
1.135 2.167± 0.083 45437 0.01
1.145 2.170± 0.083 45198 0.01
1.155 2.173± 0.083 45119 0.01
1.165 2.175± 0.084 44630 0.01
1.175 2.178± 0.085 44829 0.01
1.185 2.181± 0.084 44460 0.01
1.195 2.184± 0.084 44537 0.01
1.205 2.186± 0.084 44228 0.01
1.215 2.188± 0.084 44246 0.01
1.225 2.191± 0.084 44438 0.01
1.235 2.194± 0.086 44113 0.01
1.245 2.195± 0.085 44317 0.01
1.255 2.197± 0.084 43570 0.01
1.265 2.202± 0.087 44031 0.01
1.275 2.203± 0.086 43619 0.01
1.285 2.205± 0.086 43838 0.01
1.295 2.208± 0.087 43824 0.01
1.305 2.210± 0.087 43591 0.01
1.315 2.212± 0.086 43473 0.01
1.325 2.213± 0.087 43774 0.01
1.335 2.216± 0.087 43859 0.01
1.345 2.219± 0.088 43920 0.01
1.355 2.221± 0.088 43885 0.01
1.365 2.222± 0.089 44408 0.01
1.375 2.226± 0.089 44238 0.01
1.385 2.226± 0.089 43781 0.01
1.395 2.229± 0.088 43887 0.01
1.405 2.231± 0.090 44258 0.01
1.415 2.233± 0.090 43985 0.01
1.425 2.235± 0.090 44260 0.01
1.435 2.237± 0.091 44396 0.01
1.445 2.240± 0.091 44565 0.01
1.455 2.241± 0.090 44602 0.01
1.465 2.242± 0.090 44238 0.01
1.475 2.245± 0.091 44780 0.01
1.485 2.247± 0.092 44839 0.01
1.495 2.248± 0.092 44999 0.01
1.505 2.251± 0.092 45056 0.01
1.515 2.254± 0.092 45217 0.01
1.525 2.254± 0.092 45105 0.01
1.535 2.256± 0.092 45113 0.01
1.545 2.259± 0.092 45233 0.01
1.555 2.261± 0.092 45640 0.01
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1.565 2.262± 0.093 46103 0.01
1.575 2.265± 0.093 45671 0.01
1.585 2.266± 0.094 45896 0.01
1.595 2.268± 0.093 46373 0.01
1.605 2.271± 0.094 46148 0.01
1.615 2.272± 0.093 46395 0.01
1.625 2.274± 0.093 46407 0.01
1.635 2.276± 0.094 46663 0.01
1.645 2.278± 0.094 46973 0.01
1.655 2.280± 0.094 46931 0.01
1.665 2.283± 0.095 47270 0.01
1.675 2.285± 0.094 47288 0.01
1.685 2.287± 0.095 47619 0.01
1.695 2.289± 0.095 47639 0.01
1.705 2.291± 0.094 47613 0.01
1.715 2.294± 0.095 47859 0.01
1.725 2.295± 0.094 48104 0.01
1.735 2.298± 0.095 48662 0.01
1.745 2.300± 0.095 48394 0.01
1.755 2.302± 0.095 48407 0.01
1.765 2.304± 0.095 47910 0.01
1.775 2.307± 0.095 48232 0.01
1.785 2.309± 0.095 48555 0.01
1.795 2.312± 0.095 48615 0.01
1.805 2.314± 0.096 48774 0.01
1.815 2.317± 0.096 48731 0.01
1.825 2.318± 0.096 49022 0.01
1.835 2.322± 0.095 48986 0.01
1.845 2.324± 0.095 48945 0.01
1.855 2.327± 0.096 48955 0.01
1.865 2.330± 0.096 49501 0.01
1.875 2.331± 0.095 48553 0.01
1.885 2.335± 0.096 48283 0.01
1.895 2.338± 0.097 48513 0.01
1.905 2.340± 0.097 48724 0.01
1.915 2.343± 0.097 48378 0.01
1.925 2.345± 0.097 48786 0.01
1.935 2.348± 0.097 47979 0.01
1.945 2.351± 0.097 48025 0.01
1.955 2.354± 0.097 47694 0.01
1.965 2.358± 0.098 47660 0.01
1.975 2.360± 0.099 47594 0.01
1.985 2.363± 0.098 46753 0.01
1.995 2.366± 0.098 46795 0.01
2.005 2.370± 0.098 46453 0.01
2.015 2.373± 0.099 46125 0.01
2.025 2.376± 0.100 45828 0.01
2.035 2.379± 0.100 45097 0.01
2.045 2.383± 0.099 45085 0.01
2.055 2.385± 0.099 44060 0.01
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2.065 2.388± 0.100 44459 0.01
2.075 2.393± 0.101 43651 0.01
2.085 2.395± 0.100 42744 0.01
2.095 2.399± 0.101 42546 0.01
2.105 2.403± 0.101 42151 0.01
2.115 2.407± 0.101 40909 0.01
2.125 2.410± 0.102 40509 0.01
2.135 2.413± 0.102 40055 0.01
2.145 2.416± 0.101 39855 0.01
2.155 2.421± 0.102 39100 0.01
2.165 2.423± 0.101 38276 0.01
2.175 2.427± 0.101 37268 0.01
2.185 2.431± 0.101 36858 0.01
2.195 2.434± 0.101 35968 0.01
2.205 2.438± 0.102 34895 0.01
2.215 2.442± 0.102 34774 0.01
2.225 2.447± 0.103 34081 0.01
2.235 2.451± 0.102 33186 0.01
2.245 2.453± 0.103 32036 0.01
2.255 2.458± 0.103 31639 0.01
2.265 2.462± 0.102 30773 0.01
2.275 2.466± 0.103 29802 0.01
2.285 2.471± 0.103 28821 0.01
2.295 2.473± 0.102 28775 0.01
2.305 2.477± 0.103 27723 0.01
2.315 2.481± 0.103 27087 0.01
2.325 2.486± 0.103 26270 0.01
2.335 2.489± 0.104 25175 0.01
2.345 2.492± 0.103 24894 0.01
2.355 2.496± 0.102 24263 0.01
2.365 2.499± 0.104 23338 0.01
2.375 2.506± 0.104 22692 0.01
2.385 2.510± 0.104 21785 0.01
2.395 2.513± 0.105 21170 0.01
2.405 2.517± 0.104 20641 0.01
2.415 2.519± 0.103 19755 0.01
2.425 2.523± 0.103 18805 0.01
2.435 2.527± 0.104 18468 0.01
2.445 2.532± 0.104 17618 0.01
2.455 2.535± 0.103 17142 0.01
2.465 2.540± 0.106 16531 0.01
2.475 2.545± 0.105 15726 0.01
2.485 2.547± 0.105 15269 0.01
2.495 2.551± 0.105 14656 0.01
2.505 2.553± 0.104 14155 0.01
2.515 2.557± 0.104 13398 0.01
2.525 2.565± 0.107 13143 0.01
2.535 2.565± 0.105 12535 0.01
2.545 2.572± 0.106 12239 0.01
2.555 2.574± 0.104 11614 0.01
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2.565 2.578± 0.104 11194 0.01
2.575 2.580± 0.104 10645 0.01
2.585 2.584± 0.104 10279 0.01
2.595 2.586± 0.106 9981 0.01
2.605 2.591± 0.104 9428 0.01
2.615 2.597± 0.106 9023 0.01
2.625 2.597± 0.105 8678 0.01
2.635 2.601± 0.105 8313 0.01
2.645 2.607± 0.105 8127 0.01
2.655 2.611± 0.106 7611 0.01
2.665 2.614± 0.105 7409 0.01
2.675 2.617± 0.103 7108 0.01
2.685 2.622± 0.105 6651 0.01
2.695 2.625± 0.104 6558 0.01
2.705 2.627± 0.105 6005 0.01
2.715 2.629± 0.102 6031 0.01
2.725 2.634± 0.102 5644 0.01
2.735 2.634± 0.105 5433 0.01
2.745 2.638± 0.102 5051 0.01
2.755 2.645± 0.105 4977 0.01
2.765 2.646± 0.105 4811 0.01
2.775 2.649± 0.100 4626 0.01
2.785 2.651± 0.101 4313 0.01
2.795 2.658± 0.105 4122 0.01
2.805 2.661± 0.108 4084 0.01
2.815 2.660± 0.104 3732 0.01
2.825 2.667± 0.105 3670 0.01
2.835 2.672± 0.104 3332 0.01
2.845 2.677± 0.103 3265 0.01
2.855 2.678± 0.100 3188 0.01
2.865 2.681± 0.105 3022 0.01
2.875 2.683± 0.104 2815 0.01
2.885 2.688± 0.104 2758 0.01
2.895 2.690± 0.104 2590 0.01
2.905 2.690± 0.103 2554 0.01
2.915 2.697± 0.102 2446 0.01
2.925 2.697± 0.104 2336 0.01
2.935 2.703± 0.105 2134 0.01
2.945 2.707± 0.106 2013 0.01
2.955 2.707± 0.101 1952 0.01
2.965 2.713± 0.105 1913 0.01
2.975 2.720± 0.110 1884 0.01
2.985 2.719± 0.105 1731 0.01
2.995 2.729± 0.103 1619 0.01
3.005 2.728± 0.105 1514 0.01
3.110 2.761± 0.108 20669 0.2
3.120 2.765± 0.108 19766 0.2
3.130 2.768± 0.108 18932 0.2
3.140 2.772± 0.108 18070 0.2
3.150 2.775± 0.108 17255 0.2
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3.160 2.779± 0.108 16577 0.2
3.170 2.782± 0.108 15837 0.2
3.180 2.786± 0.108 15176 0.2
3.190 2.789± 0.108 14568 0.2
3.200 2.793± 0.108 13975 0.2
3.210 2.796± 0.108 13326 0.2
3.220 2.799± 0.108 12776 0.2
3.230 2.803± 0.109 12188 0.2
3.240 2.806± 0.109 11673 0.2
3.250 2.810± 0.109 11113 0.2
3.260 2.813± 0.109 10655 0.2
3.270 2.817± 0.109 10288 0.2
3.280 2.820± 0.111 9889 0.2
3.290 2.824± 0.110 9487 0.2
3.300 2.827± 0.111 9033 0.2
3.310 2.831± 0.111 8621 0.2
3.320 2.835± 0.113 8294 0.2
3.330 2.839± 0.113 7927 0.2
3.340 2.842± 0.114 7597 0.2
3.350 2.846± 0.114 7320 0.2
3.360 2.849± 0.114 7005 0.2
3.370 2.852± 0.114 6735 0.2
3.380 2.856± 0.114 6469 0.2
3.390 2.860± 0.115 6210 0.2
3.400 2.864± 0.115 5933 0.2
3.410 2.867± 0.115 5726 0.2
3.420 2.872± 0.115 5511 0.2
3.430 2.875± 0.115 5300 0.2
3.440 2.878± 0.116 5063 0.2
3.450 2.881± 0.115 4897 0.2
3.460 2.885± 0.116 4712 0.2
3.470 2.890± 0.116 4541 0.2
3.480 2.894± 0.115 4377 0.2
3.490 2.898± 0.116 4191 0.2
3.500 2.902± 0.118 4049 0.2
3.510 2.905± 0.118 3900 0.2
3.520 2.907± 0.118 3755 0.2
3.530 2.911± 0.119 3628 0.2
3.540 2.914± 0.119 3501 0.2
3.550 2.916± 0.120 3361 0.2
3.560 2.921± 0.120 3247 0.2
3.570 2.924± 0.120 3116 0.2
3.580 2.928± 0.120 2997 0.2
3.590 2.932± 0.121 2862 0.2
3.600 2.935± 0.121 2771 0.2
3.610 2.940± 0.121 2677 0.2
3.620 2.943± 0.122 2575 0.2
3.630 2.948± 0.123 2482 0.2
3.640 2.952± 0.124 2389 0.2
3.650 2.957± 0.124 2296 0.2
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3.660 2.960± 0.124 2225 0.2
3.670 2.964± 0.126 2145 0.2
3.680 2.967± 0.128 2050 0.2
3.690 2.969± 0.128 1982 0.2
3.700 2.971± 0.128 1908 0.2
3.710 2.976± 0.127 1834 0.2
3.720 2.980± 0.127 1763 0.2
3.730 2.983± 0.127 1697 0.2
3.740 2.988± 0.127 1643 0.2
3.750 2.992± 0.127 1599 0.2
3.760 2.995± 0.129 1541 0.2
3.770 2.998± 0.130 1492 0.2
3.780 3.001± 0.131 1428 0.2
3.790 3.003± 0.132 1371 0.2
3.800 3.005± 0.132 1308 0.2
3.810 3.010± 0.132 1263 0.2
3.820 3.014± 0.134 1212 0.2
3.830 3.019± 0.136 1174 0.2
3.840 3.021± 0.135 1140 0.2
3.850 3.024± 0.138 1100 0.2
3.860 3.027± 0.141 1050 0.2
3.870 3.032± 0.141 997 0.2
3.880 3.034± 0.145 976 0.2
3.890 3.039± 0.148 942 0.2
3.900 3.046± 0.147 896 0.2
3.910 3.049± 0.148 860 0.2
3.920 3.053± 0.148 830 0.2
3.930 3.058± 0.149 789 0.2
3.940 3.063± 0.151 758 0.2
3.950 3.068± 0.152 721 0.2
3.960 3.073± 0.152 688 0.2
3.970 3.076± 0.155 665 0.2
3.980 3.077± 0.156 647 0.2
3.990 3.082± 0.154 639 0.2
4.000 3.084± 0.152 627 0.2
4.010 3.090± 0.155 594 0.2
4.020 3.095± 0.157 572 0.2
4.030 3.098± 0.157 545 0.2
4.040 3.103± 0.163 529 0.2
4.050 3.107± 0.158 505 0.2
4.060 3.111± 0.157 482 0.2
4.070 3.113± 0.156 470 0.2
4.080 3.114± 0.155 453 0.2
4.090 3.115± 0.158 435 0.2
4.100 3.119± 0.160 418 0.2
4.110 3.129± 0.163 408 0.2
4.120 3.138± 0.172 394 0.2
4.130 3.141± 0.170 389 0.2
4.140 3.142± 0.171 370 0.2
4.150 3.144± 0.171 361 0.2
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4.160 3.144± 0.174 360 0.2
4.170 3.152± 0.179 357 0.2
4.180 3.164± 0.179 350 0.2
4.190 3.175± 0.188 335 0.2
4.200 3.180± 0.188 325 0.2
4.210 3.181± 0.190 318 0.2
4.220 3.182± 0.193 310 0.2
4.230 3.183± 0.194 308 0.2
4.240 3.183± 0.187 295 0.2
4.250 3.189± 0.192 285 0.2
4.260 3.197± 0.190 286 0.2
4.270 3.210± 0.193 273 0.2
4.280 3.214± 0.193 266 0.2
4.290 3.222± 0.192 252 0.2
4.300 3.231± 0.195 247 0.2
4.310 3.237± 0.201 242 0.2
4.320 3.240± 0.200 238 0.2
4.330 3.247± 0.199 224 0.2
4.340 3.259± 0.201 219 0.2
4.350 3.270± 0.209 219 0.2
4.360 3.294± 0.229 217 0.2
4.370 3.307± 0.243 208 0.2
4.380 3.320± 0.257 205 0.2
4.390 3.330± 0.256 201 0.2
4.400 3.339± 0.253 206 0.2
4.410 3.368± 0.274 208 0.2
4.420 3.370± 0.272 204 0.2
4.430 3.378± 0.269 200 0.2
4.440 3.392± 0.266 194 0.2
4.450 3.399± 0.272 197 0.2
4.460 3.413± 0.283 189 0.2
4.470 3.411± 0.274 190 0.2
4.480 3.422± 0.273 185 0.2
4.490 3.428± 0.263 188 0.2
4.500 3.427± 0.259 191 0.2
4.510 3.435± 0.256 187 0.2
4.520 3.450± 0.252 180 0.2
4.530 3.450± 0.237 175 0.2
4.540 3.462± 0.238 171 0.2
4.550 3.475± 0.231 171 0.2
4.560 3.470± 0.225 164 0.2
4.570 3.464± 0.219 158 0.2
4.580 3.470± 0.223 155 0.2
4.590 3.471± 0.223 150 0.2
4.600 3.484± 0.211 137 0.2
4.610 3.486± 0.208 130 0.2
4.620 3.488± 0.210 125 0.2
4.630 3.506± 0.205 118 0.2
4.640 3.510± 0.203 114 0.2
4.650 3.519± 0.207 106 0.2
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4.660 3.526± 0.186 102 0.2
4.670 3.528± 0.189 91 0.2
4.680 3.528± 0.183 87 0.2
4.690 3.531± 0.185 77 0.2
4.700 3.536± 0.189 66 0.2
4.710 3.545± 0.190 61 0.2
4.720 3.541± 0.191 55 0.2
4.730 3.560± 0.217 51 0.2
4.740 3.542± 0.216 47 0.2
4.750 3.554± 0.228 38 0.2
4.760 3.571± 0.233 34 0.2
4.770 3.567± 0.243 31 0.2
4.780 3.502± 0.196 24 0.2
4.790 3.496± 0.194 21 0.2
4.800 3.492± 0.212 17 0.2
4.810 3.478± 0.210 16 0.2
4.820 3.500± 0.196 14 0.2
4.830 3.491± 0.201 13 0.2
4.840 3.443± 0.156 11 0.2
4.850 3.443± 0.156 11 0.2
4.860 3.366± 0.027 5 0.2
4.870 3.373± 0.022 3 0.2
4.880 3.373± 0.022 3 0.2
4.890 3.373± 0.022 3 0.2
4.900 3.429± 0.082 3 0.2
4.910 3.373± 0.027 2 0.2
4.920 3.373± 0.027 2 0.2
B.2 Querying the MoVeRS Catalog
The Motion Verified Red Stars (MoVeRS) catalog is available through SDSS
CasJobs44 and VizieR45. To access the MoVeRS catalog through CasJobs, please
refer to the documentation for accessing public tables. The following is an example
SQL query for accessing my table within the DR10 context to return SDSS positions,
rizJHKW1 photometry, proper motions, and proper motion errors for stars with:
44http://skyserver.sdss.org/casjobs/
45http://vizier.u-strasbg.fr/viz-bin/VizieR
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1) total proper motions less then 500 mas yr−1; 2) total proper motion errors less
than 20 mas yr−1; 3) r − z > 2.5; and 4) 18 < r < 21:
SELECT
p.sdss_ra, p.sdss_dec, p.rmag, p.imag, p.zmag,
p.jmag, p.hmag, p.kmag,
p.w1mpro, p.pmra, p.pmdec, p.pmra_toterr, p.pmdec_toterr
FROM public.lowmassPM p
WHERE
p.pmra * p.pmra + p.pmdec * p.pmdec < 500 * 500 AND
p.pmra_toterr * p.pmra_toterr +
p.pmdec_toterr * p.pmdec_toterr < 20 * 20 AND
p.rmag - p.zmag > 2.5 AND
p.rmag BETWEEN 18 and 21
B.3 MoVeRS Catalog Schema
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Table B.4: MoVeRS Catalog Schema
Field Name Format Units Description
SDSS_OBJID int64 SDSS DR8+ Object ID
SDSS_RA float64 degrees SDSS R.A.
SDSS_DEC float64 degrees SDSS Decl.
SDSS_RAERR float32 degrees SDSS R.A. error (in proper units, i.e. ∆α cos δ)
SDSS_DECERR float32 degrees SDSS Decl. error
SDSS_MJD float32 days SDSS r-band modified Julian date
UMAG float32 mags SDSS u-band PSF magnitude
GMAG float32 mags SDSS g-band PSF magnitude
RMAG float32 mags SDSS r-band PSF magnitude
IMAG float32 mags SDSS i-band PSF magnitude
ZMAG float32 mags SDSS z-band PSF magnitude
UMAG_ERR float32 mags SDSS u-band PSF magnitude error
GMAG_ERR float32 mags SDSS g-band PSF magnitude error
RMAG_ERR float32 mags SDSS r-band PSF magnitude error
IMAG_ERR float32 mags SDSS i-band PSF magnitude error
ZMAG_ERR float32 mags SDSS z-band PSF magnitude error
2MASS_RA float32 degrees 2MASS R.A.
2MASS_DEC float32 degrees 2MASS Decl.
2MASS_RAERR float32 degrees 2MASS R.A. error (in proper units, i.e. ∆α cos δ)
2MASS_DECERR float32 degrees 2MASS Decl. error
2MASS_MJD float32 days 2MASS modified Julian date
2MASS_PH_QUAL 3 character string 2MASS photometric quality flag
2MASS_RD_FLG 3 character string 2MASS read flag
2MASS_BL_FLG 3 character string 2MASS blend flag
2MASS_CC_FLG 3 character string 2MASS contamination and confusion flag
2MASS_GAL_CONTAM int32 2MASS extended source “contamination" flag
JMAG float32 mags 2MASS J-band PSF magnitude
JMAG_ERR float32 mags 2MASS J-band PSF corrected magnitude uncertainty
JMAG_ERRTOT float32 mags 2MASS J-band PSF total magnitude uncertainty
JSNR float32 mags 2MASS J-band SNR
HMAG float32 mags 2MASS H-band PSF magnitude
HMAG_ERR float32 mags 2MASS H-band PSF corrected magnitude uncertainty
HMAG_ERRTOT float32 mags 2MASS H-band PSF total magnitude uncertainty
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HSNR float32 mags 2MASS H-band SNR
KMAG float32 mags 2MASS Ks-band PSF magnitude
KMAG_ERR float32 mags 2MASS Ks-band PSF corrected magnitude uncertainty
KMAG_ERRTOT float32 mags 2MASS Ks-band PSF total magnitude uncertainty
KSNR float32 mags 2MASS Ks-band SNR
2MASS_J_PSFCHI float32 2MASS J-band reduced χ2 goodness-of-fit for the PSF
2MASS_H_PSFCHI float32 2MASS H-band reduced χ2 goodness-of-fit for the PSF
2MASS_K_PSFCHI float32 2MASS Ks-band reduced χ2 goodness-of-fit for the PSF
WISE_RA float32 degrees WISE R.A.
WISE_DEC float32 degrees WISE Decl.
WISE_RAERR float32 degrees WISE R.A. error (in proper units, i.e. ∆α cos δ)
WISE_DECERR float32 degrees WISE Decl. error
WISE_CC_FLG 4 character string WISE contamination and confusion flag
WISE_EXT_FLG int32 WISE extended source flag
WISE_VAR_FLG 4 character string WISE variability flag
WISE_PH_QUAL 4 character string WISE photometric quality flag
WISE_W1MJDMEAN float32 days WISE W1-band average modified Julian date
W1MJDSIG float32 days WISE MJD uncertaintya
W1MPRO float64 mags WISE W1-band PSF magnitude
W1SIGMPRO float64 mags WISE W1-band PSF magnitude uncertainty
W1SNR float64 WISE W1-band SNR
WISE_W1RCHI2 float32 WISE reduced χ2 goodness-of-fit for the PSF
NEAREST_NEIGHBOR float32 arcsec Distance to nearest SDSS primary object
NEAREST_RMAG float32 mags SDSS r-band PSF magnitude of nearest neighbor
NEAREST_IMAG float32 mags SDSS i-band PSF magnitude of nearest neighbor
NEAREST_ZMAG float32 mags SDSS z-band PSF magnitude of nearest neighbor
NEIGHBORS int32 Number of SDSS primary objects within 15′′
RR1 int32 Flag if there is an object within 8′′ with rsource − rneighbor ≥ −1
RR2 int32 Flag if there is an object within 8′′ with rsource − rneighbor ≥ −2
RR25 int32 Flag if there is an object within 8′′ with rsource − rneighbor ≥ −2.5
RR3 int32 Flag if there is an object within 8′′ with rsource − rneighbor ≥ −3
RR4 int32 Flag if there is an object within 8′′ with rsource − rneighbor ≥ −4
RR5 int32 Flag if there is an object within 8′′ with rsource − rneighbor ≥ −5
PMRA float32 mas yr−1 Proper motion in R.A. (in proper units, i.e. µα cos δ)
PMDEC float32 mas yr−1 Proper motion in Decl.
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Table B.4 – continued from previous page
Field Name Format Units Description
PMRA_M04 float32 mas yr−1 M04 Proper motion in R.A. (in proper units, i.e. µα cos δ)
PMDEC_M04 float32 mas yr−1 M04 Proper motion in Decl.
PMRA_INTERR float32 mas yr−1 Intrinsic error in proper motion in R.A.
PMDEC_INTERR float32 mas yr−1 Intrinsic error in proper motion in Decl.
PMRA_MEASERR float32 mas yr−1 Measurement error in proper motion in R.A.
PMDEC_MEASERR float32 mas yr−1 Measurement error in proper motion in Decl.
PMRA_FITERR float32 mas yr−1 Fit error in proper motion in R.A.
PMDEC_FITERR float32 mas yr−1 Fit error in proper motion in Decl.
PMRA_TOTERR float32 mas yr−1 Combined error in proper motion in R.A.
PMDEC_TOTERR float32 mas yr−1 Combined error in proper motion in Decl.
PMRAERR_M04 float32 mas yr−1 M04 error in proper motion in R.A.
PMDECERR_M04 float32 mas yr−1 M04 error in proper motion in Decl.
BASELINE float32 years Time baseline used to compute my proper motions
DBIT 3 character string Detection bit identifying surveys used in computing proper motionsb
RECOMP int32 Flag indicating proper motions were recomputedc
USE int32 Flag indicating which PM measurement to used
MATCH_M04 int32 Number of SDSS objects within a 1′′ radius matching the USNO-B object
SIGRA_M04 float32 mas M04 RMS residual for the proper motion fit in R.A.
SIGDEC_M04 float32 mas M04 RMS residual for the proper motion fit in Decl.
NFIT_M04 int32 Number of detections used in the M04 fit
O_M04 float32 mags Recalibrated USNO-B O magnitude, recalibrated to SDSS g
J_M04 float32 mags Recalibrated USNO-B J magnitude, recalibrated to SDSS g
WS_DIST float32 arcsec Total distance between WISE position and SDSS positione
S2_DIST float32 arcsec Total distance between SDSS position and 2MASS position
W2_DIST float32 arcsec Total distance between WISE position and 2MASS position
Note. – Values are available online at http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/AJ/151/41&-to=3.
a Defined as .5×(W1MJDMAX-W1MJDMIN).
b ‘111’: WISE, SDSS, and 2MASS were used; ‘110’: SDSS and 2MASS were used; ‘011’: WISE and SDSS were used;
WISE and SDSS were used; ‘000’: SDSS+USNO-B measurement is available.
c see Chapter 3.3.4.1.
d ‘1’: proper motions were measured here; ‘2’: proper motions are from M04; or ‘3’: both proper motions are available.
e Total distance =
√
(∆α)2 cos δ1 cos δ2 + (∆δ)2.
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Appendix C
C.1 Markov Chain Monte Carlo Method for Stellar Parame-
ters
In Chapter 4, I calculated the parameters of the orbiting dust (Ddust andMdust)
using my estimates of the fundamental stellar parameters (Teff and R∗). I estimated
stellar parameters using the BT-Settl models with solar abundances from Caffau et al.
(2011), and mixing lengths calibrated on 2-D/3-D radiative hydrodynamic simula-
tions (CIFIST2015; Freytag et al. 2010, 2012; Baraffe et al. 2015). These models span
temperatures ranging between 1200K–7000K in steps of 100K or 50K, dependent on
surface gravity, and log g values between 2.5–5.5 in steps of 0.5 dex, with metallicities
and alpha abundances set to solar values. Using a previous version of the CIFIST
models, Mann et al. (2013b) found that the deviation between temperatures based
on model comparisons to optical spectra and those derived empirically was 57 K.
To produce the best model fits to stellar data requires probing parameter space
to fit for Teff , [M/H], log g, α-abundance, and the normalizing factor in the form of
the square of the ratio of the stellar radius over the distance (i.e., Fλ ∝ Lλ/d2). To
reduce the parameter space for fitting models to the millions of stars in the MoVeRS
sample, a few basic assumptions were made that should not overly bias the results.
Metallicity was set to solar abundances, removing this parameter from the search
space. To further reduce the complexity of the algorithm, the normalization factor
was removed from the parameter space by scaling the model fluxes to the measured
299
z-band values (a similar process was used in TW14 using the Ks-band), leaving only
two parameters for which to solve (Teff and log g).
I used the emcee package (Foreman-Mackey et al. 2013), a Python implementa-
tion of the Goodman & Weare (2010) affine invariant sampler, to explore the remain-
ing stellar parameter space. Since the BT-Settl models are not continuous across the
parameter space, I interpolated between grid points using a nearest-neighbor method
for model selection. For each step in the MCMC, the log-likelihood is given as,
lnL(Θ|X, σ) = −1
2
N∑
n=1
[
(Θn −Xn)2
σ2n
+ ln(2piσ2n)
]
, (C.1)
where Θ is a vector of length N containing the model predicted, scaled fluxes for a
given set of stellar parameters (Teff and log g), X is a vector containing the observed
fluxes, σ is a vector containing the measurement errors for the observed fluxes, and
the length N pertains to the number of bands in which data were available. Uniform
priors were chosen across the parameter space, and assumed all the parameters were
normally distributed.
Instead of collecting the entire posterior probability distributions for each of
the stars, I calculated the 16th, 50th, and 84th percentiles of the distributions for
both Teff and log g. I plot the 50th percentile values as a function of r − z color
in Figure C.1. The Teff estimates follow the expected trend with r − z color. The
width of the distribution is likely due to different metallicity classes (Mann et al.
2015; Schmidt et al. 2016). Using an F test, I compared different order polynomial
relationships, and found the best-fit to the observed trend between Teff and r−z was
a 6th order polynomial,
Teff = a+ bX + cX
2 + dX3 + eX4 + fX5 + gX6, (C.2)
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Fig. C.1: Effective temperature as a function of r − z color from the MCMC esti-
mation. Each bin is 0.1 mag × 100 K. Typical errors are shown in the bottom right
corner. The best-fit 6th order polynomial is shown, along with relationships from the
Dartmouth Stellar Evolution Database (Dotter et al. 2008; Feiden & Chaboyer 2013)
and Mann et al. (2015). Most previous relationships fail to replicate the reddest, or
coolest, end of the main sequence.
where the coefficients are listed in Table C.1. I find good agreement between my
relationship and Mann et al. (2015), except for the extremes, where the Mann et al.
(2015) fits are not well constrained.
C.2 Estimating Stellar Radii
Stellar radii can be inferred using distances estimates (Chapter 4.3.2), and the
scaling factor of the best-fit model to the measured photometry (see Chapter 4.3.1 and
Cushing et al. 2008). Figure C.2 shows the estimated stellar radii as a function of r−z
color. I again fit a polynomial relationship between R∗ and r− z color and find a 6th
order polynomial provides the best-fit (using an F test). My polynomial relationship
is shown in Figure C.2 and described by an equation similar to Equation (C.2), with
coefficients listed in Table C.1. The scatter for the reddest objects is likely an artifact
of extrapolating the B10 relationships past their valid data range.
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Fig. C.2: R∗ as a function of r−z color from the MCMC estimation. Each bin is 0.1
mag × 0.01 R. Typical errors are shown in the top right corner. I plot the best-fit
6th order polynomial, only for the color range over which the B10 relationships are
valid. The scatter at the red end is most likely an artifact of extrapolating the B10
photometric parallax relationships to redder colors.
The relationship between effective temperature and stellar radii using my poly-
nomial equations is shown in Figure C.3. The relationship follows similar trends to
both the relationship by Mann et al. (2015) and Boyajian et al. (2012). The up-
turn in radii at cooler temperatures is an artifact of the B10 photometric parallax
relationship, which is not well-constrained for the reddest stars.
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Fig. C.3: R∗ as a function of Teff . The red line shows the relationship using the
polynomial values from Table C.1. Comparison with the Mann et al. (2015) relation-
ship (cyan line) and Boyajian et al. (2012) relationship (yellow line) show an offset of
∼ 0.05 R for hotter temperatures, but the relationship converges with Mann et al.
(2015) at cooler temperatures. The Mann et al. (2015) and Boyajian et al. (2012)
relationships were calibrated using nearby stars, and thus, the observed offset in the
relationships for hotter stars could be due to SDSS sampling a less active and/or
lower metallicity stellar population, or possible extinction effects. The upturn for
the coolest stars is due to extrapolating the B10 polynomial to redder colors.
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Table C.1. Polynomial Relationship Coefficients
Y X a b c d e f g σ χ2ν Range
Teff (K) r − z 6691.90 −6000.26 5135.52 −2513.18 679.434 −94.2185 5.18804 47.41 1.39 0.5 6 r − z 6 4.84
R∗ (R) r − z 0.41895 1.3345 −1.9848 1.1474 −0.34214 0.052184 −0.0032136 0.027 0.022 0.9 6 r − z 6 4.30
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Appendix D
D.1 Stellar Density Profile
As discussed in Chapter 4, I implemented a similar galactic model framework
as that used in Dhital et al. (2010). In the model, the stellar density for each galactic
component is given in terms of standard galactic coordinates. For the thin (cold
component) and thick (warm component) disks, the stellar density profiles are given
by,
ρthin(R,Z) = ρ(R0, 0) exp
(
− |Z|
Hthin
)
exp
(
−|R−R0|
Lthin
)
, (D.1)
ρthick(R,Z) = ρ(R0, 0) exp
(
− |Z|
Hthick
)
exp
(
−|R−R0|
Lthick
)
, (D.2)
where H is the scale heights above and below the plane, and L is the scale length
within the plane. The halo stellar density is expressed as a bi-axial power-law ellip-
soid,
ρhalo(R,Z) = ρ(R0, 0)
(
R0√
R2 + (Z/q)2
)rhalo
, (D.3)
where q is the halo flattening parameter, and rhalo is the halo density gradient. In
each of the above formulas, R is the Galactic radius, R0 is the Sun’s distance from
the Galactic center (8.5 kpc), and Z is the Galactic height. To obtain the total
stellar density at a specific radius and height in the Galaxy, all three density profiles
weighted by the fraction of all stars in each component are summed,
ρ(R,Z) = fthin · ρthin(R,Z) + fthick · ρthick(R,Z) + fhalo · ρhalo(R,Z), (D.4)
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Table D.1. Galactic Model Parameters
Component Parameter Description Value
fthin Fractiona 1− fthick − fhalo
Thin disk Hthin Scale height 300 pc
Lthin Scale length 3100 pc
fthick Fractiona 0.04
Thick disk Hthick Scale height 2100 pc
Lthick Scale length 3700 pc
fhalo Fractiona 0.0025
Halo rhalo Density gradient 2.77
q (= c/a)b Flattening parameter 0.64
Note. — The parameters were measured using M dwarfs for the disk
(bias corrected values; B10) and MS turn-off stars for the halo (Ivezić et al.
2008) in the SDSS footprint.
aEvaluated in the solar neighborhood.
bAssuming a bi-axial ellipsoid with axes a and c.
with fthin + fthick + fhalo = 1. The local stellar density scaled to the Galactic plane,
ρ(R0 = 8.5 kpc, Z = 0 pc), was obtained by integrating the bias-corrected, single
star luminosity function (LF) from B10 for low-mass stars from SDSS. Table D.1
contains the adopted disk parameters for the model.
D.2 Stellar Densities and Distance Ranges
Perhaps the most fundamental parameter required in the model is the local
stellar density. Many studies have measured the local stellar density, ρ(R0, 0), scaled
to the Galactic plane (Jurić et al. 2008; Bochanski et al. 2010; van Vledder et al.
2016). Stellar number densities are commonly estimated through luminosity func-
tions (LFs; e.g., Cruz et al. 2007; Bochanski et al. 2010). I used the low-mass LF
from B10 since the MoVeRS catalog (and hence, the sample) are built from the same
photometric criteria used to create the B10 LF. However, as stated above, the B10
photometric parallax relationships extend to absolute magnitudes fainter than the
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B10 LF, therefore, care must be taken in obtaining stellar densities for the reddest
stars.
The B10 LFs are given for both Mr and MJ . MJ is a commonly used metric
for the LF function, however, the B10 photometric parallax relationships map SDSS
colors to Mr. Bochanski (2008) gives a relationship between Mr and MJ , which
extends two magnitudes fainter in Mr than the B10 Mr LF. The Bochanski (2008)
relationship also reaches to MJ ≈ 12, which is also two magnitudes deeper than the
B10MJ LF (MJ . 10). Using theMJ LF from Cruz et al. (2007), which begins where
the B10 MJ LF ends, fainter Mr magnitudes were mapped to MJ magnitudes (using
the Bochanski 2008 relationship), and estimated stellar densities past the limits of
the B10 LFs. The stellar densities are shown in Table D.2.
The distance ranges are dictated by both the SDSS saturation limits and the
maximum distance at which an extreme MIR excess would be found. For the lower
distance limits, I binned the the MoVeRS sample in 0.5 magnitude bins in r−z color
and used the minimum distance value in each bin for the lower limit. The upper
distance limit corresponds to the maximum MIR excess value above the photospheric
value, since an extremely large excess can be seen out to a farther distance than a
smaller MIR excess. Figure 4.14 shows the distribution of MIR excess values above
the photosphere, and I found that 95% of the excesses had values up to 12 times the
photospheric value. Using Equation (4.1) scaled ∼2.7 magnitudes fainter (12 times
greater than the expected photospheric flux), I derived new distance limits using the
B10 photometric parallax relationships. The distance limits are shown in Table D.2.
Since the B10 Mr photometric parallax relationship did not go as red in r− z as the
sample, I used the Baraffe et al. (1998) 5 Gyr relationship between 4 < r − z 6 5.
The Baraffe et al. (1998) model photometric parallax relationship is consistent with
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Table D.2. Galactic Model Input Ranges
r − z Mr ρ(R0, 0) Distance
(stars pc−3) (pc)
[0.5, 1.0) [6.52, 8.01) [0.00287, 0.00289] [390, 1100]
[1.0, 1.5) [8.01, 9.59) [0.00257, 0.00259] [215, 780]
[1.5, 2.0) [9.59, 11.18) [0.00677, 0.00680] [90, 520]
[2.0, 2.5) [11.18, 12.74) [0.01005, 0.01010] [60, 345]
[2.5, 3.0) [12.74, 14.19) [0.00657, 0.00660] [35, 240]
[3.0, 3.5) [14.19, 15.46) [0.00489, 0.00493] [15, 165]
[3.5, 4.0) [15.46, 16.50) [0.00461, 0.00464] [10, 125]
[4.0, 4.5)a [16.50, 17.50)b [0.00143, 0.00146] [10, 105]
[4.5, 5.0)a [17.50, 18.50)b [0.00086, 0.00089] [10, 105]
aThis color range falls outside the limits of the B10 Mr(r−z)
relationship.
bValues estimated from the 5 Gyr isochrone from Baraffe et al.
(1998).
other photometric parallax relationships (Hawley et al. 2002; West et al. 2005) to the
reddest r − z extent that it can be compared to empirical data (see B10 Figure 9).
D.3 Stellar Kinematics
Stellar kinematics are much more difficult to constrain than stellar densities, in
part due to the difficulty in obtaining 3-dimensional kinematics of stars. Many studies
have measured the mean velocities of stars as a function of Galactic height, and the
velocity dispersions for the thin (cold component) and thick (warm component) disks,
along with the halo (e.g., West et al. 2006; Bochanski et al. 2007a; Jurić et al. 2008;
Pineda et al. 2017). An in-depth prescription of the kinematical model I used can
be found in D10. Here I summarize the model, and explain some of the important
differences in my specific model.
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For a given stellar population, the average stellar kinematics can be represented
in Galactic cylindrical coordinates by the following equations:
〈Vr(Z)〉 = 0,
〈Vθ(Z)〉 = Vcirc − Va − f(Z),
〈Vz(Z)〉 = 0,
(D.5)
where Vr, Vθ, and Vz are the velocities in the radial, circular, and perpendicular
directions, respectively. Vcirc is the circular velocity, taken as 240 km s−1 (McMillan
2011; Schönrich 2012). The Va term is due to interactions that stars undergo over
their lifetimes, which cause circular orbits to become more eccentric and more inclined
to the Galactic plane. These interactions cause the velocity component along the
direction of Galactic rotation to lag the local standard of rest (LSR) for older stellar
populations, a phenomenon known as asymmetric drift. Va is approximately equal
to 10 km s−1 for low-mass stars in SDSS (D10). The last term for Vθ is a polynomial
relationship between the average velocity and Galactic height, given by f(Z) =
a|Z| − b|Z|2 km s−1, where a = 0.013 km s−1 pc−1 and b = 1.56× 10−5 km s−1 pc−2
(taken from D10). This last term accounts for a mixture of thin and thick disk stars,
with the ratio highly dependent on Galactic height.
For the velocity dispersions, I explored different functional forms from the power
law that was used in D10, which gives zero dispersion at the Galactic plane. Using
results from the kinematic study of Pineda et al. (2017), I found that velocity dis-
persions grew approximately linearly with Galactic height up to ∼1 kpc in all three
velocity components for both thin and thick disk stars. The Pineda et al. (2017)
sample is an adequate representation of the candidate stars since they all fall within
this Galactic height limit. The linear fits to the velocity dispersions take the form,
σ(Z) = k + n|Z|, (D.6)
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Table D.3. Galactic Kinematics
Galactic Velocity k n
Component Component (km s−1) (km s−1 pc−1)
VR 22.43 0.04
Thin diska Vθ 13.92 0.03
VZ 10.85 0.03
VR 64.04 0.07
Thick diska Vθ 39.41 0.09
VZ 44.76 0.02
VR 135
Halob Vθ 85
VZ 85
aThe parameters were measured using M dwarfs from
Pineda et al. (2017) for the thin and thick disk components.
bHalo components were taken from Bond et al. (2010),
using the values for the bins closest to the Galactic plane.
where the values of k and n are defined in Table D.3. For halo stars, I used velocity
dispersion values from Bond et al. (2010), using the dispersion relations taken at the
Galactic plane (Z = 0 pc). These velocity distributions can then be sampled to obtain
expected galactic cylindrical VR, Vθ, and VZ velocity distributions for samples of stars
at any location in the Galaxy. These VR, Vθ, and VZ velocities can be transformed
into UVW velocities, which can then be transformed into proper motions and radial
velocities using the methods of Johnson & Soderblom (1987).
D.4 Model Comparison: SDSS Source Counts
To assess the validity of the model, I compared stellar counts from the model
against counts from SDSS for all objects with colors similar to those expected for
low-mass stars. Specifically, I obtained source counts for 1◦ × 1◦ size bins within
the entire SDSS footprint, and required the following criteria (taken from Bochanski
et al. 2010):
1. Objects were primary sources within the PhotoObjAll table (mode = 1),
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2. Objects had point-source-like morphologies within the PhotoObjAll table
(type = 6),
3. i < 22,
4. z < 21.2,
5. r − i > 0.3,
6. i− z > 0.2, and
7. 16 < r < 22.
To compare SDSS source counts to the model, I integrated the B10 Mr LF to get a
total stellar density. Next, I integrated the model in 1◦×1◦ size bins out to a distance
of 2 kpc, the estimated depth of the B10 Mr LF. A comparison between the stellar
counts and SDSS source counts is shown in Figure D.1. The model has better than
90% agreement with SDSS at high Galactic latitudes. The model produces more stars
in regions at the edges of the SDSS stripes, where I expect SDSS to be incomplete.
Close to the Galactic plane, SDSS has a much higher number of sources. This is
most likely due to bluer sources that are reddened and pulled into the color selection
criteria from the higher extinction environment. Considering the input parameters
for the model are based on SDSS data, it is not surprising that the model and SDSS
source counts agree to such a high degree. Further comparisons must be made with
independent observations to verify the model.
D.5 Model Comparison: RECONS Sample
The REsearch Consortium on Nearby Stars (RECONS; Henry et al. 2006; Jao
et al. 2005) has been compiling a sample of the low-mass stars within ∼25 pc in the
southern hemisphere. The current realization of the RECONS samples was published
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Fig. D.1: Ratio of SDSS source counts to stellar counts from the model. Each bin
is 1◦ × 1◦. The model produces similar numbers to SDSS at high Galactic latitudes
(typically less than 10% difference). Close to the Galactic plane, SDSS source counts
are much higher, likely due to reddened, higher mass stars that fall into the color
selection. The model has higher source counts near edge regions of the SDSS stripes.
by Winters et al. (2015), and contains 1748 systems with an M dwarf primary and
with parallax measurements (trigonometric or photometric). These stars also all
have significant proper motions (µ > 180 mas yr−1), to remove possible giant stars.
The completeness of this sample is unknown, but extrapolating results from the 5 pc
sample, Winters et al. (2015) estimate their 25 pc sample to be between 48%–77%
volume complete.
I simulated a 3600 deg2 patch of sky away from the Galactic plane (0◦ 6 α 6 60◦
and −60◦ 6 δ 6 0◦). Since the RECONS sample has parallax measurements with a
variety of precisions, I applied a 20% normal uncertainty to the simulated stars and
kept stars within 25 pc. I ran 1000 realizations of the model over the volume listed
above using the full density computed from integrating the B10 single-star r-band
LF. My results compared to the RECONS sample are shown in Figure D.2. Both the
model distributions of distances and proper motions follow the observed distributions
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up to the survey limits. If I use the model to estimate the incompleteness within
the volume probed, I estimate the RECONS sample to be 74% complete using the
95th percentile values. The proper motion distribution indicates that the majority of
missing stars have small proper motions.
D.6 Model Comparison: SUPERBLINK Sample
The SUPERBLINK survey (Lépine et al. 2002, 2003; Lépine & Shara 2005) is a
proper motion and magnitude limited survey. For the comparison, I used the bright
M dwarf sub-catalog (Lépine & Gaidos 2011). This catalog has a magnitude limit of
J < 10 and a proper motion limit of µ > 40 mas yr−1. The completeness for stars in
the northern hemisphere is estimated to be ≈ 90%.
To properly simulate this sample, I simulated the magnitude in the form of
distance limits, and distance uncertainties. The J < 10 limit was implemented using
the J-band LF from B10, and calculating the distance for each MJ bin using a
limiting magnitude of J = 10. I integrated out to a distance of 200 pc although
80% of the stars in the Lépine & Gaidos (2011) sample have distances 6 75 pc.
This larger simulated maximum distance was chosen due to the fact that distances
were convolved with uncertainties prior to implementing a distance cut of 65 pc
(comparing only to the Lépine & Gaidos 2011 stars with d 6 65 pc).
The quoted distance uncertainty in the photometric parallax relationship used
in Lépine & Gaidos (2011) is between 20%–50%. To determine the best uncertainty
to fold into the distances, I ran small batches of simulations using different normally
distributed uncertainties (between 20%–50%), and comparing their distance distri-
butions to SUPERBLINK. I found that a 30% normal uncertainty gave the expected
trends in the distance distributions.
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Fig. D.2: Comparison between the model and the RECONS sample (Winters et al.
2015) for a 3600 deg2 region below the Galactic plane. Points are the 50th percentile
values and error bars represent the 5th and 95th percentile values for the 1000 realiza-
tions. The red dashed line represents the proper motion limit for the Winters et al.
(2015) sample. The model is able to reproduce both the distance and proper motion
distributions.
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Again, I simulated a 3600 deg2 patch of sky away from the Galactic plane
(160◦ 6 α 6 220◦ and 0◦ 6 δ 6 60◦) and ran 1000 realizations. Figure D.3 shows
the SUPERBLINK distributions and the model results, along with the 5th and 95th
percentile confidence intervals. I estimated a level of completeness using the 95th per-
centile values, however, caution should be taken as the uncertainties folded into the
simulations may be different than the actual uncertainties within the SUPERBLINK
survey. The estimated completeness level for the simulated volume is 65%, with the
majority of missing stars at smaller proper motions below the survey limit.
As is shown in Figure D.3, the completeness of SUPERBLINK should be ex-
tremely high for the largest proper motion stars. However, towards the proper motion
limit of SUPERBLINK, the completeness drops off. This is to be expected as smaller
proper motions are more difficult to measure to high precision. Some of this incom-
pleteness may be accounted for if measurement uncertainty tends to scatter stars
towards higher proper motions. However, there still appears to be a large population
of nearby stars with small proper motions that has gone relatively undetected due
to the requirement of larger proper motions (similar to the comparison with the RE-
CONS sample). The complete SUPERBLINK sample (without the J < 10 criterion)
will likely resolve much of this incompleteness when some of the fainter stars with
smaller proper motions are added to the sample.
The Gaia (Perryman et al. 2001; Gaia Collaboration et al. 2016b) collaboration
recently made Data Release 1 (Gaia Collaboration et al. 2016a), which has a proper
motion precision of ∼1 mas yr−1 for non-Hipparcos Tycho-2 stars (Lindegren et al.
2016). However, the final data release for Gaia is expected to have a precision better
than 0.1 mas yr−1. Gaia should detect all of the nearby (6 60 pc), earliest-type M
dwarfs, and lower-mass objects at closer distances. However, Gaia will not be able
to detect the lowest-mass M dwarfs out to the distances SDSS, 2MASS, and WISE
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Fig. D.3: Same as Figure D.2, but comparing the model against the Lépine & Gaidos
(2011) sample (M dwarfs with J < 10). The model produces similar distributions
as the SUPERBLINK sample, but indicates a missing population of stars with small
proper motions (similar to the comparison with RECONS).
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were able to observe them, due to its relatively blue filter (Ivezić et al. 2012; Smart
et al. 2017; Theissen et al. 2017). The Gaia completeness for low-mass dwarfs has
been investigated using the LaTE-MoVeRS sample (Theissen et al. 2017) and Gaia
Data Release 1. Theissen et al. (2017) found that Gaia was ∼70% complete for
low-mass dwarfs with i < 20, and less than 30% complete for dwarfs with i > 20.
Although Gaia will not be able to probe the entire volume that the MoVeRS sample
covers, it will allow the model to be validated across the entire proper motion range,
and with much smaller simulated distance uncertainties for nearby (. 30 pc) stars.
Gaia will be especially critical in uncovering the potential population of nearby stars
with small proper motions that have been primarily ignored, and resolving the true
completeness of the SUPERBLINK sample.
D.7 Simulating a Galactic Volume within the SDSS Footprint
To properly estimate the level of completeness, I simulated the complete volume
(α, δ, and d) from where the sample was extracted. However, due to the time-delay-
integrate nature of SDSS, getting the exact outline of the imaging footprint in α and
δ coordinates is extremely complicated. To further complicate matters, some fields
observed by SDSS fail processing by the photometric pipeline. This is primarily due
to large or bright objects within the frame causing the photometric pipeline to time-
out (Blanton et al. 2011). To quantify the number of bad fields within the SDSS
footprint, I retrieved all the field IDs and number of extracted objects within the
field from the Field table using CasJobs46. Of the 938,046 fields in SDSS, 6,239
fields contain zero objects (∼0.67%). The vast majority of bad fields (4,271) are
found in stripes within the Galactic plane (|b| < 20◦), which I excluded from the
sample. Therefore, bad fields were not a concern for the simulated SDSS volume.
46http://skyserver.sdss.org/casjobs/
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Table D.4. Model Simulated Regions
Region ID α Range δ Range
(deg.) (deg.)
1 [0, 28] [−6, 10]
2 [0, 28] [10, 26]
3 [130, 182] [0, 20]
4 [130, 182] [20, 40]
5 [130, 182] [40, 58]
6 [182, 235] [0, 20]
7 [182, 235] [20, 40]
8 [182, 235] [40, 58]
9 [330, 360] [−6, 10]
10 [330, 360] [10, 26]
Rather than try to simulate the entire SDSS footprint, I simulated large areas
within the footprint. Figure D.4 shows the fields imaged by SDSS and the selected
areas within that footprint. The stripe nature of SDSS is clearly shown, with darker
regions indicating heavier coverage. The regions I selected are listed in Table D.4,
with larger regions divided into smaller subregions for computational ease and par-
allelization.
D.8 Sampling with the Model to Estimate Completeness
The level of completeness was estimated by simulating stars in regions defined in
the previous section. This was done for all stars within the volume, and separately in
absolute magnitudes bins defined in Table D.2. The following steps were completed
for all simulated regions:
1. For parallelization, different r−z color ranges (a proxy for stellar mass ranges)
were simulated individually. For each r − z color range in Table D.2, I used
the B10 color-magnitude relations to obtain the range of absolute magnitudes
(Mr).
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Fig. D.4: The entire SDSS imaging footprint. Individual black points represent the
field centers for the good fields (fields with extracted objects), with each point slightly
transparent to highlight the areas of high frame density (overlap). Individual red dots
represent the field centers for the bad fields (fields with no extracted objects), again,
with each point slightly transparent to highlight the areas of high frame density.
The region I excluded close to the Galactic plane is outlined in blue. The areas I
simulated are outlined in red dashed lines.
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2. Since the color ranges were continuous, but the B10 Mr LF is given in discrete
bins, I interpolated the Mr LF. Using the single-star LF from B10, I interpo-
lated the Mr LF over the r − z color range from the previous step. The B10
LFs are given as median values with asymmetric uncertainties. All three values
(median and asymmetric uncertainties) were used to provide a range of possible
stellar number densities for the model. Three interpolations were done, one for
the median Mr value, one for the upper Mr limit, and one for the lower Mr
limit. This step is illustrated in Figure D.5.
3. A random LF value was drawn for a given Mr value. To do this, the absolute
magnitude range (from above) was divided into 10,000 evenly spaced bins.
For each bin, a random LF value was drawn from a triangular probability
distribution defined by the median value at the apex, and the lower limit and
upper limit values as the first and third vertex, respectively. The median,
upper limit, and lower limit values were taken from the interpolated LF at the
center of each absolute magnitude bin. An example of this step is shown in
Figure D.5.
4. The LF values from the previous step were then integrated over the absolute
magnitude range (from step 1) to produce the local stellar density scaled to the
plane, ρ(R0, 0).
5. Using the stellar density from the previous step, I integrated the density profile,
Equation (D.4), along the LOS in 1 pc deep, discrete pyramidal “cells." Each
cell along the LOS was parameterized by the α and δ range, and the distance
range (defined in Table D.2). Multiplying the volume of the cell by the average
stellar density within the cell gave the total number of stars within each cell.
Summing all the cells gave the total number of stars along the LOS.
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Fig. D.5: The B10 single-star Mr LF. The interpolated functions (Appendix D.8)
between the median values and the upper and lower uncertainties are shown as the
red dashed and dotted lines, respectively. The inset plot shows an example of the
triangular probability distribution taken at the discrete point Mr = 8.75, used to
pull a random value from the LF.
6. The next step was distributing stars randomly within the given volume. For
the relatively small angular ranges, I assumed that the α and δ positions for the
stars were uniformly random within the range. Distances are more complicated
as the distribution of distances is dependent on LOS through the Galaxy. To
build a representative distribution of distances along the given LOS, I used the
number of stars in each cell, and the distance to the center of each pyramidal
cell from the previous step. This distribution was transformed into an inverse
cumulative distribution function, which was sampled from in the following step
(known as inverse transform sampling; Press et al. 1992).
7. Stars were then distributed in a three-dimensional space within the defined
volume using the rejection method (Press et al. 1992). This generated uniformly
random α and δ coordinates, and distances randomly chosen through inverse
sampling of the distribution created in the previous step.
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8. The three dimensional α, δ, and distances were converted to Galactic cylindrical
coordinates (R, T, Z).
9. Each star was then given VR, Vθ, and VZ velocities dependent on the average VR,
Vθ, and VZ and corresponding dispersion found at each star’s Galactic height,
based on Equation (D.6). These velocities were subsequently converted into
UVW velocities.
10. UVW velocities were converted into proper motion components and radial ve-
locities following the inverse of the methods described in Johnson & Soderblom
(1987). I disregard the radial velocities as they are not required for the com-
pleteness estimates.
11. Lastly, a variable proper motion cut was made based on the minimum proper
motion within the MoVeRS sample for the volume and color range simulated.
This ensured the simulations only included stars which had distances and tan-
gential motions that would have been detected for the MoVeRS sample.
12. The previous steps were repeated 100 times to build distributions of counts to
estimate the random uncertainty in the model.
The LoKi Galactic model is available to the community through GitHub47.
47https://github.com/ctheissen/LoKi
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