Division of cognitive labor model has been championed by Philip Kitcher and Michael Strevens. They proposed that scientific community is more effective if scientists distribute their cognitive labor among different projects. In this paper, we study the division of cognitive labor based on our proposed model with parameter inaccuracy. Due to the complexity involved in modeling the general case, we focus on several special cases with a small number of scientists and projects. The theoretical and experimental results show that the imprecise parameters greatly impact the outcome of labor division and the result is far from the original ideal case.
Introduction
The common theme of division of cognitive labor model is that the classic epistemic norms will lead scientists to misallocate their cognitive labor. This phenomenon was approved by Philip Kitcher [1] and Michael Strevens [2, 3] . Kitcher found that, when scientists made their decisions out of their personal interests for awards, the result might be even better than the pure one. Kitcher employed a mathematical model to support his argument. For example, suppose that there are two of projects to join and the first project has high probability of success than the next one. If all the scientists followed a classical epistemic norm, they would be work on the first project. But some of scientists would choose the second project because the probability of success of the first project would not be significant with the high number of scientists worked on it. We got a lot of lessons from past experiences because the seemed mostly unlikely projects (or theory) might be proved to be the correct one in the end. Kitcher mentions in his work, that when those high-minded goals are replaced by baser motives such as thirst for fame, some scientists will automatically choose the second project towards the improvement of the total probability of success.
Gilbert proposed that Bernoullis formula is nothing for us because we cannot estimate odds and we cannot estimate the value of gain [4] . Daniel Bernoulli claimed that we could estimate the expected value of something by multiplying the odds and the value of the gain and we would know exactly how we should behave. Gilbert gave a lot of examples to prove that there are errors at the odds and value of gain when we decide what the right thing is to do. We overrate or underrate the odds that it will occur. And hence we overrate or underrate the actual value of the gain.
Kleinberg and Oren adapted Kitcher model and showed that the misallocating scientific credit mechanisms might be a good way to obtain the social optimality [5] .
Langhe and Grieff studied the distribution of labor in science [6] . They generalized that Kitchers conclusion about the distribution of labor in science are not robust against changes in his singlestandard view to multiple standards. They solved Kitcher CO-IR discrepancy that the connection among the nodes is more important than the nodes themselves.
Muldoon and Weisberg also studied the division of cognitive labor with an agent-based approach [7] [8]. They argued that Kitcher model is not robust when relax the distribution and success function assumptions. At basic model assumed that all the agents know the distribution of cognitive labor before they choose the project to work on. And every agent knows the exact form and parameters of the success function. With their simulations, the impact of perturbations on some parameters is found. However, their explanation was based on experimental data and no theoretical analysis is provided for deeper understanding of this issue.
In this paper, we introduce perturbation into the basic model parameters and studied its impact on the original distributions. The theoretical and experimental results demonstrate that, under the provided conditions, the distributions are different from those obtained in the ideal case. The rest of the paper is organized as follows. In Section 2, we study analytically the division model with imprecise parameters and derive the close-form conditions. Section 3 presents simulation results for a number of cases. Finally, Section 4 concludes the paper.
Modeling and Analysis
Assume that there are N scientists (denoted by S i , i = 0, 1, ..., N ) working on M projects (denoted by P J i , i = 0, 1, ..., M ). For any P J i , we use p i (n) to represent the probability of success when n scientists are working on it. p i (n) can be modeled with this fundamental equation [1] :
In this equation, ρ i and k are all parameters and k ≥ 0 is called the responsiveness. A distribution is denoted by ⟨n 1 , n 2 , ..., n M ⟩, where n i is the number of scientists working on P J i . For any distribution, the aggregate probability of success is
The CO (community optimum) distribution is the distribution that maximize the aggregate probability of success. From the aspect of each scientist, the principle of choice is assumed to be based on the reward that he/she might receive, i.e, a scientist would choose a project with the largest reward p i (n i )/n i . Kitcher provided analytical results in [1] for the basic model. However, in reality, it is possible that model parameters are not known precisely by each scientist. In this paper, we only consider the case when the parameter ρ i deviates from its true value. We found it is difficult to analyze the general case. Hence, we start from some simple cases to reveal the impact of parameter perturbations. Hopefully, these results would shed some light on future research on this topic.
One Scientist and Two Projects Case
For this case, the scientist is denoted by S1 and two projects are denoted by PJ1 and PJ2. Without generality, we assume ρ 1 > ρ 2 . The general model in Eq. (1) can be rewritten as follows:
For this case, S1 would choose PJ1 because it offers the highest probability of success. This cognitive labor distribution is of course bilaterally stable and attainable. And it is also the CO distribution. In real applications, the estimated model parametersp 1 ,p 2 might not be the true values. If we assume the measured ρ 2 contains some perturbation, i.e.,ρ 1 = ρ 1 ,ρ 2 = ρ 2 + x, where x is the added perturbation. Eq. (2) and Eq. (3) can be rewritten as:
Naturally, if x is very small, the perturbation would not have great impact on this model. Only whenp 2 (1) >p 1 (1), will S1 switch from PJ1 to PJ2 due to better estimated success probability. We use P e to represent this probability of error, which can be denoted by the following equation:
Eq. (6) give the condition that perturbation x must be satisfied:
It's also meaningful to study the loss of probability of success to the whole community. For the case we are studying here, loss L = (ρ 1 − ρ 2 )(1 − e −k ) occurs when S1 mistakenly chooses PJ2 instead of PJ1 due to the perturbation x. We use the term expected loss ratio to represent the loss of successful probability generated by this parameter perturbation. The expected loss ratio Lr can be computed by:
If random variable x follows the uniform distribution, i.e.,
We obtain:
The expected loss ratio Lr is given by: If random variable x follows the normal distribution, i.e.,
The expected loss ratio Lr is given by:
Two Scientists and Two Projects Case
For this case, we still assume ρ 1 > ρ 2 . Two scientists are denoted by S1 and S2, and two projects are denoted by PJ1 and PJ2, respectively. Firstly, we would like to show, without parameter perturbations, S1 and S2 would not both choose PJ2, i.e, the stable distribution cannot be ⟨0, 2⟩. In order to prove this, we only need to show:
With the assumption ρ 1 > ρ 2 , it is sufficient to prove:
Eq. (16) holds because
It is also not difficult to show that this is not the CO-distribution, i.e.,
The above inequality is equivalent to ρ 2 e −k ≤ ρ 1 , which holds for k ≥ 0 due to e −k ≤ 1 and ρ 2 ≤ ρ 1 .
Next, we consider two other scenarios, i.e., both S1 and S2 working on PJ1 or one of them works on PJ1. Assume S1 firstly chooses a project, it must be PJ1 because PJ1 has higher probability of success than PJ2 if only one scientist works on them. After that, would S2 choose PJ1 or PJ2? S2 would choose PJ1 (i.e., ⟨2, 0⟩) only if:
This is equivalent to:
For the above ⟨2, 0⟩ distribution to be CO-distribution, we only need to show its probability of success is higher than that of ⟨1, 1⟩ because it has proved that ⟨0, 2⟩ is not a CO-distribution. The following inequality should hold:
Because e k ≥ 2 1+e −k , if the inequality in (22) holds, so does the inequality in (20). Hence, if ρ 1 ≥ e k ρ 2 , the ⟨2, 0⟩ distribution is what S1 and S2 would choose and it is also the CO-distribution. On the other hand, if the following inequality holds, ⟨1, 1⟩ would be the choice for the benefit of both personal and social interests.
Having analyzed the distributions under various conditions, we move forward to the analysis by introducing parameter perturbations into these models. We would consider two original distributions and show how they will change under parameter perturbations.
Case 1: The Original Distribution is ⟨2, 0⟩
Suppose inequality in (22) holds, i.e., ⟨2, 0⟩ is the bilaterally stable and attainable distribution and CO-distribution. This distribution ⟨2, 0⟩ would be changed to ⟨1, 1⟩ if the following inequality hold:
Hence, the probability of error P e is calculated by:
Inequality in (25) changes the distribution ⟨2, 0⟩ to ⟨1, 1⟩. Furthermore, we would next consider whether ⟨0, 2⟩ is a better choice under disturbance x. We observe that if x changes the inequality in (15), i.e., if the following inequality holds, ⟨0, 2⟩ would be mistakenly considered as a better choice than ⟨1, 1⟩.
Combing (25) and (26), we obtain the condition where ⟨2, 0⟩ and ⟨0, 2⟩ are better than ⟨1, 1⟩ as follows:
However, for this case, ⟨2, 0⟩ and ⟨0, 2⟩ are both not attainable, because if the system starts from ⟨2, 0⟩ (⟨0, 2⟩), it will not collapse to ⟨0, 2⟩ (⟨2, 0⟩). Again, if x is big enough, i.e., the following inequality holds, ⟨0, 2⟩ would be attainable.
This is also the condition when the expected loss occurs when ⟨2, 0⟩ is changed to ⟨0, 2⟩, i.e.,
The expected loss ratio when ⟨2, 0⟩ is changed to ⟨1, 1⟩ is similar to (29) and not shown here.
Case 2: The Original Distribution is ⟨1, 1⟩
Suppose inequality in (23) holds, i.e., ⟨1, 1⟩ is the bilaterally stable and attainable distribution and CO-distribution. A similar deduction process as in Case 1 could be followed. If inequality in (27) holds, two distributions ⟨2, 0⟩ and ⟨0, 2⟩ could be formed, and they are both not attainable distribution. But ⟨0, 2⟩ would be the stable and attainable distribution if the following inequality holds:
Lr could be calculated as:
However, if the following inequality holds, ⟨2, 0⟩ would be the stable and attainable distribution.
P e = P rob
One Scientist and M Projects Case
Without generality, let we assume the probabilities of success for M projects satisfy p 1 > p 2 > p 3 > ... > p M . S1 will choose PJ1 with the highest probability of success. If p i (i > 1) contains perturbation item x, S1 will only change the choice if p i + x > p 1 . This is similar to 2 projects case.
Simulation
In this section, we simulate the parameter inaccuracy and demonstrate the results in graphs.
We would like to show the impact of imprecise parameters on the expected loss ratio. In this experiment, we set ρ 1 = 0.9, ρ 2 = 0.5, k = 0.4.
Firstly, we would like to study the case if we assume the parameter inaccuracy x is a fixed non-random variable. Fig. 1 and Fig. 2 show the expected loss ratio for two scientists and two projects case with original distributions being ⟨2, 0⟩ and ⟨1, 1⟩, respectively. Fig. 1 shows the effect of parameter inaccuracy x on the expected loss of two scientists and two projects case when the original distribution is ⟨2, 0⟩, which follows (29). For this case, when x is no smaller than 0.3, the loss occurs. The expected loss ratio reaches around 45%. Fig. 2 shows the expected loss ratio which follows (31). In this case, the optimal ⟨1, 1⟩ would be changed to ⟨0, 2⟩ when x is no smaller than 0.6. The expected loss ratio is around 40%. Fig. 3 and Fig. 4 demonstrate the curves when x follows the standard normal distribution. In Fig. 3 , when k varies from 0 to 4, the expected loss ratio increases from around 15% to more than 23%. In Fig. 4 , the expected loss ratio reaches the peak when k = 0.4.
In Fig. 5 and Fig. 6 , we set ρ 2 = 0.5, k = 0.4 and vary ρ 1 from 0.5 to 1. We still assume x follows a standard normal distribution. In Fig. 5 , when ρ 1 − ρ 2 varies from 0 to 0.5, the expected loss ratio increases from 0% to 18%. However, the highest expected loss ratio is achieved at ρ 1 − ρ 2 = 0.3 ( ρ 1 = 0.8) in Fig. 6 .
From the above analysis, we can see that when x follows a standard normal distribution, the expected loss ratios are mostly below 25%. When x is assumed to a fixed value, the expected loss ratios are higher than 40% when x is larger than some threshold. We hope these observations could help us in designing some mechanisms to partially eliminate the impact of parameter imprecision. 
Conclusion
In this paper, we studied the division of cognitive labor model with imprecise parameters. By introducing the error items into the original model, we obtain close-form expressions for various cases. Furthermore, the simulation results have shown how the expected loss ratio changes for different parameters. In the future, we would like to explore ways to reduce the impact of imprecise parameters.
