Abstract. Decision trees that are based on information-theory are useful paradigms for learning from examples. However, in some real-world applications, known information-theoretic methods frequently generate nonmonotonic decision trees, in which objects with bettet attribute values are sometimes classified to lower classes than objects with inferior values. This property is undesirable for problem solving in many application domains, such as credit scoring and insurance premium determination, Where monotonicity of subsequent classifications is important. An attribute-selection metric is proposed here that takes both the error as weil as monotonicity into account while building decision trees. The metric is empirically shown capable of significantly reducing the degree of non-monotonicity of decision-trees without sacrificing their inductive accuracy.
Introduction
Suppose a college admissions committee decides to use decision trees to determine whom to admit based on standardized test scores and grades. For reasons such as fairness and liability, the college would not want to use a decision tree that admits an applicant with certain scores, and then rejects another who scores as high or higher on each measure. Similarly, a life insurance company would not wish to rely on a decision tree that quotes a young and heatthy applicant a higher premium rate than one that has been quoted to an old and unhealthy person.
The classifications in both the school admissions and the life insurance premium problems are required to be monotonic with respect to the attribute values. These problems are, therefore, called monotonic classification (MOC) problems. MOC problems are important because they are very common, and deal with many aspects of out life. In addition to the examples given above, MOC problems include, among others, credit scoring (Carter, 1987) , consumer choice (Jacoby, 1974) , school and transportation selection, investment decisions, referee and editorial decisions (Larichev, 1988) , employee selection, lecturer evaluation, and certain social workers decisions (Ben-David, 1992) . The examples that are used to construct decision trees for real-world MOC problems are frequently non-monotonic with respect to each other, in particular, when the examples are taken from past human decisions (Jacoby, 1974; Hayes-Roth, 1983) .
Ideally, decision trees, for MOC problems should be monotonic, regardless of whether their training sets are monotonic or not. Unfortunately, information-theoretic top-downinduction decision tree (TDIDT) algorithms (Quinlan, 1986) , that use entropy as the criterion plenty/'~dium no credit $10 K Figure 1 . Non-monotonic decision trees. plenty~medium $10K $ 5K no credit for attribute selection may produce non-monotonic decision trees. Figure 1 illustrates two such cases of simplified credit scoring decision trees. The attributes are assets, and income + assets respectively. The decisions are shown at the leaves. It is quite evident that the decision tree of assets does not make much sense. A client with low assets is authorized a $ 5K line of credit, while one with more assets is refused. It is easy to show that the income + assets decision tree suffers from similar anomalies.
TDIDT algorithms that use the E-score as their attribute selection metric do not consider the order within the attribute values and among the classes. The same observation applies to Mantaras's distance-between-partitions measure (Mantaras, 1991) , and to Nunez's background knowledge (Nunez, 1991) . Consequently, TDIDT algorithms are not weil adapted to deal with MOC problems. The above shortcoming is shared by some other well known learning from examples paradigms: Feed-forward neural networks (Rumelhart, 1986) , most of Michalski's AQ family of models (Michalski, 1983) , CN2 (Clark & Niblett, 1989), and Fisher's COBWEB (1987) , suffer from the same limitation while dealing with MOC problems.
However, decision trees are also required to provide acceptable inductive accuracy. Unfortunately, in real-world cases, these two goals offen conflict. Clearly, the tradeoffbetween monotonic classifications and inductive accuraey is domain dependent. Legal requirements, if applicable, push toward monotonicity of classifications (see above). Human-related considerations also motivate the use of monotonic decision trees, since end-users often consider non-monotonic classifications of MOC problems as unacceptable (see also Larichev & Moshkovich, 1988; Ben-David, 1992) . This paper presents a metric that can improve the monotonicity of decision trees, with little, or no loss of accuracy. The metric's properties are empirically studied on five realworld MOC problems.
Monotonicity and decision trees
We begin with a few formal definitions. DEFINITION 1. Let X = (Xl, X2, .. • , Xn) and Y = (Yl, Y2, • • . ,  Yn) denote two instances in the same problem domain, described by attributes 1 through n. All the attribute values, xis and yis, are assumed to be ordinal (i.e., ordered) or numeric. An order between X and 
The non-monotonic relation between attribute-class pairs is defined now: The monotonic relation between attribute-class pairs can now be defined as:
Two attribute-class pairs (X, Cx) and (Y, Cy) are monotonic with respect to each other if they do not meet any of the conditions set forth in Definition (2).
The definition of monotonicity between attribute-class pairs can be extended to attributetest/answer-node paths in decision trees.
DEFINITION 4.
Let (P, Ce) and (Q, Cq) be two attribute-test/answer-node paths in the same decision tree, were P and Q are attribute-tests, and Cp and Cq are answer-nodes. The paths (P, Cp) and (Q, Cq) are monotonic with respect to each other if they do not comply with any of the conditions set forth in Definition (2).
DEFINITION 5.
A decision tree is monotonic if all its attribute-test/answer-node pairs are monotonic with respect to each other.
To illustrate a basic problem that frequently occurs while building decision trees for MOC problems, consider the following example: Credit worthiness is determined by considering income level, assets, and credit history. There are only three examples in our simplified case, and they are shown in Table 1 .
It is easy to show that all the examples of Table 1 are monotonic with respect to each other. We apply now the ID3 algorithm to the examples of Table 1 . The E-score (i.e., entropy) of income, E(income) = 0.667 bits (2/3 • 1 + 1/3 • 0). The entropy vanishes on assets, E(assets) = 0. Although the examples in the training set were all monotonic with respect to each other, the resulting decision tree, shown on the right side of Fig. 1 Clearly, statistical outlier-detection techniques may be employed on non-monotonic examples. However, these methods are not guaranteed to be effective, since non-monotonic examples are not necessarily outliers. Note that even if those methods could have always ended with monotonic training sets, we have just seen that information-theoretic metrics cannot generally guarantee the generation of monotoniß decision treés from monotonic training sets.
Building accurate monotonic decision trees
While information-theoretic metrics attempt to minimize the error without regard to monotonicity, other known algorithms, such as matrix-based methods, and the OLM (Ben-David, 1989; 1992) , result in purely monotonic decision trees without regard to error. The main disadvantage of both currently known TDIDT algorithms and monotonicity-oriented methods for solving MOC problems sterns from their bias toward a single goal. In most real-world MOC applications, however, tradeoffs between accuracy arid monotonicity do exist. This section proposes a metrie that allows such tradeoffs.
TDIDT algorithms are quite weil known, and will not be reiterated here. Matrix-based methods represent relations among k branches of a decision tree by a k x k symmetric matrix M. The mij element of M is 1 if branch i is non-monotonic with respect to branch j, and 0 otherwise. Each row (column) is associated with a counter, in which the sum of the respective row (column) is recorded. Beginning with those branches that are nonmonotonic with respect to most of the other branches, their rows and columns are deleted, and the counters are updated. The branch pruning repeats until either all row (column) counters are zero (i.e., the tree is monotonic), or the matrix M becomes of size 1 x 1. The matrix M is called a non-monotonicity matrix.
Another algorithm that can be used for generating monotonic decision trees is the Ordinal Learning Model (OLM) (Ben-David et al., 1989 , 1992 . The OLM picks a branch of a decision tree at random and declares it monotonic. It later picks a second branch at random. If the second branch is monotonic with respect to the first, it is also declared monotonic. Otherwise, the second branch is discarded. The monotonicity checks continue for all the branches. Each branch has to be monotonic with respect to its predecessors that already have been declared monotonic. Otherwise, it is rejected. This simple conflict resolution strategy is relatively fast, and it will be used here later in the Empirical Results section. Other, more complex, conflict resolution methods are discussed in the above mentioned publications as well as in the references therein.
Unlike the above single goal models, a new metric is proposed here that takes into account both error and monotonicity considerations. We first define a measure of non-monotonicity of decision trees: DEFINITION 6. A non-monotonicity index is the ratio between the actual number of nonmonotonic branch pairs of a decision tree, and the maximum number of pairs that could have been non-monotonic with respect to each other in the same tree.
To find the non-monotonicity index of a given decision tree with k branches, construct a k x k non-monotonicity matrix M as discussed earlier. Consider,' again, the assets decision trees of Fig. 1 . There is one non-monot0nic pair of branches in the assets tree:
The non-monotonicity matrix is always symmetric, hence Wassets = 2. The number of branches is kassets ~--" 3. Therefore, the non-monotonicity index of the assets decision tree is 2 lassets = 32 '3 = 0.333
The income + assets decision tree of Fig. 1 has two pairs of inconsistent branches:
(high, plenty, no credit), (high, medium, $10K), and (high, plenty, no credit) , (low, (don't care) , $ 5K), Note that if the (don't care) is replaced by low, the latter pair is clearly non-monotonic with respect to each other. Therefore
The non-monotonicity index is used in the following definition:
The order-ambiguity-score of a decision tree is defined in terms of the non-monotonicity index. -(log2 al,a~,..,a,,) if
The order-ambiguity-score is added to the E-score as follows:
DEFINITION 8. The total-ambiguity-score is the sum of the E-score, as defined in the ID3 algorithm, and the order-ambiguity-score. Tat, a2, .., aù ~ Eaba2, .., a, a2, .., a, ,  The metric that is proposed here selects the attribute with the lowest total-ambiguityscore. The total-ambiguity-score has some desirable properties for MOC problems. Unlike ID3's E-score, it considers both the error as well as monotonicity. The value of the orderambiguity-score increases with the non-monotonicity index. The use of a logarithmic scale for the definition of the order-ambiguity-score is only natural, since the total-ambiguityscore is defined as the sum of the E-score (which is logarithmic), and the order-ambiguityscore.
The above definition of the total-ambiguity-score does not imply that monotonicity considerations necessarily dominate the tree building procedure. Rather, the value of the order-ambiguity-score is lower than 1 for non-monotonicity indices lower than 0.50. In realistic MOC problems, such as those to be studied in the next section, the values of the non-monotonicity indices are substantially lower than 0.5, and one has to verify that the values of the order-ambiguity-scores are not too low relative to the E-scores.
An effective way of expressing tradeoffs between entropy and monotonicity can be achieved by introducing an additional parameter to the total-ambiguity-score. Tai, a2, .., aù = Eal, a2, .., a, , + RA~1, ~2 ........ The parameter R expresses the relative importance of monotonicity relative to inductive accuracy in a given problem. When R = 0, the total-ambiguity-score uses only its Escore component as the hill-climbing guide. If R has a very high value, monotonicity considerations dominate the building of the decision tree. Several iterations with different values of R on a sample of the training set may be helpful for determining an appropriate value for R.
To illustrate how the proposed metric works, we apply now the ID3 algorithm to the data of Table 1 , using the total-ambiguity-score instead of the E-score as the attribute selection metric. We choose R = 2, to express the relative importance of monotonicity versus ambiguity, and trace the computation: The total-ambiguity-scores of income and credit history are the lowest, and we assurne that the attribute income is selected as the first attribute-test.
The total-ambiguity-score of income + assets is checked now: Unlike the decision tree that has been obtained earlier by applying ID3 with the E-score metric on the same training set, the decision tree that results of applying ID3 with the total-ambiguity-score is monotonic, and its E-score vanishes as well. Figure 2 shows the resulting decision tree. In order to distinguish between the original version of ID3 that uses the E-score and the monotonicity-oriented version of ID3 that uses the total-ambiguityscore as its metric, the latter will be called here MID.
The additional computation of the total-arnbiguity-score, relative to ID3's E-score, stems from the monotonicity checks, and the calculation of the order-ambiguity-scores. It can be shown that in the worst case, the nurnber of monotonicity checks is O (d2n2), where d denotes the number of attributes, and n is the number of examples in the training set. The number of order-ambiguity-score calculations is identical to the number of the E-score calculations in ID3.
An empirical evaluation of the effectiveness of the total-arnbiguity-score metric 1: eiven in the hext section.
Empirical results
Two key questions that arise with respect to the total-ambiguity-score metric are examined here using five real-world MOC problems: A. Does the proposed metric succeed in generating decision trees that ba';'e significantly lower non-monotonicity indices when compared with decision trees that are generated using the E-score metric? B. Does the proposed metric bring about any significant loss of classification accuracy relative to the E-score?
We begin by introducing the problem domains.
Moody's BondRating (MOD):
Includes ratings of bonds according to several key financial ratios. The bonds are partitioned to two groups: 'Good' bonds with Moody's AAA, AA, and A ratings, and 'risky' bonds with lower Moody's ratings.
Employee Rejection/Acceptance (ERA): The data set includes attributes of hypothetical applicants for a job, and evaluations of Business Administration students regarding their qualifications.
Examination Form Evaluation (EFE):
Includes attribute values of proposed matriculation examinations, and experts' judgements about their quality.
Employee Selection (ESL):
This data set includes actual attribute values of applicants for an industrial opening, and judgments of recruiting experts about their qualifications for these jobs.
Lecturers Evaluation (LEV):
Includes attribute values of hypothetical lecturers, and opinions of Business Administration students about their teaching qualifications. All the above data sets involved actual human decisions, and they all included nonmonotonic examples. All the attribute and class values were integers. The examples for ERA, ESL, and LEV were randomly selected from larger data sets, such that the training sets and holdout samples had the same size in all the application domains. This strategy was adopted in order to reduce the number of variables in the experiment.
More details about the data sets are shown in Table 2 . The experiment was conducted as follows: Each data set was randomly partitioned into a training set and a holdout sample on a 50%-50% basis. This procedure was repeated ten times (at random) for each data set. The total-ambiguity-score was used by ID3 with four values of R (R = 1, 10, 100, and 1000), and the inductive capabilities of the resulting decision trees were tested using the respective holdout samples. The ID3 algorithm was similarly applied using the E-score. The non-monotonic branches of ID3's decision trees were later removed using the OLM. The latter experiment is labeled ID3 + OLM. Table 3 summarizes the main findings. Table 3 shows the mean absolute error (MAE) for the holdout samples (i.e., [predicted class value--true class value[). The non-monotonicity indices of Definition (6) are shown in percents rather than as fractions (i.e., 100 • I). All the empirical results that are reported in this paper are averages of the 10-fold validation method discussed above. Appendix A details the relevant statistics, as well as the mean square error (MSE). Figure 3 shows the MAEs of the total-ambiguity-score's decision trees (MID, R = 1, 100) relative to those of ID3. The non-monotonicity indices of the former relative to ID3 are also shown. All the results are expressed as percents relative to ID3. Figure 3 clearly shows that the total-ambiguity-score resulted in decision trees with lower non-monotonicity indices than the E-score. A significant statistical difference (at a confidence interval of 0.95) has been observed between MID's and ID3's non-monotonicity indices in MOD, EFE, ESL, and LEV (R = 10, 100, and I000). This observation also applies to ERA, but within a slightly lower confidence interval. More importantly, no (statistically) significant difference between the MAEs of the two metrics has been observed in any application domain.
The MAEs of ID3 + OLM and MID (R = 1) are similarly shown in Fig. 4 . In three problem domains (MOD, ERA, and LEV) the MAEs of ID3 + OLM deteriorated relative to the corresponding MAEs of ID3. This deterioration was statistically significant (at a confidence interval of 0.95) in ERA and LEV, and insignificant in MOD. In two application domains (EFE and ESL), the MAEs improved. However, only in EFE was this improvement statistically significant. The observation that ID3 + OLM's MAEs deteriorated in some application domains and improved in other domains (when compared with ID3) is not surprising, since the OLM does not consider the error during its operation. Figure 5 shows another important property of ID3 + OLM. The variances of ID3 + OLM's MAEs increased substantially (relative to the variances of ID3's MAEs) in two application domains, ERA and ESL. Both these differences were statistically significant. MID's variances of MEAs, on the other hand, were relatively close to those of ID3. This observation is also explained by the fact that the OLM does not consider accuracy during its operation.
Conclusions and further research
It has been argued that monotonicity of classifications is a very important consideration while solving MOC problems. Unfortunately, current TDIDT attribute selection measures do not take monotonicity into account. They may result in non-monotonic decision trees, even when all the examples in the training set are monotonic with respect to each other. Unlike the E-score, the total-ambiguity-score metric that has been proposed hefe considers both monotonicity as weil as inductive accuracy.
Using five real-world problem domains, it has been shown that the total-ambiguity-score generates decision trees with signifieantly lower non-monotonicity indices than those that are generated by the E-score metric. More importantly, the former achieves this goal without a significant deterioration of the inductive accuracy (again, when compared with ID3's E-score).
Although the discussion has been focused on extensions to Quinlan's well known E-score attribute selection measure, it is also pertinent to other attdbute selection metrics, such as Quinlan's gain-ratio, or Mantaras's distance-based attribute selection metric. TDIDT algorithms that were not studied here, such as C4.5 (Quinlan, 1987) , ID4 (Schlimmer & Fisher, 1986) , and ID5R (Utgoff, 1989) , may also be adapted to deal with MOC problems using a similar approach.
Since MOC problems are so common in human daily life, it is worthwhile to address some interesting open questions in future research: For example, the order-ambiguity score, as defined here, does not take into account the severity of non-monotonic conflicts. A measure that considers the severity of these conflicts may be helpful for some applications. The effects of windowing on the performance of the proposed metric are also of interest. Also, it is worthwhile to investigate whether the inclusion of the order within the attributes and classes in background knowledge ean provide better results than those that were obtained via the total-ambiguity-score metric.
Appendix A

General explanations
Appendix A shows detailed results by application. The statistic T tests the hypothesis that the average value shown to its left significantly differs from the one obtained via ID3. For example, the MAE of the MOD application domain (see Table A1 ) is 0.233 for MID (R = 100), and the respective MAE of ID3 is 0.244. The T statistic, 0.877, indicates that the difference between these two means is (statistically) insignificant within a confidence interval of 0.95. The statistic F is written similarly. It tests whether the differences between the variances are significant. The comparison is done against the respective variance that was obtained by applying ID3.
