Abstract -In this paper, we study the design and analysis of adaptive control systems over wireless networks using event-triggering control theory. The proposed event-triggered adaptive control methodology schedules the data exchange dependent upon errors exceeding userdefined thresholds to reduce wireless network utilization and guarantees system stability and command following performance in the presence of system uncertainties. Specifically, we analyze stability and boundedness of the overall closed-loop dynamical system, characterize the effect of user-defined thresholds and adaptive controller design parameters to the system performance, and discuss conditions to make the resulting command following performance error sufficiently small. An illustrative numerical example is provided to demonstrate the efficacy of the proposed approach.
Introduction
The last decade has witnessed an increased interest in physical systems controlled over wireless networks (networked control systems) for their advantages in reducing cost for the design and implementation of control systems [1] [2] [3] [4] [5] . These systems allow the computation of control signals via processors that are not attached to the physical systems and the feedback loops are closed over wireless networks. A critical task in the design and implementation of networked control systems is to guarantee system stability while reducing wireless network utilization and achieving a given system performance in the presence of system uncertainties.
One of the fundamental problems in feedback control design is the capability of the control system to guarantee system stability and performance in the presence of system uncertainties resulting from mathematical modeling and degraded modes of operations. To this end, adaptive control theory along with robust control theory have been developed to address the problem of system uncertainties in control system design [6] [7] [8] [9] [10] . Specifically, robust control methods require the knowledge of characterized bounds resulting from system uncertainty parameterizations. From a practical standpoint, determination of these bounds is not necessarily easy since they can require excessive modeling and ground testing efforts [11, 12] . In addition, adaptive control methods require less modeling information than do robust control methods and are able to deal with high levels of system uncertainties [8] [9] [10] . These facts make adaptive control theory an appealing candidate for many applications.
In the networked control systems literature, notable contributions that utilize adaptive control approaches to suppress the effect of system uncertainties include [13] [14] [15] [16] . In particular, the authors of [13, 14] develop adaptive control approaches to deal with system uncertainties, where their results only consider data transmission from a physical system to the controller, but not vice versa. The authors of [15, 16] consider the case where data transmits from a physical system to the controller and from the controller to this physical system (i.e., two-way data exchange is allowed over a wireless network). Although this approach is promising, their methodology requires the knowledge of a conservative upper bound on the unknown constant gain resulting from their uncertainty parameterization. While this conservative upper bound may be available for some applications, the actual upper bound may change and exceed its conservative estimate; for example, when an aircraft undergoes a sudden change in dynamics as a result of reconfiguration, deployment of a payload, docking, or structural damage [17] .
In this paper, we study the design and analysis of adaptive control systems over wireless networks using event-triggering control theory (see, for example, [18] [19] [20] [21] [22] [23] [24] [25] and references therein), where two-way data exchange between the physical system and the proposed adaptive controller is considered. The proposed event-triggered adaptive control methodology schedules the data exchange dependent upon errors exceeding user-defined thresholds to reduce wireless network utilization and guarantees system stability and command following performance in the presence of system uncertainties. Specifically, we consider a state emulator-based adaptive control methodology [26] [27] [28] [29] [30] [31] [32] [33] since this framework has the capability to achieve stringent performance specifications without causing high-frequency oscillations in the controller response [32, 33] unlike standard adaptive controllers. We analyze stability and boundedness of the overall closed-loop dynamical system, characterize the effect of user-defined thresholds and adaptive controller design parameters to the system performance, and discuss conditions to make the resulting command following performance error sufficiently small. As a byproduct, we show that the resulting closed-loop dynamical system performance is more sensitive to the changes in the data transmission threshold from the physical system to the adaptive controller (sensing threshold) than the data transmission threshold from the adaptive controller to the physical system (actuation threshold). This means that the actuation threshold can be chosen large enough to reduce wireless network utilization between the physical system and the adaptive controller without sacrificing closed-loop dynamical system performance.
Mathematical Preliminaries
Throughout this paper, we use R for the set of real numbers, R n for the set of n ×1 real column vectors, R n×m for the set of n × m real matrices, R + for the set of positive real numbers, R n×n + for the set of n ×n positive-definite real matrices, S n×n for the set of n ×n symmetric real matrices, D n×n for the set of n × n real matrices with diagonal scalar entries, λ min (A) (resp., λ max (A)) for the minimum (resp., maximum) eigenvalue of the Hermitian matrix A, · for the Euclidean norm, · F for the Frobenius matrix norm, "∨" for the "or" logic operator, and "(·)" for the "not" logic operator. We also define the projection operator needed for the results of this paper.
Definition 1.
Let φ : R n → R be a continuously differentiable convex function given by φ(θ)
, where θ max ∈ R is a projection norm bound imposed on θ ∈ R n and > 0 is a projection tolerance bound. Then, for y ∈ R n , the projection operator Proj :
It follows from Definition 1 that 
We now overview necessary preliminaries on standard model reference adaptive control problem needed for the results of this paper. Consider the uncertain dynamical system given bẏ
where x(t ) ∈ R n is the state vector available for feedback, u(t ) ∈ R m is the control input, and A ∈ R n×n and B ∈ R n×m are unknown system and control input matrices, respectively, such that the pair (A, B ) is controllable. Next, consider the reference system capturing a desired, ideal closed-loop dynamical system performance given byẋ
where x ri (t ) ∈ R n is the ideal reference state vector, c(t ) ∈ R m is a given uniformly continuous bounded command with a bounded derivative, A r ∈ R n×n is the Hurwitz reference system matrix, and B r ∈ R n×m is the command input matrix.
Assumption 2.
There exist gain matrices K 1 ∈ R m×n and K 2 ∈ R m×m such that A r = A + DK 1 and B r = DK 2 hold.
Note that Assumptions 1 and 2 are standard in the model reference adaptive control literature (see, for example, [8, 9, 33] ). Using Assumptions 1 and 2, (2) can be equivalently written bẏ
where
are unknown matrices. Based on the structure of the uncertain terms in (4), let the adaptive feedback control law be given by
T ∈ R (n+m)×m satisfying the weight update laẇ
In (6), γ ∈ R + is the learning rate, e o (t ) x(t ) − x ri (t ) ∈ R n is the ideal system error, and P ∈ R n×n + ∩ S n×n is a unique solution [35] of the Lyapunov equation
Next, using (5), (4) can be rewritten aṡ
where the ideal system error dynamics can be given using (3) and (8) aṡ
whereW (t ) Ŵ (t ) − W ∈ R (n+m)×m . Note from [8, 9, 33 ] that e o (t ) satisfying (9) asymptotically goes to zero with the standard model reference adaptive controller given by (5) and (6) .
Finally, we overview the state emulator-based adaptive control framework [26] [27] [28] [29] [30] [31] [32] [33] considered for the results of this paper. Consider the (modified) reference system so-called the state emulator given byẋ
where L ∈ R n×n ∩ S n×n is the state emulator gain. Lettingx(t ) x r (t ) − x ri (t ) ∈ R n , the reference system error dynamics capturing the difference between the ideal reference model (3) and the state emulator-based (modified) reference model (10) is given bẏ
In addition, letting e(t ) x(t ) − x r (t ) ∈ R n to denote the system state error vector, the (state emulator-based) system error dynamics is given bẏ
using (8) and (10), whereÃ A r − L ∈ R n×n is Hurwitz by a suitable selection of the state emulator gain L (e.g.,Ã is Hurwitz with L = κI , κ ∈ R + , since A r is Hurwitz). It can be shown that x(t ) satisfying (11) and e(t ) satisfying (12) asymptotically go to zero with the adaptive controller given by (5), (6) , and (7) with e o (t ) replaced with e(t ) in (6) and A r replaced withÃ in (7) [33] .
Note from [32, 33] that the state emulator-based adaptive control framework achieves stringent transient and steady-state system performance specifications by judiciously choosing the learning rate γ and the state emulator gain L without causing high-frequency oscillations in the controller response unlike standard model reference adaptive controllers overviewed earlier in this section. We also note that if one selects L = 0, then the results of this paper holds for standard model reference adaptive controllers, and hence, there is no loss in generality in using a state emulator-based adaptive control framework for the results of this paper.
Event-Triggered Adaptive Control
In this section, we present a state emulator-based adaptive control approach, which reduces wireless network utilization and allows a desirable command tracking performance during the , where s k ∈ R + . The controller uses this triggered system state signal to compute the control signal using state emulator-based adaptive control architecture.
When another predefined event occurs, the updated feedback control input is transmitted to the uncertain dynamical system. The jth time instants of the feedback control transmission is then represented by the monotonic sequence r j
, where r j ∈ R + . As shown in Figure 1 , each system state signal and control input is held by a zero-order-hold operator (ZOH) until the next triggering event for that signal takes place.
Considering the two-way data exchange depicted in Figure 1 , the controller generates a control signal u(t ) and the uncertain dynamical system is driven by the sampled version of this control signal u s (t ) depending on the event-triggering mechanism to be discussed later. Likewise, the controller utilizes x s (t ) that represents the sampled version of the uncertain dynamical system state x(t ). Mathematically speaking, consider the uncertain dynamical system given bẏ
where u s (t ) ∈ R m is the sampled control input vector. Using Assumptions 1 and 2, (13) can be equivalently written bẏ
Now, let the adaptive feedback control law be given by
satisfies the weight update laẇ
with e s (t ) x s (t ) − x r (t ) ∈ R n being the error of the triggered system state vector and P ∈ R n×n + ∩ S n×n being a unique solution of the Lyapunov equation
Note that using (15), (14) can be rewritten aṡ
Next, consider the state emulator-based reference system given bẏ
The (state emulator-based) system error dynamics and the reference system error dynamics are now respectively given bẏ
In the next section, we present user-defined event thresholds for scheduling the data exchange and analyze the stability and performance of the state emulator-based adaptive control approach introduced in this section using the error dynamics given by (21) and (20) 
Stability and Performance Analysis
In this section, we first present the user-defined event thresholds for scheduling the twoway data exchange and analyze the uniform ultimate boundedness of the resulting closed-loop dynamical system (Section 4.1). Then, we compute the ultimate bound and discuss the effect of user-defined thresholds and the adaptive controller design parameters to this ultimate bound (Section 4.2). Since a Zeno behavior implies a continuous two-way data exchange between the proposed controller and the physical system, and hence, is not desired in the context of reducing wireless network utilization, we finally show that the proposed state emulator-based adaptive controller does not yield to a Zeno behavior (Section 4.3).
Scheduling Data Exchange and Uniform Ultimate Boundedness
Let x ∈ R + be a given, user-defined sensing threshold to allow for data transmission from the uncertain dynamical system to the controller. In addition, let u ∈ R + be a given, userdefined actuation threshold to allow for data transmission from the controller to the uncertain dynamical system. We now define three logic rules for scheduling the two-way data exchange
The controller receives x s (t ).
Specifically, when the inequality (22) is violated at the s k moment of the kth time instant, the uncertain dynamical system triggers the system state signal information such that x s (t ) is sent to the controller. Likewise, when (23) is violated or the controller receives a new transmitted system state from the uncertain dynamical system (i.e., whenĒ 2 ∨ E 3 is true), then the adaptive controller sends a new control input u s (t ) to the uncertain dynamical system at the r j moment of the j th time instant. Note that the three logic rules given above and the ones in [15] are not the same; that is, the proposed approach of this paper does not require the second and third logic rules of [15] and our second logic rule is different than the logic rules of [15] .
Next, we show the uniform ultimate boundedness of the closed-loop dynamical system sub-ject to the proposed state emulator-based event-triggered adaptive control methodology utilizing the data exchange rules E 1 , E 2 , and E 3 given by (22) , (23) , and (24), respectively.
Theorem 1.
Consider the uncertain dynamical system given by (13) subject to Assumptions 1 and 2, the ideal reference system given by (3), the state emulator given by (19) , and the adaptive feedback control law given by (15) with the weight update law given by (16) . In addition, let the data transmission from the uncertain dynamical system to the controller occur whenĒ 1 is true and let the data transmission from the controller to the uncertain dynamical system occur whenĒ 2 ∨ E 3 is true. Then, the closed-loop solution (e(t ),W (t ),x(t )) is uniformly ultimately bounded for all initial conditions.
Proof. Since the data transmission from the uncertain dynamical system to the controller and from the controller to the uncertain dynamical system occur whenĒ 1 andĒ 2 ∨ E 3 are true, respectively, note that x s (t ) − x(t ) ≤ x and u s (t ) − u(t ) ≤ u hold.
Consider the Lyapunov-like function V(e,W ,x) = e T Pe +γ −1 tr(W Λ 
V(e(t),W (t ),x(t ))
We now determine an upper bound for σ s (x s (t ), c(t )) in (25) . To this end, one can write 2 , and hence, σ s (x s (t ), c(t )) ≤ x s (t ) + c(t ) . Furthermore, letting˜ x to be an upper bound of x ri (t ) + x + c(t ) , i.e., x ri (t ) + x + c(t ) ≤˜ x , and using x s (t ) − x(t ) ≤ x , we have σ s (x s (t ), c(t )) ≤ V(e(t),W (t ),x(t ))
Next, consider 2x y ≤ αx
, where using this inequality for the last term in (26) yieldṡ
x x with ||W (t )|| F ≤w * due to utilizing the projection operator in the weight update law given by (16) . Note that the positiveness of d 1 and d 2 can be readily assured by letting (arbitrary) positive constants α and β to be sufficiently small. We now rearrange (27) asV(e(t ),W (t ),
4d 2 , which shows thatV(e(t ),W (t ),x(t )) ≤ 0 when e(t ) ≥ ψ 1 and x(t ) ≥ ψ 2 , where ψ 1
This argument proves uniform ultimate boundedness of the solution (e(t ),W (t ),x(t )) for all initial conditions [33, 37] .
Computation of the Ultimate Bound
The next corollary computes the ultimate bound for the system error between the uncertain dynamical system and the ideal reference model, where this bound explicitly shows the effect of user-defined thresholds and the adaptive control design parameters to the system performance and how the resulting command following performance error can be made sufficiently small.
Corollary 1.
Consider the uncertain dynamical system given by (13) subject to Assumptions 1 and 2, the ideal reference system given by (3), the state emulator given by (19) , and the adaptive feedback control law given by (15) with the weight update law given by (16) . In addition, let the data transmission from the uncertain dynamical system to the controller occur whenĒ 1 is true and let the data transmission from the controller to the uncertain dynamical system occur when E 2 ∨ E 3 is true. Then, the ultimate bound of the system error between the uncertain dynamical system and the ideal reference model is given by
Proof. It follows from the proof of Theorem 1 thatV(e(t ),W (t ),x(t )) ≤ 0 outside the compact set given by S (e(t ),x(t )) : e(t ) ≤ ψ 1 (e(t ),x(t )) : x(t ) ≤ ψ 2 . That is, since V(e(t),W (t ), . Finally, since e o (t ) = x(t ) − x r (t ) + x r (t ) − x ri (t ) = e(t ) +x(t ), and hence, e o (t ) ≤ e(t ) + x(t ) , the ultimate bound given by (28) is now immediate. From these figures and in general from the structure of the ultimate bound given by (28) , it is of practical importance to note that the resulting closed-loop dynamical system performance, which is characterized by the upper bound on e o (t ), is more sensitive to the changes in the sensing threshold x (the data transmission threshold from the physical system to the adaptive controller) than the actuation threshold u (the data transmission threshold from the adaptive controller to the physical system). This means that the actuation threshold can be chosen large enough to reduce wireless network utilization between the physical system and the adaptive controller without necessarily sacrificing closed-loop dynamical system performance.
x(t )) cannot grow outside S, evolution of V(e(t),W (t ),x(t )) is upper bounded by V(e(t),W (t ), x(t )) ≤ max (e(t ),x(t ))∈S V(e(t),W (t ),x(t ))
= λ max (P )ψ 2 1 + βλ max (P )ψ 2 2 + γ −1w * 2 Λ F =Φ 2 .
Computation of the Event-Triggered Intersample Time Lower Bound
For the following result, similar to [15] , we consider r k i ∈ (s k , s k+1 ) to be the ith time instant when E 2 is violated over (s k , s k+1 ), and since
is a subsequence of r j
, it follows that r j
, where m k ∈ N is the number of violation times of E 2 over (s k , s k+1 ). We also let Φ 1 and 
Corollary 2.
Consider the uncertain dynamical system given by (13) subject to Assumptions 1 and 2, the ideal reference system given by (3), the state emulator given by (19) , and the adaptive feedback control law given by (15) with the weight update law given by (16) . In addition, let the data transmission from the uncertain dynamical system to the controller occur whenĒ 1 is true and let the data transmission from the controller to the uncertain dynamical system occur whenĒ 2 
Proof. The time derivative of x s (t ) − x(t ) over t ∈ (s k , s k+1 ), ∀k ∈ N, is given by
Using Φ 1 for the upper bound of (31) and with initial condition satisfying lim t →s + , ∀i ∈ N, is given by
Once again, using Φ 2 for the upper bound of (32) and with initial condition satisfying lim t →r
. Therefore,
u s (t ) − u(t ) = u and it then follows that r
Remark 3. Zeno behavior implies a continuous two-way data exchange between the proposed controller and the physical system (for example, when x = u = 0 that yields to an asymptotic command following performance), which is not desired in the context of reducing wireless network utilization. Corollary 2 shows that the intersample times for the system state vector and feedback control vector are positive scalars, and hence, the proposed event-triggered adaptive control approach does not yield to a Zeno behavior and reduces wireless network utilization.
Illustrative Numerical Example
To illustrate the proposed event-triggered adaptive control approach, consider an uncertain dynamical system given by
For this example, let x 1 (t ) represent an angle in radians and x 2 (t ) represent an angular rate in radians per second. We choose a second-order ideal reference system that has a natural frequency of 0.40 rad/s and a damping ratio of 0.707. Furthermore, we set R = I 2 andR = I 2 .
Figures 3a-3d show the proposed event-triggered adaptive control approach for various γ and L settings. In particular, we set γ = 2.5 and L = 0 in Figure 3a that results in a control response with high-frequency oscillations. In order to get rid of these oscillations, we set L = 5I in Figure   3b . In this figure, even though such oscillations are reduced, the command tracking performance becomes worse as we increase L. Following the discussion in Remark 2, in addition to increasing L, we also increase γ in Figures 3c and 3d , where the command tracking perfor- 1 Since a continuous-time formulation is adopted in this paper, we chose a sufficiently small sampling time of 0.005 seconds in all simulations for discretization purposes. Specifically, to make a fair comparison with the proposed event-triggered control law subject to this sampling time, we also used the same sampling time in the execution of the conventional periodic strategy that corresponds to a fixed period of 0.005 seconds for the two-way communication between this controller and the considered uncertain dynamical system. 
Conclusion
Design and analysis of an event-triggered adaptive control methodology was presented in this paper for a class of uncertain dynamical systems in the presence of two-way data exchange between the physical system and the proposed controller over a wireless network. In particular, using tools and methods from nonlinear systems and Lyapunov stability, we showed that the proposed approach reduces wireless network utilization, guarantees system stability and command following performance in the presence of system uncertainties, and does not yield to a Zeno behavior. In addition, the effect of user-defined thresholds and adaptive controller design parameters to the system performance is characterized and discussed. As a byproduct, we found that the actuation threshold (the data transmission threshold from the adaptive controller to the physical system) can be chosen larger than the sensing threshold (the data transmission threshold from the physical system to the adaptive controller) to reduce wireless network utilization between the physical system and the adaptive controller without necessarily sacrificing closed-loop dynamical system performance. Finally, we illustrated the efficacy of the proposed adaptive control approach in a numerical example. Future research will include generalizations of the proposed event-triggered adaptive control methodology to the output feedback case as well as will consider applications to unmanned vehicle platforms and largescale systems in a decentralized control setting.
