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Abstract
Donoho and Johnstone [13] proposed a method from reconstructing an unknown
smooth function u from noisy data u+ ζ by translating the empirical wavelet coeffi-
cients of u+ ζ towards zero. We consider the situation where the prior information
on the unknown function u may not be the regularity of u but that of Lu where L
is a linear operator (such as a PDE or a graph Laplacian). We show that the ap-
proximation of u obtained by thresholding the gamblet (operator adapted wavelet)
coefficients of u+ ζ is near minimax optimal (up to a multiplicative constant), and
with high probability, its energy norm (defined by the operator) is bounded by that
of u up to a constant depending on the amplitude of the noise. Since gamblets
can be computed in O(N polylogN) complexity and are localized both in space and
eigenspace, the proposed method is of near-linear complexity and generalizable to
non-homogeneous noise.
1 Introduction
[10, 12, 13] addressed the problem of recovering of a smooth signal from noisy observa-
tions by soft-thresholding empirical wavelet coefficients [12]. More recently, [8] consid-
ered the recovery of x ∈ X based on the observation of Tx+ζ, where ζi is i.i.d. N (0, σ2)
and T is a compact linear operator between Hilbert spaces X and Y with the prior that
x lies in an ellipsoid defined by the eigenvectors of T ∗T . [8] showed that thresholding
the coefficients of the corrupted signal Tx + ζ in the basis formed by the SVD of T
(which can be computed in O(N3) complexity) approached the minimax recovery to a
fixed multiplicative constant.
In this paper we are interested in the fast recovery of a signal u based on noisy
observations u + ζ and a bound the regularity of Lu where L is a linear operator. Our
main motivation is to approximate solutions of PDEs or Graph Laplacians based on
their noisy observations.
∗California Institute of Technology, 1200 E California Blvd, MC 253-37, Pasadena, CA 91125, USA,
gyoo@caltech.edu
†California Institute of Technology, 1200 E California Blvd, MC 9-49, Pasadena, CA 91125, USA,
owhadi@caltech.edu
1
ar
X
iv
:1
80
5.
10
73
6v
1 
 [m
ath
.ST
]  
28
 M
ay
 20
18
Our first setting will be that of a symmetric positive linear bijection mapping Hs0(Ω)
to H−s(Ω), i.e.
L : Hs0(Ω)→ H−s(Ω) , (1.1)
where s ∈ N∗ and Ω be a regular bounded domain of Rd (d ∈ N). We also assume L
to be local, i.e.
∫
Ω uLv = 0 for u, v ∈ Hs0(Ω) with disjoint supports (this assumption is
used to achieve near-linear complexity in the recovery). Let ‖ · ‖ be the energy-norm
defined by
‖u‖2 :=
∫
Ω
uLu , (1.2)
and write 〈
u, v
〉
:=
∫
Ω
uLv , (1.3)
for the associated scalar product.
Let
ζ ∼ N (0, σ2δ(x− y)) , (1.4)
be white noise defined as a centered Gaussian process on Ω with covariance function
σ2δ(x− y). Consider the following problem.
Problem 1. Let u be an unknown element of Hs0(Ω). Given the noisy observation
η = u+ ζ and a prior bound on ‖Lu‖L2, find an approximation of u that is as accurate
as possible in the energy norm ‖ · ‖.
Example 1.1. As a running illustrative example we will consider the case where s = 1
and L is the differential operator −div (a(x)∇·) where the conductivity a is a uniformly
elliptic symmetric d× d matrix with entries in L∞(Ω). We define λmin(a) as the largest
constant and λmax(a) as the smallest constant such that for all x ∈ Ω and l ∈ Rd,
λmin(a)|l|2 ≤ lTa(x)l ≤ λmax(a)|l|2. (1.5)
Problem 1 then corresponds to the problem of recovering the solution of the PDE{
−div (a(x)∇u(x)) = f(x) x ∈ Ω;
u = 0 on ∂Ω,
(1.6)
from its noisy observation η = u+ ζ and a prior bound on ‖f‖L2(Ω).
To solve Problem 1 we will decompose η over wavelets adapted to the operator L
and filter its wavelet coefficients. In Section 2, we will first summarize (see [18, 19,
21, 20, 23] for details) the main properties of these operator adapted wavelets, named
gamblets in reference to their game theoretic interpretation [18, 19, 20]. Given that
gamblets can also be interpreted in the frameworks of Information Based Complexity
[25], Bayesian Numerical Analysis [7], Optimal Recovery [15], and Probabilistic Numerics
[14], the results of this paper suggest that probabilistic numerical methods [14, 3, 17,
2, 5, 22, 4] may not only lead to efficient quadrature rules [24], seamless integration
of model uncertainty with numerical errors [16], fast solvers [23], and optimal pipelines
of computation [4], they may also lead to near-optimal methods for the de-noising of
solutions of differential equations (see Remark 4.2).
2
2 Gamblets
2.1 Hierarchy of measurement functions
Let q ∈ N∗ (used to represent a number of scales). Let (I(k))1≤k≤q be a hierarchy of
labels and let {φ(k)i |k ∈ {1, . . . , q}, i ∈ I(k)} be a nested hierarchy of elements of H−s(Ω)
such that
φ
(k)
i =
∑
j∈I(k+1)
pi
(k,k+1)
i,j φ
(k+1)
j , (2.1)
for i ∈ I(k), k ∈ {1, . . . , q−1}, where pi(k,k+1) is an I(k)×I(k+1) matrix. Assume that the
(φ
(q)
i )i∈I(q) are linearly independent and (writing pi
(k+1,k) for the transpose of pi(k,k+1)
and I(k) for the I(k) × I(k) matrix)
pi(k,k+1)pi(k+1,k) = I(k) . (2.2)
2.2 Hierarchy of operator adapted pre-wavelets
Let (ψ
(k)
i )i∈I(k) be the hierarchy of optimal recovery splines associated with (φ
(k)
i )i∈I(k) ,
i.e. for k ∈ {1, . . . , q} and i ∈ I(k),
ψ
(k)
i =
∑
j∈I(k)
A
(k)
i,j L−1φ(k)j , (2.3)
where
A(k) := (Θ(k))−1 , (2.4)
and Θ(k) is the I(k) × I(k) symmetric positive definite Gramian matrix with entries
(writing [φ, v] for the duality pairing between φ ∈ H−s(Ω) and v ∈ Hs0(Ω))
Θ
(k)
i,j = [φ
(k)
i ,L−1φ(k)j ] . (2.5)
Note that
A
(k)
i,j =
〈
ψ
(k)
i , ψ
(k)
j
〉
. (2.6)
Writing Φ(k) := span{φ(k)i | i ∈ I(k)} and Ψ(k) := span{ψ(k)i | i ∈ I(k)}, Φ(k) ⊂ Φ(k+1)
and Ψ(k) = L−1Φ(k) imply Ψ(k) ⊂ Ψ(k+1). The (φ(k)i )i∈I(k) and (ψ(k)i )i∈I(k) form a
bi-orthogonal system in the sense that
[φ
(k)
i , ψ
(k)
j ] = δi,j for i, j ∈ I(k) , (2.7)
and the
〈·, ·〉-orthogonal projection of u ∈ Hs0(Ω) on Ψ(k) is
u(k) :=
∑
i∈I(k)
[φ
(k)
i , u]ψ
(k)
i . (2.8)
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2.3 Operator adapted wavelets
Let (J (k))2≤k≤q be hierarchy of labels such that (writing |J (k)| for the cardinal of J (k))
|J (k)| = |I(k)| − |I(k−1)| . (2.9)
For k ∈ {2, . . . , q}, let W (k) be a J (k) × I(k) matrix such that (writing W (k),T for the
transpose of W (k))
Ker(pi(k−1,k)) = Im(W (k),T ) . (2.10)
For k ∈ {2, . . . , q} and i ∈ J (k) define
χ
(k)
i :=
∑
j∈I(k)
W
(k)
i,j ψ
(k)
j , (2.11)
and write X(k) := span{χ(k)i | i ∈ J (k)} . Then X(k) is the
〈·, ·〉-orthogonal complement
of Ψ(k−1) in Ψ(k), i.e. Ψ(k) = Ψ(k−1) ⊕ X(k) , and
Ψ(q) = Ψ(1) ⊕ X(2) ⊕ · · · ⊕ X(q) . (2.12)
For k ∈ {2, . . . , q} write
B(k) := W (k)A(k)W (k),T and N (k) := A(k)W (k),TB(k),−1 , (2.13)
and for i ∈ J (k),
φ
(k),χ
i :=
∑
j∈I(k)
N
(k),T
i,j φ
(k)
j . (2.14)
Then defining u(k) as in (2.8), it holds true that for k ∈ {2, . . . , q}, u(k) − u(k−1) is the〈·, ·〉-orthogonal projection of u on X(k) and
u(k) − u(k−1) =
∑
i∈J (k)
[φ
(k),χ
i , u]χ
(k)
i . (2.15)
To simplify notations write J (1) := I(1), B(1) := A(1), N (1) := I(1), φ(1),χi := φ(1)i for
i ∈ J (1), J := J (1)∪· · ·∪J (q), χi := χ(k)i and φχi := φ(k),χi for i ∈ J (k) (note that the use
of φ
(k),χ
i in an equation will imply i ∈ J (k)). Then the φχi and χi form a bi-orthogonal
system, i.e.
[φχi , χj ] = δi,j for i, j ∈ J , (2.16)
and
u(q) =
∑
i∈J
[φχi , u]χi . (2.17)
Simplifying notations further, we will write [φχ, u] for the J vector with entries [φχi , u]
and χ for the J vector with entries χi so that (2.17) can be written
u(q) = [φχ, u] · χ . (2.18)
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Further, define the J by J block-diagonal matrix B defined as Bi,j = B(k)i,j if i, j ∈ J (k)
and Bi,j = 0 otherwise. Note that it holds that Bi,j =
〈
χi, χj
〉
. When q = ∞, and
∪∞k=1Φ(k) is dense in H−s(Ω) then (writing X(1) := Ψ(1))
Hs0(Ω) = ⊕∞k=1X(k) , (2.19)
u(q) = u and (2.17) is the corresponding multi-resolution decomposition of u. When
q < ∞, u(q) is the projection of u on ⊕qk=1X(k) and (2.18) is the corresponding multi-
resolution decomposition.
2.4 Pre-Haar Wavelet Measurement Functions
Example 2.1. Let I(q) be the finite set of q-tuples of the form i = (i1, . . . , iq). For
1 ≤ k < r and an r-tuple of the form i = (i1, . . . , ir), write i(k) := (i1, . . . , ik). For
1 ≤ k ≤ q and i = (i1, . . . , iq) ∈ I(q), write I(k) := {i(k) : i ∈ I(q)}. Let δ, h ∈ (0, 1).
Let (τ
(k)
i )i∈I(k) be uniformly Lipschitz convex sets forming a nested partition of Ω, i.e.
such that Ω = ∪i∈I(k)τ (k)i , k ∈ {1, . . . , q} is a disjoint union except for the boundaries,
and τ
(k)
i = ∪j∈I(k+1):j(k)=iτ (k+1)j , k ∈ {1, . . . , q − 1}. Assume that each τ (k)i , contains
a ball of radius δhk, and is contained in the ball of radius δ−1hk. Writing |τ (k)i | for the
volume of τ
(k)
i , take
φ
(k)
i := 1τ (k)i
|τ (k)i |−
1
2 . (2.20)
The nesting relation (2.1) is then satisfied with pi
(k,k+1)
i,j := |τ (k+1)j |
1
2 |τ (k)i |−
1
2 for j(k) = i
and pi
(k,k+1)
i,j := 0 otherwise.
For k ∈ {2, . . . , q} let J (k) be a finite set of k-tuples of the form j = (j1, . . . , jk) such
that {j(k−1) | j ∈ J (k)} = I(k−1) and for i ∈ I(k−1), Card{j ∈ J (k) | j(k−1) = i} =
Card{s ∈ I(k) | s(k−1) = i} − 1. Note that the cardinalities of these sets satisfy (2.9).
Write J (k) for the J (k) × J (k) identity matrix. For k = 2, . . . , q let W (k) be a
J (k) × I(k) matrix such that Im(W (k),T ) = Ker(pi(k−1,k)), W (k)(W (k))T = J (k) and
W
(k)
i,j = 0 for i
(k−1) 6= j(k−1).
Theorem 2.2. Under Example 2.1, it holds true that
1. For k ∈ {1, . . . , q} and u ∈ L−1L2(Ω),
‖u− u(k)‖ ≤ Chks‖Lu‖L2(Ω) . (2.21)
2. Writing Cond(M) for the condition number of a matrix M we have for k ∈
{1, · · · , q},
C−1h−2(k−1)sJ (k) ≤ B(k) ≤ Ch−2ksJ (k) and Cond(B(k)) ≤ Ch−2s . (2.22)
3. For i ∈ I(k) and x(k)i ∈ τ (k)i
‖ψi‖Hs(Ω\B(x(k)i ,nh)) ≤ Ch
−se−n/C (2.23)
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4. The wavelets ψ
(k)
i , χ
(k)
i and stiffness matrices A
(k), B(k) can be computed can be
computed to precision  (in ‖·‖-energy norm for elements of Hs0(Ω) and in Frobenius
norm for matrices) in O(N log3d N ) complexity.
Furthermore the constant C depends only on δ,Ω, d, s,
‖L‖ := sup
u∈Hs0(Ω)
‖Lu‖H−s(Ω)
‖u‖Hs0(Ω)
and ‖L−1‖ := sup
u∈Hs0(Ω)
‖u‖Hs0(Ω)
‖Lu‖H−s(Ω)
. (2.24)
Remark 2.3. The wavelets ψ
(k)
i , χ
(k)
i and stiffness matrices A
(k), B(k) can also be com-
puted in O(N log2N log2d N ) complexity using the incomplete Cholesky factorization ap-
proach of [23].
3 On RN .
Gamblets have a natural generalization in which Hs0(Ω) and H−s(Ω) are replaced by RN
(or a finite-dimensional space) and L is replaced by a N ×N symmetric positive definite
matrix A [19, 20]. This generalization is relevant to practical applications requiring the
prior numerical discretization of the continuous operator L. In these applications (1)
Hs0(Ω) is replaced by the linear space spanned by the finite-elements ψ˜i (e.g. piecewise
linear or bi-linear tent functions on a fine mesh/grid in the setting of Example 1.1) used
to discretize the operator L (2) I(q) is used to label the elements ψ˜i (3) we have ψ(q)i = ψ˜i
for i ∈ I(q). Algorithms 1 and 2 summarize the discrete gamblet-transform [18, 19, 20]
and the discrete Gamblet solve of the linear system Lu = f . The near-linear com-
plexities mentioned in Theorem 2.2 are based on the near-sparsity of the interpolation
matrices R(k−1,k) and the well-conditioning and near-sparsity of the B(k), and achieved
by localizing the computation of gamblets, the inversion of B(k) and truncating the A(k)
(see [18, 19, 20] for details).
Algorithm 1 The Gamblet Transform.
1: ψ
(q)
i = ψ˜i
2: A
(q)
i,j =
〈
ψ
(q)
i , ψ
(q)
j
〉
3: for k = q to 2 do
4: B(k) = W (k)A(k)W (k),T
5: χ
(k)
i =
∑
j∈I(k) W
(k)
i,j ψ
(k)
j
6: R(k−1,k) = pi(k−1,k)(I(k) −A(k)W (k),TB(k),−1W (k))
7: A(k−1) = R(k−1,k)A(k)R(k,k−1)
8: ψ
(k−1)
i =
∑
j∈I(k) R
(k−1,k)
i,j ψ
(k)
j
9: end for
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Algorithm 2 The Gamblet Solve.
1: f
(q)
i =
∫
Ω fψ
(q)
i
2: for k = q to 2 do
3: w(k) = B(k),−1W (k)f (k)
4: v(k) =
∑
i∈J (k) w
(k)
i χ
(k)
i // v
(k) = u(k) − u(k−1)
5: f (k−1) = R(k−1,k)f (k)
6: end for
7: w(1) = A(1),−1f (1)
8: v(1) =
∑
i∈I(1) w
(1)
i ψ
(1)
i // v
(1) = u(1)
9: u = v(1) + v(2) + · · ·+ v(q)
4 De-noising by filtering gamblet coefficients
In this section we will show that filtering the gamblet coefficients of η in Problem 1
produces an approximation of u that is minimax optimal up to a multiplicative constant.
4.1 Near minimax recovery
In the continuous setting, the near optimal recovery of u from η from filtering gamblet
coefficients requires the finest wavelet resolution hq to be small enough compared to the
level of noise, i.e. ( σM )
2
4s+d > hq. If ( σM )
2
4s+d < hq then the proposed estimator is near
optimal only for the recovery of u(q). Since by Theorem 2.2, ‖u− u(q)‖ ≤ Chqs‖f‖L2(Ω)
this is not a restriction if hq is small enough. We will therefore state the near optimality
of the recovery in the setting of Problem 2, a discrete variant of Problem 1, in which
one tries to recover u ∈ Ψ(q) given the observation η = u + ζ where (by (2.8)) ζ ∈ Ψ(q)
is the projection of the noise (1.4) onto Ψ(q).
Problem 2. Let u be an unknown element of Ψ(q) ⊂ Hs0(Ω) for q < ∞. Let ζ be a
centered Gaussian vector in Ψ(q) such that E
[
[φ
(q)
i , ζ][φ
(q)
j , ζ]
]
= σ2δi,j. Given the noisy
observation η = u + ζ and a prior bound M on ‖Lu‖L2, find an approximation of u in
Ψ(q) that is as accurate as possible in the energy norm ‖ · ‖.
Let η be as in Problem 2 and gamblets be defined as in Example 2.1. For l ∈ {1, . . . , q}
let
η(l) :=
l∑
k=1
[φ(k),χ, η] · χ(k) (4.1)
and η(0) = 0 ∈ Ψ(q). Let M > 0 and write
V
(q)
M = {u ∈ Ψ(q) | ‖Lu‖L2(Ω) ≤M} . (4.2)
Assume that σ > 0 and write
l† = arg min
l∈{0,...,q}
βl, (4.3)
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for
βl =

h2sM2 if l = 0
σ2h−(2s+d)l + h2s(l+1)M2 if 1 ≤ l ≤ q − 1
h−(2s+d)qσ2 if l = q .
(4.4)
The following theorem shows that η(l
†) is a near minimax recovery of u, which, with
probability close to 1, is nearly as regular (in energy norm) as u.
Theorem 4.1. Suppose v†(η) = η(l†), then there exists a constant C depending only on
h, s, ‖L‖, ‖L−1‖, Ω, d, and δ such that
sup
u∈V (q)M
E
[‖u− v†(η)‖2] < C inf
v(η)
sup
u∈V (q)M
E
[‖u− v(η)‖2] , (4.5)
where the infimum is taken over all measurable functions v : Ψ(q) → Ψ(q). Furthermore,
if l† 6= 0, then with probability at least 1− ε,
‖η(l†)‖ ≤ ‖u‖+ C
√
log
1
ε
σ
2s+d
4s+dM
2s+2d
4s+d (4.6)
Proof. See Section 6.
Note that l† = q occurs (approximately) when q is such that hq > ( σM )
2
4s+d , i.e. when
σ
M
< hq
4s+d
2 , (4.7)
and in this case η(q) is a near minimax optimal recovery of u(q). On the other extreme
l† = 0 occurs (approximately) when ( σM )
2
4s+d > h, i.e. when
σ
M
> h
4s+d
2 (4.8)
and in this case, the zero signal is a near optimal recovery.
Remark 4.2. Write ξ ∼ N (0,L−1) for the centered Gaussian field on Hs0(Ω) with
covariance operator L−1 (i.e. [φ, ξ] ∼ N (0, [φ,L−1φ]) for φ ∈ H−s(Ω). According to
[18, 19, 20], ξ emerges as an optimal mixed strategy in an adversarial game opposing 2
players (in this game Player I selects u ∈ Hs0(Ω) and player II must approximate u with v
based on a finite number of linear measurements on u and receives the loss ‖u−v‖/‖u‖).
Furthermore for k ∈ {1, . . . , q}, η(k) also admits the representation
η(k) = E
[
ξ | [φ(k), ξ] = [φ(k), η]] . (4.9)
Therefore the near-optimal recovery of u can be obtained by conditioning the optimal
mixed strategy ξ with respect to linear measurements on η made at level k = l†.
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4.2 Numerical illustrations
4.2.1 Example 1.1 with d = 1
Consider Example 1.1 with d = 1. Take Ω = [0, 1] ∈ R, q = 10 and φ(k)i = 1[ i−1
2k
, i
2k
]
for 1 ≤ i ≤ 2k. Let W (k) be the 2k−1 by 2k matrix with non-zero entries defined by
Wi,2i−1 = 1√2 and Wi,2i = −
1√
2
.
Let L := −div(a∇·) with
a(x) :=
10∏
k=1
(1 + 0.25 cos(2kx)). (4.10)
Select f(x) at random using the uniform distribution on the unit L2(Ω)-sphere of
Φ(q). Average errors are computed using 3, 000 randomly (and independently) generated
f . Let ζ be white noise (as in (1.4)) with σ = 0.001 and η = u+ζ. See Fig. 1 for numerical
illustrations with a particular realization of f .
Figure 1: The plots of a, f , u, η, the near minimax recovery v(η) = η(l
†), its error from
u, and the derivatives of u and v(η)
Next consider a case where f is smooth, i.e. f(x) = sin(pix)x on x ∈ (0, 1] and f(0) = pi.
Let ζ be white noise with standard deviation σ = 0.01. See 2 for the corresponding
numerical illustrations.
4.2.2 Example 1.1 with d = 2
Consider Example 1.1 with d = 2. Take Ω = [0, 1]2 and q = 7. Use the pre-Haar wavelets
defined as φ
(k)
i,j = 1[ i−1
2k
, i
2k
]×[ j−1
2k
, j
2k
] for 1 ≤ i, j ≤ 2k. Let W (k) be defined be the 3(4k−1)
by 4k matrix defined as in construction 4.13 of [18].
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Figure 2: The plots of a, smooth f , u, η, the near minimax recovery v(η) = η(l
†), its
error from u, and the derivatives of u and v(η)
Figure 3: The plots of a, f , u, η, the near minimax recovery v(η) = η(l
†), its error from
u, and the gradient of u and v(η)
Let L = −div(a∇·) with
a(x, y) :=
7∏
k=1
(1 + 0.25 cos(2kpi(x+ y))(1 + 0.25 cos(2kpi(x− 3y)). (4.11)
Select f(x) at random using the uniform distribution on the unit L2(Ω)-sphere of
Φ(q). Average errors are computed using 100 randomly (and independently) generated
f . Let ζ be white noise (as in (1.4)) with σ = 0.001 and η = u + ζ. See Fig. 3 for
numerical illustrations with a particular realization of f .
Next consider a case where f is smooth, i.e. f(x, y) = cos(3x+y)+sin(3y)+sin(7x−
5y) . Let ζ be white noise with standard deviation σ = 0.01. See 4 for the corresponding
numerical illustrations.
10
Figure 4: The plots of a, smooth f , u, η, the near minimax recovery v(η) = η(l
†), its
error from u, and the gradient of u and v(η)
5 Comparisons
We will now compare (4.1) with soft-thresholding and regularization.
5.1 Hard and soft thresholding
We call hard-thresholding the recovery of u with
v(η) =
q∑
k=1
∑
i∈J (k)
Ht
(k)
([φ
(k),χ
i , η])χ
(k)
i (5.1)
and
Hβ(x) =
{
x |x| > β
0 |x| ≤ β . (5.2)
We call soft-thresholding the recovery of u with
v(η) =
q∑
k=1
∑
i∈J (k)
St
(k)
([φ
(k),χ
i , η])χ
(k)
i (5.3)
and
Sβ(x) =
{
x− β sgn(x) |x| > β
0 |x| ≤ β . (5.4)
The parameters (t1, . . . , tq) are adjusted to achieve minimal average errors. Since the
mass matrix of φχ is comparable to identity (see Thm. 6.3), decomposing f over φχ and
the bi-orthogonality identities [φχi , χj ] = δi,j imply that [f, χ] is approximately uniformly
sampled on the unit sphere of RJ and the variance of [f, χ(k)i ] can be approximated by
1/|J |. Therefore [φχ, u] = B(k),−1[f, χ(k)] and (2.22) imply that the standard deviation
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of [φ(k),χ, u] can be approximated by h−2ks/
√|J |. Therefore optimal choices follow the
power law tk = h
−2kst0 for some parameter t0.
5.2 Regularization
We call regularization the recovery of u with v(η) defined as the minimizer of
‖v(η)− η‖2L2(Ω) + α‖v(η)‖2 . (5.5)
For practical implementation we consider A =
〈
ψ˜i, ψ˜j
〉
, the N × N stiffness matrix
obtained by discretizing L with finite elements ψ˜1, . . . , ψ˜N , and write η =
∑N
i=1 yiψ˜i
and ζ =
∑N
i=1 ziψ˜i for the representation of η and ζ over this basis (η = u + ζ and
z ∼ N (0, σ2Id), writing Id for the identity matrix). In that discrete setting we have
v(η) =
N∑
i=1
xiψ˜i (5.6)
where x is the minimizer of
|x− y|2 + αxTAx (5.7)
Theorem 5.1 and Corollary 5.2 show that this recovery corresponds to minimizing the
energy norm ‖v‖2 = xTAx subject to |x− y| ≤ γ with
γ = |(I − (αA+ I)−1)y| (5.8)
In practice γ would correspond to a level of confidence (e.g. chosen so that P[|z| > γ] =
0.05 with z ∼ N (0, σ2Id)).
Theorem 5.1. Let x be the minimizer of{
Minimize xTAx
subject to |x− y| ≤ γ . (5.9)
If |y| ≤ γ, then x = 0. Otherwise (if |y| > γ), then x = (αA+ I)−1y where α is defined
as the solution of (5.8).
Proof. Supposing |y| ≤ γ, then if x = 0, then |x − y| ≤ γ. Further, x = 0 is the global
minimum of xTAx. Therefore in this case, x = 0.
If |y| > γ then at minimum x the hyperplane tangent to the ellipsoid of center zero
must also be tangent to the sphere of center y which implies that Ax = α−1(y − x) for
some parameter α. We therefore have x = (αA + I)−1y and α is determined by the
equation |x− y| = γ which leads to
|(I − (αA+ I)−1)y| = γ . (5.10)
Corollary 5.2. If |y| > γ, then the minimizers of (5.9) and (5.7) are identical with α
identified as in (5.10).
Proof. ∇x(|x − y|2 + αxTAx) = 0 is equivalent to x − y + αAx = 0 which leads to
x = (αA+ I)−1y.
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5.3 Numerical experiments
5.3.1 Example 1.1 with d = 1
Consider the same example as in Subsection 4.2.1. The following table shows errors
measured in L2 and energy norms averaged over 3, 000 independent random realizations
of f and ζ (f is uniformly distributed over the unit sphere of L2(Ω) and ζ is white noise
with σ = 0.001). The hard variable thresholding recovery is as defined in section 5.1,
regularization recovery is as defined in section 5.2, and the near minimax recovery refers
to v†(η) = η(l†) in Theorem 4.1.
Comparison of de-noising algorithms performance
Algorithm L Error
AVG
L Error
STDEV
L2 Error
AVG
L2 Error
STDEV
Hard variable threshold 4.78×10−3 9.64×10−4 2.25×10−4 1.07×10−4
Soft variable threshold 4.27×10−3 7.70×10−4 1.65×10−4 5.63×10−5
Regularization recovery 4.37×10−3 7.93×10−4 2.82×10−4 7.83×10−5
Near minimax recovery 3.90×10−3 5.30×10−4 1.24×10−4 2.50×10−5
For reference, the average and standard deviation of the (discrete) energy norm of ζ
used in this trial were 1.68 and 0.06 respectively.
5.3.2 Example 1.1 with d = 2
Consider the same example as in Subsection 4.2.2. The following table shows errors
measured in L2 and energy norms averaged over 100 independent random realizations
of f and ζ (f is uniformly distributed over the unit sphere of L2(Ω) and ζ is white noise
with σ = 0.001).
Comparison of de-noising algorithms performance
Algorithm L Error
AVG
L Error
STDEV
L2 Error
AVG
L2 Error
STDEV
Hard variable threshold 6.95×10−3 9.78×10−5 1.42×10−4 7.76×10−6
Soft variable threshold 7.18×10−3 1.57×10−4 1.90×10−4 2.35×10−5
Regularization recovery 6.90×10−3 1.03×10−4 1.86×10−4 1.88×10−5
Near minimax recovery 6.94×10−3 9.58×10−5 1.40×10−4 7.29×10−6
For reference, the average and standard deviation of the (discrete) L norm of this
trial’s ζ were 0.250 and 0.06 respectively.
6 Proof of near minimax recovery in energy norm
This section will provide a proof of Theorem 4.1. Throughout this section we will use
the pre-Haar wavelets of Subsection 2.4 as measurement functions φ
(k)
i .
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6.1 Bounds on the covariance matrix of the noise in the gamblet basis
For s < k, write pi(s,k) := pi(s,s+1)pi(s+1,s+2) · · ·pi(k−1,k) and let pi(k,s) := (pi(s,k))T . Let
pi(k,k) := I(k). Let Z be the J × J matrix defined by
Zi,j = (N
(s),Tpi(s,k)N (k))i,j for i ∈ J (s) and j ∈ J (k) . (6.1)
Observe that by linearity
[φχ, η] = [φχ, u] + [φχ, ζ] , (6.2)
where [φχ, ζ] is a centered Gaussian vector whose covariance matrix is σ2Z as shown in
the following lemma.
Lemma 6.1. It holds true that
E
[
[φχ, ζ][φχ, ζ]T
]
= σ2Z. (6.3)
Furthermore, for x ∈ RJ ,
xTZx = ‖x · φχ‖2L2(Ω) . (6.4)
Proof. E
[
[φ
(q)
i , ζ][φ
(q)
j , ζ]
]
= σ2
〈
φ
(q)
i , φ
(q)
j
〉
L2(Ω)
= σ2δi,j implies
E
[
[φ
(k),χ
i , ζ][φ
(k),χ
j , ζ]
]
= (N (k),TN (k))i,jσ
2 (6.5)
Therefore, φ(s) = pi(s,k)φ(k) for 1 ≤ s < k ≤ q implies
E
[
[φ
(s),χ
i , ζ][φ
(k),χ
j , ζ]
]
= (N (s),Tpi(s,k)N (k))i,jσ
2 , (6.6)
for i ∈ J (s) and j ∈ J (k). The proof of (6.4) is identical.
There exists a large literature comparing thresholding and component filtering with
minimax signal recovery. Most rigorous results make the assumption that the noise in
the decomposition (i.e. zI in yI = θI + zI as in [9, 10]) is i.i.d. N (0, σ2). Although the
situation in the gamblet decomposition is slightly different (since the entries of [φχ, ζ] may
be correlated and non-identically distributed), the uniform bound Id ≤ Z ≤ (1 + C)Id
obtained in Theorem 6.3 will be sufficient to prove near minimax recovery in energy
norm. To obtain Theorem 6.3 we will first need the following lemma.
Lemma 6.2. It holds true that for k ∈ {2, . . . , q}, z(k) ∈ RJ (k) and y(k−1) ∈ RI(k−1)
|z(k)|2 + |y(k−1)|2 ≤ |pi(k,k−1)y(k−1) +N (k)z(k)|2 ≤ (1 + C)|z(k)|2 + |y(k−1)|2 (6.7)
where C depends only on ‖L‖, ‖L−1‖,Ω, s, d and δ.
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Proof. We start with the argument of the proof of [20, Lem. 14.2].
Since Im(W (k),T ) and Im(pi(k,k−1)) are orthogonal and
dim(RI
(k)
) = dim
(
Im(W (k),T )
)
+ dim
(
Im(pi(k,k−1))
)
, (6.8)
for x ∈ RI(k) there exists a unique z ∈ RJ (k) and y ∈ RI(k−1) such that
x = W (k),T z + pi(k,k−1)y . (6.9)
W (k)pi(k,k−1) = 0 and W (k)W (k),T = J (k) implies W (k)x = z. R(k−1,k)pi(k,k−1) = I(k−1)
implies R(k−1,k)x = R(k−1,k)W (k),T z + y. Writing
P (k) = pi(k,k−1)R(k−1,k) , (6.10)
observe that P (k) is a projection (since (P (k))2 = P (k)) and
x = W (k),TW (k)x+ P (k)(I(k) −W (k),TW (k))x . (6.11)
Observe that N (k) = A(k)W (k),TB(k),−1 implies that W (k)N (k) = J (k) and P (k)N (k) =
pi(k,k−1)A(k−1)pi(k−1,k)Θ(k)N (k) = 0. Therefore, taking x = N (k)z(k) in (6.11) implies
N (k)z(k) = W (k),T z(k) − P (k)W (k),T z(k) . (6.12)
Using P (k)pi(k,k−1) = pi(k,k−1) we deduce that
pi(k,k−1)y(k−1) +N (k)z(k) = W (k),T z(k) + P (k)(pi(k,k−1)y(k−1) −W (k),T z(k)) . (6.13)
Using W (k)P (k) = 0 we deduce that
|pi(k,k−1)y(k−1) +N (k)z(k)|2 = |z(k)|2 + |P (k)(pi(k,k−1)y(k−1) −W (k),T z(k))|2 . (6.14)
Using P (k)pi(k,k−1) = pi(k,k−1), W (k)P (k) = 0 and W (k)pi(k,k−1) = 0 we have
|P (k)(pi(k,k−1)y(k−1) −W (k),T z(k))|2 = |y(k−1)|2 + |P (k)W (k),T z(k)|2 . (6.15)
Summarizing we have obtained that
|pi(k,k−1)y(k−1) +N (k)z(k)|2 = |z(k)|2 + |y(k−1)|2 + |P (k)W (k),T z(k)|2 . (6.16)
[20, Lem. 14.3] and [20, Lem. 14.46] imply that ‖P (k)‖2 ≤ C which concludes the proof.
Theorem 6.3. It holds true that for z ∈ RJ ,
|z|2 ≤ ‖z · φχ‖2L2(Ω) ≤ (1 + C)|z|2 (6.17)
where C depends only on ‖L‖, ‖L−1‖,Ω, s, d and δ. In particular,
Id ≤ Z ≤ (1 + C)Id . (6.18)
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Proof. (6.18) follows from (6.4) and (6.17). To prove (6.17) write z = (z(1), . . . , z(q))
with z(k) ∈ RJ (k) . Observe that
‖z · φχ‖2L2(Ω) = |pi(q,1)z(1) +
q∑
k=2
pi(q,k)N (k)z(k)|2 (6.19)
Therefore
‖z · φχ‖2L2(Ω) = |pi(q,q−1)y(q−1) +N (q)z(q)|2 (6.20)
with
y(q−1) = pi(q−1,1)z(1) +
q−1∑
k=2
pi(q−1,k)N (k)z(k) (6.21)
Using Lemma 6.2 with k = q implies that
|z(q)|2 + |y(q−1)|2 ≤ |pi(q,q−1)y(q−1) +N (q)z(q)|2 ≤ (1 + C)|z(q)|2 + |y(q−1)|2 (6.22)
We conclude the proof of (6.17) by a simple induction using Lemma 6.2 iteratively. For
the sake of clarity we will write the next step of this iteration. We have
y(q−1) = pi(q−1,q−2)y(q−2) +N (q−1)z(q−1) (6.23)
with
y(q−2) = pi(q−2,1)z(1) +
q−2∑
k=2
pi(q−2,k)N (k)z(k) (6.24)
and Lemma 6.2 with k = q − 1 implies
|z(q−1)|2 + |y(q−2)|2 ≤ |y(q−1)|2 ≤ (1 + C)|z(q−1)|2 + |y(q−2)|2 . (6.25)
6.2 Near minimax recovery results
For T ∈ {0, 1}J , write
vT (η) :=
∑
i∈J
Ti[φ
χ
i , η]χi . (6.26)
Let M > 0 and write V
(q)
M := {u ∈ Ψ(q) | ‖Lu‖L2(Ω) ≤ M}. Define T † ∈ {0, 1}J with
T †i = 1 if and only if i ∈ J (k) for k ≤ l† with
l† = arg min
l∈{0,...,q}
βl, (6.27)
for
βl =

h2sM2 if l = 0
σ2h−(2s+d)l + h2s(l+1)M2 if 1 ≤ l ≤ q − 1
h−(2s+d)qσ2 if l = q .
(6.28)
We will first prove the following theorem showing the near optimality of vT † in the class
of estimators of the form (6.26).
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Theorem 6.4. It holds true that
sup
u∈V (q)M
E
[‖u− vT †(η)‖2] < C inf
T∈{0,1}J
sup
u∈V (q)M
E
[‖u− vT (η)‖2] , (6.29)
where C depends only on h, s, ‖L‖, ‖L−1‖, Ω, d, and δ.
Proof. To simplify notations, we will write C for any constant depending only on h,
s, ‖L‖, ‖L−1‖, Ω, d, and δ (therefore Ch−2s(1 + C) will still be written C). Abusing
notations and writing T for the J × J diagonal matrix with entries Ti,i = Ti, we have
for u ∈ Ψ(q),
‖u− vT (η)‖2 = ((I − T )[φχ, u]− T [φχ, ζ])TB((I − T )[φχ, u]− T [φχ, ζ]). (6.30)
Therefore the bounds (2.22) on the (diagonal) blocks of B imply that
inf
T
sup
u
E
[‖u−vT (η)‖2] ≥ C−1 inf
T
sup
u
q∑
k=1
h−2sk
∑
i∈J (k)
(
(1−Ti)[φ(k),χi , u]2+TiE
[
[φ
(k),χ
i , ζ]
2
])
(6.31)
Theorem 6.3 implies
σ2 ≤ E[[φ(k),χi , ζ]2] ≤ (1 + C)σ2 , (6.32)
and
inf
T
sup
u
E
[‖u− vT (η)‖2] ≥ C−1 inf
T
sup
u
∑
k
h−2sk
∑
i∈J (k)
(
(1− Ti)[φ(k),χi , u]2 + Tiσ2
)
.
(6.33)
Next, if | · |22 is the l2 norm on RJ , Lu = [φχ, u] ·Bφχ and Theorem 6.3 imply
|[φχ, u]TB|22 ≤ ‖Lu‖2L2 ≤ (1 + C)|[φχ, u]TB|22 . (6.34)
We deduce that
¯
V
(q)
M ⊂ V (q)M ⊂ V¯ (q)M with
¯
V
(q)
M := {u ∈ Ψ(q) |
q∑
k=1
h−4ks|[φ(k),χ, u]|2 < M
2
C
} (6.35)
and
V¯
(q)
M := {u ∈ Ψ(q) |
q∑
k=1
h−4ks|[φ(k),χ, u]|2 < CM2} . (6.36)
We deduce that
inf
T
sup
u∈V (q)M
E
[‖u− vT (η)‖2] ≥ C−1 inf
T
sup
u∈
¯
V
(q)
M
q∑
k=1
h−2sk
∑
i∈J (k)
(
(1− Ti)[φ(k),χi , u]2 + Tiσ2
)
.
(6.37)
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Let us now show that for some 0 ≤ l ≤ q, the minimizer T (l),∗ of the right-hand side
of (6.37) satisfies T
(l),∗
i = 1 for all i ∈ J (k) with k ≤ l and T (l),∗i = 0 otherwise. For
l ∈ {0, . . . , q − 1} write
F (l) := {T ∈ {0, 1}J | Ti = 1 for i ∈ J (k) with k ≤ l, and ∃i ∈ J (l+1) s.t. Ti = 0} ,
(6.38)
and write F (q) := {1}J . Let us now identify the minimizer in T of
sup
u∈V (q)M
q∑
k=1
h−2sk
∑
i∈J (k)
(
(1− Ti)[φ(k),χi , u]2 + Tiσ2
)
. (6.39)
Notice that the u which maximizes (6.39) can be found by maximizing
q∑
k=1
h−2sk
∑
i∈J (k)
(1− Ti)[φ(k),χi , u]2 (6.40)
over u ∈ Ψ(q) such that∑qk=1 h−4ks∑i∈J (k) [φ(k),χi , u]2 < M2C . Writing yi := h−2ks[φ(k),χi , u],
this is equivalent to maximizing
∑q
k=1 h
2sk
∑
i∈J (k)(1 − Ti)y2i over y ∈ RJ such that
|y|2 ≤ M2C . For T ∈ F (l) with 1 ≤ l ≤ q − 1 the maximum is achieved by taking
yi = M/
√
C for a single i ∈ J (l+1) such that Ti = 0 and is equal to h2s(l+1)M2/C.
Therefore, using C
∑l
k=1 h
−2sk|J (k)| ≥ h−(2s+d)l we deduce that
inf
T∈F (l)
sup
u∈
¯
V
(q)
M
q∑
k=1
h−2sk
∑
i∈J (k)
(
(1− Ti)[φ(k),χi , u]2 + Tiσ2
)
≥ h
2s(l+1)M2 + h−(2s+d)lσ2
C
.
(6.41)
For notational convenience, define the sequence
¯
βl to be the left-hand side of (6.41) for
0 ≤ l ≤ q. Further, if l = 0, then
¯
β0 ≥ h2sM2/C with optimum filter T = {0}J and if
l = q, by definition, T = {1}J , hence
¯
βq ≥ h(2s+d)qσ2/C. Therefore, (6.37) implies
inf
T
sup
u∈V (q)M
E
[‖u− vT (η)‖2] ≥ min
l ¯
βl . (6.42)
Similarly using (6.30), (6.32) and the bounds (2.22) on the (diagonal) blocks of B and
(6.36) imply that
sup
u∈V (q)M
E
[‖u− vT (η)‖2] ≤ C sup
u∈V¯ (q)M
q∑
k=1
h−2sk
∑
i∈J (k)
(
(1− Ti)[φ(k),χi , u]2 + Tiσ2
)
. (6.43)
Let β¯l be the value of the right-hand side of (6.43) for T = T
(l),∗. By the same arguments
as those following (6.40), we obtain that, β¯l ≤ C(h2s(l+1)M2 + h−(2s+d)lσ2) for 1 ≤ l ≤
q−1, β¯0 ≤ Ch2sM2, and β¯q ≤ Ch(2s+d)qσ2. Hence, for some fixed constant, β¯l ≤ C
¯
βl for
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all l. Therefore taking T = T † and bounding the right-hand side of (6.43) as in (6.39)
leads to
sup
u∈V (q)M
E
[‖u− vT †(η)‖2] ≤ min
l
β¯l ≤ C min
l ¯
βl ≤ C inf
T
sup
u∈V (q)M
E
[‖u− vT (η)‖2] , (6.44)
which concludes the proof.
The following theorem shows that gamblet filtering yields a recovery that is near
optimal (in energy norm and in the class of all estimators) up to a constant.
Theorem 6.5. Suppose that T ∈ {0, 1}J . Then the following holds for a constant C
dependent on h, s, ‖L‖, ‖L−1‖, Ω, d, and δ:
inf
T∈{0,1}J
sup
u∈V (q)M
E
[‖u− vT (η)‖2] ≤ C inf
v(η)
sup
u∈V (q)M
E
[‖u− v(η)‖2], (6.45)
where the infimum on the right-hand side is taken over all measurable functions v :
Ψ(q) → Ψ(q).
Proof. Recalling that
E
[‖u− vT (η)‖2] = E[(T [φχ, ζ]− (I − T )[φχ, u])TB(T [φχ, ζ]− (I − T )[φχ, u])], (6.46)
the bounds (2.22) on the (diagonal) blocks of B imply that
≤ CE
[∑
k
∑
i∈J (k)
(
Tih
−2sk(1 + C) + (1− Ti)(h−sk[φ(k),χi , u])2
)]
. (6.47)
We will now introduce preliminary results associated with the problem of recovering
θ ∈ RJ from the observation of y = θ + z where z is a centered Gaussian vector with
independent entries zi ∼ N (0, σ2i ). Estimators in this RJ space will be written θˆ (we
use v when the problem is formulated in Ψ(q)). For T ∈ {0, 1}J define the estimator θˆT
via
(θˆT (y))i = Tiyi . (6.48)
Then, writing | · |2 for the l2 (Euclidean) norm in RJ , the expected error of the recovery
is:
E
[|θ − θˆT (y)|22] = E[∑
i
(
Tiz
2
i + (1− Ti)θ2i
)]
. (6.49)
Let θ¯(u) be the RJ vector defined by θ¯i(u) = h−sk[φ
(k),χ
i , u] for i ∈ RJ . Let V¯ (q)M ⊃ V (q)M
be defined as in (6.36) and write θ¯(V¯
(q)
M ) for the image of V¯
(q)
M under the map θ¯. Consider
the problem of recovering θ ∈ θ¯(V¯ (q)M ) from the observations y′i = θi + z′i where the z′i are
independent centered Gaussian random variables with variance Var(z′i) = (1 + C)h
−2sk
for i ∈ J (k). We will need the following lemma which is directly implied by [8, Lem. 2].
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Lemma 6.6. Let J be an index set and for θ ∈ RJ let y be the noisy observation of θ
defined by y = θ+z where z is a Gaussian vector with independent entries zi ∼ N (0, σ2i ).
For a ∈ RJ \ {0} and M > 0 write
Θa(M) :=
{
θ ∈ RJ |
∑
j∈J
a2jθ
2
j ≤M2
}
, . (6.50)
Then for θˆT defined as in (6.48), it holds true that
inf
T∈{0,1}J
sup
θ∈Θa(M)
E
[|θˆT (y)− θ|22] ≤ 4.44 inf
θˆ(y)
sup
θ∈Θa(M)
E
[|θˆ(y)− θ|22] (6.51)
where the infimum in the right hand side of (6.51) is taken over all functions θˆ of y.
Lemma 6.6 implies that
inf
T
sup
V
(q)
M
(6.47) ≤ inf
T
sup
V¯
(q)
M
(6.47) ≤ 4.44 inf
θˆ(y′)
sup
θ∈θ¯(V¯ (q)M )
E
[|θˆ(y′)− θ|22] . (6.52)
Let C0 > 1 be a constant larger than (1 + C)h
−s (with C being the constant in (2.22))
and also larger than
√
1 + C (with C being the constant in (6.17)). Then, it is true that
¯¯
V
(q)
M ⊂ ¯V
(q)
M ⊂ V (q)M ⊂ V¯ (q)M for
¯¯
V
(q)
M := {u ∈ Ψ(q) | C0u ∈ V¯ (q)M } . (6.53)
Further, for θ ∈ RJ let y′′ = θ + z′′ be the noisy observation of θ where z is a centred
Gaussian vector with independent entries of variance Var(z′′i ) = C
−2
0 Var(z
′
i). We deduce
that
inf
θˆ(y′)
sup
θ¯(V¯
(q)
M )
E
[|θˆ(y′)−θ|22] = C20 inf
θˆ(y′)
sup
θ¯(V¯
(q)
M )
E
[|θˆ(C−10 y′)−C−10 θ|22] = C20 inf
θˆ(y′′)
sup
θ¯(
¯¯
V
(q)
M )
E
[|θˆ(y′′)−θ|22] .
(6.54)
Define the set of affine recoveries to be of the form θˆA(y) = Ty + y0 with T linear and
y0 ∈ RJ . Since this is a subset of all recoveries θˆ (and replacing C20 with C), it holds
true that
(6.54) ≤ C inf
θˆA(y′′)
sup
θ¯(
¯¯
V
(q)
M )
E
[|θˆ(y′′)− θ|22]. (6.55)
If we define θi := h
−sk[φ(k),χi , u], zi = h
−sk[φ(k),χi , ζ], and yi = θi + zi, it is true that
Cov(z) > Cov(z′′). Since, in the space of affine recoveries, the recovery error increases
with the covariance matrix, and since θ¯(
¯¯
V
(q)
M ) ⊂ θ¯(V (q)M ), we have
(6.55) ≤ C inf
θˆA(y)
sup
θ¯(
¯¯
V
(q)
M )
E
[|θˆ(y)− θ|22] ≤ C inf
θˆA(y)
sup
θ¯(V
(q)
M )
E
[|θˆ(y)− θ|22] . (6.56)
The following lemma is a direct application of [11, Cor. 1] (with K = I and L = I,
see also the remarks in [11, sec. 13.1]). It will be used to compare affine and general
minimax recovery errors.
20
Lemma 6.7. Let J be an index set and z be a centered Gaussian vector of RJ with
Cov(z) = Z where Z is invertible. Let V be a closed, bounded, and convex subset and
RJ and for θ ∈ V let y = θ + z be the noisy observation of θ. It holds true that
inf
θˆA(y)
sup
θ∈V
E
[|θˆ(y)− θ|22] ≤ 1.25 inf
θˆ(y)
sup
θ∈V
E
[|θˆ(y)− θ|22] . (6.57)
Since ellipsoids are closed, bounded, and convex, we can apply the lemma and bounds
on the (diagonal) blocks of B in (2.22) to obtain the desired result,
(6.56) ≤ C inf
θˆ(y)
sup
θ¯(V
(q)
M )
E
[|θˆ(y)− θ|22] ≤ Ch−2s inf
v(η)
sup
u∈V (q)M
E
[‖v(η)− u‖2] . (6.58)
6.3 Proof of Smooth Recovery
The final statement of Theorem 4.1 will be proven in this section. First, the following
lemma will be proven.
Lemma 6.8. Let T † be as in Theorem 4.1 such that l† 6= 0, then it holds true that
‖vT †(η)‖ ≤ ‖u‖+ C
√
zσ
2s
4s+dM
2s+d
4s+d (6.59)
with probability at least 1 − (ze1−z)|J (l†)|/2 for C a constant dependent on h, s, ‖L‖,
‖L−1‖, Ω, d, and δ.
Proof. Start by observing that since vT †(η) = u
(l†) + ζ(l
†),
‖vT †(η)‖ ≤ ‖u(l
†)‖+ ‖ζ(l†)‖ ≤ ‖u‖+ ‖ζ(l†)‖. (6.60)
Next, the latter part of the sum on the right-hand side will be bounded.
‖ζ(l†)‖2 ≤
l†∑
k=1
(1 + C)h−2sk
∑
i
[φ
(k),χ
i , ζ]
2 ≤ (1 + C)h−2sl†
l†∑
k=1
∑
i
[φ
(k),χ
i , ζ]
2. (6.61)
Defining the Gaussian vector X such that Xi = [φ
(k),χ, ζ] for i ∈ J (k) for k = {0, ..., l†},
it holds that Cov(X) < σ2(1 + C)I by Theorem 6.3. Defining Gaussian vector X¯ such
that Cov(X¯) = σ2(1 + C)I, it holds that M := σ
√
1 + C Cov(X)−1/2 > I. Note that
since P[|MX|2 ≥ |X|2] = 1 and MX has an identical distribution to X¯, it is true that
P[|X|2 < x] ≥ P[|MX|2 < x] = P[|X¯|2 < x] . (6.62)
Hence, to get a tail bound of (6.61), we apply a Chernoff bound on χ2 distributions,
which states for z > 1 the CDF of Qk, a χ
2(k)-distribution, is bounded by
P (Qk < zk) ≥ 1− (ze1−z)k/2. (6.63)
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This bound can be deduced from Lemma 2.2 of [6]. Hence, with probability at least
1− (ze1−z)|J (l†)|/2 (C absorbs a constant dependent on h, s, and d)
(6.61) ≤ Czσ2h(−2s−d)l† ≤ Czσ2
(
σ
M
)−4s−2d
4s+d
= Czσ
4s
4s+dM
4s+2d
4s+d (6.64)
Theorem 6.9. Assuming l† 6= 0, the following inequality holds with probability at least
1− ε,
‖η(l†)‖ ≤ ‖u‖+ C
√
log
1
ε
σ
2s+d
4s+dM
2s+2d
4s+d , (6.65)
where C depends only on h, d, δ and s.
Proof. Given lemma 6.8 we start by defining
ε =
(
ze1−z
)|J (l†)|/2
. (6.66)
We now get an upper bound for z in terms of ε. Since the only significant values of ε
are ε ∈ (0, 1), it must be true that z > 1. This implies that ze1−z ≤ 2e−z/2. Hence,
4
log 2
log
1
ε
≥ |J (l†)|z ≥ C−1h−dl†z (6.67)
Hence, for C dependent on h, d, δ and s,
C log
1
ε
≥
(
σ
M
) −2d
4s+d
z (6.68)
This yields an upper bound on z, hence we apply Lemma 6.8 and obtain the result:
(6.64) ≤ C log 1

σ
4s+2d
4s+d M
4s+4d
4s+d . (6.69)
7 De-noising graph Laplacians
Since gamblets can also be constructed for graph Laplacians [19, 20] the proposed method
can also be used for de-noising such operators. This section will provide a succinct
description of this extension with numerical illustrations.
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7.1 The problem
Let G = (V,E) be a simple graph (with vertex set V and edge set E) and let L be its
graph Laplacian, which is defined as follows:
Li,j =

deg(vi) if i = j
−1 if i 6= j and vi is adjacent to vj
0 otherwise
(7.1)
Fix i0 ∈ V and let Ψ := {u ∈ RV | ui0 = 0}. Note that L is a symmetric positive linear
bijection from Ψ to Ψ with respect to the inner product
〈
u, v
〉
L
= uTLv. Consider the
following problem.
Problem 3. Recover the solution u ∈ Ψ of
Lu = f (7.2)
as accurately as possible in the energy norm, defined as ‖u‖2L =
〈
u, u
〉
L
, given the infor-
mation that f ∈ Ψ with |f |2 ≤ M and the observation η = u + ζ where ζ is a centered
Gaussian vector on Ψ with covariance matrix σ2.
7.2 Near minimax recovery
Similarly to section 4.1, with M > 0, define
VM = {u ∈ Ψ | |Lu|2 ≤M} . (7.3)
With gamblets as defined in section 3, [19, 20] provide sufficient conditions under which
the matrices B(k) and Z are uniformly well conditioned (as in Theorem 2.2), in particular
under these conditions there exists H ∈ (0, 1) such that
C−1H−2(k−1)J (k) ≤ B(k) ≤ CH−2kJ (k) and Cond(B(k)) ≤ CH−2 . (7.4)
In this brief outlook we will simply numerically estimate H and define d to be such that
H−d = Θ(|J (k)|). Assuming σ > 0, set
l† = arg min
l∈{0,...,q}
βl, (7.5)
for
βl =

H2M2 if l = 0
H−(2+d)lσ2 +H2(l+1)M2 if 1 ≤ l ≤ q − 1
H−(2+d)qσ2 if l = q .
(7.6)
Finally, we hard thresholding (5.1) and
v†(η) := η(l
†) , (7.7)
to recover u from η.
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7.3 Numerical illustration
For our numerical illustration the edges and vertices of the graph are the streets and
intersections of Pasadena, CA (obtained using the python OSMNX package [1]). The
latitude and longitude of each vertex is known through the package, and f is defined as
f(vi) = cos(3x(vi) + y(vi)) + sin(3y(vi)) + sin(7x(vi)− 5y(vi)), where x(vi) and y(vi) are
the latitudes and longitudes of vertex vi normalized to [0, 1]. The noise, ζ, is a centered
Gaussian vector on Ψ with σ = 400.
The measurement functions used for the gamblet decomposition are defined as
φ
(k)
i,j (u) =
1√
|S(k)i,j |
∑
l∈S(k)i,j
uvl (7.8)
where S
(k)
i,j contain all vertices with relative latitudes in [
i−1
2k
, i
2k
] and relative longitudes
in [ j−1
2k
, j
2k
]. The W (k) matrix are as in Subsection 2.4. Further, in this graph, we
estimate H ≈ 0.5996 and d ≈ 2.327.
The following figures show f , u, η, v†(η) (using (7.7)), and the recovery error v†(η)−u.
Figure 5: The plot of f , u, η, v†(η), and v†(η)− u on the Pasadena graph.
Average errors were computed using 100 independent noise samples. The de-noising
errors of the hard gamblet thresholding with fixed thresholds (t(k) = t for all k) is
compared to the near minimax recovery analog, v†, is given in the table below.
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Comparison of de-noising algorithms performance
Algorithm L Error
AVG
L Error
STDEV
L2 Error
AVG
L2 Error
STDEV
Estimator (7.7) 578.3 11.6 6216 234
Hard variable threshold 541.6 40.7 5644 446
For reference, the average and standard deviation of the L-energy norm of ζ used in this
trial were 49265 and 576 respectively.
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