In this work we consider the problem of describing excursion regions of the type Γ = {x ∈ D : f (x) ≥ τ }, where τ ∈ R is prescribed, f : D ⊂ R d → R is a function whose values are only known at few points, d ≥ 1 and D ⊂ R d is a compact set. We introduce the concept of profile extrema functions P sup Ψ f, P inf Ψ f , defined as a solution of a constrained optimization problem over a subset of D indexed by a full column rank matrix Ψ ∈ R d×p . In the simple, yet interesting, case when Ψ ∈ R d×1 is the ith vector of the standard basis for
Ψ f , defined as a solution of a constrained optimization problem over a subset of D indexed by a full column rank matrix Ψ ∈ R d×p . In the simple, yet interesting, case when Ψ ∈ R d×1 is the ith vector of the standard basis for R d , P sup Ψ f (η) is the sup of f over the (d − 1)-dimensional hyperplane xi = η. In this work we study the relationships between Γ and the behaviour of P sup Ψ f, P inf Ψ f and we show how they can convey a simple, although intrinsically partial, visualization of Γ . While the concept of profile extrema can be applied in general, here we focus on expensive-to-evaluate functions for which only a drastically limited number of evaluations is available. This type of problems arise, notably, in many industrial and scientific studies where the response of a physical system can only be computed through expensive computer experiments. We consider here a Bayesian approach where f is approximated by a posterior functional of a Gaussian process (Zx)x∈D. We first consider a plug-in approach where we study the profile extrema functions P sup Ψ µn, P inf Ψ µn where µn is the posterior mean of the Gaussian process given n evaluations of f . We quantify the uncertainty on the estimates for P sup Ψ f, P inf Ψ f obtained with the GP model by studying the distribution of P sup Ψ Z, P sup Ψ Z with posterior quasi-realizations. We provide a probabilistic bound for the quantiles of P sup Ψ Z based on the sample quantiles of the quasi-realizations. The techniques developed are applied to a real 5−dimensional coastal flooding test case where the response is the total flooded area on a site located on the Atlantic French coast (scalar, in m 2 ) as a function of the offshore conditions (e.g., surge peak, time difference between surge and tide peak among others) and Γ is the set of conditions that lead to a high hazard level.
Introduction

Problem statement
In many domains of application (structural reliability, Dubourg et al. (2013) , nuclear safety, Chevalier et al. (2014) , environmental problems, Bolin and Lindgren (2015) , natural risk, Rohmer and Idier (2012) ) one is interested in estimating regions in the parameter space leading to response values above or below a given threshold. In particular here, we assume that a phenomenon of interest can be modelled by a function f : D ⊂ R d → R, where D is a compact set. We focus on excursion sets of the form
where τ ∈ R is a prescribed threshold depending on the application at hand. This work is mainly concerned with a method to visualize estimates for the set Γ when d ≥ 3.
The visualization of points and manifolds in high dimensions is a very active field of research. Principal components analysis and its kernel version (Schölkopf et al., 1997 ) play a fundamental role in dimensionality reduction for high dimensional data. Parallel coordinates (Inselberg, 1985) are widely used for exploratory data analysis. In order to visualize more complex structure techniques relying on the topological concept of Morse-Smale complex (Edelsbrunner and Harer, 2008; Gerber et al., 2010) provide powerful, but hard to interpret, tools. Projection based techniques are also a prominent method to visualize data in high-dimensional Euclidean spaces. In particular, tours (see, e.g., Asimov, 1985; Cook et al., 1995 Cook et al., , 2008 are a widely used method among projection based techniques. These techniques proved to be very successful in many applications, however they require a finite set of data points, while in our case we are interested in representations for the whole set Γ .
In this work, we rely on the concept of profile extrema functions defined as the sup or inf of the response over a subset D Ψ,η ⊂ D, implicitly defined by a full column rank matrix Ψ ∈ R d×p and indexed by a vector η. By using profile extrema functions we can choose easy-to-visualize subsets of D that are either in Γ or in D \ Γ . We focus on the case where the function f is very expensive to evaluate and thus the number of evaluations of f is limited. Let us define the design of experiments X n = {x 1 , , . . . , x n } and the vector of evaluations
T for n > 1. We assume that the function f is a realization of a Gaussian process (Z x ) x∈D ∼ GP (µ, K) defined on a probability space (Ω, F, P ) with a prior mean function µ : D ⊂ R d → R and covariance kernel K : D ×D → R. The posterior distribution of (Z x ) x∈D given Z Xn = y n is a Gaussian process with posterior mean µ n and covariance kernel K n . We first take a plug-in approach and estimate P sup Ψ f with P sup Ψ γ n , where γ n is a posterior functional of Z. Examples of interesting posterior quantities are γ n = µ n , the posterior mean, γ n (x) = µ n (x)±Φ −1 (α/2)K n (x, x), the 1−α posterior quantiles or γ n (x) = Z x (ω) for some ω ∈ Ω, a posterior realization of the field.
If the input space dimension is small, it is possible to visualize a plug-in estimate for Γ with simple plotting devices by evaluating γ n on a grid. If d > 3, this visualization is problematic, therefore we propose to plot profile extrema functions for γ n . In particular, we show that we can use profile extrema to visualize whether certain regions of D are in the excursion region. This provides a technique to better understand the set from an operational point of view. The Gaussian process model described above provides an estimate for Γ based on few evaluations of f and it allows for a quantification of the uncertainty on such estimate. In particular, here we study the distribution of the stochastic object P sup Ψ Z and by looking at its quantiles we can provide point-wise confidence statements on the profile extrema functions. If Z is a Gaussian process these objects are linked with extreme values of Gaussian processes indexed by compact sets which have been widely studied in probability theory (see, e.g., Adler and Taylor, 2007; Azaïs and Wschebor, 2009 ) and have been the subject of recent interest in the computer experiments literature, see, e.g. Chevalier (2013, Chapter 6) and Ginsbourger et al. (2014) . Here we obtain point-wise confidence intervals for profile extrema functions by using posterior quasi-realizations of an approximating process obtained as in Azzimonti et al. (2016) . Moreover we introduce a probabilistic bound for the quantiles of the posterior profile function based on the sample quantiles of the approximating process.
Outline of the paper
We apply the described technique to a coastal flooding problem where f is evaluated numerically with an expensive-to-evaluate computer experiment. The details of the problem are described in Section 2. In Section 3, we introduce the concept of profile extrema functions for a generic function γ and we use it to identify Γ when γ is the posterior mean of a Gaussian process approximating the true function. In this section we also discuss the implementation details for profile extrema function and possible approximating schemes. Section 4 shows how to quantify the uncertainty on the posterior mean profiles with approximate posterior simulations and provides a probabilistic bound (Theorem 2 and Corollary 1, proofs in Appendix A) for this approximation. The methods are applied to the coastal flooding test case and a summary of the results is presented in Section 5, further details are in Appendix C. Finally Section 6 presents a short discussion on the advantages and drawbacks of the method and on extensions to other application domains. the excursion region corresponding to the critical forcing conditions leading to inundation or when forecast is needed (Rohmer and Idier, 2012; Idier et al., 2013) .
As a test case, we focus on coastal flooding induced by overflow. As application case, we consider the Boucholeurs area (French Atlantic coast, see Figure  1 ). This area is located close to La Rochelle and has been flooded during the 2010 Xynthia storm event. This event was characterised by a high storm surge (>1.5 m at La Rochelle tide gauge) in phase with a high spring tide (Bertin et al., 2014) . Here, we focus on these primary drivers (tide and storm surge) and on the resulting flooded surface (Y , in square meters).
The forcing conditions
The offshore forcing conditions correspond to the tide and storm surge temporal evolution (see Figure 2a) are denoted with x = (T, S, t 0 , t + , t − ) and are parametrised as follows:
• the tide is simplified by a sinusoidal signal parametrised by its high tide level T ∈ [0.95m, 3.70m], (see Figure 2a );
• the surge signal is assumed to be described by a triangular model (as schematically described in Figure 2a ) using four parameters, namely the peak amplitude S ∈ [0.65m, 2.50m], the phase difference t 0 ∈ [−6, 6] hours, between the surge peak and the high tide, the time duration of the increasing part t − ∈ [−12.0, −0.5] hours, and the time duration of the decreasing part t + ∈ [0.5, 12.0] hours. 
The numerical model
The numerical modelling of the coastal flood relies on the MARS model (Lazure and Dumas, 2008) . This finite-difference model solves the shallow-water equations and was originally designed to compute regional coastal hydrodynamics, e.g. tide and storm induced water level and currents. The MARS model has here been adapted to account for the specificities of local coastal flooding processes: hydraulic processes around connections like culverts and weirs, coastal defence breaching. This model has been implemented on the study site (white box in Figure 1 ) with a spatial resolution of 25 m and a total number of mesh cells of >39,000. The land cover effect on the flood is taken into account by using a spatially varying friction coefficient. The different hydraulic connections (e.g. the hydraulic culverts below the roads, dike, railway,) have been taken into account in the modelling. The forcing conditions (time series deduced from the parameters x, Figure 2a It should be noted that when wave overtopping is dominant in the flooding processes, other types of models should be used (Le Roy et al., 2015) , with computation time 2 orders of magnitude larger. Choosing an overflow case allows setting up statistical developments which will be of use also for the more expensive models. Figure 2b provides examples of the inundation depth (H) computed in each cell for given forcing conditions x, as well as the resulting flood surface value (Y ). In the rest of the paper we will consider the threshold values τ
= 6.5 × 10 6 m 2 introduced in Figure 2b for (Y ).
Gaussian process model
In what follows we work under the assumption of a limited number of evaluations for the flooded surface Y , which is modelled as a function of the input parameterš f : D ⊂ R 5 → R + . The input parameter space has been re-scaled to the unit hyper-cube, i.e. D = [0, 1] 5 . For each input point
(1) the numerical model described above returns a flooded surface valuef (x) = Y . We are interested in estimating
We consider the square root transformed output data
k . We fix an initial design of experiments X n ∈ R d×n , with n = 200 points resulting from the following quasiMonte Carlo rejection sampling procedure. The function f was first evaluated on the first 500 points of the 5-d Sobol' sequence and only the points leading to a flood of any magnitude were selected, resulting in n = 200 points. The evaluations of the numerical code f (X n ) at X n are denoted with y n ∈ R n . We consider a Gaussian process model with a tensor product prior Matérn covariance kernel ν = 3/2 and prior mean
where g j denotes the jth basis function and β = (β 1 , . . . , β 5 ) T is a vector of unknown coefficients. The choices of the Gaussian process and the basis functions for the prior mean function were selected using expert-based information completed with a cross-validation procedure. The covariance kernel hyper-parameters are estimated with maximum likelihood from (X n , y n ) and the posterior mean and covariance kernel are given in Equations (16), (17), Appendix B.
From the posterior mean we estimate Γ with Γ * n,τ k
In the following sections we introduce a method to explore visually this set and to quantify the uncertainty on this estimate.
Profile extrema functions 3.1 Definition
In this section we introduce the concept of profile extrema for a continuously differentiable function γ : D ⊂ R d → R. In the applications described in this paper the function γ is the posterior mean of the Gaussian process, a quantile or a posterior realization of the process. If we are interested in a visualization of the excursion regions of γ, we can define 2 · d univariate functions that describe the extremal behaviour of γ for each coordinate. We can further generalize this concept with the following definition.
Definition 1 (Profile extrema). Consider a continuously differentiable function
are called Profile sup and Profile inf functions of γ respectively.
Note that, if D is a compact set, as assumed in this paper, the profile extrema functions are finite valued.
A simple, although interesting, choice for Ψ is a coordinate vector: denote with e 1 , . . . , e d ∈ R d the coordinate vectors of the standard basis in R d , then the coordinate profile extrema are defined as follows.
Definition 2 (Coordinate profile extrema). For each i ∈ {1, . . . , d} we can define the coordinate profile extrema functions as
where
Consider the first coordinate profile sup function P sup 1 γ(η). For all points η such that P sup 1 γ(η) ≥ τ , there exists at least one pointx
On the other hand for all points η such that P sup 1 γ(η) < τ , the function γ will always be below τ independently of the other coordinates. In such situation then we have D 1,η D \ Γ , thus we can exclude the set D 1,η from the excursion region. In a symmetric way, for all η such that P inf 1 γ(η) ≥ τ , then the function γ will always be above τ independently of the other coordinates and D 1,η Γ , i.e. D 1,η is a strict subset of the excursion region. Figure 3 presents a restriction to the variables S and t o of the test case introduced in Section 2, where n = 26 design points are selected from the design of experiments introduced in Section 2.4 as those that satisfy T ≥ 0.8, t + ≥ 0.4 and t − < 0.5. Here the function γ is the posterior mean µ n of the Gaussian process regression model. Figure 3 shows the contour plot for µ n in black, and the thresholds τ = τ 1 , τ 4 in red. We evaluated P sup i µ n and P inf i µ n for i = 1, 2, over the range of each variable. Figure 4 shows the coordinate profile extrema functions and the selected thresholds. If we are interested in the set Γ * n,τ4 , delimited in Figure 3 by the dark red line, then by choosing the set of points such that P sup 1 µ n (η) < τ 4 we can conclude that in the region {(S, t o ) : S < 0.596} the function µ n takes values below τ 4 . In the same way we can conclude that the region {(S, t o ) :
is not an excursion region. Consider now τ 1 , delimited by the light red line in Figure 3 , we have that the profile extrema functions for coordinate S do not allow us to restrict the input space to locate Γ * n,τ1 . The profile extrema function P sup 2 µ n (η) instead allows us to conclude that in the region {(S, t o ) : 
Implementation
Consider a fixed matrix Ψ ∈ R d×p , for a fixed η ∈ E Ψ ⊂ R p , the value P sup Ψ γ(η) is the solution of a constrained optimization problem. In general, γ is not convex, therefore we are not guaranteed to achieve a global optimum. We proceed to implement a local method to obtain profile extrema functions for two cases: Ψ = e i ∈ R d , i ∈ {1, . . . , d} or a generic full column rank matrix Ψ ∈ R d×p . In the first case we obtain the value for P γ(η) with a L-BFGS-B algorithm. If the gradient of γ is available it is used in the optimization, otherwise numerical derivatives are used. This method depends on the starting point chosen for the optimization. In general we are interested in the evaluation of the functions P sup i γ(η) for all η and for all i ∈ {1, . . . , d}. Exploiting the smoothness of γ we leverage the previously obtained points of optimum as starting point for the subsequent optimizations.
In the second case, the problem is less structured as we just assume that the matrix Ψ has full column rank. The evaluation of P sup Ψ is then the solution of an equality-constrained optimization problem. Assuming that the function γ is continuously differentiable and that the analytical expression of its gradient is known, we take here a sequential quadratic programming (SQP) approach and we obtain the values of P sup Ψ with a local SQP algorithm (see, e.g., Nocedal and Wright, 2006, Chapter 18) .
In both cases, a multi-start optimization procedure with several starting points provides a more reliable estimate of the global optimum with the tradeoff of an increased computational cost. The two methods are implemented in the R programming language (R Core Team, 2017) in the package profExtrema. The first method is implemented with the function optim, while the second is implemented with the function nloptr from the package nloptr with the option NLOPT_LD_SLSQP (Kraft, 1994; Ypma et al., 2014) .
Approximation of profile extrema functions
The cost of evaluating the profile extrema functions at each η increases as d − p grows larger. For visualization, we are interested in profile extrema functions where the matrix Ψ has rank 1 or 2, thus p = 1 or 2. Moreover, in order to plot profile extrema, we need evaluations of the functions over E Ψ ⊂ R p . If the overall input dimension d is high, then each evaluation is a high dimensional optimization and visualizing the function at sufficient resolution might become an expensive procedure. In this section we develop a technique to approximate the profile functions over a grid in E Ψ based on few evaluations interpolated over the grid.
Profile extrema functions can be seen as a special type of optimal value functions. First order characterizations of such objects have been studied in optimization and perturbation theory, see, e.g., Danskin (1967) ; Bonnans and Shapiro (1998) . In particular the following result, due to Danskin, is central for first order approximations. Theorem 1. Let X be a finite dimensional vector space and U be a normed space. Suppose that f : X × U → R is continuous on X × U , for all x ∈ X, f (x, ·) is differentiable and ∇ u f (x, ·) is continuous. Consider the constrained optimization problem
where G : X × U → R p is a function defining the constrained problem and K ⊂ R p is a compact set. The optimal value function v(u) := inf x:G(x,u)∈K f (x, u) is continuously differentiable and
where S(u) = arg min x:G(x,u)∈K f (x, u) is the set of optimal solutions. If for
We can then evaluate P sup Ψ γ(η) and ∇ η ηP sup Ψ γ(η) at few space filling points η 1 , . . . , η k , for a small k > 0, and interpolate the value P sup Ψ γ(η) at any η ∈ E Ψ using a gradient-based interpolation or smoothing technique.
Here we present an example for the case p = 1 with a first order Taylor expansion approximation. Let us fix i ∈ {1, . . . , d} and consider the coordinate profile extrema function P sup ei γ for γ continuously differentiable over D. Let us select points η 1 , . . . , η k ∈ E ei , for a small k > 0, and evaluate P sup ei γ at such points, obtaining s 1 = P sup ei γ(η 1 ), . . . , s k = P sup ei γ(η k ). We can approximate P sup ei γ at any point η ∈ E ei with a first order Taylor expansion at (x η * , η * ) the closest point among the evaluated ones. An analogous technique is also implemented for P inf ei γ. The blue dashed lines in Figure 4 show the approximation of the profile extrema functions obtained with k = 18 points selected with latin hyper-cube sampling. The time required to compute P sup i , P inf i , for i = 1, 2 over a grid of equispaced 100 points on [0, 1] with full optimization is 11.62 seconds on a laptop with 1.7 GHz Intel Core i7 CPU. On the same laptop the first order approximation plotted on the same grid requires 1.95 seconds. On this example, the maximum absolute error achieved with the approximation of P inf γ is 7.9% and on P sup γ is 3.5%. While this technique is implemented here only for p = 1, it is possible to extend it to the case of higher dimensional spaces E Ψ by adjusting the distance in the nearest neighbour search. An alternative approximation method is presented in Appendix D.
Uncertainty quantification 4.1 Approximation for posterior field realizations
In the previous sections we introduced a visualization method for Γ based on plug-in estimates of the profile extrema functions. In this section we exploit the Gaussian process assumption to quantify the uncertainty on such estimate for Γ . In particular, we are interested in quantifying the uncertainty on profile extrema functions related to the Gaussian process model, at fixed hyper-parameters. In this section, we develop a Monte Carlo method to obtain point-wise confidence intervals for P sup ei f and P inf ei f , for i = 1, . . . , d. Consider the Gaussian process (Z x ) x∈D , we denote a realization of the process at x with Z x (ω), for ω ∈ Ω, the underlying probability space. We are interested in posterior realizations of Z x given Z Xn = y n . A brute force approach would involve simulating the field over a space filling design on D and then evaluating the profile extrema function by taking the discrete extrema. This procedure however is very costly as it requires exact simulations of the field over many points. Following Azzimonti et al. (2016) we use an approximating process in order to reduce the computational cost. We consider the set of points G = {g 1 , . . . , g } ⊂ D and approximating process of Z based on G
where a : D → R is a continuous trend function and b : D → R is a continuous vector-valued function of deterministic weights, and where
R × is the matrix of cross-covariances. The points G are selected as optimal simulation points for Γ with Algorihtm B of Azzimonti et al. (2016) and we approximate a posterior realization Z x (ω) with Z x (ω), where only posterior simulations of the field Z at G are required. For a fixed ω ∈ Ω, Z x (ω) is a function of x that has an analytical expression. Moreover the gradient of Z x (ω) with respect to x is known, therefore we can use the algorithms introduced in Section 3.2 to compute the profiles of each realization P sup Ψ Z x (ω) and P inf Ψ Z x (ω). As an illustrative example we applied this method to the function shown in Figure 3 . We consider = 120 simulation points and we compute the pointwise confidence intervals for the profile extrema on the mean with Monte Carlo simulations. Figure 3 shows the function plotted in the example presented in Section 3 and the regions delimited by the profile extrema mean and its 90% point-wise confidence intervals for the thresholds τ = τ 1 , τ 4 . Figure 5 shows the profile extrema for mean and for 300 approximate realizations of the posterior process (light green). The point-wise 90% confidence intervals (shown in red) are computed from the approximate realizations. The approximate empirical confidence intervals confirm the main conclusions outlined in Section 3.1.
Bounds for the approximation
The approximating process Z does not provide proper probabilistic statements for P sup Ψ Z, P inf Ψ Z as it is based on the -dimensional random vector Z G . However since the error process Z − Z can be expressed in closed form, we can control the approximating error with a probabilistic bound. We introduce this bound with the following theorem and corollary. Proofs are in Appendix A.
Theorem 2. Consider a Gaussian process (Z x ) x∈D ∼ GP (µ, K), the approximating process Z of Z based on the set G (Equation (9)) and T ⊂ D, then for any u > 0
x, y ∈ T Corollary 1. Consider the profile sup random functions defined as
where Z is the approximate process introduced in Equation (9). For any η * ∈ E Ψ and α ∈ (0, 1)
In practice the 1 − β quantileũ β in Equation (12) is estimated from the simulations of Z with the sample quantile ũ β and u α is estimated with the unbiased estimator u α derived from Equation (12) with the plug-in ũ β . Figure 5 shows the conservative bound in Equation (12) on P sup i Z (skyblue, shaded) and P inf i Z (seagreen, shaded), i = 1, 2, on the example presented in Section 3. The bound, intrinsically more conservative, allows to say that for t o ∈ [0.06, 0.1] the posterior distribution of Z is below τ 4 , independently on the values of S with probability 95%.
Results on coastal flooding test case
Let us now consider the full 5-d flooding test case. We are interested in the visualization of estimates for the region Γ , defined in Equation (2). We estimate the function f with the posterior mean of the Gaussian process model as described in Section 2.4 and we use coordinate profile extrema function to visualize Γ * n,τ k , for the thresholds τ 1 , . . . , τ 4 introduced in Section 2. The uncertainty on such estimates is visualized by plotting the posterior quantiles of the posterior profile extrema process as described in Section 4.1. Figure 6 shows the coordinate profile extrema for the posterior mean of the process based on the design with n = 200 points described in Section 2.4, with the Universal kriging prior mean defined in Equation (3) and the lowest and highest threshold τ 1 , τ 4 .
Let us consider τ 4 , the highest value in dark red. We have that if coordinate T < 0.57, then there is no excursion independently of the other coordinates. The 90% point-wise confidence interval based on 600 posterior realizations, suggests that, independently on the other coordinates the condition T ∈ [0, λ] with λ ∈ [0.52, 0.6] identifies a region of possible excursion. Similar assessments are available for the other coordinates and the other thresholds, see Table 1 in Appendix C for a summary. Note that the variables t + , t − do not bring information on the excursion regions as P inf e4,5 γ n (η) and P sup e4,5 γ n (η) are consistently below and above the thresholds τ 1 , τ 4 respectively. The bound introduced in Equation (12) estimated from the sample quantiles of P sup i Z identifies {x ∈ D : T ∈ [0, 0.14]} as possible region of non-excursion.
Discussion
In this work we introduced profile extrema functions for visualizing estimates for excursion regions of expensive-to-evaluate functions. The regions of interest highlighted by profile extrema functions are unions of linear subsets D Ψ,η ⊂ D implicitly defined by the matrix Ψ ∈ R d×p indexed by η ∈ E Ψ . The regions highlighted by coordinate profile extrema functions, for example, are union of intervals as p = 1. Linear subspaces might not be suitable for the visualization of certain excursion regions, however they provide a fast and concrete interpretation for practitioners. In the studied test case, the profile extrema functions enabled: (i) to highlight the major role of the high tide level whatever the considered thresholds, i.e. for small to large flooding events; (ii) to highlight the key role of the surge peak only for moderate thresholds i.e. moderate flooding events; (iii) to highlight the moderate role of the phase difference t o ; (iv) to exclude a strong influence of t − and t + alone for the excursion of the response whatever the considered thresholds. It is possible to envisage the extension of profile extrema functions to non-linear subsets, however this might resolve in visualizations that are harder to interpret.
Profile extrema functions can be used for any continuously differentiable function that takes finite values on a compact domain. If the domain is not compact, then the optimization in the definition of profile extrema might not be well posed. In such cases extensions of the profile extrema functions where the sup is replaced by quantiles or by another non-linear operator might be beneficial. The profile extrema approach developed here is a one-step procedure that provides partial results. In the case of coordinate profile extrema functions the procedure could be enhanced by developing a sequential exploratory procedure. For example, once the possible inputs for one coordinate are restricted, an exploration of the remaining domain with coordinate profile functions would lead to a tree-like procedure where conditionally on a fixed range for the first coordinate we obtain other conditions on all coordinates.
A Proofs
Theorem 2. Consider the Gaussian process regression set-up as described in Section 2.4. For ease of notation let us denote the posterior process as (Z x ) x∈T ∼ GP (µ, K), where we drop n, the number of observations as it is fixed in this section. Recall that the proposed approximate field ( Z x ) x∈T is defined as follows
where a : T → R is a continuous trend function, b : T → R is a continuous vector-valued function of deterministic weights, G = {g 1 , . . . , g l } ⊂ T is a fixed set of points in T and
Let us consider the difference process ( ∆ x ) x∈T , defined as ∆ x := Z x − Z x , for each x ∈ T . The mean function and covariance kernel of ∆ are
First of all notice that
Let us now consider the centred process ( ∆
where (σ
The first inequality follows from the symmetry of the Gaussian distribution and the second is the Borell-TIS inequality, see, e.g. Adler and Taylor (2007) , Chapter 2 for more detail.
Since we have sup
then following Equations (13), (14), (15) P |sup
Corollary 1. Let us denote with A = P sup Ψ Z(η * ) and B = P sup Ψ Z(η * ) and with u β the 1 − β quantile of B. By using Theorem 2 we have that for u > 0
If we define α = β − 2e
, then by solving this equation we obtain
B Universal kriging posterior mean
Consider a Gaussian process Z ∼ GP (µ, K) with prior mean µ(x) = p j=1 β j g j (x), where g j denotes the jth basis function and β = (β 1 , . . . , β p ) is a vector of unknown coefficients. Given evaluations (X n , y n ), the posterior mean and covariance kernel of Z are given by the following equations.
C Full results on flooding test case
In this section we report the results obtained with profile extrema functions on all thresholds τ 1 , . . . , τ 4 introduced in Section 2. 
D Other approximations for profile extrema functions
The approximation of profile extrema functions is a function approximation problem that can be solved in many different ways. In Section 3.3 we introduced a theorem that provides a fast method to compute the gradient of the profile extrema functions. Based on this method we developed an approximation procedure based on the first order Taylor expansion of the function. In this section we compare this approximation given by a quantile regression fit on the few points (η 1 , s 1 ), . . . , (η k , s k ) defined as in Section 3.3. We heuristically choose the quantile 0.9 for the profile sup and 0.1 for the profile inf. Figure 8 shows the coordinate profile extrema for the 2d example introduced in Section 3 computed with quantile regression fit on a grid of 100 equispaced points in [0, 1] . On a laptop with 1.7GHz Intel Core i7 CPU the quantile regression fit approximation requires 2.02 seconds and achieves a maximum absolute error of 2.7% for P inf γ and 3.1% for P sup γ. 
