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A b s tr a c t— S u b b a n d  c o d i n g  w i t h  v e c t o r  q u a n t i z a t i o n  is  a d ­
d r e s s e d  in  t h i s  p a p e r .  F o r m i n g  t h e  d a t a  v e c t o r s  f r o m  b o t h  
b e t w e e n  a n d  w i t h i n  t h e  s u b b a n d s  is  c o n s i d e r e d .  T h e  f o r ­
m e r  o f  t h e s e  tw o  s c h e m e s  is  r e f e r r e d  t o  a s  i n t e r b a n d  c o d i n g  
a n d  t h e  l a t t e r  a s  i n t r a b a n d  c o d i n g .  I n t e r b a n d  c o d e r  d e s i g n  
is  r e l a t i v e l y  s t r a i g h t f o r w a r d  s i n c e  t h e  d e s i g n  o f  t h e  s in g l e  
c o d e b o o k  i n v o l v e d  f o l lo w s  r e a d i l y  f r o m  a  r e p r e s e n t a t i v e  s e t  
o f  i n t e r b a n d  d a t a  v e c t o r s .  I n t r a b a n d  c o d e r  d e s i g n  is  m o r e  
c o m p l i c a t e d  s i n c e  i t  e n t a i l s  t h e  s e l e c t i o n  o f  a  v e c t o r  d i m e n ­
s io n  a n d  a  b i t - r a t e  f o r  e a c h  s u b b a n d .  T h e  m a i n  c o n t r i b u ­
t i o n  o f  t h i s  w o r k  i s  a n  o p t i m a l  m e t h o d o l o g y  f o r  i n t r a b a n d  
s u b b a n d  v e c t o r  q u a n t i z e r  d e s i g n .  T h e  p r o b l e m  f o r m u l a t i o n  
i n c l u d e s  c o n s t r a i n t s  o n  t h e  b i t - r a t e  a n d  t h e  e n c o d i n g  c o m ­
p l e x i t y  a n d  is  s o lv e d  w i t h  n o n l i n e a r  p r o g r a m m i n g  m e t h o d s .
S u b b a n d  v e c t o r  q u a n t i z a t i o n  i m a g e  c o d i n g  in  c o n j u n c ­
t i o n  w i t h  a  h u m a n  v i s u a l  s y s t e m  m o d e l  i s  t h o r o u g h l y  i n ­
v e s t i g a t e d .  R e s u l t s  o f  a  l a r g e  n u m b e r  o f  e x p e r i m e n t s  i n ­
d i c a t e  t h a t  t h e  o p t i m a l  i n t r a b a n d  c o d e r  y i e l d s  s u p e r i o r  r e ­
s u l t s  f r o m  q u a n t i t a t i v e  a s  w e l l  a s  s u b j e c t i v e  p o i n t s  o f  v ie w  
t h a n  t h e  i n t e r b a n d  c o d e r  f o r  c o m p a r a b l e  b i t - r a t e s .  T h i s  im ­
p r o v e m e n t  b e c o m e s  m o r e  p r o n o u n c e d  a s  t h e  c o m p u t a t i o n a l  
c o m p l e x i t y  o f  t h e  i n t r a b a n d  e n c o d e r  is  a l l o w e d  t o  i n c r e a s e .
I. INTRODUCTION
The closely related ideas of subband coding (SBC) and 
transform coding (TC) have existed for more than a decade
[1], [2], [3]. These methods involve a decomposition of a 
data signal into a number of subsignals (referred to here as 
subbands), each of which represents information in a partic­
ular frequency band. The subbands are quantized individu­
ally and subsequently recombined. By coding the subbands 
separately, higher signal-to-noise ratios are obtainable than 
by single channel methods in general since the coding al­
gorithm can be better matched to the signal statistics. In 
addition, since many perceptual criteria (both visual and 
auditory) are formulated in the frequency domain, these 
techniques allow for weighting the various frequency com­
ponents so that the quantization noise can be matched to 
such criteria. Traditionally, pulse code modulation (PCM) 
or differential pulse code modulation (DPCM) is used for 
coding the individual subbands. Optimizing such a system 
involves an assignment of bits among the subbands so as 
to minimize the overall distortion while maintaining some 
pre-assigned overall bit-rate [4],
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Vector quantization (VQ) is a coding technique that has 
attracted much attention lately [5], [6], [7]. Rather than 
quantizing individual data samples (as in PCM), VQ quan­
tizes blocks of data samples. VQ achieves coding gain 
through the tighter sphere packing obtained in higher di­
mensions and, since it possesses memory, by exploiting sta­
tistical dependencies. This work examines the incorpora­
tion of VQ in SBC. The ideas introduced here are equally 
applicable to combining VQ with TC (and is explored in 
[8])-
This paper is concerned with vector quantization of sub­
band decompositions of signals. When designing a subband 
vector quantizer (SBVQ), one has two fundamental options 
as to how to form the data vectors. One alternative is to 
form the data vectors as slices from across the subbands,
i.e., with each data vector containing at most one data sam­
ple from any given subband. We will refer to such schemes 
as interband coding. The design of such a quantizer is rel­
atively straightforward since no bit allocation procedure is 
involved. The emphasis placed on coding the different sub­
bands is embodied in the codebook which is designed from 
a representative set of interband data vectors. The other 
alternative is intraband coding in which the data vectors 
are formed from within each subband. Here the subbands 
are coded separately, each with a unique codebook. The 
design of an intraband SBVQ system involves the selection 
of a vector dimension and codebook size (or equivalently, 
a vector dimension and a bit-rate) for each subband.
It should be noted that when the entire spectral coeffi­
cient vector is encoded as a single vector, as is considered 
in this work, the system is not capable of exploiting all of 
the degrees of freedom offered by subband coding. In fact, 
in the case when the subband decomposition is orthogonal 
and the filter length is less than or equal to the down­
sampling factor, such a scheme is equivalent to performing 
straight VQ on the original data and no gain whatsoever 
is obtained from the subband decomposition. Interband 
SBVQ systems where the spectral coefficient vector is di­
vided into smaller vectors and coded with separate vec­
tor quantizers (as is explored in [9]) is an alternative that 
more fully takes advantage of subband coding. However, 
although coding the spectral coefficient vector as a single 
vector is more computationally intensive, it gives a lower 
bound on the distortion achievable with other interband 
SBVQ methods.
Westerink, et al. [10] applied the interband concept to 
image coding through the use of a two-dimensional sub­
band decomposition. A theoretical result relating the gain
© 1995 IEEE
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of SBVQ to SBC/PC M  was derived and experimental re­
sults relating the SNR of the SBVQ scheme to other well- 
known image coding methods were presented. Results of 
a very similar image coding system are presented in [1 1 ]. 
Applications of SBVQ in speech coding can be found in [9],
[12], [13], [14], [15], [16]. In all of the works referenced that 
involve intraband SBVQ, the vector dimensions and code­
book sizes of the vector quantizers were selected a priori 
and consequently were not optimal in any sense. The ma­
jor contribution of this work is the development of a design 
methodology for selecting these parameters in an optimal 
fashion.
In [17], a method was discussed in which the subband 
quantizers could be optimally selected from a set of ad­
missible quantizers such that a constraint on the overall 
bit rate is satisfied. The selection is based on computa­
tion involving the convex hull of the rate-distortion coor­
dinates for the admissible quantizers. Reference [18] inves­
tigated two image subband coding systems in which the 
bit-allocation was accomplished by selecting the subband 
quantizers from an admissible set of entropy-coded uniform 
threshold quantizers. The effects of channel errors on the 
system performance were also studied in this work.
The novel design algorithm introduced in this work con­
trasts with previous methods in two significant ways: ( 1 ) 
each subband quantizer has a rate-distortion characteris­
tic described by a convex parametric function and need 
not have a bit-rate selected from a prespecified finite set 
and (2 ) a constraint on the overall encoding complexity 
of the system is included. The second constraint is quite 
advantageous: selecting the vector quantizer parameters 
with regard only to bit rate can easily result in a system of 
unwieldy complexity.
The next section discusses the basics involved in imple­
menting the subband analysis and synthesis systems. VQ 
is also reviewed— of particular interest is the discussion of 
the rate-distortion properties of this type of quantizer. Sec­
tion III presents the intraband SBVQ design algorithm. A 
model of human vision and its application in image cod­
ing are discussed in Section IV. Section V contains ex­
perimental results from an application of the introduced 
ideas to monochromatic image coding. Experiments were 
performed with both optimal intraband SBVQ and an in­
terband SBVQ system similar to that presented in [10], 
thus providing an evaluation of the relative merits of the 
interband and intraband concepts.
II. P re lim inaries 
The Subband Coder
A block diagram of an M-band intraband SBVQ sys­
tem is shown in Figure 1 [4], [19]. It is assumed in this 
discussion that the analysis filters have equal bandwidth 
with square frequency support in the plane and,
consequently, that the downsamplers effect a decimation 
by a factor of \f~M in each dimension. Input vectors are 
formed by appropriately sampling from the subband sig­
nals as discussed earlier and vector quantized. The indices 
of the selected codevectors are stored or transmitted. At
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Fig. 1. Intraband SBVQ system.
the receiver, the corresponding codevectors are read from a 
look-up table to reconstruct the quantized subband signals. 
Each of these signals is then upsampled and bandpass fil­
tered. The outputs of these filters (referred to as synthesis 
filters) are summed to yield the synthesized and quantized 
signal. The analysis and synthesis filters are designed such 
that no distortion is introduced by the combination of the 
analysis and synthesis processes in the absence of quanti­
zation. The design of such filters is discussed in [20].
Vector Quantization
A vector quantizer [5], [6 ] consists of an encoder-decoder 
pair that is defined by an N  element codebook of k- 
dimensional vectors. The bit-rate of the quantizer (the 
number of bits required for transmission of each input sam­
ple) is
_  log2 AT 
r “  k '
The encoder subdivides the discrete-time input signal into 
fc-dimensional data vectors x „ and then (ideally) for each 
x„ determines that codevector y* that is most representa­
tive. This is equivalent to determining y* such that
d(xn,y;) <  d(xn ,y j )  Vj  ^  i
where d(x, y) denotes some measure of distortion between 
two vectors. When the mean-square error (MSE) between 
the input and quantized signals is of interest, the appro­
priate distance measure is the squared Euclidean distance 
given by
k
d(x,y) = ^(ar,- - y i f -  (1)
j=i
A straightforward method for implementing the encoder 
is to compute the distance between the input vector and 
each element of the codebook and then select that codevec­
tor corresponding to the minimum of these distances. For 
the distance measure (1) this entails N  distance computa­
tions which corresponds to approximately N k  multiplica­
tions and 2Nk  additions for each input vector. Denoting 
the complexity of performing two adds and one multiply as 
a  and assuming that the cost of performing the compar­
isons is negligible, the complexity Q of encoding one data
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sample in an unstructured vector quantizer is then 1
Q «  2rka.  (2)
The decoder has knowledge of the same codebook used by 
the encoder and constructs the quantized signal from the 
received codevector indices. The implementation of the 
decoder consists simply of a table look-up, the complexity 
of which is trivial compared to that of the encoder. It is the 
encoding complexity that constrains the selection of k and 
N.  The codebook is designed from a set of training data 
so as to minimize the expected value of the quantization 
distortion. Several iterative techniques are available for 
performing this task: see, e.g., [6 ], [2 1 ],
An accurate description of how the distortion due to vec­
tor quantization relates to bit-rate is necessary in this work 
since the task of designing a family of vector quantizers for 
the subbands requires a knowledge of how allocating re­
sources among the various subbands affects the overall dis­
tortion in the quantized image. In [22] the Euclidean rate- 
distortion characteristic of an optimal vector quantizer was 
derived as
D (r) oc 2-2r (3)
where the constant of proportionality is dependent upon 
the vector dimension and the multidimensional probability 
density function of the data vectors. However, the deriva­
tion was based on the assumption of large N,  i.e, “high 
quality” quantization. Since the compression ratios that 
are explored here for the intraband SBVQ system are on 
the order of 0.25-0.5 bits/pixel, the individual subband 
quantizers do not often operate in the high quality region 
and it is necessary to model rate-distortion performance by 
expressions different from those given by asymptotic theo­
ries. Figure 2 depicts experimental rate-distortion mea­
surements of vector quantized image subband data dis­
played on a dB scale along with the corresponding lin­
ear regression curves. These data were obtained by de­
composing a set of 512 x 512 eight-bit gray scale images 
with the sixteen-band decomposition discussed in Section
V and then measuring the distortion that was obtained 
by vector quantizing one of the 128 x 128 subbands with 
2- and 4-dimensional vector quantizers of various rates. 
This diagram suggests that the distortion-rate character­
istic for vector quantization of image subband data is ap­
proximately exponential. However, the two linear distor­
tion curves have slopes of -8.06 and -10.00 dB/bpp, values 
that depart significantly from the slope of -6.02 dB/bpp  
as predicted by (3). Based on such empirical observations 
(which were observed for the other subbands as well) we 
have modeled the mean-square quantization error D(k,  r) 
for VQ using the formula
D(k,  R) = /?(k ) e ~ ^ R (4)
where the constants 0(k)  and 7 (k) depend upon the vector 
dimension and must be determined experimentally. In this
1 If the squared-norms of the codevectors were precomputed, a 
would then be the complexity of performing one multiplication and 
one addition.
Rate (bpp)
Fig. 2. VQ distortion-rate measurements for subband 10-10. (See 
Figure 5 for a depiction of the subband support).
paper these parameters are estimated from the slope and 
the intercept of linear regression curves such as those in 
Figure 2.
III. In tra b a n d  SBV Q  System Design
The problem of designing an intraband subband vector 
quantizer involves the selection of the vector dimension and 
codebook size for each subband. Once these parameters are 
specified, each codebook can be obtained by applying the 
generalized Lloyd algorithm [6 ] (or another suitable cluster­
ing algorithm) to an appropriate set of training data. The 
method for selecting these parameters involves an exten­
sion of the reasoning used in the approach to vector source 
coding [23] that has been widely applied to subband and 
transform coding [4], In [23], the bit-rate of the coder for 
each vector component was obtained via an optimization 
problem which specified that the bit-rates be selected so 
as to minimize the overall distortion of the coding scheme 
while maintaining some prespecified value for the overall 
bit-rate. This technique is commonly applied when the 
individual coders are PCM or DPCM. However, for the 
application under consideration here, a different approach 
must be taken. For a given bit-rate, lower distortion can 
be obtained with VQ by increasing the vector dimension. 
Thus, if only a rate constraint is imposed, the optimization 
algorithm will select an arbitrarily large vector dimension 
for each vector quantizer. For this reason, a constraint on 
the overall encoding complexity was included in the prob­
lem formulation.
The design problem of intraband SBVQ for the full- 
search case is discussed here in detail. The system con­
sists of M  equal-bandwidth subbands and is to operate at 
a maximum rate of R  and complexity less than or equal
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to Q. Let the vector dimension and bit-rate of the vec­
tor quantizer for the i-th subband be, respectively, ki and 
r t-. Then, the number of codevectors for the i-th subband 
subband is given by
Ni =  2r‘k\
Before the optimization can proceed, the quantities that 
parameterize the VQ rate-distortion behavior in each sub­
band must be estimated. Since these estimates are made 
empirically, the vector dimension in the «-th subband must 
be restricted to belong to some prespecified set A',-. The 
intraband SBVQ design problem is formulated as:
Minimize
M
D =  Y , M k i ) e - ^ ki)ri (5)
2 — 1
over the ki and ri subject to
1 M
M ^ T i ~ R  (6)1 = 1
1 M
Z= 1
U > 0 (8)
ki G Ki .  (9)
The objective function given by equation (5) represents an 
expression for the overall distortion introduced to the signal 
by the subband vector quantizer. The basic assumptions 
employed here are that the Euclidean distance measure is 
used and that the various subbands are mutually orthogo­
nal to each other. Consequently, the total distortion is the 
average of the distortions incurred in each subband. The 
rate constraint (6) is derived from the fact that the overall 
bit-rate of the system is the average of the bit-rates of the 
individual vector quantizers. Similarly, the complexity con­
straint (7) states that the complexity of encoding each pixel 
is the average of the encoding complexity in each subband. 
The r,- are necessarily discrete since a vector quantizer must 
have an integral number of codevectors. However, for sim­
plicity, it is assumed that the r; are continuous and after a 
solution is found, the Ni  are calculated by
Ni =  [:2r'k•] (10)
where [•] denotes the function that maps a real number to 
the closest integer. It is impractical, however, to treat the 
ki as continuous.
A significant aspect of this optimization problem is that 
it contains unknowns of both continuous and discrete na­
ture: the r,- are continuous whereas the ki must be selected 
from a finite set of integers. If the ki are fixed, the opti­
mization of the rt- is a well-understood exercise in nonlinear 
optimization. However, the optimization of the ki involves 
integer programming. Consequently, the overall problem is
solved by an ad hoc procedure in which the problem is de­
composed into two subproblems, each of which is concerned 
with the optimization of one of the two classes of unknowns. 
This two-stage solution was chosen over a joint optimiza­
tion of the variables in order that information about the 
gradient of the objective function with respect to the r, 
could be utilized.
In the first subproblem, which is concerned with the se­
lection of the ri, the ki are held constant and (5) is min­
imized over the rt- subject to the constraints (6), (7), and 
(8). Let k denote an M-dimensional vector whose z-th 
entry is ki. Also, let us denote the minimum distortion 
for a given k as D*{k, R,Q) .  This problem involves the 
minimization of a convex objective function over a con­
vex constraint set and hence possesses a unique local min­
imum. Performing this optimization requires a nonlinear 
programming technique due to the presence of the complex­
ity constraint (7). In this work we employed a sequential 
quadratic programming technique to solve this subproblem. 
Details of the method can be found in [24].
The second subproblem is concerned with the selection 
of k which, due to (9), is restricted a priori to belong to a 
finite set. In theory the optimal k could be determined by 
evaluating D*(k, R, Q)  for each possible k, however, this 
is typically an unacceptably large number of optimizations 
to perform. The selection of the ki is therefore based on 
a heuristic procedure that makes exploratory moves in k 
and checks for a decrease in D*(k, R,Q) .  The search is 
described as follows. Assume that the elements of each Ki  
are indexed in ascending order. Let ki (the ith element of 
k) be indexed as the jjth element of Ki,  i.e. ki =  Ki(ji).
1. Select initial j;, set D  =  D*(\ t ,R,Q) .
2. Set i  =  1.
3. (a) Let ki =  K i( j i  4- 1), if -D*(k, R ,Q )  >  D  go to 4. 
(b) D = D*(k,  R,  Q) , j i  = u  +  1, go to 6.
4. (a) Let ki =  I<i(ji — 1), if D*(k, R , Q ) >  D  go to 5. 
(b) D - D *  (k, R, Q ) , i i  -  j i  -  1, go to 6.
5. ki =  Ki( j i ) .
6. i =  i +  1, if i <  M  go to 3.
7. If any fc, changed in the above loop go to 2.
8. Exit.
The algorithm exits when, for any i, replacing k{ by 
a neighboring element of Ki  results in an increase in 
D*(k, R, Q). Such a selection of k can only be guaranteed 
to be locally optimal.
IV. T h e  M u l t i p l i c a t i v e  V i s u a l  M o d e l  a n d  i t s  
A p p l i c a t i o n  i n  I m a g e  C o d i n g
In general, the problem of quantizer design is formulated 
so as to minimize some quantitative measure of distortion 
between the input image and the quantized result. The 
selection of the distortion measure is often motivated by 
the mathematical tractability of the resulting optimization  
problem and not necessarily by the subjective image qual­
ity resulting from its use. This section discusses a model 
of human vision and its use in improving the perceptual 
quality of an image coding system.
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Fig. 3. The multiplicative visual model.
Fig. 4. Use of the multiplicative visual model in improving subjective 
quality of quantized images.
The multiplicative visual model (MVM), shown in Fig­
ure 3, was utilized in this work. It was first proposed by 
Stockham [25] and is intended to describe the early retinal 
stages of the visual process. The proposition of the model 
was partially based on a hypothesis of multiplicative im­
age formation: an image was assumed to be composed of 
a product of a reflectance component and an illumination 
component. Reasoning that a system that processes images 
should obey superposition on the same arithmetic opera­
tion with which images are formed, Stockham argued that 
the visual system can be modeled as a multiplicative ho­
momorphic system. Hence, as in the canonical form for the 
multiplicative homomorphic system [26], the visual model 
contains a logarithm in cascade with a linear system. The 
saturation element has been included to account for limi­
tations of the photoreceptor outputs. The general nature 
of the linear component (denoted by H)  can be inferred 
by considering how the visual system interprets a scene. 
Due to wide fluctuations in illumination, intensity images 
with dynamic ranges of 30 dB or more are often encoun­
tered. Despite the fact that different objects in an image 
may have greatly different illuminations, the human visual 
system accurately perceives their relative shades. This ef­
fect is explained by reasoning that the visual system acts 
to suppress the illumination. Since, in general, the illumi­
nation is a lowpass signal and the reflectance is highpass, 
suppression of the illumination could be accomplished if H  
were to have a highpass characteristic. Such a choice for H  
in a multiplicative homomorphic system results in an auto­
matic gain control system [27], The MVM explains several 
visual illusions [28] and also unifies three well-known (ap­
parently conflicting) visual models developed on the basis 
of data obtained from psychophysical and electrophysiolog- 
ical experiments [29].
In determining a specific form for H  it was first rea­
soned that rotating an image should effect a similar ro­
tation of the perceived image. This specifies H  to be 
“circularly symmetric,” that is, H{uji , w2) =  H(p)  where 
P =  \ / ( wi + wi)- A. more specific form for H was deduced 
by surmising that H  must be “size invariant,” i.e, that H  
should process objects in an image similarly regardless of 
their distance from the viewer. The overall form of the 
filter is
where the specific values of b and fi are selected via a trial- 
and-error process designed to adjust H  in order that II ~l 
successfully reverse several visual illusions [28], [30]. The 
parameters used in this work are b =  0.33 and p =  0.255. 
The value of a is such that H(p)  is equal to 2.0 at the 
Nyquist frequency.
The system in Figure 4 illustrates how the MVM is used 
to improve the subjective quality of an image coder. It 
was assumed that the dynamic range of the input image is 
always within the limits of the saturation element shown 
in Figure 3 and hence this system was ignored. The idea 
is to preprocess an image by the MVM in order to trans­
form it to a “visual space.” This “previsualized” image is 
then quantized by the quantizer Q that is designed to min­
imize MSE within this space. The quantized visual domain 
image is then processed by the inverse of the MVM be­
fore it is viewed. It is hypothesized that minimizing MSE 
withing the visual space yields a quantizer better matched 
to human vision [28]. This method allows the use of the 
mathematically tractable MSE relationship in the quan­
tizer optimization.
V . Experim ental R esults
This section presents the results of a variety of ex­
periments in which SBVQ systems were used to com­
press monochromatic still images of size 512x512 pixels 
at 8  b its/pixel resolution. Analyses were performed both 
with and without the MVM included. A two-dimensional 
sixteen-band quadrature mirror filter (QMF) bank [20] was 
used to perform the subband decomposition; a labeling con­
vention for the subbands (equivalent to the one discussed 
in [20]) and their frequency support are depicted in Fig­
ure 5. Details about the QMFs used here are given in
Wool
3tt
01-00 0 1 - 1 0 1 1 - 1 0 11-00
4
01-01 01-11 11-11 11-01
7T
2
00-01 00-11 1 0 - 1 1 1 0 - 0 1
7r
4
00-00 0 0 - 1 0 1 0 - 1 0 1 0 - 0 0
H(p) = ap^ +  b Fig. 5. Frequency support of subband decomposition.
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F ig . 6 . O r ig in a l L e n n a  im a g e .
[8]. Two fidelity measures were used to evaluate the effec­
tiveness of the coding explored: for previsualized images 
signal-to-noise ratio (SNR) was used
2
SNR = 101og10
and for for comparisons with raw image data, peak signal- 
to-noise ratio (PSNR) was used
2552
PSNR =  10 log10 —
& e
where <j 2 s is the signal variance and a'f is the variance of 
the quantization noise. No entropy coding was performed 
on the codevector indices.
The use of the visual model requires the implementa­
tion of a logarithm and an exponential (see Figure 4). In 
this work the raw image data were (as is most often the 
case) available in the “density” domain, i.e., the logarithm 
was inherent in the image recording process. Moreover, no 
computational resources were required for the exponentia­
tion which was effected by gamma correction in the image 
display.
Interband SBVQ
Six interband SBVQ coders of various bit-rates were de­
signed for previsualized image coding. The bit-rate var­
ied from \bpp  to j^bpp in j^bpp increments, that is, 16­
dimensional codebooks containing 16, 32, 64, 128, 256, and 
512 codevectors were designed. Sixteen 512 x 512 training 
images were used in each codebook design. The results of 
coding the image in Figure 6 for R  = fgbpp and R  =  \bpp  
are shown in Figures 7 and 8, respectively.
Fig. 7. Lenna image coded by previsualized interband SBVQ with
Intraband SBVQ
The same sixteen image training set used in obtaining 
the interband coders were used to design a collection of 
codebooks of various rates and vector dimensions for each 
of the sixteen subbands. Four additional images from out­
side of this set were quantized to obtain the distortion-rate 
values used in estimating the (3i{ki) and ~fi(ki). The sets Ki  
were selected as 1, 2,4, 8,16, 32, 64for each subband. It was 
assumed that image data are isotropic and therefore that 
the VQ rate-distortion parameters from subbands with fre­
quency support symmetric about uj\ = u>2 are equivalent. 
Hence, it was only necessary to estimate the distortion-rate 
characteristics of ten subbands rather than sixteen.
In intraband SBVQ design, one has two degrees of free­
dom in specifying the system optimization problem (rate 
and encoding complexity) whereas in the interband case 
there is only one (rate). In a first attempt to contrast 
intraband SBVQ with interband SBVQ, a set of six intra­
band coders were designed having the same bit-rates and 
encoding complexities as in the interband experiment. The 
encoding complexity is given by Q =  216fia  which is ob­
tained from (2). The vector dimension and codebook size 
assignments calculated for the six cases are shown in Ta­
ble 1. The results of coding the image in Figure 6 for 
R  — jgbpp Q 512a and for R  = \bpp Q =  16a are 
shown in Figures 9 and 10, respectively.
In order to explore the coding gain available from using 
intraband coders with larger complexities a second experi­
ment was performed. A set of coders having the same bit- 
rates as those in the previous experiment was designed but 
with each coder having an encoding complexity of 512a.
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The coders corresponding to R  =  j^bpp were identical for 
the two experiments. The vector dimension and codebook 
size assignments calculated for the six cases are shown in 
Table 2. The quantized image for R  =  \bpp Q = 512a is 
shown in Figure 11.
Figure 13 illustrates the rate-distortion performance of 
the coders designed in the above experiments. Each dis­
tortion value is obtained by averaging SNR measurements 
made within the visual domain on four images from out­
side of the training set. Although Figure 13 depicts the ap­
propriate quantity for evaluating coder performance (since 
the quantizers were designed to minimize MSE within the 
MVM) Figure 14 is included which shows average PSNR 
measurements made on the raw image data. This is in­
cluded to provide a comparison with results tabulated in 
the literature.
One may well question the validity of modeling the r,- as 
continuous variables in the intraband problem formulation. 
For this reason, the actual complexity of each intraband 
coder is tabulated in Tables 1 and 2 for comparison with 
the design complexity. It is seen that rounding the r,- as 
in (10) does not lead to a significant violation of the con­
straint. In some cases, the complexity of the resulting coder 
is significantly less than the design complexity. This is not 
due to rounding the r, but is rather a result of the limited 
number of allowable vector dimensions for each subband.
In Figure 13 it is seen that (at the expense of higher 
memory requirements) intraband SBVQ yields higher qual­
ity coded images than interband SBVQ for a given bit-rate 
and encoding complexity. The improvement becomes more 
pronounced as the complexity of the intraband system is 
increased. That intraband SBVQ is also superior from a
Fig. 10. Lenna image coded by previsualized intraband SBVQ with 
\  andQ = 216Ra.
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TABLE I
Vector dimension and codebook size assignments for previsualized image coding Q = 216Ra. 
All subbands not tabulated were allocated zero bits.
Subband Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
00-00 k = 4 k = 4 k = 4 k = 4 k = 4 k = 4
N =  212 N = 424 N = 817 N = 1526 N = 3683 N = 5973
00-01, 00-10 k = 4 k = 4 k = 4 k = 4 k = 4 k = 4
N = 14 N = 27 N = 56 N = 124 N = 120 N = 175
00-11 k = — k = — k = — k = — k = — k =  4
N = — N = — N = — N = — N = — N = 12
10-10, 01-01 k = — k = 16 k = 16 k = 16 k = 8 k = 16
N = — N = 11 N = 41 N = 132 N = 80 N = 923
Rate 0.25 0.3125 0.375 0.4375 0.5 0.5625
Q (Design) 16 32 64 128 256 512
Q (Actual) 15.00 31.25 63.19 127.38 255.19 511.31
TABLE II
Vector dimension and codebook size assignments for previsualized image coding Q = 512a. 
All subbands not tabulated were allocated zero bits.
Subband Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
00-00 k = 4 k = 4 k = 4 k = 4 k = 4 k = 4
N = 1212 N = 2296 N = 3760 N = 6160 N = 6063 N = 5973
00-01, 00-10 k = 4 k = 4 k = 4 k = 4 k = 4 k = 4
N = 7 N = 16 N = 29 N = 54 N = 153 N = 175
00-11 k = — k = — k = — k = — k = — k = 4
N = — N = — N = — N = — N = — N = 12
10-10, 01-01 k =  — k =  16 k =  16 k = 16 k = 16 k = 16
N = — N = 3 N = 27 N = 226 N = 905 N = 923
Rate 0.25 0.3125 0.375 0.4375 0.5 0.5625
Q (Design) 512 512 512 512 512 512
Q (Actual) 76.63 145.88 242.00 420.00 511.19 511.31
TABLE III
Vector dimension and codebook size assignments for Q = 512a (MVM not 
All subbands not tabulated were allocated zero bits.
included).
Subband Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
00-00 k = 4 k = 4 k = 4 k = 4 k = 4 k = 4
N = 2377 N = 4883 N = 8060 N = 7900 N = 6991 N = 6824
00-01, 00-10 k =  4 k = 4 k = 4 k = 4 k = 4 k = 4
N = 5 N =  15 N = 29 N = 62 N = 173 N = 208
00-11 k = — k = — k = — k = — k = — k = 4
N = — N = — N = — N = — N = — N = 11
10-10, 01-01 k = — k = — k = 16 k = 16 k = 16 k = 16
N = — N = — N = 6 N = 79 N = 422 N = 466
Rate 0.25 0.3125 0.375 0.4375 0.5 0.5625
Q (Design) 512 512 512 512 512 512
Q (Actual) 149.19 307.06 508.13 511.38 511.31 511.44
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Fig. 11. Lenna image coded by previsualized intraband SBVQ with
R : and Q = 512a.
Fig. 12. Lenna image coded by intraband SBVQ with R = and 
Q = 512a.
subjective viewpoint is seen by comparing Figures 7-11.
The experiments depicted in Table 2 were repeated with­
out including the MVM, i.e., with the intraband system 
designed to minimize MSE directly. The resulting vec­
tor dimension and codebook size assignments are shown 
in Table 3, which demonstrates how the usage of the MVM 
resulted in a greater allocation of resources to the higher 
frequency subbands. The compressed image for the case of 
R  = fgbpp is shown in Figure 12; this image has a PSNR 
of 30.2 dB. The advantage of using the MVM is apparent 
by comparing this result with Figure 9.
VI. Conclusion
This work investigated the utilization of VQ in SBC. 
The major contribution is the development of a design al­
gorithm for the intraband coder that allocates available re­
sources among the various vector quantizers in an optimal 
fashion. The algorithm will select a vector dimension and 
a codebook size for each subband such that constraints on 
overall bit-rate and encoding complexity are satisfied. The 
experimental results indicated that the optimal intraband 
SBVQ coder yields higher quality quantized images (sub­
jectively as well as quantitatively) than interband SBVQ; 
the improvement becomes more pronounced as the com­
putational complexity of the intraband encoder is allowed 
to increase. Experimental results were also included that 
demonstrated the effect of the MVM on intraband system 
performance.
An effect present in the intraband SBVQ quantized im­
ages is the “ringing” that emanates from the edges. This 
is due to quantization error in the image subbands that in 
turn results in aliasing error during the subband synthe­
sis process. The recent work of [31] investigated this phe­
nomenon in conjunction with PCM coding of subband sig­
nals where it was concluded that spatially adaptive quanti­
zation would reduce this distortion. Further work is needed 
to mitigate the problem for intraband SBVQ.
The visual model utilized in this work was a single chan­
nel system describing the actions of the retina. It should 
be noted, however, that electrophysiological experiments 
on the cerebral cortex have revealed the presence of multi­
channel processing in the higher stages of the visual system 
[32]: an observed image is separated into a number of neu­
ral signals that represent different image frequency compo­
nents. Although the subband decomposition was used here 
as a means of reducing MSE within the visual space defined 
by the MVM, the multichannel nature of a subband coder 
can be further utilized in exploiting perceptual phenomena 
that occur as a consequence of the higher level process­
ing. Reference [33] describes an extension of this work in 
which the bit allocation technique presented here is used to 
design an intraband SBVQ coder that incorporates visual 
masking functions.
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