ABSTRACT The accurate prediction of the highway traffic speed plays an important role in improving the production efficiency and the convenience of lives, and it is also one of the important issues in vehicle social big data analyses. Aiming at the problem of highway traffic speed data preprocessing, this paper proposes the algorithm of Redundant Data Reducing (RDR) that can greatly reduce the amount of data in model training of long short-term memory (LSTM) and improve the training speed under the condition that the influence on prediction accuracy is small and controllable. Aiming at the problem of low prediction accuracy for holiday traffic speeds due to small data volume, this paper proposes the Segment Prediction Algorithm (SPA) based on the speed features, which can effectively improve the prediction accuracy. The experimental results show that RDR can reduce the training data by up to 60% without notably affecting the prediction accuracy, while it improves the training speed by 60%. Compared with the current LSTM algorithm, the prediction accuracy of SPA improves significantly.
I. INTRODUCTION
With the development of society, vehicles become more and more, which leads to a series of problems such as traffic congestion as well as improving the convenience of people's lives. The prediction analysis of traffic flow is of great significance for improving production efficiency, life quality and scientific planning of facilities. For example, the results of short-term traffic flow prediction can be used to reasonably plan travel time and travel routes, avoiding heavy hours and congested road sections. The results of medium-term and long-term traffic forecasts can be used to guide road construction, logistics center setting, and long-term tourism planning, etc.
The speed prediction of highways is an important part of traffic flow prediction. Compared with city roads, the traffic speed data of highways has the following characteristics.
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1) The speeds of the highways are classified by road segments, and the speed difference is small in the same road segment; 2) There is a strong similarity among the nonholiday speed data; 3) There is a big difference between the holiday speed data and the non-holiday speed data; and 4) The speed data of highways is greatly affected by seasons, but the difference between the heavy time and the non-heavy time on the same day is smaller than that of the traffic speed data on city roads. Therefore, accurately prediction for highway speed has positive significance for long-distance travels or transportation.
Because of the nonlinear characteristics of traffic flow, researchers usually use neural networks to predict traffic flow on highways and city roads. Among them, LSTM is widely used, and has good prediction effects. In the aspect of highway flow prediction, Tian and Pan [1] proposed that LSTM can automatically determine the best time lag value. Through the traffic flow prediction of California Highway, it showed that the accuracy of LSTM prediction is higher than that of RW (Random Walk), SVM (Support Vector Machine), FFNN (Feed Forward Neural Network) and SAE (Stacked AutoEncoder). Chen et al. [2] used LSTM to predict the traffic flow of highways to judge whether they were congested. They found that the prediction effect of LSTM is better than that of the multi-layer perceptron model, decision tree model, support vector machine and other models. Other research work [3] - [5] also showed that LSTM has the advantages of small errors and high precision in the highway traffic prediction. On the traffic flow prediction in cities, Ma et al. [6] proposed that LSTM can capture the dynamics of nonlinear traffic in an effective way. In the comparison experiment of traffic speed prediction of a road segment in Beijing, LSTM, some dynamic neural network models, such as SAE, Elman NN (Elman Neural Networks) and NARX NN (Nonlinear AutoRegressive models with eXosenous input Neural Network), and other non-neural network models are used, and the results showed that LSTM can achieve good prediction performance in terms of accuracy and stability. Zhao et al. [7] used LSTM to predict the traffic flow of four road segments in Beijing, and compared the results with ARIMA (AutoRegressive Integrated Moving Average) and RNN (Recurrent Neural Network), and found that the error between the predicted values and the real values is smaller when using LSTM to predict the traffic flow.
LSTM is a model suitable for nonlinear traffic flow prediction, which has memory for long-term data characteristics compared with RNN. However, the training time of LSTM is long and it requires more data. The more data is used in training, the higher accurate have the prediction results. In order to keep the integrity and accuracy of the measurement data, it is usually set to carry out continuous speed measurement in a short time interval, which accumulates a large number of traffic data.
In the existing research, when using these data to predict the speed of workdays and weekends, the model training speed becomes too slow due to the huge amount of data. In the prediction of holiday traffic speeds, workdays, weekends and holidays are usually used as the training data [1] , [3] , [6] . However, holiday data is relatively small compared to that of workdays and weekends, and together with the long interval of holidays (one year), it is easy to be overwhelmed by traffic speed trends on workdays and weekends during training, which leads to lower prediction accuracy.
If the data of holidays is singled out for model training and prediction, there are also other problems. For the same kind of holidays, since the sensor network is used in the transportation field for a limited time (just more than ten years) and the collected data is small, LSTM is also difficult to effectively improve the accuracy of prediction.
This paper presents RDR and SPA algorithms. RDR based on sliding window is proposed to reduce the traffic data volume of working workdays and weekends. RDR removes the redundant traffic data while ensuring the prediction accuracy, and then predicts the traffic speeds by using LSTM. SPA is presented to predict the traffic speeds of holidays. SPA has the characteristics of long prediction periods and being suitable for season changes. Because SPA can accurately predict highway traffic speeds in different seasons in a year, it can be used for long-term production construction and living activities planning.
The remainder of this paper is organized as follows. Section II introduces the concepts and data structure used in this paper. Section III gives the related work in data preprocessing and traffic information prediction. Section IV describes the methods of traffic speed data redundancyreducing and holiday traffic speed prediction. Experiments and result analyses are performed in Section V. Finally, Section VI summarizes this paper.
II. PROBLEM DESCRIPTION
The traffic speed refers to the distance that a vehicle passes in a unit time. In a broad sense, traffic speeds include location speeds, driving speeds, regional speeds, time average speeds, and space average speeds, etc. In this paper, the traffic speed refers to the regional speed, which is the average speed of vehicles in some a road segment.
We assume that the measurement interval of the data is P, that is, we measure the speed of vehicles at an interval of P minutes. The total number of the traffic data speed records in a day is N, where N = 24 * 60/P. For some a day, D t represents the data measured at the t-th time in this day. In other words, D 1 represents the data at time 00:00, D N represents the data at time 23:55.
The data structure of a traffic speed record is shown in Figure 1 . The traffic speed record D t is denoted as {f t , v t }, where v t represents the road's average speed at time t, f t represents the influencing factors which influences traffic speed at this time, including the date, the time, the type of date (a workday, a weekend, or a holiday) and the season. The date refers to the year, month and day when the vehicle speed is measured. The time refers to the hour and minutes, and the season refers to the spring, the summer, the autumn, or the winter. When processing the data of workdays and weekends, there are two directions of data processing, i.e., the horizontal direction and the vertical direction. Figure 2 shows a speed distribution when the traffic speeds are measured once every five minutes. In the horizontal direction, the traffic speeds is shown every five minutes in one day. In the vertical direction, the traffic speeds are organized by weeks.
The sliding window W is a logic window which is used to process data. The lowest address of W is defined as la, and its length is l. That is to say, the address of current element in W is between la and la + l − 1. Note that the length of the window can be adjusted between the minimum value L l and the maximum value L u .
III. RELATED WORK
In the following part, we will review the related work in the traffic data preprocessing and traffic information prediction.
A. DATA PREPROCESSING Zhu et al. [8] proposed a comparison clustering compressing redundant algorithm based on time-series to dynamically compress and clean redundant data in the data collection phase. Amin et al. [9] proposed a multi-channels electroencephalogram signals data redundancy classification algorithm, which leverages SVM, multi-layer perceptron and k-nearest neighbor classifier to distinguish redundancy data. Zhang et al. [10] proposed a Redundancy-Maximizing Identification algorithm for Data Redundancy Elimination (RMI-DRE). RMI-DRE applies an advanced w-MAXP+ fingerprint selection algorithm and a dynamic chunk matching mechanism to eliminate redundancy data. Khriji et al. [11] proposed a redundancy elimination data aggregation algorithm based on pattern generation approach to reduce the influence of redundancy data in wireless sensor network.
Susanti and Azizah [12] proposed a data preprocess approach based on dynamic Bayesian network to handle the problem of missing values in order to maintaining the dependency relationships between attributes and features of data efficiently. Wei et al. [13] analyzed three kinds of data missing in two separate clinical metabolomics datasets, i.e., Missing Completely At Random (MCAR), Missing At Random (MAR), and left-censored Missing Not At Random (MNAR), and developed a public-accessible web-tool for the application of handling missing data.
Chen et al. [14] proposed an ordered K-means clustering data exception processing algorithm, which considers the preference degree between any two alternatives to measure the closeness of alternatives and priority relations. Yu et al. [15] proposed a self-paced learning K-means clustering algorithm, and this algorithm added a self-paced regularization factor to reduce the noise during K-means clustering training and the influence of outliers on the clustering results.
B. TRAFFIC INFORMATION PREDICTION
Based on discrete interval traffic state data and Wold decomposition theorem, Williams and Hoel [16] proposed the theoretical basis of modeling univariate traffic state data streams as seasonal ARIMA processes. Fu et al. [3] applied LSTM and Gated Recurrent Units (GRU) neural network methods to predicting short-term traffic flow respectively, and experiment results demonstrated that RNN based deep learning methods such as LSTM and GRU performed better than the ARIMA model. Lv et al. [17] proposed a novel deep learning traffic flow prediction method. This prediction method was trained in a greedy layerwise fashion, and it considered the inherent spatial and temporal correlation to learn generic traffic flow features under the stacked autoencoder model. Liu et al. [18] first developed a multiple linear regression model to capture the road network correlation, and then proposed a traffic flow estimation method by using the compressive sensing technique which leverages traffic correlation and sparse traffic sampling.
Zhang et al. [19] modeled the problem of selecting bike trips with minimal time cost while taking congestion into account as a game one, and designed a BTS (Bike Trip Selection) algorithm by which the users could find at least one Nash Equilibria (NE) distributively. Li et al. [20] formulated the static trip planning problem by considering the bike utilization conflict as the weighted k-set packing problem, and designed a Greedy Trip Planning algorithm (GTP) and a Humble Trip Planning algorithm (HTP) to solve it. Kang et al. [21] applied LSTM model to analyzing the effects of different input settings on the traffic flow prediction performances. Flow, speed, and occupancy at the same detector stations were used as inputs to predict traffic flow.
In this paper, we propose RDR, a reduction algorithm of highway traffic speed redundancy data for LSTM model, and SPA, a prediction algorithm of holiday traffic speeds. Unlike the existing ones, RDR can ensure that the prediction deviation is within the allowable range, and SPA can be used for the vehicle speed prediction of small samples.
IV. TRAFFIC SPEED DATA REDUNDANCY-REDUCING AND HOLIDAY SPEED PREDICTION A. REDUNDANT DATA REDUCING FOR TRAFFIC SPEED DATA
In this section, we leverage the sliding window W to identify and filter traffic speed data to reduce traffic speed redundant data and improve the training speed of the LSTM model. We assume that the original traffic speed data is stored in the array of Data1. For the convenience of sliding window processing, we also define a new array Data2. We define θ as the threshold of the deviation between the data to be processed and the mean of the data within the sliding window, and define β as the threshold of the variance of the data within the sliding window. 
where V c represents the speed at d c ,V represents the arithmetic mean of the current data in W, and abs represents the absolute value. If δ is greater than the threshold θ , it means that d c is valid data. First, d c is copied from Data1 to the position of sa +l of Data2, and then adjust the position of W and the position of the data to be processed, i.e., la = la + 1, p c = p c + 1. If δ is less than the threshold θ , it means that the data is redundant data that can be eliminated, and the data can be skipped directly, that is, p c = p c +1. 3) Window size adjustment. If d c is valid data, we need to determine whether it is necessary to adjust the window size or not. We use the Equation (2) to calculate the variance S of the data in W:
where V i represents the speed at position i in W. If S is greater than β, the size of W is reduced by one, that is, l = l − 1, la = la +1. If S is smaller than β/2, the size of W is increased by one, that is, l = l +1, la = la − 1. If S falls between β/2 and β, the size of W keeps unchanged. If the size of W is already the maximum value of L u , the size of W remains unchanged when it needs to be increased. If the size of W is already the minimum value L l , keep the window size unchanged when the window size needs to be reduced. 4) The end condition. After the data processing for the vertical orientation i is completed, we continue to process the data in the i + 1-th column until i = N. If the data in the column N are processed completely, it exits the process of redundant reducing. 5) Data Sorting. After all the data in TS is processed by the sliding window W, all the data are arranged first in the horizontal direction and then in the vertical direction, that is to say, the data within one day is arranged in the time order, and the data in different days are arranged in the date order. If there is missing data in a day, leave it vacant.
B. PREDICTION OF HOLIDAY TRAFFIC SPEEDS
The same kind of holiday occurs only once in a year. Even if there is data more than ten years, the same kind of holiday data is still limited. If it uses LSTM to prediction traffic speeds of holidays, it will result in low prediction accuracy and inaccurate prediction results. Furthermore, the traffic speeds of holidays are also affected by seasons. This paper proposes to segmentally analyze the speed characteristics of holidays, that is to say, divide the traffic speeds of holidays into different time segments and perform separate traffic speeds prediction for different time segments.
1) TIME SEGMENTING
In data analysis, cluster analysis is an important tool because it can classify a large number of complex and chaos data sets into different classes. The data features within a class should be similar, and the data characteristic difference among different classes should be as large as possible in order to analyze the data clearly. Because the date of traffic speed data of holidays is quite large and complex, it is necessary to classify the data in one day before analyzing the data. This paper uses the k-means algorithm for cluster analysis. The k-means algorithm uses Euclidean distance as the data similarity index. However, this paper intends to predict the traffic speeds at different time, and they cannot be straightforwardly calculated because the units of time and speeds are different. In this paper, we normalize the two variables of time and traffic speeds, and convert them into dimensionless values in order to compare and calculate in the following steps.
The clustering process is as follows: 1) SPA normalizes the speed and time of the holiday (in one day) by the Equation (3), so that both time and speeds fall in the interval [0, 1]; 
Third, for all data records during this time segment, SPA uses formula (4) to calculate the distance between each data records and C i . If a data item D j (t j , v j ), j = {1, 2, 3, · · · , n}, is close to a cluster's centroid C i , it is classified to the cluster C i . Finally, the holiday is divided into k time segments.
where d i,j represents the distance between D j and C i . 3) For each time segment, SPA recalculates the centroids of the k clusters by the Equation (5), and then updates the centroid of each cluster.
where m is the number of data records belonging to the cluster C i , t i is the time mean of all the data in C i , and v i is the speed mean of all the data in the cluster C i . Note that i = 1, 2, 3, . . . . . . , k. 4) For the new centroid calculated by the step 3), SPA repeats the steps 2) and 3) until the centroids of all classes keep unchanged. After the four steps above, the holiday data is divided into k time segments by the k-means algorithm. Based on the slow or violent characteristics of the speed change of each time segment, one of the following two methods is used to predict the traffic speeds.
2) DATA PROCESSING FOR THE TIME SEGMENTS WITH SLOW SPEED CHANGES
Assume a variable has f influence factors, such as β 1 , β 2 , β 3 , . . . . . . , β f ,and the independent weights of these influence factors on the variable is ω 1 , ω 2 , ω 3 , . . . . . . , ω n . When these influence factors work together, the relative weight W r is calculated by the Equation 6 .
For the k time segments obtained in the previous step, SPA calculates the weighted means of traffic speeds for time segment i by using the Equation (7) and the variance by using the Equation (8):
where n is the number of data in the cluster k corresponding to the time segment i, and W j r is the relative weight of the data j in the cluster k.
Assuming the threshold of variance is α. If the variance of a holiday h in the time segment i does not exceed α, it means the fluctuation of the traffic speeds in this time segment i is small. For the holiday h in the year Y p , the value of traffic speed at each time instant in the time period i can be predicted to be the mean of the traffic speeds of the previous ones at that time.
3) DATA PROCESSING FOR THE TIME SEGMENTS WITH VIOLENT SPEED CHANGES
In holiday data, there are some time segments whose speeds vary greatly from those of other time segments, and there is great fluctuation among traffic speeds within the same time segment. Therefore, neither can we predict the traffic speeds of each time instant in those time segments according to the method in (B.2), nor can we predict the overall traffic speeds of these time segments.
In this paper, SPA analyzes the traffic speeds of each hour independently. It calculates the variance value of traffic speeds within each hour by the Equation (8) . If the variance value is less than the threshold, it means the data gathers together, and linear regression model can be used to build a curve and predict the traffic speed. This paper uses the binary linear regression model to perform prediction. Since a holiday must be in the same season of a year, traffic speed of a time instant is only influenced by its year and time. The binary linear regression model is as follow.
where i = 1, 2, 3 · · · · · · , m, m is the number of data in this time segment; Y i is the year, T j is the time instant, V i,j is the VOLUME 7, 2019 traffic speed of the year Y i and the time instant T j ; β 0 , β 1 , β 2 are the partial regression coefficients which are defined as
where
where V , Y , T are the means of traffic speeds, years and time respectively. We can get their values by the Equation (5).
We define the year as α 1 , α 2 , α 3 , . . . . . . , α y , and y is the number of years, and the time instant of every hour as θ 1 , θ 2 , θ 3 , . . . . . . , θ m . The relationship between traffic speeds, years and time in recent years can be obtained by the Equation (9) .
The parameters need to be corrected when we uses the established model to predict the values of traffic speeds for the next year. Furthermore, since only the year is different, we only need to correct β 1 according to the relationship of the weighted mean of the speeds in the same time segment of each year (e.g., difference relationship, or proportion relationship, etc.). For example, for the proportion relationship, β 1 will be corrected by the Equation (12)
where a is the rate of the weighted mean of the speed in the same time segment in previous years, and X is the value of the variable in the year which is the closest to the forecast year, and β 1 is the corrected value. After β 1 is corrected, we can obtain the traffic speeds of each time instant in the time segments of the forecast year.
V. EXPERIMENTS AND ANALYSES
In this section, we fist evaluate the accuracy and performance when we use LSTM to predict the traffic speeds on workdays and weekends after using RDR to reduce the redundant data of original data. After that, we test the effect of SPA and LSTM on the traffic speeds prediction of holidays respectively.
A. EXPERIMENT ENVIRONMENT
In the following experiments, the dataset comes from PeMS (Caltrans Performance Measurement System) database (http://pems.dot.ca.gov). PeMS stores the traffic datasets for all roads in California, USA. Because the data sampling period is five minutes, the volume of datasets is very large and can indicate real-time traffic conditions. We downloaded the traffic speed dataset of the 2010-01 section of the US101N highway from years 2010 to 2018, with more than 100,000 data records per year. In predicting the traffic speeds on workdays and weekends, the speed data of the workdays and weekends of the years 2015-2017 are selected as the training set. In 2018, the data for one month in each season is selected, and more than 50,000 records are used as test sets. In predicting the traffic speeds of the holidays, the data of all the holidays from 2010 to 2017 is selected as the training set, and the data of the speeds of the holidays in 2018 is selected as the test set.
In the following experiments, the hardware platform is Dell OptiPlex 9020 desktop computer, CPU is Inter Core i5-4900, with working frequency of 3.30GHz, memory of 12GB. The software platform is Windows 7, and the development tools are python 3.6, Tensorflow-cpu 1.9.0, keras 2.2.4, and Scikit-learn 0.19.1.
B. EVALUATION INDEX OF PERFORMANCE
In order to evaluate the prediction accuracy of RDR and SPA, this paper selects four performance indexes, i.e., MAE (Mean Absolute Error), MSE (Mean Square Error), MAPE (Mean Absolute Percentage Error) and R2 (Coefficient of Determination). They are defined as
where V t is the true speed value at time instant t, V t is the speed prediction value at time instant t, and V t is the speed mean in one day, which can be calculated by the Equation (7).
C. EVALUATION OF DATA REDUNDANCY REDUCTION ALGORITHM
In this experiment, we use the dataset of workdays and weekends from 2015 to 2017 as the training set and the dataset of workdays and weekends in 2018 as the test set. The reduction of redundant data is performed in the vertical direction. Since there are 7 days in a week, we set the maximum length and minimum length of W to L l = 1 and L u = 7 respectively. We set the initial length of W to 3. The threshold of deviation between the data to be processed and the mean of data within W is set to 3%. We set the threshold of variance of the data within W to 4. At first, we set the threshold of deviation between the data to be processed and the mean of data within W to 1%, 2%, 3%, 4%, 5%, 6% and 7% respectively. After processing the data according to different thresholds of deviation, we use LSTM to train models and predict the traffic speeds. The test set is all the workdays from Nov.1, 2018 to Dec.12, 2018. After prediction, the values of R 2 are shows in Figure 4 , and the remaining data number after being processed, the time for training model and other performance indexes are shown in Table 1 .
TABLE 1.
Remaining data number after being processed with different thresholds of deviation, training time, and performance indexes after prediction.
In Table 1 , the first column lists the original data (Orig_data), and the deviation thresholds. The second column lists the data record number in the dataset. From Figure 4 , we can find that, when the thresholds of deviation are set to 1%, 2% and 3%, the difference of R 2 of prediction values when LSTM uses the original data and the remaining data is less than 1%. However, when the threshold of deviation is more than 3%, the difference is over 1%. From Table 1 , we can find that as the threshold of the deviation increases, the performance indexes of the prediction values increases. But when the threshold is within 3%, the difference between the MSE of the prediction values by using the remaining data and the MSE of the prediction values by using the original data is within one. If the threshold is more than 3%, the difference is over one. In Figure 5 , (a), (b), (c), (d) and (e) are prediction effect comparison of traffic speeds between the true speeds and the predicted ones when LSTM uses the original data and the remaining data processed by setting the thresholds of deviation to 1%, 2%, 3%, and 4% respectively. In Figure 5 , we can find that when the thresholds of deviation are 1%, 2% and 3%, the fitting degree between the predicted traffic speeds and the true traffic speeds is high. However, when the threshold of deviation is more than 3%, the fitting degree becomes much lower. Especially, in the time segment from 9 AM to 11 AM, the difference between the predicted traffic speeds and the true traffic speeds is very large. At the same time, we can see from Table 1 that when the threshold of deviation is more than 3%, the fitting degree becomes much lower than that in 3%. Compared to 1% and 2%, when the threshold of deviation is 3%, the redundant data reduced by RDR is much more, the time for training model is much less, VOLUME 7, 2019 the difference of accuracy is within 1%, and the difference of other performance indexes is much smaller. Therefore, in the following experiments, we set the threshold of deviation between the data value to be processed and the mean of data in W to 3%. FIGURE 6. Prediction speed comparison for workdays and weekends when using the original data and the redundancy-reduced data.
In Figure 6 , (a) and (b) are the speed prediction effects for workdays when using the original data and the redundancy-reduced data respectively, and (c) and (d) are the speed prediction effects for weekends when using the original data and the redundancy-reduced data respectively. When predicting the traffic speed of workdays, we selected 6336 data of all workdays in April 2018 and plotted the results of April 2 in (a) and (b) respectively. In predicting the traffic speed of weekends, we selected 2304 data of all weekends in April 2018 and plotted the results of April 7 in (c) and (d) respectively.
We calculate the performance indexes of the data before and after the redundancy-reducing on workdays and weekends. The results are shown in Table 2 and  Table 3 respectively. It can be seen from Figure 6 , Table 2 and Table 3 that the prediction effect before and after RDR is very near. On the speed prediction of the selected weekend (April 7), the processed data prediction accuracy is even better, and the performance indexes are very close. It can be seen that the data processed by RDR can accurately reflect the trend of speeds. When training the LSTM model, we can get the training results by using less data, so the training time is greatly reduced. Although the prediction accuracy of the weekends is lower than that of the workdays because the data of the workday is much more than that of the weekends, the prediction accuracy of the weekends is also over 91%. Therefore, RDR has good performance.
In order to evaluate whether we can predict the speed trend of a long time (1 year) by the data reduced by RDR, we select data for one month from each season in 2018 as the test set, including spring (May), summer (July), autumn (November) and winter (February). Then we test the predicted performance indexes for the first workday of each month (May 1, July 2, November 1, and February 1) and the first weekend (May 5, July 7, November 3, and February 3), and the results are shown in Table 4 and Table 5 . In the Table 4 and Table 5 , * _O represents the original data, and * _R represents the remaining data after RDR.
It can be seen from Tables 4 and Table 5 that it is similar to each other in speed prediction effect by the remaining data after RDR and the original data when we predict the traffic speeds of the working days and weekends in the four seasons of a year. Therefore, the remaining data after RDR also reflects the trend of the traffic speeds of workdays and weekends in each season of a year.
D. EVALUATION OF HOLIDAY TRAFFIC SPEED PREDICTION ALGORITHM
In this section, we take Columbus Day as the example to introduce the traffic speed prediction for Columbus Day in 2018 by using SPA. Figure 7 shows the speed distribution in Columbus Day in the past three years (2015-2017).
As shown in Figure 7 , the speeds over the past three years have similar trends on Columbus Day, that is to say, there are time segments with slow speed changes, and time segments with violent speed changes. We need to use different prediction methods for these two different time segments. We take k = 4 and cluster the speed distribution of Columbus Day in 2017 with the K-means clustering algorithm. After clustering the three graphs shown in Figure 7 , the clustering results are as follows. In the morning 12 hours, 00:00-04:55 is one time segment, and 05:00-11:55 is another time segment; In the afternoon 12 hours, 12:00-13:55 is one time segment, and 14:00-23:55 is another time segment. To verify the rationality of the clusters, we calculated the weighted average and variance of the traffic speeds for each segment from 2010 to 2017, as shown in Figure 8 .
We set the threshold of the variance to 4. It can be seen from Figure 8 that during the two segments of 00:00-04:55 and 14:00-23:55, the variance does not exceed 2, which means the degree of speed fluctuation is very small. Therefore, for each time instant of the two segments in the Columbus Day of 2018, we take its speed prediction values as a weighted average of the speeds at that time instant in the last 8 years.
For the time segment of 05:00-13:55, due to its relatively big speed fluctuations, we carried out the analysis and prediction for every time instants according to its characteristics. First, we analyzed the variances of traffic speeds for each hour during this time segment. The analysis results are shown in Figure 9 . It can be seen from Figure 9 that during the time segment of 05:00-05:55, the variances of the vehicle speeds are relatively large, and the speed fluctuation is relatively violent. During the other time segments, the variances of the vehicle speeds are small, the speed fluctuation is relatively small, but it is unstable. For the two conditions above, the average value cannot be used to predict the speed value. Figure 10 shows the speed distribution from 05:00-05:55 during 2015-2017. As shown in Figure 10 , the vehicle speed is generally decreasing during the time segment of 05:00-05:55, so we can use linear regression to predict vehicle speeds. As shown in Figure 9 , although the variance of speeds in each hour is relatively small, there is no trend of self-increment or self-decrement. It can be concluded that the data is more concentrated in each hour, so it cannot be predicted uniformly or simply predicted by the speed average. Therefore, we take the traffic speed data of each hour into consideration independently, and use the two-element linear model to fit the data in order to predict the traffic speeds.
We select the traffic speed data of the holidays in the last 8 years (2010-2017), and use the year and time as the independent variables. The numbers 1, 2, 3, 4, 5, 6, 7, 8 are Table 6 . According to the model expression in Table 6 , the speed of each time instant in the time segment of 05:00-13:55 on Columbus Day of 2018 can be predicted.
In order to evaluate the effectiveness of SPA in predicting the traffic speeds of holidays, we compare the prediction results of the vehicle speeds for Columbus Day of 2018 by using SPA and LSTM. The comparison results are shown in Figure 11 . In Figure 11 , (a) shows the prediction results by using LSTM, (b) shows the prediction results by using the cluster analysis and the linear regression method. It can be seen from Figure 11 the prediction values and the real values fit better when using SPA. Table 7 shows the performance indexes when we predict traffic speeds by the two methods above. It can be seen that SPA has smaller errors than those of LSTM. Table 8 shows the errors for the traffic speed prediction by using LSTM and SPA when predicting the other holidays in 2018. The R 2 value is shown in Figure 12 . In Figure 12, 1, 2, 3 , 4, 5, 6, 7, 8, 9 represent the holidays in Table 5 respectively. It can be seen from Figure 12 that SPA also has very high accuracy when predicting the traffic speeds of other holidays in 2018. All of the prediction accuracy is above 90%, and the error values are smaller. The prediction accuracy of LSTM is lower than that of SPA significantly. Moreover, when using LSTM, the prediction accuracy is not stable, i.e., some is high and some is low. The reason is that SPA is more suitable for small sample data, while the LSTM method is suitable for large sample data. Therefore, SPA is more suitable for predicting the traffic speeds of holidays.
In summary, compared to LSTM, SPA has higher accuracy and smaller errors when it is used to predict the traffic speeds of holidays.
VI. CONCLUSIONS
In this paper, we present the RDR and SPM algorithms for data redundancy-reducing and traffic speed prediction of holidays respectively. RDR use sliding window to reduce the volume of traffic speed data while keeping the prediction variances within a scope, and improves the training speed of LSTM. SPM segmentally analyzes the speed characteristics of holidays, performs segmental traffic speeds prediction for different time segments, and improves the prediction accuracy of holiday traffic speeds. In the future work, we will consider the traffic path optimization which combining longterm traffic speed prediction with the constraints of travel schedule table.
