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«I don’t believe in the idea that there are a few peculiar people
capable of understanding math, and the rest of the world is normal. Math is a human dis-
covery, and it’s no more complicated than humans can understand. I had a calculus book
once that said, "What one fool can do, another can." What we’ve been able to work out
about nature may look abstract and threatening to someone who hasn’t studied it, but it
was fools who did it, and in the next generation, all the fools will understand it. There’s a
tendency to pomposity in all this, to make it all deep and profound.»
Richard. P. Feynman

vAbstract
This thesis focusses on ab-initio calculations for the electronic structure and the ma-
gnetic properties of dilute magnetic semiconductors (DMS). In particular we aim at the
understanding of the complex exchange interactions in these systems. Our calculations
are based on density functional theory, being ideally suited for a description of the
material specific properties of the considered DMS. Moreover we use the KKR Green
function method in connection with the coherent potential approximation (CPA), which
allows to include the random substitutional disorder in a mean field–like approximation
for the electronic structure. Finally we calculate the exchange coupling constants Jij
between two impurities in a CPA medium by using the Lichtenstein formula and from
this calculate the Curie temperature by a numerically exact Monte Carlo method.
The understanding of exchange interactions is a difficult problem, since in magne-
tism no elementary magnetic interactions exist. We use here the "magnetic force theo-
rem" or "frozen potential approximation", which assumes that the sizes of the magnetic
moments do not change due to rotations of the moments. Then for frozen potentials
the change of the total energy due to rotations can be well approximated by the single
particle energies alone. This results to the simpler problem of understanding the den-
sity of states, in particular those features in the spin dependent local density of states
resulting from the hybridization with the orbitals of neighboring impurities.
Based on this analysis we found and investigated four different exchange mechanisms
being of importance in DMS systems:
Double exchange: favors the ferromagnetic alignment and arises from the hybri-
dization of partially occupied impurity states, resulting in occupied bonding and empty
antibonding states. In the disordered DMS systems this effect leads to a broadening
of the impurity band, with the halfwidth scaling as the square root of the concentra-
tion c. This coupling is very strong, but short ranged. It is typical for wide-band-gap
semiconductors with partially filled impurity bands, such as e.g. (Ga,Mn)N. However,
the resulting Curie temperatures are very small, since in the dilute limit the strong NN
coupling cannot lead to a ferromagnetic cluster percolating through the whole system.
Thus these DMS with wide band gaps, which were considered as great hope for room-
temperature DMS, have in fact very low Curie temperatures, being determined by the
very weak longer ranged coupling.
p–d exchange: This ferromagnetic exchange mechanism occurs in DMS systems,
in which the majority d–states of the magnetic impurity are located below the center of
the valence p–bands. This situation is only occurs for Mn-impurities in III–V systems
with heavier anions such as (X,Mn)As and (X,Mn)Sb, with X = Al, Ga, In. Due to p–d
hybridization, the majority p–band is pushed to higher energies and is partially emptied,
leading to hole mediated ferromagnetism. The coupling constants Jij are relatively weak,
but longer ranged. Therefore the Curie temperatures are only moderately reduced by
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the percolation effect.
Antiferromagnetic superexchange: arises from the hybridization between oc-
cupied majority states and empty minority states. It is a rather strong interaction and
short ranged. Typical for this interaction is that it is largest, if the Fermi level lies in
a gap; thus it does not require carriers, i.e. a finite density of states at EF , which is
the case for the above two mechanisms. Prototype examples for this super exchange is
(Ga,Fe)As and (Cd,Mn)Te.
Ferromagnetic superexchange: arises from the hybridization between occupied
and empty majority (minority) states. It is weaker and very short ranged. The prototype
example, which we found, is (Ga,V)As where the eg and t2g-majority states hybridize.
This is in contrast to the apriori belief that the eg- states are very localized and always
constitute non-bonding states.
Based on realistic ab-initio calculations and model calculations with simple shifts
of the Fermi level, we demonstrate that the coupling constants Jij(EF ) of the nearest
neighbors show a very systematic and universal behavior of the exchange interactions,
being the same in all DMS with zinc-blende or wurtzite structure.
A second topic we have investigated in this thesis is the pressure dependence of
the exchange interactions and the Curie temperatures in (Ga,Mn)As and (In,Mn)As,
using the LDA and the LDA+U approximations. In both systems we find similar trends,
which we believe are typical for DMS. At normal pressure the exchange mechanisms in
Ga0.95Mn0.05As is a mixture between double and p − d exchange, if the LDA is used,
while in LDA+U Zener’s p − d exchange dominates the behavior. However upon com-
pression the antiferromagnetic superexchange becomes of increasing importance. The
superexchange varies as |tdd|2/∆xs, where tdd is the hopping matrix element between
the majority d-states and the minority d-states, which strongly increases with pressure,
while ∆xs, the exchange splitting, is reduced with pressure due to the hybridization
induced reduction of the local moments. On the other hand for larger lattice constants
only double and p− d exchange are important, which however decrease with increasing
lattice constants. Thus in the mean-field approximation, the Curie temperature is lar-
gest at about the equilibrium lattice constant. In LDA+U this maximum is shifted to
a 6% compressed lattice constant, since due to the Hubbard U the superexchange is
reduced.
In In0.95Mn0.05As the behavior is similar. However, compared to Ga0.95Mn0.05As the
maximum in Curie temperature (TC) is shifted to much stronger compressed lattices.
Exact calculations of TC by Monte Carlo simulations show a somehow different
behavior. In both systems the critical temperatures stay relatively constant in a large
volume interval. This is related to the fact, that the nearest neighbor couplings, being
particularly strong for the superexchange, are not relevant for TC due to the percolation
effect.
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1Chapter 1
Introduction
Spintronics (or magnetoelectronics) is a new discipline which has recently
become one of the key research areas connected with magnetic-recording and
spinpolarized transport. It was initiated by the discovery of the Giant Magneto-
resistance (GMR) in multilayers by Peter Grünberg and Albert Fert in 1988[1, 2],
who were awarded the 2007 Nobel prize in physics. The control of the charge de-
gree of freedom together with the spin degree of freedom is the basis of this dis-
cipline which permitted to fabricate the Giga-bits magnetic memories and made
a revolution in hugely boosting the data storage capacity. The first commercial
read heads based on GMR were launched by IBM in 1997 and GMR is now a
standard technology found in nearly all computers worldwide and is also used in
some digital cameras and MP3 players.
The more recent discovery of ferromagnetic dilute magnetic semiconductors
(DMS) by Ohno et al. [3] led to the hope of an all-semiconductor spinelectronics
[3, 4, ?], in which the metallic ferromagnets could be replaced by a ferromagnetic
DMS. Diluted magnetic semiconductors (DMS) are semiconductor compounds in
which a small fraction of the constituent ions is replaced by magnetic ions like
Mn, Cr or Fe. The interesting feature in these materials is the combination of the
magnetic properties arising from the transition metal atoms with the semicon-
ducting properties of the host material. It is surprising that a small concentration
of transition metal atoms, typically 3-5 %, can lead to ferromagnetism in DMS
with relatively high Curie temperatures (TC >100K). In metallic bulk systems
ferromagnetism either occurs in elemental ferromagnets like Fe, Co, Ni and Gd or
in concentrated alloys. For instance, in the disordered Cu1−xNix alloy a concen-
tration of at least 40% of Ni atoms is necessary for ferromagnetism to occur. An
exception are Pd1−xTMx or Pt1−xTMx alloys where due to the exchange enhance-
ment of Pd or Pt a few percent of transition metals atoms (TM) are sufficient to
lead to ferromagnetism. However this is due to the fact that Pd or Pt themselves
are nearly ferromagnetic due to their high density of state at EF . However in a
semiconductor the Fermi level lies in the gap and this kind of Stoner enhancement
plays no role at all. It is therefore important to understand the fundamental me-
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chanism of ferromagnetism in these compounds and to engineer DMS with high
Curie temperatures TC for spintronics applications. Our main concern in this
thesis is the theoretical understanding of the exchange mechanism of magnetism
in these dilute magnetic semiconductors.
Ferromagnetic semiconductors are not new and carrier-mediated ferroma-
gnetism was demonstrated already many years ago when Eu-chalcogenides or
ZnCr2Se4 spinels were introduced well before the DMS systems were discovered .
The great interest in DMS is due to the fact that, in contrast to magnetic semicon-
ductors, DMS offer a possibility of studying the magnetic phenomena in nearly
ideal crystals with a simple band structure and excellent magneto-optical and
transport properties. When first the II-V dilute magnetic semiconductors were
available in the laboratory, the band-to-band optical excitation was found to allow
an enhancement of the magnetization through the magnetic field and the forma-
tion of magnetic polarons. This led to the understanding of the spin exchange
interaction between carrier spins and local spins, together with the possibility of
optical access to the spin system through the delocalized states. Moreover, the
well developed technology of growing these semiconductors allows for tuning their
magnetic properties not only by an external magnetic field but also by varying
the band structure and/or the concentration of carriers, dopants and magnetic
ions. The techniques developed for semiconductor heterostructures enable incor-
poration of DMS layers into transistors, quantum wells and other electro-optical
devices in which the spin splitting can also be tuned by the confinement energy
and the size quantization. Unfortunately, the best known and most widely stu-
died DMS, i.e. the Mn-based wide-gap II-VI compounds, are paramagnetic or
spin glass systems.
With the discovery of ferromagnetism in (Ga,Mn)As the attention strongly
shifted to III-V DMS. Up to few years, the highest Curie temperature was 100K
for Ga0.95Mn0.5As. Due to the improvements of the annealing procedure, which
lead to a complete removal of interstitial Mn atoms, this was increased to 170K
[3, 5, 6]. A large number of experimental and theoretical efforts have been devoted
to (Ga,Mn)As and this is now the best understood DMS system. Nevertheless
also for (Ga,Mn)As many questions remain to be solved. For instance, why is
it not possible to further increase TC , despite the fact that samples with Mn
concentration up to 20% can be produced. Moreover, initiated by the work of
Dietl[7], a large effort has been devoted to DMS with wide band gaps, such as
(Ga,Mn)N, (Ga,Cr)As or (Zn,Co)O. According to Dietl’s predictions, which are
based on the mean field approximation and Zener’s p-d exchange model, Curie
temperatures well above room temperature should be feasable. However, in all
these systems the experimental observations are very controversial. For instance,
for (Ga,Mn)N extremely high Curie temperatures up to 400K have been reported
as well as very small ones of about 20K or even lower. Now a consensus seems
to develop that the high Curie temperatures arize from smaller or larger clusters
or segregated high concentration phases, whereas the low Curie temperatures are
3the correct ones for the homogeneous DMS’s. To a large extent this is supported
by ab-initio calculations combined with Monte Carlo simulation for the magnetic
disorder, which show that in the dilute limit the Curie temperatures are strongly
reduced by the percolation effect [8, 9].
The understanding of the magnetic exchange interactions in DMS is a difficult
problem, which is addressed in this thesis. The simplest magnetic interaction is
the dipole-dipole interaction which depend on the separation and the degree of
the mutual alignment of the magnetic moment. However this interaction is ex-
tremely small and yields Curie temperatures of about 1 Kelvin which are nearly
three orders of magnitude smaller than the ones of e.g. elemental ferromagnets.
The magnetic interactions responsible for ferromagnetism are of quatum mecha-
nical origine, since the occurrence of magnetism itself is the result of an interplay
between Coulomb interactions and the Pauli principle. This makes the unders-
tanding of magnetic interactions very difficult. Basically we have to search the
whole Hilbert space for such spin configurations which minimize the total energy.
This is a very abstract and tremendous problem and therefore many relatively
simple exchange mechanism have been discussed for different magnetic systems.
For instance, for metallic ferromagnetism the Stoner model with the density of
state at EF as the central parameter describes the occurrence of ferromagnetism
very well. For dilute magnetic semiconductors we discuss in this thesis four dif-
ferent exchange interaction mechanism, which partially act simultaneously and
even compete with each other. However, in total they lead to a consistant picture
of the magnetic behavior.
In this thesis, we study theoretically the magnetic exchange interaction me-
chanisms from "ab-initio" calculations of DMS using the Korringa-Kohn-Rostoker
(KKR) method[10, 11], which is one of the most accurate and flexible band struc-
ture method for the study of periodic systems as well as for localized perturbations
[12, 13, 14, 15, 16, 17, 18, 19, 20]. This method is based on multiple-scattering
theory for the solution of the Schrödinger equation[21]. In a first step the scat-
tering properties are determined at each atom by the scattering matrix and in
the second step the multiple scattering at all atoms is evaluated. Via the Dyson
equation we determine the Green function of the crystal from the Green function
of free space[23, 22]. The flexibility of the KKR method in choosing the reference
system led to a new development which was implemented, the so-called "scree-
ned" or "tight-binding KKR method where the reference system is transformed to
a set of strongly repulsive potentials[24]. This has the advantage that the structu-
ral Green’s functions decay rapidly in space which is from the numerical point of
view very comfortable. Moreover, a full-potential treatment is also implemented.
In order to treat the disorder in dilute magnetic semiconductors at the elec-
tronic level, one has either to investigate large supercells with a given atomic
disorder and then at the end perform an ensemble average over the disorder, or
to use the coherent potential approximation (CPA)[25, 26, 27], which represents
a mean field approximation for the electronic structure. Since the first method,
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when correctly employed, is extremely computer intensive, we use the CPA me-
thod, representing the working horse for electronic structure calculations of di-
sordered alloys. In the calculations we use the CPA in connection with the KKR
method. The CPA Green function describes an average crystal medium, determi-
ned self-consistently through the condition that the concentration average over
the various atomic occupancies should not produce any additional scattering in
this medium.
In the second chapter we give an insight into the basic concepts of the
density functional theory (DFT) and th Kohn-Sham equations as a practical way
to perform selfconsistent DFT calculations.
In the third chapter we give an introduction to the mathematical formula-
tion of the KKR method in the full-potential case. We then introduce the CPA
method. Afterwards the local force theorem is introduced and the derivation of
the Lichtenstein formula for exchange coupling constants is presented. At the
end we give a brief formulation of the LDA+U method in the framework of KKR
method according to [28].
For accurate calculations of Curie temperatures in dilute DMS it is necessary
to take the percolation effect into account. For this we introduce in chapter four
the Monte Carlo method and Binder’s cumulant method to determine the Curie
temperature. This method is based on finite size scaling arguments. The short
range interactions in DMS make it necessary to study the correlation time and the
relaxation time in the Monte Carlo simulations. For this reason the choice of the
moment dynamics for the spin-flip is important. We introduce two single spin-flip
dynamics methods, namely the Metropolis and the Heat Bath algorithms. The
latter algorithm permits to reduce the correlation time near the transition point
by about 6 to 10 times. At the end we give an introduction to a special Monte
Carlo technique which is used in our calculations and which is called the Single
Histogram method. It is a technique which permits to save a great deal of CPU
time.
The chapter five constitutes the heart of this thesis and is devoted to the
understanding of the relevant exchange mechanism in DMS .For a discussion of
these different exchange mechanism, we use the magnetic force theorem, which as-
sumes that the magnetic moments are insensitive to rotations, a condition which
is well satisfied in DMS. Then the rotations can be performed with frozen poten-
tials, which has the advantage that the total energy differences can be evaluated
from the differences of the single particle energies only. This allows to evaluate
the exchange interaction from the interaction effect in the spin-polarized density
of state, representing an enormous simplification. In the mean field approxima-
tion, we can use the local CPA-density of states for the discussion of the basic
exchange mechanism in DMS: (i) the double exchange mechanism, dominating
the behavior of wide band gap DMS like (Ga,Mn)N, (ii) the p-d exchange domi-
nating in systems like (Ga,Mn)Sb and (Ga,Mn)As, where the majority d-level of
Mn lies in the lower part of the valence band, (iii) the antiferromagnetic superex-
5change determining the behavior for filled majority and empty minority d-states
like in (Ga,Fe)As or (Cd,Mn)Te and (iv) the ferromagnetic superexchange which
we found to determine the behavior of e.g (Ga,V)As.
In chapter six we give some results for behavior of Curie temperatures as a
function of the impurity concentration in different exchange interaction systems,
by using both the mean field approximation as well as the exact Monte Carlo me-
thod. We discuss in particular the different behavior of four exchange mechanism
as a function of impurity concentration, the range of the coupling and the posi-
tion of the Fermi level. At the end, we demonstrate that the exchange mechanism
in DMS exhibit a very systemetic and universal behaviour. For this we evaluate
the nearest neighbor exchange integrals obtained by Lichtenstein formula as a
function of the Fermi level being artificially shifted.
Motivated by recent experiments for (Ga,Mn)As and (In,Mn)Sn we study in
the seventh chapter the pressure dependence of ferromagnetism (Ga,Mn)As
and (In,Mn)Sb, using the LDA and LDA+U approximation. As a general trend
we find that for large distances ferromagnetism prevails, while for short distances
due to increased hybridization antiferromagnetic superexchange dominates. For
intermediate distances a maximum of the Curie temperature is obtained. We find
a relatively strong difference between LDA and LDA+U calculations, with the
latter approximation stabilizing the ferromagnetism due to the strong reduction
of the superexchange. In contrast to these results for the Curie temperature,
obtained in the mean field approximation, numerically exact calculations by the
Monte Carlo method show that the Curie tempeartures exhibit only very weak
pressure dependence.
In the last chapter we summarize our results and give a short perspective
for future work.
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Density Functional Theory
Since the advent of quantum mechanics, developed by great names of physics
of the XXth century, there were two fundamental approaches to determine the
energy of a quantum system. One has its roots in statistical physics using the
fundamental variable of the total density of the electrons. The idea of using this
variable was based on intuition rather than on a solid mathematical proof. This
was the well known Thomas-Fermi approximation which constitutes a very im-
portant predecessor to what is today known as Density Functional Theory (DFT).
Much more rigorous mathematically was the other approach which consists in the
determination of the many particle wave function and finding a solution of the
Schrödinger equation:
HΨ = EΨ (2.1)
The solution of the Schrödinger equation for many interacting particles is
rarely possible, thus the use of approximations are recommended. The first of
these approximations valid for a large part of phenomena in solids is the Born-
Oppenheimer or adiabatic approximation. It takes into account the peculiar cha-
racter of the movement of light (electrons) and heavier (Nucleus) particles, which
is very different. The mass ratio is typically of the order of 104. It thus permits
the separation between the typical time scales of the two particle classes and stu-
dying their motion separately. In this approximation for the electronic motion,
one has to solve the problem of an inhomogeneous electron gas in interaction
with an external potential created by the nucleus charges. Thus, one separates
the electronic wave functions from the nuclei part and writes the Schrödinger
equation of the electronic system where the position (~R) of the nuclei enters as
implicit parameters. For an configuration ~R of the nuclei :
HeΨe = EeΨe. (2.2)
He is a Hamiltonian of the electronic system in the solid (in the units |e| = h¯
= m = 1);
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He =
n∑
i
[−∇2i + Vee + Vne] (2.3)
The total many-electron wave function is :
Ψe(~r1, ..., ~rn),
where ~ri represents the position of electron i. The electron-nuclei Coulomb
interaction
Vne = −
∑
~R
Z
|~ri − ~R|
;
and the electronic repulsion
Vee = 1/2
∑
i6=j
1
|~ri − ~rj| .
In the following we discuss important aspects of the different approximations
to solve the Schrödinger equation
2.1 One electron approximation
In fact, the simplest approximation to solve the N body problem is to construct
an exact Hamiltonian for one electron and then approximate the wave function
of the N electrons in terms of a product of monoelectronic wave functions. This
treatment is called the one electron approximation. Hartree solved the problem by
using the self-consistent field [29]. This means that the interaction of each electron
with the others is replaced by an interaction with an average field (potential)
created by all the other electrons. This permits a substitution of an interacting
electronic system by a system of independent electrons. The Hamiltonian can then
be considered as a sum of individual hamiltonians and the total wave function as
a product of one-electron wave functions:
Ψ(~r1, ..., ~rN) =
N∏
i=1
φ(~ri). (2.4)
The Coulomb potential:
1
2
∑
i6=j
1
|~ri − ~rj| ; (2.5)
which depends on the coordinates of the two electrons, is replaced by an
expression defining the electronic interaction as a function of the coordinate of
an isolated electron i with a so called "Hartree" potential:
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V (~r) =
∫
d~r′
1
|~r − ~r′|n(~r
′). (2.6)
Then one arrives at a one-electron Schrödinger equation:
He(i)φ(i) = ²(i)φ(i). (2.7)
The potential of each electron depends on the positions of all the other electrons
through the density of all electrons n(~r′) at the position ~r′ and indirectly on his
own movement justifying the name ’self-consistent field’.
The main shortcoming of this method is that it does not take into account
the principle of non distinguishability of the electrons which is translated mathe-
matically as the antisymmetry of the wave function under the exchange of the
space and spin coordinates for each pair of electrons:
Ψ(~r1~σ1, ~r2~σ2, ..., ~rn~σn) = −Ψ(~r2~σ2, ~r1~σ1, ..., ~rn~σn) (2.8)
Fock [30] demonstrated that the Hartree approximation neglects this important
contribution arising from the antisymmetry of the total wave function. He sug-
gested to approximate the total wave function Ψe by a Slater determinant of the
single particle wave functions:
Ψe(~r1~σ1, ..., ~rN~σN) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
φ1(~r1σ1) φ1(~r2σ2) ... φ1(~rNσN)
φ2(~r1σ1) φ2(~r2σ2) ... φ2(~rNσN)
φ3(~r1σ1) φ3(~r2σ2) ... φ3(~rNσN)
. . ... .
. . ... .
∣∣∣∣∣∣∣∣∣∣
An interchange of two electrons corresponds to an interchange of two columns
of the determinant and as a result changes sign, thus satisfying eq. (2.8) The
following important result is a consequence of the expression 2.8. the determinant
will vanish if two rows are identical. Thus in a system consisting of electrons,
no two (or more) electrons can be in the same state at the same time. This is
called the Pauli’s principle and it was established by W. Pauli in 1925. The
expectation value of the Hamiltonian (2.3) using the wave function (2.9) is given
by
< Ψe|H|Ψe >=
∑
i,σ
∫
d~rφσ∗i (~r)[−1/2∇2 + Vext(~r)]φσ(~r) + EII
+1/2
∑
i,j,σ,σ′
∫
d~rd~r
′
φσ∗i (~r)φ
σ′∗
j (~r
′
)
1
|~r − ~r′|φ
σ
i (~r)φ
σ
j (~r
′
)
−1/2
∑
i,j,σ
∫
d~rd~r
′
φσ∗i (~r)φ
σ∗
j (~r
′
)
1
|~r − ~r′|φ
σ
j (~r)ψ
σ
i (~r
′
). (2.9)
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In this Hartree-Fock approximation an additional term appears in the total
energy: the exchange term which is the third term in equation (2.9), whereas
the first term groups together the single particle terms involving a sum over or-
bitals. The inclusion of i = j "self-interaction", i.e. two electrons i and j are in
the same state, in the sums cancels in the sum of the direct and exchange terms.
The latter term acts only between same spin electrons. What is the physical
meaning of the exchange energy?. If we take into account Pauli’s principle, two
electrons with parallel spins cannot be found at the same point of space. as a
consequence of that the average distance between the electrons is in this case
bigger and the electrostatic repulsion is smaller by an energy quantity correspon-
ding to the exchange energy. This peculiar interaction of particles which results
in this dependence in the spin of the electrons is called exchange interaction and
is purely a quantum effect.
Minimizing the Hartree-Fock total energy with respect to all degrees of free-
dom leads to the following equation
{−1
2
∇2 + Vext(~r) +
∑
j,σj
∫
d~r′φσj∗j (~r
′)φσjj (~r
′)
1
|~r − ~r′|
}
φσi (~r)
−
∑
j
∫
d~r′φσ∗j (~r
′)φσi (~r
′)
1
|~r − ~r′|φ
σ
j (~r) = ²
σ
i φ
σ
i (~r) (2.10)
The following remark is very important: For occupied states, the eigenvalues
are lowered by the exchange term, which then cancels the self-interaction of the
direct term. On the other hand in order to find energies for the addition of
electrons, computation of empty orbitals is necessary, but these are not self-
interaction corrected since the exchange term vanishes. As a consequence of this
calculations band gaps are overestimated within Hartree-Fock approximation.
The electron-electron interaction induces another term in addition to the
Hartree-Fock exchange, an energy that Wigner defined as correlation energy.
Many approximate methods have been developed to take the correlations into
account. For a homogeneous electron gas the correlation energy has been de-
termined exactly by Monte Carlo simulations. But for a crystal no satisfactory
method exists.
Slater proposed to approximate the exchange potential by the one of a non-
interacting electron gas replacing the corresponding charge density n0(~r) by the
local charge density n(~r) in the solid:
Vx(~r) = −6α(3ρ(~r)
8pi
)
1
3 . (2.11)
α: arbitrary dimensionless parameter. The case of α= 1 corresponds to a homo-
geneous electron gas. This approach is called the Xα method [31, 32, 33]. The
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potential is arbitrary but qualitatively the method was successful. It constitutes
an important predecessor to what is well known today as the Local Density Ap-
proximation (LDA).
2.2 Density Functional Theory
Density functional theory is one of the most successful quantum mechanical
approaches to condensed matter. It is nowadays intensively applied for calcula-
ting, e.g., the binding energy of molecules in chemistry and the band structure
of solids in physics. Applications relevant for fields rather far from conventional
solid state systems, such as biology or soft matter are beginning to appear. DFT
owes this versatility to the generality of its fundamental concepts and the flexibi-
lity one has in implementing them. In spite of the flexibility and generality, DFT
is based on quite rigid conceptual framework.
DFT constitutes a major and viable alternative to the quantum mechanical
problems that we discussed in the sections above. It promotes the particle den-
sity n(~r) instead of the many particle wave function from just one among many
observables to the status of key variable, on which the calculation of all other
observables can be based. It has become increasingly a method of choice for most
of electronic-structure calculations in physics and chemistry. Much of what we
know about the electrical, magnetic or structural properties ...etc is based of DFT
calculations. The impact of this theory on science is reflected by the 1998 Nobel
prize awarded to Walter Kohn who worked out this theory and to John Pople
who was important in implementing DFT in computational chemistry.
2.2.1 Hohenberg-Kohn theorems
Basically there are two steps to follow: The Hohenberg-Kohn theorems[34]
which give a rigorous theoretical framework and the Kohn-Sham equation which
opens a particular way to solve the problem. A detailed introduction can be found
elsewhere [35]. The following two theorems are essential for the new view picture
of a quantum mechanical system:
Theorem I: The total energy E of an electronic system is described as a
unique functional E[n(~r)] of the particle density n(~r) for a given external potential
Vext.
Theorem II: This functional E[n(~r)] is minimal for the density n0(r) corres-
ponding to the ground state.
Before we go on, it is perhaps worth a word to define the mathematical concept
of a functional, since it plays a dominant role in the conception of DFT; To say
F is a functional of the function q(β) means that F is a number whose value
depends on the form of the function q(β) (where β is just a parameter used to
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Fig. 2.1 – (a) Interacting electrons + real potential, (b) Non-interacting, fictitious
particles+ effective potential
specify the form of q(β)). We note F[q(β)] and this associates with every choice
of the function q(β) a number, namely F.
The Hohenberg-Kohn theorems state that the total energy E[n(~r)] is minimal
only for the exact electronic density n0 with the corresponding value E[n0(~r)]
giving the ground state energy. As a consequence of this, any observable of a
quantum system is a functional of the density of the ground state. The density
corresponding to the fundamental state can be calculated using the variational
principle. For every n 6= n0 we have E0 <E. The Hohenberg-Kohn theorems are
existence theorems and there is no receipt to determine the exact energy E[n0]
nor the ground state density n0(~r).
How can these theorems be obtained? In the very simple way: For a given
external potential due to the nuclei Vext, all the observables of the system inclu-
ding the electronic density adjust to minimize the total energy, thus everything
depends on Vext. Hohenberg and Kohn dealt with the problem in very clever
way: Can Vext be uniquely determined by knowing the electronic density n? Can
we know where the nuclei are if we know n of the fundamental state? The ans-
wer is affirmative, thus the theorems. As mentioned before, there is no receipt
to how to solve the difficult problem of many-body system obeying the Hamil-
tonian (DFT). Kohn and Sham [35] added a tremendous achievement in 1965
to make density functional theory useful and applicable for electronic structure
calculations. Their mathematical assumption consists in replacing the original
many-electron problem by a hypothetical independent -particle problem (fig.1).
It assumes that the ground state density of the original interacting electrons is
the same as that of a chosen non-interacting system. This leads to independent-
particle equations of an imaginary non-interacting system that is exactly solvable
incorporating all the quantum many-body difficulties in an exchange-correlation
functional of the density.
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It has made possible approximate formulations that have proved to be extre-
mely successful.
The Hohenberg-Kohn theorems show that in principle knowing the ground
state density will determine the ground state energy and the Kohn-Sham ansatz
is the way to apply the theory.
2.2.2 Kohn-Sham equations
We wish to construct a Hamiltonian of independent-particle system, which
we shall call Hind:
Hˆσind = −1/2∇2 + V σ(~r), (2.12)
At this point the potential Vσ(~r) is not yet specified. The density of this independent-
particle system is given by sums of squares of the occupied orbitals for each spin:
n(~r) =
∑
σ
n(~r, σ) =
∑
σ
Nσ∑
i=1
|φσi (~r)|2 , (2.13)
and the independent-particle kinetic energy Tind is given by
Tind = −1/2
∑
σ
Nσ∑
i=1
< φσi |∇2|φσi >= 1/2
∑
σ
Nσ∑
i=1
|∇φσi |2 , (2.14)
Here we define the Coulomb interaction energy of the electron density n(~r)
that we shall call the Hartree term:
EHartree[n] = 1/2
∫
d3rd3r
′ n(~r)n(~r
′
)
|~r − ~r′| . (2.15)
The Kohn-Sham approach to the full interacting many-body problem is to
rewrite the Hohenberg-Kohn expression of the ground state energy functional as
follows:
EKS = Tind[n] +
∫
d(~r)Vext(~r)n(~r) + EHartree[n] + EII + Exc[n]. (2.16)
Vext is the external potential due to the nuclei, EII is the interaction between
the nuclei and Exc the exchange correlation functional, which in the Kohn-Sham
formalism includes also the electron correlation effect from the kinetic energy. It
is just the additional energy functional needed to make EKS the correct total
energy.
The solution of the Kohn-Sham system for the ground state can be viewed as
a problem of minimization with respect to the density or the effective potential.
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Tind is expressed as a function of orbitals and all the others are functional of the
density. By varying the equation (2.15) gives
δEKS
δφσ∗i (~r)
=
δTind
δφσ∗i (~r)
+ [
δEext
δn(~r, σ)
+
δEHartree
δn(~r, σ)
+
δExc
δn(~r, σ)
]
δn(~r, σ)
δφσ∗i (~r)
. (2.17)
Combining expressions (2.13) and (2.14) yield
δTind
δφσ∗i (~r)
= −1/2∇2φσi (~r);
δnσ(~r)
δφσ∗i (~r)
= φσ(~r), (2.18)
and using the Lagrange multiplier ensures the orthonormality of the total wave
function, the Kohn-Sham equation is obtained
HσKSφ
σ
i (~r) = ²
σ
i φ
σ
i (~r) (2.19)
Here ²i are eigenvalues, and HKS is the effective Kohn-Sham hamiltonian
HσKS(~r) = −1/2∇2 + V σKS(~r), (2.20)
with
V σKS(~r) = Vext +
δEHartree
δn(~r, σ)
+
δExc
δn(~r, σ)
= Vext + VHartree(~r) + V
σ
xc(~r). (2.21)
These equations are well known as the Kohn-Sham equations. The exact poten-
tial for the ground state should be found self-consistently corresponding to unique
value of the ground state density in accordance with the Hohenberg-Kohn theo-
rems. Unfortunately the functional Exc[n] is unknown. The latter contains all the
complications of the quantum many body problem and can only be approximated.
2.2.3 Approximations for the Exchange-Correlation Energy
Functional
We have seen so far that density-functional theory is in principle exact and
that the Kohn-Sham ansatz allows to calculate Tind and the Coulomb terms
exactly, thus leaving the exchange-correlation energy to be approximated. In this
and the next section we describe the different functionals found as approximations
for the exchange-correlation energy Exc, which have been applied in this thesis.
A rather simple and remarkably good approximation giving accurate results
is the so-called local density approximation (LDA), which may be expressed in
the form:
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ELDAxc [n(~r)] =
∫
n(~r)²LDAxc (n(~r))d~r, (2.22)
where ²LDAxc (n) is a function ( not a functional) of the density. It is used in (2.22)
locally at each point ~r with the value n = n(~r) of the density at this point. For
a homogeneous interacting electron system with constant density, it gives the
exact result for the exchange-correlation energy and the corresponding function
²LDAxc (n) can be found by quantum many-body calculations. The exchange part
is given by
²x(n) = −3
4
e2
pi
kF = −3
4
e2(
3
pi
)1/3n1/3 (2.23)
The exchange potential in the Kohn-Sham equations follows as
vx(n) =
d
dn
(n²x(n)) = −e2( 3
pi
)1/3n1/3. (2.24)
Accurate results for the correlation term have been obtained by quantum Monte
Carlo methods for the homogeneous electron gas. The formulation for spin pola-
rized systems is straightforward.
Although the latter functional has been used with great success, it has pro-
blems for materials with strongly localized and correlated electrons like transition
metal oxides and rare earth elements and compounds. We have already pointed
out that the ’self-interaction’ of an electron with itself is cancelled in the Hartree-
Fock exchange approximation. However, this is not fully the case in the DFT-LDA
where the errors are significant in case of very localized electrons due to the strong
Coulomb interactions. Equally orbital effects, giving e.g. rise to Hund’s second
rule for the atoms or orbital ordering effects in transition metal compounds cannot
be described by LDA. The latter problem scales inversely with size of the region
in which the state is localized, resulting in a wrong occupation of the orbitals.
Extended functionals for the exchange-correlation energy which deal with this
problem have been developed; e.g. SIC, exact exchange and LDA+U methods.
These methods add an additional orbital-dependent interaction which is impor-
tant for highly localized orbitals. The effect of this added potential is to shift the
occupied localized orbitals to lower energies correcting the errors of LDA. In the
next chapter we shall give a detailed formulation of the LDA+U functional.
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Chapter 3
The KKR Green function method
3.1 Introduction
Whereas usually the Kohn-Sham equations are solved to determine the eigen-
functions ψσα(~r) (and energy eigenvalues ²σα) and from these the charge density, a
solution of the problem of determining the charge density n(~r) can also be achie-
ved by introducing the single particle Green’s function G(~r, ~r′) as the solution of
the inhomogeneous Kohn-Sham equation with a δ-function-like source at position
~r′.
{−∂2~r + V σeff (~r)− ²}Gσ(~r, ~r
′
; ²) = −δ(~r − ~r′). (3.1)
The Green’s function, describing the response of the system to a δ pertur-
bation, contains all the necessary information about the electronic structure of
the system. The Green function can be rewritten in terms of the single particle
eigenfunctions ψσα(~r) and eigenvalues ²σα by using the spectral representation
G(r, r′; ²+ iγ) =
∑
α
ψα(r)ψ∗α(r′)
²+ iγ − ²α (3.2)
The infinitesimal term γ >0 guarantees the causality of the Green’s function.
Using the identity
lim
γ→0+
1
x± iγ = P(
1
x
)∓ ipiδ(x). (3.3)
and the equation (3.2) the space and energy resolved spin-density of electrons
with spin σ is obtained as
nσ(~r; ²) =
∑
α
|ψσα(~r)|2δ(²− ²σα), (3.4)
which can then be related to the imaginary part of the Green function as
follows
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nσ(~r; ²) = − 1
pi
ImGσ(~r, ~r; ²). (3.5)
From this it easy to show that the charge density n(~r) can be directly expressed
by an energy integral over the imaginary part of the Green function (For simplicity
we suppress the spin index in the following)
n(~r) = − 1
pi
∫ ²F
d²ImG(~r, ~r; ²) (3.6)
Thus, since the Green’s function determines the charge density n(~r), which
itself is sufficient to determine the Kohn-Sham potential V(~r), the determination
of the eigenfunctions ψα(~r) is not necessary. Thus the Green function method has
the advantage that it avoids the solution the eigenvalue problem of the Kohn-
Scham equation. For a finite temperature T >0 we can introduce the Fermi-Dirac
function fT (²)
n(~r) = − 1
pi
∫ ²F
d²fT (²)ImG(~r, ~r; ²) (3.7)
where
fT (²) =
1
e(²−µ)/kT + 1
(3.8)
To calculate the integral the energy mesh points have not to coincide with the
eigenvalues of the Kohn-Sham equation. Despite of this flexibility, the evaluation
of the latter integral is computationaly demanding since it needs a lot of energy
points. This is due to the strong energy dependance of the density of state.
The way to get out of this problem is to use the analytical properties of the
Green function for complex energies z= ² + i Γ so that the energy integration is
transformed into a contour integral in the complex plane [36, 37].
n(~r) = Im
∫ ²F
²B
dzfT (z)G(~r, ~r; z) (3.9)
where the contour starts at ²B below the bottom of the valence bands, goes
into the complex plane and comes back to the real axis at the Fermi level. For
complex energies all structure in Green function are smeared out by the imaginary
part Γ of the energy, so that for the evaluation of the contour integral only few
energy points are necessary. Only close to EF a high energy resolution is needed.
Even this is simplified by the use of the Fermi-Dirac distribution. Thus the use
of the Fermi-Dirac distribution avoids the problem of approaching the real axis
since the contour close to ²F can be replaced by a sum over Matsubara energies
zj = ²F + ipi(2j − 1)kT , j = 1,2,... where only complex energies are needed. The
one closest to the real axis has still an imaginary part of ipikT .
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3.2 Scattering at a single spherical potential
In the following we assume that the potential Veff (~r) is a superposition of
potentials of the atoms situated at the lattice sites ~Rn which we assume not to
overlap.
Veff (~r) =
∑
n
Veff (~r − ~Rn) (3.10)
To begin with, we consider here only the scattering at a single spherically sym-
metric potential which is embedded in the free space and vanishes for r > S:
V (~r) =
{
V (r) r ≤ S
0 r > S.
(3.11)
The eigenfunctions of the Kohn-Sham equation with spherically symmetric
potential can be represented by the product of a spherical harmonics Ylm(θ, φ) :=
YL(~r) and a radial wavefunction Rl(r; ²). The latter has to satisfy the Schrödinger
equation
[
−1
r
∂2
∂r2
r +
l(l + 1)
r2
+ V (r)− ²
]
Rl(r; ²) = 0. (3.12)
This latter equation has for each energy ² and angular momentum l two
linearly independent solutions, namely the regular solution which is regular at
the origin
RL(~r; ²) := Rl(r; ²)YL(rˆ), ∼ rl r → 0, rˆ = ~r/r (3.13)
and the irregular solution which diverges at the origin,
HL(~r; ²) := Hl(r; ²)YL(rˆ), ∼ 1
rl+1
r → 0. (3.14)
If the potential is zero (V (r) = 0), which is always the case for r > S, the
regular and irregular solutions are given by the Bessel functions [38]
Rl(r; ²) = jl(
√
²r)
Hl(r; ²) = hl(
√
²r) (3.15)
where
hl(r; ²) = nl(
√
²r)− ijl(
√
²r) : spherical Hankel functions
jl(
√
²r) : spherical Bessel function
nl(
√
²r) : spherical Neumann function
(3.16)
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The solution outside the atomic sphere have to match the regular solutions
inside the sphere. Therefore, Rl(r; ²) for r > S is a linear combination of the
spherical Bessel and Hankel functions
Rl(r; ²) = jl(
√
²r) +
√
²tl(²)hl(
√
²r). (3.17)
where tl is the t-matrix which contains all the informations about the scatte-
ring at the spherical potential. It can be expressed by the phase shift δl(²) of the
asymptotic solution for r ≥ S compared with the corresponding eigenfunctions
of the free space
tl(²) = − 1√
²
eiδl(²) sin δl(²)
=
∫ S
0
dr
′
r
′2jl(
√
²r
′
)V (r
′
)Rl(r
′
; ²). (3.18)
The solution of the Schrödinger equation for a spherical potential can also be
obtained by the Lippmann Schwinger equation
ψ~k(~r; ²) = e
i~k~r +
∫
dr
′
g(~r, ~r
′
; ²)V (r
′
)ψ~k(~r
′
; ²)
|~k| := √². (3.19)
The integral in the equation (3.18) describes the scattering of an incident
plane wave ei~k~r at the potential V(r). Here g(~r, ~r′ ; ²) is the Green’s function of
the free space, defined by
{−∂2~r − ²}g(~r, ~r
′
; ²) = −δ(~r − ~r′). (3.20)
It is given by an outgoing spherical wave [39, 40]
g(~r, ~r
′
; ²) = − 1
4pi
ei
√
²|~r−~r′ |
|~r − ~r′| (3.21)
To transform equation (3.18) into an radial integral equation we expand both
the plane wave ei~k~r as well as the total wave function ψ~k(~r; ²) into spherical
harmonics
ei
~k~r =
∑
L
4piiljl(
√
²r)YL(~r)YL(~k) (3.22)
Ψ~k(~r, ²) =
∑
L
4piilRl(r, ²)YL(rˆ) (3.23)
and use the L-expansion of the free-space Green function
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g(~r, ~r
′
; ²) =
∑
L
√
²jl(
√
²r<)hl(
√
²r>)YL(rˆ)YL(rˆ
′)
=
∑
L
gl(r, r
′
; ²)YL(rˆ)YL(rˆ
′) (3.24)
where r<(r>) stands for the smaller (bigger) of the radii r and r
′ .
As a result we obtain from the Lipmann Schwinger equation the following
radial integral equation
Rl(r; ²) = jl(
√
²r) +
∫ S
0
dr
′
r
′2gl(r, r
′
; ²)V (r
′
)Rl(r
′
; ²). (3.25)
The scattering at a single spherical potential conserves the angular momentum
L ≡ l,m and refers to the center of that sphere (see fig 2.1) The equation (3.16)
then follows naturally from the latter equation for r > S, where the spherical
Bessel function jl represents the incoming plane wave and the spherical Hankel
function hl represents the outgoing one in the region r ≥ S. Moreover for tl(E) the
expression (3.17) is obtained. On the other hand, the irregular solution outside
the cut-off radius S is identical with the Hankel function
Hl(r; ²) = hl(
√
²r) r > S. (3.26)
Analogously to (3.22) the Green’s function for a system with a spherical scat-
tering potential can be written in the angular momentun expansion
Gs(~r, ~r
′
; ²) =
∑
L
Gl(r, r
′
; ²)YL(rˆ)YL(rˆ
′)
=
√
²
∑
L
Rl(r<; ²)Hl(r>; ²)YL(rˆ)YL(rˆ
′). (3.27)
3.3 Multiple scattering at spherical potentials
We studied so far the scattering at a single spherical symmetric potential.
In this section we shall consider an arbitrary array of spherically symmetric but
non-overlapping potentials with centers at sites Rn. For what follows we use the
cell-centered notation
~r → ~r + ~Rn, ~r′ → ~r′ + ~Rn′ r, r′ < S (3.28)
We can write the Kohn-Sham equation as follows
{−∂2~r + V (r)− ²}G(r + ~Rn, ~r′ + ~Rn′ ; ²) = −δnn′δ(~r − ~r′) (3.29)
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In multiple-scattering theory the Green function can be written in cell cente-
red coordinates such as
G(~r + ~Rn, ~r
′ + ~Rn′ ; ²) = δnn′Gs(~r + ~Rn, ~r′ + ~Rn′ ; ²)
+
∑
LL′
YL(rˆ)R
n
l (r; ²)G
nn′
LL′(²)R
n′
l′ (r
′; ²)YL′(rˆ′). (3.30)
where the first term represents the Green’ function for a single potential V n(r)
in free space, while the second term, in particular the Green’s function matrix
G = {Gnn′LL′(²)}, describes all multiple scattering processes of the electrons at the
potentials V n(r) situated at different sitesRn. By construction the equation (3.28)
satisfies the inhomogeneous Dyson Kohn-Sham equation (3.27) for the Green’s
function. The first term takes the source term into account, the second term
satisfies the homogeneous equations. However, the "structural" Green function
elements Gnn′LL′(²) have still to be determined, connecting the solution in different
cells.
In this formulation the scattering of the individual potentials is described by
the wavefunctions Rnl (~r; ²) and Hnl (~r; ²) in Gns and the geometrical arrangements
of the potentials is described by {Gnn′
LL′ (²)}. This clear separation of the potential
properties and the geometric structure is typical for the KKR method.
All the formulas already given hold also for the ideal crystal (Vn(r) = V (r) for
all ~Rn) as well as for a crystal with substitional defects, i.e. defects which reside
at the lattice sites ~Rn. The Green’s function of a crystal with a defects, giving
rize to a perturbing potential ∆V , and the one of the ideal crystal with potential
V 0 are related via the Dyson equation:
G(~r + ~Rn, ~r
′ + ~Rn′ ; ²) = G0(~r + ~Rn, ~r′ + ~Rn′ ; ²) +∑
n”
∫
d~r”G0(~r + ~Rn, ~r” + ~Rn”; ²)∆Vn”(r”)G(~r” + ~Rn”, ~r
′ + ~Rn′ ; ²) (3.31)
where ∆Vn(r) := Vn(r) − V 0(r) is the potential perturbation at the lattice site
Rn caused by impurities. Inserting (3.28) into (3.29) we shall obtain the algebraic
Dyson equation relating the defect structural Green’s function Gnn
′
LL
′ (²) to the one
of an ideal crystal G0nn
′
LL
′ (²) [21, 41]
Gnn
′
LL′(²) = G
0nn′
LL′ (²) +
∑
n”,L”
G0nn”LL” (²)∆t
n”
l” (²)G
n”n′
L”L′(²) (3.32)
where
∆tnl (²) = t
n
l − t0nl (²) (3.33)
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is the difference between the perturbed t-marices tnl and the one of the ideal
crystal.
The crucial point of the KKR method is that in metals any kind of pertur-
bations are fastly screened by the conduction electrons. Therefore, the Dyson
equation for Gnn′LL′(²) must be solved only for a relatively small subspace.
The free structural Green’s function are known analytically [39, 40] and are
given by
gnn
′
LL′(²) = 4pi
√
²
∑
L′′
il−l
′+l′′CLL′L′′hl′′(
√
²|~Rn − ~Rn′|)YL′′(~Rn − ~Rn′) (3.34)
Here CLL′L′′ are the Gaunt coefficients
CLL′L′′ :=
∫
drˆYL(rˆ)YL′(rˆ)YL′′(rˆ) (3.35)
From this we can obtain the structural Green’s function of the ideal crystal
by a Dyson equation analogous to (3.30).
Gnn
′
LL′ = g
nn′
LL′ +
∑
n′′
gnn
′′
LL′′t
n′′
l′′ G
n′′n′
L′′L′ (3.36)
Due to the translational invariance the structural Green’s function of ideal
crystal depends only on the difference ~Rn− ~Rn′ (see eq. 3.33). So in order to solve
the structure Green function of the ideal crystal we make a Fourier transformation
of the free space structure constants (3.32)
GLL′(
~k; ²) =
∑
n′
e−i
~k.(~Rn′′−~Rn′ )GL′′L′(~k; ²). (3.37)
Then the Dyson equation (eq. 3.36) transforms into
G0LL′(
~k; ²) = gLL′(~k; ²) +
∑
L′′
gLL′′(~k; ²)t
0
l′′(²)G
0
L′′L′(
~k; ²). (3.38)
Finally an inverse Fourier transform has to be used to obtain G0nn′LL′ (²) in real
space
G0nn
′
LL′ (²) =
1
VB
∫
d~kei
~k.(~Rn−~Rn′ )G0LL′(~k; ²)
=
1
VB
∫
d~kei
~k.(~Rn−~Rn′ )
∑
L′′
(1− gt0)−1LL′′(~k; ²)gL′′L′(~k; ²), (3.39)
The free space structure constants decay slowly and oscillate as a function of a
distance. For positive energies the range is very long. Therefore the evaluation of
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V(r)
0
4Ry
Fig. 3.1 – Schematic representation of the cluster of repulsive muffin-tin poten-
tials of height 4 Ry.
gLL′(~k; ²) is computationaly demanding. A conceptual improvement [24] has been
developed in order to improve the KKR method, the so-called screened or tight-
binding KKR formalism. The basic idea bears directly on an important property
of the KKR method which is the freedom in the choice of the reference system.
So the basic idea is to find a reference system which has no eigensolutions in the
energy range relevant for our electronic structure calculations. Then the structure
constants of this reference sytem decay exponentially with distance and will be
used in the Dyson equation (3.36) to determine the structural Green’s function
of the real system. This reference system is choosen as a set of strongly repulsive
potentials (Fig.3.1) which should push the eigensolutions up to 2-5 Ry higher
than EF .
Let’s consider then these reference potentials V r,n(~r) placed at lattice sites
n. They are characterized by t-matrices tr,n(²). The structural Green’s functions
Gr,nn
′
LL′ (²) are related to the free space structure constants g
nn′
LL′(²) by the Dyson
equation (3.32)
Gr(²) = g(²) + g(²)tr(²)Gr(²) = g(²)
1
1− tr(²)g(²) (3.40)
From this we can determine the structural Green’s function Gnn′LL′(²) of the
real system in terms of Gr,nn
′
LL′ (²)
G(²) = Gr(²) +Gr(²)(t(²)− tr(²))G(²) = Gr(²) 1
1− (t(²)− tr(²))Gr(²) (3.41)
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The band structure of this reference system starts at the energies above Ebot ∼
V r(Ωmt/Ωcell), where V r is the height of the repulsive reference potential assumed
to be constant within the muffin-tin radius and Ωmt/Ωcell is the volume fraction
of the muffin-tin and cell volume. Below the bottom of band energy Ebot, the
Green’s functions Gr is real and decreases exponentially. This rapid decay allows
the direct evaluation of the Dyson equation (3.37) in the real space rather than
in the reciprocal space and thus no Brillouin zone integration is needed. In real
calculations a finite cluster of strongly repulsive muffin-tin ar ASA potentials is
used to determine Gnn′ for sites nn’ well inside the cluster ( see Fig.3.2).
3.4 Multiple scattering equations for a potential
of arbitrary shape: Full potential KKR
In this section we will consider the scattering at a potential of arbitrary shape.
If the potential is no longer spherical, then the wave function can be expanded
in a uniformly convergent double series of spherical harmonics [41]in order to lift
the dependence in the direction ~r:
V (~r) =
∑
L
vL(r)YL(rˆ) (3.42)
RL′(~r; ²) =
∑
L
RLL′(r)YL(rˆ) (3.43)
In the case of an incoming spherical wave jl′(
√
²r)YL′(rˆ) scattered at an aniso-
tropic potential, the outgoing radial wave function is double indexedRLL′ where
L′ refers to angular momentum of the incoming wave and L to the outgoing one.
RL has to satisfy the Lippmann Schwinger equation
RL(~r) = jl(r)YL(rˆ) +
∫
d~r′g(~r, ~r′)V (~r′)RL(~r′) (3.44)
So the idea is to include the solution for the spherical potential into the
incident wave. This means that the potential is divided into two parts, a spherical
and a non-spherical part
V (~r) = V0(~r
′) + ∆V (~r) (3.45)
The approach here is to treat the problem in a perturbative way [42]. This is
due to the fact that the spherically symmetric part of the potential is by far
the most dominating one, and the deviation from spherical symmetry occurs
only in the outermost regions. The radial solutions are then obtained via a Born
approximation, where the 0-th approximations are the solutions of the spherically
symmetric problem.
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In order to demonstrate this easily, we start from the Dyson equation for the
Green function for a spherically symmetric potential v(r′′)
G(~r, ~r′) = G0(~r, ~r′) +
∫
d~r′′G(~r, ~r′′)V (r′′)G0(~r′′, ~r′), (3.46)
where G0(~r, ~r′) is the reference Green function which can be the free space Green
function. Rewriting the latter equation as follows
G0(~r, ~r′) = G(~r, ~r′)−
∫
d~r′′G(~r, ~r′′)V (r′′)G0(~r′′, ~r′), (3.47)
and substituting into the Lippmann-Schwinger equation yields
RL(~r) = jl(r)YL(rˆ) +
∫
d~r′G(~r, ~r′)V (~r′)RL(~r′)
−
∫
d~r′′G(~r, ~r′′)V (r′′)
[∫
d~r′G0(~r′′, ~r′)V (~r′)RL(~r′)
]
(3.48)
The term in parentheses already appeared in (3.44) and thus we rewrite
RL(~r) = jl(r)Y (rˆ) +
∫
d~r′G(~r, ~r′)V (r′)jl(r′)Y (rˆ′)
+
∫
d~r′G(~r, ~r′)
(
V (~r′)− V (r′))RL(~r′), (3.49)
where the first two terms give only the solution for the spherical part of the
potential because it contains the Green function of the system perturbed by
the potential V(r). The second term is the contribution from the non-spherical
part of the potential because it contains the difference between the full and the
spherically symmetric potential.
By introducing the spherical harmonics expansion, this reduces the equations
to double indexed radial equations, RLL′
RLL′(r; ²) = δLL′j
′
l(
√
²r) +
∫ S
0
dr′r2′Gl(r, r′; ²)
∑
L′′
∆VLL′′(r)RL′′L′(r
′; ²). (3.50)
In the case of non-spherical potential the wave function requires a double index
in angular momentum L and L′.
The solution of the Lippmann-Schwinger equation (3.50) is obtained by an
iterative scheme. The idea is that the functions RLL′(r) appearing in the integrand
can be in first approximation (the first Born approximation) approximated by the
solution R0l′(
√
²r) of the radially symmetric potential, the result of that should be
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inserted into the equation again. This iterative scheme gives the wave function
RLL′ terms of a Born series of the potential ∆V , representing the anisotropic part
of the potential, being rather weak. The second Born approximation is usually
sufficient to get accurate results. The same iterative scheme is carried out to
determine the irregular solution. The non-spherical parts of the potential are
modelled using the shape function technique [43, 44, 45, 46].
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3.5 Self-consistency algorithm.
We proceed with a short description of the self-consistency algorithm for
the calculation of the electronic structure by the KKR method. As in all first-
principles schemes, the central quantity is the charge density which is found by
solving the Kohn-Sham equations. For an ideal crystal the steps to be followed
are:
1. Start with an input potential V in
2. Calculate the wavefunctions RL and HL and, from these, the t-matrix tLL′ .
3. Calculate the structure constants of the reference system grefLL′(~k;E) (or the
free-space structure constants if the tight-binding formalism is not used).
4. Calculate the t-matrix of the reference system, trefLL′ , and the difference
∆tLL′ = tLL′ − trefLL′ .
5. In reciprocal space solve the algebraic Dyson equation by matrix inversion
with grefLL (k,E) and∆tLL′ as input and calculate then Brillouin zone integral
by summation over k.
6. Calculate the Green function using the structural Green function and RL
and HL. Integrate the Green function from the bottom of the valence band
Eb up to EF using a complex-energy contour and take the imaginary part
to find the valence electron spin density:
ρvs(~r) = − 1pi Im
∫ EF
Eb
Gs(~r, ~r;E) dE.
7. Calculate the core-electron wave functions and core-electron spin density
ρcs(~r); here the multiple-scattering formalism is not needed, because the
core wavefunctions are assumed to be highly localized at the atomic sites.
Obtain the total spin density ρ = ρc + ρv.
8. Find the output potential V out by solving the Poisson equation and adding
the exchange-correlation potential. If V out = V in to a reasonable accuracy,
exit the cycle, otherwise:
9. Properly mix V out with V in to obtain a new input potential, and return to
step 1.
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Fig. 3.2 – (a) shows an example of a configuration of atoms A and B in a substitu-
tional disordered alloy, (b) The average atom which constitutes the CPA medium
and should be determined self-consistently.
3.6 Coherent Potential Approximation CPA
Alloys are one of the most important class of materials that attracts a lot
of interest since adding few percent of atoms in a metal or a semiconductor can
change very delicately the magnetic and mechanic properties. It has become then
increasingly important to study these class of materials from first principles. We
have presented so far the KKR method for energy band calculations, which is
a most powerful methods which brought a deeper understanding of electronic
structure of metals and semiconductors. For application to solids, this method
among others uses the Bloch’s theorem where the periodicity of the crystal leads
to simplifications in the equations. However, disordered alloys present no transla-
tional symmetry; thus Bloch’s theorem cannot be applied. One way to circumvent
this difficulty is the use of selected supercells. The other approach which concerns
us in this thesis is the coherent potential approximation which averages over the
disorder and can be applied to disordered alloys with no short range order. The
coherent potential concept is developed within the framework of the multiple
scattering description of disordered systems and was first proposed by Shiba and
Soven [25, 26]. The spirit of the method is sketched in Fig 3.2 and 3.3 where a
substitutional disordered alloy is replaced by a periodic system of same coherent
potentials representing an ensemble average over all possible configurations de-
fining an effective medium representing as close as possible the real alloy. More
precisely speaking, we replace our system by a coherent t-matrix at each site
which represents the average scattering properties and which has to be deter-
mined self-consistently. The procedure to determine this medium is described
below.
In multiple scattering theory, i.e. in the KKR-method, the introduction of a
potential V CPA and the resulting wave functions ΨCPA is not meaningful. The
KKR-CPA completely avoids these terms, since only the t-matrices occur. In all
what follows we base our reasoning on the single site t-matrix. We assume that
each site except for the origin is occupied by the average atom, so to speak, and
the site at the origin origin is either occupied by atom A or B as illustrated in
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Fig. 3.3 – Average condition for the determination of the coherent t-matrix re-
presented. The probability occupation of the origin site by A or B is introduced in
the average.
Fig.3.3. Using the Dyson equation for the Green function GA of atom A placed
at site 0 in the CPA medium GA is determined by
GA = GCPA +GCPA(tA − tCPA)GA = 1
1−GCPA(tA − tCPA)GCPA
= GCPA +GCPA(tA − tCPA) 1
1−GCPA(tA − tCPA)GCPA
= GCPA +GCPATAGCPA (3.51)
In the same way one obtains for the atom B
GB = GCPA +GCPA(tB − tCPA)GB = 1
1−GCPA(tB − tCPA)GCPA
= GCPA +GCPA(tB − tCPA) 1
1−GCPA(tB − tCPA)GCPA
= GCPA +GCPATBGCPA (3.52)
where TA (TB) are local t-matrices at site A (B).
The CPA self-consistency condition to determine the CPA medium is given
by the following expression
GCPA = cAGA + cBGB (3.53)
Inserting equations (3.51) and (3.52) into (3.53) we obtain
GCPA = cA[GCPA +GCPATAGCPA] + cB[GCPA +GCPATBGCPA]
= (cA + cB)GCPA +GCPA[cATA + cATB]GCPA
= GCPA +GCPA[cATA + cATB]GCPA (3.54)
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where TA(B) is the total t-matrix given by TA = (tA− tCPA) 11−GCPA(tA−tCPA) . This
leads finally to the condition
cATA + cBTB = 0 (3.55)
being equivalent to eq. (3.53). This means that the additional scattering intro-
duced by reintroducing atom A and B on the central site vanishes by properly
waiting the T-matrices with the concentrations. The CPA method constitutes the
best single-site theory for the description of disordered alloys.
3.7 Local force theorem
One of the nicest approximations in electronic structure calculation and concer-
ning magnetism is the local force theorem introduced in jülich by Oswald et
al.[47]. It states that for a frozen ground state potential and for a small pertur-
bation in the charge density n(~r) and magnetization density m(~r), the variation
δE of the total energy of the system is given by the sum of the single particle
energies overall occupied states. Thus one can calculate the difference between
total energy of the ferromagnetic and antiferromagnetic configurations provided
the potentials of the antiferromagnetic state can be in first order approximated by
the spininversed potentials of the ferromagnetic state. One important application
of this theorem is the determination of the exchange interactions between two
magnetic atoms as demonstrated by Lichtenstein [48]. We shall give a detailed
derivation of the Lichtenstein exchange interactions in the next section. Before
we do this, we give in the foregoing section a demonstration to the Andersen’s
force theorem.
The total energy E can be written as a sum of single particle energies Esp and
double counting contributions Edc: E = Es + Edc.
Esp =
∫ EF
d²(²− EF )(n+(²) + n−(²))
Edc = −
∫
dr(n+(~r)V +eff (~r) + n
−(~r)V −eff (~r)) +W
(
n+(~r), n−(~r)
)
. (3.56)
Here W is the sum of the Coulomb and exchange correlation energies. Further,
V ±eff (~r) are trial potentials from which the spin densities n
±(~r) and densities of
states n±(²) are generated. Due to the extremal properties, the error in E
(
n+, n−
)
is of second order in the error in V ±eff (~r), i.e. the deviation from the exact Kohn-
Sham potentlas.
In the following we use an additional extremal property of the double coun-
ting energy. For fixed trial potentials the double counting energy Edc
(
n+, n−
)
is
insensitive to variations in n±(~r). In first order we have for fixed V ±eff
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δEdc|V ±eff =
∫
d~r
[
(
δW
δn+(~r)
− V +eff
)
δn+(~r) +
(
δW
δn−(~r)
− V −eff
)
δn−(~r)
]
(3.57)
Since the exact solution requires V ±eff = δW/δn
±(~r), the error in eq. (3.57)
is in fact of second order. Therefore, Edc{n+, n−} can be calculated with some
approximate spin densities n±(~r) which does not need to be identical with those
generated from the trial potentials V ±eff (~r), which strongly enhances the variatio-
nal freedom.
3.8 Exchange Interactions by Lichtenstein Formula
We wish here to determine the exchange interaction parameters from first
principle by calculating the appropriate total energies and mapping these results
to the Heisenberg model which is described by
H = − 1
2
∑
i6=j
Jij~ei · ~ej (3.58)
Here Jij is the exchange integral between the atoms i and j and ~ei defines the
direction of the local moment Mi. The results obtained with this model depend
somewhat on the way of calculating the parameters J . We will describe a method
published by Lichtenstein et al.[48]. This method rests on the Force theorem
described in the previous section and has the advantage of allowing the exchange
integral calculations directly from one magnetic state. Here we present a different
proof of the method than the one published [48, 49].
Considering a ferromagnetic ground state, we perturb the system by rotating
two spin moment located at sites i and j by small opposite angles ±θ/2. The
change δE of total energy with respect to the ferromagnetic state is according to
equation (3.72) in case of rotation of only one spin moment at site 0 by the angle
θ :
δE = 2
∑
j
J0j(1− cosθ) ∼
∑
j
J0jθ
2 (3.59)
The pair interaction Jij may be determined by the rotation of both spins and
by substraction of the rotation energies of the single moments as follows:
∆Eij = ∆Ei+j(θ)−∆Ei(θ/2)−∆Ej(θ/2) = Jij(1− cos(θ)) (3.60)
The obvious suggestion is that, in order to determine the exchange interaction
parameters, we have to calculate total energies. As we are interested in small spin
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density perturbation from the ground state, the Andersen’s local force theorem as
introduced in the last section, is applicable. Recalling the theorem, the variation
of the total energy is given by the sum of one-particle energy changes for the
occupied states for the rotated, but otherwise fixed potentials at site i and j
δE = −
∫ EF
dEδN(E) (3.61)
Therefore to the changes of the total energies in equation (3.62) correspond
the following changes in the integrated density of states:
∆N(ij)(E) = ∆Ni+j(E)−∆Ni(E)−∆Nj(E), (3.62)
In the KKR method, the density of state of electronic system is given by the
imaginary part of the Green’s function
n(E) = − 1
pi
ImTrG(E) (3.63)
The difference in the density of states between two systems characterized by
two Green’ function G(E) and
◦
G(E) is given by
∆n(E) = − 1
pi
ImTr(G(E)−
◦
G(E)) (3.64)
= − 1
pi
ImTr(
◦
G(E)∆V G(E))
= − 1
pi
ImTr(
◦
G(E)∆V
1
1−
◦
G(E)∆V
◦
G(E))
∆V denotes the difference between the two potentials. According to the rela-
tion
◦
G(E)
◦
G(E) = − d
dE
◦
G(E) (3.65)
we can rewrite (3.64)
∆n(E) = − 1
pi
ImTr
d
dE
ln(1−
◦
G(E)∆V ) (3.66)
which gives finally the change in the intergrated density of states
∆N(E) = − 1
pi
ImTrnLsln(1−
◦
G(E)∆V ) (3.67)
Here and in what follows, we denote with TrnLs the trace in spin space as well
as the trace with respect to angular momentum and cell indices.
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In the case of two potentials V = ∆Vi + ∆Vj the interactive part of the
integrated density of states according to eq. (3.62) is given by
∆Nij(E) = − 1
pi
Im TrnLs ln
(
1−
◦
G(E)∆(V i + V j)
(1−
◦
G(E)∆V i)(1−
◦
G(E)∆V j)
)
(3.68)
The previous expression can be easily simplified into the following form
∆Nij(E)=− 1
pi
Im TrnLs ln
(
1− 1
1−
◦
G(E)∆V i
◦
G(E)∆V i
◦
G(E)∆V j
1
1−
◦
G(E)∆V j
)
=− 1
pi
Im TrnLs ln
(
1−
◦
G(E)∆ti(E)
◦
G(E)∆tj(E)
)
, (3.69)
where the t-matrices ti and tj describe all scattering processes at the isolated
atoms i and j, e.g.
∆ti = ∆Vi
1
1−
◦
G∆Vi
. (3.70)
For small rotation angles we can apply first order perturbation theory on eq.
(3.69)
∆Nij(E) =
1
pi
Im Tr
◦
G(E)∆ti(E)
◦
G(E)∆tj(E) (3.71)
∆ti (∆tj) is the difference between t-matrices of the perturbed and unpertur-
bed systems at site i (j). The perturbed t-matrices in the previous equation are
not diagonal in the spin space whereas the spin polarized Green function
◦
G is
diagonal. It would be interesting to express eq. (3.71) in terms of t-matrices in
local spin frame of reference related to each Wigner-Seitz cell. As the spin space
is two dimentional, we can express any 2×2 matrix M in terms of Pauli matrices
σ as follows
M = m01 +m1σx +m2σy +m3σz (3.72)
where
m0 =
1
2
tr(M), m1 =
1
2
tr(Mσx), m2 =
1
2
tr(Mσy), m3 =
1
2
tr(Mσz)
σx =
[
0 1
1 0
]
, σy =
[
0 −i
i 0
]
, σz
[
1 0
0 −1
]
(3.73)
thus we can write the imperturbed t-matrice at site i (j) in the form
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ti =
[
tloc↑↑ 0
0 tloc↓↓
]
=
1
2
(tloc↑↑ + t
loc
↓↓ ) +
1
2
(tloc↑↑ − tloc↓↓ )σz (3.74)
The rotation group of the spin moment in the 3-dimensional real space is
homomorphic to the spin-space group and correspond to rotation U with the
Euler angles (α, β, γ):
U(α, β, γ) =
[
ei(γ+α)/2cosβ
2
ei(γ−α)/2sinβ
2
−e−i(γ−α)/2sinβ
2
e−i(γ+α)/2cosβ
2
]
(3.75)
which in the case of γ = 0 and standard polar angles (θ, φ) becomes
U =
[
e−i(φ)/2cos θ
2
+e−i(φ)/2sin θ
2
−e−i(φ)/2sin θ
2
e−i(φ)/2cos θ
2
]
(3.76)
Applying this transformation to the imperturbed t-matrix tlocwe obtain the
perturbed rotated t-matrix as follow
tglob = UtlocU+ (3.77)
In case of φ = 0 and using (3.76) and we obtain for the perturbed t-matrix
the following expression
tglobn (E) =
1
2
[
tlocsum(E)1+ t
loc
diff (E)UnσzU
†
n
]
, (3.78)
with U being the rotation matrix, tlocsum and tlocdiff are equal to respectively
tloc↑↑ + t
loc
↓↓ and tloc↑↑ − tloc↓↓ . Let us consider that the magnetic moment value does not
change with the rotation 1 meaning that the value of the t-matrices are constant
in the local spin frame of reference. We obtain then for the difference between
the t-matrices of the perturbed and host system
∆tglobn (E) = −∆tdiff (E)
[
0 θ
2
e−i
φ
2
θ
2
ei
φ
2 0
]
, (3.79)
which we insert in eq. (3.71) giving the following expression 2
∆Nij = − 1
16pi
Im TrnLs
 ◦G↑↑∆tidiff ◦G↓↓∆tjdiffθ2 0
0
◦
G↓↓∆tidiff
◦
G↑↑∆t
j
diffθ
2
 .(3.80)
1. this is the case for a well localized magnetic moment in the Wigner-Seitz cell
2. we drop out the argument E for reason of clarity
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The trace in spin space and site indices gives
∆Nij(E) = − 1
8pi
Im TrL
◦
G
ij
↑↑(E)∆t
j
diff (E)
◦
G
ji
↓↓(E)∆t
i
diff (E)θ
2 (3.81)
Finally the rotation energy (see eq. (3.60)) of two spin moments at sites i and
j is given by
∆Eij = −
∫ EF
dE(E − EF )nij(E) = −
∫ EF
dENij(E) (3.82)
=
1
8pi
Im TrL
∫ EF
dE
◦
G
ij
↑↑(E)∆t
j
diff (E)
◦
G
ji
↓↓(E)∆t
i
diff (E)θ
2 ≈ 1
2
Jijθ
2(3.83)
We conclude thus our proof by giving the expression used and implemented
in our code in order to calculate the exchange interactions Jij between two spin
moments:
Jij =
1
4pi
Im TrL
∫ EF
dE
◦
G
ij
↑↑(E)∆t
j
diff (E)
◦
G
ji
↓↓(E)∆t
i
diff (E) (3.84)
This equation is generally valid for e.g. an ideal ferromagnetic metal or an
aribitrary ferromagnetic cluster. For a disordered system the Jij and the Green
functions G0ij(E) will in general strongly depend on the local environment of
the pair Jij, e.g. two Mn atoms at sites i and j in (Ga,Mn)As. What we are
interested in, is the ensemble average over the environmental disorder, e.g. the
positions of third and fourth Mn atoms in the vicinity of the considered (i,j)
Mn-Mn pair which affect the JMnMnij value. In the CPA this averaging is done by
replacing the Green function by the conditionally averaged CPA Green function
(see Gonis, Weinberger). Rewriting eq. 3.81 for two impurities 1, 2 interacting in
CPA medium
∆N12(E) = − 1
pi
Im TrGCPAT11G
CPAT22 (3.85)
with
T11 = (t1 − tCPA1 )
1
1−GCPA11 (t1 − tCPA1 )
(3.86)
by rotating the potential V1 by a smalll angle we calculate δN12(E)
δT11 = δt1
1
1−GCPA11 (t1 − tCPA1 )
+ (t1 − tCPA) 1
1−GCPA11 (t1 − tCPA1 )
δt1
1
1−GCPA11 (t1 − tCPA1 )
=
[
1 + (t1 − tCPA)GCPA 1
1− (t1 − tCPA)GCPA
]
δt1
1
1−GCPA(t1 − tCPA) (3.87)
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δT11 =
1
1− (t1 − tCPA1 )GCPA11
δt1
1
1−GCPA11 (t1 − tCPA1
(3.88)
δN12(E) = − 1
pi
Im TrGMnMn21 δt1G
MnMn
12 δt2 (3.89)
with
GMnMn12 =
1
1−GCPA11 (t1 − tCPA1 )
GCPA12
1
1− (t2 − tCPA2 )GCPA22
(3.90)
The Green function used in equation 3.84 is thus given by
GMnMnij (E) =
(
1 +GCPAii T
Mn
ii
)
GCPAij
(
1 + TMnjj G
CPA
jj
)
(3.91)
which describes the scattering at the Mn impurity at site j, as determined by
the (full) TMnjj t-matrix, the propagation fromm site j to the site i in the CPA
medium and there the scattering at the Mn-impurity i as given by TMnii (E).
However the multiple (repeated) scattering between the i-j pair atoms is not
included (the spin indices have been suppressed in (3.87). Thus the exchange
interactions JMnMNij between two Mn impurities at sites i and j are evaluated in
the CPA approximation by
Jij =
1
4pi
Im TrL
∫ EF
dE GMnMn↑↑ij (E)∆t
j
diff (E)G
MnMn
↓↓ji (E)∆t
i
diff (E) (3.92)
3.9 LDA+U
For properly describing the electronic structure of strongly correlated mate-
rials like NiO we should turn our attention to the LDA+U. The application of the
LDA has shown strong success for extended states in large molecules and solids.
However, when applied to transition-metal compounds like e.g NiO one obtains
a partially filled d-band with metallic character of the electronic structure and
with itinerant d-electrons, which is quite a wrong answer. The improvement is
made by adding an orbital-dependent potential to the transition metal atoms.
The most popular are the Self Interaction Correction (SIC-LDA) and LDA+U.
Such methods have proven partial success to describe strongly correlated systems.
We have seen already that the multiple scattering Green’s function is given
by
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G(~r, ~r′;E) =
∑
LL′
RnL(~r;E)G
nn′
LL′R
n′
L′(~r
′;E)
−
∑
L
[
RnL(~r;E)H
n
L(~r
′;E)Θ(r′ − r)
+HnL(~r;E)R
n
L(~r
′;E)Θ(r − r′)]δnn′ (3.93)
The usual expression for the density of state is given by the imaginary part of
the Green’s function. We want to characterise the region in space where correla-
tion are strong, namely the region of the d or f electrons. We may express the den-
sity matrix nLL′ by choosing appropriate reference state ΦL(~r) = Rl(r;E)YL(rˆ)
of d- or f - character with normalised radial functions for a given reference energy
EF . By taking the matrix element
< ΦL|G|ΦL′ > (3.94)
The corresponding density matrix is given by
nLL′ = − 1
pi
∫ EF
dEIm
(∑
L′′L′′′
< ΦL|RL′′ > GL′′L′′′(E) < RL′′′|ΦL′ >
−
∑
L′′
< ΦL|RL′′ >< HL′′ |ΦL′ >
)
(3.95)
where we drop the site indices. The generalized LDA+U functional can be
written as follows
ELDA+U(ρσ, nσ) = ELSDA(ρσ) + EU(nσ)− Edc(nσ) (3.96)
where ρσ is the charge density for spin-σ electrons and ELSDA(ρσ) is the LSDA
functional. EU(nσ) is the electron-elctron interaction of the localized electrons and
the last term is the double counting term to substract the contribution already
included in the LSDA term.
The energy EU representing the electron interaction energy within the orbitals
of the strongly localized states is given by
EU(n) =
1
2
∑
σσ′m1m2m3m4
[nm1σm2σUm1m2m3m4nm3σ′m4σ′
−nm1σm2σ′Um1m4m3m2nm3σ′m4σ] (3.97)
where Um1m2m3m4 are the screened Coulomb interactions among the nl elec-
trons ([28] and the references therein). The last term Edc is given by
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Edc(n) =
1
2
Un(n− 1)− (1
2
)J
∑
σ
nσ(nσ − 1) (3.98)
where nσ = Tr(nmσmσ) and n = n↑ + n↓. U and J are the averaged on-site
Coulomb and exchange integrals, respectively.
In addition to the LSDA potential, we add an orbital-dependent potential for
the d (f) states being given by
Vm1σm2σ = δσσ′
∑
σ′′m3m4
Um1m2m3m4nm3σ′′m4σ′′ (3.99)
−
∑
m3m4
Um1m4m3m2nm3σ′m4σ
−[U(n− 1/2)− J(nσ − 1
2
)]δσσ′δm1m2
During the self-consistency calculations, the density matrix nLL′ is first calcu-
lated and then the potential of equation (3.98) is determined. The latter is then
used to calculate the wave functions RL and HL.
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Chapter 4
Monte Carlo Method
4.1 Introduction
Density Functional Theory is a method to determine the ground state pro-
perties of a system. When, however, we have to study the thermal properties
of disordered alloys or magnetic systems, we have to use statistical methods for
model Hamiltonians. In this thesis, in order to study critical behaviour of Dilute
Magnetic Semiconductors (DMS), we consider the classical Heisenberg Hamilto-
nian model H, where each lattice site i occupied by a magnetic atom carries a
moment represented by a unit vector ~Si.
H = −
∑
i 6=j
Jij ~Si~Sj. (4.1)
where Jij is the exchange interaction between two magnetic atoms sitting at sites
i and j. These exchange interactions are calculated by e.g. using the Lichtenstein
formula [48] (see Chapter 2).
The great goal in studying Dilute Magnetic Semiconductors is to synthesize
materials with Curie temperatures well above room temperature for applications
in spintronics. In these materials, only a few percent of magnetic impurities are
miscible in the host semiconductor material, e.g 1 to 8% of Mn in GaAs ...etc.
Despite of this, these materials show beautiful ferromagnetic order, due to the fact
that the magnetic interactions go much further than the first-neighbor. We shall
give a detailed description of the different mechanism and the physics behind this
in the Chapter 5. Although the highest Curie temperature found experimentally
for (Ga,Mn)As is 170K, no significant progress has been achieved in the last years.
This can be explained by the the short range of the exchange coupling which is
connected with the fact that in the dilute limit, percolation cannot be achieved,
since most Mn moments cannot couple to other Mn atoms. In order to take the
dilution effect into account, we need a powerful and exact method for simualting
the thermal disorder. To solve this problem we use Monte Carlo simulations for
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the effective classical Heisenberg model. For this, we have to model the fcc-Ga
sublattice of the zinc-blende structure where the magnetic impurities are sitting
randomly on the lattice sites. Then we have to calculate the thermal average of
the magnetization M(T) to determine TC . As we shall see, the finite size of the
supercells used in the simulation and the small number of the magnetic impurities
in the dilute limit make it difficult to determine TC from the magnetization plot
as a function of temperature, since the average magnetization exhibits long tails
for higher temperatures above TC . We had to use then an alternative method
which take into account the finite size scaling effect called the fourth order
cumulant introduced by Binder [50, 51]:
U4 =
3
4
− < M
4 >
< M2 >2
(4.2)
This quantity is calculated for different sizes of the supercells and different
disorder realizations and TC is determined by the crossing point of the curves
U4(T). In addition we also calculate the susceptibility for different cell sizes as a
function of T.
χ =
1
KBT
(< M2 > − < M >2). (4.3)
We will give a detailed introduction into Monte Carlo methods in the following
sections.
4.2 The statistical average
In Monte Carlo simulations of a thermal system, we aim to calculate the
expectation value of a certain observable quantity, such as the internal energy or
the magnetization for a magnetic system. For this one has to average over all the
states µ of the system, weighting each with the Boltzmann probability e−Eµ/KBT .
In what follows the observable of interest is the magnetization M since we deal
with magnetism in our Monte Carlo simulation. But this can also be any other
observable e.g., the internal energy or the heat capacity..etc The average value of
M is given by
< M >=
∑
µi
Mµie
−βEµi∑
µi
e−βEµi
(4.4)
Here µi denotes the different infinite number of states. Mµi is the component
of the magnetization in the quantization direction. As usual stands for 1/kB
T, the summation over all states µi is numerically possible only for very small
systems. For larger systems, the average is made some subset states, however,
this is an inaccuracy in the calculations. In the simulation of a thermal system,
a solution is achieved by selecting a subset of states with large weight from some
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probability distribution pµi the possible choice of which will be specified in the
following.
If we take a certain number of states, the best estimate of M should be then
given by:
MN =
∑N
i=1Mµip
−1
µi
e−βEµi∑N
j=1 p
−1
µj
e−βEµj
(4.5)
If the number N increases, the estimation becomes more and more accurate.
The important question that follows is how to sample the N states that should
be included in the sum (4.5). One of the solutions is to sample them with equal
weight pµ. But it is a poor choice since the sums appearing in the above equation
can be dominated by only few states. To understand this, we imagine that at
low temperature the system will spend all the time in the ground state and has
not enough energy to jump to many other states, thus only few states have an
appreciable weight. The Monte Carlo method gives here a rather satisfactory
solution by choosing a few states which have much more weight; this method is
called importance sampling.
4.2.1 Importance sampling
The number of states of a macroscopic system is astronomically large and no
computer can simulate such a huge number. The states of the systems should be
sampled according to their Boltzmann weight in order to mimic reality at the
equilibrium. So the idea is to pick a state µ with a probability pµ = Z−1 e−βEµ .
When it is the case, then the estimation of the quantity M should be
MN =
1
N
N∑
i=1
Mµi (4.6)
Until now we didn’t say anything how to pick in practice our states with
Boltzmann probability.
First we start by describing a ’Markov process’. The latter is a mechanism
which, given a system in one state µ, generates a new state ν of that system. It
does so in a random fashion; it will not generate the same new state every time
it is given the same initial state. The probability of generating a state ν given
µ is called the transition probability P(µ → ν). For the Markov chain all the
transition probabilities should satisfy two conditions:
- not vary over time
- depend only on the properties of the current states µ and ν.
In the Markov chain we should sample states with the Boltzmann distribution.
In order to realize this our Markov chain should satisfy two more conditions ,
namely, the principle of ergodicity and detailed balance, that we describe
here:
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Ergodicity: Ergodicity requires that given any state µ in the Markov chain
we should be able to reach any other state of the system if we let the system run
for long time. This means that the probability of any state ν is non-zero.
Detailed balance: It means that the rate at which the system makes a
transition into and out of a state µ is equal in the Markov process. This is the
condition that insures the validity of the Boltzmann distribution for all states
sampled from the Markov chain. To see this we write the above condition as
follow:
pµP (µ→ ν) = pνP (ν → µ) (4.7)
This means that the probability pµ to be in the state µ times the transition
probability from state µ to ν is equal to the probability to be in the state ν times
the transition probability to go from state ν to µ. The reason for this condition
is that nature obeys time-reversal symmetry. All we want at the end is that our
states should be sampled with Boltzmann probabilities. Thus,
P (µ→ ν)
P (ν → µ) =
pµ
pν
= e−β(Eµ−Eν). (4.8)
So the goal is to construct a Monte Carlo program that satisfies these proba-
bility transitions from state to state. We grasp here the idea of the Monte Carlo
simulations, that the system jumps abruptly from state to state, rather than evol-
ving smoothly through time. It can traverse barriers without feeling them; all that
matters is the relative energy of the states before and after the jump. Because
MC simulation samples states in the phase space without a true ‘time’ variable
or a realistic dynamics trajectory, it cannot provide time-dependent quantities.
However, it may be much better than Molecular Dynamic simulations in estima-
ting average thermodynamic properties for which the sampling of many system
configurations is important.We will see in the next sections two examples for the
dynamics of the Markov chain that obey these transition probabilities.
We will describe in the following section the dynamics and how to simulate a
Markov chain satisfying the conditions enumerated above.
4.3 Dynamics
4.3.1 Metropolis algorithm
One of the most important and famous dynamics is the single-flip Metropolis
algorithm [52]. For the simulation we imagine a big supercell representing the
whole crystal with periodic boundary conditions.
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i i h i
Fig. 4.1 – Schematic representation of a) Metropolis algorithm where the moment
i new orientation depends on its old one and b) Heat-Bath algorithm where the
new system is reduced to the single moment i in a heat bath characterized by a
field hi.
In the Metropolis algorithm the selection probabilities g(µ → ν) are equal.
We go through the lattice and try to change a direction of a spin randomly
starting from any initial magnetic configuration e.g., a ferromagnetic system or
paramagnetic system with randomly distributed spins;
i) The change in the total energy of the system after this move is calculated
according to the Hamiltonian of the system.
ii) The new move is accepted with the transition probability;
P (µ→ ν) =
{
e−β(Eν−Eµ) if (Eν − Eµ) > 0
1 otherwise
The Metropolis algorithm is illustrated in Fig.4.1a. Going through the lattice and
’asking’ all the spins one by one to flip is called one Monte Carlo sweep. In
this way we sample states from the phase space and most important is that the
more weighted ones are preferred since they are generated by Boltzmann distri-
bution. After generating a certain number of states the system relaxes towards
equilibrium and we can calculate the average quantity of any observable using
equation (4.6).
We should mention here two important concepts in simulations using Monte
Carlo methods: the relaxation time and the correlation time. We will define
for the following as Monte Carlo time is the number Monte Carlo sweeps. We have
to run our simulations for a long time in order to get our system to equilibrium at a
certain temperature T. To understand this, imagine we start our simulation from
a starting state corresponding to a very small temperature and we are performing
simulations at relatively higher temperature. At lower temperatures the system
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will spend time in a very small subset of states and then it will take lots of time
before the system find its way to other states. The equilibrium time depends on
the temperature we are simulating. A solution to carry on good simulations is to
perform them by gradually jumping from one temperature to another one.
As we generate the states of the system by proceeding in time, they are stron-
gly correlated, thus the average over these states would give an unsatisfactory
expectation value. A solution to this is to measure a correlation time τ which
is the time that it takes to get a state completely decorrelated from the initial
one. Thus, one has to calculate the magnetization of a state at intervals τ and this
long enough to obtain on average the correct equilibrium value. This equilibrium
time is usually much more bigger than the correlation time.
In order to calculate the correlation time, one has to calculate the autocorre-
lation function that we describe below.
4.3.2 Autocorrelation functions
We define the autocorrelation function Corr(t) of the magnetization as follows:
Corr(t) =
∫
dt
′
[m(t
′
)− < m >][m(t′ + t)− < m >]
=
∫
dt
′
[m(t
′
)m(t
′
+ t)− < m >2]. (4.9)
This quantity gives a measure of the correlation of the magnetization at dif-
ferent Monte Carlo times during the simulation. Thus we measure the difference
at time t′ between the magnetization and its mean value, and then we do the same
at time t′+t, and we multiply them together and integrate over t′ . The resulting
Corr(t) is positive if m(t′) and m(t′+t) were fluctuating in the same direction
and negative if they were opposite. The function Corr(t) vanishes, if on average
the fluctuations are uncorrelated. Normally, the t′ integration above should be
carried out to infinity. For practical purpose, we use a discrete mesh. If we have
a set of samples of the magnetization m(t) to some maximum Monte Carlo time
tmax, then the autocorrelation function we use in practice is the following;
Corr(t) =
1
tmax − t
tmax−t∑
t
′
=0
m(t
′
)m(t
′
+ t)−
1
tmax − t
tmax−t∑
t′=0
m(t
′
)× 1
tmax − t
tmax−t∑
t′=0
m(t
′
+ t) (4.10)
Fig(4.2) and (4.3) show the magnetization correlation of a dilute magnetic
system at a temperature near the critical one by using results from Metropolis
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Fig. 4.2 – Comparison between autocorrelation function calculated with Metropolis
algorithm and Heat-Bath algorithm for Ga0.95Mn0.05As.
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Fig. 4.3 – Comparison between autocorrelation function calculated with Metropolis
algorithm and Heat-Bath algorithm for Ga0.95Cr0.05N.
algorithm and Heat-Bath algorithm (see section below) for the systems GaAs and
GaN doped with 5% Mn and Cr respectively. We see clearly that the autocorre-
lation function drops exponentially so we can write
Corr(t) ∼ e−t/τ (4.11)
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In order to perform averages over independent states, one should wait for time
of about 2τ . It is a very important to notice that the correlation time can become
very long which represents a very serious problem for (Ga,Cr)N, for which the
correlation time is an order of magnitude larger than for (Ga,Mn)As. This arises
from the fact that in the former case interactions are very short ranged and very
strong. Thus, although the Curie temperatures are very low due to the percolation
effect, the system is at the same time for small distances very correlated.
A solution to the problem of long correlation times is to use the Heat-Bath
algorithm instead of the Metropolis algorithm.
4.3.3 Heat-Bath algorithm
The Heat-Bath algorithm is a single spin flip dynamics, but it much more
efficient to find the energetically most favorable orientation for the spins [53, 54,
55]. In this algorithm, we use a mean field model, where each spin to be changed
is considered as being embedded in a heat bath of temperature T and in the
average magnetic field hi created by the neighboring spins (see Fig.4.1b):
H =
∑
i
~Si~hi (4.12)
Taking this view, restricts our system to a smaller set of local-energies concer-
ning the spin in this heat-bath. These energies define possible orientations of the
spin under the condition of temperature T but also the local field hi expressed by
hi/kBT and weighted with Boltzmann probabilities. This permits to choose the
new direction of the spin independently of the old one and most efficient
one, and constitutes the basic and the advantage of this method. To demonstrate
this, we use polar coordinate (Ω) ≡ (θ,ϕ) and the z axis is given by the orientation
of the field at the site of interest (spin i).
The new orientation of the spin i is chosen with the weight given by the
canonical probability distribution:
dµ(Si) =
exp(− hi
kBT
cos θ)dΩ∫
dΩexp(− hi
kBT
cos θ)
, dΩ = sin θdθdϕ/4pi. (4.13)
Note that the probabilities of the possible orientations of the spin are norma-
lized to add up to one, so that some of them are chosen most of the time and thus
we shall have, as we stated before, the best orientation for the spin. The next
step is to generate a uniform random number R in the range [0,1] and making it
equal to the probability distribution (4.13) above, so that the next move of the
spin is determined if R comes to a region of the local energy levels [56, 57] for
example, ∫ m−1
1
djPj < R <
∫ m
1
djPj = F (m) (4.14)
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means that the spin is in the level m. Thus the new state is defined as m =
F−1(R).
We need to define two random variables R, V since we have to determine two
degrees of freedom, namely θ and ϕ, as follows:
R = [exp(−hicosθ/kBT )− exp(−hi/kBT )]/[2sinh(hi/kBT )], (4.15)
V = ϕ/(2pi), (4.16)
=
=
=
χ
χ
χ
Fig. 4.4 – Relation between the random number R and cosinus of the angle θ for
different values of χ = hi/KB T.
Thus one can rewrite dµ(Si) = dR dV. This means that the random choice of
the new orientation of Si in equation (4.13) is affected by choosing the random
variables u and v from the interval [0,1]. The angles θ and ϕ are then found by
the inverse of the equations (4.15) and (4.16);
θ = arccos[1− kBT
hi
ln[1 +R(exp(2hi/kBT )− 1] (4.17)
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ϕ = 2pi V. In order to see how this works, Fig.4.4 shows the relation between
R and cos(θ) for different values of hi/KBT; for small values, meaning higher
temperature where the spins are randomly oriented, the random numbers R are
equally distributed as the angles (cos(θ)). On the contrary, for bigger values of
hi/KBT, which means smaller temperatures where the spins are parallel, for all
the values of R, cos(θ) are close to unity. These angles have to be transformed to
the laboratory frame.
The advantage of the heat-bath algorithm is that it reduces the correlation
time near the critical temperature by a factor of 6-10 compared to the Metropolis
algorithm[54, 55] . Fig(4.2) and (4.3) show clearly this advantage.
4.4 Single Histogram Method
The single histogram method is a Monte Carlo technique which permits to
save a great deal of CPU time. It basically allows to learn from Monte Carlo simu-
lations for a certain temperature T0 by extrapolating to nearby temperatures
T[58].
We have seen already that the estimator of a quantity M is given by equation
(4.5), we rewrite here for convenience;
MN =
∑N
i=1Mµip
−1
µi
e−βEµi∑N
j=1 p
−1
µj
e−βEµj
(4.18)
with pµi are probabilities for individual states and equal to the Boltzmann
probabilities. Suppose that we perform Monte Carlo simulations at a temperature
β0 = 1/kBT0 and then we are interested at a temperature β close to it β0. Repla-
cing this in the equation (3.14) with pµi =
1
Z0
e−β0Eµi , where Z0 is the partition
function at temperature T0 we get then
MM =
∑N
i=1Mµie
−(β−β0)Eµi∑N
j=1 e
−(β−β0)Eµj
(4.19)
Monte Carlo simulations are performed to get series of measurement Mµi at tem-
perature β0 and extract an estimate at temperature β using equation (4.19).
The meaning of all this is that the informations one gets by a Monte Carlo
simulation at a certain temperature β0 contain also informations about the nearby
temperatures. The important question at this stage is: How do we know the limits
of the region β around β0 for extrapolation? If we rewrite the equation above for
the total energy Eµi we get,
U =< E >=
∑
E EN(E)e
−(β−β0)E∑
E N(E)e
−(β−β0)E (4.20)
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N(E) correspond to number of time we get in the simulation the states of
energy E. We can understand from this equation the original name of Histogram
method since N(E) is a histogram of the energies of the states. We can regard
this equation as a weighted average over energies E:
U =
∑
E
EW (E) (4.21)
where,
W (E) =
N(E)e−(β−β0)E∑
E N(E)e
−(β−β0)E (4.22)
We attempt then to estimate what should be the histogram at temperature
T based on histogram measured at T0 by reweighting by exponentials depending
on the temperature difference.
The answer to this question is that the middle of the distribution W(E),
which is approximately given by the energy <E>, should fall within the range
over which N(E) is significantly greater than 1. This means,
|U(T )− U(T0)| ≤ σE (4.23)
where σE is the standard deviation of N(E). The square σ2E is proportional
the specific heat at temperature T0. This is easy to see since similarly to the
susceptibility, the specific heat is expressed in terms of the energy fluctuation as
follows
C = kBβ
2(< U2 > − < U >2). (4.24)
So we can rewrite the criterion (4.23),
[U(T )− U(T0)]2 ≤ C(T0)
kBβ20
. (4.25)
If we make the following approximation,
U(T )− U(T0) ' dU
dT
∣∣
T0
(T − T0) = C(T0)∆T. (4.26)
Thus we can write, [
∆T
T0
]2
=
1
C(T0)
. (4.27)
In practice quite reasonable results are obtained if we extrapolate U(T) up to
2∆T in both sides of T0. In Fig(4.5), we show quite reasonable results where TC
agrees very well with the results obtained if we perform the Monte Carlo at all
the points.
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Fig. 4.5 – Plot of fourth order cumulant as a function of kBT/J01 for GaMnAs
with 5% Mn determined using Single Histogram method. The value of kBT/J01 at
the crossing point determines the critical temperature TC.
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Chapter 5
Exchange interaction mechanisms
in wide-gap dilute magnetic
semiconductors
5.1 Introduction
Semiconductor devices generally take advantage of the charge of the electrons.
The manipulation of the charge by an electrical field is the principle behind the
revolution in the electronic industry for many decades. In these semiconductor
devices, circuits are employed to carry data as binary digits, realized by existence
or absence of electronic charges and thus makes the logic operation circuits.
Another fundamental property of the electrons is the spin. Using and exploi-
ting this degree of freedom together with the electronic charge is the basic of the
new revolutionary field Spintronics [59, 60, 3]. The most successful spin based
devices are the magnetoresistance sensors made of multilayers containing metal
ferromagnets, showing giant magnetoresistance (GMR) or tunneling magnetore-
sistance (TMR), which are currently used in the read heads of hard disk drives.
The reason why semiconductors are so useful for device applications is that
their electrical properties can be significantly modified by a small amount of im-
purities, i.e. by doping. The concentration of impurities is usually very small. But
also undesirable effects can occur by incorporation of defects. Therefore, the abi-
lity to control the growth and the nature of impurities is essential for the desired
properties of the materials. Among the materials of great interest for spintro-
nics, that allow the manipulation of both the charge and spin degrees of freedom
are Dilute Magnetic Semiconductors (DMS). With the advent of molecular beam
epitaxy, the incorporation of high transition metals (TM) concentrations ( 1019 -
1020 cm−3 in III-V’s) into semiconductors in the early 1990’s become possible. It
became also possible to study TM-TM interactions and the resulting ferromagne-
tism (FM) and antiferromagnetism (AFM). This led to a flurry of experimental
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Fig. 5.1 – Schematic representation of a homogeneous dilute magnetic semicon-
ductor.
and theoretical investigations in numerous TM/semiconductor hosts, covering all
3d elements and most group IV, III-V and II-VI semiconductors [5, 6, 61, 62].
Dilute magnetic semiconductors are promising materials for spintronics. They
consist of standard semiconductors (see Fig.5.1) in which some atoms in the lat-
tice are substituted randomly by some magnetic impurities like 3d transition
metals or rare-earth 4f atoms and the material can exhibit many different ma-
gnetic properties like ferromagnetism or spin glass state. Furthermore, the exis-
tence of energy levels in the band gaps of group IV, III-V and II-VI semicon-
ductors leads to a rich optical and magnetic phenomenology. Example of DMS
are Ga1−xMnxAs, Zn1−xCoxO, Ga1−xMnxN , In1−xMnxAs ...etc., with typical
concentrations x of a few percent.
Fig. 5.2 – Schematic zincblende structure.
Most of the semiconductors adopt the zinc-blende (ZnS) structure (Fig.5.2)
consisting of two fcc sub-lattices. The relation between these two sublattices can
be visualized by viewing the zinc-blende structure along the [111] direction. In
this direction it can be considered as consisting of layers of atoms arranged in
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regular hexagons stacked together. This hexagonal symmetry of the atoms within
the layers is, of course, the origin of the C3 rotational symmetry of the zinc-blende
crystal. Within each layer the atoms are identical and the layers alternate between
Zn and S.
The cohesive energy of the wurzite structure is very close to that of the zinc-
blende structure. As a result some group II-VI semiconductors, such as ZnS and
CdS, can crystallize in both zinc-blende and wurzite structures.
5.2 Electronic structure
When a fraction of 3d transition impurities are introduced in the semiconduc-
tor host, they preferentially substitute the cations. Among all (III-V) hosts, Mn
impurities have been studied extensively in GaAs. It is a model system for III-V
DMS’s after the discovery of ferromagnetism with Curie temperatures as high
as 171 K [3]. The elements in (Ga,Mn)As compound have the following nominal
atomic structures: [Ar]3d104s2p1 for Ga, [Ar]3d54s2 for Mn, and [Ar]3d104s2p3
for As. This suggest that Mn preferably chooses to occupy Ga sites, where the
4s-electrons bind in much the same way as the two Ga 4s electrons. It is also
possible and common that Mn occupies an interstitial site and this is the origin of
undesirable effects like clustering and quenching of magnetism. In the tetrahedral
crystal field, the d-levels of the magnetic atoms will split up in the t2g (xy, yz, zx)
and the eg (x2−y2, 3z2−r2) levels. In this symmetry, the eg levels will have lower
energy. Due to the symmetry, the t2g orbitals are more likely to hybridize with
the p-states (px, py, pz) of the anion atoms.
Fig. 5.3 – Schematic representation of the five d orbitals.
This p−d hybridization with the p-states (px, py, pz) of the anion atoms results
in bonding states (tb2g) lying deep in the valence band, anti-bonding states (ta2g)
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lying in the gap and a non-bonding state eg. Geometrically, the eg states are
very localized (see Fig.5.3) having lobes between neighboring anion atoms, which
result in a very weak hybridization as compared to the t2g like states, which
provide a very efficient communication path (hopping is enhanced) between the
magnetic impurities along the < 110 > direction of zinc-blende structure.
For wide-band-gap semiconductors like GaN or ZnO the valence band p-levels
are lower than the atomic d-levels, such that the bonding states are mostly p-like
and the anti-bonding states in the gap mostly impurity d-like, very much localized
in the vicinity of the impurity. On the other hand for semiconductors like GaAs
and InSb the bonding state are d-like lying deep in the valence band. The anti-
bonding states are shallow and very extended dangling-bond-states around the
impurities. Considering only the neutral configuration, the seven valence electrons
of Mn will replace three of the Ga electrons in the valence band and the remaining
four electrons have to be put in the d-states in the gap. Therefore the two eg-
states and only two of the t2g-states in the majority band are filled, while the
minority states are empty (due to the large exchange splitting). Since the Fermi
level falls in the t2g-majority impurity band, while no occupied gap states exist
in the minority gap, the system becomes a half metallic ferromagnet with a total
moment of 4µB per Mn atom.
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Fig. 5.4 – Schematic energy level diagram of Mn in GaAs and Mn in GaN for
the levels coming from crystal-field and exchange splittings of the Mn-d levels
interacting with the anion p-levels. VBM: Valence band maximum.
Depending on the energetic position of the impurity d levels compared to the
anion dangling bond, the anti-bonding ta2g are either of p character, if case the 3d
impurity levels are below, as in e.g. Mn doped in GaAs or GaSb, or dominated
by the 3d orbitals if they are well above the anion dangling bonds, as in e.g.
Mn in GaN. The Fig.5.4 shows schematically the interaction of the Mn d levels
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Fig. 5.5 – Density of states of dilute magnetic semiconductors with 5 % Mn
impurities: a) GaN, b)GaP, c)GaAs and d) GaSb. The blue curve shows the Mn
local density of states and the red curve the average DOS of the whole system.
with the anion dangling bonds of p character. One important remark, is that
the hole is much more delocalized in case of Mn in GaAs compared to Mn in
GaN where the hole is nearly localized on the Mn atom. This fact play a very
important role for the strength of the magnetic interaction. In fact the Curie
temperatures are higher if the ferromagnetism is mediated by holes which, as we
will show later, is a result of the long range ferromagnetic interaction in the case
of Mn in GaAs. When Mn substitutes the trivalent cation Ga in GaAs, the hole
is not localized on the Mn atoms, but basically consist of delocalized dangling
band p-states of the As atoms. As a result of which the oxidation number is
Mn2+ and not Mn3+ which means we have five majority d-electrons occupied,
but no minority d-states. This is confirmed by x-ray magnetic circular dichroism
(XMCD) studies which show a Mn moment of 5µB [63, 64]. Fig.5.5 shows Mn
local density of state in various III-V compounds. Depending on the position of
the Mn states compared to the host valence band, the impurity states appear in
the band gap or deeply localized below the valence band. The two extreme cases
are Mn in GaN and in GaSb where the former is an example of an impurity band
system with eg and t2g states in the gap, while in the latter case the majority
5.3. Different Exchange Mechanisms 59
d-states are localized below the valence band. The cases of Mn in GaAs and in
GaP are intermediate. For (Ga,Mn)P the eg-state is sitting completely in the
valence band, while the t2g-states form with the valence p-states of the As atom
a resonance at EF . Most of the local d-intensity of the Mn atom is now located
at the bonding t2g-states within the valence band. For (Ga,Mn)As these trends
are even somewhat stronger. Finally for (Ga,Mn)Sb, the resonance at the Fermi
level has more or less disappeared, such that at EF the local Mn DOS agrees
well with the DOS of Sb atoms. Since the minority d-like gap states are in all
cases unoccupied, the total moment is fixed to 4 µB per Mn. However in case of
(Ga,Mn)Sb the situation is very different from (Ga,Mn)N, since in GaSb all five
majority d-states are occupied, while a hole in the Sb majority p-states at the
Fermi level. Therefore the filling of the five d-resonances leads to a total moment
of 5 µB, which is, however, reduced to 4 µB per Mn atom by the empty states in
the majority p-band. Thus in the CPA description the Sb atoms are weakly and
homogeneously polarized, with an average moment of -1 µB per Mn atom, being
antiferromagnetically coupled to the Mn moments, such that the total moment
per Mn atom is still 4 µB.
We will show later the nature of magnetic exchange interaction in these sys-
tems and the role of the impurity concentration.
5.3 Different Exchange Mechanisms
Although ferromagnetism is a well known phenomenon, it can have very dif-
ferent origins which are different to understand. We will comeback later in this
chapter to the different mechanism giving rise to ferromagnetism.
In general the origin of ferromagnetism is always the interplay between the
electronic spin degree of freedom, repulsive Coulomb interactions and the Pauli
principle. Although this statement is general, it does not give any profound or
real understanding of the magnetic order. For most systems, it is necessary to
proceed in a partially phenomenological way, by identifying the local spin of the
exchange interactions that couple them by comparing the properties of simplified
model Hamiltonian with experimental observations. Our approach is based on
density functional theory which provides valuable insight into the DMS magne-
tism. However, we encounter uncertainties concerning the energetic position of
the d-states due to ’self-interaction’ as explained in chapter 2. We will remedy
this by using the LDA+U approach. The model Hamiltonian theories remain
indispensable to shed light on the ferromagnetism of DMS’s and give good pre-
dictions of thermodynamic, transport and other properties that are sometimes
beyond the scope of ab initio calculations where one-particle description cannot
capture the whole complexity of many-body problem.
The ferromagnetism in DMS materials originates from the local magnetic
moments of the impurities. The dependence of the energy of the system on the
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Fig. 5.6 – Schematic illustration of a) superexchange where the magnetic ions
interact via the same non-magnetic ion; b) direct exchange in which magnetic
ions overlapping their charges; c) indirect exchange where the interaction between
the magnetic ions is mediated by charge carriers.
orientation of these local moments is called the exchange interaction. There are
several types for the exchange interactions between the magnetic moments that
can lead to a long-range ordering of the unpaired spins. The most common ex-
change interactions are schematically illustrated in Fig.5.6.
1. Direct exchange occurs when there is direct overlap of the wave functions
of electrons associated with nearest-neighbor magnetic atoms (Fig.5.6b).
This interaction can also be understood in terms of the Pauli principle and
the Coulomb repulsion, since the Coulomb energy is lowered if the spins of
the electrons are parallel because for parallel spin alignment the electrons
avoid each other better than antiparallel alignment. In the Dilute magnetic
semiconductors, the average distance between the magnetic impurities is
much larger than nearest neighbor distance so that the mechanism described
above is unlikely to be responsible for the long range magnetic interaction
in these systems.
2. Superexchange is an indirect mechanism where the interaction between the
magnetic impurities is mediated through non-magnetic atoms (Fig.5.6a). In
a crystal environment, an electron can be transferred from a non-magnetic
atom to an empty shell of the magnetic atom and interact, via direct ex-
change, with electrons forming its local moment. The non-magnetic atom
is polarized and is coupled via direct-exchange with all its magnetic neigh-
bors. The sign of the interaction depends on the direct interaction sign. In
this type of interaction is included also the double exchange mechanism,
which favors parallel alignment of the spins and thus ferromagnetism. In
DMS, this role is mainly played by the t2g-t2g interactions.
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3. The other mechanism of interactions between magnetic atoms involve me-
diation through charge carriers. This interaction can manifest itself through
RKKY interaction or p-d exchange (Fig.5.6c). The local moments can have
either a ferromagnetic direct exchange interaction with band electrons on
the same site/or an antiferromagnetic interaction due to hybridization bet-
ween the local moments and band electrons on neighboring sites. Polari-
zation of band electrons due to the interaction at one site is propagated
to neighboring sites. When the coupling is weak, the effect is described by
RKKY theory.
The main purpose of this chapter is to give a detailed explanation of the
rules that govern the different mechanisms of exchange interactions in dilute
magnetic semiconductors.
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Fig. 5.7 – Schematic diagram of a spin polarized DOS of a transition metal atom
where the ferromagnetic configuration is more stable than the antiferromagnetic
one when the Fermi level lies in the impurity band.
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5.4 Zener’s double exchange interaction
The description of the mechanism that stabilizes the ferromagnetism (FM)
and antiferromagnetism (AFM) interactions is very important to understand in
dilute magnetic semiconductors since they represent the basic ingredient for un-
derstanding the physical properties.
Zener’s double exchange mechanism [65] is responsible for the stabilization of
the ferromagnetism in DMS, when the Fermi energy lies in the majority impu-
rity band of t2g-symmetry in case of impurity band in the gap as in (Ga,Mn)N.
According to Kanamori-Goodenough rules [66, 67, 68]the majority t2g-orbitals of
the impurity is partially filled and thus favors a transfer of electron of the same
spin between impurities. As a consequence it has a very strong FM contribution.
To understand why the FM arrangement is more favorable energetically than
the AFM arrangement, we consider two magnetic impurities on neighboring sites
as shown in Fig.5.7. The up and down spin chanels on each impurity represent
bands of t2g-symmetry. When the Fermi energy lies within the band, the FM
arrangement is more favorable because of a gain in energy coming from a broade-
ning of the t-band whereas, in the AFM arrangement bands of same spin channel
which are largely separated hybridize forming bonding and anti-bonding states
where the lower bonding states are pushed to lower energies and higher anti-
bonding states to higher energies. From the energetic point of view this gain
in energy is small in the case that EF lies in the band compared to the gain
in energy coming from the broadening. When the Fermi level lies between the
bands we gain energy from AFM alignment of the moments. The latter effect we
shall see in the super-exchange mechanism is responsible for the stabilization of
anti-ferromagnetism in (Ga,Fe)As, since Fe has one valence electron more than
Mn, the ta2g is a half-filled band, and thus the Fermi level falls between the bands
[69, 70, 71, 72].
To understand the basic feature we consider a simple molecular model [73]for
the coupling of two impurities with energy levels ²1 and ²2 coupled by hybridi-
zation matrix element t. By denoting the amplitudes of the two impurity wave
functions by u1 and u2, we obtain the following eigenvalue problem
²1u1 + tu2 = ²u1
tu1 + ²2u2 = ²u1. (5.1)
By eliminating u1 and u2 we obtain for the eigenvalues ²
² =
²1 + ²2
2
±
√
(
²1 − ²2
2
)2 + t2, (5.2)
where the minus sign refers to the energy level of the bonding state and the
plus sign to the one of the antibonding state. For the degenerate case ²1 = ²2 = ²s,
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we have ² = ²s ± t. The hybridization of t2g-orbitals of same energy of two
impurities coupled by a hopping t as illustrated in Fig.5.8 is thus given by
E = Es ± t. (5.3)
Thus, if only the bonding level is filled, we gain the energy t due to hybridi-
zation. On the other hand, if both the bonding and antibonding states are filled
or if both are empty, no energy is gained.
t2g
bondingE
2gt
Eantibonding
Imp1 Imp2
t
EF
SE E S
Fig. 5.8 – Schematic diagram of the hybridization induced energy gain for a
diatomic system with equal energy levels at the Fermi energy.
In a real system with many impurities the gain in energy in double exchange
mechanism is proportional to the band width. In fact the energy gain scales as the
square root
√
c of the impurity concentration. This can be proven by a theorem
for tight-binding models[74]. The square of the band width is given by the energy
variance
W 2 = (E − E¯)2 =
∑
m6=0
| H0m |2, (5.4)
which itself is determined by the sum of the hopping probabilities | H0m |2
from site 0 to any other site m. H0m is the so-called hopping matrix element.
Consider now a disordered lattice with a random distribution of Mn atoms. Star-
ting from a given Mn atom at site 0, an electron can only jump from the state
centered at 0 to the site m, if this site is occupied by another Mn atom. If we
denote the Mn-Mn hopping integral by t0m, we find in the disordered system
H0m =
{
t0m if Mn atom at m
0 otherwise.
(5.5)
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Fig. 5.9 – Schematic diagram of the spin polarized DOS of a transition metal
impurity in a wide gap semiconductor.
By averaging over all configurations of Mn atoms we therefore obtain
〈W 2〉conf =
∑
m6=0
〈| H0m |2〉 = c
∑
m6=0
| t0m |2, (5.6)
since the probability to find a Mn atom at site m is given by the atomic concen-
tration c. Thus the effective band width Weff and the energy gain of the ferro-
magnetic state with increasing concentration scales as
√
c. The double exchange
mechanism is only important, if the Fermi energy lies in the band. If the band
is completely occupied or empty, no energy can be gained by band broadening.
In the Fig.5.9 we show a schematic DOS representing the t2g-band of a case of
impurity band in the gap, e.g. for Mn in GaN. If we increase the concentration
from a lower value, with a DOS given by the full line, to a larger value correspon-
ding to the broader DOS as given by the dashed line, we transfer spectral-weight
from around EF to lower energies, leading to an energy gain, which stabilizes the
FM arrangement since it involves bands of the same spin channel. We show in
Fig.5.10 the broadening of the DOS’s of Mn and Cr impurities in GaN for concen-
trations of 5% and 10%. The calculations were made for the experimental lattice
constant of GaN in the zinc-blende structure. The systems show half-metallicity
with an integer total magnetic moment of 4µB and 3µB in the case of Mn and
Cr, respectively.
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Fig. 5.10 – Broadening of spin polarized local DOS of Mn and Cr impurities in
GaN when the concentration is increased from 5 to 10 %.
It is well known that LDA, although providing good predictions of the elec-
tronic structure, describes poorly the position of the low lying d-states of the TM
atoms for reasons already explained in the DFT chapter. In order to remedy this,
we performed calculations to predict the magnetic properties using the LDA+U
approximation for the exchange correlation potential. We have taken for all our
calculations U= 4eV, which as we will show via the calculated DOS, it reproduces
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very well the experimental photoemission data of (Ga,Mn)As where the Mn d-
states lie at around 4eV below the Fermi level. We show in the following the effect
of LDA+U on (Ga,Mn)N with 5% Mn. The exchange splitting is increased and
the Mn minority d states are pushed to higher energies. The double exchange
mechanism is enhanced while the superexchange anti-ferromagnetism is strongly
reduced due to the larger exchange splitting (see Sect.1.6).
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Fig. 5.11 – Spin polarized local DOS of 5% Mn in GaN in LDA+U with U= 4
eV.
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5.5 Kinetic p-d exchange
The situation is different in the case when the d-states of the magnetic im-
purity lie below the valence p-state, as it is in the case for (Ga,Mn)As and
(Ga,Mn)Sb, as shown in Fig.5.12. When the d-states hybridize with the valence
band p, they push the majority valence band to higher energies while the mino-
rity valence states are pushed to lower energies by the minority d states of the
impurity, which is schematically sketched in Fig.5.12 [75, 66, 74, 76, 73]. The
valence band becomes spin polarized, with a moment of -1 µB per Mn atom. On
one hand due to the strong localization of Mn d wavefunctions the direct d − d
interaction between different impurities is very small. On the other hand, the
mediation of the ferromagnetism is long range through the hole created in the
valence band. Therefore due to kinetic p − d exchange the Mn-impurity has a
moment of 5µB, more or less fully localized on the impurity site, while the As
valence electrons exhibit a moment of 1µB being antiferromagnetically coupled
to the Mn moments. The interaction of different impurities arises to a largest
extent from the As dangling bond state, so that one describes the interaction as
"hole-mediated" ferromagnetic exchange.
d states
Valence p−band
Conduction band
d states
p−d mixing
p−d mixing
Fig. 5.12 – Schematic diagram of the spin polarized DOS in the case of p − d
exchange, when the majority d-level lies below the valence p-band and the minority
level above.
The kinetic p − d exchange, also called Zener’s p − d exchange, exhibits an
energy gain with increased linearly with the impurity concentration c, since the
effects of different impurities on the shift of the valence band superimpose each
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other. The reason for this is the same as for the superexchange in the following
chapter, i.e. the energy shifts due to hybridization are small and can be treated
in first order perturbation theory [74].
The main effect of LDA+U is to shift the majority d-states to lower energies.
In Figure we show a comparison between partial density of states calculated with
LDA and LDA+U. The exchange splitting enhanced and the Mn majority d-states
shift to 4eV below the Fermi level. For comparison Fig.5.13 shows the local DOS
of (Ga,Mn)As for 5% Mn in the LDA (dotted line) and in the LDA+U approxi-
mation with U= 4eV (full line). One clearly sees the down shift of the majority
d-intensity to below 4eV, in agreement with spectroscopic measurments[77].
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Fig. 5.13 – Spin polarized local DOS of 5% Mn impurities in GaAs (a) LDA
calculations (full red curve) and (b) LDA+U calculations with U= 4 eV (dashed
red curve).
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5.6 Anti-ferromagnetic superexchange
Super-exchange favoring anti-ferromagnetism occurs in the case when the
Fermi energy lies between the t2g-majority band and minority eg and t2g bands, in
the case of (Ga,Fe)N or (Zn,Mn)S. The ta2g (superscript a for antibonding) of ma-
jority band is completely filled. Thus the Fermi level lies between the filled majo-
rity bands and empty minority bands which according to Kanamori-Goodenough
rules leads to exchange of electrons with opposite spins back and forth. The me-
chanism that stabilizes anti-ferromagnetism is schematically explained in Fig.5.14
the where same spin channels are exchanged for the two atoms so that the lower
bands and higher ones are repelling each other. The moment of impurity 2 is
antiparallel aligned to impurity 1. As a result, the downward energy shift of the
occupied states leads to an energy gain.
This repulsion is well known in molecular physics and can be illustrated by
considering a molecular orbital model (see Fig.5.13 and Fig.5.14)[73]. Two levels
of different energies ²1 and ²2 are coupled by hopping matrix element t that we
consider as a small perturbation to the system. We rewrite equation (5.2) here
for convenience
² =
²1 + ²2
2
±
√
(
²1 − ²2
2
)2 + |t|2, (5.7)
and we will apply second order perturbation theory. We then obtain
² =
²1 + ²2
2
± ²1 − ²2
2
(1 +
t2
2[(²1 − ²2)/2]2 + ...) = ²2 −
t2
²1 − ²2 + ... (5.8)
Since only the lower state ²2 is assumed to be occupied, we obtain an energy
gain by hybridization: ∆E ∼ t2
²1−²2 (see below). In the presence of many impuri-
ties, this gain scales linearly with the concentration c: ∆E ∼ c t2
²1−²2 (see below).
The difference between the t2g band levels that are represented by ²1 and ²2 is
given by the magnetic exchange splitting IM , where I is the exchange and M the
magnetization. Therefore we obtain for the energy gain of the antiferromagnetic
configuration due to super exchange as
∆E ∼ c |t|
2
IM
. (5.9)
In order to make the linear concentration dependence plausible, we consider
a model of three hybridizing states with levels ²1, ²2 and ²3, for which we obtain
the eigenvalue equations:
(²1 − ²)u1 + tu2 + tu3 = 0
tu1 + (²2 − ²)u2 + tu3 = 0
tu1 + tu2 + (²3 − ²)u3 = 0 (5.10)
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Fig. 5.14 – Schematic spin polarized DOS showing the stabilisation of the anti-
ferromagnetic configuration when the Fermi level lies between the bands.
By assuming ² ' ²1 ¿ ²2 = ²3, we can for the case of two impurities eliminate
u1 and u3 to obtain
² ' ²1 − 2 t
²2 − ²1 . (5.11)
Thus for the lower level, the shifts due to the two upper states 2 and 3 super-
impose each other.
Fig.5.17 shows the partial DOS of Fe in GaN, where the t-band is completely
filled such that the total magnetic moment is found to be 4.966µB.
The inclusion of LDA+U increases the magnetic exchange splitting. Therefore
the energy gain for the antiferromagnetic interaction is strongly reduced and given
by
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Fig. 5.15 – Schematic representation of the hybridization induced energy gain ∆E
of eq. (5.9) for a diatomic system with unperturbed levels ²1 <²2.
∆E ∼ c |t|
2
U
. (5.12)
The total magnetic moment is 5µB.
The DOS of Fe in GaN in the LDA+U approximation is shown in Fig.5.18.
It exhibits a much larger exchange splitting. The same effect as discussed above,
the superexchange mechanism does not require a finite density of states at the
Fermi level, as it is the case for double exchange. In fact the superexchange is
largest, if the Fermi energy lies between the two impurity bands. However it is also
effective, if the Fermi energy lies within one of the two bands. Then the energy
gain is smaller and the gain arises only from the down-shift of the occupied parts
of the bands. The energy gain vanishes, if both bands are empty or occupied. Thus
if the Fermi level is in the band, the antiferromagnetic superexchange competes
with the ferromagnetic double exchange.
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5.7 Ferromagnetic superexchange
In this section we describe the case where the Fermi energy falls between the
orbitals eg and t2g which is the case of (Ga,V)As and (Zn,Co)O (see Fig.5.19 and
5.20). We may also call this exchange mechanism super-exchange since it is very
similar to the antiferromagnetic superexchange discussed in the previous section,
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although ferromagnetism is found to be stabilized by this mechanism.
Figure (5.19) shows a schematic DOS of impurity band in the gap in the case
Fermi level lies between the eg and t2g states. This suggests that the magnetism
is driven by the e-type states which is rather weak considering the symmetry of
these states[73].
Fig. 5.17 – Schematic diagram of the spin polarized DOS of two V impurities in
ferromagnetic (Ga,V)As.
The location of the Fermi energy between the eg and t2g states favors the
hybridization of these two states on neighboring sites, i.e. e1g state of impurity
1 with t22g of impurity 2 and t12g with e2g. Since these two levels have different
resonance energies, they will repel each other so that bonding states of eg-type are
pushed to lower energies and anti-bonding states of t2g-type are pushed to higher
energies. Because these two bands are of the same spin channel, this favors the
ferromagnetism. The energy gain can be calculated following the same reasoning
as in the case of anti-ferromagnetic super-exchange except that the difference in
the energy levels between the eg and t2g is given by the crystal field splitting
∆Ecf , so that the energy gain is given by
∆E = c
t2
∆ECF
. (5.13)
Analogous to the antiferromagnetic superexchange, the energy gain scales
linearly with the concentration c. Note that here t refers to the hybridization
between the eg and t2g states on neighboring sites, which due to the localization
of the eg state is much smaller than the matrix element between two t2g states.
On the other hand the crystal field splitting ∆Ecf is rather small, so that the
energy gain is sizeable. As an example for this exchange mechanism, we show
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Fig. 5.18 – Spin polarized local DOS of V in GaAs. A small gap opens between
the eg and t2g states.
in Fig.5.17 the DOS for (Ga,V)As with 5% V. One sees that the Fermi energy
falls between the eg and t2g majority sates, which are split by the crystal field
effect (and moreover in addition slightly due to the eg-t2g hybridisation. The
total moment is 2µB per V atom. V in GaAs is an example of a ferromagnetic
semiconductor.
Note that the ferromagnetic superexchange is reduced, if the Fermi level lies
in one of the two bands, and vanishes, if EF is above or below both bands.
One might consider the ferromagnetic superexchange mechanism as a variant
of the double exchange mechanism. For instance, if the crystal field splitting
vanishes and both bands, eg and t2g, overlap, then ferromagnetism is stabilized
by the band broadening, i.e. double exchange. In this case the perturbation result
1.12 is, of course, no longer valid.
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5.8 Conclusion
The main emphasis of this chapter is the understanding of the roles of the
different exchange mechanism like double exchange, p− d exchange and superex-
change for the magnetic properties of DMS. Our qualitative discussion is based
on the density of states as obtained by the coherent potential approximation,
which provides a reliable mean field description of the electronic structure of
disordered systems. All exchange mechanisms can be explained by the hybridi-
zation of the impurity state wave function with the wave functions centered on
neighboring sites and the resulting energy gain due to the formation of bonding
and antibonding hybrides. Each mechanism has a characteristic dependence on
the hybridizing wave functions involved, its concentration dependence and the
position of the Fermi level.
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Chapter 6
Curie temperatures by Mean Field
and Monte Carlo simulations
6.1 Introduction
Whereas in the last section we have explained the different exchange mecha-
nisms and the typical dependencies of these interactions on the hybridization,
the concentration and the position of the Fermi level, we will in this chapter
present results of realistic calculations for the exchange coupling constants Jij for
different DMS systems as a function of distance. We will moreover stress certain
qualitative trends of the Curie temperature as obtained in the Mean field approxi-
mation. We will then discuss some universal features of the exchange interaction
in DMS by evaluating the exchange integrals as a function of the Fermi level,
being artificially shifted independent of the charge neutrality condition. Finally
we explain the numerically exact evaluation of the Curie temperature by Monte
Carlo methods and present the results for a series of DMS systems.
6.2 Exchange interaction coupling constants
We have calculated impurity-impurity exchange interaction coupling constants
for different typical DMS systems for several concentrations using the Lichten-
stein formula [48]that we rewrite here for convenience (see chapter 3):
Jij =
1
4pi
Im TrL
∫ EF
dE
◦
G
ij
↑↑(E)∆t
j
diff (E)
◦
G
ji
↓↓(E)∆t
i
diff (E) (6.1)
In the following we describe a method for the determination of the Curie
temperature TC based on Mean Field theory. The earliest attempt to quantify
the ferromagnetic transition temperature was made by P. Weiss [78]and is based
on the Mean Field approximation, where the spin i iinteracts with the average
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field of all neighboring atoms. As we will demonstrate it will give very unreliable
values for the Curie temperatures in DMS. However, and that’s our goal, it will
offer a simple way to get an idea of the physics of the magnetic mechanism
in DMS. Starting from the Heisenberg Hamiltonian and considering a certain
particular atom i of magnetic moment Mi we can define an effective Hamiltonian
Hi for this atom
Hi = − ~Mi.~hi, (6.2)
with hi being proportional to the average moment
~hi = λ < ~M > (6.3)
In the ferromagnetic state every spin has the same mean value so we can
rewrite as follows
HMeanField = −λ ~M. < ~M > (6.4)
where λ is the mean field parameter. The Curie temperature below which a
non zero magnetization solution exists for the self-consistent equation
< ~M >=
Tr ~Mexp(~h. < ~M > /kBT )
Trexp(~h. < ~M > /kBT )
(6.5)
rewriting the above equation as follows
< M >=
∫ pi
0
M0cosθ exp(M0λ < M > cosθ/kBT )
1
2
sinθdθ∫ pi
0
exp(M0λ < M > cosθ/kBT )
1
2
sinθdθ
=M0
∫ 1
−1 x exp(yx)dx∫ 1
−1 exp(yx)dx
(6.6)
where we define y= M0 λ <M>/kB T and x = cos θ. This leads to the
Langevin equation
< M >=M0(coth(y)− 1
y
) =M0L(y) (6.7)
The solution can be obtained self-consistently. If we write the pair of equations
< M > (T ) =M0L(y)
< M > (T ) =
kBT
M0λ
y (6.8)
the solution occurs when the graph of L(y) intersects with the straight line (kB
T/λ)y. The critical temperature is determined when there is no solution except
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,<M>=0, which is determined under the condition that the slope of L(y) at the
origin is equal to kB TC/λ. In other words, for small y we have
L(y) =
y
3
+O(y3) (6.9)
and thus we obtain
kBTC
M0λ
=M0
y
3
, (6.10)
and finally,
TC =
M20λ
3kB
(6.11)
On the other hand, calculating the energy at T = 0 of a rotated moment at
a particular site by an angle θ
E(θ) = −λM20 cosθ (6.12)
Considering the Heisenberg Hamiltonian
H = −
′∑
ij
Jij~ei~ej (6.13)
the energy of a rotated moment by an angle θ is thus given by
E(θ) = −
∑
j(6=i)
Jijcos(θ)
= −J0cos(θ) (6.14)
Comparing the latter equation with equation 6.12. we get a relation between
the λ parameter and the sum of the exchange interaction coupling constants
λ = J0/M
2
0 (6.15)
where J0 represent the sum over exchange interaction parameters. We finally
deduce the mean field TC by replacing in 6.11
TC =
1
3kB
J0 (6.16)
We may generalize this formula to apply to the case of dilute magnetic alloys
where J0 is multiplied with the concentration c, giving the probability that the
neighboring sites are occupied by a magnetic atom
TCurie(c) = c
1
3kB
J0 (6.17)
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Fig. 6.1 – Exchange coupling constants for different impurity concentrations in
the cases (Ga,Cr)N, (Ga,Mn)N, (Ga,Mn)As and (Zn,Cr)Te.
Wemay comment on the latter expression of TC that the spatial dependence of
Jij’s are not important since only their sum is entering in the mean field formula.
Thus any information about the spatial extent of the coupling does not enter in
the mean field approximation, which is, as we will discuss later, a particular severe
and unrealistic approximation in the dilute limit, where the magnetic atoms are
far apart.
In the following, we shall give some results and remarks on calculated exchange
interaction coupling constants and mean field Curie temperatures in several dilute
magnetic semiconductors.
In the case of only nearest-neighbor coupling, ferromagnetism spreads over
the whole lattice only if the magnetic impurity concentration is higher than the
percolation threshold which is 20% for the case of an fcc lattice. Below the per-
colation threshold no ferromagnetism exist and the Curie temperature vanishes.
However, in most cases magnetic interactions in DMS go beyond first nearest
neighbors and are dampened for larger distances[72, 79, 70, 97, 80]. For the cases
of (Ga,Mn)N, (Ga,Cr)N, (Ga,Mn)As and (Zn,Cr)Te we show in Fig. (6.1) the cal-
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culated exchange coupling constants Jij within LDA for concentrations between 2
and 10%. As it is clear from the figure, the exchange interaction is strong mainly
for 1st (110) and 4th (220) nearest neighbors. The interactions are very strong,
but also short ranged in GaN due to the fast decay of the impurity wave function
in the case of wide band gap semiconductors. In this case the double exchange is
the principal mechanism for ferromagnetism[81, 43, 82, 27]. An interesting and
important case is (Ga,Mn)As, where the interactions are considerably weaker,
but very long ranged which is a consequence of the ferromagnetism mediated by
hole due to Zener’s p-d exchange[75, 83, 66, 74, 76]. The latter case has been well
studied in the literature as we already mentioned throughout this thesis. Curie
temperatures estimated using the mean field approximation (MFA) are not re-
liable since they cannot describe the percolation effect in the dilute limit of a
few % of impurities[8]. In this limit, the average distance between the impuri-
ties is more than two lattice constants. For this reason the first nearest neighbor
interaction has no large influence on the Curie temperature. Nevertheless the
Curie temperatures calculated using MFA show very typical trends specific for
the nature of the magnetic mechanism and are therefore worthwile to study. As
it is shown in Fig. (6.2), the MFA Curie temperatures calculated using LDA for
(Ga,Mn)N, (Ga,Cr)N and (Ga,Mn)As is for small concentrations approximately
proportional to square root of the concentration which is explained by the double
exchange mechanism.
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Fig. 6.2 – Mean field Curie temperatures TMFAC for (Ga,Mn)As, (Ga,Mn)N and
(Ga,Cr)N as a function of impurity concentration c.
We recognize here (the basic feature of the physics we concluded from the
density of state point of view in the previous chapter) that the square root de-
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pendence on the concentration is typical of the double exchange mechanism. The
case of the exchange coupling constants of (Ga,Mn)As is very interesting. As it is
expected the interactions are very long range due to the large extent of the anion
(As) p-states near the valence band maximum, since the magnetic mechanism
is mediated by the spin polarized hole states. The individual coupling constants
are very weak as we can see from the different scales in Fig. (6.1). In the mean
field approximation the Curie temperature in p-d exchange is proportional to the
impurity concentration c. If we look more closely we note a different behavior
between (Ga,Mn)As and (Ga,Mn)N which is due to the nature of exchange me-
chanism. In the former case, the hole carriers play an important role as a result of
which, the
√
c behavior is weaker as in the latter case. We shall show below, that
in case of LDA+U calculations , the Hubbard U increases the p-d mechanism and
decreases the double exchange since the d-states will be pushed to lower energies
and the resonance state at EF is much less pronounced (Fig. 6.3a). Therefore the
mean field Curie temperature in LDA+U shows no square root dependence on
the concentration but rather a linear tendency typical for p-d exchange.
It is to be noted and qualitatively seen in Fig. (6.1) that in case of impurity
states in the band gap the 1st neighbor interactions are inversely proportional to
square root of the concentration 1/√C . The reason for this dependence of the
exchange constants on the concentration, is that the exchange coupling constants
Jij satisfy the sum rule J0 = -
∑
j 6=0 J0j. We assume that the largest contribution
to TC is coming from the nearest neighbor interaction and we neglect the other
contribution since they are very small. As Fig. (6.1) shows this is well satisfied
for Cr and Mn in GaN and Cr in ZnTe. We assume also that we deal with a
zinc-blende structure, but the reasoning is valid for any other crystal structure.
Then we have
TCurie(c) = c
2
3
J0 ∼ c× 12× J01 (6.18)
where c is the concentration, and J01 is the exchange coupling constant of the
12 nearest neighbors . On the other hand, TCurie(c) is proportional to square root
of the concentration as we have already discussed in the last section
TCurie(c) ∼ c× 12× J01 ∼
√
c. (6.19)
(6.20)
Thus it follows immediately that J01 should be proportional to 1/
√
c.
Fig. (6.3a) shows the Mn local DOS as a result of LDA and LDA+U calcula-
tions for 5% Mn in (Ga,Mn)As. As one sees, the U parameter of 4eV shifts the
majority peak by about 1.2eV to lower energies, such that it is in good agree-
ment with photoemission measurements, giving the peak at 4.2eV [77]. Since the
d-states are now located in the lower region of the valence band, one expects that
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Fig. 6.3 – (a) Mn-LDOS in GaAs in both LDA and LDA+U calculations. (b)
Exchange coupling constants Jij for Mn-Mn coupling in (Ga,Mn)As calculated
with LDA.
p-d exchange becomes more dominant. The next figure shows the exchange cou-
pling constants Jij of (Ga,Mn)As when applying LDA+U. The interactions (Fig.
(6.3b)) are more long ranged and show a weaker dependence on the concentration
for the nearest neighbors. While the LDA results for TC show a
√
c-behaviour re-
sulting from double exchange as we have already pointed out, Fig. (6.4) show that
in LDA+U the Curie temperature TC varies more or less linear with c indicating
that in (Ga,Mn)As the kinetic p-d exchange is most important.
A special feature worth discussing, is the negative mean field values of TC for
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Fig. 6.4 – Mean field Curie temperature for (Ga,Mn)As 5% of Mn in LDA and
LDA+U.
(Ga,Mn)N as the concentration reaches 12% (Fig. 6.2). In mean field negative
TC values indicate dominating anti-ferromagnetic interactions and therefore TC
is usually interpreted as a Neel temprature TN . Refering to Fig. (5.10) of the
previous chapter, we note that in addition to the double exchange mechanism also
the superexchange mechanism exists, which scales linearly with the concentration
and favors antiferromagnetism. Compared to Cr in GaN, this is larger for Mn in
GaN since the majority d-level is occupied to a larger extent. As a result of which,
the ferromagnetic state is destabilized for larger concentrations.
Next, we show in Fig. (6.5) the exchange interactions for different concentra-
tions in case of (Ga,Fe)N and (Ga,V)As. The interactions are very short range
and exhibit nearly no concentration dependence. In the case of (Ga,Fe)N, the 1st
neighbor interactions are strongly anti-ferromagnetic due to superexchange. We
find again the linear dependence on the impurity concentration, indicating the
Neel temperature of an antiferromagnetic-like state (see Fig. (6.6) ). Similarly,
the super exchange ferromagnetism of (Ga,V)As shows a linear dependence on
the concentration for the Curie temperature (Fig. (6.6)).
Analogous to the case of double exchange, we can understand the weak depen-
dence on the concentration of the first nearest neighbor interaction. In the case
of superexchange as shown in the last section, TC should vary linearly with c. On
the other hand due to the short range of Jij constants, TC should be proportional
to
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TCurie(c) ∼ c× 12× J01 (6.21)
(6.22)
Thus J01 should be independent of the concentration. Thus we can easily
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understand the weak dependence on concentration of first nearest neighbors in
case of super-exchange, both in the ferromagnetic and the antiferromagnetic case.
From the electronic structure point of view the major concentration effect
is the broadening of the bands. While this strongly affects the interaction (via
double exchange), when the Fermi level lies in the impurity band, in the case of
superexchange the Fermi level lies between two impurity bands and since the cen-
ter of the bands are not changed by concentration, the superexchange mechanism
does not lead to a concentration dependence of the coupling constants.
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Fig. 6.6 – Mean field critical temperatures TMFAC for (Ga,Fe)N and (Ga,V)As.
6.3. Unified picture of exchange interactions J01(EF ) 87
6.3 Unified picture of exchange interactions J01(EF)
In order to get some insight into and to have a unified view picture of the dif-
ferent magnetic exchange interactions in the dilute magnetic semiconductors, we
have integrated the Lichtenstein formula [48] for the exchange coupling constants
as a function of fictive values of EF [73, 84]. To some extent, this is a good
approximation for the electronic structure for doped materials. Unfortunately
this approximation cannot be justified by the magnetic force theorem, since the
charge is varied by the change of EF . On the other hand the topology of the im-
purity states, i.e. the sequence eg-below-t2g and majority states below minority
states is always the same, so that this approximation makes sense. This is also
shown by the similarity of the results obtained for different DMS systems. In Fig.
(6.7) and Fig. (6.8), we show the results for (Ga,Mn)N, (Ga,Cr)N, (Ga,Fe)N and
(Ga,Mn)As for 5% impurity concentration. The red curve (refering to the left
scale) shows the local DOS of the impurity, the blue curve (refering to the right
scale) the coupling constants J01(EF ) as a function of fictitious changes of EF ,
away from the selfconsistent values as given by the dashed vertical line.
The analysis of the figure shows that the dominating magnetic exchange me-
chanism depends on the band filling. The main contribution comes from the
impurity band in the gap. The contributions from valence and conduction bands
are rather small. At the bottom of the valence p-band we have a positive (ferro-
magnetic) interaction, changing to a negative (anti-ferromagnetic) interaction in
the upper part of the band. At the bottom of the conduction band we have a small
negative value. However these values are very small compared with the contribu-
tions from the impurity bands, which show the same characteristics trends for all
the materials investigated, as can be seen by comparing the four figures. Within
the lowest band, the majority e↑eg-band the exchange interaction is ferromagnetic
and strongly increases to a maximum at the upper edge of the impurity band
and a plateau value between the e↑g and t
↑
2g states. These interactions are due
to ferromagnetic superexchange, arising from the hybridization of the e↑g-states
with the t↑2g-states on the neighboring site. Within the range of the e↑g-band also
a ferromagnetic double exchange contribution exist, which is, however very small
due to the more localized nature of the e↑g-states. Within the t
↑
2g-band we obtain
a strong double exchange contribution stabilizing ferromagnetism due to the hy-
bridization induced broadening of the t↑2g band. However, already in the middle
of the t↑2g-band the ferromagnetic exchange coupling decreases again as a result of
the strong superexchange resulting from the hybridization of the t↑2g states with
the e↓g and t
↓
2g-states on neighboring sites. The maximum of the antiferromagnetic
coupling occurs between the centers of the t↑2g and t
↓
2g band. It quickly changes
to ferromagnetic coupling at the end of the e↓g and in the center of the t
↓
2g band,
arising mostly from double exchange within the t↓2g band and to a smaller part
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Fig. 6.7 – Spin-polarized local DOS of an impurity in DMS ( (red) curves, left
scale) as a function of E-EF . Exchange coupling constant J01(EF ) for nearest
neighbor impurities (blue curve, right scale) as a function of an arbitrary change
of EF . (a) 5% Mn in GaN, (b) 5% Cr in GaN, (c) 5% Fe in GaN (LDA method),
(d) 5% Fe in GaN (LDA+U with U= 4eV).
due to ferromagnetic superexchange of the e↓g and t
↓
2g orbitals. Above the t
↓
2g band
the interaction falls back to small negative values in the conduction band.
These trends are the same for all systems calculated and depend only on
the sequence of the impurity bands and the position of the Fermi level. In all
cases these trends are in agreement, at least qualitatively, with the selfconsistent
exchange coupling values calculated for the considered systems. The trends can
be easily understood from the simple models presented in the previous section,
showing that the exchange interaction is dominated by the hybridization of the
eg and t2g orbitals on neighboring sites and the resulting formation of bonding
and anti-bonding states. Ferromagnetic coupling arises from the hybridization of
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majority-majority or minority-minority orbitals, antiferromagnetic coupling from
majority-minority hybridization.
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Fig. 6.8 – 5% Mn in GaAs spin-polarized local DOS of Mn in GaAs ( (red)
curves, left scale) as a function of E-EF . Exchange coupling constant J01(EF ) for
nearest neighbour Mn-Mn (blue curve, right scale) as a function of an arbitrary
change of EF .
The LDA+U effect shifts the occupied majority impurity d-states to lower
energies and the unoccupied d-states to higher energies. This means that the
exchange splitting ∆E = Et↑2g − Et↓2g increases, since the LDA splitting of ∆E
= I.M, where I is the exchange integral and M the local moment, is replaced
in LDA+U by the larger value ∆E = U − I. This is illustrated in Fig. (6.7d)
for (Ga,Fe)N. The J01-curve shows between the majority t↑2g peak and the mino-
rity t↓2g peak a plateau with a value of about -6mRy, corresponding to a drastic
reduction from the LDA-value of -13mRy. A similar strong reduction of the anti-
ferromagnetic interaction one obtains also for (Ga,Mn)N: the negative values for
larger concentrations shown in the mean field results completely disappear (Fig.
(6.7a)).
As we mentioned before, the mean field approximation overestimates Curie
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temperatures because of the percolation threshold. In order to perform better and
more realistic calculations of TC taking into account the random distribution of
the magnetic impurities in the host semiconductor, we had to perform more exact
calculations using the Monte Carlo method. The details of the method and the
determination of the physical observables of interest are detailed in Chapter 4.
6.4 Monte Carlo simulations
We discuss in the following the calculated Curie temperatures using Monte
Carlo simulations. The critical point is determined using three ways: the Binder
cumulant, the magnetic susceptibility and the magnetization curve for three sizes
L of the super cell lattice[50]. We rewrite the statistical determination of these
quantities
UL = 1− < M
4 >
3 < M2 >2
χ =
1
kBT
(< M2 > − < M >2)
< M >=<
∑
i
Mi > (6.23)
the magnetization is determined by the average over states i. An explanation
of the choice of these quantities to determine the critical transition is worthwhile,
although we alluded to in Chapter 4.
When Monte Carlo simulations are performed, the finite size effects of the
considered supercells could dramatically affect the results. Since our primary
interest is to deal with infinite systems, it is important to have theoretical methods
that take into account the finite size effects to extract the results from finite
systems. This can be done for example by examining higher order moments of
the finite size lattice probability distribution. This can be done considering the
fourth order cumulant as written above[51]. May be a word or two to how to
obtain it would not be amiss.
The cumulant of a fluctuating quantity M follows from the expansion of the
expectation value of exp(M) where the brackets denote the ensemble average
< exp(M) >= 1+ < M > +
1
2
< M2 > +
1
6
< M3 > +
1
24
< M4 > +... (6.24)
If we take the logarithm of the above expansion we rewrite this expansion as
ln< exp(M) > =< M > +
1
2
< U2 > +
1
6
< U3 > +
1
24
< U4 > +... (6.25)
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where U2, U3 and U4 denote the cumulants of second, third and fourth order
respectively being of second, third and fourth order in M:
U2 =< M
2 > − < M >2
U3 =< M
3 > −3 < M >< M2 > +2 < M >3
U4 =< M
4 > −3 < M2 >2 −4 < M >< M3 >
+12 < M >2< M2 > −6 < M >4 (6.26)
in a more compact way, these cumulants can be rewritten as follows
U2 =< (M− < M >)2 >, (6.27)
U3 =< (M− < M >)3 >, (6.28)
and
U4 =< (M− < M >)4 > −3 < (M− < M >)2 >2 (6.29)
Binder’s expression for the evaluation of TC is given by
Uˆ4L = 1− < (M− < M >L)
4 >L
3 < (M− < M >L)2 >2L
(6.30)
The magnetization in the Heisenberg model is symmetric at zero field, mea-
ning that the moment averages < Mn >L = 0 for n odd. This reduces the fourth
order cumulant to the form given above
Uˆ4L = 1− < M
4 >L
3 < M2 >2L
. (6.31)
Based on finite-size-scaling theory Binder [51] has shown that for large sizes
L of the supercells all cumulants Uˆ4L(T) for different sizes intersect as a function
of temperature at a single value TC , representing the Curie temperature of the
infinite system. In order to demonstrate this and to determine TC for our systems
of interest, the fourth order cumulant is plotted in Fig.6.10 for three super cells
sizes, namely 6 × 6 × 6, 10 × 10 × 10 and 14 × 14 × 14. Curie temperature
is determined from the intersection of the three curves UL. The figure refers to
(Ga,Mn)N for 5 and 10% Mn. Due to the percolation effect for 5 and 10% Mn the
contribution of the first neighbour interaction to TC is practically zero, therefore
the Curie temperatures obtained are very small. For the super-cells sizes used in
the calculations, we have taken each time 30 random impurity configurations for
the ensemble average in order to simulate the random disorder. The number of
Monte Carlo steps for thermal average is around 52000 MC Steps and the total
number of MC steps depends on the system studied. For each concentration, super
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Fig. 6.9 – 4th order cumulant, susceptibility and magnetization for the case of 5%
and 10% Mn in GaAs as a function of kB T/J01. J01 is first neighbor exchange
coupling constant.
cell size and temperature we determined the relaxation time and the correlation
time (see chapter Monte Carlo).
In Fig. (6.9), (6.10) and (6.11) we show the critical temperature determined
by the three methods described above for the cases of 5% and 10% of Mn in GaN,
Mn and Cr in GaAs . For 5%Mn in GaAs, the Curie temperature indicated by the
crossing point of the cumulant gives a value of kBT/J01= 0.28 which correspond to
∼ 106K. Once again it shows that the percolation effect is very important in these
compounds since the Mean Field Curie temperature drastically overestimates TC .
The size problems of the susceptibility and the cumulant method are illus-
trated in Fig.6.11 for 5 and 10% Cr in GaAs. As in Fig.6.9 for (Ga,Mn)As we
find that for 10% Cr the three cumulant curves for the sizes 6×6×6×, 10×10×10
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Fig. 6.10 – 4th order cumulant, susceptibility and magnetization for the case of
5% and 10% Mn in GaN as a function of kB T/J01. J01 is first neighbor exchange
coupling constant.
and 14×14×14 intersects in a very good approximation in one point, leading to
practically no error in the determination of TC . However, for 5% Mn the three
curves are crossing each other at 3 different values, indicating a relatively large
uncertainty in TC . Thus it is quite obvious, that the 6×6×6 supercell is too small
and leads to the large error. Therefore the crossing of the curves for the two larger
super lattices is used to determine TC .
As is well known, the susceptibility of an infinite system diverges at TC and
exhibit for large finite systems a pronounced maximum which shifts with increa-
sing size downwards towards the exact TC value of the infinite system. Thus,
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contrary to Binder’s method, TC can only estimated by extrapolation. However,
for our purpose the TC-value obtained from the maximum of the largest systems
is quite reasonable. The largest uncertainty arises from moment curves, where a
reasonable extrapolation is quite difficult. Usually the inversion point of M(T)
curve is used as an estimate for TC .
Comparing the Curie temperatures calculated using Monte Carlo with the
mean field ones, one can sees the former give more realistic temperatures well,
comparable with experiment. For few cases where a disagreement with experiment
is obvious, the reason is attributed to clustering effect of the impurities arising
from spinodal decomposition ([85] and the references therein) . Agreement with
experiment can only be expected, when a true random distribution of impurities
in the semiconductor exists. This shows that the percolation is very important in
DMS and the Curie temperatures are very sensitive to the details of the sample
preparation, e.g. the MBE procedure or the annealing behavior. In a way this jus-
tifies again the use of the Monte Carlo method since in the way we are guaranteed
to obtain the exact results for random systems.
We see in Fig. (6.12) the MC results compared with MF results for (Ga,Mn)As,
(Ga,Mn)N and (Ga,Cr)N. Our results are in good agreement with previous results
obtained [86, 87, 88]. For all cases the square root of the concentration behavior
is revealed. In contrast to the mean field results, the real Curie temperatures are
larger for (Ga,Mn)As than for other systems. The short range character of the
interactions in the case of (Ga,Mn)N and (Ga,Cr)N leads to very weak TC . For
very low concentrations, TC even vanishes due to the percolation effect.
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Chapter 7
Pressure dependence of the Curie
temperatures in diluted magnetic
semiconductors
It is very well known that the control of the spin with an electrical current
is at the heart of the field spintronics. We have shown that ferromagnetism can
be tuned in DMS by varying the carrier density. As we will demonstrate in this
Chapter, we can also stabilize ferromagnetism by applying pressure on the mate-
rial. Upon pressure, the distance between magnetic atoms will decrease and thus
the "communication" strengthens with increasing the wavefunction overlap. We
can therefore stabilize ferromagnetism without changing the carrier density. The
calculations, we shall present in this chapter were motivated by recent experimen-
tal work by M. Csontos et al.[89] on hydrostatic pressure on InMnSb. They saw a
paramagnetic-to-ferromagnetic transition where the value of TC clearly increases
with pressure by 25% in agreement with mean-field analysis based on the RKKY
interaction. Theoretically, the volume dependence on the Curie temperatures has
been recently reported for the halfmetallic ferromagnets MnAs [90], the Heusler
alloy Ni2MnSn [91] and Fe-Co alloys [92]. We have calculated for different vo-
lumes the ferromagnetism stabilization of (Ga,Mn)As and (Al,Mn)As using two
approximations for the exchange correlation potential namely: LDA and LDA+U.
Under the light of what we already know about the different exchange mecha-
nisms presented in the last chapter, we will then discuss our results.
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7.1 (Ga,Mn)As
Mn in GaAs is the most studied DMS system since the discovery of its relati-
vely high Curie temperature. The latest record is 172K for a sample with 5% Mn
[6, 61, 62], in which by annealing the additional interstitial Mn impurities have
been removed. In our calculations we consider the experimental lattice constant
of (Ga,Mn)As of 6.65 Angströms. In what follows, we shall discover some general
trends and interesting features upon pressures.
7.2 Results
7.2.1 Density of States
Fig. (7.1a) shows the calculated density of states of the Mn impurities for
three different lattice constants (∆a/a = +3%, 0 and -4%) using the local density
approximation. For all lattice constants, a Mn impurity peak is present at the
top of the valence band. With increasing volume, the Mn DOS narrows. This
arises by the hybridisation with valence p-band, which strongly narrows since
the p-states are more localized. In parallel to this the minority d-peak moves
to higher energies, from about 0.45eV to 0.90eV above EF , which is directly
related to an increase of the local moments. The broadening of the Mn minority
states upon pressure increases the hybridisation with the Mn majority d-states,
which strenghtens super-exchange and counterbalances ferromagnetism. However,
ferromagnetism arising from double and p-d exchange is still dominating the
behaviour.
Fig. (7.1b) shows the local DOS of Mn in GaAs with 5% Mn in the LDA+U
approximation, using a U-value of 4eV and an exchange integral of 0.7eV. Due to
the Hubbard U, the lower lying d-peak shifts from about -3.0eV to a sharp reso-
nance at -4.2eV, which is in very good agreement with spectroscopy experiments
[77]. At the same time the resonance at EF is considerably broadened, indicating
a delocalisation of the hole state. The low lying d-peak shifts only slightly with
volume. Due to the large U-value, the minority peak above EF is shifted by more
than 1eV to higher energies, depending again slightly on volume.
The delocalization of the hole state due to the Hubbard U parameter and the
simultaneous shift of the majority d-state to lower energies has the important
consequence, that the dominating exchange mechanism in LDA+U is Zener’s p-d
exchange [81], while in LDA a mixture of double and p-d exchange determines
the magnetic properties of (Ga,Mn)As.
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Fig. 7.1 – Mn local density of states (LDOS) of Ga0.95Mn0.5As using the KKR
method in a) LDA approximation and b) LDA+U approximation. From top to
bottom, the LDOS for a) an expanded lattice (+3% of aexp), b) experimental lattice
aexp and c) compressed lattice (-4% of aexp) are displayed. Here aexp denotes the
experimental lattice constant.
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7.2.2 Local and Total moments
The local moments of Mn in GaAs are listed for three lattice constants in Table
1, both in the LDA and LDA+U method. In LDA the local Mn moment increases
from 3.41µB for ∆a/a = -4% to 3.85µB for ∆a/a = +3%, reflecting the increased
localsation of the Mn wave function. In constrast to these large changes with
pressure, the local moments per Mn atom are particularlly independent of the
concentration. In the whole volume range, half-metallicity is preserved, yielding
a constant total moment of 4µB per Mn impurity.
Compared to the LDA, in LDA+U the calculated local moments of Mn are
considerably larger, resulting from the increased localization of both the majo-
rity and minority d-wave functions. At the same time the pressure dependence
becomes weaker. In addition we obtain a total moment of more than 4µB, indi-
cating that the hybridization of majority and minority d-wave functions with the
valence p-states is not sufficiently strong to maintain half-metallicity.
∆a/a Mloc Mtot
+3% 3.85 4.00
GaMnAs 0 3.70 4.00
(LDA) -4% 3.41 4.00
+3% 4.425 4.344
GaMnAs 0 4.29 4.25
(LDA+U) -4% 4.083 4.143
InMnAs 0 4.15 4.17
(LDA)
Tab. 7.1 – Local and total magnetic moments of Mn-doped GaAs in LDA and
LDA+U approximations and InAs in LDA.
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7.2.3 Exchange coupling parameters and J01(EF )
In Fig. (7.2) the calculated coupling parameters J0j are displayed as a func-
tion of the distance of impurity j from the central impurity at position 0. The
exchange coupling constants are positive and very long ranged as expected from
the nature of the exchange mechanism in GaMnAs. The results of LDA calcula-
tions, shown in Fig. (7.2a), show a very different trend than the LDA+U results
of Fig. (7.2b). While the latter results show for all distances a steady increase of
the interactions with compression, as one might expect from p-d exchange, and
therefore the ferromagnetism increases, the LDA values are rather insensitive
to compression, except for the nearest neighbor coupling constant, which for 4%
compression decreases by a factor 3 and becomes negative for compressions larger
than 5%. The general trend, as we will demonstrate, is that the first neighbour
interactions show a maximum at a certain lattice constant which is around the
experimental lattice in the LDA calculation and around -6% of the experimental
lattice constant in the LDA+U calculations. This behaviour is general and arises
from the fact that upon compression we obtain a strong tendency toward super-
exchange antiferromagnetism, while for larger lattice constants the effect of the
localisation of the impurity wave function reduces the strength of ferromagnetism.
These trends will be clarified in the following.
This strong tendency towards antiferromagnetic coupling arises from super-
exchange, which as we have already demonstrated in Chapter 4. varies as
∆Esuper ∼ c |tdd|
2
∆xs
(7.1)
where c denotes the concentration, tdd the hopping matrix element between
majority d-states and minority d-states of the impurity and ∆xs is the exchange
splitting, being in LDA proportional to the local moment. Upon compression, tdd
increases, while at the same time ∆xs decreases due to the reduction of the local
moment. The latter remark bears so directly on what we have seen on the decrease
of the exchange interaction upon compression in LDA. Moreover super-exchange
is very short ranged, affecting mostly the first nearest neighbor couplings.
A clearer picture of the behavior of the different coupling mechanisms with
compression can be obtained from Fig. (7.3a) and (7.3b), which show, in addi-
tion to the local DOS curve versus the energy E-EF , also the exchange coupling
constants J01(E∗F ) to the nearest neighbors as a function of an artificially chan-
ged Fermi level E∗F , away from the selfconsistent value EF [73, 93]. Both in LDA
and LDA+U, these curves show three peaks close to EF , firstly a peak at around
-0.3eV arising due to p-d exchange and double exchange from the resonance at
EF . These peaks in LDA (LDA+U) calculations correspond to values of 2.8mRy
(1.46mRy) and 3.39mRy (2.86mRy) for +3% and -4% of the experimental lattice
constant respectively. This increase of ferromagnetism upon compression is clear
since the hopping matrix element between majority Mn d-states should increase
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Fig. 7.2 – Calculated exchange interactions of Ga0.95Mn0.5As using the KKR
method in a) LDA approximation and b) LDA+U approximation as a function
of distance d (in units of lattice constant a).
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Fig. 7.3 – Mn local density of states (LDOS) (red, full line) of Ga0.95Mn0.5As
using the KKR method in a) LDA approximation and b) LDA+U approximation.
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rimental lattice aexp and c) compressed lattice (-4% of aexp) are displayed. Here
aexp denotes the experimental lattice constant. The dashed line (green, right scale)
shows the exchange coupling constant J01 for nearest neighbour Mn impurity as
a function of a fictive value of the Fermi level EF .
under compression. In the mean field approximation these two values respectively
correspond to a contribution to the Curie temperature, if multiplied by 12 nearest
neighbours, of 176.8 K to 214 K on the one hand. On the other hand the Monte
Carlo values for these are less than 100K which shows once again that the first
nearest neighbours contribute in the dilute limit very little to TC . Secondly, the
strongly negative value above EF arizes from the super-exchange where the abso-
lute values in LDA (LDA+U) calculations are 3.84mRy (0.74mRy) and 8.5mRy
(3mRy) for +3% and -4% respectively. This shows the strong strength of super-
exchange antiferromagnetism upon compression in the LDA. Thirdly the positive
peak at 1-2eV above EF arizes from double exchange due to the minority d-
state in this energy region. The most important difference between the LDA and
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LDA+U is the much larger exchange splitting ∼ U, which on the one hand shifts
the majority peak down below -4eV and at the same time the minority peak up
by about 1.5eV. Due to this the exchange splitting in eq.1 is strongly increased,
significantly reducing the super-exchange in the energy gap region by as much
as a factor 4 since in LDA+U the exchange splitting ∆xs in eq.1 is given by the
Hubbard value. As a consequence in LDA+U the super-exchange is not important
for the selfconsistent J01 values in GaMnAs, whereas in LDA the J01 values stron-
gly decrease with compression due to super-exchange antiferromagnetism. Thus
in LDA the behaviour of (Ga,Mn)As is determined by a complex superposition
of double exchange, p-d exchange and super-exchange, while in the more realis-
tic LDA+U approach p-d exchange alone dominates the behaviour, up to very
strong compressions, where finally also in LDA+U super-exchange will destabilize
ferromagnetism.
The variation of the impurity concentration might give the same effect; with
increasing the concentration the minority band broadens thus increasing the hy-
bridization with majority d-states and as a result of which superexchange anti-
ferromagnetism overcome ferromagnetism.
Before we close this section, we should make a remark, about the difference
in the behavior of the exchange interactions between LDA and LDA+U cases. In
the latter case, the effect of superexchange antiferromagnetism is strongly reduced
and half-metallicity is lost where the Fermi level is crossing the valence band. This
is because in LDA+U pushing the Mn-d states to lower energies and in increasing
the lattice constant reduces the hybridization with the p-states. Half-metallicity
is recovered upon compression at about -5% of the experimental lattice constant.
The fact that the Fermi level is crossing the minority states in the valence band
increases the contribution from spin down holes, as a results of which the exchange
coupling constants are affected in the long range compared to LDA calculations.
Upon compression in LDA+U when half-metallicity is recovered gradually, the
first neighbour coupling constants are increasing.
7.2.4 Critical temperatures TC
In Fig. (7.4), the calculated critical temperatures in Ga0.95Mn0.05As using
exchange interactions from LDA and LDA+U approximation, are displayed. In
the mean field approximation (MFA), all exchange interactions have the same
weight and due to the dominating nearest neighbor exchange interaction the
values are very high. However, as has been demonstrated in several previous
studies[8, 94, 9, 95], the MFA description is oversimplified and cannot be applied
to DMS systems. Instead one has to rely on a lattice model where the Heisenberg
model is solved numerically. Here we employ the Monte Carlo method which in
principle solves the problem of spin fluctuations and disorder in the Heisenberg
model exactly. As we have already pointed out throughout this thesis, one of
the reason that the MFA description does not work for diluted systems is that
7.2. Results 105
5.3 5.35 5.4 5.45 5.5 5.55 5.6 5.65 5.7 5.75 5.8 5.85 5.9
Lattice constant (Angstroms)
0
50
100
150
200
250
300
T C
 
(K
)
MFA(LDA+U)
MC(LDA+U)
MFA(LDA)
MC(LDA)
Fig. 7.4 – Calculated critical temperatures of Ga0.95Mn0.05As in the LDA and
LDA+U approximation. MFA denotes the mean field approximation and MC the
Monte Carlo results.
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the average separation between magnetic impurities is much larger than the nea-
rest neighbor distance. For example, on a fcc-lattice with 5% magnetic atoms
the average separation is slightly more than two lattice constants. Therefore the
thermodynamic quantities (Tc) are mainly determined by the exchange interac-
tions around the average separation and the nearest neighbor interactions does
not carry much weight. Therefore, the calculated Curie temperatures from the
MC simulations are much smaller than the MFA results. In LDA, the Curie tem-
peratures from MC are basically constant around 100 K for the whole volume
interval in Ga0.95Mn0.05As ( although a flat maximum are obtained for around
the experimental lattice constant) while the results from the MFA shows a dis-
tinct maximum for slightly expanded lattices due to the maximum of J01 at this
volume. Fig. (7.5a) and (7.5b), display clearly the contribution of the different
coordination shells up to the 7th nearest neighbor distance to the mean field
Curie temperature by multiplying J0j by the coordination number of shell j.
While the main contribution is from the nearest neighbors showing a maximum
at around the experimental lattice in LDA and at around -6% of it in LDA+U,
the contribution from the second to the seventh shell are flat in LDA and in-
crease monotonically in LDA+U by decreasing the lattice parameter, as one can
expect from p-d exchange mechanism. From Monte Carlo simulations, the calcu-
lated Curie temperatures in LDA+U are increasing slightly upon pressure, but
overall the values are lower than the LDA results, in agreement with previous
results[94, 69].
In Fig. (7.6) we show the spatial dependence of the exchange interactions as a
function of some fictive values of Fermi levels (E∗F ) as indicated in the inset of Fig.
(7.6) for the case of -4% of the experimental lattice constant. In the inset figure
the blue curve indicate the dependence of 1st neighbor exchange interactions as
a function of E∗F .
The E∗F position 1 refers to the maximum of the double and p − d exchange
peak. The first neighbor value J01 is very large, considerably larger than for the
real EF -value being diminished by antiferromagnetic superexchange. The E∗F va-
lue 3 refers to the transition from ferromagnetic exchange to antiferromagnetic
superexchange. As we see, most affected is NN coupling constant, ,which, on
the scale of the other figures, nearly vanishes. The other coupling constants are
considerably less affected. The E∗F value 4 refers to the maximum of the anti-
ferromagnetic superexchange, leading to a very large negative NN value, while
all other values are relatively small, but mostly negative. The E∗F -value 2 refers
to the plateau region between the eg and t2g DOS peaks and is dominated by a
strong ferromagnetic superexchange coupling of the nearest neighbors.
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Fig. 7.5 – Contribution to the mean field critical temperatures for different coor-
dination shells as a function of lattice constant for the case of 5% Mn in GaAs
in a) LDA approximation and b) LDA+U approximation.
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LDOS in red and the blue curve (right scale) shows the 1st NN exchange coupling
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7.3 (In,Mn)As
The system In0.95Mn0.05As was chosen as its pressure dependence of the critical
temperatures is a bit different from the Ga0.95Mn0.05As as we will see below. The
experimental lattice constant is 6.06
◦
Angströms. All following calculations were
performed using the LDA approximation.
7.3.1 Local moments and Exchange parameters
For three lattice constants (two compressed lattices with ∆a/aexp = −6 %
and -4 % and for the experimental lattice constant) the calculated moments are
given in Table 1 and the exchange coupling parameters Jij are displayed in Fig.
(7.7a) and (7.7b). The values are obtained by the LDA methods. Comparing
with the LDA and LDA+U results for (Ga,Mn)As, we see that the LDA-results
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for (In,Mn)As resemble more the LDA+U results for (Ga,Mn)As then the LDA
results. Thus, even in LDA, the physical behavior is well described by p − d
exchange. This is clearly shown in Fig. (7.7a), where the interactions from the
second to seventh cell show a monotonous increase with increasing pressure and
in Fig. (7.7b) where the contribution of the different coordination shells to the
mean field value of the critical temperatures are displayed (n0jJ0j, where n0j are
the coordination number of shell j). However the first nearest neighbors show
a more complex behavior, J01 has a maximum for - 2 % and slightly decreases
for large compression, showing that also in (In,Mn)As super exchange becomes
important. However we expect that in LDA+U this transition to superexchange
occurs at considerably smaller lattice constants.
7.3.2 Critical temperatures
The pressure dependence on the Curie temperatures is displayed in Fig. (7.8).
Two different mean field estimates are shown, the first one is estimated from the
Mn on-site exchange parameter J0 and the second one from the Mn-Mn exchange
interactions Jij. The difference between the two estimates are around 10% (which
can be attributed to Mn-As, Mn-Ga and Mn-interstitial contributions). Contrary
to Ga0.95Mn0.05As (in LDA), the critical temperatures increases with pressure,
although the effect is rather weak. Similar kind of behavior has been observed
in Mn-doped InSb[89] which goes from a nonmagnetic material to a magnetic
material (although with very low Tc) under pressure. This is very different from
normal itinerant magnetic metals which typically have a lower Tc when applying
pressure. However, in rare-earth systems with localized 4f states the opposite is
true, i.e. they typically have an increasing Tc under pressure.
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7.4 Conclusions
In conclusion, we have presented the volume dependence of the exchange
interactions for Mn-doped GaAs and InAs using both the LDA and LDA+U
approximation. The exchange mechanisms in Mn-doped GaAs using LDA is a
mixture between double and p − d-exchange while in LDA+U the dominating
exchange mechanism is Zener’s p − d-exchange [96]. Mn-doped InAs is also well
described within the p− d-exchange mechanism. It is demonstrated that the an-
tiferromagnetic superexchange, which affects the nearest neighbor exchange cou-
pling, becomes more pronounced upon compression of the lattice. For very large
compressions the ferromagnetism is destabilized by antiferromagnetic superex-
change, arising from the stronger hopping matrix elements and the reduction of
the local moments.
The calculated exchange interactions were then subsequently used to estimate
critical temperatures employing a classical Heisenberg model and numerical exact
Monte Carlo simulations. In both systems, the critical temperatures increase with
pressure, since the hybridization induced p− d coupling increases.
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Summary and Outlook
The understanding of the exchange interaction in dilute magnetic semicon-
ductor (DMS) is at the heart of the present thesis is. For this we use ab–initio
calculations based on density functional theory, in order to reliably calculate the
material specific properties of the considered DMS systems. Moreover we use the
KKR Green function method in connection with the coherent potential approxi-
mation (CPA), which allows to include the random substitutional disorder in a
mean field–like approximation for the electronic structure. Finally we calculate
the exchange coupling constants Jij between two impurities in a CPA medium by
using Lichtenstein formula [48], which allow a realistic calculation of the Curie
temperature by Monte Carlo methods. All these theoretical tools are state of the
art and are described in detail in the first chapters of the thesis.
The understanding of exchange interactions is a different problem, since in
magnetism no elementary magnetic interactions exist. We use here the "magne-
tic force theorem" or "frozen potential approximation"[47], which assumes that
the sizes of the magnetic moments are independent of the interactions and do not
change due to rotations of the moments. Then for frozen potentials the change of
the total energy can be well approximated by the single particle energies alone.
This results to the simpler problem of understanding the density of states, in par-
ticular those features in the spin dependent local density of states resulting from
the hybridization with the orbitals of neighboring impurities. For one particular
magnetic configuration this might lead to a pronounced formation of bonding and
antibonding states, which might favor this configuration but not the other ones,
etc..
Based on this analysis we found and investigated four different exchange me-
chanism being of importance in DMS systems:
Double exchange: favors the ferromagnetic alignment and arises from the
hybridization of partially occupied impurity states, resulting in occupied bonding
and empty antibonding states. In the disordered DMS systems this effect leads to
a broadening of the impurity band, with the halfwidth scaling as the square root
of the concentration c. This coupling is very strong, but short ranged. It is typical
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for wide–band–gap semiconductors with partially filled impurity bands, such as
e.g. (Ga,Mn)N. Despite the strong strength of the nearest neighbor interaction,
the resulting Curie temperatures are very small, since in the dilute limit the strong
n.n. coupling cannot lead to a ferromagnetic cluster percolating through the whole
system. Thus these DMS with wide band gaps, which were considered as great
hope for room–temperature DMS, have in fact very low Curie temperatures, being
determined by the very weak longer ranged coupling. The strong suppression of
the Curie temperatures due to the percolation effect is only found in Monte
Carlo calculations. In the mean field approximation unrealistically high Curie
temperatures are obtained, since the percolation effect cannot be described in
this approximation.
p–d exchange: This ferromagnetic exchange mechanism occurs in DMS sys-
tems, in which the majority d–states of the magnetic impurity are located below
the center of the valence p–bands. This situation is only occurs for Mn-impurities
in III–V systems with heavier anions such as (X,Mn)As and (X,Mn)Sb, with X
= Al, Ga, In. Due to p–d hybridization, the majority p–band is pushed to hi-
gher energies and is partially emptied, leading to hole mediated ferromagnetism.
The coupling constants Jij are relatively weak, but longer ranged. Therefore the
suppression of the Curie temperatures due to the percolation effect is relatively
small. The highest Curie temperature is obtained in (Ga,Mn)As with 170 K and
is limited by solubility problems.
Antiferromagnetic superexchange: arises from the hybridization between
occupied majority states and empty minority states. It is a rather strong inter-
action and short ranged. Typical for this interaction is that it also occurs, if the
Fermi level lies in a gap; thus it does not require carriers, i.e. a finite density of
states at EF , which is the case for the above two mechanisms. Prototype examples
for this super exchange is (Ga,Fe)As and (Cd,Mn)Te. Typical for this interaction
is, that the coupling constants are independent of the concentration.
Ferromagnetic superexchange: arises from the hybridization between oc-
cupied and empty majority (minority) states. It is weaker and very short ran-
ged. The prototype example, which we found, is (Ga,V)As where the eg and
t2g-majority states hybridize. This is in contrast to the apriori belief that the eg-
states are very localized and always constitute non-bonding states. The situation
should be quite similar to the case of (Zn,Co)O where the hybridization involve
the eg and t2g-minority states.
Based on realistic ab–initio calculations and model calculations with a simple
shift of the Fermi level, we demonstrate that the coupling constants Jij(EF )
of the nearest neighbors show a very systematic and universal behavior of the
exchange interactions, being only determined by the sequence of the eg and t2g
states for both spin directions and the position of the Fermi level with respect to
these states. This behavior is the same in all DMS with zinc-blende or wurtzite
structure.
A second topic we have investigated in this thesis is the pressure depen-
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dence of the exchange interactions and the Curie temperatures in (Ga,Mn)As and
(In,Mn)As, using the LDA and the LDA+U approximations. In both systems we
find similar trends, which we believe are typical for DMS. At normal pressure the
exchange mechanisms in Ga0.95Mn0.05As is a mixture between double and p − d
exchange, if the LDA is used, while in LDA+U Zener’s p−d exchange dominates
the behavior. However upon compression the antiferromagnetic superexchange
becomes of increasing importance. As explained earlier, the superexchange va-
ries as |tdd|2/∆xs, where tdd is the hopping matrix element between the majority
d-states and the minority d-states, which strongly increases with pressure, while
∆xs, the exchange splitting, is reduced with pressure due to the hybridization
induced reduction of the local moments. On the other hand for larger lattice
constants only double and p−d exchange are important, which however decrease
with increasing lattice constants. Thus in the mean-field approximation, the Cu-
rie temperature is largest at about the equilibrium lattice constant. In LDA+U
this maximum is shifted to a 6% compressed lattice constant, since due to the
Hubbard U the superexchange is reduced.
In0.95Mn0.05As is well described by the p − d exchange mechanism. However
upon compression, the antiferromagnetic superexchange becomes also in this sys-
tem more important, yielding in MFA a maximum of TC at a strongly compressed
lattice constant.
Exact calculations of TC by Monte Carlo simulations show a somehow dif-
ferent behavior. In both systems the critical temperatures stay relatively constant
in a large volume interval. This is related to the fact, that the nearest neighbor
coupling, being particularly strong for the superexchange, are not relevant for TC
due to the percolation effect.
From application point of view the basic problems of DMS are the low Curie
temperatures. Curie temperatures well above room temperature are necessary,
but the record in III–V DMS is 170 K for (Ga,Mn)As. Due to the problems
arising from the percolation effect, higher Curie temperatures are only feasible if
the concentration of the magnetic impurities can be increased, which is limited
by the very low solubility of the impurities.
It is not clear if this bottleneck for applications can be overcome. One idea is
to try to increase the solubility by codoping. Basically this effect occurs already
in (Ga,Mn)As. At higher concentrations, i.e. 5-8 % Mn, a large number of Mn
atoms occupy interstitial sites, which as the same time leads to a decrease of the
formation energy of the substitution impurities. The interstitial Mn impurities
are dopants and kill the ferromagnetism. However by annealing at 200 K they
can be quantitatively removed from the sample, and then only a larger number
of substitutional Mn atoms remains. In this way the highest Curie temperature
of (Ga,Mn)As has been increases from 110 K to 170 K[3, 5, 6]. Thus the hope is
to find other electron dopants which increase the solubility and can later on be
removed by annealing.
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Another promising strategy is to make use of the instability of DMS. From
thermodynamic point of view most DMS systems are instable against phase sepa-
ration, i.e. they exhibit spinodal decomposition if the temperature is sufficiently
high [97, 98]. Thus they can only be produced by MBE or by ion implantation. If
during the growth or by annealing the temperature is sufficiently high, spinodal
decomposition and clustering will occur. Thus there seems to be an agreement
now that all reported high Curie temperatures for wide–band–gap DMS refer
to inhomogeneous DMS with magnetic inclusions exhibiting high Tc values or
with smaller or larger clusters with high blocking temperatures, but not to ho-
mogeneous DMS which have a very low Tc. Recent Monte Carlo simulations have
demonstrated an interesting variant of spinodal decomposition. If during MBE
the impurity diffusion only occurs in the ”hot” surface layer, then in this layer
small impurity clusters are formed, which are frozen when the next layer is depo-
sited. However the impurities in this next layer will be trapped by the clusters in
the subsurface layer, and in this way column–like nanostructures with high impu-
rity concentrations are formed, which are oriented perpendicular to the surface.
Due to the high impurity concentration, they have very high Curie- or blocking
temperatures and might be very useful for applications.
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