We consider the Dirichlet Laplacian associated with B and prove that its eigenvalue counting function has an asymptotics
Introduction
Let D ⊂ R d (d ≥ 2) be an open bounded connected domain with piecewise smooth boundary, and let 0 < µ 2 1 < µ 2 2 ≤ µ 2 3 ≤ · · · ∞ be the eigenvalues (counted with multiplicity) of the Dirichlet Laplacian associated with D. Weyl [17] initiated the study of the asymptotic behavior of the eigenvalue counting function
In this paper we study the Euclidean ball B = {x ∈ R d : |x| < R} with R < ∞. It is well-known that where ω k = the volume of the unit ball in R k . See Ivrii [9] and Melrose [14] for results on more general manifolds with boundary. In dimension two, there are better bounds of R B (µ). The bound O(µ 2/3 ) was given in Kuznecov and Fedosov [12] and Colin de Verdière [3] , which was improved a little bit in [4] and recently to O(µ 131/208 (log µ) 18627/8320 ) in [5] . We guess that O (µ 1/2+ ) may be its true size.
The aim of this paper is to improve the bound (1.1) in all dimensions greater than two. .
For results on other interesting (planar) domains, see [10] for ellipses, [5] for annuli, [11] for domains of separable variables type, etc.
We follow the strategy used in Colin de Verdière [3] to prove Theorem 1.1first establish the correspondence between eigenvalues and certain lattice points and then count the number of lattice points instead. We notice that previously such a strategy was mainly used to study two dimensional domains like planar disks, annuli, etc. Our work below shows that it also works well for high dimensional domains. A new difficulty is that we need to count lattice points with different weights originated from the multiplicities of eigenvalues. We overcome it by decomposing this new lattice counting problem into finitely many standard lattice counting problems associated with domains of decreasing sizes.
An interesting weighted lattice point problem was recently studied in Iosevich and Wyman [8] for their study of the Weyl law for products of manifolds without boundary (e.g. spheres). The authors adjusted the standard method (of using oscillatory integrals and the Poisson summation formula) according to the weights. In particular, they mollify the product of the characteristic function of a ball and the homogeneous weight function and estimate the size of the Fourier transform of such a mollified product.
We remark that it is possible to improve the bound in Theorem 1.1 by applying the decoupling techniques in harmonic analysis. They are emerging powerful tools which have many applications especially in number theoretical problems. See for example the preprint [2] by Bourgain and Watt in which they proved (among others) improved estimates for the Dirichlet divisor and Gauss circle problems.
For functions f and g with g taking nonnegative real values, f g means |f |
Cg for some constant C. If f is nonnegative, f g means g f . The Landau notation f = O(g) is equivalent to f g. The notation f g means that f g and g f .
The rest of this paper is organized as follows. In Section 2 we provide approximations of zeros of the Bessel function of the first kind and nonnegative order. It generalizes the results in Colin de Verdière [3, Section 3] where the order of the Bessel function is assumed to be nonnegative integers. In Section 3 we deal with the aforementioned difficulty and prove that the eigenvalue counting problem can be indeed reduced to finitely many similar lattice counting problems. In Section 4 we resolve the latter problems to obtain the main theorem.
Zeros of the Bessel function J ν (x)
Throughout this paper we use
There are enormous literature on the theory of Bessel functions (including their asymptotics and zeros). See for example [16] and [1, Chapter 9 and 10] . For our study of Laplacian eigenvalues of balls we need the following two lemmas on asymptotics of the Bessel function of the first kind J ν . They can be easily proved by using the method of stationary phase or Olver's asymptotics of Bessel functions. 
Proof. When ν is a nonnegative integer, a proof is provided in the appendix of [5] . For real positive ν we recall the integral representation of J ν (x) for
We first study the integral Applying the method of stationary phase in a sufficiently small neighborhood of β yields the contribution
Applying integration by parts twice over the domain away from β yields the contribution of the real part
We next show that
Indeed, by using the Maclaurin series of sinh t and changing variables s
Therefore, by the mean value theorem, we get
Simplifying the right hand side with the gamma function yields a bound O((x + ν) −3 ). This proves (2.6). Finally, using (2.4), (2.5) and (2.6) we get the desired asymptotics.
where Ai denotes the Airy function of the first kind and
If we further assume that xg(ν/x) ≥ 1 then
For sufficiently large ν we will apply Olver's asymptotics
. It is easy to check that 0 < −ζ c 1 and
Using Ai(−r) = O(1) and Ai (−r) = O(r 1/4 ) (see [1, p.448-449] ), we readily get (2.8) . This proves the first part of the lemma. The asymptotics (2.9) follows directly from (2.7) and the well-known formula
Since we want to study the spectrum of the Dirichlet Laplacian, we only need to consider positive zeros of the Bessel function J ν . For nonnegative ν let us denote the kth positive (simple) zero of J ν by j ν,k . It is known that
Proposition 2.3. For any c > 0 and all sufficiently large ν the zeros, {j ν,k } ∞ k=1 , satisfy the following:
Proof. For any fixed c > 0 and any fixed sufficiently large ν we will use Lemma 2.1 and 2.2 to study zeros of J ν (x) in the interval (ν, π(K + 1 2 ν + 1 2 )) for integer K → ∞. In view of those asymptotics, we need to study the function h ν (x) := xg(ν/x) which is mapping from (ν, π(K + 1 2 ν + 1 2 )) onto (0, K+ 1 2 +O ν ((K+ν) −1 )), continuous and strictly increasing. Hence for each
If ν is sufficiently large then for each 1 ≤ k ≤ K
This is a consequence of the asymptotics (2.2), (2.7) and (2.9). Heuristically (2.12) follows from the facts that the sine and Airy functions oscillate around zero, h ν is monotone, the error terms in the aforementioned asymptotics are small and the intervals (a ν,k , b ν,k ) are properly chosen (to contain zeros).
To prove (2.12) rigorously, we fix a sufficiently large constant C > 10 such that if h ν (x) > C then the error term O(h ν (x) −1 ) in (2.9) is less than 10 −10 . We only consider sufficiently large ν such that the error term O(x −1 ) in (2.2) is less than 10 −10 . If (2.13) h ν ((a ν,k , b ν,k )) = (k − 3/8, k) ⊂ (0, 2C]
we use (2.7) to prove (2.12), otherwise we use (2.2) and (2.9). In the former case when (2.13) holds, there are at most 2C choices of k. We denote by t k (k ∈ N) the kth zero of the equation Ai(−x) = 0. The results in [15, p.405] implies that t k is contained in the interval
Since the errors E ν (a ν,k ) and E ν (b ν,k ) in (2.7) are both of size O C (ν −3/4 ), if ν is sufficiently large then (2.12) follows easily. In the latter case when (2.13) fails, we must have h ν ((a ν,k , b ν,k )) ⊂ (C, ∞). Thus (2.12) follows immediately from (2.2) and (2.9) if we notice that
Let us now continue to prove the proposition. By the intermediate value theorem, (2.12) implies that there exists at least one zero of J ν in (a ν,k , b ν,k ) for each 1 ≤ k ≤ K. On the other hand as a consequence of the McMahon's expansion of large zeros of J ν
, there are exactly K zeros in the interval (ν, π(K + 1 2 ν + 1 2 )). Hence there exists one and only one zero in each (a ν,k , b ν,k ), i.e. j ν,k , satisfying
If j ν,k ≥ (1 + c)ν then (2.10) follows from (2.2), (2.14) and the bound j ν,k > » ν 2 + π 2 (k − 1/4) 2 (see McCann [13, p.102] ). If ν < j ν,k < (1 + c)ν and h ν (j ν,k ) > C then (2.9) together with (2.14) gives
This formula itself implies h ν (j ν,k ) k hence (2.11). If ν < j ν,k < (1 + c)ν and h ν (j ν,k ) ≤ C then 1 ≤ k < C + 1. Hence (2.11) follows trivially from (2.14).
Remark 2.4. The error terms in (2.10) and (2.11) are of course small when k is large. However they are quite small even when k is small. In fact the proof above implies that the error in (2.10) is less than 10 −10 while the one in (2.11) is less than 10 −10 if k ≥ C + 1 and 1/4 if 1 ≤ k < C + 1.
Proposition 2.5. For any V > 0 there exists a constant K > 0 such that if 0 ≤ ν ≤ V and k ≥ K then the zeros j ν,k satisfy
Proof. For any V > 0, if 0 ≤ ν ≤ V and k is sufficiently large then the McMahon's expansion ([1, p.371]) gives
Taylor's formula of g at 0 also gives
Combining the above two formulas gives (2.15 ).
Finally we are ready to prove the following approximations of zeros j ν,k .
The key point is that these approximations are good for essentially all (not just large) ν ≥ 0 and k ∈ N with relatively small errors! Let F : [0, ∞) × [0, ∞) \ {O} → R be the function homogeneous of degree 1 such that F ≡ 1 on the graph of g. In fact, F is the Minkowski functional of the domain D (the shaded area in Figure 2 .1 bounded by axes and the graph of g).
The graph of g 
If 0 ≤ ν ≤ N and k is sufficiently large then (2.16) holds with
Proof. Applying Proposition 2.3 with a small constant c (to be determined below) and all sufficiently large ν yields that
Since g(t)/t is strictly decreasing, if j ν,k < (1 + c)ν and ν is sufficiently large then
We choose c so small that the right hand side of (2.19) is less than c . Then combining Proposition 2.3 (with Remark 2.4), properties of F and the mean value theorem yields the bound in (2.17) when j ν,k < (1 + c)ν. The same argument proves (2.17) when j ν,k ≥ (1 + c)ν if we note that
The desired result for "small" ν's follows similarly from Proposition 2.5 and the mean value theorem.
Spectrum counting to lattice counting
To study the eigenvalue counting function N B (µ), by a simple renormalization, we may assume B = B(0, 1) from now on. We search for bounds of . We observe that Theorem 2.6 roughly tells us that each x n,k ≤ µ corresponds to a point (n + d/2 − 1, k − 1/4) ∈ µD. We also observe that the multiplicity m d n is strictly increasing in n. These motivate the following definitions. For l ∈ Z + , Then
It is easy to observe that the summands in the above two sums are equal to zero if l ≥ µ − d−2 2 , and that 
Proof. In the following argument max{n, k} is implicitly assumed to be sufficiently large. This treatment will add an O(1) error to the desired inequality. Define ν = n + d/2 − 1 for short and for k ∈ N Hence N l (µ) and N l (µ) are sums of (3.4) and (3.5) respectively over integer 1 ≤ k < µ. Using Theorem 2.6 and properties of F yields
We have the following bounds, summing which over k yields the desired inequality. We prove these bounds by estimating the size of (3.6). Note that the definitions of (3.4) and (3.5) ensure that we only need to consider ν ≤ µ. Hence . We give a sketch in the appendix.
We observe that the bound O(µ 131/208 (log µ) 18627/8320 ) may be improved for large l's. This is particularly clear as l → µ − d/2 + 1 when the two main terms in (4.1) are much smaller than the error. However, since we are not able to essentially improve the bound for (say) l < µ/2, improvements for large l's do not lead to a better remainder estimate in the following theorem. Hence we are satisfied with the current form of (4.1). To verify this asymptotics we apply to the left side that for l ≥ 1
where R l = 0 if d = 3, 4, 5 and R l = O(l d−5 ) if d ≥ 6, and that m d 1 −m d −1 = 1. Hence the left side of (4.2) is equal to 
Here the branches are chosen so that ζ is real when z is positive. Ai denotes the Airy function of the first kind. For the definitions and sizes of the coefficients a k (ζ)'s and b k (ζ)'s see [1, p.368-369] . In particular a 0 (ζ) = 1 and b 0 (ζ) is bounded. and N = M Summing this bound over j finishes the proof.
