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Mobile solutions to scan documents are evolving every day to render the scanning 
experience more ubiquitous and improve the ease of access and handling of printed material by 
users. Making this experience more accessible to the user while preserving image quality is a 
challenging problem. This proposal focuses on simple use cases such as scanning a document 
while holding it, removing glare or shadows, which are common issues for mobile scanning. We 
propose a new pipeline to detect these extraneous elements that is integrated with traditional 
Computer Vision algorithms to replace these elements with an estimated continuation of the 
document’s background. In addition to a probabilistic approach to clean the image, we also 
describe how user interaction can be explored to get the best results for a given image, as well 
as incrementally improving the quality of the underlying machine learning model. 
As shown in Figure 1, the proposed pipeline comprises several steps: First, image 
segmentation is performed to separate background from the foreground of the document, and 
break the latter into adjacent, non-overlapping regions (segments). Then, a number of regions is 
selected for removal, based on predefined criteria, such as whether it is sized appropriately, and 
whether it spans document margins. These pre-selected regions are then forwarded to further 
discrimination by an image classifier, which has been trained to infer if each region should be 
removed or not. Finally, for every region marked for removal, an image completion step is 
responsible for extending the background surface to fill the space left by removed regions. 
 
Segmentation: The process of segmentation, here, is used to separate background from 
foreground. Moreover, the foreground is split into different adjacent regions, so each individual 
region can be processed as either content or non-content. There are several approaches for 
segmentation, as this problem has widespread applications in Computer Vision. We then use a 
Watershed-based algorithm for background segmentation and a second pass with SLIC 
superpixels to identify candidate objects to remove. 
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Figure 1: Full pipeline of the proposed solution 
 
Screening candidate regions: As a large number of regions may be generated from any 
given image, a set of predefined constraints can be applied to filter candidate regions to be 
removed and avoid unnecessary operations during the classification step. Any number of arbitrary 
constraints can be used in this step, according to the type of obtrusions to be considered for a 
particular application. Implemented heuristics consider the size, aspect ratio and proximity to the 
borders and other regions into account. For example, if we are removing regions containing 
fingers/thumbs holding the page, only regions connected to the border of the page and within a 
certain threshold of size should be considered. 
Classification of removable objects: For each foreground region identified, a statistical 
classification model can be trained to identify whether such region represents actual content or if 
it should be removed. The approach we consider here for solving this problem is by training a 
Convolutional Neural Network (CNN) model, which takes an image as input and produces a 
probability that an image belongs to one of a set of predefined classes. We have currently 
implemented a finger classifier, but any number of other classes may be included, allowing for 
other classes to be considered in the future (e. g., stains, paper clips and others). 
Selecting areas to remove: One important aspect of using the proposed classifier is in 
the probabilistic nature of the result. The models do not give an absolute answer, but rather a 
probability for each output. Therefore, to improve the user experience and the final result, our 
solution enables the user to ultimately decide if each element should be removed. For this 
purpose, we consider a display threshold (DT) and a removal threshold (RT). All elements that 
were classified as an obtrusion with confidence above DT are shown on an interface to the user, 
in such a way that it can be selected to be removed. If the confidence is higher than RT, it is 
shown as green, meaning that it is OK to be removed. Otherwise, the region is marked as red. 
The user can switch the color of the regions by clicking them. After this step, all regions marked 
as green will be removed. Whenever the user interface is not displayed (i. e., an automated 
approach is considered), all the regions above the RT will be removed. 
3






Figure 2: Screenshots throughout the process. Left: Preview of the scanned page. Center: Interface to 
select regions to be removed. Right: Final document with selected regions removed 
 
Object removal: In our implementation, the algorithm gathers the regions of the image 
marked as part of the background and builds an approximate image of the background as a whole. 
Having that, the algorithm can easily complete the removed regions by the approximated 
background, effectively erasing undesired elements from scanned documents. 
Improving the classification model: In addition to obtaining the best result for each 
individual document, our proposed user interface enables the classification model to be 
continually improved, as user feedback on what elements should actually be considered for 
removal is available. A training algorithm can use these labels to improve the model, making it 
more accurate with respect to the given example. When a considerable number of elements are 
given, this accuracy tends to be greatly improved and able to generalize to multiple documents. 
Conclusion: The proposed solution allows removing specific groups of undesired 
elements from a scanned image. Thanks to the use of a ML-based classifier to select the elements 
to be removed, it can be easily adapted to new classes of elements, by providing a set of 
examples to retrain the models 
Moreover, most of the process Is based on off-the-shelf techniques and algorithms, which 
ensures that it can be readily available to these products with high quality output - although the 
proposed gives the user the final say to the process, avoiding issues such as removal of important 
content. 
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