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Abstract
When semi-explicit dierential-algebraic equations are solved with implicit Runge{Kutta methods, the computational
eort is dominated by the cost of solving the nonlinear systems. That is why it is important to have good starting values
to begin the iterations. In this paper we study a type of starting algorithms, without additional computational cost, in the
case of index-1 DAE. The order of the starting values is dened, and by using DA-series and rooted trees we obtain
their general order conditions. If the RK satises some simplied assumptions, then the maximum order can be obtained.
c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we consider semi-explicit index-1 dierential algebraic systems of the form
y0 = f(y; z); y(x0) = y0;
0 = g(y; z); z(x0) = z0;
(1)
where f :Rm  Rn ! Rm and g :Rm  Rn ! Rn are suciently smooth functions, and gz(y; z) is
invertible in a neighbourhood of the solution of (1). These conditions imply that (1) is an index-1
DAE. Furthermore, we assume that the initial values are consistent, i.e., they verify the algebraic
equation g(y0; z0) = 0.
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If we solve numerically with an s-stage IRK method (A; b), then the numerical solution, after
n+ 1 steps, can be written as
yn+1 = yn + h(bt ⊗ Im)f(Yn+1; Zn+1); zn+1 = R(1)zn + (btA−1 ⊗ In)Zn+1;
where R(1) = 1 − btA−1e is the stability constant, Yn+1 = (Y tn+1;1; : : : ; Y tn+1; s)t, and in a similar
way Zn+1; f(Yn+1; Zn+1) = [f(Yn+1;1; Zn+1;1)t; : : : ; f(Yn+1; s; Zn+1; s)t]
t; e = (1; : : : ; 1)t and ⊗ denotes the
Kronecker product. If the RK matrix A is not invertible, it is possible to obtain the numerical
solution for the algebraic variable zn+1 with other approaches [7, p. 16]. Previously, in each step,
we have to obtain the internal stage vectors Yn+1 and Zn+1 through the resolution of the nonlinear
system
Yn+1 = e ⊗ yn + h(A⊗ Im)f(Yn+1; Zn+1); (2)
0 = g(Yn+1; Zn+1); (3)
where g(Yn+1; Zn+1) = [g(Yn+1;1; Zn+1;1)t; : : : ; g(Yn+1; s; Zn+1; s)t]
t. Usually, the nonlinear system (2), (3)
is solved by means of some iterative scheme [1,2,4,5]. We have to start the iterations with values
(Y (0)n+1; Z
(0)
n+1) as accurate as possible, because in other case, the number of iterations in each step may
be too high or even worse the convergence may fail.
In many ODE codes, such initial values are simply taken as Y (0)n+1 = e ⊗ yn, the trivial predictor.
Some other starting algorithms can be used to get accurate starting values. Laburta [6] considers
Y (0)n+1 = e ⊗ yn−1 + h(L⊗ I)f(Yn); (4)
whereas in [8] Sand studies this kind of starting methods
Y (0)n+1 = b0 ⊗ yn−1 + (S ⊗ I)Yn: (5)
The coecients of L and b0 in (4), and S in (5) are determined by imposing the corresponding order
conditions. If the RK matrix A is invertible, then (4) is a particular case of (5), with S = LA−1.
Another way of getting initializers consists in extrapolating values from the previous step; this is
done, for example in the code Radau5 [1].
In this paper we study a kind of starting algorithms to obtain good initial values in the case of
index-1 DAE. Method (4) can not be used for the index-1 problem (1), but we can do a natural
extension of (5). We are going to assume that we have just given a step xn−1
h! xn from the consistent
initial values (yn−1; zn−1), we have calculated the numerical solution (yn; zn) at xn, as well as the
internal stages (Yn; Zn), and we are about to give another step xn
rh−! xn+1. We have to solve the
nonlinear system (2), (3) in (Yn+1; Zn+1) where we will consider the step rh instead of h to consider
the most general case of variable step. No matter which iterative scheme you use, we propose the
following type of starting algorithms:
Y (0)n+1 = b0 ⊗ yn−1 + (B⊗ Im)Yn; (6a)
Z (0)n+1 = c0 ⊗ zn−1 + (C ⊗ In)Zn: (6b)
The vectors b0 and c0, and the matrices B and C will be determined by imposing some order
conditions. Notice this type of initializers do not have additional computational cost. In the rst step
of the integration we have to use the trivial predictor Y (0)1 = e ⊗ y0 and Z (0)1 = e ⊗ z0.
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The rest of the paper is organized as follows. In Section 2 the order of the starting methods is
dened. By using the DA-series theory, we study the general order conditions and the maximum order
achieved when the RK method veries some simplifying assumption. In Section 3 the coecients for
the initializers of maximum order for the classic-RK are shown. In Section 4 we study initializers
by interpolation and extrapolation. Finally, in Section 5, we show the eciency of the proposed
predictors, comparing them with other predictors.
2. Order
Denition. We will say that the starting algorithm (6) has order (ry; rz) if these are the largest
integers which verify
kY (0)n+1 − Yn+1k= O(hry+1); kZ (0)n+1 − Zn+1k= O(hrz+1): (7)
We will try to determine the vectors b0; c0 and the matrix B; C so that these algorithms achieve
the maximum possible order in each variable. To obtain this we need the series for the initializers
(Y (0)n+1; Z
(0)
n+1) and for the internal stages (Yn+1; Zn+1). To get these expansions we will make use of
DA-series theory.
2.1. DA-series
We review the notation, denitions and some results of DA-series theory that we will need later.
For further details see [2,7]. DAT=DATy [DATz denotes the set of rooted trees with two type of
vertex, meagres and fat; [t1; : : : ; t; u1; : : : ; u]y denotes the tree which is obtained by joining the roots
of t1; : : : ; t; u1; : : : ; u to a meagre vertex; [t1; : : : ; t; u1; : : : ; u]z denotes the tree obtained by joining
the roots of t1; : : : ; t; u1; : : : ; u to a fat vertex. The order of a tree t 2 DATy, denoted by (t), is the
number of meagre vertices of that tree. It is possible to associate to each tree t 2 DATy (u 2 DATz)
an elementary dierential, denoted by F(t)(y; z)(G(u)(y; z)), of the Taylor expansion for Yn(Zn). A
labelled is introduced in the set DAT, and the number of possible labellings of t is denoted by (t).
Given two vectors u; v 2 R s; u  v denotes the product component by component. The following
result will allow us to write the internal stages of a RK as DA-series.
Theorem 2.1 (Roche [7]). Let us consider the RK method (2){(5) with consistent initial val-
ues (yn−1; zn−1); then the DA-series for the internal stages Yn = DAy(y; yn−1; zn−1) and Zn =
DAz(z; yn−1; zn−1) are
Yn =
X
t2DATy
(t)(y(t)⊗ F(t)(yn−1; zn−1)) h
(t)
(t)!
;
Zn =
X
u2DATz
(u)(z(u)⊗ G(u)(yn−1; zn−1)) h
(u)
(u)!
;
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where the coecients y(t) and z(u) are obtained recursively as follows:
y(;) = z(;) = e;
y() = c;
y(t) = (t)A
Y
i=1
y(ti) 
Y
j=1
z(uj) if t = [t1; : : : ; t; u1; : : : ; t]y;
z(u) =
Y
i=1
y(ti) 
Y
j=1
z(uj) if u= [t1; : : : ; t; u1; : : : ; t]z:
(8)
To obtain the DA-series for the initializers (Y (0)n+1; Z
(0)
n+1), we just have to use the previous theorem.
If we replace the internal stages (Yn; Zn) in (6) by the DA-series of the theorem we have the
DA-series for the initializers
Y (0)n+1 = b0 ⊗ yn−1 +
X
t2DATy
(t)(By(t)⊗ F(t)(yn−1; zn−1)) h
(t)
(t)!
; (9)
Z (0)n+1 = c0 ⊗ zn−1 +
X
u2DATz
(u)(Cz(u)⊗ G(u)(yn−1; zn−1)) h
(u)
(u)!
: (10)
It is more dicult to determine the DA-series corresponding to the internal stages of the second
step. If we apply the previous theorem directly, we obtain the series
Yn+1 = DAy(y; yn; zn); Zn+1 = DAz(z; yn; zn):
Observe that the elementary dierentials are evaluated in dierent points and consequently, we
can not compare these series with (9) and (10). In order to compare the series, we must write
(Yn+1; Zn+1) as DA-series with the elementary dierentials evaluated in the initial values (yn−1; zn−1).
In the following theorem these series are given.
Theorem 2.2. If we take two steps from the consistent initial values (yn−1; zn−1) to (yn+1; zn+1)
with the basic s-stages RK method (A; b); then the internal stages of the second step have the
following series:
Yn+1 =
X
t2DATy
(t)( y(t)⊗ F(t)(yn−1; zn−1))
h(t)
(t)!
; (11)
Zn+1 =
X
u2DATz
(u)( z(u)⊗ G(u)(yn−1; zn−1))
h(u)
(u)!
; (12)
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where the coecients y; z 2 R s are obtained through this recurrence
y(;) = z(;) = e;
y() = e + rc;
y(t) = (t)
2
4ebt Y
i=1
y(ti) 
Y
j=1
z(uj) + rA
Y
i=1
y(ti) 
Y
j=1
z(uj)
3
5
if t = [t1; : : : ; t; u1; : : : ; t]y;
z(u) =
Y
i=1
y(ti) 
Y
j=1
z(uj) if u= [t1; : : : ; t; u1; : : : ; t]z
(13)
and the coecients y and z are the same as the ones dened in (8).
Proof. Following the ideas in [6], we can consider (yn+1; zn+1) as the numerical solution obtained
integrating from (yn−1; zn−1) with the 2s-stages RK of tableaux
(14)
When considering two steps, the nonlinear system remains
~Y = ~e ⊗ yn−1 + h( ~A⊗ Im)f( ~Y ; ~Z);
0 = g( ~Y ; ~Z);
where we have denoted ~Y = (Y tn; Y
t
n+1)
t, and ~Z = (Z tn; Z
t
n+1)
t for the internal stages of the 2s-RK,
f( ~Y ; ~Z) = (f(Yn; Zn)t; f(Yn+1; Zn+1)t)t, and in a similar way g( ~Y ; ~Z), and ~e = (1; : : : ; 1)t 2 R2s.
Theorem 2.1 can now be applied to the 2s-RK of coecient ( ~A; ~b). That is how we obtain the
series of the internal stages ~Y = DAy( ~y; yn−1; zn−1) and ~Z = DAz( ~z; yn−1; zn−1),
~Y =
X
t2DATy
(t)( ~y(t)⊗ F(t)(yn−1; zn−1))
h(t)
(t)!
;
~Z =
X
u2DATz
(u)( ~z(u)⊗ G(u)(yn−1; zn−1))
h(u)
(u)!
;
where the coecients ~ 2 R2s are those given by Theorem 2.1 with matrix ~A.
To obtain the DA-series we are looking for, we just have to write the last s components of ~Y
and ~Z . These can be obtained by considering the last s components of ~ in each DA-series, which
we will denote as  2 R s.
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2.2. Order conditions
After obtaining the DA-series both of the initializers and of the internal stages, we can write the
order conditions for the starting algorithms.
Proposition 2.3. The proposed algorithm in (6a) reaches order ry for the dierential variable if
this is the largest integer which veries
b0 + Be = e;
By(t) = y(t) 8t 2 DATy with 16(t)6ry:
In the same way; algorithm (6b) reaches order rz for the algebraic variable if this is the largest
integer verifying
c0 + Ce = e;
Cz(u) = z(u) 8u 2 DATz with 16(u)6rz:
Proof. This result is obtained by comparing the coecients of the DA-series (9) and (11) for the
dierential variable, and (10) and (12) for the algebraic one.
2.3. Equivalent trees
To simplify the study of the order, we will now look at the trees of the sets DATy and DATz.
We will say that two trees t;  2 DATy (u; v 2 DATz) of the same order (t) = () ((u) = (v))
are equivalent if y(t) = y() (z(u) = z(v)). We will denote DATy= and DATz= the corre-
sponding quotient sets. The following result gives a characterization of the elements of DATy= and
DATz=. We have put the symbol } in [    ]} to indicate that the tree t may have a meagre or a fat
root.
Proposition 2.4. Consider the trees ta=[1; : : : ; ; v1; : : : ; v; u]} and tb=[1; : : : ; ; v1; : : : ; v; 1; : : : ;
%; 1; : : : ; &]} with u=[1; : : : ; %; 1; : : : ; &]z 2 DATz; then the trees a=[t1; : : : ; tr ; u1; : : : ; us; ta]} and
b= [t1; : : : ; tr ; u1; : : : ; us; tb]} are equivalent.
Proof. If a; b 2 DATy, according with (8) we have
y(a) = (a)A
2
4 rY
i=1
y(ti) 
sY
j=1
z(uj)  }(ta)
3
5
and
y(b) = (b)A
2
4 rY
i=1
y(ti) 
sY
j=1
z(uj)  }(tb)
3
5 :
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Obviously, (a) = (b), therefore to prove the result we just have to verify that }(ta) =}(tb). A
simple computation gives
}(ta) =
8>>>>>><
>>>>>>:
(ta)A
2
4 Y
i=1
y(i) 
Y
j=1
z(vj)  z(u)
3
5 if ta 2 DATy;
Y
i=1
y(i) 
Y
j=1
z(vj)  z(u) if ta 2 DATz
and
}(tb) =
8>>>>>><
>>>>>>:
(tb)A
2
4 Y
i=1
y(i) 
Y
j=1
z(vj) 
%Y
i=1
y(i) 
&Y
j=1
z(j)
3
5 if tb 2 DATy;
Y
i=1
y(i) 
Y
j=1
z(vj) 
%Y
i=1
y(i) 
&Y
j=1
z(j) if tb 2 DATz:
But as u=[1; : : : ; %; 1; : : : ; &]z, we have z(u)=
Q%
i=1 y(i) 
Q&
j=1 z(j), that proves that }(ta)=
}(tb). If a; b 2 DATz, a similar process gives the desired result.
From the above result, the fat vertices are absorbed by the rest, except at the root. Thus in the
set DATy=, the trees only have meagre vertices while the trees in DATz= have all the vertices
meagre, except the root one.
Proposition 2.5. For all ti; tj 2 DATy it holds that y(ti) = y(tj) implies y(ti) = y(tj). For all
ui; uj 2 DATz and z(ui) = z(uj) implies z(ui) = z(uj).
Proof. If y(ti) = y(tj) then ~y(ti) = ~y(tj) because the ~ coecients are dened by (8), in the
same way as the  coecients, but with matrix ~A. Now we just have to take into account that the
 coecients are the s-last components of the ~ coecients.
Therefore two equivalent trees from DATy or DATz produce the same order condition. To study
the possible order achieved by the starting algorithms in the dierential and algebraic variable,
we just have to verify the order conditions for the trees of DATy= and DATz=, respectively. In
the following Tables 1 and 2 we will see all the trees of these sets up to order 4. In each table we
have for each tree the coecient  given by Theorem 2.1 and, in the last column, the coecient
 given by Theorem 2.2, which we need to write the corresponding order condition. Notice that
there are more order conditions in the algebraic variable than in the dierential one. Notice too that
the trees in DATz of the type u = [t]z, only a branch in the root, verify z(u) = y(t). Thus, for
example, the trees t42 2 DATy and u412 2 DATz produce the same order condition, the former for
the dierential variable the latter for the algebraic one.
If the RK method veries any simplifying assumptions (15) and (16), then the number of con-
ditions to study to determine the order of the initializers can be reduced. The following result [6]
will allow us to reduce the number of conditions.
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Table 1
Trees of DATy= up to order 4
(t) t tree y(t) y(t)
1  c e + rc
2 t21 2Ac 2[ebtc + rA(e + rc)]
3 t31 6A2c 6[ebtAc + rAebtc + r2A2(e + rc)]
3 t32 3Ac2 3[ebtc2 + rA(e + rc)2]
4 t411 24A3c 24[ebtA2c + rAebtAc + r2A2ebtc + r3A3(e + rc)]
4 t412 12A2c2 12[ebtAc2 + rAebtc2 + r2A2(e + rc)2]
4 t42 8A[Ac:c] 8[ebt(Ac  c) + rA(btc(e + rc) + (rA(e + rc))  (e + rc))]
4 t43 4Ac3 4[ebtc3 + rA(e + rc)3]
Lemma 2.6. If an s-stage RK method with coecients (A; b) veries the simplifying assumptions
B(p): btck−1 =
1
k
; k = 1; : : : ; p; (15)
C(q): Ack−1 =
ck
k
; k = 1; : : : ; q; (16)
then the 2s-stage RK method (14) veries C(); with  the minimum between p and q.
This allows us to reduce the number of trees to be considered to determine the order of the starting
algorithms. If we assume the simplifying assumptions B(q) and C(q) up to q= s− 1, then the trees
in Table 1 are reduced to the tree  and the trees of height 1, namely ti; i−1; i = 2; : : : ; s. The trees
in Table 2 are reduced to the trees u1, the trees of height 1, namely ui; i; i = 2; : : : ; s, and the
tree us;1; s−1 of height 2. Observe that there is a unique tree of order s for the dierential variable
ts; s−1, while for the algebraic one there are two non-equivalent trees us; s and us;1; s−1.
2.4. Maximum order
In the following theorems we obtain the maximum order achieved by these type of starting
algorithms when the RK method veries some simplifying assumptions.
Theorem 2.7. Let us consider an s-stage nonconuent (i.e.; ci 6= cj 8i 6= j) IRK whose coecients
(A; b) verify simplifying assumptions B(p) and C(q) with p; q>s − 1. Then; for the starting
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Table 2
Trees of DATz= up to order 4
(u) u tree z(u) z(u)
1 u1 c e + rc
2 u22 c2 (e + rc)2
2 u21 2Ac 2[ebtc + rc + r2Ac]
3 u311 6A2c 6[ebtAc + rAebtc + r2A2(e + rc)]
3 u312 3Ac2 3[ebtc2 + rA(e + rc)2]
3 u32 2Ac  c 2[btc(e + rc) + rA(e + rc)  (e + rc)]
3 u33 c3 (e + rc)3
4 u421 4Ac Ac 4[ebtc + rc + r2Ac]2
4 u422 3Ac2  c 3[ebtc2  (e + rc) + rA(e + rc)2  (e + rc)]
4 u4211 6A2c  c 6[btAc(e + rc) + rAebtc  (e + rc) + r2A2(e + rc)  (e + rc)]
4 u43 2Ac  c2 2[btc(e + rc)2 + rA(e + rc)  (e + rc)2]
4 u44 c4 (e + rc)4
4 u4111 24A3c 24[ebtA2c + rAebtAc + r2A2ebtc + r3A3(e + rc)]
4 u4112 12A2c2 12[ebtAc2 + rAebtc2 + r2A2(e + rc)2]
4 u412 8A[Ac:c] 8[ebt(Ac  c) + rA(btc(e + rc) + (rA(e + rc))  (e + rc))]
4 u413 4Ac3 4[ebtc3 + rA(e + rc)3]
methods proposed in (6a) in the case of the dierential variable there is an s-parametric family
of starting algorithms with order s− 1.
If in addition 1 6= 0 with 1=et1V−1Acs−1 and V =(e; c; c2; : : : ; c s−1) the Vandermonde’s matrix;
then the maximum order attained is s and there exists a unique starting algorithm with order s.
Proof. To prove the rst result, we write the order conditions up to s− 1 as
B(e; c; c2; : : : ; c s−1) = (e − b0; e + rc; (e + rc)2; : : : ; (e + rc) s−1): (17)
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The Vandermonde’s matrix is invertible due to the fact that the RK method is nonconuent. If we
denote V =(e− b0; e+ rc; (e+ rc)2; : : : ; (e+ rc) s−1), then B= VV−1. We have determined the matrix
B in (6a) but not the vector b0, so we have an s-parametric family of initializers of order s− 1. We
assume order s− 1 and try to prove order s. To do so, we impose the s-order condition
BAc s−1 = ebtcs−1 + rA(e + rc) s−1 (18)
with B= VV−1. We rewrite the left-hand side of (18) as
VV−1Acs−1 = [(e; e + rc; : : : ; (e + rc) s−1)− (b0; 0; : : : ; 0)]V−1Acs−1:
Now, denoting
V  = (e; e + rc; : : : ; (e + rc) s−1) (19)
and = (1; : : : ; s)t = V−1Acs−1, (18) is
V − 1b0 = ebtcs−1 + rA(e + rc) s−1: (20)
If 1 6= 0, then b0 is unically determined by
b0 =
V − ebtcs−1 − rA(e + rc) s−1
1
:
If 1 = 0, then comparing coecients of r s in (20), we have Acs−1 = 0. Now from (18), expanding
A(e + rc) s−1 it follows that Ac j = 0; j = 0; : : : ; s − 1. But V = (e; c; c2; : : : ; c s−1) is invertible and
consequently A= 0. Therefore, if 1 = 0, it is not possible to get order s.
Finally, let us see that there can not be order s+ 1. If we consider the s+ 1 order condition
BAc s = ebtcs + rA(e + rc) s; (21)
comparing coecients of r s+1 in (21), we get Acs = 0. Now, from (21) and proceeding as above,
we obtain a contradiction.
Theorem 2.8. Let us consider a non-conuent s-stage IRK whose coecients (A; b) verify sim-
plifying assumptions B(p) and C(q) with p; q>s− 1. Then; for the starting methods proposed in
(6b) in the case of the algebraic variable there is an s-parametric family of starting algorithms
with order s− 1.
If in addition 1 6= 0 with 1 = et1V−1Acs−1; then the maximum order attained is q.
Proof. To prove the rst result, we proceed in a similar way it is done for the dierential variable
to obtain C = VV−1. We assume order s − 1 and try to prove order s. Now there are two trees of
order s which give the conditions
CAcs−1 = ebtcs−1 + rA(e + rc) s−1; (22)
Ccs = (e + rc) s: (23)
Working with order condition (22) we have like in Theorem 2.7 the c0 coecient
c0 = (V − ebtcs−1 − rA(e + rc) s−1)=1 (24)
if 1 6= 0. If 1 = 0, order s is not possible like in previous theorem. We have to distinguish two
cases.
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If q = s the order conditions (22){(23) are equivalent in this case, so we have order s. In
order to prove there cannot be order s + 1 we just have to consider the s + 1 order condition
CAcs = ebtcs + rA(e + rc) s. As B= C, this is exactly (18) and we get the same contradiction.
If q = s − 1 we are going to prove that (23) is impossible to be satised. With the help of the
matrix V  in (19), we rewrite (23) as
V  − 1c0 = (e + rc) s (25)
with  = V−1cs and 1 = et1. If 1 = 0, comparing coecients of r
s in (25) we have cs = 0, and
hence order s is not possible. If 1 6= 0, from (25) we get c0 = (V  − (e + rc) s)=1 and equating
this expression to (24), and comparing coecients of r s, we have
Acs−1 =
1
1
cs: (26)
Putting this expression in (22) and taking into account (23), we get (1=1)(e + rc) s = ebtcs−1 +
rA(e+ rc) s−1. Comparing again the coecients of r s−1, and using simplifying assumption C(s− 1)
we have
1
1
sc s−1 = (s− 1)Acs−2 = cs−1:
Consequently 1 = s1, but inserting this expression in (26) we get C(s), that is a contradiction.
Proposition 2.9. If c1 = 0 and et1Ac
s−1 = 0 then 1 = 0.
Proof. As c1 = 0, et1 = (1; 0; : : : ; 0) is the rst row of V , and consequently e
t
1V
−1 = et1. Thus
1 = et1V
−1Acs−1 = et1Ac
s−1 = 0:
Corollary 2.10. For LobattoIIIA method it holds that 1 = 0.
Proof. LobattoIIIA method satises C(s) and c1 = 0 and therefore et1Ac
s−1 = 0.
Consequently, there is no starting algorithm of order s in this case, neither for the dierential
variable nor for the algebraic one.
3. Starting algorithms for classic-RK
Next, we show the starting algorithms for the classic-RK methods in the cases of two stages. The
coecients bij and cij of the s-parametric family of order s − 1 are shown in each case, and, if
exists, the coecients b0i and c0i of the initializer of order s are shown too.
Gauss: (B(4); C(2)) The 2-parametric family with order 1 is given by
B= C =
0
BBB@
1−p3− b01 −
p
3b01 + r −
p
3r
2
1 +
p
3− b01 +
p
3b01 − r +
p
3r
2
1−p3− b02 −
p
3b02 − r −
p
3r
2
1 +
p
3− b02 +
p
3b02 + r +
p
3r
2
1
CCCA :
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The maximum order, 2, is achieved for
b0 = c0 = ((−1− r)(−1 + (−2 +
p
3)r); (1 + r)(1 + (2 +
p
3)r))t:
RadauIA: (B(3); C(1)) The 2-parametric family with order 1 is given by
B= C =
 − 12 − b01 32
− 12 − b02 − r 32 + r
!
:
The maximum order, 2 for the dierential variable, is achieved for b0 = (−r2; 13r(4 + 5r))t. There is
not an initializer of order 2 for the algebraic variable in this case.
RadauIIA: (B(3); C(2)) The 2-parametric family with order 1 is given by
B= C =
0
BB@
−3b01 − r
2
2 + b01 + r
2
−3(b02 + r)
2
2 + b02 + 3r
2
1
CCA :
The maximum order, 2, is achieved for b0 = c0 = (r(2 + r)=3; r(2 + 3r))t.
LobattoIIIA: (B(2); C(2)) The 2-parametric family with order 1 is given by
B= C =
 −b01 1
−r − b02 1 + r

:
There is not an order 2 algorithm in this case, neither for the dierential variable nor for the algebraic
one. In this case the coecient 1 in Theorems (2:7) and (2:8) is equal to zero.
LobattoIIIC: (B(2); C(1)) The 2-parametric family of order 1 coincides in the cases of LobattoIIIA
and LobattoIIIC. However, in the former there is not an initializer of order 2 for the dierential
variable whereas in the latter the maximum order, 2, is achieved for b0 = (−r 2; r 2)t. There is not an
initializer of order 2 for the algebraic variable in this case.
4. Initializers by interpolation and extrapolation
Another way of getting starting values consists in interpolating and extrapolating. We can use the
same ideas as in [1, p. 133] for ordinary dierential equations. Thus, for the index-1 problem, the
interpolation polynomial u(x) is determined by u(xn−1) = yn−1, u(xn−1 + cih) = Yn; i, i= 1; : : : ; s, and
in a similar way for v(x). Once we have built the interpolation polynomial, we get the initializers
for the internal stages of the next step extrapolating
Y (0)n+1; i = u(xn−1 + (1 + rci)h); Z
(0)
n+1; i = v(xn−1 + (1 + rci)h): (27)
This way of getting starting values is a particular case of methods dened in (6). The vectors b0,
c0 and the matrix B and C in (6) are given now by
b0i = c0i =
sY
k=1
(1 + cir − ck)
−ck ; bij = cij =
(1 + cir)
cj
sY
k=1
k 6=j
(1 + cir − ck)
cj − ck :
In the following result we study the order of these starting values.
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Proposition 4.1. Consider a nonconuent IRK method with coecients ci 6= 0; i = 1; : : : ; s. Then
kY (0)n+1; i − Yn+1; ik= O(hq+1); kZ (0)n+1; i − Zn+1; ik= O(hq+1); (28)
where Y (0)n+1; i ; Z
(0)
n+1; i are the initializers by interpolation and extrapolation.
Proof. If the RK is nonconuent and ci 6= 0, then the interpolation error is O(hs+1). If we take into
account that condition C(q) implies
Yn; i − y(xn−1 + cih) = O(hq+1); Zn; i − z(xn−1 + cih) = O(hq+1);
we get (28) for q6s.
Some implicit RK can be built up from the idea of collocation for ordinary dierential equations.
This idea can be extended to algebraic-dierential equations. Thus, for the index-1 problem, a non-
conuent s-IRK of order s is a collocation method if and only if the simplifying assumption C(s)
is veried. By Proposition 4.1 the initializers of type (27) reach order s. Now by Theorems 2.7 and
2.8, the initializers obtained by interpolating and extrapolating are the only maximal initializer.
If the RK method is not a collocation one, we have the condition C(q) with q<s. For example
RadauIA and LobattoIIIC satisfy only C(s − 1). By Proposition 4.1 interpolating and extrapolating
we obtain starting algorithms of order q for both variables. Using the optimum of the type of starting
algorithms studied in this work, we can achieve one better of order q+1 for the dierential variable.
Example. We consider the case of LobattoIIIC with two stages. The starting algorithm (27) for the
dierential variable is of order 1; for r = 1 it is given by
Y (0)n+1 =

0
−1

yn−1 +

0 1
0 2

Y (0)n :
5. Numerical experiments
For collocation methods, the collocation polynomial gives the only maximal predictor. Conse-
quently, to try out the initializers studied in this paper we have to use a method which does not ver-
ify the C(s) condition. For the testing and verication of predictors, we use the method SDIRK(3)4
[1] with dierent type of initializers. As the method consists of ve stages, there exists a b0-family
of predictors of order 2. We have considered the same family of initializers for the dierential and
for the algebraic variable and, from this family, we have called HR to the initializer which veries
b0 = 0, that is to say, we do not use yn−1. We have run the code with the following predictors:
Trivial: set Y (0)n+1; i = yn, i = 1; : : : ; s . In the gures it is represented by the long dashed line.
HW: the rst stage is initialized by the continuous extension of the method and the other ones
using information from the current step. It achieves only order 1 for the algebraic variable. For the
dierential variable, the rst two stages achieve order 1, the third and the fourth order 2 and the
fth order 3. In the gures it is represented by the normal dashed line.
HR(5): the ve stages are initialized with HR. In the gures it is represented by the short dashed
line.
HR(3)+: the rst three stages are initialized with HR, whereas the fourth and the fth ones are
initialized with dierent predictors of order 2 based on the same ideas of this paper, but using
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Table 3
Total work in Amplier problem at loose tolerance, 10−3
Predictor Order (Y; Z) Steps Rej. steps f-eval. LU-fac. Iter.=stage CPU-time
Trivial (0,0) 1258 18 17139 1509 2.725 1.57
HW (1,1) 1284 0 15036 1725 2.342 1.47
HR(5) (2,2) 1146 4 14404 1394 2.514 1.38
HR(3)+ (2,2) 1097 10 11999 1261 2.188 1.18
Table 4
Total work in Amplier problem at strict tolerance, 10−9
Predictor Order (Y; Z) Steps Rej. steps f-eval. LU-fac. Iter.=stage CPU-time
Trivial (0,0) 38216 34 587949 27812 3.077 50.48
HW (1,1) 35623 41 434811 22743 2.441 39.22
HR(5) (2,2) 34553 45 361371 27416 2.092 34.80
HR(3)+ (2,2) 34251 45 341989 26670 1.997 32.88
Fig. 1.
information from the current step. For the fourth stage, in order to achieve order 2 for the algebraic
variable, we have to make use of the numerical solution yn. For the last stage we do not need to
use yn to get order 2. For details see [3]. In the gures it is represented by the solid line.
We have solved the transistor amplier problem [2] in the [0,0.2] interval. The problem is a sti
DAE of index 1 consisting of 8 equations. It is of the form My0=f(y) with M a matrix of rank 5.
We have run the code with dierent tolerances, from 10−2 to 10−9. The total work is shown in
Tables 3 and 4.
In Fig. 1 we have shown the CPU-times versus the achieved precision. In Fig. 2 we have nor-
malized so that CPU-times for HR(3)+ are 1. We can see how the initializer of order 2, HR(3)+,
reduces the CPU-time in some cases up to 20% with reference to HW. We believe that this dier-
ence is consequence of the order of the algebraic variable, 1 in HW and 2 in HR. The initializer
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Fig. 2.
Fig. 3.
Fig. 4.
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HR(3)+ is more ecient than HR(5), however the latter can be used in parallel implementation
whereas the former cannot because it uses information from the actual step.
In Figs. 3 and 4 we have shown the number of steps and the number of iterations per stage,
respectively, versus the achieved precision. It should be noted that the number of steps for the
dierent predictors is more or less the same, which indicates that the performance improvement is
due to using fewer Newton iterations per stage.
6. Conclusions
In this paper we have dealt with a kind of starting algorithms taking information only from the
last integration step. This way of getting starting values may improve the process of interpolation
and extrapolation. It is possible to consider numerical information not only from the last step but
also from the previous ones. This will allow us to consider a more general kind of starting methods,
the multistep starting algorithms, and get more accurate starting values to initialize the iterative
schemes. Results will be given in a future paper. These ideas can also be extended to higher index
semi-explicit DAE.
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