Abstract
Introduction
Static program slicing was coined in its original form in international level already well over 25 years ago by Mark Weiser [1] . Slices are computed based on automated program analysis. Slicing is a theoretically very promising technique for providing automated support for many of the central software maintenance activities [2] such as program comprehension, debugging and impact analysis. Thereby, slicing has potential and a rather long history. The research field has had plenty of time to evolve and mature, and indeed, there are hundreds of peer-reviewed international scientific papers published especially on the theory of slicing. The theory of different slicing variants is still studied very actively. Thereby, much effort obviously has been and most probably will be expended on studying slicing.
Despite these basically positive characteristics, slicing is still not widely applied in software industry, and most of the current tools are research prototypes with various limitations. Due to this controversial situation there is a clear need to survey and characterize the conducted constructive research, and to reveal issues which hinder progress in the area. It is also worthwhile to consider whether the research should be focused differently in the future to increase its cumulative effect and practical impact. This paper presents a literature survey focusing on the constructive scientific papers on dynamic program slicing as published in relevant scientific publication series with high international visibility. Since there is much research done on slicing, we focus in this paper on dynamic slicing in order to keep the task manageable. Dynamic slicing was coined by Bogdan Korel and Janusz Laski in the late 1980s [3] . The paper is structured as follows. Section 2 first provides a brief characterization of the history of program slicing. Section 3 describes our research approach -we have conducted a literature survey focusing on publication series with high visibility, 12 dynamic slicers which have been presented in those publication series, and 12 main aspects relevant to constructive slicing. Section 4 briefly introduces the slicers, which have been included into the survey. Section 5 presents the results in detail based on the described aspects. Section 6 relates the study to other relevant surveys and Section 7 provides discussion on the results. Finally, Section 8 concludes the paper.
Program slicing
Program slicers produce slices automatically by analyzing source code. For each slice to be formed the user of the slicer typically gives as an input the so-called slicing criterion. It is in its simplest form a user-selected variable occurrence (for example, variable x on line 100 in module main.c).
There are currently many variants of slicing. Four main characteristics are whether the slices are formed based purely on static information (static slicing), by using dynamic information (dynamic slicing), based on backward analysis (backward slicing) or forward analysis (forward slicing). These variants may be combined to produce static/dynamic backward slices, and static/dynamic forward slices.
Backward slicing is the traditional variant, and it is useful especially in debugging, as part of corrective maintenance. It produces a slice which contains the statements which have effect on the value of the slicing criterion. For example, Weiser's original algorithm [4] provides static backward slicing based on iterative solving of dataflow equations. Forward slicing, in turn, is useful especially in impact analysis. Forward slicing reveals the statements which are affected by a change in the value of the slicing criterion. Another way to classify program slicing techniques is by dividing the conducted research into static slicing and dynamic slicing. Since we are focusing on dynamic slicing in this paper, we will next clarify this distinction. It should be noted that both static and dynamic variants have their own strengths, weaknesses and typical application areas.
Static slicing
Static slicing is the traditional form of slicing. Static slicing is useful in providing a view of the overall behaviour of a program without focusing on any particular execution. Static slicing relies purely on the information which is available at compile-time of the program. Due to this static slices are conservative approximations. Therefore, static backward slicing produces a slice which contains the statements which may have effect on the slicing criterion. In this sense similar logic applies also to static forward slicing.
Slicers apply many kinds of graphs which have established acronyms. These and other acronyms as used in this paper are listed in Appendix 1. The currently clearly most sophisticated and versatile slicer is CodeSurfer [5] which has strong and efficient PDG-based [6] features for both backward and forward slicing as developed by GrammaTech, Inc. (http://www.grammatech.com/ products/codesurfer/ overview.htmlbased). Most notably, the use of PDGs as auxiliary data-structures enables forming slices based on efficient graph reachability algorithms. However, CodeSurfer has been and still is only a positive exception in commercial sense in the slicing tool front. The main limitation of CodeSurfer is that it focuses solely on static slicing.
Dynamic slicing
Dynamic slicing was introduced and made known in the late 1980s and early 1990s by Korel and Laski [3, 7] . Since then it has grown into an actively studied research field [8, 9, 10, 11, 12, 13] and is nowadays one of the cutting edges of program analysis.
Dynamic slices are more precise than static slices since they take into account also run-time information. Dynamic slicers typically focus on only one of the potential execution paths of the input program to form one slice. Due to this characteristic dynamic slicing suits especially well to support debugging and similar tasks; which require run-time information, based on dynamic backward slicing. Dynamic slicers typically do not deal with such slicing situations which are most problematic for static slicing due to the required potentially extreme processing time in case of conservative slicing analysis. Therefore, they avoid those problems. However, dynamic slicing requires handling and storing very great amounts of run-time information, which necessitates large available central memory, and wisely selected data structures for smooth operation.
Research method
This section describes the applied research method and research process. Brereton et al. [14] suggest conducting systematic literature reviews in the general context of software engineering. The systematic nature of the research process is generally important for transparency and for being able to be aware of the potential risks biasing the research setting.
We feel that that model is one of the best for supporting the organization of literature reviews and surveys in that general area. It provides a very detailed process model for conducting research. One of the authors of this paper has also earlier applied that model successfully in another context [15] . However, the use of the model is also rather elaborate and reporting surveys according to the model may take too much space as concise journal articles.
Therefore, we will apply the model here only as a general organizing framework for conducting our survey. Consequently, we do not claim that this survey would be an exercise of strictly following all the details of the model. The guidelines had to be somewhat adapted to our context, because our research question differed from the typical evidence-based research setting, which is the main traditional focus area of applying that model. The adaptation has mainly meant simply putting emphasis on the suggested research activities based on their actual relevance in this context.
Plan review
This main phase incorporates; most importantly: 1) specification of the research questions, and 2) developing and 3) validating a review protocol.
As noted in the introduction, since there are hundreds of scientific articles published on program slicing, we decided to focus in this article specifically on constructive dynamic slicing. We wanted to systematically study and characterize the area of constructive dynamic slicing research and to find out possible reasons to the relatively slow progress in the area. The final revised research question was: What characteristics of the research; as conducted earlier, are likely obstacles to scientific progress and practical impact of the research in the selected area? The review protocol guides conducting the research in a systematic fashion. There were two team members; the authors of this paper, participating to the survey. The senior-member of the team (i.e. Koskinen) developed the initial protocol. Both team members had their own roles and they cross-read Constructive Dynamic Program Slicing Research Jaakko Korpi, Jussi Koskinen the outcomes produced by each other as an internal quality check. In order to be able to answer to the posed research question we decided to gather information on the main aspects of constructive dynamic slicers as identified in our earlier studies in the area [16, 17, 18] . We aimed at systematically collecting specific information regarding each slicer to be included into the study related to a versatile set of relevant aspects. We used a special data extraction form to systematically write down the gathered information. The data extraction form was based on the issues which are often mentioned in slicing and program analysis literature. The final data extraction form is presented in Table 1 .
The first analyzed aspect is labeled as 0 to match with the structure of the oncoming sections. The contents of the aspect 0 will be presented separately in Section 4 as a general introduction to identified slicers, and the remaining main aspects 1-11 in Section 5 as the main results. Additionally, we gathered information of the problems as identified in the articles as such related to all these aspects. It should be noted that for all of the slicers all this information was not available. Therefore, we gathered the available information, and later focused on reporting results on those aspects of which we had sufficient information. For the assessment of the quality of the studies we decided to rely on the high level of the publication series to be included in the survey at the first place. We decided to cover all the relevant articles in the publication forums to be selected to form a complete view of the research in those series.
The validation of the protocol is an internal task of the research team. The review protocol is instrumental in gradually increasing the systematic nature of the survey and by aiming at quality control.
Conduct review
This main phase included many activities. The first and the most important one was identification of the relevant research. After that followed the subphases of: 1) selecting primary studies, 2) assessing study quality, 3) extracting the required data, and 4) synthesizing the data.
Due to the relatively great potential extent of the survey identifying relevant research was the most elaborate and in that sense a very important subphase. The initial core of the articles to be covered was based on our earlier expertise on the area, including a comparison of reverse engineering tools, including some of the major slicers [16] , and our own static slicer called GRACE for both backward and forward slicing of Visual Basic [17] and GRACE-J for slicing Java [18] . It soon became obvious that there is too much material to be included into the survey, if we do not somehow limit the number of the included sources or their intended scope.
There were 365 identified scientific journals in the general area of computer science (computing) having an impact factor and being acknowledged by ISI Web of Knowledge [19] . ISI-classification included 82 software engineering journals. However, despite this large amount, there are less journals dedicated to the core of software engineering; as defined e.g. in SWEBOK [20] , and being relevant to program slicing. There are hundreds of scientific conferences [21] in the general area of computer science. DBLP listed over 1,100 annual conferences. There are also many conferences specializing to different aspects of software engineering of which many were potentially relevant to program slicing.
Due to these reasons, we decided to conduct; as suggested by [14] , a systematic pre-review for getting a general impression of the volume of the conducted research and published relevant articles. The pre-review first focused on IEEE Xplore [22] and ACM Digital Library [23], since IEEE Computer Society (later denoted shortly as IEEE) and ACM Press (later denoted as ACM) are the two most important sources of scientific information on software engineering.
Later the pre-review was extended to cover also the other central software engineering journals of other publishers. The pre-review gradually focused on the main software engineering journals on the basis of having relatively high impact factors as determined by [19] and being relevant to slicing.
The covered time period was 1981-2006. We first studied the titles of each potential article and then if the title suggested relevance to slicing, the abstract. If the abstract confirmed the relevance then the article was included into the set of selected ones. The pre-reviews revealed 357 articles relevant to the general area of program slicing; 142 of these articles were published by IEEE, 125 by ACM, 54 by Springer, 20 by Wiley, and 16 by Elsevier. There were 79 journal articles and 278 conference articles. The distribution of the articles among the publication series is presented in more detail in Appendix 2.
Journals typically have significantly greater average impact on the research community than conferences. It is also quite common that an extended or enhanced version of an important article published earlier in some conference will later appear in some journal. In these cases it suffices to cover the later journal version in a survey to form a representative view of the covered research themes. Due to these reasons, and the otherwise too great amount of the potentially included studies, we next decided to focus primarily on the identified main journals. Although, that there were almost 80 identified journal articles on slicing, only very few of them focused on constructive aspects. Therefore, we next decided to additionally include such conference articles which were published either by ACM or IEEE or having been cited as important sources in the articles identified earlier. The process of the actual review was similar to the pre-review but delving deeper into the details of the articles.
In the second subphase we went through all the selected publication series during the selected time period. First we used the available bibliographic information of the articles, titles and abstracts, to identify and list the relevant ones. Then full versions of the initially selected articles were purchased and read. Generally abstracts sufficed as a basis for selecting the primary studies. Since journal articles have highest average visibility, the relatively rare existing journal articles obviously were primary studies.
Assessing the quality of the primary studies can be used as an additional criterion for their exclusion [14] . We clearly aimed at focusing on the articles with high visibility. Therefore, e.g. journal article versions were favored instead of the conference article versions in case that there were both. One notable exception to this rule was [24] which was included into the survey instead of the later [25] since the year 2008 was outside the scope of our survey.
The materials were analyzed in an internally uniform way. The needed data has been extracted along the process of reading the articles through. Their essential characteristics have been recorded according to the review protocol. Data extraction forms were used to increase reliability of the study.
After the previous subphases, we formed a synthesis of the characteristics of dynamic slicers for each studied aspect. Later we compared the synthetic results further to the results of other surveys.
Document review
This main phase simply consists of documenting the research process, and writing, and validating the actual research report based on the data gathered and the process followed in the earlier phases. This main section has described the made central decisions along the research process. The paper has aimed at covering the essential aspects of the research process and results reached related to the set research question. The following main sections will describe the actual results.
Dynamic slicers
We found 12 dynamic slicers [24, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36] . Additionally, there are some older tools including most notably SPYDER [37] , which are not included into this survey due to the paper size limitations. Each of the included slicers supports only one programming language (or its subset). We divided the slicers into three groups based on the supported language. The first group consists of four slicers supporting C, the second group of four slicers supporting Java, and the third group of four slicers supporting four other languages. We will cite to the slicers in a style (sX). This notation is used since many of the slicers do not have a name.
C-slicers
The C programming language is still very important in terms of maintenance and its support, since there exists millions of lines of legacy C code, which needs to be kept operational.
The paper by Samadzadeh and Wichaipanitch [26] presents C-Debug (s1) which is a tool for intraprocedural backward slicing and dicing of programs written in a subset of C. Dicing means comparing two or more slices by using slicing techniques. The tool is one of the earliest implementations of dynamic program slicing. Another strength is that the tool supports dicing. Obvious major weaknesses are that its language support is very limited (i.e. only a subset of C), and interprocedural slicing is not supported. The named main application area is supporting debugging.
The journal article by Venkatesh [27] presents SLICE (s2) which is an early classical PDG-based prototype tool for slicing C programs. The paper presents one of the first empirical comparisons of dif-ferent slicing methods. Another strength of the paper is that it presents support both for backward and forward slicing. As such it is the only slicer in this survey supporting forward slicing. The named application areas are supporting debugging and testing.
Beszedes et al. [28] presents an unnamed prototype tool (s3) for backward slicing of C programs. The tool is based on the earlier work by the same research group. The named main application area is noted only in general level as support for software maintenance.
Similarly, the paper by Zhang et al. [29] presents another later unnamed prototype tool (s4) for backward slicing of C programs. The application area is named somewhat more precisely as supporting debugging and fault localization.
Java-slicers
Due to its current and recent popularity Java is an important language to be supported by current and future slicers. Most of the identified tools are more modern than the slicers for C which were cited earlier; for example, they are all based on PDGs, whereas none of the C slicers used such technology.
Ishio et al. [30] presents an unnamed PDG-based prototype tool (s5) for backward slicing of Java programs. The speciality of the tool is using dependence-cache. The named main application area is supporting debugging, likewise as in many of these backward slicers.
The paper by Umemori et al. [31] presents another unnamed PDG-based prototype tool (s6) for backward slicing of Java programs. The speciality of the tool is combination of static and dynamic analysis features and analysis of control and data dependencies at bytecode level. These characteristics are clearly strengths of the tool enhancing both its versatility and effectiveness as compared to other tools. The intended application areas are not specified in the paper.
Wang and Roychoudhury [24] present a PDG-based prototype tool (JSlice) (s7) for backward slicing Java programs. The speciality of the tool is that it uses stored bytecode traces, based on a technique presented in [11] . The named possible application areas include supporting debugging, code optimization and code visualization. Wang and Roychoudhury have later published also a more extensive journal article [25] covering especially the theoretical background better.
Finally, the journal article by Mohapatra et al. [32] presents DSDJ (Dynamic Slicer for Distributed Java programs) which is a PDG-based tool (s8) for backward slicing programs written in a subset of Java. The speciality of the tool is that it allows slicing distributed object-oriented programs. Main application areas are supporting program comprehension and software maintenance.
Other slicers
The paper by Nishimatsu et al. [33] presents Osaka Slicing System which is a PDG-based research prototype (s9) for backward slicing programs written in a subset of Pascal. The speciality of the tool is the so-called call-mark slicing, which adds lightweight dynamic information to static slicing. The named application areas are supporting debugging and software maintenance. As the technique suggests, the tool provides also static slicing. A weakness is that a subset of Pascal as the only supported language means that the use of the tool; in its present form, remains only as an academic exercise.
The paper by Sward and Chamillard [34] presents AdaSlicer which is a tool (s10) for backward slicing Ada programs. The speciality of the tool is support for Ada. Focusing merely on Ada; which is not widely used in mainstream software industry, can be viewed as a weakness. On the other hand, the stated main application area is supporting reengineering, and especially conversion of (Ada) legacy systems to object-oriented ones, which motivates well the selection of Ada as the only supported language.
The paper by Wichaipanitch et al. [35] presents C++Debug which is a research prototype (s11) for backward slicing programs written in a subset of C++. An obvious strength is that it is the only tool supporting dynamic slicing of C++ programs, but only a subset of the language is supported. The named application area is debugging.
Finally, the paper by Zhang et al. [36] presents a prototype (s12) for intraprocedural backward slicing. The speciality of the tool is support for monadic slicing, which is one of the many specific slicing variants. Only slicing of programs written in a very simple language called SWhile is supported. The intended application areas are not specified in the paper. The tool provides also static slicing features, which can be seen as a strength, but the very limited language support makes the tool inapplicable to industrial contexts.
Results
This section presents the main results of the survey as organized according to the studied main aspects (which were described earlier in Table 1 ).
Publication forums
First of all, it is noteworthy that constructive articles are very rare in the area of program slicing. There were only 13 (3.6%) clearly constructive articles out of the total of 357 slicing articles which were identified during the pre-review. Further, there are only three published journal articles directly dealing with constructive slicing despite the fact that we focused in this survey to journal articles.
Those articles have been published in Software -Practice and Experience [37] (SPYDER), ACM Transactions on Programming Languages and Systems [27] (SLICE), and Journal of Systems and Software [32] (DSDJ). Other papers in this survey are all published as conference articles, except [36] which has appeared in the ACM SIGPLAN Notices. The conference articles have all been published either by IEEE or ACM. The papers which have appeared in the ICSE proceedings [24, 33] are available both through the IEEE's and ACM's digital libraries. The IEEE articles have appeared in CSMR [28] , SCAM [31] , IWPSE [30] , and ITCC [35] , and the ACM articles in CSC [26] , SigAda [34] , and AADE-BUG [29] . The used publication forums and their level were not emphasized as major problems in any of these articles. This may be due to the fact that even the conference articles have had a relatively good visibility inside the slicing research community since all of the included articles have been published either by IEEE or ACM.
Research groups
There are four research groups which have published either multiple articles or journal articles as included into this survey. These groups are as follows: 1) The Japanese research group around the Osaka University (many researchers; including Umemori, Ishio and Nishimatsu, having developed e.g. the Osaka Slicing System) [30, 31, 33] . 2) The research group having developed C-Debug and C++Debug in the Oklahoma State University [26, 35] . 3) The Indian research group having developed DSDJ [32] . 4) Venkatesh having developed SLICE at Bellcore [27] .
Additionally, there are five research groups which have each published one article included into this survey [24, 28, 29, 34, 36] . Consequently, there are altogether nine research groups. These latter five research groups are very unconnected to each other in terms of the number of co-authored international papers on slicing. However, this aspect as such was not listed as a major problem or a challenge in any of the articles.
Programming languages
Language support issues were already briefly noted earlier (Section 4). C is supported by the tools described in [28, 29] , by SLICE [27] , and C-Debug [26] ; which supports only a subset of the language. Java is supported by the tools described in [24, 30, 31] , and by DSDJ [32] ; which supports only a subset of the language. C++ is supported by C++Debug [35] , but only as a subset of the language. Ada is supported by AdaSlicer [34] . Pascal is supported by Osaka Slicing System [33] , but only as a language subset. Finally, [36] does not support any real programming language. Language support was noticed as a major concern, problem, challenge, or future research direction in most of the articles. Technical limitations of the implementations were noted related to analysis and slicing of structures, unions, variables, and user-defined types [26] , analysis of library calls [27] , correct slicing of the input stream [30] , input size limitations [35] , and analysis and slicing of unstructured control flow, objects, and pointers [36] .
All the slicers of this survey are limited to one programming language. Extensions of the language support as important future research directions were noted related to the full support of the language [32, 36] , support for object-oriented programs [28, 32, 36] , and support for concurrent programs [36] .
Slicing variants
Dynamic slicing focuses heavily on backward slicing, which is supported by all these tools. On the other hand, forward slicing is supported only by SLICE as described in [27] . Other specific slicing variants include dicing and chopping, but only dicing is supported by C-Debug [26] . The tools [31, 33, 36] provide also static slicing features. The article [27] listed many areas for future improvements, including: solving the problems of complicated source code level instrumentation, features for tracing, supporting full analysis of system calls, and supporting slicing of unstructured control flow; especially GO-TO-statements. Additionally, [33] mentioned; as a further research direction, using call-mark slicing to reduce the costs of slicing.
Maturity
There are no commercial level dynamic slicers. However, the support in terms of the completeness of the analysis is in average relatively good, since all the slicers included into the survey; except [26, 36] , provide full inter-procedural slicing analysis, which is absolutely necessary in industrial use. On the other hand; as noted earlier (Subsection 5.3), five of the tools [26, 32, 33, 35, 36] provide support only for a subset of the input language, which makes their effective industrial use nearly impossible.
Many of the articles recognize limitations of the developed slicers in terms of their maturity. Efficiency-problems were noted related to the analysis of dynamic data dependencies [31] , traversing the bytecode trace multiple times [24] , code optimization [24] , and improvements for the multiple slicing requests [24] . Another significant category was memory problems; related to optimizing; e.g. by reducing the overhead of tracing [27] , DDG-based slicing [28] , time and memory usage [29] , memory usage related to EDDGs [24] , general memory usage [33] , and disk space usage [35] .
Almost all of the slicers paid serious attention to the memory problems, but there are also other related concerns. For example, in [31] a customized Java virtual machine is used to run the input programs partly for memory usage reasons. Production use, however, would require much in terms of the reliability of the used virtual machine. In industrial context another often emerging problem is dealing with distributed programs. Related memory requirements were analyzed in [32] .
Other areas for improvements for commercial use included upscaling to support slicing of large programs [28] , problems in analyzing on-line input programs reliably, and problems and inconveniences related to the required preparations, instrumentations, and input code modifications which often are required to enable using dynamic slicers effectively.
Data storage forms
Slicers use various internal data structures and representations. These representations are used to enable systematic data storage and efficient program analyses. PDG is clearly one of the most noteworthy of these representations, since it is useful especially in alleviating the central traditional efficiency problems of slicing. Efficiency and memory problems which are often partly due to the used data storage forms were earlier noted (Subsection 5.5).
PDGs or closely similar representational forms are applied in seven slicers [24, 27, 29, 30, 31, 32, 33] whereas the remaining five slicers [26, 28, 34, 35, 36] do not use actual PDGs.
In addition to PDGs also many other data storage forms were used in the tools. The used internal data structures were not described in detail in [28] . The information stored in [29] includes static control dependencies, potential dependencies (which are needed for full slicing), and information of the program's execution (which is stored into roBDDs). The information needed in [27] is stored into the execution trace and DYDG. The tool presented in [26] stores control flow information, tracing information and other internal data in an unspecified storage form.
The tool [30] handles dynamic information collected during the execution of the input program and static information which is stored into PDG. In [24] graphs called EDDG and ESPDG are created. EDDG includes a dummy node for each branch of the used bytecode and potential dependencies. ESPDG includes control-, data-, and conditional dependencies. In [31] the needed intermediary information is stored into bytecode and PDG. The main internal data storages of [32] are DCFG, DPDG and the instrumented source code.
In C++Debug [35] a database contains a symbol table, list of reserved words, list of basic and other types, identifier information, and scope information. Some of the information needed in slicing is stored into the modified program and execution trajectory of the input program. In [34] ASIS is the central used interface facilitating retrieval of semantic information about the program.
In Osaka Slicing System [33] data is stored into so-called Abstracted Source Program (which resembles ASTs), PDG, DYDGs, CEDs for each statement; s, including call statements of such subroutines which cause s to be executed, and set of marked call statements (CM), containing a mark for each executed call. Finally, the tool presented in [36] operates mainly on the abstract syntax of the program to reduce the need for huge intermediary data structures; such as PDGs. The information needed for slicing includes semantic descriptions of the analyzed program.
Implementation tools
Implementation tools are generally poorly described in the papers. Many of the papers [24, 26, 27, 28, 31, 34] do not specify them at all. Mentioned programming languages are mostly related to Java or C; for example, C is used in [29, 33] . Multiple implementation tools are also applied in many cases, for example: Java (for the slicer), JLEX (for the lexical analyzer) and JYACC (for the parser and semantic analyzer) in case of [32] . Java and AspectJ are applied in case of [30] . C++ (for the slicer and dicer), Flex (for the scanner) and Bison (for the parser) are applied in case of [35] , and Haskell in [36] . The possibly used or integrated external auxiliary programs were mentioned already earlier (Section 4).
Information requests
Slicing criterion is the main input from the tool user prior to forming the slice in the current tools. Ideally, the slicer would provide much freedom to the user to specify his or her information requests and provide the corresponding results. Traditionally the slicing criterion has been very simple. In the simplest case it consists of a single variable occurrence at a specified program point; such as in [27, 30, 31, 34] . In [29] the slicing criterion may be a variable, a register, a memory location or the latest instance of a predicate. In [32] the slicing criterion is supplemented with information about the execution thread to be studied.
Additionally, set of variables as a slicing criterion is supported in [26, 35, 36] . As noted earlier [26] supports also dicing. Since all these tools are dynamic slicers, the slices are at least implicitly bound to specific input values. Some of the slicers support also a slicing criterion which states the input explicitly [24, 28, 33] . In [24] one speciality is that the slicing criterion refers to atomic statements in a set of bytecodes instead of ordinary source code statements.
Overall, information requests were not considered as a major problem area in the articles. However, the need for improvements on multiple slicing requests was mentioned in [24] , and some attention was paid on the further improvement of the user interface in general in [26, 34] 
Visualizations
Visualization deals with representations which are intended directly for the tool users, unlike the earlier mentioned internal representations; such as PDGs (Subsection 5.6). The internal representations in their basic form are typically too large and too detailed for direct use by humans. They can be used for more abstract representations, which typically attempt to make the analyzed programs more comprehensible. This can be achieved e.g. by abstraction and visualization.
The formed slice is shown simply as text in [26, 29, 30, 35, 36] , as text directed into a file in [34] and as highlighted text in [27, 31, 33] . Visualization features were not covered in [24, 28, 32] . Visualization has clearly not been the focus area of any of these constructions. It was neither considered as an important area for further improvements in the articles. Only the need for improvements on dynamic visualization of the memory contents was mentioned in [24] .
Navigation and browsing
There is a general need for tool capabilities supporting navigation and browsing of code and other formed data structures. Systematic browsing is important in gaining sufficient level of program comprehension. Browsing is relevant also to slices as such, especially if they are large. Overall, in these slicers support for navigation and browsing is very limited. There is no such support in [26, 34, 36] , and such support is not specified in [24, 27, 28, 30, 31, 32, 35] probably meaning that it is not provided or it has not been the focus of the tool. The support is not specified in detail in [29] . However, that tool enables dynamic features such as: setting breakpoints, continuing execution and stopping after specified steps of execution, which are useful in browsing C source code. Also the slicer [33] provides the typical features of ordinary debuggers, but no specific features dedicated to navigation support.
Empirical evaluations
Overall, empirical evaluation has not been a focus area of the current or past slicing research. Main emphasis has been on creating new slicing techniques and variants and representing novel theoretical concepts. However, some of the slicers have been evaluated relatively well and few particularly well.
Most of the C-slicers were evaluated better than most of the other slicers. SLICE [27] was clearly the best tested and evaluated tool. Multiple non-trivial programs were used as input related to many different kinds of aspects. Testing included using random variables as slicing criteria. Four different variants of dynamic slicing were compared. Also the sizes of backward and forward slices were compared. Also the slicer presented in [29] was well tested with multiple non-trivial programs related to couple of aspects. Results from three different dynamic slicing methods were compared. Also the slicer presented in [28] was tested with many programs, but the sizes of those programs were not announced in the paper. That study mentioned as a further research need upscaling the studies on slice size. Finally, C-Debug [26] was not evaluated at all as described in the paper; its use was only demonstrated.
The slicer presented in [30] was the best evaluated Java-slicer. It was tested with non-trivial programs regarding the time required to form the slices and their sizes. The slicer was compared to another approach, which uses custom JVM. That study mentioned as further research needs evaluating the slicer in case of large programs, and investigating the effects of information on local variables on slice size. The three other Java slicers [24, 31, 32] were relatively weakly evaluated. The test programs were small. The evaluation of the tool presented in [24] , however, was best of these three. The evaluation focused on the performance of the used compressed bytecode traces in terms of the required memory. The evaluation was also later much extended to include ten programs in [25] .
The four slicers for other programming languages were poorly evaluated. C++Debug [35] was evaluated only based on subjective information as gathered from ten students concerning about how they used the tool. AdaSlicer [34] and Osaka Slicing System [33] were tested only with unspecified minimal programs. The study [33] mentioned the need to conduct further empirical studies on call-mark slicing. Finally, the tool presented in [36] was demonstrated only with a simple case study.
Summary
We have summarized the main results into Table 2 (aspects 1-5), Table 3 (aspects 6-10) and Table 4 (aspect 11), which show the information of the aspects as discussed in Section 5. Aspects 1-2 are of general nature, aspects 3-5 characterize the supported program analysis and slicing, aspect 6 the possible use of PDGs, aspect 7 the used implementation tools, and aspects 8-10 the user interface. Main characteristics of the aspect 11; i.e. empirical evaluations, are detailed separately in Table 4 .
The number of the asterisks in Tables 2-4 indicates the relative quality of the tool regarding the particular (sub)aspect and -(minus) denotes that it is not supported at all. The 'Research group' (Table 2) shows the relations between the tools (group indices: A...G) and the number of the slicers implemented by a group. The 'Programming language' column (Table 2) shows the supported language subsets in parentheses. The 'Slicing variants' column (Table 2 ) uses the following acronyms: B=backward slicing, F=forward slicing, S=static slicing, D=dicing. The aspects 1 (Table 2 ) and 11 (Table 4) for the tool [24] are evaluated based on the later much extended journal article [25] since it covers the tool aspects best. The 'Information requests' column (Table 3) uses the following notations for the supported slicing criterion: p=program point, v=variable, w=multiple variables, t=execution thread, i=explicit input, o=other. Similarly, the 'Visualization column' (Table 3) uses the following notations for the provided visualization features: t=textual slice, f=textual slice file, h=highlighted text. [27] ***** (D,1) C BF--**** (s3) [28] ** (E,1) C B---*** (s4) [29] ** (G,1) C B---*** (s5) [30] ** (A,3) Java B---***
Related works
There are twelve articles which survey; in varying extent, the earlier research on program slicing [7, 10, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47] .
Gallagher and Lyle [38] is an early and compact survey introducing the field. The survey of Hoffner et al. [39] has been published only as a conference article (and as a larger technical report). That survey includes an evaluation and comparison of five slicing tools; including two dynamic slicers which are not included in this survey; namely the previously mentioned SPYDER [37] and Slash (which was described in Mariam Kamkar's Ph.D. thesis already in 1993).
The articles [40, 41, 42, 47] all have a very similar focus. They describe different slicing techniques and methods, bring order to the conceptually dispersed field, compare the main characteristics of the techniques and describe their intended or potential application areas. Tip's survey [41] is very extensive. Kamkar's survey [40] is a more compact treatise on the same issues from the same era.
The later surveys Binkley & Gallagher [42] and Binkley & Harman [46] are also extensive but they are published in the AIC year-books; instead of scientific journals. [46] reveals what aspects of slicing have been studied empirically. The aspects which have been studied based on analyzing "relatively large scale programs" include: slice size, the impact of supporting analyses, slicing tools and techniques, applications of slices, and human comprehension issues.
The reviews Harman & Gallagher [43] , Harman & Hierons [44] and DeLucia [45] , on the other hand, are short overviews. Xu et al. [47] is a relatively new survey, but it has appeared only as a non-refereed article. Despite its title, it nevertheless provides an extensive reference list. There are also two compact, general-level journal articles by Korel & Laski [7] and Korel & Rilling [10] , which focus on defining and characterizing dynamic program slicing.
Our survey differs from these earlier surveys by focusing on constructive dynamic program slicing research. Overall, most of the earlier surveys have focused on theoretical aspects and different kinds of slicing techniques and variants, instead of constructive or empirical aspects. The only exceptions in these regards are [39] , which provides a systematic tool comparison and [46] which provides a detailed treatise on the empirical results of program slicing research.
As compared to [39] our survey has three strengths: 1) it provides a much newer comparison, 2) provides information on many dynamic slicers (12 slicers instead of 2 in [39] ), and 3) considers more aspects (12 aspects instead of 9 in [39] ). Our survey and [46] have different orientations regarding the emphasis: 1) we focus on dynamic slicers, whereas [46] covers both static and dynamic slicing, and 2) we study all the described 12 aspects, whereas [46] focuses on the empirical results.
Discussion
There exists only very few high-visibility constructive journal articles on dynamic program slicing (Subsection 5.1). This can be seen as a problem for the general impact of the research field. Program slicing is clearly a special technique. Due to its long history, it would nevertheless be expected that the researchers would publish more journal articles. Most of the here included articles were, nevertheless, published in recognized ACM or IEEE conferences with proper referee practice. Therefore, this appears to be rather an issue of limited general impact of the research than any serious concern on the technical quality of the studies. Since slicing basically clearly has good potential, it is advisable to aim at linking it more directly to the general software engineering research and also to industrial practice.
The research field appears to be very dispersed, since there are numerous different slicing variants and separate research groups (Subsection 5.2). The relative separateness of the research groups is a rather natural result of the differences between the developed techniques. It could, however, be useful to focus more resources on the variants which have produced the best empirically validated results.
Implementing slicers requires also the availability of the basic parsing and program analysis for the supported language(s). Even though that these rather complex issues are well-known in theory, their im-(s9) [33] Eval. 3 ). This study confirms those observations: almost half of the slicers studied provided only a partial support for a single programming language, and none of them provided support for multiple languages. In practical software engineering environments, support for multiple languages would often be needed. It would be especially beneficial if reusable standard solutions; both general and slicing-related, to these implementation issues would be available and could be used in the projects which implement slicers. Current dynamic slicers focus heavily on backward slicing, since only one of them provided support for forward slicing (Subsection 5.4). This can be seen as a gap and a clear possibility for further research, since forward slicing is important, e.g. for supporting impact analysis.
Based on our survey dynamic slicing has not yet matured into the stage of commercial tools (Subsection 5.5). Another general problem in slicing is the weak continuity of research beyond the research prototype stage. Often initial feasibility demonstration is rather the end than the beginning of the tool development project. The fact that almost all of these slicers support full inter-procedural slicing, is however more promising. Industrial meaningful wide-scale use requires completeness of the slicing results. Some justified concerns have, however, been raised in the literature regarding the efficiency and memory requirements as noted earlier.
Slicers apply many kinds of graphs in data storage. It would be advisable to use such graphs (e.g. PDGs) which enable such slicing which is sufficiently fast for practical purposes (Subsection 5.6). Convenience of the graphs to be used depends on the particular details of the used slicing variants.
Technical issues, especially the used implementation tools, were generally poorly described in the here studied articles (Subsection 5.7). Those issues may, however, have importance for reusing the solutions developed earlier. Studies on the experiences on developing slicers could be important for supporting advancing the implementations of the slicers into a less ad-hoc style process.
Information request capabilities of the slicers were generally rather limited, and this issue has mainly not been a concern for the researchers developing slicers (Subsection 5.8). Developing better information request capabilities could therefore open new avenues for gathering relevant information during the supported program maintenance and program comprehension processes.
Likewise, the potentials of visualization (Subsection 5.9), and navigation and browsing (Subsection 5.10) have not yet much been utilized in this context. This means that there could be significant synergy benefits to be achieved by combining some of the techniques developed in these mature fields to slicing. It appears to be so that the challenges in implementing slicing as such have mostly prevented studying these possibilities further yet. As one example, automatically created transient hypertext could be produced to provide both linkage within the slice and to relevant external program parts for supporting navigation [16] .
Conducting empirical studies is one of the most important issues for the long-term evolution of the field, since they help in comparing the numerous different techniques and variants, and justifying slicing for the industry. Based on our survey, there is not yet much empirical evidence on the practical usefulness of the developed dynamic slicing techniques (Subsection 5.11). Truely comparable results are especially rare. It would be necessary to evaluate and compare the characteristics of the slicing techniques to know whether they are feasible, usable, and providing benefits. Ideally, the usefulness of slicing would be validated by testing the efficiency of the operation of the slicer, required computational and memory requirements, usability, and relevance, completeness and accuracy of the produced results. The tests should ideally be based on multiple test-runs with different slicing criteria (including average and worst cases), multiple test-users, and as related to the actual information needs [16] of professional maintainers while they are performing non-trivial maintenance tasks of preferably sufficiently large, complex and representative programs. Although the best of the here reviewed papers have high quality, the empirical parts of most of the other constructive papers fulfill only few or very few of these criteria.
Overall, there are still major challenges for program slicing as a research field. Especially, in order to develop slicing into a rapidly advancing, and strongly practice-linked and empirical software engineering field, the research community should pay more attention to the problems which have been discussed in this paper. Our survey focuses strictly only on the years 1981-2006. Since then constructive progress has included application of dynamic slicing and other techniques to support program comprehension [48] , Eclipse-related slicing of Java programs based on sequence diagrams [49] and constructing dynamic slices related to UML models based on state information [50] .
Our own planned main future research branches in the area of program slicing include: 1) Conducting an ongoing similar systematic study of the problems and challenges in constructing static slicers. 2) Comparing the revealed characteristics of static and dynamic slicers. 3) Developing our own static PDG-based slicing approach (GRACE) further to better satisfy the typical information needs of industrial tool users. We have earlier implemented support for Visual Basic and Java languages, and aim at focusing especially on optimizing impact analysis support for Java in terms of providing to the tool users relevant information in an effective way. 4) Conducting systematic comparative empirical studies on the quality attributes of different program slicing techniques.
Conclusion
Program slicing is a promising technique for providing automated support for various important software engineering activities. However, slicing is still not widely applied in software industry. Therefore, there has been a need to survey and characterize the conducted research and especially to analyze what issues and problems hinder progress. This paper has answered to that need by providing a survey of constructive dynamic program slicing research focusing on publication series with high international visibility. We identified 12 dynamic slicers, and analyzed them regarding 12 aspects. The analysis revealed many issues which can be seen both as concerns and possibilities for improvements: 1) Scarcity of high-visibility journal articles. 2) General lack of focus of the conducted research. 3) Limitations regarding the supported programming languages. 4) Mainly unutilized potential synergy with established research regarding various aspects; including visualization and navigation features. 5) Limitations of the conducted empirical studies. Conducting more comparable empirical studies on the potential useful effects of the proposed different slicing techniques and the usability of the best developed slicers when supporting non-trivial software engineering tasks would be especially relevant. Paying attention to these five main areas of concern is important for being able to make faster scientific progress in the area and to have bigger practical impact on software industry in the future.
