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a b s t r a c t
Linear exact modeling is a problem coming from system identifi-
cation: given a set of observed trajectories, the goal is to find a
model (usually, a system of partial differential and/or difference
equations) that explains the data as precisely as possible. The case
of operators with constant coefficients is well studied and known
in the systems theoretic literature, whereas operators with vary-
ing coefficients were addressed only recently. This question can be
tackled either usingGröbner bases formodules overOre algebras or
by following the ideas from differential algebra and computing in
commutative rings. In this paper, we present algorithmic methods
for computing ‘‘most powerful unfalsified models’’ (MPUM) and
their counterparts with variable coefficients (VMPUM) for polyno-
mial and polynomial–exponential signals. We also study the struc-
tural properties of the resultingmodels, discuss computer algebraic
techniques behind the algorithms and provide several examples.
© 2011 Elsevier Ltd. All rights reserved.
There is nothing either good or bad,
but thinking makes it so.
William Shakespeare, ‘‘Hamlet’’.
1. Introduction
Linear exact modeling is a problem of system identification that leads to interesting algebraic
questions. We start with some motivation from the systems theoretic point of view: the problem of
linear exactmodelingwas formulated for one-dimensional behaviors in Antoulas andWillems (1993);
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see also Kuijper and Polderman (2002, 2004). Startingwith an observed set of polynomial–exponential
signals, the aim is to find a linear differentiation-invariantmodel for these. Evidently, thewhole signal
set is a behavior that is not falsified by observation. But such a model has no significance. Making the
behavior larger than necessary, the accuracy of the explanation decreases. So besides the condition
that the desired model should be unfalsified, we are searching for the most powerful one. This means
that the model does not admit more solutions than necessary. A model satisfying all conditions is, as
an abbreviation, called continuous MPUM (most powerful unfalsified model); see below.
In Zerz (2005), the modeling was extended to multidimensional behaviors (Chyzak et al., 2007;
Pommaret and Quadrat, 1999), and in Zerz (2008) to the discrete framework, that is, instead of the
requirement that the model should contain all derivatives of the signals, it is required that all shifts
of the signals are included.
In other words, the problem is to find a homogeneous system of partial differential or difference
equations with constant coefficients that is as restrictive as possible with the property of possessing
the observed signals as solutions.
In Schindelar et al. (2008) a different approach was introduced. There the goal is to find all
partial differential equations with polynomial coefficients that are satisfied by the signals. Thus the
new aspect of this approach is the choice of a different model class. Indeed the properties of the
resulting model depend strongly on the model class. For instance, in the transition from the MPUM to
the VMPUM, the time invariance vanishes. In this paper, we continue this approach. But since the
continuous case is not the only interesting one, we will consider a more general problem, which
encompasses operator algebras including both continuous and discrete situations. Later some special
model classes will be discussed in more detail.
Let us particularize our goal. Let K be a field and O be an operator algebra over K . Further let AO
be a function space over K possessing anO-module structure. Amodel or a so-called behavior B is the
solution set of a homogeneous linear system, given by finitely many equations. These equations are
defined in terms of the operator algebra O. ThusB is characterized by
B = Sol(O1×rR) = {ω ∈ AmO | R • ω = 0}, where R ∈ Or×m
and • denotes the natural extension of the module action o • ω of o ∈ O on ω ∈ AO to the matrix
R ∈ Or×m and the vector ω ∈ AmO . In most cases of interest, we have K ⊆ O and ok = ko for all k ∈ K ,
o ∈ O. ThenB is a K -vector space, and thus the introducedmodel class is linear. Within such a model
class we want to perform modeling. Suppose we observe a set of signalsΩ ⊆ AmO . The aim is to find
a modelBΩ in the model class such that
(1) BΩ is not falsified byΩ , i.e. Ω ⊆ BΩ .
(2) BΩ is most powerful, i.e. for every behaviorB withΩ ⊆ B, it follows thatBΩ ⊆ B.
IfBΩ is invariant under the action of O, that is, if we have for all o ∈ O
ω ∈ B ⇒ o • ω ∈ B,
it is called most powerful unfalsified model, for short MPUM, ofΩ . Otherwise, if BΩ varies under O it
is called the variant most powerful unfalsified model, for short VMPUM, ofΩ , which we denote byBVΩ .
The following example shows how the choice of the model class affects the model.
Example 1.1. Consider the signal set consisting of a single signal
Ω = {ω}, where ω(t) = t for all t ∈ R.
(1) Let O = C[∂] and AO = C∞(R,C), where ∂ • f := dfdt . Using the commutative structure of the
operator ring, the underlying system is invariant under differentiation:
R • w = 0 ⇒ R(∂ • w) = (R∂) • w = (∂R) • w = ∂(R • w) = 0.
Since we are searching for a differentiation-invariant model, we obtain that besides ω, also its
derivative, the constant function 1, belongs toBΩ . Using that the model is C-linear, we get that
BΩ = {w | ∃a, b ∈ C : ∀t ∈ R : w(t) = at + b}.
V. Levandovskyy et al. / Journal of Symbolic Computation 46 (2011) 1189–1204 1191
An elementw ∈ C∞(R,C) is contained inBΩ if and only if ∂2 •w = 0, i.e. theMPUM is specified
by a single ordinary differential equation with constant coefficients.
(2) Now let O = C[t]⟨∂⟩, where ∂ • f := dfdt and AO is defined as above. We want to describe ω
as a solution of homogeneous ordinary differential equations with polynomial coefficients. The
equations
∂2 • w = 0 and t∂ • w − w = 0
are satisfied byω. Wewill see later that these two generate a kernel representation of the VMPUM
ofΩ . The corresponding solution space equals
BVΩ = {w | ∃a ∈ C : ∀t ∈ R : w(t) = at}.
Notice that this example demonstrates the variance under ∂ , since we have ∂ • ω /∈ BVΩ . Another
property that should be pointed out is that the VMPUM yields a more precise description of Ω
than the MPUM.
2. Ore algebras
Example 1.1 deals with continuous signals. But in applications, there are also discrete phenomena
or combinations of discrete and continuous signals that are of great interest too. Many of the relevant
operator algebras have the structure of an Ore algebra, as studied e.g. in Chyzak et al. (2007, 2005) and
Chyzak and Salvy (1998).We give a definition that ismotivated by Chyzak and Salvy (1998).Moreover,
this simplifies the more general setup of Kredel (1993).
Hence we first consider skew polynomial rings, a generalization of polynomial rings to the
noncommutative framework.
Definition/Remark 2.1 (McConnell and Robson, 2001).
(1) Let A be a ring and σ : A → A be a ring endomorphism. Themap δ : A → A is called a σ -derivation
if it is K -linear and satisfies the skew Leibniz rule
δ(ab) = σ(a)δ(b)+ δ(a)b for all a, b ∈ A. (1)
For a σ -derivation δ, the ring A [∂; σ , δ] which consists of all polynomials in ∂ with coefficients
in A with the usual addition, and a product defined by the commutation rule ∂a = σ(a)∂ +
δ(a) for all a ∈ A, is called a skew polynomial ring or an Ore extension of Awith σ and δ.
If A is a domain and σ is injective, the skew polynomial ring A [∂; σ , δ] is a domain by degree
arguments.
(2) Let A = K [t1, . . . , tn]. An iterated skew polynomial ring
O = K [t1, . . . , tn][∂1; σ1, δ1] · · · [∂s; σs, δs]
is called a (polynomial) Ore algebra (Chyzak and Salvy, 1998) if for 1 ≤ i, j ≤ swe have σiδj = δjσi,
∂i∂j = ∂j∂i, σi : O→ O is an injective K -algebra endomorphism and δi : O→ O is a σi-derivation
satisfying σi(∂j) = ∂j and δi(∂j) = 0.
Using multi-index notation, every element of an Ore algebra can be expressed as−
α∈Ns0
pα∂α =
−
α∈Ns0
pα∂1α1 · · · · · ∂sαs where pα ∈ A.
Example 2.2. Let n = 1; thus A = K [t]. The algebras can be iterated to n ∈ N.
(1) The firstWeyl algebra is defined byW1 := A[∂; idW1 , ∂∂t ]with the commutation rule ∂t = t∂ + 1.
(2) The first difference algebra is defined by S1 := A [∆; σ , δ], where (σp)(t) = p(t + 1) and
δ(p) = σ(p)− p for all p ∈ A. The commutation rule is∆t = t∆+∆+ 1.
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(3) The following Ore algebra is a combination of the first and second ones. Define SW1 :=
A [∆; σ1, δ1] [∂; σ2, δ2], where σ2 := idSW1 , δ2 := ∂∂t and (σ1p)(t) = p(t + 1), δ1(p) = σ1(p)− p
for all p ∈ A. Then ∂t = t∂ + 1,∆t = t∆+∆+ 1 and ∂∆ = ∆∂ .
(4) Suppose q to be a parameter. The first continuous q-difference algebra is defined byQ := A[∂; σ , δ],
whereσ(p) = p(qt) and δ(p) = p(qt)−p(t).We obtain the commutation rule ∂t = qt∂+(q−1)t .
Lemma 2.3. Let A be a ring, and A[∂; σ , δ] be an Ore extension of A. For any α ∈ A there exists an Ore
extension A[∆α; σ , δ′] with δ′(a) = σ(a)α − αa+ δ(a), such that A[∂; σ , δ] ∼= A[∆α; σ , δ′] as rings.
Proof. For all a ∈ A, the equality ∂a = σ(a)∂ + δ(a) holds. For α ∈ A define ∆α := ∂ − α. Then it
obeys the relation∆αa = σ(a)∆α + σ(a)α − αa+ δ(a) = σ(a)∆α + δ′(a). The map δ′ is linear and
it is a σ -derivation since
δ′(ab) = σ(ab)α − αab+ δ(ab)
= σ(a)σ (b)α − αab+ σ(a)δ(b)+ δ(a)b+ σ(a)αb− σ(a)αb
= σ(a)[σ(b)α − αb+ δ(b)] + [σ(a)α − αa+ δ(a)]b = σ(a)δ′(b)+ δ′(a)b.
Define the ring homomorphism ϕα : A[∂; σ , δ] → A[∆α; σ , δ′], ϕα(a) = a for all a ∈ A, ϕα(∂) =
∆α = ∂ − α. Then ϕα is an isomorphism. 
Let O := A[∂1; σ1, δ1] · · · [∂m; σm, δm] be an Ore algebra. With the action
∂i • p := δi(p) and a • p := a · p for all p ∈ A and a ∈ A
the K -algebra A becomes an O-module.
Using this action, we can define the kernel of a linear operator f from the Ore algebraO over a ring
A to be KerAf := {a ∈ A | f • a = 0}, which is a K -vector space.
Lemma 2.4. Let K be a field, A be a K-algebra, ∂ be a K-linear operator, acting on A, and B = A[∂; σ , δ]
be the corresponding Ore algebra. Then the following hold:
(i) KerA∂ = A ⇔ δ = 0⇔ B = A[∂; σ , 0].
(ii) If KerA∂ = A, then we have for∆ := ∂ − 1: A[∂; σ , 0] is isomorphic as a K-algebra to the operator
algebra A[∆; σ , δ′] with δ′ := σ − 1. Moreover, we obtain that KerA∆ = {a ∈ A | σ(a) = a} ⊆ A
with equality if and only if A is invariant under σ , which is the case if σ = idA.
Using Lemmas 2.3 and 2.4, we pass to the new setting of operators whose action on A is nontrivial.
We call such operators nontrivial and, from now on, we work only with such operators.
Example 2.5. Consider the two most important operator algebras, built from operators having the
kernel A. The first forward shift algebra is defined by K [t] [s; σ , 0] with (σ f )(t) = f (t + 1) for all
f ∈ K [t]. The commutation rule is st = ts + s. There is a natural operator associated with s,
namely the difference operator ∆ = s − 1, already defined in Example 2.2, obeying the relation
∆t = t∆+∆+ 1. Applying Lemma 2.4, we see that Ker∆ = K and the two algebras are isomorphic
both as Ore extensions and as K -algebras. Let q be transcendental over K . Then the first q-commutative
algebra (or Manin’s quantum plane) is defined as Kq[x, y] := K(q)[x][∂; σ , 0] with (σ f )(x) = f (qx)
for f ∈ K [t]. Again, there is an operator ∆q := ∂ − 1 and the corresponding operator algebra is the
first continuous q-difference algebra; see Example 2.2.
Denote by O⟨o1, . . . , ok⟩ the left submodule of On, generated by o1, . . . , ok ∈ On.
Theorem 2.6. Let O be an Ore A-algebra, built from nontrivial operators ∂1, . . . , ∂s. Then there is an
isomorphism of left O-modules
O/O⟨∂1, . . . , ∂s⟩ ∼= A.
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Proof. Since ϕ(b · a) = (b · a) • 1 = b • ϕ(a), there is a left O-module homomorphism
ϕ : O→ A, a =
−
α∈Ns0
aα∂α → a • 1.
Due to Definition 2.1 (1) we have δ(1) = 0 and thus a • 1 = a0. The kernel of ϕ is given by the left
ideal O⟨∂1, . . . , ∂s⟩. Since ϕ is clearly surjective, the claim follows. 
Following Theorem 2.6, every polynomial p ∈ A can be viewed as an element of the leftO-module
O/O⟨∂1, . . . , ∂s⟩ by identifying p with p + O⟨∂1, . . . , ∂s⟩ =: [p]. Then the action of ∂i is exactly the
σi-derivation δi, since ∂i[p] = [σi(p)∂i + δi(p)] = [δi(p)] = [∂i • p].
Remark 2.7. Let p ∈ A and o ∈ O. Then o • p = 0 if and only if o · p ∈ O⟨∂1, . . . , ∂s⟩.
Remark 2.7 gives the possibility of computing the annihilator of an element p ∈ A. Consider the
map
κp : O→ O/O⟨∂1, . . . , ∂s⟩, o → o · [p], (2)
which is clearly a left O-module homomorphism with the kernel
Ker(κp) = AnnO(p) := {o ∈ O | o • p = 0},
which is a left ideal inO. This construction lifts to the case of vectors. Suppose p = [p1, . . . , pm]T ∈ Am.
An element of o ∈ O1×m naturally acts on p by o•p :=∑mi=1 oi •pi. A subset B ⊆ Am is called invariant
under G ⊆ O1×m if and only if o • p = 0 for all o ∈ G and p ∈ B. The set of elements under which p is
invariant is a left O-module and equals the kernel of
κp : O1×m → O/O⟨∂1, . . . , ∂s⟩, o = [o1, . . . , om] →
m−
i=1
oi · [pi]. (3)
Moreover O1×m/Ker(κp) ∼= O⟨p1, . . . , pm⟩/O⟨p1, . . . , pm⟩ ∩ O⟨∂1, . . . , ∂s⟩.
We treat Ker(κp) ⊆ O1×m mostly as a left submodule. IfO is Noetherian, it is finitely generated. For a
polynomialm-tuple p ∈ Am, we consider
AnnO(p) = {o ∈ O | o • p = 0} = {o ∈ O | o • pi = 0 ∀ i} =

AnnO(pi),
which is a left ideal inO. Aswe see immediately, AnnO(p)1×m is a (usually strict) submodule of Ker(κp)
and hence, the latter typically has a more interesting structure; see Example 6.3. It is always possible
to recover AnnO(p) fromKer(κp). In our opinion, using Ker(κp) ismore natural in the context of vectors
of signals.
3. Algorithmic computations
For the concrete calculations used in this article, we need algorithms for the following computa-
tional tasks over (polynomial) Ore algebras:
• obtaining the left syzygy module of a tuple of vectors;
• elimination of module components from a submodule of a free module;
• obtaining the left annihilator ideal of an element in a finitely presented module;
• obtaining the kernel of a homomorphism of left modules;
• obtaining the intersection of a finite number of submodules of a free module.
Let O be a Noetherian Ore algebra. Moreover, let M be a finitely presented left O-module, that is,
there exists a matrix P ∈ Om×n such that there is the following exact sequence of left O-modules:
O1×m P→ O1×n → M → 0.
Recall that for a tuple F = (f1, . . . , fs), fi ∈ O1×n, the set LeftSyz(F) := {[a1, . . . , as] ∈ O1×s |∑
i aifi = 0} carries the structure of a left O-module and is called the left syzygy module of F . Since O
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is Noetherian, LeftSyz(F) is finitely generated. Computation of syzygies over Noetherian Ore algebras
can be accomplished with several algorithms and requires Gröbner basis techniques; see Kredel
(1993) for Ore algebras and Decker et al. (2009) for the commutative case.
Let {ei} be the canonical basis of the free module O1×ℓ = ⊕ℓi=1Oei.
Proposition 3.1. (1) ‘‘Elimination of module components’’: Let S ⊂ O1×ℓ be a submodule. Moreover,
let <O be a monomial ordering on O and <m= (c, <O) be a position over term monomial module
ordering on the free moduleO1×ℓ, defined as follows. The components are ordered in a descending way
e1 > · · · > eℓ and for any monomials o1, o2 ∈ O
o1ei <m o2ej ⇔ j < i or (j = i and o1 <O o2).
Let G be a Gröbner basis of S with respect to<m. Then ∀ 1 ≤ k < ℓ : G ∩ ⊕ℓi=kOei is a Gröbner basis
of S ∩ ⊕ℓi=kOei.
(2) ‘‘Kernel of a homomorphism of modules’’: Consider a homomorphism of left O-modules
O1×s
ψ→ O1×n/O1×mP, ei → [Ψi], where Ψi ∈ O1×n. Let Pi be the ith row of the matrix P. Then
Kerψ = LeftSyz((Ψ1, . . . ,Ψs, P1, . . . , Pm)) ∩
s
i=1
Oei.
Corollary 3.2. (1) ‘‘Annihilator of an element in a module’’: Let M = O1×n/O1×mP and let P1, . . . , Pm be
the rows of P. Moreover, let v ∈ O1×n. Then the left ideal AnnOM(v) := {a ∈ O | a[v] = 0 ∈ M} ⊆ O
can be computed as
AnnOM(v) = Ker(O ·[v]→ M) = LeftSyz((v, P1, . . . , Pm)) ∩ Oe1.
(2) ‘‘Intersection of finitely many submodules’’: Let N1, . . . ,Nm ⊂ O1×r be submodules. Then
m
i=1
Ni = Ker

O1×r → (O1×r/N1)⊕ · · · ⊕ (O1×r/Nm), ei → ([ei], . . . , [ei])

.
Remark 3.3. For an O-module homomorphism O1×s/O1×rQ
ψ ′→O1×n/O1×mP , its kernel is the image
of Kerψ (as in Proposition 3.1) under the natural projection O1×s → O1×s/O1×rQ . A left Gröbner
basis can be obtained by reducing a left Gröbner basis of Kerψ + O1×rQ with a left Gröbner basis of
O1×rQ ; see Levandovskyy (2005).
Note that in practical computations, elimination ofmodule components is usually not complicated.
By Proposition 3.1(2), Ker(κp) is obtained via the kernel of a module homomorphism, that is, by
one Gröbner basis computation with respect to a module monomial ordering, whose module part
eliminates components. The monomial part of this ordering can be chosen arbitrarily to be e.g. a fast
one. This stands in distinct contrast to the elimination of variables of an algebra, which is often very
hard to achieve. The algorithmsused in this article involve only the elimination ofmodule components
and thus are feasible in practice.
The algorithms that we have discussed are implemented in computer algebra systems like
Singular : Plural (Greuel et al., 2009) andMaple (Chyzak et al., 2007; Chyzak and Salvy, 1998) with
the package OreModules. More background on these algorithms can be found in e.g. Kredel (1993)
and Levandovskyy (2005).
In particular, a set of generators of Ker(κp) from the previous section can be calculated explicitly.
This computation is not challenging for modern computer algebra systems.
4. Application to linear exact modeling
Wewill now use the results from above to define an unfalsified and most powerful model over an
Ore algebra.
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Assumptions and notation: Suppose O to be a Noetherian Ore algebra with the additional property
that ∂i is nontrivial on A for all 1 ≤ i ≤ s.
Recall thatAO denotes a function space over K possessing anO-module structure. Suppose further
that A ⊆ AO .
Remark 4.1 (McConnell and Robson, 2001, Theorem 1.2.9). Since A is Noetherian,O is Noetherian if σi
is an automorphism for all 1 ≤ i ≤ s on A. Thus all Ore algebras considered in Example 2.2 are
Noetherian.
Starting with a single signal p ∈ Am, we want to find the VMPUM of p, that is a behavior invariant
under some submodule of O1×m.
Theorem 4.2. Let p ∈ Am be given. Consider the map κp from (3). Let Ker(κp) = O⟨k1, . . . , kr⟩ and let
R ∈ Or×m be a matrix whose ith row equals ki. Then the VMPUM of {p} is given by
BV{p} =

g ∈ AmO | R • g = 0

.
Proof. By the definition of RV and Remark 2.7, it is clear that {p} ⊆ BV{p}.
It remains to show thatBV{p} is most powerful. Suppose there exists another behaviorB
′ which is
not falsified by p. The behavior B ′ possesses a kernel representation R′ ∈ Or ′×m. By the definition of
R, there exists a matrix X ∈ Or ′×r such that R′ = XR. But since (X · R) • p = X • (R • p), it follows that
BV{p} ⊆ B ′. 
Example 4.3. Let us consider an example that is more interesting than Example 1.1 with respect to
our favorite algebras from Example 2.2. LetΩ = {ω} consist of the cuspidal cubic ω(t1, t2) = t31 − t22 .
Let us denote by AO = C[[t1, t2]] the ring of formal power series and consider the VMPUM BV{ω} ={f ∈ AO | RVMPUM • f = 0} ofΩ with respect to several operator algebras O.
(1) Suppose O to be the second Weyl algebra; see Example 2.2. Then by using Singular we obtain:
RVMPUM = [∂32 , ∂1∂2, ∂31 + 3∂22 , t2∂22 − ∂2, t2∂21 + 3t1∂2, 2t1∂1+ 3t2∂2− 6]T . Now let us determine
BV{ω} to see how precise the description given by the VMPUM is. Let f ∈ AO .
(a) ∂32 • f = 0⇒ f = c0 + c1t2 + c2t22 ,where ci ∈ C[[t1]].
(b) ∂1∂2 • f = 0⇒ ∂1 • c1 + 2t2∂1 • c2 = 0⇒ ∂1 • c1 = 0 ∧ ∂1 • c2 = 0⇒ c1, c2 ∈ C.
(c) (∂31 + 3∂22 ) • f = 0⇒ ∂31 • c0 + 6c2 = 0⇒ c0 = −c2t31 + d2t21 + d1t1 + d0,where di ∈ C.
(d) (t2∂22 − ∂2) • f = 0⇒ c1 = 0.
(e) (3t1∂2 + t2∂21 ) • f = 0⇒ d2 = 0.
(f) (2t1∂1 + 3t2∂2 − 6) • f = 0⇒ −4d1t1 − 6d0 = 0⇒ d1 = 0 = d0.
Hence, we obtain that f = c(t31 − t22 ), thus BV{ω} = {c(t31 − t22 ) | c ∈ C}. With respect to the
requirement of being most powerful and linear, the VMPUM is as significant as possible. We
observe that the VMPUM of a single non-zero signal has C-dimension 1. Actually, this holds in
general, as will be shown in Theorem 5.2.
(2) SupposeO to be the second difference algebra; see Example 2.2. Then by using Singularweobtain:
RVMPUM = [∆32,∆1∆2,∆31 + 3∆22, 2t2∆22 + ∆22 − 2∆2, 2t2∆21 + ∆21 + 6t1∆2 + 6∆2, 8∆21 +
21∆22 + 24t1∆1 + 36t2∆2 − 24∆1 − 18∆2 − 72]T . Arguments similar to those above lead us
toBV{ω} = {c(t31 − t22 ) | c ∈ C}.
(3) Suppose O to be the second SW algebra; see Example 2.2. Then by using Singular we obtain:
RVMPUM = [∆32,∆1∆2,∆31 + 3∆22, 2∂2 + ∆22 − 2∆2, 2∂1 + ∆21 − 2∆1 + 2∆22, 2t2∆22 + ∆22 −
2∆2, 2t2∆21 + ∆21 + 6t1∆2 + 6∆2, 8∆21 + 21∆22 + 24t1∆1 + 36t2∆2 − 24∆1 − 18∆2 − 72]T .
Note that generators in the output depend on the monomial ordering of the operators. In this
example ∆1,2 were chosen to be greater that ∂1,2. Taking a reverse ordering produces a different
(but equivalent) answer.
Comparing this matrix with the matrix above, we see that the rows of the matrix belonging to
the difference case appear also here. We conclude again that BV{ω} = {c(t31 − t22 ) | c ∈ C}. Thus,
taking SW as an operator algebra, we have obtained more equations than with the difference
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algebra. However, we have obtained very interesting mixed differential–difference equations,
which show the interplay of two different operator settings.
(4) The second q-difference algebra; see Example 2.2: RVMPUM = [∂22 + (−q2 + 1)∂2, (−q − 1)∂1 +
(−q2− q− 1)∂2+ (q4+ q3− q− 1), t31∂2− t22∂2+ (q2− 1)t22 ]T . Arguments similar to those used
before yield thatBV{ω} = {c(t31 − t22 ) | c ∈ C}.
Remark 4.4. As we have seen in the previous example, the number of equations giving the VMPUM
depends strongly on the underlying Ore algebra. In all cases, with Gröbner bases we get more
equations than might be actually necessary. However, there exists an algorithm, using syzygies, for
computing a smaller generating set, which need not be a Gröbner basis. For instance, only three of six
equations from the first part of Example 4.3 generate the whole ideal, namely ∂1∂2, ∂31 + 3∂22 , 2t1∂1+
3t2∂2 − 6. Analogous smaller generating sets can be obtained for the other examples.
Theorem 4.2 can be generalized to a set of several signals directly. A kernel representation of the
VMPUMofΩ = {ω1, . . . , ωN} is determined by stacking a set of generators ofNi=1 Ker(κωi) row-wise
into a matrix R.
Theorem 4.5. Using the notation from above, the VMPUM ofΩ equals
BVΩ =

g ∈ AmO | R • g = 0

.
Proof. By the definition of R, it is clear thatΩ ⊆ BVΩ . Also the property of beingmost powerful follows
by the same arguments as were used in the proof of Theorem 4.2. 
Example 4.6. Suppose O to be the first Weyl algebra and AO = C∞(R,C). Consider the signal set
Ω = {t, v0t − v1t2}, where v0, v1 ∈ C \ {0}. The second trajectory will appear in Example 5.4 again.
Since Ker(κt) ∩ Ker(κv0t−v1t2) = W1⟨t∂ − 1, ∂2⟩ ∩ W1⟨−v20∂2 + (4v21 t − 2v0v1)∂ − 8v21, ∂3⟩ =
W1⟨t2∂2− 2t∂ + 2, ∂3⟩, the VMPUM ofΩ is given byBVΩ = {c1t + c2t2 | c1, c2 ∈ C}. The intersection
of submodules of a free module over a Noetherian Ore algebra can be computed as in Corollary 3.2,
for instance with the system Singular : Plural (Greuel et al., 2009).
5. The VMPUM by using the polynomial Weyl algebra
In this section, we suppose O to be the nth Weyl algebra
O = Wn := C[t1, . . . , tn]
[
∂1; idWn ,
∂
∂t1
]
· · ·
[
∂n; idWn ,
∂
∂tn
]
.
Thus for p ∈ C[t1, . . . , tn], we obtain ∂i • p := ∂p∂ti . Further supposeAO to be C∞(Rn,C), the space of
smooth functions. Identifying a polynomial with the corresponding polynomial function, we obtain
A = C[t1, . . . , tn] ⊆ AO .
In this context, the VMPUMwas already introduced in Schindelar et al. (2008). Here, we will recall
some results and additionally point out a new interesting property.
5.1. C-dimension
A known result is that the VMPUM is a finite-dimensional vector space overC, since it is contained
in the corresponding MPUM (Schindelar et al., 2008). In some cases, we can determine the dimension
more precisely. We claim that the VMPUM of a single non-zero signal has C-dimension 1.
Suppose p ∈ Am. Every polynomial pi can be written as∑hik=1 ciktβik , where cik ∈ C \ {0} for all i, k.
Let Ei :=

βi1, . . . , βihi
 ⊂ Nn0 denote the set of all exponent multi-indices occurring in pi and let
dij := max
1≤k≤hi

(βik)j | βik ∈ Ei

(4)
V. Levandovskyy et al. / Journal of Symbolic Computation 46 (2011) 1189–1204 1197
be the highest degree in tj of pi. Recall that by ei we denote the ith canonical generator of the free
module Am. The set
Epi = {α ∈ Nn0 |αj ≤ dij + 1 for 1 ≤ j ≤ n}
is finite, that is, Epi = {αi1, . . . , αili}. Define for p ∈ Am
Derp =

p1,
∂ |α11|p1
∂α11
, . . . ,
∂ |α1l1 |p1
∂α1l1
, . . . , pm,
∂ |αm1|pm
∂αm1
, . . . ,
∂ |αmlm |pm
∂αmlm

.
Let Syz(Derp) denote the module of polynomial syzygies. Define for the matrixM = [e1, ∂α11e1, . . . ,
∂α1l1 e1, . . . , em, ∂αm1em, . . . , ∂αmlm em]T the A-module homomorphism
Φp : Syz(Derp)→ Ker(κp), (q1, . . . , ql) → (q1, . . . , ql) ·M,
which is clearly injective.
Lemma 5.1. We have Wn⟨Im(Φp)⟩ = Ker(κp).
Proof. Evidently Wn⟨Im(Φp)⟩ ⊆ Ker(κp). Now suppose that a ∈ Ker(κp). Since every element in Wn
can be written in normal form, we obtain
a • p =
−
k
ak • pk =
−
k
−
j
ckjtβkj∂γkj

• pk =
−
k
−
j
ckjtβkj

(∂γkj • pk).
Let us split the element a in az and anz such that a = az + anz and (az)k consists of the parts of ak
where ∂γkj • pk is zero. By the choice of dij, the set {∂ (dij+1)j | 1 ≤ j ≤ n, 1 ≤ i ≤ m} generates the set
of ∂γ with the property that there exists 1 ≤ i ≤ m such that ∂γ • pi = 0. Then az is contained in
Wn⟨∂ (dij+1)ej | 1 ≤ j ≤ n, 1 ≤ i ≤ m⟩. But by the choice of Derp, the element az is in the image of Φp.
Suppose ∂γkj • pk ≠ 0; then γkj is equal to or less than (dk1, . . . , dkn) in each component and again by
the choice of Derp, the element anz is contained in the image ofΦp. Thus it follows that a ∈ Im(Φp). 
Theorem 5.2. The VMPUM of p ≠ 0 is a one-dimensional vector space over C.
Proof. We use the notation of Lemma 5.1, which reduces to commutative calculations. It is easy to
see that the equivalence
s • (f1, ∂α11 • f1, . . . , fm, . . . , ∂αmhm • fm)T = 0 ⇔ Φp(s) • f = 0 (5)
holds for every s ∈ Syz(Derp) and each f ∈ Am. Now let us discuss the left hand side. More precisely,
let us consider the solution space Sol(Syz(Derp)) in AO belonging to Syz(Derp). Since Derp contains
all non-zero derivatives of pi for all i, there exists a non-zero constant C ∋ k ∈ Derp. We can suppose
k = 1 and without loss of generality let ∂αmhm • pm = 1. Then
(−1, 0, . . . , 0, p1), . . . ,

0, . . . , 0,−1, ∂
|αmhm−1|pm
∂αmhm−1

∈ Syz(Derp)
and thus
Sol(Syz(Derp)) =

c ·

p1,
∂ |α11|p1
∂α11
, . . . ,
∂ |αmhm |pm
∂αmhm
  c ∈ C . (6)
Now suppose f to be contained in the VMPUM of p. From Lemma 5.1 together with (5) and (6) we
deduce the claim. 
Remark 5.3. In the case of a single non-zero signal, the VMPUM gives the most precise description
that one can get for a linear system.
Example 5.4. Consider the trajectory ω(t) = v0t − v1t2, where v0, v1 ∈ C \ {0}. Then the MPUM of
ω is given by
B{ω} = {α(v0t − v1t2)+ β(v0 − 2v1t)+ γ (−2v1) | α, β, γ ∈ C}
= {at2 + bt + c | a, b, c ∈ C} = {w ∈ AO | ∂3 • w = 0}.
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Thus there are three free parameters to choose. The VMPUM of ω is given by
BV{ω} =

w ∈ AO
 [ −v20∂2 + (4v21 t − 2v0v1)∂ − 8v21
∂3
]
• w = 0

= {c (v0t − v1t2) | c ∈ C},
that is, two degrees of freedom vanish when we consider the time-variant model.
5.2. Structural properties
Let us discuss some structural properties of the Wn-module Ker(κp). Since every element of Wn
can be transformed into normal form, the degree of a non-zero element a =∑α,β∈Nn0 aα,β tα∂β ∈ Wn,
where aα,β ∈ C, can be introduced as
deg(a) := max

n−
i=1
(αi + βi)
 aα,β ≠ 0 .
Then F i(Wn) := {a ∈ Wn | deg(a) ≤ i} induces a filtration on Wn. The corresponding associated
graded ring Gr(Wn) is isomorphic to C[t1, . . . , tn,∂1, . . . , ∂n] as a graded C-algebra. For every finitely
generated Wn-module M , we define the Hilbert polynomial HP
Wn
M := HPGr(Wn)Gr(M) . The dimension of M
is defined to be deg(HPM)+ 1. FurthermoreM is called holonomic if it has dimension n. A holonomic
module is of minimal dimension, since the dimension of Wn-modules is bounded below by n and
bounded above by 2n. HolonomicWn-modules are additionally cyclic and torsionmodules. For details
see Coutinho (1995).
As usual, we write A = C[t1, . . . , tn] ⊂ Wn.
Theorem 5.5. Let p ≠ 0. There is an isomorphism of Wn-modules W1×mn /Ker(κp) ∼= A. In particular,
W1×mn /Ker(κp) is simple holonomicWn-module.
Proof. Since κp is a homomorphism of Wn-modules, we get
W1×mn /Ker(κp) ∼= Im(κp) ⊆ Wn/Wn⟨∂1, . . . , ∂n⟩ ∼= A.
Thus W1×mn /Ker(κp) is isomorphic to a submodule of A. Due to the fact that A is a simple holonomic
Wn-module and W1×mn /Ker(κp) ≠ 0 the claim follows. 
Corollary 5.6. SinceW1×mn /Ker(κp) is holonomic, it is cyclic. That is, there exists a left ideal Lp such that
W1×mn /Ker(κp) is isomorphic to theWn-moduleWn/Lp.
An algorithm, using Gröbner bases, for computing a generator of a holonomic module is given in
Leykin (2004). On the other hand, since W1×mn /Ker(κp) is a simple holonomic module, any non-zero
element can be taken as a generator for a cyclic presentation.
Example 5.7. Suppose ω = [c1, c2, c3]T for c1, c2, c3 ∈ C \ {0}. Then the identity Ker(κω) =W1⟨[0, c3,−c2], [c3, 0,−c1], [0, 0, ∂]⟩ holds. Since 0 c3 −c2
c3 0 −c1
0 0 ∂

·
 0 1/c3 c1/c3
1/c3 0 c2/c3
0 0 1

  
=:C
=
 1 0 0
0 1 0
0 0 ∂

,
we obtain W1×31 /Ker(κω) ∼= W1×31 /Ker(κω)C ∼= W1/W1⟨∂⟩ ∼= C[t].
5.3. The VMPUM of polynomial–exponential signals
In this section, we extend the signal space that should be modeled. The goal is to compute the
VMPUM of
p = [p1 expλ1 , . . . , pm expλm ]T , (7)
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where for all 1 ≤ i ≤ m, we have pi ∈ A, λi ∈ Cn and
expλ(t) := exp(λ1t1 + · · · + λntn) for λ ∈ Cn.
By the action ∂j • expλ = λj expλ for all 1 ≤ j ≤ n the space of polynomial–exponential functions
becomes a Wn-module.
Consider first the scalar setting, that is,m = 1. Define for λ ∈ Cn the Wn-homomorphism
σλ : Wn → Wn, ∂i → (∂i − λi), ti → ti.
It is easy to see that σλ is a Wn-automorphism. We claim that for a ∈ Wn and f ∈ A
a • p = 0 if and only if σλ(a) • (p expλ) = 0. (8)
For the proof, suppose a =∑i citαi∂βi .
Using the identity (∂i − λi) • (p expλ) = (∂i • p) expλ, the claim follows by
σλ(a) • (p expλ) =
−
i
citαi((∂1 − λ1)βi1 · · · (∂n − λn)βin) • (p expλ)
=
−
i
citαi((∂
βi1
1 · · · ∂βinn ) • p) expλ = (a • p) expλ .
Extending the dimension, there are two special cases requiring attention. First suppose λ1, . . . , λm
to be equal, that is, p = [p1, . . . , pm]T expλ, where λ := λ1. Then claim (8) can be generalized directly
and it follows that
m−
i=1
ai • (pi expλ) = 0 if and only if [a1, . . . , am] ∈ σλ(Ker(κp)). (9)
Assume now that λ1, . . . , λm are pairwise different. Then
m−
j=1
aj • (pj expλj) = 0 if and only if [a1, . . . , am] ∈
m
j=1
σλj(Ker(κpj)). (10)
Since expλ1 , . . . , expλm are algebraically independent over A, the claim follows from
m−
j=1
aj • (pj expλj) = 0
⇔
m−
j=1
 hj−
i=1
cjitαji(∂1 + λj1)(βji)1 . . . (∂n + λjn)(βji)n • pj

expλj = 0
⇔ σ−1
λj
(aj) ∈ Ker(κpj) for all 1 ≤ j ≤ m.
After choosing a suitable projection, by (8) and (9) we have proved the following:
Theorem 5.8. Let p be of the form (7). Further let Ki :=

j | λj = λi = ki1, . . . , kili and let l be chosen
minimal such that we have a disjoint union given by K1∪˙ · · · ∪˙Kl =

k11, . . . , k1h1 , . . . , kl1, . . . , klhl
 =
{1, . . . ,m}. Define the vector hi := [fki1 , . . . , fkili ]T and Hi := σλi(Ker(κhi)). Let ekij denote the kijth
canonical generator of W1×mn for 1 ≤ i ≤ l and 1 ≤ l ≤ hi. Defining for 1 ≤ i ≤ l, φi : Hi → Wn,
[a1, . . . , ahi ] →
∑hi
j=1 ajekij , the VMPUM of p is given by
l
i=1 φi(Hi).
6. The VMPUM using the polynomial difference algebra
Suppose that |K | = ∞. Recall the definition of the nth difference algebra:
Sn := K [t1, . . . , tn][∆1; σ1, δ1] · · · [∆n; σn, δn].
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For p ∈ K [t1, . . . , tn], we have
∆i • p = δi(p) = σi(p)− p, that is (δi(p))(t) = p(t + ei)− p(t).
Further suppose that AO = KNn0 . Identifying a polynomial with the corresponding polynomial
function, we obtain A = K [t1, . . . , tn] ⊆ AO .
Like in the continuous case, the kernel of κp can be computed in a completely commutative
framework. For thiswe choose a special representation of the polynomials that is adapted to the action
of∆; see Zerz (2008). For t ∈ Nn0 and ν = (ν1, . . . , νn), we consider the binomial functions
pν : Nn0 → K , t →

t1
ν1

· · ·

tn
νn

,
where
ti
0
 = 1 for all i. Then ν! pν = t1 · · · (t1 − ν1 + 1) · · · tn · · · (tn − νn + 1) and moreover, each
element p ∈ Am can be written as
p =
−
ν∈Nn0,ν≤cwϱ
cνpν (11)
for ϱ ∈ Nn0, some suitable coefficient vectors cν ∈ Km and≤cw denoting the componentwise order on
Nn0, that is, νi ≤ ϱi for all 1 ≤ i ≤ n. Let us describe how to find this representation. We restrict to
the scalar and one-dimensional case, wherem = n = 1. The general case can be treated similarly. For
p ∈ A = K [t]we show how to find the representation introduced. Usually, a polynomial p is given in
the form p(x) = dvtv + dv−1tv−1 + · · · + d1t + d0, where di ∈ K . To write p in the form (11), the
coefficients cν occurring have to be determined. We will show how this can be done for a monomial
dvtv . Since ν!pν = t · (t − 1) · · · (t − ν + 1), we define
g(ν) := t · (t − 1) · · · (t − ν + 1) = tν + g(ν)ν−1tν−1 + · · · + g(ν)1 t.
By using the fact that g(ν) = g(ν−1) · (t−ν+1), the coefficients g(ν)v will be determined for 1 ≤ v ≤ ν.
1. Determine g(ν)1 : recursively, one gets that
g(ν)1 =

1 for ν = 1
(−1)ν−1
ν−1∏
k=1
k for ν > 1.
2. Determine g(ν)2 : using g
(ν) = g(ν−1) · (t − ν + 1) and g(2)2 = 1, we get a recursive formula
g(ν)2 = g(ν−1)1 − (ν − 1) · g(ν−1)2 = (−1)ν−2
ν−2∏
k=1
k − (ν − 1)g(ν−1)2 .
3. Determine g(ν)j for j ≤ ν: a consideration similar to that in the previous item yields
g(ν)j = g(ν−1)j−1 − (ν − 1) · g(ν−1)j .
Finally, we observe
dvtv = dv

g(v)− g(v)v−1 · g(v − 1)− (g(v)v−2 − g(v)v−1 · g(v−1)v−2 )g(v − 2)− · · ·

= dv

g(v)+
v−1
i=1
kv(i) · g(v − i)

= dv

v!pv +
v−1
i=1
kv(i) · (v − i)! · pv−i

,
V. Levandovskyy et al. / Journal of Symbolic Computation 46 (2011) 1189–1204 1201
where
kv(1) := −g(v)v−1, and kv(l) =
−g(v)v−l +
l−1∑
i=1
kv(i) · g(v−i)v−l , if l < v
0, if l ≥ v.
Consider for example p(t) = t3 + t2 + 1. The bounding value ϱ equals 3, so one can show that
p(t) = 6 · p3 + 8 · p2 + 2 · p1 + p0.
In the following we show the advantage of this notation. Since
(δipνi)(ti) =

ti + 1
νi

−

ti
νi

=
 ti
νi−1

if νi ≥ 1
0 if νi = 0,
one gets, by using the fact that δµpν = δµ11 pν1 · · · δµnn pνn , the equality
δµpν =

pν−µ if µ ≤cw ν
0 otherwise. (12)
Remark 6.1. Let p = (p1, . . . , pm)T ∈ Am with pi(x) = adi itµdii + · · · + a1itµ1i , using multi-index
notation. Define
ϱi = max
cw

(v1, . . . , vn) ∈ Nn0 | vj = (µki)j for 1 ≤ k ≤ di

.
Then the bounding multi-index ϱ belonging to the binomial representation (11) is given by ϱ =
maxcw

(v1, . . . , vn) | vi = (ϱj)i for 1 ≤ j ≤ m

.
From now on suppose that p =∑ν∈Nn0,ν≤cwϱ cνpν .
Remark 6.2. Connecting Remark 6.1 and (12) we get that δµp = 0 for all µ with µi > ϱi for at
least one 1 ≤ i ≤ n. Now consider the sequence Shiftp = (δµ1p, . . . , δµℓp) for pairwise different
µi satisfying µi ≤cw ϱ for all i. The corresponding syzygy module Syz(Shiftp) is finitely generated
too, since A is a Noetherian ring. We can give, in analogy to the continuous case, an A-module
homomorphism fromSyz(Shiftp) to Ker(κp) such that the image of s1, . . . , sd under thismap generates
Ker(κp), that is, Ker(κp) is finitely generated as an A-module. This implies that Ker(κp) is finitely
generated as an Sn-module.
Example 6.3. Let p = [t3, t]T . Then the continuous VMPUM is the same as the discrete VMPUM, that
is, equal to {c[t3, t]T | c ∈ K}. Direct computation over S1 yields KerS1(κp) = S1⟨[0,∆2], [0, t∆− 1],
[1,−t2]⟩. Note that over W1, we have KerW1(κp) = W1⟨[0, ∂2], [0, t∂ − 1], [1,−t2]⟩.
Alternatively, we can compute KerS1(κp) in the commutative framework, using the analogon of the
‘‘difference algebra’’ approach. At first,we observe the identity Shift[t3,t]T = K [t]⟨t3, 3t2+3t+1, 6t+6,
6, t, 1⟩, so
Syz(Shift[t3,t]T ) = K [t]⟨−te6 + e5,−6e6 + e4,−6(t + 1)e6 + e3,
−(3t2 + 3t + 1)e6 + e2,−t3e6 + e1⟩.
Finally we get that Ker(κp) = S1⟨[0,−t∆+1], [∆3,−6∆], [∆2, (−6t−6)∆], [∆, (−3t2−3t−1)∆],
[1,−t3∆], [∆4, 0], [0,∆2]⟩ = S1⟨[0,∆2], [0, t∆− 1], [1,−t2]⟩.
6.1. The VMPUM of polynomial–exponential signals
For λ = (λ1, . . . , λn) ∈ K n the discrete exponential function is given by
expλ : Nn0 → K , t → λt = λt11 · · · λtnn .
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First suppose that m = 1, that is, we want to construct the VMPUM of a scalar polynomial
exponential trajectory of the form p expλ, where p ∈ A. Without loss of generality, we can assume
λi ≠ 0 for all 1 ≤ i ≤ n, because if λi = 0 for one 1 ≤ i ≤ n,we have
p(t) expλ(t) =

0 if ti ≠ 0
g(t1, . . . , ti−1, ti+1, . . . , tn) if ti = 0,
where g is a polynomial–exponential function on Nn−10 .
Consider the automorphism χλ : Sn → Sn, ti → ti, ∆i → 1λi (∆i − λi + 1). Since the equal-
ity χλ(∆i) • (p expλ) = 1λi (∆i − λi + 1) • (p expλ) = 1λi (∆i • (p expλ)− λip expλ+p expλ) =
1
λi
(λi expλ(σi(p)− p)) = expλ∆i • p holds, we obtain χλ(∆ki ) • (p expλ) = expλ∆ki • p which fi-
nally extends to
χλ(∆
µ) • (p expλ) = χµλ (∆) • (p expλ) = expλ∆µ • p. (13)
Now using (13) we can deduce for a =∑hi=1 ai∆αi ∈ Sn the equivalence
a • p = 0 ⇔ χλ(a) • (expλ p) = 0, (14)
since
χλ(a) • (expλ p) =
h−
i=1
aiχλ(∆αi) • (expλ p) =
h−
i=1
ai(∆αi • p) expλ
= expλ
h−
i=1
ai(∆αi • p) = expλ a • p.
Summarizing, we obtain:
Theorem 6.4. Let R ∈ S l×1n be a kernel representation matrix of the VMPUM of p. Then the kernel
representation matrix of p expλ is given by (χλ(Ri))i.
Now consider
p =
 p1 expλ1...
pm expλm
 , where λi ∈ K n, and pi ∈ A (15)
and supposeλ1, . . . , λm to be pairwise different andwithout loss of generalityλij ≠ 0 for all 1 ≤ i ≤ m
and 1 ≤ j ≤ n. Then
m−
j=1
aj • (pj expλj) = 0 if and only if [a1, . . . , am] ∈
m
j=1
χλj(Ker(κpj)), (16)
which follows by
m−
j=1
aj • (pj expλj) = 0⇔
m−
j=1
 hj−
i=1
cjitαji∆βji • (pj expλj)

= 0
⇔
m−
j=1
(χ−1
λj
(aj) • pj) expλj = 0⇔ χ−1λj (aj) ∈ Ker(κpj) for all 1 ≤ j ≤ m.
Choosing a suitable projection, we obtain by (14) and (16):
Theorem 6.5. Let p be of the form (15). Further let Ki :=

j | λj = λi = ki1, . . . , kili. Choose l minimal
such that K1∪˙ . . . ∪˙Kl =

k11, . . . , k1h1 , . . . , kl1, . . . , klhl
 = {1, . . . ,m}. Further define the vector
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hi := [fki1 , . . . , fkili ]T and Hi := χλi(Ker(κhi)). Let ekij denote the kijth standard generator of S1×mn for
1 ≤ i ≤ l and 1 ≤ l ≤ hi. Defining for 1 ≤ i ≤ l
φi : Hi → Sn, [a1, . . . , ahi ] →
hi−
j=1
ajekij
the VMPUM of p is given by
l
i=1 φi(Hi).
Conclusion
Generalizing ideas from systems theory, we have defined a ‘‘varying most powerful unfalsified
model’’ (VMPUM) over polynomial Ore algebras such as the Weyl algebra or the difference algebra.
Algorithmically this amounts to computing kernels of module homomorphisms over these algebras.
On the one hand, this can be achieved using Gröbner bases techniques, and on the other, by
translating the problem to an associated syzygy computation over a commutative polynomial ring,
thus mimicking ideas of differential algebra. We have also studied some structural properties of the
resulting models, and we have seen, in terms of examples, that models with polynomial coefficients,
which require one to work over noncommutative algebras, provide a much better (and more precise)
description of the data than models with constant coefficients, which operate over commutative
algebras.
Further future work will concern, for instance, a characterization of the vector space dimension of
the VMPUM of several trajectories, thus generalizing Theorem 5.2.
Conjecture 6.6. Let P = Cp1 + · · · + Cpm. Then dimC(VMPUM(P)) = dimC P.
Moreover, it seems possible to us to develop a VMPUM with polynomial coefficients for data,
represented by rational and by rational–exponential functions.
This paper was submitted in December 2008. For various reasons, not the fault of the authors,
it took quite a while to appear. In the meantime, the conjecture above was proved in our paper
(Schindelar et al., 2011).
The authors would like to thank the anonymous referees for their insightful remarks. Kristina
Schindelar carried out her work on this paper during her Ph.D. studies at Lehrstuhl D für Mathematik
of RWTH Aachen University.
References
Antoulas, A., Willems, J., 1993. A behavioral approach to linear exact modeling. IEEE Transactions on Automatic Control 38 (12).
Chyzak, F., Quadrat, A., Robertz, D., 2005. Effective algorithms for parametrizing linear control systems over Ore algebras.
Applicable Algebra in Engineering, Communications and Computing 16 (5), 319–376.
Chyzak, F., Quadrat, A., Robertz, D., 2007. OreModules: A symbolic package for the study of multidimensional linear systems.
In: Chiasson, J., Loiseau, J.-J. (Eds.), Applications of Time-Delay Systems. In: LNCIS, vol. 352. Springer, pp. 233–264.
Chyzak, F., Salvy, B., 1998. Non-commutative elimination in Ore algebras proves multivariate identities. Journal of Symbolic
Computation 26 (2), 187–227.
Coutinho, S.C., 1995. A Primer of Algebraic D-modules. Cambridge University Press.
Decker, W., Greuel, G.-M., Pfister, G., Schönemann, H., 2009. Singular 3.1. a Computer Algebra System for Polynomial
Computations. Centre for Computer Algebra, University of Kaiserslautern. URL: http://www.singular.uni-kl.de.
Greuel, G.M., Levandovskyy, V., Motsak, O., Schönemann, H., 2009. Plural. A Singular 3.1 Subsystem for Computations
with Non-commutative Polynomial Algebras. Centre for Computer Algebra, University of Kaiserslautern. URL:
http://www.singular.uni-kl.de.
Kredel, H., 1993. Solvable Polynomial Rings. Shaker.
Kuijper, M., Polderman, J.W., 2002. Behavioral models for list decoding. Journal of Mathematical and Computer Modeling of
Dynamical Systems 8, 429–443.
Kuijper, M., Polderman, J.W., 2004. Reed–Solomon list decoding from a system-theoretic perspective. IEEE Transactions on
Information Theory 50 (2).
Levandovskyy, V., 2005. On preimages of ideals in certain non-commutative algebras. In: Pfister, G., Cojocaru, S., Ufnarovski, V.
(Eds.), Computational Commutative and Non-Commutative Algebraic Geometry. IOS Press.
Leykin, A., 2004. Algorithmic proofs of two theorems of Stafford. Journal of Symbolic Computation 38 (6), 1535–1550.
McConnell, J.C., Robson, J.C., 2001. Noncommutative Noetherian Rings. AMS.
Pommaret, J.F., Quadrat, A., 1999. Algebraic analysis of linear multidimensional control systems. IMA Journal of Mathematical
Control and Information 16, 275–297.
1204 V. Levandovskyy et al. / Journal of Symbolic Computation 46 (2011) 1189–1204
Schindelar, K., Levandovskyy, V., Zerz, E., 2008. Linear exact modeling with variable coefficients. In: Proceedings of the 18th
International Symposium on Mathematical Theory of Networks and Systems. Blacksburg, USA. SIAM.
Zerz, E., Levandovskyy, V., Schindelar, K., 2011. Exact linear modeling with polynomial coefficients. Multidimensional Systems
and Signal Processing 22 (1–3), 55–65. URL: http://dx.doi.org/10.1007/s11045-010-0125-0.
Zerz, E., 2005. Characteristic frequencies, polynomial–exponential trajectories, and linear exact modeling with multidimen-
sional behaviors. SIAM Journal of Control and Optimization 44 (3), 1148–1163.
Zerz, E., 2008. The discrete multidimensional MPUM. Multidimensional Systems and Signal Processing 19, 307–321.
