Noise Resilience of Variational Quantum Compiling by Sharma, Kunal et al.
Noise Resilience of Variational Quantum Compiling
Kunal Sharma,1, 2, ∗ Sumeet Khatri,2, ∗ M. Cerezo,1 and Patrick J. Coles1
1Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM 87545, USA
2Hearne Institute for Theoretical Physics and Department of Physics and Astronomy,
Louisiana State University, Baton Rouge, LA USA.
Variational hybrid quantum-classical algorithms (VHQCAs) are near-term algorithms that lever-
age classical optimization to minimize a cost function, which is efficiently evaluated on a quantum
computer. Recently VHQCAs have been proposed for quantum compiling, where a target unitary
U is compiled into a short-depth gate sequence V . In this work, we report on a surprising form of
noise resilience for these algorithms. Namely, we find one often learns the correct gate sequence V
(i.e., the correct variational parameters) despite various sources of incoherent noise acting during the
cost-evaluation circuit. Our main results are rigorous theorems stating that the optimal variational
parameters are unaffected by a broad class of noise models, such as measurement noise, gate noise,
and Pauli channel noise. Furthermore, our numerical implementations on IBM’s noisy simulator
demonstrate resilience when compiling the quantum Fourier transform, Toffoli gate, and W-state
preparation. Hence, variational quantum compiling, due to its robustness, could be practically useful
for noisy intermediate-scale quantum devices. Finally, we speculate that this noise resilience may be
a general phenomenon that applies to other VHQCAs such as the variational quantum eigensolver.
I. INTRODUCTION
Obtaining accurate answers from near-term quantum computers is a challenge with major scientific and technological
implications. In these so-called noisy intermediate-scale quantum (NISQ) computers [1], errors arise, for example, due
to decoherence processes, gate noise, and measurement noise. Clearly, error mitigation techniques will be necessary to
make use of NISQ devices. Several promising error mitigation strategies have recently emerged, including zero-noise
extrapolation [2], quasi-probability decomposition [2], post-selection [3, 4], noise-aware compiling [5], and machine
learning for circuit-depth compression [6]. Let us consider two other strategies for error mitigation in what follows.
Hybridizing a quantum algorithm by pushing some of the complexity onto a classical computer allows one to
only run a portion of the computation on the (error-prone) quantum computer. Excellent examples of this strategy
are variational hybrid quantum-classical algorithms (VHQCAs) [7]. VHQCAs only employ a quantum computer to
evaluate a cost function that depends on the parameters of a quantum gate sequence and then leverage a classical
optimization routine to minimize the cost and hence train the parameters. The most famous VHQCA is the variational
quantum eigensolver (VQE) [8], where the cost function is the energy for some Hamiltonian and hence the goal is to
prepare the ground state. VHQCAs have been proposed for many other applications [9–21].
Another strategy for error mitigation is to find quantum circuits or quantum algorithms that are inherently noise
resilient. Circuits for quantum error correction [22, 23], of course, have this property of inherent noise resilience,
and in fact,o such circuits are resilient to all types of noise on a subset of the qubits. More generally, one could ask
whether a circuit is resilient to a particular kind of noise process. Hence, for every circuit, which aims to compute
some quantity, one could ask what noise models do not affect the output of the circuit.
The two strategies just mentioned have an interesting intersection: researchers have observed that some VHQCAs
have some inherent noise resilience. McClean et al. [7] noted that coherent errors (e.g., systematic gate biases) can
lead to a situation where the formal unitary V (α) specified by the parameters α is different from the actual unitary
that is physically implemented V˜ (α). This error is correctable if there exists a vector β such that one can physically
implement the unitary V˜ (α+ β) within one’s ansatz, with the condition that V˜ (α+ β) = V (α). If this condition is
satisfied, then one could still physically achieve the minimum value of the cost function, where the minimum value
would be associated with different parameters than one would have in the noiseless case. We refer to this kind of
noise resilience as Cost Value Resilience, since the value of the cost function at the global minimum is unaffected by
the noise. Cost Value Resilience is important, e.g., if one is interested in estimating the ground state energy of a
Hamiltonian with VQE.
In this work, we report on a different kind of noise resilience for VHQCAs. Instead of considering Cost Value
Resilience, we consider the case where the optimal parameters are noise resilient, which we call Optimal Parameter
∗ The first two authors contributed equally to this work.
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2Resilience. While Cost Value Resilience is related to coherent noise, we find that Optimal Parameter Resilience holds
for certain kinds of incoherent noise, such as decoherence processes and readout errors. For certain applications,
obtaining the correct optimal parameters is more important than obtaining the correct value of the cost function.
Quantum compiling [24–26] is one of these applications. Compiling refers to transforming a high-level algorithm into
a low-level machine code. For quantum compiling, it is crucial to do this transformation optimally, i.e., to keep the low-
level code as short as possible, since errors accumulate with circuit depth. VHQCAs offer a promising framework for
(optimal) quantum compiling. Three recent works introduced VHQCAs for quantum compiling, henceforth referred to
as variational quantum compiling (VQC) [19–21]. In VQC one trains the parameters α of a short-depth gate sequence
V (α) such that it is close to a target unitary U . Here, some distance measure between V (α) and U serves as the cost
function and is efficiently evaluated on a quantum computer, while a classical optimizer adjusts the parameters α to
minimize the cost. VQC could be an important tool for NISQ computing since it could optimally shrink the depth of
quantum circuits. However, a potential issue is that one needs to put the target unitary U on the NISQ device, and
hence the target itself is noisy or defective. Furthermore, there are noise sources in other parts of the cost-evaluation
circuit. All of these may lead to a defective optimal V (α), with the noise effectively compiled into V (α).
Addressing these concerns, our main results are rigorous theorems stating that many different types of noise during
cost evaluation do not affect the optimal V (α). For example, we show that VQC is completely resilient to measurement
noise (readout error). We also show resilience to incoherent gate noise and decoherence processes, such as Pauli
channels and non-unital Pauli channels, acting at specific times during the cost-evaluation circuit. In addition to
these analytical results, we implement VQC on IBM’s noisy quantum simulator [27] (which simulates their quantum
hardware) for several quantum gates: quantum Fourier transform, Toffoli, and W-state preparation. In each case,
we observed significant noise resilience (even more resilience than what is explained by our theorems) such that we
effectively learned the true optimal values of α despite the noise.
Finally, we speculate that the resilience phenomenon that we demonstrate for VQC may be more general, potentially
applying to other VHQCAs. For example, we discuss the potential for seeing this resilience for VQE, and as a warm-up
for the reader, we give a simple example in the next section where VQE exhibits Optimal Parameter Resilience. We
also establish in the Discussion section that VQC is a special case of VQE, and hence our main results can be viewed
as being relevant to VQE.
II. WARM-UP: SIMPLE VQE EXAMPLE
Here we show that VQE [8] exhibits Optimal Parameter Resilience (OPR) to measurement noise for a special class
of Hamiltonians. VQE may exhibit OPR more generally, although the proof would certainly be more involved. Hence
we consider here this special case for illustration and leave the more general case for future work.
Consider a Hamiltonian that is a sum of local Pauli operators
H = −
n∑
j=1
c(j)σ
(j)
P (j) , (1)
where σ(j)P (j) = U
(j)
P (j)σ
(j)
Z (U
(j)
P (j))
† is a local operator on qubit j that is unitarily equivalent to the Pauli Z operator
σ
(j)
Z . Physically, this Hamiltonian arises for a system of n non-interacting spin-1/2 particles in a non-uniform (i.e.,
j-dependent) magnetic field. Without loss of generality, one can take the c(j) coefficients to be non-negative (i.e.,
absorb any negativity into the definition of the Pauli operator). The ground state |ψ0〉 of H has a tensor product
form: |ψ0〉 =
⊗n
j=1 |P (j)+〉, where |P (j)+〉 is the eigenvector of σ(j)P (j) with the +1 eigenvalue.
Now suppose there is measurement noise in the cost-evaluation circuit. In the ideal case, one measures 〈H〉 =∑
j c
(j)〈σ(j)P (j)〉 =
∑
j c
(j)〈U (j)P (j)σ(j)Z (U (j)P (j))†〉 by applying (U (j)P (j))† on the j-th qubit and measuring it on the standard
basis to estimate 〈σ(j)P (j)〉. Then, by performing classical post-processing we compute the weighted sum in 〈H〉.
However, with measurement noise, the σ(j)Z operator gets replaced by σ˜
(j)
Z = (p
(j)
00 − p(j)10 )|0〉〈0| − (p(j)11 − p(j)01 )|1〉〈1|.
Here, p(j)kl is the probability to obtain the k outcome when feeding in the |l〉 state on the j-th qubit. Hence, instead
of measuring 〈σ(j)P (j)〉, one measures 〈σ˜(j)P (j)〉 with σ˜(j)P (j) = U (j)P (j)σ˜(j)Z (U (j)P (j))†. In other words, the Hamiltonian H gets
replaced by an effective Hamiltonian:
H˜ = −
n∑
j=1
c(j)σ˜
(j)
P (j) . (2)
3The ground state of H˜ is a tensor product of one-qubit states that are the eigenvectors of σ˜(j)P (j) with the largest
eigenvalue. Suppose we assume that p(j)00 + p
(j)
11 > p
(j)
01 + p
(j)
10 for all j, which means that the probability of getting
the correct outcome is greater than the probability for getting the wrong outcome. With this assumption, the largest
eigenvalue of σ˜(j)Z is associated with the |0〉 state, and hence the largest eigenvalue of σ˜(j)P (j) is associated with |P (j)+〉.
Therefore, despite the measurement noise, one still finds that the ground state is |ψ0〉 =
⊗n
j=1 |P (j)+〉. This implies
that one would still learn the correct optimal parameters of the state-preparation circuit if one implemented VQE for
this Hamiltonian.
III. BACKGROUND: VARIATIONAL QUANTUM COMPILING
Let us now move on to Variational Quantum Compiling (VQC). VQC was first introduced in Ref. [19], under
the name of Quantum-Assisted Quantum Compiling (QAQC). Two later works further investigated VQC [20, 21]
with slightly different approaches. Since we are attempting to unite these works [19–21] under one umbrella, we are
proposing the name VQC (instead of QAQC) as a unifying term.
There are two overarching approaches to VQC. One is to compile the full unitary matrix U by considering the
action of U on all input states (or an informationally complete set of states) [19, 21]. The other is to compile only a
particular column of the matrix U by considering the action of U on a fixed input state [19, 20].
The benefit of the first approach is that it is fully general, applying even when one does not know what the input
state to U will be (for example, if U occurs in the middle of one’s quantum algorithm). The benefit of the second
approach is that, when the input state is known, it could lead to a shorter-depth compilation since it does not require
compilation of the entire unitary matrix.
A. Full unitary matrix compiling
Full unitary matrix compiling (FUMC) was treated in detail in Ref. [19]. This work introduced cost functions
based on the entanglement fidelity and proposed quantum circuits to quantify the cost based on the overlap between
maximally entangled states. A slightly different but equivalent approach was employed in Ref. [21]. We focus on the
approach of Ref. [19] in what follows.
The overall cost function proposed by Ref. [19] is:
C(q) = qCHST + (1− q)CLHST . (3)
Here, q is a free parameter with 0 6 q 6 1, while CHST and CLHST are two alternative cost functions that have utility
in different regimes (hence why a weighted average is taken in (3)).
The CHST cost function [19] quantifies the Hilbert-Schmidt inner product between the target unitary U and the
trainable gate sequence V , as follows:
CHST = 1− FHST = 1− |Tr(V †U)|2/d2 , (4)
where d = 2n is the Hilbert-space dimension and n is the number of qubits that U acts on, and where we write
V instead of V (α) for simplicity. The circuit for computing CHST is called the Hilbert-Schmidt Test (HST) and is
shown in Fig. 1(a). First, one prepares a maximally entangled state |Φ〉AB by acting with a depth-two circuit E, then
one applies U followed by V † on half of this maximally entangled state. Finally one measures the overlap with the
original maximally entangled state |Φ〉AB by applying E† and quantifying the probability of the all-zeros measurement
outcome. One can verify that this probability is equal to |Tr(V †U)|2/d2. This cost function is operationally meaningful
since it is equivalent to the average fidelity F (U, V ) =
∫ |〈ψ|V †U |ψ〉|2dψ between states acted upon by U versus those
acted upon by V , as follows [28, 29]:
CHST =
d+ 1
d
(1− F (U, V )) . (5)
Note that CHST is faithful in that CHST = 0 iff V = U (up to global phase).
An alternative cost function is given by
CLHST = 1− FLHST = 1− 1
n
n∑
j=1
F
(j)
LHST , (6)
4Lorem ipsum Lorem ipsum
FIG. 1. Circuits for cost evaluation in full unitary matrix compiling. (a) The Hilbert-Schmidt Test (HST). An entangling
gate E consisting of Hadamards and CNOTs prepares a maximally entangled state between systems A and B. Then a target
unitary U is applied on A, which is followed by a trainable unitary V †. Finally, a measurement in the Bell basis is performed
by applying the adjoint of E, followed by a standard basis measurement. This circuit computes the Hilbert-Schmidt inner
product between U and V , as the probability to obtain the measurement outcome in which all 2n qubits are in the |0〉 state
is FHST = (1/22n)|Tr(V †U)|2. (b) The Local Hilbert-Schmidt Test (LHST), which is same as the HST circuit, except the
disentangling gate E† is applied only on one AjBj pair of qubits (depicted here for the A1B1 pair) and subsequently, the same
two qubits are measured in the standard basis. The probability for the outcome associated with the |00〉 state is F (j)LHST in (6).
where F (j)LHST is the probability of the 00 measurement outcome in the Local Hilbert-Schmidt Test (LHST), which is
the circuit shown in Fig. 1(b). Note that FHST is the entanglement fidelity for the quantum channel defined by V †U .
On the other hand, F (j)LHST is the entanglement fidelity for the quantum channel obtained from feeding into V
†U the
maximally mixed state on Aj and then tracing over Aj , where Aj consists of all qubits in A other than Aj . As shown
in Ref. [19],
CLHST 6 CHST 6 nCLHST , (7)
which implies that CLHST is also a faithful cost function, i.e., CLHST = 0 iff V = U (up to global phase).
The definition of C(q) was motivated in Ref. [19] by the fact that CHST has a direct operational meaning (Eq. (5))
but it becomes difficult to train for large n due to a vanishing gradient, whereas CLHST is trainable but does not have
a direct operational meaning. Hence one can take a weighted average of these two functions, as in C(q), where for
small n one can choose q ≈ 1, while for large n one can choose q ≈ 0.
B. Compiling with a fixed input state
Fixed Input State Compiling (FISC) of a unitary matrix was introduced in [19, 20] and treated in significant detail
in [20]. In this case, the goal is to train a gate sequence V so that it has the same effect as a target unitary U when
acting on a given input state |ψ0〉. For simplicity and due to its technological relevance, we will consider the case
where |ψ0〉 = |0〉 is the all-zero state, so that we are interested in training V to satisfy the condition
U |0〉 = V |0〉 , or equivalently W |0〉 = |0〉 , (8)
with W = V †U . In order to quantify how far the output state W |0〉 is from the input state |0〉 (up to a global phase),
one can define the cost function
CLET = 1−GLET , (9)
where GLET is the fidelity F (ρ, σ) =
(
Tr[
√√
ρσ
√
ρ]
)2 between these two states:
GLET = F (|0〉〈0|,W |0〉〈0|W †) = |〈0|W |0〉|2 = Tr
[
P0W |0〉〈0|W †
]
, (10)
with P0 = |0〉〈0| the projector onto the all-zero state. We employed the LET subscript here since we refer to the
circuit used to quantify (9) and (10) as the Loschmidt Echo Test (LET), shown in Fig. 2(a). The Loschmidt echo [30]
5Lorem ipsum Lorem ipsum
FIG. 2. Circuits for cost evaluation in compiling with a fixed input state. (a) The Loschmidt Echo Test (LET). In this circuit,
the probability of obtaining the measurement outcome in which all n qubits are in the |0〉 state is GLET = |〈0|V †U |0〉|2. (b)
The Local Loschmidt Echo Test (LLET), which is the same as the LET but only the Aj qubit is measured in the standard
basis. The probability that this qubit is in the |0〉 state is G(j)LLET in (12).
refers to a forward and backward time evolution with the intent of recovering the initial state. This is analogous to
the circuit in Fig. 2(a) where one first evolves forward with U and then attempts to undo that evolution with V †, to
recover the initial state |0〉. Hence the probability of the all-zero measurement outcome in Fig. 2(a) is precisely GLET.
One can see that compiling with a fixed input state leads to more freedom and hence more solutions than full unitary
matrix compiling. Note that CHST = 0 iff W = eiφ1 where φ is a global phase factor. On the other hand, CLET = 0 iff
|〈0|W |z〉| = |〈z|W |0〉| = δz,0 for all bit strings z. Hence, for W that achieve CLET = 0, the (n− 1)× (n− 1) unitary
principal submatrix of W with matrix elements 〈z|W |z′〉 (such that z, z′ 6= 0) remains completely arbitrary. This
degeneracy of optima can simplify the optimization of V as any of these optima will lead to CLET = 0.
Analogous to the LHST cost for full unitary matrix compiling, one can define a cost function for fixed input state
compiling that involves local observables:
CLLET = 1−GLLET = 1− 1
n
n∑
j=1
G
(j)
LLET , with G
(j)
LLET = Tr
[(
P
Aj
0 ⊗ 1Aj
)
W |0〉〈0|W †
]
. (11)
Here, PAj0 is the projector onto the zero state on the Aj qubit, and 1
Aj denotes the identity on all qubits except Aj
and n is the number of qubits. We call the circuit used to compute CLLET the Local Loschmidt Echo Test (LLET),
and this circuit is shown in Fig. 2(b). Note that
G
(j)
LLET = Trj
[
P
Aj
0 ρ
(j)
]
= 〈0|ρ(j)|0〉 = F (|0〉〈0|, ρ(j)) , (12)
where ρ(j) = TrAj
[
W |0〉〈0|W †]. Hence G(j)LLET corresponds to the probability of the zero outcome for the circuit in
Fig. 2(b). With a proof similar to that of (7) one can show that
CLLET 6 CLET 6 nCLLET , (13)
and hence CLLET = 0 iff CLET = 0. Furthermore, one can define an overall cost function analogous to C(q) in (3),
C ′(q) = qCLET + (1− q)CLLET, (14)
which again is motivated by the fact that CLET has a direct operational meaning but is difficult to train for large n,
whereas the opposite is true for CLLET. Hence one can take q ≈ 1 for small n and q ≈ 0 for large n.
IV. NOISE PROCESSES
In this work, we consider three different types of noise [31, 32]: (1) decoherence noise, (2) gate noise, and (3)
measurement noise. We now discuss how we mathematically model these three types of noise.
Let us start with decoherence. Physical models of decoherence often refer to T1 and T2 processes, which respectively
pertain to thermal relaxation (energy dissipation) and dephasing (loss of phase coherence). These processes are
typically modeled as local quantum channels acting independently on individual qubits. However, mathematically it
is easier to deal with classes of quantum channels that act globally on sets of qubits (which can contain the independent
local channels as a special case). In what follows, we define three types of global quantum channels: depolarizing
noise, Pauli noise, and non-unital Pauli noise. It is worth noting that Pauli noise includes T2 processes as a special
case (i.e., the dephasing channel is a Pauli channel), and non-unital Pauli noise includes T1 processes as a special case
(i.e., the amplitude damping channel is a non-unital Pauli channel). Consider the following precise definitions.
6Definition 1. We define depolarizing noise (DN) as a completely positive trace-preserving (CPTP) map that maps
an n-qubit state ρ to the state pρ+ (1− p)1 /(2n).
Definition 2. We define Pauli noise (PN) as a CPTP map P whose superoperator is diagonal in the Pauli basis. In
other words, its action on a Pauli operator XlZk := X l1Zk1 ⊗ ...⊗X lnZkn is given by P(XlZk) = clkXlZk, where
c00 = 1. Furthermore, we assume that clk > 0 for all l and k, where l1, . . . , ln, k1, . . . , kn ∈ {0, 1}.
Definition 3. We define non-unital Pauli noise (NUPN) as a CPTP map PNU whose action on the identity is
PNU(1 ) = 1 +
∑
(l,k) 6=(0,0) dlkX
lZk, and whose action on all other Pauli operators XlZk with (l,k) 6= (0,0) is given
by PNU(XlZk) = clkXlZk. Furthermore, we assume that clk > 0 for all l and k.
Next, we consider gate noise. While gate noise can involve coherent errors such as systematic gate bias, such errors
are hardware-specific, and hence we focus on incoherent gate noise. We consider a simple model for gate noise in which
every time a gate is implemented, a Pauli channel acts both before and after this gate. Furthermore, for generality,
we allow these Pauli channels to act globally on all qubits, which serves as a model for cross-talk (where gates affect
qubits on which they are intended to act trivially).
Definition 4. We define Pauli gate noise (PGN) as a simple noise model in which all gates that are implemented in
parallel are preceded and followed by global Pauli channels. In other words, for a gate G, instead of its action on a
state ρ being GρG†, we model its action as P ′(GP(ρ)G†) where P and P ′ are Pauli channels. Note that these Pauli
channels act on all qubits, including qubits on which G acts trivially.
Finally, we consider measurement noise, also known as readout error. We model measurement noise essentially as
a classical bit-flip channel, where feeding in the standard basis state |l〉 leads to the k outcome with probability pkl.
We allow for asymmetry in that one can have p01 6= p10, which is an important generality, e.g., when T1 noise occurs
during the measurement process.
Definition 5. We define measurement noise (MN) as a modification of the standard-basis POVM elements, which
are {P0 = |0〉〈0|, P1 = |1〉〈1|} for a noiseless single qubit. With measurement noise, this POVM gets replaced by
{P˜0, P˜1}, with P˜0 = p00|0〉〈0|+ p01|1〉〈1| and P˜1 = p10|0〉〈0|+ p11|1〉〈1|, where p00 + p10 = 1, p01 + p11 = 1, and pkl is
the probability of getting the k outcome given the l input. Furthermore we assume that pkk > pkl for l 6= k. Hence,
for an n-qubit standard-basis measurement with measurement noise, we write the POVM element associated with the
bit string z = (z1, ..., zn) as
P˜z =
n⊗
j=1
(
p
(j)
zj0
|0〉〈0|+ p(j)zj1|1〉〈1|
)
, (15)
with
∑
zj
p
(j)
zj0
= 1 and
∑
zj
p
(j)
zj1
= 1, and we assume that p(j)zjzj > p
(j)
zj l
for l 6= zj.
V. MAIN RESULTS
Before proceeding to the main results we first define two versions of Optimal Parameter Resilience (OPR) which
we refer to as strong-OPR and weak-OPR.
Definition 6. Let Vd be the set of d× d unitary matrices. Let CQC(V ) be a function of V with V ∈ Vd, and suppose
that CQC(V ) can be evaluated using a quantum circuit denoted QC. Let C˜QC(V ) denote the noisy version of CQC(V ),
i.e., the corresponding function whenever the circuit QC is run in the presence of some noise process N . Let Voptd and
V˜optd respectively denote the sets of unitaries that optimize CQC(V ) and C˜QC(V ), i.e.,
Voptd = {V ′ ∈ Vd : CQC(V ′) = minV ∈Vd CQC(V )} , (16)
V˜optd = {V ′ ∈ Vd : C˜QC(V ′) = minV ∈Vd C˜QC(V )} . (17)
We say that CQC(V ) exhibits strong-OPR to N if V˜optd = Voptd . We say that CQC(V ) exhibits weak-OPR to N if
V˜optd ⊆ Voptd .
7Lorem ipsum Lorem ipsum
FIG. 3. Schematic diagram of: (a) Noise Model 1 of Definition 7, and (b) Noise Model 2 of Definition 8. The following
acronyms are employed: depolarizing noise (DN), Pauli gate noise (PGN), Pauli noise (PN), non-unital Pauli noise (NUPN),
and measurement noise (MN). Red dashed boxes indicate the time period and the qubits on which the noise process acts. Time
τ1 (τ2) corresponds to the time immediately before (after) the action of the unitary V †U . While both panels show the HST,
these noise models are also applicable to the LHST, provided one replaces E† with (E(j))†.
A. Noise Resilience of Full Unitary Matrix Compiling
Let us begin with Full Unitary Matrix Compiling (FUMC). Figure 3 shows the two noise models that we will
consider for FUMC. As shown in this figure, τ1 and τ2 are respectively defined as the times just before and just after
the application of V †U . Consider the following definition for the noise model depicted in Fig. 3(a).
Definition 7. We define Noise Model 1 to be the following noise process during the HST circuit: (1) global depolarizing
noise acting continuously throughout the circuit, (2) global Pauli noise at times τ1 and τ2, (3) global depolarizing
noise on system A acting continuously in between τ1 and τ2, (4) global non-unital Pauli noise on system B acting
continuously in between τ1 and τ2, (5) Pauli gate noise during E and E†, and (6) measurement noise. We also use the
term Noise Model 1 when the same noise model acts during the LHST circuit, provided one replaces E† with (E(j))†.
We now state our first main result. We note that the appendices provide detailed proofs of all theorems and
corollaries.
Theorem 1. The cost functions CHST and CLHST exhibit strong-OPR to Noise Model 1 in Definition 7.
Note that this theorem also implies that C(q) = qCHST + (1− q)CLHST exhibits strong-OPR to Noise Model 1, for
all values of q. This is because the set Voptd = V˜
opt
d defined in (16) and (17) is the same for CHST and CLHST functions.
Hence this same set is optimal for C(q).
Consider the implications of Theorem 1. First, this theorem implies that FUMC is completely resilient to mea-
surement noise. Second, FUMC is completely resilient to Pauli gate noise during the entangling and disentangling
gates, E and E†. Note that this Pauli gate noise is global and hence accounts for cross talk. Third, FUMC is resilient
to global depolarizing noise acting continuously throughout the circuit, as well as global Pauli noise acting at the
specific times τ1 and τ2. Fourth, FUMC is resilient to depolarizing noise acting on system A and non-unital Pauli
noise acting on system B, provided that each of these process act (possibly continuously) during the time interval
between τ1 and τ2. We emphasize that Pauli noise includes dephasing channels (T2 noise) as a special case, while
non-unital Pauli noise includes both dephasing and amplitude damping channels (T2 and T1 noise) as special cases.
Importantly, Theorem 1 states that FUMC is resilient to the general case where all of these noise processes occur
together.
We now state our second main result, which deals with the noise model in Fig. 3(b).
Definition 8. We define Noise Model 2 to be the following noise process during the HST circuit: (1) global depolarizing
noise acting continuously throughout the circuit, (2) global Pauli noise at times τ1 and τ2, (3) global non-unital Pauli
noise on system A at time τ1, (4) global depolarizing noise on system A acting continuously in between τ1 and τ2,
(5) global Pauli noise on system B acting continuously in between τ1 and τ2, (6) Pauli gate noise during E and E†,
and (7) measurement noise. We also use the term Noise Model 2 when the same noise model acts during the LHST
circuit, provided one replaces E† with (E(j))†.
Theorem 2. The cost functions CHST and CLHST exhibit strong-OPR to Noise Model 2 in Definition 8.
8The implications of Theorem 2 are similar to those of Theorem 1. The main difference is that Theorem 2 allows
for non-unital Pauli noise on system A at time τ1, at the expense of only allowing Pauli noise to act continuously on
system B between τ1 and τ2. The other aspects of the noise models treated by these two theorems are identical.
The above two theorems immediately imply several corollaries below. These corollaries establish resilience to noise
models that are different and in some cases more general than the noise models previously considered, at the expense
of possibly specializing the form of the unitary W = V †U .
Corollary 1. The cost functions CHST and CLHST exhibit strong-OPR to a noise model that includes the following: (1)
all noise processes in Noise Model 1, as well as (2) a noise process during the implementation of W =Wk ◦ · · · ◦W1 =
V† ◦ U (i.e., in the time interval between τ1 and τ2) in which global Pauli channels {PA1 , . . . ,PAk } act on system A,
such that the overall channel on A is PAk ◦Wk · · · ◦ PA1 ◦W1, provided that the following condition is satisfied:
(PAk ◦Wk · · · ◦ PA1 ◦W1)(·) = (Wk ◦Wk−1 · · · ◦ W1 ◦ P̂A)(·) . (18)
Here P̂A is also a Pauli channel, and the channels U , V†, and W correspond to conjugating the state by the unitaries
U , V †, and W , respectively.
The condition in (18) implies that the overall channel consisting of global Pauli channels acting on system A during
the implementation of W is mathematically equivalent (although physically inequivalent) to a Pauli channel followed
by W. Therefore, Corollary 1 follows from Theorem 1.
Consider the following implications of Corollary 1. Unitaries corresponding to the Clifford group necessarily satisfy
the condition in (18), as shown in the Appendix. Therefore, Corollary 2 below holds for any Clifford unitary W .
Moreover, tensor-product unitaries satisfy this same condition provided that the noise is local depolarizing noise, and
hence Corollary 3 below also follows from Corollary 1.
Corollary 2. Let the W = V †U gate sequence be composed only of Clifford gates. Then the cost functions CHST
and CLHST exhibit strong-OPR to a noise model that includes the following: (1) all noise processes in Noise Model 1,
as well as (2) a noise process during the implementation of W = Wk ◦ · · · ◦ W1, in which global Pauli channels
{PA1 , . . . ,PAk } act on system A, such that the overall channel on A is PAk ◦Wk · · · ◦ PA1 ◦W1.
Corollary 3. Let the W = V †U gate sequence have the form W = WA2 WA1 with WA1 = WA
′
1 ⊗ WA
′′
1 being a
tensor product, i.e., W is a tensor product up to a particular time. Then the cost functions CHST and CLHST exhibit
strong-OPR to a noise model that includes the following: (1) all noise processes in Noise Model 1, as well as (2) a
noise process during the implementations of WA′1 = WA
′
1,k ◦ · · · ◦ WA
′
1,1 and WA
′′
1 = WA
′′
1,l ◦ · · · ◦ WA
′′
1,1 in which local
depolarizing channels {DA′1,1, . . . ,DA
′
1,k} and {DA
′′
1,1 , . . . ,DA
′′
1,l } act on subsystems A′ and A′′, respectively, such that the
overall channel on A′A′′ is (DA′1,k ◦WA
′
1,k . . .DA
′
1,1 ◦WA
′
1,1)⊗ (DA
′′
1,l ◦WA
′′
1,l . . .DA
′′
1,1 ◦WA
′′
1,1 ).
The following corollary follows from Theorem 2 and is analogous to Corollary 1.
Corollary 4. The cost functions CHST and CLHST exhibit strong-OPR to the following noise model: (1) all noise
processes in Noise Model 2, as well as (2) a noise process during the implementation of W =Wk ◦ · · · ◦ W1 = V† ◦ U
(i.e., in the time interval between τ1 and τ2) in which global non-unital Pauli channels {PANU,1, . . . ,PANU,k} act on
system A such that the overall channel on A is PANU,k ◦ Wk · · · ◦ PANU,1 ◦ W1, provided that the following condition is
satisfied:
(PANU,k ◦Wk · · · ◦ PANU,1 ◦W1)(·) = (Wk ◦Wk−1 · · ·W1 ◦ P̂ANU)(·) , (19)
where P̂ANU is also a Pauli channel.
Finally, we present a simple corollary of Theorem 1 based on the ricochet property of the standard Bell state.
Note that the noise model in the following corollary is fairly simple but nonetheless physically distinct from those
considered in Fig. 3, since it allows for global non-unital Pauli noise to occur during the implementation of W .
Corollary 5. The cost functions CHST exhibits strong-OPR to the following noise model: (1) global depolarizing noise
acting continuously throughout the circuit, (2) global non-unital Pauli noise on system A at a fixed time in between
τ1 and τ2.
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FIG. 4. Schematic diagram of Noise Model 3 of Definition 9 for: (a) the LET circuit, and (b) the LLET circuit. Global
depolarizing noise (DN) acts continuously throughout the circuit, global Pauli noise (PN) acts at time τ1, and measurement
noise (MN) occurs during readout.
B. Noise Resilience of Fixed Input State Compiling
Let us now consider Fixed Input State Compiling (FISC). Recall that the cost-evaluation circuits, shown in Fig. 2,
have less structure than the circuits in Fig. 1. As a result, the noise model that we consider in the FISC case is simpler
than the previously considered noise models. In particular, we define the following noise model, which is depicted in
Fig. 4. Note that, in this context, τ1 is defined as the time just before the application of V †U , and there is no need
to consider a noisy quantum channel occurring after V †U since the measurement occurs immediately after V †U .
Definition 9. We define Noise Model 3 to be the following noise process during the LET or the LLET: (1) global depo-
larizing noise acting continuously throughout the circuit, (2) global Pauli noise acting at time τ1, and (3) measurement
noise.
We now state our main result for FISC.
Theorem 3. The cost functions CLET and CLLET exhibit weak-OPR, as defined in Definition 6, to Noise Model 3 in
Definition 9.
This theorem implies that FISC is completely resilient to measurement noise. Furthermore, it is resilient to Pauli
noise acting on τ1 and global depolarizing noise acting continuously throughout the circuit.
We remark that while FUMC exhibits strong-OPR for the noise models considered (see the previous Section), here
FISC exhibits weak-OPR instead. The latter arises from the fact that the optimal set of unitaries Voptd for FISC can be
highly degenerate (i.e., can contain many unitaries) and the presence of noise could in general break such degeneracy.
The “weak” term in weak-OPR is simply the fact that the number of global optima is possibly reduced by noise, not
that the noise resilience itself is weak. Hence, weak-OPR should still be viewed as noise resilience, since the global
optima in the presence of noise correspond to global optima in the noiseless case. This implies that training in the
presence of noise will lead one to find the correct optimal parameters for V (α).
Under certain conditions, Theorem 3 implies that C ′(q) defined in (14) will also exhibit weak-OPR to Noise Model 3.
Let Voptd,LET and V
opt
d,LLET denote the sets of unitaries that optimize CLET and CLLET, respectively. In the absence of noise
we have Voptd,LET = V
opt
d,LLET, while in the presence of noise, Theorem 3 implies V˜
opt
d,LET ⊆ Voptd,LET and V˜optd,LLET ⊆ Voptd,LLET.
Hence, if V˜optd,LET ∩ V˜optd,LLET 6= ∅, then for any value of q, C ′(q) = qCLET + (1 − q)CLLET will also exhibit weak-OPR to
Noise Model 3, where the unitaries that optimize C ′(q) in the noisy case belong to V˜optd,LET ∩ V˜optd,LLET.
Theorem 3 implies the following corollaries, which establish resilience to noise models that go beyond Noise Model 3
at the expense of specializing the form of W . Note that these corollaries are analogous to Corollaries 1–3, and
Corollary 6 implies Corollaries 7 and 8.
Corollary 6. The cost functions CLET and CLLET exhibit weak-OPR to a noise model that includes the following: (1) all
noise processes in Noise Model 3, as well as (2) a noise process during the implementation ofW =Wk◦· · ·◦W1 = V†◦U
in which global Pauli channels {P1, . . . ,Pk} act, such that the overall channel is Pk ◦Wk · · · ◦ P1 ◦W1, provided that
the following condition is satisfied:
(Pk ◦Wk · · · ◦ P1 ◦W1)(·) = (Wk ◦Wk−1 · · · ◦ W1 ◦ P̂)(·) . (20)
where P̂ is also a Pauli channel.
Corollary 7. Let the W = V †U gate sequence be composed only of Clifford gates. Then the cost functions CLET and
CLLET exhibit weak-OPR to a noise model that includes the following: (1) all noise processes in Noise Model 3, as well
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FIG. 5. Quantum circuit for: (a) Toffoli Gate, (b) Three-qubit Quantum Fourier Transform, and (c) Three-qubit W-state
preparation. Here, Rm stands for the controlled phase gate with a phase shift of φ = e2pi/2
m
, and Vk(αk) is given by (21). For
the three-qubit W-state preparation circuit we have α1 = (2 arccos(
√
1/3), 0, 0) and α2 = (pi/2, 0, 0).
as (2) a noise process during the implementation of W =Wk ◦ · · · ◦ W1, in which global Pauli channels {P1, . . . ,Pk}
act, such that the overall channel is Pk ◦Wk · · · ◦ P1 ◦W1.
Corollary 8. Let the W = V †U gate sequence have the form W = WA2 WA1 with WA1 = WA
′
1 ⊗ WA
′′
1 being a
tensor product, i.e., W is a tensor product up to a particular time. Then the cost functions CLET and CLLET exhibit
weak-OPR to a noise model that includes the following: (1) all noise processes in Noise Model 3, as well as (2) a
noise process during the implementations of WA′1 = WA
′
1,k ◦ · · · ◦ WA
′
1,1 and WA
′′
1 = WA
′′
1,l ◦ · · · ◦ WA
′′
1,1 in which local
depolarizing channels {DA′1,1, . . . ,DA
′
1,k} and {DA
′′
1,1 , . . . ,DA
′′
1,l } act on subsystems A′ and A′′, respectively, such that the
overall channel on A′A′′ is (DA′1,k ◦WA
′
1,k . . .DA
′
1,1 ◦WA
′
1,1)⊗ (DA
′′
1,l ◦WA
′′
1,l . . .DA
′′
1,1 ◦WA
′′
1,1 ).
VI. IMPLEMENTATIONS
In this section, we present the results of implementing VQC on the following three-qubit unitaries: the Toffoli gate,
the three-qubit Quantum Fourier Transform (QFT), and a W-state preparation circuit. Each of these unitaries is
of interest, e.g., the Toffoli gate when combined with the Hadamard gate provides a universal gate set for quantum
computing [33], the QFT is a subroutine in Shor’s algorithm [34], and W-state preparation is useful for the Quantum
Approximate Optimization Algorithm [9, 35]. Figure 5 shows gate sequences corresponding to these unitaries obtained
from the literature. The Toffoli gate in Fig. 5(a) is decomposed into a gate sequence that contains nine one-qubit
gates and six CNOTs [36]. For the QFT we employ its textbook circuit [31] in Fig. 5(b), while the circuit for W-state
preparation in Fig. 5(c) was derived from Refs. [37, 38].
Our VQC implementations were performed using IBM’s noisy quantum simulator [27] with a noise model built from
the reported noise parameters and connectivity of IBM’s 14-qubit Melbourne quantum computer [39]. We remark
that for VQC, we must have a target unitary U that is written as a gate sequence in the native gate language and
the native connectivity of the hardware. IBM’s simulator for the Melbourne device has a square lattice connectivity
and native gate alphabet of CNOTs and single-qubit rotations. Hence, transforming the gate sequences in Fig. 5
for the native device will typically add an overhead of additional gates. Therefore, the target gate sequences in our
implementations actually correspond to IBM’s compilation (with this overhead included) of the circuits in Fig. 5.
In IBM’s noise model [27, 40], one-qubit gate errors are modeled as a single-qubit depolarizing error followed by a
thermal relaxation error, where thermal relaxation refers to both T1 and T2 channels. Similarly, two-qubit gate errors
consist of a two-qubit depolarizing error followed by single-qubit thermal relaxation errors on each qubit. Finally, the
noise model includes single-qubit readout errors.
We employ two different ansatzes, shown in Fig. 6, and perform a gradient-based optimization algorithm to train
the gate sequence V (α). In Figs. 7–8, we plot the results of implementing VQC with IBM’s noisy simulator for
the three-qubit gates in Fig. 5. In each plot, we show the value of the noisy cost functions versus the number of
iterations of the optimization algorithm. Additionally, we plot the corresponding value of the noiseless cost functions
evaluated for the variational parameters α obtained from the noisy optimization. These results allow us to verify
if the parameters obtained from the noisy optimization are indeed minimizing the noiseless cost functions. Before
discussing the results, we first give details for our ansatzes and optimization methods.
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FIG. 6. (a) The dressed CNOT is composed of a CNOT preceded and followed by single-qubit gates Vk(αk), where Vk(αk)
is given by (21). (b) Two layers of the alternating-pair ansatz in the case of four qubits. Each layer is composed of dressed
CNOTs acting on alternating pairs of neighboring qubits. (c) Schematic representation of the target-inspired ansatz. In this
approach, the gate sequence of dressed CNOTs is obtained from the gate sequence of the target unitary U .
A. Ansatzes and optimization methods
As previously mentioned, to implement VQC we consider two ansatzes for the trainable unitary V (α). The building
block of our ansatzes is a dressed CNOT gate, which is a two-qubit gate composed of a CNOT preceded and followed by
single-qubit gates Vk(αk) acting on each qubit, as shown in Fig. 6(a). Each single-qubit gate Vk(αk) is decomposed (up
to a global phase) into three elementary rotations parameterized by three angles in the vector αk = (αk,1, αk,2, αk,3) as
Vk(αk) = e
−iαk,1σz/2e−iαk,2σy/2e−iαk,3σz1/2 . (21)
Note that the dressed CNOT is already expressed in IBM’s native gate alphabet. Hence, no additional gate overhead
will be added.
Let us now introduce our ansatzes. We note that our two ansatzes are fairly similar to the ones introduced in
Ref. [19]. In our first ansatz, each layer is composed of n dressed CNOTs, where n is the number of qubits (in the
special case of n = 2 each layer consists of one dressed CNOT), with the precise structure defined as follows.
Definition 10. We define the alternating-pair ansatz as a layered ansatz in which each layer consists of (parameter-
ized) dressed CNOT gates acting on alternating pairs of neighboring qubits as illustrated in Fig. 6(b).
We remark that it is useful to distinguish between a complete ansatz, in which an exact compilation for U is
contained inside the ansatz, versus an incomplete ansatz, where exact compilation is not possible. In general, a
small number of layers can lead to an incomplete ansatz, where one can only reach approximate compilation. Hence,
increasing the number of layers l could allow one to obtain better compilations of U . Note however that while a large
number of layers can achieve a complete ansatz, it can also be harder to train and can lead to a longer-depth circuit.
The alternating-pair ansatz may not lead to the optimal depth compilation for U , particularly in the complete
ansatz case. Our second ansatz attempts to fix the issue of introducing unnecessary depth by having a structure that
depends on U .
Definition 11. We define the target-inspired ansatz as an ansatz obtained by taking the gate sequence for the target
unitary U , removing all single qubit-gates and replacing each remaining CNOT in the gate sequence with a (parame-
terized) dressed CNOT.
As schematically depicted in Fig. 6(c), each layer is now composed of one dressed CNOT. This ansatz will always
be complete since its structure is inspired by U . While this ansatz is not useful to compress the number of CNOTs
in V (α), it is useful as a proof-of-concept to demonstrate OPR for complete ansatzes. We remark that a simple
modification of this ansatz, where the placements of the dressed CNOTs are optimized over instead of fixed, would
actually be useful for circuit-depth compression. Furthermore, we have implemented this dressed CNOT placement
optimization, and we find that it rediscovers the structure of the target-inspired ansatz.
Let us now discuss the optimization methods. As previously mentioned, the trainable gate sequence V (α) is a
function of a set of parameters α corresponding to the collection of the internal gate angles in each dressed CNOT.
While several optimization methods exist, we use here the gradient descent approach outlined in [19, Appendix 4]. As
explained therein (see also Ref. [41]), the gradient with respect to α of CHST, CLHST, CLET and CLLET can be computed
by using the circuits for HST, LHST, LET and LLET, respectively. Moreover, such computation does not add any
additional depth to the circuits, which makes this gradient descent approach of particular interest. We finally remark
that in all cases the number of shots was fixed and that the parameters in α were initialized to random rotation angles
to ensure different seeds in the optimization algorithm.
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FIG. 7. VQC implementations for the Toffoli gate (top) and three-qubit QFT (bottom). The ansatz for V (α) is: (a) one
layer of the alternating-pair ansatz, (b) two layers of the alternating-pair ansatz, (c) the target-inspired ansatz. The blue and
green curves respectively plot the values of C˜HST and C˜LHST obtained by training V (α) in the presence of noise. The green
and pink curves respectively plot the values of CHST and CLHST evaluated at the variational parameters α obtained from the
noisy optimization of V (α). Curves are plotted as a function of the number of iterations in the gradient-descent algorithm,
and the y-axis is in log-scale. The blue and red dashed lines in (a) and (b) correspond to the minimum value of CHST and
CLHST, respectively, determined by optimizing V (α) in a noise-free environment. Top: in both (a) and (b), the green and pink
curves converge to the dashed blue and red lines, respectively. Bottom: While in (a) the green and pink curves converge to the
dashed lines, in (b) the termination condition for the optimization algorithm was reached before the pink curve could achieve
convergence. The number of shots N in each simulation was N = 50000 for (a) and (b), while for (c) it was N = 30000.
B. Toffoli gate
The top panels in Figure 7 show results of implementing VQC for the Toffoli gate. Figure 7(top, a) corresponds to
V (α) being given by a single layer of the alternating-pair ansatz of Definition 10. Here, the noisy cost functions C˜HST
and C˜LHST (blue and red curve, respectively) tend to decrease as the number of iterations increases and converge to
non-zero values. We remark that the number of iterations can be different for C˜HST and C˜LHST since the termination
condition of the optimization algorithm can be reached for a different number of iterations.
Figure 7(top, a) also depicts the cost functions CHST and CLHST evaluated for the variational parameters α obtained
from the noisy optimization (green and pink curve, respectively). These curves show that as the number of iterations
increases, both CHST and CLHST tend to decrease too, indicating that the noisy training is indirectly training the
noiseless cost functions, i.e., the adjustments to the parameters α made by noisy training are reducing the noiseless
cost functions. Note that CHST and CLHST do not converge to zero since a single layer of three dressed CNOTs forms
an incomplete ansatz for the Toffoli gate.
In order to determine if the algorithm is reaching the minimum value achievable with just one layer, we have also
implemented VQC to compile the Toffoli gate in a noise-free simulation. The minimum values achieved for CHST
and CLHST are shown as a blue and red dashed curve, respectively. Surprisingly, the cost functions evaluated with
the parameters from the noisy training (green and pink curves) converge to the dashed lines. This suggests that the
optimal parameters are noise resilient since noisy training reaches the minimum value obtained by noise-free training.
As a caveat, however, we note that it is not clear whether the minima reached are global or local optima.
Figure 7(top, b) plots the VQC results for Toffoli with V (α) given by two layers of the alternating-pair ansatz.
Similar to Fig. 7(top, a) the cost functions C˜HST, C˜LHST, CHST and CLHST tend to decrease as the number of iterations
increases. However, now CHST and CLHST converge to values which are smaller than the ones obtained in the one-layer
case. The latter indicates that two layers allow for a more complete compilation of the Toffoli gate, albeit it appears
that the ansatz is not yet complete. Note that both the decomposition of the Toffoli gate in Figure 5, as well as two
layers of the alternating-pair ansatz, consist of six CNOTs. However, the placement of the dressed CNOTs does not
13
FIG. 8. VQC implementations for the three-qubit W-state preparation circuit for (a) the FUMC approach, and (b) the FISC
approach. The trainable gate sequence V (α) is given by the target-inspired ansatz. In the left (right) panel the blue and
green curves plot respectively the values of C˜HST (C˜LET) and C˜LHST (C˜LLET) obtained by noisy training of V (α). Similarly, in
the left (right) panel the green and pink curves plot respectively the values of CHST (C˜LET) and CLHST (C˜LLET) evaluated at the
variational parameters α obtained from the noisy optimization of V (α). Curves are plotted as a function of the number of
iterations in the gradient-descent algorithm, and the y axis is in log-scale. Via noisy training, the noiseless cost functions go
down to ∼ 10−2 in the FUMC approach and ∼ 10−3 in the FISC apprach. The number of shots was N = 30000.
seem to be optimal. Finally, let us remark that the green and pink curves converge to the dashed blue and red lines,
respectively. Hence, this once again shows that the optimal parameters are noise resilient.
Figure 7(top, c) shows results for the target-inspired ansatz of Definition 11. As the number of iterations increases,
all curves tend to decrease, with the green and pink curves converging to values close to zero. In this case, we do not
plot dashed blue and red curves since the ansatz is complete and the minimum of the noiseless cost functions is zero.
Nevertheless, due to finite sampling noise, the curves do not converge completely to zero. Rather, the convergence is
limited by 1/
√
N , where N is the number of shots in the simulation. Here N = 30000 and hence both curves are within
the finite sampling uncertainty. These results indicate that optimizing V (α) in the presence of noise yields the correct
variational parameters α, which minimize the noiseless cost function. In fact, we have verified that W = V †U ≈ 1
for the parameters obtained. Hence, both CHST and CLHST exhibit OPR for the realistic noise model considered.
C. Quantum Fourier Transform
We now discuss the VQC results for the three-qubit QFT. Figure 7 shows the results for V (α) consisting of: a single
layer of the alternating-pair ansatz of Definition 10 (bottom, a), two layers of the alternating-pair ansatz (bottom,
b), and the target-inspired ansatz of Definition 11 (bottom, c). As shown in these plots, most of the results for QFT
are similar to the results for the Toffoli gate. In all cases the curves tend to decreases as the number of iterations
increase, indicating that the noisy training is indirectly training the noiseless cost functions.
For the one-layer case of Figure 7 (bottom, a) the green and pink curves (noiseless cost functions evaluated at
the parameters obtained from noisy training) converge to the value obtained by training in a noise-free environment
(dashed curve). Here, the non-zero value of the dashed curve indicate that a one-layer ansatz is incomplete. This is in
contrast to Figure 7 (bottom, b), where the dashed red line of CLHST is of the order of 10−3, implying that the ansatz
is complete. Here, however, the pink curve did not converge to such a small value as the termination condition for the
optimization algorithm was reached before convergence could be achieved. This figure also shows that the noiseless
optimization for CHST (dashed blue curve) got stuck in a local minima. The fact that the green curve still converged
to the blue curve is due to the fact that both the noisy and noiseless optimizations started at from the same seed in
α. Hence, training the variational parameters appears to exhibit some sort of noise resilience, as both optimizations
reached the same value, albeit corresponding to a local minima. Finally, Figure 7 (bottom, c), shows that that both
CHST and CLHST exhibit OPR, as we can indirectly train the parameters in V (α) in the presence of noise.
D. W-state preparation
Finally, we discuss the results of implementing of VQC for both FUMC and FISC of a W-state preparation circuit.
We remark here that we did not perform FISC for the Toffoli gate and the QFT since those unitaries act trivially
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on the |0〉 state. Moreover, we are only interested in comparing the FUMC and the FISC approach with a complete
ansatz, meaning that we only considered the target-inspired ansatz of Definition 11.
As shown in Fig. 8 all cost functions CHST, CLHST, CLET, and CLLET can be optimized indirectly via noisy training
of V (α). In the FUMC approach the cost functions go down to ∼ 10−2, while for FUMC they reach ∼ 10−3. Since
the number of shots for these simulations was N = 30000, then in both cases the cost functions evaluated over the
optimized parameters are of the order of the finite sampling uncertainty. Hence, our numerics indicate that CHST,
CLHST, CLET, and CLLET exhibit OPR to IBM’s realistic noise model.
VII. DISCUSSION
A. VQC in the NISQ era
Our analytical and numerical results suggest that Variational Quantum Compiling (VQC) could be a useful tool
for near-term noisy quantum computing. While there are several intended uses for VQC [19], the main purpose is for
circuit-depth compression of quantum algorithms. This depth compression arises because VQC could achieve optimal
compiling, whereas classical methods for quantum compiling either scale exponentially (if they are aiming at optimal
compiling) or are sub-optimal when they are restricted to local (instead of global) compiling of the circuit.
Suppose one is able to achieve depth compression with VQC. This implies that the target unitary U has a longer
depth than the trained gate sequence V (α). Prior to our work, one may have been concerned that this depth
compression might not reduce noise, because perhaps the noise occurring during U is somehow compiled into the gate
sequence V (α). However, our work shows that this is not the case. Despite various sources of incoherent noise (e.g.,
see the noise model in Fig. 3), we find that one learns the correct optimal parameters α for V (α). This means that,
after performing VQC, if one was to implement the gate sequence V (α) instead of U , then one should see that V (α)
really does achieve less noise than U , since the depth of V (α) is shorter.
B. Summary of results
In this work, we treated two different forms of VQC: Full Unitary Matrix Compiling (FUMC) and Fixed Input State
Compiling (FISC). Our main analytical results were stated in Theorems 1–3. We found that both FUMC and FISC
are completely resilient to measurement noise. In addition, they are both resilient to global depolarizing noise acting
continuously throughout the circuit and global Pauli noise occurring just prior to the implementation of W = V †U .
For FUMC, we were able to prove resilience to additional sources of noise, such as Pauli gate noise during the
entangling and disentangling gates as well as non-unital Pauli noise occurring at particular times in the circuit. The
fact that our noise resilience results are more extensive for FUMC than for FISC may simply be due to the fact that
the cost-evaluation circuit for FUMC is more complicated than that for FISC. Hence it is possible that this additional
resilience is needed to make the two approaches have similar levels of noise resilience. Alternatively, it could be
possible that either FUMC or FISC is more noise resilient than the other, although this remains to be established.
(Note that our numerics did not see a significant difference in the noise resilience of FUMC versus FISC.)
In addition, Corollaries 1–8 stated resilience results for noise models that go beyond the noise models considered
in Theorems 1–3, at the expense of possibly specializing the form of the unitary W = V †U (for example, to Clif-
ford unitaries or tensor-product unitaries). In particular, these corollaries considered noise that occurs during the
implementation of W , which is certainly practically relevant.
Our numerical results were presented in Figs. 7–8. Generally speaking, these numerics agreed with our theoretical
expectations and hinted at resilience beyond what is stated in our theorems, which we discuss in the next subsection.
We emphasize that our implementations employed the noise model of IBM’s 14-qubit Melbourne device, and hence
this shows that VQC exhibits resilience for currently available hardware.
C. Noise resilience beyond our theorems
There are two senses in which VQC might exhibit resilience beyond the results stated in our theorems. The first
sense is that VQC may be resilient to more general noise models than the ones we considered. The second sense is that
VQC may be resilient even for the incomplete ansatz case, on which we elaborate below. Both of these possibilities
appear to be supported by our numerical implementations.
For evidence supporting the idea that VQC may be resilient to more general noise models, consider the following.
The noise model associated with IBM’s 14-qubit Melbourne device is more general than the noise models depicted
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in Figs. 3 and 4, and the unitaries we considered in Fig. 5 do not fall into the special cases (e.g., Clifford or tensor
product) treated by Corollaries 1–8. For example, IBM’s noise model has non-unital Pauli noise associated with each
gate and hence occurring throughout the implementation of W = V †U . Thus, our theorems and corollaries do not
cover all of noise processes occurring in IBM’s noise model. Despite this, we were able to reduce the noiseless cost
(via noisy training) to ∼ 10−2 for the Toffoli gate (Fig. 7(top, c)) and QFT (Fig. 7(bottom, c)), and to less than 10−2
for W state preparation (Fig. 8).
Naturally, our theorems and corollaries have a bias towards noise models that are mathematically easy to work
with, such as Pauli noise or depolarizing noise, since this makes it easier to formulate proofs. It is therefore important
for future work to attempt to show resilience beyond these noise models.
As noted above, VQC may also have resilience beyond the complete ansatz case. Recall that we say an ansatz
for V (α) is complete (incomplete) if it contains (does not contain) an exact compilation of U . Our theorems and
corollaries are restricted to the complete ansatz case, whereas our numerics in Fig. 7 also consider the incomplete
ansatz case. Interestingly, Fig. 7 showed that typically one can obtain the same value for the noiseless cost with either
noisy or noiseless training. This surprising result suggests that perhaps the optimal values for α may be resilient to
noise even for the incomplete ansatz case, and future work should investigate this possibility.
D. Noise resilience of VQE
Finally, let us consider VHQCAs more generally. In particular, let us revisit the Variational Quantum Eigensolver
(VQE) that we discussed in Sec. II. As we now show, VQC is a special case of VQE. This idea was noted for FISC in
Ref. [20]. However, the argument is more subtle for the FUMC case.
The key observation is that the various cost functions can be rewritten as the expectation values for some effective
Hamiltonians:
CLET = 〈ψ(α)|HLET|ψ(α)〉 , CLLET = 〈ψ(α)|HLLET|ψ(α)〉 ,
CHST = 〈χ(α)|HHST|χ(α)〉 , CLHST = 〈χ(α)|HLHST|χ(α)〉 . (22)
Here |ψ(α)〉 ∈ HA and |χ(α)〉 ∈ HAB are n-qubit and 2n-qubit states, respectively, given by
|ψ(α)〉 = V (α)|0〉, |χ(α)〉 = (V (α)⊗ 1B)|Φ〉 , (23)
where HX denotes the Hilbert space of system X, and |Φ〉 = E|0〉 is the standard maximally entangled state on AB.
We remark that |χ(α)〉 is simply the Choi state associated with V (α).
For the cost functions associated with FISC, the effective Hamiltonians are given by
HLET = 1A − U |0〉〈0|U† , HLLET = 1A − 1
n
n∑
j=1
U(P
Aj
0 ⊗ 1Aj )U† , (24)
where PAj0 is the projector onto the zero state of Aj . For the cost functions associated with FUMC, the effective
Hamiltonians are given by
HHST = 1AB − (U ⊗ 1B)|Φ〉〈Φ|(U† ⊗ 1B) , HLHST = 1AB − 1
n
n∑
j=1
(U ⊗ 1B)(|Φ(j)〉〈Φ(j)| ⊗ 1AjBj )(U† ⊗ 1B) , (25)
where |Φ(j)〉 is the standard maximally entangled state on AjBj . With these Hamiltonians, one can verify that the
expressions in (22) are equal to the original cost function definitions in Sec. III. Hence, we have just shown that VQC
is a special case of VQE, where the goal is to prepare the ground state of one of the Hamiltonians in (24) or (25).
The fact that VQC is a special case of VQE implies the following crucial point: all of our main results including
Theorems 1–3 and Corollaries 1–8 are actually results for VQE. In other words, for specific Hamiltonians, VQE is
noise resilient. Namely, we have shown that VQE exhibits OPR when the Hamiltonian has the form in either (24) or
(25). This naturally points to the question of whether VQE is resilient more generally. It is therefore a very interesting
direction for future research to extend our noise resilience to Hamiltonians other than the ones we considered.
VIII. CONCLUSIONS
In this work, we discovered a novel kind of noise resilience for Variational Hybrid Quantum-Classical Algorithms
(VHQCAs). We introduced the idea of Optimal Parameter Resilience (OPR), where the variational parameters
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corresponding to the global optimum are unaffected by various types of incoherent noise. We showed that Variational
Quantum Compiling (VQC) exhibits OPR. This paves the way for VQC to be used in the era of noisy intermediate-
scale quantum computing as a tool for circuit-depth compression. Important future research directions include: (1)
Extending our theorems to show resilience to more general noise models than the ones we considered (which our
numerics suggest may be possible), (2) Exploring noise resilience for the incomplete ansatz case (which our numerics
indicate may also be resilient), and (3) Generalizing our resilience results to other Hamiltonians for the Variational
Quantum Eigensolver and exploring resilience for other VHQCAs.
IX. ACKNOWLEDGEMENTS
We thank Lukasz Cincio and Mark M. Wilde for helpful discussions. KS acknowledges support from the U.S.
Department of Energy (DOE) through a quantum computing program sponsored by the LANL Information Science
& Technology Institute. SK acknowledges support from the National Science Foundation and the National Science and
Engineering Research Council of Canada Postgraduate Scholarship. MC was supported by the Center for Nonlinear
Studies at Los Alamos National Laboratory (LANL). PJC acknowledges support from the LANL ASC Beyond Moore’s
Law project. MC and PJC also acknowledge support from the LDRD program at LANL. This work was also supported
by the U.S. DOE, Office of Science, Office of Advanced Scientific Computing Research.
[1] J. Preskill, “Quantum computing in the NISQ era and beyond,” Quantum 2, 79 (2018).
[2] K. Temme, S. Bravyi, and J. M. Gambetta, “Error mitigation for short-depth quantum circuits,” Physical Review Letters
119, 180509 (2017).
[3] Norbert M Linke, Sonika Johri, Caroline Figgatt, Kevin A Landsman, Anne Y Matsuura, and Christopher Monroe,
“Measuring the renyi entropy of a two-site fermi-hubbard model on a trapped ion quantum computer,” Physical Review A
98, 052334 (2018).
[4] Yigit Subasi, Lukasz Cincio, and Patrick J Coles, “Entanglement spectroscopy with a depth-two quantum circuit,” Journal
of Physics A: Mathematical and Theoretical (2018).
[5] Prakash Murali, Jonathan M Baker, Ali Javadi-Abhari, Frederic T Chong, and Margaret Martonosi, “Noise-adaptive
compiler mappings for noisy intermediate-scale quantum computers,” in Proceedings of the Twenty-Fourth International
Conference on Architectural Support for Programming Languages and Operating Systems (ACM, 2019) pp. 1015–1029.
[6] L. Cincio, Y. Subaşı, A. T. Sornborger, and P. J. Coles, “Learning the quantum algorithm for state overlap,” New J. Phys.
20, 113022 (2018).
[7] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-Guzik, “The theory of variational hybrid quantum-classical
algorithms,” New Journal of Physics 18, 023023 (2016).
[8] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q. Zhou, P. J. Love, A. Aspuru-Guzik, and J. L. O’Brien, “A
variational eigenvalue solver on a photonic quantum processor,” Nature Communications 5, 4213 (2014).
[9] E. Farhi, J. Goldstone, and S. Gutmann, “A quantum approximate optimization algorithm,” arXiv:1411.4028 (2014).
[10] P. D. Johnson, J. Romero, J. Olson, Y. Cao, and A. Aspuru-Guzik, “QVECTOR: an algorithm for device-tailored quantum
error correction,” arXiv:1711.02249 (2017).
[11] Jonathan Romero, Jonathan P Olson, and Alan Aspuru-Guzik, “Quantum autoencoders for efficient compression of
quantum data,” Quantum Science and Technology 2, 045001 (2017).
[12] Ryan LaRose, Arkin Tikku, Étude O’Neel-Judy, Lukasz Cincio, and Patrick J Coles, “Variational quantum state diago-
nalization,” npj Quantum Information 5, 8 (2019).
[13] Andrew Arrasmith, Lukasz Cincio, Andrew T Sornborger, Wojciech H Zurek, and Patrick J Coles, “Variational consistent
histories as a hybrid algorithm for quantum foundations,” Nature Communications 10, 3438 (2019).
[14] M Cerezo, Alexander Poremba, Lukasz Cincio, and Patrick J Coles, “Variational quantum fidelity estimation,” arXiv
preprint arXiv:1906.09253 (2019).
[15] Tyson Jones, Suguru Endo, Sam McArdle, Xiao Yuan, and Simon C Benjamin, “Variational quantum algorithms for
discovering hamiltonian spectra,” Physical Review A 99, 062304 (2019).
[16] Xiao Yuan, Suguru Endo, Qi Zhao, Simon Benjamin, and Ying Li, “Theory of variational quantum simulation,” arXiv
preprint arXiv:1812.08767 (2018).
[17] Ying Li and Simon C Benjamin, “Efficient variational quantum simulator incorporating active error minimization,” Physical
Review X 7, 021050 (2017).
[18] C Kokail, C Maier, R van Bijnen, T Brydges, MK Joshi, P Jurcevic, CA Muschik, P Silvi, R Blatt, CF Roos, et al.,
“Self-verifying variational quantum simulation of lattice models,” Nature 569, 355 (2019).
[19] Sumeet Khatri, Ryan LaRose, Alexander Poremba, Lukasz Cincio, Andrew T. Sornborger, and Patrick J. Coles, “Quantum-
assisted quantum compiling,” Quantum 3, 140 (2019).
[20] T. Jones and S. C. Benjamin, “Quantum compilation and circuit optimisation via energy dissipation,” arXiv:1811.03147
(2018).
17
[21] Kentaro Heya, Yasunari Suzuki, Yasunobu Nakamura, and Keisuke Fujii, “Variational quantum gate optimization,” arXiv
preprint arXiv:1810.12745 (2018).
[22] Simon J Devitt, William J Munro, and Kae Nemoto, “Quantum error correction for beginners,” Reports on Progress in
Physics 76, 076001 (2013).
[23] A. G. Fowler, M. Mariantoni, J. M. Martinis, and A. N. Cleland, “Surface codes: Towards practical large-scale quantum
computation,” Physical Review A 86, 032324 (2012).
[24] F. T. Chong, D. Franklin, and M. Martonosi, “Programming languages and compiler design for realistic quantum hard-
ware,” Nature 549, 180 (2017).
[25] Thomas Häner, Damian S Steiger, Krysta Svore, and Matthias Troyer, “A software methodology for compiling quantum
programs,” Quantum Science and Technology 3, 020501 (2018).
[26] D. Venturelli, M. Do, E. Rieffel, and J. Frank, “Compiling quantum circuits to realistic hardware architectures using
temporal planners,” Quantum Science and Technology 3, 025004 (2018).
[27] Andrew W Cross, Lev S Bishop, John A Smolin, and Jay M Gambetta, “Open quantum assembly language,” arXiv
preprint arXiv:1707.03429 (2017).
[28] Michał Horodecki, Paweł Horodecki, and Ryszard Horodecki, “General teleportation channel, singlet fraction, and qua-
sidistillation,” Physical Review A 60, 1888 (1999).
[29] Michael A Nielsen, “A simple formula for the average gate fidelity of a quantum dynamical operation,” Physics Letters A
303, 249–252 (2002).
[30] Arseni Goussev, Rodolfo A Jalabert, Horacio M Pastawski, and Diego Ariel Wisniacki, “Loschmidt echo,” Scholarpedia
7, 11687 (2012).
[31] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information, Cambridge University Press (2010).
[32] M. M. Wilde, Quantum Information Theory , 2nd ed. (Cambridge University Press, 2017).
[33] Yaoyun Shi, “Both toffoli and controlled-not need little help to do universal quantum computing,” Quantum Information
& Computation 3, 84–92 (2003).
[34] P. Shor, “Polynomial-time algorithms for prime factorization and discrete logarithms on a quantum computer,” SIAM
Journal on Computing 26, 1484–1509 (1997).
[35] Zhihui Wang, Nicholas C Rubin, Jason M Dominy, and Eleanor G Rieffel, “xy-mixers: analytical and numerical results
for qaoa,” arXiv preprint arXiv:1904.09314 (2019).
[36] V. V. Shende and I. L. Markov, “On the CNOT-cost of Toffoli gates,” Quantum Information and Computation 9, 0461–0486
(2009).
[37] Andreas Bärtschi and Stephan Eidenbenz, “Deterministic preparation of dicke states,” arXiv preprint arXiv:1904.07358
(2019).
[38] Diogo Cruz, Romain Fournier, Fabien Gremion, Alix Jeannerot, Kenichi Komagata, Tara Tosic, Jarla Thiesbrummel,
Chun Lam Chan, Nicolas Macris, Marc-André Dupertuis, et al., “Efficient quantum algorithms for ghz and w states, and
implementation on the ibm quantum computer,” Advanced Quantum Technologies 2, 1900015 (2019).
[39] Gadi Aleksandrowicz et.al., “Qiskit: An Open-source Framework for Quantum Computing,” (2019).
[40] Qiskit, “Qiskit/qiskit-tutorials,” (2019).
[41] K. Mitarai, M. Negoro, M. Kitagawa, and K. Fujii, “Quantum circuit learning,” Physical Review A 98, 032309 (2018).
[42] G.H. Hardy, J.E. Littlewood, Karreman Mathematics Research Collection, G. Pólya, D.E. Littlewood, and G. Pólya,
Inequalities, Cambridge Mathematical Library (Cambridge University Press, 1952).
Appendix A: Preliminaries
The main goal of the Appendix is to provide the proofs of Theorems 1–3 and Corollaries 1–8. For these proofs, we
will need to first review some definitions and properties. We point readers to [31, 32] for additional background.
Pauli Basis. In our proofs, we will work in the Pauli product basis, involving a tensor product of one-qubit Pauli
operators. This is a natural basis to choose, given the qubit structure of quantum computers. Let
Xl := σl1x ⊗ σl2x ⊗ · · · ⊗ σlnx , Zk := σk1z ⊗ σk2z ⊗ · · · ⊗ σknz , (A1)
where l1, l2, . . . , ln ∈ {0, 1}, k1, k2, . . . , kn ∈ {0, 1}, l = (l1, . . . , ln), and k = (k1, . . . kn). The following properties are
satisfied by the Pauli operators:
Xl1Xl2 = Xl1⊕l2 , Zk1Zk2 = Zk1⊕k2 , XlZk = (−1)l·kZkXl, Tr[XlZk] = 2nδl,0, δk,0, (A2)
which follow from the properties of the single-qubit Pauli operators.
Pauli group. The Pauli group of n qubits is
Gn := {±1,±i} × {I, σx, σy, σz}⊗n . (A3)
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Clifford group. The Clifford group on n qubits is the set of unitaries that normalize the Pauli group, i.e.,
Cn := {U : UGnU† ∈ Gn} . (A4)
Maximally entangled states. In our paper, we employ a tensor product of n maximally entangled states, which is
defined as
|Φ+〉〈Φ+| = |φ+〉〈φ+|⊗n , (A5)
where |φ+〉 = (|0, 0〉 + |1, 1〉)/√2. The aforementioned tensor product of maximally entangled states can be written
in the Pauli basis as follows:
|Φ+〉〈Φ+|AB = 1
22n
∑
l,k
XlAZ
k
A ⊗XlBZkB =
1
22n
∑
l,k
ZkAX
l
A ⊗ ZkBXlB . (A6)
All-zero state. Noting that |0〉〈0| = (1 + σz)/2, then in the Pauli basis the all-zero state |0〉〈0| = |0〉〈0|⊗n can be
written as
|0〉〈0| = 1
2n
(1 + σz)⊗n =
1
2n
∑
l
Zl. (A7)
Pauli channels. A Pauli noise channel corresponds to the action of random Pauli operators on a quantum state ρ
according to a probability distribution. Let PA denote an n-qubit Pauli channel acting on systems A = A1, . . . An.
Then the action of PA on the state ρ is given by
PA(ρ) =
∑
l,k
pAl,kX
l
AZ
k
Aρ(X
l
AZ
k
A)
†, (A8)
where 0 6 pAl,k 6 1 and
∑
l,k p
A
l,k = 1. Using the properties in (A2), we find that
PA(XaAZbA) =
∑
l,k
pAl,kX
l
AZ
k
AX
a
AZ
b
AZ
k
AX
l
A (A9)
=
∑
l,k
(−1)a·k(−1)b·lpAl,kXaAZbA (A10)
= pAa,bX
a
AZ
b
A, (A11)
where pAa,b :=
∑
l,k(−1)a·k(−1)b·lpAl,k and −1 6 pAa,b 6 1 for all a, b ∈ {0, 1}n.
Similarly, the action of a global Pauli channel PAB acting on systems A = A1 · · ·An and B = B1 · · ·Bn, respectively,
is defined as
PAB(Xa1A Zb1A ⊗Xa2B Zb2B ) = pABa1,a2,b1,b2Xa1A Zb1A ⊗Xa2B Zb2B . (A12)
Non-unital Pauli noise channels. The action of a non-unital Pauli channel PNU on n-qubit Pauli operators is
given by
PNU(XaZb) = ca,bXaZb ∀ a 6= 0, b 6= 0, (A13)
PNU(X0Z0) = PNU(1 ) = 1 +
∑
(a,b)6=(0,0)
da,bX
aZb. (A14)
Appendix B: Noisy entangling and disentangling gates in FUMC
For the proofs given in Appendices D–G, we will make use of some properties of the noisy versions of entangling E
and disentangling E† gates that appear in FUMC. Hence, it is helpful to first state these properties in this appendix.
Recall that, for Pauli gate noise acting during E or E†, we assume that global Pauli channels act before and after
the Hadamards, as well as before and after the CNOTs. This noise model incorporates the case when there could be
correlated Pauli noise acting on different qubits during E and E†. We note that the noisy entangling gate is the same
for both the HST and the LHST.
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Let E = EAB denote the ideal entangling gate, which can be split into a tensor product of two qubit entangling
gates EAjBj as
EAB = EA1B1 ⊗ EA2B2 ⊗ · · · ⊗ EAnBn =
n⊗
j=1
EAjBj . (B1)
Moreover, each EAjBj consists of a Hadamard gate acting on Aj followed by a CNOT gate acting on both Aj and
Bj , i.e.,
EAjBj = CXAjBj ◦ (HAj ⊗ IBj ) (B2)
where HAj are the quantum channels that implement the Hadamard gates and CXAjBj are the quantum channels
that implement the CNOTs. The noisy version of EAB , which we denote by E˜AB , is
E˜AB := RAB ◦
n⊗
j=1
CXAjBj ◦ QAB ◦
n⊗
j=1
(HAj ⊗ IBj ) ◦ PAB , (B3)
where PAB , QAB , and RAB are global Pauli channels, as defined in (A12).
We now apply E˜AB on the all-zeros state |0, 0〉〈0, 0|AB . Consider the following chain of equalities:
E˜AB(|0, 0〉〈0, 0|AB) = E˜AB
(
1
22n
∑
a,b
ZaA ⊗ ZbB
)
(B4)
=
1
22n
(
RAB ◦
n⊗
j=1
CXAjBj ◦ QAB ◦
n⊗
j=1
(HAj ⊗ IBj ) ◦ PAB
)(∑
a,b
ZaA ⊗ ZbB
)
(B5)
=
1
22n
(
RAB ◦
n⊗
j=1
CXAjBj ◦ QAB ◦
n⊗
j=1
(HAj ⊗ IBj )
)(∑
a,b
pAB0,0,a,bZ
a
A ⊗ ZbB
)
(B6)
=
1
22n
(
RAB ◦
n⊗
j=1
CXAjBj ◦ QAB
)(∑
a,b
pAB0,0,a,bX
a
A ⊗ ZbB
)
(B7)
=
1
22n
(
RAB ◦
n⊗
j=1
CXAjBj
)(∑
a,b
pAB0,0,a,bq
AB
a,0,0,bX
a
A ⊗ ZbB
)
(B8)
=
1
22n
RAB
(∑
a,b
pAB0,0,a,bq
AB
a,0,0,bX
a
AZ
b
A ⊗XaBZbB
)
(B9)
=
1
22n
∑
a,b
pAB0,0,a,bq
AB
a,0,0,br
AB
a,a,b,bX
a
AZ
b
A ⊗XaBZbB , (B10)
where we used (A12) and the following identities:
|0,0〉〈0,0|AB = 1
22n
∑
a,b
ZaA ⊗ ZbB , (B11)
(HAj ⊗ IBj )(ZajAj ⊗ Z
bj
Bj
) = X
aj
Aj
⊗ ZbjBj , (B12)
(CXAjBj )(XajAj ⊗ 1B) = X
aj
Aj
⊗XajBj , (B13)
(CXAjBj )(1Aj ⊗ ZbjBj ) = Z
bj
Aj
⊗ ZbjBj , (B14)
for all j ∈ {1, . . . n}.
The noisy disentangling channel for the HST is given by the adjoint of the noisy entangling channel, as defined in
(B3). On the other hand, since in the LHST only two qubits AjBj are measured for a given run of the experiment,
the disentangling channel is applied only on the AjBj pair. However, we assume that global Pauli channels act on 2n
qubits before and after the Hadamard and CNOT gate. For each j ∈ {1, . . . , n}, the disentangling channel is given
by the adjoint of the following channel:
E˜ ′ABj := RABj ◦ (CXAjBj ⊗ IAjBj ) ◦QABj ◦ (HAj ⊗ IBj ⊗ IAjBj ) ◦ PABj , (B15)
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where PABj , QABj , and RABj are 2n-qubit global Pauli channels, as defined in (A12). We remark that the Pauli
channels are defined with a j subscript in (B15) to emphasize that for different runs of the experiment the Pauli
channels that act could be different.
From arguments similar to those used to derive (B10), we find that
E˜ ′ABj (|0, 0〉〈0, 0|AjBj ⊗ 1AjBj ) =
1
22
1∑
aj ,bj=0
pAB0,0,aj ,bjq
AB
aj ,0,0,bjr
AB
aj ,aj ,bj ,bj (X
aj
Aj
Z
bj
Aj
⊗XajBjZ
bj
Bj
⊗ 1AjBj ) . (B16)
Appendix C: Measurement noise in FUMC
For the proofs given in Appendices D–G, we will make use of some properties of measurement noise in FUMC.
Hence, it is helpful to first state these properties in this appendix.
Let P0 denote the POVM element associated with getting the all-zeros outcome in the noiseless HST, which can
be expressed as
P0 := |0〉〈0| =
2n⊗
j=1
|0〉〈0|. (C1)
We consider the measurement noise as follows. For each qubit j, where j ∈ {1, . . . , 2n}, the ideal projector |0〉〈0| gets
replaced by p(j)00 |0〉〈0|+ p(j)01 |1〉〈1|. Moreover, we assume that for all j the following strict inequality holds:
p
(j)
00 > p
(j)
01 . (C2)
Let P˜0 denote the noisy POVM element. Then the following equalities hold:
P˜0 =
2n⊗
j=1
(
p
(j)
00 |0〉〈0|+ p(j)01 |1〉〈1|
)
(C3)
=
n⊗
j=1
(
p
Aj
00 |0〉〈0|Aj + pAj01 |1〉〈1|Aj
)
⊗
n⊗
j=1
(
p
Bj
00 |0〉〈0|Bj + pBj01 |1〉〈1|Bj
)
(C4)
=
∑
a∈{0,1}n
(pA101 )
a1 · · · (pAn01 )an(pA100 )1−a1 · · · (pAn00 )1−an︸ ︷︷ ︸
pA(a)
|a〉〈a|A (C5)
⊗
∑
b∈{0,1}n
(pB101 )
b1 · · · (pBn01 )bn(pB100 )1−b1 · · · (1− pBn00 )1−bn︸ ︷︷ ︸
pB(b)
|b〉〈b|B (C6)
=
∑
a,b
pA(a)pB(b)|a, b〉〈a, b|AB . (C7)
1. Effective noisy measurement operator for the HST
In the noiseless HST, the measurement is preceded by the disentangling unitary (EAB)†, where EAB is defined in
(B1). In the Heisenberg picture, this corresponds to the evolution of the measurement operator with respect to the
unitary EAB . We now derive the effective noisy POVM element as the evolution of P˜0 under the noisy entangling
channel E˜AB (defined in Section B).
21
Using (B11), |a, b〉〈a, b|AB can be expressed as follows:
|a, b〉〈a, b|AB = (XaA ⊗XbB)|0,0〉〈0,0|AB(XaA ⊗XbB) (C8)
= (XaA ⊗XbB)
 1
22n
∑
l,k
ZlA ⊗ ZkB
 (XaA ⊗XbB) (C9)
=
1
22n
∑
l,k
XaAZ
l
AX
a
A ⊗XbBZkBXbB (C10)
=
1
22n
∑
l,k
(−1)a·l(−1)b·kZlA ⊗ ZkB , (C11)
where we used the properties of the Pauli operators as defined in (A2). Then, from (B10) and the linearity of quantum
channels, it follows that
E˜AB(|a, b〉〈a, b|AB) = 1
22n
∑
l,k
pAB0,0,l,kq
AB
l,0,0,kr
AB
l,l,k,k(−1)a·l(−1)b·kXlAZkA ⊗XlBZkB (C12)
=
1
22n
(ZaAX
b
A ⊗ 1B)
∑
l,k
pAB0,0,l,kq
AB
l,0,0,kr
AB
l,l,k,kX
l
AZ
k
A ⊗XlBZkB
 (XbAZaA ⊗ 1B) (C13)
= (ZaAX
b
A ⊗ 1B)E˜AB(|0,0〉〈0,0|)(XbAZaA ⊗ 1B) . (C14)
Therefore, from (C7) and (C14) it follows that
E˜AB(P˜0) =
∑
a,b
pA(a)pB(b)(ZaAX
b
A ⊗ 1B)E˜AB(|0,0〉〈0,0|)(XbAZaA ⊗ 1B) (C15)
= (P̂A ⊗ IB)(E˜AB(|0,0〉〈0,0|AB)) (C16)
=
1
22n
∑
a,b
pAB0,0,a,bq
AB
a,0,0,br
AB
a,a,b,bp̂
A
a,bZ
b
AX
a
A ⊗ ZbBXaB , (C17)
where PA is an n-qubit Pauli channel, as defined in (A8), such that p̂Aa,b =
∑
l,k(−1)a·l(−1)b·kpA(l)pB(k), where
pA(l) and pB(k) are probability distributions as in (C7).
2. Effective noisy measurement operator for the LHST
In the LHST, a noisy measurement on two qubits AjBj is preceded by the disentangling unitary (EAjBj )† acting
on the same two qubits. Similar to Section C 1, we now derive the effective POVM element as the evolution of the
operator Q(j)00 (defined below) under the adjoint of the noisy disentangling channel, as defined in (B15). The noisy
POVM for the qubits AjBj is given by
Q˜
(j)
00 =
1∑
a′,b′=0
pAj (a′)pBj (b′)|a′, b′〉〈a′, b′|AjBj , (C18)
which follows from (C7). Moreover, the overall noisy POVM for the LHST is defined as
Q˜00 =
1
n
n∑
j=1
Q˜
(j)
00 ⊗ 1AjBj . (C19)
By using arguments similar to those used in (C11), (C14), and (C16), we find that
E˜ ′ABj (Q˜(j)00 ⊗ 1AjBj ) = (P˜Aj ⊗ IAjB)(E˜
′AB
j (|0, 0〉〈0, 0|AjBj ⊗ 1AjBj )) (C20)
=
1
22
∑
aj ,bj
pAB0,0,aj ,bjq
AB
aj ,0,0,bjr
AB
aj ,aj ,bj ,bj p̂
Aj
aj ,bj
Z
bj
AX
aj
A ⊗ ZbjBjX
aj
Bj
⊗ 1AjBj , (C21)
22
where E˜ ′ABj is given by (B15), and PAj is a single-qubit Pauli channel, as defined in (A8), such that p̂Ajaj ,bj =∑1
a′,b′=0(−1)aj ·a
′
(−1)bj ·b′pAj (a′)pBj (b′).
Therefore, the overall effective noisy POVM for the LHST is defined as
E˜ ′AB(Q˜00) := 1
n
n∑
j=1
(E˜ ′AB)(Q˜(j)00 ⊗ 1AjBj ) (C22)
=
1
22
1
n
n∑
j=1
1∑
aj ,bj=0
pAB0,0,aj ,bjq
AB
aj ,0,0,bjr
AB
aj ,aj ,bj ,bj p̂
Aj
aj ,bj
Z
bj
AX
aj
A ⊗ ZbjBjX
aj
Bj
⊗ 1AjBj . (C23)
Appendix D: Proof of Theorem 1
Before providing a proof of Theorem 1, we prove the following lemma.
Lemma 1. Let CQC(V ) be a cost function of V with V ∈ Vd, and Vd the set of d× d unitary matrices. Additionally
suppose that CQC(V ) can be evaluated using a quantum circuit denoted QC as follows:
CQC(V ) := Tr[ΛEV (ρ)], (D1)
where ρ is a quantum state, Λ denotes a POVM element and EV denotes the noisy unital quantum channel describ-
ing the evolution of the state throughout the computation, which depends on the unitary V . Then C˜QC(V ) exhibits
strong-OPR to a noise model composed of EV and a global depolarizing channels acting continuously throughout the
computation.
Proof. Without loss of generality let us decompose EV as k noisy unital quantum channels: EV = EkV ◦ . . . ◦ E1V . In the
presence of global depolarizing noise acting throughout the computation, the cost function can now be expressed as
C˜QC(V ) = Tr
[
Λ(Dk+1 ◦ EkV ◦ . . . ◦ D2 ◦ E1V ◦ D1)(ρ)
]
, (D2)
where we have interleaved the channels E iV with global depolarizing channels Di. From Definition 1 and from the fact
that E iV (1 ) = 1 , it follows that
C˜QC(V ) = Tr
[
Λ(Dk+1 ◦ EkV ◦ . . . ◦ D2 ◦ E1V ◦ D1)(ρ)
]
(D3)
= pTr
[
Λ(EkV ◦ . . . E2V ◦ E1V )(ρ)
]
+ (1− p)Tr [Λ1 ] /2n (D4)
= pCQC(V ) + (1− p)/2n (D5)
where p = pk+1 . . . p1. Let V
opt
d denote the sets of unitaries that optimize CQC(V ) i.e.,
Voptd = {V ′ ∈ Vd : CQC(V ′) = minV ∈Vd CQC(V )} . (D6)
Then, from (D5) we have that any unitary in Voptd will also optimize C˜QC(V ). Hence C˜QC(V ) exhibits strong-OPR to
a noise model composed of EV and a global depolarizing channels acting continuously throughout the computation.
By means of Lemma 1 we know that if we show that a quantity exhibits OPR to a noise model N which does not
include global depolarizing noise acting continuously throughout the computation, then said quantity will also exhibit
OPR if we include global depolarizing noise to N .
We now provide a proof for Theorem 1.
Theorem 1. The cost functions CHST and CLHST exhibit strong-OPR to Noise Model 1 in Definition 7.
Proof. We begin by breaking up the HST circuit into three time intervals. In the first time interval, the noisy entangling
channel E˜AB is applied. In the second time interval, the quantum channel V† ◦ U implements the unitaries U and V †.
Finally, in the third time interval (E˜AB)† is applied. We assume that the global depolarizing noise occurs on systems
AB during all three time intervals and the global depolarizing noise occurs on system A during the implementation of
V†◦U . Moreover, suppose that two different global Pauli channelsMAB and M̂AB act at times τ1 and τ2, respectively,
and global non-unital Pauli channels act continuously on system B in between τ1 and τ2.
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Let ρ(0) denotes the initial state of the HST circuit and is given by:
ρ(0) = |0,0〉〈0,0|AB . (D7)
At τ1 the state is
ρ(1) =MAB(DABp(1,k) ◦ E˜ABk . . .DABp(1,1) ◦ E˜AB1 (ρ(0))) , (D8)
where we have broken up the τ1 into k time increments and E˜ABk ◦ . . . E˜AB1 is the channel that implements the noisy
entangling channel E˜AB , as defined in (B3). Moreover, each E˜ABi is followed by a global depolarizing channel DABp(1,i) ,
where p(r,s) denotes the depolarizing probability for the s-th time increment of the r-th time interval. Then ρ(1)
reduces to
ρ(1) =MAB
(
DABp(1,k) ◦ E˜ABk ...E˜AB2 (p(1,1)E˜AB1 (ρ(0)) + (1− p(1,1))1 /22n)
)
(D9)
= p(1)MAB ◦ E˜AB(ρ(0)) + (1− p(1))1 /d (D10)
= p(1)
 1
22n
∑
a,b
βABa,bX
a
AZ
b
A ⊗XaBZbB
+ (1− p(1))1 /22n , (D11)
where p(1) = p(1,1)...p(1,k). The second equality follows from Lemma 1 as E˜AB consists of only unitary and Pauli
channels, and thus each E˜ABi is a unital channel, where i ∈ {1, . . . , k}. The last equality follows from (B10) and
(A12), where βABa,b = p
AB
0,0,a,bq
AB
a,0,0,br
AB
a,a,b,bm
AB
a,a,b,b.
Similarly, the state at τ2 is given by
ρ(2) = M̂AB(DABp(2,l) ◦ DAs(2,l) ◦ (Wl ⊗ PBNU,l) . . .DABp(2,1) ◦ DAs(2,1) ◦ (W1 ⊗ PBNU,1)(ρ(1))). (D12)
We first find the action of the channel W1 ⊗ PBNU,1 on ρ(1). Consider that
(W1 ⊗ PBNU,1)(ρ(1)) =
1
22n
(W1 ⊗ PBNU,1)
p(1)
 ∑
(a,b)6=(0,0)
βABa,bX
a
AZ
b
A ⊗XaBZbB
+ 1AB
 (D13)
=
1
22n
p(1)
 ∑
(a,b)6=(0,0)
βABa,b c
(1)
a,bW1X
a
AZ
b
AW
†
1 ⊗XaBZbB
+ 1AB + ∑
(g,h)6=(0,0)
d
(1)
g,h1A ⊗XgBZhB
 ,
(D14)
where we used the definition of a non-unital Pauli channel from (A13) and (A14). We note that the terms that are
independent of Wi do not affect the global optima. Therefore, the only relevant term in (D12) is
ρ˜(2) =
p(2)s(2)p(1)
22n
M̂AB
 ∑
(a,b)6=(0,0)
βABa,b
( m∏
i=1
c
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB
 , (D15)
where p(2) = p(2,1) . . . p(2,l) and s(2) = s(2,1) . . . s(2,l), and where we have used (A13) and Lemma 1.
Finally, the relevant term after the action of the noisy disentangling channel is
ρ˜(3) = DABp(3,m) ◦ (E˜ABm )† . . .DABp(3,1) ◦ (E˜AB1 )†(ρ˜(2)) (D16)
= p(3)(E˜AB)†(ρ˜(2)) + (1− p(3))1 /22n , (D17)
where p(3) = p(3,m) . . . p(3,1). The last equality follows from the fact that the channel (E˜AB)† consists of unitary
channels and Pauli channels, and thus each (E˜ABi )† is a unital channel. Therefore, the term that decides the global
optima in the HST is given by
σ(3) = (E˜AB)† ◦ M̂AB
 ∑
(a,b)6=(0,0)
βABa,b
( m∏
i=1
c
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB
 , (D18)
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where we have omitted the scaling factors. Let
F˜HST(V ) ∝ f(V ) := Tr
[
P˜0σ
(3)
]
(D19)
Then
f(V ) = Tr
(M̂AB ◦ E˜AB)(P˜0)
 ∑
(a,b)6=(0,0)
βABa,b
( m∏
i=1
c
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB
 (D20)
= Tr
 ∑
(a,b)6=(0,0)
a˜,b˜
κAB
a,a˜,b,b˜
Z b˜AX
a˜
AWX
a
AZ
b
AW
† ⊗ Z b˜BX a˜BXaBZbB
 (D21)
= TrA
 ∑
(a,b)6=(0,0)
a˜,b˜
κAB
a,a˜,b,b˜
Z b˜AX
a˜
AWX
a
AZ
b
AW
† ⊗ TrB
(
Z b˜BX
a˜
BX
a
BZ
b
B
) (D22)
= TrA
 ∑
(a,b)6=(0,0)
κABa,a,b,bZ
b
AX
a
AWX
a
AZ
b
AW
†
 . (D23)
The second equality follows from (C17), where we set
κAB
a,a˜,b,b˜
:= (1/22n)p˜AB
0,0,a˜,b˜
q˜AB
a˜,0,0,b˜
r˜AB
a˜,a˜,b˜,b˜
p̂A
a˜,b˜
m̂AB
a˜,a˜,b˜,b˜
βABa,b
( m∏
i=1
c
(i)
a,b
)
. (D24)
The last equality follows from (A2). Let Voptd denote the sets of unitaries that optimize FHST(V ) (and hence CHST(V ))
such that
Voptd = {V ′ ∈ Vd : W = (V ′)†U = eiφ1 , for some φ ∈ [0, 2pi]} . (D25)
We remark that this same set of unitaries also optimize FLHST(V ) (and hence CLHST(V )). Then, for V ′ ∈ Vd we find
that
f(V ′) =
∑
(a,b) 6=(0,0)
κABa,a,b,b . (D26)
Let
T (V ) :=
∑
(a,b)6=(0,0)
√
κABa,a,b,bX
a
AZ
b
AW
† ⊗ |a, b〉, S(V ) :=
∑
(a′,b′) 6=(0,0)
√
κABa′,a′,b′,b′W
†Xa
′
A Z
b′
A ⊗ |a′, b′〉. (D27)
Consider the following chain of inequalities:
f(V ) = | 〈S(V ), T (V )〉 | (D28)
6
√
Tr(S(V )†S(V ))
√
Tr(T (V )†T (V )) (D29)
=
∑
(a,b)6=(0,0)
κABa,a,b,b , (D30)
where we used the Cauchy-Schwarz inequality. Moreover, note that the inequality in (D29) is saturated for any matrix
V ′ ∈ Vd if we assume that the coefficients κABa,a,b,b characterizing the noise satisfy κABa,a,b,b > 0. Therefore, the set of
unitaries that optimize FHST(V ) (and hence CHST(V )) is V˜
opt
d = V
opt
d . According to Definition 6, the latter means
that CHST exhibits strong-OPR to Noise Model 1 in Definition 7.
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We now show that the cost function CLHST exhibits strong-OPR to Noise Model 1. The LHST corresponds to the
optimization of the following function:
F˜LHST(V ) ∝ g(V ) = Tr
(M̂AB ◦ E˜ ′AB)(Q˜00)
 ∑
(a,b)6=(0,0)
βABa,b
( m∏
i=1
c
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB
 , (D31)
where we replaced the disentangling and measurement channels in (D20) with (C22). Consider the following chain of
inequalities:
g(V ) = Tr
[ 1
22
1
n
n∑
j=1
1∑
a′j ,b
′
j=0
p˜AB0,0,a′j ,b′j q˜
AB
a′j ,0,0,b
′
j
r˜ABa′j ,a′j ,b′j ,b′j p̂
Aj
a′j ,b
′
j
m̂a′j ,a′j ,b′j ,b′jZ
b′j
Aj
X
a′j
Aj
⊗ Zb
′
j
Bj
X
a′j
Bj
⊗ 1AjBj

×
 ∑
(a,b)6=(0,0)
βABa,b
( m∏
i=1
c
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB
] (D32)
= Tr
 n∑
j=1
∑
(a,b)6=(0,0)
1∑
a′j ,b
′
j=0
ξ
(j)
a,a′j ,b,b
′
j
(Z
b′j
Aj
X
a′j
Aj
⊗ 1Aj )WXaAZbAW † ⊗ Z
b′j
Bj
X
a′j
Bj
X
aj
Bj
Z
bj
Bj
X
aj
Bj
Z
bj
Bj
 (D33)
= TrA
 n∑
j=1
∑
(a,b)6=(0,0)
1∑
a′j ,b
′
j=0
ξ
(j)
a,a′j ,b,b
′
j
(Z
b′j
Aj
X
a′j
Aj
⊗ 1Aj )WXaAZbAW † ⊗ Tr
(
Z
b′j
Bj
X
a′j
Bj
X
aj
Bj
Z
bj
Bj
)
Tr
(
X
aj
Bj
Z
bj
Bj
)
(D34)
= TrA
 n∑
j=1
∑
(aj ,bj)6=(0,0)
ξ
(j)
aj ,aj ,bj ,bj
(Z
bj
Aj
X
aj
Aj
⊗ 1Aj )(W (X
aj
Aj
Z
bj
Aj
⊗ 1Aj )W †)
 (D35)
6
n∑
j=1
∑
(aj ,bj) 6=(0,0)
ξ
(j)
aj ,aj ,bj ,bj
, (D36)
where
ξ
(j)
a,a′j ,b,b
′
j
= (1/4n)p˜A,B0,0,a′j ,b′j
q˜A,Ba′j ,0,0,b′j
r˜ABa′j ,a′j ,b′j ,b′j p̂
Aj
a′j ,b
′
j
m̂a′j ,a′j ,b′j ,b′jβ
AB
a,b
( m∏
i=1
c
(i)
a,b
)
. (D37)
The first equality is derived from (C22), while the inequality follows from the arguments similar to (D28)–(D29).
Here we remark that the inequality (D36) is saturated for any unitary matrix in the set of unitaries that optimize
FHST(V ) (and hence CLHST(V )) given by (D25). Hence, CLHST exhibits strong-OPR to Noise Model 1 in Definition 7
if we assume that the coefficients ξ(j)aj ,aj ,bj ,bj characterizing the noise satisfy ξ
(j)
aj ,aj ,bj ,bj
> 0.
Appendix E: Proof of Theorem 2
Theorem 2. The cost functions CHST and CLHST exhibit strong-OPR to Noise Model 2 in Definition 8.
Proof. We break up the HST circuit into three time intervals similar to Section D. We again assume that the global
depolarizing noise occurs on system AB during all three time intervals and the global depolarizing noise occurs on
system A during the implementation of V† ◦ U . Moreover, suppose that a global Pauli channel MAB followed by a
global non-unital Pauli channel PANU acts at time τ1. Furthermore, a global pauli channel M̂AB acts at time τ2, while
a global Pauli channel acts continuously on the system B in between τ1 and τ2.
The state at τ1 is given by
ρ(1) = p(1)PANU ◦MAB ◦ E˜AB(ρ(0)) + (1− p(1))PANU(1 /22n) (E1)
= p(1)
 1
22n
∑
(a,b) 6=(0,0)
β˜ABa,bX
a
AZ
b
A ⊗XaBZbB
+ 1
22n
1 +
1
22n
∑
(g,h)6=(0,0)
dg,hX
g
AZ
h
A ⊗ 1B . (E2)
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The first equality follows from arguments similar to those used to derive (D8)–(D10). The last equality follows from
(B10), (A13), and (A14), where β˜ABa,b = p
AB
0,0,a,bq
AB
a,0,0,br
AB
a,a,b,bm
AB
a,a,b,bca,b.
At τ2 the state is
ρ(2) = M̂AB(DABp(2,l) ◦ DAs(2,l) ◦ (Wl ⊗ P̂Bl ) . . .DABp(2,1) ◦ DAs(2,1) ◦ (W1 ⊗ P̂B1 )(ρ(1))) . (E3)
The term that depends on W in (E3) is given by
ρ˜(2) =
1
22n
M̂AB
p(2)s(2)p(1) ∑
(a,b)6=(0,0)
β˜ABa,b
( l∏
i
p̂
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB +
∑
(g,h)6=(0,0)
dg,hWX
g
AZ
h
AW
† ⊗ 1B
 ,
(E4)
where we used the definition of Pauli channels from (A8) and (A12). By omitting the scaling factors, the relevant
term after τ3 is given by
ρ˜(3) = (E˜AB)† ◦ M̂AB
p(2)s(2)p(1) ∑
(a,b)6=(0,0)
β˜ABa,b
( l∏
i
p̂
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB

+ (E˜AB)† ◦ M̂AB
 ∑
(g,h)6=(0,0)
dg,hq̂
AB
g,0,h,0WX
g
AZ
h
AW
† ⊗ 1B
 , (E5)
Let
F˜HST (V ) ∝ f(V ) := Tr
[
P˜0ρ˜
(3)
]
. (E6)
Then
f(V ) = Tr
(M̂AB ◦ E˜AB)(P˜0)
p(2)s(2)p(1) ∑
(a,b)6=(0,0)
β˜ABa,b
( l∏
i
p̂
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB

+ Tr
(M̂AB ◦ E˜AB)(P˜0)
 ∑
(g,h) 6=(0,0)
dg,hWX
g
AZ
h
AW
† ⊗ 1B
 . (E7)
Moreover, for simplicity we denote
f1(V ) := Tr
(M̂AB ◦ E˜AB)(P˜0)
 ∑
(a,b)6=(0,0)
β˜ABa,b
( l∏
i
p̂
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB
 , (E8)
f2(V ) := Tr
(M̂AB ◦ E˜AB)(P˜0)
 ∑
(g,h)6=(0,0)
dg,hWX
g
AZ
h
AW
† ⊗ 1B
 . (E9)
Let us focus on f1(V ) and f2(V ) individually. Consider the following chain of inequalities:
f1(V ) = Tr
(M̂AB ◦ E˜AB)(P˜0)
 ∑
(a,b) 6=(0,0)
β˜ABa,b
( l∏
i
p̂
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB
 (E10)
= Tr
 ∑
(a,b) 6=(0,0)
a′,b′
ϑABa,a′,b,b′Z
b′
AX
a′
A WX
a
AZ
b
AW
† ⊗ Zb′BXa
′
B X
a
BZ
b
B
 (E11)
= Tr
 ∑
(a,b) 6=(0,0)
ϑABa,a,b,bZ
b
AX
a
AWX
a
AZ
b
AW
†
 (E12)
6
∑
(a,b)6=(0,0)
ϑABa,a,b,b . (E13)
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The second equality follows from (C17), where
ϑABa,a′,b,b′ = (1/2
2n)p˜AB0,0,a′,b′ q˜
AB
a′,0,0,b′ r˜
AB
a′,a′,b′,b′
̂˜pAa′,b′m̂ABa′,a′,b′,b′ β˜ABa,b ( l∏
i
p̂
(i)
a,b
)
. (E14)
The inequality follows from the arguments similar to (D28)–(D29). Here, the last inequality in (E13) is saturated for
any matrix V in the set Voptd of unitaries that optimize FHST(V ) (and hence CLHST(V )) given by (D25).
Similarly,
f2(V ) = Tr
(M̂AB ◦ E˜AB)(P˜0)
 ∑
(g,h) 6=(0,0)
dg,hWX
g
AZ
h
AW
† ⊗ 1B
 (E15)
= Tr
 ∑
(g,h) 6=(0,0)
a′,b′
ςABg,a′,h,b′Z
b′
AX
a′
A WX
g
AZ
h
AW
† ⊗ Za′B Xb
′
B
 (E16)
= TrA
 ∑
(g,h) 6=(0,0)
a′,b′
ςABg,a′,h,b′Z
b′
AX
a′
A WX
g
AZ
h
AW
† ⊗ TrB
(
Za
′
B X
b′
B
) (E17)
=
∑
(g,h) 6=(0,0)
ςABg,0,h,0TrA
(
WXgAZ
h
AW
†) (E18)
=
∑
(g,h) 6=(0,0)
ςABg,0,h,0TrA
(
XgAZ
h
A
)
(E19)
= 0 (E20)
where ςABg,a′,h,b′ = (1/2
2n)p˜AB0,0,a′,b′ q˜
AB
a′,0,0,b′ r˜
AB
a′,a′,b′,b′
̂˜pAa′,b′m̂ABa′,a′,b′,b′dg,hβ˜ABa,b (∏li p̂(i)a,b). From the last equality it fol-
lows that f2(V ) is independent of W (and hence of V ) and thus does not affect the global optima. Therefore, from
(E13) it follows that the set of unitaries that optimize F˜HST(V ) (and hence C˜HST(V )) is V˜
opt
d = V
opt
d . From Definition
6 this implies that CHST exhibits strong-OPR to Noise Model 2 in Definition 8 if we assume that the coefficients
ϑABa,a,b,b characterizing the noise satisfy ϑ
AB
a,a,b,b > 0.
We now show that the cost function CLHST exhibits strong-OPR to Noise Model 2. In particular, in the LHST we
want to optimize the following function:
F˜LHST(V ) ∝ g(V ) = Tr
(M̂AB ◦ E˜ ′AB)(Q˜00)
p(2)s(2)p(1) ∑
(a,b) 6=(0,0)
β˜ABa,b
( l∏
i
p̂
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB

+Tr
(M̂AB ◦ E˜ ′AB)(Q˜00)
 ∑
(g,h) 6=(0,0)
dg,hWX
g
AZ
h
AW
† ⊗ 1B
 , (E21)
where we replaced the disentangling and measurement channels in (E7) with (C22). We now break up g(V ) into two
different functions.
g1(V ) := Tr
(M̂AB ◦ E˜ ′AB)(Q˜00)
 ∑
(a,b) 6=(0,0)
β˜ABa,b
( l∏
i
p̂
(i)
a,b
)
WXaAZ
b
AW
† ⊗XaBZbB
 , (E22)
g2(V ) := Tr
(M̂AB ◦ E˜ ′AB)(Q˜00)
 ∑
(g,h)6=(0,0)
dg,hWX
g
AZ
h
AW
† ⊗ 1B
 . (E23)
By using arguments similar to those used to derive Eqs. (E15)–(E20) and from (C22), it follows that g2(V ) is
independent of W (and hence of V ). Therefore, to prove the noise resilience of the LHST, we focus only on g1(V ).
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We then get:
g1(V ) = Tr
 n∑
j=1
∑
(a,b) 6=(0,0)
1∑
a′j ,b
′
j=0
τ
(j)
a,a′j ,b,b
′
j
(Z
b′j
Aj
X
a′j
Aj
⊗ 1Aj )WXaAZbAW † ⊗ Z
b′j
Bj
X
a′j
Bj
X
aj
Bj
Z
bj
Bj
X
aj
Bj
Z
bj
Bj
 , (E24)
where τ (j)a,a′j ,b,b′j = (1/4n)p˜
AB
0,0,a′j ,b
′
j
q˜ABa′j ,0,0,b′j
r˜ABa′j ,a′j ,b′j ,b′j
̂˜pAja′,b′m̂ABa′j ,a′j ,b′j ,b′j β˜ABa,b (∏li p̂(i)a,b). We note that (E24) is similar to
(D33). Therefore, from the proof in Section D it follows that
g1(V ) 6
n∑
j=1
∑
(aj ,bj) 6=(0,0)
τ
(j)
aj ,aj ,bj ,bj
. (E25)
Where the inequality is saturated for unitaries V ′ in the set Voptd of unitaries that optimize FLHST(V ) (and hence
CLHST(V )) given by (D25). This further implies that
g(V ) 6 g(V ′), for all V ′ ∈ Voptd = V˜optd . (E26)
Thus CLHST exhibits strong-OPR to Noise Model 2 if we assume that the coefficients τ
(j)
aj ,aj ,bj ,bj
characterizing the
noise satisfy τ (j)aj ,aj ,bj ,bj > 0.
Appendix F: Proof of Theorem 3
Theorem 3. The cost functions CLET and CLLET exhibit weak-OPR, as defined in Definition 6, to Noise Model 3 in
Definition 9.
Proof. Let us remark that in order to show weak-OPR to Noise Model 3 we just need to consider Pauli noise acting
at τ1 and measurement noise, since noise resilience to global depolarizing noise follows from Lemma 1.
We first consider the CLET cost function. From Eqs. (A7) and (A8) we get that the action of the Pauli channel
acting at time τ1 is given by
P(|0〉〈0|) =
∑
l,k
ql,kX
lZk|0〉〈0|ZkXl =
∑
l
ql|l〉〈l| , (F1)
where ql =
∑
k ql,k. Similarly, we can express the noisy measurement POVM from Definition 5 as
P˜0 =
n⊗
j=1
(
p
(j)
00 |0〉〈0|+ p(j)01 |1〉〈1|
)
=
∑
i
pi|i〉〈i| , (F2)
with i = i1i2 . . . in a bit string and pi = p
(1)
0i1
p
(2)
0i2
. . . p
(n)
0in
. For the present noise model we are interested in determining
the optimum of the function
G˜LET(V ) = Tr
[
P˜0(W ◦ P)(|0〉〈0|)
]
, (F3)
with W = V† ◦ U the channel that implements U followed by V †. Then, by means of (F1) and (F2) we find
G˜LET(V ) = Tr
[
(
∑
i
pi|i〉〈i|)(
∑
l
qlW |l〉〈l|W †)
]
=
∑
i,l
piqlwil , (F4)
where wil = |〈i|W |l〉|2 are the matrix elements of a doubly stochastic matrix such that
∑
i wil =
∑
l wil = 1.
Let us now denote by q↓ the vector with elements qi ordered in decreasing order. Similarly, we denote by p↓ the
vector with elements pl ordered in decreasing order. Additionally, let {|qr〉} and {|ps〉} be the basis in which q↓ and
p↓ are ordered, respectively, i.e.,
P(|0〉〈0|) =
∑
r
q↓r |qr〉〈qr| , and P˜0 =
∑
s
p↓s|ps〉〈ps| . (F5)
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Then, from the permutation inequality (or the rearrangement inequality) [42] we have
G˜LET(V ) =
∑
i,l
piqlwil 6 p↓ · q↓ . (F6)
The inequality in (F6) is saturated for matrices W ∈ S, where S is the subset of the Permutation Group which maps
{|ps〉} to {|qr〉}. We remark here that if the vector q↓ (or p↓) has components of equal magnitude, then the set S is
degenerate. Let us now suppose that
p0 > pi, and q0 > qi, ∀i 6= 0 , (F7)
where the second inequality follows from Definition 2, while the first inequality always holds since p0 =
∏n
j=1 p
(j)
00 ,
and since we have assumed that p(j)00 > p
(j)
01 ∀j.
We now recall that Voptd denotes the set of unitaries that optimize CLET(V ) and CLLET(V ), i.e., ∀V ′ ∈ Voptd we have
W ′|0〉 = (V ′)†U |0〉 = |0〉 (up to a global phase), which entails w′i0 = w′0i = δi,0, and hence Eq. (F4) becomes
G˜LET(V
′) = p0q0 +
∑
i,l 6=0
piqlw
′
il . (F8)
Since p0 > pi and q0 > qi ∀i then the first term in (F8) corresponds to the first term in the summation p↓ · q↓ =∑
r q
↓
rp
↓
r . Hence, in order to saturate (F6) we now need that W ′ ∈ S, i.e., the (n− 1)× (n− 1) principal submatrix
of W ′ with matrix elements 〈z|W ′|z′〉 (such that z, z′ 6= 0) must map {|ps〉} to {|qr〉} (where s 6= 0 and r 6= 0).
Combining this result with (F6) we have that for any matrix V in Vd (the set of d× d unitary matrices)
G˜LET(V ) 6 p↓ · q↓ = G˜LET(V ′) , (F9)
where V ′ ∈ V˜optd and where
V˜optd = {V ′ ∈ Vd : W = (V ′)†U ∈ S}. (F10)
Evidently, not all matrices in Voptd are in S, which then entails that V˜
opt
d ⊆ Voptd , and further means that CLET exhibits
weak-OPR to Noise Model 3 according to Definition 6.
Let us now consider the noise resilience of LLET to Noise Model 3 of Definition 9. We are now interested in the
optimum of
G˜LLET(V ) =
1
n
n∑
j=1
Tr
[(
(p
(j)
00 |0〉〈0|+ p(j)01 |1〉〈1|)⊗ 1Aj
)
(W ◦ P)(|0〉〈0|)
]
(F11)
=
1
n
n∑
j=1
Tr
[(
(p
(j)
00 |0〉〈0|+ p(j)01 |1〉〈1|)⊗ 1Aj
)
(
∑
l
qlW |l〉〈l|W †)
]
. (F12)
For any matrix V ′ ∈ Voptd we have W ′|0〉 = (V ′)†U |0〉 = |0〉 (up to global phase) and
∑
l qlW
′|l〉〈l|(W ′)† = q0|0〉〈0|+∑
l 6=0 qlW
′|l〉〈l|(W ′)†, which leads to
G˜LLET(V
′) =
1
n
n∑
j=1
p
(j)
00 q0 +
1
n
n∑
j=1
Tr
((p(j)00 |0〉〈0|+ p(j)01 |1〉〈1|)⊗ 1Aj))(∑
l 6=0
qlW
′|l〉〈l|(W ′)†)
 . (F13)
On the other hand, for any unitary matrix V ∈ Vd
G˜LLET(V ) =
1
n
n∑
j=1
Tr
[(
(p
(j)
00 |0〉〈0|+ p(j)01 |1〉〈1|)⊗ 1Aj
)
q0W |0〉〈0|W †
]
+
1
n
n∑
j=1
Tr
((p(j)00 |0〉〈0|+ p(j)01 |1〉〈1|)⊗ 1Aj) (∑
l6=0
qlW |l〉〈l|W †)

6 1
n
n∑
j=1
Tr [p(j)00 q01W |0〉〈0|W †]+ Tr
((p(j)00 |0〉〈0|+ p(j)01 |1〉〈1|)⊗ 1Aj) (∑
l 6=0
qlW |l〉〈l|W †)

=
1
n
n∑
j=1
p
(j)
00 q0 +
1
n
n∑
j=1
Tr
((p(j)00 |0〉〈0|+ p(j)01 |1〉〈1|)⊗ 1Aj) (∑
l 6=0
qlW |l〉〈l|W †)
 (F14)
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where the inequality follows from the fact that p(j)00 > p
(j)
01 , and hence
(p
(j)
00 |0〉〈0|+ p(j)01 |1〉〈1|)⊗ 1Aj 6 (p(j)00 |0〉〈0|+ p(j)00 |1〉〈1|)⊗ 1Aj 6 p(j)00 1 . (F15)
We can then simplify Eq. (F14) as
G˜LLET(V ) 6
1
n
n∑
j=1
p
(j)
00 q0 +
1
n
n∑
j=1
∑
l 6=0,k 6=0
qlp
(j)
k wkl =
1
n
n∑
j=1
p
(j)
00 q0 +
∑
l6=0,k 6=0
qlp˜kwkl , (F16)
where we have p(j)k = p
(j)
00 if kj = 0, and p
(j)
k = p
(j)
01 if kj = 1. On the the other hand, in the second equality of (F16)
we have defined p˜k = 1n
∑n
j=1 p
(j)
k . Finally, the following inequality follows again from the rearrangement inequality
G˜LLET(V ) 6
1
n
n∑
j=1
p
(j)
00 q0 +
∑
l 6=0,k 6=0
q↓l p˜
↓
k , (F17)
which is saturated for matrices W ∈ S′, where S′ is a subset of the Permutation Group such that∑l 6=0,k 6=0 qlp˜kwkl =∑
l 6=0,k 6=0 q
↓
l p˜
↓
k. Here q
↓ and p˜↓ are vectors with components ql and p˜k in decreasing order, respectively. Hence, we
can define the set of matrices which saturate (F17) as
V˜optd = {V ′ ∈ Vd : W = (V ′)†U ∈ S′}, (F18)
While any matrix in Voptd saturates the inequality in (F14), only a subset will also saturate (F17). Hence, V˜
opt
d ⊆ Voptd ,
and CLLET exhibits weak-OPR to Noise Model 3 according to Definition 6.
Appendix G: Proof of Corollaries 1-8
Before proving the corollaries, we first state the following useful lemma.
Lemma 2. Let W be a Clifford unitary and let P be a Pauli channel. Then for any state ρ, the following holds:
(W ◦ P)(ρ) = (Q ◦W)(ρ) , (G1)
where Q is another Pauli channel.
Proof. From (A8) it follows that
W ◦ P(ρ) = W
∑
l,k
pl,kX
lZkρZkXl
W † (G2)
=
∑
l,k
pl,k(WX
lZkW †)(WρW †)(WZkXlW †) (G3)
=
∑
l,k
pl,kX
ml,kZnl,kWρW †Znl,kXml,k (G4)
= (Q ◦W)(ρ) . (G5)
The third equality follows from the definition of a Clifford unitary (A4), while the last equality follows from (A8).
Corollary 1. The cost functions CHST and CLHST exhibit strong-OPR to a noise model that includes the following: (1)
all noise processes in Noise Model 1, as well as (2) a noise process during the implementation of W =Wk ◦ · · · ◦W1 =
V† ◦ U (i.e., in the time interval between τ1 and τ2) in which global Pauli channels {PA1 , . . . ,PAk } act on system A,
such that the overall channel on A is PAk ◦Wk · · · ◦ PA1 ◦W1, provided that the following condition is satisfied:
(PAk ◦Wk · · · ◦ PA1 ◦W1)(·) = (Wk ◦Wk−1 · · · ◦ W1 ◦ P̂A)(·) . (G6)
Here P̂A is also a Pauli channel, and the channels U , V†, and W correspond to conjugating the state by the unitaries
U , V †, and W , respectively.
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Proof. This follows from the fact that the overall noisy channel acting during the implementation of W is mathemat-
ically equivalent to a Pauli channel followed by the unitary W, as described in the condition (G6) and by invoking
Theorem 1, which allows for Pauli channel noise at time τ1.
Corollary 2. Let the W = V †U gate sequence be composed only of Clifford gates. Then the cost functions CHST
and CLHST exhibit strong-OPR to a noise model that includes the following: (1) all noise processes in Noise Model 1,
as well as (2) a noise process during the implementation of W = Wk ◦ · · · ◦ W1, in which global Pauli channels
{PA1 , . . . ,PAk } act on system A, such that the overall channel on A is PAk ◦Wk · · · ◦ PA1 ◦W1.
Proof. From Lemma 2 it follows that Clifford unitaries satisfy the condition in (G6). Therefore, Corollary 2 is a
special case of Corollary 1.
Corollary 3. Let the W = V †U gate sequence have the form W = WA2 WA1 with WA1 = WA
′
1 ⊗ WA
′′
1 being a
tensor product, i.e., W is a tensor product up to a particular time. Then the cost functions CHST and CLHST exhibit
strong-OPR to a noise model that includes the following: (1) all noise processes in Noise Model 1, as well as (2) a
noise process during the implementations of WA′1 = WA
′
1,k ◦ · · · ◦ WA
′
1,1 and WA
′′
1 = WA
′′
1,l ◦ · · · ◦ WA
′′
1,1 in which local
depolarizing channels {DA′1,1, . . . ,DA
′
1,k} and {DA
′′
1,1 , . . . ,DA
′′
1,l } act on subsystems A′ and A′′, respectively, such that the
overall channel on A′A′′ is (DA′1,k ◦WA
′
1,k . . .DA
′
1,1 ◦WA
′
1,1)⊗ (DA
′′
1,l ◦WA
′′
1,l . . .DA
′′
1,1 ◦WA
′′
1,1 ).
Proof. Let ρ denote a quantum state. Consider the following chain of equalities:
(DA′p ⊗DA
′′
q )(WA
′ ⊗WA′′)(ρ) = (IA′ ⊗DA′′q )
(
p(WA′ ⊗WA′′(ρ)) + (1− p)piA′TrA′((WA′ ⊗WA′′)(ρ))
)
(G7)
= (IA′ ⊗DA′′q )
(
p(WA′ ⊗WA′′(ρ)) + (1− p)piA′TrA′((IA′ ⊗WA′′)(ρ))
)
(G8)
= (IA′ ⊗DA′′q )
(
(WA′ ⊗WA′′)(pρ+ (1− p)piA′TrA′(ρ))
)
(G9)
= (IA′ ⊗DA′′q )(WA
′ ⊗WA′′)(DA′p (ρ)) (G10)
= (WA′ ⊗WA′′)(DA′p ⊗DA
′′
q )(ρ) , (G11)
where piA
′
is a maximally mixed state on system A′. Therefore, the result follows by applying (G11) several times
and invoking Corollary 1.
Corollary 4. The cost functions CHST and CLHST exhibit strong-OPR to the following noise model: (1) all noise
processes in Noise Model 2, as well as (2) a noise process during the implementation of W =Wk ◦ · · · ◦ W1 = V† ◦ U
(i.e., in the time interval between τ1 and τ2) in which global non-unital Pauli channels {PANU,1, . . . ,PANU,k} act on
system A such that the overall channel on A is PANU,k ◦ Wk · · · ◦ PANU,1 ◦ W1, provided that the following condition is
satisfied:
(PANU,k ◦Wk · · · ◦ PANU,1 ◦W1)(·) = (Wk ◦Wk−1 · · ·W1 ◦ P̂ANU)(·) , (G12)
where P̂ANU is also a Pauli channel.
Proof. This follows from the fact that the overall noisy channel acting during the implementation of W is mathemat-
ically equivalent to a non-unital Pauli channel followed by the unitary W, as described in the condition (G12) and by
invoking Theorem 2, which allows for non-unital Pauli noise at time τ1.
Corollary 5. The cost functions CHST exhibits strong-OPR to the following noise model: (1) global depolarizing noise
acting continuously throughout the circuit, (2) global non-unital Pauli noise on system A at a fixed time in between
τ1 and τ2.
Proof. Let us decompose W as W = W2 ◦ W1 such that the non-unital Pauli channel PANU acts at time τ ′ between
W1 and W2, with the overall channel between τ1 and τ2 given by W2 ◦ PANU ◦W1. The state at time τ1 is
ρ(1) = p(1)|Φ+〉〈Φ+|+ (1− p(1))1 /d , (G13)
32
where p(1) = p(k,1) · · · p(1,1) corresponds to the continuous depolarizing channel as discussed in Appendix D. We break
up the time interval in between τ ′ and τ1 into l steps. The state at time τ ′ is given by
ρ˜(2) = PANU ◦ DABq(2,l) ◦W l1 · · · ◦ DABq(2,1) ◦W11 (ρ(1)) (G14)
= PANU(p(1)q(2)W1(|Φ+〉〈Φ+|) + (1− p(1)q(2))1 /d) (G15)
= p(1)q(2)PANU(W1(|Φ+〉〈Φ+|)) + (1− p(1)q(2))1 /d+ (1− p(1)q(2))
1
d
∑
(g,h)6=(0,0)
dg,hX
g
AZ
h
A ⊗ 1B , (G16)
where q(2) = q(2,k) · · · q(2,1) and W1 =W l1 · · ·W11 . Similarly, we break up the the time interval between τ2 and τ ′ into
m steps. The term that depends on W at time τ2 is given by
σ˜(2) = p(1)q(2)r(2)W2 ◦ PANU ◦W1(|Φ+〉〈Φ+|) + r(2)(1− p(1)q(2))
1
d
∑
(g,h) 6=(0,0)
dg,hW2X
g
AZ
h
AW
†
2 ⊗ 1B . (G17)
Let
F˜HST(V ) ∝ f(V ) := Tr[|Φ+〉〈Φ+|σ˜(2)] . (G18)
Moreover, for simplicity we denote
f1(V ) := Tr
[|Φ+〉〈Φ+|(W2 ◦ PANU ◦W1)(|Φ+〉〈Φ+|)] , (G19)
f2(V ) := Tr
[
|Φ+〉〈Φ+|(W2XgAZhAW †2 ⊗ 1B)
]
. (G20)
Consider the following chain of inequalities:
f1(V ) = Tr
[|Φ+〉〈Φ+|(WA2 ◦ PANU)((IA ⊗ (WT1 )B)(|Φ+〉〈Φ+|AB))] (G21)
= Tr
[
(IA ⊗ (W∗1 )B)(|Φ+〉〈Φ+|)(WA2 ◦ PANU)(|Φ+〉〈Φ+|)
]
(G22)
= Tr
[
((W†1)A ⊗ IB)(|Φ+〉〈Φ+|)(WA2 ◦ PANU)(|Φ+〉〈Φ+|)
]
(G23)
= Tr
[|Φ+〉〈Φ+|(WA1 ◦WA2 ◦ PANU)(|Φ+〉〈Φ+|)] (G24)
6 f1(V ′) , (G25)
where V ′ ∈ Voptd , and where Voptd denote the sets of unitaries that optimize FHST(V ) (and hence CHST(V )) as defined in
(D25). The first and third equalities follow from the ricochet property. The last equality corresponds to the case when
there is non-unital Pauli noise at time τ1 and no other noise in the HST circuit, which is a special case of Theorem
2. Therefore, the inequality follows from Theorem 2. Moreover, by using the arguments similar to (E15)–(E20), we
find that f2(V ) is independent of W . This completes the proof.
Corollary 6. The cost functions CLET and CLLET exhibit weak-OPR to a noise model that includes the following: (1) all
noise processes in Noise Model 3, as well as (2) a noise process during the implementation ofW =Wk◦· · ·◦W1 = V†◦U
in which global Pauli channels {P1, . . . ,Pk} act, such that the overall channel is Pk ◦Wk · · · ◦ P1 ◦W1, provided that
the following condition is satisfied:
(Pk ◦Wk · · · ◦ P1 ◦W1)(·) = (Wk ◦Wk−1 · · · ◦ W1 ◦ P̂)(·) . (G26)
where P̂ is also a Pauli channel.
Proof. This follows from arguments similar to Corollary 1 and by invoking Theorem 3.
Corollary 7. Let the W = V †U gate sequence be composed only of Clifford gates. Then the cost functions CLET and
CLLET exhibit weak-OPR to a noise model that includes the following: (1) all noise processes in Noise Model 3, as well
as (2) a noise process during the implementation of W =Wk ◦ · · · ◦ W1, in which global Pauli channels {P1, . . . ,Pk}
act, such that the overall channel is Pk ◦Wk · · · ◦ P1 ◦W1.
Proof. This corollary is a special case of Corollary 6, since Lemma 2 implies that Clifford unitaries satisfy (G26).
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Corollary 8. Let the W = V †U gate sequence have the form W = WA2 WA1 with WA1 = WA
′
1 ⊗ WA
′′
1 being a
tensor product, i.e., W is a tensor product up to a particular time. Then the cost functions CLET and CLLET exhibit
weak-OPR to a noise model that includes the following: (1) all noise processes in Noise Model 3, as well as (2) a
noise process during the implementations of WA′1 = WA
′
1,k ◦ · · · ◦ WA
′
1,1 and WA
′′
1 = WA
′′
1,l ◦ · · · ◦ WA
′′
1,1 in which local
depolarizing channels {DA′1,1, . . . ,DA
′
1,k} and {DA
′′
1,1 , . . . ,DA
′′
1,l } act on subsystems A′ and A′′, respectively, such that the
overall channel on A′A′′ is (DA′1,k ◦WA
′
1,k . . .DA
′
1,1 ◦WA
′
1,1)⊗ (DA
′′
1,l ◦WA
′′
1,l . . .DA
′′
1,1 ◦WA
′′
1,1 ).
Proof. This follows from arguments similar to the proof of Corollary 3 and by invoking Corollary 6.
