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 Le travail présenté dans cette monographie est le fruit d’environ dix ans de recherches théoriques et 
expérimentales. Il est essentiellement le résultat du combat d’un homme seul face à un problème, telle que se 
présente la réalité d’une recherche approfondie, quel que soit le domaine considéré. Le problème en question 
n’était pas facile, et l’objectif à atteindre, fixé à l’aube de sa réalisation, loin d’être gagné d’avance. Néanmoins, 
le contenu de ce manuscrit prouve que la tâche, bien que rude, n’était pas insurmontable ! 
 On aura compris que les notions de commencement, d’objectif, d’accomplissement et de fin, chères à 
l’auteur, correspondent à une façon de voir et de faire la science aux antipodes de la pratique actuelle (largement 
liée au mode d’évaluation des chercheurs et de la recherche) qui découpe la science en morceaux si petits qu’ils 
ont depuis bien longtemps dépassé le seuil sous critique de l’insignifiance et de la médiocrité. La science en 
effet, ne se laisse pas facilement dépecer ; comme le prédit la physique, il existe une taille limite en dessous de 
laquelle plus rien n’a de sens. Pour l’auteur, cette taille est celle de la thèse d’état dont on ne peut que regretter la 
suppression au profit d’une « habilitation » qui cantonne l’enseignant-chercheur dans un rôle d’homme orchestre 
universitaire, mi-manager, mi-collectionneur de petits papiers. Disons le tout net : ce modèle, ainsi que d’autres 
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« A force de chercher à atteindre un champ de connaissances de plus en plus précis dans un 
domaine de plus en plus limité, … on finit par tout savoir sur rien ». 
 
 
       Konrad Lorenz 












L.-E. Barrias - 1899 































 Les traités classiques de procédique (ce terme sera systématiquement préféré à la regrettable appellation 
« génie des procédés » qui a fait tant de mal à notre discipline en France) et d’énergétique ignorent généralement 
encore de nos jours les applications qui concernent l’électrodynamique (terme pris ici dans son sens le plus 
large). Ces trois disciplines sont pourtant fortement liées si l’on souhaite appréhender de façon exhaustive les 
nombreuses applications industrielles en plein essor relatives à la troisième, au tournant d’un siècle naissant qui 
devrait voir triompher les deux premières, si l’humanité arrive à relever les défis qui lui font face. 
 Curieusement, un formalisme théorique clair, général, utilisant le système international et réconciliant 
procédique et énergétique, tout en permettant d’embrasser l’ensemble des applications découlant de 
l’électrodynamique reste aujourd’hui à établir. Il est pourtant le préalable à un travail de modélisation complète 
d’une application donnée permettant de réaliser simulations, optimisation, conception et commande optimale 
nécessaires pour faire face aux enjeux de l’avenir. Celui-ci doit permettre de traiter des applications aussi 
diverses que celles présentant un fort couplage avec les champs électromagnétiques générant des forces à 
distances conservatives (séparations, champs électrique et magnétique constants, procédés électrochimiques…) 
ou non conservatives (magnétohydrodynamique, électrohydrodynamique, ferrofluides…), ou que celles qui nous 
intéressent au plus haut point dans ce travail, relatives au rayonnement électromagnétique et qui présentent un 
couplage faible uniquement par l’aspect énergétique des champs. Cette préoccupation est en effet née du besoin 
et de la volonté de formaliser rigoureusement l’outil théorique permettant d’appréhender dans leur ensemble les 
applications qui concernent l’essentiel de ce travail et qui touchent aux photoréacteurs en général, et plus 
particulièrement aux photobioréacteurs qui présentent la particularité de mettre en œuvre des catalyseurs vivants. 
Cette entreprise, du point de vue de l’auteur, ne peut être réussie qu’en élargissant la problématique pour mieux 
la situer dans le vaste ensemble qui vient d’être décrit, correspondant à une sortie par le haut de l’embûche 
théorique rencontrée. 
 Ainsi, le chapitre premier de ce mémoire, s’il n’apporte aucun résultat fondamentalement nouveau, peut 
être considéré comme un chapitre introductif qui cherche à harmoniser bilans, électrodynamique et 
thermodynamique dans un cadre théorique général, puis à en discuter la mise en œuvre pratique. Il débouche sur 
une tentative de classification et sur une proposition de méthodologie générale pour la modélisation des 
applications concernées en procédique. Ce travail préliminaire, qui reste une ébauche de présentation unifiée, a 
été conduit en utilisant l’approche eulérienne qui s’est imposée en procédique et énergétique. Il ne fait cependant 
aucun doute que cette tâche ne pourra être pleinement achevée que dans le cadre d’un formalisme hamiltonien, 
mieux adapté à l’électromagnétisme et finalement à l’ensemble de la physique classique qui concerne les 
sciences pour l’ingénieur d’aujourd’hui. L’auteur a d’ailleurs hésité, après avoir achevé ce manuscrit, à reprendre 
entièrement dans ce sens ce premier chapitre, se décidant finalement pour des raisons bien compréhensives, à le 
publier en l’état. Il est donc évident que, point de départ de ce manuscrit, mais aussi pierre angulaire d’un cadre 
théorique bien plus vaste dépassant de très loin la modeste application traitée par la suite, ce chapitre apparaît 




fournissant a minima toutes les relations théoriques nécessaires à l’application traitée dans les trois chapitres 
suivant, dont la quasi-totalité du contenu scientifique correspond à un travail original, non publié à ce jour. 
 Ceux-ci déclinent en effet la méthodologie correspondant à un procédé particulier mettant en œuvre le 
transfert de rayonnement (couplage faible) dans un milieu réactionnel complexe, hétérogène et participant, ainsi 
que sa conversion au sein d’un photobioréacteur. Ce type de réacteur singulier, objet de cette étude, présente de 
nombreuses applications potentielles, qu’il s’agisse de la conversion d’un rayonnement artificiel, ou comme 
procédé innovant d’utilisation de l’énergie solaire renouvelable. Dans la première catégorie, on trouve 
essentiellement la production de métabolites à haute valeur ajoutée, issus de la très grande diversité du monde 
des micro-organismes photosynthétiques. Pour ce faire, l’industrie chimique et pharmaceutique devront 
développer des photoréacteurs parfaitement contrôlés à l’échelle de la dizaine de mètres cubes. A l’opposé, la 
mise en œuvre de photobioréacteurs solaires nécessitera des concepts originaux, permettant d’atteindre des 
performances élevées sur de grands volumes tout en valorisant la partie du spectre solaire (le rayonnement 
infrarouge) non directement utile aux réactions photosynthétiques. On trouve dans cette catégorie l’utilisation 
des photobioréacteurs pour la dépollution d’effluents liquides ou gazeux, comme l’absorption et la valorisation 
de fumées riches en CO2 contribuant à la mitigation de ces rejets (il faut environ 2 kg de CO2 pour produire 1 kg 
de biomasse), mais surtout pour la production renouvelable de vecteurs énergétiques comme la biomasse (alors 
intermédiaire), les lipides, les hydrocarbures et l’hydrogène. Ces mêmes constituants peuvent d’ailleurs 
également être considérés comme futures matières premières renouvelables pour la mise en place d’une chimie 
dite verte qui reste largement à inventer. Néanmoins, et de façon un peu surprenante, ce travail doit beaucoup à 
une application qui peut sembler très lointaine en regard de ces objectifs, mais qui a fourni l’essentiel des 
moyens dans la période passée au cours de laquelle les procédés décrits précédemment ne semblaient pas 
pouvoir atteindre un seuil de rentabilité autorisant d’investir sérieusement dans la science des photobioréacteurs. 
Ceux-ci en effet étant le siège de la photosynthèse, ils partagent seuls avec les plantes supérieures la faculté de 
pouvoir à la fois régénérer l’atmosphère d’un système clos (fermé au sens thermodynamique) en même temps 
que la production de nourriture. Cette problématique est cruciale dans le développement et l’optimisation des 
systèmes biorégénératifs de support-vie dont le but est de recycler en un minimum d’étapes contrôlées les 
principaux éléments en masse (C, H, O, N, S, P) de façon à permettre la vie de l’homme en complète autonomie 
dans des enceintes fermées comme les stations permanentes dans l’espace (Lune, Mars). Ainsi, depuis une 
quinzaine d’années, les recherches sur de tels systèmes menées par l’agence spatiale européenne (ESA) ont 
fortement soutenu l’activité scientifique sur les photobioréacteurs, notamment au sein de notre laboratoire. Le 
très haut niveau d’exigence imposé par l’ESA avec l’appui du laboratoire pour le développement de modèles de 
connaissance, conjugué à une quête continue qui anime l’auteur de ses lignes pour l’amélioration du caractère 
prédictif de ces modèles ont donc conduit à l’élaboration des trois derniers chapitres du manuscrit qui 
ambitionne de poser les bases théoriques générales de la science des photobioréacteurs, ainsi que leur validation 
sur un micro-organisme choisi par l’ESA (la cyanobactérie Arthrospira platensis), mais qui s’est avéré être un 
modèle idéal pour l’objectif envisagé. 
 Le chapitre deux tout d’abord, après avoir fait un état des lieux exhaustif sur le sujet, présente une 
simplification de la théorie de Lorenz-Mie, particulièrement adaptée et efficace dans notre cas pour le calcul 
prédictif des propriétés radiatives des micro-organismes, considérés comme des particules de formes variées 
faiblement conductrices et pour lesquelles il n’était pas possible jusqu’alors d’obtenir des solutions compte tenu 
de leur paramètre de taille relativement élevé. Au préalable, une nouvelle méthode d’estimation prédictive des 
propriétés optiques de micro-organismes a été établie, utilisant uniquement des informations élémentaires 
comme la teneur en pigments et la composition des micro-organismes en leurs principaux organites constitutifs. 
Le chapitre trois intègre cette avancée théorique et la combine avec différentes méthodes de complexité 
(et de fidélité) croissante pour la résolution de l’équation de transport des photons qui donne finalement accès au 
champ de radiation au sein du réacteur avec une précision inégalée à ce jour. Une attention toute particulière a 
été portée à la résolution de la forme monodimensionnelle de l’équation de transport des photons qui a permis 
notamment la validation expérimentale de l’ensemble de la démarche proposée dans ces deux chapitres pour 
différents types de micro-organismes photosynthétiques au moyen d’un banc optique et d’une sphère 
d’intégration de haute précision. Enfin, ce chapitre donne les clés de l’accès à une énergétique des 
photobioréacteurs en discutant les méthodes de calcul de la densité spatiale de puissance rayonnante absorbée 
par le milieu matériel, grandeur fondamentale qui apparaît aussi bien dans la loi de vitesse (cinétique) que dans 
le bilan d’énergie et dans la fonction de dissipation du bilan d’entropie. 
Pour terminer, le chapitre quatre utilise la thermodynamique des processus irréversibles pour formuler, 
également de façon prédictive, les couplages cinétique et énergétique avec le champ de rayonnement à l’échelle 
du réacteur. Après avoir été validé expérimentalement sur une dizaine de photobioréacteurs de conception et 
volumes différents, le modèle élaboré est utilisé pour la commande prédictive des photobioréacteurs, ainsi que 
pour la conception par approche constructale de nouveaux photobioréacteurs à haute productivité et efficacité 
énergétique. 
 



































« Quand vient la Sagesse, sa première leçon est de dire : "La connaissance n’existe pas ; il y a 
seulement des aperçus de la Divinité infinie". La connaissance pratique est chose différente, c’est à dire 
qu’elle est réelle et commode, mais jamais complète. Par conséquent, la systématiser et la codifier est 
nécessaire mais fatal ». 
 
 
       Sri Aurobindo 
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1- Électrodynamique et Procédique 
 
 
 L’électrodynamique est une discipline qui n’est pas classiquement reconnue comme partie intégrante de 
la procédique. Même les applications les plus simples, comme celles basées sur l'utilisation d'un champ 
électrostatique générant une force à distance conservative (systèmes électrochimiques par exemple), sont 
absentes de la plupart des ouvrages de référence ou font l'objet d'ouvrages spécialisés (Newman, 1991 ; Coeuret 
et Storck, 1993). Pourtant, les applications, aussi bien dans l’industrie conventionnelle qu’en ce qui concerne les 
technologies de pointe, sont nombreuses, et ce domaine est en pleine expansion. Pour se doter d’un arsenal 
théorique permettant d’aborder l’étude de tels problèmes, il est nécessaire d’étendre le formalisme 
habituellement utilisé en procédique, et à la base de celui-ci, il est nécessaire de reformuler les équations de 
bilans (Cornet, 2005). A cet égard, il est important de noter d’emblée que, dans la mesure où les équations 
fondamentales de l’électrodynamique sont assimilables à des équations de conduction, on se référera toujours 
dans la suite de ce chapitre à des bilans locaux, tant il est vrai que la plupart des applications de 
l’électrodynamique relèvent par nature de phénomènes locaux. L’utilisation de grandeurs moyennes et 
d’équations spatiales obtenues par intégration, plus facilement utilisables en pratique, sera bien sûr envisagée, 
mais dans les chapitres 3 et 4. 
 
 Par bilans, nous entendons tout d’abord les bilans concernant le milieu matériel étudié, c’est à dire les 
trois bilans traduisant des principes de conservation : matière, quantité de mouvement et énergie totale, desquels 
on peut déduire les bilans d’énergies mécanique et interne, puis à l’aide d’une relation thermodynamique, celui 
d’entropie. Ce dernier bilan est tout aussi important que les autres dans la mesure où il conduit à l’analyse 
énergétique et à la thermodynamique des processus irréversibles. 
Il faut ensuite discuter des quatre équations fondamentales de l’électrodynamique que sont les équations 
de Maxwell. A ce propos, nous montrerons que deux d’entre elles sont effectivement des bilans, les deux autres 
servant à définir les champs variables (Cornet, 2005). 
 Une particularité des applications envisagées ici repose justement sur l’existence de champs variables, 
créant des forces à distance non conservatives, qui vont interférer dans les bilans du milieu matériel. Les 
équations du champ revêtent donc une importance considérable, là où elles n’avaient qu’un intérêt très limité 
quant il s’agissait seulement du champ gravitationnel constant, ou de tout champ dérivant d’un potentiel. 
 Enfin, rappelons que pour pouvoir relier les excitations électrique et magnétique avec les champs, il est 
nécessaire de disposer d’équations constitutives qui dépendent du milieu matériel considéré. D’une façon 
générale, ces relations sont toujours nécessaires pour pouvoir exploiter les bilans sous forme d’équations de 
champs de grandeurs intensives. 
 
 Comme cela a été signalé plus haut, les domaines d’application de l’électrodynamique en procédique 
sont considérables et surtout, présentent une grande diversité. On peut malgré tout essayer de les répertorier et de 
les classer, même si cette démarche est toujours délicate. Deux catégories bien différentes de problèmes peuvent 
se présenter (Cornet, 2005) : ceux qui sont en relation avec des phénomènes de transfert de rayonnement 
(couplage faible avec le milieu matériel), et ceux qui concernent l’électrodynamique des milieux continus 
(couplage fort avec le milieu matériel). 
 
 
1.1- Électrodynamique des Milieux Continus 
 
 
 Il s'agit dans ce cas d'étudier les interactions du champ électromagnétique avec un milieu continu placé 
dans ce champ. Le milieu peut ou non être chargé et peut être le siège de courants de conduction et de 
convection. Dans ces cas, il existe un couplage fort entre le milieu matériel et les champs, et tous les bilans (y 
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compris les bilans matière et quantité de mouvement) de la phase matérielle doivent être reformulés (Eringen et 
Maugin, 1990 ; Berton, 1991). Ces bilans font notamment apparaître des forces à distance non conservatives qui 
agissent sur le milieu et qui demandent à être clairement définies. 
 
 
1.2- Phénomènes de Transfert de Rayonnement 
 
 
 Ces applications regroupent tous les problèmes liés à la propagation d’ondes électromagnétiques dans 
les milieux complexes que l’on peut rencontrer en procédique (caractérisant le transfert). Dans la mesure où le 
couplage se fait uniquement par les bilans d’énergie, nous l’appellerons par la suite « couplage faible ». 
 Dans ce cas en effet, le problème électromagnétique est décrit par une phase photonique (ou d’énergie 
des champs) qui rend compte de la propagation des ondes libres dans le milieu. Deux approches sont alors 
possibles en fonction du type de milieu et du type de problème étudié. L'approche électromagnétique consiste à 
résoudre les équations de Maxwell sous forme d'équation d'onde, et conduit au calcul de la distribution spatio-
temporelle des champs électrique et magnétique. L'approche des transferts radiatifs permet de calculer le champ 
de radiations dans les milieux diffusants plus complexes, ou bien qui sont le siège d'émission thermique. Les 
deux méthodes conduisent identiquement au calcul de la vitesse locale d'absorption de l'énergie 
électromagnétique échangée entre la phase photonique et le milieu matériel. 
Cependant, l’équation des transferts radiatifs sur la phase photonique ne peut pas être résolue si l’on ne 
connaît pas les propriétés radiatives du milieu matériel. Celles-ci comprennent les coefficients d’absorption et de 
diffusion du rayonnement par le milieu, ainsi que la fonction de phase liée au milieu, c’est à dire, la façon dont 
l’énergie est diffusée sur 4pi stéradians. À partir de la seule connaissance des propriétés optiques du milieu et de 
la distribution de taille des particules, on peut prédire ces propriétés radiatives par la théorie de 
l’électromagnétisme appliquée à un milieu « particulaire » discontinu (qui donne cependant des solutions 
analytiques pour des formes géométriques de particules simples). C’est ce qu’on appelle la théorie de Lorenz-
Mie généralisée, dont la présentation fera l’objet du chapitre 2. 
 
 




 Des critères additionnels importants peuvent être mis en avant pour faire apparaître des grandes classes 
de problèmes. 
 Une première question fondamentale est de savoir si le problème étudié est linéaire ou non linéaire au 
regard de l'électrodynamique. C'est à dire qu'il faut définir si le milieu matériel peut interférer avec les champs. 
Ceci est possible chaque fois qu'il existe des courants de convection et/ou que le milieu est chargé, et la difficulté 
du traitement est bien sûr considérablement accrue. 
 
 En sens inverse, il est également important de savoir si le milieu matériel est potentiellement polarisable 
ou non (électriquement ou magnétiquement), ce qui présente bien sûr, une source additionnelle de complexité. 
 
 Enfin, il faut distinguer entre les problèmes directs (modélisation proprement dite du phénomène), ou 
inverses ("inversion du modèle" à partir d'observations indirectes du phénomène), tels qu'ils sont définis sur la 
figure I.1. 
 
 En ce qui concerne les aspects liés à l'électrodynamique des milieux continus, on a en général à faire 
avec des problèmes directs, mais qui peuvent être linéaires ou non. Dans tous les cas, le traitement théorique est 
simplifié si le milieu matériel s'avère peu ou pas du tout polarisable. Si l'on traite des phénomènes de transfert de 
rayonnement, seul le problème linéaire présente de l'intérêt en procédique ; il correspond à l'étude de la 
propagation d'ondes libres dans des milieux complexes. Le problème non linéaire, qui correspond à la génération 
d'ondes forcées par des sources (et pour lequel on ne peut trouver que des solutions approchées sous la forme de 
fonctions de Green), reste en dehors des champs d'application de cette discipline. Pour les applications qui nous 
concernent, il est préférable de distinguer entre les problèmes directs de modélisation et les problèmes inverses 
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qui correspondent bien souvent à la mise en oeuvre de techniques analytiques sophistiquées liées à l'interaction 
matière-rayonnement (Bohren et Huffman, 1983). 
 
 Les différents secteurs d'activités qui viennent d'être discutés, ainsi qu'une liste (non exhaustive) 
d'applications en procédique, sont présentés sur le tableau I.1. Les deux parties principales identifiées donneront 
lieu à deux paragraphes distincts, l'un sur l'établissement des bilans pour l'électrodynamique des milieux 
continus, l'autre sur l'établissement des bilans pour les phénomènes de transfert de rayonnement. Étant entendu 
que c'est cette deuxième partie qui nous intéresse plus particulièrement, un chapitre entier sera également 
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DES MILIEUX CONTINUS 
________________________________________
 
(milieu matériel polarisable ou non) 




(cas linéaire = ondes libres) 
LINÉAIRE 
(pas de courant de 
convection et ρe ≡ 0 ) 
NON LINÉAIRE 
(courants de convection et 






- Procédés Électrochimiques 
   (Électrostatique) 
 
- Chauffage Ohmique 
 
- Chauffage par Induction 
 
- Effet Peltier 
 
- Séparation par champ 




- Effets galvanomagnétiques 
   (effet Hall) 
 









(MHD = champ magnétique 
quasi-statique) : 
 
- Milieux chargés (plasmas, 
                milieux ionisés...) 
- Métaux liquides 
                          (métallurgie) 
- Réacteurs nucléaires 
 
Électrohydrodynamique 
(EHD = champ électrique 
quasi-statique) : 
 
- Production d'énergie par 
compression électro-
dynamique des gaz 
- polyélectrolytes 
polarisables 
            (protéines, ADN...) 
- Augmentation des transferts 
thermiques 
- Extraction des 
contaminants des gaz 
- Mesures de propriétés dans 




- Stabilisation magnétique 
des lits fluidisés 
- Lubrification sous haute 
corrosion 
- Énergie magnétocalorique 
- Impression ultra rapide par 
encres magnétiques 
- Séparation de particules 
 
 
Transferts thermiques : 
 
- Procédés à hautes 
températures (> 600 K) 
- Combustion 
- Chauffage par 
rayonnement 
- Procédés Infrarouge 
- Équilibre radiatif 





- Photoréacteurs et 
Photobioréacteurs 
 
- Autres applications  








   séchage, chauffage...) 
 
- Rayonnements  
   ionisants X, γ 
(nucléaire, stérilisation) 
 





- Caractérisation de 
particules (micro-
organismes, catalyseurs, 
diamètre moyen, forme, 
taille de bulles, 
composition,...) 
 
- Caractérisation des 






- Interprétation de 
turbidimétrie et de 
réflexion 
 
- DTS de particules 
 
- Détermination des 
propriétés optiques et 
radiatives (absorption, 
diffusion, fonction de 
phase...) par mesure de 
transmission et de 
réflexion 
 
- Rétrodiffusion laser 
 






        Domaine privilégié de l'étude 
        
1 2444444 3444444
 
               Analogie Ondes Acoustiques 
Procédés ultrasons : sonoréacteurs, cristallisation, 
      extraction, émulsification 





2- Bilans, Équations Constitutives et Champs 
 
 




2.1.1- Référentiels Inertiels Galiléens 
 
 L'utilisation et l'intérêt des espaces vectoriels vient de la propriété fondamentale, pour toute loi de la 













 d'être invariante dans n'importe quel repère. On peut 
d'ailleurs utiliser cette propriété pour établir de façon élégante les principaux bilans (matière, quantité de 
mouvement, énergie totale et énergie interne) à partir de l'écriture du premier principe de la thermodynamique 
auquel on applique le principe d'invariance dans un repère galiléen (Jou et al., 1993). 
La présentation qui suit (Cornet, 2005) concerne les référentiels inertiels galiléens qui permettent de 
formuler usuellement des bilans pour toutes les applications de procédique à l'exception, comme nous le verrons 
plus loin des problèmes liés à l'électrodynamique. 
 On considère une grandeur extensive quelconque, scalaire ou vectorielle )(iΨ  (l'indice i entre parenthèse 
traduit la possibilité pour Ψ  d'être un vecteur tridimensionnel) traversant un élément de volume dV défini par 







Ψψ i , et )( jiJ  la 










jiJ , en comptant positivement ce qui entre dans le système, et en choisissant 
une normale nr  dirigée vers l'extérieur. L'apparition d'un deuxième indice j traduit la possibilité pour J d'être un 
tenseur, puisque dans un bilan, l'ordre du terme en densité de flux est toujours supérieur d'une unité à l'ordre du 
bilan (voir ci dessous la définition de la densité de flux de la frontière mobile). 
 
 La densité de flux J est en réalité la somme de trois termes : 
 
cjirjicjifjiljiji JJJJJJ )()()()()()( +=+−=     (I.2.1) 
 
 ljiJ )(  est la densité de flux liée à la convection 
 fjiJ )(  est la densité de flux liée à la mobilité de la frontière ; on a alors )()()( ifjfji vJ ψ=  
 cjiJ )(  est la densité de flux liée à la conduction 
 fjiljirji JJJ )()()( −=  est la densité de flux liée à la convection par déplacement relatif. 
 
 Le terme rjiJ )(  représente la densité de flux de )(iΨ  transportée par la phase matérielle qui est égale à 








ΨΨ i& est la grandeur )(iΨ  massique et Sdvdw rm
rr
⋅−= ρ . Il peut également inclure les termes 
de transfert entre phase par convection forcée sur les surfaces fluides-fluides ou fluides-solides. 
 Le terme cjiJ )(  représente la densité de flux par conduction au droit des sections fluides, ces dernières 
étant spatialement négligeables mais localement majoritaires. 









σ i . 
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2.1.1.1- Bilans Spatial et Local 
 














    (I.2.2) 
 
où l'opérateur " ×& " tient compte à la fois de la nature vectorielle ou tensorielle de J. Cette formulation est un 
postulat de la mécanique qui généralise les lois de conservation mais ne donne aucune information sur les termes 
)( jiJ  et σ(ι). 
 En introduisant la relation (I.2.1) dans la relation (I.2.2), on obtient une formulation plus détaillée du 





















    (I.2.3) 
 












)( ψ     (I.2.4) 
où )(iψ  est une grandeur volumique précédemment définie. Si la grandeur )(iΨ  concerne une phase matérielle, 
on a )()( ii Ψ= &ρψ , mais ce n'est pas obligatoirement le cas (notamment en électromagnétisme). On peut alors 




















    (I.2.5) 
 
 Comme la variation de volume dV n'est due qu'au déplacement de la frontière F, on a : 
dtvSddVd f
rr












& )()()()( )( ψψ     (I.2.6) 
 
Ceci permet de réécrire la relation (I.2.5) sous la forme : 
 













    (I.2.7) 
 
Cette relation est connue sous le nom de règle de Leibnitz ou théorème de transport généralisé. On peut en 
trouver une démonstration mathématique sous trois formes différentes dans l'ouvrage de Slattery (Slattery, 1972, 
pp. 18 et 663 ; voir également Truesdell et Toupin, 1960 ; Wilmansky, 1998). Elle est purement cinématique et 
d'application très générale, même pour une phase non matérielle. 
 
Note I.1 : Cette relation peut aussi s'écrire dans le cas particulier d'une phase matérielle pour un fluide pur. Elle 
peut alors prendre les trois formes suivantes : 
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ce qui permet d'exploiter les postulats de la mécanique des milieux continus. 
 












    (I.2.8) 
 











    (I.2.9) 




























qui conduit au bilan local de )(iΨ  puisque l'expression entre crochets doit être identiquement nulle, dans la 












    (I.2.10) 
 
 Cette équation représente le bilan local d'une grandeur extensive quelconque et traduit un formalisme 
eulérien ; elle s'applique à toute phase, matérielle ou non, dans un référentiel inertiel galiléen (Marsden et 
Hughes, 1994 ; Dennery, 1995). 
Une démonstration mathématique complète du problème discutant les fondements des équations (I.2.1-
10) est disponible dans les ouvrages de Lindsay et Margenau (1981), Duvaut (1990) ; Marsden et Hughes (1994) 
et Wilmanski (1998). 
 
Note I.2- Cas des référentiels non inertiels : On peut dans ce cas montrer (Dennery, 1995 ; Wilmansky, 1998), 
par une transformation euclidienne des équations de bilan dérivant de l'équation (I.2.10), qu'à partir du moment 
où les opérateurs sont correctement définis dans le référentiel non inertiel, seul le bilan quantité de mouvement 
apparaît non objectif (non invariant), les autres bilans n'étant pas affectés par la transformation. Il faut alors 
remplacer le terme de source du bilan σr  par une source apparente aσr  avec piσσ rrr +=a  où pir  représente un 
terme de source inertiel. Ce terme est défini par Dennery (1995, p. 203-205) et Wilmansky (1998, p. 39-70). Il 
est la somme de sources centrifuges permanentes (force de Coriolis et force directe centrifuge) et de sources de 
déplacement transitoires. Le choix approprié du repère permet d'annuler le travail des forces transitoires, alors 
que la force de Coriolis ne donne lieu à aucun travail. Seul le travail de la force centrifuge définit une énergie 
cinétique centrifuge dont la contribution doit apparaître dans le bilan d'énergie totale. 
 
2.1.1.2- Bilans Substantiel et Particulaire 
 
 On peut envisager un type de présentation légèrement différent, plus proche du formalisme lagrangien 
de la mécanique - mais uniquement pour une phase matérielle - en choisissant une frontière mobile qui suit la 
matière dans son mouvement. La frontière S* et le volume V* se déplacent avec la matière, ce qui présente deux 
conséquences immédiates : 
 - les termes de convection par transport et liés à la frontière mobile sont identiques puisque le volume 
V* se déplace avec la frontière : lf vv
rr
=  ; 
 - les seules densités de flux concernées sont donc des termes de conduction. 




&)( , ce qui conduit au bilan 

















    (I.2.11) 
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la notation D/Dt représente la dérivée particulaire, que l'on peut relier aux dérivées partielles du formalisme 
eulérien par les relations : 
 


















 où il est préférable d'utiliser en coordonnées curvilignes 
l'opérateur avav rrrr
→→





























    (I.2.12) 
































    (I.2.13) 
 
 Comme la masse élémentaire ρ dV est indépendante du temps conformément à l’hypothèse du bilan 













    (I.2.14) 
 



















    (I.2.15) 
 
 L'utilisation du théorème d'Ostrogradski (I.2.9) conduit immédiatement à l'expression du bilan 












    (I.2.16) 
 
 Les bilans locaux sur la phase matérielle qui découlent de la relation (I.2.10) ou de la relation (I.2.16) 
seront établis dans deux paragraphes différents suivant qu'il existe un couplage "faible" ou "fort" entre la phase 
matérielle et le champ électromagnétique. Nous verrons en effet que si le milieu matériel est soit chargé soit 
sillonné de courants de convection, le problème est dit non linéaire au regard de l'électrodynamique, et il existe 
un couplage fort entre la phase matérielle et les champs. Si tel n'est pas le cas, le problème est dit linéaire et il 
suffit dans ce cas de résoudre une équation d'onde (ou sa forme énergétique), ce qui se fait indépendamment des 
bilans de la phase matérielle (mais pas des propriétés du milieu !). Le couplage faible apparaît alors via les 
phénomènes d'absorption et d'émission du rayonnement et des transformations énergétiques opérées par la phase 
matérielle, ainsi que via les phénomènes de diffusion du rayonnement (réfraction, réflexion, diffraction). 
 
 
2.1.2- Généralisation aux Référentiels Inertiels Relativistes 
 
2.1.2.1- Bilans Locaux 
 
 Pour pouvoir intégrer l'électrodynamique au formalisme précédent, il est nécessaire de généraliser cette 
approche aux référentiels inertiels relativistes (même pour de modestes applications de procédique !), et ceci 
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pour deux raisons qui sont intimement liées (Cornet, 2005). Les équations de l'électrodynamique sont valables en 
relativité et intègrent la vitesse de la lumière c. Elles doivent également vérifier l'invariance dans l'espace où 
elles sont définies. C'est le fondement de la relativité restreinte, et on est donc amené à définir un espace 
ponctuel à 4 dimensions (espace-temps ou hyperespace), ou espace de Lorentz, dans lequel on pourra généraliser 
le formalisme du paragraphe précédent. 
 Dans tout ce qui suit, les quadri-vecteurs (4-vecteurs) et les quadri-pseudotenseurs (4-pseudotenseurs) 
seront notés avec des indice grecs, pour les différentier des vecteurs et tenseurs tridimensionnels pour lesquels on 
a utilisé les indices romains. Un résumé de calcul tensoriel dans les espaces ponctuels peut être consulté dans les 
ouvrages de Landau et Lifchitz (1994a) et Post (1997). 
 Les 4-vecteurs et 4-pseudotenseurs covariants seront notés ),( AaA
r
−=λ  et λµA  (capacité scalaire) ; les 






 et λµA  (densité scalaire). Le passage 




























λµ AAg =  et 
λ
µ
λµ AAg =  
 
Si l'espace est euclidien et la base orthonormée, on a Aµ = Aµ. 
 Le 4-vecteur des coordonnées s'écrit zxyxxxtxxtx i =====
3210
,,,où),(λ  



























 A partir de ces définitions, on est en mesure de généraliser les relations de bilans obtenues au 
paragraphe précédent. Nous examinerons successivement le cas d'un bilan scalaire ou vectoriel. En effet, dans le 
premier cas, le terme de densité de flux est un 4-vecteur que l'on peut définir sans ambiguïté, ),( lclc JJ ++ =
r
ψµ . Il 










    (I.2.17) 
 
qui représente le bilan local de )(iΨ  dans l'espace de Lorentz, et qui restitue, dans un espace galiléen, une 
équation scalaire en divergence et t∂∂ . 
 
Dans le cas d'un bilan vectoriel local dans l'espace de Lorentz, le terme de densité de flux est un 4-











    (I.2.18) 
où σλ est un 4-vecteur source. 
 
 Il reste à définir le 4-tenseur λµlcJ +  qui peut prendre deux formes différentes suivant qu'il s'agit d'un bilan 
sur une phase matérielle (quantité de mouvement) ou d'un bilan de grandeur extensive du champ. 
 Dans le cas d'un bilan sur une phase matérielle, le 4-tenseur λµlcJ +  est un tenseur vrai, symétrique. Dans 
le cadre de la limite non relativiste qui est le seul cas concernant les applications en procédique, il s'écrit : 
 









































    (I.2.19) 
 




représentant une densité volumique, et un 3-tenseur J(ij)c+l = J(ji)c+l représentant la densité de flux par convection 
et conduction. Dans le cas non relativiste, on montre à partir du tenseur d'énergie-impulsion du système (Landau 
et Lifchitz, 1994b) que l'on a pour la quantité de mouvement : 22100 vUJ ρρ += & , densité d'énergie du fluide, 
vi
rρψ = , et J(ij)c+l = Πij + ρvivj avec Πij = τij + Pδij. Avec cette définition, l'équation (I.2.18) restitue à partir des 
composantes spatiales x1 = x, x2 = y, x3 = z, le bilan de quantité de mouvement (Landau et Lifchitz, 1994b) ; la 
composante temporelle conduisant à une équation colinéaire. Cette approche ne présente aucun intérêt pour les 
applications en procédique puisque le bilan de quantité de mouvement peut facilement être obtenu à partir de 
l'équation (I.2.10) ; elle est donnée ici pour garder sa généralité à cette présentation qui relève essentiellement 
des applications à l'électrodynamique. 
 
 Dans le cas d'un bilan des grandeurs extensives du champ, les termes de densité de flux sont 
assimilables à des termes de conduction, puisque forcément indépendants de la phase matérielle ; dans ce cas, 
l'indice "l" ne se justifie plus dans la définition du 4-tenseur. Ceci montre bien la nature locale des équations de 
l'électrodynamique et la nécessité de travailler en grandeurs moyennes spatiales pour établir des équations de 
type "Bernoulli généralisé" ou bilans thermiques et entropiques... 
Le terme en densité de flux est alors un 4-pseudotenseur antisymétrique (c'est une densité scalaire). Il 






































    (I.2.20) 
 




est un vecteur axial. La démonstration conduisant à la structure du tenseur 
(I.2.20) se trouve dans les ouvrages de Landau et Lifchitz (1994a) et Post (1997) et nécessite de recourir à des 
méthodes variationnelles ; on peut également établir cette expression à partir du tenseur d'énergie-impulsion du 
champ dont l'expression sera discutée dans le paragraphe suivant. Cette équation restitue dans un repère galiléen, 
une équation vectorielle en rotationnel et t∂∂ , et une équation scalaire en divergence qui conduisent aux deux 
équations non homogènes de Maxwell (voir paragraphe suivant). 
 
 La différence de structure entre les expressions (I.2.19) et (I.2.20) vient du fait que sur la phase 
matérielle, on obtient le bilan en considérant un mouvement dans un champ constant, alors que pour établir le 
bilan des champs, on considère un mouvement donné et on fait varier les potentiels des champs qui jouent alors 
le rôle de "coordonnées". 
 
2.1.2.2- Application au Bilan de Grandeur Extensive du Champ 
Électromagnétique 
 
 Les relations (I.2.17, I.2.18, I.2.20) concernent plus particulièrement les bilans de l'électrodynamique et 
peuvent être appliquées au cas du bilan de grandeurs extensives du champ électromagnétique. 
A titre d'illustration, nous pouvons montrer comment l'équation (I.2.17) permet d'obtenir aisément 
l'équation de continuité d'un milieu chargé, qui est une des équations fondamentales de l'électrodynamique, mais 
qui est contenue par ailleurs dans le système de Maxwell. 
 En définissant le quadrivecteur courant par ),(),( 0 lclcelc JJJJ +++ ==
rr
ρµ  et en remarquant qu'il ne peut y 
avoir de source de charge car il y a conservation, on a immédiatement à partir de (I.2.17) : 
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    (I.2.21) 
 
qui est bien un bilan de charge Ψ  = Q [C] sur la phase matérielle, pouvant s'obtenir directement à partir de 
l'équation (I.2.10). 
 Par contre, l'obtention du bilan de grandeurs extensives du champ électromagnétique nécessite de façon 
incontournable d'avoir recours aux relations (I.2.18 et I.2.20) dans la mesure où, compte tenu de ce qui a déjà été 
dit, ce bilan ne peut s'écrire que dans un référentiel relativiste. On définit alors un 4-tenseur des excitations 




























































GJ λµλµ     (I.2.22) 
 
et un 4-vecteur source, qui est justement dans ce cas le 4-vecteur courant du bilan précédent ),( JJ
e
r
ρλ = . 










    (I.2.23) 
 


















































































































    (I.2.24) 
 





























    (I.2.25) 
 
 Les équations (I.2.24-25) représentent les deux équations non homogènes de Maxwell. On peut donner 
au moins deux raisons pour prouver que les équations (I.2.23-25) sont bien des bilans. Premièrement, la relation 
générale (I.2.23) peut être établie par le principe de moindre action qui est une méthode variationnelle très 
générale, concurrente de l'approche présentée au paragraphe précédent pour l'établissement des bilans de quantité 
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de mouvement dans le formalisme lagrangien ou eulérien (Panofsky et Phillips, 1962 ; Goldstein, 1980 ; Landau 
et Lifchitz, 1994a). Appliquée aux potentiels du champ électromagnétique, elle conduit à la relation (I.2.23) 
(cette démonstration est donnée en appendice I.1). Deuxièmement, on peut montrer que ces relations sont des 
bilans de grandeurs extensives du champ, ce qui est une condition requise. En effet, lorsque l'on applique le 
principe de moindre action à une densité lagrangienne (L) pour un milieu continu, on obtient les équations de 









    (I.2.26) 
où q représente les coordonnées généralisées. Dans ce cas, la quantité 
q&∂
∂ L
 représente bien une densité de 











=Ψ , soit un bilan de quantité de mouvement. Par analogie, 
lorsqu'on fait varier les potentiels du champ Aµ pour obtenir l'équation (I.2.23), on obtient une formulation 





















    (I.2.27) 
 















 définit l'unité du bilan. Si l'on choisit la composante temporelle λ = 0, x0 = t, on obtient 
un bilan de [ ]C.m=Ψr . Si l'on prend les composantes spatiales λ = 1,2,3, on obtient un bilan de [ ]2A.m=Ψr . Or 
il est par ailleurs connu par l'analyse thermodynamique de l'électrodynamique (Haase, 1990) que les deux 
grandeurs extensives fondamentales des champs (qui servent d'ailleurs à redéfinir l'enthalpie des milieux 
polarisés ; voir paragraphe 3) sont : 
 - le moment électrique local Vp P
rr
=  d'unité [C.m] ; 
 - le moment magnétique local )ou( VjVm JM rrrr ==  d'unité [A.m2] ; 
ce qui est en parfait accord avec les équations (I.2.24-25). 
 
 Pour terminer ce paragraphe, il est important de noter, que l'équation (I.2.27) peut se mettre sous la 








    (I.2.28) 
où les composantes contravariantes du 4-tenseur Tλµ constituent le tenseur d'énergie-impulsion des champs qui 





















































 est le vecteur de Poynting HES
rrr
×= , w la densité d'énergie du champ )(21 BHDEw
rrrr
⋅+⋅= , et Tij le 3-
tenseur des contraintes de Maxwell dont l'expression est couplée au tenseur d'énergie-impulsion de la phase 
matérielle et dépend de la convention choisie pour le définir (voir paragraphe 3) ; ou antisymétrique (convention 
dite de Minkowski) : 
 









































    (I.2.30) 
 
 L'importance de ce tenseur d'énergie-impulsion est grande puisqu'il peut-être à la base a posteriori de 
l'établissement des équations (I.2.18 et I.2.23) via (I.2.27-28) et que dans les cas d'interaction non linéaire entre 
la phase matérielle et les champs, les bilans de quantité de mouvement et d'énergie sont étroitement imbriqués 
via le tenseur des contraintes de Maxwell Tij et le tenseur de pression Πij (paragraphe 3). 
 
 
2.2- Équations Complémentaires 
 
 
2.2.1- Relations entre Champs et Potentiels 
 
 Pour pouvoir établir les bilans d'énergie mécanique et exploiter le bilan d'énergie totale de la phase 
matérielle, notamment pour pouvoir dériver les bilans d'énergie interne et d'entropie en vue d'applications 
thermodynamiques ou énergétiques, il est nécessaire de disposer des relations entre les champs, qui interfèrent 
avec la phase matérielle, et leurs potentiels (rappelons qu'il n'y a conservation que de la quantité de mouvement 
totale : phase matérielle plus champs). Ce type de relations est encore plus important si l'on se place dans le 
cadre de l'électrodynamique puisque le fondement même de cette science repose sur les équations de Maxwell 
dont deux caractérisent le champ. 
 
 De façon tout à fait conventionnelle, nous considérerons ici deux cas ; celui des champs constants qui 
dérivent d'un potentiel scalaire, et celui des champs variables. 
 Typiquement, en ce qui concerne les champs constants, on peut être confronté à 3 catégories de champs 
qui dérivent d'un potentiel scalaire Φ&  : 
 
 - le champ de pesanteur ϕ
→
−= gradgr     (I.2.31) ; 




    (I.2.32) ; 




    (I.2.33). 
 
Ces champs à distance créent des forces volumiques conservatives en tout point du milieu macroscopique qui 
apparaissent comme des termes de source du bilan de quantité de mouvement, et dont le travail réversible 
s'intègre dans les bilans d'énergie mécanique et interne. Il est à noter que certaines forces comme la force de 
Coriolis ( ωρ rr
r
×= vF 2 ) et la force de Laplace ( BjF
rrr
×=  dont nous discutons plus loin) ne créent aucun travail. 
 
















grad     (I.2.34) 
AB
rr →
= rot     (I.2.35) 
 
En prenant le rotationnel de (I.2.34) et la divergence de (I.2.35), et comme 0gradrot =
→→
 et 0rotdiv =
→
, on 
obtient immédiatement les deux équations homogènes de Maxwell : 
 
 














    (I.2.37) 
 
 Notons que dans le cadre d'un repère inertiel relativiste que nous avons utilisé plus haut, ces deux 
















































    (I.2.38) 




















 ou sous forme condensée, [ ] 0=νρµ∂ F     (I.2.39) 
 
qui n'est en aucun cas un bilan, mais une relation entre le champ et le potentiel vecteur généralisé. 
 
 
Note I.3 : Dans ses deux remarquables ouvrages, Truesdell (Truesdell et Toupin, 1960 ; Truesdell et Noll, 1965) 
répertorie les six grandeurs majeures qui se conservent en physique classique : la masse, l'impulsion, le moment 
de quantité de mouvement, l'énergie totale, la charge et le flux magnétique, en remarquant également qu'il n'est 
pas possible d'avoir un traitement unifié sans rajouter le deuxième principe de la thermodynamique. Il précise 
que les deux dernières relations de conservation (charge et flux magnétique) permettent de généraliser la 
mécanique des milieux continus aux applications de l'électrodynamique. Cette vision est tout à fait partielle car 
ces deux relations ne suffisent absolument pas à traiter la plupart des applications de ce domaine. Il faut pour 












    (I.2.37) 
eD ρ=
r











rot     (I.2.24) 
 
qui ne peuvent pas être établies par un bilan classique (relation I.2.10), à l'exception de (I.2.36) qui est un bilan 
de flux magnétique Φ [Wb]. 






 (autre bilan) peut simplement être obtenue à 
partir des équations (I.2.24-25). En effet, en appliquant à (I.2.24) l'identité 0rotdiv ≡
→





















































 ; ce qui 
conduit soit à 0div =B
r






. Comme l'électrodynamique étudie des phénomènes qui dépendent du 
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temps par nature, la deuxième possibilité est exclue ! On retrouve donc l'équation (I.2.36) qui apparaît alors 
inutile pour traiter les problèmes de propagation car elle est contenue dans (I.2.25). Il s'agit donc d'un bilan 
surtout utile en électrostatique, qui peut s'obtenir aussi à partir de (I.2.37), ou de la définition du champ 
électromagnétique variable (c'est le cas dans cette présentation). 
Quoiqu'il en soit, il est clair qu'une présentation unifiée de la mécanique des milieux continus avec 
l'électrodynamique ne peut pas se faire sans une approche telle que celle qui est envisagée dans ce document, et 
que s'il faut définir un nombre minimum de bilans, il s'agit d'ajouter aux quatre relations de conservation 




2.2.2- Équations Constitutives 
 
 Le passage d'un bilan à une équation de champ de grandeur intensive conduisant à l'information 
recherchée passe par le choix d'équations constitutives, ou équations du milieu, adaptées au cas traité. 
 
2.2.2.1- Phase Matérielle 
 
 Les trois principales contributions pour la phase matérielle conduisant aux flux de quantité de 
mouvement, énergie et masse à partir des gradients ou forces généralisées sont bien connues dans les cas simples 
(milieu isotrope) : 

































, ou la loi de Hooke pour les milieux élastiques 
ijijij vδλµεσ
rdiv2 +−=  (λ et µ étant les coefficients de Lamé et εij le tenseur des déformations) ; 




, dans un domaine restreint de température ; 












γ∂δ ln+=Γ . Dans les cas où les phénomènes électrochimiques prévalent, cette loi doit être 
remplacée par la loi d'Ohm (qui n'est valable qu'en l'absence de gradient de concentration, sinon, il faut combiner 










 où u’i est la mobilité, Fnz i ±=
'




 est la vitesse de 
migration. 
 De plus, il faut en toute rigueur tenir compte de contributions liées aux effets croisés qui sont définis par 
le principe de Curie, pour lesquelles on trouvera d'excellentes présentations dans les articles de Kirkwood et 
Crawford (1952), et Bird et al. (1955). Une généralisation de ce problème, ainsi qu’une discussion des relations 
d’Onsager-Casimir est donnée dans les ouvrages traitant de la thermodynamique des processus irréversibles de 
De Groot et Mazur (1984) et Haase (1990). Ces relations phénoménologiques, ne peuvent pas être obtenues par 
la mécanique statistique, mais récemment, Slattery (1999) a montré que l’on pouvait généralement les obtenir 
par le principe d’invariance référentielle associé au second principe de la thermodynamique. Il s’agit en réalité 





Dans le cadre de cette présentation, nous nous limiterons au cas des milieux linéaires (indépendant des 
champs), isotropes (indépendant de la direction), homogènes (indépendant de la position). Les propriétés du 
milieu sont alors définies par des grandeurs scalaires et non tensorielles. Cette hypothèse restrictive convient 
malgré tout à toutes les applications de procédique envisagées ici. 
Les équations constitutives de l'électrodynamique relient alors les excitations (définissant les forces) 
aux champs par : 










=     (I.2.41) 





=εµ     (I.2.42) 
 









. Les polarisations 
électrique P
r
 et magnétique J
r




+= ED 0ε     (I.2.43) 
J
rrr
+= HB 0µ     (I.2.44) 




















χ=J     (I.2.46) 
où κe et χm sont respectivement les susceptibilités électrique et magnétique qui sont définies indifféremment de 
façon dimensionnelle ou non, suivant les auteurs, par : 
 











κ     (I.2.48) 










χχ     (I.2.50) 
 
 Notons que les deux grandeurs extensives majeures de l'électrodynamique dérivent de la polarisation 




= , moment électrique local 
Vm M
rr
= , moment magnétique local (on peut aussi prendre VJr ) 
 
 Il est encore possible ici de généraliser cette présentation au cas d'un référentiel inertiel relativiste en 
donnant la relation constitutive qui relie le 4-tenseur excitation Gλµ au 4-tenseur champ Fλµ, via un 4-tenseur des 







































































=     (I.2.51) 
 
où le tenseur χ présente 44 = 256 composantes, mais se réduit dans le cas des milieux linéaires, isotropes, 
homogènes à un tenseur de la forme (Post, 1997) : 
 














































 A ces relations fondamentales, il faut rajouter la loi d'Ohm, déjà mentionnée pour le milieu matériel, qui 








σ     (I.2.52) 
où σe est la conductivité du milieu et ℜ  la résistivité. 
 
2.2.2.3 Propriétés Optiques 
 
 Les équations du milieu (I.2.40-42) ne sont pas indépendantes des propriétés optiques du milieu 
matériel, c'est à dire de l'indice de réfraction du milieu m. 
 Dans le cas d'un diélectrique parfait ( ∞→ℜ ), la résistivité électrique est très grande, et le rayonnement 
n'est pas absorbé. Le coefficient d'extinction κ tend donc vers zéro ( 0→κ ). On a alors une relation très simple 







== µε     (I.2.53) 
 
ou encore, au choix 20
2 cn µε=  
 
 Dans le cas d'un milieu conducteur, le rayonnement est absorbé et on a cette fois-ci ℜ  et κ 
quelconques, si bien que l'indice de réfraction du milieu est complexe. 
En prenant comme référence la notation complexe e+iωt (le signe de la partie imaginaire dépend de la convention 
prise pour la méthode des grandeurs complexes qui consiste à n'écrire qu'un seul des 2 termes conjugués de la 






==−= µεκ     (I.2.54) 
 













=  avec λpiω
c2=  et o
er
κε += 1' . Du point de vue énergétique, la grandeur ''
r
ε  tient compte des pertes 











l'angle δ étant appelé "angle de pertes". 
Il est important de noter malgré tout que les relations du milieu s'écrivent toujours avec les valeurs 
réelles. 
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00cn     (I.2.57) 
 






























































































    (I.2.61) 
 
 Notons pour terminer que le coefficient d'extinction κ est une grandeur spectrale, reliée au coefficient 






λ =a     (I.2.62) 
 
et que le coefficient de diffusion sλ dépend des principales caractéristiques optiques par la théorie de Lorenz-Mie 
qui sera exposée dans un autre chapitre (résolution de l'équation d'onde dans un milieu discontinu, c'est à dire 
composé de particules élémentaires). 
 
 
3- Formulation des Bilans pour 
l'Électrodynamique des Milieux Continus 
 
 
3.1- Équations de Maxwell 
 
 
 Comme cela a été clairement mis en évidence dans ce qui précède, les quatre équations de Maxwell 
apparaissent en fait comme 2 équations de bilans de moments locaux électrique et magnétique des champs (les 2 
équations non homogènes) et 2 équations pour les potentiels variables du champ électromagnétique (les 2 
équations homogènes). 
 Les équations à partir des potentiels variables (éq. I.2.34-35) conduisent immédiatement aux deux 













    (I.3.2) 
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    (I.3.4) 
 
 Le système d'équations (I.3.1-4) représente les 4 équations macroscopiques de Maxwell (De Groot, 
1969 ; Russakoff, 1970), à la base de tout problème d'électrodynamique, y compris en relativité. La mise en 
œuvre de ces équations nécessite de disposer de relations constitutives qui ont été définies précédemment pour 
un milieu linéaire, isotrope, homogène. 
 
 
3.2- Bilans Matière 
 
 




3.2.1- Convention Molaire 
 
 La charge molaire z' ou z'k est définie de la façon suivante : z'k = n F, où n = ± 1, 2,... et un faraday = F 
= 96485 C/mole. 
 Nous avons alors : 
Cz
e
=ρ     (I.3.5) 
la densité de flux totale jJJ
v
rrr












σ==∑ ''     (I.3.8) 
)'(' vvCJ kkk
rrr
−=     (I.3.9) 
 
























    (I.3.10) 
 
et comme la conservation de la charge impose ∑ =
k
krkz 0







    (I.3.11) 
 
 
3.2.2- Convention Massique 
 
 On définit la charge massique z ou zk ainsi que la masse volumique ρ ou ρk, ce qui donne, de la même 
façon que précédemment : 
z
e
ρρ =     (I.3.12) 
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la densité de flux totale jJJ
v
rrr











σ==∑     (I.3.15) 
)( vvJ kkk
rrr
−= ρ     (I.3.16) 
 




zD rdiv−=ρ     (I.3.17) 
 
 
3.3- Bilans de Quantité de Mouvement 
 
 
 Comme cela a déjà été discuté, on peut définir la densité de quantité de mouvement du champ à partir 




× qui correspond à un 4-tenseur d'énergie impulsion symétrique (convention d'Abraham), ou bien 
)( BD
rr
×  qui correspond à un 4-tenseur asymétrique (convention de Minkowski). Ce choix a pour conséquence de 
conduire à des définitions différentes du tenseur de pression (car le champ interfère avec le milieu matériel par la 
polarisation), ainsi que de la force pondéromotrice exercée par le champ sur le milieu matériel (définitions de 
Kelvin ou d'Helmoltz - Mazur et Prigogine, 1952). Nous aurons largement l'occasion de revenir sur ce point au 
cours de l'analyse qui suit ; celle-ci sera conduite en négligeant tout champ à distance autre qu'électromagnétique 
(notamment, champ de gravité ou action centrifuge). 











BDHE     (I.3.18) 
ce qui conduit à la relation permettant de passer d'une convention à l'autre, en notant que (éq. I.2.42) 
100
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    (I.3.19) 
 












→ rrrrrr div)(rot , on obtient, à partir des 




























∂ )()(    (I.3.20) 
 

































et, utilisant la relation : 
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PP −+⋅= )( 2021
rr
    (I.3.21) 
 




























et en utilisant : 









































JJ −+⋅= )( 2021
rr
    (I.3.22) 
 














































    (I.3.23) 
 
On peut aisément montrer par ailleurs que : 
 
[ ] [ ] ijij HEHBDEHE δµεδ 2020 +−=⋅−⋅−⋅+⋅ rrrrrrrr JP  

































JP                                                                     
)()( 20212021
    (I.3.24) 
 
Cette équation est le bilan de quantité de mouvement des champs, avec la convention de Minkowski, que l'on 














    (I.3.25) 
 
où Tij est le tenseur des contraintes de Maxwell, et le terme de source F
r
 est la force pondéromotrice par unité de 
volume qui s'exerce, avec le signe opposé, sur le milieu matériel polarisé. On a ici : 
 



















JP     (I.3.27) 
On nomme souvent la force F
r

















M , à partir de la définition de la magnétisation. 




 Pour établir les expressions de Tij et F
r
 dans le cadre de la convention d'Abraham, il faut utiliser la 












. On utilisera d'abord les relations valables 
pour toute grandeur massique, établies à partir de l'équation de continuité et de la définition de la dérivée 

































=Pρ  et M
rr
=Mρ  (I.3.30) 
 
























































    (I.3.32) 



































































 Dans le cadre d'applications non relativistes, on néglige généralement les termes d'ordres supérieurs ou 
égaux à 1/c2 devant les termes du premier ordre, ce qui donne comme expressions pour le tenseur de Maxwell et 






































JP     (I.3.35) 
 
Cette expression de la force F
r
 est souvent appelée force d'Helmoltz. Quoi qu'il en soit, les deux expressions de 
F
r
 obtenues sont bien invariantes dans un repère galiléen, comme il se doit. 
 On peut maintenant écrire le bilan de quantité de mouvement pour la phase matérielle, qui peut prendre 









    (I.3.36) 











ρ     (I.3.37) 











 Les équations (I.3.36-37), accompagnées des équations de Maxwell (I.3.1-4) et de l'équation de 
continuité (I.3.11) sont les équations de base de la Magnétohydrodynamique (MHD) et de 
l'Electrohydrodynamique (EHD) (Eringen et Maugin, 1990 ; Berton, 1991). 
La force F
r
 correspond bien, comme attendu, à un terme de source. En sommant les bilans (I.3.36) et 
(I.3.24 ou 33), on obtient le bilan global de quantité de mouvement, qui apparaît bien comme une équation de 






































    (I.3.38) 
 
 Il apparaît clairement, que suivant les conventions (on peut trouver encore d'autres présentations du 
même problème ! Voir Mazur et Prigogine, 1952 ; Chandrasekhar, 1961 ; Panofsky et Phillips, 1962), les 
expressions de Tij et F
r








correctement définie. Il s'ensuit d'après le bilan général (I.3.38) que seule la différence (Πij - Tij) a une 
signification bien établie et que toute décomposition du tenseur total en 2 parties attribuées l'une 
conventionnellement au champ, et l'autre à la matière (ce qui revient à définir différemment la pression dans la 
phase matérielle) peut donner lieu à des interprétations différentes. Le tenseur Πij n'est donc pas défini 
indépendamment du champ, ce qui est lié à l'interaction du champ avec la matière polarisable. Dans le cas de la 
définition de Kelvin, la pression P définie dans le tenseur de pression correspond à la pression que l'on 
mesurerait avec un manomètre électriquement inerte, dans une direction perpendiculaire au champ électrique. 
L'expression de la force pondéromotrice est donc arbitraire, mais doit au minimum dégénérer sur l'expression de 









 Concernant l'expression de F
r
 établie précédemment, on peut montrer par des considérations 
thermodynamiques (Mazur et Prigogine, 1952 ; De Groot et Mazur, 1984) que la définition proposée est en 
accord avec la définition de Kelvin, obtenue sur une base microscopique, à partir des phénomènes de relaxation 

































  (I.3.39) 
 













κ∂ρε méqeéqéqéq HEHEPP 20200 2
1 rrr
JP     (I.3.40) 
 
où P0 est la pression scalaire hydrostatique, et Eéq, Héq, les valeurs des champs à l'équilibre thermodynamique 
local. 
 
 Il est important de noter que seule la définition de Kelvin de la force pondéromotrice permet d'aborder 
des problèmes hors équilibre thermodynamique (Mazur et Prigogine, 1952), ce qui confère à cette approche une 
plus grande signification physique. 
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3.4- Bilans d'Énergie 
 
 
 Faisant suite à l'analyse précédente, toute forme d'énergie potentielle autre qu'électromagnétique sera 
négligée dans la présentation. L'objectif principal de cette section est d'établir le bilan d'énergie interne, à la base 
de la définition du terme de source (irréversibilités) du bilan entropique qui sera donné dans la section suivante. 
Dans ces conditions, le choix de la convention pour l'expression de la force podéromotrice du bilan d'énergie 
cinétique est sans grande importance, dans la mesure, où en respectant une cohérence tout au long de la 
démonstration, le bilan d'énergie interne doit être indépendant du choix initial. Ceci veut dire que le choix de la 
convention influera sur les définitions de l'énergie totale ETOT, et de la densité de flux d'énergie thermique JQ qui 
n'est pas clairement définie a priori. 
 
 
3.4.1- Bilan d'Énergie du Champ 
 
 En multipliant l'équation de Maxwell (I.3.4) par E
r
 et en la soustrayant de l'équation (I.3.2) multipliée 
préalablement par H
r
, on obtient l'équation dite de Poynting, en utilisant l'identité 



















×=  est le vecteur de Poynting qui représente la densité de flux d'énergie électromagnétique. Si 
les propriétés du milieu ne dépendent pas des champs (cas des milieux linéaires), le membre de gauche peut se 





























    (I.3.42) 
 





⋅+⋅=  qui pose problème pour le traitement des cas où ε et µ dépendent du temps. Comme la 
définition ultérieure de l'énergie totale est plus ou moins arbitraire, il est préférable de réécrire (I.3.41) sous la 




























0     (I.3.43) 
 
 
3.4.2- Bilan d'Énergie Totale 
 
 Comme cela a été mentionné, le choix de la convention concernant l'expression de la force 
pondéromotrice ne doit pas influer sur l'expression finale du bilan d'énergie interne. Nous choisissons donc 
volontairement dans cette présentation l'approche la plus simple, qui est aussi la plus générale, en vue de 
l'établissement d'un tel bilan, c'est à dire la définition de Kelvin (Mazur et Prigogine, 1952 ; Haase, 1990). 
 En multipliant scalairement le bilan de quantité de mouvement de la phase matérielle (I.3.36) par la 




















    (I.3.44) 
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soit en exprimant F
r
















































    (I.3.45) 
 




















































    (I.3.46) 
 
Notons qu'à partir des expressions (I.3.6-7) ou (I.3.13-14), on a jvjJJ
ev
vrrrr
+=+= ρ , et qu'en raison de la 






, on a )()()( BvjBjvBJv
rrrrrrrrr
×⋅−=×⋅=×⋅ , conduisant à une expression 



















































    (I.3.47) 
 
 Écrivons maintenant le bilan de densité d'énergie interne UU &ρ=  (U en J/m3 et U&  en J/kg) sous la 












ρ==  est la densité de flux d'énergie interne et q la source. On obtient finalement par sommation 






















































    (I.3.49) 
 







    (I.3.50) 
ce qui fixe les grandeurs, avec nos conventions : 
 
UvwETOT &ρρ ++= ∗ 22
1
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 Si l'on veut déterminer JU et comparer son expression à celle bien connue en l'absence de champ 
électromagnétique, il faut définir JQ qui est la densité de flux d'énergie thermique, mal définie dans le cadre de 
l'électrodynamique. Nous emprunterons ici des définitions à Haase (Haase, 1990, p. 235) et à De Groot (De 





+=+=+= ρ     (I.3.54) 
où H est la densité d'enthalpie, qui doit être définie par généralisation du cas simple au cas des champs variables 








⋅−⋅−+= HEPUH     (I.3.55) 
 
De la sorte, le terme JQ est défini de façon non ambiguë par les relations (I.3.54-55). On montre cependant que 
cette « densité de flux de chaleur » (Bird et al., 1960 ; De Groot et Mazur, 1984 ; Haase, 1990) est la somme 
d’un terme classique de conduction de la chaleur (Fourier) et d’un terme causé par l’inter diffusion des k espèces 




o ∑ ′+=  où kH ′  est l’enthalpie molaire partielle du corps k. Certains auteurs 
préfèrent donc faire apparaître ces deux termes explicitement à ce stade, ce qui modifie quelque peu l’écriture 
des bilans (ce que nous ferons au paragraphe 4.2.3). En tout état de cause, il ne s’agit que d’une définition 
intermédiaire qui ne doit en rien affecter la mise en œuvre pratique des bilans sur des cas concrets si la cohérence 















    (I.3.56) 
 
où le terme vHvE r
rrrrr )()( JP ⋅−⋅−  représente la puissance réversible de la polarisation électrique et magnétique. 
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    (I.3.59) 
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→ rrrrrrrrrr div)()(divgrad)(     (I.3.62) 
 











































    (I.3.64) 
 












⋅+⋅+×+⋅+−+−= ρρΦηρ )(divdiv     (I.3.65) 
 
Ce bilan est celui obtenu par De Groot et Mazur (1984) avec une autre convention pour JQ*, PUH +=∗  et 
ETOT, ce qui montre bien que le résultat final doit être indépendant des conventions de départ. Le choix d'une 
approche ou de l'autre est sans importance, mais nécessite de garder une cohérence pour le traitement 
thermodynamique des bilans. En ce qui concerne le choix fait dans cette présentation, l'utilisation de la définition 
(I.3.55) impose de définir une équation de Gibbs sous forme généralisée aux champs comme nous le verrons 
dans le prochain paragraphe. 
 L'énergie interne apparaît bien comme une fonction des variables d'état internes de la région en 




 apparaissent comme 
des variables d'état internes, au même titre que T, P, Ck... L'énergie électromagnétique dépend de ces variables, 
aussi bien que l'énergie interne du milieu polarisé. Ceci montre clairement qu'une forme généralisée de la 
physique des milieux continus ne s'obtient pas à partir des lois de la mécanique et de l'électrodynamique seules, 
et qu'il est nécessaire d'utiliser la thermodynamique pour une description plus générale d'un système arbitraire. 
 
 
3.5- Bilan d'Entropie 
 
 







    (I.3.66) 
où le terme de pression n'apparaît pas puisqu'il s'agit d'une formulation en densité volumique d'énergie. En 
remplaçant les dérivées totales par les dérivées partielles par rapport au temps à une position donnée, on obtient 




























    (I.3.67) 
 






JP     (I.3.68) 
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 On utilise alors les définitions thermodynamiques classiques : 
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'' µυ     (I.3.71) 
 































































































graddiv)div( µµµ rrr     (I.3.75) 
 
et le bilan matière (I.3.10) pour reporter dans la relation (I.3.67) et obtenir, tous calculs faits, le bilan entropique 
sous la forme : 
[ ] σρ∂∂ ++−= SJvStS






























σ     (I.3.78) 
 





















    (I.3.79) 
 













































    (I.3.80) 
 
 Il est bien évident que cette expression de σ est à la base du calcul de la fonction de dissipation et des 
applications qui en résultent en thermodynamique des processus irréversibles. Il est important de noter que les 
potentiels électrochimiques qui apparaissent dans la relation (I.3.80) se rapportent à des composés dans un milieu 
polarisé, et qu'ils diffèrent donc des potentiels chimiques tels qu'ils sont définis classiquement. 








⋅+⋅  a disparu en raison de 
la définition de la relation de Gibbs généralisée (I.3.67), qui, en toute rigueur, n'est valable qu'à l'équilibre 
thermodynamique local, c'est à dire en l'absence de tout phénomène de relaxation (équilibre de polarisation du 









 par les propriétés du milieu κe et χm (équations I.2.45-46), où les susceptibilités κe et χm 
dépendent seulement des variables thermodynamiques caractérisant l'équilibre thermodynamique local du 
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système. En utilisant les valeurs des champs à l'équilibre dans la relation de Gibbs, on obtient une expression 
plus rigoureuse du terme de source du bilan (De Groot et Mazur, 1984) : 
 
























































    (I.3.81) 
 
Le dernier terme disparaît uniquement si E
r










3.6- Cas des Milieux non Polarisables 
 
 
 Une classe importante de milieux matériels est la classe des matériaux non polarisables. Pour qu'un 
milieu ne soit pas ou peu polarisable ( 0≡≈≈ JMP rrr ), il faut que la permittivité et la perméabilité relatives 
soient proches de 1 ( 1≡≈
rr
µε ). Si le deuxième cas est très souvent vérifié (excepté pour les milieux 
ferromagnétiques), il n'en va pas de même pour la polarisation électrique. Si le milieu se comporte comme un 
diélectrique parfait, la condition sur εr conduit à considérer un milieu voisin du vide ou un rayonnement de haute 
fréquence (> 4.105 GHz), ce qui présente peu d'intérêt a priori. Par contre, si le milieu est plutôt conducteur, la 
constante diélectrique est complexe, et dans ce cas, la condition sera respectée si (éq. I.2.56) : 22 1 κ+≅n . C'est 
notamment le cas de nombreux métaux solides ou liquides, de plasmas, de milieux chargés ou de milieux se 
comportant comme des conducteurs (n et κ élevés). 
 
 On peut, dans ces cas là, revoir l'analyse précédente et la simplifier. 
 
 
3.6.1- Bilan de Quantité de Mouvement 
 














, ce qui supprime le problème du choix de 




















    (I.3.82) 
 















2     (I.3.83) 
 





×+= ρ  est la force dite de Lorentz, et ceci dans tous les cas. On obtient alors pour le bilan sur la 









    (I.3.85) 
 
ou sous une forme différente, en utilisant les relations (I.3.6-7 ou I.3.13-14) : 
 











∂ρ     (I.3.86) 












3.6.2- Bilans d'Énergie et d'Entropie 
 
 En multipliant scalairement le bilan de quantité de mouvement par la vitesse, on obtient le bilan 













    (I.3.87) 













    (I.3.88) 
 

















    (I.3.89) 
 












    (I.3.90) 
 
 Les bilans d'énergie interne et d'énergie totale sont toujours donnés sous la forme (I.3.48 et I.3.50), ce 
















    (I.3.91) 
et 






    (I.3.92) 






×+⋅+−+−= Φηρ     (I.3.93) 
 
 La même approche que précédemment conduit ensuite aisément aux expressions de la densité de flux et 




















































    (I.3.95) 
 
qui sont toujours vraies, indépendamment de toute considération d'équilibre thermodynamique local. 
 




4- Formulation des Bilans pour les Phénomènes 
de Transfert de Rayonnement 
 
 
 En ce qui concerne les applications envisagées ici, on cherchera à décrire le plus fidèlement possible les 
phénomènes de propagation d'ondes électromagnétiques libres dans des milieux complexes, ainsi que leur 
couplage avec la phase matérielle (couplage faible). 
 
 On distinguera pour cela les milieux non diffusants et les milieux diffusants. Dans le premier cas, il est 
en général possible de résoudre les équations de Maxwell pour la propagation de l'onde, ce qui conduit au calcul 
de la distribution temporelle et spatiale des champs électrique et magnétique dans un milieu complexe. Cette 
approche est souvent utilisée pour les applications micro-ondes et hyperfréquences notamment. La répartition 
des champs permet alors de définir l'interaction avec la phase matérielle, en général sous forme d'énergie 
absorbée localement. En ce qui concerne les milieux diffusants, cette approche n'est en général pas possible 
directement, à cause de la trop grande complexité du milieu matériel qui doit être considéré alors comme 
discontinu à l'échelle locale. Le chapitre 2 montrera comment on peut réduire ces milieux à des milieux 
« particulaires », pour la plupart d’entre eux. Dans ces cas, on ne s’intéresse qu’à l’aspect énergétique du 
rayonnement, c’est à dire que l’on peut résoudre a priori les problèmes si l’on peut chiffrer localement l’énergie 
échangée entre une phase matérielle et une phase photonique. Dans certains cas (qui nous intéresserons 
particulièrement), l’énergie absorbée par la phase matérielle peut donner lieu à des réactions chimiques ou 
biochimiques (voire à des phénomènes d'évaporation), et dans ce cas, on observe également une incidence sur le 
bilan matière. 
 
Pour traiter les bilans d’énergie de la phase photonique, le formalisme de Maxwell s’avère mal adapté, à 
la fois trop informatif et trop complexe. L’usage veut que l’on définisse une grandeur Iλ appelée intensité 
d’énergie radiante ou radiance, qui est égale à la norme du vecteur de Poynting (représentant l’énergie véhiculée 
par une onde électromagnétique), par conséquent, définie dans une direction donnée ur , de cosinus directeurs l, 
m, n, ce qui permet de transposer le problème dans un espace euclidien à six dimensions E6 où l’on aura à 
résoudre ( )tufI ,,, λrrE= . Cette approche conduit au formalisme des transferts radiatifs et à l’équation générale 
des transferts radiatifs (Chandrasekhar, 1960 ; Siegel et Howell, 1992). Notons qu’en raison de la dualité onde-
corpuscule, on peut montrer que cette équation n’est rien d’autre que la forme énergétique de l’équation de 
transport de particules (photons, neutrons,…) qui peut être démontrée par une approche similaire à celle adoptée 
dans le paragraphe 2 de ce mémoire (Duderstadt et Martin, 1979) et qui est à la base d’un nombre considérable 
d’applications en physique. Il est également important de remarquer que ce formalisme intègre le phénomène 
d’émission, notamment par la relation de Boltzmann-Planck, qui n’est pas contenu dans les équations de 
Maxwell mais qui est fondamental pour toutes les applications à températures élevées. 
 
 
4.1- Bilans pour la Phase Photonique 
 
 
4.1.1- Milieux non Diffusants - Formulation 
Électromagnétique 
 
 Pour résoudre le problème temporel tridimensionnel des équations de propagation d’une onde 
dépendant du temps de manière quelconque, il est d’usage de la décomposer en ondes harmoniques sous la 
forme d’une série de Fourier. On peut alors écrire les champs sous la forme d’une fonction harmonique 
complexe du temps (notation uˆ ), de pulsation λpiω c2= , en gardant toujours une convention positive pour le 
















    (I.4.2) 
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 Le vecteur d’onde γr  peut être complexe si l’onde est absorbée : 
γγγ ′′−′= rr
r
iˆ     (I.4.3) 
où γ ′r  et γ ′′r  sont des vecteurs réels. 

























0  sont les amplitudes des ondes électrique et magnétique, et xt
rr
⋅′−= γωϕ  est la phase 
des ondes. Si γ ′r  et γ ′′r  sont parallèles, ce qui inclut le cas γ ′′r = 0, les ondes sont dites homogènes, et l’on a 
immédiatement pour une onde plane homogène dans la direction ur  ( xuz rr ⋅= ) : 
)(
0
ˆ ztizeeEE γωγ ′−′′−=
rr
    (I.4.6) 
)(
0
ˆ ztizeeHH γωγ ′−′′−=
rr










, ce qui montre bien que si γ ′′  est non nul, l’onde subit un amortissement 
exponentiel au cours de sa propagation, qui est la traduction d’une dissipation d’énergie électromagnétique sous 
forme calorique, due à l’effet Joule produit par les courants de conduction accompagnant l’onde, ainsi que les 
courants de polarisation. 
 Pour les grandeurs complexes, les opérations (linéaires !) de dérivation par rapport au temps t, et à la 












Si les équations différentielles sont homogènes, tous les termes ainsi dérivés ont en commun le facteur de 
propagation )( ztie γω ′−  qui peut ainsi s'éliminer. Les équations obtenues ne font alors plus intervenir que les 
amplitudes complexes qui ne dépendent que des variables d'espace "transversales" (x et y ici). En 
électromagnétisme, il est d'usage de ne pas faire la distinction dans les notations entre les différentes grandeurs 
telles que le champ, le champ complexe, l'amplitude réelle, l'amplitude complexe,... Il s'avère que cette confusion 
volontaire ne porte préjudice ni à la compréhension, ni à l'exactitude des calculs, pour le praticien averti. Dans la 
suite, on continuera à distinguer ur  et u
r
ˆ , mais, compte tenu de ce qui a été dit plus haut, on fera la confusion de 
notation entre le champ ur  (x,y,z,t) et son amplitude ur  (x,y). 
 On a donc pour les amplitudes, à partir des relations (I.4.6-7) : 
 
zeEE γ ′′−= 0
r
    (I.4.8) 
zeHH γ ′′−= 0
r
    (I.4.9) 
 
L'atténuation est souvent caractérisée par une distance de pénétration de l'onde, appelée profondeur de peau ou 








=cd     (I.4.10) 
 
 L’énergie radiante portée par l’onde est définie par le vecteur de Poynting HES
rrr
×=  que l’on peut 

















    (I.4.11) 
où * désigne le complexe conjugué. 
 A partir des relations (I.4.6-7) et des propriétés optiques du milieu (I.2.53-55), on obtient, pour la 
direction ur  : 
 
 









































=     (I.4.12) 
 
 On appelle alors intensité d’énergie radiante ou radiance Iλ, la norme du vecteur de Poynting dans la 


















==     (I.4.13) 
 








on peut écrire pour la direction ur  : 





00     (I.4.14) 
 
 
4.1.1.1- Équation d'Onde dans le Formalisme Réel 
 
 A partir des équations du milieu (I.2.40-41), on peut reformuler les équations de Maxwell (I.3.1-4) sous 




    (I.4.15) 
0div =H
r

















rot     (I.4.18) 
 
Il est important de noter d'une part, que les deux premières équations ne sont d'aucune utilité pour traiter les 
problèmes de propagation d'ondes, et d'autre part, que les propriétés du milieu comme ε, µ, ou σe dépendent de la 




divgradrotrot  aux deux 























 soit, pour un 
















     (I.4.19) 
 




































−= εµ∆     (I.4.20). 
 
Si le milieu vérifie l'électroneutralité ( 0=
e
ρ ) et en l'absence de courants de convection ( EJ
e
rr
σ= ), les 
équations deviennent : 
 





















    (I.4.22) 
 





    (I.4.23) 
 
4.1.1.2- Équation d'Onde dans le Formalisme Complexe 
 
 On aura ici la même démarche en cherchant la solution dans le formalisme complexe, mieux adapté aux 
milieux conducteurs, sous la forme d'une onde harmonique de pulsation ω. A partir des relations (I.4.17-18), en 






























εε ′′−′=−= ii eˆ  la permittivité complexe dans laquelle le terme ε ′  rend compte de la capacité du 
milieu à stocker l'énergie thermique et ε ′  rend compte des pertes par dissipation d'énergie. En appliquant de la 






























    (I.4.24) 





    (I.4.25) 
 











    (I.4.26) 
 
Ainsi, les deux équations (I.4.21-22) de d'Alembert (formalisme réel) ou d'Helmoltz (I.4.25-26, formalisme 
complexe) exprimées dans le système de coordonnées adéquat constituent le début de toute résolution d'un 
problème de propagation d'onde électromagnétique dans un milieu complexe (voir chapitre 2). Elle permettent de 
calculer notamment la répartition tridimensionnelle des champs dans un milieu complexe, et par là même d'en 
déduire la puissance volumétrique absorbée par la phase matérielle. 
 
4.1.1.3- Dissipation d'Énergie - Théorème de Poynting 
 
 Comme cela a été établi au paragraphe 3.4.1, en combinant les deux dernières équations de Maxwell de 
façon à faire apparaître l'énergie portée par l'onde, on obtient l'équation de Poynting : 

















    (I.3.41) 





























    (I.3.42) 
où w est la densité d'énergie électromagnétique de Maxwell. 
 Si l'on note que le terme JE
rr





⋅σ , et avec la définition du vecteur de Poynting 










































    (I.4.27) 
 
Cette équation exprime que la divergence de la densité de flux d'énergie électromagnétique est égale à la 
puissance volumique dissipée dans le milieu (partie réelle), plus celle stockée dans les champs électriques et 
magnétiques (partie imaginaire). C'est-à-dire : 
 
 { } A=− Srdiv Re  puissance volumique dissipée (absorbée par la phase matérielle) ; 






⋅=−= σA     (I.4.28) 











    (I.4.29) 
 
 Cette relation permet de distinguer entre les applications en courant continu (chauffage ohmique,...) et 
les applications ondulatoires, comme dans le cas des milieux dits "diélectriques" (non conducteurs) aux 
hyperfréquences ou aux fréquences micro-ondes, pour lesquelles le terme dû à la polarisation est largement 












λεεωεεω =⋅′′=′′=A     (I.4.30) 
 
















Il n'est démontré que pour une surface fermée Σ. Il est donc abusif d'admettre qu'il s'applique également à toute 
partie de cette surface car le bilan n'implique pas que le flux du vecteur de Poynting à travers une surface 
ouverte mesure la puissance électromagnétique traversant cette surface. Ce théorème est cependant abusivement 
appliqué dans ces circonstances, ce qui peut conduire à des résultats absurdes (par exemple, le vecteur de 
Poynting d'une onde plane n'a pas partout le sens de propagation de l'onde, dans un milieu conducteur, du fait 
du déphasage entre les champs électrique et magnétique dû à la conductivité), mais peut donner des résultats 
corrects, par exemple dans le calcul de la puissance moyenne transportée par une onde harmonique à travers 
une surface ! Nous reviendrons largement sur ce point lors de la discussion sur l’intégration de l’équation des 
transferts radiatifs en coordonnées curvilignes au chapitre 3. 
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4.1.2- Milieux Diffusants - Formalisme des Transferts 
Radiatifs 
 
 Dans ce cas, on peut se limiter, pour traiter la plupart des applications, à la formulation du problème 
énergétique seul. C’est le domaine des transferts radiatifs, où il suffit d’établir le bilan pour la propagation de 
l’énergie radiante en définissant son interaction avec le milieu matériel à partir de ses « constantes optiques » (en 
pratique, l’indice de réfraction complexe du milieu, ou directement ses coefficients d’absorption et d’émission). 
Ce bilan conduit aisément au calcul de la fraction d’énergie qui est absorbée et/ou émise, et qui est stockée dans 
la phase matérielle ou échangée avec la phase photonique. L’énergie absorbée peut soit être convertie en chaleur, 
soit être réémise sous d’autres formes (luminescence, fluorescence...), ou alimenter des réactions chimiques ou 
biochimiques. 
 Les équations de Maxwell interviennent alors pour calculer les propriétés de diffusion d’un milieu 
matériel quelconque (souvent complexe par les applications envisagées) considéré comme un milieu particulaire 
(on retrouve une conception lagrangienne à ce niveau), à partir de la résolution d’équations d’ondes interférant 
avec des particules de taille et de géométrie donnée. C’est le problème de Lorenz-Mie qui sera traité de façon 
relativement exhaustive dans le chapitre 2. 
 
 Le problème est alors d’obtenir un bilan d’énergie radiante Iλ dans un espace euclidien à six dimensions 
E6. Ce bilan doit être suffisamment général pour rendre compte de la possible complexité du comportement du 
milieu matériel. En effet, le milieu peut absorber, émettre (dans ce cas la loi de Boltzmann-Planck s’applique si 
le milieu est en équilibre thermodynamique local), et en raison de sa nature « particulaire », diffuser le 
rayonnement (ce phénomène englobant la réflexion, la réfraction et la diffraction). Ce dernier point rend le 
problème particulièrement complexe, et l’on doit définir si la diffusion est élastique (sans changement de 
longueur d’onde) ou non ; si elle est indépendante (sans interaction avec les particules voisines) ou non ; et si la 
fonction de phase est isotrope ou non. 
 Sur ces dernières questions, on peut considérer que l’hypothèse de l’équilibre thermodynamique local 
est quasiment toujours vérifiée en diffusion élastique, excepté pour les phénomènes à dynamique très rapide 
(explosion nucléaire,...), ou si l’on considère des phases matérielles très peu denses (astrophysique). Le problème 
de la diffusion indépendante a été récemment passé en revue par Tien et Drolen (1987) qui ont montré que la 
plupart des applications en procédique répondaient à cette hypothèse (figure I.2). 
 
 Pour l’ensemble de ces raisons, les bilans qui suivent vont être établis pour le cas de la diffusion 
élastique indépendante, avec une phase matérielle à l’équilibre thermodynamique local, et une fonction de phase 
quelconque. De la même façon que l'on a défini un coefficient d'absorption du milieu aλ pour la longueur d'onde 
λ (éq. I.2.62), on peut définir un coefficient d'émission ελ et un coefficient de diffusion sλ. Par ailleurs, dans les 
conditions d'application de la loi de Kirchhoff (Siegel et Howell, 1992), on a ελ = aλ. 
 
4.1.2.1- Équation des Transferts Radiatifs 
 
 Si l'on choisit le vecteur ur  dans la direction de la normale à la surface dSnSd r
r
= , le bilan d'énergie 
radiante pour la direction ur  dans l'angle solide dω et dans l’intervalle spectral dλ s'écrit : 
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eλ est la densité d'énergie rayonnante (par définition, 
c
I
e λλ = ) et la fonction de diffusion Jλ représente l'énergie 
diffusée par le milieu, provenant de toutes les directions dω d'un élément de volume dV, sur l'intervalle spectral 
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 Figure I.2 : Définition des zones de diffusion dépendante et indépendante, en fonction du paramètre de 
taille des particules λ
piξ D=  et de leur fraction volumique fv (d'après Tien et Drolen, 1987). Ces auteurs ont 
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piξ vf  ; en prenant la valeur limite de fv = 6/2pi  de la conjecture de Kepler récemment 
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    (I.4.33) 
 
 On appelle "fonction de phase" ou diagramme de diffusion le terme 
)',',,()(cos)',( ϕθϕθωω ppp =Θ=  où Θ est l'angle entre les directions ω et ω'. Cette fonction de phase peut 
être calculée par la théorie de Lorenz-Mie ou être approchée par des expressions empiriques en adéquation avec 
des mesures expérimentales (chapitre 2). L'intégrale de la fonction de phase sur 4pi stéradians est normée à un, de 













λ ωωω dp     (I.4.34) 
 






















    (I.4.35) 
 
qui est la forme directionnelle de l'équation des transferts radiatifs (Chandrasekhar, 1960 ; Siegel et Howell, 
1992). Pour une direction donnée ur , on peut définir Iλ comme une fonction scalaire des coordonnées : Iλ (x,y,z). 





























l, m, n étant les cosinus directeurs de ur , et d ur  représentant le déplacement du point courant d'observation dans 
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++= gradr     (I.4.36) 
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qui est l'équation générale des transferts radiatifs. La forme de cette équation est intégro-différentielle, et elle ne 
s'intègre pas directement dans le formalisme de bilans des milieux continus développé au paragraphe 2. Ceci est 
dû bien sûr à la nature directionnelle de ce bilan, et au fait que le champ de radiation n'est généralement pas 























    (I.4.38) 
 
qui ressemble à un pseudo-bilan particulaire pour une phase photonique (éq. I.2.16), le membre de droite 
représentant un ensemble de puits et sources. 
 En réalité, ce bilan relève rigoureusement du formalisme microscopique. Il peut d'ailleurs être démontré 
par une approche concurrente - la théorie du transport (Wing, 1962 ; Duderstadt et Martin, 1979) - qui consiste à 
faire des bilans d'espèces (portant l'énergie dans ce cas). Il porte alors le nom d'équation de transport ou de 
Boltzmann en référence à l'équation microscopique établie par cet auteur en théorie cinétique des gaz, et qui peut 
servir de base, par intégration, pour retrouver les expressions des bilans locaux établies au paragraphe 2 (De 
Groot et Mazur, 1984), en leur conférant ainsi une signification microscopique. Une démonstration 
mathématique lourde et fortement axiomatique a malgré tout été proposée pour cette équation (Preisendorfer, 
1957). Elle peut servir de base théorique pour l'unification du formalisme des transferts radiatifs, de la même 
façon que l'approche proposée par Wilmanski (1998) pour la mécanique des milieux continus. 
 
 Remarque 1 : 
 Si l'équilibre thermodynamique local est respecté, l'intensité locale liée à l'émission est donnée de façon 

































    (I.4.40) 
 
 Remarque 2 : 
 L'équation des transferts radiatifs (I.4.35) pour la direction ur  s'écrit souvent de façon condensée en 





)( λλλ     (I.4.41) 














= 1,     (I.4.42) 
 





















    (I.4.43) 
 






    (I.4.44) 
 
Chapitre 1 : Bilans, Électrodynamique et Rayonnements 
 
46 
 Remarquons que si aλ et sλ sont constants le long du chemin optique, on a : dusadZ )( λλλ += . 
 
4.1.2.2- Équations Moyennes Intégrales Locales 
 
 L'équation des transferts radiatifs (I.4.37) peut faire l'objet de simplifications, utilisables pour traiter un 
nombre restreint d'applications simples, à partir de deux types d'intégrations moyennes : sur l'ensemble des 
directions dω (4pi stéradians) et sur tout ou partie du spectre des longueurs d'onde λ. 
 Il faut pour cela définir des grandeurs moyennes, à partir de l'intensité spécifique Iλ (figure I.3). 
 La densité de flux d'énergie radiante λRJ
r
, l'intensité spécifique moyenne λI  et l'énergie rayonnante 













1 dII     (I.4.46) 
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 Figure I.3 : Définition des grandeurs intégrales à partir de l'intensité spécifique Iλ, en coordonnées 





Dans l'équation (I.4.45), Θ est l'angle entre la normale de la surface de référence dS et la direction 'ur de Iλ pour 
l'intégration. Comme Θ est sous l'intégrale, la densité de flux λRJ
r
 dépend de la direction de la normale, et par 
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 On peut également intégrer les grandeurs spectriques précédemment définies sur la totalité du spectre, 
d'où il résulte les définitions : 






    (I.4.48) 
 













































    (I.4.49) 
 

















    (I.4.50) 
 
en définissant la vitesse volumétrique d'absorption de l'énergie radiante Aλ et la vitesse volumétrique d'émission 
de l'énergie radiante Eλ qui sont échangées avec la phase matérielle, et où l’on a réintroduit l’expression de la 
densité d’énergie rayonnante w (éq. I.3.42). On note que l'énergie diffusée disparaît de ce bilan car elle n'est ni 
échangée, ni stockée par la phase matérielle. 
 Si l'on s'intéresse à tout ou partie du spectre des longueurs d'ondes, on peut intégrer (I.4.50) sur un 
intervalle ∆λ pour obtenir, à partir des définitions (I.4.48) : 
 






    (I.4.51) 
 
où l'on a : 
ωλ
λ∆ pi
λλ ddIaaG ∫ ∫∫==
4
A






ε ddIaaG ∫ ∫∫==
4
E
    (I.4.53) 
 
 Ces grandeurs moyennes A et E sont fondamentales car elles déterminent les vitesses volumétriques 
locales d'énergie radiante échangée avec la phase matérielle. Dans le cas des photoréacteurs, la vitesse 
volumétrique A est de plus à la base du calcul de la vitesse volumétrique locale de réaction chimique ou 
biochimique. 
 L'intégration sur un domaine donné de longueurs d'ondes ∆λ, telle que réalisée dans les relations 
(I.4.52-53), ou telle que l'on peut l'envisager en utilisant (I.4.48) pour résoudre (I.4.37) ne va pas sans poser un 
problème dans la définition des coefficients moyens d'absorption et de diffusion a et s. En effet, ceux-ci devront 




















s     (I.4.55) 
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4.1.3- Choix d'une Stratégie de Modélisation 
 
 Si en théorie le choix est libre entre l'utilisation de l'approche électromagnétique ou des transferts 
radiatifs pour traiter un problème donné, il en est tout autrement en pratique, car la complexité liée à la résolution 
des équations de Maxwell est telle que sa mise en oeuvre est totalement exclue pour toute une catégorie de 
milieux complexes (milieux diffusants). Il se trouve par ailleurs, que dans ces cas, l'aspect énergétique seul 
permet de répondre aux problèmes posés, ce qui ne justifie en aucun cas l'utilisation du formalisme 
électromagnétique. 
 
 Ainsi, lorsque l'on est en présence d'un milieu diffusant, seul le formalisme des transferts radiatifs 
permet de gérer la complexité liée au milieu matériel. Ce type de comportement peut être simplement identifié 







=     (I.4.42) 
 
qui varie entre 0 pour les milieux absorbants, et 1 pour les milieux diffusants. Cela nécessite cependant d'avoir 
une description correcte du milieu complexe à l'échelle locale ; c'est à dire une description réaliste du milieu 
discontinu (particulaire) qui sera considéré comme un milieu pseudo-continu dans le traitement théorique. Ce 
formalisme s'impose également de lui-même lorsque le milieu matériel est susceptible de produire du 
rayonnement (émission thermique par exemple), dans la mesure où cette propriété des corps n'est pas prise en 
compte dans la théorie maxwellienne. 
 
 Par contre, dans le cas d'un milieu absorbant ( 0→λϖ ), pouvant être considéré comme un milieu 
continu, ou sur lequel il est possible d'exprimer les lois de discontinuité des surfaces singulières ("jump 
conditions"), le choix du formalisme est libre. La formulation électromagnétique, plus détaillée permet alors de 
tenir compte notamment des phénomènes de résonance (c'est le cas de la théorie de Lorenz-Mie) et devra être 
utilisée pour un certain nombre d'applications, surtout lorsque l'on est en présence de problèmes 






    (I.4.56) 
 
qui représente le rapport de la dimension caractéristique du milieu considéré L sur la distance de pénétration de 
l'onde dc (profondeur de peau) dans ce même milieu. En effet, l'influence de ce paramètre sur les qualités 
d'approximation du formalisme des transferts radiatifs a été étudiée par Ayappa et al. (1991). Ces auteurs ont 
montré que pour un très grand nombre de milieux dans le domaine de fréquence des micro-ondes (milieux 
absorbants), l'approximation par l'approche des transferts radiatifs était exacte (mieux que 1%) pour ζ > 2,7. A 
titre d'exemple, la figure I.4 montre les différences obtenues entre les deux approches pour des valeurs de ζ 
inférieures à 3. Il apparaît clairement, que même pour des valeurs de ce paramètre voisines de 2, l'accord est 
excellent pour la précision couramment rencontrée en procédique (cette figure pourra être comparée avec celle 
donnant les profils d'énergie radiante pour le même problème dans un milieu diffusant, et donnée au chapitre 3). 
L'utilisation souhaitable des équations de Maxwell (qui n’est pas possible en présence d’un milieu complexe 
diffusant) repose donc sur les deux conditions : 
 
2et1,0 ≤≤ ζϖ  
 
À l’inverse, le problème pourra avantageusement être traité à l’aide du formalisme radiatif. 
 
 En conclusion, la stratégie, en terme de modélisation des phénomènes de transfert de rayonnement, 
repose largement (en tout cas de façon plus marquée que pour les autres phénomènes de transfert) sur un choix 
judicieux de l'échelle locale de description, ainsi que sur la caractérisation correcte du milieu complexe en terme 

















Figure I.4 : Comparaison entre formulation électromagnétique et formalisme des transferts radiatifs pour les 
profils de vitesse volumétrique d'absorption du rayonnement en fonction du paramètre de taille ζ. Le milieu est 
exposé à un rayonnement incident I0 = 3.104 W/m2, à une fréquence de 2450 MHz. La longueur d'onde dans le 
milieu est λm = 1,84 cm et la distance de pénétration correspondante pour ce matériau est dc = 1/γ'' = 1,73 cm 
(d'après Ayappa et al., 1991). 
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4.2- Bilans pour La Phase Matérielle 
 
 
 Les bilans qui sont présentés ici découlent tous des relations générales établies au paragraphe 2 (éq. 
I.2.10 et I.2.16). 
 
4.2.1- Bilans Matière 
 














, (k = 1,2,.........,n)    (I.4.57) 
 
où le terme (zk) n'existe que pour un bilan sur une espèce chargée (voir éq. I.3.12-16). 








0υ , (j = 1,2,.............,r)    (I.4.58) 
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 Si l'on introduit la dérivée particulaire D/Dt et la densité de flux conductive )( vvJ kkk
rrr
−= ρ , l'équation 
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−=     (I.4.62) 
 
 Notons que d'après les définitions de vr  et kJ
r








 ce qui signifie que l'on a 
seulement n-1 flux indépendants, donnés par la relation de Fick généralisée (paragraphe 2.2.2.1). 
 
 
 Si l'on utilise la convention molaire, les équations de bilan précédentes demeurent inchangées, en 













. Par contre, la relation 
(I.4.58) n'est plus forcément vérifiée. 
 
 Lorsque l'on s'intéresse à des applications photoréacteurs, il faut exprimer le terme de réaction des 
bilans à partir de l'expression de la vitesse volumétrique locale d'absorption du rayonnement A (éq. I.4.34) : 
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Aφ='jr     (I.4.63) 
 
où φ est un rendement de conversion de l'énergie (en mol/J), calculé à partir du rendement quantique de la 
réaction. Notons que pour de nombreuses applications chimiques, φ est indépendant de A, ce qui n'est jamais le 
cas pour les réactions biochimiques où φ devient par conséquent une grandeur locale ! 
 
 
4.2.2- Bilan de Quantité de Mouvement 
 
 L'équation de bilan de quantité de mouvement pour la phase matérielle s'écrit de façon tout à fait 














    (I.4.64) 











ρ     (I.4.65) 
 
dans lesquelles Πij est le tenseur de pression ( ijijij PδτΠ += , usuellement supposé symétrique en 
hydrodynamique), kF
r
 est la force par unité de masse exercée sur le constituant k et ρk la masse volumique. D'un 
point de vue microscopique, on peut dire que le tenseur de pression résulte d'interactions à courte portée entre les 
particules du système, et que les forces volumiques kF
r
 contiennent toutes les interactions de longue portée 
existantes qui s'exercent sur le système. Cette dernière contribution représente un terme de source dans le bilan 
de quantité de mouvement. 
 Par opposition au paragraphe 3, il est clair que nous devons nous restreindre ici aux applications pour 
lesquelles les forces kF
r










    (I.4.66) 
 
c'est à dire que sont ici envisagées les forces créées par le champ de pesanteur, le champ électrostatique et le 
champ d'action centrifuge, y compris la force de Coriolis (éq. I.2.31-33). 
 
 
4.2.3- Bilans d'Énergie 
 
 Le bilan d'énergie cinétique est facilement obtenu en multipliant scalairement le bilan de quantité de 































    (I.4.67) 
 
qui peut être comparé avec le bilan pour les champs variables donné par l'équation (I.3.44). 
 
 Le bilan d'énergie potentielle ∑≡
k
kkke z ΦρΦρ && )()(  (énergie liée aux champs) s'écrit à partir des 
























kkee rFJvFzJvt 1 1111
)()( )(div υΦρΦΦρΦρ∂
∂ &rrrrr&r&&
    (I.4.68) 
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Le dernier terme disparaît si l'énergie potentielle est conservée dans les réactions chimiques, 
0=∑
k
kjkυΦ&     (j = 1,2,..........,r)    (I.4.69) 
c'est à dire si la propriété des particules, qui est responsable de l'interaction avec le champ de forces est elle 















rrrrr&r&& )(div )()( ρΦΦρΦρ∂
∂
    (I.4.70) 
 
 En additionnant les bilans (I.4.67) et (I.4.70), on obtient alors le bilan d'énergie mécanique qui est une 
forme d'énergie non conservée puisqu'il existe un terme de source dans le bilan, qui ne disparaîtra qu'après avoir 
























































    (I.4.72) 
 


















    (I.4.73) 
 
D'un point de vue macroscopique, cette équation, qui traduit le premier principe de la thermodynamique, 
peut être considérée comme la définition de l'énergie interne U. D'un point de vue microscopique, U représente 
l'énergie d'agitation thermique aussi bien que l'énergie due aux interactions moléculaires de courte portée. 
Comme pour les autres bilans, le flux d'énergie totale comporte un terme convectif vETOT
r&ρ , un flux d'énergie dû 
au travail mécanique dans le système vr
rr
×Π , un terme d'énergie potentielle due à la diffusion des constituants 




&Φ , et finalement, un terme de « flux de chaleur » QJ
r











+++×+= ∑ΦΠρ     (I.4.74) 
 
Comme nous l’avions précisé au paragraphe 3.4.2, la contribution thermique liée à la phase matérielle est en fait 






. Contrairement à l’écriture condensée que nous avions gardée pour écrire les bilans 
d’énergie et d’entropie dans le cas d’un couplage fort avec les champs, nous adopterons ici la formulation 
détaillée qui se prête beaucoup mieux à une exploitation des bilans pour des systèmes réactifs notamment. Dans 




 à utiliser à partir des forces 
généralisées dans la littérature spécialisée (Bird et al., 1960 ; De Groot et Mazur, 1984 ; Haase, 1990). 
 A partir de ces définitions, si l'on soustrait l'équation (I.4.71) de l'équation (I.4.72), avec l'aide du bilan 
d'énergie radiante de la phase photonique (I.4.51) qui fait apparaître les termes de source A et E, on obtient le 




























    (I.4.75) 




qui n'est bien sûr pas une grandeur conservée. 
 Si l'on exprime le tenseur de pression totale Πij à l'aide d'une partie scalaire hydrostatique P et d'un 
tenseur des contraintes τij (voir paragraphe 4.2.2), ce qui réduit la discussion aux fluides non élastiques (pour un 
milieu élastique, le tenseur de pression à l'équilibre est le tenseur des contraintes élastiques) ; on obtient en lieu 







UD rrrrr& o Φηρ divdivdiv     (I.4.76) 
 











QD rr& odivρ     (I.4.77) 
 
définit QD & , la chaleur fournie par unité de masse au système. 
 Ce bilan permet également, à l'aide de l'équation de continuité, d'écrire le premier principe de la 
thermodynamique sous la forme : 
 












Φη     (I.4.78) 
 
où ρ/1=V&  est le volume massique. 
 
 Rappelons enfin que cette présentation passe sous silence l'effet des flux de conduction croisés donnés 
par le principe de Curie et les relations d’Onsager-Casimir, conformément aux relations de la thermodynamique 
phénoménologique linéaire des processus irréversibles (Kirkwood et Crawford, 1952 ; Bird et al., 1955 ; De 
Groot et Mazur, 1984 ; Haase, 1990 ; Slattery, 1999). 
 
 
4.2.4- Bilan d'Entropie 
 
 Le bilan d'entropie sous sa forme générale a déjà été présenté par l'équation (I.3.76) lorsque l'on étudiait 
l'effet des champs variables. On peut le trouver sous deux formes : 
 









    (I.4.79) 
ou 
σρ +−= SJDt
SD r& div     (I.4.80) 
 








µ&&&     (I.4.81) 



















    (I.4.82) 
 
 On obtient alors à partir de cette relation dans laquelle on introduit le bilan d'énergie interne, le bilan 
matière et l'équation de continuité : 
 












































µΦηρ     (I.4.83) 
 









)(')(' µυ     (j = 1,2,......,r)    (I.3.71) 
 
L'équation (I.4.83) peut facilement se mettre sous la forme du bilan d'entropie donné par l'équation (I.4.80), à 













 où l’indice T indique que l’on doit 
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    (I.4.86) 
 
que l'on pourra comparer avec les expressions pour les champs variables (I.3.79-80). 
 
 L'expression de σ donnée ici est de toute évidence invariante dans un repère galiléen, ce qui rend la 
partition du bilan d'entropie unique. D'autre part, elle est en accord avec l'expression déjà proposée pour un 
système isotherme, isochore, sans dissipation visqueuse ni émission (Cornet et al., 1994). 
 
 Enfin, rappelons que les valeurs des termes A et E ne peuvent être calculées qu'à partir du bilan sur la 




λλ ddIaaG ∫ ∫∫==
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ε ddIaaG ∫ ∫∫==
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 [0] sans dimension [-] pas d’unité  [+] dimension variable 
 
a Coefficient d'absorption    [m-1] 
A Vitesse volumétrique d'absorption d'énergie radiante    [W.m-3] 
Ar Affinité chimique de la réaction r    [J.mol-1] 
A
r
 Potentiel vecteur magnétique    [Wb.m-1] 
B
r
 Induction magnétique    [T] 
c Vitesse de la lumière dans un milieu matériel quelconque    [m.s-1] 
c0 Vitesse de la lumière dans le vide = 299792458 m.s-1 
C Concentration molaire totale    [mol.m-3] 
Ci Concentration molaire du constituant i    [mol.m-3] 
di Distance moyenne entre particules    [m] 
dc Distance caractéristique de pénétration (profondeur de peau)    [m] 
D Diamètre de particule    [m] 
Dij Coefficient de diffusion    [m2.s-1] 
D
v
 Induction électrique    [C.m-2] 
e Densité d’énergie rayonnante [J.m-3.sr-1] 
E Vitesse volumétrique d'émission de l'énergie radiante    [W.m-3] 
ETOT Densité volumique d'énergie totale    [J.m-3] 
&ETOT  Densité massique d'énergie totale    [J.kg-1] 
r
E  Champ électrique    [V.m-1] 
fv Fraction volumique    [0] r
F  Force pondéromotrice par unité de volume    [N.m-3] 
r
Fk  Force par unité de masse    [N.kg-1 ou V] 
Fλµ 4-tenseur des champs    (éq. I.2.38) r
g  Accélération de la pesanteur    [m.s-2] 
G Energie rayonnante totale ou irradiance    [W.m-2] 
Gλµ 4-tenseur excitation    (éq. I.2.22) 
h Constante de Planck = 6,6260755.10-34 J.s 
H Densité volumique d'enthalpie    [J.m-3] 
&H  Densité massique d'enthalpie    [J.kg-1] 
H'k Enthalpie molaire du constituant k    [J.mol-1] r
H  Champ magnétique    [A.m-1] 
I Intensité spécifique d'énergie radiante    [W.m-2] 
I  Intensité spécifique moyenne    [W.m-2] 
J Fonction source    [W.m-2] 
J Energie radiante diffusée    [W.m-3] 
rj  Densité de courant électrique de conduction    [A.m-2] 
r
J  Densité de courant totale    [A.m-2] 
r
J ETOT  Densité de flux d'énergie totale    [W.m-2] 
r
J H  Densité de flux d'enthalpie    [W.m-2] 
r
J i  Densité de flux de matière du constituant i    [kg.m-2.s-1 ou mol.m-2.s-1] 
J(ji) Densité de flux de Ψ     [ Ψ .m-2.s-1] r
JQ  Densité de flux de chaleur    [W.m-2] 
r
J R  Densité de flux d'énergie radiante    [W.m-2] 
r
J S  Densité de flux d'entropie    [W.m-2.K-1] 
v
JU  Densité de flux d'énergie interne    [W.m-2] 
r
J v  Densité de courant électrique de convection    [A.m-2] 
Chapitre 1 : Bilans, Électrodynamique et Rayonnements 
 
56 
Jµ 4-vecteur densité de flux    (éq. I.2.17) 
Jλµ 4-tenseur densité de flux    (éq. I.2.18) 
r
J  Polarisation magnétique    [T] 
k Constante de Boltzmann = 1,380658.10-23 J.K-1 
kT Conductivité thermique    [W.m-1.K-1] 
L Trajet optique    [m] 
L Densité lagrangienne    [J.m-3] 
m Indice de réfraction complexe    [0] 
r
m  Moment magnétique local    [A.m2] 
r
M  Densité massique d'aimantation    [A.m2.kg-1] 
r
M  Aimantation    [A.m-1] 
n Indice de réfraction réel    [0] 
p p p( , ' ) (cos ) ( , , ' , ' )ω ω θ ϕ θ ϕ= =Θ  Fonction de phase    [0] 
r
p  Moment électrique local    [C.m] 
P Pression    [Pa] 
r
P  Densité massique de polarisation électrique    [C.m.kg-1] 
r
P  Polarisation électrique    [C.m-2] 
q Coordonnées généralisées    [m] 
q Source d'énergie interne    [W.m-3] 
Q Charge    [C] 
&Q  Densité massique de débit de chaleur    [W.kg-1] 
rj Vitesse volumétrique de la réaction chimique j    [kg.m-3.s-1 ou mol.m-3.s-1] 
ℜ  Résistivité électrique    [Ω.m] 
s Coefficient de diffusion    [m-1] 
S Surface    [m2] 
S Densité volumique d'entropie    [J.m-3.K-1] 
&S  Densité massique d'entropie    [J.kg-1.K-1] 
S'k Entropie molaire du constituant k    [J.mol-1.K-1] r
S  Vecteur de Poynting    [W.m-2] 
t Temps    [s] 
Tij Tenseur des contraintes de Maxwell    [Pa] 
Tλµ 4-tenseur d'énergie impulsion    (éq. I.2.29-30) 
u Distance    [m] 
u'i Mobilité molaire du constituant i    [mol.s.kg-1] r
u  Vecteur unitaire    [0] 
U Densité volumique d'énergie interne    [J.m-3] 
&U  Densité massique d'énergie interne    [J.kg-1] 
r
v  Vitesse    [m.s-1] 
V Volume    [m3] 
V Potentiel électrique    [V] 
&V  Volume massique    [m3.kg-1] 
w Densité d'énergie électromagnétique ou rayonnante de Maxwell    [J.m-3] 
w* Densité d'énergie électromagnétique ou rayonnante    [J.m-3] 
wm Débit massique    [kg.s-1] 
x Fraction massique ou molaire    [0] 
xi Coordonnées cartésiennes    [m] 
x
λ
 Coordonnées dans l'espace de Lorentz 
zi Charge massique ou molaire du constituant i    [C.kg-1 ou C.mol-1] 
Z Epaisseur optique    [0] 
 




 Lettres Grecques 
 
γ Vecteur d'onde    [m-1] 
Γij Facteur thermodynamique    [0] 
δ Angle de pertes    [rad] 
δij Delta de Kronecker    [0] 
ε Permittivité    [F.m-1] 
εr Permittivité relative    [0] 
εij Gradient de déformation    [s-1] 
ζ Paramètre de taille    [0] 
η Viscosité dynamique    [Pa.s] 
θ  Angle    [rad] 
Θ  Angle entre deux directions d'observation    [rad] 
κ Coefficient d'extinction    [0] 
κe Susceptibilité électrique    [F.m-1] 
o
e
κ  Susceptibilité électrique    [0] 
λ Longueur d'onde    [m] 
µ Perméabilité    [H.m-1] 
µk Potentiel chimique du constituant k    [J.mol-1 ou J.kg-1] 
µr Perméabilité relative    [0] 
krυ  Coefficient stoechiométrique du constituant k dans la réaction r    [0] 
ξ Paramètre de taille    [0] 
pi Source inertielle de quantité de mouvement    [N.m-3] 
Πij Tenseur de pression totale    [Pa] 
ϖ  Albédo de diffusion    [0] 
ρ Masse volumique    [kg.m-3] 
ρe Charge volumique totale    [C.m-3] 
ρk Concentration massique du constituant k    [kg.m-3] 
σ Source d'entropie    [W.m-3.K-1] 
σcc Conductivité électrique relative au courant continu    [S.m-1] 
σe Conductivité électrique    [S.m-1] 
σ(i) Source de Ψ( )i     [ Ψ .m-3.s-1] 
σij Contrainte de cisaillement    [Pa] 
Σ Surface    [m2] 
τij Contrainte de cisaillement    [Pa] 
ϕ  Angle    [rad] 
ϕ  Potentiel scalaire par unité de masse    [J.kg-1] 
φ  Rendement de conversion de l'énergie radiante    [mol.J-1] 
Φ  Fonction de dissipation visqueuse    [s-2] 
Φ&  Densité massique d'énergie potentielle    [J.kg-1 ou V.m] 
kΦ&  Densité massique d'énergie potentielle du constituant k    [J.kg-1 ou V.m] 
χm Susceptibilité magnétique    [H.m-1] 
o
m
χ  Susceptibilité magnétique    [0] 
χλµνρ 4-tenseur des propriétés électromagnétiques du milieu    (éq. I.2.51) 
ψ ( )i  Densité volumique de Ψ( )i     [ Ψ .m-3] 
)(iΨ  Grandeur extensive quelconque    [+] 
&
( )Ψ i  Densité massique de Ψ( )i     [ Ψ .kg-1] 
ω Pulsation    [s-1] 
ω Angle solide    [sr] 









c Relatif à la conduction    [-] 
f Relatif à la frontière mobile F    [-] 
l Relatif à la convection    [-] 
0 Relatif aux propriétés dans le vide    [-] 
λ Relatif à la longueur d'onde λ    [sans changement d’unité pour une grandeur spectrale ou confère l'unité 





a Relatif à une source apparente en référentiel non inertiel 
' Relatif à un direction différente    [-] 
' Relatif à une grandeur molaire    [-] 
' Partie réelle d'un nombre complexe    [-] 
" Partie imaginaire d'un nombre complexe    [-] 
* Relatif à un complexe conjugué    [-] 







 Espace à trois dimensions    [-] 
{ }Re  Partie réelle    [-] 
{ }Im  Partie imaginaire    [-] 
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Obtention du Bilan de Grandeur Extensive du Champ 
Électromagnétique par le Principe de Moindre Action 
 
1- Le Principe de Moindre Action (Lindsay et Margenau, 1981 ; Godstein, 1984 ; 
Landau et Lifchitz, 1994a ; Post, 1997) 
 
Le principe de moindre action est une méthode variationnelle, largement utilisée pour l'établissement 
des équations de mouvement en mécanique classique. C'est un outil fondamental pour l'approche lagrangienne 
de la mécanique ainsi que pour la théorie tensorielle des champs. Il peut être généralisé à la mécanique des 
milieux continus (approche eulérienne) en définissant une densité lagrangienne, et s'avère alors être un 
redoutable concurrent de la présentation eulérienne par bilans de quantité de mouvement, compte tenu de sa très 
grande généralité. 
 Une présentation détaillée du principe de moindre action (encore appelé principe d'Hamilton ou principe 
de Maupertuis, bien que de subtiles différences existent) peut être consultée dans les ouvrages cités en 
référence ; on peut résumer son énoncé de la façon suivante : "pour tout système mécanique, on peut définir une 
intégrale S appelée action, qui présente un minimum pour tout mouvement réel, ce qui implique que ses 







dtLS     (1) 
où L est appelé lagrangien du système et δS = 0 en vertu du principe de moindre action. 
 Si l'on souhaite utiliser ce principe dans le cadre d'une formulation eulérienne, il est nécessaire de 







dS L     (2) 
où dVdtd =Ω . 
 
2- Application au Champ Électromagnétique 
 
 Pour un mouvement donné de la phase matérielle (densité de courant J constante), on fait varier les 
potentiels du champ pour établir le bilan de grandeurs extensives du champ électromagnétique. Il est donc 
nécessaire de se placer d'emblée dans un référentiel inertiel relativiste, la densité lagrangienne L devant rester 
invariante lors d'une transformation de Lorentz. 
 La densité lagrangienne du champ se définit alors à partir du 4-tenseur covariant des champs Fλµ et du 
4-vecteur densité de courant Jλ. Les tenseurs des champs F et des excitations G ont été précédemment définis, 
ainsi que leur relation via le tenseur des propriétés du milieu χ (voir paragraphe sur les équations constitutives). 






































=    (4) 
ce qui conduit à l'expression : 
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où A représente le potentiel 4-vecteur généralisé. On a alors pour l'action S : 
















S     (6) 
 

















λ δχδχδδ     (7) 
 































λ δδδχδδ     (8) 
 













F −=     (9) 






























∂δδ     (10) 
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GJS     (12) 
 
 Dans le second terme, on doit prendre la valeur aux limites d'intégration. Les limites d'intégration sur 
les coordonnées sont à l'infini puisque le champ disparaît à l'infini. Aux limites d'intégration sur le temps, i.e. 
aux instants initial et final qui nous sont donnés, la variation des potentiels est nulle, car d'après le principe de 
















∂δ     (13) 
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qui correspond bien à la relation (I.2.23) établie à partir du bilan de grandeurs extensives du champ. 
 Une démonstration analogue basée sur le formalisme hamiltonien est donnée dans l'ouvrage de 
Panofsky et Phillips (1962). 
 















ρ∂ div−=     (1) 
ou indifféremment v
Dt
D rdivρρ −=     (2) 
 
 
1- Pour toute fonction scalaire massique locale ψ , telle que Ψ=ψρ  : 
 



























D rr divgrad ψρψρψρ∂
∂ψρ +⋅+=
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2- Pour toute fonction vectorielle massique locale ψv , telle que Ψ=
rrψρ  : 
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 Chapitre 2 
 
 
Propriétés Optiques et 
Radiatives des Milieux 














"Toute chose doit être aussi simple que possible, mais pas plus." 
 
 















F. Léger - 1916 
Le tout naît de formes simples 
 
 

















 Dans le premier chapitre de ce mémoire, nous avons défini comment aborder un problème de 
modélisation lorsque l’on considère l’interaction entre un rayonnement électromagnétique et un milieu matériel 
complexe (couplage faible), ce qui représente un des objectifs principaux de ce travail. Nous avons également 
discuté ce que nous entendions par milieu complexe ; il peut s’agir soit d’une phase matérielle continue mais 
hétérogène, soit d’un milieu discontinu, particulaire (milieu diffusant). Dans les deux cas, la complexité est 
accrue si le milieu est participant, c'est-à-dire qu’il échange de l’énergie entre les phases photonique et matérielle 
(émission, absorption). Les bases théoriques et méthodologiques pour le traitement des milieux continus 
homogènes ou hétérogènes (gestion des conditions aux interfaces) ont été précisées au chapitre premier et ne 
feront pas l’objet dans ce travail de développements supplémentaires, du moins sous une forme directe. Ces 
aspects vont néanmoins occuper une part importante de ce chapitre. En effet, s’il est clairement établi que la 
grande majorité des applications en procédique relève plutôt de l’étude des milieux particulaires, la complexité 
de ces derniers est telle que le problème doit être traité en deux étapes distinctes. La première étape, qui fera 
l’objet de ce chapitre, consiste à déterminer les propriétés radiatives des particules (milieu continu, homogène ou 
composite) et du milieu complexe, dont on se servira, dans une deuxième étape, pour modéliser le transfert de 
rayonnement et les échanges d’énergie éventuels entre phases. Si l’on se limite à l’étude de la diffusion élastique 
et indépendante, ce qui englobe la plupart des applications comme nous l’avons vu, les propriétés du milieu sont 
directement données par les propriétés radiatives des particules, dont la détermination précise est un prérequis 
pour espérer obtenir par la suite une description fidèle des phénomènes de transfert de rayonnement. 
 Ces propriétés radiatives dépendent essentiellement de la taille des particules (ou plus exactement du 
rapport de la taille à la longueur d’onde du rayonnement), ainsi que de leurs caractéristiques ou propriétés 
optiques (indice de réfraction complexe). Le lien entre les propriétés optiques et radiatives de la particule 
s’établit en calculant les champs à distance, puis à partir de là, le champ de vecteur de Poynting représentant 
l’énergie radiante diffusée par la particule. On doit résoudre, pour ce faire, les équations électromagnétiques de 
Maxwell, en considérant la particule (ou chaque partie de la particule composite) comme un milieu linéaire, 
isotrope et homogène. Ainsi, si l’on est capable de calculer a priori les propriétés optiques de la particule, on 
peut en déduire des relations générales à partir de la distribution spatiale, en coordonnées sphériques, des 
amplitudes et des phases des ondes incidentes et diffusées, conduisant aux définitions des propriétés radiatives 
qui nous intéressent : les sections efficaces d’extinction et la fonction de phase. Le calcul de ces grandeurs de 
base demeure cependant un problème particulier pour chaque cas pratique considéré, car elles sont liées d’une 
part à la forme et à l’orientation des particules, et d’autre part, à l’état de polarisation du rayonnement incident. 
 L’objectif de ce chapitre consistera, après avoir établi les définitions générales pour l’obtention des 
propriétés radiatives de particules quelconques, à faire le point sur les approches théoriques permettant de traiter 
des particules non sphériques de différentes géométries. On se limitera alors, en accord avec les applications 
envisagées pour des micro-organismes, à des particules présentant une symétrie de révolution axiale pour 
lesquelles les capacités de calcul actuelles ne permettent malheureusement pas de traiter la diversité de tailles 
caractérisant le monde microbien. Différentes approximations seront alors envisagées et discutées avant de 
choisir une approche privilégiée dont on montrera qu’elle permet toujours d’accéder aux propriétés recherchées 
dans le cadre de cette étude. Enfin, une dernière partie abordera le calcul prédictif et la validation des propriétés 
optiques de micro-organismes (notamment photosynthétiques), ce qui achève la résolution du problème du calcul 
des propriétés radiatives avec une précision garantissant une mise en œuvre optimale des méthodes de résolution 
de l’équation des transferts radiatifs en vue de l’obtention du champ d’irradiance dans des milieux complexes. 
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2.1.1- Particule Homogène 
 
 Le lien entre les équations constitutives et les propriétés optiques d’un milieu diélectrique ou 
conducteur linéaire isotrope et homogène a été précisé au chapitre premier. Le but de ce bref paragraphe est donc 
de donner une définition des principaux coefficients et paramètres qui interviendront dans la modélisation du 
phénomène d’interaction onde – particule et d’en homogénéiser les notations au sein de ce chapitre. On insistera 
sur le fait que ces propriétés, considérées à tort comme des « constantes » optiques sont en fait éminemment 
variables avec la longueur d’onde (en particulier κ qui peut varier de plusieurs ordres de grandeur dans un 
domaine étroit de longueur d’onde), et sont donc des grandeurs spectrales. Par ailleurs, il est important de 
généraliser les relations au cas où les particules sont suspendues dans un milieu matériel quelconque et non 
uniquement dans le vide (formulation des conditions aux limites). 
 Pour un milieu non magnétique, l’indice de réfraction complexe (en respectant la convention choisie au 
chapitre premier c'est-à-dire en ne retenant que les termes en eiω t) : 
 
λλλ κinm −=     (eq. I.2.54) 
 
peut être calculé à partir de la constante diélectrique complexe ou permittivité relative '''ˆ rrr iεεε −=  (eq. I.2.55) 
et des relations de passage (I.2.56 à I.2.61). Cependant, lorsque l’on traite des problèmes pour lesquels les 
particules peuvent être suspendues dans un milieu matériel d’indice de réfraction nm différent de l’air, on sera 
souvent amené à préférer à l’équation (I.2.54) l’utilisation de l’indice de réfraction relatif défini simplement par 




















    (II.2.1) 
 
 De même, la permittivité complexe εˆ  permet de définir le nombre d’onde λkˆ  (dans ce chapitre, la 
lettre k est substituée à la lettre γ du chapitre précédent) d’une façon générale à partir de l’équation d’onde 
d’Helmholtz (I.4.24) qui doit vérifier : 
λλ εωµ ˆˆ 22 =k     (II.2.2) 










λλ iikkk −=−=     (II.2.3) 
Rappelons que la partie imaginaire du nombre d’onde traduit l’atténuation du rayonnement par absorption, ce qui 






λλ == ka     (eq. I.2.62) 
 
 A l’inverse, la partie réelle du nombre d’onde caractérisant le milieu environnant la particule, et pour 
lequel on devra prendre pour la longueur d’onde λ la valeur λ0/nm, est à l’origine de la définition du paramètre de 
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taille x qui apparaît dans toutes les solutions aux problèmes d’interaction onde - particule, à partir de la 










    (II.2.4) 
 




−= λλρ rnx     (II.2.5) 
 
permet de distinguer les différents domaines d’approximation de solutions qui seront envisagés dans ce chapitre. 
Remarquons qu’en toute rigueur, si la particule est conductrice, ρ peut être complexe et sera alors donné par 
)1(2ˆ −= rmxρ , où la partie imaginaire représente l’atténuation de l’amplitude de l’onde dans la particule. 
 
 
2.1.2- Particule Hétérogène ou Composite 
 
 Les propriétés optiques définies précédemment s’entendent pour un milieu (une particule) homogène. 
En réalité, on est le plus souvent confronté à des particules hétérogènes, quel qu’en soit le niveau de description 
choisi. C’est bien sûr notamment le cas pour des micro-organismes, constitués de très nombreux organites, avec 
des différences assez marquées entre procaryotes, eucaryotes et micro-organismes photosynthétiques. 
 Si la géométrie du problème reste simple, on peut alors envisager d’attaquer le problème de front ; c'est-
à-dire de rechercher la solution rigoureuse aux équations de Maxwell, en traitant la particule comme un 
assemblage d’inclusions dans une matrice, à partir des propriétés de chaque milieu et en formulant 
rigoureusement les conditions aux interfaces. En réalité, on sait traiter rigoureusement très peu de cas puisque 
l’on trouve seulement dans la littérature le cas d’une inclusion sphérique centrée (Bohren et Huffman, 1983) ou 
non (Ngo et al., 1996) dans une particule elle-même sphérique. 
 En pratique, on est donc amené à chercher une définition pour le calcul des propriétés optiques d’une 
particule pseudo-homogène, à partir des propriétés optiques élémentaires de chaque constituant, en espérant 
restituer le plus fidèlement possible la réalité liée aux hétérogénéités. Il existe alors dans la littérature de très 
nombreuses relations plus ou moins empiriques et de domaines d’application limités pour résoudre ce problème. 
L’approche la plus générale et la plus rigoureuse est probablement celle proposée par Bohren et Huffman (1983) 
qui développent une approche statistique pour le calcul de la constante diélectrique moyenne rε  de la particule, 
à partir de celle de la matrice εr,m, et de celle d’une inclusion εr de forme et position quelconques, occupant une 
fraction volumique f. Le calcul est mené pour un seul type d’inclusion diélectrique, puis généralisé à N types 
d’inclusions différentes ; il a été vérifié que la relation obtenue peut malgré tout s’appliquer pour des constantes 

























ε     (II.2.6) 
dans laquelle ∑= jff , et β est un terme intégral qui dépend de la forme de l’inclusion (Bohren et Huffman, 
1983). En se limitant à un seul type d’inclusions sphériques, on obtient )ˆ2ˆ(ˆ3
,, mrrmr εεεβ += , ce qui conduit, 





























































εε     (II.2.7) 
 
On remarquera que ces deux relations ne sont en rien symétriques, c'est-à-dire que le résultat du calcul sera 
différent suivant les constituants que l’on choisit comme matrice et comme inclusion. Il n’en est pas de même 
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pour la relation dite de Bruggeman, ou du milieu effectif (Bruggeman, 1935), qui bien qu’établie sur les mêmes 
bases apparaît totalement symétrique par une approche intégrale différente, et donne le résultat pour le même cas 























    (II.2.8) 
 
 Il est important de remarquer, à partir de la relation générale (II.2.6), que si les constantes diélectriques 
entre les constituants ne diffèrent pas trop, la constante de forme β reste proche de 1, ce qui peut conduire à une 
relation approchée très pratique pour des micro-organismes, indépendamment de la forme des inclusions et de 









ˆˆ)1(ˆ εεε     (II.2.9) 
 
 Ces relations sont toutefois à manier avec précaution, car leur établissement théorique repose sur 
l’hypothèse que la taille des inclusions est petite devant la longueur d’onde, ce qui n’est pas toujours vérifié pour 
des paramètres de taille élevés, tel que cela sera illustré plus loin pour le calcul d’efficacité d’extinction de 
sphères composites. Une autre relation empirique très utilisée (dans le domaine micro-onde notamment), et qui 
peut s’appliquer cette fois-ci indépendamment à la partie réelle 'rε  ou imaginaire 
''
rε  de la constante diélectrique, 
ne présente pas cette limitation : 
 
mrrr ff ,)1( εεε −+=     (II.2.10) 
 
 En résumé, on peut noter que les différentes approches proposées dans ce paragraphe conduisent à des 
résultats de propriétés optiques moyennes très proches pour les particules, si les constantes diélectriques des 
différentes inclusions diffèrent peu, ce qui est le cas pour des micro-organismes ; sinon, les écarts peuvent être 
très importants. Malgré tout, leur utilisation suppose que l’on connaisse à la fois les constantes diélectriques et 
les fractions volumiques respectives de chaque inclusion au sein de la particule. Il existe à ce propos très peu 
d’informations dans la littérature, excepté pour des micro-organismes procaryotes comme nous le verrons 
ultérieurement. Cependant, la comparaison du calcul des propriétés radiatives de sphères pseudo-homogènes 
avec des sphères composites montrera que pour des paramètres de taille élevés, ces relations peuvent donner de 
mauvais résultats. Il est alors conseillé de déterminer l’indice de réfraction (sa partie réelle au moins, puisqu’on 
verra plus loin que l’on a établi une méthode prédictive pour en calculer la partie imaginaire) expérimentalement 
par méthode inverse à l’aide d’une sphère d’intégration, à une longueur d’onde non absorbée dans ou proche du 
domaine étudié. 
 Enfin, concernant l’estimation directe de la partie imaginaire κλ de l’indice de réfraction d’un micro-
organisme considéré comme une particule pseudo-homogène, une méthode basée uniquement sur la 
connaissance de la teneur en pigments sera proposée et validée au paragraphe 6 de ce même chapitre. 
 
 
2.2- Interaction du Rayonnement avec une 
Particule – Propriétés Radiatives 
 
 
 Comme cela a déjà été abordé au chapitre précédent, le problème général de l’interaction d’une onde 
électromagnétique (de longueur d’onde λ, donc toutes les grandeurs qui suivent dépendent de la longueur d’onde 
même si l’indice λ a été omis pour plus de clarté) avec une particule peut se traiter de façon rigoureuse si l’on 
sait résoudre les équations de Maxwell pour en déduire l’expression des champs diffusés autour de la particule. 
Les quatre équations en question qui ont déjà été discutées (paragraphe 4.1.1) sont rappelées ici dans le 
formalisme complexe avec la convention de signe choisie dans cet ouvrage (pour un milieu linéaire, isotrope, 
homogène et non chargé) : 
0div =E
r
    (II.2.11) 
0div =H
r
    (II.2.12) 





ωµ−=rot     (II.2.13) 
EiH
rr
ωεˆrot =     (II.2.14) 
étant entendu que les deux dernières équations se combinent pour traiter les problèmes de propagation pour 








    (II.2.16) 
 
 Le problème est donc de trouver les solutions aux équations (II.2.11-16) à l’intérieur et à l’extérieur de 
la particule, assorties de leurs conditions aux limites. Si le champ électromagnétique incident est arbitraire, à la 
restriction près qu’il puisse être décomposé en une superposition d’ondes planes monochromatiques (chapitre 1), 
on obtiendra la solution générale en superposant les solutions fondamentales pour le champ incident (indice inc) 
avec celles du champ diffusé (indice sca), qui ne sont pas indépendantes bien sûr du champ interne (indice int) à 
la particule. Cette approche est possible en raison de la linéarité des équations de Maxwell et des conditions aux 
limites, et justifie pleinement que l’on s’intéresse à la diffusion d’ondes planes monochromatiques. Comme une 
onde incidente arbitrairement polarisée peut s’exprimer comme la superposition de deux états orthogonaux de 
polarisation (respectivement notés // et ⊥ ), on se limitera à la recherche des deux solutions correspondantes 
pour résoudre tout problème de diffusion d’onde électromagnétique et d’en déduire les propriétés radiatives de la 
particule et du milieu complexe. 
 
 
2.2.1- Matrice d’Amplitude de Diffusion et Matrice de 
Mueller 
 
2.2.1.1- Particules Quelconques 
 
 D’une façon très générale, les relations qui lient l’amplitude et l’état de polarisation d’une onde 
incidente sur une particule à l’onde diffusée dépendent de deux matrices qui jouent un rôle fondamental dans ce 
type de problèmes, et que nous nous proposons d’introduire ici. L’usage veut que l’on traite le cas du champ 
électrique E
r
, sachant que l’on peut aisément obtenir ensuite le champ magnétique H
r
 par le produit vectoriel 
correspondant à l’équation de Maxwell (II.2.13). 
 Considérons une particule quelconque, illuminée par une onde plane harmonique incidente dont la 
direction de propagation définit l’axe z (figure II.1). Le repère cartésien est muni d’une base de vecteurs 
orthogonaux zyx eee
rrr
,, . La direction diffusée re
r
 et la direction incidente ze
r
 définissent le plan de diffusion qui 
est complètement déterminé par l’azimut Φ. Il est alors pratique d’écrire le champ électrique incident dans le 
plan xy comme la somme d’une composante parallèle et perpendiculaire au plan de diffusion 
incincincincinc eEeEE ⊥⊥+=
rrr
////  où incincz eee ⊥
rrr
,, //  forment une base orthogonale. De même on définit une base 
orthogonale de vecteurs φθ eeer
rrr
,,  associée à un système de coordonnées sphériques (figure II.1). 
 
 
Note II.1- Polarisation incidente : En électromagnétisme, il est d’usage de dénommer « onde transverse 
électrique (TE) » une onde dont la composante du champ électrique suivant la direction de propagation Ez est 
nulle. Dans ce cas, les composantes de E
r
 sont dans le plan perpendiculaire xy. De même, on appelle « onde 
transverse magnétique (TM) » une onde dont la composante du champ magnétique dans la direction de 
propagation Hz est nulle, les composantes de H
r
 étant alors dans le plan xy. La polarisation d’une onde 
incidente peut donc indifféremment s’exprimer à partir des notations // et ⊥ , ou à partir de TE et TM. On 
montre les correspondances suivantes : 
TMHE == ⊥//  et TEHE ==⊥ //  
Cette distinction perd son sens dans deux cas ; celui d’une particule sphérique, ou celui d’une particule avec un 
axe de révolution et incidence parallèle à cet axe, car on a alors une onde TEM. 
 
 






































Figure II.1 : Représentation des différents repères associés au problème de l’interaction entre un rayonnement et 
une particule quelconque. Les angles polaire Θ  et azimutal Φ  définissent le plan de diffusion. La sphère 
imaginaire de rayon r et de surface A permet de réaliser le bilan d’énergie radiante sur la particule et d’accéder 




 On montre alors (Bohren et Huffman, 1983) que, suffisamment loin de la particule, l’amplitude du 





































    (II.2.17) 
 
où les termes complexes Sj de la matrice d’amplitude de diffusion S dépendent généralement de l’angle de 
diffusion Θ, et de l’angle azimutal Φ et sont appelés fonctions d’amplitude. 
 Comme cela a été précisé plus haut, la connaissance des champs diffusés (à partir des expressions des 
Sj) permet d’accéder à toutes les propriétés souhaitées ; ils permettent notamment de caractériser la polarisation 
du rayonnement à partir du calcul des paramètres de Stokes I, Q, U, V, donnés par (en omettant la multiplication 
par µω2k ) : 
 

































    (II.2.18) 
 


































































    (II.2.19) 
 
où la matrice F est appelée matrice de Mueller. On montre (Bohren et Huffman, 1983) que seulement 7 éléments 
sur les 16 que comporte cette matrice sont indépendants ; de plus on est capable de calculer les 16 termes de la 
matrice à partir de la connaissance des grandeurs complexes Si de la matrice d’amplitude de diffusion (Bohren et 
Huffman, 1983). 
 La signification physique et l’intérêt des paramètres de Stokes sont discutés dans les ouvrages de Van 
de Hulst (1981) et de Bohren et Huffman (1983). En particulier, le premier paramètre de Stokes concernant 





























qui spécifie la manière dont F1j dépend de l’état de polarisation du rayonnement incident. Pour nos applications 
et dans le cas qui nous intéresse particulièrement où l’on considère que le rayonnement incident d’intensité Iinc 


































====     (II.2.20) 
 
Ainsi, le terme F11 spécifiant la distribution angulaire du rayonnement diffusé, qui se trouve en général 






21 )( FFFF ++ , permet de calculer la 
fonction de phase ou diagramme de diffusion. 
 Notons pour terminer que l’on peut aussi définir une matrice de phase qui relie les intensités diffusées 
aux intensités incidentes, mais qui est peu utilisée car on ne sait pas en général mesurer les phases 
expérimentalement, alors qu’il est beaucoup plus facile de mesurer des grandeurs qui conduisent au calcul des 
termes de la matrice d’amplitude S. D’ailleurs, la connaissance de cette matrice qui dépend principalement des 
directions incidentes et diffusées du rayonnement, de la taille, la morphologie et la composition de la particule, 
ainsi que de son orientation dans le référentiel choisi, est véritablement à la base de tout problème d’interaction 
rayonnement – particule, car on peut en déduire toutes les propriétés caractérisant le rayonnement dans et autour 
de la particule. Elle permet notamment d’accéder aux informations angulaires comme la fonction de phase 
(premier terme de la matrice de Mueller) ; de même, via le calcul des champs diffusés, elle permet d’obtenir le 
vecteur de Poynting qui est à la base des bilans d’énergie sur la particule conduisant aux définitions et au calcul 
des sections efficaces telles qu’elles seront abordées dans le prochain paragraphe. 
 
2.2.1.2- Particules Présentant une Symétrie de Révolution 
 
 Un cas pratique qui revêt une importance considérable pour les applications envisagées dans cette étude 
est le cas de particules présentant une symétrie de révolution autour d’un axe privilégié orienté au hasard. En 
effet, on peut considérer que la plupart des micro-organismes d’intérêt, bien que présentant des morphologies 
très différentes, rentrent dans cette catégorie, qui englobe un nombre important de formes modèle. On citera 
notamment (Mishchenko et Travis, 1998) le cas des sphéroïdes et des cylindres allongés ou aplatis ou des 
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particules de Tchebytchev (sphères déformées) qui seront étudiés plus loin, tout aussi bien que les paraboloïdes 
de révolution, les bicônes (Greenberg, 1960) ou les disques qui ne seront pas abordés dans ce travail. 
 On peut alors faire apparaître des symétries et des simplifications dans les matrices que nous avons 
précédemment définies. D’autre part, l’orientation au hasard des particules rend le problème indépendant de 
l’angle azimutal Φ. On obtient alors la matrice de Mueller à six paramètres suivante dans le cas d’un 

































    (II.2.21) 
 


























    (II.2.22) 
 



























































    (II.2.23) 
 
 D’autre part, on remarquera que si l’on a un rayonnement incident polarisé perpendiculairement ou 
parallèlement au plan d’incidence, le rayonnement diffusé doit avoir une composante parallèle ou 
perpendiculaire à ce même plan, ce qui impose S3 = S4 = 0. Ceci est également vrai dans le cas d’une incidence 
non polarisée (lumière naturelle), puisque comme cela a déjà été mentionné, il s’agit d’un « mélange » des deux 
cas précédents. On obtient alors les relations F11 = F22 et F33 = F44, ce qui conduit à une matrice de Mueller avec 
































F     (II.2.24) 
 
avec les relations de passage : 
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    (II.2.25) 
 




















 En conclusion, on aura compris que si l’on se limite à des particules avec symétrie de révolution 
distribuées au hasard, on n’a besoin de connaître que deux grandeurs complexes de Θ qui sont les fonctions 
d’amplitude S1(Θ) et S2(Θ), définissant l’amplitude et la phase de l’onde scalaire diffusée, et à partir desquelles 
on peut avoir accès à toutes les propriétés radiatives souhaitées. La résolution des équations de Maxwell sur la 
particule pour obtenir ces deux grandeurs peut s’envisager par deux méthodes sur lesquelles nous reviendrons 
bien évidemment par la suite. La première approche, historique, consiste à utiliser une méthode de séparation de 
variables (Lorenz-Mie), qui comme chacun sait, ne fonctionne que si l’on connaît la solution recherchée ! La 




2.2.2- Propriétés Radiatives d’une Particule, 
Conservation de l’Énergie 
 
2.2.2.1- Sections Efficaces et Efficacités 
 
 Les principales propriétés radiatives d’une particule découlent du bilan d’énergie radiante qui, tel que 
cela a été précisé au chapitre premier, est caractérisée par le vecteur de Poynting HES
rrr
×= . Le bilan d’énergie 
sur la particule peut s’effectuer en construisant autour de la particule une sphère imaginaire de rayon r (figure 
II.1) et de surface A. En supposant que l’énergie incidente est apportée sous la forme d’une onde plane 
harmonique, dans un milieu non absorbant, on obtient la vitesse nette à laquelle l’énergie électromagnétique 






Si WABS est positive, l’énergie est absorbée par la sphère (le contraire est possible mais exclu de notre propos), et 
comme le milieu n’absorbe pas, WABS est donc la vitesse à laquelle l’énergie est absorbée par la particule. Le 
bilan d’énergie s’écrit alors comme la somme de trois termes : 
 
















 représente un terme d’interaction entre l’énergie incidente et diffusée. 
Comme le terme WINC disparaît identiquement pour un milieu non absorbant, on obtient la relation générale 
suivante pour la bilan d’énergie sur la particule : 
SCAABSEXT WWW +=     (II.2.26) 
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 Le terme d’extinction WEXT peut en premier lieu être évalué à partir des champs diffusés lorsque le 
rayon r tend vers l’infini. Le détail de ce calcul, dans lequel les champs apparaissent liés aux fonctions 
d’amplitude par les relations (II.2.17 et 13) est extrêmement fastidieux (Bohren et Huffman, 1983), et ne sera pas 
rappelé ici. On se limitera à donner par la suite les relations d’intérêt dans le cas de particules avec symétrie de 
révolution distribuées au hasard. Le résultat, ramené à l’intensité incidente fait apparaître une surface appelée 
section efficace d’extinction définie par : 
 
















EXTEXTEXT CCC += ⊥     (II.2.27) 
 
Cette relation se simplifie encore dans le cas d’une sphère en tenant compte du fait que dans la direction 
incidente Θ = 0, pour des raisons de continuité, il y a superposition de l’onde plane incidente et de l’onde 
sphérique diffusée, dont la phase et l’amplitude sont alors caractérisées par la fonction d’amplitude : 
 
)0()0()0( 21 SSS ==== ΘΘ  
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et pour vérifier le bilan d’énergie, on a obligatoirement : 
 
SCAABSEXT CCC +=     (II.2.28) 
 
Cette relation permet de calculer la section efficace d’absorption CABS par différence, à condition d’avoir 
préalablement estimé CSCA. Or, la section efficace de diffusion qui correspond à la totalité du rayonnement 
diffusé dans toutes les directions d’un angle solide Ω, s’obtient donc facilement à partir du premier paramètre de 























∫ ∫∫∫∫∫ ===     (II.2.29) 
 
Pour des particules orientées au hasard, et en lumière non polarisée, F1j = F11, premier terme de la matrice de 
Mueller qui est donné à partir des fonctions d’amplitude par l’éq. (II.2.25) et ne dépend pas de l’azimut Φ dans 








CSCA     (II.2.30) 
 




SCASCASCA CCC += ⊥     (II.2.31) 
correspondant à : 
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 Les sections efficaces qui viennent d’être définies jouent un rôle considérable dans la modélisation des 
milieux complexes diffusants et participants, car elles permettent de calculer les coefficients d’absorption et de 
diffusion du milieu qui représentent deux des trois propriétés radiatives fondamentales qu’il est nécessaire de 
connaître pour traiter un problème de transfert radiatif tel qu’il sera abordé au chapitre 3. Il est important de 
retenir de ce paragraphe que la section d’extinction CEXT s’obtient simplement à partir de la valeur unique de la 
fonction d’amplitude dans la direction incidente du rayonnement S(0), et que la section efficace de diffusion CSCA 
est une grandeur intégrale sur un angle solide Ω. La section efficace d’absorption CABS quant à elle s’obtient par 
différence du bilan d’énergie et ne dépend absolument pas de l’angle de diffusion ou de l’azimut, mais 
uniquement des propriétés optiques de la particule. 
 Les sections efficaces étant des surfaces, elles dépendent bien évidemment des dimensions 
caractéristiques de la particule. Si l’on désire comparer entre elles des grandeurs d’absorption ou de diffusion qui 
ne dépendent pas de la taille des particules considérées, on peut définir des efficacités Q en divisant les sections 
efficaces par la plus grande section géométrique G projetée sur un plan perpendiculaire au faisceau incident 
( 2aG pi=  pour une sphère de rayon a par exemple). Ainsi les efficacités d’extinction, de diffusion et 







CQ ABSABSSCASCAEXTEXT === ,,     (II.2.32) 
 
La valeur de l’efficacité d’extinction QEXT oscille en fonction du paramètre de taille x entre 0 et une valeur 
maximale qui dépend des propriétés optiques de la particule, alors que l’efficacité d’absorption QABS est 
comprise entre 0 et 1. Dans tous les cas, la limite pour des particules très grandes devant la longueur d’onde du 







QQQ     (II.2.33) 
 
2.2.2.2- Fonction de Phase et Paramètre d’Asymétrie 
 
 Nous avons déjà mentionné au paragraphe 2.2.1 que le premier terme de la matrice de Mueller F11 
caractérisait la distribution angulaire du rayonnement diffusé par la particule. De façon à s’affranchir une 
nouvelle fois des caractéristiques géométriques d’une particule quelconque, il est nécessaire de normaliser 
chaque terme de la matrice, et en particulier, on définit la fonction de phase ou diagramme de diffusion p de la 
particule qui relie une direction incidente (θ, φ) à une direction diffusée (θ’, φ’) à partir de la relation (et en 


















    (II.2.34) 
 
où il apparaît clairement que la relation précédente définit la normalisation de la fonction de phase sur l’angle 





dp     (II.2.35) 
 
 Cette grandeur représente la troisième et dernière propriété radiative d’importance puisqu’elle 
caractérise la façon dont le rayonnement est diffusé par un particule suivant chaque direction de l’angle solide Ω. 
Ainsi, la fonction de phase intervient directement dans l’intégrale de collision de l’équation des transferts 
radiatifs (chap. I, éq. I.4.35) qui sera développée au chapitre suivant, et il n’est pas possible de résoudre 
correctement un problème de transfert de rayonnement sans une excellente estimation de cette fonction. Dans la 
plupart des applications de transfert radiatif, cette fonction est développée sous forme d’une série de polynômes 
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nm mPp     (II.2.36) 
 
Dans le cas particulier de micro-organismes, la fonction de phase est très allongée dans le sens de la direction 
incidente et le nombre de terme à calculer (donc de coefficients αn à identifier) peut être considérable. Nous 
verrons au chapitre suivant que cette méthode, qui donne des résultats non satisfaisants, sera abandonnée pour 
une approche plus rigoureuse. 
 Le degré d’anisotropie de la fonction de phase peut justement être estimé à partir d’une grandeur 
intégrale dérivée, le paramètre d’asymétrie g qui permet de caractériser plus globalement la façon dont une 








    (II.2.37) 
 
Le facteur d’asymétrie g vaut 0 si le rayonnement diffusé est isotrope ou si la fonction de phase est symétrique 
par rapport à θ = pi/2 (diffusion de Rayleigh) ; il est négatif (limite -1) si le rayonnement est majoritairement 
diffusé vers l’arrière, et il est positif (limite 1) si le rayonnement est majoritairement diffusé vers l’avant. Ce 
dernier cas correspond aux micro-organismes pour lesquels g est souvent compris entre 0.8 et 1. 
 
Note II.2- Normalisation de la fonction de phase : Une attention toute particulière devra être portée à la façon 
de normaliser la fonction de phase p(Θ,Φ) (éq. II.2.35). En effet, dans le domaine des transferts radiatifs ou du 









de façon à être en accord avec la définition de la fonction source (intégrale de collision) qui intervient dans les 
équations de type Boltzmann (voir éq. I.4.34 du chap. I). Dans ce cas, chaque terme de la matrice de Mueller 
doit être multiplié par un facteur 4pi, redéfinissant alors l’équation (II.2.19). 
 
 
2.2.3- Particules Orientées au Hasard 
 
 Dans les paragraphes précédents, nous avons insisté sur le fait que la matrice de Mueller et les relations 
avec les fonctions d’amplitude se simplifient si l’on s’intéresse au cas de particules avec une symétrie de 
révolution et orientées au hasard. Cependant, toutes les relations ont été données sous forme générale, en 
fonction d’angles Θ et Φ entre une direction incidente (θ, φ) et une direction diffusée (θ’, φ’). En pratique, 
excepté pour le cas d’une sphère, les fonctions d’amplitudes S (Θ,Φ) = S [Θ (θ,θ’,φ,φ’)] qui définissent toutes les 
grandeurs physiques dépendront de l’angle d’incidence du rayonnement (θ, φ). 
 De façon à calculer les propriétés radiatives de particules orientées au hasard, il est donc nécessaire de 
moyenner les propriétés obtenues sur un angle solide Ω (toutes les directions incidentes). Comme il a déjà été 
souligné que les propriétés de particules avec un axe de révolution de dépendent pas de l’angle azimutal φ, il ne 
reste dans la définition des propriétés moyennes qu’à effectuer des intégrales du type ∫ θθθ df sin)(  où θ est 
l’angle défini à partir de l’axe de symétrie de révolution dans un repère associé à la particule (figure II.2). 
Formellement, ces intégrales doivent être effectuées dans tous les termes de la matrice de Mueller ou 
d’amplitude de diffusion avant de calculer les propriétés radiatives, cependant pour des raisons pratiques, on 
préfèrera permuter l’ordre d’intégration (ce qui est mathématiquement possible) et moyenner les grandeurs 
obtenues de la façon suivante : 








    (II.2.38) 
 
Excepté dans le cas des cylindres finis, cette intégrale se simplifie et il suffira de sommer de 0 à pi/2. 
 



















Figure II.2 : Définitions des principales grandeurs angulaires pour des particules non sphériques, présentant une 
symétrie de révolution axiale. On a en particulier représenté l’angle d’incidence θ et l’angle azimutal φ qui 
définissent l’angle solide Ω sur lequel il est nécessaire de moyenner les termes des matrices d’amplitude ou de 




2.3- Propriétés Radiatives des Milieux Réels 
 
 
2.3.1- Ensemble de Particules en Diffusion Indépendante 
 
 On considère qu’un milieu particulaire diffuse le rayonnement de façon indépendante si les particules 
sont suffisamment éloignées les unes des autres pour que les propriétés de diffusion d’une particule ne soient pas 
affectées par ses voisines. Ce problème a déjà été abordé au chapitre précédent, et à partir des résultats de Tien et 
Drolen (1987), la figure I.2 montre que les applications classiques de procédique (notamment les 
photobioréacteurs) rentrent dans le cadre de cette hypothèse. 
 
2.3.1.1- Particules Monodispersées 
 
 Dans le cas d’un milieu complexe constitué de nombreuses particules en diffusion indépendante, on 
montre que, pour des raisons diverses (Van de Hulst, 1981), les principales grandeurs décrites au paragraphe 2.2 
pour une particule se généralisent à un ensemble de particules. Ainsi, si l’on a N particules (qui peuvent même 
avoir chacune des propriétés différentes), on obtient les propriétés du nuage complet de particules par simple 
sommation. En particulier, pour les grandeurs qui nous intéressent : 
 
Chapitre 2 : Propriétés Optiques et Radiatives des Milieux Matériels Complexes 
 
78 








,,,,,, FF  
 
 Si de plus toutes les particules sont considérées comme identiques (en tout cas pour leur forme et leurs 
propriétés optiques moyennes ; le cas d’une distribution de tailles étant abordé au paragraphe suivant), les 
relations précédentes se simplifient, et on obtient alors les coefficients linéiques d’extinction, de diffusion et 
d’absorption à partir de la densité volumique de particules Np pour le milieu par : 
 
( ) ( )ABSSCAEXTp CCCNase ,,,, =     (II.2.39) 
 
qui rappelons le sont rigoureusement des grandeurs spectrales même si l’indice λ a ici été omis pour raison de 
simplification. Il est bien évident alors, que du fait de sa normalisation, la fonction de phase est indépendante du 
nombre de particules dans le milieu ; ainsi, la fonction de phase d’un ensemble de particules identiques est la 
fonction de phase d’une particule. 
 
2.3.1.2- Particules Polydispersées 
 
 Dans la plupart des applications réelles, même si les particules ont des formes et des propriétés optiques 
identiques, elles ne sont généralement pas de la même taille. La prise en compte de la distribution de tailles est 
un problème relativement simple a priori, une fois que l’on a correctement caractérisé la distribution 
expérimentalement. Il existe alors dans la littérature un très grand nombre de types de distributions dont les 
paramètres peuvent être aisément identifiés. On pourra à ce titre tirer partie de l’ouvrage de Van de Hulst (1981) 
ou des articles de Hansen et Travis (1974) et Mishchenko et Travis (1998) parmi les plus courants dans le 
domaine du rayonnement. Les propriétés radiatives du milieu sont alors calculées à partir des distributions n(r) 
par des intégrales du type : 
 








    (II.2.40) 






 Concernant ce travail, tous les micro-organismes étudiés se sont trouvés distribués suivant une loi 














































rn     (II.2.42) 
 
Dans les distributions, r représente la valeur du rayon des sphères équivalentes (en surface ou en volume) aux 
particules de forme quelconque. Il est parfois très pratique de travailler avec une grandeur équivalente qui évite 








































    (II.2.43) 
 
dont la valeur discrète approchée est connue en procédique sous le nom de rayon de Sauter. On montre que pour 
une distribution log-normale, le calcul des intégrales (II.2.43) est rigoureux et conduit à : 
 












exprreff     (II.2.44) 
 
 En réalité, comme cela a déjà été mentionné plus haut, les problèmes d’interaction onde – particule sont 
liés au paramètre de taille x (éq. II.2.4), plutôt qu’au rayon r = a. Il est alors important pour pouvoir les calculer, 
d’avoir les relations qui donnent les propriétés radiatives moyennes à partir de n(x). Le calcul est direct et l’on 



















































































Θ     (II.2.49) 
 
qui ont été utilisées dans tous les programmes de calcul (rigoureux ou approché) des propriétés radiatives de 
particules polydispersées qui seront discutés dans ce chapitre. 
 En conclusion, il est important de noter que si la prise en compte d’une distribution de tailles ne 
présente pas de difficulté majeure, il s’agit malgré tout de réaliser une intégration sur les grandeurs finales qui 
peuvent demander des temps calcul non négligeable en monodispersé. Le temps calcul des propriétés radiatives 
de particules polydispersées peut ainsi devenir considérable, notamment pour les particules de grande taille et 
asphériques. Ainsi, dans la suite de ce chapitre, l’effet réel de la prise en considération d’une distribution et de 
son remplacement par des propriétés effectives monodispersées sera discuté. 
 
 
2.3.2- Relations d’Équivalence pour les Milieux 
Particulaires 
 
2.3.2.1- Coefficients Spectraux 
 
 Les coefficients linéiques spectraux définis par l’éq. (II.2.39) s’appliquent bien évidemment pour des 
milieux particulaires mono- ou polydispersés (avec les relations II.2.40) et permettent donc de les caractériser en 
terme de propriétés radiatives. Néanmoins, si la densité volumique de particules Np varie dans le temps, il faut 
être en mesure d’avoir une équation d’évolution indépendante pour cette grandeur. Comme cela a largement été 
présenté dans le chapitre précédent, l’approche la plus courante, notamment en génie des réacteurs, consiste 
plutôt à se baser sur le bilan matière que sur le nombre de particules, même s’il est des cas où cette dernière 
approche peut s’avérer fructueuse. Il est donc nécessaire d’établir les relations de passage qui conduiront à la 
définition des coefficients massiques spectraux d’absorption Eaλ et de diffusion Esλ. Si la particule est un corps 
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pur, de masse volumique ρp, il est simplement nécessaire de connaître la fraction volumique en particules fv dans 
le milieu, et l’on a directement : 
 












    (II.2.50) 
 
 En réalité, dans de nombreuses applications, les particules sont composées de plusieurs constituants de 
masse volumique différente et il est alors nécessaire de choisir à quelle grandeur on souhaite ramener la 
définition du coefficient massique. Dans le cas qui nous intéresse pour des applications en photobioréacteur, il 
est habituel de travailler en concentration massique de biomasse sèche CX. On définit donc les coefficients 
massiques de la façon suivante : 
 






    (II.2.51) 
 
Considérant alors que le micro-organisme (la biomasse) est constitué d’une fraction volumique d’eau xw, 
permettant de définir sa teneur massique en solide sec wsec ; que sa masse volumique moyenne est toujours ρp, et 
que le volume moyen de la particule est pV , on établit aisément que (au choix) : 
 


























λλ     (II.2.52) 
 
Remarquons que si la particule est une sphère (équivalente) la relation (II.2.52) se simplifie en : 
 














λλ =     (II.2.53) 
 
 Pour les dimensions moyennes de la particule pV  et pd , on utilisera par exemple le rayon effectif défini 
par l’éq. (II.2.43). D’autre part, les définitions équivalentes de l’éq. (II.2.52) reposent sur les relations pratiques 
suivantes : 
 
ppv VNf =  
secwfC pvX ρ=  

















    (II.2.54) 
 
 En effet, pour différents types de micro-organismes, la masse volumique de la biomasse sèche ρsec est 
une donnée excessivement peu variable ; d’autre part, la fraction volumique en eau à l’intérieur d’une cellule xw 
varie également très peu (entre 0,80 et 0,84 pour des procaryotes et entre 0,78 et 0,82 pour des eucaryotes 
suivant la littérature). Ainsi la relation (II.2.54), considérée comme une corrélation entre le poids sec de la 
biomasse CX et le nombre de micro-organismes par unité de volume Np permet de vérifier que les informations 
expérimentales obtenues par analyse d’image et conduisant à la valeur de pV  sont bien correctes. L’expérience a 
montré que la vérification de l’éq. (II.2.54), qui valide la robustesse des paramètres expérimentaux agrégés, était 
souvent salvatrice ! 
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2.3.2.2- Coefficients Moyens 
 
 Étant donné que la plupart des capteurs de densité de flux de rayonnement ou d’irradiance mesurent des 
grandeurs moyennes sur un domaine de longueur d’onde (le visible et/ou le proche infrarouge), il est souvent 
opportun (les erreurs d’approximation auxquelles cela conduit seront analysées au chapitre 3) de travailler 
directement avec des coefficients moyens spectraux, intégrés sur un domaine choisi de longueurs d’onde [λ1-λ2]. 
On pourra alors procéder indifféremment en moyennant les coefficients spectraux selon : 
 








,,,     (II.2.55) 
 
ou bien en calculant les propriétés radiatives directement à une longueur d’onde moyenne λ  (plus rapide) 
judicieusement déterminée en fonction du spectre d’émission des lampes ou du rayonnement solaire. En 
particulier, cette dernière approche sera systématiquement privilégiée pour le calcul de la fonction de phase 
moyenne p(Θ), considérant que cette grandeur nécessite des temps calcul importants pour obtenir un vecteur des 
valeurs angulaires en Θ : 
 
)()( ΘΘ λpp =     (II.2.56) 
 
 
3- Approches Théoriques Exactes pour le Calcul 




 La recherche des solutions exactes aux équations de Maxwell (équations d’ondes vectorielles II.2.15-16, 
vérifiant II.2.11-12) sur une particule de géométrie quelconque est un vieux problème de physique qui reste 
toujours d’actualité, grâce au développement des moyens calcul permettant de traiter des formes de plus en plus 
variées. On a longtemps pensé que la solution pour une particule sphérique avait été trouvée originellement par 
Gustav Mie (1908) par une méthode de séparation de variables (il a ainsi donné son nom à cette classe de 
problèmes), mais on sait aujourd’hui que la solution est probablement due à Lorenz (1890) qui l’aurait établie 
presque vingt ans auparavant. En raison de domaines d’applications très nombreux et variés (Mishchenko et al., 
1996 : optique atmosphérique, océanographie, applications radar météorologie et militaire, science et technologie 
des aérosols, électronique, astrophysique, chimie de colloïdes, biophysique, détermination de tailles de 
particules, procédique et thermique,…), la recherche de nouvelles solutions pour des particules de géométries de 
plus en plus complexes est aujourd’hui encore un domaine en constante évolution. Si les méthodes de résolution 
ont évolué (Bohren et Huffman, 1983), l’approche T-matrice de Waterman (ou Extended Boundary Condition 
Method EBCM) est sans doute aujourd’hui la plus prometteuse (Mishchenko et al., 1996 ; Mishchenko et al., 
2000). Il est intéressant de noter que ce domaine de la physique a également beaucoup bénéficié des 
développement de la physique quantique puisque la résolution de l’équation d’onde scalaire intervenant dans le 
problème électromagnétique n’est autre que l’équation de Schrödinger (Schiff, 1956). 
 
 
3.1- Approche Lorenz-Mie 
 
 
 Il s’agit de la méthode historique, par séparation de variables, qui a été utilisée après Lorenz et Mie 
(1908) pour la sphère, par Lord Rayleigh (1918) pour un cylindre long avec incidence normale et Wait (1955) 
pour une incidence oblique, ainsi que par Asano (Asano et Yamamoto, 1975 ; Asano, 1979 ; Asano et Sato, 
1980) pour un sphéroïde. 
 On rappelle que le problème consiste à résoudre les deux équations d’onde vectorielles pour les champs 
électrique et magnétique : 





    (II.2.15) 
02 =+∆ HkH
rrr
    (II.2.16) 
qui vérifient les équations de Maxwell : 
0div =E
r
    (II.2.11) 
0div =H
r
    (II.2.12) 
HiE
rr
ωµ−=rot     (II.2.13) 
EiH
rr
ωεˆrot =     (II.2.14) 
 







































 un vecteur pilote. On voit 




 ainsi définis satisfont toutes les propriétés d’un champ électromagnétique 
caractérisé par les éq. (II.2.11-16) si ψ est solution de l’équation d’onde scalaire : 
 
02 =+∆ ψψ k
    (II.3.2) 
 
 
3.1.1- Particule Sphérique 
 
 Bien que la présentation de ce problème soit maintenant très classique et largement décrite dans de 
nombreux ouvrages de référence (Stratton, 1941 ; Van de Hulst, 1981 ; Bohren et Huffman, 1983), il nous 
semble important de présenter ici, de façon aussi concise que possible, les grandes lignes de la méthode. On sera 
alors en mesure de mieux comprendre les approximations qui seront développées plus loin et utilisées pour 
pallier les limites numériques des solutions exactes, ainsi que les principales différences de résolution avec la 
méthode T-matrice qui sera succinctement présentée au paragraphe suivant. 
 Dans le cas du problème de la sphère, on travaillera bien évidemment en coordonnées sphériques et le 
vecteur pilote sera donc le rayon rr . La résolution de l’équation d’onde scalaire (II.3.2) permettra ainsi de 




, et par suite de remonter au champ électromagnétique. En effet, si ψe (fonction 
paire) et ψo (fonction impaire) sont deux solutions de l’équation d’onde scalaire, les équations de Maxwell 

















    (II.3.3) 
 










































    (II.3.4) 
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qui laisse supposer une solution de la forme )exp()()()(),,,( tirRtr ωφΦθΘφθψ = , conduisant alors au système 

































































    (II.3.5) 
 
où m et n sont des entiers positifs ou nuls. Les solutions de ces trois équations se combinent pour donner les 
















    (II.3.6) 
 
dans lesquelles zn est une fonction au choix parmi les fonctions de Bessel sphériques )()( 212 zZzz nn z += pi  de 
première espèce jn (repérée par l’exposant 1 dans les décompositions en harmoniques sphériques) ou de 
deuxième espèce yn (exposant 2), ou bien encore une fonction de Hankel )()()()1( zyizjzh nnn +=  (exposant 3) 

































    (II.3.7) 










































    (II.3.8) 
 













. C'est-à-dire qu’il est maintenant nécessaire de décomposer en 
harmoniques sphériques le champ incident ),( incinc HE
rr
 qui sera supposé polarisé en x, le champ interne à la 
particule ),( intint HE
rr
, et le champ diffusé ),( scasca HE
rr















où l’on vérifie que les couples de vecteurs ),( omnemn MM
rr
, ),( omnemn NN
rr
, ),( emnemn NM
rr





 et ),( emnomn NM
rr






. Il est donc facile de calculer 
Bemn, Bomn, Aemn et Aomn ; on obtient par exemple : 


























Dans le cas où l’on a supposé un rayonnement électromagnétique incident polarisé en x, il découle de (II.3.8) et 






 que Bemn = Aomn = 0 pour tout m et n. Pour la même 
raison, tous les coefficients restant disparaissent excepté m = 1. De plus, puisque incE
r
 doit être fini à l’origine, 
on choisit la fonction de Bessel sphérique de première espèce jn. Le résultat final découle donc du calcul des 

















































    (II.3.9) 
 
Il est à noter qu’en raison des conditions aux limites, on ne devra retenir de la même façon dans les 
décompositions en harmoniques sphériques des champs internes et diffusés que les termes m = 1. Ainsi, pour les 
mêmes raisons qui ont guidées la décomposition des champs incidents, on obtient alors pour les champs internes 

















































    (II.3.10) 
 
Enfin, pour les champs diffusés, il n’est plus nécessaire d’avoir une solution finie à l’origine, et en raison de leur 
comportement asymptotique, les fonctions de Hankel conviennent cette fois-ci particulièrement bien à la 
décomposition. Cependant, comme on a besoin de rendre compte d’une onde diffusée, seule la fonction de 


















































    (II.3.11) 
 
Pour chaque valeur de n, on doit alors déterminer les quatre coefficients inconnus an, bn, cn et dn, en appliquant 
les conditions aux limites en r = a, rayon de la particule. En substituant les valeurs de cn et dn, on arrive aux 
expressions connues des coefficients an et bn, en utilisant la définition du paramètre de taille (éq. II.2.4) et en 



































    (II.3.12) 
 











, )(znψ ′  et )(znζ ′  étant leurs fonctions dérivées. 
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Le problème est entièrement résolu à partir des expressions de cn et dn qui ont le même dénominateur respectif et 
comme numérateur commun le terme ixxxx nnnn =′−′ )()()()( ζψζψ . On a alors accès à tous les champs 




































et en remarquant que le cas d’une onde polarisée en y ou arbitrairement polarisée découle immédiatement de la 
symétrie de la particule, on obtient enfin les composantes du champ diffusé en remontant dans les calculs sous la 






































































    (II.3.13) 
 
 A partir de la connaissance des deux coefficients de la matrice d’amplitude de diffusion précédents, il 
est aisé maintenant de calculer les propriétés radiatives de la particule sphérique à l’aide des définitions de la 














































    (II.3.17) 




































Qxg     (II.3.18) 
 
De même, pour un rayonnement incident en lumière naturelle non polarisée, la fonction de phase, indépendante 

























= , soit : 
 































=     (II.3.19) 
 
Des codes Fortran ont été établis à partir des expressions (II.3.12-19) et du code de calcul des efficacités Q 
publié par Bohren et Huffman (1983). Ils intègrent la possibilité d’avoir une distribution de tailles de particules 
et seront largement utilisés dans les parties qui traiteront de comparaisons avec les diverses approximations qui 
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seront proposées dans la suite de ce travail. Ces programmes ne posent à l’heure actuelle plus aucun problème de 
rapidité, convergence ou précision. 
 
 
3.1.2- Particule Sphérique Composite 
 
 Les solutions exactes pour une particule sphérique composite avec une partie centrale de rayon a et de 
propriétés optiques indicées 1, et une partie externe de rayon b de propriétés indicées 2 sont également 
disponibles dans la littérature (Bohren et Huffman, 1983). Les expressions restent les mêmes que 
précédemment ; seules les valeurs des coefficients an et bn changent. En posant akx m′=  (II.2.4) et bky m′= , et 
en définissant la fonction de Riccati-Bessel )()( zyzz nn =χ , on obtient par la même approche les valeurs 
suivantes : 
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    (II.3.20) 
 
Des codes Fortran ont également été développés dans ce cas, à partir du code proposé par Bohren et Huffman 
(1983) pour les efficacités. Ils seront utilisés plus loin pour discuter les approximations liées au calcul de 
propriétés optiques moyennes pour la particule. 
 Il est également à noter que le cas plus complexe d’une particule sphérique avec une inclusion non 
concentrique a récemment été publié avec un code Fortran associé par Ngo et al. (1996). 
 
 
3.1.3- Particule Sphéroïdale 
 
 Le cas général de sphéroïdes aplatis et allongés a été résolu par une méthode de séparation de variables, 
en suivant la même démarche que celle présentée plus haut pour des sphères. Les solutions ont été obtenues par 
Asano (Asano et Yamamoto, 1975 ; Asano, 1979 ; Asano et Sato, 1980) et sont beaucoup trop longues pour être 
rapportées ici (notamment, il faut distinguer les cas d’ondes TE et TM) ; elles sont accessibles dans les articles 
précédemment cités. A notre connaissance, il n’existe pas de code de calcul des propriétés radiatives de 
sphéroïdes disponible sur la base de ces articles. Néanmoins, les auteurs utilisent leur propre code et font état de 
problèmes de temps calcul et de précision dès les valeurs de paramètre de taille atteignant 10 à 20, alors que les 
rapports testés entre axes majeur et mineur ne dépassent pas 5, ce qui représente une faible asphéricité ! 
 
 
3.1.4- Particule Cylindrique Infinie ou Très Longue 
 
 Ce cas pratique très intéressant demande un traitement particulier car la prise en considération d’une 
particule de longueur infinie (la pratique montrera qu’il suffit que la longueur vaille cinq fois le diamètre pour 
avoir une excellente approximation) ne rentre plus dans le formalisme qui a été développé dans la partie 2 pour 
la définition des matrices d’amplitude de diffusion et de Mueller (coordonnées sphériques pour les champs loin 
de la particule). Le cas général a été traité de façon rigoureuse par Wait (1955), et repris en partie dans l’ouvrage 
de Bohren et Huffman (1983). On se limitera ici à présenter brièvement le problème dans le cas plus simple 
d’une onde incidente normale (θ = 2/pi , voir figure II.3). 
 En effet, dans ce cas, on retrouve les relations de symétrie de la matrice de Mueller pour des particules à 
symétrie de révolution orientées au hasard présentées dans la partie 2.2 (éqs. II.2.24-25). De plus, cette 
présentation est juste suffisante pour comprendre les approximations qui seront développées plus loin en vue du 
calcul des propriétés radiatives des cylindres longs. 


























Figure II.3 : Définition du système de coordonnées et des grandeurs angulaires utilisées pour traiter le problème 
d’interaction entre un rayonnement et une particule cylindrique. Les deux possibilités pour l’onde incidente 




 En reprenant le raisonnement développé dans la partie précédente de ce chapitre en coordonnées 
cylindriques, on montre aisément alors que la relation dans le plan perpendiculaire à l’axe z du cylindre (Fig. 
















































    (II.3.21) 
 







































































    (II.3.22) 
 
ce qui montre bien que pour des cylindres infinis, le rayonnement diffusé diverge seulement dans une direction 
en 1/r et non en 1/r2. La connaissance des fonctions d’amplitude pour le cylindre T1 et T2 sera donc suffisante 
pour calculer toutes les propriétés radiatives. On montre alors (Van de Hulst, 1981) que les relations présentées 
en coordonnées sphériques pour une particule finie quelconque à partir des fonctions d’amplitude S1 et S2 
s’appliquent ici de la même façon à partir de la relation d’équivalence pour un cylindre de longueur L : 
 
















=     (II.3.23) 
qui se réduit, pour un problème indépendant de l’azimut à : 
 
( ) ( )Θ
pi
Θ TkLS =     (II.3.24) 




 Maintenant qu’il est possible d’accéder aux propriétés radiatives de cylindres longs via les relations 
développées au paragraphe 2.2.2, il est nécessaire de rétablir les expressions des fonctions d’amplitudes T pour le 
cylindre. La démarche est exactement la même que celle présentée pour une particule sphérique par séparation 

























    (II.3.25) 
 
qui admet une solution de la forme : 
 
( ) )(exp)(exp 222 tizihhkmrZin rnn ωφψ +− −=     (II.3.26) 
 
où h est arbitraire et Zn une fonction de Bessel parmi les fonctions de Bessel de première espèce Jn ou de 
deuxième espèce Yn d’ordre n. La décomposition des ondes incidente, interne et diffusée en harmoniques 
cylindriques se fait alors par la même procédure que précédemment décrite, en distinguant bien entre les ondes 







. Le résultat final 
est directement, avec les mêmes notations que pour la sphère : 
 






















    (II.3.27) 
 






















    (II.3.28) 
 
Comme il est facile de vérifier dans ces solutions que nn aa −=  et nn bb −= , le calcul effectif des séries ne se fera 
que pour les valeurs positives ou nulles de n. On obtient finalement les fonctions d’amplitude cherchées : 
 
 - Onde TE : 











n naainaT ΘΘΘ     (II.3.29) 
 
 - Onde TM : 
 











n nbbinbT ΘΘΘ     (II.3.30) 
 
 
 Le dernier problème à examiner reste la définition des sections efficaces et de la fonction de phase pour 
des cylindres infinis. Concernant tout d’abord les sections efficaces, on se heurte au fait que ces sections doivent 
dépendre de la section géométrique G = 2aL pour des cylindres finis, mais doivent être indépendantes de la 
longueur L pour des cylindres infinis. On remarque alors, par identification entre les relations (II.3.24) et 
(II.2.27) que la section efficace d’extinction pour un cylindre fini doit être donnée par : 
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    (II.3.31) 
 
ce qui permet de définir la section efficace par unité de longueur L, ou plus exactement la largeur efficace d’un 
cylindre infini par : 
L
C
c =     (II.3.32) 
 
On accèdera de la sorte facilement aux efficacités du cylindre en divisant par la largeur géométrique 2a ou la 






==     (II.3.33) 
 
Finalement, on obtient : 
 











































































pi     (II.3.34) 
 








































































pi     (II.3.35) 
 
 
Bien évidemment, comme cela a déjà été mentionné dans la partie 2, si le rayonnement incident n’est pas 
polarisé, les propriétés radiatives s’obtiennent en formant ( )//// ,,2
1
, CQCQCQ += ⊥⊥ . Le code de calcul 
Fortran des efficacités définies par les équations (II.3.34-35) est disponible dans l’ouvrage de Bohren et 
Huffman (1983). 
 










cSCA     (II.3.36) 
 
on arrive enfin à l’expression de la fonction de phase pour un cylindre infini ou très long à partir du terme F11 de 
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F11 est calculé suivant les cas par : 
 
 - Onde TE : 2211 )(ΘTF =  
 - Onde TM : 2111 )(ΘTF =  
 - Non polarisé : ( ) 2)()( 222111 ΘΘ TTF +=  
 








    (II.3.38) 
 
Si l’on souhaite utiliser les résultats du calcul de la fonction de phase dans l’équation des transferts radiatifs, il 
sera alors impératif de la renormaliser au préalable en coordonnées sphériques sur 4pi stéradians (voir note II.2). 
 
 
3.2- Approche T-Matrice 
 
 
 L’approche Lorenz-Mie par séparation de variables qui vient d’être brièvement présentée sur quelques 
cas particuliers est applicable dans d’autres systèmes de coordonnées pour lesquels l’équation d’onde scalaire est 
séparable. Cependant, les difficultés d’obtention des solutions et les difficultés de précision et de temps calcul 
générées font que depuis le travail d’Asano et Sato (1980) sur des sphéroïdes, aucun résultat marquant ne semble 
avoir été obtenu avec cette méthode pour de nouvelles géométries. Une approche différente et très prometteuse, 
actuellement très en vogue, est l’approche proposée originellement par Waterman (1965, 1971), connue sous le 
nom d’Extended Boundary Condition Method (EBCM) ou T-Matrice, et qui a fait récemment l’objet de 
développements très intéressants de la part de Mishchenko et al. (2000). Cet auteur a notamment publié une 
revue (Mishchenko et al., 1996) sur cette méthode dans laquelle il traite en particulier de particules orientées au 
hasard de formes diverses avec symétrie de révolution (sphéroïdes, cylindres, particules de Tchebytchev), mais 
l’approche est aisément généralisable à d’autres géométries comme les paraboloïdes, les bicônes, les disques etc. 
Dans cette méthode, au lieu de chercher les solutions de l’équation d’onde par séparation de variables, on utilise 
le fait, qu’une fois réalisée la décomposition des champs en vecteurs harmoniques sphériques pour une particule 
quelconque, la linéarité des équations de Maxwell et des conditions aux limites implique que les coefficients des 
champs diffusés sont linéairement reliés à ceux des champs incidents. La transformation linéaire qui relie ces 
jeux de coefficients se fait à l’aide d’une matrice de transition appelée T-matrice. Si les particules présentent une 
symétrie de révolution et sont orientées au hasard, cette matrice est diagonale. Les expressions explicites de la 
matrice de transition peuvent alors être obtenues en traitant le problème de la diffusion du rayonnement par une 
approche intégrale plutôt que différentielle. 
 Ce paragraphe a pour but de présenter brièvement cette méthode qui sera utilisée par la suite pour 
produire des solutions exactes pour des particules non sphériques. On suivra pour cela les grandes lignes de 
l’article de synthèse de Mishchenko et al. (1996). 
 En reprenant de façon très générale la décomposition en vecteurs harmoniques sphériques des ondes 
incidente, interne et diffusée sans chercher à faire apparaître la fonction génératrice, mais en gardant comme 
vecteur pilote le rayon rerr
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    (II.3.40) 
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    (II.3.42) 
 
Comme les équations de Maxwell et les conditions aux limites sont linéaires, ces coefficients peuvent être reliés 





































    (II.3.43) 
 





































    (II.3.44) 
 
 L’obtention des coefficients de l’onde diffusée à partir de la matrice T nécessite bien évidemment au 
préalable la détermination des coefficients de l’onde interne (Extended Boundary Condition Method EBCM) qui 
sont donnés de façon linéaire par : 
 





























    (II.3.45) 
 
où les éléments de la matrice Q sont des intégrales de surface sur la particule et pourront être évaluées 






























    (II.3.46) 
 
les termes de la matrice RgQ étant également obtenus par intégration numérique sur la surface de la particule. En 
combinant les équations (II.3.44-46), on obtient la matrice T recherchée : 
 
[ ] 1Rg −−= QQT     (II.3.47) 
 
 Les formules générales pour le calcul des matrices Q et RgQ pour des particules de forme quelconque 
ont été établies et sont données dans l’ouvrage de Tsang et al. (1985). Néanmoins, dans le cas de particules 
présentant un axe de symétrie de révolution et en choisissant bien le référentiel, ces relations se simplifient. En 
particulier, les intégrales de surface deviennent de simples intégrales sur l’angle polaire, et en raison des 
symétries discutées dans la partie 2.2 pour la matrice S d’amplitude de diffusion, la matrice T devient diagonale 





nmnm TT '''' δ=     (II.3.48) 
 
 La façon détaillée d’obtenir les coefficients de la matrice T, notamment l’obtention de T(θ’,φ’) pour la 
direction diffusée à partir de T(θ,φ) par rotation du système de coordonnées, est décrite dans l’article de 
Mishchenko et al. (1996). Leur obtention résout le problème du calcul des efficacités puisque l’on a ensuite 
































































C pi   (II.3.50) 
 
Pour des particules orientées au hasard, les sections efficaces moyennes sont obtenues à partir d’intégrales sur 
toutes les orientations du type de celles définies par la relation (II.2.38). Enfin, les paramètres de Stokes et 
notamment le terme F11(Θ) de la matrice de Mueller pour la fonction de phase peuvent être calculés à partir des 
définitions (II.2.24-25), c'est-à-dire en calculant les fonctions d’amplitude de diffusion de la matrice S données 
d’une façon générale par : 
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    (II.3.51) 
 
Ce calcul nécessite de moyenner sur toutes les orientations de l’angle polaire les termes de (II.3.51), ce qui fait 



































mm dCCdd βββ  
dans lesquels les coefficients C sont les coefficients de Clebsch-Gordan qui peuvent être efficacement calculés 














, ce qui achève complètement la résolution du problème. 
 
 
 Un aspect fondamental de l’approche T-matrice est que les éléments de la matrice de transition T sont 
indépendants des champs incidents et diffusés et dépendent seulement de la forme, du paramètre de taille et de 
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l’indice de réfraction de la particule, aussi bien que de son orientation vis-à-vis du système de coordonnées. En 
conséquence, cette matrice n’a besoin d’être calculée qu’une seule fois et peut ensuite être utilisée pour quelque 
direction incidente ou diffusée que ce soit. Cette particularité est essentiellement à l’origine des excellents 
résultats obtenus en regard du temps calcul, comparé à l’approche classique Lorenz-Mie décrite précédemment. 
D’autre part, on montre aisément que dans le cas d’une particule sphérique, toutes les relations de l’approche T-
matrice deviennent identiques à celles de l’approche Lorenz-Mie, ce qui fait que l’on peut considérer sans 
conteste qu’il s’agit d’une extension de cette théorie pour des particules non sphériques, y compris des particules 
composites (Mishchenko et al., 1996). 
 Un code de calcul Fortran d’un intérêt considérable a été publié par Mishchenko et Travis (1998) et mis 
en libre accès sur le modèle de ce qui vient d’être présenté. Il permet d’accéder au calcul des efficacités, de la 
fonction de phase, du paramètre d’asymétrie g et des éléments de la matrice de Mueller pour des sphéroïdes, des 
cylindres, ou des particules de Tchebytchev. Ce code a été très largement utilisé dans la suite de ce travail, d’une 
part pour vérifier les limites des approches théoriques proposées en terme de paramètre de taille, et ensuite pour 
comparer la validité des approximations qui ont été développées pour calculer les propriétés radiatives de 
particules du même type sans limitation de taille aucune. 
 
 
3.3- Limite des Approches Théoriques Exactes 
pour les Applications Envisagées. 
 
 
 Bien qu’il en existe d’autres (Bohren et Huffman, 1983), les deux méthodes qui viennent d’être 
présentées sont sans conteste possible les deux plus utilisées pour calculer des propriétés radiatives de particules. 
La méthode historique de Lorenz-Mie pour des sphères est maintenant aisée à mettre en œuvre, d’où son succès 
et son utilisation grandissante pour traiter des particules comme des sphères équivalentes (ce qui amène à des 
erreurs très importantes comme nous le verrons plus loin). Nous avons vu cependant que cette approche est 
rapidement limitée lorsque l’on s’intéresse à d’autres formes de particules, et seules les formes cylindriques et 
sphéroïdales ont fait l’objet de développements conséquents. La méthode T-matrice, qui permet de mieux gérer 
des formes de particules de plus en plus variées et qui est réputée environ deux fois plus rapide, semble 
s’imposer aujourd’hui (Mishchenko et al., 2000). 
 Néanmoins, au regard des applications que nous envisageons dans ce travail et des paramètres de taille 
concernés, ces approches rigoureuses présentent un défaut majeur. En effet, lorsque la taille des particules 
augmente, ainsi que leur asphéricité, elles conduisent toutes les deux à des problèmes de nos jours insolubles de 
précision et de temps calcul. Ce problème est très bien illustré pour le cas de sphéroïdes distribués au hasard (une 
des rares formes pour lesquelles on possède des solutions par les deux méthodes), en comparant les résultats 
d’Asano et Sato (1980) pour la méthode de séparation de variables, et de Mishchenko et Travis (1998) pour la 
méthode T-matrice. On peut trouver chez ces deux auteurs des calculs de paramètre de taille xeq (en sphère 
équivalente en surface ou en volume, ce qui n’a pas grande incidence et qui demeure la grandeur la plus pratique 
pour comparer des particules relativement asphériques) maximum qu’il est possible d’atteindre avant que des 
problèmes de précision n’empêchent de trouver une solution aux simples calculs de sections efficaces. La 
difficulté augmente également avec l’indice de réfraction relatif, mais on trouve des valeurs comparables chez 
ces deux auteurs pour mr environ égal à 1,3. 
 
 Concernant tout d’abord l’approche Lorenz-Mie, Asano et Sato (1980) atteignent respectivement pour 
des sphéroïdes allongés et aplatis avec des rapports R entre axe majeur et mineur de 5 (ce qui est faible pour de 
très nombreux micro-organismes) des valeurs maximales pour xeq de 10 et 15. 
 Le même type de problème se produit pour la méthode T-matrice, car comme les éléments de la matrice 
Q diffèrent de plusieurs ordres de grandeur, son inversion est un problème mal conditionné, et les erreurs de 
précision qui augmentent avec le paramètre de taille et l’asphéricité de la particule (le rapport R), rendent la 
méthode numérique divergente. Mishchenko et Travis (1998) tentent d’améliorer les résultats en utilisant une 
méthode plus performante pour l’inversion de la matrice Q (uniquement disponible dans la bibliothèque 
commerciale NAG), et en travaillant en quadruple précision, ce qui nécessite le recours à un supercalculateur 
pour pallier alors les problèmes de temps calcul. Malgré tout, les valeurs maximales de xeq atteintes par ces 
auteurs pour des sphéroïdes aplatis de même rapport R = 5 sont respectivement pour les trois méthodes de 7, 12, 
et 27. Il est à noter que ces valeurs diminuent pour des sphéroïdes allongés, et deviennent encore plus faibles 
pour des cylindres. D’autre part, on peut constater que l’efficacité des méthodes proposées par Mishchenko et 
Travis (1998) (qui sont réservées à des utilisateurs disposant de moyens calcul importants) apparaissent de moins 
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en moins efficaces quand l’asphéricité de la particule augmente (on gagne un facteur six pour R = 2, mais 
seulement un facteur deux pour R = 20 avec une valeur maximale de xeq = 3 pour un sphéroïde allongé). 
 Ces limitations de paramètres de taille sont extrêmement problématiques pour envisager des 
applications à des calculs de propriétés radiatives de micro-organismes. En effet, le domaine de paramètres de 
taille (en sphère équivalente) pour des micro-organismes en suspension aqueuse s’étend grossièrement entre 
[ ]100134 −⋅pi , soit environ entre 4 ( λ≅eqa2 ) et 400 avec des valeurs de R jusqu’à plus de 50, même s’il existe 
d’excellentes approximations (voir plus loin) pour les paramètres élevés supérieur à 100. Nous avons réalisé nos 
propres simulations pour des sphéroïdes allongés et des indices de réfraction relatifs plus proches de micro-
organismes (mr = 1,04) avec une distribution de tailles log-normale (σ = 1,2), à partir de la version de base du 
code T-matrice fourni par Mishchenko et Travis (1998). Les résultats sont consignés dans le tableau II.1, et 
montrent très clairement que dès que l’on s’écarte notablement de la sphère (ce qui est pourtant l’intérêt du 
code !), on est très vite limité en dehors de notre domaine d’application. 
 
 
Rapport entre axe majeur et mineur R 3/2 2 3 5 10 
Valeur maximale de xeq 50 25 10 4 3 
 
Tableau II.1 : Valeurs maximales du paramètre de taille en sphère équivalente en volume xeq,v en fonction du 
rapport d’asphéricité R, obtenues pour des sphéroïdes allongés d’indice relatif mr = 1,04 avec une distribution de 




Ces restrictions rendent ce code quasiment inutilisable dans notre domaine d’intérêt, excepté pour les valeurs les 
plus faibles de xeq pour lesquelles il servira de solution de référence, et nous obligent à envisager de développer 
des approximations pour les applications envisagées dans ce travail. Ce sera l’objet des deux prochaines parties 
pour lesquelles nous allons tout d’abord initier une comparaison générale pour des sphères permettant de choisir 
l’approximation la plus judicieuse qui sera par la suite développée pour des particules non sphériques. 
 
 




4.1- Approximations de Sphères Composites et 
Polydispersées par des Solutions Exactes 
 
 
4.1.1- Sphères Composites et Pseudo-homogènes, Cas 
des Micro-organismes 
 
 Comme cela a été présenté dans la deuxième partie de ce chapitre (paragraphe 2.1.2), il est assez rare 
d’avoir affaire à des particules homogènes. Ce n’est justement pas le cas pour des micro-organismes qui sont 
composés de structures présentant des indices de réfraction assez différents (membrane, paroi, cytoplasme, 
noyau, substances de réserve, mitochondries, chloroplastes, pigments, etc., pour ne citer que les plus 
représentatives). Nous nous limiterons dans ce paragraphe à l’étude du comportement diélectrique des micro-
organismes (partie réelle de l’indice de réfraction), la prise en compte des pigments et de leur incidence sur la 
partie imaginaire de l’indice de réfraction fera l’objet d’un paragraphe dédié en fin de chapitre (paragraphe 6). 
 Compte tenu des difficultés discutées précédemment sur l’obtention de solutions rigoureuses pour une 
sphère composite à une inclusion centrée ou non, et sachant que le problème devient extrêmement ardu pour des 
particules asphériques composites (Mishchenko et al., 1996), il n’est bien sûr pas envisageable d’espérer obtenir 
des solutions rigoureuses pour des micro-organismes quelconques, même dans le cas d’approximations. La voie 
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envisagée consiste alors à calculer des propriétés optiques moyennes qui sont censées refléter le comportement 
réel de la particule composite le mieux possible. 
 Il existe assez peu de données dans la littérature à ce propos, excepté les remarquables travaux de Wyatt 
(1968, 1970, 1972) qui cherchait à caractériser des micro-organismes procaryotes en fonction de la mesure d’une 
signature liée à la polarisation de la lumière diffusée par un échantillon (on peut sur ce point citer également 
Bickel et al., 1976 ; qui caractérisent des mutants de la paroi de spores en mesurant le rapport 
(F14+F34)/(F11+F31) en diffusion simple). Dans les articles précédents, Wyatt donne pour des procaryotes 
(Bacillus et Staphylococcus) des valeurs d’indices de réfraction pour le cytoplasme entre 1,35 et 1,4 (moyenne 
1,365) et pour la membrane, entre 1,4 et 1,44 (moyenne 1,42). Il fournit également des valeurs pour des spores 
de Bacillus : environ 1,5 pour le cytoplasme, et entre 1,6 et 1,7 pour la paroi. Cet auteur considère donc un 
micro-organisme procaryote comme composé seulement de deux parties d’indices moyens : un cytoplasme et 
une membrane ou paroi extérieure. Ses données sont en excellent accord avec les mesures expérimentales et il 
semble qu’elles dépendent très peu du type de micro-organisme considéré. A partir de ses informations et 
mesures, on peut estimer que la fraction volumique moyenne f pour la partie cytoplasmique est d’environ 0,80 à 
0,88 (Wyatt, 1970 et 1972). Si l’on utilise ces valeurs, il est alors possible de comparer ce que donnent les 
relations de composition développées au paragraphe 2.1.2 ; comme précisé alors, les quatre relations (II.2.7-10) 
donnent à peu de chose près la même moyenne de 1,38. On peut donc considérer l’indice de réfraction moyen 
d’un micro-organisme procaryote compris entre 1,37 et 1,39 sur la base de ces relations, ce qui est en excellent 
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   (a)       (b) 
 
Figure II.4 : Évolution de l’efficacité d’extinction QEXT (a) et de la section efficace d’extinction CEXT (b) pour 
une particule sphérique diélectrique en suspension dans l’eau (n = 1,33) composée d’une partie centrale (f = 0,8 
et n = 1,365) et d’une partie externe (n = 1,42) en fonction du paramètre de taille x. 
Calcul rigoureux ( 0) à partir des équations II.3.15 et 20 ; Calcul à partir d’une sphère homogène équivalente   
( 0) en utilisant les relations II.2.7-10 pour l’estimation de l’indice moyen n = 1,376 ; Calcul par une sphère 




 Néanmoins, il a déjà été mentionné que les formules de compositions (II.2.7-10) ne sont valables que si 
la taille des inclusions reste petite devant celle de la longueur d’onde considérée, ce qui n’est pas forcément le 
cas sur tout le domaine de tailles caractéristiques de micro-organismes. Ce problème est très bien illustré sur les 
figures II.4-a et b qui présentent la comparaison entre un calcul rigoureux de propriétés radiatives de sphères 
composites et des approximations par des sphères homogènes d’indices de réfraction moyens sur un large 
domaine de paramètre de taille. La figure II.4-a notamment montre effectivement que les relations théoriques 
sont excellentes jusqu’à un paramètre de taille d’environ x = 50 (vérifiant la restriction mentionnée), ce qui 
englobe bon nombre de micro-organismes, mais pour des valeurs de x supérieures, on observe un décalage entre 
les maxima et les minima qui peut amener des erreurs importantes. Pour des valeurs du paramètre de taille 
supérieures à 70, il est préférable de travailler avec une valeur moyenne obtenue par optimisation en minimisant 
l’écart avec la courbe de référence. Le résultat est alors bien meilleur comme le confirme la figure II.4-b des 
sections efficaces qui représentent les propriétés radiatives conduisant au calcul des coefficients d’absorption et 
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de diffusion des particules. Il peut cependant subsister des écarts importants pour certaines valeurs du paramètre 
de taille dans l’exemple choisi. Ces variations d’amplitude, correspondant particulièrement aux maxima et 
minima des oscillations de l’efficacité d’extinction, sont essentiellement dues aux phénomènes de résonances 
liés au fait que l’inclusion est centrée dans notre exemple. Si l’on traite le problème pour des inclusions non 
centrées (Ngo et al., 1996), les différences s’atténuent, et deviennent quasi inexistantes si l’on rajoute un effet de 
lissage lié à une polydispersion des particules (voir paragraphe suivant). 
 Si l’étude précédente semble assez argumentée concernant des micro-organismes procaryotes, il n’en 
reste pas moins que l’on trouve très peu d’informations sur les indices de réfraction de micro-organismes 
eucaryotes qui ont été beaucoup moins étudiés. Il semble donc difficile pour le moment d’envisager l’utilisation 
de formules de composition dans ce cas, et on devra travailler, au moins dans un premier temps, à partir de 
mesures expérimentales. On peut malgré tout supposer, compte tenu des informations disponibles sur les spores, 
que les valeurs moyennes devraient être comprises entre 1,4 et 1,6. 
 
 
4.1.2- Distribution de Tailles et Rayon Effectif 
 
 Comme cela a déjà été mentionné dans la partie précédente, la prise en compte d’une distribution de 
tailles de particules pour l’échantillon réel est un facteur important mais qui peut conduire à des temps calcul 
extrêmement longs (cent fois le temps calcul de la particule simple pour les paramètres de taille élevés), 
notamment pour le calcul de fonctions de phase de micro-organismes. Il est alors intéressant de pouvoir travailler 
avec une approximation de particules monodispersées équivalentes à partir d’un rayon effectif. Celui-ci a été 
défini par l’équation (II.2.43) qui correspond au rayon de Sauter reff = aeff = r32 et qui apparaît comme la 
meilleure façon de se passer du calcul d’une distribution de tailles (Van de Hulst, 1981). Comme on peut le 
constater sur la figure II.5-a sur laquelle on compare l’efficacité d’une sphère diélectrique avec une distribution 
de tailles log-normale et celle d’une sphère effective correspondante, l’approximation est loin d’être parfaite car 
la prise en compte de la distribution atténue fortement les oscillations, ce qui n’est jamais le cas d’une sphère 
monodispersée. Ce phénomène est d’autant plus marqué que l’indice de réfraction de la particule est élevé ou 
que la distribution est large, néanmoins on peut considérer que pour un micro-organisme, l’erreur commise ne 
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Figure II.5 : (a) Évolution de l’efficacité d’extinction QEXT pour des particules sphériques diélectriques 
polydispersées (indice n = 1,38) en suspension dans l’eau (n = 1,33) avec une distribution de tailles log-normale 
(σ = 1,15) en fonction du paramètre de taille x ( 0). Comparaison avec les efficacités calculées pour des 
particules monodispersées avec un paramètre de taille effectif xeff = x32 (  ). 
  (b) Représentation de la fonction de phase en fonction de l’angle polaire p(Θ) pour des 
particules sphériques diélectriques polydispersées (indice n = 1,38) en suspension dans l’eau (n = 1,33) avec une 
distribution de tailles log-normale (σ = 1,15) et pour un paramètre de taille x =140 ( 0). Comparaison avec la 
fonction de phase calculée pour des particules monodispersées de mêmes caractéristiques avec un paramètre de 
taille effectif xeff = x32 = 140 (  ). 
 
 




 Par contre, concernant la fonction de phase, l’approximation est bien meilleure comme on peut le voir 
sur la figure II.5-b sur laquelle on compare les résultats obtenus avec et sans distribution de tailles, mais pour un 
paramètre de taille effectif équivalent de la sphère monodispersée. Même en se plaçant à un paramètre de taille x 
= 140 qui correspond au plus grand écart observé sur les efficacités, on constate qu’en dehors d’un effet de 
lissage des résonances, il y a très peu de différence entre les deux approches. Ce résultat est confirmé par le 
calcul du paramètre d’asymétrie qui vaut g = 0,9911 pour les particules avec distribution de tailles (σ = 1,15) et g 
= 0,9920 pour la particule monodispersée effective. On peut donc considérer que l’approximation par une 
particule monodispersée de rayon effectif est une bonne approximation dans le cas du calcul des fonctions de 
phase, mais peut notablement s’écarter de la réalité pour le calcul des sections efficaces, ce qui n’est pas 
véritablement un souci car il est rare d’avoir des problèmes de temps calcul en polydispersé pour ces dernières. 
 Le problème de la particule équivalente avec une dimension caractéristique effective est un peu plus 
compliqué dans le cas asphérique, mais demeure assez simple si l’on a une symétrie de révolution pour la 
particule. On peut en effet exprimer alors le volume ou la surface de la sphère équivalente à partir de deux semi 
axes a et b (ou du rapport R = a/b) pour chaque géométrie considérée. Si l’on suppose que le rapport moyen R est 
conservé quelle que soit l’hypothèse, on utilisera comme valeur effective de l’axe a perpendiculaire à l’axe de 

















eff     (II.4.1) 
 
où σ  sera déterminé à partir d’une distribution équivalente en volume σv ou en surface σs. 
 
 




 Étant entendu que l’utilisation de données réelles moyennes comme l’existence d’une distribution de 
tailles ou bien la moyenne sur toutes les directions incidentes pour une particule asphérique distribuée au hasard 
contribue à atténuer les différences en supprimant les résonances ou en diminuant l’amplitude de variation des 
efficacités, nous avons décidé dans cette partie d’effectuer les comparaisons dans le cas le plus défavorable, 
c'est-à-dire pour des particules sphériques monodispersées. 
 
 
4.2.1- Approximations pour les Petites et les Grandes 
Valeurs du Paramètre de Taille x 
 
 Le problème théorique de l’interaction entre une particule et un rayonnement est bien connu pour se 
simplifier grandement dans deux cas limite : le cas où la taille de la particule est très petite devant la longueur 
d’onde considérée (valeurs faibles du paramètre de taille x) conduisant à l’approximation de Rayleigh, et le cas 
inverse (grandes valeurs du paramètre de taille x) conduisant à l’approximation de l’optique géométrique. Un 
autre domaine d’approximation extrêmement important pour les applications aux micro-organismes, mais moins 
souvent considéré, est le cas où il existe un faible écart entre les indices de réfraction réels de la particule et de 
son milieu environnant, c'est-à-dire lorsque 01 →−rm . Ce dernier cas donne lieu à l’approximation de 
Rayleigh-Gans pour les faibles valeurs de x, et à l’approximation de diffraction anomale pour les valeurs de x 
plus grandes. 
 
4.2.1.1- Optique Géométrique et Diffraction de Fraunhofer 
 
 Lorsque le paramètre de taille x devient grand (la valeur réelle pour l’approximation dépend des 
propriétés optiques de la particule, de sa forme et de la propriété recherchée), on peut aborder le problème de 
l’interaction du rayonnement avec une particule de façon simple et intuitive en considérant que la diffusion par la 
particule est la résultante des phénomènes de diffraction, réflexion et réfraction. Le premier phénomène peut 
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alors être quantifié de façon assez simple en appliquant les relations de diffraction de Fraunhofer près d’un objet 
opaque, et les deux derniers seront quantifiés par les règles classiques de l’optique géométrique (OG) à l’aide de 
la méthode dite de « tracé des rayons » à l’intérieur de la particule qui considère la transmission après 1,…., n 
réflexions du rayon incident (Van de Hulst, 1981 ; Bohren et Huffman, 1983). 
 En réalité, la plupart des applications que nous envisageons ici avec des micro-organismes dans le 
domaine visible des longueurs d’onde présentent des paramètres de taille trop petits pour trouver un réel intérêt à 
développer plus avant cette méthode. Nous l’envisagerons cependant plus loin comme un cas limite de 
l’approximation de diffraction anomale, car elle peut présenter une alternative très raisonnable pour le calcul des 
fonctions de phase de certains microorganismes de taille importante, lorsque des problèmes de temps calcul 
apparaissent. 
 
4.2.1.2- Approximation de Rayleigh-Gans 
 
 A l’opposé, cette approximation est valable lorsque le paramètre de taille est petit, et qui plus est si les 
propriétés optiques de la particule sont voisines de celle du milieu environnant, ce qui est bien sûr le cas des 
micro-organismes. Plus rigoureusement, les conditions d’application de l’approximation de Rayleigh-Gans (RG) 
qui est une extension de l’approximation de Rayleigh pour des valeurs plus élevées de paramètre de taille, sont 























    (II.4.2) 
 
 
Ces critères ne permettent pas de définir une taille maximale d’application pour x indépendamment de l’indice 
de réfraction mr de la particule, alors que pour de très faibles valeurs de x, on obtient bien les relations de 
Rayleigh valables quelles que soient les propriétés optiques de la particule (Van de Hulst, 1981 ; Bohren et 
Huffman, 1983) pour des efficacités QEXT << 1. Cependant, si l’on considère que les indices de réfraction réels 
de micro-organismes varient environ entre 1,38 et 1,55, un calcul assez simple à partir de (II.4.2), en considérant 
les longueurs d’onde du visible, conduit à un paramètre de taille maximum xmax respectivement de 15 et 3. Cette 
fourchette correspond à des micro-organismes de moins d’un à deux micromètres de diamètre ce qui restreint le 
domaine d’application de cette approximation à de très petits micro-organismes (Wyatt, 1968 et 1972). 
 On peut montrer (Bohren et Huffman, 1983) rigoureusement à partir d’une formulation intégrale du 
problème de diffusion que l’approximation de RG est obtenue si l’on approxime les champs à l’intérieur de la 
particule par les champs incidents. Ceci est vrai à condition que l’onde incidente ne soit que très peu réfléchie à 
l’interface milieu-particule (première condition de II.4.2) et qu’elle ne change que peu de phase et d’amplitude 
une fois dans la particule (deuxième condition de II.4.2). Le problème général de la diffusion se traite alors 
simplement en sommant la contribution de chaque élément de volume dV sur le volume V de la particule pour 
lequel il est facile de montrer (Van de Hulst, 1981) que l’on obtient une relation très générale pour les fonctions 

































R )exp(1),( δφθ est le facteur de forme pour la particule, et δ la phase de l’onde diffusée. 
L’avantage de cette formulation est que les expressions de R (θ, φ) en fonction de la géométrie de la particule 
s’établissent assez facilement, et qu’il est également assez aisé de généraliser la définition à des particules 
composites de formes quelconques (Bohren et Huffman, 1983). Pour une sphère homogène de rayon a, on 
montre par exemple que le facteur de forme vaut (Van de Hulst, 1981) : 
 
















    (II.4.4) 
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Figure II.6 : Évolution de l’efficacité d’extinction ou de diffusion QEXT = QSCA pour des particules sphériques 
diélectriques monodispersées (indice n = 1,50) en suspension dans l’eau (n = 1,33) en fonction du paramètre de 
taille x. Comparaison entre les valeurs exactes ( 0) et les valeurs données par l’approximation de Rayleigh-






















    (II.4.6) 
 
Rayleigh a montré que cette intégrale s’exprimait par : 
 






















−+−−−+= γϕ     (II.4.7) 








cos)( . Il est alors aisé de 








112 ρ=−= xmQ rSCA , où ρˆ  est 
donné par les équations II.2.1 et 5. 
 
 Comme on peut en juger, cette approximation est assez simple à mettre en oeuvre et l’approche 
présentée ici pour une sphère se généralise à des cylindres ou des disques (Van de Hulst, 1981 ; Bohren et 
Huffman, 1983), voir même à des sphéroïdes (Wyatt, 1968), mais elle présente l’inconvénient majeur d’être 
limitée aux plus petites tailles de micro-organismes. Ce problème est illustré sur la figure II.6 où l’on compare 
les valeurs exactes d’efficacités de sphères diélectriques en fonction du paramètre de taille aux valeurs issues de 
l’approximation RG. Le résultat montre clairement que pour l’indice de particule choisi (n = 1,5), les valeurs 
approchées divergent nettement pour un paramètre de taille compris entre 6 et 8 (correspondant à une efficacité 
environ égale à 1) comme annoncé plus haut, et ceci en raison de l’évolution en x2 prévue par la limite de 
l’expression (II.4.6). Néanmoins, pour des valeurs plus faibles de x, l’approximation est excellente et si l’on se 
trouve dans le bon domaine, on ne doit pas négliger l’apport potentiel de cette approche. Celle-ci a d’ailleurs été 
utilisée avec succès par Wyatt (1968, 1970, et 1972) pour caractériser des bactéries comme Bacillus et 
Staphylococcus à partir de mesures angulaires de diffusion. 
 
 
4.2.2- Approximation de Diffraction Anomale 
 
 Cette approximation, dont le nom adopté ici a été initialement proposé par Van de Hulst (1981) au 
début des années 50 est également connue en physique quantique sous le nom d’approximation de diffusion aux 
petits angles ou approximation de Schiff (1956). Si l’approximation précédente de Rayleigh-Gans était valable 
pour des paramètres de taille x petits, le cas limite où l’indice de réfraction complexe mr tend vers 1 présente 
aussi des simplifications intéressantes, quoi que différentes, pour les grandes valeurs de x. Les conditions 
d’application de cette approximation sont donc les suivantes : 
 
quelconque    mais  ,1et    11soit  







    (II.4.8) 
 
En pratique, nous allons vérifier que, de la même façon que l’approximation RG semble valable jusqu’à ρ 
environ égal à 1, la valeur minimale du paramètre de taille xmin à partir de laquelle l’approximation de diffraction 
anomale (DA) s’applique est environ 1, en fonction de l’indice de réfraction. 
 
4.2.2.1- Cas Général 
 
 Lorsque l’on s’intéresse à des particules dont l’indice relatif tend vers 1, c'est-à-dire à des particules peu 
réfringentes, il est possible de négliger alors le phénomène de réflexion (le coefficient de réflexion de Fresnel 
tend vers zéro). De plus, si l’on considère que le paramètre de taille x est suffisamment grand, il est possible de 
traiter la réfraction par le tracé d’un rayon dans la particule (optique géométrique) qui ne subira pas de déviation 
puisque l’indice relatif tend vers 1 (figure II.7). Ainsi, le champ au point P derrière une sphère de section 
géométrique G = pia2 (figure II.7) n’est pas modifié en amplitude, mais seulement en phase. Le trajet dans la 
sphère d’indice mr est 2a sin τ, donc le déphasage en P est τρλpiτ sin2)1(sin2 =−rma . Le terme 
)1(2 −= rmxρ  correspond donc au déphasage d’un rayon qui traverse la sphère en son centre (τ = pi/2). En un 
point de l’ombre portée par la section géométrique sur le plan xy, le champ qui détermine l’onde diffusée est la 
somme d’un terme réfracté )sin(exp τρi−  et d’un terme constant diffracté qui vaut 1. 
 Si dans un premier temps on ne s’intéresse qu’à la direction incidente Θ = 0 (ce qui conduira aux 
définitions des efficacités et des sections efficaces d’extinction et d’absorption), on est amené à évaluer 
l’intégrale A(Θ = 0), qui, à une constante près que l’on définira plus loin, permet de donner la fonction 
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d’amplitude S(Θ = 0), conduisant aux efficacités d’extinction à partir de { })0(Re A . Cette intégrale vaut donc, 
compte tenu de ce qui vient d’être dit : 









Lorsque l’on utilise des coordonnées polaires à l’intérieur du cercle projeté (figure II.7), on a x = cosτ et y = sinτ, 
ce qui donne, en posant γ = pi/2 – τ : 
 





∫ −−=     (II.4.10) 
 
 Notons que si le milieu est conducteur, on doit redéfinir le déphasage ρ (éq. II.2.5) comme un nombre 
complexe ρˆ  vérifiant : 
 














    (II.4.11) 
 
et qui est à utiliser dans le calcul de A(0) via l’équation (II.4.10). 
 Pour généraliser maintenant le raisonnement aux grandeurs angulaires dépendant de Θ, on utilise le 
principe de Huygens qui permet de définir la diffraction de Fraunhofer et qui consiste à calculer le rayonnement 
diffusé par une ouverture ayant la même forme que l’obstacle. On doit alors introduire la dépendance en Θ et Φ. 
L’azimut Φ est introduit en posant les coordonnées polaires sphériques Φξ cosx=  et Φη sinx= , définissant 
le nouvel élément de surface projetée Φττηξ ddadd )(coscos2= . La dépendance en Θ (dans le plan xz ou 
ξζ ) est alors obtenue en rajoutant le terme harmonique ( )Θξik−exp , ou encore ( )Φτ coscosexp zi−  en posant 
z = xΘ. Une expression générale pour la nouvelle intégrale angulaire A(Θ) est donc : 
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0 )cos(2)coscos(exp zJdzi  ce qui conduit de façon générale pour un conducteur, à l’aide du 
changement de variable déjà utilisé, à l’expression finale : 
 



























































































































































a k  ; Γ(x) étant la fonction 





























L’équation (II.4.13) donne notamment accès au calcul de la fonction de phase à partir de ( ){ }ΘARe  et 
( ){ }ΘAIm  qui pourront être évaluées numériquement ou analytiquement à l’aide de logiciels de calcul 
symbolique. En effet, il est facile de montrer (Van de Hulst, 1981) que les fonctions d’amplitude S1(Θ) et S2(Θ) 
ont, dans le cadre de l’approximation DA, la même valeur égale à : 
 
),()()( 221 zAxSS ρΘΘ ==     (II.4.14) 
 
ce qui montre que l’on peut se contenter d’un traitement de la fonction d’onde scalaire (autre nom parfois donné 
à l’approximation DA) et qui complète le problème. 
 L’obtention de relations d’usage pour les efficacités et sections efficaces de sphères dans le cas de 
l’approximation DA est donc liée à l’évaluation de l’équation (II.4.10) ; dans ce cas, en posant ρˆiw = , il est 










wK −−+−+=     (II.4.15) 
 
qui conduit directement, à partir des définitions (II.2.27 et 32) et de (II.4.14), à l’expression de l’efficacité 
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(II.4.16) 




dont la limite quand ∞→ρ  est bien égale à 2. De la même façon, en remarquant que la partie imaginaire du 
déphasage complexe ρˆ  est égale à 2xκr, correspondant à la décroissance de l’amplitude par absorption, il est 
facile de montrer que la fraction d’énergie issue d’un rayon incident et qui est absorbée dans la sphère 
conductrice vaut )sin4exp(1 τκ rx−− , ce qui conduit alors, par intégration sur tous les rayons incidents, à une 









)tan2exp(21)(2 −−+−+=′′= KQABS     (II.4.17) 
 
dont la limite vaut 1 (réflexion négligeable), et qui permet d’accéder à QSCA par différence. Remarquons alors 
que pour la valeur limite 0→ρ , on obtient aisément (Van de Hulst, 1981) : 





1 ρβρ =+=−= ABSEXTSCA QQQ  qui est en parfait accord avec la limite obtenue pour de grands 
paramètres de taille x dans le cadre de l’approximation RG. Enfin, dans le cas d’une particule diélectrique (β = 
































































































   (a)       (b) 
 
Figure II.8 : Tracé exact des efficacités QSCA (a) et des sections efficaces CSCA (b) en fonction du déphasage ρ 
pour des particules sphériques diélectriques (éqs. II.3.12 et 16-17) d’indices de réfraction relatifs nr = 1,50 ( 0) 
et nr = 1,03 ( 0). Comparaison avec la solution donnée par l’approximation de diffraction anomale (  ) pour 




 Le résultat de l’approximation DA sur le calcul des efficacités et des sections efficaces est 
sommairement décrit sur les figures II.8 et 9. On a tout d’abord comparé l’approximation pour une particule 
diélectrique avec un indice proche de celui du milieu environnant (indice relatif nr = 1,03), puis à l’extrême, pour 
une particule avec un indice relatif élevé (nr = 1,5). Il apparaît clairement (fig. II.8) que dans le premier cas, 
l’approximation est excellente dès une valeur de déphasage ρ d’environ 0,05. Par contre, pour la particule plus 
réfringente, le déphasage doit être supérieur à 1,5 pour avoir une estimation correcte des facteurs recherchés, et 
selon les cas, l’erreur peut alors atteindre 30%. Néanmoins, dans les deux cas, la valeur minimale du paramètre 
de taille xmin correspondant au domaine de validité (indépendamment de l’indice) est bien environ égale à 1. Si la 
valeur d’indice relatif nr = 1,5 citée par Van de Hulst (1981) comme limite d’application de l’approximation DA 
apparaît peut-être un peu optimiste au regard de la figure II.8, il n’en reste pas moins que cette approximation 
apparaît d’une redoutable efficacité pour des indices plus faibles. Notamment, si l’on considère une valeur 
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maximale pour un micro-organisme d’environ nr = 1,2, il semble possible d’espérer une estimation meilleure que 
10% dans tout le domaine de déphasage intéressant, couvrant ainsi une partie du domaine de l’approximation RG 
pour les petits micro-organismes, et jusqu’aux valeurs les plus élevées du paramètre de taille. La figure II.9 
confirme que pour une particule absorbante de faible indice relatif mr = 1,03 - 0,0075 i, l’approximation DA est 













































   (a)       (b) 
 
Figure II.9 : Tracé exact des efficacités Q (a) et des sections efficaces C (b) pour l’extinction ( 0) et 
l’absorption ( 0) en fonction du déphasage ρ pour une particule sphérique absorbante (éqs. II.3.12 et14-17) 
d’indice de réfraction relatif mr = 1,03 - 0,0075 i. Comparaison avec la solution donnée par l’approximation de 




 L’utilisation de l’approximation DA pour le calcul de la fonction de phase nécessite également d’être 
validée dans le domaine des paramètres de taille correspondant au monde microbien. A partir des définitions 
générales du paragraphe 2.2 (éq. II.2.25 et 34) et de la relation donnant les fonctions d’amplitude (éq. II.4.14), il 








22 ),ˆ()( =     (II.4.19) 
avec : { }[ ] { }[ ]222 ReIm AAA +=     (II.4.20) 
 
Les parties réelles et imaginaires de A(Θ) peuvent être calculées analytiquement à partir de l’éq. II.4.13 en 







0 cossin)sin()costanexp()cossin(Im     (II.4.21) 
 





0 cossin)sin()costanexp()coscos(1Re     (II.4.22) 
 
Si l’on se restreint au cas d’un diélectrique, les expressions précédentes se simplifient en éliminant le facteur 
d’amortissement exponentiel (tan β = 0), et l’on obtient alors des solutions analytiques simples à partir des 
relations II.4.21-22 : 













































































































kkFzA ρρ     (II.4.24) 
 
qui se trouve être la deuxième intégrale de Sonine avec n = ½ et m = 0, soit en utilisant la fonction de Riccati-





































































   (a)       (b) 
 
Figure II.10 : Comparaison du tracé des fonctions de phase pour une particule sphérique diélectrique d’indice nr 
= 1,03 (a) et pour une particule légèrement absorbante d’indice mr = 1,03 - 0,0075 i (b) en fonction de l’angle Θ 
dans le cas d’un déphasage ρ = 0,2 (x environ égal à 4). La solution exacte ( 0) est calculée à l’aide de la 
théorie de Lorenz-Mie (éqs. II.2.25 et 34) ; elle est comparée aux solutions approchées données par 
l’approximation DA ( 0) (éqs. II.4.19-22), et par l’approximation DA à laquelle on a ajouté l’approximation de 




De façon à discuter le domaine de validité de l’approximation DA pour la fonction de phase, des tracés 
comparatifs ont été réalisés dans une large gamme de paramètre de taille x, à la fois pour un faible déphasage 
(figure II.10) ρ = 0,2 (correspondant environ à un paramètre de taille x = 4) et un fort déphasage (figure II.11) ρ 
= 6 (correspondant environ à un paramètre de taille x = 120). Pour chaque cas on a comparé la fonction de phase 
d’une particule diélectrique d’indice nr = 1,03 et d’une particule absorbante d’indice mr = 1,03 – 0,0075 i. On 
constate que dès les faibles paramètres de taille (figure II.10), la correspondance est quasi parfaite entre 0 et 90°, 
même si des décalages apparaissent ensuite, entre 90 et 180° alors que la valeur de la fonction de phase est très 
faible. Pour des valeurs élevées de x (figure II.11), l’accord est très bon sur tout le domaine, à la fois en 
amplitude et en localisation de pics, ce qui n’est guère surprenant car on remplit alors complètement les 
conditions de l’approximation DA (II.4.8). Le bon accord obtenu dans toute la gamme de paramètres de taille, à 
la fois pour une particule diélectrique ou conductrice, entre 0 et 90° est un point primordial, car c’est dans cette 
zone que les valeurs de la fonction de phase sont élevées et donc qu’il est important d’avoir une bonne 
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approximation. Nous reviendrons sur ce point au chapitre 3, lorsque nous détaillerons les méthodes numériques 
de résolution de l’équation des transferts radiatifs, car la quasi-totalité des auteurs utilise alors des 
approximations de la fonction de phase par des polynômes de Legendre qui, bien qu’étant pertinentes à 0° et 
entre 90 et 180°, présentent de grandes faiblesses dans le domaine requis entre 0 et 90°, ce qui conduit à 
d’importantes erreurs de calcul. On peut donc considérer que l’approximation DA est un excellent outil 
d’approximation (toujours mieux que 10%) pour des particules dont l’indice de réfraction relatif reste inférieur à 





























































   (a)       (b) 
 
Figure II.11 : Comparaison du tracé des fonctions de phase pour une particule sphérique diélectrique d’indice nr 
= 1,03 (a) et pour une particule légèrement absorbante d’indice mr = 1,03 - 0,0075 i (b) en fonction de l’angle Θ 
dans le cas d’un déphasage ρ = 6 (x environ égal à 120). La solution exacte ( 0) est calculée à l’aide de la 
théorie de Lorenz-Mie (éqs. II.2.25 et 34) ; elle est comparée aux solutions approchées données par 
l’approximation DA ( 0) (éqs. II.4.19-22), et par l’approximation DA à laquelle on a ajouté l’approximation de 




4.2.2.2- Optique Géométrique et Diffraction de Fraunhofer pour 
la Fonction de Phase 
 
 Le calcul des propriétés angulaires de particules comme la fonction de phase étant de loin celui qui pose 
le plus de problèmes de temps machine, et ce d’autant plus que le paramètre de taille est élevé, il est important 
dans ces cas de rechercher une approximation réaliste supplémentaire. Nous avons déjà mentionné plus haut que 
lorsque le paramètre de taille de la particule devenait grand, il était possible d’utiliser l’approximation de 
l’optique géométrique. En réalité, cette approximation ne donne pas de bons résultats pour les sections efficaces 
de micro-organismes, mais peut être envisagée pour simplifier grandement le calcul de la fonction de phase dans 
le cas de micro-organismes de taille importante devant la longueur d’onde. Nous envisageons donc ici cette 
approximation comme un cas limite de l’approximation DA lorsque le paramètre de taille devient grand. Il est 
dans ce cas possible de considérer que la diffusion par la particule est séparable et devient la somme d’un terme 
correspondant à un rayonnement transmis par réfraction et réflexion donné par l’optique géométrique et 
prépondérant aux grands angles Θ, et d’un terme de rayonnement diffracté donné par la diffraction de 
Fraunhofer, prépondérant pour les petits angles Θ. On se réfèrera donc dans la suite à cette approximation sous le 
nom de DAFOG (diffraction anomale Fraunhofer optique géométrique). 
 Dans le cas de la diffraction de Fraunhofer, on considère l’interaction du rayonnement avec un cercle 
opaque de surface 2api , c'est-à-dire indépendant des propriétés optiques de la particule. Les développements 
asymptotiques des harmoniques sphériques des solutions générales conduisent alors aisément (Van de Hulst, 
1981) à la relation suivante pour les fonctions d’amplitude : 
 











0 =++= ∫     (II.4.26) 
 
ce qui conduit immédiatement, avec les notations précédentes à l’expression de la fonction de phase liée à la 
















p ==     (II.4.27) 
 
dont la valeur particulière pour Θ = 0 est pDIF (Θ ) = x2/(4pi QSCA) et qui est bien toujours une fonction seule du 
paramètre de taille. 
 
 Par opposition, la contribution liée à la réfraction dépend bien sûr des propriétés optiques de la 
particule. On montre (Van de Hulst, 1981) qu’à partir de la méthode de tracé des rayons de l’optique 
géométrique, combinée à l’approximation DA, les fonctions d’amplitude pour une particule légèrement 
































xS     (II.4.28) 
 
La partition en parties réelle et imaginaire de cette expression est assez fastidieuse, mais on arrive à l’expression 
de la fonction de phase liée à la réfraction et à la réflexion pTRANS (Θ ) avec les notations conventionnelles et en 























































p     (II.4.29) 
 












p     (II.4.30) 
 
Dans les deux cas, on constate de façon surprenante que le résultat final ne dépend pas du paramètre de taille, et 
que la fonction obtenue montre que la diffusion est concentrée dans un lobe focalisé autour de la direction 
incidente, d’autant plus étroit que µ est petit. 
 L’approximation DAFOG permet donc d’obtenir des expressions simples pour la fonction de phase de 
particules de grande taille devant la longueur d’onde considérée, par combinaison des deux phénomènes 


























































    (II.4.31) 
 


























    (II.4.32) 
 
Il est important de noter que si l’expression (II.4.32) ne souffre aucun domaine de restriction (excepté bien sûr 
les hypothèses qui ont servi à l’établir, c'est-à-dire µ petit et x grand) et peut s’appliquer avec QSCA = 2, il n’en est 
pas de même pour l’expression d’un conducteur (II.4.31). En effet, dans ce cas, on peut se demander quelle 
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valeur donner à l’efficacité de diffusion QSCA qui dépend en toute rigueur des propriétés optiques de la particule 
absorbante. Si l’on sait que l’approximation DA implique κr << 1, c'est-à-dire une particule faiblement 
absorbante, on ne sait pas a priori quelle valeur maximale de κ (ou tan β) est valable dans la relation (II.4.31). 
En réalité, lorsque l’on utilise l’approximation OG, on doit prendre des efficacités constantes données par la 
limite théorique quand x tend vers l’infini. Pour des particules faiblement absorbantes, QSCA doit rester proche de 
2, et il est donc facile de préciser le domaine de validité de (II.4.31) en effectuant son intégration sur 4pi 
stéradians de façon à en déduire l’efficacité de diffusion pour différentes valeurs de κ (voir II.2.30). Cette 
vérification montre que la normalisation de l’expression (II.4.31) dépend de la valeur de µ, et qu’elle reste 








κβµ ≤≤=≤ rr     (II.4.33) 
 
ce qui englobe largement toutes les propriétés optiques que l’on peut trouver chez les micro-organismes 
photosynthétiques. Notons enfin que les domaines de validité que nous venons de définir et correspondant à une 
limite, définissent le corps noir de la théorie de Maxwell. En effet, un tel corps présente une réflexion 
négligeable (caractérisé par les critères de l’approximation DA) et de plus il est opaque au rayonnement (non 
transparent), ce qui n’est vérifié que si xrκ  >> 1, impliquant, comme κr << 1, que x tende vers l’infini, ce qui 
est bien le comportement de la particule que nous venons de traiter dans ce paragraphe ! Un tel corps noir a donc 
à la limite un albédo de diffusion égal à ½ en raison de la diffraction de Fraunhofer conduisant à QEXT = 2. En 
effet, il est facile de vérifier que dans la direction incidente Θ = 0, l’importance du terme transmis par réfraction 
et réflexion dans les relations (II.4.31-32) décroît lorsque la valeur de x augmente, jusqu’à devenir négligeable 
pour x > 100 (il n’en est pas de même pour les autres directions). 
 La validité de l’approximation DAFOG a été testée sur les figures II.10-11 pour une petite et une grande 
valeur de paramètre de taille x (ρ = 0,2 et 6 correspondant respectivement à environ x = 4 et 120). Comme on 
pouvait s’y attendre, pour les faibles valeurs de x, l’approximation est plutôt mauvaise, surtout pour Θ inférieur à 
2/pi  et notamment pour les fortes valeurs de la fonction de phase obtenues pour Θ inférieur à 6/pi , que ce soit 
pour une particule diélectrique ou conductrice (figure II.10). Pour les faibles valeurs de déphasage, ce 
comportement est tout à fait normal car dans ce cas, le rayonnement réfracté est de plus en plus intense et 
concentré en Θ = 0 ; la superposition et les interférences obtenues font que le rayonnement n’est plus séparable, 
conduisant alors à une fonction de phase largement surestimée. On obtient par contre une description correcte 
pour un fort paramètre de taille (x = 120 ; figure II.11), surtout pour la particule diélectrique. Des comparaisons 
supplémentaires (non représentées ici) amènent à situer la limite de validité de l’approximation DAFOG vers x 
compris entre 40 et 60 suivant les propriétés optiques de la particule. Ce résultat est d’ailleurs confirmé dans la 
littérature pour des particules non sphériques de faible excentricité par Macke et al. (1995) et Wielaard et al. 
(1997). L’approximation est toujours meilleure pour un diélectrique en raison des réserves émises plus haut sur 
les efficacités constantes liées à l’optique géométrique (QABS varie réellement entre 0 et 1 dans le domaine 
étudié) et les conditions pour garder la fonction de phase approchée correctement normalisée. 
 
 
4.2.3- Approximations Empiriques de la Fonction de 
Phase 
 
 Devant la difficulté à travailler avec des expressions rigoureuses de la fonction de phase, des relations 
approchées sont proposées et utilisées dans la littérature. Comme nous l’avons mentionné au paragraphe 2.2.2.2, 
d’une façon générale, la fonction de phase peut être identifiée à une série de polynômes de Legendre en fonction 
de la direction Θ entre le rayonnement incident (θ, φ) et diffusé (θ’, φ’) (voir figure II.2). Comme la relation 
entre ces deux direction s’exprime par : 
 
)cos(sinsincoscoscoscos1cos1coscoscos 22 φφθθθθΦθθθθΘ ′−′+′=′−−+′=     (II.4.34) 

















ΦΘ     (II.2.36) 
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Si le problème physique de transfert de rayonnement ne dépend pas de l’azimut φ, ce qui est couramment le cas, 













nn PPp     (II.4.35) 
 
Sous cette forme, les coefficients αn sont empiriques et doivent être obtenus par identification sur la fonction de 
phase réelle (ce qui sous entend que l’on ait des moyens de la calculer !). Certains auteurs proposent alors une 















Θ     (II.4.36) 
ce qui limite les possibilités de lissage et restreint en général cette équation à un petit nombre de termes dans la 
série. 
 Toutes les approximations semi-empiriques de la fonction de phase reposent sur les relations (II.2.36 et 
II.4.35-36), avec un nombre fini de termes correspondant souvent à N =1 ou 2. Si l’on ne retient que deux termes 
de la série, on obtient une fonction de phase nommée « diffusion linéaire anisotrope » en raison de la méthode de 






1)(cos 1+=p     (II.4.37) 
dans laquelle la valeur de α1 peut être calculée soit à partir de la relation (II.4.36) donnant g31 =α , soit à 
partir de (II.2.36) pour laquelle on montre que )21(21 b−=α  où b est la fraction rétrodiffusée de la particule sur 
laquelle nous reviendrons au chapitre 3 pour le rôle important qu’elle joue dans la résolution de l’équation des 
transferts radiatifs par des méthodes à deux flux. De même, pour des particules très petites devant la longueur 
d’onde, les relations (II.4.5-6) que nous avons développé pour l’approximation RG conduisent en faisant tendre x 






3)(cos +=p     (II.4.38) 
Si l’on retient trois termes dans la série, et en rajoutant un terme en delta de Dirac, on obtient la fonction de 
phase de Delta-Eddington (Siegel et Howell, 2002) qui est plus compliquée et nécessite de calculer deux 










































    (II.4.39) 
Cette approche est surtout intéressante lorsque l’on travaille avec des polynômes de Legendre pour la résolution 
du problème de transfert radiatif (voir chapitre 3). 
 Il existe également des fonctions de phase simplifiées de façon plus empirique parmi lesquelles on peut 
citer pour la diffusion anisotrope vers l’avant caractérisant les micro-organismes la fonction de phase « diffusion 
vers l’avant » qui prend en compte uniquement, de façon radicale, la diffusion dans la direction du faisceau 
incident : 
 
[ ] [ ]φφδθθδΘ ′−′−= coscos)(cosp     (II.4.40) 
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   (a)       (b) 
 
Figure II.12 : Comparaison du tracé des fonctions de phase pour une particule sphérique diélectrique d’indice nr 
= 1,03 en fonction de l’angle Θ dans le cas d’un faible déphasage (a) ρ = 0,2 (x environ égal à 4) et d’un fort 
déphasage (b) ρ = 6 (x environ égal à 120). La solution exacte ( 0) est calculée par la théorie de Lorenz-Mie 
(éqs. II.2.25 et 34) ; elle est comparée à la fonction de phase approchée d’Henyey-Greenstein (  ) obtenue par 




 La figure II.12 montre à titre d’exemple ce que l’on peut obtenir avec des expressions simples 
approchées comme la fonction de phase d’Henyey-Greenstein qui est comparée à la fonction de phase réelle 
pour une particule diélectrique respectivement de faible et fort paramètre de taille. On constate sans surprise que 
la fonction de phase réelle est assez mal représentée, même si l’échelle choisie semble être plus favorable dans le 
cas du déphasage élevé (figure II.12-b). En réalité, dans les deux cas, le défaut est le même : la fonction de phase 
est fortement surestimée pour les faibles valeurs de l’angle Θ, puis sous-estimée pour les valeurs intermédiaires, 
et à nouveau surestimée de plusieurs ordres de grandeur pour les valeurs négatives de cos Θ. Dans tous les cas, 
on ne peut pas attendre de description fidèle de la fonction de phase par des relations aussi simples, même si 
nous avons sélectionné ici surtout celles adaptées à des micro-organismes. Leur établissement nécessite 
d’ailleurs de disposer d’expressions rigoureuses ou quasi exactes, comme celles que nous avons présentées au 
paragraphe 4.2.2, en vue de leur identification. Leur seul intérêt est alors de limiter le temps calcul dans la 
résolution de l’équation des transferts radiatifs si l’on choisit une méthode (couramment répandue) qui fait appel 
à une routine de calcul de la fonction de phase, ce qui ne sera pas notre cas (voir chapitre 3). Pour toutes ces 




4.2.4- Conclusions Partielles sur le Choix d’une 
Approximation Générale pour des Micro-organismes 
 
 Le but de ce paragraphe 4.2 était de présenter et discuter les approximations existantes de la théorie de 
Lorenz-Mie pour des particules sphériques pseudo-homogènes en propriétés optiques. En effet, on sait (voir 
supra, paragraphe 3.3) que les solutions rigoureuses pour des formes modèle plus proches de la réalité du monde 
microbien ne pourront pas être utilisées dans la gamme de paramètre de taille x caractérisant nos applications, et 
qu’il nous faudra ainsi trouver une approximation générale acceptable. 
 Pour les applications de milieu complexe envisagées dans ce travail, nous avons montré que le domaine 
intéressant de paramètre de taille nous amène à rejeter, sauf cas particuliers, les simplifications classiquement 
utilisées pour de faible valeurs de x (approximation de Rayleigh ou Rayleigh-Gans), aussi bien que pour les 
fortes valeurs de x (approximation de l’optique géométrique et diffraction de Fraunhofer). Par contre, nous avons 
vu que les micro-organismes présentaient toujours des caractéristiques optiques (diélectrique ou conducteur 
léger) telles que 01 →−rm , vérifiant alors l’approximation de diffraction anomale qui permet d’accéder à des 
solutions approchées à partir de l’équation d’onde scalaire pour le rayonnement autour de la particule. 
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 Les différents résultats présentés pour des sphères, certes partiels mais représentatifs, montrent que dès 
les faibles valeurs de paramètre de taille (correspondant à des particules d’environ 0,5 micromètre de diamètre) 
l’approximation DA est excellente, sans limite supérieure de paramètre de taille, et donne des résultats quasi-
exacts (moins de 10% d’écart par rapport à la solution exacte). Pour des valeurs de x élevées, on peut néanmoins 
rencontrer à nouveau des problèmes de temps calcul pour l’estimation de la fonction de phase. Nous avons 
montré que l’on pourra alors avantageusement faire dégénérer l’approximation DA vers l’approximation 
DAFOG par couplage à l’optique géométrique et à la diffraction de Fraunhofer. L’approximation DA est donc de 
loin la plus prometteuse en vue de nos applications, mais également dans un cadre beaucoup plus large en 
procédique, chaque fois que l’indice relatif des particules ne dépasse pas 1,3, ce qui englobe énormément de cas 
pratiques. Nous allons donc nous attacher, dans le paragraphe qui suit, à développer des solutions originales de 
l’approximation DA pour des formes modèle variées correspondant à la grande diversité du monde microbien. 
 
 
5- Utilisation de l’Approximation de Diffraction 
Anomale pour des Particules non Sphériques 
 
 
 L’approximation de diffraction anomale (DA) qui vient d’être présentée dans le cas d’une particule 
sphérique s’est révélée particulièrement bien adaptée pour le calcul de toutes les propriétés radiatives dans le 
domaine de paramètres de taille [ [∞∈ ,1x qui nous intéresse. Sa relative simplicité nous permet donc 
d’envisager ici de développer des solutions pour des géométries différentes de la sphère, mieux adaptées aux 
formes modèle de micro-organismes, tout en restant dans le cadre de particules à symétrie de révolution axiale 
présentées au paragraphe 2.2.1.2. De façon assez surprenante, ce travail demeure relativement peu développé 
dans la littérature et de façon très parcellaire, ce qui nous a obligé à mener une étude complète pour un certain 
nombre de formes choisies préférentiellement en vue de nos applications, tout en précisant, chaque fois que cela 
était le cas, les relations particulières déjà publiées. 
 En effet, l’hypothèse restrictive d’une symétrie de révolution axiale laisse cependant la place à un très 
grand nombre de formes modèle (22 types de solides de révolution au moins sont référencés par Weisstein, 
2003) parmi lesquelles on peut citer en relation avec nos centres d’intérêt des formes simples (sphéroïde, 
particule de Tchebytchev, cylindre, paraboloïde de révolution, bicône tronqué ou non, supersphéroïde, disque, 
aiguille…) ou composées (cylindre avec hémisphères,…). Par souci d’efficacité, nous avons choisi de traiter 
dans le cadre de ce travail uniquement les trois premières géométries, qui dans un premier temps permettaient de 
répondre à nos applications immédiates. La présentation qui suit n’est donc pas exhaustive et pourra bien 






 Les sphéroïdes allongés et aplatis sont une catégorie particulière d’ellipsoïdes à symétrie de révolution 
(2 semi-axes égaux) qui représentent une forme générale très intéressante pour bon nombre de micro-organismes 
ou autres types de particules ; de plus, en faisant dans chaque cas tendre un semi-axe vers zéro, on obtient les 
deux cas limite d’un disque fin ou d’une aiguille. 
 
 
5.1.1- Approximation DA Proprement Dite 
 
 Il est possible de dériver très facilement les expressions pour les sphéroïdes à partir de celles de la 
sphère si l’on introduit l’angle θ (voir figure II.2) entre le faisceau incident et l’axe de symétrie de révolution de 
la particule qui sera systématiquement dénoté b dans la suite de ce chapitre. Ainsi, comme on perd la symétrie 
sphérique, et conformément à ce qui était annoncé au paragraphe 2.2.3, on obtiendra des propriétés radiatives qui 
dépendent de l’angle d’incidence et donc, pour obtenir les propriétés moyennes de particules orientées au hasard, 
il suffira d’intégrer sur toutes les directions incidentes θ (éq. II.2.38). Si l’on pose le rapport R des deux semi-
axes (ou élongation) tel que : 





    (II.5.1) 
 










=     (II.5.2) 
 
qui va nous servir à redéfinir toutes les variables d’intérêt pour le problème. Notons que, avec ces définitions, si 
R est inférieur à 1, on aura un sphéroïde allongé (en forme de cigare), et si R est supérieur à 1, on aura un 
sphéroïde aplati (en forme de pilule). Ainsi, on peut généraliser les relations de la sphère en définissant un 









































    (II.5.3) 
 






aG +=     (II.5.4) 
 
Enfin, les rayons des sphères équivalentes en surface Sr  ou en volume Vr , pour les distributions de tailles et les 
comparaisons de fonctions de phase, seront obtenus à partir des relations qui donnent le volume et la surface 
d’un sphéroïde à partir de son excentricité (Weisstein, 2003). 
 Il est maintenant aisé, dans le cadre de l’approximation DA de reformuler la relation générale (II.4.13) 
qui donne accès à la nouvelle fonction d’amplitude angulaire pour le sphéroïde S(Θ,θ ) à partir de la fonction 
A(Θ,θ ) (on a alors ),(),(),( 221 θΘθΘθΘ θ AxSS == ) ; c'est-à-dire TE = TM) et en introduisant la variable 
Θθθ xz =  : 
 





θθθθ γγγγγρρθΘ dzJizAA     (II.5.5) 
 
dans laquelle il ne faut pas confondre l’angle du rayonnement incident θ, avec l’angle du rayonnement diffusé Θ. 
 
5.1.1.1- Efficacités et Sections Efficaces 
 
Si on se limite à l’étude du cas particulier Θ = 0 permettant d’accéder aux efficacités d’extinction et 









































































































+== ∫     (II.5.7) 
 
L’efficacité de diffusion sera bien sûr obtenue en faisant la différence ABSEXTSCA QQQ −=  dans le cas général, 






















    (II.5.8) 
 
Les trois intégrales obtenues pour le calcul des efficacités de sphéroïdes peuvent être calculées numériquement, 
mais il existe une solution analytique, qui bien qu’un peu longue, peut être préférée pour des raisons de temps 
calcul lorsque l’on doit en plus rajouter une intégrale liée à la distribution de tailles. Pour des raisons de 
présentation, nous avons reporté les solutions analytiques en appendice II.1. 
 Le principe que nous venons d’utiliser pour calculer les efficacités de particules sphéroïdales distribuées 
au hasard peut facilement se généraliser au calcul des sections efficaces en utilisant les définitions (II.2.32) 




















 +== ∫    (II.5.9) 
 
Une fois encore, on peut travailler numériquement, ou préférer les solutions analytiques qui sont données en 
appendice II.1. L’expression (II.5.9) a déjà été obtenue pour des sphéroïdes diélectriques ( SCAC ) par Greenberg 

















































































   (a)       (b) 
 
Figure II.13 : Comparaison du tracé des efficacités Q  pour un sphéroïde allongé de faible élongation (R = 2/3) 
diélectrique d’indice nr = 1,03 (a) ou légèrement conducteur d'indice mr = 1,03 - 0,0038 i (b) en fonction du 
déphasage ρa. La solution exacte ( 0) est calculée par l’approche T-matrice (Mishchenko et Travis, 1998) 
jusqu’à la limite permise par le code ; elle est comparée aux solutions approchées données par l’approximation 
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Un code de calcul sous Matlab® a été développé permettant d’accéder aux propriétés radiatives non 
angulaires de sphéroïdes allongés ou aplatis (les efficacités et sections efficaces), qu’ils soient monodispersés ou 
avec distribution de tailles. Ce code est utilisable sans limitation de paramètre de taille ; il a servi notamment à 
l’établissement des courbes qui sont présentées et discutées sur les figures II.13 et 14. 
 A titre d’exemple, nous avons choisi de discuter la validité de l’approximation DA pour des sphéroïdes 
en commençant par une particule allongée mais proche de la sphère (R = 2/3). Ce cas pose relativement peu de 
problèmes comme on peut le constater sur la figure II.13 où l’on a tracé les efficacités pour des particules 
diélectriques ou légèrement conductrices, correspondant à des propriétés optiques typiques de micro-organismes. 
On constate alors que le code T-matrice permet d’aller au-delà d’un déphasage ρa = 4 (ce qui correspond ici à un 
paramètre de taille raisonnable xa = 80), et que l’approximation DA est en très bon accord sur cette partie avec la 
solution exacte. On obtient également un bon résultat avec une sphère équivalente en volume (la sphère 
équivalente en surface donne des résultats très proches mais légèrement moins bons), telle que l’utilisent la 
plupart des auteurs, ce qui est ici sans surprise compte tenu de la faible asphéricité testée. Il n’en va pas de même 
pour les résultats représentés sur la figure II.14 sur laquelle on a cette fois tracé les sections efficaces pour un 
sphéroïde allongé diélectrique d’élongation plus élevée (R = 1/5). On constate alors que le code T-matrice 
donnant la solution exacte de référence est très vite limité en convergence, dès un déphasage ρa environ égal à 
0,2 (ce qui correspond à xa environ égal à 4) et donc déjà inutilisable malgré une élongation qui reste très 
moyenne. Par contre, l’approximation DA qui est en très bon accord avec la valeur théorique dès les faibles 
déphasages, ne pose aucun problème de convergence ni de temps calcul et peut donc servir de solution de 
référence pour les fortes valeurs de déphasage, sans limite pour ce dernier. On mesure dans ce cas l’erreur 
énorme qui sera commise sur les coefficients d’absorption ou de diffusion si l’on utilise une approximation par 
une sphère équivalente en volume (l’équivalence en surface donne des résultats encore pire), tel que cela est 







































Figure II.14 : Comparaison du tracé des sections efficaces SCAC  pour un sphéroïde allongé diélectrique 
d’élongation moyenne (R = 1/5) d’indice nr = 1,03 en fonction du déphasage ρa. La solution exacte ( 0) est 
calculée par l’approche T-matrice (Mishchenko et Travis, 1998) jusqu’à la limite permise par le code ; elle est 
comparée aux solutions approchées données par l’approximation DA ( 0) (éqs. II.5.6-9), et par la théorie de 
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5.1.1.2- Fonction de Phase 
 
 De façon cette fois ci à accéder aux propriétés radiatives angulaires, il est facile de procéder de la même 
façon que pour la sphère en séparant les parties réelle et imaginaire de l’équation II.5.5. On obtient alors, pour 
une direction incidente du rayonnement θ : 
 
( ){ } γγγγγβργρρ
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θθθθθ dzJzA ∫ −=
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Figure II.15 : Comparaison du tracé des fonctions de phase pour un sphéroïde allongé diélectrique de faible 
élongation (R = 2/3) d’indice nr = 1,03 et pour un faible déphasage ρa = 0,2 en fonction de l’angle de diffusion 
Θ. La solution exacte ( 0) est calculée par l’approche T-matrice (Mishchenko et Travis, 1998) ; elle est 
comparée aux solutions approchées données par l’approximation DA ( 0) (éqs. II.5.12-13), et par la théorie de 




Ces relations permettent alors de calculer la fonction de phase pour une incidence donnée, à partir de la 
définition générale (éq. II.2.34), et des relations (II.4.14) et (II.5.4), on a tous calculs faits : 
 






















    (II.5.12) 
 
dans laquelle, l’efficacité de diffusion )(θSCAQ  doit être introduite sous la forme de la différence des intégrandes 
des équations II.5.6-7, ou bien pour un diélectrique, directement sous la forme de l’intégrande de l’éq. (II.5.8). 
La fonction de phase moyenne est alors simplement obtenue, obligatoirement numériquement, à partir de toutes 
les valeurs incidentes θ : 
 









    (II.5.13) 
 
Un code de calcul sous Matlab® a été développé à partir des relations (II.5.10-13) permettant de calculer toutes 
les grandeurs angulaires souhaitées (fonction de phase, paramètre d’asymétrie g, fraction rétrodiffusée,…) pour 
des sphéroïdes quelconques mono- ou polydispersés. Ce code permet également de générer les matrices [n,n] qui 
seront nécessaires à la mise en œuvre des méthodes numériques aux ordonnées discrètes Sn utilisées au chapitre 3 
pour la résolution de l’équation des transferts radiatifs. Il est très important de noter ici que le calcul des 
intégrales (II.5.10-11) est un problème numérique extrêmement pointu nécessitant une gestion de la précision 
très délicate, de façon à obtenir un compromis entre temps calcul et exactitude des valeurs. Ce code a notamment 























































   (a)       (b) 
 
Figure II.16 : Comparaison des fonctions de phase pour un sphéroïde allongé diélectrique d’indice nr = 1,03 de 
faible élongation (R = 2/3) (a) et d’élongation plus élevée (R = 1/10) (b) pour un déphasage ρa = 4 en fonction de 
l’angle de diffusion Θ. La solution exacte ( 0) est calculée par l’approche T-matrice (Mishchenko et Travis, 
1998) uniquement possible pour R = 2/3 ; elle est comparée aux solutions approchées données par 
l’approximation DA ( 0) (éqs. II.5.12-13), et par la théorie de Lorenz-Mie pour une sphère de surface 




 De façon à comparer les résultats, la figure II.15 a été tracée pour un sphéroïde diélectrique de faible 
élongation (R = 2/3), avec les mêmes propriétés optiques représentatives d’un micro-organisme, et pour un faible 
déphasage ρa = 0,2. On constate que même pour une si faible valeur, normalement en limite de l’approximation 
DA, on obtient de très bons résultats en comparaison de la solution exacte donnée par l’approche T-matrice de 
Mishchenko et Travis (1998), excepté pour les angles supérieurs à 130° pour lesquels la fonction de phase est 
alors très faible. L’approximation par une sphère équivalente en surface (meilleure cette fois ci que l’équivalence 
en volume) est également très bonne jusqu’à seulement 40°, puis sous estime fortement la valeur réelle. Malgré 
tout, le calcul du paramètre d’asymétrie g pour les trois cas donne des valeurs quasiment identiques, égales à 
0,9025, ce qui laisse supposer une erreur minime si l’on envisage de traiter un problème de couplage avec du 
transfert de rayonnement. La figure II.16 présente les mêmes tracés pour un sphéroïde de propriétés optiques 
identiques, mais plus gros (ρa = 4), et compare l’effet de l’élongation entre R = 2/3 et R = 1/10. Dans le cas d’une 
faible élongation pour lequel il est possible seulement d’avoir une solution exacte par l’approche T-matrice 
(figure II.16-a), on constate encore que l’approximation DA est excellente, même si on observe encore un écart à 
partir de 130°. L’approximation par une sphère de surface équivalente, malgré de nombreuses résonances, 
semble encore donner des résultats corrects, mais le calcul de g = 0,9992 au lieu de 0,9979 identiquement par les 
deux autres approches traduit l’existence de déviations possibles pour la mise en oeuvre d’applications en 
transfert de rayonnement. Ce phénomène s’accroît naturellement dans le cas où l’élongation est importante (R = 
1/10) et pour laquelle il n’est plus possible d’obtenir de solution exacte dans tout notre domaine d’intérêt de 
déphasage. Malgré une allure globalement correcte (figure II.16-b), la valeur du paramètre d’asymétrie obtenue 
est g = 0,9990 pour une valeur exacte donnée par l’approximation DA de 0,9962. 




On peut finalement conclure de ce paragraphe que d’une façon générale, seule l’approximation DA est 
toujours en mesure de fournir des valeurs quasi exactes pour les propriétés radiatives de sphéroïdes dans tout le 
domaine de déphasage et de paramètre de taille qui nous intéresse, aussi bien pour les sections efficaces que pour 
les fonctions de phase, même si, dans quelques cas particuliers où l’asphéricité reste faible, il est possible d’avoir 
des résultats satisfaisants avec des sphères équivalentes. 
 
 
5.1.2- Approximation DAFOG pour la Fonction de Phase 
 
 Comme ceci a déjà été mentionné pour la sphère, l’obtention des propriétés radiatives angulaires 
comme la fonction de phase peut devenir un problème numérique difficile lorsque le paramètre de taille devient 
grand, même dans le cas de l’approximation DA. Il est alors possible de combiner les approximations de la 
diffraction de Fraunhofer et de l’optique géométrique (approximation DAFOG) pour obtenir des expressions 
simplifiées. La démarche qui a été présentée pour une sphère peut ici trouver une généralisation en utilisant les 
variables en fonction de l’angle d’incidence telles qu’elles ont été définies au paragraphe précédent (éqs. II.5.1-
4). 
 Ainsi, l’approximation de l’optique géométrique conduit à la fonction d’amplitude liée à la réfraction et 








































θΘ θxSTRANS     (II.5.14) 
A l’aide de la définition de la fonction de phase (II.2.34) et de l’expression de la section géométrique G (II.5.4) 
permettant de faire apparaître l’efficacité de diffusion, on en déduit, tous calculs faits, l’expression de la fonction 















































p     (II.5.15) 
 

















































SCATRANSTRANS Qdpp    
(II.5.16) 
qui redonne la même expression que pour la sphère ! 
 La contribution de la diffraction de Fraunhofer pour les faibles valeurs de l’angle diffusé Θ est quant à 
elle obtenue par analogie de la même façon, et donne directement à partir du module de la fonction d’amplitude 

















=     (II.5.17) 
 
Finalement, la fonction de phase globale dans le cadre de l’approximation DAFOG pour une particule 
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qui se simplifie dans le cas d’une particule diélectrique en : 
 
( )[ ]




































    (II.5.19) 
 
Dans toutes ces relations, il va de soit, compte tenu de ce qui a déjà été discuté à propos de la normalisation, 
qu’il faut prendre comme valeur de l’efficacité QSCA = 2. Leur domaine de validité est le même que celui qui a 
été discuté pour les particules sphériques. Un code sous Matlab® a été développé et permet de calculer les 
























































   (a)       (b) 
 
Figure II.17 : Comparaison des fonctions de phase pour un sphéroïde allongé diélectrique d’indice nr = 1,03 de 
faible élongation (R = 2/3) pour un faible déphasage ρa = 0,2 (a) et pour un déphasage moyen ρa = 4 (b) en 
fonction de l’angle de diffusion Θ. La solution exacte ( 0) est calculée par l’approche T-matrice (Mishchenko 
et Travis, 1998) ; elle est comparée aux solutions approchées données par l’approximation DA ( 0) (éqs. 




 La figure II.17 confirme ce que l’on peut attendre de l’approximation DAFOG pour des sphéroïdes à 
l’identique de ce que nous avons déjà conclu pour des sphères. Pour des faibles valeurs de déphasage (ou de 
paramètre de taille), l’approximation surestime beaucoup les valeurs pour les angles faiblement diffusés et n’est 
pas utilisable. A l’opposé, dès les valeurs de ρa égales à 4, l’approximation est meilleure pour devenir très 
convenable vers ρa = 6 (résultats non présentés), malgré une tendance constante à la surestimation aux grandes 
valeurs de l’angle de diffusion liée à l’utilisation de l’optique géométrique qui rend le problème indépendant du 
paramètre de taille. 
 
 
5.2- Particules de Tchebytchev 
 
 
 Les particules de Tchebytchev )(εnT  sont obtenues en déformant une sphère de rayon a au moyen de 
polynômes de Tchebytchev d’ordre n, ce qui conduit à une très grande diversité de formes, comme illustré par 
les quelques exemples représentés sur la figure II.18. Le rayon de la particule en coordonnées sphériques est 
donc donné par : 
[ ] 1,)(cos1),( <+= εθεφθ nTar     (II.5.20) 
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dans laquelle n est l’ordre du polynôme de Tchebytchev (obligatoirement pair) appelé aussi paramètre 
d’ondulation, et ε est le paramètre de déformation dont le signe définit l’orientation de la particule par rapport à 
l’axe de symétrie de révolution (voir figure II.18). 
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Figure II.18 : Quelques exemples de particules de Tchebytchev )(εnT  données par la relation (II.5.20) pour des 
valeurs croissantes du paramètre d’ondulation n. La symétrie de révolution de la particule est définie par la 
valeur positive ou négative du paramètre de déformation ε, comme on peut le voir en comparant la ligne du haut 




































    (II.5.21) 
 
 
5.2.1- Approximation DA Proprement Dite 
 
 De la même façon que pour les sphéroïdes, il est facile de généraliser les relations obtenues pour la 
sphère à des particules de Tchebytchev, une fois que l’on a redéfini le paramètre de taille et les déphasages 















θθθ nnFnTn     (II.5.22) 
 
ce qui conduit aux relations de base suivantes : 
 























    (II.5.23) 
 
La section géométrique polaire de la particule s’obtient quant à elle d’une façon générale par : 
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    (II.5.24) 
 
Ces nouvelles définitions suffisent à reformuler le problème sur la base des relations qui ont été données pour 
des sphéroïdes. Ainsi, en gardant identique la définition de la variable de diffusion angulaire Θθθ xz = , on 
pourra accéder à toutes les propriétés radiatives de particules de Tchebytchev à partir de l’équation (II.5.5) : 
 





θθθθ γγγγγρρθΘ dzJizAA     (II.5.5) 
 
5.2.1.1- Efficacités et Sections Efficaces 
 
 Les relations qui s’appliquent pour les efficacités ont donc déjà été données pour les sphéroïdes ; on 
utilisera respectivement pour les efficacités d’extinction, d’absorption et de diffusion de diélectrique 
SCAABSEXTQ ,,  les relations (II.5.6-8), dans lesquelles le déphasage polaire ρθ est donné par l’éq. (II.5.23). 
 De même, pour les sections efficaces, à partir des intégrandes des relations précédentes et en utilisant 








































































Toutes les relations que nous venons d’établir pour le calcul des efficacités et des sections efficaces sont 
obligatoirement numériques. Leur estimation peut se faire grâce à un code de calcul sous Matlab® qui a été 
développé pour des particules de Tchebytchev quelconques, mono- ou polydispersées. Ce code est utilisable sans 
limitation de paramètre de taille ; il a servi notamment à l’établissement des courbes qui sont présentées et 
discutées sur la figure II.19. On peut tirer de celles-ci les mêmes conclusions que celles que nous avions données 
pour les sphéroïdes. En effet, on constate que pour une particule T2(0,2) qui présente une faible asphéricité (voir 
la figure II.18) et que nous avons choisi pour pouvoir utiliser le code T-matrice à titre de comparaison, 
l’approximation par une sphère équivalente est déjà très mauvaise dès les déphasages ρa supérieurs à 8, comparé 
à la solution rigoureuse (accessible jusqu’à ρa = 1,9 dans ce cas), ou à l’approximation DA qui est excellente 
dans tout le domaine de déphasage testé. 
 
 








































































   (a)       (b) 
 
Figure II.19 : Comparaison des efficacités SCAQ  (a) et des sections efficaces SCAC  (b) pour une particule de 
Tchebytchev T2(0,2) diélectrique d’indice nr = 1,03 en fonction du déphasage ρa. La solution exacte ( 0) est 
calculée par l’approche T-matrice (Mishchenko et Travis, 1998) jusqu’à la limite permise par le code ; elle est 
comparée aux solutions approchées données par l’approximation DA ( 0) (éqs. II.5.6-8 et II.5.25), et par la 




5.2.1.2- Fonction de Phase 
 
 La fonction de phase pour des particules de Tchebytchev peut également s’obtenir de la même façon 
que pour des sphéroïdes. A partir du module de A(Θ,θ ), donc des parties réelle et imaginaire données par les 
relations (II.5.10-11), on a tous calculs faits, en utilisant les grandeurs polaires (II.5.23) : 
 













































    (II.5.26) 
 








    (II.5.13) 
 
Un code de calcul sous Matlab® a été développé à partir des relations (II.5.10-13 et 26) permettant de calculer 
toutes les grandeurs angulaires souhaitées (fonction de phase, paramètre d’asymétrie g, fraction rétrodiffusée,…) 
pour des particules de Tchebytchev quelconques mono- ou polydispersés. Il permet, comme pour les sphéroïdes, 
de générer les matrices [n,n] qui seront nécessaires à la mise en œuvre des méthodes numériques aux ordonnées 
discrètes Sn utilisées au chapitre 3 pour la résolution de l’équation des transferts radiatifs, et gère également la 
précision pour le calcul des intégrales (II.5.10-11), très difficiles à évaluer. Ce code a notamment servi à générer 
les tracés présentés sur les figures jointes. 
 La figure II.20 montre la même tendance que celle que nous avions obtenue pour des sphéroïdes, c’est-
à-dire qu’aussi bien pour les faibles et les forts déphasages, l’approximation DA est excellente malgré un léger 
décrochement aux valeurs élevées de Θ. On obtient en effet pour ρa = 0,2 une valeur du paramètre d’asymétrie g 
= 0,8678 par l’approximation DA (au lieu de 0,8666 pour la valeur exacte T-matrice), et pour ρa = 1,9 on a g = 
0,9965 (pour 0,9963 théorique). Concernant l’approximation par une sphère équivalente, on constate que si 
l’accord est bon pour les faibles valeurs de l’angle de diffusion, cette approche sous estime en moyenne assez 
nettement la fonction de phase pour les grands angles, alors que la valeur réelle est ici presque isotrope, ce qui se 
traduit par des valeurs de g sensiblement supérieures à la réalité. Ce phénomène est bien sûr accentué lorsque 
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   (a)       (b) 
 
Figure II.20 : Comparaison des fonctions de phase pour une particule de Tchebytchev T2(0,2) diélectrique, 
d’indice nr = 1,03 de faible déphasage ρa = 0,2 (a) et de déphasage plus élevé ρa = 1,9 (b) qui est la valeur exacte 
maximale accessible, en fonction de l’angle de diffusion Θ. La solution exacte ( 0) est calculée par l’approche 
T-matrice (Mishchenko et Travis, 1998); elle est comparée aux solutions approchées données par 
l’approximation DA ( 0) (éqs. II.5.13 et 26), et par la théorie de Lorenz-Mie pour une sphère de volume 




5.2.2- Approximation DAFOG pour la Fonction de Phase 
 
 De la même façon que pour les sphéroïdes, l’optique géométrique conduit à l’expression approchée de 
la fonction de phase liée à la transmission du rayonnement par la particule à partir du carré du module de la 
fonction d’amplitude (éq. II.5.14), mais en utilisant les relations (II.5.23) pour les particules de Tchebytchev, ce 





















































































p     (II.5.27) 
 
Cette relation qui dépend de l’angle d’incidence θ au numérateur peut être intégrée sur toutes les directions pour 
donner analytiquement la fonction de phase moyenne par transmission : 
 
































































































Par la même approche, on obtient la partie liée à la diffraction de Fraunhofer, ce qui donne tous calculs faits : 
 



















































et permet d’accéder à l’expression générale par intégration et en sommant les deux contributions : 
 













































































































































































   (a)       (b) 
 
Figure II.21 : Comparaison des fonctions de phase pour une particule de Tchebytchev T2(0,2) diélectrique, 
d’indice nr = 1,03 de faible déphasage ρa = 0,2 (a) et de déphasage plus élevé ρa = 1,9 (b) qui est la valeur exacte 
maximale accessible, en fonction de l’angle de diffusion Θ. La solution exacte ( 0) est calculée par l’approche 
T-matrice (Mishchenko et Travis, 1998); elle est comparée aux solutions approchées données par 
l’approximation DA ( 0) (éqs. II.5.13 et 26), et par l’approximation DAFOG (éq. II.5.31) (  ). 
 





Cette relation est bien sûr valable dans les mêmes conditions que celles définies pour des sphères légèrement 
absorbantes en prenant QSCA = 2. Si la particule est diélectrique, on utilise simplement : 
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Un code sous Matlab® a été développé et permet de calculer les valeurs de la fonction de phase par 
l’approximation DAFOG pour des particules de Tchebytchev quelconques orientées au hasard à partir des 
équations (II.5.30-31). Il a été utilisé pour obtenir les tracés de la figure II.21. On constate sur celle-ci des 
évolutions très similaires à celles que nous avons obtenues pour des sphéroïdes de faible élongation (R = 2/3, 
figure II.17), qui sont d’ailleurs très proches d’une particule T2(0,2). L’approximation DAFOG n’est pas 
acceptable à faible déphasage ρa = 0,2 tant elle surestime la fonction de phase aux faibles valeurs de Θ, mais 
devient correcte dès ρa = 1,9 même si pour des particules moins proches de la sphère (résultats non présentés), il 
est préférable, comme pour les sphéroïdes, de retenir la valeur seuil de déphasage ρa = 6. 
 
 
5.3- Cylindres et Cylindres Longs 
 
 
 Le cas général de particules cylindriques n’a pas jusqu’à présent été abordé dans ce document, mais il 
est possible formellement, comme pour toute particule présentant une symétrie de révolution, de l’inclure dans le 
formalisme général présenté au paragraphe 2.2 (Mishchenko et Travis, 1998). Pour ce faire, on utilisera toujours 
les notations précédemment définies pour des particules dérivant de sphères en appelant le rayon du cylindre 
2/Da = , sa longueur L étant égale à 2 b. L’élongation du cylindre sera donc, comme pour le sphéroïde, donnée 





    (II.5.32) 
 
Défini de la sorte, on obtient un cylindre allongé si R < 1, et un cylindre aplati si R > 1. Bien évidemment, le 
calcul des propriétés radiatives d’une telle particule dépend, entre autres, de l’angle d’incidence et de la 
polarisation du rayonnement, et il apparaît clairement ici, que contrairement aux géométries précédentes 
« continues », il sera nécessaire de gérer une discontinuité. En effet, le problème théorique sera différent, selon 
que l’on considère un rayon qui pénètre par le côté du cylindre (radial), ou bien par le bout du cylindre (axial). 
On est donc amené à traiter deux calculs différents en fonction de la valeur d’un angle d’incidence critique 
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    (II.5.33) 
 
 Dans ces relations, on a considéré que le bout du cylindre est plat (cylindre véritable), mais on peut 
envisager le cas où l’on a un hémisphère (cas plus proche d’un micro-organisme de type bacille). Quoi qu’il en 
soit, le développement de l’approximation DA correspondant à ces cas généraux demeure un problème assez 
lourd, même s’il est réalisable. De plus, même si l’on souhaite traiter une forme se rapprochant de micro-
organismes de type bacillus, il semble beaucoup plus adapté de travailler avec un supersphéroïde d’ordre élevé 
(une particule à symétrie de révolution dont l’enveloppe est une superellipse), comme démontré par Wyatt 
(1968) dans le cadre de ses travaux utilisant l’approximation de Rayleigh-Gans. A l’opposé, si les applications le 
permettent, il est possible de simplifier grandement le problème en considérant des cylindres longs d’élongation 
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10/1≤R  (en pratique on montrera que l’approximation est excellente dès R = 1/5) tel que cela a été fait pour la 
présentation des solutions exactes au paragraphe 3.1.4. En effet, dans ce cas, on peut considérer uniquement la 
diffusion du rayonnement dans le plan perpendiculaire à l’axe de révolution b du cylindre, avec une inclinaison 
polaire θ. Comme nous l’avons vu dans ce paragraphe, il est alors nécessaire de travailler en coordonnées 
cylindriques pour les champs à distance, mais il est facile d’établir la transformation qui permet d’utiliser les 
relations générales du paragraphe 2.2. Cette transformation n’est cependant aisée que dans deux cas particuliers : 
soit le rayonnement incident est perpendiculaire à l’axe du cylindre (incidence normale ; c’est le cas théorique 
qui a été traité rigoureusement au paragraphe 3.1.4) ce qui limite fortement l’intérêt des solutions, soit il est 
possible de confondre les ondes TE et TM pour un angle d’incidence quelconque. Il se trouve que, comme nous 
l’avons vu pour les géométries précédentes, ce dernier cas est justement vérifié par l’approximation scalaire DA, 
ce qui nous permettra d’utiliser sans réserve, les relations données au paragraphe 3.1.4. Cet optimisme devra 
cependant être mesuré par le fait que cette approche conduit à une fonction de phase normalisée sur 2pi radians 
dans le plan et n’est donc pas utilisable telle que dans les problèmes de transfert de rayonnement. La 
renormalisation de la fonction de phase sur 4pi stéradians fera l’objet d’une discussion détaillée dans le 
paragraphe concerné. 
 Compte tenu du type de micro-organismes avec lequel nous envisageons de travailler, et compte tenu du 
fait que les cas traités précédemment permettent d’approximer une grande diversité de formes à faible 
élongation, nous avons donc choisi dans la suite de ce travail de nous limiter au développement de solutions pour 
les cylindres longs, ce qui n’a aucun caractère définitif. 
 
 
5.3.1- Approximation DA pour les Cylindres Longs 
 
 La méthode qui a été présentée et utilisée pour établir les relations de l’approximation DA au 
paragraphe 4.2.2.1 pour une sphère peut être reprise ici pour le cas d’un cylindre long. Deux modifications 
importantes devront être apportées cependant : d’une part, comme il s’agit d’un cylindre de grande longueur 
devant le diamètre, on négligera ce qui se passe dans la direction y correspondant à l’axe du cylindre (l’intégrale 
double devient une intégrale simple), et d’autre part, on devra prendre en considération l’angle d’incidence θ (éq. 
II.2.38). On montre alors assez aisément qu’avec les mêmes notations, on pourra accéder aux efficacités et 
sections efficaces à partir de l’intégrale d’amplitude : 
 




    (II.5.34) 
 
et plus généralement, pour les grandeurs qui dépendent de l’angle de diffusion Θ, en posant toujours Θθθ xz = , 
à partir de : 




    (II.5.35) 
 







































    (II.5.36) 
 
Enfin, comme on travaille dans le plan, la relation qui conduit à la fonction d’amplitude pour le cylindre sera 
donnée par (le cas TE est équivalent au cas TM pour l’approximation DA) : 
 
),(),(),( 21 θΘθΘθΘ θ AxTT ==     (II.5.37) 
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5.3.1.1- Efficacités et Sections Efficaces 
 
 Tel que nous l’avons rappelé plus haut, le calcul des efficacités ou des sections efficaces dérive de 
l’intégrale (II.5.34). L’expression générale de l’efficacité d’extinction pour un cylindre ayant déjà été précisée 
lors de l’étude des solutions exactes (éqs. II.3.34-35), on a directement : 
 




QEXT ==     (II.5.38) 
soit, pour des cylindres orientés au hasard : 
 























−−== ∫∫     (II.5.39) 
 
Cette double intégrale peut être programmée numériquement, mais peut également être traitée sous forme 
analytique (voir appendice II.2). De la même façon que pour les sphères, on accèdera à l’efficacité d’absorption 
de cylindres orientés au hasard en remplaçant dans (II.5.34) θρˆi  par { } βρκρρ θθθ tan24ˆIm2 ===′′ rx , ce qui 
donne : 
 



























−−=== ∫∫∫  
(II.5.40) 
et dont l’expression analytique est également disponible en appendice II.2. Enfin, dans le cas d’un cylindre 
diélectrique, on pourra calculer l’efficacité de diffusion à partir de l’équation générale (II.5.39), dans laquelle on 





















































    (II.5.41) 
 
qui présente une solution analytique simple donnée en appendice II.2. 
 Il est maintenant facile, en introduisant la section géométrique (éq. II.5.36) Gθ et à partir des définitions 
(II.2.32) de déduire des trois relations précédentes les trois relations pour les sections efficaces qui seront 
respectivement égales à : 
 





















−−= ∫     (II.5.42) 
et 





















−−= ∫     (II.5.43) 
 
pour un conducteur, ou bien à : 
 
























== ∫     (II.5.44) 
 
pour un diélectrique. Les solutions analytiques correspondantes pour ces sections efficaces (II.5.42-44) sont 
accessibles en appendice II.2. 
 Dans un but de comparaison avec les relations exactes qui ont été développées par une approche 
Lorenz-Mie pour des cylindres longs avec incidence normale (paragraphe 3.1.4), il est intéressant d’effectuer ici 
les calculs dans ce cas particulier, c'est-à-dire pour θ = 2/pi . Les intégrales doubles deviennent alors des 
intégrales simples en γ, et ρθ devient simplement ρa (éq. II.5.36). On obtient alors les solutions analytiques 
suivantes : 

































































H     (II.5.45) 
 
où la fonction )(xnH  est la fonction de Struve d’ordre n, qui est une fonction analytique Matlab® symbolic. La 
dernière équation donnant ⊥SCAQ  pour des cylindres diélectriques avec incidence normale a déjà été obtenue par 
Van de Hulst (1981) ; elle a été utilisée pour discuter la validité de l’approximation DA comparée à la solution 
exacte sur la figure II.22. Notons que dans ce cas particulier, les sections efficaces sont directement tirées des 
relations (II.5.45) en multipliant par G = 4a2/R. On constate bien sur cette figure l’excellence de l’approximation 
DA pour une incidence normale à l’axe du cylindre puisqu’elle est quasiment confondue avec la solution exacte 




































Figure II.22 : Comparaison du tracé des efficacités ⊥SCAQ  pour un cylindre long diélectrique avec incidence 
normale d’indice nr = 1,03 en fonction du déphasage ρa. La solution exacte ( 0) est calculée par la théorie de 
Lorenz-Mie (Bohren et Huffman, 1983 ; éqs. II.3.34-35) ; elle est comparée à la solution approchée (  ) 
donnée par l’approximation DA (éq. II.5.45). 
 





 Concernant le cas plus général de cylindres longs orientés au hasard, un code de calcul sous Matlab® a 
été développé pour des particules mono- ou polydispersées de propriétés optiques quelconques en utilisant les 
relations présentées dans le cadre de l’approximation DA. Il a permis notamment de réaliser la figure II.23 sur 
laquelle on a comparé différentes approches pour le calcul des sections efficaces de cylindres longs. On constate 
tout d’abord sur cette figure que même pour une faible élongation R = 1/5, la solution exacte pour des cylindres 
réels donnée par l’approche T-matrice ne permet pas de dépasser un déphasage supérieur à ρa = 0,2. L’examen 
des valeurs numériques dans cette zone permet de conclure néanmoins que l’approximation DA cylindres longs 
est très bonne dès ρa = 0,1 dans ce cas, ce qui est encore meilleur que dans les cas précédents et très satisfaisant 
en regard de la faible élongation considérée. Ce n’est par contre pas le cas de l’approximation très répandue par 
une sphère de volume équivalent (préférable à la surface dans ce cas) qui est mauvaise aux faibles valeurs de 
déphasage et diverge totalement vers ρa = 2. Ce phénomène est bien sûr accentué pour des cylindres de plus 
grande élongation R = 1/50 pour lesquels il est totalement illusoire de vouloir travailler avec ce type d’approche, 









































































   (a)       (b) 
 
Figure II.23 : Comparaison du tracé des sections efficaces SCAC  pour des cylindres diélectriques orientés au 
hasard d’indice nr = 1,03 dans les cas d’une faible élongation (a) R = 1/5 ou d’une forte élongation (b) R = 1/50 
et en fonction du déphasage ρa. La solution exacte ( 0) est calculée par l’approche T-matrice (Mishchenko et 
Travis, 1998) jusqu’à la limite permise par le code sur la figure (a), soit ρa = 0,2 ; elle est comparée aux solutions 
approchées données par l’approximation DA ( 0) (éqs. II.5.44), et par la théorie de Lorenz-Mie pour une 




5.3.1.2- Fonction de Phase 
 
 Dans le cas général, la fonction de phase pour l’approximation DA sera facilement déduite des relations 
(II.5.35 et 37), en utilisant la définition pour des cylindres longs préalablement établie (éq. II.3.37), à partir des 
parties réelle et imaginaire de A(Θ,θ ) : 
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    (II.5.46) 
on obtient : 
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===     (II.5.47) 
 
Dans cette relation QSCA(θ) est obtenue par différence des intégrandes de (II.5.39-40), ce qui permet d’avoir la 
fonction de phase en moyennant sur toutes les orientations possibles des cylindres : 
 


















    (II.5.48) 
 
Bien évidemment, on pourra utiliser la relation (II.5.48) pour des cas plus simples, comme le cylindre 
diélectrique (tan β = 0) ou bien l’incidence normale (θ = pi/2). Comme cela a déjà été mentionné, il est 
fondamental de ne pas oublier que dans la définition actuelle de la fonction de phase de cylindres longs, la 
normalisation se fait dans le plan (c’est réellement le cas de la diffusion pour 10/1≤R , voir Bohren et Huffman, 







1)(2)( dpdp cylcyl     (II.3.38) 
 
En vue de la comparaison des valeurs obtenues avec des approches rigoureuses pour des cylindres réels 
(Mishchenko et Travis, 1998), ainsi que pour l’utilisation de ces valeurs pour des problèmes de transfert de 
rayonnement, il est nécessaire de renormaliser la fonction de phase sur 4pi stéradians (éq. II.2.35). A priori, le 
problème est simple pour des particules à symétrie de révolution dont les propriétés ne dépendent pas de l’azimut 




















































































   (a)       (b) 
 
Figure II.24 : Comparaison des fonctions de phase dans le plan )(Θ⊥cylp  pour un cylindre long diélectrique avec 
incidence normale d’indice nr = 1,03 et d’élongation R = 1/5 pour un faible déphasage (a) ρa = 0,2 et pour un 
déphasage plus élevé (b) ρa = 6 en fonction de l’angle de diffusion Θ. La solution exacte ( 0) est calculée par 
la théorie de Lorenz-Mie (Bohren et Huffman, 1983 ; éq. II.3.37) ; elle est comparée aux solutions approchées 
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En réalité, l’intégrale du dénominateur est numériquement très difficile à réaliser car la fonction varie très 
rapidement sur 7 à 10 ordres de grandeurs (d’autant plus que le déphasage ρa est grand). Les algorithmes 
classiques sont donc très mal adaptés à ce type de fonction et on doit alors envisager une quadrature d’ordre très 
élevé. Parce qu’elle présente un point de quadrature en Θ = 0, la quadrature de Lobatto est plus intéressante que 
la quadrature de Gauss. Nous avons développé une méthode de renormalisation en utilisant une quadrature de 
Lobatto 2N = 96 qui s’avère correcte avec moins de 15% d’erreur jusqu’à ρa = 6 (éq. II.5.49). Cependant, pour 
des valeurs plus élevées de déphasage, il est nécessaire d’approximer l’intégrale par des méthodes plus robustes, 
une des seules possibilités semblant toujours convenir consiste à utiliser une méthode des trapèzes avec un 
nombre très élevé de points ( aρ510.2 points au minimum sont conseillés sur pi radians), ce qui augmente 
fortement les temps calcul. Un code de calcul traitant de l’ensemble de la problématique, c'est-à-dire du calcul 
des fonctions de phase de cylindres quelconques orientés au hasard, mono- ou polydispersés ainsi que de la 
renormalisation au cylindre réel a été développé sous Matlab®. Ce code gère la précision pour le calcul des 
intégrales (II.5.46) qui est un problème numérique encore plus épineux que pour des géométries dérivant de la 
sphère ; il peut également générer des matrices [n,n] renormalisées nécessaires au développement des méthodes 
Sn pour l’utilisation de la fonction de phase exacte dans la résolution de l’équation des transferts radiatifs (voir 
chapitre 3). Il a permis en particulier d’obtenir les figures II.24-26 et donc d’alimenter la discussion qui s’ensuit. 
 
 Tout d’abord, la figure II.24 se limite au cas de la fonction de phase de cylindres avec incidence 
normale pour lesquels il existe une solution exacte par l’approche Lorenz-Mie (éq. II.3.37) qui ne pose aucun 
problème. On constate sur cette figure que l’approximation DA est très bonne jusqu’à Θ = 2/pi  dès les faibles 
valeurs de déphasage ρa = 0,2 ce qui est en accord avec ce que nous avons déjà constaté pour d’autres 
géométries. Si l’on augmente le déphasage, comme prévu, l’approximation devient encore meilleure et est 
quasiment confondue avec la solution exacte. Dans les deux cas, le paramètre d’asymétrie calculé peut être 





















































   (a)       (b) 
 
Figure II.25 : Comparaison des fonctions de phase renormalisées )(Θp  pour des cylindres diélectriques 
orientés au hasard d’indice nr = 1,03 et d’élongation R = 1/5 pour un faible déphasage (a) ρa = 0,2 et pour un 
déphasage plus élevé (b) ρa = 6 en fonction de l’angle de diffusion Θ. La solution exacte ( 0) est calculée par 
l’approche T-matrice (Mishchenko et Travis, 1998) pour ρa = 0,2 ; elle est comparée aux solutions approchées 
données par l’approximation DA ( 0) (éqs. II.5.48-49), et par la théorie de Lorenz-Mie pour une sphère de 




 La figure II.25 permet d’aborder le problème de renormalisation puisque l’on présente la fonction de 
phase de cylindres orientés au hasard normalisée sur 4pi stéradians. Outre qu’il est intéressant de remarquer par 
rapport à la figure précédente l’effet de lissage de l’orientation au hasard, on constate que pour les faibles 
déphasages (ρa = 0,2) pour lesquels on dispose d’une solution théorique T-matrice, l’approximation DA est 
encore très correcte mais moins bonne que sur la figure II.24 qui est normalisée dans le plan. Il s’agit bien ici 
d’un problème pernicieux de renormalisation qui reste malgré tout raisonnable à cette valeur de déphasage (la 
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valeur du paramètre d’asymétrie obtenue par l’approximation DA vaut g = 0,8950 au lieu de g = 0,9294 pour la 
valeur exacte). Le problème de renormalisation s’accentuant avec le déphasage mais l’approximation DA 
devenant alors meilleure, on peut considérer que l’on obtient une très bonne approximation dans tout le domaine 
de paramètres de taille, alors qu’il n’est plus possible d’avoir de solution exacte dès l’élongation représentée sur 
la figure et égale à 1/5. On constate également que l’approximation par une sphère équivalente n’est jamais 
satisfaisante, et ceci d’autant plus que l’on augmente le paramètre de taille. Elle conduit en effet à une forte sous 
estimation de la diffusion en surestimant le paramètre d’asymétrie (g = 0,9596 pour 0,9294 exact à ρa = 0,2, et g 
= 0,9944 pour 0,9789 par l’approximation DA pourρa = 6). 
 En guise de conclusion, on notera que le problème de renormalisation au cylindre réel, associé au calcul 
des intégrales (II.5.46), extrêmement difficiles à évaluer avec précision lorsque ρa augmente est à l’origine de 
temps calcul qui peuvent devenir conséquents, surtout lorsque l’on travaille avec une distribution de tailles qui 
nécessite une intégration supplémentaire (éqs II.2.40 et 49). A titre d’exemple, avec les moyens calcul dont nous 
disposons actuellement (biprocesseur Xéon 2,8 GHz), le calcul de la fonction de phase (et des propriétés 
angulaires associées) d’un micro-organisme de type Rhodospirillum avec distribution de tailles (R = 1/5 et ρa = 
0,7) prend environ 5 jours CPU ; le même calcul pour Arthrospira (R = 1/50 et ρa = 12) environ 50 jours CPU. 
 
 
5.3.2- Approximation DAFOG pour la Fonction de Phase 
de Cylindres Longs 
 
 Pour un cylindre long légèrement absorbant de rayon a, il est possible de déduire très facilement la 
contribution de l’optique géométrique à la fonction de phase (partie transmise) à partir des relations établies pour 
la sphère et utilisées pour avoir 2),( θΘT , en introduisant simplement la dépendance de l’incidence θ, on 










































p     (II.5.50) 
 














































ΘβΘ aSCATRANScyl xQp     (II.5.51) 
 
On remarque que dans ce cas, l’expression obtenue dépend du paramètre de taille puisqu’on travaille dans le 
plan, à l’opposé du résultat obtenu pour des particules dont la forme dérive de la sphère. 
 La contribution de la diffraction de Fraunhofer se calcule quant à elle de façon très différente des cas 
précédents, puisque la section géométrique du cylindre se présente sous la forme d’un rectangle au lieu d’un 
disque. Si l’on procède par analogie avec la sphère et en considérant dans un premier temps uniquement les 
rayons d’incidence normale, on a pour un cylindre fini de section géométrique G = 2aL = 4a2/R une fonction 
d’amplitude pour un rectangle opaque approchée par (Bohren et Huffman, 1983) : 
 















    (II.5.52) 
 



















































DIF     (II.5.53) 
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Comme nous l’avons déjà mentionné, pour des cylindres longs (en pratique dès R inférieur à 1/10), tout le 
rayonnement est diffusé dans le plan perpendiculaire à l’axe du cylindre selon l’angle Θ, et donc on obtient la 




 en intégrant sur Φ. Si de plus on réintroduit la dépendance vis-à-vis de 





















    (II.5.54) 
 
Enfin, une intégration sur toutes les directions donne la relation cherchée valable pour des cylindres longs 






















































    (II.5.55) 
 
En sommant les deux contributions comme nous l’avons déjà fait, on obtient la relation générale donnant la 






























































































cyl     (II.5.56) 
 
























































cyl     (II.5.57) 
 
 Rappelons encore que dans cette approximation, la normalisation n’est assurée que si l’on prend QSCA = 
2 et si tan β reste inférieure à ½. Bien évidemment, pour pouvoir être utilisée pour des cylindres réels, cette 
fonction de phase devra être renormalisée de la même façon que l’approximation DA à partir de la relation 
(II.5.49). Si l’on élude ce problème dans un premier temps, on peut vérifier sur la figure II.24 où l’on travaille 
dans le plan avec incidence normale à l’axe du cylindre que l’approximation DAFOG n’est, comme attendu, pas 
correcte pour un faible déphasage ρa = 0,2 mais devient intéressante pour ρa = 6, bien que présentant le défaut 
structurel de surestimer les faibles valeurs de l’angle de diffusion et, pour le cylindre, de sous estimer les fortes 
valeurs, ce qui n’était pas le cas des géométries dérivant de la sphère. Comme on peut le constater sur la figure 
II.26, ce problème est encore accentué par la renormalisation pour le cylindre réel orienté au hasard car comme 
nous l’avons déjà discuté pour la sphère, l’approximation DAFOG conduit structurellement à une normalisation 
initiale parfois médiocre, ce qui accroît la difficulté de la renormalisation sur 4pi stéradians. Ainsi, pratiquement, 
même si cette approximation peut s’avérer correcte dans le plan et très utile aux fortes valeurs de déphasage ρa 
elle sera ici difficile à utiliser en raison des écarts importants de renormalisation auxquels elle peut conduire. 
 
 



























































   (a)       (b) 
 
Figure II.26 : Comparaison des fonctions de phase renormalisées pour des cylindres diélectriques orientés au 
hasard d’indice nr = 1,03 et d’élongation R = 1/5 pour un faible déphasage (a) ρa = 0,2 et pour un déphasage plus 
élevé (b) ρa = 6 en fonction de l’angle de diffusion Θ. La solution exacte ( 0) est calculée par l’approche T-
matrice (Mishchenko et Travis, 1998) pour ρa = 0,2 ; elle est comparée aux solutions approchées données par 








 Sans chercher à reprendre ici en détail les conclusions de chaque partie, il est possible de résumer un 
certain nombre de faits esquissés au cours de ce chapitre, et qui ont d’ailleurs prévalu lors de sa rédaction. 
 Tout d’abord, comme on pourra s’en rendre compte dans le chapitre suivant, il est primordial d’être 
convaincu de la nécessaire précision avec laquelle on doit accéder aux propriétés radiatives des particules si l’on 
espère avoir ensuite une bonne description du champ d’irradiance au sein du milieu complexe considéré. En 
effet, les incertitudes initiales seront ensuite amplifiées par les phénomènes d’absorption et de diffusion multiple, 
de sorte que des erreurs d’un à deux ordres de grandeur sur de faibles transmissions ne sont pas à exclure. 
 Bien qu’il s’agisse d’un domaine actuellement en pleine évolution (Mishchenko et al., 2000), la 
recherche et le développement de méthodes de résolution permettant de calculer exactement les propriétés 
radiatives de particules se heurte à la capacité actuelle des calculateurs, notamment pour des particules dont la 
forme s’écarte sensiblement de la sphère. En particulier, nous avons vérifié que pour des micro-organismes, à 
l’exception des plus petits d’entre eux, il est hors de question d’espérer obtenir des solutions rigoureuses, sauf si 
leur forme ne diffère pas trop de la sphère. Dans ces derniers cas cependant, le problème peut être simplifié en 
utilisant l’approximation de Rayleigh-Gans (Wyatt, 1968), ou en travaillant avec des sphères équivalentes en 
surface ou volume (plutôt pour la fonction de phase d’ailleurs), mais le domaine d’application reste marginal en 
regard de la diversité du monde microbien. 
 A l’opposé, l’utilisation de relations semi-empiriques au cas par cas, outre qu’elle n’est absolument pas 
prédictive, s’est révélée généralement désastreuse, et il n’est pas concevable d’envisager ce type d’approche pour 
une description correcte du transfert de rayonnement dans les milieux hétérogènes complexes. 
 
 Comme nous le laissions entendre en conclusion de notre paragraphe 4 sur les sphères, la seule 
approximation réaliste pour des particules qui présentent les caractéristiques de micro-organismes, est 
l’approximation de diffraction anomale (Van de Hulst, 1981). Nous avons clairement montré qu’elle pouvait 
s’appliquer dans tout le domaine de paramètres de taille caractérisant le monde microbien, y compris pour les 
plus petites tailles où sa limite devient équivalente à l’approximation RG. De plus, pour un certain nombre de 
géométries (sphéroïdes, cylindres,…), il est possible d’obtenir des solutions analytiques pour les sections 
efficaces, ce qui est un gage de temps calcul raisonnable. Ce dernier problème reste cependant important pour le 
calcul des propriétés angulaires de particules de grande taille et de forte élongation, mais nous avons alors 
Chapitre 2 : Propriétés Optiques et Radiatives des Milieux Matériels Complexes 
 
134 
proposé de faire dégénérer les solutions vers l’approximation DAFOG (sous certaines réserves) en combinant 
l’optique géométrique et la diffraction de Fraunhofer. L’évolution constante des performances des calculateurs 
doit de toute façon inciter à l’optimisme dans ce domaine. 
Le seul défaut de l’approximation DA systématiquement constaté concerne les propriétés angulaires aux 
faibles valeurs de l’angle d’incidence θ. Cette caractéristique est un fait connu dans la littérature (Asano et Sato, 
1980) car proche de l’axe de symétrie, l’approximation ne prend pas en compte les phénomènes d’effets de bord, 
ni la réflexion rasante. Cependant, il a été clairement établi que l’approximation DA donnait globalement de très 
bons résultats, et de plus pouvait aisément se formuler pour une très grande diversité de géométries de particules 
présentant une symétrie de révolution (bien adaptée à la diversité du monde microbien), même si dans le cadre 
de ce travail nous nous sommes limités de façon pragmatique à quelque formes générales. 
 Suivant alors Van de Hulst (1981) dans ses propos emphatiques, nous conclurons que dans le cadre des 
applications envisagées dans ce travail (mais cela est vrai aussi dans un contexte beaucoup plus général en 
procédique), l’approximation DA génère probablement des relations parmi les plus utiles dans le domaine de la 
théorie de l’interaction onde-particule. Son utilisation nécessite cependant de connaître parfaitement au 
préalable, la distribution de tailles et si possible de façon prédictive, les propriétés optiques de la particule, c'est-
à-dire les parties réelle et imaginaire de l’indice de réfraction complexe. Si nous avons déjà montré au 
paragraphe 4 que le calcul prédictif de la partie réelle de l’indice de réfraction d’une particule pseudo-homogène 
n’était pas aisé dans tout le domaine de paramètres de taille et pouvait nécessiter une détermination 
expérimentale, nous n’avons encore rien dit concernant la partie imaginaire de l’indice de réfraction, responsable 
de l’absorption par la particule. Ce problème, crucial pour des applications mettant en jeu des micro-organismes 
photosynthétiques, est fortement relié à l’équipement pigmentaire de chaque espèce, et particulièrement à ses 
caractéristiques d’absorption in vivo. Tous ces points font en partie l’objet du dernier paragraphe de ce chapitre. 
 
 
6- Calcul Prédictif des Propriétés Optiques et 
Radiatives de Micro-organismes et Validation 
par des Expériences de Diffusion Simple 
 
 
 Comme nous venons de le rappeler, le calcul prédictif des propriétés radiatives (utilisant la démarche 
qui vient d’être développée au cours de ce chapitre), nécessaires à tout processus de modélisation des 
phénomènes de transfert de rayonnement, est lui-même assujetti à la connaissance des propriétés optiques du 
milieu matériel, et en particulier des particules. Si l’on souhaite rester dans une démarche de modélisation 
prédictive, il est donc nécessaire de développer des méthodes d’estimation a priori de ces propriétés optiques, 
aussi bien pour la partie réelle que pour la partie imaginaire de l’indice de réfraction, responsable du phénomène 
d’absorption. Dans le cas de micro-organismes, cet objectif nécessite, plutôt qu’une classique approche 




6.1- Calcul des Propriétés Optiques des Particules 
 
 
6.1.1- Partie Réelle (Diffusion) 
 
 Concernant la partie réelle de l’indice de réfraction nλ (ou bien, ce qui revient au même, la constante 
diélectrique εr,λ), nous avons déjà largement abordé l’existence de règles de composition au paragraphe 2 qui 
permettent de travailler avec des particules pseudo-homogènes, ce qui est à l’heure actuelle incontournable. 
Nous avons alors insisté sur le fait que toutes ces relations, théoriques ou semi-empiriques, ne sont valables que 
si les différentes structures élémentaires sont petites devant la longueur d’onde considérée, ce qui est loin de 
correspondre à tous les cas pratiques. D’autre part, l’utilisation de ces règles suppose que l’on connaisse avec 
précision les propriétés optiques des structures elles-mêmes. A ce propos, nous avons déjà mentionné l’excellent 
travail de Wyatt (1968, 1970, 1972) pour des micro-organismes procaryotes diélectriques qui permet d’accéder à 
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un certain nombre de données fiables ; il reste malgré tout beaucoup d’inconnues concernant d’autres types de 
micro-organismes comme les cyanobactéries, les eucaryotes et en particulier les micro-algues. 
 S’il s’avère impossible de travailler avec les règles de composition pour une raison ou pour une autre, il 
est alors possible de travailler par identification à partir des efficacités, comme cela a été présenté au paragraphe 
4. Cette approche nécessite néanmoins d’être en mesure de calculer de façon rigoureuse l’efficacité de particules 
composites, or nous avons déjà signalé que ce problème était extrêmement délicat et limité à des sphères ou 
sphéroïdes de petite taille (Bohren et Huffman, 1983 ; Mishchenko et al., 1996). Reste alors la détermination 
expérimentale par une méthode inverse utilisant par exemple les informations de réflexion ou de transmission 
obtenues à partir d’une sphère d’intégration. La fiabilité de la méthode nécessite d’une part d’être certain de 
pouvoir travailler à une longueur d’onde rigoureusement non absorbée, et d’autre part de disposer de relations 
précises pour le calcul des sections efficaces, incluant bien sûr une description détaillée de la forme et de la 
distribution de tailles des particules. Cette approche, qui nécessite de travailler en diffusion simple, sera abordée 
lors du prochain paragraphe. 
 Pour terminer cette partie sur une note positive, bien qu’il apparaisse clairement que des travaux 
complémentaires soient nécessaires dans ce domaine, il faut insister sur le fait que notre expérience sur différents 
micro-organismes semble montrer que l’indice de réfraction diffère très peu à l’intérieur des grandes catégories 
de micro-organismes. En effet, même si ces résultats seront plutôt discutés au chapitre 3, on peut déjà rapporter 
ici qu’il est remarquable de constater que pour la bactérie photosynthétique Rhodospirillum rubrum, les règles de 
compositions qui s’appliquent alors conduisent à une valeur théorique moyenne nλ = 1,386 qui a été validée 
expérimentalement, ce qui est rigoureusement identique à la valeur obtenue par Ross et Billing (1957) pour des 
Bacillus a priori fort différents. De même, notre expérience sur d’autres procaryotes comme Pseudomonas, des 
cyanobactéries, des eucaryotes comme les levures ou des micro-algues, ainsi que d’autres données de la 
littérature utilisant éventuellement les relations de Kramers-Krönig (Dudley Bryant et al., 1969 ; Tuminello et 
al., 1997) nous amènent à proposer les fourchettes suivantes : 
 
 Procaryotes : 41,138,1 ≤≤ λn  
 Cyanobactéries : 47,145,1 ≤≤ λn  
 Eucaryotes : 53,151,1 ≤≤ λn  
 
 
6.1.2- Partie Imaginaire (Absorption) 
 
6.1.2.1- Propriétés Spectrales 
 
 La partie imaginaire λκ  de l’indice de réfraction de la particule caractérise ses capacités à absorber le 
rayonnement. Comme nous le verrons au chapitre suivant, un micro-organisme non photosynthétique 
généralement considéré comme un diélectrique parfait peut en réalité absorber très légèrement le rayonnement 
visible dans le domaine du bleu et du vert, en raison de l’existence de certains constituants cellulaires. Cette 
absorption demeure néanmoins extrêmement faible (mais quantifiable avec des techniques optiques adaptées), et 
seuls les micro-organismes photosynthétiques captent efficacement le rayonnement grâce à leurs pigments. La 
teneur et la composition en pigments, encore plus que l’architecture des centres et des antennes 
photosynthétiques, est une véritable caractéristique de chaque micro-organisme, qui lui confère une signature 
spectrale unique. Il est donc primordial de disposer d’une méthode prédictive pour calculer λκ , d’autant plus 
que sa valeur dépend énormément de la longueur d’onde et peut varier de plusieurs ordres de grandeur sur le 
domaine spectral étudié. Compte tenu de ce que nous venons de dire, il est évident qu’à la base de la démarche, 
il faut disposer de la teneur en pigments pour chaque catégorie présente dans le micro-organisme considéré. On 
peut alors espérer obtenir la propriété spectrale recherchée pour chaque longueur d’onde par convolution des 
spectres d’absorption des pigments purs. En raison de la forte variabilité spectrale dont nous venons de faire état, 
le calcul devra être effectué pour un grand nombre de longueurs d’ondes, même si l’on souhaite ensuite travailler 
avec des coefficients moyens (en pratique tous les un ou deux nanomètres). 
 La difficulté majeure de l’entreprise réside dans le fait que les pigments in vivo présentent des 
caractéristiques d’absorption différentes de celles de leurs spectres à l’état pur, obtenus généralement dans des 
solvants organiques. Ces modifications conduisent notamment à des décalages de pics qui peuvent aller de 
quelques nanomètres à plus de 100 nanomètres ! Il est donc nécessaire de disposer de banques de spectres de 
pigments purs « in vivo », et non dans des solvants comme c’est généralement le cas. Si les données abondent 
pour cette dernière catégorie, il n’en va pas de même pour les données qui nous intéressent, et la présentation de 
la méthode prédictive qui suit doit beaucoup à l’existence initiale d’une seule petite banque de données de 
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coefficients d’absorption massiques de pigments in vivo proposée par Bidigare et al. (1990). Nous avons 
découvert sur le tard que des auteurs qui s’intéressent à la détermination quantitative des teneurs en pigments 
dans le phytoplancton des océans à partir de mesures satellitaires (le problème inverse) avaient développé une 
méthode assez similaire (Morel et Bricaud, 1981), reprise plus récemment par Wozniak et al. (2000). 
 La première hypothèse simplificatrice de la méthode consiste à considérer la particule (le micro-
organisme) comme pseudo-homogène, de la même façon que nous l’avons fait pour la partie réelle de l’indice de 
réfraction. Si cette idée peut choquer en raison du fait que les pigments sont en réalité localisés sur les 
membranes, les thylakoïdes, ou les chloroplastes, elle est malgré tout réaliste car le phénomène d’absorption 
correspond à un puits de rayonnement, et la façon dont ce rayonnement disparaît au sein de la particule n’a que 
peu d’importance. On peut alors définir un coefficient linéique d’absorption du milieu intracellulaire acm à partir 
de la définition donnée au chapitre premier (éq. I.2.62) qui met en jeu la partie imaginaire de l’indice de 














λ     (II.6.1) 
 
Dans cette relation, Eapig.i et Cpig.i sont respectivement le coefficient massique spectral d’absorption et la 
concentration massique de l’espèce pigmentaire i dans la cellule. Ainsi, le coefficient linéique et spectral 
d’absorption acm,λ peut être calculé par convolution des spectres d’absorption de chaque espèce en solution in 
vivo. Ce coefficient caractérise les propriétés moléculaires du contenu en pigments de la cellule ; il n’est en 
aucun cas équivalent au coefficient linéique d’absorption de la particule aλ qui ne peut lui être obtenu que par 
une approche de type Lorenz-Mie. Il correspond en fait à un cas limite dans lequel la particule n’existe pas ! 
 






















aa     (II.6.2) 
 
On peut néanmoins transformer la relation (II.6.1) pour en déduire la partie imaginaire de l’indice de réfraction, 
en introduisant à partir des relations développées au paragraphe 2.2.2 la fraction massique en pigment pour 









= ρ     (II.6.3) 




















κ λ     (II.6.4) 
 
xw étant la fraction volumique en eau dans une cellule déjà discutée plus haut. Insistons encore sur le fait qu’il est 
indispensable de disposer des valeurs de Eapig.i pour chaque longueur d’onde considérée et pour chaque type de 
pigment in vivo si l’on souhaite utiliser la relation (II.6.4). 
A partir des données de Bidigare et al. (1990), nous avons constitué une petite banque de données pour 
différents pigments impliqués dans la composition des micro-organismes photosynthétiques qui nous 
intéressaient. Les données ont été obtenues soit à partir d’informations bibliographiques, soit à partir de nos 
propres expériences (pour les Rhodospirillaceae notamment) ; à l’heure actuelle, nous pouvons traiter les 
grandes familles de pigments suivantes : Chlorophylles a, b, c, Bacteriochlorophylle a, Caroténoïdes de 
protection et photosynthétiques (pour la photosynthèse classique), Caroténoïdes des Rhodospirillaceae, 
Phycoérythrines et Phycocyanines. A titre d’illustration, on peut voir sur les figures II.27-28, pour des micro-
organismes aussi différents qu’une cyanobactérie (A. platensis) et qu’une bactérie pourpre (Rs. rubrum) les 
résultats obtenus par convolution de notre banque de données, à partir de la relation (II.6.4). 
 
 



































































































   (a)       (b) 
 
Figure II.27 : Reconstitution de la partie imaginaire de l’indice de réfraction λκ  (b) d’Arthrospira platensis par 
convolution (éq. II.6.4) à partir des coefficients d’absorption in vivo des pigments purs (a). Les teneurs 
massiques utilisées sont respectivement 1,2% de chlorophylle a (  ), 10,5% de phycocyanine (0), 7% 




 Une première validation de la démarche consiste tout simplement à vérifier qu’il y a correspondance 
(qualitative dans un premier temps) avec les pics d’absorption obtenus par spectrophotométrie. Pour les 
exemples présentés, cette correspondance est parfaite, de même que pour la micro-algue eucaryote 
Chlamydomonas reinhardtii que nous avons également étudié (Pottier et al., 2005). Il peut cependant exister de 
petits décalages dans certains cas car en raison d’architectures différentes des centres réactionnels, certains 
micro-organismes possédant les mêmes pigments peuvent présenter des pics d’absorption légèrement décalés 
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   (a)       (b) 
 
Figure II.28 : Reconstitution de la partie imaginaire de l’indice de réfraction λκ  (b) de Rhodospirillum rubrum 
par convolution (éq. II.6.4) à partir des coefficients d’absorption in vivo des pigments purs (a). Les teneurs 
massiques utilisées sont 1,75% de bactériochlorophylle a (  ) et 0,35% de caroténoïdes (spirilloxanthine et 




 La validation quantitative des valeurs obtenues nécessite quant à elle des mesures de transmission et 
réflexion vraies (par exemple à l’aide d’une sphère d’intégration), puis d’une inversion de la solution en 
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condition de diffusion simple (voir infra). En effet, la connaissance des propriétés optiques de la particule (partie 
réelle et imaginaire de l’indice de réfraction), ainsi que sa forme et sa distribution de tailles permettent, comme 
nous l’avons vu au cours de ce chapitre, de calculer les sections efficaces d’absorption, et par suite, les 
coefficients massiques puis linéiques d’absorption (éqs. II.2.51-52), qui sont à la base de la modélisation des 
phénomènes de transfert de rayonnement, notamment du calcul de la transmission. 
 Insistons ici sur le fait que, contrairement à une démarche largement répandue dans la littérature, toute 
tentative d’obtenir le coefficient linéique d’absorption du milieu particulaire aλ à partir du coefficient 
d’absorption du milieu intracellulaire acm sans avoir recours à une approche Lorenz-Mie est vaine et inutile. 
 
6.1.2.2- Propriétés Moyennes sur le Spectre 
 
 Nous avons déjà mentionné le fait (au paragraphe 2.3) que l’obtention de coefficients (massiques ou 
linéiques) moyens en longueur d’onde sur un domaine spectral considéré devait se faire de façon rigoureuse a 
posteriori, à partir de leurs valeurs spectrales (éq. II.2.55). Pour des raisons évidentes de temps calcul, il peut 
apparaître intéressant de disposer d’une méthode d’estimation des propriétés radiatives moyennes directement à 
partir des propriétés optiques, en se basant sur la valeur d’un indice de réfraction complexe moyen, calculé a 
priori (voir éq. II.2.56). Ce problème revêt une importance considérable, notamment pour le calcul de la fonction 
de phase moyenne, car pour certains micro-organismes polydispersés, il est irréaliste de vouloir calculer 200 à 
400 valeurs spectrales pour en faire la moyenne. Cette approche peut également s’avérer précieuse pour le calcul 
des coefficients d’absorption et de diffusion si elle est assez précise. 
 Dans la mesure où, comme nous l’avons déjà mentionné à plusieurs reprises, on considère que la partie 
réelle de l’indice de réfraction relatif nr de la particule ne varie pas sur la partie du spectre considérée, il suffit 
alors d’être en mesure de calculer la partie imaginaire moyenne de l’indice de réfraction κ, la plus représentative 
possible de ce que serait le coefficient d’absorption moyenné après calcul. 
 La première étape consiste bien sûr à procéder à une simple moyenne des valeurs spectrales λκ  













    (II.6.5) 
Cependant, cette moyenne n’est pas suffisante car la théorie de Lorenz-Mie conduit à une relation non linéaire 
entre les propriétés optiques spectrales du milieu intracellulaire (κλ ou acm,λ) et les propriétés radiatives spectrales 
du milieu particulaire (aλ). En pratique, nous avons déjà insisté sur le fait que le coefficient d’absorption linéique 
de la particule aλ n’était égal au coefficient d’absorption du contenu intracellulaire acm,λ qu’à la limite où la 
particule n’existait pas (éq. II.6.2). En réalité, seule la théorie de Lorenz-Mie permet de passer de l’un à l’autre 
de façon rigoureuse, et donc d’introduire un facteur de correction (obligatoirement inférieur à 1) spectral dont il 
faudra tenir compte pour l’estimation de la valeur de κ la plus représentative. A l’aide des définitions (II.2.52) et 




















aQ     (II.6.6) 
 
En faisant apparaître dans cette relation une définition générale du rapport de la section géométrique au volume 
d’une particule à symétrie de révolution Γ, et en introduisant un changement de variable sur la longueur d’onde à 
partir de la définition de la partie imaginaire du déphasage complexe βρκρ λ tan24 , ==′′ rx  déjà utilisée, on 










)(2 ABSQQQ     (II.6.7) 
dans laquelle Γ est une fonction de la géométrie de la particule et de l’élongation R (ou TV pour une particule de 
Tchebytchev), et l’efficacité d’absorption )(ρ ′′ABSQ  est donnée par les relations appropriées à chaque géométrie 
étudiée précédemment. D’une façon rigoureuse, le facteur de correction moyen sur le spectre devra être obtenu 
par une intégration numérique des valeurs spectrales données par (II.6.7), cependant, si l’on accepte pour la 
correction (relative) de travailler en sphères équivalentes, on obtient dans ce cas 2/32 =Γ , soit (Morel et 
Bricaud, 1981) : 













3 ABSQQ     (II.6.8) 
 
De plus, à partir de l’éq. (II.4.17) qui donne l’efficacité d’absorption d’une sphère par l’approximation DA, on 

































ρQ     (II.6.9) 
 
dont il est facile de vérifier que la limite, lorsque ρ ′′  tend vers 0, est bien égale à 1 (conformément à II.6.2). 
Cette expression peut alors être intégrée sur le domaine spectral ρ∆ ′′ correspondant, entre le déphasage 






















    (II.6.10) 
où •′′ρ  est tout simplement calculé à partir de la valeur moyenne de l’indice de réfraction •• =′′ rxκρ 4 . 







































































e),(Ei . On accède alors enfin à la valeur 




    (II.6.12) 
 
La correction ainsi définie conduit usuellement à diminuer la valeur moyenne •κ  de 5 à 20%. 
 
 
6.2- Validation des Propriétés Optiques Spectrales 
par des Expériences de Diffusion Simple 
 
 
 La validation quantitative des méthodes proposées pour obtenir de façon prédictive les propriétés 
optiques de particules, c'est-à-dire l’indice de réfraction complexe λλλ κinm −=  (éq. I.2.54) pour chaque 
longueur d’onde, requiert des mesures optiques de grande précision. Si l’on suppose en première approximation 
que la partie réelle de l’indice de réfraction relatif mr nnn /λ=  varie très peu dans le domaine visible et proche 
infrarouge (sinon, on déterminera cette variation à l’aide des relations de Kramers-Krönig), une seule 
information expérimentale sera alors nécessaire pour valider les valeurs obtenues de κλ pour l’absorption, après 
avoir vérifié sur une longueur d’onde non absorbée la valeur de nr. Dans ce cas, on préfèrera pour des raisons de 
commodité expérimentale mesurer des transmissions. Si toutefois il n’est pas possible de séparer le traitement 
des comportements diélectrique et conducteur, on peut toujours travailler en rajoutant alors une mesure de 
réflexion pour la même longueur d’onde. Précisons que dans les deux cas, il s’agit de transmissions et réflexions 
« vraies », c'est-à-dire que ces mesures nécessitent un banc optique avec une sphère d’intégration. 
 Outre l’appareillage, la méthode directe suppose de travailler en diffusion simple, c'est-à-dire de trouver 
des conditions de mesure dans lesquelles chaque photon ne subit statistiquement sur son trajet qu’une seule 
collision avant de ressortir du milieu. En effet cette condition doit absolument être vérifiée pour pouvoir utiliser 
des relations simples entre propriétés optiques, propriétés radiatives et transmission (ou réflexion), sans faire 
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intervenir l’équation des transferts radiatifs (ETR, voir chapitre suivant). Dans le cas inverse, on se trouve en 
condition de diffusion multiple, et la transmission ne peut être calculée qu’en résolvant l’ETR, ce qui fait 
intervenir la fonction de phase et nécessite d’avoir une méthode de résolution performante quasi-exacte. 
 
 
6.2.1- Diffusion Simple 
 
 Les conditions de diffusion simple ont été largement étudiées et débattues ; on peut en trouver un 
résumé dans l’article très complet de Tien et Drolen (1987) dont nous nous inspirons ici. L’épaisseur optique de 
diffusion caractérisant l’atténuation d’un rayonnement dans un milieu matériel diélectrique dans la direction u, et 






λλτ     (II.6.13) 
Notons que si le milieu est conducteur, il faut en toute rigueur ajouter le coefficient d’absorption linéique aλ, 
mais dans le cas de la définition de la diffusion simple, seule la diffusion des photons nous intéresse, et il faut 
prendre soin de ne pas inclure l’absorption dans le calcul de l’épaisseur optique. Si le coefficient de diffusion 
linéique ne dépend pas de la position, ce qui est généralement vérifié pour des applications en procédique, 
l’épaisseur optique de diffusion est simplement donnée par (en utilisant II.2.51) : 
 
LCEsLs Xλλλτ ==     (II.6.14) 
 
Le critère de diffusion simple exprime simplement que le libre parcours moyen d’un photon Λ, doit être grand 
devant la distance traversée L ( Λ<<L ). Si l’on admet que le libre parcours moyen est environ égal à 1/sλ, on 












    (II.6.15) 
 
En pratique, la valeur maximale couramment admise pour τλ est environ 1,0<λτ  (Van de Hulst, 1981 ; Tien et 
Drolen, 1987) ce qui nécessite d’après (II.6.14) de travailler d’une part sur de très faibles épaisseurs L et 
également avec de faibles concentrations CX. A titre d’exemple, on pourra retenir qu’avec des cuves de trajet 
optique d’un millimètre, il faut, suivant les micro-organismes, une concentration de l’ordre de 0,01 à 0,1 g/L. 
 
 
6.2.2- Méthode Expérimentale 
 
 Les relations entre propriétés optiques, radiatives, géométrie et distribution de tailles de particules ont 
largement été précisées au cours de ce chapitre. Utilisant les équations (II.2.40, II.2.51-52), et à partir de la 
définition générale de l’épaisseur optique d’un milieu matériel particulaire (éq. I.4.41) quelconque 
(potentiellement conducteur et polydispersé), on a : 
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    (II.6.16) 
 
où r est la dimension caractéristique, et )(rn  la loi de distribution de tailles (éqs II.2.41-42). 
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Or, si l’on se trouve en conditions de diffusion simple, on peut simplement appliquer à partir d’une mesure de 




    (II.6.17) 
 
 Le calcul rigoureux des sections efficaces de particules quelconques, polydispersées, à symétrie de 
révolution axiale étant possible dans tous les cas en utilisant l’approximation DA tel que nous nous sommes 
évertué à le démontrer au paragraphe 5 (à partir de codes Matlab® que nous avons développés), l’inversion des 
équations (II.6.16-17) peut donc fournir une information expérimentale. Dans les cas qui nous intéressent, il est 
clair qu’en travaillant à une longueur d’onde non absorbée ( 0=ABSC ), on peut aisément obtenir nλ, et par suite, 
en exploitant la totalité du domaine spectral d’intérêt, on vérifie les valeurs de κλ obtenues de façon prédictive 
par la relation (II.6.4). L’équation (II.6.16) est une équation de Fredholm au sens de l’inversion (Dali et al., 
2005). Celle-ci peut se faire par des algorithmes appropriés (Bonnet et al., 1999), mais demeure un problème de 
traitement mathématiquement difficile ; à défaut, on utilisera comme beaucoup d’auteurs une « pseudo 
inversion » par une méthode d’identification. 
 Comme nous l’avons déjà mentionné, l’utilisation de la réflexion Rλ est également une donnée 
expérimentale exploitable (bien que plutôt utilisée dans le cas de la diffusion multiple, comme nous le verrons 
dans le prochain chapitre), soit pour analyser des milieux en ligne par des méthodes non invasives, soit à partir 
d’une sphère d’intégration, pour obtenir une information complémentaire (problème à deux inconnues). Il est 
remarquable ici de mentionner l’étendue des possibilités analytiques de telles méthodes optiques, qui peuvent 
permettre de déterminer une distribution de tailles, ou bien encore, à partir d’indices de réfractions moyens, des 
fractions volumiques d’inclusions au sein des particules (teneur en métabolites intracellulaires pour des micro-
organismes par exemple), etc. Ces multiples possibilités sont probablement à l’origine de l’engouement actuel 
suscité par ces méthodes, engouement qui ne doit pas masquer le fait que la quasi-totalité des applications 
techniques développées se basent sur des modèles de sphères équivalentes (voire sur l’utilisation de l’optique 
géométrique), avec toutes les réserves qui en découlent et qui ont été discutées dans ce chapitre ! 
 
 Comme nous venons de le voir dans le paragraphe précédent, la nécessité de vérifier la diffusion simple 
pour valider directement les propriétés optiques, sans couplage avec les phénomènes de transfert de rayonnement 
en diffusion multiple, oblige à travailler avec de faibles épaisseurs et de faibles densités de particules. Ces 
conditions sont bien évidemment synonymes de très fortes transmissions ou de très faibles réflexions. Dans tous 
les cas, pour pouvoir être correctement exploitées avec précision, les mesures expérimentales nécessitent d’avoir 
quatre chiffres significatifs. Le banc optique prototype qui a été développé au laboratoire par la société SAFAS 
tire bénéfice de la grande puissance d’émission d’une lampe au xénon, et peut donc être couplé à une sphère 
d’intégration de grande taille (6 pouces), donc de grande précision. Malheureusement, si ce prototype s’est avéré 
performant pour travailler sur des échantillons classiques (diffusion multiple) puisqu’il permet dans ce cas 
d’obtenir des mesures fiables jusqu’à 3 unités de DO relative (avec trois chiffres significatifs), un défaut 
électronique et logiciel est apparu dans les conditions extrêmes imposées par la diffusion simple, ne permettant 
pas pour le moment de garantir la précision souhaitée pour ce type de validations. Nous ne sommes donc pas en 
mesure à l’heure actuelle de réaliser l’étape intermédiaire de validation des propriétés optiques des particules 
directement, et nous avons donc décidé, dans le cadre de ce mémoire, de reporter cette validation sur des 
mesures globales en diffusion multiple qui seront discutées au chapitre 3. Dans ce cas, la validation fait 
intervenir l’ensemble des propriétés radiatives des particules (notamment la fonction de phase), et passe par la 
résolution de l’ETR. Il faut donc être certain d’avoir une méthode de résolution « exacte » de cette équation pour 
pouvoir affirmer que la concordance avec une mesure de transmission confirme à la fois les propriétés optiques 
et radiatives calculées (dans le cas contraire, tel qu’on le rencontre souvent dans la littérature, des erreurs sur les 
propriétés optiques et radiatives peuvent être compensées par des approximations sur la résolution de l’ETR). Ce 
chapitre a montré que nous étions capable de calculer de façon prédictive avec une précision inférieure à 10% les 
propriétés radiatives d’une grande variété de particules. Le chapitre suivant montrera indépendamment que nous 
avons développé une méthode exacte de haute précision pour le calcul monodimensionnel du transfert de 
rayonnement ; ainsi le problème expérimental qui affecte la fin de ce chapitre pourra aisément être dépassé, et 
nous nous attacherons, dans le chapitre 3, à démontrer la validité de l’ensemble de notre approche théorique. 
 
 






 [0] sans dimension [-] pas d’unité  [+] dimension variable 
 
a Rayon ou demi axe de la particule    [m] 
aλ, a Coefficient linéique d'absorption (spectral ou moyen)    [m-1] 
an Coefficient de Lorenz-Mie    [0] 
amn Coefficient de décomposition harmonique T-Matrice    [V.m-1] 
A Surface    [m2] 
A (Θ,Φ) Fonction génératrice des fonctions d’amplitude dans l’approximation DA    [0] 
Amn Coefficient de décomposition harmonique    [V.m-1] 
b Demi axe correspondant à l’axe de symétrie de révolution de la particule    [m] 
bn Coefficient de Lorenz-Mie    [0] 
bmn Coefficient de décomposition harmonique T-Matrice    [V.m-1] 
Bmn Coefficient de décomposition harmonique    [V.m-1] 
c Largeur efficace du cylindre    [m] 
cn Coefficient de Lorenz-Mie    [0] 
cmn Coefficient de décomposition harmonique T-Matrice    [V.m-1] 
C Section efficace de la particule    [m2] 
CX Concentration en biomasse    [kg.m-3] 
ij
klmnC  Coefficient de Clebsch-Gordan    [0] 
dn Coefficient de Lorenz-Mie    [0] 
dp Diamètre des particules    [m] 
dmn Coefficient de décomposition harmonique T-Matrice    [V.m-1] 
)(θnlmd  Fonction d de Wigner    [0] 
D Diamètre du cylindre    [m] 
eλ, e Coefficient linéique d'extinction (spectral ou moyen)    [m-1] 
ie
r
 Vecteur unitaire    [0] 
r
E  Champ électrique    [V.m-1] 
Eaλ, Ea Coefficient massique d’absorption (spectral ou moyen)    [m2.kg-1] 
Esλ, Es Coefficient massique de diffusion (spectral ou moyen)    [m2.kg-1] 
Ei (n,x) Fonction intégrale exponentielle    [0] 
f Fraction volumique intra-particule    [0] 
fv Fraction volumique en particules    [0] 
F Matrice de Mueller    [0] 
Fij Coefficients de la matrice de Mueller    [0] 
qp F  Fonction hypergéométrique généralisée de Barnes    [0] 
g Facteur d’asymétrie    [0] 
G Section géométrique    [m2] 
)()1( xhn  Fonction de Hankel sphérique ou fonction de Bessel sphérique de troisième espèce    [0] 
)()2( xhn  Fonction de Hankel sphérique ou fonction de Bessel sphérique de troisième espèce    [0] 
r
H  Champ magnétique    [A.m-1] 
)()1( xH n  Fonction de Hankel ou fonction de Bessel de troisième espèce    [0] 
)()2( xH n  Fonction de Hankel ou fonction de Bessel de troisième espèce    [0] 
H n(x) Fonction de Struve    [0] 
I Paramètre de Stokes    [W.m-2] 
Iλ, I Intensité spécifique d'énergie radiante ou radiance (spectrique ou moyenne)    [W.m-2.nm-1 ou W.m-2] 
jn (x) Fonction de Bessel sphérique de première espèce    [0] 
Jn (x) Fonction de Bessel de première espèce    [0] 
k Nombre d'onde    [m-1] 
L Longueur    [m] 
mλ, m Indice de réfraction complexe (spectral ou moyen)    [0] 





 Vecteur champ    [0] 
n Nombre d’ondulation pour une particule de Tchebytchev    [0] 
nλ, n Partie réelle de l’indice de réfraction ou indice pour un corps diélectrique (spectral ou moyen)    [0] 
n (r, x) Loi de distribution de tailles    [0] 
N
r
 Vecteur champ    [0] 
Np Densité volumique de particules    [m-3] 
)(,)()',',,( ΘΘφθφθ λλ ppp =  Fonction de phase (spectrale ou moyenne)    [0] 
pmn Coefficient de décomposition harmonique T-Matrice    [V.m-1] 
)(xP mn  Polynômes de Legendre    [0] 
qmn Coefficient de décomposition harmonique T-Matrice    [V.m-1] 
Q Efficacité de la particule    [0] 
Q Paramètre de Stokes    [W.m-2] 
Q Matrice de transition    [0] 
Qij Coefficients de la matrice de transition Q    [0] 
•Q  Facteur de correction moyen    [0] 
•
λQ  Facteur de correction spectral    [0] 
r Rayon    [m] 
r32 Rayon effectif de Sauter    [m] 
R = a/b Elongation de la particule    [0] 
R (θ, φ) Facteur de forme pour l’approximation RG    [0] 
Rλ Réflexion spectrale    [0] 
MRg
r
 Vecteur champ    [0] 
NRg
r
 Vecteur champ    [0] 
QRg  Matrice de transition    [0] 
Rg Qij Coefficients de la matrice de transition Rg Q    [0] 
sλ, s Coefficient linéique de diffusion (spectral ou moyen)    [m-1] 
S Matrice amplitude de diffusion (coordonnées sphériques)    [0] 
Si Fonctions d’amplitude (coordonnées sphériques)    [0] r
S  Vecteur de Poynting    [W.m-2] 
t Temps    [s] 
T Matrice de transition (à l’origine de la dénomination T-Matrice)    [0] 
Ti Fonctions d’amplitude (coordonnées cylindriques)    [0] 
Tij Coefficients de la matrice de transition    [0] 
Tn (x) Polynôme de Tchebytchev    [0] 
Tλ Transmission optique spectrale    [0] r
u  Vecteur pilote    [m] 
U Paramètre de Stokes    [W.m-2] 
V Volume    [m3] 
V Paramètre de Stokes    [W.m-2] 
Vp Volume de la particule    [m3] 
wj Fraction massique de l’espèce j    [0] 
wi Coefficient de pondération de quadrature    [0] 
W Puissance rayonnée    [W] 
x, xa Paramètre de taille    [0] 
x Longueur    [m] 
xw Fraction volumique en eau    [0] 
y Paramètre de taille    [0] 
y Longueur    [m] 
yn (x) Fonction de Bessel sphérique de seconde espèce    [0] 
Yn (x) Fonction de Bessel de seconde espèce    [0] 
z Longueur    [m] 
zn (x) Fonction de Bessel sphérique quelconque    [0] 




Chapitre 2 : Propriétés Optiques et Radiatives des Milieux Matériels Complexes 
 
144 




n αα ,  Coefficients d’expansion de la fonction de phase en polynômes de Legendre    [0] 
β Angle de perte    [rad] 
γ Angle    [rad] 
Γ Facteur géométrique    [0] 
Γ (x) Fonction gamma    [0] 
tuut δδ ),( −  Delta de Dirac    [0] 
δij Delta de Kronecker    [0] 
ε Paramètre de déformation pour une particule de Tchebytchev    [0] 
ελ Permittivité spectrale    [F.m-1] 
εr Permittivité relative ou constante diélectrique    [0] 
ζn (x) Fonction de Riccati-Bessel    [0] 
θ  Angle polaire (incident)    [rad] 
θ ′  Angle polaire diffusé    [rad] 
Θ  Angle polaire de diffusion (θ – θ’)    [rad] 
κλ, κ Partie imaginaire de l’indice de réfraction (spectral ou moyen)    [0] 
κr Partie imaginaire relative de l’indice de réfraction    [0] 
•κ  Partie imaginaire de l’indice de réfraction moyen    [0] 
λ Longueur d'onde    [m] 
Λ Libre parcours moyen des photons    [m] 
µ Perméabilité    [H.m-1] ou )1( −= rnµ  
ξn (x) Fonction de Riccati-Bessel    [0] 
pin (θ) Fonction dérivée de polynômes de Legendre    [0] 
λρρ ,  Déphasage spectral de l’onde    [0] 
aρ  Partie réelle du déphasage spectral de l’onde    [0] 
ρj Masse volumique de l’espèce j    [kg.m-3] 
σ Ecart-type    [+] 
τ Angle    [rad] 
τn (θ) Fonction dérivée de polynômes de Legendre    [0] 
τλ Epaisseur optique spectrale    [0] 
φ  Angle azimutal (incident)    [rad] 
φ ′  Angle azimutal diffusé    [rad] 
Φ  Angle azimutal de diffusion )( φφ ′−     [rad] 
χn (x) Fonction de Riccati-Bessel    [0] 
ψ  Fonction d’onde scalaire    [0] 
)ψ(x  Fonction digamma    [0] 
)(xnψ  Fonction de Riccati-Bessel    [0] 
ω Pulsation    [s-1] 





a Relatif au rayon ou demi axe de la particule    [-] 
ABS Relatif à l’absorption    [-] 
cm Relatif au contenu intra-cellulaire    [-] 
cyl Relatif à la fonction de phase dans le plan pour le cylindre long    [-] 
DIF Relatif à la diffraction de Fraunhofer    [-] 
e Fonction paire (cos)    [-] 
eff Paramètre effectif (tenant compte de la distribution de tailles)    [-] 
eq Grandeur équivalente (en surface ou en volume)    [-] 
EXT Relatif à l’extinction    [-] 
inc, INC  Relatif à une grandeur incidente    [-] 
int Relatif à une grandeur interne à la particule    [-] 
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m Milieu environnant ou matrice ou minimum    [-] 
M Maximum    [-] 
o Fonction impaire (sin)    [-] 
p Particule    [-] 
pig Relatif aux pigments photosynthétiques    [-] 
r Grandeur optique relative au milieu environnant    [-] 
réf Relatif à la réflexion    [-] 
S Surface    [-] 
sca, SCA Relatif à la diffusion    [-] 
sec Relatif à la biomasse sèche    [-] 
TRANS Relatif à la transmission    [-] 
V Volume    [-] 
θ Relatif à la direction incidente θ    [-] 
λ Relatif à la longueur d'onde λ (grandeur spectrale ou spectrique)    [-] 
0 Relatif aux propriétés dans le vide ou grandeur incidente    [-] 
//  Polarisation parallèle    [-] 





* Relatif à un complexe conjugué    [-] 
' Partie réelle d'un nombre complexe    [-] 
" Partie imaginaire d'un nombre complexe    [-] 





{ }Re  Partie réelle    [-] 
{ }Im  Partie imaginaire    [-] 
uˆ  Désigne la grandeur complexe associée à u    [-] 





DA  Diffraction anomale 
DAFOG  Diffraction anomale et de Fronhaufer + optique géométrique 
EBCM  Extended boundary condition method (synonyme de méthode T-Matrice) 
ETR  Equation des transferts radiatifs 
RG  Rayleigh-Gans 
TE  Transverse électrique 
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Efficacités et Sections Efficaces pour des Sphéroïdes 




 Dans le cas général, les efficacités d’extinction EXTQ  et d’absorption ABSQ  sont données par : 
 
( ) ( ) ( )
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L’efficacité de diffusion s’obtient par différence : 
 
ABSEXTSCA QQQ −=  
 
















































































































































































































































































































































































2- Sections Efficaces 
 
 De la même façon, on a pour les sections efficaces d’extinction EXTC  et d’absorption ABSC  : 
 
( )
( ) ( )
( )
( ) ( )[ ]
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La section efficace de diffusion s’obtient par différence : 
 
ABSEXTSCA CCC −=  
 





























































































































































Efficacités et Sections Efficaces pour des Cylindres 








































































































































































































































==  est la fonction digamma. 
 
L’efficacité de diffusion s’obtient par différence : 
 
ABSEXTSCA QQQ −=  
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2- Sections Efficaces 
 
 De la même façon, on a pour les sections efficaces d’extinction EXTC  et d’absorption ABSC  : 
 
( )
( ) ( )
( )
( )[ ]



























































































































































































































































La section efficace de diffusion s’obtient par différence : 
 
ABSEXTSCA CCC −=  
 

















































 Chapitre 3 
 
 
Transfert Radiatif en Milieu  










 « L’expérimentation par elle-même ne peut guère conduire au progrès. Elle ne peut permettre 




       René Thom 













S. Dali - 1952 
Beauté et Phénomènes de Transport 
 
 























 L’équation des transferts radiatifs (ETR) a été établie au chapitre premier dans le cas général d’un 
milieu hétérogène diffusant, pouvant absorber et émettre du rayonnement. Nous en avons donné une 
démonstration classique par bilan d’énergie (cette démonstration est similaire à celle des ouvrages de référence 
du domaine comme Chandrasekhar, 1960 ; Özisik, 1973 ; Siegel et Howell, 2002), en insistant sur le fait que 
cette démonstration ne s’intégrait pas directement dans le formalisme général développé en début de chapitre. En 
effet, l’ETR est en fait un cas particulier de l’équation de transport de particules (ETP) qui peut s’établir dans le 
formalisme de la physique statistique du non équilibre, plus en accord avec la présentation donnée au début du 
chapitre 1 (Duderstadt et Martin, 1979). On retrouve ici la dualité onde – corpuscule puisque la radiance ou 
intensité spécifique Iλ peut ainsi se concevoir comme l’énergie rayonnante véhiculée par un photon à la vitesse 
v
r
 dans la direction vv rr
r
/=Ω  (ETP), soit comme la norme du vecteur de Poynting qui représente l’énergie 
portée par une onde électromagnétique dans la direction SS
rrr
/=Ω  (ETR, chap. 1). Rappelons 
qu’indépendamment de ces considérations, il existe une démonstration axiomatique de cette équation 
(Preisendorfer, 1957) qui englobe les deux formalismes. 
 Si l’on considère la diffusion comme élastique (on néglige notamment la fluorescence), indépendante 
(cas de la plupart des applications, voir figure I.2), et dans les conditions d’équilibre thermodynamique local, les 
équations (I.4.35 et 37) sont deux formes générales équivalentes de l’ETR qui, d’une façon générale, se formule 
dans un espace euclidien à six dimensions ),,( trfI Ωλ
rr
=  et demeure généralement un problème spectrique 
(voir figure III.1). La première forme est connue sous le nom de forme différentielle directionnelle de l’ETR et 
s’écrit pour un chemin optique ),( Ω
rr


























    (III.1.1) 
 
où les coefficients spectraux linéiques d’absorption ),( tsaλ  et de diffusion ),( tsλσ , ainsi que la fonction de 
phase pour la diffusion ),( ΩΩλ ′
rr
p  constituent les propriétés radiatives du milieu matériel (dépendant 
rigoureusement de la position et du temps, et liées à la concentration en biomasse par les équations II.2.51-52), 
dont le calcul a été discuté au chapitre précédent ; ελI  représentant le rayonnement émis par le milieu, sous 
l’effet essentiellement de la température. Il apparaît clairement dans l’éq. (III.1.1) que la normalisation de la 










    (III.1.2) 




 On rappelle également, comme nous l’avons vu au chapitre précédent, que pour des particules 
asphériques, la fonction de phase ),( ΩΩ ′
rr
p  est en réalité une fonction de phase moyenne obtenue par 









, pour laquelle nous 
n’introduirons pas de différence de notation par la suite par commodité. 
Comme nous l’avons montré au chapitre premier, il est possible d’exprimer la différentielle d/ds en fonction des 
cosinus directeurs de la direction Ω
r
, faisant ainsi apparaître la forme alternative de l’ETR utilisant l’opérateur 
























 Ces deux formes sont bien sûr complètement équivalentes et peuvent s’utiliser de façon complémentaire 
en fonction des techniques de résolution envisagées. Cette équation revêt une importance considérable dans de 
nombreux domaines de la physique et sa résolution a donné lieu à une littérature pléthorique depuis les années 
60. On peut cependant considérer qu’environ 90% des articles s’intéressent à des problématiques en coordonnées 
cartésiennes, et que moins de 20% d’entre eux comparent des résultats théoriques à l’expérience. Ce dernier fait 
est lié à la grande difficulté, quel que soit le domaine d’application, à obtenir des informations expérimentales 
locales ou directionnelles, mais a largement contribué à négliger le problème de l’effet des propriétés radiatives 
qui sont souvent prises au hasard pour valider ou comparer telle ou telle méthode numérique ! D’autre part, le 
retard pris dans le traitement de l’ETR en coordonnées curvilignes est considérable. Les applications sont 
pourtant nombreuses, mais la complexité additionnelle est grande. En effet, de nombreuses méthodes 
numériques (voir infra) qui sont basées sur une discrétisation angulaire de l’ETR, ne sont rigoureusement 
valables qu’en coordonnées cartésiennes car, comme nous l’avions déjà mentionné dans la note I.4 pour le 
théorème de Poynting, l’utilisation du théorème d’Ostrogradski pour intégrer l’ETR sur Ω
r
d  n’est valable que 
sur une surface fermée, ce qui rend délicate l’utilisation de ces méthodes en coordonnées curvilignes. Il devient 
alors fondamental de s’assurer que l’on ne viole pas le bilan local d’énergie rayonnante de la phase photonique, 












rr div)(div1     (III.1.4) 
 
 Ce bilan fait d’ailleurs apparaître toutes les grandeurs « procédé », définies au chapitre 1, qui vont nous 
intéresser dans ce chapitre (voir appendice III.1) comme la vitesse volumétrique locale spectrique d’absorption 






 (parfois aussi 







),( . La diffusion élastique étant un phénomène conservatif, elle n’apparaît bien sûr plus 
dans ce bilan qui traduit que la convergence du flux radiatif ne peut être modifiée que par échange d’énergie 
avec le milieu matériel. 
 Dans la suite de ce chapitre, nous nous intéresserons à un milieu dont la température est suffisamment 
faible pour négliger le terme d’émission. Cependant, dans la mesure où il s’agit d’un terme isotrope qui ne 
dépend que de la température, sa prise en considération dans le traitement de l’ETR ne poserait aucun problème 
particulier ; ainsi cette restriction n’enlève rien à la généralité des méthodes qui seront présentées (surtout en 
conditions isothermes). D’autre part, à moins de s’intéresser à des phénomènes à la dynamique extrêmement 
rapide, on peut généralement utiliser la forme de l’ETR en régime quasi-permanent (voir chap. 1). Bien 
évidemment, comme d’une façon générale les propriétés radiatives du milieu dépendent du temps, cela ne 
signifie nullement que les grandeurs rayonnantes deviennent une constante du temps ! 
 Finalement, pour terminer cette introduction, on ne redira jamais assez que tout problème de transfert de 
rayonnement dans un milieu matériel hétérogène ne peut être traité correctement sans passer par la résolution de 
l’ETR. Dans le cas de milieux réactifs qui nous intéressent particulièrement et qui présentent souvent des 
géométries très variées ainsi qu’un champ de radiation fortement anisotrope, il est clair qu’il s’agit d’une 
complexité additionnelle qui est souvent éludée dans la littérature. A notre connaissance, excepté quelques rares 
tentatives, seules deux équipes ont systématiquement recours à son utilisation pour la modélisation des 
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photoréacteurs chimiques (Spadoni et al., 1978 ; Cassano et al., 1995), alors même que nous restons les seuls à 
l’utiliser dans le domaine des photobioréacteurs. Qui plus est, comme nous le démontrerons tout au long de ce 
chapitre, le développement de méthodes de résolutions performantes de l’ETR va de pair avec une détermination 
et une utilisation précises des propriétés radiatives du milieu matériel. En effet, en diffusion indépendante, ces 
propriétés (voir chap. 2) sont calculées pour une particule seule, or en conditions moyennes dans un 
photobioréacteur, un photon subit environ 104 collisions par mètre de trajet optique, ce qui montre à quel point 
une petite erreur sur ces propriétés pourra être amplifiée au sein du milieu réactionnel, conduisant 
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1.2- Forme Différentielle Directionnelle et 
Solutions Formelles 
 
 Compte tenu des hypothèses restrictives que nous venons de discuter, la forme directionnelle de l’ETR 


















    (III.1.5) 
 














    (III.1.6) 
 
En supposant que dans la plupart de nos applications, les propriétés radiatives (notamment les coefficients 
d’absorption et de diffusion) restent constantes en fonction de la position, on obtient plus simplement pour la 
définition de l’épaisseur optique : 
 
( ) ( )
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    (III.1.7) 
 
Ainsi, il est facile de définir le facteur intégrant )exp( λτ−  qui conduit à la solution formelle (le long de sa 
caractéristique) de l’ETR directionnelle (Chandrasekhar, 1960 ; Özisik, 1973 ; Duderstadt et Martin, 1979 ; 



























    (III.1.8) 
 
 Bien évidemment, dans le cas de milieux matériels homogènes, ne diffusant pas le rayonnement, la 















dstatttItI     (III.1.9) 
 
qui apparaît comme une généralisation de la loi de Bouguer en trois dimensions, et conduit généralement à des 
solutions analytiques au problème de transfert de rayonnement (Duderstadt et Martin, 1979). 
 
 D’une façon générale, la solution formelle (III.1.8) pour un milieu hétérogène n’est pas exploitable 
directement, mais néanmoins, elle a inspiré un certain nombre de méthodes numériques de résolution de l’ETR. 
Elle est en effet bien adaptée si l’on envisage d’utiliser une méthode d’approximation de solution, bien que 
présentant de nombreux inconvénients. En effet, la recherche de solutions exploitables adaptées à un problème 
aux limites génère une complexité mathématique importante et des temps de calcul très élevés, même pour des 
cas pratiques simples, en raison des couplages importants et des intégrations multiples (Duderstadt et Martin, 
1979). De plus, le problème de discontinuité du champ de rayonnement aux limites apparaît souvent difficile à 
gérer. 
 Pour ces raisons, la solution formelle (III.1.8) est généralement très peu utilisée en coordonnées 
cartésiennes, à la seule exception notable de la méthode FN développée originellement dans ce cadre (Siewert, 
1978 ; Mengüç et Viskanta, 1983 ; Kumar et Felske, 1986), puis généralisée à des problèmes avec symétrie 
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cylindrique ou sphérique (Siewert et Thomas, 1985). Par contre, en raison de la plus grande difficulté à 
développer des méthodes d’approximation d’équation en coordonnées curvilignes, la solution formelle (III.1.8) a 
servi de base à bon nombre de méthodes numériques développées dans ce cas. En coordonnées cylindriques, elle 
a notamment été utilisée par Romero et al. (1997) avec des modèles d’émission de lampes, ou dans les nombreux 
travaux de Thynell (Thynell et Özisik, 1987 ; Thynell, 1989 ; Pessoa-Filho et Thynell, 1995) en une ou deux 
dimensions. Dans ce dernier cas, elle apparaît bien adaptée à l’utilisation de la méthode YIX qui permet de 
mieux gérer le problème de discontinuité aux limites (Hsu et al., 1999) et qui réduit l’ordre des intégrales 
multiples (Siegel et Howell, 2002). Elle a aussi été utilisée en trois dimensions (Crosbie et Lee, 1987), voir 
couplée à une nouvelle méthode de dégénérescence de dimension (Mahanta et Mishra, 2002). En symétrie 
sphérique, la solution formelle est exploitée soit directement à partir d’une technique d’expansion de fonctions 
propres singulières ou de fonctions de Green (Erdmann et Siewert, 1968 ; Case et al., 1970 ; El-Wakil et al., 
2001), soit couplée à des méthodes d’éléments finis utilisant des schémas de Galerkin (Thynell et Özisik, 1985) 
ou de collocation (Wilson et Nanda, 1990). 
 Cependant, dans la quasi-totalité de ces applications en coordonnées curvilignes, la fonction de phase 
est considérée comme isotrope ou bien on utilise une expression excessivement simple comme celle de diffusion 
linéaire anisotrope (éq. II.4.37), ce qui limite fortement le domaine d’application des solutions obtenues. De très 
rares travaux utilisent une fonction de phase anisotrope décomposée en polynômes de Legendre (éq. II.4.35), ce 
qui induit alors une complexité accrue dans l’évaluation numérique des intégrales et rajoute au temps de calcul. 
 
 
1.3- Forme Utilisant l’Opérateur de Transport 
 
 
 La forme équivalente à l’équation directionnelle (III.1.5), avec les mêmes hypothèses, et qui utilise 
l’opérateur de transport )grad( ⋅Ω
r














    (III.1.10) 
 
L’utilisation de cette forme est mieux adaptée aux méthodes de résolution par approximation d’équation 
(méthodes PN et SN notamment ; voir paragraphe 2.3 et Siegel et Howell, 2002). Il est pour cela nécessaire de 
définir les variables caractérisant l’espace euclidien choisi (voir figure III.1) pour ),,( trfI Ωλ
rr
= , puis 
d’exprimer l’opérateur )grad( ⋅Ω
r
 dans différents systèmes de coordonnées (voir tableau III.1). En coordonnées 
curvilignes, la nature du problème aux limites étudié permet souvent de dégager une symétrie (symétrie de 
révolution en coordonnées cylindriques et symétrie sphérique) ; il est alors possible de définir un opérateur 
symétrique o
r
)grad( ⋅Ω  simplifié (voir Tableau III.1) qui sera notamment très utile pour les applications que 
nous envisageons dans ce travail. En effet, la notion de symétrie du champ de radiation, en relation avec la 
théorie constructale développée par Bejan (2000) apparaîtra, tel que nous le verrons au chapitre 4, comme un 
critère important de conception des photoréacteurs industriels. 
Dans la suite de ce travail, nous avons systématiquement privilégié l’utilisation de l’ETR sous la forme 
de l’éq. (III.1.10), que ce soit en une ou trois dimensions, en coordonnées cartésiennes comme en coordonnées 
curvilignes. Ce choix personnel a été guidé par plusieurs raisons qui nous sont apparues comme des avantages 
importants. En effet, l’utilisation directe de la forme différentielle évite le recours à un arsenal mathématique très 
lourd, y compris pour des hypothèses simplistes en regard des propriétés radiatives du milieu matériel ; de plus 
les méthodes numériques sont généralement plus rapides que celles utilisant la forme intégrale, et surtout, c’est 
la seule possibilité de fixer a priori les directions discrètes par le choix de la quadrature. Ce dernier point est 
fondamental si l’on envisage de travailler avec les propriétés radiatives angulaires exactes au lieu 
d’approximations par polynômes de Legendre, ce qui nécessite, comme nous le verrons plus loin, le calcul d’une 
matrice de diffusion angulaire µµ ′P . Étant donné le temps CPU élevé qui peut être nécessaire pour le calcul des 
propriétés radiatives angulaires de particules asphériques (voir chapitre 2), il est hors de question d’intégrer ce 
calcul dans les méthodes de résolution de l’ETR, et la matrice µµ ′P  doit être générée au préalable, ce qui impose 
le choix d’une méthode d’approximation d’équation. 
 





Tableau III.1 : Expressions de l’opérateur de transport )grad( ⋅Ω
r
 et de l’opérateur de transport « symétrique » 
o
r
)grad( ⋅Ω  dans différents systèmes de coordonnées (les notations sont précisées sur la figure III.1). Les 
différentes définitions utiles de la densité de flux d’énergie radiante λq
r









































































Coordonnées cylindriques : 
 
( ) ( )
























































































































Coordonnées sphériques : 
 
( ) ( ) ( )
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 Comme nous l’avons précisé plus haut, la littérature concernant les méthodes de résolution de l’ETR est 
extrêmement abondante dans de nombreuses spécialités de la physique théorique, et il est hors de question ici de 
toutes les passer en revue. L’objectif de ce paragraphe consiste à présenter les méthodes existantes que nous 
utilisons aussi bien que les méthodes originales que nous avons développé dans ce travail. Chaque fois que cela 
sera nécessaire, l’apport de notre approche sera discuté et replacé dans le contexte des méthodes concurrentes. 
Nous avons déjà expliqué les raisons pour lesquelles nous préférons travailler en monodimensionnel avec des 
méthodes d’approximation d’équation ; nous présenterons en fin de paragraphe, en la justifiant, la méthode 
d’éléments finis que nous avons choisie pour travailler en trois dimensions. 
 
 
2.1- Dépendance Azimutale et Définition du 
Repère Mobile pour l’ETR Monodimensionnelle 
 
 
 Dans le cas d’une simplification monodimensionnelle de l’ETR, le champ de radiation ne dépend plus 
que d’une variable d’espace et de la direction Ω
r
 caractérisée généralement par un angle polaire θ et un azimut 
φ, soit ),,,(),,( trItrI φθΩ λλ =
r
. Dans ces conditions, si le référentiel mobile est judicieusement choisi par 
rapport à la variable d’espace r dans chaque système de coordonnées (voir infra), l’ETR monodimensionnelle ne 
dépend plus explicitement de l’azimut φ (dans le cadre de particules présentant une symétrie de révolution et 
orientées au hasard tel que discuté au chapitre précédent), excepté par les conditions aux limites et la fonction de 
phase )(cos),,,(),( ΘφθφθΩΩ λλλ ppp =′′=′
rr
. En effet, généralement les angles θ et θ’ ne sont pas 
coplanaires et l’angle Θ entre les directions incidente et diffusée est donné, en accord avec les notations définies 
sur la figure II.2 du chapitre précédent, par : 
 
)cos(sinsincoscoscos)1()1(cos 2/122/12 φφθθθθΦµµµµΘ ′−′+′=′−−+′=     (III.2.1) 
 
 Cependant, la prise en considération d’une dépendance de l’azimut φ, ainsi que de l’angle diffusé φ’ 
dans la fonction source n’a de sens que si le champ de radiation peut lui-même en dépendre. La théorie de 
Lorenz-Mie fournissant directement les valeurs de )(cosΘλp  comme nous l’avons vu au chapitre précédent, 
une telle dépendance ne peut donc provenir que des conditions aux limites. 
 D’une façon générale, ces conditions aux limites doivent tenir compte d’un rayonnement incident 
collimaté (θc , φc), d’un rayonnement non collimaté (qui peut alors être diffus ou quelconque), ainsi que des 
réflexions diffuse et spéculaire à l’interface. Dans certaines conditions bien particulières mais néanmoins 
difficiles à rencontrer expérimentalement, le rayonnement non collimaté incident peut présenter une dépendance 
azimutale. Dans ce cas, en s’inspirant de Chandrasekhar (1960), Kumar et Felske (1986) ont montré qu’il était 
judicieux de réaliser une expansion en séries de Fourier des conditions aux limites et des intensités spécifiques 
















    (III.2.2) 
 
Il est alors possible de transformer l’ETR générale en un système de m équations indépendantes de l’azimut, sur 
lequel on peut envisager une méthode de résolution adéquate. Concernant un rayonnement collimaté seul, il est 
bien évident que dans la mesure où φ0 est arbitraire, il existe une symétrie azimutale qui permet de ramener 
aisément le problème à la seule dépendance de l’angle d’incidence polaire θc. En conséquence, l’ETR 
monodimensionnelle est très généralement un problème indépendant de l’azimut, ou peut s’y ramener. C’est 
pour cette raison qu’à de très rares exceptions près, le problème de résolution monodimensionnelle de l’ETR se 
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limite à l’étude du cas indépendant de l’azimut (Kumar et al., 1990), et nous ne dérogerons pas à cette règle dans 
les parties qui suivent. 
 
 Enfin, pour des raisons d’harmonisation de présentation qui apparaîtront clairement au lecteur dans la 
partie traitant de l’ETR en coordonnées curvilignes, nous avons choisi de redéfinir le repère mobile de la façon la 
plus judicieuse possible, quitte à aller à l’encontre des notations générales présentées plus haut et le plus 
couramment admises dans la littérature. Pour ce faire, nous emploierons systématiquement un angle polaire β et 
un azimut ξ, définis par rapport à la variable d’espace privilégiée, tel que précisé dans chaque système de 
coordonnées sur la figure III.2. Ce choix, très peu courant dans la littérature mais que nous avons déjà 
implicitement privilégié (Cornet et al., 1995), devrait permettre de gagner en simplicité et en homogénéité, donc 
en clarté de présentation. Par rapport à la partie qui précède, et ceci pour toute la partie traitant de l’ETR 
















    (III.2.3) 
 
Ce changement de repère qui est précisé pour chaque géométrie sur la figure III.2 présente l’énorme avantage de 
conduire à une forme symétrique monodimensionnelle de l’ETR identique dans tout système de coordonnées. En 
effet, dans ces conditions, l’opérateur monodimensionnel symétrique et indépendant de l’azimut pour l’ETR est 
toujours donné par 
du
dβΩ cos)grad( =•⋅r  où u est égal à x en coordonnées cartésiennes et à r en coordonnées 
curvilignes. Comme on peut le constater sur la figure III.2, notre convention est parfaitement naturelle pour les 
géométries rectangulaire et sphérique qui présentent d’ailleurs des analogies, mais elle peut heurter de prime 
















































































































































































 Le repère mobile et les variables étant précisés par rapport à l’axe privilégié u sur la figure III.2 ; à 
partir de ce qui précède, de l’éq. (III.1.10) et du tableau III.1, dans le cadre d’un problème indépendant de 














    (III.2.4) 
 
En appliquant la définition de l’épaisseur optique à ces conditions, l’éq. (III.1.7) devient : 
 
ua )( λλλ στ +=     (III.2.5) 
 
ce qui conduit à une forme alternative condensée de l’éq. (III.2.4), en accord complet avec la littérature en 
















    (III.2.6) 
 
)(/ λλλλ σσϖ += a  étant l’albédo de diffusion simple (voir chapitre 1). 
 
 
2.2- Méthodes Monodimensionnelles Simplifiées 
pour l’Obtention de Solutions Analytiques 
 
 
 Parmi les nombreuses méthodes simplifiées qui ont été développées pour la résolution de l’ETR 
monodimensionnelle (en coordonnées cartésiennes surtout), nous avons décidé de ne retenir que les méthodes 
suffisamment générales, laissant une large part à la prise en compte de fonctions de phases réelles correspondant 
notamment à nos applications, alors même que de nombreuses techniques ont été proposées pour traiter des 
applications thermiques et imposent une fonction de phase isotrope ou quasi isotrope. C’est en particulier le cas 
de l’approximation de diffusion (Siegel et Howell, 2002) ou de l’approximation de diffusion linéaire anisotrope 
(LAS, Siegel et Howell, 2002) qui n’est valable que pour des particules sphériques de très petit paramètre de 
taille. De même, la méthode de Milne-Eddington ou méthode des moments d’ordre 1 (Siegel et Howell, 2002) 
qui suppose une fonction de phase isotrope sur chaque hémisphère défini par l’angle solide, moins évolutive que 
la méthode à deux flux, convient assez mal aux applications que nous envisageons et ne sera pas reprise ici. 
 
 L’intérêt de discuter en détail de méthodes approchées mais simples prend tout son sens quand on sait 
que sous certaines conditions, il est alors possible d’obtenir des solutions analytiques au problème de transfert de 
rayonnement monodimensionnel. Ces solutions analytiques, toujours mieux adaptées à des préoccupations 
d’ingénierie, seront comme nous le verrons au chapitre suivant, fort utiles pour simplifier la formulation du 
couplage avec les vitesses réactionnelles, permettant ainsi de disposer d’outils efficaces aussi bien pour la 
régulation prédictive par modèle (nécessitant de faibles temps calcul) que pour la conception de photoréacteurs. 
Néanmoins, si pour ces raisons leur intérêt ne fait aucun doute, elles ne peuvent prétendre à une description 
précise du phénomène dans une large gamme de conditions opératoires (types de particules, épaisseurs optiques, 
conditions aux limites, etc.) et devront donc être complétées par des approches plus rigoureuses. 
 
 
2.2.1- Coordonnées Cartésiennes 
 
 Les solutions analytiques de l’éq. (III.2.6) avec u = x peuvent être recherchées par deux méthodes 
suffisamment souples pour les généralisations envisagées et que nous nous proposons de développer ici ; il s’agit 
des méthodes dites à deux flux et à six flux. 
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2.2.1.1- La méthode à Deux Flux et ses Généralisations 
 
 Cette méthode, probablement la plus ancienne (Schuster, 1905), a été reprise par Chandrasekhar (1960) 
puis généralisée dans les années 70-80 (Mengüç et Viskanta, 1983). Elle a d’ailleurs été développée 
indépendamment dans les domaines de la spectroscopie où elle porte le nom de théorie de Kubelka-Munk, et du 
transport de neutrons (Wing, 1962). Si ses bases théoriques peuvent sembler bien établies, elle a malgré tout 
engendré une littérature extrêmement abondante, souvent doublée d’une certaine confusion, même sur une 
époque très récente. Dans la mesure où nous envisageons de présenter ici des généralisations qui n’ont, à notre 
connaissance, pas fait l’objet de publications, il semblait donc préférable de revenir quelque peu sur les 
fondements de la méthode. 
Le développement d’une méthode à deux flux repose avant tout sur une hypothèse liant l’intensité 
spécifique I(x,β) à l’angle polaire β sur chacun des deux hémisphères définis par les valeurs positives 
2/cos0 piβµ <=<  et négatives piβµpi <=< cos2/  du cosinus directeur de l’angle solide ±Ωd  considéré. 
Historiquement, l’hypothèse retenue, plutôt mal adaptée à nos applications, considère le champ de radiation 
diffus (isotrope sur un hémisphère) ; base sur laquelle nous allons rapidement rappeler les fondements de la 
méthode. 
 
 Champ de Radiation Diffus 
 
 Indépendamment de toute hypothèse sur le champ de radiation, il est possible d’intégrer l’éq. (III.2.4) 
sur toutes les directions de l’angle solide ββpiΩ dd sin2=  pour faire apparaître les grandeurs physiques 















sin)(sincos)(   (III.2.7) 
 
Les propriétés de symétrie de la fonction de phase ),(),( ββββ ′=′ pp  dans la double intégrale du terme source 
qui correspondent à des propriétés générales de toute intégrale de collision de Boltzmann (Duderstadt et Martin, 
1979 ; De Groot et Mazur, 1984) permettent d’effectuer séparément les intégrations de la fonction de phase et 




















Le dernier terme représentant l’intégrale de la fonction de phase, normé à 1 par définition, peut être intégré en 






















λ ββββββββββββ bfdpdpdp     (III.2.9) 
 
faisant ainsi apparaître la fraction ante diffusée f2,λ et la fraction rétro diffusée b2,λ, qui permettent de réécrire 
l’équation (III.2.8) sous la forme d’un système de deux équations correspondant à chaque hémisphère 
±±±
−== µββpiΩ ddd sin2/  en scindant judicieusement la fonction source, et en tenant compte cette fois-ci 

















































































    (III.2.10) 
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    (III.2.11) 
 
où λλ aad 2, =
)
 et λλλ σσ ,2, 2bd =
)
 sont des coefficients hémisphériques ; l’indice d précisant l’hypothèse diffuse 
sur chaque hémisphère. On remarquera avec pertinence sur le système (III.2.11) qu’à partir des définitions des 


































    (III.2.12) 
 
le terme différentiel monodimensionnel, à un facteur pi près, représente indifféremment ±λq
rdiv  ou ±λIgrad . Cette 
caractéristique qui n’apparaît qu’en coordonnées cartésiennes rend ici la partition de l’éq. (III.2.7) possible, bien 
que comme nous l’avons déjà souligné, l’intégration de l’éq. (III.2.4) n’a mathématiquement de sens que sur la 
totalité de l’angle solide dΩ. Nous reviendrons ultérieurement sur les problèmes que cela pose pour appliquer la 




Note III.1 : La partition du terme source dans l’éq. (III.2.8), permettant de définir la fraction rétro diffusée (éq. 
III.2.9) en inversant l’ordre d’intégration, repose rigoureusement sur les propriétés de symétrie de la fonction de 
phase. Ces propriétés sont générales, clairement établies pour toute intégrale de collision (Duderstadt et Martin, 
1979 ; De Groot et Mazur, 1984) ou dans le cadre des transferts radiatifs (Chandrasekhar, 1960), et même 
nécessaires à l’obtention du bilan local d’énergie rayonnante (éq. III.1.4). Dans le cadre d’un champ de 
radiation indépendant de l’azimut, il n’y a donc aucune raison de définir différemment de l’éq. (III.2.9) la 
fraction rétro diffusée, contrairement à ce qui est affirmé par Brewster et Tien (1982 a et b) qui procèdent à une 
double intégration (sur β et β’), ce qui conduit à une forte surestimation de b2 comme on peut le vérifier en 
analysant leurs propres résultats (Brewster et Tien, 1982 a), correspondant qui plus est à des propriétés 
radiatives très particulières et relativement isotropes. Ces auteurs, pourtant réputés dans le domaine, auraient 
dû se pencher plus avant sur les fondements mathématiques de l’ETR, ce qui aurait évité que d’autres auteurs 




 Le système (III.2.11) peut alors être résolu après avoir fourni les conditions aux limites adéquates. Il 
suffit pour cela d’additionner et soustraire respectivement les deux équations du système ; la deuxième équation 















    (III.2.13) 
 
La solution de cette équation est triviale et après dérivation et séparation des intensités spécifiques +λI  et 
−
λI  


















    (III.2.14) 
où l’on a posé : 

































    (III.2.15) 
 
Le paramètre αλ, qui apparaît indépendant de l’hypothèse sur le champ de radiation est le module de diffusion 
linéaire ; sa valeur est comprise entre 0 (milieu diffusant) et 1 (milieu absorbant), et il rend compte de façon plus 
judicieuse que l’albédo de diffusion simple λϖ  de l’importance relative des deux phénomènes, car il intègre 
l’effet de la fonction de phase via la fraction rétro diffusée. Ainsi, pour un micro-organisme, sa valeur est 
souvent comprise entre 0,8 et presque 1, démontrant que si la diffusion est le phénomène majoritaire (voir les 
valeurs de λϖ  généralement comprises entre 0,6 et 1), l’anisotropie de la fonction de phase rend le 
comportement du milieu matériel plutôt absorbant. Le paramètre λδ ,d  quant à lui joue le rôle de coefficient 
d’extinction pour la méthode à deux flux, et son expression dépend toujours du choix initial sur le champ de 
radiation pour intégrer l’éq. (III.2.4). 
 
 
Note III.2 : Il est possible d’obtenir à l’identique l’éq. (III.2.13) par une approche plus rigoureuse, utilisant le 
bilan local d’énergie radiante (III.1.4) qui doit toujours être vérifié par les grandeurs hémisphériques +λI  et −λI . 
Après avoir sommé les deux équations (III.2.11) pour obtenir une expression différentielle de )( −+ − λλ II , on 



















qui après simplification par pi, conduit immédiatement à l’éq. (III.2.13). Cette méthode qui ne change rien au 
résultat en coordonnées cartésiennes sera employée en coordonnées curvilignes pour étendre le principe de la 




 Les constantes A et B sont alors déterminées avec les conditions aux limites choisies. Dans le cas 
classique d’une irradiation d’un côté avec une densité de flux incidente + λ,0q , sans rayonnement ni réflexion à 
l’arrière du milieu d’épaisseur L, on obtient, à partir des définitions (III.2.12) les grandeurs recherchées (Cornet 





























































































    (III.2.16) 
 
De même, les expressions des profils d’intensités spécifiques +λI  et 
−
λI  permettent de définir dans ce cas 






















































    (III.2.17) 
 
 Ces relations analytiques simples sont d’une grande utilité pour estimer rapidement le profil 
d’irradiance si le cas physique considéré est en accord avec les CL choisies. Bien évidemment, le problème peut 
être résolu avec d’autres conditions aux limites ; un cas particulièrement intéressant est l’irradiation symétrique 
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d’un milieu d’épaisseur L avec la même densité de flux incidente ± λ,0q . On obtient alors aisément par la même 























































  (III.2.18) 
 
Les profils obtenus (Cornet et al., 1995) montrent alors, comme attendu, une symétrie de part et d’autre de la 
demi épaisseur du milieu L/2. 
 
 Champ de Radiation Collimaté 
 
 L’hypothèse d’un champ de radiation diffus sur chaque hémisphère n’est pas la seule façon de rendre 
les intensités spécifiques indépendantes de l’angle polaire β. Une autre hypothèse correspondant à de nombreux 
cas pratiques consiste à supposer un rayonnement collimaté suivant une direction privilégiée βc. Dans ces 
conditions, sur chaque hémisphère positif et négatif ±Ωd , les intensités spécifiques s’écrivent à l’aide de la 















    (III.2.19) 
 
Remarquons que par rapport au cas diffus précédent, cette approche introduit implicitement une loi (simple) pour 
les intensités qui ne peuvent exister que suivant une direction privilégiée ( ±cβ ), ce qui ouvre la porte à des lois 
plus générales et donc à des extensions possibles de la méthode. Il est alors facile de reprendre la démarche de la 

























































































































On utilise alors les propriétés intégrales de la fonction de Dirac (qui rigoureusement ne sont valables que sur la 




































    (III.2.21) 
 
dans lequel ±cI  indique que le rayonnement collimaté n’existe que suivant deux directions privilégiées 
±
cβ  et où 

























    (III.2.22) 
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 Ce système peut alors être résolu avec les CL adéquates, comme dans le cas précédent, mais si on 
s’intéresse essentiellement à des applications pour lesquelles on n’a pas de rayonnement incident à l’arrière du 
milieu dans le sens négatif, excepté une possible réflexion, il est judicieux de simplifier le système (III.2.22) en 
considérant qu’il n’existe qu’une direction collimatée incidente +cβ , amenant à poser piββ += +− cc , et 
+−




























































    (III.2.23) 
 
Remarquons que ce système, originellement obtenu par Hottel et Sarofim (1967), convient également 
parfaitement pour le cas d’un système irradié des deux côtés avec incidence normale car alors 
1coscos −=−= +− cc ββ . Si l’on s’intéresse aux mêmes conditions aux limites que précédemment, avec un 
rayonnement collimaté incident de densité de flux cIq βλλ cos,0,0 ++ = , faisant un angle βc avec la normale, et 























































































































































    (III.2.25) 
 












































    (III.2.26) 
 
On vérifie bien comme annoncé que le module de diffusion linéaire αλ est défini de la même façon, alors que le 
coefficient d’extinction λδ ,c  diffère d’un facteur cβcos2 , soit pour une incidence normale, d’un facteur 2. En 
conclusion, nous venons de montrer que pour un milieu irradié d’un seul côté avec incidence normale, on 
pouvait appliquer les relations obtenues pour l’incidence diffuse en divisant par 2 le coefficient d’extinction λδ  
et la valeur de l’irradiance Gλ. Les définitions de la transmission et de la réflexion s’exprimant en densité de 
flux, il est donc logique de pouvoir utiliser alors directement les relations (III.2.17) avec la modification 
susnommée du seul coefficient d’extinction. 
 




 Champ de Radiation Collimaté - Diffus 
 
 Rien de ce qui a été dit jusqu’à présent n’oblige à considérer une hypothèse symétrique sur les deux 
hémisphères, dans la mesure où l’on s’assure toujours de vérifier le bilan local d’énergie radiante (éq. III.1.4 et 
note III.2). Or si l’on remarque que les fonctions de phases de micro-organismes (chapitre 2) sont très pointues 
vers l’avant (hémisphère positif), et plutôt isotropes vers l’arrière (hémisphère négatif), il semble évident a 
priori, que dans le cas pratique fréquent d’un rayonnement incident quasi collimaté, une hypothèse hybride avec 
un hémisphère positif collimaté et un hémisphère négatif diffus, semble s’imposer (le cas opposé peut bien sûr 
également s’envisager, mais présente peu d’intérêt en vue de nos applications). Le travail, bien que fastidieux, 
n’est pas très compliqué et consiste à combiner les deux approches précédentes. Le système à résoudre se 




















































































































    (III.2.27) 
 












































    (III.2.28) 
 
En se limitant au cas pratique déjà traité avec un rayonnement incident collimaté et pas de rayonnement à 







































































































































































Dans ces relations, nous avons posé cette fois-ci : 
 






























































    (III.2.30) 
 
 Les expressions de la transmission et de la réflexion aux limites du milieu sont moins triviales et sont 




















































    (III.2.31) 
 
ce qui permettra de comparer avec des résultats expérimentaux obtenus en sphère d’intégration par exemple. 
 
 Généralisation à d’Autres Conditions aux Limites et à Une 
Modulation Angulaire des Intensités Spécifiques 
 
 Les cas pratiques que nous venons de développer ne sont que des exemples parmi d’autres qui montrent 
que la méthode à deux flux peut fournir des solutions analytiques approchées dans bon nombre d’applications. 
Chaque cas est fortement lié à la géométrie du problème et donc aux conditions aux limites ; en particulier il est 
courant d’avoir à intégrer le phénomène de réflexion aux interfaces que nous avons négligé jusqu’à présent. Cet 
aspect complique obligatoirement la résolution de l’ETR (quelle que soit la méthode utilisée) car il aboutit 
inévitablement à un problème à deux points de conditions aux limites. Cependant, la méthode à deux flux peut 
encore dans certains cas fournir des solutions analytiques. Nous avons en effet appliqué récemment la méthode à 
un photoréacteur rectangulaire illuminé d’un côté avec un échangeur de chaleur en face arrière en inox qui 
réfléchit notablement le rayonnement (Pottier et al., 2005). Les systèmes (III.2.11 ou 22) peuvent alors être 
intégrés avec des CL prenant en compte la réflexion à l’arrière du milieu sous la forme : 
 
+−
== λλλ ρ ),(),(, cc IILx  
 
où ρλ est le coefficient de réflexion de la paroi (obligatoirement spéculaire si le rayonnement est considéré 
collimaté, et obligatoirement diffus si le rayonnement est considéré comme tel). On peut alors aisément 
généraliser les solutions (III.2.16 ou 25) sous la forme : 
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dans lesquelles on prendra pour un rayonnement diffus )2(2
,2 λλλλλδ EsbEaEaC X +=  et 4=K , et pour un 
rayonnement collimaté )2(sec
,2 λλλλλ βδ EsbEaEaC cX +=  et cK βsec2= . Dans ces conditions, la 
transmission, si elle est mesurable s’exprime par : 
 























    (III.2.33) 
 
 
 De façon encore plus pertinente que l’introduction de conditions aux limites plus réalistes pour décrire 
le phénomène de transfert de rayonnement, il est possible de gagner en précision dans la description du champ de 
radiation lui-même. En effet, nous avons déjà insisté sur le fait que le passage d’une hypothèse diffuse à une 
hypothèse collimatée correspondait méthodologiquement au remplacement d’une indépendance angulaire totale 
des intensités spécifiques par une loi (certes triviale) de variation angulaire permettant ensuite d’intégrer 
réellement sur chaque hémisphère positif et négatif. Il est donc possible d’envisager une description 
intermédiaire du champ de radiation entre les deux extrêmes que sont le champ diffus et le champ collimaté. On 
peut par exemple penser, en accord avec la méthode des moments qui n’a malgré tout pas la même finalité, à une 
modulation par des puissances nième de cos β en posant en lieu et place de l’éq. (III.2.19) : 
 
ββ λλ nII cos)( =     (III.2.34) 
 
Cette relation introduit une souplesse dans la description du champ de radiation, permettant ainsi de s’adapter au 
mieux à la distribution des champs incidents et/ou à la fonction de phase du milieu matériel. En effet, il est bien 
évident que le cas n = 0 correspond à l’hypothèse diffuse et que le cas ∞=n  correspond à l’hypothèse 
collimatée normale )()(,)0()( piβδββδβ λλλλ −=−= −−++ IIII  ; tous les cas intermédiaires pouvant être décrits 
si l’on choisit d’autres valeurs du degré de collimation n. 
 La partition du champ en coordonnées cartésiennes telle que présentée par les équations (III.2.10) 



















































































et avec les équations symétriques pour l’hémisphère négatif, en résolvant de la même façon que pour un champ 














































































    (III.2.15) ou (III.2.26) 
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Ces relations sont bien conformes au cas diffus (éqs. III.2.16) en faisant n = 0, et au cas collimaté avec incidence 
normale (éqs. III.2.25) avec ∞=n . Si l’on est capable de préciser pour chaque cas pratique la meilleure valeur 
du degré de collimation n (voir paragraphe 4.1.2 de ce chapitre), elles permettent une description plus fine du 
champ de radiation par une approche qui reste bien souvent analytique. Remarquons pour terminer que d’autres 
lois de modulation tractables mathématiquement, comme par exemple une modulation elliptique, peuvent aussi 
être envisagées. 
 
 Conclusions Partielles sur les Conditions d’Application de 
la Méthode 
 
 On aura compris à travers les discussions précédentes que l’hypothèse faite pour la distribution 
angulaire des intensités spécifiques sur chaque hémisphère conditionne essentiellement la qualité de la 
description que l’on peut attendre de la méthode à deux flux. La faiblesse de la méthode réside ainsi dans le fait 
qu’il n’est structurellement pas possible de dissocier le champ de radiation incident (ou réfléchi) du champ de 
radiation interne au milieu matériel considéré. L’hypothèse est obligatoirement la même pour les deux (y 
compris pour un simple problème de réflexion), et il apparaît donc évident que la méthode sera plus performante 





Figure III.3 : Comparaison entre les profils de densité de flux relative + λλ ,0, / qq x  en fonction de la fraction rétro 
diffusée b2 prise comme paramètre, obtenus avec les modèles à deux flux collimaté (trait continu) et collimaté – 
diffus (trait pointillé). Les paramètres choisis pour ces tracés sont une épaisseur L = 3 cm et des coefficients 





 En conséquence, et compte tenu des fonctions de phase observées et largement discutées au chapitre 
précédent pour des micro-organismes, on peut attendre des résultats corrects lorsque le champ incident est quasi 
collimaté (en accord avec la fonction de phase), que l’on utilise alors l’hypothèse collimatée ou collimatée – 
diffuse. L’adéquation devrait être d’autant meilleure que la fonction de phase est pointée vers l’avant, c'est-à-dire 
pour des micro-organismes sphériques (et d’autant plus mauvaise dans le cas inverse). Nous verrons malgré tout 
plus loin, que même dans ces conditions la pertinence de la méthode à deux flux reste limitée à d’assez faibles 
épaisseurs optiques, de l’ordre de 20=λτ  (Pottier et al., 2005), ce qui n’est déjà pas si mal ! 




 D’autre part, pour ces applications, la figure III.3 met en évidence les possibles différences qui peuvent 
apparaître entre l’hypothèse d’un rayonnement collimaté et d’un rayonnement collimaté – diffus. On note 
clairement que pour de faibles valeurs de la fraction rétro diffusée b2, les deux hypothèses conduisent au même 
résultat. Il faut atteindre une valeur b2 = 0,1 au moins pour commencer à voir une différence significative sur le 
profil des densités de flux. Or, comme nous l’avons déjà mentionné, la plupart des micro-organismes présentent 
des fractions rétro diffusées inférieures à 0,05 pour lesquelles il est impossible de distinguer une différence entre 
les deux solutions proposées. Ainsi, l’hypothèse collimatée – diffuse ne sera généralement pas d’un grand intérêt 
dans le cadre d’applications en photobioréacteurs, mais garde tout son sens pour des particules présentant des 
fractions rétro diffusées plus élevées. 
 
2.2.1.2- La méthode à Six Flux 
 
 Sur la base d’une critique liée à la trop grande simplification du champ de radiation en deux flux, mais 
en gardant toujours l’idée d’obtenir des solutions analytiques à la forme monodimensionnelle de l’ETR, la 
méthode à six flux a été originellement proposée par Chu et Churchill (1955). Ces auteurs proposent une 
extension du principe, de façon à avoir une meilleure description de la fonction de phase et du champ de 
radiation, en divisant l’espace en six flux au lieu de deux, les quatre fractions latérales étant malgré tout égales 





         (a)    (b) 
 




On pourra donc décrire le champ de radiation à partir de la fraction ante diffusée f6, de la fraction rétro 
diffusée b6, et de quatre fractions latérales identiques s6. Si cette approche peut a priori paraître séduisante et 
plus détaillée que l’approche à deux flux, elle pose cependant un problème quant à la définition des fractions f6, 
b6, s6. En effet, s’il était possible de définir rigoureusement les fractions b2 et f2 sur la base de fondements 
mathématiques de l’ETR sur lesquels nous avons beaucoup discuté (confère note III.2), il n’est plus possible de 
scinder l’ETR en six équations différentielles sans faire un choix plus ou moins arbitraire sur la définition des 
trois fractions. On est en réalité déjà entré dans un schéma de résolution numérique (nous verrons un peu plus 
loin que cette approche a inspiré une méthode numérique réputée), et comme le font remarquer les auteurs eux-
mêmes, en dehors des critères de conservation de l’énergie et de la dégénérescence sur le cas isotrope, il est 
possible de définir ou d’identifier les fractions de nombreuses façons différentes. En l’absence de critères 
particuliers, Chu et Churchill (1955) proposent une définition basée sur la représentation vectorielle du moment 








































    (III.2.35) 
 
Cette définition est certainement une des moins mauvaises (dans le cas d’un rayonnement isotrope, elle donne 
6/1666 === sbf ), mais laisse déjà entrevoir une possible sous estimation des fractions avant – arrière avec, 
en raison du principe de conservation de l’énergie, une surestimation associée des fractions latérales. Il est 
néanmoins possible, à partir d’une approche similaire à la méthode à deux flux, d’obtenir un système de six 
équations en densités de flux en accord avec les définitions précédentes. On notera cependant qu’une telle 
approche intégrale n’a de sens que si l’on travaille avec les projections du vecteur densité de flux λq
r
, et que 
contrairement à la méthode à deux flux, il n’est plus possible de disposer de relations simples entre irradiance Gλ 
et intensités spécifiques Iλ. En s’en tenant dans un premier temps à l’écriture en densité de flux, on obtient en 
traitant le cas d’une hypothèse collimatée pour le champ de radiation (le rayonnement incident faisant un angle 






































































































































































































   (III.2.37) 
 
La résolution de ce système avec les conditions aux limites sans réflexion, du type de celles déjà utilisées au 
paragraphe précédent est bien analytique pour la densité de flux, mais malgré tout extrêmement fastidieuse et 
tient sur plusieurs pages. Le lecteur intéressé pourra consulter l’article d’origine (Chu et Churchill, 1955) ; nous 
nous limiterons ici à des fins de comparaison à traiter le cas d’un rayonnement incident normal (βc = 0). Dans ce 











































































































































































dont la solution est exactement la même que celle obtenue pour le rayonnement collimaté par la méthode à deux 






































































































    (III.2.39) 
 
Rigoureusement, l’irradiance Gλ est obtenue à partir d’une expansion des intensités spécifiques en série de 
polynômes de Legendre qu’il est nécessaire de tronquer après un nombre fini de termes (Chu et Churchill, 1955). 
On peut donc considérer que cette méthode a inspiré le développement de la méthode numérique PN (voir infra) 
et ainsi prétendre au titre d’ancêtre de la méthode P1. Néanmoins, dans le cas où le milieu n’est pas émissif, on 
peut facilement éviter cette étape laborieuse en utilisant la forme simplifiée du bilan local d’énergie radiante (éq. 










,div r  
 
et permet donc d’obtenir facilement l’irradiance à partir de la dérivée de la densité de flux ! Il est bien évident 
alors que si l’on prend les fractions latérales égales à zéro, on doit vérifier 166 =+ bf , et les définitions 
précédentes dégénèrent sur les éqs. (III.2.26) de la méthode à deux flux. 
 Bien évidemment, la même approche peut être menée pour toutes les hypothèses de rayonnement que 
nous avons envisagé pour la méthode à deux flux ; notamment, il est possible de traiter le cas d’un rayonnement 
dissymétrique collimaté - diffus, avec incidence normale. On obtient alors à partir du système initial algébro-
différentiel du type de (III.2.38) : 
 





























































































































































































































































d’où il est facile de déduire les expressions de la transmission et de la réflexion : 
 




































































    (III.2.42) 
 
Bien évidemment, les remarques précédentes sur le moindre effet de l’hypothèse d’un rayonnement 
collimaté – diffus pour le cas des photobioréacteurs restent valables, et ces solutions présentent surtout un intérêt 





Figure III.5 : Comparaison des profils d’irradiance relative en fonction de la fraction latérale s6 prise comme 
paramètre, obtenus avec les modèles à deux flux collimaté (trait continu, s6 = 0) et à six flux collimaté (trait 
pointillé). Les paramètres choisis pour ces tracés sont une épaisseur L = 3 cm et des coefficients spectraux 




 L’effet de la prise en compte de six flux (dont quatre flux latéraux caractérisés par la fraction s6) au lieu 
de deux est bien illustré sur la figure III.5 où l’on a fait varier la fraction latérale s6 en paramètre de façon à 
comparer les profils d’irradiance obtenus par rapport à un modèle dégénéré à deux flux pour lequel 
266 et0 bbs == . On vérifie alors aisément qu’au dessus d’une valeur seuil d’environ s6 = 0,01, l’augmentation 
de la fraction latérale dans la prise en compte de la fonction de phase introduit un effet très important sur les 
profils d’irradiance, lié à une augmentation de la part de la diffusion latérale. Cette représentation a priori plus 
réaliste du phénomène de diffusion peut sembler séduisante ; malheureusement, comme nous l’avons 
systématiquement remarqué sur l’ensemble de nos résultats expérimentaux, cette méthode surestime 
sensiblement l’effet de la diffusion pour des micro-organismes et, dans le cadre de ces applications, s’avère 
toujours moins performante que la méthode à deux flux. Cette constatation qui peut s’avérer surprenante est 
probablement liée au fait déjà mentionné que la définition des fractions ante et rétro diffusées est plus ou moins 
empirique ; le choix néanmoins judicieux proposé par Chu et Churchill (1955) que nous avons repris semblant 
encore une fois mieux adapté à des fonctions de phase plus isotropes. La méthode à six flux ne fera donc pas 
l’objet de discussions complémentaires dans la suite de ce travail. 





2.2.2- Coordonnées Cylindriques 
 
 Compte tenu des conclusions que nous avons tiré précédemment sur les méthodes simplifiées 
analytiques de résolution de l’ETR monodimensionnelle en coordonnées cartésiennes, nous nous limiterons ici à 
présenter et discuter la méthode à deux flux. Cette méthode, ou plus généralement la recherche de solutions 
analytiques approchées en coordonnées cylindriques a fait l’objet, à notre connaissance, de très peu de travaux. 
Nous avions nous même proposé une solution il y a quelques années (Cornet et al., 1995) en tentant de 
généraliser la méthode utilisée en coordonnées cartésiennes, mais notre approche s’est avérée erronée, même si 
la solution obtenue constitue une très bonne approximation pour des épaisseurs optiques élevées, correspondant à 
une situation de limitation physique par le transfert de rayonnement. Notre erreur était liée au fait, comme nous 
l’avons mentionné et discuté plus haut (voir note III.2) que la méthode classique utilisée en coordonnées 
cartésiennes n’est pas généralisable telle que en coordonnées curvilignes puisque l’intégration de l’ETR pour 
conduire au bilan d’énergie locale (éq. III.1.4) nécessite rigoureusement une surface fermée. Le système sur 
lequel nous avions travaillé était donc structurellement faux, si bien que les conditions aux limites utilisées au 
centre du cylindre (r = 0) ne conduisaient pas à une situation physiquement raisonnable (augmentation de 
l’irradiance à l’infini). Malheureusement, à l’époque, cette approche était étayée par des résultats expérimentaux 
(Cornet et al., 1995) qui bien que corrects, ont souffert d’une confusion sur la mesure réelle des capteurs, 
notamment entre irradiance et débit de fluence (voir infra et appendice III.1). Cette erreur de méthode a 
d’ailleurs été reprise indépendamment par Raupp et al. (1997) qui proposent une méthode à deux flux en 
coordonnées cylindriques basée sur un système d’équations établi par un bilan d’énergie sur un élément de 
volume (généralisation en cylindrique de la méthode historique de Schuster) structurellement faux pour les 
mêmes raisons. 
 Une approche rigoureuse pour la recherche de solutions simplifiées de l’ETR en coordonnées 
cylindriques a été proposée, dans la lignée des travaux de Chandrasekhar (1960), par Heaslet et Warming (1966). 
Ces auteurs ont en réalité étendu la méthode de Milne-Eddington (ou méthode P1) aux coordonnées cylindriques 
pour obtenir, dans le cas de propriétés radiatives constantes, des solutions analytiques. Kesten (1968) a 
également travaillé sur ce problème à partir d’une méthode intégrale d’approximation de solution sans arriver 
toutefois à produire des solutions analytiques simples. Ces travaux étaient de toute façon limités à une fonction 
de phase isotrope, ce qui nous avait d’ailleurs incité à abandonner la méthode P1 dès les paragraphes 
d’introduction de ce chapitre. 
 A ce jour, une transposition rigoureuse de la méthode à deux flux en coordonnées cylindriques telle que 
nous allons la présenter n’a, à notre connaissance, pas été publiée. Cette constatation peut paraître surprenante 
puisque des problèmes numériques beaucoup plus complexes en deux ou trois dimensions font l’objet d’un 
nombre de travaux croissants depuis les années 80 ; peut-être la recherche de solutions analytiques approchées, 
mais utiles à l’ingénieur, est-elle devenue à notre époque un problème sans intérêt, ou indigne d’être publié ? 
Quoiqu’il en soit, et ne souscrivant pas à ce phénomène de mode, nous pouvons envisager de généraliser ici la 
méthode à deux flux en coordonnées cylindriques par une approche dont les grandes lignes ont été données dans 
la note III.2. Si l’on admet le changement de base proposé sur la figure III.2 pour exprimer l’opérateur 
monodimensionnel 
du
dβΩ cos)grad( =•⋅r  de la même façon dans les trois systèmes de coordonnées, on pourra 
alors (et c’est l’intérêt !) utiliser les équations (III.2.4-5) en posant simplement cette fois u = r comme ETR de 
départ. Dans ces conditions, les définitions des densités de flux radiales et des irradiances sont données par les 
































    (III.2.43) 
 
les intégrales devant être effectuées à partir d’une hypothèse sur la dépendance (ou l’indépendance) angulaire 
des intensités spécifiques. 
 Compte tenu du manque d’intérêt dont nous avons déjà discuté pour des hypothèses dissymétriques sur 
le champ de rayonnement en vue de nos applications, nous envisagerons successivement seulement les cas d’un 
rayonnement diffus puis collimaté (par analogique avec les coordonnées cartésiennes). 
 




2.2.2.1- Cas d’un Rayonnement Diffus 
 
 Dans le cas d’un champ de rayonnement diffus, et dans la mesure où l’on démarre du même système de 
deux équations (III.2.4-5), la démarche est rigoureusement identique au cas rectangulaire et conduit rapidement 







































    (III.2.44) 
 
 Pour obtenir l’équation caractéristique du système, on somme d’abord ces deux équations, ce qui donne 
directement une première relation : 
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    (III.2.45) 
 
Cependant, cette fois-ci, contrairement au cas des coordonnées cartésiennes, le bilan d’énergie de la phase 
photonique (éq. III.1.4) n’est plus une relation colinéaire pouvant être obtenue (à un facteur pi près) par 
différence des deux équations du système (III.2.44) en faisant ainsi apparaître la divergence monodimensionnelle 
de la densité de flux. On va donc utiliser comme deuxième relation la forme monodimensionnelle en 
coordonnées cylindriques et en régime permanent du bilan local d’énergie rayonnante (III.1.4) de façon à être sûr 
que le résultat final sera bien en accord. Avec notre hypothèse de champ diffus et en simplifiant par pi, ce bilan 
s’écrit : 
 


















    (III.2.46) 
 
En reportant alors l’expression précédente de )( −+ − λλ II  dans ce bilan, on arrive enfin à l’équation caractéristique 



















    (III.2.47) 
 











    (III.2.48) 
 
où I0 (x) et K0 (x) sont respectivement les fonctions de Bessel modifiées d’ordre zéro de première et de seconde 
espèce, et A et B deux constantes d’intégration à déterminer au cas par cas, en fonction des conditions aux limites 
imposées au système. 
 
 De ce point de vue, le premier cas que nous étudierons, le plus simple, est un cylindre plein radialement 
illuminé avec une densité de flux diffuse −− = λλ pi ,, RR Iq . Dans ce cas, le problème physique impose, en 






















    (III.2.49) 
 
L’équation (III.2.45) donne une base pour traduire la première condition sous forme compatible avec la solution 
générale, et l’on obtient : 
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ce qui oblige à prendre B = 0 car K1 (0) tend vers l’infini. 
 La suite est triviale car à partir de la relation (III.2.45), on peut, de la même façon qu’en coordonnées 



















    (III.2.50) 
 
dans lesquelles, les définitions de αλ et δd,λ sont inchangées et données par l’éq. (III.2.15). En appliquant alors la 
deuxième condition aux limites, ainsi que les relations classiques déjà utilisées pour la densité de flux et 


























































































    (III.2.51) 
 
 On peut cette fois vérifier que cette solution possède un comportement physique raisonnable, car au 
centre, elle vérifie bien une densité de flux nulle et une irradiance qui possède une valeur finie non nulle, excepté 
si Rd λδ ,  devient grand. De ce point de vue, le cas limite correspondant à la limitation physique est obtenu en 
supposant que λδ ,d  est grand, ce qui conduit à partir des développements asymptotiques des fonctions de Bessel 










































Ces relations ne diffèrent de l’ancienne formule (Cornet et al., 1995) que par la présence d’une racine carrée sur 
le rapport des rayons qui n’a pas d’effet sensible sur le calcul des profils et explique bien ainsi pourquoi on 
obtenait un comportement correct en limitation physique avec des relations structurellement fausses. 
 
2.2.2.2- Extensions à un Rayonnement Collimaté et à des 
Conditions aux Limites plus Générales 
 
 Une fois admise la résolution précédente dans le cas d’un champ de radiation diffus, il est aisé de 
généraliser l’approche, de la même façon que nous l’avons fait dans le cas des coordonnées cartésiennes. Ainsi, 
si on s’intéresse à un champ de radiation plutôt collimaté avec incidence normale, on aura, de façon similaire à 
l’analyse faite en rectangulaire, les relations sous la forme : 
 



























































































    (III.2.52) 
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 Il est également intéressant d’inclure dans la description du transfert de rayonnement, comme nous 
l’avons fait précédemment, la possibilité d’une réflexion pariétale sur la surface radiale du cylindre. Le résultat 
découlera alors facilement de l’analyse précédente en modifiant uniquement la condition aux limites telle que : 
 
−+− +== λλλλ ρ ),(),(),(, cRcc IIIRr     (III.2.53) 
 













































    (III.2.54) 
 
où K = 4 en diffus et 2 en collimaté, δλ étant, de la même façon, deux fois plus faible en champ collimaté. Bien 
entendu, dans ces relations, la nature de la réflexion est imposée par l’hypothèse sur le champ de radiation ; elle 
est diffuse pour un champ diffus et spéculaire pour un champ collimaté. 
 
 Enfin, un autre cas pratique important qui généralise d’ailleurs les précédents, est le cas d’un cylindre 
avec espace annulaire entre deux rayons minimum Rm et maximum RM. En effet, l’existence d’une nouvelle 
interface au sein du cylindre rend le problème des conditions aux limites plus complexe, car on ne peut plus cette 
fois annuler la deuxième constante. D’une façon générale, le problème ne pourra être traité sans se préoccuper du 
transfert de rayonnement dans la partie centrale du cylindre. Deux cas principaux peuvent alors se présenter 
suivant qu’il existe ou non une source de rayonnement au centre. Si elle existe, il faudra la caractériser de la 
même façon que l’on doit caractériser la densité de flux radiale incidente pour fournir les conditions aux limites 
en Rm de façon symétrique à (III.2.53). Si elle n’existe pas, la condition aux limites devra intégrer les 
caractéristiques de l’interface en fonction de chaque cas pratique. S’il s’agit juste d’une interface gaz-liquide (cas 
d’un film centrifugé par exemple), et en négligeant la réflexion de Fresnel (2%), on peut supposer que la densité 
de flux de rayonnement au centre obéit au cas conservatif, ce qui permet de formuler la deuxième condition pour 
arriver, après quelques manipulations, aux expressions des profils dans ce cas : 
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avec les mêmes conventions pour K, δλ et ρM,λ que précédemment en fonction de l’hypothèse sur le champ de 
rayonnement. On remarque bien dans les expressions ci-dessus qu’en faisant Rm = 0 et RM = R, on retrouve 
correctement les équations (III.2.54), comme il se doit. 
 
 Les quelques exemples que nous venons de discuter illustrent parfaitement la grande variété de cas 
pratiques qui peuvent être traités par des solutions analytiques approchées par la méthode à deux flux 
généralisée. Une fois le repère judicieusement choisi et le problème correctement conditionné, la résolution en 
coordonnées cylindriques ne pose généralement pas de difficulté majeure ; on peut même envisager, comme 
nous l’avons mentionné dans la partie sur les coordonnées cartésiennes, améliorer la description du problème en 
utilisant une modulation du champ en βncos . Dans ce cas, et sans revenir sur le détail des calculs, les éqs. 
























































    (III.2.51) ou (III.2.52) 
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= , et qui redonnent bien les deux cas limite en fonction du degré de 
collimation ( ∞== nn ou  0 ). 
 
 
2.2.3- Coordonnées Sphériques 
 
 La résolution de l’ETR en coordonnées sphériques, et en particulier la recherche de solutions 
analytiques approchées monodimensionnelles, est un problème encore moins bien documenté qu’en coordonnées 
cylindriques. Il est vrai que les applications potentielles (en sciences pour l’ingénieur notamment) dans cette 
géométrie sont également moins nombreuses. Comme nous le mentionnions en préambule, les solutions 
numériques à l’ETR sphérique sont très souvent recherchées sous forme d’approximations de solutions 
(méthodes intégrales ou éléments finis), excepté quelques auteurs qui utilisent, en monodimensionnel, la 
méthode des ordonnées discrètes (Tsai et al., 1989). La plupart des auteurs mentionne néanmoins l’analogie qui 
peut être faite avec la résolution monodimensionnelle de l’ETR en coordonnées cartésiennes, telle qu’elle fut 
originellement soulignée par Erdmann et Siewert (1968). Nous reviendrons en effet sur ce point dans la brève 
présentation que nous allons maintenant développer, en nous restreignant, comme pour le cas des coordonnées 
cylindriques, à généraliser la méthode à deux flux en coordonnées sphériques. 
 
Un des seuls cas pratiques qui donne lieu à une solution analytique, et qui correspond d’ailleurs à une 
situation physique qui nous intéressera ultérieurement, est la recherche de solutions pour l’atténuation du champ 
de rayonnement à partir d’une source ponctuelle sphérique diffuse et isotrope de rayon R (comme par exemple 
l’extrémité d’une fibre optique, ou une goutte luminescente). Dans ces conditions, et en choisissant encore une 
fois judicieusement le repère mobile tel que défini sur la figure III.2 et par les relations de passage (III.2.3), on 
obtient toujours la forme monodimensionnelle de l’ETR conforme aux éqs. (III.2.4-5) avec u = r, de la même 
façon qu’en coordonnées cylindriques. Les densités de flux et les irradiances hémisphériques, indépendantes de 
l’azimut, seront donc données par les équations (III.2.43) ; de même, le système de deux équations, obtenues par 
intégration des intensités spécifiques sur chaque hémisphère et remplaçant l’ETR de départ, est identique à l’éq. 
(III.2.44), conduisant à une première relation indépendante donnant la différence des intensités (proportionnelle 
à la densité de flux) sous la forme de (III.2.45). Bien évidemment, la comparaison s’arrête ici, et la deuxième 























    (III.2.56) 
 
On obtient alors l’équation caractéristique sous la forme : 



































    (III.2.57) 
 
On vérifie bien alors l’analogie dont il était fait état plus haut, puisque cette équation, au changement de variable 
près, est rigoureusement la même que l’éq. (III.2.13) obtenue en coordonnées cartésiennes. Elle conduit donc 
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    (III.2.58) 
 
 Les conditions aux limites correspondant au problème physique que nous avons envisagé vont permettre 
de déterminer les constantes d’intégration. En considérant dans un premier temps que le champ de rayonnement 
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n’est pas affecté par le proche environnement, on peut traiter la sphère émettrice comme isolée. Il faut alors 
























    (III.2.59) 
 
La première condition n’est vérifiée qu’en éliminant les termes exponentiels croissants (Chandrasekhar, 1960 ; 
Cornet et al., 1995), ce qui conduit à prendre B = - A. Par suite, à partir de la deuxième condition et en utilisant 






































































































    (III.2.60) 
 
 Cet exemple pratique montre, s’il en était encore besoin, la grande variété de situations pour lesquelles 
il est possible de généraliser la méthode à deux flux qui s’impose comme la seule méthode produisant des 
solutions analytiques pouvant tenir compte, certes de façon imparfaite, de champs de radiation fortement 
anisotropes. Elle demeure cependant une méthode approchée, et nous discuterons ultérieurement les conditions 
dans lesquelles elle peut donner des résultats fiables dans le cas des photobioréacteurs. 
 
 
2.3- Méthodes Monodimensionnelles Numériques 
Quasi-Exactes par Approximation d’Équation 
 
 
 Même si les méthodes intégrales d’approximation de solution basées sur la solution formelle de l’ETR 
sont largement utilisées, notamment en coordonnées curvilignes, nous avons déjà discuté en introduction notre 
choix de développer uniquement des méthodes d’approximation d’équation. En effet, ces méthodes qui utilisent 
directement l’opérateur de transport sous sa forme différentielle sont généralement plus simples à mettre en 
œuvre, plus souples et souvent plus rapides ; ainsi, dans le cadre de leur utilisation pour une simplification 
monodimensionnelle, leur supériorité ne fait aucun doute. 
 
 Un autre avantage fondamental de certaines de ces méthodes est que le nombre et la valeur des 
directions sont fixés a priori, ce qui permet, si on le souhaite, de découpler le calcul de la fonction de phase en 
fournissant une matrice indépendante. Ce point n’est jamais mentionné dans la littérature car les auteurs utilisent 
généralement des expressions empiriques simplifiées de la fonction de phase, ou bien travaillent à partir d’un 
lissage par des polynômes de Legendre (voir chapitre 2), ce qui permet d’intégrer le calcul de la fonction de 
phase dans la méthode de résolution du système. Dans la mesure où nous envisageons l’utilisation des valeurs 
exactes de la fonction de phase, et compte tenu de l’importance des temps calcul dont nous avons donné 
quelques valeurs au chapitre 2, nous ne pouvons envisager cette dernière approche, et il est alors obligatoire de 
savoir à l’avance quelles directions seront utilisées dans la méthode de résolution. 
 
 
2.3.1- Rapide Revue des Méthodes Existantes 
 
 Les deux méthodes d’approximation d’équation concurrentes les plus largement utilisées, surtout dans 
le cadre d’une résolution monodimensionnelle, sont sans conteste les méthodes PN et SN. Ces méthodes ayant 
donné lieu à une littérature extrêmement abondante (une revue en est donnée dans l’ouvrage de Siegel et Howell, 
2002) avec un nombre de variantes infini, il est hors de propos de reprendre ici un exposé exhaustif de chaque 
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technique numérique et nous nous limiterons à en rappeler les grandes lignes, les avantages et les inconvénients 
de chacune d’entre elles, expliquant ainsi pourquoi nous avons choisi de travailler avec la seconde. 
 
 La méthode PN ou méthode des moments ou des harmoniques sphériques est une extension de la 
méthode P1 de Milne-Eddington (Siegel et Howell, 2002) ; elle trouve aussi certains fondements dans la méthode 
à six flux que nous avons brièvement présentée plus haut. Elle a originellement été développée pour des champs 
de radiation isotropes (Siegel et Howell, 2002), mais peut également s’appliquer numériquement pour des 
fonctions de phase fortement anisotropes (Mengüç et Viskanta, 1983). Son principe (Siegel et Howell, 2002) 
consiste à représenter, pour chaque direction, les intensités spécifiques par des séries infinies de fonctions 
harmoniques orthogonales. On utilise pour cela les fonctions harmoniques sphériques angulaires normalisées 
faisant intervenir les polynômes de Legendre associés de première espèce )(cosθmlP  de degré l et d’ordre m. 
Une telle approximation est rigoureusement juste pour un nombre de termes infini, mais en pratique les solutions 
sont recherchées en tronquant les séries après un nombre fini de termes N définissant l’ordre de la méthode, et 
conduisant pour l’approximation monodimensionnelle à un système différentiel linéaire de N+1 équations à 
résoudre. En pratique, seuls les ordres impairs qui sont compatibles avec de nombreuses conditions aux limites 
sont utilisés. Pour une approximation monodimensionnelle, il n’est pas rare de trouver des ordres élevés dans la 
littérature ; par contre en trois dimensions, la complexité augmente très vite et la méthode P3 met déjà en œuvre 
un système de 40 équations. Les solutions au système sont ensuite recherchées, soit en générant les équations des 
moments différentiels d’ordre N (méthode différentielle ; Siegel et Howell, 2002), soit sous la forme d’une 
somme linéaire des solutions de la partie homogène et d’une solution particulière (méthode directe ; Mengüç et 
Viskanta, 1983). Dans tous les cas, les coefficients intervenant dans les expansions des intensités spécifiques 
sont identifiés à partir des conditions aux limites de Marshak pour les ordres faibles et de Mark pour les ordres 
élevés (Mengüç et Viskanta, 1983). Il est bien évident que dans le cas d’une fonction de phase anisotrope, cette 
méthode n’est compatible qu’avec l’utilisation d’une expansion de la fonction de phase en polynômes de 
Legendre du type (II.4.35) ; or nous avons déjà insisté sur le fait que nous voulions développer une méthode 
évitant cette approximation, rendant ainsi la méthode PN inutilisable dans notre cas. 
 
 La méthode SN ou méthode des ordonnées discrètes ou DOM (improprement méthode à N flux) est 
quant à elle une extension de la méthode à deux flux considérée comme une méthode S2. Elle a originellement 
été proposée par Chandrasekhar (1960), et consiste à exprimer directement l’ETR comme un système de N 
équations différentielles (Siegel et Howell, 2002) pour les directions ii βµ cos=  ( 2.....,,2,1 Ni ±±±= ). Le 
terme intégral de l’ETR doit alors être évalué par le choix d’une quadrature qui fixera automatiquement et a 
priori les directions µi. Les quadratures les plus utilisées pour obtenir les valeurs des coefficients de pondération 
wi sont les quadratures de Gauss, Lobatto, ou Fiveland qui préconise tout simplement des coefficients égaux à 
2/N. A contrario de la méthode PN, on montre cette fois que les ordres pairs sont préférables. Les solutions des 
intensités spécifiques sont alors recherchées pour chaque direction, soit à partir de la résolution directe du 
système différentiel (méthode différentielle ; Kumar et al., 1990 ; Siegel et Howell, 2002), soit en combinant une 
solution particulière à la solution homogène du système obtenue à partir de ses valeurs et vecteurs propres 
(Mengüç et Viskanta, 1983). Des intensités directionnelles spécifiques obtenues, on calcule alors aisément les 
densités de flux et irradiances à l’aide de la quadrature choisie. Encore une fois, dans le cadre d’une 
approximation monodimensionnelle, on trouve dans la littérature des méthodes d’ordre élevé (jusqu’à S32 ; 
Kumar et al., 1990), alors qu’en deux ou trois dimensions, le nombre d’équations augmentant très vite avec le 
nombre d’ordonnées (2DN(N+2)/8), l’ordre est généralement beaucoup plus faible (S6 par exemple). On aura 
compris que cette méthode, qui fixe par le choix de la quadrature les ordonnées µi à l’avance, présente l’énorme 
avantage d’autoriser un calcul indépendant de la fonction de phase pour les directions considérées, ainsi réalisé 
une fois pour toutes. A notre connaissance, il s’agit bien ici de la seule méthode monodimensionnelle répondant 
à notre objectif ambitieux de travailler avec des fonctions de phases exactes, là où la plupart des auteurs travaille 
avec des lissages par polynômes de Legendre (Tsai et al., 1989 ; Kumar et al., 1990), voir même avec des 
fonctions de phase isotropes (Siegel et Howell, 2002). 
 
2.3.2- Méthode Différentielle aux Ordonnées 
Discrètes avec Fonction de Phase Exacte 
 
 Dans le cas d’une approximation monodimensionnelle, la méthode différentielle aux ordonnées 
discrètes d-SN ou DDOM est sans conteste possible une des plus simples et des plus rapides qui soit. Il est 
possible d’obtenir une très bonne précision (conduisant à des solutions de référence quasi exactes) en 
augmentant l’ordre de la quadrature, mais surtout en utilisant la fonction de phase réelle des particules 
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considérées, contrairement à ce qui est classiquement fait dans la littérature. Le but de ce paragraphe est de 
présenter de façon succincte la méthode générale, en insistant toutefois sur le dernier point qui fait toute 
l’originalité de ce travail. Pour terminer, un certain nombre de simulations de la littérature qui ont déjà servi de 
valeurs de référence pour comparer des méthodes entre elles seront reprises, et permettront de démontrer les 
écarts considérables qui peuvent apparaître, à performance de méthode équivalentes, si l’on utilise des 
approximations de la fonction de phase. L’essentiel de ces démonstrations sera présenté en coordonnées 
cartésiennes ; nous donnerons plus loin un bref aperçu de l’extension de notre méthode en coordonnées 
cylindriques. 
 
2.3.2.1- Coordonnées Cartésiennes 
 
 L’ETR monodimensionnelle en coordonnées cartésiennes, quasi stationnaire et indépendante de 
l’azimut, donnée par l’éq. (III.2.4), peut être écrite de façon équivalente en définissant l’épaisseur optique du 
milieu τλ à partir de la variable x (éq. III.2.5) pour prendre alors la forme générale de l’éq. (III.2.6). La méthode 
aux ordonnées discrètes (Chandrasekhar, 1960) postule simplement que cette équation peut être approchée en 
prenant un nombre suffisamment élevé N d’ordonnées discrètes µi, conduisant à un système de N = 2M équations 
(où M est le nombre d’ordonnées choisies pour décrire un hémisphère) prenant la forme générale (dans le cas 






















    (III.2.61) 
 














λ     (III.2.62) 
 
et dans laquelle les directions µj et les « poids » wj associés dépendent bien évidemment du type de quadrature 
(Gauss, Lobatto, Tchebytchev, Fiveland,…) considéré. Le nombre d’ordonnées N = 2M ainsi défini est toujours 
un nombre pair, ce qui permet d’éviter la valeur de µ = 0 dans la quadrature pour laquelle il apparaîtrait un 
problème de conditions aux limites. De plus, on vérifie toujours de cette façon la symétrie hémisphérique de 





    (III.2.63) 
 
dans lequel les coefficients de la matrice A, qui est équivalente au Jacobien J de la partie droite du système 
































    (III.2.64) 
 
et les coefficients du vecteur b par : 
( ))()1(1 λελλ τϖµ TIb ii −=     (III.2.65) 
 
 Sous cette forme, le système linéaire de N équations différentielles obtenu se prête bien aux méthodes 
de résolution classiques pour des problèmes à plusieurs points de conditions aux limites. On constate en effet, 
que même en l’absence du terme d’émission thermique b qui rend le système homogène, il sera nécessaire, en 
coordonnées cartésiennes, de fournir M conditions aux limites à τλ = 0 (µi > 0) et M à τλ = τL,λ (µi < 0). Ces 
conditions s’écrivent de façon très générale, en choisissant sur chaque hémisphère une convention positive pour 
les ordonnées discrètes (µi > 0), et en omettant pour alléger l’indice spectrique λ : 
 








































    (III.2.66) 
 
Les composantes collimatée Ic et quelconque (éventuellement diffuse dans les cas simples) F du rayonnement 
incident doivent donc être connues avec précision. Dans les cas les plus simples, il est possible d’obtenir 
l’information expérimentalement ou par analyse physique du problème ; dans le cas général il est nécessaire, 
pour des photoréacteurs, d’avoir recours à un modèle d’émission de lampes, tel les approches développées par 
l’équipe de Cassano (Cassano et al., 1995 ; Romero et al., 1997). Les valeurs aux limites des coefficients de 
réflexion spéculaire ρs s’obtiennent en principe à partir des relations de Fresnel qui dépendent de la nature de 
l’interface ; de même, les coefficients de réflexion diffuse ρd s’obtiennent à partir des caractéristiques radiatives 
des matériaux considérés (Siegel et Howell, 2002). 
 La résolution du système (III.2.61 ou 63) assorti des conditions aux limites (III.2.66) conduit alors au 
vecteur i (τλ), dont il est facile de faire dériver les grandeurs intégrales comme la densité de flux et l’irradiance à 
























































 Méthodes Numériques Utilisées 
 
 Il existe deux méthodes numériques principales pour la résolution des problèmes différentiels à 
plusieurs points de conditions aux limites, la méthode du tir (qui peut être plus ou moins élaborée avec 
notamment des points intermédiaires) ou la méthode de relaxation ou des différences finies (Press et al., 1992). 
Des routines Fortran on été développées dans ce sens par les principales librairies commerciales comme NAG 
(D02HAF) ou IMSL (DVCPR). En ce qui nous concerne, nous avons choisi de travailler avec la routine 
gratuite MUSL (qui est une méthode du tir élaborée) développée par Mattheij et Staarink (1984 a&b) et qui s’est 
avérée très performante, en tout cas dans un premier temps, pour développer un code de calcul des transmissions 
et réflexions en coordonnées rectangulaires. Par la suite, lorsque nous avons voulu étendre la méthode au calcul 
détaillé des profils d’irradiance, des problèmes de taille d’exécutable sont apparus. Dans le même temps, la prise 
en considération de ce type de problème numérique a été intégrée à Matlab® via la routine bvp4c (méthode de 
relaxation). Nous avons donc reprogrammé la méthode développée en Fortran sous Matlab® pour le calcul des 
profils d’irradiance, d’autant plus qu’à part quelques problèmes de gestion de la précision, la routine bvp4c s’est 
révélée plus rapide, présentant même l’avantage de pouvoir gérer les termes singuliers qui apparaissent en 
coordonnées cylindriques (voir plus loin). 
 
 Choix de la Quadrature et de l’Ordre de la Méthode 
 
 Il est bien connu que dans sa programmation classique, la méthode des ordonnées discrètes d-SN 
présente un certain nombre de problèmes qui peuvent limiter l’ordre choisi pour la méthode. En effet, Houf et 
Incropera (1980) et Mengüç et Viskanta (1983) mentionnent que le problème numérique peut être mal 
conditionné si le nombre d’ordonnées dépasse N = 25, et que la précision décroît fortement si l’on utilise plus de 
2N termes dans la description de la fonction de phase en polynômes de Legendre, alors que pour les milieux 
fortement anisotropes que nous étudions, il est nécessaire d’utiliser 4 à 6 fois plus de termes que d’ordonnées 
(Houf et Incropera, 1980) ! Néanmoins, plus récemment, Kumar et al. (1990) ont testé avec succès une méthode 
différentielle d’ordre N = 32 avec plusieurs fonctions de phase approximées par polynômes de Legendre. Ils 
concluent que la méthode, associée à une quadrature de Gauss qui semble la plus stable, est plus rapide et aussi 
précise que la méthode F9 qui a servi de référence (Mengüç et Viskanta, 1983). Quoiqu’il en soit, les problèmes 
de stabilité et de précision rapportés plus haut sont essentiellement dus à l’utilisation de fonctions de phases 
lissées par polynômes de Legendre, ce qui, dans l’objectif affiché ici de travailler avec leurs valeurs exactes, ne 
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devrait pas nous limiter dans le développement de méthodes d’ordre plus élevé, sous réserve que cela améliore la 
précision finale du résultat. 
 Dans ces conditions, le choix de l’ordre n’est pas indissociable du choix de la quadrature car il faut 
disposer alors des valeurs tabulées des ordonnées et des poids associés pour des ordres élevés. Si l’on se limite 
aux quadratures réputées les plus intéressantes comme la quadrature de Gauss ou de Lobatto, on ne peut trouver 
à notre connaissance que des valeurs tabulées au maximum pour N = 48 pour la première (Davis et Rabinowitz, 
1956) et N = 96 pour la seconde (Michels, 1963). Remarquons que la quadrature de Lobatto présente en outre 
l’avantage considérable, notamment en rayonnement collimaté normal, d’avoir un point de quadrature pour µ1 = 
1 soit Θ = 0, quant à la quadrature de Fiveland, si elle présente quelque intérêt en 2 ou 3 dimensions, elle a 
montré ses limites en monodimensionnel. De façon à pouvoir comparer nos résultats à ceux de Kumar et al. 
(1990) d’une part, et de vérifier les gains en précision et l’effet sur le temps calcul d’autre part, nous avons donc 
développé des méthodes d’ordres respectifs N = 32, 64 et 96. Pour la première méthode, les quadratures de 
Gauss et de Lobatto ont été comparées ; seule la quadrature de Lobatto est utilisée pour les méthodes d’ordre 
plus élevé. Il est bien évident que l’utilisation d’ordres aussi élevés ne peut être envisagé maintenant qu’en 
parallèle du développement exponentiel de la puissance des moyens calcul. En effet, Kumar et al. (1990) ont 
testé l’effet de l’ordre de la méthode pour N compris entre 6 et 32 et trouvent grossièrement une loi puissance sur 
laquelle nous reviendrons plus loin dans notre cas. 
 
 Définition et Calcul de la Matrice Pij pour Utilisation de la 
Fonction de Phase Exacte 
 
 Nous avons déjà insisté lourdement sur le fait que l’originalité de la méthode proposée ici est due à 
l’utilisation des valeurs exactes de la fonction de phase, issues de l’approche prédictive développée et présentée 
au chapitre 2. Cette approche est possible car nous avons choisi une méthode pour laquelle on connaît à l’avance 
les directions (les ordonnées) qui sont imposées par les choix de la quadrature et de l’ordre considéré. Il est donc 
possible de calculer a priori une matrice P )( NN ×  qui intervient dans le calcul des éléments Aij de la matrice A 




































    (III.2.68) 
 
 En réalité, une analyse de la matrice P montre qu’il n’est pas nécessaire de calculer )( NN ×  valeurs car 
il existe des symétries. La première a déjà été évoquée plus haut et concerne toute intégrale de collision de 
Boltzmann qui impose une symétrie diagonale Pij = Pji. D’autre part, le nombre d’ordonnées étant composé de 
2M valeurs identiques deux à deux, il existe une symétrie hémisphérique par rapport à la diagonale opposée qui 
s’écrit Pij = PN+1-j , N+1-i. Enfin, les N valeurs Pii sont toutes identiques. Il n’est donc nécessaire de calculer que 
N2/4+1 valeurs angulaires, ce qui, au regard des temps calculs évoqués au chapitre 2 lorsque le paramètre de 
taille augmente ou que l’on souhaite travailler avec distribution de tailles, est un grand soulagement ! En 
pratique, on préfèrera calculer les (N+N2/2)/2 valeurs du triangle supérieur (i = 1,…., M et j = i,….., N+1-i) ce 
qui revient presque au même, soit respectivement 272, 1056 et 2352 valeurs pour les ordres 32, 64 et 96 
précédemment envisagés. Les codes de calcul de P = Pµµ’ évoqués au chapitre 2 pour des particules de formes 
variées et orientées au hasard ont été conçus pour calculer ces valeurs angulaires minimales qui vont permettre 
de construire la matrice P complète par symétrie. 
 
 Le problème est cependant loin d’être trivial car toutes les lignes de la matrice P doivent être 
normalisées tel que spécifié par l’éq. (III.1.2), ou bien indifféremment (II.2.35) ; les deux intégrales ne différant 












jij wPdp piµpi µµ     (III.2.69) 
 
Or, excepté le cas d’une quadrature de Lobatto avec µ1 = 1 pour laquelle seule la première ligne est 
automatiquement normalisée, cette normalisation n’est généralement pas vérifiée, et il est donc nécessaire de 
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procéder à une renormalisation. Celle-ci ne doit cependant pas modifier les critères de symétrie de la matrice, ce 
qui impose de travailler différemment suivant les lignes : 
 
- pour la première ligne i = 1 qui comporte N valeurs, la normalisation se fait directement suivant 







11 2piΓ  ; 
- pour les lignes i = 2,…., M, on ne peut toucher que les valeurs Pi , N+1-i car les autres sont déduites 



























Γ  ; 
- pour les lignes i = M+1,…., N, on obtient le bas de la matrice normalisée en inversant les lignes, ce 
qui respecte la double symétrie : Pij = PN+1-i , N+1-j. 
 
Cette procédure permet d’implémenter les N2 valeurs Pij de la matrice fonction de phase ; elle est à la base, avec 
les méthodes de calcul des propriétés radiatives présentées au chapitre 2, du développement d’une méthode de 
référence de très haute précision pour la résolution de l’ETR en une dimension. L’apport de l’utilisation des 
valeurs exactes de la fonction de phase par rapport aux méthodes classiques peut être à ce stade facilement 
démontré en comparant nos résultats avec ceux de la littérature de référence. 
 
 Comparaisons par Rapport aux Méthodes de Référence 
Publiées et à la Méthode à Deux Flux 
 
 Dans un premier temps, nous avons étudié les effets du choix de la quadrature (Gauss et Lobatto) et des 
valeurs de précision numérique proposées par les auteurs du code MUSL (Mattheij et Staarink, 1984 a&b). Pour 
tous les cas passés en revue (différentes fonctions de phase et différentes CL, notamment pour l’incidence), il n’a 
pas été constaté de différence significative (pour un ordre donné). En particulier, les valeurs de précision 
recommandées sont toujours suffisantes, et le choix de la quadrature n’a pas d’influence sur le résultat final 
obtenu pour les transmissions et les réflexions. Ce fait est certainement lié aux ordres élevés que nous utilisons, 
et dans la mesure où la quadrature de Lobatto est la seule qui permet de traiter une incidence collimatée normale 
(point de quadrature µ1 = 1), nous avons décidé de travailler systématiquement avec cette quadrature dans la 
suite. 
 Nous avons également étudié l’effet de l’ordre de la méthode sur le temps calcul. Les résultats que nous 
obtenons sont à ce titre en parfait accord avec ceux de Kumar et al. (1990) pour N compris entre 6 et 32, 
confirmant que le temps calcul augmente de façon très importante lorsque l’on augmente l’ordre de N = 32 à 96. 















=     (III.2.70) 
 
ce qui traduit par exemple que le temps calcul est multiplié par environ 120 lorsque l’on passe d’un ordre 32 à un 
ordre 96 ! 
 Parmi les rares travaux concernant la résolution de l’ETR monodimensionnelle en coordonnées 
cartésiennes avec des fonctions de phases réelles, l’article de Mengüç et Viskanta (1983) occupe certainement 
une place de choix. Dans cet article, différentes méthodes sont comparées (deux flux, PN, SN, FN) et les auteurs 
retiennent la méthode F9 qu’ils considèrent exacte. Les comparaisons sont données pour différentes épaisseurs 
optiques τλ et différents albédos λϖ , avec des incidences diffuses ou collimatées, et ceci pour trois fonctions de 
phase différentes de plus en plus anisotropes vers l’avant. Ces résultats ont été repris plus récemment par Kumar 
et al. (1990) pour valider une approche d-S32 en comparant plusieurs quadratures et démontrant si besoin était 
que seules les quadratures de Gauss ou Lobatto donnent des résultats précis dans tous le cas. Ces deux articles 
peuvent sans nul doute être considérés comme des travaux de référence dans le domaine, et nous avons donc 
décidé dans ce court paragraphe de les utiliser pour discuter les apports de la méthode proposée ici. 
 Les fonctions de phase utilisées sont données par la théorie de Lorenz-Mie pour des sphères et sont 
approximées classiquement par des séries de k termes de polynômes de Legendre, correspondant respectivement 
aux indices et paramètres de taille suivants : 
 




 - PF 1 : x = 1, mr = 2,20 – 1,12 i, k = 8 ; 
 - PF 2 : x = 4, mr = 1,85 – 0,22 i, k = 17 ; 
 - PF 3 : x = 8, mr = 1,50 – 0,10 i, k = 27. 
 
On note bien évidemment que l’anisotropie de la fonction de phase qui augmente oblige à utiliser un nombre 
croissant de termes pour l’approximation par polynômes de Legendre. 
 
 
 PF 1 PF 2 PF 3 
Méthode à 2 flux T = 0,4226 T = 0,5976 T = 0,6307 
Mengüç et Viskanta F9 T = 0,4559 T = 0,6025 T = 0,6387 
Ce travail, d-S32 T = 0,4780 T = 0,6436 T = 0,6771 
 
Tableau III.2 : Comparaison des transmissions calculées par trois méthodes différentes et pour chaque fonction 
de phase considérée par Mengüç et Viskanta (1983) pour une incidence diffuse, une épaisseur optique τλ = 1 et 




 En analysant tout d’abord le tableau III.2 qui traduit l’effet de la fonction de phase sur les transmissions 
avec une faible épaisseur optique τλ = 1, on constate comme attendu qu’il existe des différences significatives 
(bien qu’inférieures à 10% ici en raison de la faible épaisseur optique considérée) entre la méthode à deux flux, 
la méthode F9 (avec fonction de phase approchée) et la solution donnée par notre méthode avec fonction de 
phase exacte. Les résultats de Mengüç et Viskanta (1983) étant considérés comme des valeurs exactes par la 
communauté spécialisée, il est possible de pousser un peu plus loin notre analyse à l’aide du tableau III.3. 
 
 
 τλ = 0,1 τλ = 2 τλ = 10 
Méthode à 2 flux T = 0,9548 T = 0,3984 T = 0,0102 
Mengüç et Viskanta F9 T = 0,9486 T = 0,4303 T = 0,0245 
Kumar et al. d-S32 T = 0,9490 T = 0,4304 T = 0,0246 
Ce travail, d-S32 T = 0,9557 T = 0,4805 T = 0,0421 
 
Tableau III.3 : Comparaison des transmissions calculées par différentes méthodes en fonction de l’épaisseur 




Les valeurs de transmissions sont cette fois calculées pour la même fonction de phase (PF 3, la plus 
anisotrope et donc la plus proche de nos applications potentielles) mais en fonction de l’épaisseur optique τλ. On 
a par ailleurs rajouté les valeurs calculées par Kumar et al. (1990) à partir d’une méthode numérique identique à 
la nôtre (d-S32), mais avec une fonction de phase approchée. On constate tout d’abord que la méthode à deux flux 
qui est bonne à très faible épaisseur optique (τλ = 0,1), reste correcte pour τλ = 2 (avec 20% d’erreur) mais 
diffère d’un facteur quatre pour une épaisseur plus élevée (τλ = 10). Concernant les méthodes numériques 
élaborées, on vérifie bien comme le font remarquer Kumar et al. (1990) dans leur article que les méthodes F9 et 
d-S32 donnent rigoureusement les mêmes résultats et peuvent donc être considérées comme équivalentes, en tout 
cas lorsque l’on travaille avec des fonctions de phase approchées. Néanmoins, comme nous l’avons déjà 
remarqué, les résultats que nous obtenons avec fonction de phase exacte sont différents, et ceci d’autant plus que 
l’épaisseur optique augmente, puisque si l’on a seulement 10% d’erreur à τλ = 2, il existe presque un facteur 
deux pour τλ = 10 ! Cet écart est confirmé par le Tableau III.4 dans lequel on a comparé des transmissions pour 
une épaisseur optique faible τλ = 2, mais pour deux cas extrêmes de l’albédo de diffusion, c'est-à-dire en 
considérant un milieu diffusant conservatif ( 1=λϖ ) et un milieu absorbant ( 0=λϖ ). On constate pour le 
milieu diffusant dans lequel l’importance de la fonction de phase est cruciale que l’erreur atteint 15% avec les 
résultats de Kumar et al. (1990) ce qui conduit même dans ce cas à une meilleure estimation du résultat par la 
méthode à deux flux ! Le milieu absorbant (pas de diffusion) permet quant à lui de démontrer que la valeur 
limite de la méthode à deux flux est inadaptée dans ce cas par rapport à la solution analytique exacte : 
 








λ ττττββββτ +−−=−= ∫ dT , 
 
mais que les deux résultats numériques qui utilisent la même méthode sont parfaitement justes lorsque la 
fonction de phase n’intervient plus. 
 
 
 λϖ  = 1 λϖ  = 0 
Méthode à 2 flux T = 0,8650 T = 0,0183 
Kumar et al. d-S32 T = 0,8005 T = 0,0603 
Ce travail, d-S32 T = 0,9068 T = 0,0603 
Solution exacte - T = 0,0603 
 
Tableau III.4 : Comparaison des transmissions calculées par différentes méthodes pour la fonction de phase PF 
3 avec une incidence diffuse, une épaisseur optique τλ = 2 et des albédos de diffusion simple 1=λϖ  (milieu 




 Tous ces résultats confirment donc que l’utilisation d’approximations de la fonction de phase par des 
polynômes de Legendre qu’utilisent la totalité des auteurs du domaine peut conduire à des écarts très significatifs 
par rapport à la valeur exacte. Ce problème provient du fait, déjà évoqué au chapitre précédent, que 
l’approximation de la fonction de phase par ces méthodes, bien que contrainte et rigoureuse pour Θ = 0 et pi, et 
correcte pour les valeurs de Θ supérieures à 2/pi  (qui sont généralement peu sensibles à l’erreur car très 
faibles), est toujours médiocre pour les angles faibles, lorsque la valeur de la fonction est grande, nécessitant plus 
de précision. Pour s’en convaincre, il suffit de vérifier les valeurs de fraction rétro diffusée b2 et de paramètre 
d’asymétrie g données par Mengüç et Viskanta (1983) pour leur trois fonctions de phase (tableau III.5). 
 
 
 PF 1 PF 2 PF 3 
Mengüç et Viskanta 
(1983) 
b2 = 0,345 
g = 0,06 
b2 = 0,075 
g = 0,57 
b2 = 0,039 
g = 0,75 
Code Lorenz-Mie développé 
au chap. 2 
b2 = 0,345 
g = 0,2146 
b2 = 0,075 
g = 0,7731 
b2 = 0,039 
g = 0,8676 
Code T-matrice 
Mishchenko et Travis (1998) 
 
g = 0,2146 
 
g = 0,7731 
 
g = 0,8676 
 
Tableau III.5 : Valeurs des fractions rétro diffusées b2 et des paramètres d’asymétrie g pour chaque fonction de 
phase considérée par Mengüç et Viskanta (1983). Les valeurs obtenues par ces auteurs à partir d’approximations 
des fonctions de phase par polynômes de Legendre sont comparées aux valeurs exactes calculées par notre 
propre code Lorenz-Mie (voir chap. 2) et qui sont confirmées par un code indépendant utilisant la méthode T-




On constate bien que les valeurs des fractions rétro diffusées b2 qui caractérisent les angles entre 2/pi  et pi 
calculées par approximation sont en parfait accord avec nos valeurs exactes. À l’opposé, les valeurs de g qui 
correspondent à une moyenne sur toutes les directions (et qui sont très sensibles aux petits angles) diffèrent 
fortement des valeurs réelles (confirmées par ailleurs avec quatre chiffres significatifs par le code T-matrice) et 
traduisent une forte surestimation de la diffusion angulaire, ce qui corrobore les écarts obtenus sur les 
transmissions. La preuve qu’il s’agit bien là du principal problème peut être apportée si l’on remarque ci dessus 
que les résultats approchés des transmissions du tableau III.3 ont donc été obtenus avec un paramètre 
d’asymétrie g = 0,75. On peut alors rechercher une fonction de phase qui donnerait rigoureusement, avec notre 
code, un tel paramètre de taille ; par exemple on constate que c’est le cas en prenant l’indice de réfraction relatif 
de PF 2 et un paramètre de taille x = 3,58. Le tableau III.6 montre ainsi qu’avec une telle fonction de phase, les 
résultats de transmissions que nous trouvons sont bien quasiment identiques à ceux donnés par Mengüç et 
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Viskanta (1983) et Kumar et al. (1990). En effet, l’écart obtenu n’est pas significatif car il est possible d’obtenir 
le même paramètre d’asymétrie g (qui est une grandeur intégrale) avec des fonctions de phases légèrement 
différentes, notamment pour les directions imposées par la quadrature. 
 
 
 τλ = 0,1 τλ = 2 τλ = 10 
Mengüç et Viskanta F9 T = 0,9486 T = 0,4303 T = 0,0245 
Kumar et al. d-S32 T = 0,9490 T = 0,4304 T = 0,0246 
Ce travail, d-S32 (*) T = 0,9471 T = 0,4273 T = 0,0221 
 
Tableau III.6 : Comparaison des transmissions calculées par différentes méthodes en fonction de l’épaisseur 
optique τλ pour la fonction de phase PF 3 avec une incidence diffuse et un albédo de diffusion simple 8,0=λϖ  
(les deux premières lignes sont identiques au tableau III.3). 
(*) pour notre méthode, la fonction de phase a été choisie arbitrairement (PF 2 avec x = 3,58) de façon à avoir un 
paramètre d’asymétrie g = 0,75 simulant la fonction de phase PF 3 lissée par polynômes de Legendre, en accord 




 En conclusion de ce paragraphe, on retiendra un certain nombre d’éléments fondamentaux pour la 
poursuite de ce travail : 
 
- Lorsque l’on travaille avec des particules sphériques, la méthode à deux flux semble correcte 
jusqu’à des épaisseurs optiques de τλ = 2 environ, si le rayonnement incident est diffus. Nous 
verrons plus loin que dans le cas d’un rayonnement collimaté avec fonction de phase anisotrope, 
cette méthode est utilisable dans un domaine encore plus large ; par contre il sera également mis en 
évidence que dans le cas de particules asphériques le domaine de validité se restreint. 
 
- Les exemples de particules sphériques discutés ici, imposés par la littérature, conduisent à des 
milieux peu diffusants si bien que l’augmentation de l’ordre de la méthode à N = 64 ou 96 (résultats 
non montrés) s’avère inutile pour la précision finale, excepté dans certains cas difficiles pour le 
calcul des réflexions (très faibles dans ces cas). On verra ultérieurement que pour des particules 
asphériques qui diffusent plus fortement le rayonnement, l’utilisation d’ordres très élevés pourra 
apporter un net gain de précision, y compris sur les calculs de la transmission ou des profils. 
 
- Les soi-disant méthodes de références qui utilisent toutes des fonctions de phases simplifiées ou au 
mieux approchées par des polynômes de Legendre, négligeant ainsi les propriétés radiatives des 
particules, peuvent en réalité conduire à des écarts très importants avec les valeurs réelles. En effet, 
nous avons déjà mentionné que l’utilisation de fonctions de phase de sphères est très favorable aux 
comparaisons effectuées dans ce paragraphe. Les mêmes comparaisons, réalisées par exemple avec 
des cylindres, ou toute particule d’élongation notable, conduiraient à des écarts beaucoup plus 
grands encore. De plus, les épaisseurs optiques considérées dans cette partie (inférieures à τλ = 10) 
restent très en deçà de celles qu’il est nécessaire d’atteindre dans les photobioréacteurs. Il y a donc 
une certaine ironie à publier quantités d’articles (sur ces vingt dernières années) qui vantent les 
mérites de telle ou telle méthode numérique, mais dont l’utilisation peut conduire à des écarts 
considérables (un facteur 2 ou 3 pour des épaisseurs optiques moyennes et jusqu’à 10 pour des 
épaisseurs élevées) par rapport à la valeur réelle (expérimentale ou calculée) par négligence des 
propriétés radiatives des particules ! 
 
 
En l’état actuel de nos connaissances et jusqu’à preuve du contraire, nous avons démontré que seule la 
méthode avec fonction de phase exacte présentée plus haut peut tenir lieu de solution de référence exacte pour la 
résolution monodimensionnelle de l’ETR, sous réserve que le type de particules considéré rentre dans le cadre 
des approximations développées au chapitre 2. Cette conclusion est importante si l’on envisage (voir paragraphe 
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2.3.2.2- Coordonnées Cylindriques 
 
 Les problèmes liés à la résolution monodimensionnelle de l’ETR en coordonnés curvilignes ont été 
évoqués dans la partie concernant la méthode à deux flux. La généralisation des solutions apportées, compatibles 
avec le bilan local d’énergie rayonnante (l’intégrale de l’ETR sur toutes les directions) nécessite en préalable une 
présentation différente du problème en coordonnées cartésiennes avant d’étendre la méthode aux coordonnées 
cylindriques. Cette nouvelle approche se doit en outre d’adopter une formulation matricielle compatible avec 
l’utilisation d’un solveur de Matlab® particulièrement bien adapté pour la généralisation envisagée. 
 
 Généralisation de la Méthode de Résolution d-SN 
Monodimensionnelle en Coordonnées Cartésiennes 
 
 La forme générale de l’ETR monodimensionnelle sans émission a déjà été établie (éq. III.2.61) en 
préambule à l’explication de la méthode de résolution d-SN, en définissant l’épaisseur optique xa )( λλλ στ += . 
Cette équation peut être mise sous une forme matricielle différente de celle déjà présentée (éq. III.2.63) en 
introduisant, en plus de la matrice de fonction de phase P, deux matrices diagonales )( NN ×  contenant l’une les 
ordonnées µi (matrice M) et l’autre les poids wi de la quadrature (matrice W). Les N équations discrétisées de 










    (III.2.71) 
 
De même, le bilan local de la phase photonique (éq. III.1.4), en régime stationnaire et sans émission, prend ici la 

























    (III.2.72) 
 
Une fois normalisée en introduisant l’épaisseur optique et en utilisant un vecteur unitaire o, il est aussi possible 
de mettre ce bilan sous forme matricielle : 
 







    (III.2.73) 
 
Ce bilan d’énergie devant être vérifié dans tout système de coordonnées, indépendamment d’un changement de 
base, on préfèrera alors calculer le vecteur inconnu i à partir des (N-1) équations du type (III.2.71) et du bilan 
(III.2.73) qui remplit le dernier degré de liberté. Cette approche que nous avons déjà mentionnée à plusieurs 
reprises permet de travailler sans violer le bilan d’énergie local ; elle ne présente pas d’intérêt en coordonnées 
cartésiennes par rapport à l’approche du paragraphe précédent car l’éq. (III.2.73) apparaît alors comme une 
équation colinéaire aux N équations (III.2.71) (justifiant de facto l’intérêt et la simplicité de cette méthode dans 
ce cas !) mais permettra de généraliser la méthode en coordonnées curvilignes pour lesquelles ce n’est plus le 
cas. L’un quelconque des termes λλ τddI k ,  peut donc être obtenu en soustrayant la combinaison linéaire des 
























































































On obtient donc un système qui comporte (N-1) équations identiques dites lignes de liaison, et une ligne de 
contrainte correspondant à la kième équation ci-dessus. Bien évidemment, la ligne de contrainte peut occuper 
chacune des N positions du système et on a donc N matrices système. En moyennant toutes les combinaisons, on 
obtient finalement un système de N équations identiques qui pourra être résolu à l’aide d’un solveur approprié 
sous la forme : 





























    (III.2.75) 
 
où l’on a introduit le delta de Kronecker ijδ=D . 
 
 On montre aisément qu’avec les mêmes conditions aux limites, le système (III.2.75) conduit aux mêmes 
solutions que (III.2.63-66), bien que sous une forme matricielle plus compliquée. Cela est dû au fait qu’en 
coordonnées cartésiennes (uniquement), l’équation de contrainte est implicite puisqu’elle représente la somme 
des N équations de liaison, ce qui a posteriori apparaît comme une limitation de la méthode aux ordonnées 
discrètes telle que présentée classiquement en géométrie rectangulaire (Siegel et Howell, 2002). La 
généralisation à laquelle nous venons de nous livrer présente donc deux intérêts : elle permet tout d’abord 
d’envisager une extension aux coordonnées curvilignes (c’est le but avoué), et d’autre part, sa formulation 
matricielle complète, particulièrement adaptée à Matlab® la rend en fait plus rapide. En effet, nous avons 
constaté que sous la forme (III.2.75) en utilisant la routine bvp4c (basée sur une méthode de relaxation associée 
à une résolution par différences finies et collocation), les temps calcul apparaissent environ dix fois plus rapides 
qu’avec MUSL, et sont également indépendants des valeurs de λϖ  et λτ . De plus, ces temps calcul augmentent 
beaucoup moins vite en fonction de l’ordre de la quadrature (entre d-S32 et d-S96, on n’observe qu’une 
augmentation d’un facteur 20 au lieu de 120) ou du nombre de points, alors même que ce dernier problème peut 
créer des dépassements de capacité avec MUSL. 
 
 Extension de la Méthode de Résolution d-SN 
Monodimensionnelle en Coordonnées Cylindriques 
 
 La généralisation précédente en coordonnées cartésiennes peut maintenant s’appliquer facilement en 
coordonnées cylindriques. En effet, sous réserve d’utiliser le changement de repère défini au paragraphe 2.1, et 
en posant alors ra )( λλλ στ += , on obtient l’ETR monodimensionnelle cylindrique discrétisée sous la même 
forme que (III.2.71). Le changement provient alors du bilan local d’énergie rayonnante qui s’écrit en 








q rr −=−=+= A,,div r     (III.2.76) 
 













    (III.2.77) 
 
faisant ainsi apparaître un terme singulier propre aux problèmes à symétrie cylindrique et sphérique. Ce terme se 






























    (III.2.78) 
 
 Ce système peut être résolu sans difficulté par la routine bvp4c avec la même efficacité qu’en 
coordonnées cartésiennes en indiquant qu’il existe un terme singulier λτNi . Les conditions aux limites peuvent 
être données à la paroi Rτ  sous la forme de (III.2.66) pour les M valeurs négatives de µ ; les M valeurs positives 























    (III.2.79) 
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Les densités de flux et l’irradiance sont enfin calculées à partir de chaque vecteur i par les relations (III.2.67) qui 
se généralisent en coordonnées curvilignes grâce au changement de variable opéré. 
 
 




 La résolution numérique de l’ETR en deux ou trois dimensions est un problème d’une grande 
complexité, faisant appel à beaucoup de capacité calcul, surtout si l’on envisage, comme c’est toujours le cas ici, 
de travailler avec des propriétés radiatives exactes. De nombreuses méthodes ont malgré tout été développées 
dans la littérature (Duderstadt et Martin, 1979 ; Siegel et Howell, 2002), le plus souvent avec l’hypothèse d’une 
fonction de phase isotrope. Ce paragraphe a pour objet de faire très brièvement le point sur les méthodes 
existantes (on consultera les références précédentes pour plus de détails) pour expliquer le choix que nous avons 





 Le fait d’abandonner une description monodimensionnelle pour tenir compte de deux ou trois 
dimensions d’espace, lorsque la géométrie ou les conditions aux limites l’imposent, ajoute une complexité 
importante au problème de résolution de l’ETR qui est quasiment la même dans les deux cas (que nous ne 
différencierons donc pas) ; seul le temps calcul étant directement affecté par ce choix. 
A ce niveau de complexité, une méthode relativement simple à programmer et qui est largement utilisée 
pour des résolutions tridimensionnelles est la méthode de Monte Carlo (Siegel et Howell, 2002). Elle a d’ailleurs 
été utilisée originellement dans le domaine des photo(bio)réacteurs par Spadoni et al. (1978) et Aiba (1982), et 
beaucoup plus récemment par Csogör et al. (2001). Son défaut majeur vient du fait que, comme toute méthode 
stochastique, sa relative lenteur oblige à un compromis sur la précision finale des résultats. Elle n’en reste pas 
moins très largement employée dans le cas de résolutions tridimensionnelles. 
 Concernant les méthodes déterministes, nous avons déjà indiqué plus haut qu’il en existait deux 
catégories, essentiellement en relation avec le choix de l’utilisation de la solution formelle ou de la forme 
différentielle de l’ETR. Nous ne reviendrons pas ici sur les inconvénients des méthodes d’approximation de 
solution qui ont été brièvement discutés au paragraphe 1.2 ; l’utilisation de la solution formelle de l’ETR 
présente néanmoins un certain nombre d’avantages en coordonnées curvilignes, d’où son utilisation fréquente 
pour ces géométries. Cette approche ne permet pas néanmoins de travailler avec les propriétés radiatives réelles 
des particules et nous l’avons abandonnée. Il est par contre possible d’envisager des méthodes d’approximation 
d’équations en plusieurs dimensions. En particulier, la méthode aux ordonnées discrètes reste encore utilisée 
dans ces conditions, que ce soit en deux dimensions rectangulaires (Fiveland, 1984 ; Kim et Lee, 1989) ou 
cylindriques (Jamaluddin et Smith, 1988 ; Jendoubi et al., 1993 ; Ou et Wu, 2002), voire plus rarement en trois 
dimensions (Fiveland, 1988). Des problèmes spécifiques peuvent alors apparaître comme des effets de raies, liés 
par exemple aux discontinuités imposées par les conditions aux limites, et d’autres techniques sont souvent 
développées en trois dimensions, issues par exemple de méthodes de mécanique des fluides, comme récemment 
des méthodes de volumes finis FVM (Kim et Huh, 2000 ; Siegel et Howell, 2002). 
 Finalement, un bon compromis permettant d’aborder des problèmes tridimensionnels avec rapidité et 
précision en figeant les directions angulaires a priori, autorisant ainsi comme pour la méthode SN en une 
dimension un traitement exact de la fonction de phase, est fourni par les méthodes d’éléments finis FEM (Siegel 
et Howell, 2002). C’est cette dernière approche que nous avons retenue, en accord avec le laboratoire d’analyse 
numérique de l’Université Pierre et Marie Curie qui nous a aidé dans la mise au point du code Fortran que nous 
allons maintenant présenter. Ce choix est d’ailleurs conforté a posteriori dans la mesure où il est maintenant 
possible d’envisager l’utilisation de logiciels commerciaux particulièrement bien adaptés à ces méthodes comme 
COMSOL®. 
 




2.4.2- Maillage Tridimensionnel par une Méthode 
d’Éléments Finis (FEM) 
 
 Comme c’est le cas dans la plupart des articles de la littérature, nous avons tout d’abord cherché à 
mettre au point un algorithme efficace de maillage tridimensionnel d’un réacteur de géométrie quelconque en 
considérant dans un premier temps une fonction de phase isotrope pour le champ de radiation monochromatique. 
Nous reviendrons par la suite sur les possibilités d’extension à une fonction de phase anisotrope et sur les gains 
de temps calcul qui peuvent être obtenus par vectorisation de l’algorithme, lorsque l’on travaille avec un nombre 
important de longueurs d’ondes du domaine visible. 
 
2.4.2.1- Rayonnement Monochromatique et Isotrope 
 
 Les formes tridimensionnelles quasi stationnaires de l’ETR données par les équations (III.1.5) ou 
(III.1.10) correspondent maintenant au problème numérique à résoudre, c'est-à-dire pour un rayonnement 


















    (III.2.80) 
 
dans laquelle le temps t n’intervient que dans un procédé instationnaire où les propriétés radiatives du milieu 
varient (lentement) dans le temps. Quelle que soit la géométrie de réacteur considérée, on construira un maillage 
en coordonnées cartésiennes et l’on doit donc se baser sur les définitions des repères fixe et mobile données sur 
la figure III.1. En conséquence, le vecteur unitaire Ω
r
 est tel que défini par les cosinus directeurs de l’opérateur 
du tableau III.1 en coordonnées cartésiennes : 
 










    (III.2.81) 
 
 Le problème considéré pose au niveau de la discrétisation deux problèmes distincts. Tout d’abord, la 
discrétisation angulaire, c'est-à-dire les valeurs prises par θ et φ. En effet, concernant θ, il est possible de 









,,0 1210 , soit (N + 1) valeurs distinctes. 
 








,.........,,,0 12110 , ce qui donne 2N valeurs. 
 
Ainsi, en posant ),( jiij φθΩΩΩ
rrr
==  on a discrétisé Ω
r
 en 2N (N + 1) valeurs. Le choix de la valeur de N sera 
déterminé par un compromis entre deux conditions contradictoires ; en effet, sa valeur doit être suffisamment 
élevée pour éviter des effets de raies (c'est-à-dire des oscillations dans les valeurs du flux) et rendre compte de 
variations brutales (de la fonction de phase à terme !), et suffisamment petit pour générer un nombre de variables 
compatible avec des temps calcul acceptables. En effet, dans le cas d’un schéma implicite, en choisissant pour la 
discrétisation spatiale Mx × My × Mz points de maillage, on aura un nombre de variables environ égal à 
23 2NM × , soit par exemple avec un maillage pourtant assez lâche M = N = 10, 200000 variables à calculer ! 
Notre choix s’est finalement porté sur N = 8, ce qui permet d’avoir 144 directions différentes pour caractériser le 
champ d’irradiance en chaque point de maillage. Cette discrétisation angulaire permet alors d’exprimer le terme 
intégral de l’ETR sous la forme : 
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Remarquons que cette discrétisation, qui consiste à prendre une quadrature telle que Nwij /pi= , correspond à 
une quadrature de Fiveland (Fiveland, 1987) largement utilisée en deux ou trois dimensions. 
 La discrétisation spatiale de l’ETR pose également un problème majeur car les schémas implicites 
utilisés classiquement dans les méthodes d’éléments finis conduiraient ici à des matrices de très grande taille 
)144( zyx NNN ××× , bien que très creuses. Il est donc préférable de rechercher un schéma explicite et en 
remarquant que l’opérateur directionnel de l’ETR n’est rien d’autre que la dérivée le long de sa caractéristique, 
on est amené à utiliser judicieusement l’algorithme de la courbe caractéristique proposé par Pironneau (1989). 












    (III.2.83) 
 
où nrr  est un point se trouvant à l’intérieur du domaine dont la position est déterminée par Ω∆
rrr
srr nn +=+1 , 
soit Ω∆
rrr
srr nn −= +1 . Le point nrr  n’est pas un point du maillage car s∆  est inférieur au plus petit pas du 
maillage. La valeur de ),( Ωλ
rr n
rI  sera donc interpolée par les valeurs des nœuds avoisinant, ces valeurs étant 
celles de l’itération précédente. 
 En tenant compte des deux discrétisations, on obtient en posant : 
 ( ) 12,.....,0et,....,0avec),(,)(
,
−=== NjNirIrI jiij φθΩλλ
rrr
 





















































    (III.2.84) 
 

















































    (III.2.85) 
 
 Le photoréacteur cylindrique pilote du laboratoire (5 L utiles, 8 cm de rayon) a été maillé selon cet 
algorithme (Cornet et al., 1994). Le compromis entre nombre de points de maillage et temps calcul s’est arrêté 
sur un choix de 6 couches de 154 points chacune, soit pour 144 directions angulaires, un total de 133000 valeurs 
à calculer (la position des points n’est pas régulièrement espacée, mais le maillage est plus serré près des parois, 





λ  on a 





λ  et les 144 valeurs de )(, npq rI
r
λ , il faudra accéder, en tenant compte d’un choix à 8 
interpolations, à 1200 valeurs pour calculer une seule des précédentes. Ainsi, avec les caractéristiques choisies 
pour mailler notre photoréacteur en trois dimensions, on doit mettre en œuvre environ 160 millions de variables 
à chaque itération, jusqu’à convergence de l’algorithme, et ceci pour une seule longueur d’onde ! Cette 
estimation illustre bien le problème de temps calcul auquel on est confronté, surtout si l’on souhaite travailler 
avec un certain nombre de fréquences du spectre visible. On dispose cependant d’un algorithme rapide et précis, 
d’ailleurs Van Noort et al. (2002) ont utilisé récemment un schéma explicite équivalent, à partir de la solution 
formelle de l’ETR pour un problème sans diffusion mais avec émission loin de l’équilibre thermodynamique 
local. Remarquons que le maillage précédent demande de connaître les conditions aux limites en 192 points 
frontière et en 72 directions pour chacun, ce qui explique l’intérêt de développer les modèles d’émission de 
lampes déjà évoqués. 
 Deux autres photoréacteurs rectangulaires (respectivement de 1 et 4 L de volume utile) qui ont servi a 
des études préliminaires ont également été maillés (Cornet et al., 1994) ; ils mettent cependant en jeu un nombre 
de variables plus faible. 




2.4.2.2- Vectorisation Multifréquences et Temps Calcul 
 
 Comme nous venons de l’évoquer, l’algorithme utilisé pour le maillage tridimensionnel de 
photoréacteurs nécessite une puissance de calcul importante. Nous avons donné un aperçu du nombre de 
variables mises en jeu à chaque itération du calcul, et ceci pour une seule longueur d’onde. En réalité, pour les 
applications envisagées concernant la totalité du spectre visible, il est nécessaire de pouvoir travailler avec des 
propriétés radiatives qui varient fortement en fréquence (voir chap. 2). Le nombre de fréquences choisies peut 
varier d’une quarantaine à 400 en fonction de la précision finale désirée. 
 La version scalaire précédente doit donc être modifiée pour intégrer le vecteur des fréquences 
[ ]nm750350 −∈λ  ; ainsi le nombre de variables mises en jeu augmente considérablement dans cette 
configuration. Cependant, comme le calcul est rigoureusement le même pour chaque longueur d’onde (seules les 
propriétés radiatives changent), on se trouve dans une configuration idéale pour l’utilisation d’un calculateur 
vectoriel. Nous avons donc développé une version vectorielle des codes de calcul qui doit permettre un important 
gain de temps. 
 Toutes les exécutions concernant le maillage des photoréacteurs par éléments finis ont été menées au 
centre de calcul électronique d’Orsay. La version scalaire du code utilisait un supercalculateur IBM et la version 
vectorielle un supercalculateur SIEMENS VP. Nous avons montré que l’utilisation d’une version vectorisée 
permettait de gagner un facteur 5 pour N = 48 fréquences, et un facteur 7 pour N = 128 fréquences, par rapport à 
la version scalaire, ce qui est considéré comme un excellent résultat. 
 L’utilisation de ces moyens calcul importants adaptés au code d’éléments finis développé a permis de 
rendre possible des simulations du photobioréacteur, soit en régime permanent, soit en régime dynamique, par 
couplage du maillage avec un algorithme de résolution de systèmes d’équations différentielles ordinaires (Cornet 
et al., 1994). 
 
2.4.2.3- Généralisation à une Fonction de Phase Quelconque 
 
 Le deuxième point restrictif de l’algorithme qui vient d’être décrit concerne l’hypothèse préliminaire 
d’un champ de radiation isotrope qui a permis de s’affranchir de la fonction de phase dans l’équation (III.2.71). 
En effet, il a déjà été largement évoqué dans ce document le fait que cette hypothèse n’était absolument pas 
valable pour les applications envisagées. Il est donc nécessaire de faire évoluer ce travail vers la prise en 
considération de la fonction de phase réelle de chaque micro-organisme, tel que nous l’avons fait dans le cadre 
de l’approximation monodimensionnelle. Cette évolution qui est actuellement en cours ne pose a priori aucun 
problème puisque comme nous l’annoncions en préambule de cette partie, la méthode d’éléments finis retenue 
ici permet de fixer les 144 directions angulaires prises par le vecteur Ω
r
 une fois pour toute (discrétisation de 
Fiveland), ce qui répond parfaitement aux critères déjà évoqués pour l’utilisation des propriétés radiatives 
exactes. Il est donc assez facile de généraliser la relation du schéma explicite (III.2.85) à une fonction de phase 
















































∆σ     (III.2.86) 
 
dans laquelle la matrice fonction de phase P est calculée en accord avec (III.2.68) et (III.2.1) à partir de : 
 
( )[ ])cos(sinsincoscoscos),,,( 1 qjpipipqpqqjpi pPp φφθθθθΘφφθθ λλ −+==== −P     (III.2.87) 
 
 Dans la mesure où il a déjà été précisé que la théorie de Lorenz-Mie fournit bien directement les valeurs 
nécessaires ci-dessus, il n’y a donc aucune difficulté particulière, comme pour le cas monodimensionnel, à 
calculer la matrice )144144( ×P  à partir des relations issues du chapitre 2. De la même façon que discuté plus 
haut, il n’est nécessaire que de calculer 5256 valeurs sur les 20736 de la matrice, les autres étant déduites après 
normalisation et règles de symétrie selon l’algorithme détaillé au paragraphe 2.3.2.1. La seule difficulté 
supplémentaire réside dans le temps calcul nécessaire pour obtenir la matrice P, mais ce calcul étant fait une fois 
pour toute par un code spécifique, on peut penser que les temps calculs propres au maillage lui-même ne 
devraient pas être significativement affectés. 
 




3- Mise en Œuvre pour la Validation des 




 Ce paragraphe a pour but de montrer comment il est possible d’utiliser la théorie qui a été développée à 
la fois au chapitre 2 (calcul des propriétés optiques et radiatives), mais également dans le paragraphe précédent 
(calcul exact des transmissions et réflexions en configuration monodimensionnelle notamment) pour exploiter 
des mesures expérimentales obtenues avec un banc optique de haute précision, couplé à une sphère d’intégration. 
Après une brève présentation du matériel utilisé, nous montrerons tout d’abord comment il est possible d’obtenir 
les propriétés optiques d’un micro-organisme diélectrique modèle (Saccharomyces cerevisiae) par méthode 
inverse, puis nous démontrerons que la méthode prédictive de calcul de la partie imaginaire de l’indice de 
réfraction de micro-organismes conducteurs (photosynthétiques) par convolution, présentée en fin de chapitre 2, 
apparaît tout à fait satisfaisante. Insistons à nouveau sur le fait qu’il nous a été impossible de travailler en 
diffusion simple tel que prévu initialement et décrit en fin de chapitre 2. Ainsi avons-nous décidé de valider les 
propriétés optiques et radiatives en diffusion multiple, ce qui implique un couplage avec la résolution de l’ETR 
dans le milieu matériel traversé. Cette démarche nécessite donc d’être certain d’avoir une méthode de résolution 
rigoureuse fournissant des solutions exactes, et c’est donc ce que nous nous sommes efforcés de démontrer dans 
le paragraphe précédent. Pour cette raison, les calculs de transmissions qui suivent ont tous été menés avec une 
méthode aux ordonnées discrètes d-S96 d’ordre élevé assurant un maximum de précision dans tous les cas, au 
détriment du temps calcul bien évidemment. Rappelons en effet que le calcul final d’une valeur de transmission 
nécessite au préalable dans ce cas le calcul de la matrice P )9696( × et celui des sections efficaces d’absorption et 
de diffusion, en tenant compte ou non de la distribution de taille des micro-organismes. 
 
 
3.1- Spectrophotométrie et Sphère d’Intégration 
 
 
 D’une façon générale, la mesure de transmissions ou de réflexions vraies d’échantillons diffusants 
induit une certaine complexité expérimentale. Il est bien connu en effet (Shibata, 1958) que les 
spectrophotomètres, aussi bons soient-ils, ne fournissent des mesures exactes que pour des échantillons 
absorbants. Si l’on doit se débrouiller avec ce type d’appareil, on peut utiliser la méthode des lames opalines 
(Shibata, 1958) qui consiste à diffuser artificiellement, mais très efficacement les faisceaux de mesure et de 
référence, de façon à ce que la diffusion propre de l’échantillon devienne négligeable. La méthode peut être 
améliorée en intercalant, entre la cuve et la lame, un filtre neutre de transmission environ 10% qui évite de 
surestimer la mesure par diffusions multiples à l’interface (Shibata, 1958). Néanmoins, cette méthode, que nous 
avons beaucoup pratiqué au début de nos travaux, et qui consiste à chercher une mesure différentielle fiable dans 
un bruit de fond très important ne peut donner que des valeurs très approchées des caractéristiques optiques 
d’échantillons diffusants. Même si cette approche permet de corriger très significativement les mesures directes 
faites au spectrophotomètre, elle est très loin de fournir des mesures exactes (qui vérifient le bilan d’énergie 
photonique) ; en tout cas, il n’est pas envisageable de l’utiliser pour nos applications, compte tenu du niveau 
d’exigence théorique et expérimentale que nous nous sommes fixés. Pour cette raison, nous avons décidé de ne 
présenter ici aucun des nombreux résultats obtenus par cette méthode sur des micro-organismes variés, et nous 
ne discuterons que les résultats obtenus avec un appareillage dédié, acquis beaucoup plus récemment au 
laboratoire. 
 
 Le banc optique utilisé pour toutes nos expériences est un prototype développé par la société SAFAS 
(Monaco) et présenté sur la figure III.6. Il est fabriqué sur la base d’un spectrofluorimètre équipé d’une lampe au 
xénon de haute énergie permettant d’amener, par l’intermédiaire de fibres optiques, un faisceau incident 
collimaté (par des lentilles) sur l’échantillon qui se trouve à l’intérieur d’une cuve en quartz spéciale (épaisseurs 
de 1 ou 10 mm ; largeur et hauteur de 40 mm et volume correspondant de 1,6 ou 16 mL). Le faisceau transmis ou 
réfléchi est capturé en totalité par une sphère d’intégration de grand diamètre permettant des ports de grande 
taille de façon à ne perdre aucun photon diffusé par l’échantillon. La sphère Labsphère® utilisée est ce qui se fait 
de mieux en série pour ce type d’équipement puisqu’elle mesure 152 mm de diamètre interne ; elle est revêtue de 
spectralon® qui réfléchit plus de 99% du rayonnement ; elle est munie d’un port de commutation pour la mesure 
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précise de réflexions, et elle est équipée d’un piège permettant de discerner entre la réflexion diffuse ou 
spéculaire. L’inconvénient majeur d’une telle sphère de haute précision est que même pour un échantillon 
référence comme de l’eau, elle atténue le rayonnement incident de 5 unités de DO (densité optique), ce qui la 
rend inutilisable sur la totalité des spectrophotomètres classiques (un bon appareil peut travailler jusqu’à 3 unités 
de DO). Tout l’intérêt du banc optique développé est qu’il utilise la lampe xénon de haute énergie du 
fluorimètre, ce qui nous permet de travailler en relatif sur des échantillons présentant une DO propre jusqu’à 3. 
La performance technologique s’analyse mieux si l’on comprend qu’il nous est donc possible de travailler de 
façon fiable sur des faisceaux transmis 108 fois moins énergétiques que le faisceau incident ! De ce point de vue, 
nous sommes extrêmement satisfaits des performances du prototype, les seules réserves étant liées d’une part à 
une gamme de longueur d’onde plus réduite que celle du cahier des charges (l’appareil est limité en énergie à 
850 nm au lieu des 1050 nm demandés) ; et d’autre part à un parasitage électronique de ligne de base temporaire 





Figure III.6 : Schéma du banc optique couplé à une sphère d’intégration de haute précision : 
(1) Acquisition et pilotage par ordinateur ; (A) Liaison RS 232 ; (2) Spectrofluorimètre SAFAS Flx ; (B) Fibres 




 L’ensemble des résultats de transmissions vraies discutés dans ce paragraphe, ainsi que dans le suivant, 
ont été obtenus à l’aide de ce dispositif expérimental. 
 
 
3.2- Exemple d’Obtention de Propriétés Optiques 




 Le premier exemple que nous traitons ici consiste à montrer qu’il est possible, si l’on dispose d’outils 
théoriques précis, d’obtenir des propriétés optiques de particules (leur indice de réfraction réel ou complexe) par 
inversion d’une mesure expérimentale (transmission ou réflexion) obtenue à la sphère d’intégration, même en 
diffusion multiple. Pour éviter toute discussion sur la validité intermédiaire des propriétés radiatives utilisées 
dans la séquence de calcul, le micro-organisme diélectrique choisi est quasi sphérique en suspension ; il s’agit de 
la levure de boulanger Saccharomyces cerevisiae. Ainsi, toutes les propriétés radiatives nécessaires seront 
données par la théorie de Lorenz-Mie pour des sphères, largement établie et validée depuis longtemps. 
 Comme nous le mentionnions en fin de chapitre 2, le développement de méthodes d’inversion directes 
d’un signal est un domaine en pleine évolution (Bonnet et al., 1999). Cependant, même dans le cas d’une mesure 
en diffusion simple, cette approche nécessite encore un certain nombre d’améliorations pour être totalement 
fiable, et dans notre cas de diffusion multiple, il est totalement impossible d’envisager de travailler de la sorte 
(Balgi et al., 1999 ; Dali et al., 2005). On préfèrera procéder par une méthode indirecte d’optimisation, et le 
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problème, non linéarisable, sera résolu par une méthode des moindres carrés itérative de Gauss Newton 
(Boumahrat et Gourdin, 1983). 
 
 Il est bien évident que si l’on cherche uniquement l’indice de réfraction d’une particule diélectrique 
(réel), ou bien si l’on cherche la partie imaginaire de l’indice de réfraction d’une particule conductrice 
(complexe) en connaissant sa partie réelle, il suffira d’une seule mesure expérimentale (la transmission par 
exemple). Par contre, si l’on souhaite obtenir directement l’indice de réfraction complexe, deux mesures 
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Figure III.7 : Résultats expérimentaux de transmissions (trait continu) obtenues à la sphère d’intégration (a) 
avec une suspension de levures Saccharomyces cerevisiae à 2,9 1013 particules par mètre cube présentant un 
rayon moyen a = 2,24 micromètres et une distribution log-normale caractérisée par un écart type σ = 1,216. Les 
ronds noirs tous les 25 nanomètres représentent les résultats des calculs en diffusion multiple par une méthode d-
S96 après identification de l’indice de réfraction complexe λλλ κ ,,, rrr inm −= . La partie réelle nr = 1,147 apparaît 
indépendante de la longueur d’onde, tandis que la partie imaginaire κλ varie sur tout le spectre visible (b) et n’est 




 Les caractéristiques de l’échantillon utilisé (déterminées par analyse d’image) ainsi que les résultats des 
transmissions obtenues entre 350 et 800 nanomètres de longueur d’onde sont données sur la figure III.7a. Nous 
avons tout d’abord traité la plus grande longueur d’onde pour laquelle nous étions certain d’un comportement 
diélectrique de la particule. A 800 nanomètres, la partie réelle de l’indice de réfraction a donc été calculée par 
inversion pour obtenir n800 = 1,525, soit nr = 1,1466 ce qui est bien en accord avec les valeurs annoncées au 
chapitre 2 pour un eucaryote. Nous avons ensuite travaillé sur la totalité du spectre visible, en choisissant un pas 
de 25 nanomètres comme un bon compromis au problème de temps calcul. Les résultats obtenus sont assez 
surprenants (figure III.7b) puisque si l’on constate bien que la valeur relative de la partie réelle de l’indice de 
réfraction nr reste quasi constante, on s’aperçoit qu’il est impossible de rendre compte de nos résultats 
expérimentaux sans introduire une contribution liée à l’absorption, c'est-à-dire que la partie imaginaire de 
l’indice de réfraction n’est pas nulle. Les valeurs de κλ déterminées restent très faibles (inférieures à 3.10-4 ; le 
plus faible albédo obtenu est d’environ 0,96), mais malgré tout, il est impossible d’expliquer les transmissions 
obtenues sans cette légère contribution de l’absorption des particules, et de ce point de vue, la méthode apparaît 
extrêmement sensible. Excepté au-delà de 750 nanomètres, il est donc rigoureusement faux de considérer 
Saccharomyces comme un diélectrique parfait, et cette conclusion vaut probablement pour la quasi-totalité des 
micro-organismes qui contiennent un certain nombre de complexes moléculaires pouvant très légèrement 
absorber le rayonnement, notamment en dessous de 650 nanomètres (le même type de résultat a été obtenu sur 
des bactéries du genre Pseudomonas par exemple). Néanmoins, ces valeurs maximales restent bien évidemment 








3.3- Validation des Propriétés Optiques et 
Radiatives de Micro-organismes Photosynthétiques 
par Méthode Directe 
 
 
 A l’opposé de la partie précédente, il s’agit ici, et c’est bien l’objectif principal de ce paragraphe, de 
démontrer la validité de la méthode de calcul prédictive des indices de réfraction complexes (propriétés optiques) 
de micro-organismes photosynthétiques, telle qu’elle a été développée en fin de chapitre 2. Dans la mesure où 
ces propriétés optiques sont connues a priori, à partir de la convolution des spectres d’absorption des pigments 
purs « in vivo », il s’agit bien d’une méthode directe, et nous avons juste à comparer le résultat de la transmission 
théorique (calculée par la séquence : propriétés optiques + distribution de tailles et densité de particules →  
propriétés radiatives + méthode d-S96 →  transmission) avec la transmission expérimentale obtenue au 
moyen d’une sphère d’intégration. Cette comparaison doit en théorie être réalisée pour chaque longueur d’onde 
du spectre utile considéré (les données expérimentales sont obtenues tous les nanomètres), ce qui est impossible 
en réalité avec les moyens calculs dont nous disposons. En effet, comme nous venons de le rappeler, le calcul 
théorique d’une transmission d’échantillon suppose au préalable que soient connues les propriétés radiatives des 
micro-organismes pour chaque longueur d’onde considérée (les coefficients d’absorption et de diffusion, ainsi 
que la fonction de phase, ou plus exactement la matrice P utilisée dans la méthode de résolution de l’ETR). Or, 
excepté dans le cas d’un micro-organisme sphérique tel que Saccharomyces que nous venons de traiter, ces 
calculs peuvent nécessiter beaucoup de temps machine, tel qu’illustré par quelques ordres de grandeur donnés 
dans le tableau III.7. 
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Tableau III.7 : Exemple de temps calcul pour l’obtention des propriétés radiatives spectrales de micro-
organismes de formes différentes comme préalable au calcul des transmissions par une méthode 
monodimensionnelle aux ordonnées discrètes d-S96 (pour une seule longueur d’onde). Il s’agit de valeurs 
moyennes correspondant à un paramètre de taille x défini en milieu du spectre visible ou proche IR utilisable par 
chaque micro-organisme (ces valeurs peuvent être beaucoup plus élevées vers 350 nm et beaucoup plus faibles 
vers 750 nm). Ces résultats ont été obtenus sur le serveur de calcul du laboratoire (biprocesseur Xéon 2,8 GHz). 
On remarque l’effet critique déjà évoqué du paramètre de taille et de l’élongation de la particule (nettement plus 




 Il apparaît clairement, notamment pour le calcul de la matrice P )9696( × , que lorsque le paramètre de 
taille ou l’élongation des particules asphériques augmentent, le temps calcul peut devenir prohibitif. En 
particulier, il apparaît impensable de vouloir estimer la matrice en tenant compte de la distribution de taille des 
particules avec les moyens dont nous disposons. Ce constat n’est pas trop pénalisant puisque nous avons vérifié 
que l’utilisation d’un diamètre effectif (d32 par exemple) pour tenir compte de la distribution ne conduisait jamais 
a des écarts supérieurs à 10% sur les valeurs de la fonction de phase, ce qui se traduit par un effet quasi 
négligeable sur le calcul des transmissions. Il est par contre très important de tenir compte de la distribution de 
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tailles pour le calcul des coefficients d’absorption et de diffusion, mais heureusement, ces derniers posent moins 
de problèmes de temps calcul. Finalement, les temps calcul présentés dans le tableau III.7 ne permettent que 
d’obtenir les propriétés radiatives ; il reste à calculer la transmission de l’échantillon par la méthode de référence 
d-S96 choisie. La longueur de ces calculs dépend essentiellement de l’épaisseur optique de l’échantillon (en 
particulier sa concentration en particules) et de son caractère diffusant (qui augmente le temps de convergence). 
Pour les micro-organismes déjà présentés, ces temps calculs varient entre quelques minutes et plusieurs heures. 
 Ainsi, afin de trouver un compromis entre la nécessité de valider notre approche prédictive sur tout le 
spectre d’intérêt et les temps calculs importants mis en jeu pour chaque valeur de transmission, nous avons 
décidé de choisir, pour chaque micro-organisme, les longueurs d’onde caractéristiques des maximums 
d’absorption (plus faibles transmissions) pour lesquels l’absorption domine le processus de transfert de 
rayonnement, et des minimums d’absorption (plus fortes transmissions) pour lesquels la diffusion est le 
phénomène majoritaire. L’hypothèse sous jacente de cette approche suppose bien évidemment que si ces points 
remarquables sont validés, les points intermédiaires le seront obligatoirement. Cette méthode conduit à mener 8 
ou 9 calculs pour chaque micro-organisme, pour des longueurs d’onde réparties sur le spectre visible, en fonction 
de l’équipement pigmentaire des cellules. 
 
 
3.3.1- Chlamydomonas reinhardtii 
 
 La micro-algue eucaryote Chlamydomonas reinhardtii représente ici un premier exemple de micro-
organisme quasi sphérique, et de taille plutôt élevée, auquel nous nous sommes intéressé dans le cadre d’une 
collaboration avec nos collègues du laboratoire GEPEA de l’Université de Nantes, en raison de ses potentialités 
à produire du bio-hydrogène. Ses caractéristiques géométriques ont été déterminées par analyse d’image et 
conduisent aux résultats suivants pour la forme modèle : 
 
- particule de Tchebytchev d’ordre 2 et de paramètre de déformation 0,0843 - T2 (0,0843) ; 
- rayon moyen a = 4,1 micromètres ; 
- distribution log-normale avec σ = 1,17 ; 
- rayon effectif a32 = 4,3 micromètres. 
 
N’ayant pas de données dans la littérature nous permettant d’estimer de façon prédictive la partie réelle de 
l’indice de réfraction d’un micro-organisme eucaryote à partir de ses constituants élémentaires (tel que nous 
l’avions discuté en fin de chapitre 2), nous avons procédé à son évaluation par une mesure de transmission à la 
sphère d’intégration et par méthode inverse, de la même façon que précédemment décrit pour les levures. La 
meilleure précision de signal a été obtenue à 820 nanomètres et a conduit à une valeur d’indice n820 = 1,527, soit 
nr = 1,148. Les teneurs en pigments moyennes utilisées et qui ont permis de calculer la partie imaginaire de 
l’indice de réfraction κλ tous les nanomètres entre 400 et 750 nanomètres par la méthode prédictive présentée en 
fin de chapitre 2 sont les suivantes : 
 
- Chlorophylle a : 1,5% ; 
- Chlorophylle b : 0,8% ; 
- Caroténoïdes de protection : 0,45%. 
 
L’ensemble des caractéristiques précédentes permet le calcul des propriétés radiatives (en utilisant les 
codes pour des particules de Tchebytchev présentés au chapitre 2), puis le calcul des transmissions par la 
méthode d-S96 utilisant les valeurs exactes de la fonction de phase. Le résultat de ces calculs pour quelques 
longueurs d’onde judicieusement choisies, comparé aux mesures expérimentales obtenues tous les nanomètres à 
la sphère d’intégration, sont présentés sur la figure III.8, pour deux échantillons de concentration en biomasse 
différente, un dilué (0,143 g/L) et un concentré (2,35 g/L). On constate d’une façon générale un accord excellent 
entre les valeurs calculées et les données expérimentales, notamment pour la suspension diluée (l’épaisseur 
optique τL vaut dans ce cas à peu près 1,5) où l’écart moyen reste inférieur à 2%. Cet écart augmente malgré tout 
à 20% pour la suspension concentrée, d’épaisseur optique τL environ égale à 25. Ce résultat demeure cependant 
excellent, car à cette concentration, les plus faibles transmissions obtenues sont de l’ordre de 10-3 (quelques 
points vers 450 nm n’ont pas été traités car en dehors de la limite de détection de notre installation 
expérimentale) et dans ces conditions, une erreur de 10% sur la concentration cellulaire se traduit par un facteur 
10 sur la valeur de la transmission (de la même façon, 20% d’écart sur la transmission sont obtenus avec 0,7% 
d’erreur sur l’albédo) ! 
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Figure III.8 : Comparaisons entre les transmissions obtenues à la sphère d’intégration sur des suspensions de 
Chlamydomonas reinhardtii 137c (traits continus) et les transmissions calculées à partir des propriétés optiques 
et radiatives (ronds noirs) prédictives. Deux échantillons sont représentés ; un échantillon dilué (trait fin) de 
concentration en biomasse 0,143 g/L (épaisseur optique τL environ 1,5), et un échantillon concentré (trait épais) 
de concentration 2,35 g/L (épaisseur optique τL environ 25). Pour ce dernier échantillon, les points entre 430 et 





 On peut donc conclure qu’il est difficile d’espérer meilleurs résultats compte tenu de l’incertitude 
expérimentale inhérente au problème étudié (celle-ci est d’ailleurs plus grande sur les données initiales 
conduisant aux calculs théoriques que sur les mesures de transmissions elles-mêmes), ce qui valide 




3.3.2- Rhodospirillum rubrum 
 
 La bactérie pourpre non sulfureuse Rhodospirillum rubrum représente un exemple de micro-organisme 
de forme cylindrique, d’assez petite taille et avec un facteur d’élongation modéré de 1/4 environ. Ses 
caractéristiques géométriques obtenues par analyse d’image sont les suivantes : 
 
- forme modèle cylindrique ; 
- rayon moyen a = 0,55 micromètre ; 
- facteur d’élongation R = 0,263 ; 
- distribution log-normale avec σ = 1,137 ; 
- rayon effectif a32 = 0,57 micromètre. 
 
S’agissant d’une bactérie, nous avons pu utiliser les données de la littérature pour calculer a priori la partie réelle 
de l’indice de réfraction, à partir des relations présentées en début de chapitre 2. La valeur obtenue nr = 1,042, 
déjà discutée en fin de chapitre 2, a permis de réaliser les calculs de transmissions qui sont présentés sur la figure 
III.9. Enfin, les teneurs en pigments nécessaires au calcul de la partie imaginaire de l’indice de réfraction 
complexe sont respectivement : 




- Bactériochlorophylle a : 1,75% ; 
- Caroténoïdes spécifiques : 0,35%. 
 
ce qui conduit à des valeurs de κλ correspondant pour chaque nanomètre qui ont déjà été données sur la figure 
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Figure III.9 : Comparaisons entre les transmissions obtenues à la sphère d’intégration sur des suspensions de 
Rhodospirillum rubrum ATCC 25903 (traits continus) et les transmissions calculées à partir des propriétés 
optiques et radiatives (ronds noirs) prédictives. Deux échantillons sont représentés ; un échantillon dilué (trait 
fin) de concentration en biomasse 0,41 g/L (épaisseur optique τL environ 8), et un échantillon concentré (trait 




 De la même façon que précédemment, les comparaisons entre transmissions mesurées à la sphère 
d’intégration et transmissions théoriques entre 350 et 850 nm (valeur maximale autorisée par la sphère 
d’intégration, alors que Rs. rubrum absorbe jusqu’à 950 nm) sont données sur la figure III.9 (les propriétés 
radiatives ont été obtenues à partir des codes pour des cylindres présentés au chapitre 2). Deux suspensions de 
concentrations en biomasse différentes ont été testées ; une suspension diluée à 0,41 g/L (épaisseur optique 
environ égale à 8), et une suspension plus concentrée à 1,23 g/L (épaisseur optique environ égale à 25). Dans les 
deux cas, les écarts observés, respectivement de 2 et 8% sont très faibles pour toutes les longueurs d’onde 
remarquables testées, ce qui confirme à nouveau, avec un micro-organisme fondamentalement différent (en 




3.3.3- Arthrospira platensis 
 
 La cyanobactérie Arthrospira platensis se présente également sous la forme d’un cylindre long (droit ou 
spiralé selon les conditions de culture), mais de plus grand diamètre, et surtout de forte élongation, environ 1/40. 
Ses caractéristiques géométriques sont les suivantes : 
 
- forme modèle cylindrique ; 
- rayon moyen a = 4,19 micromètres ; 
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- facteur d’élongation R = 0,0284 ; 
- distribution log-normale avec σ = 1,11 ; 
- rayon effectif a32 = 4,31 micromètres. 
 
Comme pour Chlamydomonas, les données de la littérature sur les propriétés optiques de cyanobactéries étant 
manquantes, on obtient l’indice de réfraction relatif réel par méthode inverse à 820 nm, ce qui nous conduit à nr 
= 1,098 (n820 = 1,460). Les banques de coefficients d’absorption de pigments « in vivo » nous permettent, comme 
déjà présenté sur la figure II.27 du chapitre 2 d’obtenir la partie imaginaire de l’indice de réfraction pour ce 
micro-organisme, en utilisant les teneurs moyennes suivantes : 
 
- Chlorophylle a : 1,2% ; 
- Phycocyanine C : 10,5% ; 
- Allophycocyanine : 7% ; 
- Caroténoïdes photosynthétiques : 0,20% ; 
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Figure III.10 : Comparaisons entre les transmissions obtenues à la sphère d’intégration sur des suspensions 
d’Arthrospira platensis PCC 8005 (traits continus) et les transmissions calculées à partir des propriétés optiques 
et radiatives (ronds noirs) prédictives. Deux échantillons sont représentés ; un échantillon dilué (trait fin) de 
concentration en biomasse 0,20 g/L (épaisseur optique τL environ 1,5), et un échantillon concentré (trait épais) de 




 Les résultats obtenus, au niveau des comparaisons entre transmissions calculée et mesurée, présentés sur 
la figure III.10 pour des suspensions diluée en biomasse (0,2 g/L) et plus concentrée (0,6 g/L) sont encore en 
excellent accord compte tenu des précisions expérimentales en jeu (respectivement 2,5 et 7% d’écart moyen), et 
ceci pour quasiment toutes les longueurs d’onde testées, excepté pour les valeurs extrêmes 350 et 750 nm. Pour 
ce deux derniers cas, on constate un écart plus important (entre 10 et 30%), uniquement dû à la banque de 
données « Chlorophylle a » utilisée pour le calcul de κλ. En effet, cette banques de données a été établie avec des 
micro-organismes eucaryotes (on ne constate d’ailleurs pas ce problème pour Chlamydomonas), or dans les 
domaines spectraux présentant peu d’intérêt pour la photosynthèse (350-400 et 700-750 nm), elles sont assez mal 
définies, essentiellement en raison du fait qu’il peut exister à ce niveau de légères différences de comportement 
en fonction de l’architecture moléculaire des complexes pigmentaires. Il s’agit malgré tout d’un défaut mineur 
car entre 400 et 700 nm, on peut constater qu’il n’existe pas de différence, et que les banques utilisées pour A. 
platensis (5 catégories différentes de pigments) permettent sans conteste possible d’estimer avec précision les 
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propriétés optiques de ce micro-organisme. L’avenir permettra de dire si, comme c’est probablement le cas, il est 




4- Mise en Œuvre pour la Validation du Calcul 
du Champ d’Irradiance en Photobioréacteur 
 
 
 La méthode de calcul des propriétés optiques et radiatives ayant été validée par des mesures de 
transmissions en utilisant une sphère d’intégration de haute précision, il est maintenant fondamental de 
s’intéresser à notre problème principal, c'est-à-dire le calcul des champs d’irradiance dans les photobioréacteurs. 
Malheureusement, malgré les efforts qui seront développés et discutés dans la suite de ce paragraphe, la 
validation du champ de rayonnement in situ à l’échelle d’un photobioréacteur (PBR) demeure un problème très 
délicat en raison des moyens analytiques dont on dispose couramment. En effet, toute validation passe par la 
mesure locale de l’irradiance au sein du réacteur, en utilisant les capteurs disponibles sur le marché. Or nous 
allons voir que d’une part, ceux-ci ne permettent pas d’accéder directement à la mesure de l’irradiance dans 
toutes les conditions, et d’autre part, qu’ils ne donnent toujours qu’une mesure globale, intégrée sur toutes les 
fréquences du rayonnement visible (ce que l’on appelle couramment le PAR pour « photosynthetically active 
radiation », soit un domaine de longueurs d’ondes comprises entre 380 ou 400 nm et 700 ou 710 nm suivant les 
fabricants). En conséquence, et même s’il ne faut pas renoncer à ce type de validation, une comparaison détaillée 
et argumentée des différentes méthodes présentées précédemment pour le calcul du champ d’irradiance ne peut 
se faire à nouveau que sur la base de mesures spectrales à la sphère d’intégration. 
 Dans ce paragraphe, nous allons donc présenter et discuter les différentes méthodes analytiques que 
nous avons utilisées pour caractériser à la fois les densités de flux rayonnantes incidentes et le champ 
d’irradiance à l’échelle du PBR. Nous analyserons ensuite les résultats expérimentaux obtenus ; à la sphère 
d’intégration tout d’abord pour quelques longueurs d’ondes caractéristiques choisies, puis dans les réacteurs pour 
lesquels nous comparerons différentes méthodes pour obtenir des moyennes spectriques dans le PAR. Enfin, 
nous terminerons par une exploitation directe du champ de radiation en montrant comment il est possible 
d’accéder directement aux bilans spatiaux mettant en œuvre l’aspect énergétique du rayonnement, c'est-à-dire les 
bilans d’énergie interne et d’entropie qui seront exploités au chapitre suivant. 
 
 
4.1- Méthodes Analytiques pour la Mesure du 
Champ d’Irradiance et des Densités de Flux 
Incidentes à l’Échelle du Photobioréacteur 
 
 
 La caractérisation du champ de radiation d’un photobioréacteur passe par des mesures locales 
d’irradiance, mais la validation de modèles de transfert au sein du milieu hétérogène et participant nécessite 
également une connaissance détaillée des conditions aux limites, c'est-à-dire la caractérisation des densités de 
flux incidentes (si l’on envisage un modèle mono- ou bidimensionnel), voire un modèle d’émission de lampes 
pour les applications en deux ou trois dimensions. 
 
 
4.1.1- Utilisation de Capteurs de Rayonnement Visible 
 
 Plusieurs types de capteurs de rayonnement visible (dans le PAR), bien adaptés aux applications en 
photobioréacteurs, sont couramment disponibles commercialement. Il existe cependant chez de nombreux 
fabricants un véritable flou artistique sur ce que mesurent réellement les capteurs en question en terme de 
rayonnement. Ce flou, qui existe également malheureusement chez certains utilisateurs et praticiens comme en 
attestent de nombreuses publications, est pour beaucoup lié au fait que l’on évolue dans le domaine de 
normalisation de la photométrie dont les grandeurs et unités, bien que clairement définies, sont très mal adaptées 
à la quantification énergétique du rayonnement en dehors des applications de l’éclairage (certaines grandeurs très 
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importantes en radiométrie n’existent pas réellement ou ne sont pas normalisées en photométrie). De plus, toutes 
ces grandeurs, en fonction du domaine de la physique considéré, peuvent s’exprimer en unités différentes, même 
si l’on reste dans le cadre des rayonnements énergétiques (on peut par exemple exprimer un nombre de particules 
– des photons dans notre cas – ou ce qui revient au même, des moles de photons, ou bien exprimer en joules 
l’énergie portée par ces particules). 
 
 Les principales définitions et unités (en radiométrie et en photométrie) sont présentées et 
discutées en relation avec nos applications en appendice III.1 ; le lecteur est vivement engagé à s’y 
reporter pour une meilleure compréhension de la partie qui suit. 
 
 D’une façon générale, il existe trois types d’étalonnages et deux technologies de capteurs correspondant 
à nos applications dans le domaine visible. Il peut s’agir de radiomètres étalonnés dans le PAR ou de 
pyranomètres étalonnés sur le spectre du soleil (classiquement entre 0,3 et 3 µm, mais en photosynthèse plutôt 
entre 400 et 1100 nm) qui fournissent tous des mesures en W.m-2, ou bien des quantum mètres qui fournissent 
des µmoles de photons par m2 et par seconde dans le PAR. Ces capteurs sont disponibles soit en version plane 
pour mesurer des densités de flux (photonique ou énergétique) incidentes, soit couplés à une sphère présentant 
un comportement lambertien et permettant de mesurer un débit de fluence photonique ou énergétique 
généralement assimilé (parfois à tort) à une irradiance sphérique (que nous appellerons abusivement irradiance 
par la suite, voir appendice III.1) et qui permettent de caractériser le champ de rayonnement au sein du réacteur. 
 
4.1.1.1- Capteurs Plan pour les Densités de Flux Incidentes 
 
 Les capteurs plans, souvent de petite taille, sont considérés à tort comme des capteurs de densité de 
flux. En effet, cette dénomination devrait être réservée à une intégration sur la totalité de l’angle solide et non 
pas sur un hémisphère comme c’est le cas ici (voir figure I.3 du chapitre 1). En réalité, ces capteurs mesurent une 
excitance énergétique (Me) ou photonique (M) sur un hémisphère, même si ce terme se rapporte plutôt à 
l’émission d’une source lambertienne. Par analogie avec cette définition, et en transposant le problème au sein 
d’un champ de radiation, nous pouvons donc définir une densité de flux hémisphérique ∩q
r
 qui est surtout 
intéressante pour caractériser les conditions aux limites sur un milieu matériel, donc pour mesurer les densités de 
flux incidentes. 
 Un tel capteur doit avoir un comportement de collecteur cosinus ; sa petite taille fait qu’il peut 
éventuellement être utilisé pour estimer une radiance (dans un angle solide dΩ), mais s’il est utilisé pour 
caractériser la densité de flux incidente pseudo homogène (applications monodimensionnelles) sur une surface, 
celle-ci devra être obtenue en moyennant un grand nombre de mesures (d’autant plus que le champ est 
hétérogène, voir plus loin). Sa réponse dépend bien évidemment de la nature du rayonnement puisque pour un 
champ diffus (isotrope), on aura Iq pi=∩
r
 et pour un rayonnement collimaté cc IIq βcos==∩r , tous les cas 
intermédiaires pouvant être envisagés. Certains capteurs plans sont malgré tout étalonnés pour mesurer une 
irradiance ou un éclairement (pyranomètres, luxmètres,…) et l’on doit faire très attention à ce que l’on utilise. 
 
4.1.1.2- Capteurs Sphériques de Débits de Fluence 
 
 Des capteurs sphériques de différentes tailles ayant une surface présentant un comportement de 
collecteur cosinus en chaque point sont également disponibles dans le commerce. Ces capteurs sont 
généralement vendus pour mesurer une irradiance sphérique G (qui généralise à 4pi stéradians l’irradiance qui est 
une grandeur normalisée sur un hémisphère en radiométrie, voir appendice III.1), appelée encore irradiance 
scalaire ou intensité incidente. En réalité, ces capteurs mesurent un débit de fluence (énergétique eψ ou 
photonique ψ ) qui n’est égal à l’irradiance sphérique qu’à la limite où le rayon du capteur devient très petit 
(notion relative qui est à rapprocher de la concentration en biomasse considérée plutôt que de la dimension 
caractéristique du phénomène étudié comme nous allons le démontrer). 
 Il est en effet possible d’essayer d’estimer la différence entre le débit de fluence réellement mesuré et 
l’irradiance sphérique qui est la grandeur recherchée en fonction des paramètres comme la taille et la position du 
capteur, la concentration en biomasse, ou l’épaisseur optique (qui englobe la dimension du réacteur). On utilisera 
pour cela la définition du débit de fluence, couplée à un modèle simplifié de transfert de rayonnement à deux 
flux permettant de travailler avec des solutions analytiques. Le débit de fluence est en fait défini par rapport à 
l’aire du grand cercle du capteur par la double intégrale (voir appendice III.1 et Pottier et al., 2005) : 
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Dans cette relation, l’angle β est bien sûr défini par rapport à la normale nr  de la surface dS, définie à son tour 
par l’angle polaire ζ (entre ∩qr  et Sd
r
) et l’angle azimutal η. Dans la plupart des cas, il est possible de permuter 
l’ordre des intégrations dans l’éq. (III.4.1) et, en raison de la symétrie azimutale, de se ramener subtilement à une 
seule intégration de la variable ζ, après avoir utilisé les relations adaptées à une hypothèse de champ diffus ou 
collimaté. Pour examiner ce que l’on mesure réellement avec un capteur sphérique, deux cas pratiques seront 
successivement décrits ; un réacteur rectangulaire éclairé d’un coté, et un réacteur cylindrique radialement 
illuminé. 
 
 Géométrie Rectangulaire 
 
 On s’intéresse donc ici à la mesure du débit de fluence par un capteur de rayon rc placé à une position 
quelconque z, dans un champ de radiation lié à l’illumination du milieu d’épaisseur L par un coté, avec une 
densité de flux incidente q0. 
 Si le champ de radiation est diffus (isotrope), on montre aisément que le débit de fluence normalisé par 






































    (III.4.2) 
 
En utilisant les relations qui ont été développées au paragraphe 2 pour un rayonnement diffus (III.2.16 par 
exemple), on obtient l’expression générale du débit de fluence normalisé : 
 







































    (III.4.3) 
 
Cette relation générale permet bien de vérifier en faisant tendre le rayon du capteur rc vers zéro (ce qui rend les 



















    (III.4.4) 
 
c'est-à-dire que l’on mesure bien une irradiance, quelles que soient les conditions de concentration ou de 
localisation du capteur. A l’opposé, si le capteur présente une dimension caractéristique finie rc, il est possible 
d’estimer l’erreur commise en formant le rapport ψ/G  et en éliminant G0 dans les relations précédentes : 
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    (III.4.5) 
 
 Si le champ de radiation est collimaté dans la direction incidente βc, il suffit de reprendre le même 
raisonnement en adaptant la définition initiale à ce cas pratique. L’examen du problème conduit alors à 
introduire un changement de variable cβζϕ −=  pour retrouver la symétrie par rapport à la normale au 
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rayonnement incident défini par l’angle βc. La relation donnant le débit de fluence normalisé s’exprime cette fois 















































soit en utilisant les relations développées au paragraphe 2 (III.2.24-25) : 
 







































De la même façon que précédemment, il est facile de vérifier qu’en prenant un capteur de rayon très petit, 
l’intégration analytique de (III.4.7) donne G/G0, ce qui confirme que l’on mesure bien une irradiance dans ce cas 
seulement. Sinon, on estimera l’erreur de la même façon qu’en diffus, par le rapport : 
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 Dans tous les cas, les simulations pour un rayonnement diffus ou collimaté montrent qu’il n’y a pas 
d’effet de la position du capteur (z), ni de l’épaisseur du réacteur (L). Les seuls facteurs d’importance sont donc 
le rayon du capteur rc (et non le rapport rc/L de façon surprenante a priori) et la concentration en biomasse dans 
le milieu (ou la densité volumique cellulaire) qui intervient dans la définition de δ (éqs. III.2.15 et 26). En 
prenant des propriétés radiatives moyennes pour un micro-organisme photosynthétique, les relations (III.4.5) 
pour un rayonnement diffus, et (III.4.8) pour un rayonnement collimaté avec incidence normale ont été utilisées 
pour tracer le rapport ψ/G  en fonction de la concentration en biomasse, et pour différents diamètres de capteurs 
dc, sur la figure III.11. On constate que pour pouvoir travailler dans la gamme de concentration usuelle en PBR 
rectangulaire avec moins de 10% d’erreur sur la mesure sans correction (car cette incertitude est à peu près celle 
liée par ailleurs à la mesure de l’irradiance, englobant la précision du capteur et les erreurs sur la position), il 
faudrait disposer d’un capteur de 1 mm de diamètre ! En réalité, le plus petit capteur commercial que nous 
utilisons a 3 mm de diamètre ; ce qui permet, toujours à partir de la figure III.11 de travailler jusqu’à 0,6-0,7 g/L 
sans correction, que ce soit en rayonnement diffus ou collimaté. Avec un capteur de 5 mm de diamètre, les 
choses s’aggravent très vite, et à 2 g/L, le débit de fluence correspond réellement à environ le double de 
l’irradiance. Dans ces conditions, le gros capteur commercial de débit de fluence de 6 cm de diamètre que nous 
utilisons pour l’étalonnage des densités de flux incidentes en PBR cylindrique permet d’estimer une irradiance 
sans correction jusqu’à une limite de 0,01-0,02 g/L ! Cette valeur limite ne doit pas choquer car ce capteur est 
normalement destiné à estimer l’irradiance en fonction de la profondeur dans des milieux naturels (lacs, 
océans,…) pour lesquels la concentration en biomasse est au moins 1000 fois plus faible qu’en PBR. Il est donc 
a posteriori important de comprendre que seule la taille du capteur impose une limite de concentration 
correspondante, et qu’il ne s’agit pas de raisonner en dimension relative (taille du capteur par rapport à la 
dimension caractéristique de l’application). En réalité, les deux notions se confondent si l’on raisonne en 
épaisseur optique (qui fait intervenir le produit de la concentration par une longueur caractéristique), car lorsque 
l’on dit qu’il devient difficile de travailler dans un PBR à plus d’1g/L, cela correspond à des épaisseurs de 
quelques centimètres au-delà desquelles on atteint très vite la limite de sensibilité des capteurs. De la même 
façon, avec une concentration de 0,01 g/L, il est possible d’aller jusqu’à quelques mètres d’épaisseur avant 
d’atteindre ces mêmes limites, ce qui montre bien en définitive, qu’en fonction de la taille du capteur, on ne 
s’adresse pas à la même dimension caractéristique qui reste indissociable, pour chaque application, de la 
concentration en biomasse via la définition de l’épaisseur optique. 
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Figure III.11 : Facteurs de correction à appliquer lors de la mesure d’un débit de fluence ψ avec un capteur 
sphérique pour le calcul réel de l’irradiance G en fonction de la concentration en biomasse dans un PBR 
rectangulaire illuminé d’un seul coté. Ces valeurs ont été obtenues par un modèle à deux flux pour le transfert de 
rayonnement, avec l’hypothèse d’un rayonnement diffus (trait épais) ou collimaté (trait fin). Différents diamètres 
de capteurs dc ont été envisagés et sont indiqués sur la figure en paramètre. Les propriétés radiatives utilisées 





 Géométrie Cylindrique 
 
 Cette fois ci, on s’intéresse à la mesure du débit de fluence par un capteur de rayon rc placé à une 
position quelconque r, dans un champ de radiation lié à l’illumination radiale d’un milieu cylindrique de rayon 
R, avec une densité de flux incidente qR. En réalité, traiter le problème de la même façon exhaustive qu’en 
rectangulaire présente quelques difficultés, et nous nous limiterons à examiner deux cas pratiques d’intérêt que 
sont le capteur placé au centre, et le capteur placé à une distance quelconque, mais suffisamment loin du centre. 
 Dans le cas où l’on positionne le capteur au centre (r = 0), la symétrie cylindrique rend le problème 





































































    (III.4.9) 
 
dans laquelle le facteur Λ vaut 1 pour un rayonnement collimaté et ½ pour un rayonnement diffus ; le coefficient 
d’extinction δc étant systématiquement calculé par la relation collimaté (III.2.52). Cette intégrale se calcule 













































































































    (III.4.10) 
 
où Ln (x) est la fonction de Struve modifiée d’ordre n. Comme précédemment, il est intéressant de voir ce que 
















































4lim     (III.4.11) 
 
dont il est facile de vérifier à l’aide des équations (III.2.51 et 52) que cela correspond bien à l’irradiance au 
centre du réacteur pour un rayonnement diffus, mais que c’est deux fois l’irradiance dans le cas d’un 
rayonnement collimaté ! Nous reviendrons sur ce fait étrange lors des commentaires de la figure III.12 un peu 
plus loin. 
 Si l’on s’intéresse maintenant à une position quelconque du capteur, quoique suffisamment loin du 
centre (en pratique on montre qu’il suffit de vérifier r > 5 rc), il est possible de traiter notre problème, mais en 
différentiant à nouveau les cas diffus et collimaté. Dans le premier cas, il suffit de considérer que plus l’on 
éloigne le capteur du centre, plus l’angle limite (défini par rapport au centre du réacteur) ( )rrcl 1sin −=ζ  dans 
lequel les faisceaux interceptés sont concentriques, se réduit. On calculera donc le débit de fluence normalisé par 



























































































































En utilisant les relations (III.2.51) qui permettent d’exprimer l’intégrale précédente, on devra donc calculer 
numériquement : 
 
[ ] [ ]


















































































































Ce résultat, à partir duquel on vérifie à nouveau, en faisant tendre rc (et donc ζl) vers zéro, que l’on obtient bien 
analytiquement l’expression de G/GR (éq. III.2.51) de l’irradiance, permet enfin d’évaluer l’erreur commise en 
formant le rapport ψ/G  : 
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    (III.4.14) 
 
 Cette analyse peut se poursuivre enfin dans le cas d’un rayonnement collimaté radialement, en 
remarquant alors que pour tenir compte des variations d’orientation de la surface de référence Sd
r
, il faut définir 


































































































































































    (III.4.15) 
 
Comme précédemment, en utilisant les relations adéquates (III.2.52), on obtient l’expression générale de RG/ψ  
qui converge correctement vers l’irradiance normalisée G/GR si rc devient très petit, puis on forme le rapport 
ψ/G  qui permettra d’estimer les erreurs commises en fonction de la concentration en biomasse : 
 
 










































































































































 Les résultats des relations (III.4.14) pour un champ de radiation diffus, et (III.4.16) pour un champ 
collimaté donnant des résultats très similaires vis-à-vis de la correction de l’irradiance, nous n’avons tracé sur la 
figure III.12 que le cas collimaté, plus intéressant à commenter. On constate tout d’abord pour les différentes 
positions du capteur suffisamment éloignées du centre et compatibles avec notre hypothèse, que l’évolution de la 
correction ψ/G  en fonction de la concentration en biomasse est très proche de celle que l’on avait en 
coordonnées rectangulaires sur la figure III.11, pour des diamètres de capteurs comparables (1 et 3 mm), et que 
l’effet de la position dans ce domaine apparaît négligeable. Cependant, ces courbes ont été obtenues avec un 
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rayon R = 0,08 m ce qui représente donc une épaisseur optique double par rapport au cas précédent. La 
correction apparaît donc deux fois moins importante qu’en rectangulaire pour une concentration donnée ; en 
réalité c’est le fait d’avoir un champ de radiation symétrique qui est beaucoup plus favorable à la mesure de 
l’irradiance par un capteur de débit de fluence et on aurait la même conclusion pour un réacteur rectangulaire 
illuminé des deux cotés. De façon identique, la relation (III.4.10) pour un capteur placé au centre du réacteur 
permet de tracer le rapport ψ/G  en fonction de la concentration. Comme nous l’avions déjà fait remarqué, il 
apparaît ici une correction très importante, spécifique au champ collimaté (on ne retrouve pas ce phénomène 
pour un champ diffus), puisque même à dilution infinie, on mesure systématiquement deux fois l’irradiance. Ce 
problème est dû au fait qu’en rapprochant progressivement le capteur du centre, on intercepte de plus en plus de 
faisceaux qui arrivent normaux à la surface de référence du capteur, la situation parfaite étant atteinte au centre, 
ce qui supprime les termes en cosinus dans les intégrales et conduit à la limite à un facteur 2. Le passage du 
domaine de validité des équations (III.4.15-16) à l’équation (III.4.10) se fait proche du centre (dans le domaine  
0 < r < 5 rc), d’autant plus brutalement que le diamètre du capteur est petit. Il est donc très difficile de savoir ce 
que l’on mesure exactement dans cette zone avec un capteur de débit de fluence, d’autant plus que généralement, 
tout champ de radiation possède une composante collimatée, ce qui introduit un facteur de correction compris 










0 0.5 1 1.5 2




r = 5 mm
r = 20 mm
r = 70 mm
r = 0, capteur au centre








0 0.5 1 1.5 2




r = 15 mm
r = 40 mm
r = 70 mm
r = 0, capteur au centre
 
   (a)       (b) 
 
Figure III.12 : Facteurs de correction à appliquer lors de la mesure d’un débit de fluence ψ avec un capteur 
sphérique pour le calcul réel de l’irradiance G en fonction de la concentration en biomasse dans un PBR 
cylindrique radialement illuminé. Ces valeurs ont été obtenues par un modèle à deux flux pour le transfert de 
rayonnement, avec l’hypothèse d’un rayonnement incident collimaté. Deux diamètres différents de capteurs dc 
ont été envisagés, un capteur dc = 1 mm (a) et un capteur dc = 3 mm (b). Différentes positions du capteur sont 
indiquées en paramètre (en respectant r > 5 rc) ; de même, la position centrale (r = 0) est également représentée. 
Les propriétés radiatives utilisées sont des valeurs moyennes pour un micro-organisme photosynthétique et 




 En conclusion de cette partie, il est important de retenir qu’il est rarement trivial d’utiliser un capteur 
sphérique de débit de fluence pour analyser et valider les calculs théoriques du champ d’irradiance au sein d’un 
PBR. Il s’agit dans tous les cas d’une expérience qui demande une très grande précision dans le positionnement 
du capteur (des systèmes spécifiques doivent être conçus pour travailler en coordonnées cartésiennes ou 
cylindriques) et dans l’analyse qui est faite de la mesure. Les figures III.11-12 permettent de conclure que si un 
capteur idéal existait pour travailler dans la gamme d’épaisseurs optiques utiles en PBR, il devrait avoir un 
diamètre d’1 mm pour être certain de pouvoir assimiler systématiquement la mesure à une irradiance avec une 
erreur inférieure à l’erreur de mesure et à la précision. Dans le cas du capteur commercial de 3 mm de diamètre 
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4.1.2- Détermination Expérimentale de la Densité de 
Flux Incidente et de ses Caractéristiques 
 
 La détermination de la densité de flux de rayonnement incidente dans le milieu réactionnel (il s’agit 
bien sûr dans ce cas de densité hémisphérique ∩q
r ), voire sa caractérisation spectrale et directionnelle (intensité 
spécifique) est d’une importance considérable pour nos préoccupations, puisqu’il s’agit ni plus ni moins de 
connaître les conditions aux limites du problème de la façon la plus détaillée possible. Or, ce qui rend en partie si 
difficile le traitement de l’ETR en procédique est bien justement la nécessité de travailler sur un milieu fini à 
l’échelle d’un réacteur, de géométrie plus ou moins complexe, avec des conditions aux limites qui peuvent être 
très différentes (on peut par exemple comparer aux applications en astrophysique, qui de ce point de vue, sont 
éminemment plus simples). Ainsi, tous les efforts qui viennent d’être présentés sur la détermination des 
propriétés optiques et radiatives et sur les méthodes de résolution de l’ETR sont vains si l’on n’est pas capable de 
caractériser correctement le rayonnement incident sur le réacteur. 
 D’une façon générale, ces conditions aux limites peuvent être très hétérogènes sur la surface de 
transfert, et les densités de flux sont rarement parfaitement collimatées ou diffuses. Dans ces conditions, même 
s’il est possible (mais difficile) d’envisager, comme nous l’avons vu, l’utilisation de micro capteurs plans pour 
réaliser une cartographie des intensités spécifiques incidentes (grandeur de base qui pourra ensuite être intégrée), 
l’approche la plus réaliste consiste certainement en la substitution de la mesure par un modèle d’émission de 
lampe (ou de tout autre système d’éclairement), à partir duquel il devient possible de calculer les conditions aux 
limites (Cassano et al., 1995 ; Romero et al., 1997). Un tel modèle, donnant accès de façon détaillée à la 
composition spectrale et directionnelle du rayonnement incident peut alors être validé (au moins partiellement) 
par des mesures locales de densité de flux ou par actinométrie (voir plus loin). Néanmoins, ce type d’approche 
est plutôt réservé à une modélisation bi- ou tridimensionnelle du problème de transfert de rayonnement, et si l’on 
souhaite privilégier une approche intermédiaire, monodimensionnelle, il est possible, voire nécessaire, d’avoir 
une méthodologie expérimentale permettant une détermination précise des densités de flux incidentes 
considérées comme pseudo homogènes en surface et en direction. D’autre part, comme nous l’avons déjà 
mentionné, et comme nous le vérifierons en abordant ce problème au chapitre suivant, en terme d’optimisation 
de PBR, le contrôle du champ de radiation nécessite de concevoir des systèmes de génération de rayonnement 
les plus homogènes et symétriques possible. Ce point, qui nous tient particulièrement à cœur, renforce bien 
évidemment l’intérêt que l’on peut porter à l’approche monodimensionnelle du problème de transport de 
photons. 
 Ce paragraphe a donc pour but de présenter les différentes méthodes expérimentales que nous avons 
utilisées pour la caractérisation des densités de flux incidentes considérées comme pseudo homogènes, et ce pour 
différentes géométries de réacteurs. 
 
4.1.2.1- Cartographie de Surface 
 
 L’utilisation de micro capteurs plans que nous avons décrits plus haut peut permettre de caractériser la 
densité de flux hémisphérique incidente ∩q
r
 en réalisant une cartographie de la surface de transfert, puis en 
moyennant les valeurs obtenues. Bien évidemment, cette méthode est d’autant plus difficile à mettre en œuvre 
que le rayonnement incident réel est hétérogène, car alors elle nécessite de très nombreuses mesures ou des 
interpolations difficiles. Dans le cas contraire, elle conduit à une bonne estimation de la densité de flux incidente 
moyenne, mais ne fournit aucune information sur les caractéristiques directionnelles du rayonnement. On peut 
cependant combler partiellement cette lacune en répétant les mesures avec un capteur de débit de fluence, 
desquelles on pourra déduire si l’on a plutôt un rayonnement diffus ou collimaté (Pottier et al., 2005). 
 
4.1.2.2- Utilisation d’un Capteur de Débit de Fluence pour les 
Problèmes Symétriques 
 
 Lorsque l’on a affaire à un champ de radiation symétrique, comme c’est le cas par exemple pour un 
réacteur cylindrique radialement illuminé, ou pour un réacteur rectangulaire illuminé de deux cotés, il est 
possible de bénéficier de cette symétrie en effectuant une mesure au centre du réacteur. On utilisera pour ce faire 
un capteur de débit de fluence si possible de gros diamètre pour moyenner les variations locales incidentes (en 
pratique nous utilisons un capteur de 6 cm de diamètre) que l’on déplacera sur l’axe central du réacteur. Dans ces 
conditions, la mesure obtenue est précise et remarquablement stable ; il suffit alors d’en déduire la densité de 
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flux incidente à partir de cette mesure indirecte, ce qui nécessite le calcul de la grandeur ∩= qr
r/)0(ψ . Cette 
méthode a déjà été discutée par le passé (Cornet et al., 1995 ; Cornet et al., 1997), mais reposait à l’époque sur 
une mauvaise description du transfert de rayonnement en coordonnées cylindriques comme nous l’avons déjà 
évoqué. 
 Dans le cas particulier d’un PBR cylindrique, le problème a partiellement été traité au paragraphe 
précédent dans lequel l’éq. (III.4.10) donne la solution générale pour le rapport RGr /)0( =ψ , pour un 
rayonnement collimaté ou diffus et un milieu quelconque. Si l’on effectue la mesure dans l’air ou dans l’eau, on 

























    (III.4.17) 
 





    (III.4.18) 
 
En remarquant que pour un rayonnement diffus, Λ = ½, mais que GR = 2qR, et que pour un rayonnement 
collimaté Λ = 1 et GR = qR, on arrive au résultat remarquable que, quelle que soit la distribution angulaire du 
rayonnement, le débit de fluence mesuré au centre du réacteur est égal à quatre fois la densité de flux incidente 
hémisphérique (c’est parfois une définition donnée pour le débit de fluence) : 
 
Rq40 =ψ     (III.4.19) 
 
Cette méthode est donc d’une très grande simplicité de mise en œuvre, mais comme nous venons de le voir, elle 




 L’actinométrie est incontestablement une des méthodes les mieux adaptées à la caractérisation 
rigoureuse des densités de flux incidentes sur les PBR puisqu’il s’agit de mettre en œuvre, dans le réacteur 
considéré, une réaction photochimique dont on connaît le rendement quantique. On se trouve donc en situation 
analogique parfaite avec la culture de micro-organismes photosynthétiques, à un détail d’importance près : le 
milieu est seulement absorbant et donc parfaitement caractérisable sans difficulté (coefficient d’absorption 
spectral, rendement quantique,…). De nombreux actinomètres différents sont disponibles commercialement 
(Wegner et Adamson, 1966) ; nous utiliserons préférentiellement le sel de reinecke (un complexe du chrome) qui 
présente l’avantage d’avoir un rendement quantique constant dans le PAR, de se synthétiser relativement 
facilement à partir des produits commerciaux, et dont la réaction photochimique produit un ion thiocyanate 
aisément dosable par spectrophotométrie. Ses inconvénients sont par contre liés au fait qu’il absorbe surtout en 
dessous de 650 nm et que son coefficient d’absorption est faible (environ dix fois moindre qu’un micro-
organisme moyen en suspension). 
 La méthode utilisant le sel de reinecke a déjà largement été décrite pour différentes géométries de 
réacteurs (Cornet et al., 1997). Nous nous proposons ici de la réactualiser brièvement en incluant les dernières 
avancées connues sur la résolution de l’ETR en milieu absorbant, en améliorant la prise en considération des 
différents comportements spectraux (problème crucial pour des lampes à faible température de couleur comme 
les lampes halogène), et surtout, en présentant une nouvelle approche permettant de caractériser le degré de 
collimation du rayonnement incident. 
 
 La réaction photochimique mise en jeu est la suivante : 
 












    (III.4.20) 
 
Elle peut être suivie par dosage des ions thiocyanate formés au cours du temps d’irradiation, et l’on opèrera à pH 
acide de façon à avoir des valeurs du rendement quantique Ξ  [= 0,3 mol de A / mol de photon] compatibles 
avec un bon déroulement de l’expérience (typiquement 2 à 3 heures). Notons d’emblée qu’en l’absence de 
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correction, on obtiendra une densité de flux photonique (et non énergétique) en mol de photons.m-2.s-1 qui est 
une unité fort commode et très usitée en photosynthèse puisqu’il s’agit d’un processus photochimique 
indépendant de l’énergie du photon d’excitation. Nous reviendrons au chapitre 4 sur les avantages et 
inconvénients respectifs de cette unité dans le large contexte de ce travail et sur sa conversion en unités du 
système international. L’observable macroscopique sur le réacteur est donc la vitesse volumétrique moyenne de 
réaction, obtenue par intégration des vitesses locales au sein du réacteur et donnée, avec un rendement quantique 
constant, par : 
><=><−=>< AΞAB rr     (III.4.21) 
 
Dans cette équation de vitesse, le terme <A> est connu comme la vitesse volumétrique moyenne d’absorption de 
l’énergie radiante (VVMAER), obtenue à partir d’une double intégration (en volume puis en fréquence) de la 
vitesse volumétrique locale spectrique d’absorption de l’énergie radiante (VVLAER) déjà discutée dans ce 
chapitre (éq. III.1.4) et au chapitre premier (éq. I.4.52), et donnée simplement localement par : 
 
λλλλλ GCaEGa A′′==A     (III.4.22) 
 
où l’on préfèrera utiliser des grandeurs molaires (notées X ′ ) pour la loi de Beer dans le cas de l’actinométrie. Le 
calcul de la VVLAER nécessite donc de connaître les coefficients d’absorption spectraux du sel de reinecke, 
facilement calculables à partir du spectre d’absorption de la solution, ainsi que le champ d’irradiance spectrique. 
Ce dernier requiert bien sûr de résoudre l’ETR pour la géométrie considérée dans le cas d’un milieu absorbant 
( 0=== λλ ϖσ bl ), en fonction du champ de radiation incident, ce qui conduit généralement à des solutions 
analytiques, au moins dans le cadre de l’approximation monodimensionnelle qui nous intéresse ici. 
 Dans un premier temps, on considèrera que ces solutions analytiques sont données par le modèle à deux 
flux que l’on fera dégénérer dans le cas d’un milieu absorbant en prenant le module de diffusion linéaire αλ égal 
à un, et le coefficient de diffusion σλ ou la fraction rétro diffusée bλ égaux à zéro. Cette approche présente 
l’avantage de donner immédiatement accès à toutes les solutions analytiques développées au paragraphe 2.2. On 
montre alors, en faisant une approximation judicieuse des fonctions de Bessel modifiées de première espèce 
(pour la géométrie cylindrique), que la première intégration (spatiale), pour une longueur d’onde donnée, se met 



























    (III.4.23) 
 
Dans ces relations, U représente bien sûr la dimension caractéristique (L ou R), aS est la surface spécifique 
illuminée qui vaut 1/L ou 2/L pour un réacteur rectangulaire éclairé d’un coté (respectivement des deux cotés), et 
2/R pour un réacteur cylindrique radialement illuminé ; Λ’ caractérise le champ de radiation (Λ’ = 1 en collimaté 
et Λ’ = 2 en diffus) et λ,∩q  représente la densité de flux spectrique hémisphérique incidente cherchée. Il apparaît 
ainsi clairement que la vitesse volumétrique spectrique moyenne d’absorption du rayonnement maximale 
>< λ,0A , obtenue en limitation physique lorsque tous les photons incidents sont absorbés ( ∞→λτ ,U ), ne 
dépend que des caractéristiques géométriques du réacteur et de la densité de flux incidente. 
 Pour exprimer la loi cinétique (III.4.21), il reste à réaliser l’intégration sur le domaine de longueurs 











AAA     (III.4.24) 
 
Cette intégration ne met en jeu qu’une donnée spectrique λ,∩q  et une donnée spectrale λaE ′  ; plusieurs 
hypothèses étant alors envisageables pour effectuer l’intégrale. La plus simple consiste à considérer que la 
densité de flux incidente sera mesurée en débit de photons, indépendamment de leur longueur d’onde, c'est-à-
dire que l’on mesure déjà une moyenne spectrique sur cette grandeur ; il ne reste alors qu’à calculer le coefficient 
d’absorption moyen aE ′ . Si l’on néglige le spectre d’émission des lampes utilisées, il suffira d’effectuer une 
moyenne simple telle que définie au chapitre 2 : 
 










    (II.2.55) 
 
Cependant, cela suppose que le spectre d’émission des lampes soit très proche du spectre d’absorption du sel de 
reinecke, ce qui est loin d’être toujours le cas. Le coefficient d’absorption moyen sera donc plus précisément 
obtenu en faisant intervenir la fraction de densité photonique incidente pour le domaine spectral λ, fλ (en nm-1) 
caractérisant le spectre d’émission des lampes, par : 
 

























aE     (III.4.25) 
 
Finalement, cette méthode est encore approchée car elle suppose dans l’éq. (III.4.24) une équirépartition des 
photons vis à vis de la longueur d’onde dans la valeur moyenne >< 0A . En réalité, la densité de flux incidente 

















    (III.4.26) 
 
et l’on tirera donc partie de la connaissance de fλ pour travailler rigoureusement pour chaque longueur d’onde λ. 
L’inconvénient de cette méthode rigoureuse est que l’on perd la possibilité de travailler avec l’expression 
intégrée (III.4.24) dans le bilan matière qui donnera l’évolution temporelle analytique de AC ′ . On doit alors 




ii λ∆λ,AA  
 
 Détermination de la Densité de Flux Incidente 
 
 Il s’agit dans ce cas d’actinométrie au sens classique du terme et l’on aura que très partiellement besoin 
des relations que nous venons de discuter dans le sens où la détermination expérimentale de ∩q  doit se faire 
avec une concentration initiale 0AC ′  élevée de façon à travailler (si possible) en condition de limitation physique 
sur le réacteur. On opère alors avec une VVMAER >< 0A  constante et maximale, et la loi de vitesse (III.4.21) 









=><−=>< ΞΞ 0A  
 
qui permet aisément d’accéder à la valeur de la densité de flux incidente apparente à partir de la pente 










=∩,     (III.4.27) 
 
Nous avons ici introduit la densité de flux apparente appq ,∩  car, comme nous l’avons déjà discuté, il faut 
rigoureusement tenir compte, sur l’ensemble du spectre considéré, des photons émis par les lampes qui n’ont pas 
été absorbés et n’ont donc pas réagi. Ainsi, la densité de flux incidente réelle ∩q  sera obtenue à partir d’un 
coefficient de correction ℜ  qui tient compte de l’efficacité d’absorption des photons incidents et sera calculé à 
partir du spectre d’émission des lampes, à l’aide des éqs. (III.4.24 et 26) par : 























































Le coefficient de correction ℜ  ainsi défini peut différer très sensiblement de un, notamment si l’on utilise des 
lampes de faible température de couleur, sa valeur peut diminuer jusqu’à ½ ; dans le cas de l’utilisation de DEL 
rouges, il peut diminuer jusqu’à environ 1/10 ; par contre, si l’on utilise des tubes fluorescents blancs, il reste très 
proche de 1. Notons enfin que la valeur de la densité de flux incidente moyenne ainsi déterminée ∩q  ne dépend 
pas, à nouveau, de la nature angulaire (diffuse ou collimatée) du rayonnement incident (excepté par le terme Λ’ 
du coefficient de correction) comme on peut le vérifier sur une simulation d’expérience réalisée sur la figure 
III.13a. Bien évidemment, à l’inverse, on ne peut pas compter non plus sur ce type de méthode pour obtenir des 
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   (a)       (b) 
 
Figure III.13 : Simulation d’une expérience d’actinométrie utilisant la relation (III.4.30) pour un réacteur 
cylindrique de rayon R = 0,08 m, et radialement illuminé avec une densité de flux photonique incidente ∩q = 300 
µmol.m-2.s-1. Dans l’expérience (a), on utilise une concentration initiale élevée 0AC ′ = 15 mol.m-3 de façon à 
travailler en limitation physique (actinométrie conventionnelle pour la détermination de ∩q ) durant la quasi-
totalité de l’expérience, conduisant ainsi à une évolution linéaire jusqu’à 80% de l’asymptote. Dans ces 
conditions, l’évolution de la concentration BC ′  au cours du temps est la même pour un rayonnement incident 
collimaté (trait fin) ou diffus (trait épais). A l’opposé, dans l’expérience (b), on travaille avec une concentration 
initiale dix fois plus faible 0AC ′ = 1,5 mol.m
-3
 pour déterminer si les caractéristiques angulaires du rayonnement 




 Caractérisation de la Distribution Angulaire de la Densité 
de Flux Incidente 
 
 A l’opposé des conditions de détermination de la densité de flux incidente ∩q , il est possible de 
déterminer si l’on est en présence d’un rayonnement collimaté ou diffus à condition de travailler en régime 
cinétique, c'est-à-dire à faible concentration initiale 0AC ′ . Dans ce cas, la vitesse de réaction (III.4.21) n’est plus 
constante et dépend du temps. Il est possible d’obtenir l’équation d’évolution de la concentration en thiocyanate 
formé )(tfCB =′  en intégrant le bilan matière sur le sel de reinecke qui s’écrit simplement : 








    (III.4.29) 
 
et qui conduit, tous calculs faits à l’aide de (III.4.23-24), à l’expression générale indépendante de la géométrie du 
réacteur (Cornet et al., 1997) : 
 













0     (III.4.30) 
 
Comme on peut le constater sur la figure III.13b qui représente une simulation d’expérience avec une 
concentration initiale dix fois plus faible en sel de reinecke que dans le cas précédent, il est facile de vérifier si 
l’on obtient plutôt une réponse avec Λ’ = 2 (rayonnement quasi diffus) ou bien avec Λ’ = 1 (rayonnement quasi 
collimaté). Malheureusement, de nombreux cas pratiques peuvent se trouver entre ces deux situations, et il est 
intéressant de pouvoir caractériser plus avant la distribution angulaire incidente. Ceci est encore possible si l’on 
utilise une généralisation de la méthode à deux flux dont nous avons esquissé la démarche au paragraphe 2.2 de 
ce chapitre. En considérant une dépendance angulaire des intensités spécifiques de la forme de l’éq. (III.2.34) : 
 
ββ λλ nII cos)( =     (III.2.34) 
 
on peut moduler la méthode à deux flux par les moments d’ordre n de façon à pouvoir traiter une distribution 
angulaire quelconque pour le rayonnement incident au lieu des deux cas limite classiquement utilisés. Cette 
approche, développée récemment au laboratoire, sera avantageusement utilisée ici de façon plus simple pour un 
milieu absorbant. On montre alors (après quelques considérations mathématiques malgré tout pénibles pour 
l’ETR en coordonnées curvilignes) que l’on peut à nouveau utiliser l’éq. (III.4.30) en remplaçant la constante Λ’ 






























































   (III.4.31) 
 
où n est appelé degré de collimation. Il est bien évident que l’on peut retrouver nos deux cas limite en prenant n 
= 0 pour le rayonnement diffus et ∞=n  pour le rayonnement collimaté ; toutes les valeurs intermédiaires de n 
générant une famille de courbes intermédiaires, permettant d’identifier le degré de collimation à partir des 
résultats expérimentaux. Ce raffinement est donc bien mieux adapté pour la caractérisation angulaire des densités 
de flux incidentes moyennes sur les PBR, compte tenu de la grande variété possible de sources lumineuses 
artificielles ou naturelles. L’intérêt est que cette information peut alors être couplée à une méthode de transfert à 
deux flux modulée par les moments d’ordre n, ou bien servir pour estimer correctement la distribution angulaire 
des intensités spécifiques incidentes pour une méthode d-SN. 
 
 On se souviendra néanmoins que la démarche qui précède était basée sur des solutions analytiques 
donnant les profils d’irradiance obtenus en faisant dégénérer la méthode à deux flux pour un milieu absorbant. 
Malheureusement, si l’on obtient bien en faisant cela la solution exacte dans le cas d’un rayonnement collimaté, 
ce n’est pas le cas pour un rayonnement diffus pour lequel on constate une sous estimation notable des valeurs 
d’irradiance (nous avions déjà discuté ce problème lors des commentaires du tableau III.4 plus haut dans ce 
chapitre). Si l’on souhaite obtenir une description la plus fidèle possible du champ de radiation incident, on devra 
donc corriger ce problème dans la démarche précédente. On peut alors montrer qu’à la place de l’équation 







    (III.4.24) 
 
la solution rigoureuse de l’ETR monodimensionnelle pour une géométrie quelconque conduit à : 
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    (III.4.32) 
 
où Ei (n,x) est la fonction intégrale exponentielle. Avec cette expression rigoureuse, il n’est plus possible 
d’obtenir une solution analytique donnant l’évolution temporelle de la concentration BC ′  et l’on devra travailler, 
comme dans le cas d’une distribution photonique incidente quelconque fλ rencontrée plus haut, de façon 
numérique. On peut néanmoins remarquer que l’éq. (III.4.32) est parfaitement bien approchée par une relation du 
type (III.4.24) en remplaçant le facteur 2 par un facteur 3/2. Si l’on admet cette approximation, on conservera la 

































































    (III.4.33) 
 
Comme on peut le constater sur la figure III.14, l’écart qui peut être obtenu entre un champ incident diffus ou 
collimaté se réduit en réalité, et compte tenu de la meilleure précision expérimentale que l’on peut espérer sur ce 
type d’expérience, on ne pourra discerner réellement (hormis les valeurs extrêmes collimatée ou diffuse) 
qu’entre 3 valeurs pour le degré de collimation : n =1/2, 3/2, ou 4. Ceci n’est en rien choquant dans la mesure où 
ces mêmes valeurs conduisent à des profils régulièrement espacés (en accord avec la précision expérimentale 









0 0.2 0.4 0.6 0.8 1

























n = inf. (collimaté)
n = 0 (diffus)
En paramètre, n = 1/2, 3/2, 4
 
 
Figure III.14 : Simulation d’une expérience d’actinométrie utilisant la relation quasi exacte (III.4.33) pour un 
réacteur cylindrique de rayon R = 0,08 m, et radialement illuminé avec une densité de flux photonique incidente 
∩q = 300 µmol.m-2.s-1. De façon à déterminer le degré de collimation n du rayonnement incident sur le réacteur, 
on utilise une faible concentration initiale 0AC ′ = 1,5 mol.m
-3
. Les résultats montrent qu’entre les évolutions 
extrêmes obtenues pour BC ′  au cours du temps pour un rayonnement diffus (n = 0, points noirs) et collimaté 
( ∞=n , croix), la meilleure précision expérimentale ne permet que de discerner trois valeurs intermédiaires du 








4.2- Comparaison des Différentes Approches 
Théoriques Développées pour le Calcul du Champ 
d’Irradiance en Photobioréacteur 
 
 
 Après avoir validé (au paragraphe 3) les méthodes prédictives de calcul des propriétés optiques et 
radiatives de micro-organismes, et discuté en début de ce paragraphe, les méthodes expérimentales pour la 
caractérisation des champs d’irradiance et des densités de flux incidentes dans les PBR, il nous reste ici à 
discuter les précisions relatives que l’on peut attendre des différentes méthodes de résolution de l’ETR que nous 
avons développées au paragraphe 2. Pour des raisons qui tiennent essentiellement à nos possibilités 
expérimentales, nous nous limiterons au cas de l’approximation monodimensionnelle, reportant la discussion de 
nos résultats tridimensionnels au paragraphe suivant, concernant les grandeurs moyennes spatiales sur le 
réacteur. 
 En lisant la partie qui précède, le lecteur aura retenu qu’il est extrêmement difficile et ambitieux de 
vouloir caractériser expérimentalement avec précision le champ d’irradiance au sein d’un PBR de géométrie 
donnée. Cette difficulté tient essentiellement à quatre facteurs : 
- le besoin de connaître avec précision (au moins le mm) les coordonnées du point de mesure ; 
- la nécessité de savoir corriger la mesure du débit de fluence en fonction de la concentration et 
éventuellement de la position (en cylindrique) ; 
- la nécessité de prendre en compte d’une façon ou d’une autre l’inévitable hétérogénéité des 
conditions aux limites ; 
- l’impossibilité de travailler de façon spectrale puisque les capteurs ne fournissent que des 
moyennes sur le PAR. 
S’il ne faut pas, bien évidemment, renoncer à des mesures et à des caractérisations in situ au moyen de micro 
capteurs et de systèmes de positionnement (voir infra), la seule façon de comparer, avec une précision élevée, 
des méthodes entre elles avec des résultats expérimentaux consiste encore ici à utiliser un banc optique muni 
d’une sphère d’intégration. Bien sûr, dans ces conditions, on se trouve limité au cas pratique d’une incidence 
parfaitement collimatée en coordonnées cartésiennes, et les conclusions que l’on pourra déduire supposent que 
l’on soit capable de transposer ensuite le problème à d’autres géométries et conditions aux limites (ce que nous 
espérons avoir déjà démontré !). 
Pour ces raisons incontournables, nous avons choisi de discuter la validité des méthodes de résolution 
de l’ETR sur des expériences réalisées à la sphère d’intégration dans le paragraphe qui suit, et d’en étendre les 
conclusions en terme de profils d’irradiance. Nous aborderons enfin, dans une dernière partie, une discussion sur 
la façon de comparer expérience et théorie pour la détermination de champs d’irradiances moyennées en 
fréquence sur des PBR ; des résultats préliminaires seront alors présentés. 
 
 
4.2.1- Analyse des Transmissions et des Profils 
d’Irradiance  Spectriques  
 
4.2.1.1- Analyse des Transmissions Spectriques à la Sphère 
d’Intégration 
 
 Comme dans le cas de la validation des propriétés radiatives, nous travaillerons ici avec les trois mêmes 
micro-organismes représentatifs du monde microbien photosynthétique : une micro-algue eucaryote 
Chlamydomonas reinhardtii (tableau III.8), une bactérie pourpre Rhodospirillum rubrum (tableau III.9), et une 
cyanobactérie Arthrospira platensis (tableau III.10). En raison des temps calculs déjà évoqués, et pour plus de 
clarté dans la présentation, nous avons sélectionné (sur les 400 longueurs d’onde du PAR dont nous disposons) 
six longueurs d’onde caractéristiques de chaque micro-organisme (absorption ou diffusion majoritaire) pour 
établir les comparaisons et discuter les résultats. Nous avons ensuite procédé à deux types d’hypothèses 
concernant les propriétés radiatives. Dans un premier temps, les caractéristiques géométriques exactes de chaque 
micro-organisme (particule de Tchebytchev et cylindre en l’occurrence) ont été utilisées pour le calcul prédictif 
des propriétés radiatives à partir bien évidemment de l’approximation de diffraction anomale présentée au 
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chapitre 2. Dans un deuxième temps, nous avons calculé ces propriétés en assimilant les particules à des sphères 
de volume équivalent, comme cela se fait dans la quasi-totalité de la littérature (en recourant alors à la théorie 
exacte de Lorenz-Mie). Dans tous les cas, nous comparons les méthodes rigoureuses d-S32 et d-S96 utilisant une 
quadrature de Lobatto, avec la méthode à deux flux. Cependant, dans le cas de l’approximation par des sphères, 
les résultats apparaissant systématiquement indépendants de l’ordre de la quadrature, nous nous sommes limité à 































Propriétés Radiatives Exactes 












































































0,0621 ( ×3) 
 





Propriétés Radiatives en Sphère Equivalente 
 






































































Tableau III.8 : Comparaisons (pour quelques longueurs d’onde caractéristiques) entre les différentes approches 
théoriques développées pour la résolution prédictive de l’ETR monodimensionnelle et les résultats 
expérimentaux obtenus à la sphère d’intégration pour une suspension de Chlamydomonas reinhardtii 137c à 2,35 
g/L (soit Np = 2,4 1013 m-3). Tous les calculs tiennent compte d’une distribution de taille log-normale (σ = 1,17), 
et l’on a comparé les résultats donnés en utilisant des propriétés radiatives exactes [particule de Tchebytchev 
T2(0,084)], ou en les approximant par des particules sphériques de volume équivalent (les caractéristiques 




 Les résultats obtenus sont présentés dans les tableaux III.8-10 et montrent qu’en fonction des 
caractéristiques optiques du micro-organisme et de la concentration de l’échantillon considéré, on obtient des 
épaisseurs optiques assez variables, environ entre 4 et 35, ainsi que des albédos de diffusion compris entre 0,65 
et 0,98 en fonction des longueurs d’onde. Malgré cela, il est possible de les commenter globalement pour faire 
ressortir les conclusions importantes. 
 
Si l’on s’intéresse tout d’abord à l’utilisation de propriétés radiatives prenant en compte la forme exacte 
des particules (voir chapitre 2), on constate sans surprise que la méthode d’ordre le plus élevé d-S96 donne 
toujours d’excellents résultats, en accord avec les figures (III.8-10) que nous avions présentées au paragraphe 3. 
L’écart moyen avec la valeur expérimentale augmente malgré tout logiquement avec l’épaisseur optique 
considérée ; il est dans l’ordre de 3% pour Arthrospira ( 5≅Lτ ), de 5% pour Rhodospirillum ( 22≅Lτ ), et de 
20% pour Chlamydomonas ( 25≅Lτ ). Dans ce dernier cas cependant, et comme nous l’avions déjà indiqué, le 
relatif mauvais résultat est imputable à deux longueurs d’onde (en grisé sur le tableau III.8) pour lesquelles il y a 
probablement une légère erreur sur la partie imaginaire de l’indice de réfraction κλ. En effet, nous avons déjà fait 
remarquer qu’à cette valeur d’épaisseur optique, les 40% d’erreur obtenus dans ces cas peuvent résulter d’un 
écart de seulement 1% sur les propriétés optiques ou sur l’albédo qui en découle ! Si l’on excepte ce petit 
problème de propriété optique, on peut indiscutablement conclure que la méthode d-S96, avec propriétés 
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radiatives réelles (et leur prise en compte dans la méthode via la matrice P), fournit une solution exacte au 
problème de transfert de rayonnement monodimensionnel, compte tenu de la précision expérimentale à laquelle 
on travaille sur le banc optique. La méthode d’ordre inférieur d-S32 donne en moyenne des résultats un peu 
moins bons, bien que très satisfaisants (respectivement 12, 15 et 40%). Cependant, si l’on regarde les valeurs un 
peu plus en détail (et si l’on excepte les deux longueurs d’onde du tableau III.8 déjà évoquées), on constate que 
les écarts avec la méthode de référence d-S96 se retrouvent, comme on pouvait s’y attendre, surtout sur les 
longueurs d’onde majoritairement diffusées (albédo et transmission plus élevés) qui peuvent nécessiter une 
description plus détaillée. Concernant les longueurs d’onde majoritairement absorbées, le gain de la méthode d-
S96 est minime et ne peut généralement pas justifier la forte augmentation de temps calcul générée. Enfin, dans le 
cas de l’utilisation des propriétés radiatives exactes, la méthode à deux flux, bien qu’encore moins précise, ne 
conduit pas ici à des résultats catastrophiques. En particulier pour Chlamydomonas (tableau III.8), les résultats 
sont tout à fait honorables à cette épaisseur optique (10 à 30% d’écart), ce qui est normal car l’incidence 
collimatée associée à une forme proche de la sphère constitue le cas le plus favorable possible pour l’application 
de cette méthode qui conserve le champ de radiation. Pour les deux micro-organismes cylindriques qui diffusent 
moins dans le sens du rayonnement incident, les résultats sont encore corrects pour Arthrospira à faible épaisseur 
optique (tableau III.10, mieux que 20%), mais deviennent limites pour Rhodospirillum à plus forte épaisseur 
optique (tableau III.9, 30 à 150%). Ces résultats néanmoins encourageants pour une méthode aussi simple 
doivent être fortement tempérés par le fait que l’on travaille en incidence collimatée qui est très favorable à cette 
méthode, compte tenu des fonctions de phase des micro-organismes. Nous avons déjà vu au paragraphe 2 que si 

































Propriétés Radiatives Exactes 






































































Deux Flux (S2) 
 










0,0804 ( ×2) 
Propriétés Radiatives en Sphère Equivalente 
 
























































Deux Flux (S2) 
 
0,0053 ( ×2) 
 
0,2073 ( ×2) 
 






0,0805 ( ×2) 
 
Tableau III.9 : Comparaisons (pour quelques longueurs d’onde caractéristiques) entre les différentes approches 
théoriques développées pour la résolution prédictive de l’ETR monodimensionnelle et les résultats 
expérimentaux obtenus à la sphère d’intégration pour une suspension de Rhodospirillum rubrum ATCC 25903 à 
1,24 g/L (soit Np = 1,1 1015 m-3). Tous les calculs tiennent compte d’une distribution de taille log-normale (σ = 
1,14), et l’on a comparé les résultats donnés en utilisant des propriétés radiatives exactes [cylindre d’élongation 
R = 0,263], ou en les approximant par des particules sphériques de volume équivalent (les caractéristiques 
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 Si l’on regarde maintenant les résultats obtenus en utilisant des propriétés radiatives approximées par 
des sphères de volume équivalent comme cela se fait traditionnellement, on constate en premier lieu, que quelle 
que soit la méthode de résolution employée, on obtient de très mauvais résultats (typiquement entre un facteur 
1,5 à 15 sur les exemples considérés) ; qui plus est, ceux-ci apparaissent relativement aléatoires. On remarque 
par exemple de façon surprenante que les résultats sont bien meilleurs (en relatif) pour Rhodospirillum (cylindre 
d’élongation R = 1/4) que pour Chlamydomonas (particule de Tchebytchev proche de la sphère) ! Ceci vient du 
fait que l’approximation par une sphère (comme on peut le constater sur tous les tableaux III.8-10) modifie à la 
fois les sections efficaces (donc l’épaisseur optique τL et l’albédo de diffusion ϖ ) et la fonction de phase (donc 
le diagramme de diffusion et la fraction rétro diffusée b2). Or ces modifications peuvent conduire à des effets qui 
s’ajoutent ou qui se compensent dans la formulation du processus de transfert de rayonnement. Ce sont ces 
combinaisons aléatoires qui expliquent les résultats que l’on constate pour chaque micro-organisme, 
indépendamment de sa forme réelle : 
 
- pour Rhodospirillum tout d’abord (cylindre de faible élongation, tableau III.9), l’albédo est peu 
modifié et l’augmentation artificielle importante de l’épaisseur optique est compensée par une rétro 
diffusion apparente plus faible. On obtient donc paradoxalement pour cette forme les meilleurs 
résultats par l’approximation sphérique (même pour des épaisseurs optiques relativement élevées) ; 
 
- pour Arthrospira (cylindre de forte élongation, tableau III.10), on a une tendance vers un 
comportement nettement plus absorbant du milieu (baisse importante de l’albédo et de la fraction 
rétro diffusée), mais la nette diminution d’épaisseur optique jouant en sens inverse, on obtient 
finalement une surestimation des transmissions d’un facteur 1,5 à 3 ; 
 
- concernant Chlamydomonas (particule de Tchebytchev proche d’une sphère, tableau III.8), bien 
que les variations sur chaque paramètre sensible soient faibles, elles vont toutes dans le même sens 
(diminution de l’albédo et augmentation de l’épaisseur optique ainsi que de la fraction rétro 
diffusée) et on observe alors une sous estimation de la transmission d’un facteur 5 à 10 environ. 
 
 
Il est bien évident que ce dernier résultat peut heurter dans la mesure où la particule considérée s’écarte de 
seulement 10% d’une sphère. Il illustre cependant parfaitement le fait que l’utilisation d’une approximation de 
forme est généralement un très mauvais choix, qui ne peut même pas être guidé par la forme réelle de la 
particule, puisque les nombreuses modifications qui en découlent sur les grandeurs clé caractérisant le transfert 
de rayonnement sont totalement imprévisibles et peuvent conduire à des écarts considérables si elles évoluent 
toutes dans le même sens. Notons néanmoins que les écarts que nous venons de discuter sont très relatifs 
puisqu’ils correspondent à des épaisseurs optiques différentes pour chaque microorganisme ; par exemple, il est 
facile de vérifier que si l’on utilise une suspension d’Arthrospira concentrée, avec une épaisseur optique égale à 
25 (équivalente à celle de Chlamydomonas, tableau III.8), l’écart entre forme réelle et approximation par une 
sphère conduit à un facteur 150 ! 
 
 Enfin, dans le cadre de l’approximation des propriétés radiatives par des sphères, il demeure possible de 
discuter à nouveau l’efficacité relative des différentes méthodes de résolution de l’ETR utilisées. Comme nous 
l’avions signalé en préambule, avec des propriétés équivalentes en sphère, on obtient généralement le même 
résultat avec les méthodes d-S96 et d-S32, ce qui n’est pas surprenant compte tenu des fonctions de phase 
générées pour des micro-organismes. La méthode d’ordre élevé d-S96 perd donc tout sont intérêt, ce qui explique 
aussi en partie que l’on considère généralement dans la littérature que l’ordre 32 est suffisant pour une solution 
exacte en monodimensionnel, ce qui n’est pas toujours le cas, comme nous l’avons vu avec des propriétés 
exactes. On constate également que les écarts demeurent assez réduits entre la méthode d-SN et la méthode à 
deux flux (S2), ce qui avait également été annoncé puisque l’incidence collimatée et la forme sphérique sont les 
deux facteurs les plus favorables à la mise en œuvre de la méthode à deux flux. Dans le cas d’Arthrospira par 
exemple (tableau (III.10), les propriétés fantaisistes obtenues par l’approximation sphérique conduisent à un 
milieu quasi absorbant à faible épaisseur optique pour lequel on pourrait travailler avec la loi de Bouguer 
donnant une solution analytique qui est bien vérifiée par les méthodes numériques utilisées ici en incidence 
collimatée. Les plus mauvais résultats pour la méthode à deux flux sont alors obtenus pour Rhodospirillum 
(tableau III.9) pour lequel la faible fraction rétro diffusée et la forte épaisseur optique (ainsi que les valeurs non 
données ici du module de diffusion linéaire α qui tendent vers 1) font ressembler le milieu à un milieu absorbant, 



































Propriétés Radiatives Exactes 



















































































Propriétés Radiatives en Sphère Equivalente 
 
























































Deux Flux (S2) 
 












Tableau III.10 : Comparaisons (pour quelques longueurs d’onde caractéristiques) entre les différentes approches 
théoriques développées pour la résolution prédictive de l’ETR monodimensionnelle et les résultats 
expérimentaux obtenus à la sphère d’intégration pour une suspension d’Arthrospira platensis PCC 8005 à 0,60 
g/L (soit Np = 1,3 1011 m-3). Tous les calculs tiennent compte d’une distribution de taille log-normale (σ = 1,11), 
et l’on a comparé les résultats donnés en utilisant des propriétés radiatives exactes [cylindre d’élongation R = 
0,028], ou en les approximant par des particules sphériques de volume équivalent (les caractéristiques détaillées 




 On retiendra donc en conclusion importante de cette partie qu’il n’est généralement pas raisonnable de 
travailler avec des approximations de propriétés radiatives par des sphères équivalentes (en surface ou en 
volume), sauf à s’en remettre à la chance. Cette conclusion vaut même pour des particules dont la forme 
s’éloigne peu de la sphère si l’on travaille avec des épaisseurs optiques importantes, et les écarts obtenus dans ce 
cas peuvent être considérables (plusieurs ordres de grandeurs). Bien pire pour les tenants de cette approche, on 
peut considérer qu’à partir d’une épaisseur optique de l’ordre de 10 à 30 (dépendant alors de la forme réelle des 
particules), il n’est jamais possible de décrire, même approximativement, le transfert de rayonnement en utilisant 
des fonctions de phases de sphères équivalentes, n’ayant même rien à voir avec les tailles et les propriétés 
optiques des particules considérées. Par contre, si l’on utilise les propriétés radiatives exactes des particules, il 
apparaît que la méthode à deux flux peut donner, dans le cas de micro-organismes et pour des épaisseurs 
optiques raisonnables qui dépendent beaucoup de la nature diffuse ou collimatée du rayonnement, des 
approximations honorables. En tout cas, il est évident qu’il est beaucoup plus important de travailler avec rigueur 
sur les propriétés radiatives que sur la méthode de résolution de l’ETR elle-même. C’est ce que nous allons 
brièvement chercher à illustrer sur des profils monodimensionnels dans le paragraphe qui suit. 
 
4.2.1.2- Conclusions sur les Profils de Flux et d’Irradiance 
Spectriques 
 
 Les conclusions précédentes ont été établies sur des mesures et calculs de transmissions ; elles sont 
malgré tout transposables directement en termes de profils de densité de flux rayonnante ou d’irradiance 
spectrique puisque la transmission n’est autre que la mesure de la densité de flux normalisée en un point 
particulier (la sortie du milieu). Les figures III.15 (incidence collimatée) et III.16 (incidence diffuse) illustrent les 
écarts relatifs qui peuvent être obtenus sur des profils correspondant à l’extinction quasi-totale du rayonnement 
Chapitre 3 : Transfert Radiatif en Milieu Hétérogène Participant – Application aux Photobioréacteurs 
 
226 
dans un réacteur rectangulaire illuminé d’un coté (on a choisi à titre d’exemple les propriétés radiatives 
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   (a)       (b) 
 
Figure III.15 : Profils d’irradiance normalisée G/q0 (a) et de densité de flux rayonnante normalisée q/q0 (b) en 
fonction de l’épaisseur optique τ dans un PBR rectangulaire illuminé d’un coté. Dans les deux cas, le 
rayonnement incident est collimaté et les propriétés radiatives utilisées sont celles d’Arthrospira platensis à 540 
nm (voir tableau III.10 et paragraphe 3.3.3). En trait continu sont représentées les courbes obtenues en travaillant 
avec des propriétés radiatives exactes, soit par une méthode numérique rigoureuse d-S32 (trait épais), soit à partir 
d’une solution analytique à deux flux (trait fin). La même comparaison est effectuée en utilisant des propriétés 
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Figure III.16 : Profils d’irradiance normalisée G/q0 (a) et de densité de flux rayonnante normalisée q/q0 (b) en 
fonction de l’épaisseur optique τ dans un PBR rectangulaire illuminé d’un coté. Dans les deux cas, le 
rayonnement incident est diffus et les propriétés radiatives utilisées sont celles d’Arthrospira platensis à 540 nm 
(voir tableau III.10 et paragraphe 3.3.3). En trait continu sont représentées les courbes obtenues en travaillant 
avec des propriétés radiatives exactes, soit par une méthode numérique rigoureuse d-S32 (trait épais), soit à partir 
d’une solution analytique à deux flux (trait fin). La même comparaison est effectuée en utilisant des propriétés 
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Les mêmes constatations s’appliquent dans la mesure où il apparaît clairement qu’il est plus important 
d’avoir des propriétés radiatives exactes que des méthodes numériques élaborées si l’on souhaite simuler 
correctement le champ de radiation dans le réacteur. En effet, et surtout si l’on s’intéresse à l’irradiance comme 
grandeur clé du couplage cinétique et énergétique dans les PBR, on remarque que la méthode à deux flux avec 
propriétés radiatives exactes est une approximation très correcte en incidence collimatée (fig. III.15a) comme 
diffuse (fig.III.16a). Dans le cas collimaté correspondant à nos mesures de transmission, on constate que dans le 
cas de l’approximation par des sphères, les solutions numérique et analytique donnent le même résultat sur tout 
le domaine d’épaisseur optique. Cependant, ceci n’est pas une règle générale et, même si les profils restent 
proches, il est des longueurs d’onde où ils sont distincts et se croisent à une valeur de l’épaisseur optique 
correspondant à celle du tableau III.10. On peut aller plus loin dans nos conclusions puisqu’il apparaît également 
que les écarts sont plus importants, comme on pouvait s’y attendre, dans le cas d’un champ de radiation incident 
diffus. Néanmoins, ceci est surtout sensible en densité de flux, plus qu’en irradiance où l’on a deux familles de 
courbes distinctes. Ces conclusions sont importantes dans la mesure où le couplage avec le champ de 
rayonnement dans les applications de procédique se fait soit avec une grandeur, soit avec l’autre. 
Si les résultats présentés ici se limitent à des systèmes en coordonnées cartésiennes pour raison de 
commodité, il est bien évident qu’il est possible d’étendre cette approche à des systèmes en coordonnées 
curvilignes, en particulier cylindriques. Dans le cas notamment de PBR éclairés radialement, on peut confirmer 
les conclusions précédentes même s’il existe des différences parfois plus marquées, liées à la symétrie 
cylindrique qui rend l’analyse moins triviale (irradiance réaugmentant au centre pour des solutions diluées, 
densité de flux négative,…). 
 
 
4.2.2- Obtention des Profils d’Irradiance ou des Vitesses 
Volumétriques Locales d’Absorption du Rayonnement 
Moyennés en Fréquence 
 
 Comme nous l’avions déjà évoqué aux chapitres un et deux, ainsi que dans le paragraphe précédent 
concernant l’actinométrie, si les propriétés optiques et radiatives sont des données spectrales, on a 
systématiquement besoin de travailler avec des grandeurs moyennes intégrées en fréquence (irradiance ou 
VVLAER) puisque d’une part, on ne peut accéder expérimentalement qu’à ces grandeurs moyennes (dans le 
PAR), et d’autre part le couplage cinétique se formule à partir de la VVLAER moyenne spectrique A. A l’échelle 
d’un PBR, on peut donc envisager deux approches différentes : soit l’on travaille à partir de propriétés optiques 
et radiatives déjà moyennées, tel que cela a été discuté en fin de chapitre deux ; soit on résout le problème de 
transfert de rayonnement pour chaque longueur d’onde du PAR à l’aide des propriétés spectrales, puis on 
effectue une intégration pour obtenir les valeurs moyennes. Ce dernier cas, plus rigoureux, est bien sûr beaucoup 
plus lourd à mettre en œuvre puisqu’il suppose que l’on possède les propriétés radiatives environ tous les 
nanomètres et que l’on résout l’ETR un grand nombre de fois avec une méthode donnée (ce qui est un problème 
dont nous avons déjà fait remarquer qu’il se vectorisait très bien). Cette approche implique également que l’on 
connaisse la densité de flux rayonnante incidente spectrique, telle que définie en distribution photonique par l’éq. 
(III.4.26). Si l’on travaille en densité énergétique, il est nécessaire de connaître la distribution gλ du spectre 














λλλ ddqqqgq     (III.4.34) 
 
Notons alors que si l’on observe une distribution quasi homogène en fréquence comme c’est le cas par exemple 

















g     (III.4.35) 
 
 La résolution des N ETR ainsi générées permettra de calculer par intégration l’irradiance moyenne 
spectrique GΣ (on choisit ici une notation distincte de G obtenue directement à partir des propriétés moyennes, 
car s’il s’agit bien physiquement de la même grandeur, on va voir que les valeurs numériques peuvent différer) 
simplement par : 
















    (III.4.36) 
 
Il est donc possible de comparer les résultats obtenus par la méthode approchée utilisant des propriétés 
radiatives moyennes G (coefficients d’absorption et de diffusion ainsi que la fonction de phase calculés à l’aide 
de l’indice complexe moyen κinm −=  défini au paragraphe 6.1.2.2 du chapitre 2, et choix d’une longueur 
d’onde moyenne en fonction du spectre considéré – voir appendice III.2) et par la méthode rigoureuse donnant 
GΣ (éq. III.4.36), ainsi qu’à des résultats expérimentaux. A ce propos, la caractérisation de notre PBR de 
recherche étant en cours à l’aide d’un système de mesure développé pour travailler en coordonnées cylindriques 
de façon suffisamment précise, nous présentons des résultats obtenus sur un PBR torique à section rectangulaire 




    
 
   (a)       (b) 
 
Figure III.17 (d’après Pottier et al., 2005) : Comparaison entre des mesures d’irradiance normalisée G/q0 en 
fonction de l’épaisseur réduite Z = z/L sur un PBR rectangulaire (L = 0,04 m) effectuées à l’aide d’un micro 
capteur de 3 mm de diamètre, et des profils calculés par une approche à deux flux avec réflexion arrière (éq. 
III.2.32), soit à partir de propriétés radiatives moyennes (G, trait clair – appendice III.2), soit à partir d’une 
moyenne spectrique rigoureuse (GΣ, trait foncé). Le micro-organisme cultivé est Chlamydomonas reinhardtii à la 




Compte tenu de la difficulté largement évoquée de travailler à l’échelle du réacteur, à la fois pour une mesure 
précise de la densité de flux incidente, ainsi que pour la mesure des irradiances locales, on constate globalement 
un très bon accord entre les données expérimentales et le modèle simplifié à deux flux. Ceci confirme, en 
moyenne spectrique et dans un réacteur, ce que nous observions dans la discussion du tableau III.8, c'est-à-dire 
que pour ce micro-organisme et à ces épaisseurs optiques, le modèle à deux flux reste une bonne approximation 
avec une incidence quasi collimatée. De plus, il est évident sur cette figure que l’approche rigoureuse utilisant 
une moyenne spectrique améliore l’adéquation avec les résultats expérimentaux. 
 
On comprend mieux pourquoi il est approximatif de travailler avec des propriétés radiatives moyennes 
si l’on cherche à représenter la façon dont la distribution spectrale évolue en fonction de l’épaisseur optique dans 
un PBR. Pour ce faire, il est judicieux de former un rapport conduisant à une irradiance normalisée G* telle que 
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Figure III.18 (d’après Pottier et al., 2005) : Tracés comparatifs de l’irradiance normalisée spectrique G* (éq. 
III.4.37) en fonction de la longueur d’onde dans le PAR, dans un PBR rectangulaire (L = 0,04 m) à différentes 
profondeurs réduites Z = z/L (indiquées en paramètre sur la figure). Ces résultats ont été obtenus avec 
Chlamydomonas reinhardtii à la concentration de 0,5 g/L, soit τ = 20 (correspondant au cas (b) de la figure 




Ce rapport a été calculé pour trois épaisseurs réduites (Z = 0 – 0,5 – 1) dans le PBR précédent avec 
Chlamydomonas reinhardtii comme micro-organisme, et représenté en fonction de la longueur d’onde dans le 
PAR sur la figure III.18 (Pottier et al., 2005). On constate que si la distribution spectrale est sensiblement 
homogène à l’entrée dans le milieu (Z = 0), elle est très rapidement modifiée en fonction de la profondeur, et 
qu’à la sortie du milieu (Z = 1), les fréquences bleues et rouges sont largement épuisées, alors même que ne 
subsistent uniquement que des fréquences vertes. Dans ce cas, l’utilisation notamment de coefficients moyens, 
ne tenant pas compte de la distribution spectrale d’énergie et donc, en toute rigueur plutôt adaptés pour rendre 
compte des conditions incidentes (Z proche de zéro), ne peut que conduire à des résultats approximatifs. Ceci est 
bien sûr d’autant plus marqué que l’on a une distribution d’énergie incidente hétérogène, comme c’est le cas, par 
exemple, pour des lampes halogènes. 
 Le problème est encore plus critique si l’on souhaite déterminer la vitesse volumétrique locale 
d’absorption de l’énergie radiante moyenne spectrique A, à partir de laquelle découle toute l’analyse énergétique 
et cinétique du PBR. En effet, nous avons déjà rappelé que la VVLAER spectrique était le produit de deux 
grandeurs qui dépendent de la longueur d’onde, soit (éq. I.4.52 et III.1.4) : 
 
λλλ Ga=A  
 
On peut donc définir, de la même façon que pour l’irradiance, une VVLAER moyenne AΣ (qui diffère 
numériquement de la VVLAER aG=A  obtenue directement à partir du produit du coefficient d’absorption 















    (III.4.38) 
 
Gardant en mémoire les résultats de la figure III.18, on peut alors s’attendre à ce que l’utilisation de grandeurs 
moyennes pour calculer A conduise, en fonction de la profondeur, à une erreur non négligeable, puisque dans le 
Z = 0 
Z = 0,5 
Z = 1 
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cas de Chlamydomonas, le rayonnement vert qui apparaît progressivement est très mal absorbé (par définition de 
ce résultat), et devrait donc être affecté d’un coefficient linéique d’absorption plus faible dans le calcul de la 
VVLAER. Ce problème est par contre traité rigoureusement lorsque l’on procède à l’aide de la relation 
(III.4.38). En réalité l’écart entre la solution exacte AΣ et approchée A dépendra d’une possible compensation ou 
non des grandeurs moyennes a et G. A titre d’exemple, les deux profils (normalisés par la VVMAER maximale 
<A0>) ont été calculés pour un PBR rectangulaire (L = 0,03 m) dans lequel on cultive Rhodospirillum rubrum sur 
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Figure III.19 : Comparaison (a) entre la vitesse volumétrique locale d’absorption de l’énergie radiante 
(VVLAER) obtenue de façon rigoureuse par intégration moyenne spectrique AΣ (trait continu, éq III.4.38), et 
directement à partir de grandeurs moyennes A (trait pointillé – appendice III.2). L’erreur relative commise par 
cette dernière approximation est également indiquée (b). Ces simulations sont issues d’un modèle à deux flux 
pour un PBR rectangulaire illuminé d’un coté avec incidence collimatée ; le microorganisme utilisé est 




De façon surprenante, on constate que les courbes se croisent plusieurs fois (fig. III.19a) et que l’écart entre les 
deux approches de calcul de la VVLAER peut être important dans certaines zones du PBR (fig. III.19b), 
atteignant dans cet exemple jusqu’à %50± . 
 
 L’ensemble de ces constatations est donc réellement à prendre en considération lorsque l’on doit (et 
c’est quasiment toujours le cas) travailler avec des grandeurs moyennes spectriques. Pour les applications en 
PBR, il est clair que l’on devra faire la part des choses entre la nécessité d’avoir une formulation précise du 
couplage cinétique ainsi qu’une détermination précise du point de compensation de la photosynthèse, et le 
surplus d’information et de temps calcul généré par l’utilisation d’une approche exacte. De même, nous verrons 
dans le dernier paragraphe de ce chapitre, que le calcul précis d’une vitesse volumétrique moyenne d’absorption 
de l’énergie radiante <A> passant par une intégration spatiale, et à la base des bilans enthalpique et entropique 
sur le PBR, se heurte au même dilemme. 
 
 
5- Obtention de la Vitesse Moyenne Spatiale 
d’Absorption du Rayonnement pour les Bilans 
Spatiaux d’Énergie et d’Entropie 
 
 
 Il n’est jamais inutile de rappeler que notre discipline se caractérise par des applications à l’échelle 
spatiale (l’échelle du PBR dans notre cas), même si l’on doit parfois initialement descendre d’une ou deux 
échelles de description (l’équation de transport et les bilans locaux dans le cas présent). Dans de nombreux cas 
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pratiques en procédique, les bilans spatiaux qui permettent de formuler les problèmes (Bird, 1957 et 1993) 
peuvent être écrits directement (c’est le fameux « Bird Spirit » si mal interprété de nos jours !). Cependant, nous 
avons vu au chapitre premier, que dans le cas de problématiques impliquant l’électromagnétisme, il est 
généralement nécessaire de passer par une étape d’intégration de l’échelle locale car il est très rare de pouvoir 
estimer directement les termes liés au couplage avec les champs (Cornet, 2005). C’est bien évidemment le cas 
des PBR où tout découle comme nous l’avons vu, du champ d’irradiance, excepté si l’on a uniquement besoin du 
bilan enthalpique pour un réacteur fonctionnant en limitation physique, ou bien si l’on est capable d’appliquer 
expérimentalement le bilan spatial d’énergie de la phase photonique (voir infra). 
 Par ailleurs, les bilans d’énergie et d’entropie jouent un rôle crucial dans l’énergétique des PBR (analyse 
enthalpique et exergétique,…), ce dernier est de plus la clé de voûte de la formulation du couplage cinétique (qui 
sera abordée au chapitre 4) par la thermodynamique phénoménologique linéaire des processus irréversibles. 
Dans la mesure où ces bilans, dans le cas d’une application à couplage faible (définie au chapitre premier), ne 
mettent en jeu que les termes d’énergie échangée entre les phases matérielle et photonique (absorption, et le cas 
échéant, émission), il est possible de les discuter dès à présent, à partir du calcul de la VVMAER. On supposera 
dans cette partie que la VVLAER a déjà été obtenue par une des deux approches présentée précédemment (A ou 
AΣ), pour ne s’intéresser qu’à la moyenne spatiale. Cependant, il est bien évident que l’ordre des intégrations 
peut être permuté si besoin, et que tout ce qui est décrit ultérieurement s’applique également en grandeurs 
spectriques (en rajoutant l’indice λ) si l’ordre inverse s’avère, le cas échéant, plus judicieux (voir par exemple la 
partie sur l’actinométrie, paragraphe 4.1.2.3). 
 
 Dans le cas des applications en PBR, le terme d’émission étant négligeable, il s’agit donc, dans cette 





AA , ainsi que sa mise en œuvre dans les bilans spatiaux d’énergie et d’entropie. 
Après avoir rapidement discuté les possibilités d’estimation de ce terme à partir du bilan spatial de la phase 
photonique, nous envisagerons donc à nouveau, avant de terminer sur les bilans eux-mêmes, l’approche 
simplifiée monodimensionnelle, puis l’approche, plus rigoureuse, tridimensionnelle. 
 
 




 Le bilan local d’énergie radiante de la phase photonique (éq. III.1.4), considéré en régime quasi 
stationnaire dans toutes les applications de procédique, peut être intégré sur le volume du PBR, pour donner sans 
difficulté particulière (en transformant l’intégrale de volume de la convergence de densité de flux rayonnante en 







































    (III.5.1) 
 
Il est bien évident que dans le terme de droite, les densités de flux hémisphériques incidente ∩q  ou réfléchie qRéf, 
ainsi que les densités de flux qi sont des moyennes de surface (ce point ne prêtant pas à confusion, nous n’avons 
pas introduit de notation spécifique). Dans le cas particulier d’une approximation monodimensionnelle et avec 
un terme d’émission négligeable, seules comptent les surfaces d’incidence et éventuellement de transmission 













    (III.5.2) 
 
où R et T sont bien sûr la réflexion et la transmission. Comme nous le verrons plus loin, cette approche qui 
néglige les surfaces parallèles au sens privilégié du rayonnement, donc les effets de bords, tend à surestimer la 
VVMAER, d’autant plus que l’épaisseur est importante. 
 D’une façon générale, les bilans (III.5.1-2) sont très difficilement exploitables expérimentalement en 
raisons des difficultés multiples pour estimer correctement tous les termes, à l’exception de q0 (voir supra), dans 
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la plupart des conceptions de PBR. Quitte à travailler numériquement, on préfèrera donc directement estimer, de 
façon plus générale, la VVMAER à partir des propriétés de la phase matérielle, ce qui fait que ce bilan est peu 
utilisé (il peut s’avérer néanmoins un excellent outil de vérification de la conservation de l’énergie). Néanmoins, 
dans le cas optimal où le PBR fonctionne en limitation physique ( 0≅T ), la seule connaissance de la réflexion R 
permet d’estimer les performances maximales du réacteur en fonction de la densité de flux incidente q0 et de sa 
conception géométrique aS, indépendamment de la phase matérielle. 
 
 
5.2- Calcul de la Vitesse Volumétrique Moyenne 




 Lorsqu’une approximation monodimensionnelle a été choisie pour la modélisation du transfert de 
rayonnement sur un PBR de géométrie donnée, elle permet généralement de la même façon d’obtenir la 
VVMAER à partir d’une intégration simple sur la variable d’espace u privilégiée. Ainsi, les relations 
monodimensionnelles développées pour le calcul du champ d’irradiance, soit au paragraphe 2.2 pour des 
solutions analytiques approchées, soit au paragraphe 2.3 pour des solutions exactes numériques, sont 
exploitables directement comme nous allons le voir rapidement. 
 
 
5.2.1- Méthode à Deux Flux 
 
 Nous nous limiterons en effet ici à traiter l’approximation à deux flux dont nous avons déjà largement 
discuté l’intérêt au cours de ce chapitre. Les principaux cas pratiques que nous avons développés au paragraphe 
2.2 permettent donc sans difficulté particulière, en réalisant une intégrale moyenne spatiale sur la variable 
d’espace considérée, d’obtenir l’expression analytique de la VVMAER sur la phase matérielle. Ainsi, dans le cas 
d’un réacteur rectangulaire illuminé d’un seul coté avec réflexion sur la paroi arrière, on obtient : 
 






















dans laquelle <A0> est la VVMAER maximale définie dans les relations (III.4.23 ou III.5.2) et où on utilisera 
l’expression correcte du coefficient d’extinction δ en fonction de l’hypothèse sur le champ de rayonnement (voir 
paragraphe 2.2.1.1). Si la réflexion est absente (ρ = 0), l’expression précédente conduit alors tout simplement à 























    (III.5.4) 
 
Cette relation permet de vérifier au passage que le résultat est bien conforme au bilan de la phase photonique 
(III.5.2) puisque l’on reconnaît les expressions de la transmission et de la réflexion données par les éqs (III.2.17). 
Si ce même réacteur est illuminé de deux cotés opposés avec la même densité de flux incidente, le résultat de 






















    (III.5.5) 
 
 Un autre cas d’intérêt concerne un PBR cylindrique radialement illuminé avec réflexion éventuelle à la 
paroi d’incidence. L’expression correspondante de l’irradiance a déjà été donnée (éq. III.2.54) et son intégration 
spatiale conduit directement à : 
 

















    (III.5.6) 
 
dont il est facile de déduire l’expression si l’on néglige la réflexion (ρ = 0). 
 De la même façon, on peut traiter facilement le cas d’une source sphérique de rayon R émettant un 


















    (III.5.7) 
 
Il n’est pas nécessaire de multiplier les exemples de cas pratiques pour comprendre à nouveau tout 
l’intérêt pratique d’avoir un traitement analytique dans le cadre de l’approximation à deux flux. Celui-ci est en 
particulier illustré si l’on remarque qu’en négligeant la réflexion aux parois, toutes les relations obtenues, quelle 
que soit la géométrie considérée, conduisent à la même expression pour le cas ô combien courant où le PBR 




















    (III.5.8) 
 
Le terme de droite, toujours inférieur à un (sauf pour un milieu absorbant) représente la part de l’énergie 
rayonnante qui est réfléchie sur les surfaces d’incidence en raison des propriétés diffusantes du milieu, et qui ne 
peut donc pas être utilisée au sein du PBR. Cette expression, sur laquelle nous reviendrons au chapitre suivant, 
s’avère très pratique dans la mesure où, connaissant l’expression de la VVMAER maximale <A0> pour une 
géométrie et une conception donnée de PBR (généralement très facile à obtenir), ainsi que les propriétés 
radiatives du micro-organisme considéré pour le calcul de α, elle conduit immédiatement à une estimation des 
performances potentielles du réacteur en terme de productivité. Elle représente également un des rares moyens 
directs d’obtenir la VVMAER sans passer par une intégration. 
 
 
5.2.2- Méthode Différentielle aux Ordonnées Discrètes 
 
 Quel que soit l’ordre choisi pour cette approche numérique rigoureuse, il est possible de calculer sans 
difficulté la VVMAER à partir des intensités spécifiques moyennées en fréquence et données par la résolution du 
systèmes de 2M équations différentielles généré par la méthode d-SN (voir paragraphe 2.3). En effet, l’utilisation 
par exemple de Matlab® et de la routine bvp4c permet de calculer en des temps très raisonnables un nombre de 
points de profil NP suffisamment élevé pour estimer directement l’intégrale spatiale. Celle-ci sera obtenue à 

























    (III.5.9) 
 

























    (III.5.10) 
 
Les résultats obtenus par ces relations sont à comparer à ceux donnés par l’approche analytique précédente. Si 
celle-ci a été menée avec des propriétés radiatives exactes, il ne faut pas attendre d’écarts importants sur la 
VVMAER entre les méthodes monodimensionnelles présentées, dans la mesure où les différences de profil 
d’irradiance sont largement atténuées dans le calcul de la moyenne spatiale. En tout état de cause, comme nous 
le verrons plus loin, ces écarts sont largement plus faibles que ceux que l’on obtient en choisissant de travailler 
avec des propriétés et irradiances moyennes plutôt qu’intégrées en fréquence (voir figure III.20 par exemple). 
 
 




5.3- Calcul de la Vitesse Volumétrique Moyenne 




 L’algorithme de maillage choisi pour travailler en trois dimensions, et laissant la possibilité de pouvoir 
utiliser à terme les propriétés radiatives exactes du milieu, a été présenté au paragraphe 2.4.2 où les relations qui 
conduisent au calcul des intensités spécifiques pour 144 directions angulaires à chaque point de maillage obtenu 
par interpolation et convergence progressive ont été développées. De la même façon que pour la méthode aux 
ordonnées discrètes, une intégration numérique peut donc être réalisée à partir des intensités moyennées en 
fréquence en ne tenant compte que des points intérieurs au domaine. Pour tous les réacteurs que nous avons 
maillés (deux rectangulaires de 1 et 4 L et un cylindrique de 5 L), la hauteur était représentée par Nz = 6 couches 
horizontales. En remarquant qu’alors, on a deux couches frontières, on obtiendra la VVLAER au sommet k par 































    (III.5.11) 
 
dans laquelle les Iijk sont calculés à l’aide de l’expression (III.2.85). Rappelons qu’en raison des interpolations et 
de la valeur de N, les séries précédentes mettent en jeu 1200 variables pour chaque sommet du maillage. En 
calculant les surfaces moyennes autour d’un point Sk (ce qui n’est pas complètement trivial), il ne reste plus, pour 









    (III.5.12) 
 
 Il est évident que cette approche rigoureuse nécessitant des moyens calculs importants, si elle est 
utilisée avec des propriétés radiatives exactes, permet d’accéder de façon très précise à la VVMAER par rapport 
à l’approche monodimensionnelle, surtout si les effets de bords deviennent importants lorsque l’épaisseur du 
milieu augmente. La figure III.20 permet de se rendre compte des écarts relatifs mis en jeu entre l’approche 
mono et tridimensionnelle pour la cyanobactérie Arthrospira platensis. On a en effet procédé à des mesures 
expérimentales de la VVMAER sur un réacteur rectangulaire de 4 litres, illuminé d’un coté (épaisseur interne de 
7 cm), et permettant d’utiliser le bilan général sur la phase photonique (III.5.1), assorti d’une détermination 
préalable de la densité de flux incidente par actinométrie. Les résultats expérimentaux ainsi obtenus pour des 
concentrations en biomasse croissantes sont comparés d’une part aux valeurs données par la méthode à deux flux 
(avec approche moyenne et spectrale), et d’autre part à celles issues d’un maillage tridimensionnel (spectral) 
avec fonction de phase isotrope (dans ce dernier cas, les effets de l’approximation sur le champ de radiation sont 
minorés par la moyenne spatiale, mais on peut néanmoins s’attendre à une légère sous-estimation de la 
VVMAER). On constate que l’erreur la plus importante est bien liée à l’utilisation de propriétés radiatives 
moyennes (sur la méthode à deux flux) qui surestime nettement la vitesse moyenne d’absorption (voir appendice 
III.2 pour ces propriétés), et que si l’on travaille avec des propriétés spectrales intégrées, les approches mono et 
tridimensionnelles entrent quasiment dans le domaine d’incertitude, d’autant plus que l’utilisation d’une fonction 
de phase exacte devrait contribuer à remonter légèrement la courbe obtenue par maillage. 
 
 L’écart non négligeable observé sur la VVMAER entre les approches moyenne et intégrée en fréquence, 
et que nous annoncions au paragraphe 4.2.2, est bien confirmé en coordonnées cylindriques par les simulations 
réalisées sur la figure III.21. On y compare en effet, pour deux densités de flux incidentes, les résultats obtenus 
par maillage pour le calcul de la VVMAER sur notre PBR de recherche, et il apparaît clairement que l’approche 
simplifiée, utilisant des propriétés moyennes (appendice III.2) surestime jusqu’à 20% le résultat réel. Cette 
approximation permet néanmoins un gain considérable de temps calcul, à la fois sur les propriétés radiatives 
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Figure III.20 : Détermination expérimentale de la VVMAER normalisée ><>< 0/ AA  et tracés comparatifs 
obtenus par différentes approches modèle pour un PBR rectangulaire (L = 0,07 m ; V = 4 L) illuminé d’un coté 
(incidence quasi collimatée) en fonction de la concentration en biomasse (Arthrospira platensis). Le trait continu 
épais représente les valeurs calculées par maillage tridimensionnel avec moyenne spectrale sur 128 longueurs 
d’ondes ; le trait pointillé est obtenu par approche à deux flux avec propriétés radiatives moyennes (A – 
appendice III.2), alors que le trait continu fin résulte de la même méthode, mais avec des propriétés spectrales 
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Figure III.21 : Comparaison entre la VVMAER calculée par maillage tridimensionnel dans un PBR cylindrique 
(R = 0,08 m ; V = 5 L) illuminé sur une moitié (avec incidence quasi collimatée non radiale) obtenue 
rigoureusement à partir d’une moyenne sur 128 longueurs d’ondes (AΣ, ronds noirs et trait continu), ou 
directement à partir de propriétés moyennes (A, ronds blancs et trait pointillé) en fonction de la concentration en 
biomasse (Arthrospira platensis). Dans le premier cas (a), la densité de flux incidente est environ égale à 50 
W/m2 et dans le deuxième cas (b), elle vaut environ 150 W/m2. 
 
 




5.4- Bilans Spatiaux d’Énergie et d’Entropie 
 
 
 Les méthodes précédentes d’estimation de la VVMAER sur un PBR de géométrie donnée sont donc, 
comme nous l’avons annoncé, à la base du calcul des bilans d’énergie et d’entropie sur la phase matérielle du 
réacteur, dans la mesure où ils mettent en jeu tous les deux le terme d’énergie rayonnante échangée entre phases 
(couplage faible). Il est donc maintenant aisé, en se basant sur les bilans locaux développés au chapitre premier 
de remonter à l’échelle spatiale du réacteur par intégration. En réalité, nous allons constater que l’accès à ces 
deux bilans spatiaux, clés de l’analyse énergétique des PBR, se fait à des niveaux de complexité différents. Dans 
la partie qui suit, l’usage veut que les densités de flux de matière, les vitesses de réaction, les enthalpies partielles 
soient des grandeurs molaires. Dans cette partie et pour alléger les notations, nous omettrons le prime convenu 
au chapitre premier chaque fois que cela ne prête pas à confusion. 
 
 
5.4.1- Bilan Spatial d’Énergie de la Phase Matérielle 
 
 Le bilan local d’énergie interne de la phase matérielle pour les applications de procédique mettant en 
œuvre des phénomènes de transfert de rayonnement a été établi au chapitre premier (éq. I.4.75) et conduit, avec 
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où Nk est une densité de flux totale (par rapport à un repère fixe) et Hk une enthalpie molaire partielle, on obtient 
bien une forme équivalente du bilan local d’énergie interne déjà publié (Cornet et al., 1994), si l’on néglige 


















    (III.5.14) 
 
L’intégration spatiale de ce bilan en négligeant la dissipation visqueuse ne pose a priori pas de problème 
particulier excepté le terme d’énergie interne par compression réversible qui ne peut pas être traité 
indépendamment d’une hypothèse thermodynamique sur le système et qui rend toujours la partition du bilan 
d’énergie totale en énergie mécanique et interne délicate et non unique (Bird, 1957 ; Bird et al., 2002). Pour nos 
applications, nous ferons par la suite l’hypothèse d’un système isochore, ce qui permet, en utilisant le théorème 
d’Ostrogradski, d’obtenir le bilan spatial d’énergie interne exploitable pour un PBR en densité volumique de 















    (III.5.15) 
 
Les termes Qˆ  et mWˆ  représentent les puissances volumiques dans le réacteur associées à la chaleur échangée 
avec le milieu environnant et au travail mécanique fourni au système, tels que définies par Glansdorff et 
Prigogine (1971). En régime permanent, on obtient alors le bilan enthalpique directement sous la forme : 
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Ce bilan est valide pour des applications en continu, mais peut être étendu aux applications en discontinu si l’on 
peut raisonnablement faire l’hypothèse d’un régime quasi stationnaire, c'est-à-dire négliger l’accumulation 
d’énergie interne pour estimer la chaleur échangée. On notera enfin que la VVMAER se retrouve bien comme 
une contribution majeure du bilan enthalpique et de ce point de vue, il est important de préciser le domaine de 
longueur d’onde sur lequel ce terme est défini si l’on souhaite utiliser par exemple ce bilan pour calculer des 
quantités de chaleur rayonnante à évacuer. A l’opposé, si la VVMAER est calculée dans le PAR comme nous 
l’avons discuté plus haut, elle représente une contribution au calcul des enthalpies de la réaction biochimique 
endergonique mise en œuvre dans le PBR. 
 
 
5.4.2- Bilan Spatial d’Entropie de la Phase Matérielle et 
Fonction de Dissipation 
 
 De la même façon que pour le bilan d’énergie, le bilan local d’entropie applicable à un PBR et donné au 
chapitre premier (éq. I.4.79) peut être intégré à l’échelle spatiale. En négligeant les termes de conduction aux 



















    (III.5.17) 
 
où <σ > est la fonction de dissipation, soit le terme de source du bilan. Sous cette forme, le bilan d’entropie doit 
permettre de séparer les termes correspondant aux échanges d’entropie entre le PBR et son environnement d’une 
part, et à la vitesse de diminution de l’enthalpie libre due à la conversion de l’énergie et aux processus 
biochimiques irréversibles d’autre part. Pour ce faire, il est nécessaire de relier ce bilan au bilan spatial d’énergie 
interne, ce qui nécessite une relation thermodynamique supplémentaire comme par exemple la relation de Gibbs 














    (III.5.18) 
 
En remplaçant le terme d’énergie interne par sa valeur (éq. III.5.15), et avec l’aide du bilan matière (voir éq. 
I.4.57, chap. 1) spatial, on obtient (en faisant apparaître les entropies molaires partielles tenant compte des 























µυA     (III.5.19) 
 
dans lequel les Sk représentent la différence entre l’enthalpie de k et le potentiel chimique de k, c'est-à-dire 
l’entropie molaire partielle de k dans les courants d’entrées/sorties du réacteur. A l’équilibre thermodynamique 
(pas de réaction, pas de travail et pas de consommation d’énergie radiante), la vitesse de production d’entropie 
devant être nulle, on peut partitionner le bilan d’entropie par identification avec l’éq (III.5.17) pour faire 
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Dans cette expression, le premier terme représente la dissipation d’énergie mécanique associée à des surfaces en 
mouvement au sein du système ou à la propre mobilité des micro-organismes. De façon à ne retenir que la 
vitesse de production d’entropie associée avec les transformations biochimiques et la conversion d’énergie 
rayonnante, on ne doit pas tenir compte du travail fourni au système. Si de plus on néglige la part du travail 
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mécanique des cellules elles-mêmes dans le processus total de dissipation, on obtient la fonction de dissipation 
restreinte aux réactions biochimiques et à la conversion du rayonnement, correspondant à la vitesse de 
diminution de l’enthalpie libre due aux processus irréversibles autres que l’agitation. Son expression définitive 
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 Cette relation d’importance pour la suite de l’étude amène plusieurs commentaires. Tout d’abord, il est 
facile de vérifier qu’elle est en accord avec l’expression locale qui en a été donnée au chapitre premier (éq. 
I.4.86), en négligeant la dissipation visqueuse et les forces à distance, ainsi que les termes de conduction aux 
entrées/sorties du système lors de l’intégration spatiale. On remarque ensuite que l’utilisation du bilan d’entropie 
et de la fonction de dissipation apparaît beaucoup moins triviale que celle du bilan enthalpique. En effet il est 
tout d’abord nécessaire de calculer des affinités et/ou des potentiels chimiques pour les corps impliqués dans les 
réactions biochimiques considérées, ce qui impose d’avoir des modèles thermodynamiques de solutions 
impliquées dans les photobioréacteurs. Plus encore, l’utilisation de la thermodynamique des processus 
irréversibles pour formuler le couplage entre transfert de rayonnement et vitesses de réaction qui sera envisagée 
au chapitre suivant suppose d’accéder à ces mêmes grandeurs dans les conditions intracellulaires, au voisinage 
de structures membranaires où la non idéalité est très forte. Il est extrêmement dommage qu’aujourd’hui, ces 
nécessaires travaux de thermodynamique appliquée aux milieux biologiques dont l’intérêt n’est plus à démontrer 
depuis longtemps (Roels, 1983) ne concernent que très peu notre communauté qui en sous estime largement la 
portée. Enfin, force est de constater qu’il n’est pas possible d’accéder au calcul prédictif de la fonction de 
dissipation sans connaître au préalable les vitesses volumétriques spatiales de réaction <rj>, ce qui fera l’objet 
d’une part importante du dernier chapitre de cette étude dans laquelle l’expression de la fonction de dissipation 
établie ici nous sera utile pour la formulation du couplage cinétique. 
 Quoiqu’il en soit, nous verrons que cette formulation requiert a priori la connaissance de la VVLAER 
qui apparaît donc nécessaire aussi bien pour les aspects cinétiques qu’énergétiques, ce qui justifie, s’il en était 
besoin, le soin que nous avons pris à discuter son estimation dans ce chapitre. 
 
 












a Coefficient linéique d'absorption    [m-1] 
aS Surface spécifique illuminée    [m-1] 
A Vitesse volumétrique locale d'absorption de l'énergie radiante    [W.m-3] 
Aj Affinité chimique de la réaction j    [J.mol-1] 
A Matrice jacobienne du système d’équations discrétisant l’ETR pour la méthode d-SN    [0] 
b Fraction rétro diffusée pour le rayonnement    [0] 
b Vecteur des valeurs discrètes du terme d’émission thermique pour la résolution de l’ETR    [W.m-2] 
c Vitesse de la lumière dans un milieu matériel quelconque    [m.s-1] 
Ci Concentration massique du constituant i    [kg.m-3 = g.L-1] 
iC ′  Concentration molaire du constituant i    [mol.m-3] 
d Diamètre    [m] 
dc Diamètre de capteur    [m] 
D Delta de Kronecker = δij    [0] 
e
r
 Vecteur de base    [0] 
Ea Coefficient massique d’absorption du rayonnement    [m2.kg-1] 
Ea’ Coefficient molaire d’absorption du rayonnement    [m2.mol-1] 
Es Coefficient massique de diffusion du rayonnement    [m2.kg-1] 
E Vitesse volumétrique locale d'émission de l'énergie radiante    [W.m-3] 
f Fraction ante diffusée pour le rayonnement    [0] 
fλ Fraction de densité photonique du rayonnement dans l’intervalle spectral λ    [nm-1] r
Fk  Force molaire à distance sur le constituant k    [N.mol-1] 
g Paramètre d’asymétrie de la fonction de phase    [0] 
gλ Fraction de densité énergétique du rayonnement dans l’intervalle spectral λ    [nm-1] 
G Irradiance (sphérique ou scalaire) ou Intensité incidente    [W.m-2] 
H Densité volumique d'enthalpie    [J.m-3] 
Hˆ  Densité volumique d'enthalpie    [J.m-3] 
Hk Enthalpie molaire partielle du constituant k    [J.mol-1] 
I Intensité spécifique d'énergie radiante    [W.m-2.sr-1] 
i Vecteur des valeurs discrètes de l’intensité spécifique pour la méthode d-SN    [W.m-2] 
kJ
r
 Densité de flux de matière du constituant k    [mol.m-2.s-1] 
r
JQ  Densité de flux de chaleur par conduction (Fourrier)    [W.m-2] 
L Longueur totale    [m] 
mr Indice de réfraction complexe relatif    [0] 
kmˆ  Vitesse volumétrique de transport du constituant k    [mol.m-3.s-1] 
M Excitance    [W.m-2] 
M Matrice diagonale des directions angulaires pour la méthode d-SN    [0] 
n Degré de collimation du rayonnement    [0] 
nr Partie réelle de l’indice de réfraction complexe relatif    [0] 
Nk Densité de flux molaire du constituant k dans un repère fixe    [mol.m-2.s-1] 
Np Densité volumique de particules    [m-3] 
o Vecteur unitaire de dimension N pour la méthode d-SN    [0] 
),',,()(cos),( φθφθΘΩΩ ′==′ ppp  Fonction de phase ou Diagramme de diffusion    [0] 
P Pression    [Pa] 
P = Pij Matrice de la fonction de phase discrète pour la méthode d-SN    [0] 
qq,
r
 Densité de flux d’énergie rayonnante    [W.m-2] 
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Qˆ  Densité volumique de puissance calorique    [W.m-3] 
r, R Rayon    [m] 
r
r
 Vecteur position    [m] 
rc Rayon de capteur    [m] 
rj Vitesse volumétrique molaire de la réaction chimique j    [mol.m-3.s-1] 
R, Rλ Réflexion    [0] 
ℜ  Coefficient de correction des photons absorbés    [0] 
s Direction d’observation    [m] 
s6 Fraction de diffusion latérale du rayonnement pour la méthode à six flux    [0] 
SnSS r
r
=,  Surface    [m2] 
S
r
 Vecteur de Poynting    [W.m-2] 
Sˆ  Densité volumique d'entropie    [J.m-3.K-1] 
Sk Entropie molaire partielle du constituant k    [J.mol-1.K-1] 
t Temps    [s] 
T Température    [K] 
T, Tλ Transmission    [0] 
u Direction privilégiée    [m] 
U Dimension caractéristique    [m] 
Uˆ  Densité volumique d'énergie interne    [J.m-3] 
vv,
r
 Vitesse    [m.s-1] 
V Volume    [m3] 
wi, wij « Poids » pour une quadrature donnée    [0] 
mWˆ  Densité volumique de puissance mécanique    [W.m-3] 
W Matrice diagonale des poids de la quadrature pour la méthode d-SN    [0] 
x Longueur    [m] 
x Paramètre de taille    [0] 
xi Coordonnées cartésiennes    [m] 
z Longueur    [m] 
 
 
 Lettres Grecques 
 
α Module de diffusion linéaire    [0] 
β Angle polaire pour les méthodes monodimensionnelles    [rad] 
γ Coefficient d’extinction    [m-1] 
δ Coefficient d’extinction pour les méthodes à N flux    [m-1] 
δ ( ) Fonction de Dirac    [-] 
δij Delta de Kronecker    [0] 
ε Coefficient d’extinction    [m-1] 
ζ Angle polaire    [rad] 
η Angle azimutal    [rad] 
θ  Angle polaire    [rad] 
θr Angle polaire    [rad] 
Θ  Angle polaire entre directions incidente et diffusée    [rad] 
κr Partie imaginaire de l’indice de réfraction complexe relatif    [0] 
λ Longueur d'onde    [m] 
µ, µi Cosinus directeur par rapport à la direction privilégiée par la géométrie, Directions de la quadrature    [0] 
kµ~  Potentiel chimique molaire du constituant k    [J.mol-1] 
jkυ  Coefficient stoechiométrique du constituant k dans la réaction j    [0] 
ξ Angle azimutal pour les méthodes monodimensionnelles    [rad] 
Ξ Rendement quantique de la réaction actinométrique de reinecke    [mol A.mol photon-1] 
ϖ  Albédo de diffusion simple    [0] 
ρ Coefficient de réflexion spéculaire ou diffuse    [0] 
σ Coefficient de diffusion linéique    [m-1] 
<σ > Fonction de dissipation spatiale    [W.m-3.K-1] 
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τ Épaisseur optique    [0] 
τij Contrainte de cisaillement    [Pa] 
φ  Angle azimutal relatif    [rad] 
rφ  Angle azimutal    [rad] 
Ωφ  Angle azimutal    [rad] 
ϕ  Angle    [rad] 
Φ  Angle azimutal entre directions incidente et diffusée    [rad] 
χ Angle    [rad] 
ψ  Débit de fluence photonique ou énergétique    [µE.m-2.s-1 ou W.m-2] 
Ψ  Fonction scalaire quelconque    [+] 
Ω Angle solide    [sr] 
Ω
r





app Apparent    [-] 
c Relatif à un rayonnement collimaté    [-] 
d Relatif à un rayonnement diffus    [-] 
e Grandeur énergétique    [-] 
l Relatif à un angle limite    [-] 
m Minimum    [-] 
M Maximum    [-] 
R Relatif au rayon R    [-] 
X Biomasse    [-] 
0 Relatif à une grandeur incidente aux frontières    [-] 
2 Méthode à deux flux    [-] 
6 Méthode à six flux    [-] 
λ Relatif à la longueur d'onde λ ; grandeur spectrale ou spectrique    [confère l'unité USI.m-1 dans ce 
dernier cas] 
Σ Relatif à une intégration spectrique    [-] 





d Réflexion diffuse    [-] 
s Réflexion spéculaire    [-] 
0 Relatif à une grandeur incidente aux frontières    [-] 
' Relatif à un direction diffusée    [-] 
' Relatif à une grandeur molaire    [-] 
ε Relatif à l'émission radiante    [-] 
+ Dans le sens de l’axe    [-] 





x  Grandeur moyenne    [0] 
x
)





 Moyenne spatiale    [0] 











CL  Conditions aux limites 
DOM  Discrete ordinate method 
DDOM  Differential discrete ordinate method 
d-SN  Méthode différentielle aux ordonnées discrètes 
PAR  Photosynthetically active radiation 
PBR  Photobioréacteur 
PF  Fonction de phase 
PN  Méthode des harmoniques sphériques ou des moments 
SN  Méthode aux ordonnées discrètes 
VVLAER Vitesse volumétrique locale d’absorption de l’énergie radiante 
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Les Définitions et Unités du Rayonnement pour les Nuls 
(Chandrasekhar, 1960 ; Dupont et Trotignon, 1994 ; Benenson et al., 2002 ; Siegel et Howell, 2002) 
 
 
Toutes les grandeurs qui vont être définies peuvent l'être (suivant les domaines de la physique) soit en 
nombre de particules exprimé directement N [-] ou en mole de photons : 1 Einstein = E [mol] = 1 mole de 
photons (la grandeur est alors notée sans indice), soit tout simplement en énergie Q [J] du rayonnement (on 
utilise un indice « e » pour « énergétique »). Cela ne modifie en rien les définitions mais les unités doivent être 
modifiées en conséquence. Dans cet appendice, on travaillera en énergie Q. L’équivalent en photométrie des 
définitions que nous donnerons en radiométrie sera en général mentionné ; le terme anglais étant donné entre 
parenthèses. 




λd , pas d’indice). Cela ne change rien à leur définition mais modifie leur unité. Par commodité nous 
omettrons l'indice λ en donnant les unités SI des grandeurs intégrées : pour retrouver l'unité des grandeurs 
spectriques, il suffit de multiplier par [m-1]. 
La plupart des grandeurs en rayonnement ont été historiquement définies pour des surfaces 
(rayonnement thermique), mais elles peuvent être aisément généralisées à un champ de radiation quelconque 
(transfert de rayonnement en milieu complexe) ; ce qui contribue à la confusion entre disciplines ! (on est alors 
amené à intégrer sur 4pi stéradians au lieu de 2pi) 
 
 
1- Les Quatre Grandeurs de Base  
 
1.1- L'Énergie Rayonnante (Radiant Energy) 
 
C’est l’énergie émise, transportée ou reçue sous forme de rayonnement Qe [J] 
L'équivalent en photométrie est la quantité de lumière Q [lm.s]. 
 
1.2- Le Flux Énergétique ou Puissance Rayonnante (Radiant Flux) 
 





e =Φ  
 
 L'équivalent en photométrie est le flux lumineux Φ [lm = cd.sr] (luminous flux en anglais). 
 
1.3- L'Intensité Énergétique (Radiant Intensity) 
 
 Dans une direction donnée d'une source, c'est le quotient du flux énergétique quittant la source dans un 
élément d'angle solide, contenant la direction donnée, par cet élément d'angle solide : 
 




I ee =  
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eI ≅ . Pratiquement, l'intensité énergétique correspond à la puissance rayonnante mesurée Φe dans un 
angle solide lorsque Ω → 0. 
L'équivalent en photométrie est l'intensité lumineuse I [cd] (luminous intensity en anglais). 
 
1.4- La Luminance Énergétique ou Radiance (Radiance) 
 
 C'est l'unité de base la plus commode car en pratique il n'est pas possible de faire des mesures 
ponctuelles ; on préfère donc travailler sur une petite surface dS. L'angle solide définissant un faisceau de 
radiation, l'énergie rayonnante qui traverse un élément de surface dS est alors : 
 
eQd 3  = Le dS cos θ dΩ dt définissant ainsi la radiance Le 
 
En un point d'une surface, et dans une direction donnée, la radiance est le quotient de l'intensité énergétique d'un 
élément de cette surface par l'aire de la projection orthogonale de cet élément, sur un plan perpendiculaire à la 











L eee  
 
L'équivalent en photométrie est la luminance (idem en anglais) [cd.m-2]. 
 
 
Remarque 1 : En toute rigueur Ie et Le dépendent de θ (l'angle avec la surface dS) via une fonction g(θ) appelée 
en transferts radiatifs « fonction de phase » ou « diagramme de diffusion » caractérisant le champ de radiation : 
( ) ( ) ( )θθθ eee dLgdSLdI ==  
Une source est dite Lambertienne (respectivement champ de radiation isotrope) si θcosg(θ =)  (la vraie loi de 
Lambert : cas des corps noirs, gris, surface diffuse…). On a alors : 















Dans ce cas, θcosdS est bien la projection de la surface dS sur un plan perpendiculaire à la direction 
d'observation. Dire alors que dQe (ou dIe) est proportionnelle à dSθcos , c'est admettre que dQe (resp. dIe) est 
proportionnelle à la surface apparente vue du point d'observation, donc que le champ de radiation est isotrope. 
Dans ce cas seulement, pour définir ou mesurer Le, on peut prendre une surface dS d'orientation quelconque ! 
 
Remarque 2 : En raison du peu d'utilité de l’intensité énergétique comme unité, dans le domaine des transferts 
radiatifs au moins, la radiance ou luminance Le est abusivement appelée Intensité ou Intensité spécifique et 
notée I ou i [W.m-2.sr-1]. Cette grandeur remplace alors la « véritable » intensité comme grandeur de base pour 
construire la théorie des transferts radiatifs. Même si cela peut prêter à confusion, nous utiliserons dans la suite le 
symbole I pour désigner la radiance Le par commodité avec les ouvrages du domaine (en fait les 2 notations 
seront rappelées). 
 
Remarque 3 : Dans un champ de radiation quelconque, pour mesurer Le, il faut faire coïncider netd
rrΩ . Il est 
donc possible d'utiliser un capteur plan pour mesurer la radiance dans une direction donnée (la normale à la 
surface) à condition que la surface du capteur soit très petite par rapport à la dimension caractéristique du champ 
de radiation (sinon, on mesure plutôt une excitance, voir ci-après). 
 
 




2- Les Deux Grandeurs Intégrales Surfaciques (hémisphériques)  
 
2.1- L'Excitance Énergétique (Specific Radiant Emittance) 
 
En un point d'une surface, l'excitance est le quotient du flux énergétique quittant (respectivement 
entrant) un élément de cette surface par l'aire de cet élément : 
 














où dS est un élément de surface fixe. 
 
L'équivalent en photométrie est l'excitance lumineuse M [lm.m-2]. 
 
On voit bien ici que Me est une grandeur hémisphérique (appelée en transferts radiatifs puissance émise 
hémisphérique eb) qui doit être obtenue par intégration sur l'hémisphère Ω = 2pi stéradians : 











∫ ∫∫ ∫ ==  







C'est le cas pour le rayonnement non polarisé du radiateur intégral pour lequel on a, après intégration de la loi de 




 (loi de Stefan Boltzmann ; 
émission du corps noir). 
 
2.2- Éclairement Énergétique ou Irradiance (Irradiance) 
 
En un point d'une surface, l'irradiance est le quotient du flux énergétique reçu (respectivement émis) par 
un élément de cette surface, par l'aire de la projection orthogonale de cet élément sur un plan perpendiculaire à la 

















L'équivalent en photométrie est l'éclairement [lx = lm/m2] (illuminance en anglais). 
 
Ee est une grandeur hémisphérique obtenue par : 
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Pour un rayonnement isotrope, Le (ou I) peuvent être sortis de l'intégrale : 
Ee = ILe pipi 22 =    (= 2 Me) 
Pour le rayonnement non polarisé du radiateur intégral, Ee = 2σ T 4 
 
Remarque générale : Bien que l'excitance se réfère plutôt à l'émission d'un rayonnement, d'un point de vue 
plus général, ces 2 grandeurs correspondent en fait à ce que l'on peut mesurer avec un petit capteur plan ou 
sphérique à l'entrée d'un milieu (conditions aux limites), ce qui conduit souvent à des abus de langage de la part 
des fabricants de capteurs. 
 
 capteur plan : Ce capteur mesure en toute rigueur une excitance qui est appelée densité de flux d'énergie 
(même unité) par les fabricants. La confusion vient de ce que la densité de flux comme CL n'est définie que sur 
un hémisphère (rayonnement entrant) alors que la densité de flux est rigoureusement définie sur 4pi stéradians 
(voir plus loin). De la sorte on ne compte pas les valeurs négatives de cos θ :  










0 sincos ddIq  ; c'est bien la même définition que l'excitance. 
Si le rayonnement est collimaté eLIq ==∩ 0  




 capteur sphérique : Souvent appelé capteur d'irradiance sphérique (scalaire) ou débit de fluence énergétique 
(voir plus loin), ce capteur mesure bien une irradiance comme CL (en fait il mesure un débit de fluence 
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Si le rayonnement est collimaté :  Ee = I0 
Si le rayonnement est diffus :  Ee = 2pi I0 
 
 
3- Les Quatre Grandeurs Intégrales « Sphériques » 
 
3.1- L'intensité ou Radiance Moyenne (Mean Intensity) 
 !! Cette grandeur n'est pas normalisée !! 
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3.2- L'Irradiance Sphérique (Spherical Irradiance) 
 !! Cette grandeur n'est pas normalisée !! 
 
Cette grandeur ne diffère que d'un facteur 4pi avec la précédente puisqu'il s'agit de la radiance 
(l'intensité) intégrée sur 4pi stéradians. Bien que non normalisée, la lettre G s’impose dans de très nombreux 
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Dans un champ isotrope ILG e pipi 44 == . 
Notons que cette grandeur est parfois aussi appelée Irradiance scalaire (scalar irradiance) ou intensité 
incidente (incident intensity). Elle est très importante en transferts radiatifs car elle est à la base de calcul de la 
vitesse volumétrique locale d'énergie radiante absorbée dans un milieu (VVLAER Ga=A  [W.m-3] où a est le 
coefficient linéique d'absorption du milieu [m-1]) qui joue un rôle important notamment dans le calcul des 
vitesses de réactions photochimiques. 
 
3.3- La Densité de Flux d'Énergie Rayonnante (Radiant Flux Density) 
 
 Par analogie avec la densité de flux de chaleur, on définit un vecteur densité de flux d'énergie radiante 
par l'intégrale : 
[ ]2
44








où cos θ est l'angle entre la normale à la surface de référence et la direction considérée. 
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Dans une direction donnée x, la projection de qr  est donc : 







sincossincos ddIddLq ex  
On voit que cette définition est proche de celle de l'excitante Me au détail près que l'on intègre sur 4pi stéradians, 
c'est à dire que la borne supérieure sur θ prend en compte toutes les valeurs négatives de cos θ entre pi/2 et pi. En 
conséquence, on retiendra que la puissance rayonnante traversant une surface unité d'orientation quelconque est 
toujours la projection du vecteur qr  sur la direction de la normale à cette surface. 
 
Remarque : Comme cela a déjà été souligné, dans la mesure où cette grandeur se mesure comme CL sur un 







sincos ddIq , les fabricants de capteur appellent souvent par abus densité 
de flux ce qui n'en est pas une ! (c'est plutôt une excitance ou une densité de flux hémisphérique incidente !) 
 
3.4- L'énergie Rayonnante Volumique (Radiant Energy Density) 
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Cette grandeur sert à exprimer le terme d'accumulation dans le bilan d’énergie radiante de la phase photonique. 
Pour avoir l’énergie par unité de volume au point P provenant de toutes les directions, c'est-à-dire de toute la 
surface arbitraire S fermée entourant P, il faut intégrer sur l’angle solide. 
 
 
4- Les Deux Grandeurs Composées (double intégrale sur une 
surface fermée)  
 
4.1- La Fluence Énergétique (Radiant Fluence) 
 
En un point donné de l'espace, la fluence énergétique est le quotient de l'énergie reçue sur une petite 
sphère par l'aire du grand cercle de cette sphère Aréf. Il s'agit donc d'une double intégration, d'une part sur un 








Cette grandeur est très utilisée en rayonnements nucléaires (transports des neutrons) ou en physique des lasers 
(pulsés). 
 
4.2- Le Débit de Fluence Énergétique (Radiant Fluence Rate) 
 










d φΨψϕ  
 
On exprime eφ  à partir de Me et non pas de Ee car on considère qu'en chaque point de la surface, on a un 
comportement cosinus collecteur et donc que sur chaque élément dS, par rapport à la normale à S, on mesure 
bien une excitance ou un flux incident hémisphérique (voir la définition de la densité de flux en 3.3). 
 On a alors, par rapport à une surface mobile définie dans un repère fixe par l’angle polaire ζ : 




















dSdMd ζΩθζΩθζψ coscoscoscoscos2 ===  et 2RAréf pi=  
En remarquant la correspondance physique déjà mentionnée entre excitance Me et densité de flux hémisphérique 
∩q , on peut donc calculer ψ par la double intégrale : 
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Remarque 1 : La fluence et le débit de fluence sont des grandeurs parfaitement normalisées. 
 
Remarque 2 : Le calcul du débit de fluence énergétique est ramené au "maître couple" 2Rpi  et non à la surface 
de la sphère 24 Rpi , car on peut montrer ainsi que si le rayon de la sphère (un capteur) devient suffisamment 








Comme l'irradiance sphérique est justement ce que l'on cherche à mesurer au sein du champ de radiation, la 
définition a été ainsi posée, ce qui explique que l'on ramène à 2Rpi . Cette relation se démontre usuellement très 
facilement dans un champ de radiation isotrope ; c’est encore possible dans un champ quelconque avec une 
méthode analytique à 2 flux, mais elle est valable dans le cas général. 
 
 
5- Que Mesure-t-on Exactement avec des Capteurs Plans et 
Sphériques ? 
 
5.1- Cas du Capteur Plan (sert à définir les CL en général) 
 
 Si la surface du capteur est très petite devant l'échelle de taille qui caractérise la distribution 
angulaire du champ de radiation (il faut qu'en première approximation, on ait un rayonnement collimaté sur 
toute la surface active du capteur !), on mesure une luminance ou radiance Le (I) dans la direction de la 
normale à la surface du capteur (cas d'une DEL ou très proche d'une lampe…) 
 Si la surface est suffisamment grande pour que l'hypothèse précédente ne soit pas possible (majorité 
des cas), on mesure une excitance Me (au sens généralisé en transfert de rayonnement) ou une densité de flux 
hémisphérique incidente ∩q  appelée densité de flux par les fabricants). Il faut bien se renseigner car certains 
capteurs sont corrigés à l'étalonnage ou par fabrication pour mesurer une irradiance ! (luxmètre ou pyranomètre). 
Pour un rayonnement homogène sur la surface du capteur (surface suffisamment petite !) on mesure pour un 
rayonnement incident collimaté colI 0  (perpendiculaire) : 























5.2- Cas de capteur sphérique (pour CL ou bien au sein d'un milieu complexe) 
 
Il mesure toujours un débit de fluence énergétique ψ (qui se ramène à G si R petit). Si le capteur est 
très petit devant la taille caractérisant la variation spatiale du champ de radiation, on peut faire l'hypothèse 
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d'un champ homogène autour du capteur (mais non forcément isotrope !), on mesure alors l'irradiance G (voir 
précédemment) que ce soit dans le milieu (irradiance sphérique G) ou en condition aux limites (irradiance 
hémisphérique ∩G ). 
 
 Dans le cas particulier des conditions aux limites (CL) : 
Si le rayonnement est collimaté colI 0 , l'intégrale donnant )(RM e  ou ∩q vaut simplement : 
( ) )0(coscos 00 ==+ ccolccol siII θζθζ  













 on mesure la densité de flux 
incidente (même chose que pour le plan !). 
Si le rayonnement est diffus, isotrope difI0 , avec 
dif
e
dif IqMIG 00 et2 pipi === ∩∩  : 
∩∩ ===== ∫∫ qIGdIdIR












 on mesure l'irradiance incidente 
 Si l'on se place au sein d'un milieu complexe (intégration sur 4pi stéradians) en champ isotrope difI 0 , 
on a pour la même hypothèse d’un capteur de faible rayon R: 












où qR est la densité de flux hémisphérique à la surface du capteur. Le débit de fluence est 4 fois le flux incident à 
la surface (définition parfois donnée pour le débit de fluence !). De plus, comme ,0dife IM pi=  on a 
GI dif == 04piψ  qui est bien ….. l'irradiance ! 
 
Notons que si la taille du capteur n'est pas négligeable dans le champ de radiation, alors on doit 
effectuer l’intégrale double de la définition du débit de fluence pour savoir ce que l’on mesure. Ceci n’est 
évidemment possible que si l’on dispose d’un moyen théorique de calculer le champ de radiation de façon 
détaillée à la surface du capteur occupant une position donnée. Les fabricants de capteurs confondent débit de 
fluence énergétique ψ et irradiance sphérique G (aussi appelée irradiance scalaire) car ils considèrent que 











Propriétés Optiques et Radiatives Moyennes des 
Principaux Micro-organismes de l’Étude. 
 
 
 Les principales caractéristiques, ainsi que les propriétés optiques et radiatives moyennes des micro-
organismes photosynthétiques étudiés dans ce chapitre sont récapitulées dans le tableau ci-dessous. Elles ont été 
obtenues à partir des méthodes décrites au chapitre 2, en moyennant d’abord les propriétés optiques (paragraphe 













Type de micro-organisme Micro-algue 
eucaryote 




Teneur en pigments 
 
Chlorophylle a : 1,5% 
Chlorophylle b : 0,8% 




Caroténoïdes : 0,35% 
Chlorophylle a : 1,2% 
Phycocyanine : 10,5% 
Allophycocyanine : 7% 








Elongation R = 0,2628 
Cylindre 
 
Elongation R = 0,0284 
Dimension caractéristique a (µm) 4,06 0,55 4,19 
Distribution de taille log-normale 1,17 1,14 1,11 
PAR et λmoyen (nm) [400-700]   (550) [400-900]   (650) [400-700]   (550) 
Facteur de correction •Q  (adim.) 







Partie imaginaire de l’indice de 
réfraction κ (adim.) 







Partie réelle de l’indice de 























Albédo ϖ  (adim.) 0,8327 0,9166 0,7973 








Fraction rétro diffusée b2 (adim.) 0,0076 0,0107 0,030 

























 Chapitre 4 
 
 
















« La biologie n’est pas autre chose que la physique du grand complexe ». 
 
 
       Pierre Teilhard de Chardin 






























1- Introduction - Couplages Énergétique et 
Cinétique dans les Photobioréacteurs 
 
 
 Les deux chapitres précédents de ce mémoire ont été consacrés à l’établissement et à la validation 
d’outils théoriques prédictifs permettant d’accéder au calcul de la vitesse volumétrique locale d’absorption de 
l’énergie radiante (VVLAER), voire à son intégrale volumique (VVMAER), pour différentes géométries de 
photoréacteurs. Plusieurs hypothèses simplificatrices ont été présentées et discutées, le choix final d’une 
approche étant toujours lié à un compromis entre fidélité de description des phénomènes et puissance de calcul 
requise. S’il est évident que ces grandeurs sont à la base de l’établissement d’un modèle de connaissance des 
photobioréacteurs (PBR) puisqu’elles représentent la part rayonnante du bilan d’énergie échangée entre phases 
(couplage faible ; voir chapitre 1 et Cornet, 2005), il reste à en formuler les couplages cinétique et énergétique en 
termes prédictifs. Ainsi, l’objectif de ce dernier chapitre est de montrer que ceux-ci peuvent se formuler sans 
avoir recours aux modèles de représentation utilisés classiquement en génie des bioréacteurs, mais plutôt à partir 
de rendements quantiques et énergétiques rigoureusement définis et calculables a priori à partir d’une analyse 
thermodynamique de la photosynthèse. Nous démontrerons donc que, contrairement à la problématique des 
bioréacteurs aérobies traditionnels, les PBR présentant un degré de liberté de moins, l’utilisation d’un taux de 
croissance pour l’écriture des cinétiques est totalement obsolète et artificielle. 
 
 
1.1- Couplage Énergétique 
 
 
 Nous avons déjà largement insisté au chapitre premier et à la fin du chapitre trois sur le fait que pour les 
procédés à couplage faible, celui-ci se limite à un échange entre phases photonique (l’énergie du champ 
électromagnétique) et matérielle. Ainsi, comme nous l’avons déjà démontré, le calcul de la vitesse volumétrique 
moyenne (spatiale) d’absorption de l’énergie radiante (VVMAER) suffit d’une part à formuler le bilan 
enthalpique du PBR (éq. III.5.16) et d’autre part à vérifier la conservation de l’énergie sur le réacteur (par 
comparaison avec le bilan spatial de la phase photonique) avant toute analyse supplémentaire. 
 A l’opposé, nous avons également démontré que l’optimisation exergétique du PBR, mettant en œuvre 
le bilan d’entropie (éq. III.5.19), ainsi que l’utilisation de la fonction de dissipation (éq. III.5.21) en vue d’une 
analyse thermodynamique phénoménologique linéaire nécessitait au préalable de connaître les vitesses de 
réactions impliquées dans le processus biochimique de la photosynthèse. Cette dernière approche qui pourrait 
notamment être exploitée ici pour établir et définir sans ambiguïté (contrairement à la littérature publiée sur le 
sujet) l’efficacité thermodynamique d’un PBR ne pourra donc être utilisée qu’ultérieurement, après la 
formulation exhaustive du couplage cinétique. Il est néanmoins possible de préciser dès à présent que toute 
analyse énergétique nécessitera de travailler avec les unités conventionnelles du système international pour 
l’énergie (le Joule en l’occurrence), alors que nous verrons que l’unité quantifiée qu’est la mole de photons est 
plutôt mieux adaptée aux aspects cinétiques qui se formulent en terme de rendements quantiques (molaires à la 
base). Le passage d’un système d’unité à l’autre requiert donc de maîtriser la conversion dans de nombreux cas 
pratiques, et dans la mesure où nous rencontrerons souvent ce problème au cours de ce chapitre, il fait l’objet 
d’une notice explicative présentée dans l’appendice IV.1. On trouvera de même dans cet appendice une méthode 
de calcul du rendement énergétique de tous les types de lampes en fonction de leurs données constructeur ; en 
effet ce calcul est fondamental dans les cas où l’on souhaite optimiser le procédé par rapport à l’énergie 
électrique consommée (si cette ressource est limitée, comme pour les systèmes clos de support vie). 
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1.2- Couplage Cinétique et Stoechiométrie 
 
 
 Dans le cadre général des photoréacteurs et photobioréacteurs, l’énergie rayonnante provenant de la 
phase photonique est utilisée sur la phase matérielle pour alimenter des réactions chimiques ou biochimiques 
endergoniques. Ce terme échangé vient donc indirectement interférer dans le terme source du bilan matière via 
une (ou des) vitesse volumétrique de réaction locale (puisque le champ d’irradiance est hétérogène). De façon 
tout à fait conventionnelle en génie des photoréacteurs chimiques, cette vitesse volumétrique de réaction est 
définie à partir de la VVLAER, en introduisant un rendement quantique (Irazoqui et al., 1976 ; Spadoni et al., 
1978 ; Cassano et al., 1995) souvent relativement bien défini, connu (expérimentalement ou théoriquement) et 
indépendant de l’irradiance. Il n’y a en principe aucune raison théorique pour procéder différemment dans le cas 
des PBR, bien que très curieusement à notre connaissance, aucun autre auteur n’ait jamais proposé une telle 
approche, excepté Aiba (1982), mais de façon très indirecte et à l’échelle spatiale. Cependant, dans ce cas, 
comme la photosynthèse est un processus non linéaire (infiniment plus complexe que la plupart des réactions 
photochimiques d’intérêt industriel), il n’est pas possible de considérer le rendement quantique constant dans le 
réacteur. On se doit cependant de rechercher une formulation du couplage cinétique sous cette forme puisqu’elle 
seule garantit une prise en compte des processus physico-biochimiques réels, débouchant ainsi sur une approche 
de connaissance, prédictive et déterministe. 
 Bien évidemment et de façon triviale, une vitesse de réaction est toujours associée à une équation 
stoechiométrique, dont nous montrerons ultérieurement que dans le cas des PBR, elle s’établit généralement a 
priori, sans aucun degré de liberté, permettant alors un accès direct aux principales vitesses de consommation ou 
de production des métabolites échangeables de la cellule. 
 Enfin, en première approximation, on peut considérer que ce couplage cinétique et stoechiométrique 
n’est pas influencé par l’hydrodynamique, même s’il est connu depuis longtemps en procédique que de nombreux 
effets liés à l’écoulement au sein du réacteur peuvent influencer ses performances. Aussi, ce paragraphe débutera 
par une analyse très globale de ce problème permettant notamment de définir dans quelles conditions il est 
possible d’observer ce couplage supplémentaire. 
 
 
1.2.1- Effets Potentiels d’un Couplage Hydrodynamique 
 
 La prise en compte de mauvaises conditions d’écoulement pour la culture de micro-organismes 
photosynthétiques est un problème déjà ancien. En effet, lors de la grande époque des recherches sur la 
photosynthèse, Fredrickson et al., (1961) s’étaient attaché à montrer, avec des modèles simples, les différences 
de productivités qui pouvaient apparaître en fonction de conditions d’agitation plus ou moins efficaces. Plus tard, 
cette même équipe (Sheth et al., 1977) reprenait le problème de l’écoulement dans des canaux en utilisant des 
modèles dynamiques susceptibles, d’après eux, de tenir compte des effets d’intermittence lumière/obscurité lors 
de l’étude du passage d’un écoulement laminaire à la turbulence développée. Dans ces deux études théoriques, 
les auteurs mettaient en évidence un effet bénéfique de la turbulence et de la qualité du mélange d’environ 20% 
au maximum. Il est en effet indéniable que la réalisation d’un mélange efficace au sein d’un PBR (encore plus 
que dans le cas d’un réacteur chimique conventionnel) est une condition nécessaire pour la maîtrise du procédé. 
A contrario, il est facile de montrer que dans le cas d’écoulements laminaires par exemple, il peut exister un 
couplage hydrodynamique directement avec les cinétiques de croissance des micro-organismes lié notamment à 
des périodes prolongées des cellules à des irradiances inhibantes ou à l’obscurité. La suite de ce paragraphe se 
rapportera donc plutôt à une analyse globale des conditions d’apparition d’un couplage hydrodynamique, par un 
écart à l’idéalité de réacteurs supposés correctement agités et en écoulement turbulent, au regard de leur mode de 
fonctionnement (réacteur agité mécaniquement, pneumatiquement, ou tubulaire). 
 Les systèmes d’advection-réaction-diffusion (ou dispersion) ont été largement étudiés depuis longtemps 
déjà (Livi et Vulpiani, 2003), que ce soit dans le cadre d’applications naturelles ou pour la procédique. De façon 
simple et conventionnelle, on considère que le couplage entre un écoulement turbulent et une vitesse de réaction 
peut se produire si les deux phénomènes présentent des constantes de temps du même ordre de grandeur. Le 
nombre de Damköhler I (DaI) généralisé, justement défini comme le rapport des temps caractéristiques de 
l’advection sur celui de la réaction, peut à ce titre être utilisé pour présenter une approche très globale du 
problème. On considère en effet qu’un couplage hydrodynamique peut se produire si ce nombre est environ égal 
à un, mais en pratique une fourchette entre 0,1 et 20 est plus souvent mentionnée. Bien évidemment, les temps 
caractéristiques de l’hydrodynamique peuvent notablement différer suivant le type de réacteur considéré (voir ci-
dessus), mais un ordre de grandeur suffit ici et peut généralement être estimé facilement. Il est néanmoins 
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possible d’envisager des études beaucoup plus sophistiquées basées sur l’utilisation de la mécanique des fluides 
numérique, notamment lorsque l’on souhaite justement se doter d’outils théoriques pour formuler (à terme) le 
couplage (Pruvost et al., 2002 et 2004, Luo et Al-Dahhan, 2004). Le tableau IV.1 présente une estimation des 
nombres de Damköhler pour un réacteur agité mécaniquement et différentes étapes caractéristiques du 
métabolisme photosynthétique. Il montre très clairement que les phénomènes liés à la croissance cellulaire (la 
biomasse) sont beaucoup trop lents pour donner lieu à un couplage hydrodynamique alors que ceux responsables 
des transferts d’excitations dans les unités photosynthétiques (UPS) sont beaucoup trop rapides. Ainsi, s’il existe, 
le couplage devrait intéresser les chaînes de transporteurs d’électrons et les métabolites énergétiques associés 
(ATP et nucléotides cofacteurs) qui servent notamment à définir le rendement quantique (voir infra). Il s’agirait 
alors de phénomènes dynamiques au niveau des membranes des thylacoïdes ou des chloroplastes (voire des 
mitochondries en respiration) qui peuvent se produire à l’occasion de passages lumière/obscurité à une constante 
de temps fixée à la fois par l’hydrodynamique et le degré de limitation physique par le transfert de rayonnement. 
A l’inverse, on remarque également sur ce tableau que le choix d’une échelle de temps minimale pour pouvoir 
appliquer la thermodynamique phénoménologique linéaire en vue notamment de modéliser le schéma en Z de la 
photosynthèse (couplage entre la photophosphorylation et la production de pouvoir réducteur) conduit à des 
valeurs faibles du nombre de Damköhler, de telle sorte que l’on ne peut espérer par cette approche que des 












gouverne le procédé 
Vitesse de croissance de la biomasse 10-5 réaction 
Échelle de temps minimum pour l’utilisation de la 





Chaînes de transporteurs d’électrons. 






Étape limitante du transfert d’excitations dans les UPS 106 hydrodynamique 
Photolyse de l’eau au photosystème II (production d’O2) 1011 hydrodynamique 
 
Tableau IV.1 : Ordres de grandeurs des nombres de Damköhler en photobioréacteur pour différents processus 
dynamiques du métabolisme (ces valeurs sont pour des cuves agitées ; des estimations plus précises peuvent être 
réalisées pour un type et une géométrie de réacteur donnés). Le phénomène caractérisant l’étape limitante et qui 




 En tout état de cause, si un tel couplage existe, il devrait nécessiter, pour être pris correctement en 
considération, de développer des modèles dynamiques de la production de gradient de pH transmembranaire 
et/ou du pool de cofacteurs réduits (voire de leur couplage avec la réoxydation par la respiration chez les 
eucaryotes). Ainsi, le comportement moyen temporel, sur une échelle de temps qui reste à définir (Pruvost, 
2005), serait différent du comportement moyen spatial, pouvant induire des modifications de productivités 
globales d’environ plus ou moins vingt pourcents, si l’on se base sur les difficiles estimations expérimentales 
publiées et sur nos propres observations (un bilan récapitulatif montrant la diversité des fréquences prises en 
compte et les controverses qui peuvent en résulter est assez bien fait dans l’introduction du papier de Janssen et 
al., 2000). Malheureusement, à l’heure actuelle, non seulement il n’existe même pas un embryon de modèle de ce 
type, mais les techniques expérimentales permettant de le valider restent aussi à découvrir, ce qui fait 
certainement de ce problème un grand défi pour l’avenir. Il reste que pour avoir lieu, ce couplage 
hydrodynamique suppose que les cellules ne fonctionnent pas en mode « tout ou rien » lors des alternances 
lumière/obscurité. Ce dernier comportement est pourtant probablement très réaliste chez les cyanobactéries, car 
on sait qu’il existe dans ce cas une inhibition de la respiration à la lumière, notamment chez Arthrospira (Cornet, 
1992), associée d’ailleurs à une absence du cycle de Krebs (qui est le principal consommateur de cofacteurs 
oxydés produits par respiration). En conséquence, il n’est sans doute pas possible de voir un couplage tel que 
nous venons de le définir chez ces micro-organismes (excepté s’il l’on doit prendre en compte un phénomène de 
relaxation). Par contre, il est très probable qu’il puisse être mis en évidence chez les micro-algues eucaryotes 
puisque dans ce cas, on sait que la photosynthèse et la respiration coexistent dans des organites cellulaires 
différentiés. Enfin, nous avons constaté sur nos propres expériences avec des bactéries pourpres 
photosynthétiques du genre Rhodospirillum, qui ne possèdent qu’un seul photosystème pouvant fonctionner 
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différemment à la lumière ou à l’obscurité (transfert d’électrons inverse), que des écarts de productivités de 
l’ordre de 20% pouvaient effectivement apparaître en fonction des conditions d’agitation et d’éclairement du 
PBR. A ce propos, si l’on cherche à faire émerger un point commun entre ces deux derniers métabolismes a 
priori fort différents, on peut émettre l’hypothèse que cet effet hydrodynamique intéresserait un couplage soit au 
niveau des potentiels de membrane, soit plutôt au niveau des cofacteurs transporteurs d’électrons, 
traditionnellement considérés comme stoechiométriques, via leurs voies métaboliques de 
production/consommation (alors que les ratios P/O et P/2e- resteraient fixés par des considérations 
thermodynamiques moyennes temporelles, assurant la stabilité du métabolisme). De telles perturbations 
dynamiques se traduiraient alors de façon plus globale par des modifications du point de compensation de la 
photosynthèse qui deviendrait ainsi une fonction de l’hydrodynamique pouvant expliquer les écarts de 
productivités susnommés. Si un tel phénomène était confirmé, il serait alors possible, en considérant que les 
cellules répondent à un transport de scalaire passif, de traiter la non linéarité advection/réaction en recherchant 
dans le PBR la localisation du point de compensation par renormalisation phénoménologique des temps de 
réaction, rendant ainsi à nouveau le problème pseudo indépendant de l’hydrodynamique. Cette approche 
novatrice correspondrait à une extension à la turbulence (Clavin et Williams, 1979 ; Kerstein et Ashurst, 1992 ; 
Constantin et al., 2000 ; Livi et Vulpiani, 2003) de méthodes bien établies (originellement par Kolmogorov) en 
laminaire pour la détermination spatio-temporelle de fronts de propagation dans les systèmes où il existe un 
couplage entre advection dominante et réaction pouvant être responsable d’un décalage de front (Abel et al., 
2001). 
 Finalement, bien qu’il soit évident que ces problèmes devront être étudiés et mieux compris dans 
l’avenir, même si les effets rapportés en terme de productivités restent faibles, nous les considèrerons par la suite 
comme négligeables en nous basant pour ce travail sur des hypothèses classiques d’écoulements idéaux. Ce choix 
est largement justifié par le fait, tout d’abord, que nous focaliserons notre étude concernant les couplages 
cinétique et énergétique sur le métabolisme des cyanobactéries qui ne sont probablement pas sensibles au 
couplage hydrodynamique comme nous venons de le signaler plus haut. D’autre part, comme nous le verrons 
dans la partie traitant de la conception des PBR (voir paragraphe 6), il est possible de maîtriser ce phénomène en 
agissant en amont sur le design du réacteur et le contrôle du champ de radiation. Ainsi, l’utilisation d’une 
hypothèse d’écoulement idéal nous permettra de considérer que les grandeurs moyennes spatiales sur le PBR sont 
a priori équivalentes à des moyennes temporelles sur une échelle de temps que nous définirons ultérieurement 
dans la partie traitant du couplage par la thermodynamique linéaire des processus irréversibles. 
Enfin, on notera que ce choix n’est pas forcément restrictif puisque l’on sait (certes indépendamment 
d’un couplage métabolique évoqué plus haut) tenir compte des écoulements réels en réacteurs à partir de 
l’analyse des distributions de temps de séjour, que celles-ci soient obtenues expérimentalement ou, plus 
récemment, numériquement. Cette dernière approche fait d’ailleurs l’objet de travaux intéressants (Wu et 
Merchuk, 2002 ; Luo et Al-Dahhan, 2004 ; Pruvost, 2005 ; Pruvost et al., 2006), particulièrement au GEPEA de 
Nantes où l’on a montré comment la prise en compte de l’hydrodynamique réelle pouvait influencer le champ de 
radiation au sein du PBR (Pottier, 2005 ; Pruvost, 2005). Pour le moment néanmoins, il n’est pas possible d’en 
déduire directement des effets sur les productivités puisque ce type de modifications locales ne peut pas modifier 
la VVMAER et que le rendement quantique moyen ne peut être affecté que par la prise en compte d’une 
approche dynamique du métabolisme évoquée précédemment. 
 
 
1.2.2- Formulation et Partition des Rendements 
Quantiques et Énergétiques 
 
 Comme nous l’avons déjà évoqué, la photosynthèse est un processus qui présente un degré de liberté de 
moins que la respiration si l’on est capable de connaître a priori la vitesse volumétrique d’absorption de l’énergie 
radiante ou photonique (VVLAER ou VVMAER) par les micro-organismes, tel que nous l’avons présenté dans le 
chapitre 3. Cette caractéristique fondamentale permet donc d’envisager la modélisation des vitesses de croissance 
de façon séduisante à partir du calcul du ou des rendements de conversion de l’énergie photonique en biomasse. 
On se trouve alors confronté à nouveau à un problème énergétique, nécessitant le recours à la thermodynamique 
qui elle seule garantit une approche prédictive sur des bases théoriques solides. Ainsi, avant de définir 
précisément les différents rendements que nous utiliserons tout au long de ce chapitre, nous commencerons par 
montrer à quel point il est dommage, voire contestable, d’utiliser un conventionnel taux de croissance pour 
formuler le couplage cinétique, tel que cela est pratiqué par la quasi-totalité de la communauté scientifique 
travaillant sur les PBR. 
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1.2.2.1- De la Déraisonnable Utilisation d’un Taux de Croissance 
pour Formuler le Couplage Cinétique en Photobioréacteurs 
 
 Faisant fi de l’énorme avantage théorique fourni par la possibilité de travailler à partir de la VVLAER, 
et en totale opposition avec l’approche de connaissance adoptée en génie des photoréacteurs chimiques (Cassano 
et al., 1995), la quasi totalité de la communauté scientifique travaillant avec les micro-organismes 
photosynthétiques continue à utiliser un taux de croissance pour décrire le comportement cinétique du PBR. 
Cette erreur structurelle, avec laquelle il est vrai nous avons quelques temps flirté, est bien sûr liée à la 
traditionnelle représentation de la croissance de micro-organismes aérobies, pour lesquels le taux de croissance 
possède une signification physiologique bien établie (Monod, 1958 ; Roels, 1983). Notons au passage que pour 
la photosynthèse, de très nombreuses lois spécifiques, qu’il serait beaucoup trop long de discuter ici, ont malgré 
tout été proposées en relation avec l’énergie lumineuse disponible, mettant en jeu un nombre de paramètres à 
identifier plus ou moins important (de deux minimum à cinq ou plus !). Notamment, s’opposent les tenants d’une 
réponse hyperbolique de type Monod vis-à-vis de la lumière disponible (celle-ci pouvant être caractérisée de 
façon plus ou moins douteuse), avec ou sans inhibition, aux tenants d’une réponse exponentielle. Au regard des 
précisions expérimentales caractérisant ce type de mesures, ce débat apparaît plutôt dérisoire si l’on réalise que 
dans tous les cas, il s’agit de simples modèles de représentation. 
 En effet, les bases physiologiques de la photosynthèse sont très différentes de celles de la respiration qui 
ont servi à bâtir la structure des modèles à taux de croissance. Notamment, la non linéarité entre vitesse de 
réaction et énergie lumineuse est due essentiellement à une perte d’efficacité dans les phénomènes de transfert 
des excitations au sein des UPS. Ainsi, les lois précédentes sensées traduire ce phénomène, apparaissent d’autant 
plus empiriques que l’énergie lumineuse est caractérisée indifféremment selon les auteurs par une irradiance, une 
irradiance moyenne spatiale, une densité de flux incidente ou un débit de fluence photonique. Bien plus, les 
inconvénients liés au choix de ce type de lois ne se limitent pas à des bases physiologiques pour le moins floues. 
D’un point de vue cinétique, l’utilisation d’un taux de croissance pour la biomasse n’a de sens que si elle traduit 
un comportement autocatalytique du premier ordre caractérisé par une constante de vitesse égale au taux de 
croissance maximum qui est en principe une fonction de la température seule. Cette description bien adaptée à la 
croissance cellulaire aérobie autorise en réacteur discontinu une croissance exponentielle (en relation avec le 
temps de doublement des microbiologistes) qu’il n’est jamais possible d’observer dans le cas des PBR puisque 
par définition l’augmentation de la population cellulaire modifie le champ de radiation, même en régime 
cinétique. Si l’on ajoute à cela le fait que l’identification (sous conditions particulières de culture) d’un taux de 
croissance maximum ne permet pas de tenir compte de sa variation avec la densité de flux incidente et/ou sa 
qualité spectrale (toutes choses que nous démontrerons ultérieurement), et que cette approche ne peut fournir 
aucune information supplémentaire d’ordre stoechiométrique ou énergétique, on comprend mal un tel 
acharnement à défendre une conception aussi peu prédictive et robuste ayant largement fait son temps. Ce constat 
est d’autant plus sévère que, même si l’on continue à procéder par identification, il est facile d’utiliser 
structurellement une formulation du couplage cinétique basée sur la définition de rendements énergétiques 
cohérents, sans augmenter l’espace paramétrique du modèle de connaissance obtenu ! 
 
1.2.2.2- Définitions et Partition des Rendements Quantiques et 
Énergétiques 
 
 Comme tout processus photochimique primaire, la photosynthèse est un phénomène énergétique 
quantifié, c'est-à-dire qu’elle répond à toute excitation par un photon visible dont l’énergie est supérieure à 680 
nanomètres (1,8 eV) pour la photosynthèse classique, mais qui peut diminuer à 900 voire 1000 nanomètres (1,25 
eV) pour certaines bactéries. Le spectre visible efficace est généralement appelé PAR, pour l’anglais 
« photosynthetically active radiation » (voir les définitions en appendice IV.1). Dans la mesure où chaque photon 
efficace, quelle que soit son énergie, conduit à la même séparation de charge, il apparaît plus logique pour 
formuler le couplage cinétique de raisonner en rendements quantiques molaires plutôt qu’en rendements 
énergétiques. Pour cette même raison, il est d’usage d’utiliser une grandeur molaire - la mole de photons [molhν] 
(ou par commodité la micromole de photons µmolhν) - pour mesurer les densités de flux incidentes ou les 
irradiances dans les PBR, plutôt que le joule que nous avions préféré pour traiter du couplage énergétique. 
Rappelons ici que le passage d’une unité à l’autre (souvent nécessaire) est décrit dans l’appendice IV.1. Ainsi, en 
totale conformité, nous verrons que l’utilisation de la thermodynamique des processus irréversibles pour formuler 
le couplage cinétique conduit bien à des rendements quantiques molaires comme donnée de base, les autres 
rendements énergétiques pouvant être déduits par conversion à partir du spectre énergétique d’émission des 
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lampes ou du rayonnement (voir infra). Le principal intérêt qui résulte du choix de la micromole de photons dans 
ce cas est donc bien de travailler avec des grandeurs qui sont indépendantes du spectre d’émission du 
rayonnement incident, permettant ainsi de développer des modèles prédictifs pour des sources lumineuses 
variées, y compris des DEL. Il est alors judicieux de définir des grandeurs photoniques molaires, équivalentes 
aux grandeurs énergétiques utilisées dans les trois premiers chapitres de ce mémoire pour caractériser le champ 
de radiation au sein des PBR. Notamment, nous utiliserons des densités de flux q’ et des irradiances G’ molaires 
(en µmolhν.s-1.m-2), ainsi que des VVLAER molaires A’ (en µmolhν.s-1.m-3), que ce soit pour des grandeurs 
moyennes en fréquence (le plus souvent dans le PAR) ou bien pour des grandeurs spectriques. 
 
 A partir de cette VVLAER molaire, il est alors possible de définir les rendements de conversion donnant 
la vitesse volumétrique locale molaire de production de la biomasse Xr ′ . Pour ce faire, il est important de 
remarquer au préalable que les mécanismes primaires de la photosynthèse (de l’absorption d’un quanta à la 
synthèse d’ATP et de pouvoir réducteur) regroupent deux types de processus. Tout d’abord, l’absorption d’un 
quanta donnant lieu à des transferts d’excitations par résonances dans les antennes des photosystèmes jusqu’au 
centre réactionnel est un processus dans lequel les photons ne sont pas conservés qui possède son propre 
rendement, dépendant fortement de l’irradiance, et qui est donc une grandeur intrinsèquement locale au sein du 
PBR. Nous appellerons par la suite ce rendement ρ le rendement photochimique primaire. Dans une deuxième 
phase, l’excitation transférée au centre réactionnel est responsable d’une séparation de charge impliquant un 
donneur d’électron, lequel sera transféré au pouvoir réducteur par une succession de réactions d’oxydoréduction 
permettant de générer un gradient de protons transmembranaire pour la synthèse d’ATP. Ce processus 
caractéristique du schéma en Z de la photosynthèse est lui parfaitement stoechiométrique (concernant le transfert 
d’électrons) et conservatif en terme de photons, de même que la suite des étapes aboutissant à la synthèse de 
biomasse. Nous définirons donc dans ce cas un rendement global φ ′  appelé rendement quantique 
stoechiométrique molaire pour lequel la barre représente une moyenne temporelle sur une échelle de temps qui 
sera définie plus loin. Nous avons en effet déjà fait remarquer que l’utilisation de la thermodynamique linéaire 
des processus irréversibles (TLPI) que nous envisageons d’utiliser pour le calcul de ce rendement ne permettrait 
d’accéder qu’à des grandeurs moyennes temporelles (ou spatiales dans le cadre de notre hypothèse 
d’écoulement), contrairement au rendement photochimique primaire qui assurera à lui seul le caractère local du 
couplage cinétique. L’intérêt fondamental que revêt ici la partition entre un phénomène photochimique non 
conservatif, local, et un phénomène photochimique conservatif, stoechiométrique et spatial (plus proche de ce qui 
se passe dans les photoréacteurs chimiques) prendra tout son sens lorsque nous aborderons ultérieurement les 
conditions d’application de la TLPI pour la modélisation prédictive du couplage cinétique dans les PBR. 
 
 Compte tenu de ce préambule, on aura compris que ce couplage fera intervenir deux rendements de 
nature fort différente, même s’il est toujours possible de les regrouper formellement en un seul rendement 







    (IV.1.1) 
 
dans laquelle bien évidemment la partition précédente s’applique sous la forme : 
 
φρΦ ′=′
    [C-molX.µmolhν-1]    (IV.1.2) 
 
Les deux rendements ρ et φ ′ , clairement définis, caractérisent parfaitement le couplage cinétique via les éqs 
(IV.1.1-2) et l’on montrera, dans les paragraphes qui suivent, comment il est possible d’accéder à leurs valeurs de 
façon prédictive. De même, la VVLAER A pouvant être définie en énergie, et la vitesse volumétrique locale de 
croissance de la biomasse rX (VVLCB) pouvant être définie en masse, il existe donc au total quatre façons de 
formuler le couplage en fonction des besoins (le rendement photochimique primaire ρ, adimensionnel, demeurant 
inchangé). Dans le cas d’une vitesse de croissance en masse justement, on définit le rendement quantique 
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 X.µmolhν-1]    (IV.1.3) 
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Ces grandeurs massiques dérivent donc des grandeurs molaires précédentes en faisant intervenir la masse C-
molaire moyenne de la biomasse MX : 
 
φφ ′= XM     (IV.1.4) 
 
 Si l’on préfère malgré tout travailler en énergie à partir de la VVLAER énergétique A, on devra faire 
intervenir un facteur de conversion ℵ  [J.µmolhν-1] qui va dépendre du spectre d’émission de la source lumineuse, 
car à proprement parler, c’est en réalité la densité de flux incidente ∩q  qui doit être convertie dans le calcul de la 
VVLAER molaire A’ (voir chapitre 3). Cette conversion prend alors la forme suivante en définissant la 
































    (IV.1.5) 
 
dans laquelle on a fait apparaître la longueur d’onde moyenne en énergie caractérisant la source λm,w, ainsi que sa 
définition. Il est alors aisé de définir les rendements énergétiques pour le couplage cinétique. Par rapport à la 
VVLCB molaire tout d’abord, on accèdera au rendement énergétique molaire Ψ ′  et au rendement énergétique 












    [C-molX.J-1]    (IV.1.6) 
 
Ensuite, de la même façon, à partir de la VVLCB massique, on accède au rendement énergétique massique Ψ  et 
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 X.J-1]    (IV.1.7) 
 
Ces rendements sont ceux que nous avons utilisés dans nos derniers écrits (Cornet et al., 2001 et 2003). 
Cependant, dans ces deux derniers cas, on remarque bien que l’on doit corriger à la fois la VVLAER molaire et 
le rendement quantique pour obtenir la VVLCB, et que ces deux corrections s’annulant, il est préférable, chaque 




1.2.3- Stoechiométrie Structurée 
 
 La VVLCB molaire ou massique )('Xr  que nous venons de définir par couplage cinétique est bien sûr 
toujours associée à une équation stoechiométrique de formation de la biomasse à partir des substrats de la 
photosynthèse. Nous avons déjà mentionné en introduction que dans le cas d’une équation globale pour la 
biomasse totale, celle-ci présentait la caractéristique importante par rapport à la respiration de pouvoir s’établir a 
priori, sans aucun degré de liberté. Il est alors possible d’en déduire directement les vitesses de consommation en 
dioxyde de carbone, nitrates, sulfates et phosphates notamment, ainsi que le quotient photosynthétique 
(
22 COOP rrQ ′′= ) associé à la production de biomasse (ces constituants qui entrent et sortent des cellules sont dits 
échangeables). Néanmoins, cette stoechiométrie classique est obligatoirement basée sur une formule C-molaire 
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globale de la biomasse considérée constante, alors même que l’on sait que cette formule peut évoluer en fonction 
des conditions de culture (par variation en particulier de la balance entre principales catégories de 
macromolécules). Ce dernier point ne peut être pris en considération que si l’on travaille avec des équations 
stoechiométriques structurées (Roels, 1983) mettant en jeu le pouvoir réducteur et l’ATP nécessaires aux 
synthèses, associées à une approche prédictive de l’énergétique cellulaire (ici le schéma en Z de la 
photosynthèse), ce que nous nous proposons justement de faire dans ce chapitre. 
 Bien plus, il est possible d’envisager une description beaucoup plus détaillée que celle limitée aux 
échangeables en essayant de décrire plus en détail les stoechiométries structurées au sein des cellules. Cette 
approche des flux métaboliques qui consiste à établir les principales stoechiométries du métabolisme central 
intracellulaire a par exemple été récemment appliquée à Arthrospira platensis au laboratoire (Cogne et al., 
2003). Ce type d’approche, mettant en jeu 100 à 150 réactions biochimiques structurées, est sensée conduire à 
une description plus réaliste du métabolisme intracellulaire, mais s’accompagne malheureusement toujours d’une 
augmentation importante du nombre de degrés de liberté. D’autre part, le calcul, lorsqu’il est possible, conduit 
comme l’indique le nom de la méthode, à une répartition relative des flux intracellulaires, la seule véritable 
vitesse de réaction (expérimentalement mesurée d’ailleurs) étant celle de la synthèse de la biomasse. Il est donc 
souhaitable de trouver un compromis entre une description non structurée trop fruste et figée, et une description 
trop détaillée du métabolisme qui augmente le nombre de degrés de liberté sans pour autant apporter 
d’informations supplémentaires fondamentales (en l’absence en tout cas d’intérêt pour un métabolite particulier). 
On recherchera donc à travailler avec un nombre minimum d’équations structurées permettant de traduire la 
variabilité de la biomasse synthétisée en fonction des conditions de culture, tout en gardant un caractère prédictif 
évitant le recours à des hypothèses douteuses pour éliminer des degrés de liberté. 
 
 Nous verrons ultérieurement, lors de l’utilisation de la TLPI, que le calcul du rendement quantique 
défini au paragraphe précédent repose, comme nous l’avons dit, sur une analyse phénoménologique du schéma en 
Z représentant la centrale énergétique d’une cyanobactérie. Cette approche passe par la détermination a priori du 
rapport connu en photosynthèse sous le nom de P/2e- (que nous noterons dans les équations eP2  par la suite) qui 
représente le rapport de la vitesse spécifique de photophosphorylation ( ATPJ ) sur la vitesse spécifique de 
réduction des cofacteurs ( +HNADPHJ , ). D’un point de vue stoechiométrique, une analyse élémentaire des degrés de 
liberté met donc en évidence qu’avec cette information supplémentaire, il est possible de travailler avec deux 
équations stoechiométriques structurées dont les vitesses relatives dépendront des conditions de limitation par le 
transfert de rayonnement, en relation avec la variation du rapport P/2e- in vivo. Ainsi, ces deux équations devront 
être définies de façon à pouvoir intégrer des modifications de la balance énergétique intracellulaire imposée par 
le transfert de rayonnement dans le PBR par la synthèse plus ou moins importante d’un métabolite d’ajustement 
qui modifie donc la stoechiométrie globale. Cette approche s’est avérée féconde dans le cas d’Arthrospira 
platensis pour laquelle le métabolite d’ajustement (Filali-Mouhim et al., 1993 ; Cornet et al., 1998) est un 
exopolysaccharide sulfaté (EPS), et pour Rhodospirillum rubrum (bien qu’ayant une photosynthèse très 
différente) pour laquelle ce métabolite est (Cornet et al., 2003) le poly-β-hydroxybutyrate (PHB). 
 
 Si, comme annoncé, nous focalisons cette étude sur les cyanobactéries, et plus particulièrement pour la 
stoechiométrie, sur Arthrospira, nous pouvons écrire la première équation à partir de la connaissance de la 
formule C-molaire de ce que nous appellerons la biomasse active (notée XA). Cette biomasse active est formée 
de différentes classes de macromolécules (protéines, sucres, lipides, acides nucléiques) dont la teneur est 
supposée constante ; elle est bien sûr exempte d’EPS. Sa formule moyenne a été établie à la suite de nombreuses 
analyses élémentaires expérimentales et confirmée par reconstruction à partir des formules C-molaires des 
différentes catégories précitées (Cornet et al., 1998). La stoechiométrie non structurée de la biomasse active (MXA 




active   Biomasse





Comme nous l’avons évoqué, cette stoechiométrie peut être mise sous forme structurée en faisant apparaître les 
cofacteurs et l’ATP mis en jeu au niveau du schéma en Z, de façon à éliminer l’oxygène produit par la photolyse 
de l’eau. Cette stoechiométrie structurée fait intervenir les deux électrons et les deux protons donnés par l’eau et 
transférés aux cofacteurs réduits (assimilés à NADPH,H+) avec 221 O  (vitesse spécifique JCOF) ; la quantité 
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d’ATP synthétisée correspondante (vitesse spécifique ATPJ ) dépendant alors de la valeur du rapport P/2e- in vivo 














    (IV.1.9) 
 
En reportant ces deux équations dans la précédente et en réarrangeant les termes, on obtient bien l’équation 
stoechiométrique structurée de la biomasse active qui ne sera complètement déterminée que lorsque l’on 





















Il est à ce stade parfaitement évident qu’à elle seule, cette équation ne peut pas tenir compte d’une variation du 
rapport P/2e- en fonction du degré de limitation lié au champ de radiation dans le PBR, mais qu’elle doit bien 
être couplée à une autre équation autorisant la synthèse d’un composé rétablissant la balance énergétique imposée 
par la thermodynamique au métabolisme. Pour Arthrospira, nous avons vu qu’il s’agissait d’un EPS (MEPS = 
29,33 g/mol) à haut ratio P/2e- ( EPSeP2 ) et dont la formule C-molaire a pu être établie après purification et 
caractérisation (Cornet, 1992 ; Filali-Mouhim et al., 1993 ; Cornet et al., 1998). Sa synthèse répond donc à la 




0,0150,951,654222 O0,96SOCHSOH0,015OH0,81CO + →++ 44 344 21
EPSJ
    (IV.1.11) 
 




















    (IV.1.12) 
 
 Il apparaît alors parfaitement, qu’une fois connues les valeurs des ratio XAeP2  et EPSeP2  fixant les deux 
stoechiométries précédentes, la connaissance du rapport P/2e- par analyse thermodynamique du schéma en Z 
fixera automatiquement le rapport des vitesses spécifiques EPSXA JJ /  et donc les proportions molaires de chaque 
constituant dans la biomasse totale produite X, en fonction des conditions de culture. De même, cette approche 
permettra de déduire la formule C-molaire de la biomasse totale ainsi que la stoechiométrie globale résultante qui 
pourra être comparée aux résultats expérimentaux par bilans sur les différents éléments. 
 
 
1.2.4- Formulation Littérale des Stoechiométries et des 
Rendements Quantiques 
 
 Le paragraphe précédent permet d’esquisser l’intérêt majeur de la démarche proposée dans ce chapitre 
pour la formulation du couplage cinétique et stoechiométrique, démontrant que le seul calcul du rapport P/2e- in 
vivo traduit la façon dont la stoechiométrie déformable est liée aux vitesses de réaction. À l’inverse, ainsi que 
nous allons le démontrer, il traduit également que les cinétiques sont liées, via le rendement quantique φ ′ , au 
nombre réel de quanta Xh −νυ  stoechiométriquement mis en jeu dans le schéma en Z. 
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 Il est en effet possible de préciser les valeurs correspondantes des ratios particuliers de la biomasse 
active XAeP2  et de l’exopolysaccharide EPSeP2  par une analyse métabolique détaillée des voies de synthèse des 
macroconstituants cellulaires, à l’origine de toute formule littérale du nombre de quanta stoechiométriques 
associés à la production de biomasse totale X. Cette analyse, longue et fastidieuse, a été originellement réalisée 
dans la thèse de Cornet (1992) pour les protéines, les sucres totaux, les lipides, les acides nucléiques et 
l’exopolysaccharide, puis publiée ultérieurement (Cornet et al., 1998). Nous reprendrons directement dans ce 
travail les valeurs utilisées, exceptées pour l’EPS pour lequel un nouveau calcul incluant la sulfatation a été 
réalisé depuis lors. Une fois combinées pour former la biomasse active XA avec les teneurs définies initialement 












    (IV.1.13) 
 
Comme nous l’avons déjà évoqué, ces deux valeurs, très différentes, laissent entrevoir la possibilité d’une 
régulation du ratio P/2e- in vivo par la teneur en EPS, sous réserve que la valeur minimale de 1,23 obtenue pour 
la biomasse active seule soit compatible avec les calculs issus de la TLPI. Nous verrons ultérieurement que non 
seulement il en est ainsi, mais que bien plus, cette valeur correspond à des conditions physiquement et 
physiologiquement bien définies du métabolisme photochimique. Ces résultats permettent d’exprimer 
complètement les deux stoechiométries structurées générales précédentes (eqs. IV.1.10 et IV.1.12) qui seront 




























    (IV.1.15) 
 
Bien évidemment, il est possible de retrouver les deux équations non structurées avec production d’oxygène, en 
sommant avec des relations traduisant la stoechiométrie du schéma en Z sous la forme de l’équation (IV.1.9). Le 
couplage stoechiométrique via la connaissance du ratio P/2e- s’écrit alors de façon triviale à partir des deux 
relations suivantes en introduisant la fraction molaire en polysaccharide dans la biomasse totale xEPS : 
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    (IV.1.17) 
 
Cette stoechiométrie générale pour la biomasse totale X est à l’origine du calcul du rendement quantique 
stoechiométrique molaire φ ′  qui servira de base à l’écriture du couplage cinétique. En effet, l’éq. (IV.1.16) 
permet de réaliser un bilan stoechiométrique d’électrons impliqués dans la synthèse d’une C-mole de biomasse et 
du pouvoir réducteur associé via le coefficient stoechiométrique : 
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EPSXHNADPHij x968,0888,2, −== −+υυ     (IV.1.18) 
 
L’analyse du schéma en Z de la photosynthèse (voir figure IV.1) fournit alors directement le coefficient 
stoechiométrique des quanta associés à la synthèse de cette biomasse qui ne dépend plus que du ratio P/2e- : 
 
( )eXHNADPHXh P2, 12 += −− +υυ ν     (IV.1.19) 
 














    (IV.1.20) 
 
Le calcul très simple qui vient d’être effectué montre à quel point stoechiométrie et vitesses réactionnelles sont 
liées par la valeur de P/2e-, ce qui conforte notre position sur la partition des rendements entre processus 
dissipatifs et processus conservatifs des électrons (dans le schéma en Z). 
L’expression littérale du rendement quantique sera donc donnée, à partir de l’éq. (IV.1.17) par la relation 
usuelle : 
 










    (IV.1.21) 
 
De façon assez surprenante (et que nous discuterons plus loin), on s’aperçoit que les rendements molaires φ ′  et 
ψ ′  sont une fonction monotone très faible de la variable P/2e-, puisque leurs calculs pour les deux valeurs 
extrêmes données par l’éq. (IV.1.13) ne différent que de 10%. Il n’en va pas de même pour les rendements 
massiques φ  et ψ  qui varient plus nettement en raison de l’augmentation de la masse C-molaire moyenne de la 
biomasse : 
 
XAEPSEPSEPSX MxMxM )1( −+=     (IV.1.22) 
 
Finalement, et avant de détailler l’approche thermodynamique qui va permettre le calcul prédictif des 
rendements, on comprend mieux, à la lecture de cette partie introductive, les réserves annoncées à propos de la 
formulation d’un couplage par l’utilisation d’un taux de croissance, tellement apparaît abyssal l’écart entre les 
deux approches en terme de connaissance. 
 
 
2- Calcul du Rendement Photochimique Primaire 
par Approche Thermodynamique 
 
 
 La part dissipative (non conservation des photons) de l’utilisation de l’énergie d’excitation électronique 
dans les antennes des micro-organismes est, nous l’avons vu, caractérisée par un rendement photochimique 
primaire ρ dont la valeur dépend fortement de l’irradiance et qui est donc une variable locale dans le PBR. 
L’analyse théorique des phénomènes pouvant conduire à une estimation de ce rendement nécessite de coupler des 
modèles physiques et biologiques (structuraux essentiellement) pour comprendre le phénomène de transfert des 
excitations électroniques par résonances dans les antennes, jusqu’à son utilisation pour la séparation de charge. 
Ce paragraphe aborde donc brièvement ces aspects, d’une part pour montrer les limites actuelles d’une telle 
démarche, et d’autre part pour présenter les bases théoriques de l’approche phénoménologique proposée qui 
conduira au calcul du rendement ρ moyennant l’identification d’un paramètre traduisant la spécificité biologique 













 Les phénomènes primaires de la photosynthèse ont été extrêmement étudiés au cours des années 50-70 
par les biophysiciens (voir par exemple pour un résumé Knox, 1977). Sur cette base théorique et expérimentale, 
des contributions majeures ont été apportées par les physiciens qui ont établi des modèles de transfert des 
excitations dans les UPS et au sein des domaines photosynthétiques (partie structurelle de l’appareil 
photosynthétique au sein de laquelle l’excitation peut migrer). Compte tenu de l’objectif de ce paragraphe, il est 
hors de question de donner ici une bibliographie exhaustive de ces problèmes, et nous baserons la suite de notre 
analyse essentiellement sur le travail fondateur de Paillotin (1974) dans le domaine, même s’il est certain que 
d’importantes contributions ont vu le jour depuis, malgré la perte d’intérêt de la communauté scientifique pour 
ces questions. 
 Le transfert d’excitations au sein d’une UPS composée de N molécules de pigments (cette valeur 
dépendant du type de photosystème et du micro-organisme) peut être représenté par N+1 états si l’on considère 
que le seul centre réactionnel sera repéré par l’indice n = 0 (Paillotin, 1974 ; Knox, 1977). La probabilité )(tnξ  
de voir l’UPS dans son nième état au temps t (l’absence d’excitation du centre réactionnel étant repérée par 
l’indice -) est donc donnée par une équation de mouvement du type excitation – désexcitation – propagation sous 
la forme (Paillotin, 1974) : 
 




    (IV.2.1) 
 
Le premier terme de droite est un terme d’excitation ; In est l’intensité de la lumière agissant sur l’UPS à la 
fréquence correspondant à l’énergie du nième état de l’UPS, et Bn le coefficient d’absorption de la nième molécule 
de l’unité. Le deuxième terme est un terme de désexcitation, soit radiative (fluorescence kF), soit photochimique 
au niveau du centre réactionnel (dont la probabilité par unité de temps est kP), soit non radiative et non 
photochimique (dont la probabilité par unité de temps est kD). Enfin, le troisième terme correspond à une 
description phénoménologique de la migration de l’excitation dans l’UPS. Cette dernière approche a été l’objet 
de nombreuses polémiques car elle ne permet pas de trancher entre un comportement limitant du centre 
réactionnel ou un comportement de puits parfait pour l’excitation. Elle peut alors être remplacée par une 
approche microscopique (qui permet en plus de tenir compte de la température de façon prédictive) permettant de 




















)()()()()()()( 00 ξτξτξδξξξ     (IV.2.2) 
 
De la résolution de cette équation découlent toutes les grandeurs observables en photosynthèse, et notamment le 
rendement photochimique qui nous intéresse au plus haut point et qui permet de calculer l’énergie libre 
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    (IV.2.3) 
 





)()( ξL  est une transformée de Laplace. De façon équivalente, le rendement photochimique 
peut également être exprimé à partir d’autres observables usuelles (expérimentalement) mettant en jeu 
notamment la probabilité par unité de temps de capture des excitations au niveau des centres réactionnels kQ, le 
rendement de fluorescence ϕ  et le temps moyen de séjour tmoy de l’excitation dans les UPS : 
 
































    (IV.2.4) 
 
Quoi qu’il en soit, tout calcul prédictif de ce rendement passe par l’estimation de quatre paramètres physiques, 
les probabilités kF, kD, kP, et le coefficient phénoménologique D ou bien la constante de temps ( )nmτsup . En 
effet, cette dernière est liée à la constante τmn qui apparaît dans l’éq. (IV.2.2) par une relation de symétrie de 
physique quantique faisant intervenir la température. Ce traitement quantique du transport de l’énergie 
d’excitation électronique peut donner les moyens de calculer les constantes de temps, moyennant cependant de 
nombreuses hypothèses sur la constitution des UPS (Paillotin, 1974). De même, il semble possible d’estimer avec 
une bonne précision la probabilité kF in vivo en appliquant la loi de Stepanov donnant les probabilités d’émission 
électronique à partir des propriétés optiques des pigments constituant les UPS. Malheureusement, si la 
probabilité kD semble être quasiment constante dans de nombreuses situations, la probabilité kP résiste largement 
à toute tentative de détermination théorique tellement elle semble dépendre de nombreux facteurs physiques et 
architecturaux. Ainsi, même si des mesures expérimentales sur les fluctuations dynamiques des rendements de 
fluorescence fournissent de précieuses informations, l’analyse théorique précédente montre que l’on n’est pas 
capable d’estimer a priori tous les paramètres qui interviennent pour modéliser ne serait-ce qu’une architecture 
donnée d’UPS. Cela est lié notamment au fait (Paillotin, 1974) qu’il existe un très grand nombre d’états 
différents du centre réactionnel, et que le modèle discret couramment admis (centre ouvert ou fermé) est 
excessivement simpliste (voir la note IV.1 à ce propos). En réalité, c’est la valeur de kP, donc l’utilisateur de 
l’énergie d’excitation qu’est le centre réactionnel qui module le fonctionnement de l’UPS et fixe le rendement 
photochimique ρ. 
 
De plus, il semble établi (notamment au sein du PS II) que les UPS ne présentent pas un comportement 
isolé et que donc l’excitation peut migrer librement d’une UPS à l’autre, dans la mesure où l’unité où elles ont 
pris naissance n’est plus capable de jouer le rôle de piège pour l’énergie d’excitation électronique. Ainsi, le 
déplacement des excitations au sein de domaines regroupant les UPS s’apparente, au moins localement, à une 
marche au hasard. Cette progression des excitations à caractère aléatoire (l’excitation peut d’ailleurs visiter 
plusieurs fois le centre avant d’y être utilisée) ne doit pas être considérée comme une imperfection de la nature 
qui aurait été incapable d’arranger la disposition spatiale des pigments dans les antennes pour créer des chemins 
prédéterminés pour les excitations. C’est en fait le caractère aléatoire du mouvement des excitations qui efface 
toute information, autre que celles qui sont inscrites dans la structure de la membrane et surtout dans l’état du 
centre réactionnel. On peut dire que l’excitation marche au hasard vers un destin déterminé à l’avance. Il s’agit là 
sans nul doute d’un exemple intéressant en biologie où un hasard microscopique assure la stabilité d’une fonction 
qui ne présente, à l’échelle macroscopique, aucun caractère aléatoire. 
 
 Toutes ces conclusions plaident donc en faveur de l’approche que nous proposons pour le couplage 
cinétique à l’échelle macroscopique. Elles invalident notamment tout l’intérêt que pourraient présenter des 
modèles simplistes discrets supposant les centres réactionnels dans seulement deux états (ouvert ou fermé), à la 
fois pour le couplage cinétique direct, ou pour la prise en compte de l’hydrodynamique (voir note IV.1), même si 
nous avions déjà montré que ce phénomène devait être retiré de la description du problème en raison de ses 
temps caractéristiques. De fait, en l’absence d’analyse théorique suffisante permettant de calculer de façon 
raisonnable en particulier la probabilité par unité de temps kP dans des conditions générales (au sens moyenne 
temporelle en fonction de l’irradiance locale) de fonctionnement des UPS et des domaines, les considérations 
précédentes ouvrent alors la voie à une formulation phénoménologique continue (moyenne temporelle) du 
problème de transfert des excitations, en tout cas pour la seule observable qui nous intéresse ici, le rendement 
photochimique primaire ρ. 
 
 
Note IV.1 : Comme nous le rappelions au paragraphe précédent, on assiste depuis quelques années à un 
engouement certain pour l’étude et la modélisation des effets du couplage entre hydrodynamique et transfert de 
rayonnement sur les cinétiques de croissance dans les photobioréacteurs. A l’échelle internationale, il s’agit 
malheureusement trop souvent de mariages de raison entre mécaniciens des fluides et biologistes appliqués en 
mal d’innovation et qui ne brillent pas forcément par leur pertinence dans l’analyse des couplages, pourtant si 
utile en procédique. Ces équipes ont ainsi remis à la mode le modèle mécanistique de la photosynthèse de Eilers 
et Peeters (1988) qu’elles se proposent d’utiliser pour formuler le couplage cinétique. Il s’agit en fait d’un 
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simple modèle dynamique de représentation censé tenir compte des phénomènes de transfert d’excitation que 
nous venons de discuter, incluant aussi la photoinhibition (des modèles dérivés simplifiés de type centres 
« ouverts/fermés » ne la prenant pas en compte sont également proposés). L’utilisation de ce modèle démontre 
non seulement une profonde méconnaissance des phénomènes réellement en jeu dans les UPS et les domaines 
photosynthétiques, tels que nous les avons très brièvement rapportés, mais relève en plus d’une erreur 
importante en terme d’analyse des temps caractéristiques responsables du couplage (voir Tableau IV.1). Les 
résultats des identifications que l’on peut trouver dans la littérature donnent d’ailleurs le vertige puisque les 
constantes de temps obtenues sont beaucoup plus proches de « taux de croissance », c'est-à-dire environ 8 
ordres de grandeur supérieures à celles des phénomènes censés être décrits par le modèle initial ! En réalité, le 
modèle est utilisé indirectement en moyenne temporelle, ce qui le rend globalement équivalent à un modèle de 
Haldane (ou de Aiba pour la lumière) avec inhibition (Pottier, 2005). Ainsi, la multiplication des paramètres 
couplés du modèle de Eilers et Peeters (il en comporte au moins 5, là où le véritable modèle de connaissance de 
transfert des excitations que nous avons décrit n’en comporte que 4 !) utilisé à contre sens du phénomène que 
l’on souhaite prendre en compte, alors même que celui-ci devrait être négligé par une analyse élémentaire du 
couplage, est un bel exemple de ce qu’il ne faut jamais faire dans l’établissement d’un modèle de connaissance 
prédictif. En effet, le résultat d’une telle approche réside en une importante perte d’information par dilution des 
échelles de temps, ainsi qu’une perte de lisibilité des étapes limitantes, tout en augmentant fortement le temps 
calcul et l’espace paramétrique du modèle au détriment de sa robustesse. 
 
 
2.2- Choix d’une Relation de Représentation pour 




 D’un point de vue phénoménologique macroscopique, compte tenu de l’analyse précédente, et si l’on 
admet que la probabilité Pk  évolue en fonction de l’irradiance locale G, il est possible de montrer que sous 
certaines conditions, il existe une relation de proportionnalité pour le rendement photochimique et qu’ainsi 









On établit là les bases théoriques à la relation de représentation que nous avons proposée pour rendre compte de 
la perte d’efficacité des transferts d’excitations dans les antennes en fonction de l’irradiance à partir de deux 
paramètres, le rendement photochimique maximum ρM, et la constante de saturation des centres K(‘) (Cornet et 









    (IV.2.5) 
 
Il s’agit bien sûr ici d’une relation semi empirique, dans laquelle il est néanmoins possible d’obtenir a priori une 
valeur prédictive pour ρM, la constante )('K  demeurant un paramètre à identifier, pour chaque micro-organisme, 
sur des expériences indépendantes, comme par exemple des mesures de dégagement d’oxygène pour plusieurs 
valeurs d’irradiance. Des expériences de ce type ont été réalisées à la fois à l’aide d’électrodes classiques de 
Clark, mais également à l’aide d’électrodes ultrarapides de type Haxo-Blinks (Cornet, 1992), permettant de 
découpler photosynthèse et respiration, avec Arhtrospira platensis. Les résultats montrent que la constante K 
dépend, comme attendu, de la taille des antennes (modulée par une carence minérale en azote) ; pour des cellules 











    (IV.2.6) 
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Notons que si la taille des antennes modifie la valeur de )('K  lorsque la photosynthèse est ramenée à la biomasse 
totale, ce n’est pas le cas lorsque l’on ramène les résultats à la teneur en phycocyanines (Cornet, 1992). Cette 
constatation permet de conclure que d’une part, la valeur de ρM qui est une donnée thermodynamique ne peut en 
aucun cas être modifiée par la taille des antennes, mais bien plus, que si l’on raisonne en culture de masse 
physiquement limitée, cette taille ne peut pas non plus modifier le rendement local ρ. 
 
 Le calcul du rendement photochimique maximum ρM proprement dit nécessite de s’intéresser à l’étude 
de la conversion du rayonnement en une autre forme d’énergie par une machine thermodynamique quelconque. 
Bien que ce problème soit encore aujourd’hui en débat (Badescu, 2000), il semble néanmoins que les trois 
théories en concurrence ne soient en fait que trois formes d’une même approche différant essentiellement par la 
façon de définir le système rayonnant et son utilisation (Bejan, 1987 et 1988). S’agissant de la conversion du 
rayonnement au sein d’un PBR et de l’efficacité optimale du transport des excitations au sein des antennes 
photosynthétiques, il n’y a pas lieu de s’embarrasser de considérations de ce type, et il est donc logique d’utiliser 
la relation dite de Jeter, d’ailleurs déjà utilisée de longue date par Duysens (1959). Il s’agit en l’occurrence d’une 





−= 1ρ     (IV.2.7) 
 
En prenant comme référence idéale le rayonnement du corps noir et en choisissant pour l’intensité spectrique la 
valeur du point de compensation à la longueur d’onde moyenne considérée (par intégration du spectre d’énergie) 





























    (IV.2.8) 
 
Il est donc possible de calculer le rendement maximum de conversion à partir de la seule connaissance de 
l’irradiance de compensation GC pour un micro-organisme donné, et l’on obtient ainsi, tous calculs faits à l’aide 

















    (IV.2.9) 
 
L’obtention de l’intensité IC à partir de l’irradiance GC ou du flux qC suppose bien sûr une hypothèse sur 
la nature angulaire du champ de radiation et ces grandeurs peuvent donc différer au maximum d’un facteur pi. 
Nous verrons ultérieurement que compte tenu des difficultés expérimentales pour obtenir une densité de flux de 
compensation, et pour éviter des corrections spectrales, il sera préférable d’utiliser une valeur théorique fournie 
par la TLPI et indépendante de la longueur d’onde ( CI ′  en µmolhν.m-2.s-1.sr-1). Dans le cas où il s’agit de 
photosynthèse classique et en prenant par exemple pour Arthrospira une température optimale de 308 K et une 
valeur approximative pi1≅CI  W.m
-2
.sr-1 (qui sera affinée ultérieurement), on obtient une valeur pour ρM 
d’environ 0,80 avec une longueur d’onde moyenne de 550 nm, parfaitement compatible avec les résultats obtenus 
par des analyses beaucoup plus complètes (Paillotin, 1974). 
 Par ailleurs, l’utilisation de la longueur d’onde maximale de 680 nm dans la relation (IV.2.9) donne ρM 
= 0,76 ce qui montre que ce rendement est assez peu sensible au domaine spectral considéré. 
 
 




3- Approche Thermodynamique Phénoménologique 
Linéaire des Couplages Cinétique et Énergétique 
avec le Champ de Rayonnement 
 
 
 Comme nous le rappelions en introduction de ce chapitre, l’établissement d’un modèle de connaissance 
prédictif des PBR passe inévitablement par la formulation thermodynamique des couplages cinétique et 
énergétique avec le champ de rayonnement au sein du réacteur. C’est en effet à la fois la seule façon d’accéder a 
priori au calcul du rendement quantique et à la stoechiométrie associée, ainsi qu’à l’efficacité thermodynamique 
du procédé (diminuant ainsi l’espace paramétrique du modèle), mais cela démontre également l’intérêt théorique 
considérable que présentent les micro-organismes photosynthétiques dans l’optique d’accéder un jour à une 
description physique des systèmes vivants. Le but de ce paragraphe est ainsi de démontrer comment, après le 
choix de l’utilisation d’une relation de représentation pour le rendement photochimique primaire, une importante 
réification du modèle est possible en utilisant l’outil thermocinétique dans la formulation des couplages. 
 
 
3.1- Conditions d’Application de la 
Thermodynamique Linéaire des Processus 
Irréversibles pour l’Étude des Couplages 
Métaboliques en Photosynthèse 
 
 
 L’utilisation de la thermodynamique des processus irréversibles pour la modélisation des systèmes 
biologiques a été largement introduite par l’école de Bruxelles (Prigogine, 1967 ; Glansdorff et Prigogine, 1971 ; 
Nicolis et Prigogine, 1977) dans le but de montrer la « force créatrice » des réactions biochimiques hors 
équilibre. Plus récemment, les conditions d’application de la TLPI aux réactions biologiques ont été discutées en 
détail dans le cadre de métabolismes aérobies conventionnels (bactéries, mitochondries) par Stucki (1978) et 
Dussap (1988) ; ce dernier auteur ayant en plus repris en profondeur le travail initié par Roels (1983) concernant 
l’écriture de modèles biochimiquement structurés. Une description encore plus générale des processus (non 
photosynthétiques) pouvant être traités par l’approche bio-thermocinétique a également été réalisée par Walz 
(1990). Il est bien évidemment hors de question de reprendre ici en détail les discussions développées dans 
chacune de ces monographies ; on se contentera d’en résumer les principales conclusions et de préciser dans 
quelles conditions elles sont applicables au cas de la photosynthèse. 
 
 D’une façon générale, de très nombreuses réactions biologiques enzymatiques ont lieu loin de l’équilibre 
thermodynamique et ne remplissent pas la condition de linéarité RTA <<  entre vitesses et affinités. D’autre 
part, ces réactions font souvent intervenir des étapes autocatalytiques d’activation et d’inhibition des enzymes, 
des séquences cycliques de réactions et des processus diffusionnels, ce qui devrait rendre leur fonctionnement 
instable et divergent. En réalité, le choix judicieux d’une échelle de temps pour la description des phénomènes 
(Dussap, 1988) est à l’origine d’une analyse de stabilité de l’état moyen des réactions métaboliques (Stucki, 
1978) qui elle seule permet de conclure sur les possibilités et les champs d’application de la TLPI pour le 
problème qui nous intéresse. On montre alors que les variables moyennes qui décrivent les systèmes biologiques 
et qui répondent au critère de stabilité non asymptotique (au sens de Lyapunov) ou faible (Dussap, 1988) 
satisfont aux relations phénoménologiques linéaires, au moins dans un voisinage de l’état moyen correspondant à 
l’échelle de temps caractéristique choisie. En conséquence, cet état moyen est stationnaire et est un état stable en 
moyenne. Il est alors possible d’exprimer les vitesses moyennes J  en fonction des affinités moyennes A  à partir 
de relations linéaires qui satisfont les relations de réciprocité d’Onsager. L’utilisation de la TLPI est donc 
justifiée pour décrire le fonctionnement moyen de processus éloignés de l’équilibre, instables en valeur 
instantanée, mais stables en valeur moyenne, et impliquant des structures biologiques traduisant un haut degré 
d’organisation spatiale (Dussap, 1988). L’échelle de temps caractéristique choisie pour moyenner, et qui 
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correspond grossièrement à celle qui permet de faire l’hypothèse du régime pseudo permanent sur les principaux 
intermédiaires du métabolisme (de l’ordre de la minute - Cornet et al., 2003), ne prend donc pas en compte 
l’étude des mouvements pulsatoires. Ainsi, l’analyse des cinétiques enzymatiques ne sera d’aucune utilité ; seules 
les lois phénoménologiques linéaires, associées au théorème du minimum de production d’entropie constituent 
les lois cinétiques applicables en valeurs moyennes. 
 
Dans quelle mesure est-il possible d’étendre les conclusions précédentes, établies pour des conditions 
aérobies, aux structures membranaires que sont les thylacoïdes, siège de la photosynthèse ? Pour répondre à cette 
question, il est nécessaire de s’intéresser à deux points spécifiques que nous avons déjà discuté plus haut. 
 
En premier lieu, la prise en compte des aspects spatio-temporels liés au mélangeage et à l’hétérogénéité 
du champ de radiation dans le réacteur stigmatise à nouveau la discussion sur les temps de relaxation. En effet, il 
est clair que les modifications environnementales des cellules en terme d’irradiance au sein du réacteur 
correspondent à des temps caractéristiques de l’hydrodynamique (quelques millisecondes à la seconde) très 
largement inférieurs à ceux requis pour appliquer la TLPI. Ces derniers correspondent plutôt au temps de 
mélange (voire plus) des réacteurs de sorte que, comme nous l’avons déjà mentionné, nous ne pourrons attendre 
que des informations moyennes spatiales par ce type d’approche, le métabolisme énergétique photosynthétique 
apparaissant gelé par rapport aux variations de son environnement (Cornet et al., 2003), sous réserve comme 
nous l’avons longuement discuté, que l’on néglige un possible couplage hydrodynamique. L’obtention 
d’informations moyennes au sein du PBR ne pose cependant à ce stade aucun problème, puisque d’une part 
l’aspect local a été disjoint de la présente approche par l’introduction d’un rendement photochimique primaire, et 
d’autre part, les données thermocinétiques attendues sont bien associées à une stoechiométrie moyenne spatiale, 
seule observable expérimentalement. Nous assimilerons donc dans la suite de ce document les moyennes 
temporelles précédemment définies ( x ) à des moyennes spatiales (<x>) sur le réacteur, même si des études 
hydrodynamiques en cours montrent qu’il peut exister de subtiles différences (Pottier, 2005 ; Pruvost, 2005) sans 
incidence sur les conclusions de ce travail. Cependant, par acquis de conscience et pour conférer un caractère 
rigoureux aux équations, nous garderons la notation en moyenne temporelle, mais le lecteur avisé ne devra en 
aucun cas s’émouvoir lorsque l’évaluation nécessaire de certains termes sera réalisée par une intégration 
volumique. 
 
 En second lieu, il est besoin de revenir sur la notion de partition spatiale, au sein de l’appareil 
photosynthétique, des rendements de conversion de l’énergie photonique introduite précédemment. En effet, 
Juretic (1984) qui s’est intéressé à la conversion d’enthalpie libre et à la génération d’entropie dans les systèmes 
photosynthétiques mentionne qu’il n’est pas possible d’appliquer la TLPI dans ce cas, car d’une part, la linéarité 
n’est plus vérifiée proche de la saturation, et d’autre part, les relations de réciprocité d’Onsager ne sont plus 
valides lorsque les photons ne sont pas conservés dans les mécanismes photochimiques primaires. Il propose à la 
place une approche globale basée sur une généralisation à la photosynthèse de la méthode du diagramme de Hill 
(1977) qui malheureusement perd totalement le caractère prédictif recherché dans cette présentation. Il est 
pourtant assez facile de démontrer que l’approche théorique développée dans ce chapitre permet aisément de 
s’affranchir des deux réserves évoquées par cet auteur. Concernant tout d’abord la saturation de la photosynthèse, 
la limite évoquée va à l’encontre des calculs de Dussap (1988) réalisés en respiration, dans des conditions de 
vitesse maximale à saturation par la teneur en oxygène dissous, et attestés par des résultats expérimentaux de la 
littérature obtenus aussi bien sur des bactéries que sur des mitochondries. Nous verrons de plus ultérieurement (et 
ceci sera un résultat théorique de notre approche) que la saturation en photosynthèse ne peut exister qu’à l’état 
transitoire dans un PBR puisqu’elle conduit à des aberrations métaboliques, et qu’elle n’est jamais réalisée en 
moyenne temporelle dans la plupart des conditions réelles. Enfin, à propos de la non conservation des photons 
dans le processus de photosynthèse, nous avons déjà répondu à ce problème par l’introduction d’un rendement 
photochimique primaire, défini à l’échelle locale, et dont la valeur maximale n’est pas calculée par l’utilisation de 
la TLPI, mais par une approche thermodynamique classique de conversion du rayonnement, reprise d’ailleurs par 
Juretic (1984). Nous avons sur ce point déjà précisé plus haut que nous n’envisagions d’utiliser la TLPI qu’au 
niveau du schéma en Z de la photosynthèse qui lui est parfaitement conservatif et donc stoechiométrique. On peut 
finalement voir ici confortée la partition envisagée dans ce travail, et en conclusion, dans le cadre restreint que 
nous venons de discuter, il n’existe à notre avis aucune raison valable de rejeter la possibilité d’appliquer la TLPI 
au cas des membranes photosynthétiques, de la même façon que cela a déjà été réalisé pour la respiration de 
micro-organismes procaryotes ou eucaryotes (Stucki, 1980 et 1988 ; Dussap, 1988, Stucki, 1991). En couplant 
les deux aspects, on peut même envisager alors d’utiliser la méthodologie dans le cas encore plus complexe des 
micro-algues pour lesquelles photosynthèse et respiration coexistent. 
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3.2- Analyse Phénoménologique Linéaire du 
Schéma en Z de la Photosynthèse 
 
 
 Les cadres théorique et pratique dans lesquels s’inscrit l’approche que nous allons développer ayant été 
définis au paragraphe précédent, il convient maintenant de généraliser les résultats préliminaires qui ont été 
obtenus antérieurement sur l’analyse thermodynamique phénoménologique linéaire du schéma en Z de la 
photosynthèse (Cornet, 1992 ; Cornet et al., 1998). La démarche qui suit s’appuie très largement sur un grand 
nombre de résultats théoriques qui ont été obtenus par Dussap (1988) et que nous nous limiterons à rappeler le 
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3.2.1- Mise en Équations et Résolution du Problème 
d’Optimisation sous Contrainte 
 
 Le schéma en Z de la photosynthèse (figure IV.1), ainsi nommé car il représente les couples redox 
impliqués dans le transfert photochimique des électrons issus de l’oxydation de l’eau jusqu’à l’accepteur final 
d’électrons qu’est le cofacteur NADP+ sous la forme d’un Z, permet une représentation pratique des processus de 
photophosphorylation cyclique et acyclique. Par définition, le rapport de la vitesse spécifique de phosphorylation 
( ATPJ ) sur le rapport de la vitesse spécifique de réduction des cofacteurs ( +HNADPHJ , ), notée par commodité 








P =2     (IV.3.1) 
 
Ce rapport bien connu des biochimistes, et qui est l’équivalent du rapport P/O en respiration, permet de préciser 
le lien in vivo entre la phosphorylation acyclique (conduisant obligatoirement à la réduction du NADP+ avec la 
production associée d’un ATP) et la phosphorylation cyclique (pour laquelle les électrons sont recyclés à partir 
de l’accepteur X sur le pool des plastoquinones permettant la création d’un gradient de protons transmembranaire 
supplémentaire). Ce mécanisme a été originellement proposé car il apparaissait impossible de synthétiser des 
constituants cellulaires avec un rapport P/2e- égal à 1 comme l’impose la stoechiométrie de la 
photophosphorylation acyclique seule. En effet, nous avons déjà vu au paragraphe 1 que ces synthèses 
demandaient des ratios largement supérieurs à 1 ; la gamme par exemple chez Arthrospira platensis 
s’échelonnant entre 1,13 pour les lipides et 1,98 pour l’EPS (Cornet et al., 1998). Depuis lors, les constituants 
membranaires des thylacoïdes et les transporteurs d’électrons ont été identifiés et leur architecture spatiale 
précisée, de sorte que la biochimie de l’appareil photosynthétique correspondant au schéma en Z est aujourd’hui 
assez bien connue. Il apparaît ainsi d’ores et déjà évident sur la figure IV.1 que la connaissance du rapport P/2e- 
in vivo, dans les conditions de limitations imposées aux micro-organismes dans le réacteur, permet 
consécutivement de déterminer le nombre de photons réellement impliqués dans la synthèse d’une mole de 
cofacteur réduit, toujours stoechiométrique de la biomasse produite. 
 
3.2.1.1- Formulation Générale du Problème et Conditions non 
Adaptatives 
 




1OHATPHNADPH,PiADPNADPOHh4 +++→++++ ++υ     (IV.3.2) 
 
qui permet de retrouver le résultat connu du bilan théorique de la photosynthèse liant la production d’une mole 
d’oxygène à la synthèse de deux moles de cofacteurs réduits et à la consommation de 8 quanta. Cette 
représentation, nous l’avons dit, ne peut pas correspondre aux conditions réelles de fonctionnement du schéma en 
Z, puisque le métabolisme cellulaire requiert la production d’un supplément d’ATP par la voie cyclique. 
Néanmoins, si les bases moléculaire et biochimique de cette seconde voie ont maintenant été identifiées, ce n’est 
pas du tout le cas du mécanisme réel, de sa cinétique, et encore moins de sa régulation. Cette constatation laisse 
donc la place à un traitement phénoménologique de la photosynthèse qui apparaît aujourd’hui comme la seule 
voie quantitative possible, laissant espérer une réduction de l’espace paramétrique du modèle (Cornet et Dussap, 
2005). Cette approche amène à considérer que la réaction (IV.3.2) est la somme de deux réactions couplées ; la 
première étant responsable de la synthèse de l’ATP, la seconde de la photolyse de l’eau, et qui peuvent s’écrire 
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OHATPPiADPh3         2
                         + →++ ATPJυ   0>ATPA     (IV.3.3) 
     
   
++ + →++ HNADPH,O
2
1
 NADPOHh              2
                         
2
COFJ
υ     0<COFA     (IV.3.4) 
 
Insistons encore une fois sur le fait que cette partition, dont la somme restaure l’éq. (IV.3.2), ne correspond à 
aucun mécanisme clairement établi, mais traduit l’approche thermodynamique phénoménologique qui distingue 
entre la synthèse d’ATP et la réduction des cofacteurs. Dans la mesure où, pour que le couplage soit possible, la 
première réaction doit être exergonique (affinité positive) et la deuxième endergonique (affinité négative), il est 
possible de montrer que cette partition est unique. En effet, le calcul des affinités chimiques des deux réactions 

















    (IV.3.5) 
 
où les iµ~  désignent les potentiels chimiques des composés dans les conditions locales des réactions. Dans la 
mesure où nous nous proposons d’étudier le fonctionnement global du système de photophosphorylation, les 
affinités doivent être des affinités résultantes, c'est-à-dire que les potentiels chimiques devront se référer aux 
conditions cytoplasmiques (Dussap, 1988). Ainsi, si l’on dispose de modèles thermodynamiques prédictifs, tels 
que développés au laboratoire (Achard, 1992 ; Catté, 1994 ; Ould-Moulaye, 1998), pour les constituants d’intérêt 
biologiques en conditions non idéales, il est possible d’estimer les potentiels chimiques, et par suite les affinités. 
En considérant qu’une mole de photons d’énergie minimale requise (λ = 680 nm) pour donner lieu au processus 
de photosynthèse correspond à l’énergie libre maximale théorique 1kJ.mol9,175h −=thυ  (sans dissipation pour 


















    (IV.3.6) 
 
ce qui confirme bien le choix de la partition retenue pour avoir une affinité COFA  négative, traduisant ainsi que 
l’énergie d’un quantum n’est pas suffisante pour compenser le potentiel redox entre l’eau et le NADP+. Cette 
représentation phénoménologique de la photosynthèse fournit donc les bases à l’étude du couplage entre les deux 
vitesses spécifiques ATPJ  et COFJ , comme un processus de transduction d’énergie libre entre une réaction 
endergonique et une réaction exergonique, et dont l’estimation de l’efficacité doit à son tour fixer le ratio des 
vitesses P/2e- ainsi que les efficacités thermodynamiques en termes de photons efficaces effυh  et de puissance 
chimique générée. 
 L’utilisation de la TLPI permet alors de donner les expressions des vitesses spécifiques sous forme 
exploitable, en particulier la vitesse spécifique de production d’entropie sσ . Cette dernière qui n’est autre que la 
fonction de dissipation spécifique est obtenue en multipliant l’expression démontrée en fin de chapitre 3 (éq. 
III.5.21) par la température (de façon à s’en affranchir dans la suite des calculs, considérant le système comme 
isotherme, ce qui revient à confondre énergie libre de Gibbs et exergie) et en la divisant par la concentration 













    (IV.3.7) 
 
La variable XC><= AA  apparaissant dans cette expression est bien sûr la vitesse volumétrique moyenne 
spécifique d’absorption de l’énergie radiante, qui peut être calculée à partir des différentes méthodes présentées 
et discutées au chapitre 3 (paragraphe 5) ; les termes jj AJ  représentent les puissances chimiques. Rappelons ici 
que cette écriture en moyennes temporelles de la fonction de dissipation n’est pas triviale et qu’elle résulte d’une 
analyse de stabilité de l’état moyen (Dussap, 1988). De même, la TLPI stipule que les vitesses spécifiques 
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moyennes ATPJ  et COFJ  ( Xjj CrJ >′<= ) peuvent s’exprimer comme des fonctions multilinéaires des affinités 
chimiques à partir des coefficients phénoménologiques sous la forme : 
 
COFACATPAAATP ALALJ +=     (IV.3.8) 
 
COFCCATPACCOF ALALJ +=     (IV.3.9) 
 
dans laquelle nous avons introduit les relations de réciprocité d’Onsager. 
 Le traitement théorique des relations (IV.3.7-9) nécessite une normalisation (Stucki, 1980 ; Dussap 






q =     (IV.3.10) 
 






=χ     (IV.3.11) 
 






x χ=     (IV.3.12) 
 
Ces variables sans dimension permettent de réécrire les équations (IV.3.8-9) sous la forme judicieuse 
recherchée : 
)1( qxALJ ATPAAATP +=     (IV.3.13) 
 
)( xqALJ ATPAACOF += χ     (IV.3.14) 
 
donnant accès aux puissances chimiques : 
 
)1(2 qxALAJ ATPAAATPATP +=     (IV.3.15) 
 
)(2 xqxALAJ ATPAACOFCOF +=     (IV.3.16) 
 
et par suite à la fonction de dissipation (éq. IV.3.7) : 
 
)21( 22 xqxALσ ATPAAs +++=A     (IV.3.17) 
 
Enfin, on peut également en déduire l’expression du rapport des vitesses P/2e- qui va permettre de formuler le 











χ     (IV.3.18) 
 
Cette approche quantitative de la photosynthèse donne également des informations précieuses pour le couplage 
énergétique puisqu’il est possible de définir deux efficacités thermodynamiques (ou rendements exergétiques) 
pour le schéma en Z. La première concerne l’efficacité d’utilisation des photons et s’exprime à partir du rapport 


















h     (IV.3.19) 




Cette efficacité qui décroît continûment dans le domaine d’intérêt est théoriquement maximale et égale à un 
pour : 
χ0816,0−=x     (IV.3.20) 
 
La deuxième concerne l’efficacité du couplage lui-même, c'est-à-dire le rapport des puissances chimiques 















    (IV.3.21) 
 















optZη     (IV.3.22) 
 
 A ce stade, tout le problème consiste donc en la détermination a priori des coefficients χ, q et x de façon 
à pouvoir exploiter les relations précédentes en fonctions des contraintes extérieures appliquées au métabolisme 
au sein du PBR. Comme nous l’avons déjà expliqué (Cornet et al., 1998), cette détermination peut se faire en 
deux étapes. 
 Dans un premier temps, on considère que le processus de production d’ATP est établi et on analyse son 
fonctionnement. Les coefficients phénoménologiques sont alors fixés et LAA, χ et q sont des constantes. Ainsi, 
l’utilisation du théorème du minimum de production d’entropie doit permettre de déterminer les affinités en 
fonction des coefficients, ou autrement dit en terme de variables réduites, de calculer x en fonction de χ et q. La 
recherche du minimum sous contrainte et la formulation de cette dernière demeurent des points clé dans la 
résolution du problème posé et seront développées au paragraphe suivant. 
 La deuxième étape concerne la détermination des coefficients χ et q eux-mêmes. Il est alors impossible 
de répéter la démarche précédente car les coefficients phénoménologiques dépendent des conditions en vigueur 
lors de la formation du thylacoïde et/ou du système enzymatique et non pas des conditions instantanées. On 
démontre alors (Dussap, 1988) qu’il existe deux conditions non adaptatives qui interviennent uniquement à la 
formation de la cellule. La première condition s’écrit : 
 
qATPCOF −= υχ     (IV.3.23) 
 
Elle est directement exploitable puisqu’elle relie le coefficient stoechiométrique pour la photophosphorylation au 
coefficient stoechiométrique phénoménologique, ce dernier apparaissant inférieur au coefficient intrinsèque 
ATPCOF −υ  lorsque le couplage est imparfait (q < 1). Ce coefficient stoechiométrique est aisément déterminé à 
partir du schéma en Z qui montre qu’une mole de NADP+ est réduite par mole d’ATP produite, soit 1=
− ATPCOFυ  
et (IV.3.23) devient : 
 
q=χ
    (IV.3.24) 
 
La deuxième condition peut être utilisée pour l’estimation de la valeur de q. En effet, d’après Stucki (1988), le 
coefficient de couplage peut prendre différentes valeurs en fonction de la régulation métabolique choisie par la 
cellule mise sous contraintes. Ces valeurs peuvent être obtenues en recherchant l’extremum de la super fonction 



















    (IV.3.25) 
 
dans laquelle on donne successivement des valeurs discrètes à n correspondant à des situations physiologiques 
optimales. Les différentes possibilités proposées (Stucki, 1980 et 1988) sont résumées dans le tableau IV.2 après 
avoir été adaptées au cas de la photosynthèse. 
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Tableau IV.2 : Différentes optimisations possibles à l’échelle de structures cellulaires permettant une 
transduction d’énergie libre. Pour chaque type, les conditions physiologiques à l’optimum sont précisées et le 




Les deux premières optimisations (n = 1 et 2) correspondent à des fonctionnements optimaux en vitesse ou en 
puissance chimique ; elles ont été observées expérimentalement dans le cas de transport actif de Na+ (n = 1 ; 
Stucki, 1988) et dans le cas de mitochondries isolées ou de micro-organismes procaryotes (n = 2 ; Dussap, 1988). 
On obtient les deux dernières optimisations (n = 3 et 4) lorsque le système adopte un double objectif de 
fonctionnement optimal à coût énergétique minimum ; ces cas ont été observés expérimentalement (Soboll et 
Stucki, 1985) dans des cellules de foie de rat en fonctionnement normal (n = 4) ou après privation (n = 3). 
 Parmi ces différentes possibilités, Dussap (1988) revient sur la notion de condition non adaptative et 
introduit une définition du fonctionnement optimal qui résulterait de l’application de conditions non limitantes 
associées au théorème du minimum de production d’entropie. Il conclut alors que l’état thermodynamique de 
fonctionnement optimal correspond à l’état qui rend optimales les puissances chimiques résultantes soit sous 
forme de différentielles totales : ( ) ( ) 0;0 == COFCOFATPATP AJdAJd     (IV.3.26) 
 
En suivant ces recommandations, nous considèrerons donc dans la suite de ce travail que le coefficient de 
couplage qui s’applique dans le cas de la photophosphorylation au sein des thylacoïdes correspond aux 
conditions (IV.3.26), c'est-à-dire au cas n = 2 conduisant à la valeur : 
 
9100)12(2 ,q =−=
    (IV.3.27) 
 
Cette valeur est également obtenue par Dussap (1988) à partir des conditions non adaptatives (IV.3.26) et utilisée 
dans le cas de la phosphorylation oxydative de micro-organismes procaryotes. Notons toutefois que d’autres 
valeurs du coefficient de couplage peuvent être obtenues par l’écriture de conditions non adaptatives différentes, 
comme le propose par exemple Dussap (1988) pour le couplage entre hydrolyse d’ATP et synthèse des 
constituants cellulaires. 
 
3.2.1.2- Utilisation du Théorème du Minimum de Production 
d’Entropie et Conditions Adaptatives 
 
 L’obtention du rapport des forces généralisées x est le dernier coefficient à déterminer pour avoir une 
formulation phénoménologique linéaire complète de la photophosphorylation a priori. Comme nous l’avons déjà 
mentionné, la valeur de ce coefficient qui résulte d’une adaptation à des contraintes environnementales dépend 
fortement des conditions imposées aux cellules dans le réacteur. Les conditions adaptatives qui correspondent 
aux contraintes que le milieu extérieur exerce sur le système devront être formulées pour chaque cas envisagé ; 
elles conduisent alors au calcul prédictif du coefficient x en utilisant le théorème du minimum de production 
d’entropie appliqué au schéma en Z (Cornet et Dussap, 2005). Celui-ci stipule (Glansdorff et Prigogine, 1971) 
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qu’en régime permanent, l’état stationnaire d’un système qui obéit à la formulation linéaire, est caractérisé par un 
principe variationnel d’après lequel la fonction de dissipation atteint sa valeur minimum, toujours positive, 
compatible avec les contraintes exercées par le milieu extérieur. Autrement dit, le théorème du minimum de 
production d’entropie, qui concerne les relations phénoménologiques linéaires, traduit que la fonction de 
dissipation spécifique est une différentielle totale, soit, avec nos notations : 
 
0=sd σ     (IV.3.28) 
 
Sous une forme plus explicite, il s’agit donc de trouver les minima de la fonction de dissipation spécifique sσ , ce 
















    (IV.3.29) 
 
Ces relations doivent ainsi fournir les valeurs des affinités jA  pour lesquelles la vitesse de production spécifique 
d’entropie est minimale. Bien entendu, la recherche de ce minimum s’effectue sous contraintes (Dussap, 1988 ; 
Cornet et al., 1998 ; Cornet et Dussap, 2005), c'est-à-dire que les affinités sont liées par des relations qui doivent 
être établies avant de procéder à la minimisation de la fonction de dissipation. Ce problème variationnel classique 
dans de nombreux domaines de la physique se résout en introduisant les multiplicateurs de Lagrange λk 
(Basdevant, 2005). On montre en effet que si 0),...,,( 21 =rAAAg  exprime une contrainte imposée par le milieu 
extérieur au système, il est judicieux de définir la fonction lagrangienne : 
 
gs λσ −=L     (IV.3.30) 
 
dans laquelle le multiplicateur de Lagrange λ est constant. Le système (IV.3.29) devient alors équivalent à la 
















    (IV.3.31) 
 




kks gλσL     (IV.3.32) 
 
D’une façon générale, la formulation des contraintes kg  au sein du réacteur demeure une étape délicate de la 
méthode. Cependant de très nombreux cas pratiques peuvent être envisagés par cette approche comme le 
transport actif membranaire (Nicolis, 2005), ou bien, dans le cas de PBR, l’étude de limitations minérales 
(Cornet, 1992) ainsi que l’étude de la limitation par le transfert entre phases, couplée à un mécanisme de 
concentration intracellulaire de bicarbonate ATP dépendant. Dans la suite de ce travail tel qu’il a été 
préalablement défini, nous ne nous intéresserons malgré tout qu’exclusivement au cas de la limitation par le 
transfert de rayonnement. 
 Il est donc nécessaire de définir une (ou plusieurs) contrainte externe ),,( χqxg  qui est imposée au 
métabolisme photosynthétique à l’intérieur du PBR et dont on pourra déduire les informations cinétique et 
énergétique recherchées par l’optimisation (IV.3.31). Avant d’envisager le cas général, nous allons traiter deux 
cas extrêmes, qui traduisent des comportements adaptatifs limite pour le schéma en Z, et dont la signification plus 
précise sera discutée au paragraphe suivant. 
 Considérons tout d’abord le cas d’un fonctionnement en conditions optimales. Nous venons de voir que 
ce cas correspondait en réalité à un fonctionnement en non limitation par la vitesse de transfert du rayonnement 
dans le PBR, soit à la saturation de la photosynthèse à vitesse maximale. Dans ce cas, les conditions (IV.3.26) 
s’appliquent, c'est-à-dire que l’on peut considérer que la puissance chimique ATPATP AJ  est constante, fixée de 
façon complètement indépendante des caractéristiques du système de conversion de l’énergie lumineuse. 
L’équation (IV.3.15) permet donc d’écrire la contrainte et par suite la fonction lagrangienne sous la forme : 
 
)1()21( 222 qxALxqxAL ATPAAATPAA +−+++= λAL     (IV.3.33) 




dans laquelle bien sûr A  est une constante indépendante du problème. L’application du théorème du minimum 





















    (IV.3.34) 
 










    (IV.3.35) 
 
en considérant la valeur retenue du coefficient de couplage (éq. IV.3.27). 
 À l’opposé, lorsque le transfert de rayonnement est le processus limitant, la contrainte concerne cette 
fois ci la vitesse spécifique ATPJ  qui apparaît imposée au métabolisme, ce qui conduit à l’écriture de la fonction 
L  sous la forme : 
)1()21( 22 qxALxqxAL ATPAAATPAA +−+++= λAL     (IV.3.36) 
 
La même optimisation que précédemment fournit alors la valeur de x dans ce cas de limitation : 
 
0=x
    (IV.3.37) 
 
Précisons à ce stade que les notions de saturation et de limitation définissant les deux valeurs extrêmes du rapport 
des forces généralisées que nous venons d’établir indépendamment de toute considération sur le champ de 
radiation, ne correspondent pas pour le moment à des situations physiques et physiologiques clairement établies 
au sein du PBR. Celles-ci seront précisées dans l’exploitation des couplages que nous aborderons au paragraphe 
suivant, après avoir tenté une généralisation des approches précédentes à toute situation de fonctionnement d’un 
PBR. 
 Il est en effet maintenant nécessaire de rechercher une expression générale de la contrainte g  qui ne 
s’adresse pas à des états limite mais qui corresponde à une situation réelle, liée à un champ de radiation donné, au 
sein du réacteur, sous la forme )]),([,,( rGqxg rλβ ′  qui tient compte de l’éq. (IV.3.24). Notons que, comme dans 
le cas de la généralisation de la phosphorylation oxydative à une concentration quelconque en oxygène dissous 
(Dussap, 1988), une nouvelle variable irradiance locale )],([ rG rλ′  apparaît, liée au champ de radiation qui 
représente à lui seul la contrainte physique imposée au métabolisme dans le cas qui nous intéresse. De la même 
façon que pour la limitation physique par le transfert d’oxygène où le coefficient volumétrique de transfert et la 
solubilité imposent une vitesse au micro-organisme avec comme seule variable résultante la concentration en 
oxygène dissous, la densité de flux incidente, la surface spécifique éclairée et la concentration en micro-
organismes conduisent soit à un régime cinétique, soit à un régime de limitation physique stricte, avec comme 
seule conséquence, la modification du champ de radiation moyen au sein du réacteur. Cependant, l’analogie 
s’arrête à ce stade, car s’il est possible pour la phosphorylation oxydative, d’utiliser le fait que COFA  est une 
constante pour formuler la contrainte générale, ce n’est jamais le cas de la photophosphorylation comme le 
montrent les résultats obtenus sur les états limite, notamment concernant ATPA  (Cornet et al., 1998). 
 Le problème se traite donc différemment et ne doit pas faire intervenir de variable indépendante 
supplémentaire dans le processus d’optimisation (ni donc de nouvelle équation de bilan), mais seulement une 
fonction de l’irradiance locale )],([ rG rλβ ′  qui, comprise entre 0 et 1 traduit l’intensité de la limitation physique 
entre 0=ATPJ  et ( )maxATPATP JJ = . Cette fonction est obligatoirement une moyenne temporelle qui regroupe le 
seul terme variable mettant en jeu le champ d’irradiance pour le calcul des vitesses locales dans le réacteur. Il est 
donc aisé, à partir des relations donnant accès aux vitesses via les rendements quantique et photochimique (éqs. 
























    (IV.3.38) 
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où lV  correspond au volume éclairé efficace au sein du réacteur, c'est-à-dire à tout le volume dans lequel règne 
une irradiance supérieure à la valeur d’irradiance du point de compensation de la photosynthèse GC’ (valeur 
d’irradiance pour laquelle les vitesses de production et de consommation d’O2 s’équilibrent correspondant à une 
vitesse nette nulle). Cette relation, qui met en jeu des irradiances moyennes spectriques, suppose donc, soit une 
intégration préalable en longueur d’onde, soit une approche moyenne directe tel que cela a été décrit au chapitre 
précédent. D’autre part, dans la mesure où sa forme hyperbolique est liée à une diminution du rendement 
photochimique primaire par perte d’efficacité des transferts d’excitation au sein des UPS, cette relation peut 
sembler contredire notre discussion initiale sur les conditions d’application de la TLPI en réintroduisant 
insidieusement un phénomène non conservatif pour les photons. En réalité, il n’en est rien puisqu’il s’agit ici de 
traduire la contrainte physique extérieure imposée au métabolisme ; celle-ci étant bien liée uniquement au 
transfert de rayonnement et à son couplage avec les vitesses spécifiques sous la forme de l’éq. (IV.3.38) qui fait 
apparaître une limitation physique stricte dans le sens où β  ne dépend (pour une concentration en biomasse 
donnée) que de la géométrie du réacteur et de son système d’éclairage, ainsi que de la densité de flux incidente 
∩
′q . 
 Finalement, la généralisation des deux cas limite précédents conduit à l’écriture d’une fonction 
lagrangienne qui doit être soumise à la même optimisation (éq. IV.3.34), mais en considérant vitesses et affinités 
variables, et en introduisant une contrainte généralisée à l’aide de β . Le résultat du calcul fournit alors 
l’expression suivante : 
0)1()1()(21 2 =+++−++ βxq
q
xq
xxq     (IV.3.39) 
 
qui, de façon remarquable, revêt la même forme générale que celle établie par Dussap (1988) avec une 
optimisation différente pour une limitation physique par le transfert d’oxygène, et donne accès à la valeur 


















    (IV.3.40) 
 
Il est alors facile de vérifier que les deux cas limite peuvent être retrouvés en faisant simplement β  = 0 pour la 
limitation, et β  = 1 pour la saturation. En réalité, la valeur de β  dépend fortement des caractéristiques du 
champ de rayonnement dans le réacteur. Si la concentration en biomasse est faible ou si la densité de flux 
incidente est élevée, l’intégrale (IV.3.38) s’effectue sur tout le volume du réacteur ( TVV =l ) qui fonctionne alors 
en régime cinétique (la vitesse dépend de la concentration) ; a contrario, si la concentration est élevée ou la 
densité de flux incidente faible, le volume éclairé lV  est inférieur au volume total TV , et le réacteur fonctionne 
en limitation physique avec une valeur constante de β  qui la caractérise. Ces deux cas peuvent être appréhendés 
plus simplement en utilisant une approximation monodimensionnelle pour le calcul de β . A partir des relations 
analytiques établies au chapitres 3 donnant le profil d’irradiance dans un réacteur rectangulaire illuminé d’un coté 
par la méthode à deux flux (éqs. III.2.16 et III.2.25), il est possible d’obtenir une expression analytique de la 
fonction β , valable dans toutes les conditions (voir appendice IV.2). Mieux encore, on peut montrer que 
l’approximation du profil d’irradiance dans cette géométrie proposée par Cornet et al. (1992) conduit, via 
l’intégrale (IV.3.38), à une relation approchée fort simple de β  qui reste pourtant confondue avec la solution 
exacte lorsque l’on fait varier la densité de flux incidente. Dans le cas du régime cinétique, en définissant la 
transmission ( ∩∩ ′′=′′= qqqGT LL ) par rapport à la densité de flux incidente ∩′q  qui représente la part du 
rayonnement qui n’est pas utilisé dans le réacteur ; on obtient aisément l’expression suivante de l’intégrale (voir 
















































β     (IV.3.41) 




dans laquelle on prendra le degré de collimation n = 0 pour un champ de radiation diffus isotrope, et ∞=n , pour 
un champ de radiation collimaté. Ce résultat montre bien que β  dépend dans ce cas de la transmission T, donc 
de la concentration en biomasse, toutes choses égales par ailleurs. Dans le cas de la limitation physique, la 
transmission est nulle, et l’intégrale ne se fait plus sur TV , mais sur le volume éclairé lV , ce dernier étant défini 































































    (IV.3.42) 
 
On vérifie bien alors comme annoncé que β  prend une valeur constante qui ne dépend que de la densité de flux 
incidente et des deux paramètres caractérisant un micro-organisme donné K’ et GC’. La relation (IV.3.42), 
innocemment obtenue, a une portée beaucoup plus grande que le cadre restreint qui a servi à l’établir ; on peut en 
effet démontrer que dans de très nombreux cas pratiques, elle se généralise, en limitation physique, à toutes les 
géométries monodimensionnelles qui ont été traitées au chapitre 3, y compris en coordonnées curvilignes (voir 
l’appendice IV.2 qui fournit des valeurs analytiques plus générales dans ce cas). Dans toutes les autres conditions 
de géométries ou d’irradiation, il est bien sûr nécessaire de recourir à une intégration numérique de β  à partir du 
champ de rayonnement calculé, mais l’éq. (IV.3.42) constitue, malgré tout, une excellente approximation (encore 
une fois, )('∩q  est bien sûr généralement une moyenne de surface, bien que nous n’ayons pas introduit de notation 
spécifique). Cette relation représente en effet un état limite vers lequel convergent toutes les situations de 
limitation physique ; pour une incidence diffuse ou collimatée, sa valeur maximale dans la nature (correspondant 
à une densité de flux pour l’irradiation solaire maximale) est d’environ ½, démontrant que la photosynthèse s’est 
développée avec un fonctionnement optimal très inférieur à la saturation. Nous reviendrons ultérieurement sur les 
implications métaboliques et philosophiques qu’engendre ce résultat, remarquable dans sa simplicité. 
 
 Les résultats que nous venons d’obtenir dans ce paragraphe conduisent finalement aux valeurs 
numériques des trois coefficients normalisés χ, q et x en fonction de la contrainte physique β  imposée par le 
champ de radiation au fonctionnement du schéma en Z de la photosynthèse. Leur grande généralité confère à 
l’approche proposée une universalité qui dépasse de très loin l’étude d’un micro-organisme particulier, 
puisqu’elle débouche sur une analyse thermodynamique prédictive de la photosynthèse, valable aussi bien pour 
des membranes de thylacoïdes (cyanobactéries, micro-organismes procaryotes) que pour des chloroplastes 
(micro-algues). Néanmoins, ces résultats supposent un fonctionnement équilibré des deux photosystèmes du 
schéma en Z, ce qui implique (notamment pour les cyanobactéries) l’utilisation d’un rayonnement blanc (ou au 
moins rouge et bleu). La généralisation de notre approche à un rayonnement de type quasi monochromatique 
(DEL par exemple) ne pose a priori aucun problème, mais doit tenir compte à la fois du spectre d’action de la 
photosynthèse dans le calcul des productivités (Cornet, 1992), ainsi que des modifications éventuelles du rapport 
P/2e- qui pourraient résulter d’un fonctionnement particulier du schéma en Z. 
 
 
3.2.2- Exploitation pour les Couplages Cinétique, 
Stoechiométrique et Énergétique 
 
3.2.2.1- Signification des Cas Limite 
 
 Les valeurs des coefficients normalisés obtenues pour les deux cas limite précédents (limitation et 
saturation), correspondant à deux optimisations ne faisant pas intervenir le champ de radiation, permettent de 
calculer aussi bien le rapport P/2e- que les efficacités thermodynamiques qui en résultent. 
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Concernant tout d’abord la saturation, la valeur x = - 0,643 conduit via l’éq. (IV.3.18) à P2e = 1,708 
(valeur intracellulaire maximale) et aux efficacités thermodynamiques ηhν = 0,436 et ηZ = 0,414 en vertu des 
équations (IV.3.19 et 21). Ces conditions seraient observées (nous verrons plus loin que c’est généralement 
physiquement impossible) pour des densités de flux incidentes tellement élevées, qu’à la limite, la photosynthèse 
fonctionne à vitesse maximale, indépendamment de toute caractéristique du système de conversion de l’énergie 
lumineuse. De ce point de vue, il est donc tout à fait cohérent de trouver la même valeur de l’efficacité 
thermodynamique par les deux définitions proposées (le faible écart peut être imputé à une imprécision sur les 
valeurs des affinités chimiques dans les conditions de pH propres à Arthrospira) puisqu’elles deviennent 
interchangeables dans ces conditions, l’efficacité ηhν n’ayant plus de sens propre (voir la figure IV.7). 
A l’opposé, nous avons calculé que lorsque le métabolisme fonctionne en limitation, le rapport des 
forces généralisées x vaut 0, conduisant par les mêmes relations à P2e = 1,208 (valeur intracellulaire minimale) 
puis à ηhν = 1,23 et ηZ = 0. Ces résultats peuvent à première vue laisser perplexes puisque d’une part, la valeur 
du rapport P/2e- est inférieure à celle que nous avons proposée pour la biomasse active seule (1,23), et d’autre 
part, on obtient une valeur d’efficacité de conversion de l’énergie des photons supérieure à 1. Seule la valeur de 
l’efficacité thermodynamique du couplage trouve une explication simple : elle traduit tout simplement que la 
puissance chimique COFCOF AJ  est nulle car l’affinité 0=COFA  (et non pas la vitesse spécifique). Cette 
constatation permet d’expliquer la valeur de l’efficacité ηhν obtenue si l’on suppose que cet état limite correspond 
à un fonctionnement transitoire de la chaîne photosynthétique à l’obscurité. Dans ces conditions, et de la même 
façon que dans le cas précédent, l’efficacité thermodynamique de conversion des photons perd sa signification 
car l’énergie chimique doit être fournie par la respiration. De surcroît, il en résulte que le point de compensation 
de la photosynthèse est compris entre les deux états limite décrits ici, ce qui veut dire que l’approche 
phénoménologique peut conduire à une valeur théorique de l’irradiance de compensation, quasiment impossible à 
mesurer expérimentalement (voir le paragraphe suivant sur ce point). De plus, cela signifie également que les 
faibles valeurs de P/2e-, inférieures à la valeur qui résultera du calcul, n’ont pas de sens dans le réacteur, car par 
définition, aucune biomasse ne peut être synthétisée en dessous du point de compensation qui sert à définir le 
volume efficace éclairé lV . 
 
3.2.2.2- Cas Général et Définition du Point de Compensation 
 
 La généralisation des cas précédents à une situation réelle correspondant à un champ de radiation bien 
défini au sein du réacteur passe, nous le savons, par le calcul de la variable β . Or, dans la plupart des situations, 
le PBR fonctionne en limitation physique par le transfert de photons, nécessitant de calculer le volume éclairé 
lV , et donc de connaître l’irradiance de compensation GC’. Ainsi, compte tenu de ce que nous venons de 
discuter, il est parfaitement cohérent de définir le point de compensation (voir figure IV.7) pour les valeurs des 
coefficients normalisés correspondant à une efficacité thermodynamique de conversion des photons égale à un 
(au dessus, l’énergie manquante doit bien être fournie par la respiration, et au dessous, l’efficacité diminue 
normalement avec l’augmentation des vitesses iJ  et l’inhibition de respiration). Dans ce cas, les éqs. (IV.3.20 et 
27) fournissent la valeur du rapport des forces généralisées à utiliser, soit : 
 
0743,0−=Cx     (IV.3.43) 
 
Cette valeur conduit immédiatement à l’efficacité thermodynamique du couplage ηZ = 0,067, et à la valeur P2e = 
1,226 (voir figure IV.7) à partir desquelles uniquement, la croissance de la biomasse dans le réacteur présente un 
sens. Il est remarquable alors de constater que la valeur ainsi calculée du rapport P/2e- est en parfait accord avec 
celle de 1,23 qui a été obtenue par analyse métabolique conduisant à la stoechiométrie de la biomasse active (éqs. 
IV.1.13-14), correspondant justement à une fraction en exopolysaccharide nulle, c'est-à-dire, au point de 
compensation. 
 Ce phénomène de compensation de la photosynthèse par la respiration aux très faibles irradiances est 
certainement à mettre sur le même plan que la notion de maintenance introduite lors de croissance en limitation 
de micro-organismes aérobies. Celle-ci peut revêtir des définitions extrêmement variées suivant les auteurs 
utilisant des modèles physiologiques de représentation simplistes (Pirt, Herbert…) ; son interprétation 
thermodynamique a été pourtant clairement établie et discutée par Dussap (1988) qui a montré quantitativement 
que la proportion d’énergie relative consacrée à la maintenance augmentait lorsque la limitation par le transfert 
d’O2 s’accentuait. De la même façon, on peut supposer ici que lorsque la photosynthèse ne fonctionne pas dans 
des conditions optimales (en dessous de l’irradiance inhibitrice de la respiration), la consommation d’énergie de 
maintenance fournie par la respiration permet au processus d’action métabolique (les synthèses cellulaires à partir 
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d’énergie chimique) de toujours fonctionner dans des conditions optimales. Le point de compensation apparaît 
alors comme la valeur de l’irradiance pour laquelle 50% de l’énergie est utilisée pour la maintenance (la valeur 
de 100% étant obtenue bien sûr à l’obscurité), ce qui situe environ l’inhibition complète de respiration vers 10 
µmolhν.m-2.s-1, soit un peu plus de 2 W.m-2, valeur qui correspond à peu près à nos données expérimentales 
(Cornet, 1992). Finalement, cette interprétation explique aussi pourquoi tous les auteurs qui ont essayé de faire 
explicitement apparaître puis identifier un terme de maintenance dans les équations cinétiques de micro-
organismes photosynthétiques trouvent des valeurs généralement négligeables (Aiba, 1982)… puisqu’elle ne peut 
exister sous cette forme ! 
 Sur le plan théorique, la recherche d’une valeur de l’irradiance de compensation GC’ nécessite au 
préalable un changement d’échelle sur la variable β , ou autrement dit, un passage à la limite. En effet, β  
résulte d’une intégration spatiale à partir d’un champ de radiation généralement très hétérogène, correspondant 
donc à des états métaboliques différents pour chaque cellule. Or, le point de compensation (si l’on exclut toute 
notion de couplage hydrodynamique) est une donné biochimique obtenue à l’échelle de la cellule seule, et l’on 
sera donc amené à chercher l’expression limite de β correspondant à un champ de radiation homogène au sein du 
PBR (cas limite avec une transmission à 100% par exemple dans un réacteur rectangulaire), de la même façon 
que l’on essaye de procéder expérimentalement, avec tous les problèmes que cela suppose (Cornet, 1992). 
 Si l’on s’intéresse dans un premier temps à un champ de radiation collimaté ou quasi collimaté, il est 
facile d’établir, à partir des relations donnant β  dans différentes géométries de réacteurs (voir appendice IV.2), 


















limlim     (IV.3.44) 
 
Notons que ce résultat est parfaitement cohérent d’un point de vue de la physique des rayonnements, puisqu’il 
conduit à une densité de flux hémisphérique (une excitance énergétique ou photonique, voir appendice 3.1) 
rayonnante qui peut être capturée par une surface de référence avant d’être convertie. Si l’on tient compte alors 
que la valeur de β au point de compensation peut être calculée à l’aide des relations (IV.3.39 et 43), et que 
d’autre part, intensité spécifique, irradiance et densité de flux hémisphérique sont identiques dans un champ 
collimaté, on obtient comme résultats (avec K’ = 90 µmolhν.m-2.s-1) : 
 
0164,0=Cβ     (IV.3.45) 
)sr(.s.m.mol5,1 112h −−−µ=′=′ νCC IG     (IV.3.46) 
 
Cette valeur, qui correspond environ à )sr(.m.W33,0 12 −−== CC IG  en lumière blanche est tout à fait 
compatible avec nos tentatives de déterminations expérimentales préliminaires (Cornet, 1992) et sera donc 
utilisée de façon prédictive dans la suite de ce travail. 
 Le calcul peut être mené à bien de façon tout à fait similaire dans le cas d’un champ de radiation diffus 
ou quasi diffus. Toutefois, si la valeur de βC reste donnée par l’éq. (IV.3.45), elle correspond à une nouvelle 






















    (IV.3.47) 
 




−−−µ=′ νCI     (IV.3.48) 
 
12
h s.m.mol5,12 −−µ=′=′ νpi CC IG     (IV.3.49) 
 
Ce résultat important montre que quelle que soit la nature du champ de radiation, l’irradiance de compensation 
GC’ est la même, mais que par contre, l’intensité spécifique correspondante IC’ dépend de l’une ou l’autre 
hypothèse. Ainsi est-il possible à ce stade de fournir les valeurs prédictives du rendement photochimique 
primaire maximum ρM ; à l’aide de l’éq. (IV.2.9), on obtient pour un rayonnement visible typique (solaire) : 
 
- pour un champ quasi collimaté, 80,0=Mρ     (IV.3.50) 
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- pour un champ quasi diffus, 78,0=Mρ     (IV.3.51) 
 
 L’obtention d’une valeur théorique de l’irradiance de compensation est la dernière étape permettant de 
donner sa cohésion finale à la théorie proposée. En effet, elle permet de calculer dans tous les cas la variable β  
qui intervient dans l’expression de la contrainte, notamment en condition de limitation physique par le transfert 
de rayonnement qui nécessite de connaître cette irradiance pour définir le volume efficace éclairé lV . Si l’on 
admet que cette situation de limitation est celle qui prévaut dans la plupart des cas pratiques, aussi bien en 
réacteur que dans la nature et qu’alors, pour toute géométrie (voir appendice IV.2), β peut généralement 
s’exprimer sous la forme analytique de l’éq. (IV.3.42), il est intéressant de discuter les valeurs ainsi obtenues en 
balayant le domaine des densités de flux incidentes qu’il est classique de rencontrer (les valeurs supérieures à 
2000 µmolhν.m-2.s-1 ne peuvent être produites qu’artificiellement et n’ont pas grand sens technologique dans le 
domaine des PBR). La figure IV.2 représente justement le tracé de β  en fonction de la densité de flux 
rayonnante incidente pour un champ de radiation collimaté et diffus. On peut aisément y constater que pour les 
valeurs pratiques que l’on vient de définir, β  reste inférieur à ½, même s’il existe une différence entre les deux 
hypothèses sur le champ de radiation comme cela a déjà été constaté au chapitre 3 dans la partie traitant de 
l’actinométrie. Bien évidemment, les deux courbes tendent vers la même limite théorique de 1 mais qui ne peut 
être atteinte qu’avec des densités de flux colossales, physiquement totalement irréalistes. Ce résultat prouve, 
comme cela a déjà été esquissé, que dans les conditions réelles, la photosynthèse fonctionne au mieux entre 40 et 
50% de la saturation telle qu’elle est définie par l’approche thermodynamique phénoménologique linéaire du 
schéma en Z. Ce point sur lequel nous allons revenir est fondamental pour comprendre la différence de 
fonctionnement métabolique qui existe entre une cellule isolée éclairée (conditions toujours artificielles 
auxquelles se réfèrent généralement les biologistes) et une culture en masse au sein d’un réacteur ou au sein 
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Figure IV.2 : Tracé de la variable β  en condition de limitation physique par le transfert de rayonnement (éq. 
IV.3.42) en fonction de la densité de flux incidente q0’ et pour les deux hypothèses extrêmes du champ de 
radiation (collimaté et diffus). Cette variable permet le calcul du rapport P/2e- dans le domaine correspondant et 
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 De façon encore plus générale, la connaissance, toujours nécessaire, du champ de radiation au sein du 
réacteur permet d’exprimer β  dans toutes les situations grâce à l’intégrale (IV.3.38) et finalement de calculer le 
rapport P/2e- à l’aide des éqs. (IV.3.18 et 40). La figure IV.3 illustre les résultats qui sont obtenus dans le cas 
d’un réacteur rectangulaire éclairé d’un coté et dans lequel le degré de limitation est modifié en jouant sur la 
concentration en biomasse, passant ainsi d’un régime cinétique (transmission non nulle) à un régime de limitation 
physique. Sans surprise, dans ce dernier cas qui correspond aux conditions que nous venons de discuter, il 
apparaît que le rapport P/2e- tend vers une limite inférieure à 1,5, même pour de très fortes densités de flux 
incidentes de l’ordre de 2000 µmolhν.m-2.s-1 (la courbe obtenue est dans ce cas généralisable à la plupart des 
géométries). Par contre, en régime cinétique, ce rapport augmente plus vite, pouvant presque atteindre la valeur 
théorique maximale de 1,708 pour les plus fortes transmissions (les plus faibles concentrations). Si l’on se 
remémore les déviations métaboliques associées aux variations du rapport P/2e- (notamment en terme de teneur 
en exopolysaccharide) et si l’on considère que le métabolisme et la physiologie sont naturellement adaptés aux 
conditions pratiques de limitation physique, la figure IV.3 permet de comprendre un certain nombre de 
problèmes physiologiques qui peuvent apparaître à faible concentration dans le réacteur (lors des phase de 
démarrage par exemple, ou lorsque l’on essaye d’obtenir des informations cinétiques en chemostat très dilué). En 
effet, on constate que si l’on travaille avec des densités de flux supérieures à environ 100 µmolhν.m-2.s-1 (donc de 
l’ordre de grandeur de K’), on impose une contrainte au métabolisme qui est telle que la valeur optimale et 
maximale de 1,5 est dépassée. Celui-ci doit ainsi s’adapter à un fonctionnement imposé qui transcende les limites 
physiologiquement possibles par des modifications importantes comme par exemple une destruction des antennes 
du photosystème II, souvent constatée, qui permet de s’accorder avec le rapport P/2e- imposé. Il n’est donc pas 
exagéré de conclure que le métabolisme, la composition et la physiologie d’un micro-organisme photosynthétique 
sont le résultat d’une longue adaptation évolutive à des conditions naturelles de développement en limitation 
physique par le transfert de rayonnement, qui correspond alors au meilleur fonctionnement possible d’un réacteur 
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Figure IV.3 : Tracé du rapport P/2e- en fonction de la densité de flux incidente q0’ (éqs IV.3.18, 40-42) dans le 
cas d’un réacteur rectangulaire éclairé d’un côté avec un champ quasi-collimaté. Les deux régimes de 
fonctionnement du PBR sont illustrés par un faisceau de courbes comprises entre les états limites en trait épais. 
La valeur maximale du rapport P/2e- pouvant être atteinte en limitation physique par le transfert de rayonnement 
est indiquée. Pour illustrer le fonctionnement en régime cinétique, différentes situations ont été choisies en faisant 
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3.2.2.3- Calcul des Grandeurs Fondamentales des Couplages 
 
 Le but ultime de la démarche proposée dans ce travail pour formuler les couplages stoechiométrique, 
cinétique et énergétique est maintenant en passe d’être atteint puisque la formulation thermodynamique 
phénoménologique linéaire de la photosynthèse s’est révélée un outil performant, quantitatif et prédictif jusque 
dans ses moindres détails. 
 Tout d’abord, les résultats des calculs présentés dans ce paragraphe peuvent être intégrés aux définitions 
stoechiométriques et cinétiques des paragraphes 1 et 2 de ce chapitre. En premier lieu, le couplage cinétique 
suppose le calcul a priori des rendements quantiques molaire Φ ′  ou massique Φ , voire des rendements 
énergétiques molaire Ψ ′  ou massique Ψ . Ceci est parfaitement réalisable comme l’illustrent les figures IV.4 et 
IV.5 qui montrent les résultats qui peuvent être obtenus dans un réacteur en limitation physique par le transfert de 
rayonnement en fonction de la densité de flux incidente ou de l’irradiance. Le rendement quantique est, comme 
on l’a dit (éqs. IV.1.2 et 3), partitionné en un rendement photochimique primaire local ρ et un rendement 
quantique stoechiométrique molaire φ ′  ou massique φ  moyen. La figure IV.4a traduit clairement que le 
rendement φ ′  (la grandeur théorique fondamentale) est quasiment constant dans tout le domaine des flux 
incidents et vaut environ 0,078 C-mole de biomasse par mole de photon, ce qui est un résultat remarquable. On 
peut en effet en conclure a posteriori qu’il s’agit là d’une grandeur qui ne dépend pas du champ de rayonnement 
dans le réacteur (une forme de grandeur stoechiométrique universelle de la photosynthèse, liée tout de même à la 
stoechiométrie structurée IV.1.16). Ce résultat n’est en aucun cas remis en cause par une généralisation à des 
conditions de régime cinétique autorisant des rapports P/2e- plus élevés, puisque l’on peut vérifier que dans tout 
le domaine théorique (entre 1,208 et 1,708) le rendement φ ′  varie de moins de 5%. L’explication de ce 
phénomène est en fait assez simple car l’augmentation du rapport P/2e- qui devrait conduire à une diminution de 
ce rendement est en fait compensée par un besoin moindre en pouvoir réducteur tel que le prévoit l’équation 
stoechiométrique structurée (IV.1.16) faisant intervenir la teneur en EPS. Quoi qu’il en soit, ce résultat ne peut 
que conforter l’idée de l’utilisation d’une grandeur moyenne temporelle (ou spatiale) pour ce rendement puisqu’il 
apparaît de proche en proche comme une constante au sein du réacteur. Le rendement quantique 
stoechiométrique φ  semble quant à lui dépendre un peu plus de la densité de flux incidente (10% dans le 
domaine considéré) ; ce résultat étant tout simplement à mettre sur le compte de la masse C-molaire moyenne de 
la biomasse qui augmente avec la teneur en EPS. Enfin, la figure IV.4b montre, comme attendu, que les 
rendements quantiques qui intègrent le rendement photochimique primaire ρ et sont donc des grandeurs locales 
dans le réacteur, décroissent fortement avec l’irradiance en raison de la perte d’efficacité du transport des 
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Figure IV.4 : Tracés des moyennes spatiales des rendements quantiques stoechiométriques (a) molaire φ ′  (trait 
épais) et massique φ  (trait fin) en fonction de la densité de flux rayonnante incidente sur le réacteur q0’ (champ 
quasi-collimaté), et tracés des rendements quantiques locaux résultants (b), molaire Φ ′  (trait épais) ou massique 
Φ  (trait fin) en fonction de l’irradiance G’ dans le réacteur. 
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 La figure IV.5 reprend le même principe, mais s’intéresse aux grandeurs énergétiques. Comme l’indique 
l’équation (IV.1.5), celles-ci dépendent de la nature spectrale de la source d’émission du rayonnement ; c’est 
pourquoi, à titre d’exemple, deux sources différentes sont représentées (tubes fluorescents blancs et lampes 
halogènes). Le comportement général observé est exactement le même que dans le cas précédent, pour les 
rendements moyens comme pour les rendements locaux. L’augmentation apparente de rendement obtenue avec 
des lampes halogènes ne doit en aucun cas être attribuée à un effet quelconque de ces dernières car, comme cela a 
déjà été précisé au paragraphe premier, une deuxième correction est nécessaire sur la densité de flux incidente et 
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   (a)             (b) 
 
Figure IV.5 : Tracés des moyennes spatiales des rendements énergétiques stoechiométriques (a) molaire ψ ′  et 
massique ψ  en fonction de la densité de flux rayonnante incidente sur le réacteur q0 (champ quasi-collimaté), et 
tracés des rendements énergétiques locaux résultants (b) molaire Ψ ′  ou massique Ψ , en fonction de l’irradiance 
G dans le réacteur. Deux qualités spectrales sont représentées, des tubes fluorescents (trait fin) et des lampes 





 Au-delà des informations cinétiques (qui sont d’ailleurs issues d’une stoechiométrie photonique via φ ′ ), 
l’approche proposée fournit également des informations stoechiométriques relatives, nous l’avons vu au 
paragraphe premier, à l’évolution de la qualité de la biomasse produite en fonction du champ de radiation imposé 
au PBR. Compte tenu de notre analyse de degrés de liberté, nous avons scindé la biomasse totale en une 
biomasse active de qualité constante et un exopolysaccharide ; la teneur respective de ces deux constituants étant 
susceptible de varier en fonction des conditions d’irradiation. Ainsi, la connaissance de la fraction molaire en 
EPS xEPS à partir du calcul du rapport P/2e- imposé au métabolisme (éq. IV.1.17), fixe à elle seule l’équation 
stoechiométrique globale associée à la production de biomasse totale (éq. IV.1.16). 
Pour un réacteur en limitation physique par le transfert de photons, la figure IV.6 illustre l’évolution 
prédictive obtenue pour la fraction massique en EPS dans la biomasse totale, en fonction de la densité de flux 
incidente. La courbe montre que cette teneur varie entre 0 au point de compensation (comme annoncé) et environ 
40% pour les valeurs maximales admissibles de densité de flux. Cette teneur maximale, correspondant à la limite 
supérieure du P/2e- évoquée plus haut, est en accord avec tous les résultats expérimentaux obtenus à très fort 
éclairement, et pour lesquels cette teneur n’a en effet jamais été dépassée (voir paragraphe 4). Si l’approche 
phénoménologique développée ici fournit correctement la valeur de façon prédictive, elle ne donne bien sûr 
aucune explication du processus en jeu dans cette limitation métabolique. Par contre, de façon parfaitement 
complémentaire, celle-ci pourrait être proposée par une approche intégrée du métabolisme basée sur la méthode 
des flux métaboliques. Cette analyse a été réalisée récemment par Cogne et al. (2003), qui ont montré, en plein 
accord avec nos propres résultats, que cette teneur ne pouvait métaboliquement pas être dépassée sans donner un 
sens thermodynamiquement impossible à la réaction irréversible catalysée par la pyruvate kinase, avec une valeur 
limite de P2e égale à 1,47. 
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Figure IV.6 : Évolution prédictive de la fraction massique en exopolysaccharide (EPS) wEPS dans la biomasse 
(éq. IV.1.17) en fonction de la densité de flux incidente q0’ (champ quasi-collimaté) sur un réacteur fonctionnant 









































Figure IV.7 : Représentation de l’évolution de l’efficacité thermodynamique de conversion des photons ηhν (trait 
épais) et de l’efficacité thermodynamique du couplage de la photophosphorylation du schéma en Z ηZ (trait fin), 
en fonction du rapport P/2e- imposé aux cellules par le champ de radiation. La définition du point de 
compensation à partir du rendement ηhν est également représentée. 
 




 Sur le plan énergétique pour terminer, la figure IV.7 présente l’évolution des deux efficacités 
thermodynamiques qui ont été définies plus haut (éqs. IV.3.19 et 21). L’efficacité de conversion des photons ηhν 
décroît en fonction de l’augmentation du rapport P/2e-, c'est-à-dire lorsque les vitesses spécifiques augmentent, 
ce qui est tout à fait conforme à l’usage (Dussap, 1988), alors même que la signification des valeurs limite à 
faible et fort P/2e- a déjà été précisée (voir supra). Cette courbe permet de définir la valeur du point de 
compensation pour ηhν = 1 (correspondant à P2e = 1,23) comme nous l’avons également déjà discuté. L’efficacité 
thermodynamique du couplage du schéma en Z suit quant à elle une évolution inverse et varie de 0 (à l’obscurité) 
à environ 0,4 (à saturation). L’effet antagoniste de ces deux efficacités peut servir de support, comme nous 
l’avons déjà discuté, à une interprétation de la respiration à la lumière et de son inhibition en terme de 
maintenance cellulaire. Les résultats obtenus ici seront utilisés dans la partie 5 pour calculer théoriquement 
l’efficacité thermodynamique globale d’un PBR et la comparer à des résultats expérimentaux. 
 
 
4- Résultats Cinétiques et Stoechiométriques en 
Photobioréacteur - Simulations 
 
 
 Tous les éléments d’un modèle de connaissance prédictif, à paramètres réifiés, ayant été développés à ce 
stade, il reste à en finaliser la formulation, en particulier à montrer comment l’on peut passer des vitesses de 
croissance locales )('Xr  (VVLCB) données par les éqs. (IV.1.1, 3, 6 et 7) à la vitesse de croissance moyenne 
spatiale de la biomasse >< )('Xr . Une fois celle-ci déterminée, l’équation stoechiométrique prédictive globale 
associée, qui a déjà été établie au paragraphe premier, donne accès à tous les coefficients stoechiométriques, 
donc par suite à toutes les vitesses volumétriques spatiales massiques ou molaires, pour chaque substrat ou 
produit considéré. Il ne reste plus alors qu’à intégrer ces informations dans l’écriture des bilans de masse, pour un 
type de réacteur donné, afin d’obtenir un modèle mathématique complet du procédé. Les simulations numériques 
obtenues peuvent ainsi être comparées aux résultats expérimentaux disponibles pour la cyanobactérie Arthrospira 
platensis représentant un micro-organisme modèle dans cette étude. De plus, dans une logique constante de 
simplification qui devrait caractériser notre discipline, nous envisagerons, uniquement dans les conditions 
optimales de fonctionnement en limitation physique par le transport de photons, la recherche de solutions 
analytiques pouvant servir à estimer les performances des PBR. 
 
 




 L’établissement d’un modèle mathématique pour un PBR est basé, comme nous l’avons expliqué au 
chapitre premier, sur l’écriture des relations de bilans locaux que nous avons établies, et qui doivent être intégrés 
à l’échelle du réacteur. En particulier, le terme de vitesse de réaction qui est localement très hétérogène, fera 
l’objet essentiel de la discussion qui suit. 
La stoechiométrie associée à la réaction, qui peut varier en fonction du champ de radiation dans le 
réacteur, a déjà été présentée et discutée dans la partie précédente. Si l’on se limite aux éléments échangeables, il 
est souhaitable de faire disparaître l’écriture structurée de l’éq. (IV.1.16) en réintroduisant la stoechiométrie du 
schéma en Z de la photosynthèse, via une équation du type (IV.1.9). On obtient alors une équation générale qui 
ne dépend plus que de la teneur molaire en exopolysaccharide xEPS, elle-même calculable par l’approche TLPI et 
la valeur de P2e, à l’aide de l’éq. (IV.1.17) : 
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Il est bien évident que, dans la mesure où la formule globale de la biomasse active est basée sur une composition 
invariable mais bien connue des principaux constituants cellulaires (Cornet et al., 1998), l’approche précédente 
permet si on le souhaite, de prédire l’évolution des teneurs intracellulaires, comme par exemple les fractions en 
protéines ou en pigments. 
 La cinétique associée à cette réaction sera alors obtenue par intégration spatiale des vitesses 
volumétriques locales de croissance de la biomasse )('Xr , en prenant en compte à la fois, les vitesses qui coexistent 
au sein du volume éclairé lV  (irradiance supérieure au point de compensation) et du volume sombre du réacteur 






















)(' 11)1( γγ     (IV.4.2) 
 
où γ  est la fraction volumique éclairée du réacteur. Rappelons ici que d’une part, il existe chez les cyanobactéries 
une inhibition de la respiration à la lumière, et que d’autre part, la respiration à l’obscurité nécessite des temps de 
séjour des cellules supérieurs à la minute, ce qui amène à considérer (mais uniquement pour un micro-organisme 
procaryote) que 0)('
,
=dXr . Il suffira donc de moyenner les vitesses locales de la partie éclairée pour obtenir 
finalement une expression générale de la vitesse volumétrique moyenne de croissance de la biomasse (VVMCB) 










    (IV.4.3) 
 
dans laquelle nous avons introduit l’éventuelle fraction fd du volume total du réacteur qui n’est pas illuminée par 
construction technologique (le volume mort pour la réaction photocatalytique). Les expressions des vitesses 
locales sont bien évidemment données à partir des rendements déjà définis (éqs. IV.1.1, 3, 6 et 7), soit sous forme 
molaire : 
AA ψρφρ ′=′′=′Xr     (IV.4.4) 
soit sous forme massique : 
AA ψρφρ =′=Xr     (IV.4.5) 
 
En remplaçant le rendement photochimique primaire et la VVLAER par leurs expressions (éqs IV.2.5 et I.4.52), 
































    (IV.4.6) 
 
où l’on a exprimé le coefficient linéique d’absorption du rayonnement XCEaa =  à l’aide de la concentration 
massique en biomasse totale CX et du coefficient massique d’absorption Ea. La méthode prédictive qui permet 
d’accéder à la valeur spectrale de ce dernier coefficient a été développée, rappelons le, au chapitre 2. Insistons à 
nouveau sur le fait que l’utilisation dans l’éq. (IV.4.6) d’une valeur spectrale moyenne, de même que pour 
l’irradiance G(‘), suppose d’avoir opéré un choix entre plusieurs niveaux d’approximations possibles, tel que nous 
l’avons discuté au chapitre 3. Précisons également que dans de nombreuses conceptions de PBR qui présentent 
une symétrie par rapport au système d’éclairage, il est possible de ramener le problème à une seule dimension, 
l’intégrale (IV.4.6) se faisant alors sur une seule variable d’espace. 
Enfin, il est important de constater que déjà à ce stade, telle que nous l’avons écrite, la relation (IV.4.6) 
suppose un volume parfaitement mélangé. Si tel n’est pas le cas, par exemple sur des réacteurs de volume 
important ou mal mélangés, il est toujours possible de revenir en amont et de réintégrer le coefficient linéique 
d’absorption dans l’intégrale. Il faut alors recourir à des modèles classiques de mélanges non idéaux, ou à des 
modèles beaucoup plus élaborés traitant de l’hydrodynamique du réacteur (Pruvost, 2005 ; Pruvost et al., 2006) ; 
dans ce cas, la VVMCB ne dépend plus que du seul champ de rayonnement qui devient lui-même un problème 
non linéaire au niveau de la résolution de l’équation de transport des photons. Ce dernier point demeure 
cependant très formel car comme nous en faisions déjà la remarque en fin de chapitre 3, il est possible de montrer 
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que l’on peut déduire la VVMAER du bilan d’énergie de la phase photonique (par une intégrale sur la surface 
fermée du réacteur) qui impose donc les performances du PBR, indépendamment des vitesses de conversion 
locales. Ainsi, le principe de conservation de l’énergie totale du PBR (voir chapitre 1 et Cornet, 2005), permet 
d’affirmer qu’en l’absence d’un véritable couplage hydrodynamique, tel que nous l’avons défini en début de 
chapitre, les performances du réacteur ne peuvent pas être affectées par la qualité du mélange. 
 
 Pour terminer cette partie cinétique, il est fondamental à nouveau de rappeler ici ce que nous avons déjà 
expliqué au paragraphe précédent sur un problème analogue et concernant le mode de fonctionnement des PBR. 
En effet, l’éq. (IV.4.6) peut présenter deux types de comportements bien distincts : 
 
 - si la concentration CX est faible ou si la densité de flux incidente ∩q  est forte, les photons sont en 
excès dans le réacteur ; alors la VVMCB dépend de la concentration en biomasse (en plus du champ de 
radiation) et le PBR fonctionne en régime cinétique ; 
 - dans le cas opposé, tous les photons sont utilisés au sein du réacteur ; la VVMCB devient alors 
constante et indépendante de la concentration en biomasse, le PBR fonctionne en limitation physique par le 
transfert de rayonnement. 
 
 Dans le cas général cependant, le modèle cinétique du réacteur sera donné par les bilans spatiaux sur la 
biomasse et/ou sur les autres constituants échangeables, assortis de l’équation stoechiométrique (IV.4.1). Ces 
bilans sont obtenus par intégration volumique de l’équation locale de bilan de masse établie au chapitre premier 
(éq. I.4.57 ou 60) ; celle-ci est bien connue et ne pose aucun problème particulier, à part le terme de réaction que 
nous venons de traiter. Dans le cas par exemple d’un réacteur parfaitement mélangé sur la phase liquide, le bilan 












−><=     (IV.4.7) 
 
où τR est le temps de séjour dans le réacteur. Pour un réacteur tubulaire de type piston, l’intégration conduira 




















)(     (IV.4.8) 
 
Dans ce dernier cas bien sûr, la VVMCB n’est plus une intégrale de volume, mais une intégrale sur la section 
droite S du réacteur obtenue en corrigeant sans difficulté la forme de l’éq. (IV.4.6). Les vitesses de réactions des 
autres constituants échangeables étant déduites de l’équation stoechiométrique (IV.4.1), il est ensuite possible 
d’avoir toutes les équations d’évolution souhaitées. A titre d’exemple, pour l’oxygène dissous et gazeux, 
l’intégration du bilan local (I.4.60), tenant compte des conditions aux limites de transfert de masse sur un 




















































































    (IV.4.10) 
 
L’écriture de ces bilans de masse pour des hypothèses d’écoulement des phases gaz et liquide plus 
complexes et/ou des constituants transférés qui réagissent en phase liquide (comme le CO2 par exemple) sont 
bien sûr possibles et ont été réalisées au laboratoire dans de nombreux cas pratiques ; néanmoins, leur 
présentation et leur discussion sortent du cadre limité qui a été choisi pour le présent travail. 
 




4.2- Principaux Résultats pour Arthrospira platensis 
dans Différents Photobioréacteurs – Comparaison 
avec les Simulations 
 
 
 Les relations du paragraphe précédent constituent le modèle de connaissance du PBR et permettent donc 
de réaliser des simulations pour de nombreuses géométries et conditions différentes, qui pourront être comparées 
aux résultats expérimentaux obtenus. A ce propos, il est important de souligner, que même si pour des raisons de 
concision, et pour ne pas nuire à la logique de l’exposé, nous n’avons pas souhaité multiplier la présentation 
détaillée de résultats expérimentaux et leur discussion dans ce document, nous attachons une importance 
considérable à l’obtention de données expérimentales fiables. Ce dernier terme sous-entend des expériences 
reproductibles, des résultats recoupés (par différentes méthodes analytiques), dont la cohérence est vérifiée 
(chaque fois que cela est possible, notamment par la conservation des éléments), et ayant fait l’objet d’une 
analyse statistique en vue de l’estimation d’une incertitude. 
 
 
4.2.1- Aspects Cinétiques 
 
 Le modèle proposé peut être confronté à de très nombreux résultats expérimentaux obtenus avec 
Arthrospira platensis au cours des quinze dernières années. En effet, ce travail s’inscrit, en partie au moins, dans 
le cadre du projet européen MELiSSA (micro-ecological life support system alternative) de l’Agence Spatiale 
Européenne (ESA) pour lequel plusieurs laboratoires, y compris le nôtre, ont produit des résultats exploitables. Il 
s’agit d’expériences réalisées dans des PBR fonctionnant en discontinu ou en continu, avec dans ce dernier cas, à 
la fois des résultats obtenus en régime permanent, ou des réponses dynamiques à des échelons. 
 Plutôt que de présenter quelque expérience prouvant l’adéquation entre modèle dynamique et points 
expérimentaux (excellente dans la plupart des cas, voir par exemple Cornet et al., 1998) dans des conditions 
forcément particulières, il nous a semblé plus judicieux de choisir, parmi plusieurs centaines d’expériences 
disponibles, un échantillon représentatif de productivités obtenues dans les conditions les plus diverses possible. 
Nous nous sommes limités pour ce faire, à des conditions de limitation physique par le transfert de rayonnement 
(généralement rapidement réalisées dans le réacteur) qui permettent d’obtenir, en discontinu ou en continu, une 
valeur constante de productivité que l’on peut résumer dans un tableau et ainsi discuter. 
 
Le tableau IV.3 regroupe ainsi une trentaine de résultats représentatifs pour une dizaine de réacteurs de 
types différents. On peut constater que pour l’ensemble des résultats présentés, l’écart moyen avec le modèle 
proposé est de l’ordre de 5%, ce qui reste dans le domaine d’incertitude expérimental. Cet accord est tout à fait 
satisfaisant et montre à la fois le caractère prédictif et la robustesse de l’approche à paramètres réifiés proposée. 
En effet, rappelons qu’une fois identifiée de façon indépendante la valeur du paramètre K(‘), le modèle développé 
est entièrement prédictif et qu’aucun paramètre n’est, ni ne peut, être ajusté. Or les réacteurs sélectionnés dans le 
tableau IV.3 sont tous de conceptions, de géométries et de type d’agitation très différents (rectangulaires, 
cylindriques, avec agitation mécanique ou gazosiphon, à membrane, rotatif avec espace annulaire à champ de 
centrifugation…) et avec un éclairage radial ou latéral dont les densités de flux varient sur deux ordres de 
grandeur (tubes fluorescents, lampes halogènes, DEL rouges). De plus les volumes de ces réacteurs s’échelonnent 
entre 100 mL et 80 L (soit trois ordres de grandeur), avec des fractions de volume mort photocatalytique fd 
variant de 0 à 0,5. Enfin, la nature géométrique du problème de transport de photons dans le réacteur a été traitée 
soit par une approche monodimensionnelle (le plus souvent), soit par une approche tridimensionnelle, telles 
qu’elles ont été décrites au chapitre 3. 
 
De très nombreux autres résultats que nous ne présenterons pas ici, y compris en conditions de régime 
cinétique (voir par exemple Cornet et al., 1995 et 1998), viennent conforter, en termes cinétiques, la qualité des 






Géométrie du système 
et fraction volumique 














Système d’éclairage et 


























Rectangulaire (fd = 0) - 








20 W – Blanc industrie 







(1,6 ± 0,2).10-3 
(2,1 ± 0,2).10-3 










Cylindrique (fd = 0) - 




















2 projecteurs halogène 
Philips 500 W 























(2,6 ± 0,2).10-3 
(4,7 ± 0,4).10-3 
(5,0 ± 0,5).10-3 
(5,3 ± 0,5).10-3 
(7,1 ± 0,7).10-3 
(7,2 ± 0,7).10-3 
(9,5 ± 0,8).10-3 
(1,1 ± 0,1).10-2 
(8,0 ± 0,7).10-3 
(1,2 ± 0,1).10-2 























Cylindrique (fd = 0) - 







55 lampes halogène 
commandées - Claude 
20 W – 12 V, BAB 38° 









(1,3 ± 0,1).10-2 
(1,9 ± 0,2).10-2 
(2,7 ± 0,1).10-2 









Cylindrique (fd = 0,48)- 






48 lampes halogène 
commandées - Sylvania 
20 W – 12 V, BAB 38° 









(1,0 ± 0,1).10-2 
(1,3 ± 0,1).10-2 
(1,7 ± 0,2).10-2 









(*) estimation moyenne au maximum, car en réalité une valeur de condition aux limites est donnée par point de maillage. 
 
Tableau IV.3 : Comparaison entre les productivités obtenues expérimentalement et celles calculées par le modèle de connaissance proposé pour différents 
photobioréacteurs du laboratoire (en gris) ou d’autres photobioréacteurs du groupe MELiSSA. Les différentes conceptions et conditions (géométrie, éclairage, 
volume, agitation et fonctionnement discontinu ou continu), ainsi que les hypothèses de calcul pour le modèle (transfert de rayonnement mono- ou tridimensionnel) 


































Géométrie du système 
et fraction volumique 














Système d’éclairage et 


























Cylindrique (fd = 0,33)- 






350 lampes halogène 
commandées - Sylvania 
20 W – 12 V, BAB 38° 







(1,2 ± 0,1).10-2 
(1,4 ± 0,2).10-2 









Cylindrique aplati, à 
membrane (fd = 0) - 






1 lampe halogène 
commandée - Claude 20 
W – 12 V, BAB 38° 













Cylindrique à espace 
annulaire (fd = 0) - 






44 tubes fluorescents 
blancs commandés – 
Philips 18 W 







(2,2 ± 0,2).10-2 
(3,1 ± 0,3).10-2 









Rectangulaire (fd = 0) - 







180 DEL rouges 5 mm 
commandées -Agilent 
48 mW - 8400 mcd - 6° 

















Cylindrique (fd = 0,39)- 






20 tubes fluorescents 
blancs – 30 W 






(4,1 ± 0,4).10-3 









Tableau IV.3 (suite) : Comparaison entre les productivités obtenues expérimentalement et celles calculées par le modèle de connaissance proposé pour différents 
photobioréacteurs du laboratoire (en gris) ou d’autres photobioréacteurs du groupe MELiSSA. Les différentes conceptions et conditions (géométrie, éclairage, 
volume, agitation et fonctionnement discontinu ou continu), ainsi que les hypothèses de calcul pour le modèle (transfert de rayonnement mono- ou tridimensionnel) 

































4.2.2- Aspects Stoechiométriques 
 
 De la même façon que pour les résultats cinétiques, il serait possible, mais fastidieux, de présenter de 
nombreux résultats expérimentaux qui attestent de la validité de l’approche stoechiométrique proposée. En effet, 
un premier type de validation consiste à comparer les compositions en macromolécules (protéines, lipides, 
sucres, acides nucléiques et pigments) et les formules globales C-molaires de la biomasse obtenue, en fonction 
des conditions de densité de flux incidente notamment. Pour toutes les expériences réalisées au laboratoire, il y a 
généralement un bon accord constaté, dans la limite de la précision expérimentale correspondante qui est 
malheureusement souvent de l’ordre de 10 à 15%. 
 Ainsi, plutôt que de travailler sur la biomasse, nous avons préféré dans ce document valider la 
stoechiométrie (IV.4.1) à partir de déterminations expérimentales donnant accès à la teneur en exopolysaccharide 
produit, et à la valeur du quotient photosynthétique XOCOOP rrQ −=>′<>′<= 222 / υ , en fonction de la densité de 
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Figure IV.8 : Comparaison entre les valeurs expérimentales obtenues pour la fraction massique en 
exopolysaccharide (EPS) wEPS dans la biomasse et la courbe théorique donnée par le modèle (éq. IV.1.17, figure 




 Malgré les incertitudes expérimentales, la figure IV.8 illustre à quel point le modèle stoechiométrique, 
couplé à l’utilisation de la TLPI, fournit une excellente estimation de l’évolution de la fraction en EPS dans la 
biomasse totale lorsque l’on augmente la densité de flux incidente. Il est à noter en effet, que les données 
présentées sur cette figure correspondent à nouveau à des PBR de conceptions différentes (rectangulaires, 
cylindriques, éclairés radialement ou latéralement, et volumes de 1 à 5 L), fonctionnant soit en discontinu, soit en 
continu. Ces résultats confirment, conformément à ce que nous disions plus haut, que dans les conditions de 
densités de flux rayonnantes généralement rencontrées, on ne dépasse jamais une valeur d’environ 0,4 kg d’EPS 
par kg de biomasse totale (Cogne et al., 2003). 
 Par ailleurs, le tableau IV.4 permet de comparer les valeurs expérimentales de quotient photosynthétique 
obtenues par deux méthodes différentes (bilans gazeux en réacteur ouvert ou augmentation de pression en 
réacteur fermé) aux valeurs théoriques de la stoechiométrie modèle. On constate un bon accord, même si 
Chapitre 4 : Cinétique et Énergétique des Photobioréacteurs 
 
296 
malheureusement là encore, il est extrêmement difficile d’accéder à la précision nécessaire pour mesurer d’aussi 
subtiles variations métaboliques. En particulier, la méthode des bilans gazeux, avec les analyseurs différentiels 
dont nous disposions (3 chiffres significatifs seulement sur la fraction molaire), ne s’avère pas assez précise pour 
observer une évolution théorique de façon significative. Seule la méthode consistant à mesurer l’augmentation de 
pression en oxygène en réacteur fermé semble pouvoir donner satisfaction de ce point de vue, mais nous ne 














déterminé par la 









de QP donnée par 
le modèle 
stoechiométrique 
12 (55) 0,106 L - discontinu - 1,39 ±  0,03 1,372 
23 (100) 5 L - discontinu - 1,40 ±  0,06 1,346 
50* (230) 5 L - continu 1,32 ±  0,14 - 1,317 
75* (350) 5 L - discontinu 1,34 ±  0,14 - 1,302 
100* (460) 5 L - continu 1,31 ±  0,14 - 1,292 
150* (690) 5 L - continu 1,29 ±  0,13 - 1,279 
 
Tableau IV.4 : Comparaisons entre les valeurs de quotients photosynthétiques QP = XO −2υ  obtenues 
expérimentalement et celles données par le modèle proposé (éqs. IV.1.17, IV.3.18 et IV.4.1) en fonction de la 
densité de flux incidente sur le réacteur )('∩q . Deux méthodes expérimentales différentes ont été utilisées, la 
méthode par mesure de pression permettant une meilleure précision. 
(*) Ces résultats ont été obtenus sur un réacteur pour lequel les conditions aux limites ne permettaient pas de 
dégager une symétrie et d’avoir une densité de flux incidente homogène. Pour pouvoir comparer les valeurs à la 





4.3- Équation Fondamentale des Photobioréacteurs 
 
 
 En 2000, le mathématicien J. Hartmanis proposait l’existence d’un principe de l’inutilité des preuves 
complexes qu’il énonçait ainsi : « Si un résultat théorique est difficile à prouver ou à établir, alors il n’a aucune 
chance d’avoir une quelconque utilité sur le plan concret ». Peu de temps après, Kreinovitch et Longpré (2000) 
ont effectivement prouvé par une démonstration (courte !), qui utilise les concepts et méthodes de la théorie de la 
complexité initiée par Kolmogorov, que si un résultat est potentiellement utile, alors il n’est pas possible qu’il 
possède une démonstration complexe. Cet éloge de la simplicité, aux implications philosophiques importantes en 
sciences, et qui revient à dire que les résultats mathématiques utiles sont toujours simples, fait aujourd’hui débat 
dans la communauté mathématique. Il devrait pourtant être médité plus souvent dans le domaine des sciences de 
l’ingénieur où l’on constate ces dernières années une importante dérive, à l’opposé de la pratique nécessaire (bien 
que non exclusive) d’une certaine philosophie heuristique. 
 Peut-on appliquer ce résultat au champ scientifique qui nous intéresse ici, celui de la modélisation 
cinétique des PBR ? Pour ce faire, il est nécessaire au préalable de transposer le théorème précédent à notre 
application, ce qui pourrait conduire à un énoncé de la forme : « si l’on est capable, par une démonstration 
simple, d’établir une formule générale approchée mais réaliste pour la productivité d’un PBR fonctionnant en 
limitation physique par le transfert de rayonnement, alors elle sera certainement d’une grande utilité pratique 
dans le domaine considéré ». La restriction du problème au cas de la limitation physique est bien sûr guidée par 
la recherche d’une relation générale, indépendante du champ de radiation dans le réacteur, ce qui n’est jamais le 
cas du régime cinétique. Elle n’enlève rien à l’intérêt du défi puisque nous avons déjà eu l’occasion d’expliquer 
que les performances cinétiques et stoechiométriques optimales d’un PBR n’étaient atteintes que dans ces 
conditions (tous les photons sont utilisés), et que cela correspondait à la situation pratique la plus couramment 
rencontrée. 
 La recherche d’une relation intégrale simple pour le calcul de la VVMCB requiert au préalable le 
développement d’une expression approchée pour le champ d’irradiance local qui sert à formuler le couplage 
Chapitre 4 : Cinétique et Énergétique des Photobioréacteurs 
 
297 
cinétique. En limitation physique et dans le cas d’une atténuation monodimensionnelle en coordonnées 
rectangulaires, nous avons déjà proposé cette approximation il y a longtemps, sous une forme compatible avec le 
bilan d’énergie de la phase photonique (Cornet et al., 1992). Cette dernière peut donc être utilisée pour exprimer 
les relations locales de vitesse (IV.4.4-5) avant de réaliser l’intégrale spatiale (IV.4.3). Celle-ci devient alors très 
simple et, en négligeant l’irradiance du point de compensation GC’ devant la constante de saturation K’, conduit à 






















αφρ     (IV.4.11) 
 
dans laquelle apparaît le module de diffusion linéaire (moyen spectral) )2/( 2 EsbEaEa +=α  que nous avons 
introduit au chapitre 3 (éqs. III.2.15 et 26). Nous savons maintenant que cette relation n’est valable que pour un 
champ de radiation collimaté ; elle doit donc être généralisée à un champ quelconque, caractérisé par un degré de 
collimation n, ainsi qu’à une plus grande variété de géométries de réacteurs. Si l’on remarque que dans la relation 
(IV.4.11) le terme 1/L n’est autre que la surface spécifique éclairée aS du réacteur rectangulaire, on peut très 
facilement obtenir l’équation fondamentale des PBR, valable pour un très grand choix de géométries et de 






































































    (IV.4.12) 
 
dans lesquelles le degré de collimation vaut, comme défini au chapitre 3, n = 0 en champ diffus, et ∞=n  en 
champ collimaté. L’introduction d’un paramètre de volume ε permet de traiter au moins trois cas pratiques 
d’importance : 
 
- dans le cas classique d’un réacteur entièrement rempli de mélange réactionnel et éclairé de 
l’extérieur, alors 1== LIQTOT VVε  et la surface spécifique éclairée aS vaut 1/L, 2/L, 2/R… 
respectivement pour un réacteur rectangulaire éclairé d’un coté, de 2 cotés, ou un réacteur 
cylindrique radialement éclairé… ; 
- pour un réacteur partiellement rempli, comme par exemple un réacteur cylindrique à espace 
annulaire, alors aS = 2/R, mais 1>= LIQTOT VVε  ; 
- pour un réacteur à éclairage interne (dont la conception sera abordée au paragraphe 6), alors aS 
correspond à la surface spécifique des structures éclairantes, et ε est la fraction du volume total 
occupé par ces structures ( 1<= TOTSTRUC VVε ) ; on obtient alors une productivité ramenée au 
volume total du réacteur qui est supérieur au volume de liquide. 
 
 Cette équation fondamentale des PBR est bien conforme à ce qui était recherché : sa démonstration tient 
en moins d’une page et sa forme générale est très simple. On retrouve néanmoins tous les ingrédients de la 
complexité sous jacente comme les propriétés radiatives des particules dans le module de diffusion linéaire α, le 
transport de photons sous forme intégrée dans le terme en logarithme, le calcul de la densité de flux incidente 
moyenne ∩′q , et enfin les rendements thermodynamiques Mρ  et )('φ . Bien entendu, toutes ces données sont 
facilement accessibles à partir des développements théoriques présentés dans ce travail. De même, les vitesses 
volumétriques obtenues, relatives à la biomasse, peuvent très facilement être transposées aux autres constituants 
échangeables, via l’équation stoechiométrique (IV.4.1) et sa seule dépendance aux densités de flux incidentes. 
 La validité de l’éq. (IV.4.12) a été testée sur tous les cas pratiques du tableau IV.3 en définissant avec 
soin, chaque fois que nécessaire, la surface spécifique aS, le paramètre de volume ε, ainsi que la densité de flux 
incidente moyenne ∩′q . Les résultats s’avèrent globalement excellents puisque aucun écart avec les valeurs 
mesurées de productivités n’excède 15%, demeurant généralement dans la précision expérimentale. Ce résultat 
qui peut paraître assez remarquable compte tenu de la diversité de conceptions, de tailles, et de conditions 
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d’éclairage des PBR concernés, ouvre effectivement la voie, en accord avec le principe d’Hartmanis, à de très 
nombreuses applications pratiques. 
 L’intérêt de l’équation fondamentale (IV.4.12) s’annonce en effet considérable, aussi bien en simulation, 
qu’en conception ou en commande, puisqu’elle autorise une estimation rapide et fiable des performances 
cinétiques d’un PBR en limitation physique. De plus, si l’on raisonne en terme de performances maximales (ce 
qui présente une utilité indiscutable pour la conception optimale des PBR que nous aborderons en fin de 
chapitre), le champ d’application de l’éq. (IV.4.12) peut être étendu à tous les métabolismes de micro-organismes 
photosynthétiques (notamment les micro-algues), apparaissant alors comme une limite théorique, de laquelle on 
cherchera à se rapprocher en contrôlant le champ de radiation afin de minimiser les pertes de productivité par la 
respiration. 
 La signification physique de cette équation est simple. Elle exprime que, contrairement à une première 
analyse un peu rapide, les performances maximales d’un PBR qui sont toujours obtenues en limitation physique 
ne sont pas directement proportionnelles à la VVMAER qui peut se mettre, à l’aide du bilan d’énergie de la 















0AA     (IV.4.13) 
 
mais que compte tenu de la diminution du rendement quantique Φ  ou Φ ′  en fonction de l’irradiance au sein du 
réacteur (voir figures IV.4.b et IV.5.b), il est nécessaire de corriger par un terme intégral logarithmique qui 
traduit que plus on augmente la densité de flux incidente, moins le rendement global de conversion est bon. 
Comme nous le verrons au paragraphe suivant, la structure de l’équation fondamentale des PBR est donc non 
seulement parfaitement compatible avec le bilan d’énergie radiante de la phase photonique du réacteur, mais elle 
intègre également l’approche thermodynamique de la photosynthèse. Cette constatation glorifie l’idée que même 
dans le cadre d’une approche simplifiée, il est impossible d’avoir une description complète et aboutie d’un 
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Figure IV.8 : Tracés des productivités normalisées pour un PBR de géométrie donnée en fonction de la densité 
de flux incidente ∩′q  pour un champ de rayonnement collimaté ( 0) ou diffus ( 0), obtenues à partir de 
l’équation fondamentale des PBR (IV.4.12). La normalisation est réalisée par rapport à la productivité maximale 
qui peut être atteinte dans le réacteur (rayonnement collimaté et 12 s.m.µmol2000 −−∩ =′ νhq ). Le tracé du rapport 
de ces deux productivités (  ) qui montre la perte de performance liée à l’existence d’un champ diffus est 
également représenté. 
 




 La figure IV.8, qui utilise la relation fondamentale des PBR sous forme normalisée, permet de voir 
comment, pour une conception donnée de réacteur (géométrie, volume mort…), il est possible d’améliorer la 
productivité en faisant varier la densité de flux incidente ∩′q  dans le domaine usuel. Elle montre également 
l’influence de la nature du champ de radiation à densité de flux égale, l’existence d’un champ diffus étant alors 
défavorable aux performances du réacteur qui peuvent chuter de 30 à 40%. Ce fait s’explique aisément par la 
présence d’irradiances beaucoup plus élevées dans ces conditions, le rendement quantique moyen s’en trouvant 
ainsi diminué. Heureusement, si elle est quasiment la règle pour les applications thermiques, l’hypothèse d’un 
rayonnement diffus n’est que très rarement rencontrée dans le domaine des PBR puisque la plupart des 
techniques de génération de rayonnement visible (ou leur mise en œuvre de façon optimale) conduisent plutôt à 
des champs de radiation quasi-collimatés. 
A l’inverse des résultats présentés sur la figure IV.8, on notera avec intérêt que si l’augmentation des 
performances d’un PBR n’est donc pas linéaire par rapport à la densité de flux incidente, l’éq. (IV.4.12) montre 
clairement qu’elle est directement proportionnelle à la surface spécifique éclairée du réacteur qui s’avère donc 
une des voies les plus efficaces en terme de conception, tel que nous le verrons plus loin. 
 
 Rappelons pour terminer que cette équation fondamentale des PBR (IV.4.12) n’est qu’une 
approximation qui a ses limites. Elle n’a en effet aucun caractère général puisque limitée au cas de la limitation 
physique par le transfert de rayonnement, et ne pourra donc pas être utilisée de façon prédictive dans des 
situations où le réacteur peut potentiellement fonctionner en régime cinétique. De plus, elle suppose que la 
conception du réacteur soit telle que l’on puisse définir sans trop de difficulté la surface spécifique éclairée aS, le 
paramètre de volume ε, ainsi que la densité de flux incidente moyenne ∩′q , ce qui est toujours le cas de 
conceptions monodimensionnelles (pour le transfert de rayonnement) dont l’importance sera discutée au 
paragraphe 6 de ce chapitre. 
 
 




 Nous avons insisté à maintes reprises sur la nécessité d’inclure l’énergétique dans un processus abouti 
de modélisation, notamment en ce qui concerne le cas des PBR. Au chapitre premier, les bilans locaux d’énergie 
interne et d’entropie ont soigneusement été formulés pour les applications mettant en œuvre le transfert de 
rayonnement. Nous avons ensuite établi ces mêmes bilans à l’échelle spatiale en fin de chapitre 3, à l’occasion de 
la discussion sur les méthodes de calcul de la VVMAER, obtenant par là même, l’expression de la fonction de 
dissipation pour le PBR. Cette dernière a en particulier servi à la formulation des couplages cinétique et 
stoechiométrique par l’utilisation de la TLPI dont l’utilité, à ce stade de notre exposé, n’est plus à démontrer. Il 
nous reste donc ici à exploiter les informations énergétiques obtenues lors de la modélisation du transfert des 
excitations dans les antennes, ainsi que celle du schéma en Z de la photosynthèse par une approche 
thermodynamique phénoménologique linéaire, de façon à calculer notamment l’efficacité thermodynamique du 
PBR. Cette donnée, qui pourra être comparée à des résultats expérimentaux variés, est en effet d’une importance 
considérable en vue de l’optimisation exergétique d’un PBR, en particulier lors de sa conception. 
 
 Les paragraphes 2 et 3 de ce chapitre s’intéressaient à la thermodynamique de la conversion de l’énergie 
rayonnante en énergie chimique (NADPH,H+ et ATP) via un ensemble physiologiquement complexe regroupant 
antenne collectrice et thylacoïde. Les deux rendements résultants, le rendement photochimique primaire local ρ et 
l’efficacité spatiale d’utilisation des photons ηhν ont ainsi été clairement formulés. L’obtention de l’efficacité 
thermodynamique du PBR ηth à l’échelle spatiale ne nécessite donc plus que l’introduction de l’efficacité de 
l’anabolisme ηana (l’utilisation des cofacteurs réduits et de l’ATP pour les synthèses cellulaires) pour couvrir la 
totalité de la chaîne des transformations de la photosynthèse. En tenant compte alors, dans une formulation du 
rayonnement obligatoirement énergétique cette fois, de la nature spectrale de la source (car toute l’analyse TLPI 
se réfère à un photon rouge à 680 nm), on arrive à une définition combinée de l’efficacité du réacteur sous la 
forme : 
 






































    (IV.5.1) 
 
Les calculs de ηhν en fonction de la densité de flux incidente sur le réacteur (éq. IV.3.19) et de ρM (éq. IV.2.9) 
ont déjà largement été discutés dans ce chapitre ; le calcul de β  peut, quant à lui, toujours s’effectuer de façon 
rigoureuse ou par des relations approchées comme l’éq. (IV.3.42) en limitation physique. Enfin, comme nous le 
précisions plus haut, il semble que toutes les régulations métaboliques qui opèrent sur le schéma en Z n’ont pour 
seul but que de maintenir l’efficacité ηana constante. Cette constatation a déjà été formulée par Dussap (1988) 
lors de son étude du métabolisme aérobie à l’aide de la TLPI ; ainsi, nous utiliserons par la suite la valeur 
calculée par cet auteur, considérée comme relativement universelle pour la plupart des micro-organismes, soit 
ηana = 0,268. La relation (IV.5.1) permet donc de calculer de façon entièrement prédictive l’efficacité 
thermodynamique d’un PBR, soit en régime cinétique, soit en limitation physique par le transfert de 
rayonnement. Elle ne pourra être comparée à des résultats obtenus sur divers réacteurs que si l’on est capable 
d’estimer ηth expérimentalement, en termes rigoureux de rapports de vitesses volumétriques. 
 Le calcul de l’efficacité thermodynamique d’un PBR à partir d’informations de vitesses expérimentales 
ou théoriques est en effet généralement très mal défini dans la littérature. Nous avons pourtant publié (Cornet et 
al., 1994), sans grand succès, une expression rigoureuse établie à partir de l’analyse du bilan d’entropie et de la 
fonction de dissipation spatiaux. En effet, à l’aide de ces relations (III.5.20-21) démontrées au chapitre 3, et en 
tenant compte du second principe de la thermodynamique qui impose que la fonction de dissipation <σ > soit 
toujours positive, on doit concevoir la photosynthèse comme un processus photochimique résultant d’affinités 
négatives pour les réactions biochimiques (∑ >′<
j
jj Ar ) et d’un terme positif représentant la VVMAER. Ainsi, 
les éqs. (III.5.20-21) donnent-elles directement l’expression exacte de l’efficacité thermodynamique du réacteur 






























    (IV.5.2) 
 
dans laquelle les indices s et p se réfèrent respectivement aux substrats et aux produits ( 0et  0 >< ps υυ ) ce qui 
impose bien entendu de connaître la stoechiométrie de chaque réaction j. Comme nous l’avons déjà souligné, 
cette équation est exploitable sous réserve d’avoir une estimation précise de la VVMAER, à partir de la phase 
matérielle ou de la phase photonique (voir chapitre 3, partie 5), ainsi que des modèles prédictifs d’estimation des 
potentiels chimiques dans les mélanges réactionnels complexes et non idéaux, tels que disponibles au laboratoire. 
 Ceux-ci nous ont permis de calculer l’efficacité ηth à partir d’un certain nombre d’expériences réalisées 
dans des réacteurs rectangulaires ou cylindriques éclairés latéralement, ou bien des réacteurs cylindriques éclairés 
radialement, toujours en condition de limitation physique par le transfert de rayonnement, garantissant une valeur 
unique d’efficacité par expérience. Les résultats sont reportés sur la figure IV.9 en fonction de la densité de flux 
incidente sur le PBR. Dans tous les cas, le potentiel chimique Xµ~  a été estimé par l’enthalpie libre standard 
0∆ Xg ′  en fonction de la qualité de la biomasse à partir des données de Roels (1983) ; la VVMAER étant bien sûr 
calculée à partir des méthodes présentées au chapitre 3. Une partie des résultats de la figure IV.9 a déjà été 
publiée (Cornet et al., 1994) mais a fait ici l’objet d’un nouveau traitement à l’aide des propriétés radiatives 
exactes, telles que présentées au chapitre 2. Les valeurs expérimentales obtenues à l’aide de (IV.5.2) sont alors 
comparées à l’expression théorique (IV.5.1) pour laquelle λm a été choisie pour convenir à différentes sources 
lumineuses, ηhν est calculée à l’aide de l’éq. (IV.3.19) et β  donné par sa valeur limite (éq. IV.3.42). On constate 
que pour tous les réacteurs à éclairage latéral pour lesquels la relation (IV.3.42) s’applique sans restriction, 
l’accord est excellent. Par contre, dans le cas des réacteurs cylindriques à éclairage radial, les conditions 
expérimentales correspondaient à des valeurs de Rδ  environ égales à 10, ce qui invalide le recours à cette 
relation. Les résultats expérimentaux doivent alors être comparés aux traits épais qui sont obtenus avec une forme 
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plus générale en coordonnées cylindriques de l’équation donnant β  (éq. 10 de l’appendice IV.2), montrant à 
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Figure IV.9 : Comparaison de l’efficacité thermodynamique d’un PBR ηhν en fonction de la densité de flux 
rayonnante incidente q0 obtenue à partir de la relation théorique (IV.5.1), avec les résultats expérimentaux 
données par la relation (IV.5.2). 
- les données représentées par des ronds noirs correspondent à des réacteurs rectangulaires (volume 4 L) ou 
cylindriques (volume 5 L) éclairés latéralement pour lesquels la VVMAER a été calculée par maillage 3 D 
(Cornet et al., 1994). Elles doivent être comparées au tracé théorique en trait fin continu (  ) ; 
- les données représentées par des triangles noirs correspondent à un réacteur cylindrique de 5 L éclairé 
radialement pour lequel la VVMAER a été calculée par approche monodimensionnelle. Elles doivent être 




On constate globalement sur cette figure que l’efficacité thermodynamique du PBR diminue de façon très 
rapide avec l’augmentation de la densité de flux incidente q0 pour passer d’environ 13% (à 4 ou 5 W.m-2) à 4 ou 
5% (vers 300 W.m-2) suivant le type de réacteur. Cette variation d’un facteur 3 en limitation physique qui dépend 
essentiellement de q0 via la valeur de β  (qui intervient également dans le calcul de ηhν), et qui est donc liée au 
champ de radiation, sera un facteur d’importance capitale lorsque nous aborderons la conception des PBR. 
Notons au passage que l’expression théorique (IV.5.1) permet de conclure que si aucun résultat n’est ici présenté 
en régime cinétique, ce cas présenterait une efficacité thermodynamique encore plus faible pour un flux donné. 
Cette même relation (IV.5.1) montre également que si l’efficacité thermodynamique du réacteur fonctionnant en 
limitation physique ne dépend, en première approximation, que de la densité de flux incidente q0, une fois la 
surface spécifique aS fixée par conception (le produit as.q0 déterminant <A>), alors la relation (IV.5.2) impose la 
VVMCB via la connaissance de la stoechiométrie et des potentiels chimiques. Cette constatation donne 
clairement, par identification, une base énergétique à la formule fondamentale des PBR (éq. IV.4.12), et exprime 
à nouveau que les deux seuls paramètres de conception d’un PBR sont la surface spécifique éclairée et la densité 
de flux incidente qui fixent à eux seuls les performances en terme de VVMCB. A l’opposé, on peut également 
conclure que trouver une VVMCB significativement supérieure à celle qui peut être obtenue théoriquement, soit 
par l’éq. (IV.4.12), soit, de façon entièrement cohérente, par une combinaison des éqs. (IV.5.1-2), correspondrait 
à une violation de la thermodynamique du PBR. 
 




6- Applications à la Commande et à la 
Conception des Photobioréacteurs 
 
 
 Les paragraphes 4 et 5 de ce chapitre ont permis de montrer, en comparant des résultats expérimentaux 
obtenus sur des PBR très divers en termes de conception et de volume et des simulations, la robustesse et le 
caractère prédictif du modèle de connaissance à paramètres réifiés développé et discuté dans ce mémoire. Outre 
l’aspect simulation (régime dynamique ou régime stationnaire, applications cinétiques ou énergétiques), le 
modèle peut également être utilisé, soit pour la commande prédictive par modèle (Cornet et al., 2001 ; Leclercq 
et al., 2003 ; Cornet et Dussap, 2005), soit pour l’optimisation ou la conception des PBR. L’objectif de cette 
dernière partie est donc de montrer la démarche et les résultats qui peuvent être obtenus lorsqu’on exploite 
judicieusement pour ces deux applications le modèle qui a été développé et validé. 
 
 




La commande par modèle est une stratégie de commande basée sur l’utilisation explicite d’un modèle 
(Richalet, 1993) pour prédire la sortie du processus sur une durée relativement importante. Plus précisément, ce 
n’est pas une stratégie spécifique mais un ensemble de techniques de commandes basées sur des principes 
communs. La commande par modèle a d’importants avantages par rapport à d’autres méthodes. Elle permet 
notamment : 
 
- de résoudre des problèmes de commande pour des systèmes ayant une dynamique réputée difficile ; 
- de traiter directement les systèmes multi variables ; 
- d’introduire naturellement une compensation des perturbations mesurées ; 













Figure IV.10 : Principe de la régulation prédictive fonctionnelle (d’après Richalet, 1993). 
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Par ailleurs, dans la mesure où ses principes sont facilement assimilables, la commande par modèle est 
particulièrement attrayante pour le personnel technique ayant des connaissances restreintes en commande ; sa 
mise en œuvre est faite à partir de paramètres de spécifications et non de réglage, et cette stratégie est donc 
parfaitement compatible avec les concepts de CAO et de station de travail de l’ingénieur. Enfin, c’est une 
méthodologie basée sur des principes clefs, mais qui permet l’ajout de nouvelles extensions. 
Par contre, la commande par modèle nécessite un temps de calcul relativement important ce qui présente un 
handicap pour les processus rapides (systèmes mécaniques, robotique, ..), ce qui n’est pas le cas des PBR. Le 
désavantage principal est lié à la nécessité de disposer d’un modèle représentant fidèlement le comportement 
dynamique du procédé. Une modélisation du système est donc nécessaire, ce qui représente en général, un 
investissement important comme on peut s’en rendre compte à travers ce travail (même si le but initial n’en était 
pas uniquement la commande). La mise au point de la commande par modèle est ensuite rapide puisque sa 
méthodologie est caractérisée par la stratégie suivante (voir figure IV.10) : 
- prédiction à l’aide d’un modèle ; 
- choix d’une trajectoire de référence ; 
- structuration de la commande future ; 
- algorithme d’optimisation du scénario de commande. 
 
La régulation prédictive fonctionnelle (RPF) est une méthode de commande appartenant à la famille des 
commandes par modèle, et que nous avons utilisée lors de la mise en œuvre de la conduite des photobioréacteurs 
(Leclercq et al., 2003). La stratégie utilisée est alors la suivante (figure IV.10) : 
- A chaque instant t, estimation du comportement futur du processus sur un horizon relativement long. La 
prédiction utilise le modèle ; elle dépend aussi du scénario de commande que l’on désire appliquer à partir de 
l’instant t ; 
- choix d’une trajectoire de référence pour joindre la consigne ; 
- calcul du scénario de commande, déterminé de manière à minimiser l’écart entre la prédiction de la sortie du 
processus et la trajectoire de référence, et permettant d’atteindre cette dernière aux points de coïncidence ; 
- utilisation de la première commande du scénario « optimal ». Les autres éléments ne seront pas utilisés ; 
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Cette approche utilise un point de coïncidence, dans le futur, qui sera repéré par son indice h ou plus 
généralement un ensemble de points de coïncidence noté H. La prédiction de la sortie du processus est alors 
définie comme la somme des trois termes suivants (figure IV.11) : 
- sortie du modèle de commande (modèle interne) qui traduit la relation entre la commande et la sortie ; 
- sortie du modèle de perturbation qui traduit la relation entre les perturbations mesurées et la sortie ; 
- compensation de l’erreur de prédiction qui tente de décrire la partie mesurée du processus et non expliquée 
par les modèles précédents. 
La notation x(n+i, n) représente ici la prédiction de la variable x à l’instant n+i ; la prédiction étant calculée à 
l’instant n. 
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 L’ensemble de cette méthodologie peut être mis en œuvre dans le cas des PBR, notamment lorsque 
ceux-ci sont utilisés en vue de produire des métabolites à haute valeur ajoutée, ou bien lorsqu’ils s’intègrent dans 
des systèmes beaucoup plus complexes et non linéaires que sont par exemple les systèmes de support-vie 
biorégénératifs. En effet, contrairement à une idée répandue, la RPF peut très bien être utilisée pour des 
processus non linéaires comme dans le cas des PBR, mais il n’est alors pas possible d’utiliser une réponse indicée 
à un échelon. Il faut donc réellement pouvoir utiliser le modèle en temps réel, ce qui pose effectivement un 
problème de temps calcul tel que nous le signalions plus haut. Dans le cadre de nos applications pour les 
systèmes de support-vie avec l’ESA, la commande par modèle a été utilisée dans le groupe MELiSSA, soit pour 
réguler des productivités en biomasse (processus lent), soit pour contrôler les teneurs en O2 et en CO2 dans un 
compartiment « consommateur » (processus rapide). Il a été clairement établi dans ce qui précède que les étapes 
de calcul limitantes pour le modèle proposé sont d’une part le calcul des propriétés radiatives des micro-
organismes (chapitre 2), et d’autre part le calcul du champ de radiation par résolution de l’équation de transport 
des photons (chapitre 3). En effet, on ne peut généralement pas se satisfaire d’une relation simplifiée de 
productivité en limitation physique, puisque le PBR étant intégré dans un vaste système d’opérations unitaires, il 
peut être amené à fonctionner en régime cinétique. Il est donc important d’avoir un modèle complet qui puisse 
malgré tout être rapidement calculé à chaque itération (notamment pour le contrôle d’atmosphère). Ceci est tout à 
fait réalisable en utilisant d’une part des propriétés radiatives moyennes (composition et longueurs d’onde) 
calculées a priori et considérées comme des constantes, et d’autre part en ayant recours aux solutions analytiques 
(voire numériques) que nous avons proposées pour le transfert de rayonnement monodimensionnel. Il est alors 
possible d’avoir un modèle d’évolution général et suffisamment fiable à très faible temps calcul qui utilise les 
éqs. (IV.4.6-7) pour la biomasse, voire en plus les éqs. (IV.4.9-10) pour l’oxygène ; le couplage et la 
stoechiométrie étant bien sûr définis grâce au modèle développé par application de la TLPI à la photosynthèse 
(paragraphe 3 de ce chapitre). Les deux exemples qui suivent illustrent ce qui a été réalisé en RPF avec ce type 
d’approche, même si les résultats obtenus à cette époque utilisaient une version plus ancienne et moins élaborée 
des couplages cinétiques et stoechiométriques. 
 
 






Figure IV.12 : Résultats obtenus à l’Université Autonome de Barcelone lors d’un test de validation de la 
commande en réponse à un échelon sur un petit photobioréacteur cylindrique de 7 L (d’après Vernerey et al., 
1997) le micro-organisme est Arthrospira platensis. 
 
 
Chapitre 4 : Cinétique et Énergétique des Photobioréacteurs 
 
305 
 Le développement et la maîtrise d’un système de support-vie biorégénératif (très complexe et fortement 
non linéaire par essence) ne peuvent s’envisager qu’à l’aide de commandes très élaborées, à terme à 3 niveaux 
(Cornet, 1992). Sa mise au point nécessite également de nombreuses phases avec changement d’échelle, tel que 
cela a déjà été démontré dans le cadre du projet MELiSSA. Ces contraintes sont à l’origine du choix de la RPF 
pour l’ensemble des principales étapes de conversion de l’écosystème artificiel MELiSSA, et notamment pour les 






Figure IV.13 : Résultats obtenus à l’Université Autonome de Barcelone lors d’un test de validation de la 
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 A ce titre, la figure IV.12 illustre un test de validation sur un échelon de production (Vernerey et al., 
1997) qui a été réalisé à l’Université Autonome de Barcelone sur un PBR cylindrique de 7 litres de type 
gazosiphon. La variable manipulée était la densité de flux lumineux incidente, contrainte à 400 W.m-2 et le 
modèle utilisé était structurellement identique à celui que nous venons de décrire. Les résultats montrent que la 
commande maintient bien le flux maximal jusqu’à ce que la consigne de production soit atteinte (à t = 45 h), puis 
le flux tend à se stabiliser vers 150 W.m-2 pour maintenir cette production, après qu’une perturbation non 
mesurée (à t = 60 h) a été contrée efficacement. De façon à vérifier l’intérêt de la démarche proposée pour la 
commande lors d’un changement d’échelle par exemple, et après la mise en service d’un nouveau 
photobioréacteur pilote d’environ 80 litres utiles, une série de tests plus élaborés a alors été réalisée en modifiant 
seulement les paramètres géométriques du modèle interne de la commande pour prendre en compte le 
changement de taille. La figure IV.12 illustre un test de validation sur le nouveau pilote (Mengual et al., 2000). 
Le processus étant non linéaire (la réponse du processus dépendant de son point de fonctionnement), le test 
consiste donc en une série d’échelons de production positifs ou négatifs et d’ampleur variable autour de 
différents points de fonctionnement. Le débit qui est une perturbation du système, et que la commande prend en 
compte, varie aussi au cours du test. De plus, la commande doit respecter une contrainte sur une valeur maximale 
de la concentration en biomasse à ne pas dépasser. On constate qu’en agissant sur la densité de flux lumineux 
incidente, la commande (tracée dans le deuxième graphe à partir du haut de la fig. IV.12) satisfait bien la 
consigne (courbe pointillée du premier graphe), ainsi que la contrainte (graphe du bas), tout en prenant en compte 
la perturbation (troisième graphe). 
Cet exemple met donc relativement bien en évidence l’aspect générique de la commande par modèle et 
ses principaux avantages, comme celui de permettre le réglage de la commande sur simulateur : il suffit de 
modifier les paramètres géométriques du modèle pour l’adapter aux modifications opérées sur le processus, ce 
qui supprime les réglages fastidieux sur le site. Ainsi, grâce au modèle, le nécessaire compromis entre robustesse 
et performance est totalement maîtrisé en simulation, avant son implantation dans le calculateur du processus. 
 
 
6.1.2- Contrôle d’Atmosphère dans un Écosystème 
Artificiel à Deux Compartiments 
 
En raison de la très grande complexité inhérente au contrôle de systèmes de support-vie complets, il est 
important de pouvoir étudier au préalable le comportement de sous-systèmes plus simples pour en tirer des 
enseignements aussi bien sur les plans scientifique que technologique. Cette idée a donné naissance au projet 
BIORAT de l’ESA, qui est en fait un projet d’écosystème limité à deux partenaires, en boucle fermée sur les gaz 
uniquement. En pratique, un compartiment consommateur (des souris en l’occurrence) produisant du CO2 est 
connecté à un photobioréacteur producteur d’oxygène par l’intermédiaire d’un circuit gaz. En faisant varier la 
densité de flux lumineux incidente sur le réacteur, on espère pouvoir réguler la teneur en oxygène dans le 
compartiment consommateur à une valeur constante, quelle que soit l’activité des souris. Cette expérience 
d’apparence fort simple donne malgré tout lieu à un schéma de procédé relativement complexe (Hermans et al., 
2000) ; sous des formes équivalentes, elle a été tentée plusieurs fois sans grand succès depuis les années 60, 
notamment par la NASA et des laboratoires travaillant pour l’agence spatiale japonaise. 
Notons que pour cette application, le photobioréacteur utilisé était à nouveau très différent puisqu’il 
s’agissait d’un prototype de réacteur rotatif de 5 L à espace annulaire et champ de centrifugation, fonctionnel en 
condition de microgravité pour la séparation des phases gaz et liquide. 
Concernant la commande, le processus est ici plus rapide et plus complexe, car si le modèle de 
production de la biomasse reste inchangé (excepté à nouveau la géométrie), le gaz circule en boucle fermée entre 
les deux compartiments avec une dynamique qui lui est propre, caractérisée au niveau du PBR par les équations 
d’évolution (IV.9-10). C’est un processus à deux transferts intégrateurs, puisque d’une part, un flux lumineux 
constant entraîne un enrichissement permanent en oxygène en l’absence du consommateur (premier 
comportement intégrateur), et d’autre part, en l’absence de lumière et en présence du consommateur, le milieu 
s’appauvrit régulièrement en oxygène (second comportement intégrateur). 
Les résultats obtenus à partir d’un modèle du même type que précédemment et incluant la production 
d’oxygène (éqs. IV.9-10) sont représentés sur la figure IV.14. La commande a été validée au cours d’un test de 
21 jours (Hermans et al., 2000) en faisant varier le nombre de souris ainsi que la consigne de teneur en oxygène 
dans l’atmosphère du compartiment consommateur (courbe pointillée du graphe du haut de la fig. IV.14). On 
observe que globalement la consigne est bien respectée, même si l’on aurait certainement pu, pour ce premier 
test, afficher des ambitions encore plus sévères en terme de précision. Ainsi, le succès de cette expérience, 
réussie pour la première fois au niveau international sur une durée aussi longue, est incontestablement lié aux 
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apports de la procédique, aussi bien pour l’ingénierie, l’analyse fonctionnelle et la conception de l’expérience, 






Figure IV.14 : Résultats obtenus pour le contrôle de l’atmosphère (teneur en oxygène) d’un compartiment 
consommateur (des souris) à l’aide d’un photobioréacteur à champ de centrifugation (5 L) et à densité de flux 








 Les besoins émergents liés à la culture de micro-organismes photosynthétiques (production de molécules 
à haute valeur ajoutée d’intérêt industriel et/ou thérapeutique, dépollution, énergie propre, régénération 
d’atmosphère, puits de carbone,… ou plus généralement procédés de conversion de l’énergie solaire via la 
biomasse) montrent que le génie des photobioréacteurs est aujourd’hui face à un défi qu’il lui faut rapidement 
relever (il en va rigoureusement de même pour les photoréacteurs chimiques qui présentent également de 
nombreuses potentialités). En effet, ces 20 dernières années, différents concepts originaux essayant de répondre 
plus ou moins efficacement au difficile problème que représente la conception d’un PBR ont fleuri. Sans rentrer 
dans une énumération exhaustive fastidieuse (bien que nous basant sur une récente étude bibliographique assez 
complète que nous ne pouvons malheureusement pas citer ici pour des raisons de confidentialité), il est possible 
de rassembler ces différents concepts en deux catégories bien distinctes, présentant chacune ses propres 
spécificités. 
Tout d’abord les réacteurs solaires, qui peuvent être ouverts ou fermés, et dont l’immense majorité est 
basée sur une utilisation directe du rayonnement solaire. Ces réacteurs, même s’il existe des concepts originaux, 
sont essentiellement conçus comme des structures de surfaces spécifiques éclairées assez importantes (géométrie 
rectangulaire ou cylindrique) et fonctionnent généralement sur le principe de réacteurs piston (au sens de la 
procédique). Les productivités obtenues sont assez variables en fonction du degré de raffinement de leur 
conception (on peut, pour se faire une idée, consulter dès à présent la figure IV.19, même si celle-ci ne sera 
clairement discutée qu’au paragraphe 6.2.3), et vont de très faibles valeurs à des valeurs élevées pour les mieux 
optimisés (obligatoirement fermés). Leurs volumes sont également très variables, mais il existe de très gros 
réacteurs atteignant plusieurs centaines de mètres cubes. 
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A l’opposé, les réacteurs à éclairage artificiel sont pour l’essentiel des concepts de laboratoire de petit 
volume. Bien qu’il existe quelques exemples de géométrie plane, ce sont pour l’essentiel des réacteurs 
cylindriques (cuves agitées ou gazosiphon, concepts tubulaires), c'est-à-dire des bioréacteurs classiques éclairés 
de l’extérieur. Leur surface spécifique éclairée n’est généralement pas supérieure à celle des PBR solaires (voire 
plus faible dès que leur volume augmente), mais les productivités sont plutôt plus élevées car on peut assurer des 
densités de flux incidentes importantes en continu. Ils permettent également une régulation avancée de toutes les 
variables procédé et sont souvent stérilisables, ce qui permet d’envisager des productions répondant aux normes 
industrielles les plus strictes, alors que les réacteurs solaires sont limités à la culture d’organismes extrêmophiles 
pouvant supporter en plus d’importantes variations des conditions (pH, température,…) liées aux limites des 
méthodes de régulation. Ces dernières années, les principaux fabricants de bioréacteurs ont essayé de proposer 
des concepts de PBR artificiels stérilisables et régulés à plus grand volume, en tentant de concilier les avantages 
des deux approches. Néanmoins, il s’agit pour l’essentiel de réacteurs éclairés de l’extérieur, ce qui limite le 
volume à environ 100 litres (Sartorius BBI, Bioengineering, projet Médusa,…), et donc à des productions 
ridiculement faibles à l’échelle industrielle (voir une estimation des performances de ces PBR commentée au 
paragraphe 6.2.3 sur la figure IV.19). Cette limite technologique est en réalité liée au choix de l’utilisation directe 
d’un éclairage externe qui impose, comme nous l’avons vu plus haut, des dimensions caractéristiques (épaisseur 
optique) très faibles pour garantir une surface spécifique éclairée raisonnable. Cette approche, que nous 
appellerons par la suite concept surfacique (les productivités sont souvent données en kg.m-2.j-1) impose, de façon 
à avoir des volumes et des productions importants, l’immobilisation de très grandes surfaces, incompatibles avec 
le développement de PBR pour les applications industrielles dont nous faisions état plus haut, et ne permet donc 
pas l’extrapolation de réacteurs artificiels contrôlés de grand volume au-delà de quelques centaines de litres. En 
effet, une augmentation d’un ordre de grandeur s’accompagne irrémédiablement d’une diminution de la surface 
spécifique éclairée, et donc de la productivité, d’un même ordre de grandeur, conduisant alors à une extrapolation 
à production quasi constante. 
 
 En complète rupture avec cette méthode de conception largement répandue, il nous semble évident que 
chercher à obtenir des performances élevées dans un volume minimum transforme tout simplement le problème 
de l’éclairement en surface des PBR solaires en un problème d’éclairement en volume, alors obligatoirement 
interne. La surface spécifique éclairée devient alors une donnée interne au réacteur, et pourra de fait être 
maintenue constante lors des extrapolations de volume garantissant ainsi le maintien des productivités. Cette idée 
n’est bien sûr pas nouvelle ; depuis une quinzaine d’années, on assiste à de nombreuses tentatives pour 
développer des PBR à éclairage interne. Il s’agit pour l’essentiel de petits réacteurs de laboratoire (quelques 
litres) éclairés soit par des fibres optiques (Matsunaga et al., 1991 ; Takano et al., 1992 ; Lee et Kim, 1998 ; 
Ogbonna et al., 1999 ; An et Kim, 2000), soit par des tubes fluorescents (Mori, 1990 ; Ogbonna et al., 1996 ; Suh 
et Lee, 2003). Pour ces derniers, il existe quelques réalisations de plus grand volume (100 L environ, Delente, 
1992 ; Hoeksema, 1992) dont la plus aboutie commercialement est certainement le réacteur ALP2 développé à 
l’Ifremer (Muller-Feuga et al., 1998) et commercialisé maintenant par la société Infors. 
Tous ces prototypes relèvent de la même tentative de concevoir (de façon malheureusement empirique) 
des PBR en volume, permettant des productivités importantes et extrapolables. En effet, potentiellement, les 
performances maximales d’un PBR fonctionnant en volume sont déterminées par la capacité à transférer plus ou 
moins efficacement une densité de flux de photons la plus élevée possible au sein du volume réactionnel, en 
augmentant au maximum la surface spécifique interne éclairée (qui peut alors être de plusieurs ordres de 
grandeur supérieure à la surface spécifique externe). Bien entendu, dans ces conditions, il faut s’assurer du 
fonctionnement optimum en limitation physique, c'est-à-dire que plus on progresse dans la réalisation 
technologique sur la base des critères précédents, plus la concentration en biomasse correspondante dans le 
réacteur devra être élevée. Ainsi, en sacrifiant à une mode actuelle en procédique, on pourrait parler, pour ces 
concepts garantissant une production à volume minimum, d’intensification des PBR (à haute densité cellulaire). 
Il est malgré tout souhaitable de savoir raison garder. Compte tenu de l’efficacité thermodynamique de la 
photosynthèse, ainsi que de la limite technologique liée au transfert de rayonnement, les productivités qui 
pourraient être atteintes (même dans un système ultra optimisé, voir infra) nécessiteront obligatoirement des 
installations de grande taille au regard des besoins qui s’annoncent (notamment dans les secteurs de l’énergie ou 
de la régénération d’atmosphère qui nous intéressent ici au premier plan). Cette constatation est malheureusement 
générale et s’applique aussi bien à des technologies à éclairement artificiel qu’à des technologies solaires. En 
effet, le concept que nous venons d’esquisser ne se limite absolument pas aux applications à éclairage artificiel 
comme pourrait le laisser croire notre argumentaire, tant il est vrai, comme nous le verrons ultérieurement, qu’un 
captage optimisé du rayonnement solaire, suivi d’une dilution appropriée (contrôle du champ de radiation) au 
sein du volume réactionnel, est de très loin la meilleure solution, aussi bien cinétique qu’énergétique. 
Notamment, à une époque où l’on entend beaucoup parler de chimie verte, de biocarburants, de biomasse, 
d’hydrogène solaire etc., force est de constater qu’un simple calcul d’ordres de grandeur (que nos politiques ou 
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au moins leurs conseillers spéciaux devraient être capables de faire !) de conversion du rayonnement solaire 
montre, qu’en l’absence de technologies novatrices, la totalité des surfaces cultivables de la planète ne suffira pas 
à combler nos seuls besoins énergétiques (sans parler de notre nourriture et de nos biens d’équipements !). 
Le concept de PBR à haute productivité volumique (PBR-HPV) intéresse donc aussi bien les 
applications solaires que celles à éclairage artificiel, c'est-à-dire tous les secteurs industriels ; il est la clé des 
développements de demain dans ce domaine. 
 
 
6.2.1- Cahier des Charges pour la Conception de 
Photobioréacteurs à Haute Productivité Volumique 
 
 Le PBR-HPV dont nous venons d’esquisser les principales caractéristiques est encore un concept très 
abstrait. Nous savons simplement qu’il doit être éclairé de l’intérieur (ce qui justifie l’appellation volumique), et 
présenter une surface spécifique élevée (ce qui justifie l’appellation haute productivité) ; la conception finale 
devant en outre garantir une extrapolation des productivités jusqu’à la dizaine de mètres cubes. Avant de rentrer 
plus en détails dans l’optimisation géométrique d’un tel réacteur au paragraphe suivant, nous nous proposons ici 
d’en préciser le cahier des charges et de montrer ainsi qu’un certain nombre de notions ou d’options 
technologiques s’imposent d’elles-mêmes, par simple cheminement logique. 
 En premier lieu, force est de constater, qu’excepté si l’on envisage des techniques de génération de 
lumière directement au sein de la phase fluide (chimiluminescence, particules luminescentes…), l’existence de 
nombreuses structures éclairantes internes oblige à abandonner une conception en cuve agitée mécaniquement. 
Le choix technologique s’orientera donc vers une agitation pneumatique du milieu réactionnel par détente d’un 
gaz dans des colonnes à bulles ou des réacteurs gazosiphon. Ceux-ci se présentent généralement sous la forme de 
colonnes cylindriques avec des ratio H/D de l’ordre de 5, et des recirculations internes ou externes. Ils ont 
l’avantage d’être bien maîtrisés à l’échelle industrielle et de ne générer que de faibles contraintes de 
cisaillement ; il n’y a donc aucune raison de remettre ici en cause cette conception déjà éprouvée de réacteur. 
 En second lieu, il est nécessaire de préciser la notion de surface spécifique éclairée, en même temps que 
celle de productivité, dans un tel réacteur. En effet, pour des PBR éclairés par l’extérieur, la surface spécifique et 
la productivité sont naturellement ramenées au volume du mélange réactionnel (le volume utile du réacteur). Or, 
si l’on cherche à transposer le problème à des PBR à éclairage interne, on s’aperçoit que, quelle que soit la 
conception envisagée, on obtiendra toujours un meilleur résultat en diminuant la dimension caractéristique des 
structures éclairantes et en augmentant leur nombre à l’intérieur du réacteur. Cette approche du problème est 
donc stérile puisque la conception qui conduit aux meilleures productivités est celle qui tend vers un volume nul 
en milieu réactionnel ! Il est donc important de surmonter cette difficulté, c'est-à-dire de trouver des définitions 
cohérentes de la surface spécifique et de la productivité qui permettent à la fois la recherche d’un nombre de 
structures optimum, ainsi qu’une estimation des performances du PBR. De façon à nouveau évidente (nous avons 
déjà abordé le sujet au paragraphe 4.3 traitant de l’équation fondamentale des PBR, éq. IV.4.12), il suffit de 
ramener la productivité au volume total du réacteur incluant à la fois le milieu réactionnel et le volume des 
structures éclairantes (on pourra même envisager si les contraintes l’imposent de prendre en compte le volume lié 
à la génération du rayonnement s’il est extérieur au réacteur) pour tourner ce problème à notre avantage. En effet, 
une définition de productivité en volume total >< TOTXr ,  nécessitant de définir la surface spécifique [en m2 de 
surface éclairée par m3 de volume total] à l’aide de : 
 
εSTRUCTOT aa =     (IV.6.1) 
 
où la fraction volumique occupée par les structures éclairantes ε est donnée par : 
 
TOTSTRUC VV=ε     (IV.6.2) 
 
est non seulement très générale (elle englobe les cas plus simples), mais représente la seule alternative à une 
possible optimisation du concept de PBR-HPV. Si l’on accepte cette définition, il est instructif d’essayer de situer 
de façon préliminaire les performances relatives des PBR commerciaux cités plus haut (qu’ils soient par 
conception à éclairage externe ou interne). Cette tâche est possible à partir des logiciels dont nous disposons au 
laboratoire (voire même à partir de l’équation fondamentale des PBR), et si l’on se contente d’estimations, à 
partir de la connaissance des caractéristiques techniques des réacteurs fournies par les fabricants. Ainsi, les 
performances maximales de ces réacteurs ramenées au volume total (milieu réactionnel et système d’éclairement) 
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pour être comparables, ont été évaluées et sont représentées sur la figure IV.19 (en fin de chapitre). On constate 
de façon surprenante que, malgré des options techniques très différentes à éclairage externe (géométrie plane 
pour Sartorius BBI ; géométrie cylindrique pour Bioengineering) ou interne (Alpfors), les résultats obtenus sont 
très proches. Cette observation confirme en même temps l’intérêt du choix de notre échelle de comparaison, et la 
difficulté qu’il y a, déjà à une échelle de 100 litres, de se démarquer en terme d’efficacité (et non d’originalité). 
Si de plus on compare ces performances à celles de la moyenne ou de l’optimum que l’on peut attendre des PBR 
solaires (même si notre définition de productivité est ici extrêmement favorable à ceux-ci pour lesquels le volume 
total est directement le volume réactionnel), on constate que les PBR commerciaux à éclairage artificiel 
présentent des performances très moyennes, et qu’un premier saut technologique consistera simplement à 
chercher à atteindre les meilleurs résultats des PBR solaires ! En remarquant ainsi sur la figure IV.19 que même à 
l’échelle de 100 litres, il faut gagner environ un facteur 10, on mesure l’ampleur de la tâche à accomplir. 
 Enfin, en dernier lieu, il est possible de tirer de nombreux enseignements des résultats théoriques que 
nous avons obtenus en développant une approche thermodynamique des couplages cinétique, stoechiométrique, 
et énergétique au paragraphe 3 (et validés aux paragraphes 4 et 5). En effet, nous y avons démontré que le 
fonctionnement optimal d’un PBR (pour les trois aspects) dépendait avant tout de la maîtrise que l’on pouvait 
avoir dans le contrôle du champ de radiation (fonctionnement idéal que nous appelons « luminostat »). Celui-ci 
est fixé par la géométrie du réacteur, les densités de flux incidentes et la concentration en biomasse. Nous avons 
montré qu’il était possible d’agréger ces trois paramètres dans la recherche du réacteur idéal en essayant de 
dégager des symétries internes du champ conduisant à un transfert monodimensionnel, tout en garantissant le 
fonctionnement en limitation physique. Ces deux critères très simples imposent, pour le premier, de rechercher 
des géométries d’éclairage générant des densités de flux homogènes et un champ monodimensionnel qui ne 
pourra d’ailleurs être maintenu qu’avec des réacteurs de type parfaitement mélangé (concentrations homogènes), 
et pour le second, de pouvoir atteindre des densités cellulaires d’autant plus élevées que les systèmes d’éclairages 
envisagés seront performants. La nécessité d’avoir un champ de concentration homogène élimine donc 
définitivement les concepts de réacteurs tubulaires (piston) qui apparaissent en regard de ces critères mal adaptés 
pour la mise en œuvre optimale de réactions photocatalytiques ; nous avions d’ailleurs déjà implicitement rejeté 
plus haut ce concept surfacique. De plus, la recherche de structures générant des champs de radiation à symétrie 
de révolution et à haute surface spécifique, restreint le problème aux seules géométries cylindrique et sphérique, 
qui correspondent d’ailleurs toutes les deux à des solutions technologiques existantes. 
 
 Les structures éclairantes sphériques ou quasi-sphériques tout d’abord, peuvent correspondre, nous 
l’avons déjà évoqué, à des particules de matériaux fluorescents (de taille micrométrique ou quantum dots), ou 
phosphorescents, voire à des gouttes de phase organique dispersée dans la phase aqueuse au sein desquelles ont 
lieu des réactions de chimiluminescence. Malheureusement, si l’utilisation de particules fluorescentes permet 
d’espérer des surfaces spécifiques très élevées (105 à 107 m-1), elle nécessite une excitation in situ par un 
rayonnement, ce qui ne fait donc que nous ramener au problème initial. De plus il s’agit obligatoirement d’un 
rayonnement énergétique (UV ou RX), donc incompatible avec l’utilisation de micro-organismes. A l’opposé, 
l’utilisation de particules phosphorescentes, qui fournit également des surfaces spécifiques importantes, permet 
une excitation ex situ (avant introduction dans le réacteur), mais les intensités lumineuses maximales atteintes 
demeurent ridiculement faibles et décroissent assez rapidement dans le temps. La voie de la chimiluminescence 
est celle que nous avons explorée de façon la plus complète. En effet, après avoir testé de très nombreux 
systèmes réactionnels potentiellement intéressants, nous avons réussi à sélectionner et à mettre en œuvre une 
réaction luminescente en phase organique dont le spectre d’émission (entre 400 et 650 nm) est bien adapté à la 
photosynthèse. Ainsi, a-t-il été possible, après modélisation des cinétiques, de faire fonctionner un petit réacteur 
parfaitement mélangé, contenant une émulsion eau/phase organique (surface spécifique environ 2000 m-1), en 
mode chemostat, et pour lequel la densité de flux incidente émise par les gouttes a été estimée à environ 5 W/m2, 
ce qui correspondait à l’objectif de faisabilité. Néanmoins, cette approche présente de nombreux inconvénients 
dont la grande complexité des réactions luminescentes - il s’agissait ici d’un mélange réactionnel BPEN (5,12-
bis(phényléthynyl)-naphtacène), TCPO (bis(2,4,6-trichlorophényl)oxalate) et peroxyde d’hydrogène solubilisé 
dans un mélange benzoate d’éthyle / 3-méthylpentan-3-ol (75/25) – le coût des produits, la toxicité de certains 
composants qui peuvent migrer en phase aqueuse, la difficulté de régénération de l’oxalate d’ester, etc. Cette 
solution n’a finalement pas été jugée réaliste non plus, si bien qu’aujourd’hui, nous n’avons pas d’exemple 
probant à proposer pour illustrer une mise en œuvre de génération in situ via une géométrie sphérique. 
 Les structures éclairantes de type cylindrique sont quant à elles essentiellement des structures rigides. Il 
peut s’agir de fibres optiques à diffusion latérale (FODL), de tubes fluorescents ou néon, voire même de fils 
électroluminescents (FEL) en plein développement. Ces solutions techniques qui nous semblent aujourd’hui plus 
réalistes vont donc orienter la suite de notre présentation vers la géométrie cylindrique, même si à chaque étape 
importante, nous reviendrons sur les relations équivalentes en système sphérique, en vue de conférer à la méthode 
un caractère généraliste. 
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 Le choix que nous avons fait de ne retenir que la géométrie cylindrique (et accessoirement sphérique) 
permet maintenant de préciser les notions de surface spécifique éclairée et de fraction volumique des structures 
que nous avons introduites plus haut. En effet, dans le cas d’un éclairage par des structures cylindriques en maille 
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    (IV.6.4) 
 
où di est la distance entre les structures éclairantes et εmax est la fraction volumique maximale occupée par les 
structures lorsqu’elles se touchent (di = 0). De la même façon, en géométrie sphérique, en considérant le diamètre 
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 On constate dès à présent sur ces relations, qu’à densité de flux incidente constante, les performances 
d’un PBR-HPV en limitation physique ne dépendront que des deux dimensions caractéristiques dS et di, et que 
d’autre part, il suffira d’être capable de les maintenir constantes lors des changements d’échelle pour garantir une 
extrapolation à productivité constante par similitude géométrique, ce qui est un des critères principaux de notre 
cahier des charges. 
 
 Pour terminer cette partie, il est important de mentionner un certain nombre de points critiques qui ne 
concernent plus directement l’éclairage en tant que variable clé du dimensionnement, mais indirectement par la 
présence de structures internes, et qui devront également être intégrés et traités dans le cahier des charges pour 
obtenir un réacteur fonctionnel. 
 Le premier d’entre eux concerne l’hydrodynamique au sens très général. Nous entendons par là aussi 
bien la maîtrise du mélange (par système pneumatique) qui garantit les conditions optimales de transfert de masse 
aux cellules ainsi qu’un environnement homogène et un bon contrôle thermique au sein d’un réacteur encombré 
de nombreuses structures, que la prise en compte des contraintes de cisaillement pour de nombreux micro-
organismes photosynthétiques. Plus complexe encore est l’hydrodynamique diphasique gaz-liquide qui devra 
garantir l’efficacité des transferts de masse entre phases dans les nombreuses applications où ils peuvent devenir 
une limitation physique. Ce point crucial nécessite le développement de contacteurs gaz-liquide efficaces (ce qui 
discrédite à nouveau ici la solution technologique du réacteur tubulaire) malgré la présence des structures 
éclairantes. Il est évident à ce stade que la connaissance accumulée au cours des 20 dernières années sur les 
réacteurs diphasiques est totalement ou partiellement remise en cause par le concept de PBR à éclairage interne 
que nous proposons, et nécessitera de nombreux développements originaux. Enfin, le couplage hydrodynamique 
dont nous avons fait état au début de ce chapitre devrait pouvoir être exclu ici des préoccupations principales, 
puisque l’objectif avoué dans la recherche du fonctionnement optimum par le contrôle du champ de radiation en 
luminostat, consiste à définir une conception dans laquelle le réacteur fonctionne rigoureusement au point de 
limitation physique (contrôle du point de compensation), mais sans zone sombre néfaste à la réaction 
photocatalytique (voir infra) et susceptible de générer ce couplage. 
 La présence de nombreuses structures éclairantes plus ou moins rigides à l’intérieur du réacteur peut 
également conduire à différents problèmes d’adhésion des micro-organismes ou d’accumulation de biomasse 
dans certaines zones du réacteur. Il est évident que ces aspects qui peuvent dépendre de nombreux facteurs, 
comme la température de surface des structures rayonnantes, leur espacement di, l’efficacité de l’agitation…, 
devront être pris en considération dans le développement des PBR-HPV, en relation avec une meilleure 
connaissance des mécanismes physiologiques qui peuvent être à l’origine de ces comportements. 
 La stérilisation, le nettoyage en place et la sécurité doivent pouvoir à terme être réalisés avec les 
exigences industrielles les plus sévères, ce qui imposera, en plus des contraintes technologiques liées au design, 
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soit des contraintes sur le choix des matériaux (résistances thermique et mécanique), soit des contraintes sur les 
méthodes de stérilisation. 
 Enfin, le contrôle thermique des réacteurs envisagés sera loin d’être aussi trivial que celui des 
bioréacteurs classiques. En tout état de cause, les solutions techniques apportées diffèreront fortement selon qu’il 
s’agira de captage solaire ou de génération artificielle externe ou interne. Dans ce dernier cas, les puissances à 
évacuer peuvent être extrêmement importantes comme nous le verrons plus loin. 
 Tous ces paramètres, reliés à l’existence d’un système d’éclairage interne, même s’ils sont loin d’être 
négligeables, ne remettent pas en cause le concept de PBR-HPV tel que nous l’avons défini jusqu’à présent. Ils se 
situent en effet à un niveau secondaire et n’interfèrent pas ou peu sur le design du réacteur qui reste fixé par le 
champ de radiation. Ils pourront tout au plus servir à orienter les choix technologiques futurs, et hormis dans ce 
sens, nous ne reviendrons plus sur ces aspects dans la suite de ce mémoire. 
 
 
6.2.2- Conception Optimale des Photobioréacteurs par 
Approche Constructale 
 
 L’étude et la modélisation déterministe des formes naturelles est une discipline nouvelle (Petitot, 1985 et 
1989) qui puise ses racines dans les récents développements qu’à connue la théorie des systèmes dynamiques non 
linéaires et ses implications dans l’organisation des structures spatio-temporelles. Deux écoles, pourtant 
complémentaires, s’affrontent sur ce sujet. 
Tout d’abord, une approche physique issue notamment de l’école de Bruxelles mais qui compte 
aujourd’hui de nombreuses ramifications. Toute forme naturelle est considérée dans ce cas comme un système 
organisé à deux niveaux de réalité : un niveau microscopique complexe correspondant à la physique 
fondamentale du système (génophysique), et un niveau macroscopique, de nature morphologique 
(phénophysique). Ce dernier niveau est organisé autour des singularités de la physique sous-jacente qui 
supportent l’information et sont donc phénoménologiquement dominantes. Ainsi, la modélisation mathématique 
du niveau microscopique porte en elle les principes de l’émergence du phénophysique qui ne peut apparaître que 
par l’existence, à son niveau, de contraintes formelles mathématiquement formulables. La phénophysique est 
donc reliée à une morphodynamique basée sur la théorie des systèmes à dynamique rapide et à petite échelle 
caractérisant toute description microscopique de la physique. Une telle conception met donc en avant le rapport 
profond qui existe dans toute la physique entre géométrie et énergétique d’une part et sous-entend très clairement 
d’autre part, que toute forme naturelle est un cas typique de processus irréversible. 
En parallèle, il existe une approche mathématique, développée originellement par R. Thom et sa théorie 
des catastrophes qui préfère reformuler l’approche précédente en termes géométrico-topologiques, donnant alors 
naissance à une sémiophysique (Thom, 1972 et 1980). 
 
 Malheureusement, si ces travaux remarquables présentent un intérêt fondamental indéniable, ils 
demeurent néanmoins très théoriques, voire axiomatiques ; ils sont de plus limités par essence à l’étude des 
formes naturelles, sans qu’il soit possible d’y déceler une procédure simple et générale permettant d’aider 
l’ingénieur en quête d’outils conceptuels pour l’optimisation des formes artificielles. A contrario, il dispose 
depuis peu de la toute nouvelle théorie constructale développée par Adrian Bejan (2000) et qui répond 
exactement aux besoins de l’ingénierie dans ce domaine. Loin de s’opposer à l’approche phénophysique évoquée 
plus haut, elle en reprend les fondements épistémologiques, mais en termes beaucoup plus simples (elle se limite 
à l’étude des architectures globales sans tenir compte des fluctuations locales), en ce sens qu’elle repose sur la 
physique classique et la thermodynamique couplées à des méthodes variationnelles d’optimisation qui s’imposent 
de plus en plus comme l’outil fondamental de la physique moderne, tous domaines confondus (Yourgrau et 
Mandelstam, 1979 ; Lemons, 1997 ; Basdevant, 2005). Il serait hors de propos de rentrer ici dans une étude 
exhaustive de la théorie, ainsi que des nombreux résultats qu’elle a d’ores et déjà permis d’obtenir, que ce soit 
pour la conception de formes artificielles ou la modélisation de formes naturelles (Bejan, 1997 ; Bejan et 
Tondeur, 1998 ; Bejan, 2000). Notons cependant au passage qu’il y a un certain plaisir à constater les succès 
obtenus sur de nombreuses structures naturelles par une approche issue de l’énergétique et des sciences pour 
l’ingénieur, un siècle après son divorce, en France, d’avec la Science officielle fondamentale ! Nous nous 
contenterons donc ici de préciser, avant de la mettre en œuvre pour notre application, que la théorie constructale 
est basée sur des optimisations géométriques sous contraintes successives (numériques ou analytiques) à 
différentes échelles, pour atteindre un objectif global bien spécifié à l’avance, et en partant de la plus petite 
échelle physique du système jusqu’à la plus grande (l’objet final). Ce dernier point, qui est un des fondements 
importants de la théorie, suppose comme nous l’avons dit plus haut, que le déterminisme géométrique a un sens 
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(il y a une direction privilégiée au temps lors de la création spatio-temporelle d’une structure géométrique, en 
plein accord avec l’approche phénophysique), et que ce sens est opposé à celui de la théorie fractale et à son 
autosimilarité des échelles (l’auteur s’est d’ailleurs inspiré de ce paradoxe dans le choix du nom qu’il a donné à 
sa théorie). 
 Pour l’application qui nous intéresse, et compte tenu du choix de géométrie qui a été discuté au 
paragraphe précédent, il s’agit de concevoir le meilleur arrangement possible (la contrainte globale) de structures 
cylindriques tubulaires éclairantes au sein d’un PBR lui-même de forme cylindrique (avec un ratio H/D standard 
pour un contacteur gaz-liquide) en optimisant la dilution du rayonnement au sein du volume réactionnel. 
L’objectif est sans conteste la maximisation de la VVMCB ramenée au volume total du réacteur >< TOTXr , , 
correspondant aux performances de productivité les plus élevées possibles pour ce type de concept. On pourra 
également souhaiter maximiser, comme objectif secondaire (ou si la contrainte énergétique prime), l’efficacité 
exergétique du réacteur ηth. Il n’est pas nécessaire de revenir ici sur un des résultats déterminants qui a été acquis 
tout au long de ce chapitre et qui montre que les deux objectifs envisagés nécessitent a minima d’avoir un 
réacteur fonctionnant en limitation physique par le transfert de rayonnement. A contrario, on sait que l’existence 
de zones sombres à l’intérieur du réacteur est néfaste puisqu’elle conduit pour le moins à du volume improductif 
(procaryotes), voire au pire, à une diminution de la productivité par respiration (eucaryotes). La contrainte locale 
du problème est donc facile à définir dans ces conditions : il suffit que nulle part dans le réacteur ne règne une 
irradiance inférieure à l’irradiance de compensation GC. Ainsi défini, le problème tridimensionnel que nous 
envisageons de traiter est du type « flux point à volume », identique au problème originel de refroidissement par 
conduction développé par Bejan (1997), mais avec un flux en sens inverse (le milieu réactionnel est un puits pour 
le rayonnement au lieu d’une source de chaleur pour Bejan). Il met en œuvre trois variables « design » à 
optimiser que sont (voir la figure IV.15) : 
- la distance entre chaque structure éclairante di ; 
- le diamètre dS et la hauteur H de ces structures. 
 
De même, il apparaît deux variables « procédé » incontournables dans notre problème que sont la 
densité de flux incidente )('∩q  (un premier degré de liberté lié malgré tout à l’énergétique d’une technologie 
donnée) et la concentration en biomasse CX. Néanmoins, ce problème qui est connu pour conduire à des 
structures optimisées géométriquement complexes (Bejan, 1997 et 2000), peut être grandement simplifié s’il est 
possible de supposer le champ de rayonnement homogène suivant la hauteur H du PBR. Cette hypothèse, qui 
correspond parfaitement à notre concept du contrôle du champ de radiation (luminostat) et donc à nos objectifs 
initiaux, peut être vérifiée à condition que d’une part on soit capable de générer une densité de flux homogène sur 
toute la longueur de la structure, et que d’autre part, le champ de concentration soit homogène à l’intérieur du 
réacteur et constant dans le temps. Concernant la première condition, il s’agit d’un problème technologique qui 
est moins trivial à respecter pour des FODL que pour des tubes fluorescents, mais dont nous verrons par la suite 
qu’il peut être considéré comme résolu (ce qui revient à considérer l’absence de résistance au transfert de 
photons au sein des structures éclairantes). La condition sur le champ de concentration homogène correspond au 
cas d’un réacteur parfaitement mélangé dont nous avons déjà grandement vanté les mérites en terme de contrôle 
du champ et dont nous avions dit qu’il était partie intégrante du concept de PBR-HPV. Enfin, la nécessité d’avoir 
une concentration constante dans le temps est une caractéristique des réacteurs fonctionnant en continu qui 
apparaît donc ici comme étant de très loin le mode de fonctionnement à privilégier pour atteindre les objectifs 
que nous nous sommes donnés. Nous retiendrons ainsi par la suite ce fonctionnement comme étant le 
fonctionnement idéal d’un PBR-HPV ; il est bien évident que cela ne remet pas en cause le caractère général de 
la démarche développée ici et que l’approche et les résultats obtenus pourront être adaptés au cas de réacteurs 
fonctionnant en discontinu ou en semi continu, si les besoins de la production l’imposent, dans un processus 
d’optimisation cependant plus complexe. 
 
 La simplification importante que nous venons de valider ramène donc à un problème du type « flux 
surface à volume » dans la classification de Bejan (2000), avec dans notre cas, plus que deux variables design 
(figure IV.15) di et dS, et les deux variables procédé inchangées )('∩q  et CX responsables du contrôle du champ de 
rayonnement. Elle conduit à considérer que le champ de radiation dans le réacteur ne dépend plus que de deux 
dimensions (problème bidimensionnel) : le rayon r autour d’une structure donnée (en rouge sur la figure IV.15) 
de diamètre dS, et l’angle θ dans le plan perpendiculaire à son axe de symétrie. De plus, la concentration en 
biomasse supposée constante (rendant le problème linéaire) introduit un deuxième degré de liberté puisque sa 
valeur devra être choisie a priori. Il est en effet impensable d’envisager optimiser le champ de rayonnement en 
fixant la variable design di (la seule autre variable influant sur le champ de radiation une fois )('∩q  fixé) puisque la 
recherche de sa valeur optimale est justement l’objet de l’étude. Dans ces conditions, la plus petite échelle 
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physique du système sera obtenue (si le milieu est suffisamment absorbant) en décrivant rigoureusement le 
champ de rayonnement compris entre une structure centrale et ses six voisines (figure IV.15), ce qui permettra 
alors d’appliquer la contrainte locale pour la détermination optimale de la distance di. Il s’agit alors d’un 
problème bidimensionnel complexe qui nécessite de recourir à des méthodes numériques sophistiquées (éléments 
finis, Monte Carlo, ordonnées discrètes), telles qu’elles ont été présentées au chapitre 3, en vue d’étudier la 
localisation spatiale d’irradiances inférieures à GC. Cette optimisation numérique de la plus petite échelle est 
néanmoins souvent pratiquée dans les nombreux exemples développés par Bejan (2000), notamment dans le cas 
de la recherche de points chauds pour le refroidissement conductif de microstructures électroniques (Bejan, 
1997). 
 Cependant, si l’on pense à intégrer la contrainte locale dès ce stade, il est possible de simplifier encore 
une fois la démarche d’optimisation. Cette contrainte stipule en effet, nous l’avons dit, qu’il est nécessaire de 
vérifier à la fois globalement un fonctionnement en limitation physique, mais sans laisser apparaître de zone où 
l’irradiance serait inférieure à l’irradiance de compensation. En conséquence, on s’intéresse donc à une situation 
où, en tendant progressivement vers la limitation physique, le champ de rayonnement angulaire autour de la 
structure privilégiée (figure IV.15) est de plus en plus symétrique en θ, (il l’est rigoureusement en limitation 
physique car chaque structure se comporte alors indépendamment des autres). Comme seul cet état final nous 
intéresse, on pourra procéder avec une approximation pseudo monodimensionnelle (le champ ne dépend plus que 
du rayon en première approximation) tout en gardant une précision largement suffisante en vue de l’objectif 
recherché. Dans ce cadre, la plus petite échelle se réduit à l’étude de l’atténuation du champ de radiation entre 
une au choix parmi les six paires de structures éclairantes de la maille de base (figure IV.15). En réalité, on 
pourrait dans ce cas envisager de traiter le cas d’un structure seule, sans interaction aucune avec ses voisines, 
mais dans le cas de micro-organismes qui présentent des irradiances de compensation GC relativement élevées, il 
est préférable de tenir compte de l’influence des structures en vis-à-vis pour une méthode plus générale. La 
contrainte locale impose alors simplement, compte tenu de ce qui a été dit : 
 
( ) Copti rd 2=     (IV.6.7) 
 
où rC est la distance correspondant à l’atténuation du champ de rayonnement jusqu’à l’irradiance de 
compensation, puisque, le problème étant symétrique si toutes les structures présentent la même densité de flux 










Figure IV.15 : Représentation schématique de l’étude locale à petite échelle d’un PBR-HPV en vue de 
l’optimisation de la distance di entre les structures éclairantes cylindriques tubulaires de diamètre dS. A gauche, 
définition de la maille élémentaire autour d’une structure privilégiée (en rouge) pour l’étude du champ de 
rayonnement dans le cas général bidimensionnel. A droite, un élément isolé quelconque parmi les six possibles 




Cette approche pseudo monodimensionnelle est d’une grande utilité pratique puisque, sans quasiment 
perdre la connaissance physique minimale décrivant le phénomène, elle permet d’utiliser une approximation 
monodimensionnelle pour la résolution de l’ETR, telle que développée au chapitre précédent. On peut alors au 
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conduit souvent à une solution analytique. Dans ce dernier cas et en se basant sur le système en coordonnées 
cylindriques que nous venons de définir (figure IV.15), il est possible d’utiliser l’équation caractéristique du type 
de (III.2.47) que nous avons déjà établie au chapitre précédent, assortie de conditions aux limites appropriées 
tenant compte d’une part de la densité de flux incidente )('∩q , et d’autre part de la symétrie physique du champ 
dans les conditions recherchées, pour obtenir directement une solution analytique sous la forme : 
 



































































    (IV.6.8) 
 
dans laquelle n est le degré de collimation du rayonnement incident et In(x), Kn(x) sont les fonctions de Bessel 
modifiées d’ordre n respectivement de première et de seconde espèce. Cette relation peut alors être utilisée pour 
calculer rC et par suite (di)opt grâce à l’éq. (IV.6.7) si l’on se donne les deux variables procédé )('∩q  et CX. Bien 
évidemment, ces deux valeurs de doivent pas être prises au hasard, mais des considérations technologiques, 
physiques ou physiologiques doivent nous guider dans le choix de l’espace à étudier. Ainsi, en utilisant les 
propriétés radiatives d’A. platensis (Ea, Es et b2), on obtient des résultats pour les valeurs de (di)opt, qui une fois 
arrondis, apparaissent tout à fait comparables à ceux donnés par une méthode numérique plus lourde à mettre en 
œuvre, et qui sont consignés sur la figure IV.16. Notons au passage, cela nous arrange bien mais prouve 
l’efficacité de la méthode, que ces résultats sont largement indépendants de la valeur du diamètre de la structure 
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Figure IV.16 : Résultats obtenus pour l’optimisation sous contrainte de la distance optimale (di)opt pour la plus 
petite échelle de l’approche constructale d’un PBR-HPV éclairé par des structures tubulaires cylindriques. Les 
deux variables procédé (les deux degrés de liberté) ont été prises en compte. La première, la densité de flux 
incidente )('∩q  énergétique (a) ou photonique (b) est en abscisse du graphique ; la seconde, la concentration en 





 Sur cette figure, le domaine couvert de densités de flux incidentes (5 à 150 W.m-2) correspond à des 
valeurs dont on sait à l’avance qu’elles sont technologiquement acceptables. De même, le domaine des 
concentrations en biomasse correspond à des valeurs raisonnablement accessibles, les calculs démontrant qu’il ne 
semble pas nécessaire de chercher à dépasser 30 kg.m-3, puisque l’on tend vers une limite de (di)opt peu sensible 
au flux incident et probablement dans ce cas difficile à concilier avec la technologie. A ce stade, il est pratique de 
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constater que les résultats de la figure IV.16 se laissent facilement corréler, par exemple pour la formulation 













    (IV.6.9) 
 
 D’autre part, que l’on ait travaillé analytiquement ou numériquement, il est facile de vérifier a posteriori 
(s’il en était besoin) que la VVMCB obtenue à l’échelle locale retenue >< oXr , autour d’une structure privilégiée 



















    (IV.6.10) 
 
est bien asymptotiquement maximale lorsque le rayon éclairé lr  tend vers 2/)( optiC dr =  (limitation physique), 
comme il se doit. Cette vérification peut d’ailleurs être aisément étendue au calcul de la VVMAER locale 
>< oA , ainsi qu’au rendement exergétique local othη . Cette analyse n’est cependant pas inutile puisqu’elle 
permet d’ores et déjà de chiffrer l’ampleur des variations lorsque l’on joue sur les valeurs des variables procédé. 
Ainsi, à densité de flux incidente constante, on multiplie la VVMCB locale par six en augmentant la 
concentration en biomasse de 5 à 30 kg.m-3 ; à l’inverse, si cette dernière est gardée constante, on multiplie la 
VVMCB locale par cinq en augmentant la densité de flux incidente de 5 à 150 W.m-2. Cette même variation de 
flux a par ailleurs un effet moins marqué sur la diminution de l’efficacité thermodynamique locale qui chute 
seulement (quand même) d’un facteur deux. Il est bien évident que ces écarts, que l’on retrouvera à l’échelle 
finale du PBR, montrent l’importance de l’optimisation puisque pour le même concept, les performances 
cinétiques du PBR-HPV (et donc son volume), telles que prévues par la figure IV.16 et l’éq. (IV.6.10), varient 
d’un facteur 30 ! 
 Pour conclure sur ce premier niveau de description de l’approche constructale, il est important d’être 
convaincu que le choix de travailler avec une approche pseudo monodimensionnelle n’entache en rien la validité 
des résultats de l’optimisation et donc de l’éq (IV.6.9). En effet, les écarts finaux de productivité qui peuvent en 
résulter sont inférieurs à la précision avec laquelle on peut la mesurer expérimentalement. Tout au plus peut on 
préciser que pour un résultat donné de l’optimisation (di)opt, plus la valeur de l’irradiance de compensation sera 
élevée (micro-organisme eucaryote), et plus les performances optimales seront atteintes en réalité avec une 
concentration en biomasse CX légèrement inférieure à celle choisie initialement pour l’optimisation, cette dernière 
jouant in fine le rôle de variable de réglage en continu. 
 
 L’optimisation sous contrainte de la plus petite échelle considérée dans notre problème étant achevée, il 
est maintenant possible, comme le prévoit la théorie, de passer à l’échelle supérieure. Le choix d’une hypothèse 
pseudo monodimensionnelle à l’étape précédente a permis de conclure que le comportement de tout assemblage 
de deux structures éclairantes pris au hasard au sein du volume du réacteur serait identique. Ainsi, de façon 
logique pour un problème géométrique aussi simple, on en conclut que l’échelle supérieure n’est autre que 
l’échelle du PBR-HPV complet, c'est-à-dire notre échelle finale. On devra donc chercher à optimiser la dernière 
variable design de notre problème, le diamètre dS des structures éclairantes en se servant de notre objectif 
premier : la maximisation de la VVMCB ramenée au volume total du réacteur >< TOTXr , . Il est ici à nouveau 
possible de chercher à travailler numériquement en calculant la VVMCB de façon rigoureuse en faisant varier dS, 
les autres données du problème (les variables procédé ayant été fixées et (di)opt déduite) étant considérées 




















4)(     (IV.6.11) 
 
et en traçant la fonction >< )()('
, STOTX dr  pour en chercher l’optimum. Cependant, en remarquant que la petite 
échelle a été optimisée pour fonctionner en limitation physique, il est avantageux de remplacer cette approche en 
aveugle et fastidieuse par l’utilisation de l’équation fondamentale (éq. IV.4.12) des PBR qui trouve ici une 
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utilisation logique compte tenu du contexte, en accord avec le principe d’Hartmanis. Compte tenu des relations 
(IV.6.3-4), associées à la définition initiale (IV.4.12), la reformulation de cette équation dans la géométrie 


















































αφρ     (IV.6.12) 
 
Cette relation montre de façon évidente, qu’une fois réalisée l’optimisation aux petites échelles et ayant fixé )('∩q  





















    (IV.6.13) 
 


















    (IV.6.14) 
 
Ce résultat, remarquable de simplicité, traduit que, une fois choisies des valeurs réalistes de concentration en 
biomasse et de densité de flux incidente (les deux degrés de liberté en continu), l’approche constructale permet 
aisément de déduire le meilleur arrangement possible des structures éclairantes dans le PBR, conformément à 
l’objectif initial. Celui-ci correspond en effet à un remplissage de l’espace qui optimise la distribution du 
rayonnement en maximisant l’accès du flux par dilution, et en maximisant la puissance de sortie du système par 
la minimisation des phénomènes de dissipation, démontrant le rôle constructif de l’énergétique dans le processus 
de conception. Plus encore, cette approche garantit que compte tenu des contraintes physiques et énergétiques 
liées au transfert de rayonnement, il n’est pas possible de trouver une conception de réacteur qui conduise à des 
performances cinétiques supérieures, sous réserve que l’on soit capable de construire techniquement ce PBR-
HPV (voir infra). Cette dernière étape de l’optimisation à l’échelle macroscopique est illustrée sur la figure IV.17 
pour deux exemples de PBR-HPV de conception assez différente, mais conduisant au même résultat pour la 
VVMCB >< TOTXr , . Il est bien évident qu’il s’agit là de concepts théoriques, et qu’il faudra, comme nous 
venons de le dire, composer avec les exigences technologiques. Deux cas problématiques peuvent alors survenir : 
 - le concept est techniquement viable mais l’une au moins des variables procédé ( )('∩q  ou CX) s’avère 
surestimée ; il sera nécessaire dans ce cas de réitérer la procédure avec des valeurs de départ plus réalistes. 
 - les variables initiales ont été correctement choisies mais on aboutit à une valeur de dS qui n’est pas 
réalisable techniquement ; on montre alors que le meilleur concept déroge à la règle (IV.6.14) et qu’il conviendra 
de garder (di)opt, tout en construisant le PBR avec la plus petite valeur dS techniquement possible. 
En tout état de cause, l’agencement logique des idées et la méthode d’optimisation basée sur la théorie 
constructale (dans ce cas pseudo monodimensionnel fort simple) que nous venons de développer conduisent de 
façon unique à un concept optimisé de PBR-HPV fonctionnant de façon idéale en continu. Les résultats obtenus, 
en partie indépendants à ce stade de contraintes technologiques et donc très généraux, amènent néanmoins à 
préciser quatre points importants que nous allons maintenant examiner en guise de conclusion à ce paragraphe. 
 
(i) Conformément à la théorie, il apparaît impossible d’optimiser l’agencement des structures éclairantes 
en procédant en sens inverse, c'est-à-dire en partant de l’échelle finale du réacteur et, ayant fixé dS, en cherchant à 




















    (IV.6.15) 
 
ce qui confirme bien sur notre exemple précis que la structure optimale se construit en procédant des petites 
échelles vers les grandes. 
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 (ii) L’intégralité de l’approche que nous venons de développer peut être reprise de la même façon pour 
des structures éclairantes de géométrie sphérique. On pourra par exemple utiliser l’expression (III.2.60) donnant 
l’atténuation de l’irradiance en limitation physique et en coordonnées sphériques pour obtenir une bonne 
approximation des valeurs de (di)opt du type de l’éq. (IV.6.9). La suite de l’optimisation peut se faire également 
avec l’équation fondamentale des PBR (IV.4.12) en coordonnées sphériques et conduit finalement (à l’aide des 




















    (IV.6.16) 
 
résultat dont il est assez remarquable de constater qu’il conduit environ à la même valeur de la fraction 
volumique optimale en structures éclairantes. 
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εopt = pi/8 tan(pi/6)
 
   (c)             (d) 
 
Figure IV.17 : Deux exemples de PBR-HPV de diamètre D = 150 mm conduisant à la même performance 
optimale >< TOTXr ,  = 0,2 kg.m
-3
.h-1. 
 Le premier (a) est conçu avec (di)opt = 1,6 mm, ∩q = 20 W.m-2 et CX = 30 kg.m-3 ( 0). 
 Le second (b) est conçu avec (di)opt = 5 mm, ∩q = 150 W.m-2 et CX = 15 kg.m-3 (  ) 
On vérifie bien que la VVMCB maximale est obtenue dans les deux cas pour (dS)opt = (di)opt (c), et qu’une fois 
ramenée à la fraction volumique occupée par les structures éclairantes ε, les deux fonctions sont identiques avec 












ε opt  (d). 
 




 (iii) Comme nous le mentionnions en conclusion du paragraphe 4.3, la structure de l’équation 
fondamentale des PBR fait clairement apparaître que les performances cinétiques d’un PBR sont directement 
proportionnelles à la surface spécifique éclairée et au logarithme de la densité de flux incidente. À l’opposé, 
l’analyse énergétique du paragraphe 5, et notamment l’éq. (IV.5.1) montre que l’efficacité exergétique du PBR 
décroît uniquement, en première approximation, avec la densité de flux incidente qui doit être la plus faible 
possible. Ainsi, le concept optimum que nous venons de définir et qui impose une relation entre surface 
spécifique (dS) et flux incident (di) doit donner lieu à deux grandes familles de PBR-HPV (voir infra) : 
- des concepts où les performances cinétiques (ou le volume) priment et pour lesquels on cherchera des 
densités de flux incidentes élevées (150 W.m-2), généralement techniquement associées à des surfaces spécifiques 
plus faibles ; 
 - des concepts pour lesquels la contrainte énergétique est la plus forte et que l’on cherchera à faire 
fonctionner à très faible densité de flux (5 à 10 W.m-2), tout en essayant de compenser les performances par une 
surface spécifique élevée. 
 Il peut s’avérer également intéressant de chercher à optimiser à la fois cinétique et énergétique vis-à-vis 
de la densité de flux incidente (un moyen terme en quelque sorte). Dans ces conditions, les équations spatiales 
(IV.4.12 et IV.5.2), une fois normalisées de façon conventionnelle, permettent de définir un critère à optimiser et 






























    (IV.6.17) 
 
(iv) Comme cela avait été précisé en préambule, la démarche que nous venons de proposer suppose un 
fonctionnement continu et parfaitement mélangé du PBR, et nous avons insisté sur le fait qu’elle présentait un 
degré de liberté supplémentaire, puisque l’on doit choisir la concentration en biomasse de façon plus ou moins 
arbitraire. En théorie, plus cette concentration est élevée et plus le réacteur sera performant (figure IV.16 et éq. 
IV.6.9) ; en pratique, il y a de nombreuses raisons qui conduisent à fixer une valeur limite, comme des raisons 
physiologiques ou des raisons technologiques (hydrodynamiques, valeurs de dS obtenues non viables 
techniquement…). À l’opposé, dans le cas d’un réacteur fonctionnant en discontinu, ou pour un réacteur tubulaire 
continu, on perd ce degré de liberté, puisque la concentration en biomasse évolue dans l’espace ou dans le temps, 
en fonction du bilan de masse dans lequel intervient la VVMCB, rendant ainsi le problème d’optimisation non 
linéaire. 
Ainsi, dans le cas d’un réacteur tubulaire, on devra traiter du couplage entre la concentration en 
biomasse et la VVMCB en fonction de la coordonnée privilégiée z. Le résultat de l’optimisation (qui devient 
dans ce cas un problème pseudo bidimensionnel) fera alors apparaître des structures géométriques de diamètre dS 
et de longueur H de plus en plus nombreuses par divisions successives, au fur et à mesure de l’augmentation de la 
concentration en biomasse. Il s’agit dans ce cas d’une structure typique en arbre chère à Bejan (2000) et qui 
apparaît pour tous les problèmes en deux ou trois dimensions. 
 Par contre, l’optimisation d’un réacteur discontinu demeure un problème pseudo monodimensionnel 
puisque la concentration reste homogène dans l’espace. La concentration finale doit être obtenue 
préliminairement en optimisant la production en fonction des temps morts dans le temps de cycle de façon 
conventionnelle à partir des modèles développés dans ce chapitre. En réalité, on a le choix entre deux stratégies 
pour conduire le réacteur en discontinu, et donc pour optimiser la concentration finale. Soit on opérera en 
contrôlant en permanence le champ de radiation pour demeurer continuellement en limitation physique (meilleure 
solution pour le contrôle métabolique et pour le bilan d’énergie), soit on accepte de travailler en régime cinétique 
jusqu’à la fin (avec les problèmes métaboliques qui peuvent en résulter), ce qui est beaucoup plus performant sur 
le plan cinétique. En effet, si l’on fait abstraction d’éventuels problèmes métaboliques introduisant des temps de 
latence à forte densité de flux et faible concentration (voir supra), il n’y a absolument pas correspondance entre 
les deux méthodes. La figure IV.18 montre très clairement (le temps de réaction est proportionnel à l’intégrale 
sous la courbe de l’inverse des vitesses) que le fonctionnement en limitation physique est beaucoup moins 
performant (à di fixé). Ainsi, on se trouve face à un problème d’optimisation non linéaire (obligatoirement 
numérique), puisque le choix de la concentration finale permettant de calculer (di)opt et dS découle d’une 
optimisation qui nécessite de connaître ces deux paramètres. On adaptera donc la méthode en fonction de la 
stratégie retenue (celle-ci pouvant éventuellement inclure des approches plus complexes comme une phase en 
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limitation physique à vitesse élevée avec zone sombre) et en se basant sur les résultats de l’optimisation réalisée 
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 pour passer d’une concentration initiale 
en biomasse C0 = 0,25 kg.m-3 à une concentration finale Cf = 6,5 kg.m-3 dans un PBR-HPV discontinu 
correspondant à (di)opt = 11 mm et pour deux stratégies extrêmes : 
 ( 0) le réacteur fonctionne toujours en limitation physique ; la densité de flux incidente ∩q  évolue 
donc en fonction de la concentration en biomasse entre 2 et 100 W.m-2 ; 
 (  ) le réacteur fonctionne en régime cinétique, la densité de flux incidente étant fixée dès le départ à 
100 W.m-2. 
Dans cet exemple, il faut huit fois plus de temps pour atteindre la concentration finale avec la méthode en 




6.2.3- Réalisations, Performances Idéales et Réelles des 
Photobioréacteurs à Haute Productivité Volumique 
 
 Dans le paragraphe précédent, nous avons insisté à maintes reprises sur le fait que la recherche du 
concept optimal par approche constructale était largement indépendante (pas totalement toutefois) des contraintes 
technologiques avec lesquelles il est cependant nécessaire de composer pour toute réalisation. Il serait néanmoins 
hors de propos dans le cadre des objectifs de ce travail de rentrer en détail dans la description d’aspects parfois 
très techniques, dont certains d’ailleurs relèvent d’innovations en cours. L’objectif de ce dernier paragraphe 
consistera donc simplement à décrire très brièvement un certain nombre de solutions techniques (ainsi que leurs 
performances et leurs limites) qui peuvent être envisagées pour répondre efficacement au problème du transfert 
de rayonnement, en accord bien évidemment avec les résultats obtenus précédemment, et comment nous avons 
tenté de les concilier dans la réalisation d’un premier démonstrateur de PBR-HPV. Avant cela, nous tenterons de 
définir, en termes de performances cinétiques et énergétiques, le réacteur idéal, issu de l’approche constructale, et 
qui concilie au mieux la technologie mise en œuvre, de façon à pouvoir positionner chaque nouvelle réalisation 
par rapport à une référence. 




6.2.3.1- Réacteur Idéal 
 
 Le concept de réacteur idéal, classique en procédique, et qui consiste à raisonner en terme de cinétique 
optimale, indépendamment des contraintes thermodynamiques inhérentes à la mise en œuvre de la réaction dans 
une technologie donnée de réacteur, est, dans le cas des PBR-HPV, assez difficile à définir tellement les aspects 
cinétiques et énergétiques sont intimement liés, comme nous l’avons vu au cours de ce chapitre. Ainsi, la 
définition que nous allons proposer est certainement discutable, mais nous semble néanmoins bien convenir aussi 
bien à l’esprit initial que pour son utilisation dans les nombreux cas pratiques que nous avons déjà eu l’occasion 
de traiter. 
 Le réacteur idéal en termes cinétiques est donc celui qui, indépendamment de toute contrainte technique 
de réalisation, peut être envisagé comme résultat issu de l’optimisation constructale, intégrant les meilleures 
technologies actuelles de génération ou de transfert de rayonnement. De la même façon, en termes énergétiques, 
le réacteur idéal intègre le meilleur rendement actuel de génération électrique du rayonnement (PBR artificiel), 
mais ne tient pas compte de toutes les pertes possibles liées à la chaîne de transfert de ce rayonnement dans le 
réacteur, si elle existe (PBR artificiel ou solaire). Il apparaît donc clairement que ce concept de réacteur idéal est 
susceptible d’évoluer dans le futur avec l’évolution des technologies qui ont servi à le définir. Quoiqu’il en soit, 
la définition que nous allons en donner correspond bien à un idéal actuel en ce sens qu’il n’est pas possible 
réellement d’atteindre les performances annoncées, mais qu’il demeure intéressant d’essayer de s’en approcher 
par des améliorations techniques (c’est l’essence même du concept). Cette notion de réacteur idéal prend 
essentiellement son sens lorsque l’on est confronté à un objectif de production, tel que nous l’avons traité 
récemment pour la régénération de l’atmosphère d’une personne ou d’un équipage, puisqu’elle permet dans ce 
cas de calculer un volume minimum et une consommation d’énergie (ou une surface de captage solaire) 
minimale. N’ayant pas dans le cadre de ce travail d’objectif particulier à atteindre, nous travaillerons donc à 
l’envers, même si cela perd un peu d’intérêt, en donnant des productions et consommations idéales ramenées à 
l’unité de volume. 
 
 Concernant tout d’abord les performances cinétiques maximales, nous avons déjà mentionné au 
paragraphe précédent que, dans le cas des cyanobactéries et d’A. platensis en particulier, il ne semblait pas 
intéressant de chercher à dépasser une concentration d’environ 30 kg.m-3 qui donne lieu à un dimensionnement di 
= dS compris entre 1 et 2 mm suivant la densité de flux envisagée (figure IV.16). Une échelle aussi petite est en 
effet probablement une limite à la mise en œuvre d’une hydrodynamique gaz-liquide correcte à l’échelle du 
réacteur (celle-ci peut alors éventuellement intervenir comme contrainte locale dans la recherche de la plus petite 
échelle optimale). À cette taille là, à l’heure actuelle, seules les FODL présentent une alternative 
technologiquement réaliste, et comme nous l’avons déjà mentionné, elles correspondent plutôt à des solutions à 
faible densité de flux et à forte efficacité thermodynamique. Il semble en effet difficile d’espérer dépasser 15 à 20 
W.m-2, valeur qui correspond à environ dS = 1,6 mm, ce qui est réaliste pour une fibre de 1 mm gainée. Il se 
trouve que nous avons déjà rencontré ces conditions puisqu’elles correspondent à un des tracés de la figure 
IV.17. Celle-ci montre qu’il est possible à l’optimum d’atteindre la même productivité (fig. IV.17) avec une 
technologie de tubes fluorescents à densité de flux incidente élevée (150 W.m-2), mais avec des diamètres plus 
grands, de l’ordre de 5 mm (en réalité, il s’agit bien là d’une limite technique car on ne sait pas fabriquer de 
grandes longueurs de tubes avec un si petit diamètre). On peut donc ici conclure qu’en terme de VVMCB idéale 
(voir la figure IV.17 qui n’a pas été tracée au hasard), si l’on cherche à concilier théorie constructale et 




















    (IV.6.18) 
 
 
Compte tenu de la très grande généralité de l’approche thermodynamique que nous avons développée pour le 
calcul des rendements de conversion du rayonnement, ces valeurs sont très probablement largement universelles 
et ne semblent pas devoir se limiter au cas des seules cyanobactéries. Néanmoins, dans le cas de micro-
organismes qui utilisent les ions ammonium au lieu des ions nitrate comme source d’azote (comme C. 
reinhardtii), il est possible d’espérer des performances jusqu’à 40% supérieures. Cette différence disparaît si l’on 
raisonne à partir de la productivité en oxygène, et l’on obtient alors le chiffre unique d’environ : 
 









=≅>< idTOTOr     (IV.6.19) 
 
Comme nous l’avons déjà fait remarquer, il est possible d’utiliser directement ces valeurs pour calculer le volume 













    (IV.6.20) 
 
Les performances d’un tel réacteur idéal ont été reportées sur la figure IV.19 sur laquelle figurent également les 
performances estimées, dont nous avons déjà discuté, des PBR solaires en surface (valeurs moyenne et optimale) 
et des PBR artificiels commercialisés. On constate tout d’abord l’ampleur de la gamme possible des 
performances de PBR de conceptions différentes, même pour de relativement faibles volumes puisque les valeurs 
s’échelonnent sur environ 2,5 ordres de grandeur ! Nous avons également déjà souligné que l’utilisation d’une 
VVMCB ramenée au volume total (tenant compte du système d’éclairement) du PBR-HPV était très favorable 
aux concepts solaires ; en effet, on peut constater que les meilleurs d’entre eux, à haute productivité surfacique 
(PBR-HPS), ne sont qu’à un peu plus d’un ordre de grandeur en dessous de notre réacteur idéal. Rappelons 
néanmoins que leurs principaux inconvénients tiennent aux très grandes surfaces immobilisées nécessaires à leur 
mise en œuvre, ainsi qu’à une très faible efficacité en termes de contrôle du champ de rayonnement et du transfert 
de masse entre phases. On notera par contre l’ampleur du chemin à parcourir pour les concepts commerciaux à 
éclairage artificiel, puisque le seul réacteur à éclairage interne commercialisé à ce jour, le réacteur Alpfors, 
présente des performances 130 fois inférieures au réacteur idéal ! Qui plus est, sa conception est telle qu’il est 
difficilement extrapolable à productivité constante au-delà de son volume commercial de 100 litres. 
 
 


















Figure IV.19 : Positionnement des performances cinétiques en terme de VVMCB >< TOTXr ,  de différents types 
de réacteurs par rapport au PBR-HPV idéal défini dans cette étude. Les PBR solaires sont représentés par les 
traits en pointillé, les traits pleins noirs correspondent aux réacteurs commerciaux à éclairage artificiel externe. 
En rouge sont positionnés les concepts à éclairage artificiel interne : le réacteur commercial Alpfors (100 L), et le 
démonstrateur PBR-HPV1 développé au laboratoire (20 L). 
 
 




 Il est maintenant possible d’estimer les performances énergétiques idéales, en prenant comme cadre 
théorique les relations qui ont été développées au paragraphe 5. En effet, le couplage des équations (IV.5.1-2) 
permet d’estimer, à partir de la VVMCB et indépendamment du design du réacteur, les puissances volumiques 
optimales à fournir. Tout d’abord, l’idéalité énergétique de la photosynthèse sera définie conformément à l’éq. 
(IV.5.1), à très faible densité de flux incidente (fig. IV.9), celle-ci conduit à une valeur maximale du rendement 
exergétique d’environ 15%. Le calcul doit ensuite intégrer deux options : 
 - dans le cas d’un réacteur à éclairage artificiel, il sera tenu compte du meilleur rendement actuel de 
production du rayonnement visible (environ 35% avec des lampes à décharge, mais susceptible d’augmenter dans 
l’avenir avec l’évolution des DEL), de façon à remonter à une puissance électrique volumique ; 
 - dans le cas d’un PBR solaire, on procèdera au calcul d’une surface de captage minimale en utilisant la 
densité de flux visible potentiellement maximale à la surface terrestre et en supposant un système de suivi solaire. 
 En négligeant les puissances chimiques des substrats devant la puissance volumique rayonnée dans l’éq. 
(IV.5.2) et en choisissant judicieusement la référence pour le calcul des enthalpies libres standard (voir 













≅>< A     (IV.6.21) 
 
Cette équation est également à la base du calcul de la densité de puissance électrique idéale idPélecˆ  à fournir à un 
PBR-HPV donné ; celle-ci devant être comparée à la consommation réellement nécessaire. On obtient ainsi tous 







    (IV.6.22) 
 







    (IV.6.23) 
 
A titre d’exemple, on peut appliquer la méthode aux performances cinétiques idéales définies précédemment, 
c'est-à-dire en utilisant dans les relations (IV.6.22-23) la valeur de la VVMCB >< idTOTXr , . Les résultats obtenus 
sont consignés dans le tableau IV.5 dans lequel on a également fait figurer les valeurs minimales tenant compte 
de la diminution de l’efficacité thermodynamique du réacteur en fonction de la densité de flux incidente (éqs. 
IV.5.1 et IV.6.21). Compte tenu de la similitude entre les relations (IV.6.22-23), les résultats, qui ne sont que des 
approximations, ont été amalgamés. 
 
 
Densité de flux 
incidente (PAR) 
∩q  [W.m-2] 
Efficacité thermodynamique 
du réacteur 
thη  [%] 
VVMAER 
(puissance lumineuse) 
>< TOTA  [kW.m-3] 
Puissance électrique  élecˆP  [kW.m-3] 
ou 
Surface de captage Sˆ  [m2.m-3] 
Point de compensation 18 ∞  (vitesse nette nulle) ∞  (vitesse nette nulle) 
3-5 13-15 10=>< idTOTA  idPélecˆ  = idSˆ  = 25 
10-15 10 13 40 
100 6-7 21 60 
400 5 28 75 
 
Tableau IV.5 : Estimation des densités de puissance volumique lumineuse >< TOTA , électrique élecˆP , et des 
densités de surface de captage Sˆ  minimales en fonction de la densité de flux incidente ∩q  dans un PBR-HPV. 
La ligne correspondant à la plus haute efficacité thermodynamique possible (en grisé) donne les performances 
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 Remarquons à ce stade, que sur la base de l’éq. (IV.6.22), le PBR commercial à éclairage interne 
Alpfors apparaît bien mieux optimisé en regard de l’énergétique que de ses performances cinétiques puisqu’il 
approche le réacteur idéal à un facteur six près. Ce résultat illustre le fait (que nous avons déjà évoqué) qu’il est 
très difficile, avec une technologie donnée, d’optimiser à la fois les performances cinétiques et énergétiques d’un 
PBR-HPV. 
Enfin, on notera que si l’objectif fixé n’est pas une productivité mais une production (c’est généralement 
le cas), il est possible d’obtenir des relations du type de (IV.6.22-23) pour la puissance électrique nécessaire 
idéale idPélec  ou pour la surface de captage idéale 
idS  en remplaçant >< TOTXr ,  par la production désirée >< XP . 
On obtient alors des relations générales qui deviennent indépendantes du design et ne dépendent plus, comme il 
se doit (voir éqs. IV.5.1, IV.6.12 et 21), que de l’efficacité thermodynamique du réacteur thη  via la densité de 
flux incidente ∩q . En exprimant la production >< XP  en kg.h
-1
















    (IV.6.24) 
 
Ces relations, conjointement utilisées avec l’éq. (IV.6.20) montrent clairement que dans la perspective du 
développement de l’utilisation de l’énergie solaire pour des applications photocatalytiques, l’étape limitante sera 
bien la surface de captage du rayonnement, avant le volume et la conception du photoréacteur. Or on a vu 
(tableau IV.5) que cette surface augmente très vite lorsque la densité de flux incidente augmente, comme c’est le 
cas lorsque l’on envisage des réacteurs à éclairage solaire direct. Ainsi, à nouveau, le concept idéal proposé dans 
ce mémoire présente de nombreux avantages théoriques vis à vis de la conversion optimale du rayonnement 
solaire. Il permet tout à la fois un suivi solaire par le système de captage garantissant une densité de flux 
journalière maximale à haut potentiel énergétique (au lieu de subir le résultat de l’intégration des angles zénithal 
et azimutal sur un hémisphère), accompagné d’une dilution contrôlée de cette densité de flux à une faible valeur 
correspondant à une efficacité thermodynamique d’utilisation du rayonnement maximale. Ces deux facteurs 
conjugués doivent conduire à un gain d’environ un ordre de grandeur sur les surfaces de captage solaire, ce qui 
est considérable dans la conjoncture qui s’annonce. De plus, dans la mesure où le concept de PBR-HPV passe 
par une étape de concentration et de filtration du spectre solaire pour n’utiliser que la partie visible (voir UV) 
nécessaire aux réactions photo(bio)catalytiques, il est conceptuellement possible d’envisager une utilisation 
conjointe de la part infrarouge du rayonnement capté. Celle-ci serait transformée au service du fonctionnement 
du réacteur, améliorant encore son efficacité thermodynamique pour atteindre potentiellement 20% sur la base 





Note IV.2 : Dans le tableau IV.5, il est clairement établi que la densité de puissance volumique lumineuse idéale 
>< idTOTA , ainsi que la densité de surface idéale de captage idSˆ  pour un photoréacteur solaire, sont obtenues 
une fois fixée une productivité idéale (éq. IV.6.21 et 23) qui ne peut théoriquement pas être atteinte dans ce cas 
devant la nécessité de privilégier l’efficacité thermodynamique thη  (et donc des densités de flux incidentes très 
faibles) permettant seule de diminuer la productivité surfacique. Une productivité cible moitié moindre 
13
,
hkg.m1,0 −−≅>< TOTXr  semble alors être raisonnable, conduisant à de nouvelles valeurs idéales pour un 
PBR solaire 3kW.m5 −=>< idTOTA  et 32 .mm12ˆ −=idS . Néanmoins, et même si ces aspects technologiques 
devront faire l’objet d’investissements importants, il semble réaliste de considérer une perte d’environ 50% dans 
le système optique de concentration/dilution ce qui ramène finalement à la valeur de densité de surface idéale 




250  pour un objectif de production. Enfin, on notera que cette surface réelle n’a de sens que 
pour une situation géographique équatoriale ; si l’on souhaite faire fonctionner un tel PBR sous nos latitudes, 
on sera amené à augmenter très sensiblement cette surface pour pallier l’effet des saisons sur les densités de flux 
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6.2.3.2- Réacteurs Réels 
 
 Contrairement au concept de réacteur idéal que nous venons de définir, la réalisation pratique d’un PBR-
HPV utilisant une technologie donnée d’éclairage compatible avec les résultats de l’optimisation constructale va 
se heurter à ne nombreux problème techniques. Sans rentrer dans les détails pratiques qui peuvent néanmoins 
nécessiter de longs développements, on peut citer les problèmes de génération-captage-couplage-transfert de 
rayonnement en dehors et au sein du réacteur, le problème énergétique de filtration du rayonnement thermique ou 
plus généralement de la chaleur à évacuer, le problème de la gestion des zones sombres inévitables (par exemple 
si la technologie gazosiphon est retenue), tous les problèmes en relation avec une mauvaise hydrodynamique, etc. 
Toutes ces raisons, et bien d’autres encore, concourent à diminuer les performances cinétiques et énergétiques 
d’un PBR-HPV réel lorsque l’on rentre dans le détail de sa conception. Dès lors, et c’est l’intérêt premier du 
concept, toute réalisation de démonstrateur pourra se positionner par rapport au réacteur idéal que nous avons 
défini plus haut. 
 En ce sens, nous avons récemment réalisé un premier travail d’investigation sur l’estimation des 
performances des technologies qui pourraient être mises en œuvre dans la fabrication d’un PBR-HPV compatible 
avec les résultats de la phase d’optimisation. 
 Concernant tout d’abord les PBR-HPV à éclairage artificiel, nous avons déjà abordé à plusieurs reprises 
dans cette partie la possibilité d’utiliser des FODL ou des tubes fluorescents de petit diamètre. Cette dernière 
solution est probablement la plus intéressante en termes cinétiques puisqu’elle devrait permettre de s’approcher à 
près d’un facteur deux du réacteur idéal. L’option à FODL est quant à elle plus intéressante sur le plan 
énergétique : en utilisant des générateurs avec lampe à décharge couplés à une optique fluide, ou mieux, un 
couplage direct avec des DEL de puissance, il semble possible d’approcher à mieux qu’un facteur trois du 
réacteur idéal. On retrouve à nouveau ici le fait qu’un choix de technologie est plus ou moins bien adapté aux 
aspects cinétiques ou énergétiques qui devront avoir été clairement définis dans le cahier des charges. 
 Concernant les PBR-HPV solaires, seule l’option FODL peut bien évidemment convenir. Une 
optimisation devrait permettre de s’approcher des performances cinétiques idéales à environ un facteur 3. Les 
problèmes du bilan énergétique et de la mise en œuvre du captage restent néanmoins nombreux : variabilité 
naturelle et contrôle du champ de radiation, efficacité du captage et de la focalisation sur les fibres optiques, 
élimination du rayonnement thermique, etc. Là encore, des technologies innovantes comme l’optique fluide ou 
l’optique non linéaire devraient apporter à terme des solutions techniques intéressantes. 
 
 Au cours des deux dernières années, le laboratoire, en partenariat avec la filière Génie Physique de 
Polytech’Clermont-Ferrand a souhaité investir dans la réalisation d’un démonstrateur de PBR-HPV (fig. IV.20). 
L’objectif avoué consistait à démontrer la faisabilité d’un tel réacteur, en accord avec les critères théoriques issus 
de l’optimisation constructale ; le budget alloué a fixé le volume à environ 20 litres. Après une première analyse, 
la technologie par FODL avec alimentation par générateurs et lampes à décharge a été retenue. Ce choix a 
conduit à envisager un design sur la base du critère mm3)( ≅≅ optiS dd , pour une densité de flux incidente 
estimée à environ 12-15 W.m-2. Compte tenu des inquiétudes sur ce point, un soin tout particulier a été apporté 
aux aspects techniques permettant de maîtriser le mélange et le transfert de masse gaz-liquide, en choisissant tout 
d’abord un réacteur de type gazosiphon à recirculation externe et en optimisant la distribution du gaz ainsi que la 
circulation des fluides (fig. IV.20). De ce point de vue, les premiers tests réalisés sur le prototype sont 
extrêmement concluants puisque l’on obtient, en fonction du débit de gaz, des temps de mélange dans la gamme 
40 - 60 secondes, et des coefficients volumétriques de transfert de masse dans la gamme 60 - 220 h-1 ; c'est-à-dire 
des valeurs qui sont parfaitement conformes à ce qu’il est courant de rencontrer pour ce type de réacteurs. 
 Les performances cinétiques de ce premier démonstrateur dénommé PBR-HPV1 (fig. IV.20), et qui 
doivent être testées prochainement, devraient atteindre une VVMCB d’environ 13
,
.hkg.m065,0 −−≅>< TOTXr  
(fig. IV.19), ce qui correspond à une valeur raisonnable, trois fois inférieure à l’idéal. Par contre, même si cet 
aspect n’était pas inclus dans le cahier des charges initial, ce démonstrateur présente encore de piètres 
performances énergétiques, correspondant environ à 3élec kW.m45ˆ −≅P , soit, d’après la relation (IV.6.22) cinq 
fois supérieures à l’idéal. Ce mauvais résultat n’est pas lié au choix de la technique de génération par lampe à 
décharge qui est à l’optimum, ni au rendement de la photosynthèse élevé pour cette technologie, mais à la très 
mauvaise efficacité du couplage avec les faisceaux de fibres optiques dans les générateurs utilisés. 
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  (a)             (b) 
 
Figure IV.20 : Schémas CAO du démonstrateur PBR-HPV1 d’un volume utile total de 22 litres. 
 (a) vue générale du réacteur de type gazosiphon et de sa boucle de recirculation externe sur laquelle sont 
situées les sondes et la régulation thermique. 





 Finalement, une deuxième version de démonstrateur est actuellement en cours de réalisation, et devrait 
voir le jour à la fin de l’année 2008. Le PBR-HPV2 devra pouvoir utiliser deux types de systèmes d’éclairement : 
un système artificiel à base de micro tubes fluorescents, et un système à FODL couplé à un captage solaire 
autorisant le contrôle du champ de radiation à l’intérieur du réacteur. Les performances espérées de la version à 
éclairage artificiel devraient s’approcher à près de deux fois l’idéal seulement ; par contre ses performances 
énergétiques ne s’amélioreront que légèrement pour atteindre quatre fois l’idéal. Cette fois, fi du couplage, ce 
















aS Surface spécifique éclairée    [m-1] 
Ai Affinité chimique de l’espèce i    [J.mol-1] 
A Vitesse volumétrique locale d'absorption de l'énergie radiante    [W.m-3] 
A’ Vitesse volumétrique locale d'absorption de l'énergie radiante photonique (molaire)    [µmolhν.s-1.m-3] 
A Vitesse spécifique d’absorption du rayonnement    [W.kg
 X
-1] 
b2 Fraction rétro diffusée du rayonnement    [0] 
Bn Coefficient d’absorption de la nième molécule    [sr.J-1] 
c Vitesse de la lumière dans le vide = 299792458 m.s-1 
Ci Concentration massique de l’espèce i    [kg.m-3] 
iC ′  Concentration molaire de l’espèce i    [mol.m-3] 
CX Concentration massique en biomasse    [kg X.m-3] 
d Diamètre    [m] 
D Diamètre total du réacteur    [m] 
Dn Coefficient phénoménologique pour la migration des excitations dans les UPS    [s-1] 
DaI Premier nombre de Damköhler    [0] 
Ea Coefficient massique d’absorption du rayonnement    [m2.kg
 X
-1] 
Es Coefficient massique de diffusion du rayonnement    [m2.kg
 X
-1] 
fd Fraction non illuminée du réacteur    [0] 
F Débit molaire    [mol.s-1] 
gk Contrainte d’optimisation de la fonction de dissipation spécifique    [W.kg X-1] 
G Irradiance énergétique    [W.m-2] 
G’ Irradiance photonique (molaire)    [µmolhν.m-2.s-1] 
h Constante de Planck = 6,6260755.10-34 J.s 
H Hauteur    [m] 
Hi Constante de Henry    [m3.Pa.mol-1] 
I Intensité spécifique rayonnante énergétique (radiance)    [W.m-2.sr-1] 
I Intensité lumineuse (dans l’appendice IV.1)    [cd] 
I’ Intensité spécifique photonique (molaire)    [µmolhν.m-2.s-1.sr-1] 
In Intensité énergétique d’excitation du nième état de l’UPS    [W.sr-1] 
ℑ  Efficacité lumineuse d’une source artificielle    [lm.W-1] 
Ji Vitesse spécifique molaire de l’espèce i    [mol.kg X-1.s-1 ou mol.kg X-1.h-1] 
k Constante de Boltzmann = 1,380658.10-23 J.K-1 
kD Probabilité par unité de temps de désexcitation non radiative et non photochimique    [s-1] 
kF Probabilité par unité de temps de désexcitation radiative (fluorescence)    [s-1] 
kP Probabilité par unité de temps de désexcitation photochimique au niveau du centre    [s-1] 
kQ Probabilité par unité de temps de capture des excitations au niveau du centre    [s-1] 
K Constante énergétique de saturation des centres réactionnels    [W.m-2] 
K’ Constante photonique (molaire) de saturation des centres réactionnels    [µmolhν.m-2.s-1] 
KLa Coefficient volumétrique de transfert de masse entre phases    [s-1 ou h-1] 
L Longueur totale    [m] 
Lij Coefficient phénoménologique [mol2.kg X-1.J-1.s-1 ou mol2.kg X-1.J-1.h-1] 
L Fonction lagrangienne    [W.kg
 X
-1] 
Mi Masse molaire de l’espèce i    [mol.kg-1] 
n Degré de collimation du rayonnement    [-] 
nm Indice de réfraction du milieu considéré    [0] 
CIEpλ  Courbe spectrale photopique normalisée de l’efficacité de l’œil humain    [0] 
P Pression    [Pa] 
Pi Production massique de l’espèce i    [kg.s-1 ou kg.h-1] 
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iP′  Production molaire de l’espèce i    [mol.s-1 ou mol.h-1] 
Plum Puissance lumineuse    [W] 
Pélec Puissance électrique    [W] 
P2e Rapport des vitesses spécifiques COFATP JJ  pour le schéma en Z de la photosynthèse    [0] 
élec
ˆP  Densité volumique de puissance électrique    [W.m-3] 
q Coefficient de couplage phénoménologique    [0] 
∩q  Densité de flux hémisphérique incidente énergétique    [W.m-2] 
∩
′q  Densité de flux hémisphérique incidente photonique (molaire)    [µmolhν.m-2.s-1] 
QL Débit volumique    [m3.s-1] 
QP Quotient photosynthétique 22 COO rr ′′     [0] 
r Rayon    [m] 
ri Vitesse volumétrique massique de réaction de l’espèce i    [kg.m-3.s-1 ou kg.m-3.h-1] 
ir ′  Vitesse volumétrique molaire de réaction de l’espèce i    [mol.m-3.s-1 ou mol.m-3.h-1] 
R Constante molaire des gaz parfaits = 8,314510 J.mol-1.K-1 
R Rayon total    [m] 
ℜ  Rendement énergétique d’une source lumineuse artificielle    [0] 
S Surface ou section    [m2] 
Sˆ  Densité volumique de surface    [m2.m-3] 
t Temps    [s ou h] 
tmoy Temps de séjour moyen de l’excitation dans une UPS    [s] 
tR Temps de réaction    [s ou h] 
T Température    [K] 
TR Température de rayonnement (corps noir)    [K] 
V Volume    [m3] 
VT Volume total    [m3] 
wi Fraction massique de l’espèce i    [0] 
wλ Spectre d’émission énergétique d’une source    [W.m-2.m-1 ou W.m-1] 
λw′  Spectre d’émission photonique (molaire) d’une source    [µmolhν.m-2.s-1.m-1 ou µmolhν.s-1.m-1] 
W Densité de puissance énergétique    [W.m-2] 
W’ Densité de puissance photonique (molaire)    [µmolhν.m-2.s-1] 
x Rapport des forces généralisées    [0] 
xi Fraction molaire de l’espèce i en phase liquide    [0] 
yi Fraction molaire de l’espèce i en phase gazeuse    [0] 
z Distance    [m] 
 
 
 Lettres Grecques 
 
α Module de diffusion linéaire    [0] 
β Fonction de caractérisation de la contrainte physique liée au transfert de rayonnement    [0] 
γ Fraction volumique éclairée dans le réacteur    [0] 
δ Coefficient d’extinction pour la méthode à 2 flux    [m-1] 
δij Delta de Kronecker    [0] 
0'
ig∆  Enthalpie libre standard de l’espèce i    [J.mol-1] 
ε Paramètre de volume    [0] 
ηana Efficacité thermodynamique de l’anabolisme    [0] 
ηhν Efficacité thermodynamique d’utilisation des photons    [0] 
ηth Efficacité thermodynamique (rendement exergétique) du réacteur    [0] 
ηZ Efficacité thermodynamique du couplage des puissances chimiques du schéma en Z    [0] 
θ  Angle    [rad] 
λ Longueur d'onde    [m] 
λk Multiplicateur de Lagrange    [0] 
λm,w Longueur d’onde moyenne énergétique (pour un spectre d’émission donné de la source)    [m] 
kµ~  Potentiel chimique molaire du constituant k    [J.mol-1] 
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υ  Fréquence   [Hz] 
jkυ  Coefficient stoechiométrique du constituant k dans la réaction j    [0] 
ξn Probabilité de voir une UPS dans son nième état au temps t    [0] 
ρ Rendement photochimique primaire    [0] 
ρM Rendement photochimique primaire maximum    [0] 
σ  Fonction de dissipation    [W.m-3.K-1] 
σS  Fonction de dissipation spécifique    [W.kg X-1] 
τ Temps caractéristique    [s] 
τR Temps de séjour dans le réacteur    [s ou h] 
τnm, τmn Constantes de temps quantiques relatives au transport des excitations par résonance    [s-1] 
ϕ  Rendement de fluorescence    [0] 
φ  Rendement quantique stoechiométrique massique    [kg
 X.µmolhν-1] 
φ ′  Rendement quantique stoechiométrique molaire    [C-molX.µmolhν-1] 
Φ  Rendement quantique massique    [kg
 X.µmolhν-1] 
Φ ′  Rendement quantique molaire    [C-molX.µmolhν-1] 
χ Coefficient stoechiométrique phénoménologique    [0] 
ψ  Rendement énergétique stoechiométrique massique    [kg
 X.J-1] 
ψ ′  Rendement énergétique stoechiométrique molaire    [C-molX.J-1] 
Ψ  Rendement énergétique massique    [kg
 X.J-1] 
Ψ ′  Rendement énergétique molaire    [C-molX.J-1] 





ATP Relatif à l’adénosine tri-phosphate    [-] 
c Relatif au point de compensation de la photosynthèse    [-] 
COF Relatif au couple redox NADP+/NADPH,H+    [-] 
d Relatif à une zone sombre    [-] 
eff Effectif ou efficace    [-] 
EPS Relatif à l’exopolysaccharide    [-] 
G Indique une phase gazeuse    [-] 
i Relatif à une distance inter structures au sein du réacteur    [-] 
l  Relatif à un volume éclairé    [-] 
L Indique une phase liquide    [-] 
m Milieu considéré    [-] 
min Grandeur minimale    [-] 
max Grandeur maximale    [-] 
opt Grandeur optimale (optimisée)    [-] 
S, STRUC Relatif aux structures éclairantes interne au photoréacteur    [-] 
TOT Relatif à une grandeur (volume en général) totale    [-] 
X Relatif à la biomasse totale    [-] 
XA Relatif à la biomasse active    [-] 





E Relatif à une entrée du système considéré    [-] 
id Valeur idéale (voir définition au paragraphe 6.2.3)    [-] 
S Relatif à une sortie du système considéré    [-] 
’ Grandeur molaire    [-] 




























ADP  Adénosine di-phosphate 
ATP  Adénosine tri-phosphate 
DEL  Diode électroluminescente 
EPS  Exopolysaccharide 
ESA  European Space Agency 
ETR  Équation des transferts radiatifs 
FEL  Fil électroluminescent 
FODL  Fibre optique à diffusion latérale 
MELiSSA Micro ecological life support system alternative 
NADP+  Nicotinamide adénine dinucléotide phosphate (forme oxydée) 
NADPH,H+ Nicotinamide adénine dinucléotide phosphate (forme réduite) 
PAR  Photosynthetically active radiation 
PBR  Photobioréacteur 
PBR-HPS Photobioréacteur à haute productivité surfacique 
PBR-HPV Photobioréacteur à haute productivité volumique 
Pi  Phosphate inorganique = H3PO4 = HPO3 + H2O 
RPF  Régulation prédictive fonctionnelle 
TLPI  Thermodynamique linéaire des processus irréversibles 
UPS  Unité photosynthétique 
VVLAER Vitesse volumétrique locale d’absorption de l’énergie radiante 
VVLCB  Vitesse volumétrique locale de croissance de la biomasse 
VVMAER Vitesse volumétrique moyenne d’absorption de l’énergie radiante (spatiale) 
VVMCB Vitesse volumétrique moyenne de croissance de la biomasse (spatiale) 
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Conversion entre Unités Énergétiques et Photoniques du 
Rayonnement et Calcul du Rendement Énergétique des 
Sources Artificielles de Lumière 
 
 
1- Conversion entre Unités Énergétiques et Photoniques 
 
 Il est souvent important de pouvoir convertir des rayonnements énergétiques en rayonnements 
photoniques ou vice versa en fonction de l’application envisagée. En ce qui concerne la photosynthèse, cette 
conversion doit se faire dans un domaine précis de longueurs d’ondes appelé PAR (photosynthetically active 
radiation). La plus petite longueur d’onde active (λmin) à prendre en considération fait débat (y compris chez les 
fabricants de capteurs) mais les valeurs sont toujours comprises entre 380 et 400 nm. La valeur maximale (λmax) 
correspond quant à elle au photon de la plus faible énergie donnant lieu à une séparation de charge permettant à 
la photosynthèse de fonctionner. Cette valeur dépend du type de photosynthèse : 
 - pour la photosynthèse classique (cyanobactéries, micro algues eucaryotes,…), on prend 700 nm ; 
 - pour les bactéries pourpres (comme Rs. rubrum), on prendra 900 nm, mais certaines espèces peuvent 
même utiliser jusqu’à 1000 nm dans le proche infra rouge. 
 
 Une fois le PAR caractérisé pour une application donnée, la conversion peut se faire à partir des deux 
définitions possibles des spectres d’émission des sources : 
 - le spectre d’émission énergétique wλ [J.m-2.s-1.m-1 ou J.s-1.m-1] ; 
 - le spectre d’émission photonique λw′  [µmolhν.m-2.s-1.m-1 ou µmolhν.s-1.m-1] (pour des raisons pratiques, 
la micromole de photons est préférée à la mole). 
On ne connaît généralement que le premier des deux (dans le meilleur des cas), mais il existe une relation de 
passage évidente qui permet d’éliminer le second dans les calculs : 
 
λλ λ ww =
′
ch10.02,6. 17     (1) 
 








    (2) 
 
Un capteur énergétique (radiomètre, pyromètre,…) mesure donc une irradiance ou une densité de flux (voir 







 [J.m-2.s-1]    (3) 
 





λ dwW ∫ ′=′
max
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 [µmolhν.m-2.s-1]    (4) 
 
La conversion dans l’une ou l’autre unité sera donnée en formant le rapport (et en utilisant l’éq. 2) : 
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qui doit être obtenue pour chaque cas à partir du spectre d’émission énergétique de la source de lumière 
considérée wλ qui est théoriquement fourni par le fabricant. 
 Remarquons au passage que le calcul fait apparaître la notion de longueur d’onde moyenne énergétique 
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On peut également définir une longueur d’onde photométrique moyenne, celle du photon moyen en quelque 
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bien que celle-ci ne présente que peu d’intérêt dans la plupart des applications. 
Par ailleurs, il est bien connu que pour une source de lumière blanche à environ 5500 K, les relations (5) 





hν s.m.µmol6,4W.m1soitµmol.J2177,0 −−−− ==ℵ  
 
 
2- Calcul du Rendement Énergétique des Sources Artificielles 
de Lumière Visible 
 
- Lampes Commerciales : 
 
 Les unités du système international de photométrie (un troisième système de mesure du rayonnement !) 
dérivent de la candela (cd) qui est définie comme l’intensité, dans l’élément d’angle solide dΩ (sr), qui est égale 
à 1/683ème de watt lumineux à 555 nm qui est le rayon vert auquel l’œil humain est le plus sensible ! 
Malheureusement, cette introduction d’une perception physiologique de l’homme dans une unité SI génère un 
certain nombre de difficultés dans les tentatives de conversions, notamment des lumens (l’unité de flux en 
photométrie, 1 lm = 1 cd.sr) en watts lumineux qui est la seule unité utilisable compatible avec une approche 
énergétique. Ces difficultés tiennent au fait que la sensibilité de l’œil humain au visible est très variable en 
fonction de la fréquence. Cette sensibilité est heureusement normalisée par une courbe dite « courbe photopique 
CIE » (voir figure) qui donne la fonction )(λλCIEp  et qui montre que l’œil humain est très peu sensible aux 
longueurs d’onde bleues et rouges. Il apparaît donc clairement que la candela et le lumen étant définis à 555 nm, 
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là où l’efficacité relative vaut 1, il sera nécessaire de composer avec la courbe photopique pour toute conversion 































Courbe photopique CIE de réponse de l’œil humain 
 
 
 Pour toutes les sources artificielles du commerce, l’efficacité lumineuse d’une lampe est une grandeur 
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L’estimation du rendement énergétique réel de la lampe, soit pour estimer une densité de flux incidente sur un 
PBR, soit pour mener à bien l’analyse énergétique du procédé, nécessite donc de convertir le flux lumineux (en 
lm) en flux radiatif (watts lumineux). Pour des raisons pratiques, et par analogie avec l’éq. (1), on préfèrera 
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élecℑ  étant en principe fourni par le fabricant, il reste à calculer lumℑ . Ce calcul nécessite, comme 
précédemment, de connaître le spectre d’émission énergétique de la source wλ (en W.m-2.m-1 ou W.m-1) dans le 
domaine spectral considéré. Compte tenu de la définition de la candela, et en intégrant la courbe photopique 




















lum     (4) 
 
et dont découle immédiatement la valeur de ℜ  à partir de l’éq. (3). 
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 Notons que pour une source de lumière blanche à environ 5500 K, l’intégration de l’éq.(4) est bien 
connue et donne : 
lumlum lm/W225=ℑ  
 
- DEL : 
 
 Hormis pour les DEL blanches qui se développent de plus en plus, l’intervalle restreint de longueurs 
d’onde d’émission des DEL ∆λ, s’accommode mal de la définition classique de l’efficacité lumineuse des sources 
telle que nous venons de la préciser. D’autre part, la forte concurrence entre les fabricants les incite à tenter de 
brouiller les pistes sur l’efficacité énergétique réelle de leurs produits. Ainsi, pour des DEL, le calcul de ℜ  n’est 
généralement pas aussi direct que pour une lampe. 
 Les données techniques généralement fournies par le fabricant pour une DEL donnée sont l’intensité 
lumineuse I (cd ou mcd), l’angle d’émission θ, et la puissance électrique d’alimentation correspondante sous 
forme de courant et tension (par exemple pour une DEL classique 3,6 V et 20 mA, soit Pélec = 0,072 W). Ces 
informations permettent malgré tout de se ramener à un calcul du même type que précédemment en calculant le 
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==ℑ     (6) 
 
Il suffit ensuite, à partir du spectre d’émission wλ fourni par le fabricant, de procéder au calcul de lumℑ  à l’aide 
de l’éq. (4) pour obtenir la valeur du rendement énergétique ℜ  de la DEL. Beaucoup de composants ayant des 
bandes d’émission réduites à 20 ou 30 nm, ce calcul intégral devra être fait avec beaucoup de précision pour 












Obtention de la Fonction β  Caractérisant la Contrainte 
Physique liée au Transfert de Rayonnement pour la 
Formulation Thermodynamique Phénoménologique de 
la Photosynthèse 
 
 Les calculs seront menés en supposant une hypothèse de champ de radiation quasi-collimaté qui est la 
plus courante en photoréacteurs (excepté en coordonnées sphériques) ; la généralisation au champ de radiation 
diffus à partir des relations du chapitre 3 est triviale. De plus, comme dans la partie concernée, nous avons 
privilégié une notation des grandeurs en moles de photons ; il va de soit que toutes les relations démontrées sans 
restriction ont leur équivalence énergétique (en supprimant les ’ et en adaptant les valeurs). 
 
1- Coordonnées Cartésiennes 
 
 Pour un réacteur rectangulaire éclairé d’un seul coté, la méthode à deux flux fournit une bonne 
approximation du profil d’irradiance G’ en fonction de la distance de pénétration z. Les équations (III.2.25-26) 
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qui est fonctionnelle pour toute valeur d’épaisseur optique, c'est-à-dire que cette relation générale convient aussi 
bien en régime cinétique qu’en limitation physique. Dans ce dernier cas seulement, β  tend vers une valeur 
constante qui ne dépend plus des propriétés radiatives du milieu ni des dimensions caractéristiques du réacteur et 
qui est parfaitement approchée (compte tenu des valeurs classiques de la fraction rétro diffusée b2 pour des 
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micro-organismes) par l’expression proposée dans le corps du chapitre et obtenue à partir de l’approximation de 











































β     (5) 
 
2- Coordonnées Cylindriques 
 
 En coordonnées cylindriques, la même démarche pourrait être entreprise à partir de l’expression obtenue 
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Néanmoins, l’analyse mathématique du problème montre que le cas général du réacteur en régime cinétique ne 
pourra être traité que numériquement. De plus, cette fois ci, même en limitation physique, la fonction β  n’est 
pas tout à fait constante et dépend, dans une moindre mesure, des propriétés radiatives du milieu via δ et de la 
dimension caractéristique du réacteur via R. Si cependant le paramètre Rδ  est suffisamment grand pour faire 
apparaître une limitation physique, il est possible d’appliquer l’approximation proposée au chapitre 3 (pour un 
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β     (8) 
 
Les équations (7) et (8) conduisent bien à une solution analytique, fonction des paramètres α, δ et R, malgré tout 
un peu trop volumineuse pour être rapportée ici. On lui préfèrera une expression simplifiée, obtenue en 
remarquant que pour le calcul de β , dans le cas de micro-organismes qui présentent des valeurs de α 
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β     (10) 
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=  où Li2(x) est la fonction 












 On constate alors que même dans ce cas, et contrairement au cas cartésien, la fonction β  dépend 
toujours de la concentration en biomasse (dans δ) et de la dimension du réacteur R. En réalité, la relation (10) 
tend également vers la limite générale donnée par l’éq. (5), à condition que le rayon utile éclairé lR  soit assez 
proche du rayon du réacteur R. Ces conditions se rencontrent bien sûr si la concentration en biomasse est assez 
élevée (δ grand), ou si le rayon R lui-même est suffisamment grand. On constate sur la figure 1 ci-dessous où l’on 
compare la solution exacte (numérique) avec les deux approximations (éqs 5 et 10) pour un réacteur cylindrique 
en limitation physique, que d’une part, l’approximation cylindrique (10) est excellente, et que d’autre part, toutes 
les solutions tendent bien vers la relation limite (5) lorsque le rayon augmente. Comme le confirment ces tracés, 
la relation (5) est donc, même en cylindrique, une approximation très raisonnable en limitation physique si le 
produit Rδ  est supérieur à 20. 
 













   













   (a)            (b) 
 
Figure 1 : Calcul et tracé de la variable β  dans un réacteur cylindrique radialement illuminé en fonction de la 
densité de flux incidente collimatée q0’. La solution rigoureuse numérique ( 0) est comparée à la solution 
approchée toujours valable ( 0) donnée par l’éq. (10), et à la relation limite (  ) donnée par l’éq. (5 ou 
IV.3.42 dans ce chapitre). Les propriétés radiatives choisies sont caractéristiques de micro-organismes 




3- Coordonnées Sphériques 
 
 Nous avons traité au chapitre 3 du cas de l’atténuation d’un champ de rayonnement diffus en 
coordonnées sphériques. Il est donc possible de mener à bien la démarche précédente dans ces conditions pour 
comparer l’expression rigoureuse donnant la fonction β  avec l’expression limite approchée. Pour un champ 











































β     (11) 



























β     (12) 
 
permettant de comparer les résultats (voir la figure 2) à la relation approchée (11). On constate de la même façon 
qu’en coordonnées cylindriques, β  dépend de Rδ . Par contre, pour de faibles valeurs de Rδ  (obtenues surtout 
avec de faibles valeurs de R, soit un fort rayon de courbure), la solution générale se situe en dessous de la courbe 
limite (éq. 11) et non au dessus comme en cylindrique collimaté. On montre aisément que dès que l’on atteint 
Rδ  = 40, l’éq. (11) devient à nouveau une excellente approximation pour β  (voir la figure 2). Cette valeur 















   












   (a)            (b) 
 
Figure 2 : Calcul et tracé de la variable β  dans une géométrie sphérique en fonction de la densité de flux 
incidente diffuse q0’. La solution rigoureuse numérique ( 0), qui est identique à la solution donnée par l’éq. 
(13), est comparée à la relation limite (  ) donnée par l’éq. (11 ou IV.3.42 dans ce chapitre). Les propriétés 
radiatives choisies sont caractéristiques de micro-organismes photosynthétiques et deux épaisseurs optiques ont 









































































































































β     (13) 
 
 


































 « Tout choix et toute équation est une fin et un commencement. Tout modèle est une épitaphe». 
 
 
       Rutherford Aris 













M. C. Escher – 1961 
























Il n’a pas pu échapper au lecteur que cette monographie s’articulait autour de quatre chapitres qui, même 
si nous avons cherché à les formuler de façon la plus indépendante possible, déclinent une méthodologie et une 
logique propre vers une application particulière qui sert d’exemple de mise en œuvre et de validation. 
 
 Le premier chapitre avait pour objectif de confirmer qu’en procédique, ainsi que dans bien d’autres 
sciences pour l’ingénieur, tout modèle de connaissance prédictif repose sur l’écriture générale de bilans aux 
domaines d’application restreints à l’utilisation d’équations constitutives, ainsi qu’à un choix judicieux 
d’hypothèses et de relations thermodynamiques. Il a débuté par une tentative d’extension et d’unification de ce 
formalisme usuel en procédique lorsque les forces à distance ne sont plus conservatives, c'est-à-dire incluant 
l’électrodynamique classique. 
Cette présentation a permis de classer les applications potentielles en deux catégories, bien que la 
frontière ne soit pas toujours bien marquée : 
- l’électrodynamique des milieux continus pour laquelle il existe un couplage fort entre les champs et le 
milieu matériel, nécessitant de reformuler tous les bilans ainsi que l’équation de Gibbs permettant d’inclure la 
thermodynamique dans la modélisation ; 
- les phénomènes de transfert de rayonnement pour lesquels on ne s’intéresse qu’à l’aspect énergétique 
du rayonnement électromagnétique, ce qui occasionne un couplage faible entre une phase photonique et une 
phase matérielle. 
Cette deuxième catégorie, correspondant aux applications envisagées dans ce travail, englobe bon 
nombre de procédés en plein développement car, bien plus que l’aspect thermique, l’énergie du rayonnement est 
généralement utilisée pour alimenter des transformations de la phase matérielle (en fonction de la longueur 
d’onde choisie), comme des réactions photochimiques ou micro-onde, l’évaporation de solvants etc. 
 Notre méthodologie a ainsi permis de construire un cadre et d’élaborer des critères pour la modélisation 
des phénomènes où interviennent des couplages faibles ou forts avec l’électrodynamique (Cornet, 2005). Ce 
cadre théorique général, incluant la thermodynamique rationnelle permettant ainsi l’analyse énergétique du 
problème, peut alors être appliqué à des procédés très divers à l’aide d’outils numériques existants ou à 
développer. Il garantit un maximum d’efficacité dans le processus de modélisation ainsi qu’une cohérence 
globale pour toute nouvelle application, mettant ainsi à l’abri de possibles contre sens liés à une approche plus 
superficielle, toujours plus immédiate mais partielle. Concernant en particulier les phénomènes de transfert de 
rayonnement en photoréacteurs, nous avons montré qu’il était nécessaire de travailler en formulation 
électromagnétique pour le calcul prédictif des propriétés radiatives de particules, et en formulation radiative pour 
modéliser le champ de rayonnement dans les milieux complexes diffusants et participants. Dans tous les cas, 
l’électrodynamique impose de travailler avec des bilans locaux ; les bilans spatiaux devant être formulés au cas 
par cas, par intégration volumique assortie des hypothèses adéquates. 
 Enfin, sur le plan théorique, il est important de remarquer que si la présentation de ce chapitre réconcilie 
partiellement la thermomécanique des milieux continus avec l’électrodynamique, elle n’inclut pas les bilans de 
populations (cette généralisation à n dimensions ne pose cependant aucun problème particulier) ni les équations 
de transport comme l’équation des transferts radiatifs, ou plus généralement la mécanique statistique du non 
équilibre, nécessitant encore des démonstrations particulières. Ce qui peut apparaître ici comme une faiblesse 
dans la recherche d’une théorie unifiée, valable aussi bien pour des applications incluant l’électrodynamique que 
pour des applications traditionnelles, mais nécessitant plusieurs échelles de description de la matière, est en fait 
dû à une volonté de garder un formalisme eulérien, traditionnel en procédique et en énergétique, parce que bien 
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adapté aux milieux continus dissipatifs. Nous restons cependant convaincus que ce formalisme, qui ne permet 
d’ailleurs pas de discuter le statut des équations de Maxwell ni d’établir formellement les équations de transport, 
devra, à terme, être abandonné pour trouver une présentation plus générale à partir de laquelle on pourrait dériver 
tous les bilans adaptés au traitement moderne de nouvelles applications en procédique. Cette présentation repose 
sans nul doute sur l’utilisation du formalisme hamiltonien, plus général, associé aux méthodes variationnelles qui 
débouchent sur une formulation des crochets de Poisson généralisée aux systèmes dissipatifs, qui est un domaine 
théorique en pleine expansion bien que trop méconnu en procédique. Cette approche théorique séduisante, qui se 
développe en parallèle de la méthode des intégrales de chemin en théorie quantique des champs, était à l’origine 
limitée aux applications physiques conservatives. Des travaux en cours (Kaufman, 1984 ; Grmela, 1985 ; 
Edwards et Beris, 1991) démontrent qu’il est possible d’y intégrer la thermodynamique des processus 
irréversibles et la génération d’entropie, permettant d’espérer prochainement embrasser l’ensemble des 
applications dissipatives existantes et à venir en procédique. Un certain nombre de résultats théoriques originaux 
traitant de stabilité des systèmes, de magnétohydrodynamique ou utilisant des équations constitutives tensorielles 
non linéaires ont d’ailleurs déjà pu être obtenus uniquement par ce biais. Si l’on ajoute à cela les nombreux 
succès obtenus par les méthodes variationnelles dans tous les domaines de la physique (Yourgrau et Mandelstam, 
1979 ; Basdevant, 2005) et de l’énergétique (Ono, 1961 ; Bejan, 1996 ; Rahouadj et al., 2003) en tant qu’outil 
mathématique unificateur, on doit se préparer à une nouvelle façon de faire et d’enseigner la procédique dans les 
années à venir. Depuis une vingtaine d’années, la beauté mathématique et la symétrie physique ne sont plus 
l’apanage des phénomènes temporellement réversibles ; ces avancées théoriques doivent être poursuivies et 
doivent pénétrer le monde réputé austère et inesthétique des sciences pour l’ingénieur. Il sera pour cela 
nécessaire de fédérer une communauté motivée (qui pourrait être francophone) et de remporter de nombreuses 
victoires sur le champ des applications… 
 
 Le chapitre deux apparaît comme une illustration de la mise en œuvre d’une formulation 
électromagnétique pour le transfert de rayonnement. Cette approche est nécessaire et classique lorsque l’on 
souhaite calculer les propriétés radiatives de particules homogènes ou composites à partir de la connaissance de 
leurs propriétés optiques élémentaires. Nous avons proposé une méthode originale pour l’estimation, par 
convolution de banques de spectres de coefficients d’absorption de pigments in vivo que nous avons en partie 
abondées, de l’indice de réfraction complexe moyen de micro-organismes photosynthétiques (faiblement 
conducteurs). Ainsi, la forme, les dimensions caractéristiques moyennes (ou bien une distribution de taille) et la 
teneur en pigments deviennent les seules informations à connaître pour envisager un calcul prédictif de 
l’ensemble des propriétés radiatives des micro-organismes concernés. Ce calcul, pour des particules de formes 
variées, est connu pour être un problème encore difficile et actuel en physique (Van de Hulst, 1981 ; Bohren et 
Huffman, 1983 ; Mishchenko et al., 2000). Il nécessite la résolution, en coordonnées sphériques, des équations 
de Maxwell pour accéder à la distribution spatio-temporelle des champs électrique et magnétique à l’intérieur et 
autour de la particule. Il est alors possible d’en déduire les propriétés radiatives angulaires ou intégrales à partir 
du calcul du champ d’énergie rayonnante (le vecteur de Poynting) associé. Dans la mesure où toutes nos 
applications entrent dans le cadre de l’hypothèse de diffusion indépendante, les propriétés ainsi calculées peuvent 
directement être généralisées à celles du milieu matériel pour traiter ensuite le problème de transfert de 
rayonnement. Nous avons ainsi confirmé que dans un domaine de paramètres de taille qui nous intéresse 
particulièrement (environ entre 1 et 200), il n’était pas possible d’utiliser les classiques approximations de 
Rayleigh-Gans ou de l’optique géométrique au regard des propriétés optiques de nos particules. En nous limitant 
(compte tenu des applications envisagées) à des particules présentant une symétrie de révolution, nous avons 
ensuite démontré, en adaptant des codes Fortran existants et fournissant des solutions exactes basées soit sur des 
méthodes de séparation de variables (Lorenz-Mie ; Bohren et Huffman, 1983), soit sur des méthodes intégrales 
(matrices de transition ; Mishchenko et Travis, 1998), que même pour des géométries aussi simples que des 
sphéroïdes allongés, il n’était pas envisageable d’utiliser ces approches avec les moyens calcul actuels et dans le 
domaine de taille que nous avons évoqué. 
 Sur la base d’un travail originellement développé pour des sphères par Van de Hulst (1981), nous avons 
alors cherché à généraliser et à formaliser une méthode de calcul basée sur l’approximation de diffraction 
anomale particulièrement bien adaptée aux propriétés optiques et aux paramètres de taille que nous utilisons. En 
effet, cette approximation fournit d’excellents résultats pour des particules qui présentent des paramètres de taille 
supérieurs à 1, qui restent faiblement absorbantes et qui ont un indice de réfraction réel proche de celui du milieu 
environnant ; toutes caractéristiques correspondant parfaitement à des micro-organismes en phase liquide. Ces 
restrictions permettent alors une résolution simplifiée du problème, se ramenant à une fonction d’onde scalaire, 
conduisant à un problème analogique de la physique quantique (approximation de Schiff), fournissant des 
solutions approchées que nous avons montrées être de très bonne qualité, sans restriction de tailles, même si les 
temps calcul peuvent devenir très importants pour des particules à forts paramètres de tailles et/ou asphéricité 
(voire rédhibitoires avec les moyens dont nous disposons au laboratoire). Dans ces derniers cas, nous avons 
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proposé de coupler une nouvelle approximation utilisant l’optique géométrique et la diffraction de Fraunhofer, 
qui conduit alors, avec des temps calcul très courts, à des résultats raisonnables pour un paramètre de taille 
dépassant environ 100 (la limite dépendant en réalité fortement de l’élongation des particules). Néanmoins, 
hormis le problème du temps calcul qui concerne surtout la fonction de phase, l’approximation de diffraction 
anomale semble pouvoir être utilisée dans toutes les situations rencontrées en photobioréacteur (PBR) avec une 
précision inférieure à 5%. Elle peut dans certains cas conduire à des solutions analytiques que nous avons 
données (permettant alors des gains considérables de temps calcul), cependant, nous avons préféré développer 
des codes de calcul numériques plus génériques qui peuvent s’adapter extrêmement facilement à toute nouvelle 
géométrie envisagée. Ainsi, le choix fait dans le cadre de ce travail de ne traiter que trois géométries particulières 
de particules non sphériques (cylindres, sphéroïdes et particules de Tchebytchev) n’est absolument pas restrictif 
tellement il est aisé, à partir des codes établis (langage Matlab® compilé) de généraliser l’approche à toute 
nouvelle forme à symétrie de révolution, parmi la vingtaine référencée dans la littérature. 
 Finalement, la validation expérimentale des approches développées dans cette étude par méthode 
inverse en diffusion simple n’a malheureusement pas pu être réalisée à l’aide du banc optique prototype et de la 
sphère d’intégration qui sont disponibles au laboratoire. Les analyses et comparaisons théoriques menées au 
cours de ce chapitre permettent néanmoins de mettre en évidence les écarts importants qui apparaissent lorsque 
l’on utilise une approximation de forme par des sphères équivalentes (en surface ou en volume) pour estimer les 
propriétés radiatives de particules notablement asphériques. Cette conclusion sans appel est particulièrement 
inquiétante quand on sait que la quasi-totalité des articles publiés dans tous les domaines de la physique qui 
mettent en jeu du transfert de rayonnement en milieu diffusant utilisent cette approximation. Qui plus est, elle est 
également à la base de tous les logiciels de traitement des appareillages optiques de caractérisation de particules. 
 
 Au regard des critères développés au chapitre premier pour une stratégie de modélisation optimale des 
phénomènes de transfert de rayonnement, il est apparu particulièrement judicieux de classer les applications en 
photo(bio)réacteurs dans la catégorie des milieux particulaires diffusants et participants. Le phénomène de 
diffusion de la lumière par les micro-organismes pouvant être considéré comme élastique et indépendant permet 
alors de traiter le problème d’un point de vue théorique en résolvant l’équation des transferts radiatifs (ETR) dans 
laquelle les propriétés radiatives sont celles d’une particule seule. Les conditions de résolution de cette équation, 
puis l’obtention de grandeurs pertinentes et leur validation expérimentale à partir du champ de rayonnement 
spectrique qui en est issu ont ainsi fait l’objet du troisième chapitre de cette monographie. En effet, la résolution 
de l’ETR spectrique en régime pseudo permanent dans E6 demeure encore un problème très actuel dans de 
nombreux domaines de la physique, voire des mathématiques. 
 Compte tenu des applications envisagées et en anticipant différentes conclusions du chapitre quatre qui 
mettent en exergue l’intérêt fondamental qu’il y a dans une recherche permanente de symétries pour le champ de 
rayonnement, un effort particulièrement important a été fourni pour la recherche de solutions 
monodimensionnelles à l’ETR. Des méthodes originales ont été développées en coordonnées cartésiennes, pour 
lesquelles la littérature est déjà pléthorique, mais surtout en coordonnées curvilignes, particulièrement utiles pour 
des applications en réacteur, bien que largement délaissées par la communauté concernée. Différents degrés de 
raffinement dans les méthodes de résolution ont été envisagés, du plus simple au plus complet, associés à une 
fidélité croissante dans la description des phénomènes. Tout d’abord, la classique méthode à deux flux en 
coordonnées cartésiennes a été généralisée à un champ de rayonnement asymétrique et à de nombreux cas 
pratiques de conditions aux limites, puis, surtout, à un système de coordonnées curvilignes. Un défaut majeur de 
la méthode qui obligeait à supposer un champ soit diffus, soit collimaté, a été levé par l’introduction d’un degré 
de collimation du champ de radiation qui permet d’améliorer les résultats de la méthode pour des conditions aux 
limites variées, telles qu’elles peuvent être rencontrées pour le fonctionnement des PBR. Néanmoins, cette 
approche très simple demeure structurellement applicable seulement lorsque les distributions angulaires du 
champ incident et de la fonction de phase sont proches, ce qui est finalement plus souvent le cas en PBR que 
pour les traditionnelles applications en rayonnement thermique. Son intérêt majeur réside dans le fait qu’elle 
produit dans toutes les géométries et dans de nombreux cas pratiques, des solutions analytiques dont la valeur 
explicative se révèle inestimable. À un niveau intermédiaire, une tentative de généralisation de la méthode à six 
flux a également été réalisée ; son utilisation s’est cependant révélée mal adaptée aux propriétés radiatives des 
micro-organismes. Enfin, une méthode numérique différentielle aux ordonnées discrètes d-SN d’ordre élevé a été 
entièrement développée sur la base de techniques existantes dans la littérature en coordonnées cartésiennes 
(Kumar et al., 1990). Outre sa généralisation aux coordonnées curvilignes, cette méthode utilise (pour la 
première fois à notre connaissance) les propriétés radiatives exactes des particules en se basant sur une 
formulation matricielle, en particulier une matrice de la fonction de phase exacte P ( NN × ) générée a priori par 
les codes développés au chapitre deux, là où l’essentiel de la littérature utilise soit des fonctions de phases 
empiriques, soit des lissages par des polynômes de Legendre. L’intérêt de cette nouvelle approche est 
considérable puisqu’elle permet de travailler sans problème numérique avec des ordres très élevés (N = 32, 64, 
Conclusions et Perspectives 
 
346 
96) garantissant ainsi, si les propriétés radiatives des particules sont connues avec précision, l’obtention de 
solutions exactes à l’ETR monodimensionnelle, quelle que soit la géométrie considérée. Nous avons ainsi montré 
que compte tenu des fonctions de phase très asymétriques des micro-organismes, seule la méthode d’ordre N = 
96 (qui représente d’ailleurs la limite de ce qui est tabulé dans la littérature spécialisée pour la quadrature de 
Lobatto) pouvait fournir une solution rigoureuse dans tous les cas de figure. Celle-ci a donc été utilisée pour la 
validation expérimentale des propriétés radiatives de trois micro-organismes photosynthétiques, en comparaison 
des mesures de transmissions sur un banc optique et une sphère d’intégration de haute précision. Les excellents 
résultats obtenus pour ces trois micro-organismes très différents (une bactérie pourpre photosynthétique, une 
cyanobactérie, une micro-algue eucaryote) confirment que l’approche prédictive développée au chapitre deux 
pour le calcul des propriétés radiatives à partir des propriétés optiques est valide, et conduit bien (associée à la 
méthode d-S96) à une excellente précision pour le transfert de rayonnement (de l’ordre de 5% si les teneurs en 
pigment sont correctes). Par comparaison des différentes méthodes (pour l’ETR) et approximations (des 
propriétés radiatives), les résultats obtenus montrent également qu’il est fondamental de travailler avec les 
propriétés radiatives exactes dans l’ETR, quelle que soit la méthode de résolution envisagée (l’augmentation de 
l’ordre de la quadrature pour N > 32 s’avérant surtout utile pour un comportement diélectrique marqué). Il a été 
établi par exemple que la méthode à deux flux utilisant les propriétés exactes des particules était plus performante 
que la méthode d-SN utilisant des propriétés approchées par des sphères équivalentes (il n’y a pas de différence 
de résultat pour N > 32 avec des sphères). On retrouve ici la conclusion du chapitre deux mais amplifiée, car 
incorporées dans l’ETR, les propriétés en sphères équivalentes conduisent généralement à des résultats 
catastrophiques. Comme nous l’avons déjà mentionné, il y a là un véritable problème, puisque la quasi-totalité 
des articles publiés dans les domaines concernés comparent des méthodes numériques entre elles sur la base de 
cette approximation. Plus généralement, force est de constater dans ce cas particulier les ravages de l’ultra 
spécialisation de la science puisque l’on a en présence deux communautés qui s’ignorent, l’une travaillant sur les 
propriétés radiatives sans s’intéresser au transfert, et l’autre travaillant sur le transfert en utilisant des modèles 
simplissimes de propriétés radiatives (sphères équivalentes, lissage de la fonction de phase…). 
 Lorsque le problème physique ne permet toutefois pas de dégager une symétrie monodimensionnelle, il 
est nécessaire de recourir à un arsenal numérique permettant d’aborder le transfert de rayonnement en deux ou 
trois dimensions. Nous avons pour cela développé une méthode d’éléments finis basée sur l’algorithme de la 
courbe caractéristique (Pironneau, 1989) qui utilise la forme directionnelle de l’ETR. Cette méthode est en tous 
points meilleure que la méthode aux ordonnées discrètes en trois dimensions qui est largement décriée dans la 
littérature, et à la fois plus précise et plus rapide que la classique méthode stochastique de Monte Carlo souvent 
utilisée pour des applications tridimensionnelles. Elle présente de plus l’énorme avantage de pouvoir être utilisée, 
comme la méthode d-SN, couplée à une matrice définissant la fonction de phase exacte sur 4pi stéradians et 
calculée a priori par les codes du chapitre deux, même si ce dernier point demeure une perspective de ce travail. 
Le recours à une telle résolution doit cependant être limité aux cas pratiques ne dégageant aucune symétrie en 
raison des moyens calculs nécessaires ; les codes ont été développés en Fortran puis vectorisés de façon à tirer le 
meilleur parti d’un supercalculateur vectoriel, particulièrement adapté à cette situation. Enfin, une autre 
perspective intéressante de ce travail pourrait être la possible prise en considération d’une diffusion dépendante 
qui complique encore le couplage entre propriétés radiatives et transfert de rayonnement. En effet, cette situation 
pourrait éventuellement se rencontrer dans le cas d’un procédé photocatalytique de production d’hydrogène sur 
lequel le laboratoire a débuté des travaux. 
 Une fois validées, les méthodes développées ont été mises en œuvre à l’échelle des PBR. Dans un 
premier temps, elles ont permis d’alimenter une discussion sur les caractérisations expérimentales de la densité 
de flux hémisphérique incidente et du champ d’irradiance au sein d’un réacteur. Dans le premier cas, la méthode 
que nous avions initialement proposée et qui utilise l’actinométrie a été largement clarifiée et améliorée par la 
prise en compte rigoureuse de la géométrie cylindrique et la détermination du degré de collimation des sources. 
De même, l’exploitation de mesures in situ utilisant des mini-capteurs de débit de fluence a été précisée en 
fonction de la géométrie et de la position du capteur au sein du réacteur. Une discussion théorique s’est ensuivie 
sur l’utilité de travailler en grandeurs spectriques dans le réacteur avant d’obtenir par intégration en fréquences la 
vitesse volumétrique locale d’absorption du rayonnement, plutôt que d’approximer d’emblée le champ de 
radiation à des propriétés moyennes spectrales. Ainsi, la perte de précision associée au choix de cette deuxième 
approche, qui évite malgré tout le calcul de trois cents propriétés radiatives et résolutions de l’ETR, a été 
quantifiée. Enfin, en préliminaire aux applications du chapitre quatre, le calcul mono- ou tridimensionnel de la 
vitesse volumétrique moyenne d’absorption de l’énergie radiante dans le PBR (de même que l’analyse de la 
précision résultante) a été réalisé et son intégration dans les bilans spatiaux d’énergie et d’entropie clairement 
formulée. Ce travail fournit ici une base théorique à l’analyse exergétique aussi bien que cinétique du PBR, en 
préambule à l’utilisation de la thermodynamique des processus irréversibles qui servira à définir de façon 
prédictive les couplages au chapitre suivant. 
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 Notons ici en guise de perspective que les outils théoriques développés dans ce travail permettent 
éventuellement de prendre en compte sans aucune difficulté l’effet de la présence de bulles sur le transfert de 
rayonnement si le taux de gaz devient important dans le PBR, comme quelques auteurs ont tenté de le faire. Nous 
avons pour notre part toujours considéré que dans les conditions usuelles, ce phénomène était négligeable (de 
l’ordre du pourcent), comme semblent par ailleurs le confirmer les récents travaux de Berberoglu et al. (2007), 
qui ne trouvent aucune différence significative sur le transfert, même avec des conditions choisies a priori de 
façon extrêmement favorable (bulles de très petite taille, fortes rétentions gazeuses, faibles concentrations en 
biomasse) pour obtenir des modifications substantielles. 
 
 Une fois mis en place et validés les outils de caractérisation du champ de rayonnement au sein du 
réacteur, il reste à formuler les couplages stoechiométrique, cinétique et énergétique qui complètent l’analyse 
théorique du problème. Cette étape a fait l’objet du chapitre quatre dans lequel, en totale opposition avec la 
littérature du domaine, nous avons eu systématiquement recours à la thermodynamique qui seule, à notre avis, 
permet de donner une cohérence finale au modèle de connaissance prédictif du PBR, validant par là même le 
sous-titre de ce mémoire. Remarquons ici que la redoutable efficacité de l’approche que nous avons développée 
tient au fait qu’il est possible, dans un photoréacteur, d’estimer (par la démarche exposée dans les deux chapitres 
précédents) la densité volumique de puissance rayonnante absorbée, dont on peut directement déduire, par des 
rendements quantiques et énergétiques bien définis, aussi bien les vitesses de réaction que le rendement 
exergétique du réacteur. En ce sens, un photobioréacteur présente toujours thermodynamiquement un degré de 
liberté de moins qu’un classique bioréacteur, lui conférant ainsi un statut privilégié dans une perspective de 
modélisation du vivant sur des bases physiques. Qui plus est, en plein accord avec notre approche sur le transfert 
de rayonnement des chapitres précédents, nous avons également systématiquement cherché à privilégier la 
recherche de solutions analytiques approchées, à tous les niveaux de la formulation du couplage. Il s’agit d’une 
démarche à contre courant de la mode actuelle qui tend à privilégier massivement le tout numérique à l’aide de 
logiciels de plus en plus simples d’utilisation, issus de disciplines fondamentales, mais qui ne permettent jamais 
plus que de résoudre un cas particulier aux antipodes du formidable pouvoir explicatif et décisionnel d’une 
solution analytique. Qui plus est, cette tendance occulte un peu vite le fait que l’originalité de notre discipline 
réside avant tout dans une analyse subtile des couplages à l’échelle de l’application. Ces conclusions sont étayées 
par le principe d’Hartmanis que nous avons présenté et auquel nous souscrivons largement, au moins dans le 
domaine des sciences de l’ingénieur. Sa mise en pratique dans notre cas a conduit à l’établissement d’une relation 
fondamentale des PBR dont le caractère heuristique s’avère fécond dans bien des domaines, notamment pour la 
recherche d’un concept optimum de PBR. 
 Le couplage thermocinétique avec le champ de rayonnement que nous avons proposé est basé sur la 
partition du processus photocatalytique en un phénomène dissipatif (perte d’efficacité des transferts d’excitations 
dans les unités photosynthétiques) et un phénomène conservatif (schéma en Z de la photosynthèse) où chaque 
photon absorbé donne lieu à une réaction couplée d’oxydoréduction. La modélisation du transfert d’excitation 
par une approche quantique prédictive dans les unités photosynthétiques nous ayant semblé aujourd’hui hors de 
portée, nous avons proposé une relation de représentation sur des bases théoriques qui passe par le calcul 
thermodynamique d’un rendement photochimique maximum (correspondant à la dissipation minimale du 
processus photochimique), et par l’identification d’une constante spécifique de l’architecture moléculaire des 
antennes de chaque espèce considérée. L’expression proposée, qui dépend du champ de radiation au sein du 
réacteur confère donc à elle seule un caractère local à cette grandeur photochimique, en vue du calcul du champ 
de vitesses réactionnelles. À l’opposé, nous avons discuté et démontré que l’utilisation de la thermodynamique 
phénoménologique linéaire des processus irréversibles pour modéliser de façon prédictive le schéma en Z de la 
photosynthèse ne pouvait fournir que des données moyennes spatiales sur le réacteur. Cette apparente limitation 
s’est finalement révélée sans incidence majeure puisque toutes les informations stoechiométriques, cinétiques et 
énergétiques théoriquement obtenues par cette démarche peuvent être calculées par intégration du champ de 
radiation local, et ne dépendent plus alors, en première approximation, que des conditions aux limites 
caractérisant le rayonnement incident sur le PBR (et dans une moindre mesure des propriétés radiatives des 
micro-organismes et de la géométrie du réacteur). Cette approche variationnelle (Stucki, 1978 et 1980 ; Dussap, 
1988) s’est révélée extrêmement féconde puisque l’optimisation de la photophosphorylation sous contrainte 
physique par le champ de radiation conduit au calcul théorique du rapport P/2e- in vivo, à partir duquel on accède 
sans difficulté à la fois au rendement quantique moyen de la réaction photo-biocatalytique (qui apparaît quasi 
constant de façon surprenante), mais également à la modification de la stoechiométrie globale par la synthèse 
notamment d’un exopolysaccharide lorsque la densité de flux de rayonnement incidente augmente. En parallèle, 
sur le plan énergétique, la même formulation théorique fournit la valeur de l’efficacité thermodynamique de 
conversion des photons dans le schéma en Z en fonction des conditions de limitation par le transfert de 
rayonnement (régime cinétique ou limitation physique), ce qui, couplé au traitement thermodynamique du 
transfert d’excitations, débouche sur l’analyse exergétique du PBR. 
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 Une fois ce couplage formulé, l’établissement du modèle de connaissance complet ne requiert plus 
qu’une intégration du champ de vitesses réactionnelles sur le volume éclairé (efficace) du PBR. Cette dernière 
étape conduit a priori à l’estimation des performances cinétiques et énergétiques du PBR. Leur validité a été 
confirmée par comparaison avec des résultats expérimentaux obtenus essentiellement dans le cadre du projet 
MELiSSA de l’ESA sur une dizaine de PBR de conceptions très différentes, présentant des volumes qui varient 
de trois ordres de grandeur, des densités de flux incidentes de deux ordres de grandeur, et des qualités spectrales 
également très différentes (lumière blanche de 3200 à 5000 K, DEL rouges,…). Des résultats expérimentaux 
obtenus sur des mesures en ligne de quotients photosynthétiques ou bien des teneurs en exopolysaccharide sont 
également venus étayer le caractère prédictif du modèle développé en terme de stoechiométrie. Enfin, l’approche 
énergétique a aussi été confirmée par comparaison entre les valeurs modèle et des résultats d’efficacités 
thermodynamiques obtenus expérimentalement sur des PBR de volumes, conceptions et géométries fort 
différentes. 
Finalement, le caractère prédictif et la robustesse du modèle développé (qui ne présente qu’un seul 
paramètre identifié expérimentalement sur des expériences physiologiques indépendantes assez simples à mettre 
en œuvre) ayant été établis par l’excellente adéquation obtenue entre les simulations et des résultats 
expérimentaux très divers, il s’est avéré possible d’envisager son utilisation en vue d’applications en régulation 
ou en conception de PBR. Concernant tout d’abord la régulation et la commande, de très bons résultats ont été 
obtenus en régulation prédictive fonctionnelle, aussi bien pour réguler une production en biomasse que surtout, 
pour le contrôle d’une atmosphère en environnement clos. Le caractère générique de l’approche a notamment été 
mis en évidence lors d’un changement d’échelle, après validation d’une loi de commande sur un réacteur de 80 
litres, préalablement établie sur un réacteur de 5 litres. L’aspect conception a également fait l’objet d’un 
important travail théorique et technologique. En couplant les modèles et les principaux résultats théoriques 
développés dans ce travail avec la nouvelle théorie constructale (Bejan, 2000) qui trouve là, à notre 
connaissance, sa toute première application dans le domaine du transfert de rayonnement, nous avons proposé un 
concept original de PBR à haute productivité volumique, aussi bien pour de l’éclairage artificiel que solaire. 
Contrairement à ce qu’affirment de récentes publications sur le sujet qui se distinguent surtout par leur 
médiocrité, l’approche théorique suivie dans ce travail permet de prouver que le PBR idéal existe et qu’il 
correspond à notre concept par dilution optimale du rayonnement au sein du mélange réactionnel (elle est 
d’ailleurs valable pour toute application en réacteur photocatalytique au sens large). Tout le défi technologique 
réside maintenant dans la capacité à construire un réacteur qui se rapproche le plus possible de cette limite 
thermodynamique et du concept théorique qu’elle engendre. Un important travail technologique a été initié dans 
ce sens au laboratoire avec le développement en cours de démonstrateurs sur la base de notre design optimal, qui 
présente de plus l’avantage d’être extrapolable à productivité constante. L’avenir dira s’il est un jour possible de 
concevoir de tels systèmes à grande échelle pour les nombreuses applications envisagées au moyen de PBR. 
Il convient ici de remarquer pour terminer que les deux résultats clé de ce chapitre que sont la 
modélisation du schéma en Z de la photosynthèse par la thermodynamique des processus irréversibles, et la 
conception du PBR idéal, ont été obtenus par le biais de méthodes variationnelles qui incluent l’analyse 
énergétique du procédé, confirmant en cela le formidable potentiel de ces approches théoriques, tel que nous 
l’avons mentionné en conclusion du chapitre premier. Les perspectives du travail présenté dans ce chapitre qui 
reprend l’ensemble de la démarche très générale adoptée dans ce mémoire se déclinent finalement à deux 
niveaux. En se plaçant dans un premier temps dans la continuité de l’effort théorique et expérimental engagé sur 
les photobioréacteurs, il nous semble important de chercher à étendre le champ d’application de la 
thermodynamique des processus irréversibles à des conditions métaboliques plus complexes rencontrées par 
exemple chez des microalgues eucaryotes ou des micro-organismes photohétérotrophes, voire pour d’autres 
limitations physiques comme le transfert de CO2… Sur le plan fondamental également, nous sommes engagés 
dans une collaboration dont l’objectif est d’élucider et de modéliser le phénomène de couplage hydrodynamique 
avec le champ de radiation qui peut se produire en PBR notamment dans le cas des microalgues qui respirent à la 
lumière. Dans ce cas particulier également, il conviendra d’avancer sur le plan théorique pour savoir si une 
formulation utilisant une généralisation de l’approche thermocinétique développée dans ce travail peut s’avérer 
féconde. Enfin, si l’on projette notre démarche sur d’autres applications, et après avoir échoué il y a quelques 
années dans l’établissement d’un partenariat productif sur le séchage micro-ondes (qui correspondait à un autre 
domaine très intéressant du spectre des fréquences en procédique), nous envisageons de faire évoluer nos 
travaux, dans le même domaine de fréquence, sur la production photocatalytique solaire d’hydrogène. Ce 
procédé, dont la modélisation nécessite de nouvelles avancées théoriques, apparaît potentiellement (au regard de 
son efficacité thermodynamique) comme une des voies les plus prometteuses dans la production future 
d’hydrogène par énergie renouvelable. Cependant, le défi à relever pour la procédique est énorme, aussi bien en 
terme d’optimisation de photoréacteurs, qu’en terme de développement de procédés industriels de génération de 
catalyseurs photosensibles… 
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