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We present a combined experimental and theoretical approach for the determination of the low-
temperature valence band offset (VBO) at CdSe/ZnTe heterojunctions with underlying zincblende
crystal structure. On the experimental side, the optical transition of the type II interface allows for
a precise measurement of the type II band gap. We show how the excitation-power dependent shift
of this photoluminescence (PL) signal can be used for any type II system for a precise determination
of the VBO. On the theoretical side, we use a refined empirical tight-binding parametrization in
order to accurately reproduce the band structure and density of states around the band gap region of
cubic CdSe and ZnTe and then calculate the branch point energy (also known as charge neutrality
level) for both materials. Because of the cubic crystal structure and the small lattice mismatch
across the interface, the VBO for the material system under consideration can then be obtained
from a charge neutrality condition, in good agreement with the PL measurements.
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I. INTRODUCTION
The knowledge of valence band offsets (VBOs) is cru-
cial for the design of efficient semiconductor devices, es-
pecially when dealing with type II band gap alignment.
In general, two possibilities exist for the band alignment
of semiconductors. The most widely investigated are the
so-called type I systems, in which the narrower gap ma-
terial plays the role of the potential well for both the
electrons and holes, as its conduction band (CB) mini-
mum/valence band (VB) maximum lies at a lower/higher
energy than the respective counterparts of the material
with the larger gap. There exists, however, another group
of semiconductor structures known as type II structures,
in which the band gap regions are staggered across the
interface normal direction, i. e. the CB minimum and the
VB maximum of one material are both at lower ener-
gies than the corresponding quantities of the second ma-
terial (the so-called type III or broken-gap alignments,
where the CB minimum of one material dips even below
the VB maximum of its counterpart can be considered
a special case of type II alignments). Thus for type II
alignment, electron and hole wavefunctions are spatially
separated across the interface. This separation gives rise
to relatively long carrier lifetimes and to a dependence of
photoemission and photocurrent on the intensity of exci-
tation, as well as on external electric and magnetic fields.
Moreover, type II systems have another important advan-
tage in that they tend to suppress Auger recombination.1
These properties, as well as other that result from the
type II band alignment, provide unique opportunities for
new optical properties, e.g. Aharonov-Bohm effects in
type II quantum dots,2,3 and new potential applications,
e.g. for solar cells.4,5
There are many different experimental and theoreti-
cal methods to determine the VBO for various material
combinations. However, the spread of the calculated val-
ues is rather large, as are the results of some experi-
mental methods. The calculation of the VBO at the
interface between two semiconductor systems has been
an important topic for decades. Although first principle
methods6 have become more feasible in recent time, they
often still lack satisfactory quantitative agreement with
experiments, especially for the electronic properties of
semiconductors. Furthermore, they do not give insight
in the underlying physics at those semiconductor junc-
tions. As a consequence, a lot of effort has been put into
models that basically trace the band alignment back to
the bulk properties of the constituents by establishing a
common reference level. While there exist many works
of different levels of sophistication which align the con-
stituents at the junction to vacuum levels,7–10 another
class of models which calculate the band offset from a
charge neutrality condition seems to be more promising
nowadays.11–16
The VBO of zincblende CdSe/ZnTe heterojunctions
is an important parameter for the simulation of hetero-
and nanostructures like colloidal type II nanocrystals.17
While there are several experimental methods known
in order to determine the VBO,18–20 the most widely
renowned work on CdSe/ZnTe was performed by Yu
et al. who performed X-ray photoelectron spectroscopy
(XPS) measurements and found the VBO to be (0.64 ±
0.07) eV at room temperature.21 The strongest limitation
of XPS measurements is the often poor energy resolution,
having an uncertainty of often several 100 meV. Another
work by Gleim et al. combines k-resolved valence- and
core-level photoelectron spectroscopy and gives a simi-
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2lar result of (0.6 ± 0.1) eV.22 The direct measurement
of the optical transition of a type II interface is another
method which promises high precision and easy applica-
tion. Mostly, this method has been used on multi quan-
tum wells made of the In-Al-As-Ga-Sb materials.23–25
In this work, we present a combined theoretical and
experimental approach to determine the VBO between
CdSe and ZnTe and compare the calculations with the
experimentally determined value. The theoretical part
presents a refined approach for the calculation of the
VBO. It is based on methods known from the litera-
ture, but has been improved for a better incorporation of
the one-particle properties of the constituents by using a
customized empirical tight-binding parametrization. The
experimental part utilizes the excitation-dependent mea-
surement of the photoluminescence (PL) signal of the
spatially indirect type-II band-gap between CdSe and
ZnTe. We introduce a model to correctly extract the
type-II band gap from the obtained PL spectra in order
to calculate the VBO.
II. EXPERIMENTAL
The samples were fabricated using a Riber 32P molec-
ular beam epitaxy (MBE) machine. First, a 200 nm thick
layer of ZnTe is deposited on an InAs substrate under Zn-
rich conditions, followed by 400 nm of CdSe under Se-rich
conditions. The very low lattice mismatch between cu-
bic CdSe and ZnTe (aCdSe = 6.077 A˚ and aZnTe = 6.089
A˚, ∆a ≈ 0.2% )26 allows the growth of metastable, cu-
bic CdSe with very good crystal quality,27 as has been
confirmed by X-ray diffraction (XRD) and PL measure-
ments.
The PL measurements presented in this work were
performed using a frequency doubled Coherent Mira
Ti:sapphire fs-laser operating at 810 nm (doubled to 405
nm). The samples are placed in an Oxford liquid He-
lium cryostat which is mounted on a Zeiss Axiovert 200
inverted microscope. The excitation laser is guided into
the microscope using a multi-mode optical fiber. A Zeiss
20x microscope objective focuses the laser on the sample
and collects the resulting photoluminescence (PL) sig-
nal. The spectral analysis of the PL is performed with
a Jobin Yvon Triax 320 spectrometer using an thermo-
electrically cooled Andor InGaAs CCD.
III. THEORY
A. Calculation of valence band offsets from the
charge neutrality condition
When two semiconductors A and B are brought to-
gether to form a common interface, the electronic struc-
ture will be altered, as the translational invariance is
broken in the direction of the interface normal. Local-
ized interface-induced states with an energy either in the
A or B gap or in the coinciding gap of the constituent
semiconductors can be shown to carry net charge density
across the junction, thus inducing an interface dipole.28
These states can be interpreted as Bloch-like bulk states
of one material that decay exponentially into the other
material when crossing the interface.29
Tersoff argued in Ref. 30 that a filled interface state
results in local excess charge density, proportional to its
conduction character, while an unoccupied state leads to
a local charge density deficit proportional to its valence
character. At a certain energy, the spectral character
of an interface state is of equal CB and VB origin, i. e.
neither donor- nor acceptorlike. This energy can thus
be identified as the charge neutrality level of the inter-
face states and is commonly called the branch point (BP)
energy EBP. Therefore, the orientation of the overall re-
sulting dipole depends on the relative energetic position
of the Fermi level to EBP. As the interface states can
be traced back to A or B bulk states that reach across
the common interface, the BP energy can be seen as an
interface-orientation dependent intrinsic property for the
given A and B material, respectively.
Similar to other approaches which align materials to
the charge neutrality levels of hydrogen impurities (see
e. g. Ref. 13), the BP energy can serve as a common ref-
erence level for band alignment: The only case where no
resulting dipole is left would be the lineup where the BPs
of the A and B material coincide (the so-called canoni-
cal lineup), as all interface dipoles will then cancel out.
On the other hand, polarization effects will screen charge
transfer effects with a characteristic dielectric constant ε,
i. e. counteract any deviation from this canonical lineup.
As ε is relatively high for most compound semiconduc-
tors (ε ≈ 10 . . . 20), the overall charge transfer is effec-
tively reduced and the canonical lineup condition will ap-
proximately be fulfilled for most isovalent material com-
binations, regardless of the stochiometry-related polarity
of the specific interface (see e. g. Ref. 31 for a detailled
analysis). If we measure the BP energy E
A/B
BP of each
constituent from its VB edge, respectively, the VBO can
then be calculated as
∆Ev ≈ EBBP − EABP (1)
with an accuracy of ∼ 0.05 eV.30,32 Therefore, the prob-
lem of band alignment has approximately been reduced
to the separate calculation of EBP for each material.
B. Calculation of branch point energies
According to Allen,33 the cell-averaged real-space
Green’s function for the propagation across a surface or
interface with normal vector parallel to the direct lattice
vector R is given as
GR(E) =
∑
nk
eik·R
E − En(k) , (2)
3where En(k) is the band structure, k the wave vector in
the first Brillouin zone (BZ) and n the band index. In
accordance with its definition in the preceding subsec-
tion, the BP is then given as the energy where the bulk
CBs and VBs contribute in equal parts to GR(E). Al-
though this method allows for the calculation of interface-
orientation dependent BP energies, it can be rather te-
dious numerically, as one has to converge GR(E) for mul-
tiples of the smallest R for each interface orientation to
project out the relevant contributions.34
An alternative is the usage of interface-averaged ap-
proximations for the calculation of EBP. Similar to Car-
dona and Christensen,12 Schleife et al. generalized pre-
vious approaches28,35 and calculated the BP as a BZ av-
erage of the midgap energy:14
EBP ≈ 1
2Nk
∑
k
 1
NCB
NCB∑
i
EiCB(k) +
1
NVB
NVB∑
j
EjVB(k)
 .
(3)
Here, Nk is number of k-points and NCB, NVB are
the numbers of included CBs and VBs with dispersions
EiCB(k) and E
j
VB(k), respectively. The k-sample can
be confined to the irreducible wedge of the correspond-
ing BZ, as no interface orientation breaks the symmetry
properties of the bulk dispersion, at the expense of losing
the orientational dependence. When a sufficiently dense
k-sample is available, Eq. (3) can be reduced to an inte-
gration over sufficiently smooth densities of states (DOS),
EBP ≈ 1
2
∫
dE E
 1
NCB
NCB∑
i
giCB(E) +
1
NVB
NVB∑
j
gjVB(E)
 ,
(4)
where the band-resolved DOS (normed to unity) is given
as
gi(E) =
1
Nk
∑
k
δ
[
E − Ei(k)] . (5)
In contrast to the Green’s function method, Eq. (4) is
also applicable to cases where the BP lies outside the
band gap, as for example in InAs or InN. The pinning
of the Fermi level near the branch point then results in
electron accumulation at free surfaces, which can be ob-
served by means of high-resolution electron-energy-loss
spectroscopy (HREELS).36–38
To sum it up, the calculation of BPs requires the
choice of an appropriate input band structure [when us-
ing Eq. (2)] or DOS [Eq. (4)] and in practice the choice of
a proper subset of contributing bands around the band
gap region. For realistic band structures, the occurrence
of Van Hove singularities due to the vanishing slope of
non-(quasi-)crossing bands at the BZ boundaries will fur-
ther complicate the problem, as dense k-point samples
are required to represent such kinks in the DOS. On the
other hand, the typically shallow dispersion at the zone
faces is of crucial influence to the branch point position,
as localized levels sample large k-space regions. The us-
age of simple effective mass or k · p models is suitable
for describing direct optical transitions near the Γ-point,
but of little help here due to the erroneous dispersion
for large wave vectors. Consequently, also the common
use of nonlinearly-spaced Γ-centered meshes in more cost-
ful (e. g. quasiparticle) calculation schemes could in some
cases counteract the accuracy of the BP calculation, as
they typically give the largest k-density in the least con-
tributing BZ region. Furthermore, it is well known that
even highly-sophisticated ab initio calculation schemes
still struggle with the quantitative reproduction of elec-
tronic features of semiconductors.39
As trade-off, empirical tight-binding models
(ETBMs)40 seem to be well-suited,32 as they allow
for a realistic dispersion throughout the whole BZ,
combined with a flexible parametrization scheme.
Unfortunately, most ETBM parametrizations are also
optimized to reproduce the zone center properties rather
than those at the BZ boundaries.
To overcome these adversities, there exists a
parametrization scheme by Loehr41 that fits the band
structure of zincblende type crystals to the X-point en-
ergies within a small basis set of Wannier-like bonding
orbitals on the Bravais lattice sites of the underlying crys-
tal. For the wurtzite structure, a similar approach even
allows for the fit of one CB and three VBs to almost all
high-symmetry points in the hexagonal BZ, as the low
crystal symmetry allows for a large number of indepen-
dent parameters.42
Although the ETBM by Loehr is well suited for the
calculation of electronic and optical properties for a wide
range of material systems and geometries,42–48 we found
it to be of lower accuracy in the specific case of BP calcu-
lations for zb-CdSe and especially ZnTe. Due to the large
spin-orbit coupling constant (the spin-orbit splitting of
ZnTe at k = 0 is about 1 eV),49 the L-point energies do
not coincide well with literature values49 when not fitted
explicitly. In this paper, we will therefore follow a mod-
ified approach within the same basis set. We fit one CB
and three VBs, namely the heavy hole (HH), light hole
(LH) and split-off band, of the zincblende band structure
to the zone center masses and the energies at Γ and X,
and additionally fix the position of the CB, HH and LH
VB at L. More details are given in Appendix A.
C. Experimental determination of valence band
offsets from type-II PL spectra
In order to obtain the VBO from photoluminescence
measurements of the CdSe/ZnTe type-II interface, one
has to take into account the special behavior of the charge
carriers at the interface. Due to the type II band align-
ment, photo-generated electrons are confined in CdSe,
while the holes are confined in ZnTe. Their attractive
Coulomb force leads to an accumulation at the interface
which causes an electric field Efield that is proportional to
4the population of carriers n at the type-II interface, sim-
ilar to a plate capacitor. This field can be described by
a band-bending, which can be approximated for a planar
type II interface as a triangular potential well.50
The recombination rate Γ (a mix-up with the nota-
tion for the BZ center can be excluded in the context of
this section) of charge carriers depends of course on the
wave-function overlap between electrons and holes at the
interface. At a type II interface, this overlap becomes a
function of the charge carrier density at the interface. In
Ref. 51 , Shuvayef et al. present the charge carrier dynam-
ics of a type II system obtained by a numerical solution
of the self-consistent Schro¨dinger-Poisson system of equa-
tions. Their numerical results fit the experimental results
very nicely. In this work, we propose a model that dis-
plays a comparably good agreement between theory and
experiment, but by using an analytical solution of the
carrier dynamics of a type II interface.
To obtain the dependency of the recombination rate
Γ on the carrier population, we numerically solved the
Schro¨dinger equations to get the overlap between elec-
tron and hole wavefunctions for different electric fields.
The overlap has been found to be proportional to the
electric field Efield at the interface,
52 therefore the re-
combination rate Γ becomes proportional to the carrier
density n. Then we can introduce a constant γ such that
Γ = Γ(n) = γ n.
Next to be considered is the type of emission observed
at a type II interface. The usual case for (in k-space)
direct or indirect band gap semiconductors at low tem-
peratures and low excitation conditions is the observation
of excitonic emission. With strongly increasing pumping
power, the excitonic emission will evolve into a band-to-
band emission (electron-hole plasma). For an emission
from a type II interface this behavior is different, be-
cause the formation of excitons is hindered at low excita-
tion conditions: Degani and Farias calculated in Ref. 53
the binding energy of an exciton at the type II inter-
face of AlAs/GaAs under the assumption of infinite po-
tential barriers for electrons and holes at the interface.
They found the binding energy to increase with excita-
tion power, but to be zero for excitation densities below
a certain threshold. For finite barriers they estimate a
general increase of the binding energy, leading to a lower
threshold excitation density for the formation of excitons.
Therefore, in our results, one has to expect a band-to-
band transition (with a bimolecular recombination be-
havior) to be the main origin of the type II PL with an
excitonic feature eventually coming up with increasing
pumping power.
Starting from a rate equation for band-to-band recom-
bination one can derive a description of the type II recom-
bination dynamics by including the above mentioned car-
rier dependent recombination rate γ n under the assump-
tion of an equal electron and hole population (n = p):
dn
dt
= αP − (γ n) (n p) = αP − γ n3 . (6)
Here, P is the optical pumping power and α a propor-
tionality factor. The solution to this equation is a hyper-
bolic function. Its time derivative itself gives the observ-
able PL-intensity I = dn/dt which very nicely describes
the experimentally found non-exponential decay behav-
ior. This is the first of two typical features for a type II
emission,
I(t) =
γ n20
(1 + γ n0 t)3/2
, (7)
with n0 = n(t = 0). Solving the steady-state case of
Eq. (6) for n gives the excitation power dependence of
the number of generated charge carriers:
n =
(
α
γ
P
)1/3
. (8)
As described above, their attractive Coulomb interaction
leads to an accumulation of charge carriers along the in-
terface, creating a band bending which can be described
as a triangular potential well.50 In such a potential the
charge carriers experience a confinement Ec which is a
function of the electric field which itself is proportional
to the number of charge carriers Ec ∝ E2/3field ∝ n2/3. Ac-
cordingly, the dependence of the confinement energy on
the optical pumping power is given by Ec ∝ P 2/9. This
confinement leads to a blueshift of the PL signal which
is the second typical feature of a planar type II interface.
The position of the PL signal E(P ) can then be fully
described by
E(P ) = E0 + β P
2/9, (9)
where E0 is the zero-excitation, spatially indirect band
gap of the type II junction and β a proportionality fac-
tor. The decay dynamics of the PL emission at a type II
interface strongly resembles the behavior of an electron-
hole plasma, but can be observed well below the Mott
transition and show a much longer lifetime.
IV. RESULTS
A. ETBM band structure of zb-CdSe and ZnTe
Figure 1 shows the band structure and the DOS of zb-
CdSe and ZnTe as obtained in our ETBM. Due to time
inversal symmetry, all bands carry an additional twofold
degeneracy throughout the whole BZ. More details on the
parametrization and the input parameters can be found
in the appendix of this work.
The fundamental influence of the spin-orbit coupling
can easily be identified by the large energetic separation
of the split-off band from the degenerate HH/LH at Γ.
Also, the energetic regions with ”flat“ bands that con-
tribute significantly to the DOS integrals and therefore
also to the position of the BP can be located, e.g. around
the X point for the VBs.
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FIG. 1: (Color online) Band structures (left) and DOS (right) of zb-CdSe and ZnTe as obtained in our ETBM. Note that we
already use the later calculated VBO of Ev ≈ 0.7 eV in these plots.
As our ETBM as given in the appendix does not fix
the split-off VB at L, it dips relatively far down there
for ZnTe. Although it is also possible to fit the ETBM
to this value, we are then left with a worse reproduc-
tion of the dispersion of this band at Γ (not shown here).
Due to included band-mixing effects, this also implicitly
influences the HH/LH VB dispersion and can lead to er-
roneous curvatures along Γ–X for ZnTe. We found the
present parametrization to be most suitable for a good
agreement of the DOS in comparison to literature data
(see e. g. Ref. 49), as the overall shape is then very well
reproduced besides a small ”tail“ of the lowest ZnTe VB
on the low energy side. Its influence has been included
in the error range for the calculated BPs and VBOs by
comparing the respective results from either parametriza-
tions.
In case of zb-CdSe, this problem does not occur. Here,
the dispersion of the split-off band is well reproduced
throughout the BZ including the zone boundaries with-
out an additional fit to L when compared to available
literature data.49
B. Calculation of branch points and valence band
offsets of zb-CdSe/ZnTe heterojunctions
As Schleife et al. pointed out in Ref. 14, the number
of used bands can introduce a relevant uncertainty when
calculating the BP energies. Figure 2 exemplary shows
the band-resolved DOS of zb-CdSe. As the bandwidths
of all bands are of comparable magnitude, we will use
one CB and all three VBs per spin direction in our BP
calculations. This also agrees well with the notion that
in the zincblende structure the bands around the gap are
mainly formed from one s orbital of the cation and three
p orbitals of the anions on each unit cell.5465
FIG. 2: (Color online). Band-resolved DOS of zb-CdSe.
The branch point calculation with the Green’s func-
tion approach, Eq. (2), turns out not to be suitable for
the material system under consideration, as satisfactory
convergence of GR(E) could not be achieved for either
material, regardless of the interface orientation. When
using the approximate formula (4), it turns out that the
BP of zb-CdSe lies slightly above the CB edge, so that
Eq. (2) is not applicable. In case of ZnTe, it is most
likely a numerical problem, as the multiple kinks in the
DOS of the VBs render GR(E) extremely sensitive to the
k-resolution. Similar problems are reported in the liter-
ature.14 In contrast, convergence for the branch point
energy EBP is easily reached with Eq. (4).
The results can be found in Table I, together with liter-
ature data from a comprehensive work from Mo¨nch.32 As
6TABLE I: Resulting branch point energies EBP from our spe-
cific ETBM with the BZ average approach. The literature
values were taken from Ref. 32. All values are in eV. The
two decimals are given for the sake of comparison and do not
reflect the overall accuracy of the calculations (see text for
details).
Material EBP (This work) EBP (Literature)
zb-CdSe 1.83 1.53
zb-ZnTe 1.09 0.73, 0.84, 1.00
mentioned above, our BP energy EBP = 1.83 eV for zb-
CdSe lies above the low-temperature CB edge at 1.76 eV,
while the available literature value lies slightly below the
CB minimum.
Nevertheless, taking into account the multiple sources
of ambiguities in the BP calculations [e. g. uncertainties
in the input parameters, the band structure parametriza-
tion and the loss of the slight, but present directional
dependence of EBP in Eq. (4)], we estimate the accuracy
of the values to ±0.1 eV, so that we cannot decisively
conclude whether the BP really lies in the CB until suit-
able experimental evidence will be given, e. g. on electron
accumulation on CdSe surfaces.
The result from Mo¨nch also refers the cubic mod-
ification, but it has been calculated with a different
tight-binding parametrization based on multiple previous
works.55–57 Specifically, the there employed tight-binding
matrix elements need to be rescaled with a heuristic
factor in order to satisfactorily reproduce the electronic
structure of chalcogenides. In addition, it is also not ob-
vious how a change in temperature affects these values,
as the band structure will in general be temperature-
dependent. On the other hand, the lack of reliable mate-
rial data for metastable materials and their temperature
dependence adds another source of uncertainty also on
our side.
Similarly, the available literature values for ZnTe are
all smaller than our value EBP = 1.09 eV. The first and
the second value, however, originally stem from LMTO
and LAPW calculations, respectively, and will therefore
most likely suffer from the well-known issues with quan-
titative predictions in these models.
Altogether, the charge neutrality condition leaves us
with an estimated VBO of
∆Ev ≈ ECdSeBP − EZnTeBP = (0.7± 0.2) eV. (10)
The quantitative influence of corrections due to non-
vanishing interface dipoles29 can be estimated from the
electronegativity values from Miedema et al.58 and turns
out to be small enough to be neglected (see Appendix B
for details). Further corrections could be expected from
the absence of a common atom across the interface, as
the inevitable presence of Cd–Te and Zn–Se bonds in one
layer could in principle introduce an additional confine-
ment potential.59,60 This effect would also introduce an
additional directional dependence, as has been reported
in Ref. 61.
Nevertheless, the detailed theoretical studies of Lam-
brecht and Segall31 at the example of polar InAs/GaSb
interfaces come to the conclusion that for isovalent inter-
faces without common anion no mentionable electric field
will result from these additional bonding configurations.
This is also in accordance with the studies of Priester et
al. , who explicitly quantified the effect of an additional
interface layer on the band offset of the AlxIn1−xAs/InP
heterojunction by means of self-consistent tight-binding
calculations.59
As a generalization, Lambrecht and Segall find that
details of the interface bonding configuration are only
relevant for nonisovalent heterojunctions (like II-VI/IV).
Then the polarity of the interface can play an impor-
tant role and additional dipole corrections can be rele-
vant. However, these consideration were made for cubic
materials. In systems with lower crystal symmetry, the
direction-dependent bonding geometry and stoichiome-
try of different surfaces might also play a role in case of
isovalent heterojunctions.
C. Experimentally determined valence band offset
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FIG. 3: (Color online). PL spectra of the type II interface
obtained under various excitation powers at 6 K. The higher
energy peak can be attributed to the type II interface re-
combination (showing a blueshift with increasing excitation
power). The lower energy peak is probably the free exciton
at the type II interface (showing a net redshift due to the
influence of the exciton binding energy).
Figure 3 displays the PL signal from the type II in-
terface between CdSe and ZnTe. This spatially indirect
transition is 3–4 orders of magnitude weaker in compar-
ison to the direct transitions in CdSe and ZnTe. The
spectrum consists of two peaks, one which is visible at
all excitation densities, and one which only becomes visi-
7ble for large excitation densities and is positioned on the
lower energy side of the first peak.
The higher energy peak is the type II band-to-band
transition, which can be identified by its excitation de-
pendence. The PL of a planar type II interface shows
a blueshift [as described in Eq. (9)] and a hyperbolic de-
cay behavior. The blueshift is clearly visible in Fig. 3,
but the PL signal of the samples presented in this work
was too weak to be investigated with time-resolved meth-
ods. However, we were able to create superlattices of
CdSe/ZnTe in which the type II transition is shifted into
the visible region of the spectrum. Such samples show a
blueshift of the PL signal and a hyperbolic decay of the
PL signal according to Eqns. (9) and (7), respectively,
as is displayed in Fig. 4 .
FIG. 4: (Color online). Decay behavior of the type II PL sig-
nal from a superlattice fabricated of 80 periods of 15 mono-
layers CdSe / 7 monolayers ZnTe. The dotted red curve is a
fit according to Eq. (7). The signal has a very slow decay com-
pared to the direct transitions in CdSe and ZnTe, respectively
(τ < 2 ns, not shown). The inset displays the time-integrated
spectrum of this superlattice. The strongest peak at 1.65 eV
is the PL of the type II transition.
The lower energy peak is only visible above a certain
excitation density threshold. There are several hints that
this line is the PL of the free exciton at the type II inter-
face: The decay dynamics of the free exciton are slightly
different from the band-to-band transition and result in
a squared-hyperbolic (bimolecular-like) decay and a shift
of the PL position E(P ) = E0 +β P
1/3 +Ebind(P ) which
includes the binding energy of the exciton at the type II
interface Ebind. The binding energy is itself dependent
on the pumping power and can be described by a power-
law Ebind ∝ P 0.12 (extracted from Fig. 2 in Ref. 53). This
results in a net redshift of this line with increasing exci-
tation density.
When comparing the calculated binding energy with
the energy splitting between the two peaks found in our
measurements, we can report a similar power-law be-
havior Ebind(CdSe/ZnTe) ∝ P 0.08±0.1 with a maximum
binding energy of Ebind = 17 meV at the highest exci-
tation power. Of course, there are very few data points
in our measurements, leaving room for improvements.
Further indication for the exciton being the origin of this
line lies in the excitation density dependent line intensity.
The intensity of the band-to-band transition line (show-
ing a blueshift) increases sub-linearly with the excitation
density (∝ P 0.7±0.1), while the exciton line increases lin-
early with the excitation power (∝ P 1.0±0.1). This is
typical for an excitonic emission. The sub-linear increase
of the band-to-band transition could be explained by a
strong nonradiative component for this transition, for ex-
ample interface defects or Auger recombination. The
summed intensity of both lines is still sub-linear. The
last and strongest hint towards the exciton being the ori-
gin of the lower energy line is its eventual appearance
above a certain threshold as it was predicted by Degani
and Farias. 53
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FIG. 5: (Color online). Shift of the type II band-to-band
emission with increasing excitation power. The measurement
data is shown as black squares. The curve is a power-law fit
E = E0 + P
2/9 according to Eq. (9). The determined zero-
excitation band-gap is E0 = (1.01± 0.01) eV.
Figure 5 shows the extracted blueshift of the band-to-
band emission with the excitation power. The curve in
Fig. 5 is a fit according to Eq. (9). The zero-excitation
type II band-gap E0 therefore is found to be
E0 = (1.01± 0.01) eV . (11)
Now the VBO for CdSe/ZnTe can simply be calculated
as
∆Ev = Eg(CdSe)− E0. (12)
With the band-gap of cubic CdSe taken as Eg(CdSe) =
1.76 eV49 the VBO for CdSe/ZnTe results to
∆Ev = (0.75± 0.01) eV. (13)
8D. Further Comparison
Theory-Experiment-Literature
Our experimentally determined value of ∆Ev = (0.75±
0.01) eV is larger than the one found in the measurement
performed by Yu et al.,21 where a VBO of ∆Ev = (0.64
eV ±0.07) eV is reported (at room temperature, deter-
mined using XPS measurements) and also larger than the
value by Gleim et al. from valence- and core-level photo-
electron spectroscopy of (0.6± 0.1) eV.22 The difference
between those results and our value for the VBO could
be a result of the different temperatures at which the
measurements were performed and in the case of Yu et
al. also the small thickness of the CdSe layer used. Our
calculated value for the VBO ∆Ev = (0.7 ± 0.2) eV is
in good agreement with the experimental findings pre-
sented in this work given the theoretical uncertainties of
the method.
The determination of the VBO by measuring the type
II PL emission is a very easy and precise method. Os-
tinelli et al. calculated in their work the VBO between
InP and AlGaAsSb-alloys of various compositions using
the type II transition24 and come to a similar degree of
precision for the VBO of these materials. Since the mea-
surement of the PL with very high resolution is compara-
bly easy, the main sources of error for the VBO determi-
nation lie in the evaluation of the PL shift. Here, mainly
the range of excitation power which can be utilized with a
given setup and the model used for the fitting determine
the overall precision of the VBO calculation. Therefore, a
good model of the type II emission is very important, not
only to improve the precision of VBO calculations but to
improve the understanding of the carrier dynamics at the
type II interface in general. Of course, the accuracy of
the literature values for the band gap of the constituents
is also important, as they enter the analysis, see Eq. (12).
From the theoretical side, it should be noted that our
usage of four sp3 bonding-orbitals per Bravais lattice site
of the zincblende structure represents a somewhat natu-
ral choice for the calculation of BPs. A detailed micro-
scopic analysis of the bond structure across the surface
as e. g. given in Ref. 31 shows that the BP can be iden-
tified with the average sp3 hybrid level of the material.
The dielectric screening of the charge transfer across the
interface corresponds to a screening of the difference be-
tween these levels, which corresponds to an alignment of
the branch points. Harrison and Tersoff pointed out that
the more the lattice constants of the tetrahedral semicon-
ductors are alike, the more accurate is this estimation of
the band alignment.11 The lattice constants of the cu-
bic ZnTe/CdSe system under consideration differ by less
than 0.2%, which may explain why this conceptionally
rather simple theoretical approach gives especially good
results in this case.
V. CONCLUSION AND OUTLOOK
In this paper, we have determined the valence band off-
set (VBO) of the CdSe/ZnTe type II heterojunction with
underlying zincblende structure. As literature values for
the VBO often show a huge spread, we have used a theo-
retical as well as an experimental approach to crosscheck
our results.
On the experimental side, a model of the interface car-
rier dynamics has been used to extract an accurate value
for the VBO from the excitation-power dependent pho-
toluminescence (PL) signal of the type II interface. We
have then obtained the value ∆Ev = (0.75±0.01) eV for
the CdSe/ZnTe VBO, where the accuracy is essentially
limited by the number of data points available from the
experiment and the literature value of the bulk band gap
for cubic bulk CdSe.
On the theoretical side, we have used a refined em-
pirical tight-binding parametrization for the calculation
of the branch point energy of cubic CdSe and ZnTe.
The VBO has been determined to ∆Ev = (0.7 ± 0.2)
eV from the local charge neutrality condition. Here, the
accuracy is predominantly limited by the included one-
particle properties of the constituent materials, but the
value confirms the experimental findings within its error
boundaries.
As theoretical considerations from the literature sug-
gest only a weak dependence on the interface polarity
and orientation, we can in summary recommend the ex-
perimentally determined value of ∆Ev = (0.75 ± 0.01)
eV as zero-temperature VBO for the cubic CdSe/ZnTe
heterojunction.
Our combined experimental and theoretical approach
can in principle be applied to other type II heterojunc-
tions. In case of systems with a lower crystal symmetry
(e.g. wurtzite structure) and/or significantly larger lattice
mismatch, possible dipole corrections and orientational
dependencies may have to be considered on the theoreti-
cal side. On the experimental side, such conditions could
lead to a stronger confinement of the charge carriers at
the type II interface, in favor of the formation of exci-
tons. In that case, the model of the carrier dynamics
has to be corrected accordingly. In all cases, a careful
analysis of the charge carrier dynamics at the interface is
crucial to determine the VBO from power dependent PL
measurements.
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9Appendix A: Tight-binding parametrization
Our ETBM parametrization for the zincblende struc-
ture uses the same basis set as Loehr,41 i. e. a localized
Wannier-type sp3 basis per spin direction:
|Rα〉 , α ∈ {s, px, py, pz} × {↑, ↓} . (A1)
Here, R labels the sites of the fcc lattice, which is the un-
derlying Bravais lattice of the zincblende structure. We
basically follow the approach as described in Ref. 41, but
with some modifications:
1. We do not use the two-center approximation.
2. In addition to the inclusion of second-nearest neigh-
bors, we also include non-vanishing CB hopping
matrix elements to R = a/2 (2, 2, 0) and equiva-
lent points, where a is the conventional lattice con-
stant. This enables us to fit the CB to the L-point.
The inclusion of the actual third-nearest neighbors
at R = a/2 (2, 1, 1) and equivalent points would in
principle also be possible. However, we prefer the
first choice: It prevents an erroneous CB dispersion
along K–Γ that we do not wish to fix by a fit to
the U,K point, as the corresponding energies are
rarely known for most material systems.
3. The CB and the VBs are decoupled by setting all
hopping matrix elements (ME) between s and p
orbitals to zero.
4. The HH/LH VBs are not fitted to the Luttinger
parameter γ3, i. e. we do not fit to the correspond-
ing zone center effective masses along the [111]
direction.66
Using the usual notation by Slater and Koster40 for the
matrix elements, we obtain:
E000ss =
3
8
Γc1 +
1
4
Lc1 +
3
8
Xc1 +
3
2
h¯2
a2mc
,
E110ss =
1
16
Γc1 −
1
16
Xc1 ,
E200ss =
1
48
Γc1 −
1
12
Lc1 +
1
16
Xc1
E220ss = −
1
48
Γc1 +
1
48
Lc1 −
1
8
h¯2
a2mc
,
E000xx =
5
8
Γv15 +
1
8
Xv3 +
1
4
Xv5 − 3
h¯2
a2m0
γ1 + 4
h¯2
a2m0
γ2,
E110xx =
1
16
Γv15 −
1
16
Xv3 , (A2)
E011xx =
1
16
Γv15 +
1
16
Xv3 −
1
8
Xv5 ,
E200xx = −
1
16
Γv15 +
1
16
Xv3 +
1
2
h¯2
a2m0
γ1,
E002xx = −
1
16
Γv15 +
1
16
Xv5 +
1
2
h¯2
a2m0
γ1 − 2 h¯
2
a2m0
γ2,
E110xy = −
1
4
Γv15 +
1
4
Lv3 +
3
2
h¯2
a2m0
γ1 − 2 h¯
2
a2m0
γ2.
TABLE II: Input material parameters for zb-CdSe and ZnTe.
The double group notation is added in brackets if the corre-
sponding energy values are identical.
Parameter Description CdSe ZnTe
a lattice constant (A˚) 6.077 6.089
∆SO spin-orbit splitting (eV) 0.41 0.95
γ1 Luttinger parameter 3.33 3.96
γ2 Luttinger parameter 1.11 0.86
mc CB effective mass (m0) 0.119 0.11
Γc1 (Γ
c
6) CB energy (eV) 1.76 2.38
Γv15 HH/LH VB energy (eV) 0 0
Xc1 (X
c
6) CB energy (eV) 4.37 3.05
Xv5 HH/LH VB energy (eV) −1.78 −2.4
Xv3 split-off VB energy (eV) −4.0 −5.2
Lc1(L
c
6) CB energy (eV) 3.87 3.07
Lv3 HH/LH VB energy (eV) −0.71 −1.1
Here, m0 is the free electron mass. The meaning of
the remaining input parameters and the used values can
be found in Table II. All values are taken from Ref. 49.
The only exceptions are the Luttinger parameters for
zb-CdSe, which are taken from Ref. 62, and the lattice
constant of ZnTe to match the value as described in
this paper for the present growth conditions.67 We chose
low-temperature input data where available (e. g. for the
band gap) to ensure comparability with the experimental
boundary conditions.
Note that the system of equations (A2) still uses the
usual single group notation for the corresponding energy
values. The addition of a spin-orbit coupling Hamil-
tonian HSO on the same level of approximation as in
Ref. 41 lifts degenerations. The topmost VB with single
group symmetry Γv15 is split into a fourfold state Γ
v
8 and
a twofold state Γv7, where
Γv8 − Γv7 = ∆SO (A3)
is the spin-orbit splitting constant. Similarly, the spin-
orbit coupling splits the Xv5 edge to
Xv7 = X
v
5 + ∆SO/3 (A4)
for the HH band. These analytically calculable linear
shifts are being included explicitly into the set of equa-
tions (A2) by substitution. While the conduction band
energies Γc1(= Γ
c
6), X
c
1(= X
c
6) and L
c
1(= L
c
6) remain unaf-
fected by the spin, the shifts Xv5 → Xv6 (LH), Lv3 → Lv4,5
(HH) and Lv3 → Lv6 (LH) stem from higher-order roots
of the characteristic polynomial and are only included
implicitly via HSO.
As usual, the band structure En(k) is then ob-
tained by diagonalization of the tight-binding matrix∑
R exp (ik ·R)Elmnαα′ for each k in the irreducible BZ.
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Appendix B: Estimation of the interface dipole
contribution
To estimate the contribution from interface dipoles,
we closely follow Refs. 29,32. There, the VBO including
dipole corrections is given as
∆Ev = E
B
BP − EABP +Dx(XB −XA). (B1)
Here XA and XB are electronegativity values from the
Miedema scale and
Dx =
Ax
1 + 0.1(ε∞ − 1)2 , (B2)
where Ax = 0.86 eV/Miedema-unit is the proportional-
ity factor between the work function and the electroneg-
ativity, while ε∞ is the optical dielectric constant of the
semiconductor. The XA/B for binary compound semi-
conductors are obtained as the geometric mean of their
constituents’ values.
Using the data from Table A.4 of Ref. 63, we ob-
tain XCdSe = (4.05 × 5.79)1/2 ≈ 4.84 and XZnTe =
(4.10× 4.92)1/2 ≈ 4.49. Here, the Miedema electronega-
tivity values for Se and Te have been obtained from the
corresponding Pauling values by the approximate con-
version XMied ≈ 1.93XPaul + 0.87, see e. g. Eq. (5.19) of
Ref. 29. The low-temperature dielectric constants for zb-
CdSe and ZnTe are approximately 7.8 and 6.7.68 We use
the first value, as the ZnTe valence electrons exponen-
tially decay into the CdSe barrier. Then, the correc-
tion term Dx(XCdSe−XZnTe) is approximately +0.05 eV.
This value just falls in the accuracy range of the charge
neutrality condition as mentioned in Sec. III A.
Although the calculated and the measured VBO for
the CdSe/ZnTe junction would coincide almost perfectly
when this dipole term is taken into account, we refrain
from doing so (as common in the literature for junctions
between isovalent semiconductors)29. First, additional
empirical parameters and assumptions enter the calcu-
lation of this contribution. Second, it would pretend a
false degree of accuracy, as the calculation of the branch
point itself is subject to several sources of uncertainties,
as mentioned throughout this paper.
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