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Abstract 
This paper is concerned with the rectilinear distance location-allocation problem (RDLAP), 
which seeks the location of capacitated facilities, along with the allocation of their products to 
customers, so as to minimize total costs that are proportional to rectilinear distances and the 
amount shipped. Using a localization result, we present a new formulation of this problem as 
a mixed-integer bilinear programming problem. The problem is then reformulated using 
a reformulation linearization technique (RLT) as a linear mixed-integer problem that is shown 
to possess a tight linear programming relaxation. A branch-and-bound algorithm is then 
designed to implicitly enumerate over the location decision variable space. The special structure 
of the underlying linear programming relaxation is exploited to derive quick lower bounds via 
a suitable Lagrangian dual formulation. This methodology enables us to solve larger problem 
than heretofore solvable, and affords provably good quality heuristic solutions upon premature 
termination. An illustrative example and computational experience are provided to demon- 
strate the efficiency of the proposed algorithm. 
Key words: Rectilinear distances; Location-allocation; Mixed-integer; Bilinear programming; 
Localization results; Reformulation linearization technique; Lagrangian duality; Implicit enu- 
meration 
1. Introduction 
This paper presents a new mixed-integer bilinear programming formulation, and 
develops an effective algorithm for the rectilinear distance location-allocation 
problem (RDLAP). Given a set of IZ customer locations (a), bj),j = 1,. . . , n in the plane, 
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with respective demands d, j = 1, . . . , ~1, this problem seeks to determine the location 
of some m capacitated facilities, having respective supplies sl, . . . , s,, and the allocation 
of their products to the customers, so as to minimize the total distribution cost. Here, 
the cost is assumed to be cij for every unit shipped through a unit distance measured 
using a rectilinear metric. As pointed out by Francis and White [6], this type of 
distance measure is appropriate when the transportation is occurring along a grid of 
city streets (for which reason the measure is also known as a Manhattan norm), or 
along the aisles of a floor shop in the context of locating interacting machines or 
tooling facilities to serve other existing machines in the workshop. Mathematically, 
this problem can be stated as follows, where we have assumed without loss of 
generality that the total supply is equal to the total demand. For unbalanced 
situations, a dummy demand point can be introduced, if necessary, or the methodo- 
logy developed can be easily modified to treat inequality supply constraints. 
RDLAP. 
Minimize 2 i cijwijClxi - ajl + IYi - bjlI, 
i=l j=l 
subject to j$I Wij = si for i = 1, . . . , m, 
iEIwij=djforj= l,...,n, 
wij > 0 for i = l,..., m, j = 1, . . . . n, 
where the decision variables are: 
(xi, y,): location of source i, for i = 1, . . . . m, 
wij: amount shipped from source i to destination j, for i = 1, . . . . m, j = 1, . . . . n. 
For convenience, let us also denote 
W = {W = (wij): w satisfies the (transportation) constraints of RDLAP). 
Observe that for a fixed set of locations (xi, yi), i = 1,. . . ,m, RDLAP reduces to 
a simple transportation/allocation problem, and for a fixed set of allocations w E W, 
RDLAP reduces to m pure location (single facility) problems, each of which is 
separably solvable in the variables xi and yi, for i = 1, , . . , m, using the median (half 
sum) location criterion (see [6]). However, as shown by Sherali and Nordai [17], the 
combined location-allocation problem is NP-hard, even if all the demand points are 
located on a straight line. 
As suggested by Vaish and Shetty, problem RDLAP can be transformed into 
a bilinear programming problem by employing the standard transformation of 
replacing each quantity within the absolute value sign by the difference of two 
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nonnegative variables, and the absolute value term itself by the sum of these variables. 
Sherali and Shetty [18] use this formulation to develop a polar cutting plane 
algorithm. This procedure is further strengthened by Shetty and Sherali [21] through 
deeper negative-edge extension polar cuts, and more efficient Newton-based paramet- 
ric programming techniques. Actually, Shetty and Sherali [21] also consider a more 
general version of RDLAP involving multiple products along with product flow 
interactions among supply centers as well. A further generalization is presented by 
Selim [13], who shows how to extend this procedure to accommodate probabilistic 
demands. In contrast with this bilinear formulation of the problem, we will develop an 
alternative, tighter (mixed-integer) bilinear programming formulation that will en- 
ables us to solve larger problems more efficiently. 
It can be shown (see [6]) that the optimal values of Xi and yi for each i = 1, . . ..m 
must satisfy xi=aj for somejE{l,...,n}, and yi= bj for somejE{l,...,n}. This 
means that the rectilinear distance location problem always has an optimal solution 
with the sources located at grid points of vertical and horizontal lines drawn through 
the existing customer locations. However, our formulation is based on a stronger 
localization result due to Wendell and Hurter [23] who show further that it is only 
necessary to consider those intersection grid points as candidates for optimal source 
locations that also lie in the convex hull of existing facility locations. 
Accordingly, denoting by k = 1, . . . , K an enumeration of such intersection grid 
points that also belong to the convex hull of existing facility locations, we can define 
the binary decision variables 
Zik = 
i 
1, if source i is located at point k, for i = 1 
0, otherwise, 
,..,, m, k= l,..., K. 
This leads to the following discrete location-allocation problem (DLAP), that is 
theoretically equivalent to RDLAP, but provides an alternative formulation of the 
problem. 
DLAP. 
Minimize t i 5 cijk Wij Zik, 
i=l j=lk=l 
subject to ,cl Zik = 1 for i = 1, . . . , m, 
j$1 Wij = Si for i = 1, . . ..m. 
f wij=djforj=l,...,m, 
i=l 
Wij>OfOri= l,..., m,j= l,..., n, 
Zik binary for i = 1, . .., m, k = 1, . . . , K, 
(lb) 
(14 
04 
(le) 
Uf) 
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where Cijk = cij[lak - ajl + l& - bjl] V(i,j, k), and where, 
(&, b-,) represents the coordinates of grid point k, for k = 1, . . . , K. 
Note that problem DLAP is a mixed-integer bilinear programming problem. 
Sherali and Adams [ 141 have analyzed a related version of this discrete-site location- 
allocation problem, involving a one-to-one assignment restriction, but also consider- 
ing fixed charges and permitting a more general dispersion of location sites. The 
problem can also be viewed as a bilinear programming problem (see Sherali and 
Alameddine [16] for recent developments and a discussion on the related literature). 
This follows by noting that the binariness on the z variables can be made to 
automatically hold at optimality when replaced simply by nonnegativity restrictions, 
because of the structure of DLAP for a fixed WE W. However, we will find it more 
useful to exploit the fact that the z variables are supposed to be binary valued, and 
hence adopt a specialization of Adams and Sherali’s [l] general procedure, rather 
than follow bilinear programming techniques. 
Aside from the aforementioned papers, and some pioneering heuristic and total 
enumeration suggestions by Cooper [3-53, the other related work in this area considers 
uncapacitated versions of RDLAP. Here, each source is assumed to have infinite 
capacity, so that each customer is served by the closest facility. Although this makes the 
problem somewhat simpler to solve, it can lead to disproportionately sized facilities. 
Using the localization result of Wendell and Hurter, along with p-median optimality 
characterizations, Love and Morris [9] have developed an exact two-stage algorithm 
for this uncapacitated version of RDLAP. Kuenne and Soland [24] have developed 
a branch-and-bound algorithm based on a constructive assignment of customers to 
sources. An extension of this problem to general 1, distances has also been addressed by 
Love and Juel [25], who propose five heuristic procedures based on a perturbation of 
local optimum solutions. Maruchek and Aly [11] consider the case where potential 
customer locations may be more accurately represented as random points uniformly 
distributed over rectangular regions, and suggest a branch-and-bound procedure to 
obtain an exact solution. For further reading on these and related problems, we refer the 
interested reader to Aikens [2], Hansen et al. [S], and Love et al. [lo]. 
The remainder of this paper is organized as follows. In Section 2, we first derive an 
equivalent linear mixed-integer statement of the problem using the reformulation 
linearization technique of Sherali and Adams [15] (also, see Sherali and Alameddine, 
[16]), whose associated linear programming relaxation is shown to provide tight 
lower bounds on the problem. Section 3 addresses the solution of this lower bounding 
linear program through a Lagrangian relaxation procedure which exploits its special 
structure, and drastically reduces the effort to solve this problem over a simplex-based 
approach. Certain logical tests that permit the a priori fixing of binary variables at 
optimal values are presented in Section 4, and a heuristic for deriving good quality 
upper bounds is described in Section 5. These techniques are embedded in a branch- 
and-bound algorithm presented in Section 6, that effectively partitions the problem 
over the location variable space. An illustrative example is given in Section 7, and 
Section 8 concludes the paper with computational experience and related discussion. 
Some selected test problems are presented in the Appendix. 
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2. Derivation of a linear mixed-interger reformulation 
The algorithm proposed for solving DLAP is centered around the application of 
the reformulation linearization technique (RLT) (see [l, 15,161). This RLT scheme 
operates in two phases. In the first phase, certain additional, implied nonlinear 
constraints are generated by constructing designated products of the original problem 
constraints. The resulting problem is subsequently linearized in the second phase, by 
defining a new variable for each nonlinear product term. As shown in the aforemen- 
tioned papers, a suitable application of this technique can produce tight, and in some 
cases exact, linear programming representations of the original problem. 
To adopt this scheme for our problem, let us generate the following set of additional 
product constraints: 
(i) mn constraints CF=iZikWij-Wij=O for i= l,...,~, j= l,...,n formed by 
multiplying the ith equality in (lb) with Wij, j = 1, . . . . n, for each i = 1, . . . . m. 
(ii) mK constraints CJZ1 WijZik - sizik = 0 for i = 1, . . . . m, k = 1, . . . . K formed by 
multiplying the ith equality in (lc) with Zik, k = 1, . . ., K, for each i = 1, . . . , m. 
(iii) 2mnK (variable) lower and upper bounding constraints 0 < WijZik < UijZik for 
i = l,..., m, j = l,..., n, k = 1, . . . . K formed by multiplying each of the bounding 
constraints 0 < Wij < uij, where Uij s minimum{q, dj}, for i = 1, . . . . m, j = 1, . . . . n, 
with each Zik for k = 1, . . ..K. 
Accommodating these constraints within DLAP and linearizing the resulting 
problem by defining xijk as 
Xijk-wijZik fOri= ,..., m,j=l,..., n,k=l,..., K, (2) 
we obtain the following linear mixed-integer version (LDLAP) of problem 
DLAP. 
LDLAP. 
Minimize $i j$l ktl ‘ijk Xijk~ 
subject to kt, Xijk - wij = 0 V(i,j), 
~ xijk - SiZik = 0 V(i, k), 
j=l 
- xijk + Uijzik 3 0 V(i,j)3Uij = dj, Vk, 
(34 
(W 
(34 
(3d) 
f: Wij = Si Vi, 
j=l 
(34 
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i$l wij = dj V.i, W) 
Wij 2 0 v(i,j), Zik 2 0 v(i, k), and Xijk 3 0 V(i,j, k), (W 
Zik binary V(i, k). (3h) 
Remark 2.1. Note that among the constraints that one can generate using a first- 
order application of RLT, we have chosen to generate only those constraints that 
yield variable products of the type WijZik which are already present in problem DLAP. 
However, in this spirit, we could also have generated the constraints 
Wij - Xijk 2 0 v(i,j,k), (44 
Xijk - Wij - uijzik > - Uij V(i,j, k), W-4 
via the products Wij(l - Zik) 2 0 V(i,j, k) and (Uij - Wij)(l - Zik) > 0 V(i,j, k), respec- 
tively. Furthermore, observe that we have included in (3~) only a subset of the variable 
upper bounding constraints generated via the products in (iii) above. The following 
result asserts that all these constraints are omitted because they are implied by the 
continuous relaxation LDLAP of LDLAP. 
Theorem 2.2. Let LDLAP denote the continuous relaxation of LDLAP obtained by 
relaxing the constraints (3h). Then the constraints (4a), (4b), as well as the constraints 
(3~) written for all (i,j, k) such that uij = si, are all implied by LDLAP. Moreover, 
LDLAP and DLAP are equioalent problems. 
Proof. Constraints (4a) are clearly implied by (3a) and (3g). Similarly, (3b) and (3g) 
imply that Xijk < sizik V(i,j, k), which means that (3~) also holds V(i,j, k) for which 
Uij = si. Hence, using (3a), (3~) written for all (i, j, k), and (3d) in turn, we obtain for any 
(i,j, k), 
Xijk - wij = - c Xijt ~ - c uijzit = - uij(1 - Zik) 
t#k t#k 
and so the constraints (4b) are also implied. 
Finally, to show that LDLAP and DLAP are equivalent problems, it suffices to 
show that (2) automatically holds for any feasible solution to LDLAP. Toward this 
end, consider any (i,j, k), and suppose that Zik = 0. Then (3b) and (3g) imply that 
Xijk = 0 Vj, and so (2) holds. On the other hand, suppose that Zik = 1. Then (4a) and 
(4b), which are implied by the constraints of the LDLAP as shown above, yield 
Xijk = Wij, and SO again, (2) holds. This completes the proof. 0 
Remark 2.3. A simpler version of the proposed algorithm is obtained by using only 
the localization of sources to the grid points formed by horizontal and vertical lines 
drawn through the customer locations, rather than intersecting this with the convex 
hull of customer locations. Actually, by defining binary variables lip to denote whether 
or not the x coordinate of source i coincides with the pth x coordinate of the grid, and 
likewise defining binary variables yiq for designating whether or not yi equals 
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Table 1 
Comparison of lower bounds via alternative formula- 
tions 
(m, n) v(MIP) v(LDLAP) 
(274) 168.00 168.00 
(224) 80.00 80.00 
(234) 101.00 101.00 
(3>5) 65.00 65.00 
(395) 146.17 258.00 
(335) 108.21 109.66 
(378) 324.00 324.00 
(338) 265.48 330.89 
(3,8) 180.25 201.65 
(4,lO) 148.15 197.49 
(4,lO) 138.29 243.45 
(4,lO) 141.25 304.00 
(4,12) 297.11 467.25 
(4,12) 371.37 458.31 
(4,12) 259.38 421.33 
(5,12) 210.35 274.39 
(5,12) 201.09 305.00 
the qth y coordinate of the grid, a more compact mixed-integer bilinear programming 
problem is obtained. Applying RLT in the same fashion produces an equivalent linear 
mixed-integer program MIP, say, with a continuous relaxation MIP. However, the 
lower bound derived from MIP is considerably weaker than that obtained from 
LDLAP, particularly, as problem size increases. This is shown in Table 1. (Through- 
out this paper, v( .) will be taken to denote the optimal objective value of problem ( .).) 
A similar strategy applied to the usual bilinear programming formulation of RDLAP 
due to Vaish and Shetty [22] produced even weaker bounds than MIP, because of the 
lack of any localization restrictions. Hence, we choose to adopt the formulation 
LDLAP. 
Remark 2.4. Recall that problem DLAP is equivalently a bilinear programming 
problem, and so, we can generate negative-edge extension polar cuts as in [21] to 
delete certain tested solutions, and hence tighten the relaxation of the remaining 
problem. We attempted this in some preliminary tests, and found the cut generation to 
be relatively expensive for the formulation DLAP because K was typically large, but 
at the same time, not very effective in tightening this particular formulation, except in 
rare instances. Hence, we aborted this strategy. Note that one can also generate simple 
disjunctive cuts of the type C?“=, Zip(i) < m - 1 to delete a tested solution for which 
zip(i) = 1, and Zik = 0 for k # p(i), for each i = 1, . . . . m. Although this is cheap to 
implement, the benefit of incorporating such constraints in the formulation was not 
very significant, and so we do not recommend their use. Hence, we propose to use the 
formulation LDLAP. 
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3. Solution of the lower bounding linear program 
In order to make the derivation of lower bounds from the tight linear program 
LDLAP cost effective in an overall branch-and-bound algorithm, we need to solve 
this problem relatively quickly. Because of the rather large size of problem LDLAP, 
an off-the-shelf simplex-based solver can be painfully slow as seen below. However, 
problem LDLAP has a special structure that makes it highly amenable to solution via 
a Lagrangian relaxation scheme. Namely, if we dualize (3a) using Lagrangian multi- 
pliers 6 E (Sij), Vi,j, then the resulting subproblem is very easily solved. Hence, we 
consider the Lagrangian dual problem 
LD. 
Maximize (O(S)>, 
where O(S) is given by 
LDSP(G). 
(54 
solving the subproblem 
d(S) = minimum : f : [Cijk - Sij]Xij~ + : i 6ijWij, 
i=l j=l k=l i=l j=i 
subject to [All the constraints in LDLAP except (3a)]. 
(5’4 
Problem LDSP(G) is separable into one transportation problem, and mK bounded 
variable knapsack problems. The w variables can be independently solved for via the 
transportation problem over w E W, and the X variables can be solved for in terms of 
the z variables, which in turn are solved for via trivial knapsack problems. Specifically, 
given a 8 = 6ij V(i,j), the associated Lagrangian dual subproblem can be solved by 
first determining 
d,(F) E minimum 5 i $ijWij = f i &jw& 
WEW {=I j=l i=l j=1 
say. Next, for each (i, k), we solve the problem Pik given by 
Minimize i Xij, CCijk - s^,j]> 
j= 1 
subject to j$l Xijk = si, (6’4 
0 < Xijk < Uij V j = 1, . . . , n. 
(64 
Problem Pik is a bounded variable knapsack problem which can be solved trivially. 
Let Xijk Vj be the corresponding optimal solution obtained of objective value v(Pik), 
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and let 
p(i) = argmin [V(Pik)]. 
k= l,...,K 
(6~) 
The optimal value z* of z, to problem LDSP@), is then given by 
Z* E (Z&i) = 1 V&Z; = OVk # p(i),Vi}. 
The corresponding optimal value X*, of X, is now given by 
Xi:, = Xijk ~5 V(i, j, k). 
Denoting 
(64 
(64 
(6f) 
the value of problem LDSP(8) is finally obtained as 
I!@) = 0,(Z) + 0,(J). (6g) 
Remark 3.1. Note that while the evaluation of 19,(z) in (6f) is trivial via (6bH6e), the 
evaluation of e,(8) via (6a) involves the solution of a transportation problem. While 
a repeated evaluation of 8( .) in this fashion is manageable for moderately sized 
problems, we suggest hat for larger sized problems, however, it might be advisable to 
also dualize (3e) in the Lagrangian dual formulation. Hence, in lieu of (6a), we would 
only need to solve some trivial (bounded variable) knapsack problems, separable over 
the n customers. 
In order to optimize the Lagrangian dual (5), we adopted the conjugate subgradient 
algorithm (CSA) presented in [20], except that at each iteration, we used the step-size 
formula prescribed therein instead of using it only at the beginning of each block, and 
then using fixed steps thereafter. Accordingly, instead of halving the fixed step length 
every 10 consecutive failures, we halved the coefficient multiplying the step-size 
formula. All other parameter values were selected as suggested by Sherali and Ulular. 
As a termination criterion, we used a maximum number of 200 iterations. However, if 
during this process, the lower bound did not improve by a further 1% of the 
incumbent primal solution every 25 iterations, then we also terminated the algorithm 
CSA. In our experience, although the latter criterion sometimes weakened the lower 
bound obtained and increased the number of nodes generated by the branch- 
and-bound algorithm, it always resulted in a lesser overall computational effort. 
Table 2 gives the results obtained on an IBM 3090 computer for the same set of test 
problems as used in the runs of Table 1. Note that while Q(S*) is fairly close to the 
optimum value v(LDLAP) of the linear programming relaxation at termination of 
algorithm CSA, the time taken to evaluate 13(s*) is substantially lesser than that taken 
by MINOS 5.1 to solve the underlying linear program via the simplex algorithm. 
Hence, for problems of size (m, n) = (4,lO) or larger, the Lagrangian dual approach to 
derive lower bounds through LDLAP becomes indispensable. 
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Table 2 
Computational experience with the conjugate subgradient algorithm (CSA) 
(E n) v(LDLAP) f@*) trimpIer tcs.4 %zik fixed V theur 
(2>4) 168.00 166.72 0.27 0.01 100 168.00 0.03 
(2,4) 80.00 79.63 0.27 0.02 100 80.00 0.03 
(234) 101.00 99.19 0.26 0.03 100 101.00 0.03 
(335) 65.00 64.01 0.50 0.14 100 65.00 0.05 
(395) 258.00 255.07 0.82 0.01 100 258.00 0.09 
(3,5) 109.66 109.56 0.36 0.35 60.00 113.00 0.04 
(3,8) 324.00 320.03 5.29 1.11 100 324.00 0.39 
(3,8) 330.89 326.78 5.57 1.12 88.41 331.00 0.25 
(338) 201.65 200.99 4.34 1.05 78.43 208.00 2.46 
(4,lO) 197.49 192.55 59.95 3.24 90.76 201.00 3.37 
(4,lO) 243.45 239.25 37.78 2.52 59.13 259.00 1.77 
(4,lO) 304.00 301.37 44.45 0.76 100 305.00 1.30 
(4212) 467.25 465.59 218.04 5.19 86.51 480.00 3.79 
(4,12) 458.31 457.19 72.12 3.70 60.47 484.00 2.56 
(4312) 421.33 418.05 215.84 3.47 100 423.00 2.82 
(5,12) 274.39 262.99 244.96 6.19 72.06 284.00 6.26 
(5,12) 305.00 301.30 155.63 1.88 100 305.00 3.02 
v(LDLAP) = optimal objective value of LDLAP, 
f3(S*) = lower bound obtained at the termination of algorithm CSA, 
&implex = time taken (in cpu sets) for the simplex algorithm on problem LDLAP using MINOS 5.1, 
tcsA = time (in cpu sets) to optimize the Lagrangian dual using algorithm CSA, 
% ziL fixed = percentage of binary variables fixed via the logical tests of Section 4, 
6 = incumbent solution value obtained via the heuristic of Section 5, 
t - total time (in cpu sets) to search for the heuristic solution of Section 5. lleur - 
4. Logical tests 
As a by-product of solving the Lagrangian dual to LDLAP, we obtain at termina- 
tion a dual feasible solution to LDLAP with dual objective value @(a*), where Si:_ V(i, j) 
are the dual variables associated with the constraints (3a), and where the remaining 
dual variables A$ V(i, k), ntk V(i,j, k), cc: Vi, fir Vi, and y: Vj, which are associated with 
the constraints (3b), (3c), (3d), (3e), and (3f), respectively, can be obtained through the 
evaluation of f3(8*) in (6) as described below. 
p. 
First, note that the dual to LDLAP IS given as follows: 
D(LDLAP). 
Maximize 
subject to 6ij + Aik - nijk < Cijk V(i, j, k), 
- 6ij + pi + Yj d OV(i,j), 
- SiAi, + CUijZijk + OIi < 0 V(i, k), 
j 
(74 
(7’4 
(7c) 
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nijk > 0 V(i, j, k) with 7lijk = 0 Vk if pi < dj, V(i, j), (74 
6,1, a, p, y, unrestricted, 
where (7a), (7b), and (7~) are the constraints written with respect to the Xijk, wij, and 
Zik variables, respectively, V(i, j,k). 
Now the variables (b*, y*) are given by the dual solution to (6a) when evaluating 
e,(s*), so that (7b) holds. The variables A* are obtained as the dual solution to (6b) 
with 3 replaced by 6*, and accordingly, from this same problem, we obtain 
rc& = maximum (0, A$ + 85 - cijk} v(i,j, k). 
Hence, (7a) and (7d) hold. Finally, we obtain a* from the dual constraints (7~) as 
n 
$ = minimum si ni*, - c uij n$k V i. 
k= 1,.,.,X j=l 
The above dual feasible solution, whose objective value is readily verified to be 
&a*), can now be used to derive a (strongest) surrogate or reduced cost constraint, on 
which logical tests can be performed as follows (see Parker and Rardin [12]). 
Surrogating (3a), (3b), (3c), (3d), (3e), and (3f) using their respective dual multipliers 
and adding this to the constraint v - C,J,C, cijkxijk = 0, where v represents the 
objective function of LDLAP, we get 
Now, for the given dual feasible solution (6*, ,I*, rc*, a*, /?*, y*), the coefficients of the 
X and w variables in (8) are nonnegative, and the first term in the right-hand side of (8) 
equals 8(6*). Hence, denoting the (nonnegative) coefficients of Zik in (8) by 
j=i 
and imposing the condition that v < V(1 - E), where V is a known incumbent solution 
value for LDLAP, and E > 0 is an optimality tolerance, (8) reduces to the constraint 
(9) 
Hence, if 
ei*, 2 G(1 - E) - I!@*), (LO) 
then we can permanently fix the corresponding variable Zik at zero, and accordingly, 
we can also fix the associated variables xijk, Vj, at zeros. The reduced problem is then 
ready to be used in the branch-and-bound algorithm. 
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Table 2 gives some results to demonstrate the effectiveness of (10) using a value of 
E = 0.01, and using the heuristic solution value V as derived in Section 5 below. 
Observe the large percentage of variables that get fixed to zero using the logical test 
because of the relative closeness of the lower and upper bounds. 
5. Heuristic for deriving upper bounds (HUB) 
For a successful implementation of any branch-and-bound procedure, an effective 
and efficient scheme for deriving good quality feasible solutions is also essential. The 
heuristic procedure given below adopts the following scheme that determines a weak 
pseudo-global minimum WPGM (see [21]) for the bilinear program DLAP, given 
a starting solution z” E 2, where 
z= z: i: Zik= lV’i,z>O . 
k=l 
Note that the set of adjacent extreme points A(.?) for any vertex Z of Z is obtained by 
taking for each i = 1, . . . . m, the particular Zik which is of value 1, and making it zero 
while switching in turn some Zil, t # k, from 0 to 1. Hence, IA( = m(K - 1). 
Heuristic MAP HUB(Z) --* (Z, 6). 
Step 1. Given a starting vertex Z of Z, solve the transportation problem in DLAP 
with z fixed at 5, and for the resulting allocation solution, solve the corresponding 
problem DLAP in z. Continue this alternating location-allocation scheme (due to 
- - 
Cooper, [3,4]), until a@ed point solution (z, w) of objective value v is obtained, where 
Z is a vertex of Z and W is a vertex of W. 
Step 2. For each h E A(5), find the corresponding optimal allocation solution in 
DLAP. Call the resulting objective value 9. If f < V, put Z = 9, and return to Step 1. If 
- - 
no such d E A(Z) exists, then stop with (z, w) as the prescribed (WPGM) heuristic 
solution. 
Now, during the execution of algorithm CSA to solve the (Lagrangian) dual to the 
linear programming relaxation LDLAP, we check every five iterations if the incum- 
bent dual solution 6 has improved in its 0(.) value since the last check. If so, then the 
solution z* of (6d) corresponding to the incumbent S-solution is used to find a fixed 
point (&W) using only Step 1 of HUB(z*). For the z* corresponding to the final 
incumbent 6*, however, we apply the entire procedure HUB(z*) to possible update the 
incumbent solution. Table 2 gives the best incumbent solution value thus obtained 
along with the total cpu time taken to compute this value. Note the relative closeness 
of V to the lower bounds derived for these test problems. 
Remark 5.1. Although the above heuristic scheme was suitable for the size of prob- 
lems solved to optimality herein, it can get quite expensive for larger sized problems, 
even as a stand-alone routine. For such problems, one can execute Step 1 of HUB less 
frequently during algorithm CSA, and even perhaps, use only Step 1 of HUB at the 
final incumbent dual solution. 
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6. Branch-and-bound algorithm (B&B) 
We now present a branch-and-bound algorithm for solving problem LDLAP based 
on partitioning the problem in the space of the z variables. Here, an (implicit) 
enumeration tree is developed, where each node represents a partial solution for 
which the z variables can be partitioned into two sets, namely, Z0 = {(i,k): Zik = 0) 
comprised of z variables that are restricted to be zero, which we will refer to as 
zero-jixed variables, and a set Z, comprised of the remaining z variables, including 
those which must be unity due to (3d) and the restrictions in Z,,. We will refer to the 
variables in Z, as free variables, and we will denote Z,, = Z, u ZO, to represent all the 
z variables. Also, let us define 
Kf = {k: (i, k) E Z,>, Vi. (11) 
In particular, note that if K{ is a singleton {k,) for any i, then the free variables 
Zik, must necessarily be unity. We now describe the principal components of the 
branch-and-bound algofithm, and then present the overall procedure. 
6.1. Bounding step 
Given the sets Z, and Z,, at some current node of the branch-and-bound tree, let 
LDLAPf denote the restricted version of LDLAP corresponding to the free variables. 
Hence, in LDLAP, we set Zik = 0 V(i, k) E ZO, and accordingly, we let Xijk = 0, Vj, for 
each (i, k) E ZO, in order to obtain LDLAP,. We then apply algorithm CSA to this 
resulting problem to derive a lower bound. The particular restrictions imposed can be 
handled implicity in algorithm CSA as follows. When solving the corresponding 
subproblem (5b), we solve (6a) as usual, but we solve problem Pik given by (6b) only if 
(i, k) E Z,, and evaluate (6~) only over the free indices in Kf of equation (11). This 
ensures that the optimal solution z* in (6d) satisfies zik = OV(i, k) E ZO. In addition, 
X, = 0 V(i, k) E ZO, also holds automatically. 
6.2. Partitioning scheme 
Instead of partitioning the problem based on Zik = 0 or 1, in light of the generalized 
upper bounding constraint (3d), a stronger partitioning scheme can be implemented in 
the (x, y) location variable space. Here, given some current bounds on the variables, 
some x or y variable is selected, and its interval is split into two subintervals. Each 
subinterval then provides an added restriction on the branch leading to each of the 
corresponding two subnodes thus generated. 
More specifically, let the bounds on the location variables of problem RDLAP at 
the current node be 
li < xi < Ui and Li < yi < Ui for i = 1, . . . , m. 
Without loss of generality, we assume that the x and y coordinate values of the 
existing facility locations are nonnegative. To start with, at node zero, the above 
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bounds can be initialized as li = Lj = 0, Uj = ayx, and Uj = bf”“, where, 
aTaX = maximum {&I, and byax = maximum {&) 
k= l,...,K k= l,...,K 
and where, as before, (&&) denotes the coordinates of the candidate grid point 
location k, for k = 1, . . . , K. Note that given any explicitly imposed bounds on the 
x and y variables, the current set of free variables, Z,, and the current set of zero-fixed 
variables, ZO, can be constructed as 
Z,=ZfnZ”f, zo = z JO - Zf (124 
where $?f denotes the set of free variable indices resulting after applying the logical 
tests of Section 4 via (lo), and where 
Wb) 
As the algorithm progresses, we will be modifying the bounds on the Xi and the yi 
variables, and constructing the sets Z, and Z. via (12) in order to derive the restricted 
lower bounding problem LDLAPf. 
6.3. Branching variable selection 
Algorithm CSA does not necessarily yield a primal feasible solution to LDLAP, but 
it does provide an incumbent dual solution 6*, and a corresponding binary solution z* 
via (6d), based on which, the problem can be partitioned as described below. For each 
i = 1, . . . . m, note that some Z$cij = 1 in (6d), for an index p(i) E Kf of equation (1 l), and 
z$ = 0 Vk # p(i). The corresponding solution (xi, yi) is given by (iip(i),Kpcipo). Let v(ik) 
denote the value of problem Pjk, i = 1, . . . , m, k E Kf, when 8 E 6* in (6b). A branching 
variable is then selected as follows. 
Step 1. Determine 
4 E argmin [v(ip(i))], and let Ii = {i: \K(l 3 2, and v(ip(i)) = v(qp(q))}. 
i- IKfl2 2 
(134 
If (Ii1 = 1, then q is uniquely determined, and so, proceed to Step 2. Otherwise, to 
break the existing ties, let 
I, = {i E II: (K{\ = maximumIKfl}. (13b) 
ts1, 
If II21 = 1, let q be the index in I, and proceed to Step 2. Otherwise, arbitrarily select 
q E argmax(sj: i E Zz}, and proceed to Step 2. 
Step 2. For the selected q E (1, . . . . m}, let the bounds on xq and yq at the current 
node be given by 1, < xq < uq, and L, < y, < U,. We now partition the bound interval 
for the xq or the y, variable by choosing xq if (u, - /,J 2 (U, - L,), and choosing y, 
otherwise. Proceed to Step 3. 
Step 3. Suppose that xq was selected as the branching variable at Step 2. (The case for 
yq is symmetric.) In order to partition the problem associated with the current node of 
the branch-and-bound tree into two subproblems, we impose the restrictions 
1, < x4 < UqneW (13c) 
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along one branch, and 
I”‘” < x* < Llq 4 (134 
along the other branch, where 1;“” and nrW are determined as follows. Let 
-- - 
a4 < a,(,) < (24+, where 5; and 5: are adjacent Zj coordinates from the set Ki, to the 
immediate left and right of tiHq), respectively, if they exist. Then 
a”eW = 
4 
a p(q), and liew = (z,‘, if &,, - /, d uq - (zp(q) 
and 
uleW = cS,-, and lleW = tipCqj, otherwise. (13e) 
6.4. Summary of algorithm B&B 
The proposed implicit enumeration algorithm adopts a depth first (LIFO) strategy, in 
which a partial solution list PS keeps track of the branch-and-bound tree using the 
framework due to Geoffrion [7]. Each entry i in PS has four accompanying attributes. If 
i ,< m then this entry in PS represents the variable xi, and otherwise, it represents the 
variable yi_,. The other three attributes are recorded in additional arrays, say PSB, 
PSLU, and PSF that accompany PS. They respectively carry (a) the explicitly imposed 
lower or upper bound on the corresponding variable in PS, (b) an entry which is a + 1 if 
this is an imposed upper bound and a - 1 if it is a lower bound, and(c) an entry which is 
a + 1 if this node is “underlined”, and a zero otherwise, where a node is underlined if 
descendents of its complementary branch have been fathomed. The bound to be 
imposed next on the opposite side of the current branch are stored in the list PSNB. For 
example if m = 4, and we have imposed the following restrictions in the stated order: 
x3 < 8, y, d 9, and y, 3 20, 
with the complementary branch for the first two nodes having the restrictions x3 2 10, 
and yl 3 12, respectively, and that for the final node being fathomed, then the lists 
corresponding to the above partial solution are as follows: 
PS = (3,5,6}, PSB = (8,9,20}, PSLU = (1, 1, - l}, PSF = {O,O, l}, 
and PSNB = { 10,12, @}. 
The proposed algorithm can now be stated as follows. 
Algorithm B&B. 
Initialization. Considering all variables as free, and letting LDLAP, 3 LDLAP, 
solve the Lagrangian dual to this problem using algorithm CSA of Section 3. Derive an 
incumbent solution in this process as described in Section 5, and let its objective value 
be 5. Also, let 6* be the incumbent dual solution found of dual objective value e(s*). If 
0(S*) > $1 - a) for some termination tolerance E > 0, then stop with the incumbent as 
e-optimal. Otherwise, generate the (strongest) surrogate constraint (9), and store this 
along with 6* as SS,, and &,, respectively. Besides these, we will also be maintaining 
a single current (strongest) surrogate constraint SS, and dual solution vector 6, in 
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storage. (These quantities are not stored for each node to avoid excessive storage or 
overflows.) Presently, set SS, = SSe, and 6, = &,. Perform the logical tests of Section 
4 to possibly fix a subset of the z variables at zeros via (10). Denote by $?f and z0 the 
resulting node zero index sets of the free and the zero-fixed variables, Also, let the 
current sets Z, and Z0 be gf and .&,, respectively. Initialize the bounds on the x and 
y variables as in Section 6.2, let the lists PS, PSB, PSLU, PSF, and PSNB all be empty of 
length L = 0, and transfer to Step 3. 
Step 1 (node preprocessing). 
(11). If Kf = 0 
Given the index sets Z, and Z,,, let Kf Vi be as defined in 
f or any i, go to Step 4. If the number of possible completions to the 
current partial solution, given by nF’= 1 li<[l, is sufficiently small (say < mn), then totally 
enumerate these completions, update the incumbent solution and its value V if necessary, 
and go to Step 4. Otherwise, proceed to Step 2. 
Step 2 (bounding problem). Consider the problem LDLAP,, defined implicitly by 
Z, and Z0 as in Section 6.1, and solve its Lagrangian dual by algorithm CSA of 
Section 3, using 6, as an advanced starting solution. Update the incumbent solution 
and its value ij, if possible, and let 6* be the incumbent dual solution thus ob- 
tained. If Q(s*) 2 $1 - a), go to Step 4. Otherwise, generate the (strongest) surrogate 
constraint (9) and store it as SS,, also letting S, = 6*. Perform logical tests on 
SS, in order to further restrict some z variables at zero, and accordingly, update 
Z, and ZO. If K{ = 0 for any i in this process, go to Step 4, and otherwise, proceed 
to Step 3. 
Step 3 (branching step). Let z* denote the optimum found in (6d) corresponding 
to the solution 6, for the most recent lower bounding subproblem solved. Select 
a branching variable index 4, and a corresponding branching variable xq or y,, 
along with the bounds to be imposed on the two descendent nodes, using the 
rules (13) of Section 6.3. Update the partial solution lists as follows. Suppose, without 
loss of generality, that the branching variable is xq, selected as in (13cH13e). Then 
increment L by one, and put PS(L) = 4, PSB(L) = uy’“, PSLU(L) = 1, PSF(L) = 0, and 
PSNB(L) = l;=“. Update the implied bounds on the variables, and accordingly, letting 
Zf’ be as defined by (12b), update Z, to Z, n Z;, and let Z0 = Z,, - Z,. Additionally, 
if the new bounds on (x,, yJ imply that it is fixed at a certain location k’, then since this 
means that zik’ = 1, the constraint SS, with zik’ fixed at 1 might permit further z variables 
to be fixed at zero. Hence, perform this logical test, and update Z, and ZO. Return to 
Step 1. 
Step 4 (@homing step). Let L be the position of the rightmost zero (nonunderlined) 
entry in PSF. If such an entry does not exist, then stop; the incumbent solution is 
s-optimal. Otherwise, set L = _& curtailing the partial solution lists, and also update 
PSB(L) = PSNB(L), PSNB(L) = 0, PSLU(L) = - PSLU(L), and PSF(L) = 1. Deter- 
mine the current bounds on the (x, y) variables as implied by the updated partial 
solution lists. Put 6, = &,, and SS, = SS,,, and let Z, and Z0 be given by (12a). 
Additionally, if the bounds on any facility imply that it is fixed at a grid point location, 
then perform logical tests on SS, as at Step 3 above, in order to further restrict some 
z variables at zero, and accordingly, update Z, and ZO. Return to Step 1. 
Note that by virtue of the finiteness of m and K, and the branching scheme adopted, 
the algorithm is finitely convergent. 
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7. Illustrative example 
To illustrate the algorithm, suppose that we are given the location-allocation problem 
RDLAP with m = 4 and n = 10, and with capacities si = 16,23,22, and 26 for sources 
i=l , . . ., 4, respectively, and with demands dj = 9, 14, 5, 14, 4, 1, 11, 14, 1, and 14 for 
customers j = 1, . . . , 10 respectively. The customer locations are specified as 
(aj, bj) = (24, O), (5, I5), (I8,12), (13,4), (20,5), (0,5), (24,2), (14, IO), (22,8), and (8,3) for 
j= l,..., 10, respectively. Enumerating the “intersection points” that belong to the convex 
hull of the above ten existing facility locations, we obtain a total of K = 46 candidate 
source locations. This generates the formulation DLAP and its linearization LDLAP. 
The branch-and-bound algorithm (B&B) produces an enumeration tree as shown in 
Fig. 1 for this problem. The nodes are numbered in the order in which they were 
generated. The lower bound @S*) corresponding to each node k, denoted by LB“, has 
been rounded to the next highest integer (because of integer data), and the explicitly 
imposed restrictions on the (x, y) variables are shown on the branches. In this example 
the optimality tolerance E was taken to be 0.01. The incumbent solution with objective 
value V = 201 was determined by the heuristic at node zero. Nodes 4, 6,7, and 8 were 
fathomed as their corresponding lower bound was within 1% away from the incum- 
bent solution value Ir = 201. Node 3 was fathomed by enumerating all its remaining 
feasible completions. The optimal locations of the new facilities are 
(Xi,yi) = (5,12), (24,2), (14, lo), (5,15), for i = 1, . . . . 4, respectively, 
and the optimal allocations are 
W1,2 = 14,W,3 = l, w1,6 = l, w2,1 = g, w2, 5 = 3, w2,7 = 11, 
w3.3 = 4,w3,4 = 2, w3.5 = Lw3,s = 14,w3,9 = 1, 
w4.4 = 12, w4.10 = 14, and Wij = 0, otherwise. 
I LB* 
LB’ 
= 199 
LB6 = 199 
Fig. 1. Implicit enumeration tree for the illustrative example. 
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8. Computational experience 
In this section we present our computational experience with the proposed implicit 
enumeration algorithm. The test problems were randomly generated using a uniform- 
ly distributed pseudo-random number generator. The costs on the shipment routes 
were assumed to be directly proportional to the rectilinear distance and the quantity 
shipped. Distinct customer locations, (aj, bj), for j = 1, . . . , n, were also randomly 
generated, with each component being an integer lying in the interval [0,25]. After 
generating a valid set of such locations, the point (amin, b,i,) was taken as the origin, 
where Umin = mini = 1, _,, n aj, and bmin = min j = 1, ,,, n b and all the locations were ad- ,, 
justed accordingly. Integer customer demands were generated over the interval 
[1, 151. The capacities of the m supply centers were pseudo-randomly generated as in 
Sherali and Tuncbilek [19] to yield a balanced transportation subproblem. A collec- 
tion of five selected test problems are given in the Appendix. 
The proposed algorithm was coded in FORTRAN and was implemented on an 
IBM 3090 computer. The transportation problems were solved using an improved 
specialized version of NETFLO. During the bounding step, if the cumulative execu- 
tion time exceeded 370 cpu seconds, the execution of the algorithm was halted 
prematurely. The execution time for the input of the data for the problems and the 
output of statistics are not included in the reported total execution time. 
Table 3 presents the computational results obtained. For problems with mn < 60 
(problems l-28), the optimality criterion E was taken as 0.01, whereas for two larger 
problems (problems 29 and 30), it was taken as 0.05. With our time restriction, the 
largest problem solved to completion has (m, n) = (5,20) for which problem RDLAP 
has 110 variables and 25 constraints, while the initial lower bounding problem 
LDLAP has over 20000 variables and approximately that many constraints. Note 
that for problems where m is relatively small, for example (m, n) B (3,20), the initial 
lower bound is within 1% away from the optimum, thereby leading to a successful 
termination at node zero itself. Also note that particularly for larger sized problems, 
fluctuations in computational times for the same sized problems, e.g., for problems 26 
and 27, are due to the amount of time required to perform the implicit enumeration 
when fathoming does not occur early on in the process, and moreover, the number of 
possible source locations K is different. Note that the significant increase in computa- 
tional effort for problems with m = 5 can be attributed to the combinatorial nature of 
the problem, with the total number of feasible binary solutions being K”. Nonetheless, 
our results indicate that not only is this algorithm capable of exactly solving larger 
problems than heretofore solvable (the Shetty-Sherali [21] algorithm is unable to 
solve problems any larger than (4,15)), but it also affords a provably good heuristic 
solution when permaturely terminated, even at node zero itself (see columns v” and 
tiopt in Table 3). 
To summarize, we have used Wendell and Hurter’s localization result to study 
a new formulation of the rectilinear distance location-allocation problem. Using the 
reformulation linearization technique, an equivalent linear mixed-integer program- 
ming representation was obtained, that was shown to possess a tight linear program- 
ming relaxation. The special structure of this lower bounding linear problem was 
exploited in order to derive Lagrangian dual based lower bounds. This was shown to 
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Table 3 
Computational experience with algorithm B&B 
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Problem m n K Y” V’ 
1 2 4 7 0.9942 0.9942 1 1 1 1 0.01 100 0.04 
2 2 4 7 1.0000 1.0000 1 1 1 1 0.02 100 0.05 
3 2 4 6 0.9909 0.9909 1 1 1 1 0.03 100 0.06 
4 3 5 7 1.0000 1.0000 1 1 1 1 0.14 100 0.19 
5 3 5 11 0.9919 0.9919 1 1 1 1 0.01 100 0.10 
6 3 5 5 0.8283 0.8283 1 1 1 1 0.35 100 0.39 
7 3 8 30 0.9908 0.9908 1 1 1 1 1.50 100 1.11 
8 3 8 23 0.9879 0.9879 5 3 1 1 1.49 88.41 1.24 
9 3 8 17 0.9664 0.9664 1 1 1 1 1.41 100 1.62 
10 3 12 46 0.9939 0.9939 1 1 1 1 0.24 100 1.66 
11 3 12 33 1.0000 1.0000 1 1 1 1 0.01 100 0.63 
12 3 12 39 0.9992 0.9992 1 1 1 1 0.62 100 1.75 
13 3 15 116 0.9909 0.9909 1 1 1 1 2.53 100 6.29 
14 3 20 190 0.9906 0.9906 1 1 1 1 3.00 100 9.31 
15 4 10 46 0.9062 0.9062 9 5 1 4 5.94 90.76 9.42 
16 4 10 33 0.9266 0.9266 73 37 1 23 26.05 59.13 28.43 
17 4 10 39 0.9902 0.9902 1 1 1 1 0.76 100 2.06 
18 4 12 63 0.9709 0.9709 25 13 1 9 12.66 86.51 16.79 
19 4 12 43 0.9442 0.9442 19 10 1 10 6.95 60.47 12.98 
20 4 12 65 0.9902 0.9902 1 1 1 1 3.47 100 6.30 
21 4 15 116 0.9880 0.9880 3 2 1 2 14.28 98.06 22.83 
22 4 20 190 0.9951 0.9951 1 1 1 1 13.69 100 28.83 
23 5 8 30 0.9369 0.9369 85 43 1 34 23.64 56.00 26.34 
24 5 8 23 0.9047 0.9560 13 7 4 7 3.87 59.1 5.15 
25 5 8 17 0.9930 0.9930 1 1 1 1 1.12 100 2.59 
26 5 12 63 0.9261 0.9261 277 139 1 117 193.1 72.06 203.08 
27 5 12 43 0.9902 0.9902 1 1 1 1 1.88 100 4.90 
28 5 12 65 0.9688 0.9688 21 11 1 9 18.57 80.92 25.85 
29 5 15 116 0.9794 0.9794 233 117 1 114 287.1 78.79 310.28 
30 5 20 190 0.9533 0.9533 1 1 1 1 8.44 100 35.02 
K = number for candidate source locations, 
v” = initial lower bound + initial incumbent, 
Y’ = initial lower bound + final incumbent, 
n4 = number of branch and bound nodes generated, 
nl = number of nodes fathomed (tree ends), 
n 0Pl = number of nodes generated before the final incumbent V was found, 
ny = number of nodes fathomed by algorithm CSA, 
t CSA = total time spent in executing algorithm CSA, 
P, = percentage of binary variables fixed at node zero via logical tests, 
t 101 = total execution time in cpu seconds. 
be dominant over a straightforward simplex based approach for solving the lower 
bounding problem, and was hence adopted for implementation. Also, the incumbent 
dual solution was used to generate a strongest surrogate constraint. Logical tests were 
performed on this in order to permanently fix a number of binary variables at 
zero. An effective heuristic scheme for generating a good quality feasible solution was 
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also developed. These strategies were embedded in an implicit enumeration algorithm 
which partitioned the problem in the space of the original location variables of 
problem RDLAP. 
Using our algorithm, we could solve problems up to size (m, n) = (4,20)(5,12) to 
within 1% of optimality and problems of size (5,20) to within 5% of optimality. We 
observed that our algorithm is more suitable for problems in which m is small 
compared to n. This is typical of real-world problems. For larger sized problems, we 
recommend executing this procedure as a prematurely terminated heuristic, perhaps 
also incorporating the comments of Remarks 3.1 and 5.1. 
Appendix: Selected test problems 
This section presents some test problem data along with their corresponding solutions. 
(1) Problem # 16 (m = 4, n = 10). [si = 28, l&22,22 for i = 1, . . . ,4], [dj = 8, 11, 8, 
7, 3, 13, 10, 13, 5, 12 for j = 1, . . . . 101, and [(aj, bj) = (10,4), (2,17), (13,14), (0,16), 
(17,0), (21,14), (15,13), (lO,O), (2,0), and (0,2), for j = 1, . . . . lo]. 
Solution: K = 33, V = 259, [(xi, yi) = (15,14), (0,2), (2,16), (10,O) for i = 1, . . . ,4], 
[wr,~ = 8, W1.3 = 8, W1.s = 3, W1,7 = 1, WI,S = 8, W2,2 = 11, w2,4 = 7, w3,6 = 13, 
w3,7 = 9, w4,8 = 5, w4,9 = 5, w4,lo = 12, and Wij = 0, otherwise]. 
(2) Problem # 23 (m = 5, n = 8). [si = 7, 3, 22, 26, 1 for i = 1, . . . . 51, [di = 2,6,6, 3, 
9, 14, 5, 14 forj = 1, . . . ,f31, and [(aj,bj) = (24,23), (5,9), (18,0), (13,15), (20,12), (0,4), 
(24,5), and(14,5),forj= l,..., 81. 
SoLdon: K = 30, 5 = 238, [(Xi,yi) = (20,12), (24,23), (0,4), (14,5), (20,12) for i = 
1 3 . . . . 51, [w1,2 = 6, w1,8 = 1, ~2.3 = 3, ~3.1 = 2, w3,3 = 3, w3,4 = 3, ~3.5 = 9, 
w3,, = 5, w4,6 = 14, w4,8 = 12, wS,s = 1, and Wtj = 0, otherwise]. 
(3) Problem # 26 (m = 5, n = 12). [si = 27, 8, 20, 25, 27 for i = 1, . . . . 51, [dj = 4, 1, 
11, 14, 1, 14, 8, 11, 10, 13, 7, 13 for j = 1, . . . . 121, and [(aj, bj) = (2% 1% (f&2), (19,3), 
(14,3), (21,0), (1,8), (25,6), (15, l), (23,12), (9,21), (0,5) and (15,21), for j = 1, . . . . 121. 
SOZU~~OK K = 63, v = 284, [(Xi,yi) = (14,3), (19,3), (1,8), (23, lo), (9221) for 
i= 1 , . . . . 51, [WI,~ = 1, Wr.3 = 1, W1,4 = 14, w~,a = 11, w2,6 = 8, w3,10 = 13, 
w3,12 = 7, W4.1 = 4, w4,5 = 1, w4,7 = 8, w4,9 = 10, w4,12 = 2, w5,3 = 10, w5,6 = 6, 
W5,ll = 7, w5.12 = 4, and wij = 0, otherwise]. 
(4) Problem # 29 (m = 5, n = 15). [si = 30,37, 15,48,2 for i = 1, . . . . 51, [dj = 8, 11, 
10, 13, 7, 13, 10, 3, 8, 10, 11, 11, 8, 1, 8 for j = 1, . . . . 151, and [(Uj>bj) = (25,5), (6,2), 
(19, lo), (14,8), (X3), (1,14), (25,23), (15,7), (23,23), (9,5), (0, l), (15,18), (12,22), (4,O) 
and (5,23), for j = 1, . . . . 151. 
Solution: K = 116, v = 729, [(Xi,yi) = (6,2), (19,8), (1,14), (15,23), (25,5), for i = 
1, . . . . 51, [W1,2 = 11, W1.10 = 10, W1,11 = 8, Wl.14 = 1, W2.1 = 8, w2.3 = 1% w2.4 = 9, 
w2,5 = 7, w?.,s = 3, w3,6 = 11, W3,11 = 3, W3.15 = 1, W4,4 = 4, W4,7 = 10, W4,9 = 8, 
w4,12 = 11, w4,13 = 8, w4,15 = 7, w5.6 = 2, and Wij = 0, otherwise]. 
(5) Problem # 30 (m = 5, n = 20). [si = 29, 34, 32, 31, 33 for i = 1, . . . . 51, [dj = 11, 
11, 8, 1, 8, 9, 11, 5, 15, 1, 3, 5, 14, 3, 12, 8, 15, 15, 2, 2 for j = l,..., 201, and 
[(Uj, bj) = (25,14), (6,23), (19,7), (14,23), (X,5), (1, l), (25,18), (15,22), (23, O), (9,23), 
(0,12), (15,17), (12,17), (4,21) and (5,11), (5,21), (2,17), (10,4), (8,13), and (3,16) for 
j = 1, . ...20]. 
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Solution: K = 190, I, = 746, [(Xi ,yi) = (25,17), (5,4), (2,17), (21,5), (6,22), for i = 
1 ,..., 51, [wr,l = 11, = 1, = 11, = 5, = wl,4 WI.7 w1.8 wl,lZ l, = 9, = 11, w2.6 wZ,15 
wz,18 = 14, W3.3 = 8, W3,5 = 8, W3.g = 1% W3,18 = 1, W4,10 = 1, W4.11 = 3, w4.12 = 4, 
w4,13 = 14, w4,17 = 5, w4,19 = 2, w4,zo = 2, w5,z = 11, w5.14 = 3, w5,15 = 1, 
w5.16 = 8, ws.17 = 10, and Wij = 0, otherwise]. 
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