Contiguous relations, basic hypergeometric functions, and orthogonal polynomials. II. Associated big q-Jacobi polynomials  by Gupta, D.P. et al.
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 171, 477497 (1992) 
Contiguous Relations, Basic Hypergeometric Functions, 
and Orthogonal Polynomials. 
I I. Associated Big q-Jacobi Polynomials 
D. P. GUPTA 
Department of’ Mathematics, York University, 
North York, Ontario M3J IP3, Canada 
M. E. H. ISMAIL* 
Department of Mathematics, University of South Florida, 
Tampa, Florida 33620-5700 
AND 
D. R. MASSON+ 
Deparrment of Mathematics, University of Toronto, 
Toronto, Ontario MSS IAI, Canada 
Submitted by George Gasper 
Received April 23, 1991 
Explicit solutions to the recurrence relation for the associated big q-Jacobi 
polynomials are obtained using rdz contiguous relations, A new continued fraction 
is derived with the help of the minimal solution. The orthogonality for polynomial 
solutions in some special cases is discussed. Two exceptional cases yield the 
basic analogues of Entry 25 and Entry 33 in Chapter 12 of Ramanujan’s second 
notebook. Connections of the general case with other associated cases are 
indicated. (7 1992 Academic Press, Inc 
1. INTRODUCTION 
A q-analogue of Jacobi polynomials was introduced by Hahn [S] and 
later studied by Andrews and Askey Cl, 21 and named by them as 
little q-Jacobi polynomials. A second q-analogue viz., the big q-Jacobi 
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polynomials, were introduced and studied by Andrews and Askey (see [2; 
5, pp. 1661671). The big q-Jacobi polynomials are defined as 
P,(x; a, b, c; q) = 342 ’ 
pn, abq”+ ‘, x 
;q,q 
as cq > 
(1.1) 
We shall introduce a generalization of P,(x; a, b, c; q) with an extra 
parameter and our general case will reduce to the big q-Jacobi case when 
this extra parameter is equal to q. 
We use contiguous relations for 3b2 basic hypergeometric functions in 
our analysis. Three-term contiguous relations for hypergeometric functions 
are a fundamental source for obtaining explicit results for orthogonal poly- 
nomials and their corresponding continued fractions (e.g., see [7, 10, 15, 
17, 181). 
In [7], we have generalized continuous Hahn polynomials [3] to 
associated continuous Hahn polynomials. The recurrence relation satisfied 
by associated big q-Jacobi polynomials is the q-analogue of the recurrence 
relation for associated continuous Hahn polynomials. This relation turns 
out to be 
x,+l(x)-(x--a,)X,(x)+b~X,-l(x)=O, 
a, := &(A, B, c, D) 
(1.2) 
D .-,(I-~q”)(l-~q”)(l-~q”) 
=-xc-q (1 -Dq2”-‘)(l -Dq2”) 
D (l-Aq”-l)(l-Bq”~l)(l-Cq”-l) 
+ ABC (1-Dq2”-1)(1-Dq2”-2) ’ 
6; := b?;(A, B, C, D) 
D 
=xizq 
n-2 
(1 -Aq”-‘)(l -Bq”-‘)(l -Cq”-‘) 
X 
(1 -Dq2”-‘)(I -Dq2”-2)2 (1 -Dq2”-3) ’ 
For C = q, (1.2) is the recurrence relation for manic big q-Jacobi polyno- 
mials with the parameters in (1.1) given by cq = A, bq = B, ab = D/q*, and 
the x in (1.1) replaced by -Aqx. 
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This work suggests that the big q-Jacobi polynomials are not 
q-analogues of Jacobi polynomials but are q-analogues of continuous Hahn 
polynomials. This view is supported by the fact that the big q-Jacobi 
polynomials have three parameters, their three-term recurrence relation 
is a contiguous relation of a 3+2 function while a q-analogue of Jacobi 
polynomials is expected to have two free parameters, other than q, and its 
three-term recurrence relation is expected to be a contiguous relation for a 
2d, function. 
In Section 2, we derive six different 3& solutions to (1.2) using two 
distinct sets of contiguous relations. In Section 3, a minimal solution for 
n -+ cc is used to obtain a new continued fraction representation. Two 
exceptional cases C = q, D = q* and C = D = q are considered. These yield 
basic analogues of Entry 33 and Entry 2.5 respectively in Chapter 12 of 
Ramanujan’s econd notebook [4]. The explicit orthogonality for the cases 
C = q and D/C = q is discussed and connections of the general case with 
other associated cases are indicated. 
2. RECURRENCE RELATION SOLUTIONS 
We shall obtain solutions to (1.2) using contiguous relations for the 
balanced basic hypergeometric function [ 51 
4 = #(a, b, c; 4 e) = d2 ‘>F,‘; q; 2). (2.1) 
We also use the notation 
4(af)=d(aq”, b,c;d,e) 
qb+ =&aq”, by”, cq”; dq”, eq”). 
Note that in all that follows we use the same base q with 141 < 1 and in the 
notation (2.1) q may be omitted. 
Based on a procedure outlined by Wilson [ 171, Libis [ 121 obtained the 
following three-term continguous relations for 4(a, b, c; d, e) 
&(d+)-4- = 
(q-a)(q-b)(q-c) deq 
(q2-d)(q-d)(q-e)abc” (2.2) 
&d+)-#= - (1 -a)(1 -bNl -cl &4+(d+), 
(1 -d)(l -dq)(l -e)abc (2.3) 
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and 
(2.4) 
where (2.3) follows from (2.2) with the replacement (a, b, c, d, e) + 
(aq, bq, cq, dq2, eq). Changing (a, b, c, 4 e) -+ (a/q, b/q, c/q, d/q, e/q) in (2.4) 
and eliminating 4 _ and &d+ ) from the three relations we obtain the rela- 
tion 
(d-a)(d-b)(d-ck 
(1 -d)(q-d)abc 
(*-a)(*-b)(*-c) kd 
(1 -d)(l -dq)(l -e)abc f 
(d+)-4 
1 
d-(d-)- 
(cy4(q-b)(q-c) ““(1 
(4 -d)(q-d)(q-e)abc 
- 1-g f$=o. 
( > 
(2.5) 
Replacing (a, b, c, d, e) in (2.5) by (Aq”, Bq”, Cq”, Dq2”, Eq”) and then 
renormalizing we get the three-term recurrence relation (1.2) with 
x = - l/E, of which one solution, after dropping the constant factors, 
will be 
n (Dq2”, Dq2”-1, eq”lx), q(n-l)(n-2)!2 
Aq”, Bq”, Cq”, ; q”, ; q”, ; q” 
r. 
x 342 
Aq”, Bq”, Cq” .-- 
Dq2”, -q”/x ’ 
where 
(2.6) 
and 
P 
(al, U2, ...3 Up)n := n (Uj),. 
/=l 
We next refer to the following three other contiguous relations obtained 
by Libis [12]: 
[de(u-b-c)+ubc(d+e+q-a-uq)]tj+(l -u)(de-ubcq)d(u+) 
+bc(d-a)(e-u)(b(u-)=O, (2.7) 
(a-b)#f(l -~)&a+)-(1 -b)&b-t-)=O, (2.8) 
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and 
(a-b)(de-ubc)qS+bc(d-a)(e-~)&a--) 
-uc(d-b)(e-b)f$(b-)=O. (2.9) 
Changing b -+ b/q in (2.8), b -+ bq in (2.9), and interchanging a and b in 
(2.7), and then eliminating &b + ) and b(b _ ) we obtain the relation 
ac(l-a)(d-b)(e-b)~(U+ b-) 
de(a-b/q)(u-b) ’ 
(1 -c)-41 -a)(d-b)(e-b) bcq(l -b)(d-a)(e-a) d 
de(u-b/q)(a-b) - de(u - bq)(u - b) 1 +bcq(l-b)(d-a)(e-a)~(u- b+ =O 
de(u-bq)(a-b) ’ ’ 
(2.10) 
Letting a -+ uq”, b + bq -n in the above relation we obtain the equation 
n+l (l-a@) l-64 
““d, 
( d ~)(+fjy 
(1 -;q2’z+1)( l QqLnj n+l 
[ 
l-c + a n+, 
(1-aqn)(l-4y”)(l-if) 
-__ 
c 
de9 (1 dq2n+l)( l -;q2”) 
+(l-~Gf)((-;q~j(l-~q~) y 1 (l-;q2+~)(l-xq’“) n 
(l-~Y”)(l-$f)(l-~q.) * 
(l-;q2n-I)(l--xy2”) rl--=oO, 
with a solution 
yn = 342 
uq”, bq -“, c de 
4 e 
;--& 
> 
Multiplying (2.11) by b/q and renormalizing we have 
(2.11) 
(2.12) 
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and a solution of (2.13) is 
(2.14) 
If we make the parameter transformations 
a D -=- 
b 4’ 
d=!? Bq D 
C’ 
e=--- 
C’ 
a=- 
C 
which implies b = q/C, then (2.13) transforms into 
DC 
(1 -Aq”)(l -Bq”) 
n-1 --- 
ABq (1 -Dq’“-‘)(l -Dq2”) 
+ 
(1 -Dq2”-1)(l-Dqz”~2) 
(1 -$q+‘)( 1 -;q’-I)( 1 -!!q’-I) (1 -Aq”-‘) 
x(l-Bq”-‘)(l-Cq”pL) 1 
X 
(1 -Dq2+‘)(l -Dq2”p2)2 (1 -Dq2”-3) x n-1 = 0, 
(2.15) 
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and one of its solutions is therefore 
2n- 1 
n(n + 1)/Z (Dq 1, 
D 
c q”, Aq”, 4” 
35 
x 342 (2.16) 
The three-term recurrence relation (2.15) is equivalent to the relation (1.2) 
if 
D 
(l-Aq”)(l-Bq”) 
n-1 -- 
AB’ (l-Dq2”-‘)(l-Dq2”) 
+’ 
C (l-Dq2”-*)(l-Dq2”-‘) 
= Constant - 
(l-Dq*“-‘)(l-Dq’“) 
D (l-Aq”-‘)(l-Bq”-‘)(l-Cq”-‘) 
+ABC (1-Dq2”-1)(1-Dq2”-2) ’ 
(2.17) 
where the Constant can be obtained by letting n --f cc with 141 < 1, which 
yields 
D 
Constant = L - - 
C ABC’ 
(2.18) 
With the above value substituted in (2.17), the verification of (2.17) can be 
carried out by checking the coefficients of like powers of q. Note that the 
identity given by (2.17) and (2.18) may be reexpressed by stating that 
a,(D/A, D/B, C, D)=ga,(A, B, C, D). (2.19) 
It is this together with the obvious relation 
A2B2 
b&W, DIB, C, D) = 7 b;(A, B, C D) (2.20) 
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which allows for the equivalence of (1.2) and (2.15). In order now to 
complete the equivalence of (1.2) and (2.15), we need also 
l-c D 1 D -= -- 
cc ABC 
-x-pABc, 
i.e., 
(2.21) 
Summarizing the above, the finite difference quation (1.2) has solutions 
obtained respectively from (2.16) and (2.6) as 
2np 1 
n(n + 1 )I2 U% 1, 
D 
c q”, Aq”, W’ 
cc 
(2.23) 
and 
x (Dq*“, Dq*“- ‘, -f/x), (-DlxABCL 
(2.24) 
Note that XL5’(x) now contains a constant factor ( - D/xABC), which will 
make (2.24) an entire function of l/x. 
We may obtain three more solutions A’:‘, Xl,“, and XL4) by suitable 
transformations of Xl’ ) and a solution Xr’ from the solution Xy’. From 
X(‘) we can obtain Xr’ and X!,” by the parameter-symmetry transforma- 
tions A H C and B++ C, respectively. In order to obtain XL4’, we apply the 
parameter transformation (A, B) -+ (D/A, D/B) to the relation (1.2) and the 
solution (2.23). Using the relations (2.19), (2.20) renormalizing, and then 
replacing x by ABx/D yields the solution 
x 342 
4 pn + l/C, Dq”/C, - D/ABCx. 
DqICA, DqlCB ’ 
-xcq 
> ’ 
(2.25) 
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In order to obtain the sixth solution Xjp)(x), we go back to (2.5) and set 
A a,-q-*+‘, 62 Dq -n+ I 
D 
) cLq-“+J. 
-2n+2 
&---.- 
D ’ 
e= Eq-” 
and 
(2.26) 
Multiplying the equation by q/DE and renormalizing we obtain 
x n+1- 
-&(l -$&)+ 
(I-~q”)(l-%y”)(l-by”) 
(1 -Dq2”)(1 -Dq2”-‘) q”-’ 
D (I-Aqnp’)(l-Bq”-‘)(l-Cq”-‘) -- n-2 
ABC (1 -Dq’“-‘)(l -Dq2”-2) 1 x _ D n ABC’ 
(l-Aq”-‘)(l-Bq”-‘)(l-Cq”-‘) I-eqnp’ 
(A > 
X 1 (l-Dq2”-‘)(1-Dq2”~2)2(1-Dq2”-3) xH-l=“, 
(2.7 
where 
Xpq 
-n(n- 1)/Z 
0 
4 
D” E n 3’2 
i 
-H+l 
. ED2 
4 ~ 2n + ‘ID, Es -n ’ ABCq :) (2.28 
We observe that (2.27) and (1.2) are identical if 
486 
which gives 
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,y= -4 
DE Or 
E== -A. 
Consequently, another solution of the finite-difference quation (1.2), 
omitting constant factors, is 
x~p)(x)=D-)1q-“(“-I)i2 1 
(-Dw”),, 
x 42 
$A 
D 
’ 
(2.29) 
4 -2nf2/D, -q-“+‘/Dx ’ -xABC 
Note that (- Dx), XL6)(s) is the manic polynomial solution to (1.2) in the 
cases D/A, D/B, or D/C = q. 
We summarize the above discussion in 
THEOREM 1. The recurrence relation ( 1.2) has solutions X:‘(x), 
k = 1, . . . . 6, given by (2.23), (2.23) with A H C, (2.23) with B+-+ C, (2.25), 
(2.24), and (2.29), respectively. Any two of these are linearly independent. 
Except for normalization, the minimal solutions for x # 0 are given by 
X!,“(x) fir n -+ cx) and Xjpl(x) for n + - 03. 
Proof: The first part of the theorem has already been established in 
constructing the solutions XJ(i’(x), k = 1, . . . . 6. It remains to show the 
minimality of solutions X!,“(x) and X:‘(x). This follows from the large n 
asymptotics of the solutions. 
Using Hall’s transformation (see Gasper and Rahman [S, 111.10, 
p. 2411) we find that 
) 
m 
(2.30) 
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With (q( < 1 and n -+ co we obtain the large n asymptotics 
On the other hand, looking at the asymptotics of the difference equation 
(1.2), we have 
x .+I-(X+O(qn))X,,-~qn-2(1+O(qn))X,~,=0: 
which gives for one of the solutions 
X, w Constant x”, x # 0. (2.32) 
From (2.31) and (2.32) it is clear that X?)(x) is the minimal solution of 
(1.2) for x#O. 
By considering the asymptotics of the difference equation (1.2) in the 
case x = 0, it can be shown that there does not exist a minimal solution. In 
fact we have for x = 0, the asymptotics 
x .+I-(yq”+O(q2”))X,- ~~Y”‘+ulq’“))x,-,=o, ( 
where y is a constant. Writing X, = q -“PI + ’ )I4 Y, and renormalizing we 
obtain 
4 w+wy,+, - (yq” + O(q2”)) Y, - 
( 
-& pp2 + o(q3”.2)) Y+ , = 0, 
which leads to 
q~f2Y"+,-(-&-2) Y"-,x0 
and there 
This proves the assertion. 
The minimality of XL6)(x), x # 0, in the case n -+ - a is proved similarly. 
Although this is not required for the present problem, it is needed for 
calculating the continued fraction associated with the corresponding 
doubly infinite Jacobi matrix (e.g., see [16]). 
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3. THE CONTINUED FRACTION AND MEASURE 
We have obtained above XL5)(x) as the minimal solution to the 
recurrence relation (1.2). We shall denote this solution by Xjs’(x). 
Pincherle’s theorem [6] gives a connection between X:‘(x) and the corre- 
sponding infinite continued fraction 
G(x) =x - a0 + K,“=, 
through the formula [ 131 
bf,#O, n>,l, (3.1) 
(3.2) 
From (2.24) we obtain the continued fraction representation 
1 (-WL 1 42 (;,’ f’16; -WC) 
cF(x)-X(-l/qx), 4% Blq, C/q 
42 ( Dlq2, _ l,qx ; - WABC ’ 
(3.3) 
where x # 0. 
We consider next certain special cases in which (3.3) can be made more 
explicit. 
The Special Case C = q 
In the special case C = q with x # 0, 
1 1 (-l/x), -=--. 
CJTx) x (-l/P), 
1~2(~~B;&;--&j. (3.4) 
By Hall’s transformation [S, p. 2411 we can also write the above continued 
fraction as 
1 1 (4, -D/x4, -D/-W), -=- 
U’(x) x (D, - D/xABq, - l/xq), 
x 342 Dlq, - l/-q, - WABq -D/xAq, -D/xBq ” . > (3.5) 
The above representation explicitly gives the two sets of singularities of 
l/U(x). These are simple poles given by 
xc -qk-’ and -D k-’ ABq (k=O, l,...), (3.6) 
if D/AB#qP,p=O, +l, +2 ,.... 
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Let {rk) and {sk} denote the residues at the two sets of singularities, 
respectively. We now proceed to verify that 
oc u; 
c rk+ 1 sk=l, 
k=O k=O 
since (3.4) behaves like l/x + O( l/x2) for large x. 
We first calculate rk. It is easily seen that 
lim (qeu+l 
u-k 
1, 342 ( DA$!‘,,:, ; W”!Af) 
‘k= (1 -q-k)(l -q--k+l )...(I’-q-‘)(I-q)(l-qy.. 
lim (q-‘+’ 
u-k 
1, ,4,(DA;f’u:,W‘lAB) 
= 
(- 1 )kqpk(k+ i’/2(q)k (q)= . 
The numerator is 
(3.7) 
(3.8) 
lim (qpu+’ (A),(B), 
u-k ), h%bi-“+ ‘)k 
(EC)*+ . ..I 
AB 
(A),(B), 
=(qL (D) 
1 + (1 -AqkNl -Bqk) 
k (l-Dqk)(l-q) (s)+ ‘--I 
= (4L (A),(B), (D) 
k 
(-&$h (A$q:qk;-j$) 
k = (shm WA> DIBLc (Dqk, D/ABqk),’ 
which can further be simplified to 
Therefore from (3.8) we have 
(4 B)k(D/A, DIB), 
rk=qk (ABq/D, q)k(D, DIAB),’ 
and this gives 
kz, ‘k = 
(WA, D/B), 
(D, D/-W, 
241 (A;q;D; 4). 
(3.9) 
(3.10) 
409/171/2-13 
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A similar calculation with the other set of singularities gives 
and therefore 
k,fI, Sk = (Ay B)m (D, ABID), 
(3.11) 
(3.12) 
On the other hand, if we apply Sear’s transformation formula 
(6, da, a=lq, 2/a=), 
- (c/q, qblc, da, da=), 41 ( qa’s;fb’c; 2) 
to the series 
241 (A”d,q;D; Y)> 
then after some simplification, we arrive at the result 
and this verifies (3.7). 
Thus we find that in the special case C= q, we have for the continued 
fraction (3.4) another representation 
1 
-=kc, x+;k-.‘+ f If* , CFb) k=O x+-qk I 
AB 
(3.14) 
where rk and Sk are given by (3.9) and (3.11). 
We now proceed to discuss the orthogonality of the polynomial solution 
P,(x) := (A),(B),~~‘(x; A, 4 q, D) 
in the case C = q. 
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Let P,(x) be the polynomial solution of (1.2) of the first kind (i.e., with 
initial conditions P_ 1 = 0, P, = 1). Since the minimal solution X:)(x) and 
a dominant solution XL’)(x) span the solution set of (1.2) for x # 0, we can 
find P,,(x) under the given initial conditions. We find that 
p 
n 
(x) = x?),(x)xy)(x) - x”;(x)xy(x) 
W(X”‘, (x), X’“{(x)) ’ 
(3.15) 
where W is the Wronskian 
If (tk } denotes all the poles of l/Cl;(x) and if (Rk } denotes the residues 
thereat, we can write, with the assumption of simple poles given by the 
zeros of X(T),(x), 
Since from (3.15), Pn(tk) = Xj;‘)(ck)/Xg)([k), we have 
X’“‘(x) P (x) 
i;xy: L, 
1 X’“‘(x) 
= - P,(x) n 
‘Xx) Xb”‘( x) 
We now consider the 1x1 -+ cc behaviour of (3.17). From (1.2) 
(3.17) 
X’“‘(x) 6; b: h2 n --.-... 2=x 
X”),(x) x x x 
as 1x1 -+co. 
k=O 
Consequently, the (xl + cc asymptotics of (3.17) gives 
x m-n-’ fi b:(l +O(l/x))=x-‘~R,P,(&)P,(~,)+O(X-~). (3.18) 
k=l k 
It follows that for m = n 
z &Pn(tk)Pm(tk)= fi b: 
k=O k=l 
and for m<n 
f RkPn(tk)Pm(tk) = 0. 
k=O 
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Summarizing, we have the result that if 
i.e., if l/CF(x) has simple poles only, then in the case C = q the polynomial 
solution P,(x) satisfies the orthogonality relation 
It may be observed that for the above to hold true it is necessary that 
D ABD -- -# 1, 4-1, . . . . 
AB’ D ’ q 
(3.20) 
The Special Case DJC = q 
Writing D = Cq in (3.3) we obtain 
1 1 (- l/x, -q/ABx), -=- 
W(x) x (- l/xA, -l/x@= 
3m2(c~;B,~x;-$B). (3.21) 
In this case the mass points are given by (assuming simple poles) 
k k 
x=-s -s. 
A’ B’ 
k=O, 1, . . . . 
Let {Q>, {“k} d enote the residues at the two sets of singularities, 
respectively. We can verify that Ck(uk + uk) = 1 with a procedure similar to 
one adopted in the case C= q. In the present case we first use the three- 
term transformation formula for & [S, 111.33, p. 2451. We obtain 
= (CqIB, CqIA, qy - xq), _ (- xq, - Cxq’, C, - l/xA, - +B), 
(Cq, - Cw, q/A q/B), ( - llqx, Cq, - Cw, q/A, q/B), 
x 342 
- Axq, - Bxq, - Cxq 
- w2, - cxq2 
(3.22) 
Substituting x = - qk/A 
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in the right side of (3.22), it reduces to 
(Q/B, WA, 9, qk+‘lA), 
(C,, Cqk + ‘IA, q/A> q/B), . 
(3.23) 
Therefore, from (3.21) and (3.23), the residue uk is given by 
( Cd4 CqIA 1 m Wk+‘lB, .Wk), 
uk = (cc!, q/B, Cqk+ 1/&(9/Ah (A9-k/B)z (Ckh 
= (Cd& AL (Cd4 B)k qk 
(cq, A/B), (WA> q)k 
A similar treatment of the other set of singularities leads to 
(WA, @cc (Cd4 Ah k 
vk = (Cq, B/A), (4/B, q)k ’ 
(3.24) 
(3.25) 
The proof of Ck (uk + uk) = 1 follows from the identity (3.13), modified 
suitably by first changing A -+ D/A and then changing D -+ Cq. 
Thus, the continued fraction associated with (1.2) for D = Cq is given by 
1 
-=k=O x+yk,A+zO d$@ Wx) 
If (3.26) 
(3.27) 
Here uk and vk are given by (3.24) and (3.25), respectively. The 
orthogonality 
(3.28) 
for 
P,(x) := P,(x; A, B, C, Cq) 
= (-Dx),X:‘(x; A B, C, Cq) 
follows as in the previous case. 
Exceptional Case C = q, D + q2 
An indeterminancy occurs in the case when C = q, D = q2 and it must be 
defined by a limiting procedure. We choose first C= q and then take the 
limit as D -+ q2. This gives 
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1 1 (-l/x), -=- 
cm) x (- l/-v), 
3d2 (f;/:,;z; -+B) (3.29) 
which ultimately leads to an explicit summation in terms of infinite 
products, In order to obtain this result we again use the three-term trans- 
formation formula for +$2 (see [.5, p. 2451). Applying this formula we get 
t--w, -xq3, 4, -WA, - l/x%, - 
( - l/-q, q2, -xq2, q/A, 4/B), 
x 342 - Axq, - Bxq, - -q2. q - xq2, -xq3 ’ xAB > 
(l-4)(1 +-VI 
= (1 -q,A)(l -q,B)-(1 -q)(l +qx) 
x ( -xq3, - l/xA, - l/xB), 
( - llxq, q/A> q/B) x 
x 241 -Aw, -By q -xq3 ’ > xAB ’ 
Summing the &, series on the right side and then substituting into (3.29) 
we obtain 
1 cdl- 9) -= 
CF(x) (1 -q/AN1 -q/B) 
1 _ (- llx-4 - l/4, I (-l/q -q/ABx), ’ (3.30) 
Because of the use of the limiting procedure in this case, the a, and b, in 
the continued fraction reduce to particularly simple forms given by 
4 4 
an=AB+ 
“--l(l -q”+2/A)(1 -q”+‘/B) 
(1 -q2”+’ I(1 +cT”) 
q (l-.4q” ‘)(l-Bq’im ‘) -- 
AB (1 -q2”+‘)(l +q”) 
4 n--L (q+A)(q+B) =- 
AB (1 +q”+‘)(l +q”)’ 
n > 0; 
4 a,=rB+ q--l(l -q2/A)(l -q2/B) 
(1 -q2) 
(3.3) 
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and 
n--l (1 -Aq”-‘)(l -Bq”-‘)(l -q”+‘/A)(l -qn+l/B) b;= -9 
AB (1 -q2n+1 )(l +q”)2(1 -q+1) 
Note that a, is not given by (3.31) evaluated at n = 0. 
The explicit summation formula for the continued fraction in this case 
in terms of infinite products given by (3.30) is the basic analogue of 
Ramanujan’s Entry 33 [4, 71 for the 3F2 functions. 
Exceptional Case C = Dq/C -+ q 
There is a second exceptional case which may be obtained by putting 
D = qu’, C = qu, and taking the limit u --f 1. This yields 
1 q”-I(1 -q”+‘/A)(l-q”+‘/B) 
a,= --- 
AB (1 -qzn+i)(l +q”) 
+_f_(l-Aq”P’)(l-Bq”P1) 
AB (1 -q2+‘)(l +q”) 
(3.32) 
nP2(1-Aqn- ‘)(l-Bq”P1)(l-q”/A)(l-q”/B) b;= -b 
(1 +q”)(l +q+‘)(l -q2”-1)2 . 
Applying this limit to (3.3), we have 
1 
x-a,+Kz=,(-hi/(.x--a,))= 
+~x(-l/%, -&W, -’ 
2 (-l/x/I, -l/xB), I . 
(3.33) 
In calculating the above limit we have used 
Note that with B= q”*, (3.33) becomes the q-analogue of Ramanujan’s 
Entry 25 [4, 7, 143. 
Summarizing, we have 
THEOREM 2. If x # 0, one has associated with the recurrence relation 
(1.2), the continued fraction representation (3.3). Further, 
(i) In the special case C = q, the associated continued fraction is given 
by (3.4) or (3.14) with mass points at x= -qkP1, -(D/AB)qk-‘, 
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k=O, 1, . . . . The orthogonality of polynomial solutions P,,(x) = 
(A),(B),Xy’(x; A, B, q, D) is given by (3.19), if (3.20) holds. 
(ii) In the special case D = Cq, the associated continued fraction is 
given by (3.21) or (3.26) with mass points at x = -qk/A, -qk/B, 
k = 0, 1, . ..) and the orthogonality of polynomial solutions P,,(x) = 
(- Dx),Xlp’(x; A, B, C, qC) is given by (3.28) iff (3.27) holds. 
(iii) There is an exceptional case C= q, D -+ q2 for which the 
associated continued fraction is given by (3.29). An explicit summation 
formula for the continued fraction in terms of infinite products is given by 
(3.30) which is the basic analogue of Ramanujan’s Entry 33 for the 3Fz 
functions. 
(iv) There is another exceptional case C= Dq/C + q for which the 
associated continued fraction is given by the explicit formula (3.33). 
Connected Cases 
Our general case is connected with other associated cases. We indicate 
these connections below: 
1. Big q-Jacobi polynomials. As pointed out in the Introduction, 
ours is the associated big q-Jacobi case. If we put C = q, we obtain the big 
q-Jacobi polynomials P,(t; a, 6, c; q) with a = D/Bq, b = B/q, c = A/q, 
t= -qAx [IS, p. 1661. This can be seen by comparing (1.1) and (2.23) 
using [S, 111.12, p. 2421. 
2. Associated little q-Jacobi polynomials. If we let A --, co, we obtain 
the associated little q-Jacobi case since with A -+ co and C = q we obtain 
the little q-Jacobi polynomials P,(t; a, 6; q) with a = D/Bq, b = B/q, 
t = -xq [S, p. 1661. The associated little q-Jacobi case can also be 
obtained by taking the limit A + 0. 
3. Associated big q-Laguerre polynomials. If we take the limit C -+ 0, 
D + 0 with D/C fixed, we obtain the associated big q-Laguerre case 
P,( t; a, b, s; q) with a = A/q, b = BJq, l/s = - DqlABC, t = - ABCx/D 
[lo, p. 3601. On the other hand, if we take the limit D -+ co, we obtain the 
associated big q-Laguerre case with q replaced by q-- ‘. That is, 
P,(t; a, b, s; 4-l) with a = q/A, b = q/B, s = -qC/AB, t = xCq. 
4. Associated Askey- Wilson Polynomials. The associated Askey- 
Wilson polynomials (see [9, 151 for the associated Wilson and [ 1 l] for the 
associated Askey-Wilson case) are denoted by eF)(x; a, b, c, dl q). If we 
consider P’“‘(q”+ ’ xb/u; a/u, b/u, cu, du I q) and take the limit u -+ 0, then we 
obtain thenpresent case with A = bcq”, B = bdq”, C = q’+ ‘, D = abcdq2”, 
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