Abstract. We focus on Voisin's conjecture on 0-cycles on the self-product of surfaces of geometric genus one, which arises in the context of the Bloch-Beilinson filtration conjecture. We verify this conjecture for the family of Todorov surfaces of type (2, 12), giving an explicit description of this family as quotient surfaces of the complete intersection of four quadrics in P 6 . We give some motivic applications.
Introduction
The influence of singular cohomology on Chow groups is motivated by Mumford's theorem on 0-cycles and has been investigated extensively, whereas the converse influence is rather conjectural. For example, Bloch's conjecture is still open and the Bloch-Beilinson's filtration conjecture is still far from being solved. In the spirit of exploring this influence, Voisin formulated in 1996 the following conjecture on 0-cycles on the self-product of surfaces of geometric genus one.
Conjecture 1 (Voisin [Voi96] ). Let S be a smooth complex projective surface with h 2,0 (S) = p g (S) = 1 and h 1,0 (S) = q(S) = 0. Let a, a ′ ∈ A 2 hom (S) be two 0-cycles of degree 0 (i.e. homologically trivial 0-cycles). Let p 1 , p 2 be the projections on the first and on the second factor of S × S respectively. Then
Remark 1.2. To ease the notation, we use the following convention:
There are few examples in which Conjecture 1 has been verified (see [Voi96] , [Lat16c], [Lat18a], [Lat16a] ), but it is still open for a general K3 surface. There are some examples in which a generalization of this conjecture for surfaces with geometric genus greater than one is true (see [Lat18c] , [Lat19] ). There is also an analogous version of the conjecture for higher dimensional varieties, which is studied in [Voi96] , [Lat16b] , [Lat17] , [Lat18b] , [BLP17] , [LV17] , [Via18] , [Bur18] .
Our aim is to present a new example in which Conjecture 1 is true, namely a family of Todorov surfaces. Definition 1.3. A Todorov surface is a smooth projective surface S of general type, with p g (S) = 1, q(S) = 0 and such that the bicanonical map φ |2K S | factors as
where σ : S → S is an involution such that S/σ is birational to a K3 surface with rational double points. We call S/σ the singular K3 surface associated to S. We call the minimal resolution of S/σ the K3 surface associated to S.
Todorov surfaces were introduced by Todorov to provide counterexamples to Local and Global Torelli ( [Tod81] ) and they were classified by Morrison ([Mor88] ) up to fundamental invariants (α, k), where the 2-torsion group of Pic(S) has order 2 α and k = 8 + K 2 S . With this classification Morrison proves that there are exactly 11 non-empty irreducible families of Todorov surfaces corresponding to (α, k) ∈ {(0, 9), (0, 10), (0, 11), (1, 10), (1, 11), (1, 12), (2, 12), (2, 13), (3, 14), (4, 15), (5, 16)}.
Todorov surfaces of type (0,9) are also known as Kunev surfaces.
Conjecture 1 has been proven by Laterveer for the family of Todorov surfaces of type (0,9)([Lat16c]). Laterveer also proved the conjecture for the family of Todorov surfaces of type (1,10) ([Lat18a]). For both of these families the core of the proof was that an explicit description as complete intersections of the family was available. The technique used to prove the conjecture in these cases is based on Voisin's principle of "spreading of cycles" ( [Voi13] , [Voi14, Ch. 4]).
Moreover, the following result allows the reduction to the case of a double cover of P 2 ramified along the union of two cubics, for which Conjecture 1 has been proven by Voisin ([Voi96, Theorem 3.4 
]).
Theorem 1.4 (Rito [Rit09] ). Let S be a Todorov surface and let M be the K3 surface associated to S, i.e. the the smooth minimal model of S/σ. Then there exists a generically finite degree-2 cover M → P 2 ramified along the union of two cubics.
We focus on the family of Todorov surfaces with fundamental invariants (α, k) = (2, 12). We present an explicit description for this family as quotients of the complete intersection of four quadrics in P 6 . Our main result is the following theorem.
Theorem 4.6. Let S be a general Todorov surface with fundamental invariants (α, k) = (2, 12). Then Conjecture 1 is true for S.
In Section 2 we give an explicit description of the family studying the universal cover of the surfaces. To do so we implicitly use Lefschetz's theorem as in [BFNP14] and [NP14] . In Section 3 we focus on 0-cycles by exploiting the idea of realizing the fibered self-product of the family of surfaces as a Zariski open set of a variety with trivial Chow groups. In Section 4 we prove Theorem 4.6 applying the "spreading" of algebraic cycles on a family following Laterveer ([Lat18a] ) and Voisin ([Voi13] , [Voi15]). In Section 5 we give a motivic version application of the main result and some applications, following the approach in [Lat18a].
Notation and conventions. We work on the field of complex numbers C. A variety is a quasi-projective separated scheme of finite type over C with the Zariski topology. A subvariety is a reduced equidimensional subscheme. A curve is a variety of dimension one, a surface is a variety of dimension two. We denote the geometric genus of a projective surface S by
We denote the irregularity of a projective surface as
We denote the Euler-Poincaré characteristic of a projective surface as
For d ≥ 0, we denote the dth plurigenerus of S as
If X is a smooth n-dimensional variety, we denote by A j (X) = A n−j (X) the Chow group of j-dimensional algebraic cycles modulo rational equivalence. When considering Chow groups with rational coefficients we use the following notation
To denote algebraic cycles homologically trivial we use the notation A j hom (X), this is the kernel of the cycle class map γ : A j (X) → H 2j (X, Z). Similarly, we denote by A j (X) AJ the kernel of the Abel-Jacobi map:
where J 2k−1 (X) is the k-th Intermediate Jacobian of X. We denote a projective point in P 6 with homogeneous coordinates as x := (x 0 : . . . : x 6 ).
Explicit description of the family
We want to give an explicit description of the family of Todorov surfaces of type (2, 12).
Let us consider S to be a Todorov surface of type (2, 12), then we have that K 2 S = 12 − 8 = 4 and 2-Tor(Pic(S)) ∼ = (Z/ 2Z ) 2 . This implies that there is a Galois cover V q → S with Galois group (Z/ 2Z ) 2 , which is alsoétale, so it has no branch locus. Then we have the following numerical situation:
2 S = 16. Our aim is to describe the family of Todorov surface of type (2, 12) as complete intersection of four general quadrics in P 6 modulo the action of the following group G. We consider the action of the finite group G ⊂ Aut(P 6 ),
given by:
Formulas (2.1) describe an action of G on H 0 (P 6 , O P 6 (1))), and therefore on H 0 (P 6 , O P 6 (d))) for any d ∈ N, which is compatible with the action of G on P 6 . For this action we have:
We consider the complete intersection of four quadrics
We can parametrize the family of these complete intersections considering an open set in a Grassmanian variety:
U ⊂ Gr(4, W )/ GL(7,C) G . We are considering all the four-dimensional subspaces in W ∼ = C 10 , so we are taking four quadrics in W = H 0 (P 6 , O P 6 (2)) G that are linearly independent. Then we are quotienting by
Since GL(7, C) G acts naturally on H 0 (P 6 , O 6 P (1)) with basis (x 0 , . . . , x 6 ), we have an induced action of GL(7, C)
In particular, we can consider its induced action on H 0 (P 6 , O P 6 (2)).
Since we can see G as a subgroup of GL(7, C), we can also consider the subgroup of the invariants, i.e. GL(7, C) G and its action on H 0 (P 6 , O P 6 (2)). In particular we have an action of GL(7, C) G on W , which induces an action of GL(7, C) G on Gr(4, W ). We ask that i) V is a complete intersection, so that G acts on V and we can see G as a subgroup of Aut(V ); ii) V ∩ Fix G = ∅, so that the action of G on V is free and we do not have any fixed point; iii) V has only rational double points as singularities. Since K V = O V (1) by adjunction, the canonical divisor is ample and V is a canonical model of a surface of general type and it is minimal.
We further restrict our analysis to the open set U ⊂ Gr(4, 10)/ GL(7) G that parametrizes only the smooth complete intersections which respect the above conditions i), ii). So we consider the following situation: U p → U ⊂ Gr(4, 10)/ GL(7) G , where
Considering the quotient S := V /G, we get the following numerical situation:
Proposition 2.3. Let V be a smooth complete intersection of four
2 be the group of automorphisms of P 6 acting as above. Then the quotient surface V /G is a Todorov surface of type (2, 12).
In order to prove this result, we need to find an involution σ on V /G such that the quotient is a (singular) K3 surface such that the biconical map of (V /G)/σ factors through it. Let us consider now the following involution of P 6 :
We have that σ ∈ Aut(V ) and σ commutes with G, so we can consider its action on the quotient, i.e.
Then, Proposition 2.3 follows directly from the following result.
Lemma 2.4. The quotient surface S/σ = (V /G)/σ is a K3 surface with at most singularities of type A 1 and the biconical map of S factors through it.
Proof. If S is singular, then its singularities are of type A 1 (see [Cat87] ). We consider the bicanonical maps of V and V /G. Since V is minimal, by Mumford's vanishing theorem, we have that H 1 (2K V ) = 0. Since K V is ample, by Serre's duality we get also H 2 (2K V ) = 0 (see [BHPVdV04, Proposition 5.3] ). In particular, by Riemann-Roch Theorem, we have
23 . Analogously, we consider a resolution S res of the singularities of S, so S res is a minimal model with a nef and big canonical divisor. Then, by Riemann-Roch's Theorem, we can compute its plurigenera P 2 (S) = P 2 (S res ) = 6. We have the following commutative diagram:
Then it holds that
6 , x 1 x 2 , x 3 x 4 , x 5 x 6 C . It is convenient to look at the bicanonical image in P 9 , so we study the map
6 : x 1 x 2 : x 3 x 4 : x 5 x 6 ). The map ψ is given by the chosen monomial quadrics. Since V is the complete intersection of four quadrics in this system, the restrictions of these quadrics to V are elements of
. So, we get that ψ(V ) ⊂ P 5 and this P 5 is defined by the 4 linear equation in P 9 given by those quadrics defining V . We notice that ψ is finite and of degree 8 on the image, and this still holds when we restrict to V , i.e. ψ| V : V → ψ(V ) is finite of degree 8. Then we have that the following diagram commutes by construction
and the map r is finite of degree 2, it corresponds indeed to the quotient map by the involution σ.
We want to show that ψ(V ) is a K3 surface, in particular, we claim that it is a complete intersection of three quadrics in P 5 . Indeed, in such a case we have that by Adjunction formula (2.5)
Since q(V ) = 0 and ψ(V ) has at most nodes as singularities, we get that q(ψ(V )) = 0. So ψ(V ) is a K3 surface. Now let us prove that ψ(V ) is a complete intersection of three quadrics in P 5 . To ease the notation, we name the coordinates in H 0 (2K V /G ) as
, z 12 = x 1 x 2 , z 34 = x 3 x 4 , z 56 = x 5 x 6 . Then the image of ψ : P 6 → P 9 has dimension 6 and
is contained in this locus. Since the intersection of these three quadrics defines an irreducible 6-dimensional variety which is complete intersections, this is indeed ψ(P 6 ). When we restrict to V , we get that ψ(V ) is a complete intersection of three quadrics and four linear forms in P 9 given by the four quadrics defining V .
In order to compute the dimension of the family we are describing, we compute the dimension of the base U ⊂ Gr(4, 10)/ GL(7,C) G .
We have that the dimension of the Grassmanian variety is: dim Gr(4, 10) = 4(10 − 4) = 24.
Let us compute now dim GL(7, C) G . We notice that asking to commute with the group for an element f ∈ GL(7) is equivalent to ask for f to preserve the eigenspaces. Indeed, let us consider an eigenvector, i.e an element v ∈ C 7 such that for any g ∈ G it holds gv = λv for some λ ∈ C * . Then we have
Let us denote:
When we look at the action of G on H 0 (Ω 2 (V )), we have a decomposition into irreducible components on the characters:
} is a basis of 2W χǫ 2 and {x 5 , x 6 } is a basis of 2W χ ǫ 1 +ǫ 2 . So a general M ∈ GL(7, C) G would be a matrix of the type
We notice, however, that the action on GL (7) G is not faithful, so we have to pay attention to the orbits.
Lemma 2.7. A generic point in the Grassmanian has a 1-dimensional stabilizer.
Proof. First of all, we notice that a multiple of the identity matrix λI with λ ∈ C * acts trivially. So the generic orbit has dimension greater or equal to one. So it enough to find a generic point in the Grassmanian which has 1-dimensional stabilizer to prove the claim. Let us consider the point in Gr(4, 10) given by the following four quadrics in H 0 (P 6 , O P 6 (2)) G :
Let us consider now a matrix M ∈ GL(7) G , so M would be as in (2.11). for some coefficients a, b, c, d, e, f, g, h, i, l, m, n, r ∈ C. Now we analyze the action of M on the quadrics.
• Q 1 is sent to (cx 1 + ex 2 ) 2 + (gx 3 + ix 4 ) 2 + (mx 5 + rx 6 ) 2 . So it is sent to a linear combination of the four quadrics, which does not contain Q 0 , since Q 0 is the only one depending on x 2 0 . So Q 1 goes to αQ 1 + βQ 2 + γQ 3 , for some α, β, γ ∈ C. Since Q 0 is the only quadric depending on x 2 1 and x 2 3 , we conclude that c 2 = g 2 = 0, so c = g = 0. This implies that the monomial x 1 x 2 does not appear in the image of Q 1 . Since Q 2 is the only quadric in which x 1 x 2 appears, we get that β = 0. From g = 0, we get that also the monomial x 3 x 4 cannot appear in the image of Q 1 . Since x 3 x 4 appears only in the equations of Q 2 and Q 3 and since β = 0, we conclude that γ = 0. So Q 1 is sent by M into its multiple αQ 1 . Since Q 2 is the only quadric containing x 2 5 , this implies that m = 0 and we conclude that (2.8)
As before, since Q 0 is the only quadric containing x 2 0 , Q 1 is the only one which depend on x 2 2 and Q 2 is the only one that has x 2 5 , we have that Q 3 is sent by M to a multiple of itslef. So M(Q 3 ) = λQ 3 for some λ ∈ C. In particular, we have that hi = nr = 0. By (2.8), we get that h = n = 0. Hence
. Since Q 1 is the only quadric containing x cannot appear in the equation of M(Q 2 ), so it has to be de = 0. By (2.8) we have e = 0, so d = 0 and the matrix M is diagonal. So Q 2 is sent by M to µQ 2 for some µ ∈ C * and (2.10)
By (2.9) we get lr = λ = f i = µ = l 2 , so l = r. By (2.8) we have
We conclude that M is of the form 
We proved that a generic point in the Grassmanian has a 1-dimensional stabilizer. So we conclude that (2.12) dim(U) = dim Gr(4, 10)/ GL(7) G = 24 − 13 + 1 = 12.
So we have found a 12-dimensional family of Todorov surfaces of type (2, 12), whose general element is S = V /G, where V is a smooth complete intersection of four linearly independent quadrics in P 6 which are G-invariant.
We are finally able to prove our main result to describe the family of Todorov surfaces of type (2, 12).
Theorem 2.13. Let S be a general Todorov surface with fundamental invariants (α, k) = (2, 12). Then the canonical model of S is a quotient surface V /G where V is the smooth complete intersection of four inde-
2 is the group of automorphisms of P 6 acting as above. Conversely, any such surface V /G is a Todorov surface of type (2, 12).
Proof. of Theorem (2.13). By Proposition 2.3 it follows that V /G is a Todorov surface of type (2,12). In order to prove the first part of the theorem, we use a dimensional argument. Since the number of moduli of the family of Todorov surfaces of type (2,12) is 12 and the family is irreducible (see [Tod81] , [Mor88, Theorem 7.5] and [Usu91, Remark 5.3.5], [LP15, Section 4.2]), by (2.12) we conclude that we are describing the general element of the family.
2.1. A broader description. By means of Theorem 2.13, we can give an explicit description of the family of Todorov surfaces of type (2, 12). Now we want to introduce a broader base to describe this family, which is more useful when dealing with cycles. We are in the following situation:
we define
In particular the morphism p corresponds to the first projection of B × P 6 restricted to V. Since the action of G = (Z/ 2Z ) 2 on B × P 6 is non trivial only on the second component, we can consider its action on V and we get S := V/G → B. By Theorem 2.13, S is a family of smooth Todorov surfaces with fundamental invariants (2, 12).
Proposition 2.14. V is a smooth quasi-projective variety.
Proof. Let us consider the second projection of B × P 6 restricted to V, i.e. ψ : V → P 6 is the morphism such that
For each p ∈ P 6 , there exists a quadric Q ∈ H 0 (P 6 , O P 6 (2)) G such that Q(p) = 0. Indeed, let p = (x 0 : . . . : x 6 ) be a point in P 6 , then there exists i ∈ {0, . . . 6} such that x i = 0, so it is enough to choose
Then if we consider a linear combination λb 1 + µb 2 with λ, µ ∈ C * , we have that p ∈ V λb 1 +µb 2 . So the fiber over p is a linear system, hence V is smooth. 
4
The core of the proof of Theorem 4.6, is the following result
Since the map g : V 
Examples of smooth projective varieties with trivial Chow groups are toric varieties, projective spaces and varieties stratified by affine spaces.
Since V ⊂ B × P 6 , we have a morphism π : V × B V → P 6 × P 6 such that
We recall that B :=
G is the projective closure of B, so that B is a Zariski open set which parametrizes the smooth complete intersections. We define a variety X ⊂ B × P 6 × P 6 as
Then X contains the fiber product V × B V as a Zariski open set. We consider the projection
then the fiber over a point is a product of projective spaces
for some r ≤ 9, but the fiber does not have constant dimension on the whole space. Now we want to prove that X has trivial Chow groups, following the argument in [Lat18a].
The idea of the proof is to find a stratification of P 6 × P 6 such that on each stratum the fiber of π has constant dimension.
3.1. Stratification of P 6 ×P 6 . By Proposition 2.14, we have that each point of P 6 imposes one condition on each component
Indeed, let us consider Q ∈ P(H 0 (P 6 , O P 6 (2)) G ) ∼ = P 9 . By (2.2), we can make the condition Q(p) = 0 explicit as +θp 1 p 2 +κp 3 p 4 +λp 5 p 6 = 0, with p = (p 0 : · · · : p 6 ) ∈ P 6 and α, . . . , λ ∈ C. So given a point (p, q) ∈ P 6 × P 6 we have two such conditions, which we can represent by a matrix
In general, A has maximum rank, so that inside P 6 × P 6 there is a Zariski-open set of pair of points (p, q), each one of them imposing one condition on each component of B. So for a general point in P 6 × P 6 we have that the fiber is
However, the rank of A is not always maximum. Indeed, inside P 6 × P 6 there is locus Z, such that for every (p, q) ∈ Z the dimension of the fiber increases by one on each component and the rank of A drops by one.
For any j, k ∈ {0, . . . , 6} we define partial diagonals as follows
Then we consider the union Then, for any point (p, q) ∈ Z we have that the rank of A is not maximum, so the fiber of such a point is
We define U = (P 6 × P 6 ) \Z. Then we claim that U is Zariski-open set in which the fiber has lower dimension, i.e. for any (p, q) ∈ U we have that π −1 (p, q) ∼ = P 7 × P 7 × P 7 × P 7 . Indeed, for a point (p, q) ∈ U there exist i, j ∈ {0, . . . , 6} and λ, µ ∈ C * with λ = ±µ such that q i = λp i and q j = µp j . If we suppose that rank A(p, q) = 1, then all the 2 × 2 minors vanish. In particular, we have 0 = p . Substituting q i = λp i , we get q j = ± q i p i p j = ±λp j , so λ = ±µ which is a contradiction. Then our situation is the following
3.2. X has trivial Chow group. In order to prove that X has trivial Chow groups, we introduce a related property following the idea given in [Lat18a]. 
Weak property: we say that V has the weak property if there are isomorphisms induced by the cycle class maps
Strong property: we say that V has the strong property if it has the weak property and there are surjections induced by the cycle class maps
We notice that we have the following implications: strong property ⇒ weak property ⇒ trivial Chow groups. Indeed we have
We have the following useful results. (1) Let Y ⊂ X be a closed subvariety and U = X\Y be its complement. If Y and U have the strong property, then X has the strong property too. (2) Suppose that X admits a stratification by strata of the form A k \L, where L is a finite union of linearly embedded affine subspaces. Then X has the strong property. (3) If X has the strong property and P → X is a projective bundle, then P has the strong property too.
Proof. Proof of part (1).
Using a localization result for the Borel-Moore homology and the Bloch's higher Chow groups (see the original result in [Blo94] and its extension in [Lev01] ), we get a commutative diagram with exact rows
Considering the diagram for j = 0 we get
Since U has the strong property the first arrow is surjective and U has the weak property so the last arrow is an isomorphism. Since Y has the weak property the second arrow is an isomorphism too.
First of all we prove that X has the weak property, i.e.
is an isomorphism. The strategy of the proof is to perform a diagram chase, and essentially it follows from the Five Lemma. Then to prove that X has the strong property, it is enough to prove that A i (X, 1) Q ։ Gr W −2i H 2i+1 (X, Q) is surjective. We can continue the above diagram to the left and we get:
Since Y has the strong property we have that cl Y is an isomorphism and cl 1 Y is surjective. Analogously, since U has the strong property, we have that cl 1 U is surjective. Then, doing a diagram chase, we can see that cl 1 X is also surjective (as before, it is just an application of the Five Lemma).
Proof of Part (2):
First of all we notice that affine spaces have the strong property (see [Tot14,  Lemma 5]), so both A k and L have the strong property. Then we want to prove that A k \L has the strong property (see [Tot14, Lemma 6]). We start by showing that A k \L has the weak property. We use the localization sequence to get the following diagram:
Since A k and L have the strong property, then cl k and cl L are isomorphisms. To prove that cl is an isomorphism too, it is enough to do a diagram chase as before. Part (1) of the Lemma, assure us that the union of two manifold satisfying the strong property still has the strong property, so we conclude that X has the strong property.
Proof of Part (3): the result follows from the projective bundle formula for higher Chow groups (see [Blo86, Theorem 7 .1]) which establish an isomorphism for any m ≥ 0 rank P i=0 j≥0 Proof. We want to prove that X Z and X U have the strong property and then conclude by means of Lemma 3.5(1).
For every i = 0, . . . , 6 we define A i := {(p, q) ∈ P 6 × P 6 : p i = 0 and q i = 0};
B i := {(p, q) ∈ P 6 × P 6 : p i = 0 and q i = 0};
∪{(p, q) ∈ P 6 × P 6 : p i = 0 and q i = 0}.
First of all, we consider the locus Z. The intersection Z ∩ C 0 is empty, whereas A 0 := Z ∩ A 0 is isomorphic to 14 copies of A 6 via the map 1 :
with λ ∈ C * . For the intersection B 0 := Z ∩ B 0 , we can consider A 1 := B 0 ∩ A 1 which is isomorphic to 14 copies of A 5 via the map 0 : 1 : : ±λ
with λ ∈ C * . The intersection B 0 ∩ C 1 is empty and next we can consider B 1 := B 0 ∩ B 1 . Iterating this process we get
for i ≥ 0;
for i ∈ {0, . . . , 6}.
We consider now U = (P 6 × P 6 ) \Z. Then U 0 := U ∩ A 0 is isomorphic to A 12 minus 14 copies of A 6 via the map 1 :
, 1 :
Iterating the process as above, we get
So we can see U as a disjoint union of varieties of type A k \L, where L is a finite union of linearly embedded affine spaces. By Lemma 3.5(2), U has the strong property and so does Z. Since X Z = π −1 (Z) is a fibration over Z, whose fiber are product of projective spaces P 8 × P 8 × P 8 × P 8 , then, by means of Lemma 3.5(3), X Z has the strong property too. With the same argument, X U = π −1 (U) has the strong property since it is a fibration over U with fiber P 7 × P 7 × P 7 × P 7 . Then, by Lemma 3.5(1) we conclude that X has the strong property, and in particular it has trivial Chow groups.
We are finally ready to prove equation (3.1). 
Proof of Theorem 4.6
In order to prove our main result, we show that, when dealing with homologically trivial 0-cycles on a Todorov surface, we can actually move the problem onto the associated K3 surface and gain some more informations.
Remark 4.1. We notice that M = S/σ is a singular variety with quotient singularities. In general, Chow groups of singular varieties do not admit intersection product or a ring structure. But in our case we have that A * (M ) Q inherits the intersection product and ring structure from A * (S) Q since it is a subring of it, indeed we have the following isomorphism (see [Ful98, Example 8.3 .12]):
Theorem 4.2. Let S be a Todorov surface with fundamental invariants (α, k) = (2, 12). Let M be the associated singular K3 surface to S. Then there is an isomorphism
We want to find a correspondence in A 2 (S × B S) that is homologically trivial when restricted to each fiber . Let ∆ S ∈ A 2 (S × B S) denote the relative diagonal. We consider the following relative correspondence
where Γ f ⊂ S × M is the correspondence given by the graph of f : S = V/G → M, and t Γ f is the transpose correspondence. We denote the restriction to the fiber as Γ b := Γ| S b ×S b . Looking at the action induced by Γ b on cohomology we get
We claim that the action of Γ b is zero on H 2,0 (S b ). By [IM79, Lemma 1] this is true if and
, we get that σ acts as the identity on H 2,0 (S b ) and so our claim is proved. Now we consider the Künneth decomposition of the diagonal of S b :
is the i-th Künneth component. The first and third components are zero due to the fact that q(S b ) = h 1,0 (S b ) = 0. Since the Künneth conjecture C(X) is known to be true for surfaces ([MNP13, ch. 3.1.1]), we know that the Künneth components are algebraic, i.e. they come from algebraic cycles π
We recall that the action of π i for any i. Indeed, let us consider the class of an ample divisor h ∈ A 1 (P 6 ) and its self-intersection h 2 = h · h ∈ A 2 (P 6 ). Next we consider h 2 × B ∈ A 2 (P 6 × B) and its restriction to V ⊂ B × P 6 , i.e. h := (h 2 × B)| V ∈ A 2 (V). Looking at the fiber, we have that for
where pr 1 , pr 2 are the projections in the fiber product
pr 2 pr 1
When we restrict to each fiber and we pass to cohomology, by the Künneth decomposition, we have
where p ∈ V b is a point. So we can define the relative Künneth component of the diagonal π
The we can use the push-forward of V q → S = V/G to get the relative Künneth component of S:
We consider now the composition of correspondences
By definition of π b 2 , when we look at the action in cohomology we have that Ψ b acts only on H 2 (S b , Q). Moreover, since we proved that the action of Γ b is zero on H 2,0 (S b ), we see that
. By the previous remark, we can consider also the relative correspondence 
Finally we can define the correspondence
Then Ψ ′ has the desired property of being homologically trivial when restricted to any fiber, i.e. for any
Now we want to apply the Leray spectral sequence argument as in [Lat18a, proof of Theorem 3.1], in order to do this we recall some useful results due to Voisin [Voi13, Lemma 2.11,2.12]. 
where β 1 ∈ H 4 (P 6 × S, Q) and β 2 ∈ H 4 (S × P 6 , Q). Moreover, since P 6 has trivial Chow groups and [Ψ ′ ] is algebraic, we can choose β 1 , β 2 to be the classes of the restriction of algebraic cycles on B × P 6 × P 6 .
So, by means of Lemma 4.4, we have
We notice that [Ψ ′′ ] is algebraic because it's the difference between algebraic cycles, so Ψ ′′ ∈ A 2 hom (S × B S) Q = 0, where the last equality holds by Proposition 3.7. Then we have that
When we restrict to each fiber and we look at the action on cycles, we get ∀b ∈ B:
where last equality holds since π b 2 acts as the identity on A 2 hom (S b ) Q . We recall that γ b is supported on a divisor, hence it does not act on 0-cycles and α 1 + α 2 ∈ A 2 (B × P 6 × P 6 ), so on the right the only term that acts on 0-cycles is (f b )
where
Indeed, we have the following situation
where E is the exceptional locus in M whose image is the singular locus E in M . Then, by [Kim92] , we get the following exact sequence
We have that A 2 (S) Q = 0, since we have only quotient singularities, so E is just some points, and A 2 (E) Q = 0 too, since E is a bunch of curves. So our claim is proved. As a corollary we get then Theorem 4.6, i.e. that Conjecture 1 is true for the family of Todorov surfaces of type (2, 12) we describe. The proof follows the one given in [Lat18a, Corollary 3.2].
Proof. First of all we notice that it is enough to prove the theorem with rational coefficients. Indeed, by Rojtman's Theorem ( [Roj80] ) there is no torsion in A Let M be the associated K3 surface to S, i.e. the minimal resolution of S/σ. We have a commutative diagram:
By Theorem 4.2, the left vertical arrow is an isomorphism. We recall that by Rito's result (Theorem 1.4) the K3 surface can be described as the blow-up of a double cover of P 2 ramified along the union of two cubics. By [Voi96, Theorem 3.4], Conjecture 1 is then true for M, i.e.
hom (M). Hence the conjecture holds for S too.
Further consequences
Here we present the motivic version of Theorem 4.6 with some interesting corollaries. The central result is that a Todorov surface of type (2, 12) has the transcendental part of the motive isomorphic to the associated K3 surface's one (in the sense of [KMP07] ).
First of all we briefly recall the definition of the Chow-Künneth decomposition, which always exists for a smooth projective surface (see [Mur90] , [KMP07, Proposition 2.1]).
Definition 5.1. Let S be a smooth projective surface and let h(S) ∈ M rat denote the Chow motive 1 of S. Then there exists a Chow-
where h i (S) = (S, π i , 0), π i ∈ A 2 (S × S) are orthogonal projectors, i.e. π i • π i = π i and π i • π j = 0 for i = j, and they are the Künneth components of the diagonal ∆ S , i.e.
In particular, this decomposition is self-dual in the sense that π i = π In order to study the groups of 0-cycles A 0 (S), Bloch's conjecture suggests that the interesting part of this decomposition is h 2 (S) = (S, π 2 , 0) where π 2 = ∆ S − π 0 − π 1 − π 3 − π 4 . To study this summand we use a further decomposition due to Kahn-Murre-Pedrini [KMP07, Proposition 2.3].
Proposition 5.2 (Kahn-Murre-Pedrini). Let S be a smooth projective surface with a Chow-Künneth decomposition as in Definition5.1. There there is a unique splitting in orthogonal projectors
This gives an induced decomposition on the motive 
as in Definition 5.1. Then
are the morphisms in the category M rat .
We are finally ready to prove that a Todorov surface of type (2, 12) has the transcendental part of the motive isomorphic to the associated K3 surface's one. The proof is directly inspired by Laterveer's work [Lat18a].
Theorem 5.4. Let S be a Todorov surface of type (2, 12) and let M be the K3 surface associated to S, i.e. the minimal resolution of S/σ. Then there is an isomorphism of Chow motives
Proof. By the description we did of the family of Todorov surface in Section 2.1, we recall that fiberwise we have the following situation:
By Theorem 2.13 we have that S is birational to S b for some b ∈ B and M is birational to M b . Let us consider now the Chow-Künneth decomposition {π transcendental part of the motives t 2 (M) ∼ = t 2 (M ′ ). Then, by Theorem 5.4, we get an isomorphism of motives t 2 (S) ∼ = t 2 (S ′ ) and we conclude that h(S) ∼ = h(S ′ ) in M rat .
Corollary 5.10. Let S be a Todorov surface of type (2, 12). Assume that P is a K3 surface such that there is a Hodge isometry H 2 tr (S) ∼ = H 2 tr (P ). Then, there is an isomorphism of Chow motives t 2 (S) ∼ = t 2 (P ) in M rat .
Proof. Let M be the K3 surface associated to S, then by Theorem 5.4 we have an isomorphism H 2 tr (S) ∼ = H 2 tr (M). As we noticed in the proof of Corollary 5.9, this isomorphism is is compatible with Hodge structure and cup product and so there is also a Hodge isometry H Proof. By [KMP07, Lemma 7.6.6] the motives h 0 (S), h 4 (S), h alg 2 (S) are finite-dimensional, hence all the summands of the Chow motive h(S) are finite-dimensional except perhaps t 2 (S). Since a direct sum of finite-dimensional motives is finite-dimensional, it is enough to prove that t 2 (S) is finite-dimensional. Let M be the K3 surface associated to S. By Theorem 5.4 we have t 2 (S) ∼ = t 2 (M) and so it suffices to show that t 2 (M) is finite-dimensional. We recall that the Picard number of S, ρ(S), is the rank of the NeronSeveri group NS(S) Q and dim H 
