Optical methods such as laser scanning confocal microscopy require the material or the liquid to be transparent to the light used.
The technique of fluid dynamic gauging (FDG) was developed by Tuladhar et al. [1] to allow the thickness of such layers to be measured in situ, in real time and relatively cheaply. Liquid is withdrawn or ejected, slowly, from a convergent nozzle located near the surface of the layer. The pressure drop and mass flow rate through the nozzle are measured, and together give an indication of how close the nozzle is to the layer surface. The nozzle location relative to the substrate is measured separately and the difference between the two distances gives the thickness of the layer. FDG does not require knowledge of physical and chemical properties of the solution and the layer (they can be opaque) except of the presence of a locally stiff surface. The forces exerted by the FDG flow can be estimated with confidence from computational fluid dynamics simulations (Chew et al. [2, 3] ; Wang and Wilson [4] ). The technique has been used to study the growth (fouling) and removal (cleaning) of a range of layer materials, and a scanning version of the device allowed different regions of a layer or substrate to be investigated (Gordon et al. [5] ). A comprehensive description of the application spectrum is given in Augustin et al. [6] .
In the early versions, the pressure drop across the nozzle was fixed and the flow rate measured. This required the use of significant volumes of liquid in an unsealed configuration. Given that many soft solid layers of interest would ideally be studied in a contained environment, e.g. for microbiological containment, and/or the inventory of liquid kept small, the technique of zero net discharge FDG (ZFDG) was developed. In this mode, the flow rate is set by a syringe pump and the pressure drop [7] and a system for studying layers on flat substrates was presented by Wang and Wilson [4] . Lemos et al. [8] bespoke ZFDG device to measure the thickness of Pseudomonas fluorescens biofilms on cylinders with a ZFDG unit.
The above ZFDG systems did not offer completely aseptic operation (small air channels were required to allow pressure equalisation). This paper describes the development of an aseptic ZFDG device which requires a modest volume of liquid (approximately two litres): the ability to use different liquids is demonstrated by calibration testing with liquids with a range of viscosities. The device features scanning capability and this is demonstrated in a short study of the effect of surface roughness on measurement. The latter studies also allowed the influence of surface roughness to be quantified, as layers of soft solids are sometimes uneven.
ZFDG Apparatus
ZFDG measurements are based around a convergent nozzle with throat diameter d t , through which liquid is withdrawn or ejected at a controlled rate by means of a syringe pump. The nozzle geometry and dimensions for this device are shown in Figure 1 : its hydrodynamics in ejection and suction mode were studied experimentally and the results compared with computational fluid dynamics (CFD) simulations by Wang and Wilson [4] .
The aseptic ZFDG test rig is similar to that used by Wang and Wilson [4] but features a smaller, (cylindrical) liquid reservoir, an x-y stage which allows the substrate and layer being tested to be translated for scanning, and a method for isolating the contents from the surroundings. Figure 2 is a schematic of the apparatus while Figure 3 shows photographs of the system and key components. The reservoir (height 150 mm, diameter 130 mm, operating volume in these tests = 2 L) was constructed from Perspex™ so that the layer could be monitored visually during testing.
Isolation is achieved by means of an aluminium foil (or flexible polypropylene film) which is secured to the top edge of the reservoir and to a ring on the nozzle mounting. The nozzle passes through a septum on the ring, providing a gas-tight seal. The airspace within the tent can be exchanged or purged as necessary. The flexibility of the film allows it to change shape as the liquid level changes when the gauging fluid is withdrawn or added to the reservoir via the nozzle, and adjusts with any transverse motion.
Liquid is fed or withdrawn by a computer controlled syringe pump (Hamilton Glass, d i =32.6 mm ® syringe; Harvard Apparatus PHD Ultra TM Series pump). The accuracy of the flow rate, ݉ ሶ , was 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w   4 measured as 1% of the set value. The nozzle (dimensions in Figure 1 ) was constructed from 304 stainless steel and is installed at the end of a long (310 mm) stainless steel tube. The nozzle is detachable so that different throat diameters and nozzle shapes can be employed as required. The nozzle vertical position is controlled by a stepper motor (Zaber Technologies, T-LSR075B, CE).
Displacement in the horizontal plane in these tests was achieved by moving the reservoir and test stage using a manual x-y stage (travel 95 mm ×75 mm, ± 0.01 mm; KAMI, Germany): an automated stage would allow scanning as reported by Gordon et al. [5] . The nozzle vertical position (distance to the uncoated surface, labelled h 0 on Figure 1 ) is determined using feeler gauges with known thickness (e.g. 0.1 mm). Calibration tests are usually started with h 0 = 1.0 mm.
The pressure drop across the nozzle, ∆P, was measured by a pressure transducer (SensorTechnics HMAP001BU7H5) with an operating limit of approximately 7 kPa. Data collection and processing was performed with a LabVIEW ® (National Instruments TM ) application, which also controlled the nozzle location and syringe pump motion. The LabVIEW code included a pressure difference cut-out to avoid damage to the pressure transducer.
Material and Methods

Calibration
The flow rate-pressure drop relationship is quantified in terms of the discharge coefficient, C d , which is the ratio of the actual to the ideal flow rates, viz.
where ρ is the liquid density. The hydrodynamics of the flow through the nozzle are quantified in terms of the throat Reynolds number, defined
where µ is the liquid viscosity. For a given value of Re t , C d is very sensitive to the clearance between the nozzle and the surface, labelled h (with layer present) or h 0 , for h 0 /d t < 0.3. In dimensionless terms,
For a given flow rate (and thus Re t ), measurement of ∆P allows C d to be evaluated and the distance of the nozzle from the test surface (uncoated substrate or layer) calculated. Tuladhar et al. [1] fixed ∆P and measured ݉ሶ : in ZFDG testing the reverse is done. 
Test liquids
Calibration tests were performed with a range of Newtonian liquids: deionised water, paraffin oil, and solutions of glycerol and sucrose in deionised water. The physical properties of the gauging liquids are presented in Table 1 . Tests were performed at 16.5 ºC and atmospheric pressure. Flow rates of 5-50 ml/min were used, giving Re t values ranging from 0.36 -943. Only one flow rate, of 20 ml/min, was used with 18 wt% glycerol and paraffin oil, the high viscosity of the latter giving Re t = 0.36.
Test surfaces
The stainless steel disc was relatively smooth. Its arithmetic mean height of roughness, R a (see Figure   4 (c)) of 0.2 µm was considerably smaller than the smallest clearance used in ZFDG measurements (approximately 100 µm). The effect of surface roughness was investigated by gluing strips of sand paper (3M) of different grit sizes to a plate (see Figure 4 (a)) and generating calibration plots for each surface type in a series of tests. The roughness data reported by Mell [9] for similar materials are listed in Table 2 . Deionised water was used as the gauging liquid and the nozzle was moved across the disc to make a series of measurements as shown in Figure 4 (a).
On the smooth surface the nozzle location was zeroed by using feeler gauges of known thickness. The thickness of sandpaper, δ s , was measured by a digital micrometer (Mitutoyo, Japan) with a stub diameter of 10 mm, giving thickness ranging from 0.27 mm (P240) to 0.50 mm (P120). The initial estimate of the clearance, h, when performing calibration tests with sandpaper was calculated using 
where R p is the average height between the peak and mean planes (see Table 2 ). Calibration plots
show sets of C d vs h true /d t .
Results and Discussion
Reproducibility
Reproducibility tests were performed using deionised water at a flow rate of 20 ml/min and 16.5 ºC The main uncertainties in measurements arose from the accuracy of zeroing the nozzle-substrate
clearance, estimated at ± 5 μm, since ∆P was very sensitive to lower values of h. This was minimised by using different feeler gauges to crosscheck the initial clearance. The accuracy of the mass flow measurements was good (around 1 %). The pressure transducer uncertainty was reduced by increasing the signal to noise ratio using Fast Fourier Transform (FFT) analysis. Figure 6 shows calibration plots for the different liquids in Table 1 for (a) ejection and (b) suction, respectively, at a flowrate of 20 ml/min. Suction mode gives lower C d values than ejection, which is due to a higher pressure drop through the nozzle at these Reynolds numbers associated with the presence of a recirculation zone downstream of the nozzle throat (see Chew et al. [2] ). The error bar for each datum is dominated by the uncertainty in the pressure measurement and these are smallest at low clearance: there is thus higher reliability in the pseudo linear region (see insets). Also shown on the plot are the results from CFD simulations for deionised water in both ejection and suction modes.
Different gauging liquids
The predictions again give good agreement, within experimental uncertainty.
The results for solutions with low viscosity, namely water and the sucrose solutions, exhibit a common trend of a pseudo-linear region (0.1 < h 0 /d t < 0.24) followed by an approach to an asymptote [3] . For ZFDG testing, the overall ∆P increases slowly as the nozzle approaches the substrate and the usefully linear region is hard to achieve with viscous gauging liquids.
This result, combined with the potential for disruption of the layer caused by the high shear stress imposed by the flow on the surface, means that highly viscous liquids are less well suited for ZFDG applications.
Effect of gauging flow rate
The effect of gauging flow rate (and Re t ) on C d was investigated for the less viscous liquids. The influence of flow rate has been studied previously for 'mass flow' FDG, where the pressure drop (hydrostatic head) is controlled and the flow rate measured, by Tuladhar et al. [1] and Chew et al. [2, 3] ). The objective of this work was to establish whether similar effects are seen in 'pressure mode' measurements, where the flow rate is controlled. The results in Figure 7 show similar trends to those There is thus good agreement between the two modes of FDG measurement. ZFDG offers robust and reliable operation while offering the capacity to use small liquid inventory and potentially hazardous substances.
Effect of surface roughness
The smooth and sandpaper surfaces were studied using deionised water at 16.5 ºC as the gauging liquid with flow rates ranging from 10 -40 ml/min, corresponding to Re t = 189 -754. Surface roughness had no effect at large clearance values. Examples of results are presented for h/d t = 0.10 (of interest for gauging measurements) for both ejection and suction modes in Figure 9 .
For both smooth and rough surfaces, C d increases as flowrate and clearance increases, which agrees with Equation (6). For a given combination of Re t and h/d t , C d is larger for a rougher surface. This is due to the systematic effect of roughness elements on the estimated clearance, presented in Figure   4 (c). For rougher surfaces, such as P120, the peak to trough region is available for liquid flow so the true thickness of the flow region is larger than the set value (equation (5)): h 0 /d t is therefore larger than h/d t , and C d is consequently greater.
The values for P150 and P180 lie within the measurement uncertainty. The difference in roughness of two surfaces is ~ 0.5 µm, which is lower than the resolution (~ 5 µm) of the gauging technique. Figure 9 indicates that roughness elements of the size and nature found on sandpapers introduce significant uncertainty in the ZFDG measurements. One method for correcting for the known that the correction protocol needs refinement. The peak height calculation gives an approximate account for the difference in flow area: the increase in surface area of the substrate, which will increase ∆P and reduce C d , has not been included. In the absence of a more reliable correction protocol, careful calibration using surfaces of similar roughness would be needed in order to make measurements of such layers.
Conclusions
The technique of fluid dynamic gauging was extended for the use with zero net liquid discharge and potentially under aseptic conditions. A new measuring device was designed and manufactured. Proof-
of-concept results have been obtained for a series of Newtonian liquids, ranging in viscosity from
water to paraffin oil. The discharge coefficient is usefully sensitive to the nozzle-substrate clearance in the range 0.05 < h 0 /d t < 0.25 for all but the most viscous liquid, for which the sensitivity is poorer.
These results showed good agreement with computational fluid dynamics simulations and, within the range of testing, the correlation presented by Tuladhar et al. [1] .
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