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第 1 章 序論 
 
1.1 はじめに 
	  
近年，Virtual Reality（VR）/ Augmented Reality（AR）/Mixed Reality（MR）などの
XR コンテンツの普及が急速に進み，それに伴って高品質な 360 度映像配信の需要も高まっ
ている．2022 年までにそれらの市場規模は 2019 年のおよそ 3 倍に達すると予想されてお
り，その先も更に拡大していくと考えられている[1]．また，2016 年は VR 元年と呼ばれ，
HTC Vive[2]や Oculus Rift[3]，PlayStation VR[4]など様々なヘッドマウントディスプレイ
（HMD）の開発が進み，一般消費者向けにも比較的安価で提供されているため，研究用途
のみならずコンシューマ用途にも普及し始めている．さらに，2020 年の東京オリンピック
に向けて，360 度映像によるリアルタイム配信も検討されており，今後は 360 度映像の放
送も普及していくことが予想される． 
	 一方で 360 度コンテンツは，4K/8K といった映像の高解像度化の流れに加え，広い視
野角に対応することも求められているため，コンテンツの大容量化が懸念されている[5]．
これらの背景を踏まえて，360 度コンテンツ（VR コンテンツ）の配信では，高品質かつ低
通信量といった，より効率的な適応レート制御手法が求められている． 
 
1.2 研究目的 
	  
本研究では，360 度映像の効率的な配信を目標として検討する．360 度映像を視聴して
いる際，視聴ユーザは常には全方向を見ておらず，特定の領域しか見ていない．そのため
視野領域と視野外領域が存在するが，すべての領域を高品質で送信すると通信量が多くな
ってしまう．そこで視野領域を高品質に保ちつつ，視野外領域のデータ量を削減すること
で，高品質かつ低通信量な配信を実現することを目標とする． 
そのため本研究では，その手段の 1 つとして視野予測を行い，視野領域に応じて適応レ
ート制御を行うことを目的とする．将来の視野が予測できれば，前もって視野外領域の処
理の効率化につながると考えられる．はじめに，360 度映像視聴時の視野移動データを
Support Vector Machine などの機械学習で分析して視野移動予測を行い，その予測精度評
価を行う．続いて，視野移動予測結果を用いた 360 度映像配信のシミュレーションを行
い，複数の適応テート制御手法においての性能評価および比較を行う． 
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1.3 本論文の構成 
 
第 1 章では，本研究の背景および目的について述べた． 
第 2 章では，本研究に関連する技術および従来研究について述べる． 
第 3 章では，本研究を行うために収集した 360 度映像視聴データセットについて述べる． 
第 4 章では，収集した 360 度映像視聴データセットを用いた，360 度映像視聴時の視野予
測精度評価について述べる． 
第 5 章では，視野予測を利用した配信シミュレーションにおける，適応レート制御手法の
性能評価について述べる． 
第 6 章では，本論文の総括として，まとめと今後の展望を述べる． 
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第 2 章 関連技術 
 
本章では，本研究で提案する 360 度映像視聴時の視野予測のための機械学習手法，また
360 度映像配信シミュレーションに関連する基本的な技術として，360 度コンテンツ投影
手法，映像配信技術について説明する．また，先行の関連研究についても述べる． 
 
2.1 360 度コンテンツ関連技術 
	  
	 360 度コンテンツの生成や再生方法，マッピング形式には様々な技術がある．ここで
は，そのうちのいくつかの技術を紹介する． 
 
2.1.1 360 度映像の形式 
 
	 360 度映像にはいくつかの表示・再生形式[15]がある．360 度映像はもともと一意のポ
イントからあらゆる方向に撮影しているため，本質的には球面映像の形式となっている．
ヘッドマウントディスプレイ（HMD）などで実際に 360 度映像を視聴する際は，クライ
アント側のプレイヤーの処理によって，ユーザの視点が球体の中心となり，その中心から
球面を見るように表示される．しかしサーバなどに格納されている形式は通常の 2 次元映
像である必要があるため，そのような 2 次元映像をクライアント側（HMD）で球面映像
として再構築して表示している．球面映像と 2 次元映像との間の変換にはいくつかの形式
がある．図 2.1 にそのうちの主要な 4 種類の形式を示す．左から正距円筒図法
（Equirectangular），キューブマップ（Cube Map），ピラミッド型（Pyramid），十二面
体型（Dodecahedron）である．この中でもスタンダードとなっている形式は正距円筒図
法であり，元々球面動画である 360 度映像を 2 次元映像と同じように長方形の形式の動画
として表示することができる．球面が等角パノラマに投影されることになるので，一部の
ピクセルはオーバーサンプリングされる．このオーバーサンプリングによって，従来の圧
縮符号化の性能は低下する恐れがある．逆にピラミッド型で変換すると，アンダーサンプ
リングが発生する．また，キューブマップ型は Facebook で用いられている形式であり，
特徴としては，特にユーザの頭部の動きに敏感に対応できるということが挙げられる．球
形のビデオをさまざまな幾何学的レイアウトに投影することに関する研究は，信号処理機
能の効率的な実装と圧縮符号化の改善に焦点を当てている． 
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図 2.1 360 度映像の形式一覧 [15] 
 
2.1.2 ヘッドマウントディスプレイ（HMD） 
 
現在，360 度コンテンツを視聴するためのクライアントには様々なものがあり，最近で
はスマートフォンやパソコン上で見ることのできるサービスも増えている．また，
YouTube [22]などの主要な動画共有サービスにおいても，VR 映像への対応が急速に普及
している． 
その中でも代表的な再生クライアントとして，ヘッドマウントディスプレイ（HMD）
がある．ヘッドマウントディスプレイは頭部に身につけて使用するディスプレイのことで
あり，ヘルメット型のものやメガネ型のもの，ゴーグル型のものなどがある．製品によっ
ては，完全に目を覆って外部を見えないようにする非通過型や，外部を少し見られるよう
にした透過型もある．様々なヘッドマウントディスプレイがあるが，図 2.2 に代表的なも
のをいくつか示す． 
          
           （a） HTC Vive Pro                    （b） Oculus Rift 
図 2.2 代表的なヘッドマウントディスプレイ [10] 
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仕組みとしては，左右の映像を立体的に変更することにより，立体感を感じられる映像
となるように表示させている．各種センサーを用いて，頭部だけでなく身体の動きを検知
し，表示に反映させるものもある． 仮想現実（VR）を実現するものとして注目され，
HTC Vive ・Oculus Rift・PlayStation VR などといった製品は比較的に安価で提供され
ており，企業向けだけではなく，個人消費者向けにも普及し始めている．また近年はゲー
ムや CG 映像だけでなく，Google ストリートビューなどをはじめとした現実の 360 度画
像・映像も注目を集めている．他にもサムスン社の Gear VR や Google の Cardboard な
どのヘッドマウントディスプレイもあり，Cardboard ではスマートフォンを入れ物に入れ
ることでヘッドマウントディスプレイとして利用できるため，非常に安価な価格で簡単な
VR 体験をすることができる． 
 
2.1.3 360 度映像の幾何学的マッピング 
 
	 360 度映像は，本質的には球面映像であるが，実際にサーバで保管する際は，通常の動
画と同じようにとして保存されている．その映像を HMD といったクライアントで表示す
る際，幾何学変換を行っている．このような，球面から平面へ（あるいは逆）の幾何学変
換の一つとして，図 2.3 のような正矩円筒図法（Equirectangular）における変換があ
る． 
 
図 2.3 球面から平面への変換の流れ [14] 
 
	 図 2.3 に示されている球面上の黒点 P （x, y, z）は，右の図の平面上の黒点 P” （x”, 
y”）にマッピングされる．その際の変換式は（1）式，（2）式のように計算される． 
𝑥"" = 0.5𝑊 + )* tan./ （ 0123 012 4）56780350123 7804 cos 𝜃       （1） 
𝑦"" = 0.5𝐻 + )* tan./ （ 0123 012 4）56780350123 7804 sin 𝜃        （2） 
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ここで，W は平面座標にしたときの幅，H は高さである．また，f は焦点距離，𝜑と𝜃は図
2.3 の球面で示されている角度である．  
 
2.2 映像配信技術 
	  
映像配信技術は，映像を再生する際に映像データのうちの一部をダウンロードした時点
で再生を開始し，再生を継続しながら残りのデータもダウンロードする技術である．従来
の技術では，映像のダウンロードがすべて完了した後に再生を開始する方式であったた
め，スタートアップ遅延が長くなりやすく，視聴者が不満を感じることも多かった．
MPEG-DASH [6]を代表としたストリーミング技術によって，これらの問題を解消するこ
とができる． 
 
2.2.1 MPEG-DASH 
	   
	 MPEG-DASH（MPEG-Dynamic Adaptive Streaming over HTTP）[6]は国際標準化機
関 ISO/IEC が定義した HTTP Streaming を行うための規格であり，HTTP Streaming に
よる適応レート制御を可能とした汎用的な映像配信技術となっている．適応レート制御と
は，ネットワークの通信環境に応じて，映像コンテンツのビットレートを切り替えること
で，最適な品質の映像配信を実現する技術である．現在はスマートフォンなどのモバイル
端末やタブレット端末，ブラウザといった多様な環境に対応しており，各ユーザの通信環
境に応じて，最適なレプリゼンテーションを取得する仕組みとなっている． 
	 他に HTTP を用いた動画配信プロトコルとして，APPLE 社の HLS（HTTP Live 
Streaming）や Adobe 社の HDS（HTTP Dynamic Streaming），Microsoft 社の開発した
SS （Smooth Streaming）などの技術があるが，これらのプロトコルの欠点として，互換
性がないという問題がある．そこで互換性の問題を解決させるために MPEG-DASH が発
案され，動画配信プロトコルの国際標準規格となった．MPEG-DASH は基本的にはデバ
イスやベンダーによらずストリーミング可能なプロトコルという特徴を持つ． 
	 MPEG-DASH の構造を図 2.4 に示す．機能的な特徴としては，映像の再生中断を防ぐ
ことや，通信帯域などの再生環境に応じて動的にビットレートの品質などを切り替えるこ
と，コーデックに依存しない上に通常の HTTP サーバで実現できることなどが挙げられ
る． 
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図 2.4 MPEG-DASH の構造 [6] 
 
	 MPEG-DASH はサーバとクライアントから構成されており，サーバ側（動画サーバ）で
は映像コンテンツが圧縮レートごとの複数のレプリゼンテーションとして用意されている．
各レプリゼンテーションは，セグメントと呼ばれるメディアの最小単位で構成される．ネッ
トワークの通信状況に応じて，最適なセグメントがダウンロードされ，再生される仕組みと
なっており，そのルールを記述したものが MPD（Media Presentation Description）と呼
ばれるものである．生成されたレプリゼンテーションやセグメントの情報が MPD と呼ば
れるメタファイルに XML 形式の階層構造で定義されている．図 2.5 は MPD ファイルに記
載される階層情報を示している．MPD ファイルには，セグメントの URL やレプリゼンテ
ーションのビットレートといった情報が格納される．クライアント側では，セッション開始
時に MPD ファイルを入手し，このファイル情報を参照しながら通信状況に応じた適切な
レプリゼンテーションを選択する． 
 
 
図 2.5 MPD ファイルの構造 [6] 
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2.2.2 dash.js 
	  
dash.js [7][8]は，主に JavaScript を用いて記述されている MPEG-DASH の実装コード
例の 1 つである．特徴としては，クライアント側の端末が特別なソフトウエアを用意して
いなくても，HTML5 をサポートしていれば，MPEG-DASH コンテンツの再生を行える
ことである．HTML5 によって提供される API を利用すれば， Web ブラウザなどで
DASH コンテンツを再生することができる．図 2.6 に dash.js 用いたコンテンツ再生の例
を示す． 
 
 
図 2.6 dash.js の再生例[8] 
 
2.3 機械学習 
	  
	 本節では，本研究の視野移動予測において使用している機械学習[33][34]について説明
を行う． 
	 機械学習とは，人工知能（AI）に関する学術分野の 1 つであり，コンピュータにデータ
を与えて学習させることで，その中から規則性や特徴を見つけ出す方法である．主に，分
類問題や予測問題を解くときに用いられることが多い．学習処理をくり返すことで，学習
後に入力された未だ学習していないデータに対しても，分類・予測を行うことができるよ
うになる． 
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	 近年はそのような技術の中でも，Deep Learning と呼ばれる深層学習の研究や開発が盛
んに行われており，人間が行う判断以上に高精度な予測を行うことが可能となっている分
野もある． 
	 機械学習をアプローチ方法によって大まかに分けると，正解ラベルを持つ教師あり学
習，正解ラベルを持たない教師なし学習，報酬値を最大化しようとする強化学習などが代
表的なものとして挙げられる． 
	 教師あり学習は，人間があらかじめデータに対して正解ラベルを与え，その正解/不正解
に基づいて機械が入出力関係の学習を行い，データに対する予測や分類を行うモデルを構
築する．大量のデータでモデルを訓練させることで精度を高めることが可能だが，人間が
教えていないラベルに対して回答することができないという欠点がある． 
	 一方，教師なし学習は，正解ラベルを与えられないため，アルゴリズムの目的は，デー
タ中の重要な構造を見つけ出すことである．類似度や規則性に基づいて分類を行うことが
特徴であり，レコメンドシステムなどに用いられることが多い．教師なし学習のアルゴリ
ズムとしては，クラスタリングやアソシエーション分析といったものが代表的である． 
	 強化学習は，エージェントが環境の中でどのような「行動」を取るべきかを，何らかの
報酬を与え，報酬の合計値である価値を最大化するようにする方法である．ある状態から
エージェントの行動への写像を行う方針を求めるのが「強化学習」アルゴリズムである．
教師あり学習とは異なり，出力データに対する正解ラベルは与えられないので，最適解で
ない行動が訂正されることもない．  
 
	 続いて，教師あり学習および教師なし学習の代表的なアルゴリズムについて示す． 
 
2.3.1 Support Vector Machine (SVM) 
 
 	 Support Vector Machine（以下，SVM と略す）は，パターン識別用の教師あり機械学
習方法の一つである．「マージン最大化」というアルゴリズム等で汎用性も高く，現在知
られている方法としては，最も優秀な学習器の 1 つとして知られている．図 2.7 に SVM
による分類のイメージ図を示す．点の集合に対して境界となるような線を引くことで識別
するアルゴリズムである．正しい分類基準を見つけるために，「マージン最大化」を用い
ており，これによりわずかにデータが変わった場合の誤判定などを防ぐことができる．ハ
ードマージンを用いる場合とソフトマージンを用いる場合があり，ノイズが少ない場合は
ハードマージンを，多い場合はソフトマージンがよく利用される．2 クラス分類が有名だ
が，工夫を加えることで多クラス分類にも適用することができる． 
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図 2.7 SVM による分類のイメージ図 [9] 
 
2.3.2 k-nearest neighbor algorithm (k-NN) 
 
k-nearest neighbor algorithm（以下，k-NN と略す）は，隣接した類似データを k 個
集め，それらの多数決から目的とする値を求めるという手法である．回帰問題で扱う場合
は，隣接する k 個のデータのそれぞれの値の平均値や中央値，もしくは重み付けした集計
値を予測結果に用いている．パターン認識で扱う場合は，空間における最も近い訓練デー
タに基づいた分類を行う．最も高精度な結果を得るパラメータ k は問題によって異なるた
め，調整が必要となる．  
 
2.3.3 Random Forest (RF) 
	  
Random Forest（以下，RF と略す）は，複数の決定木を使用する手法であり，学習デ
ータからランダムにデータを取り出す．決定木は，ツリー状の構造を用いて分類問題や回
帰問題を解く手法の 1 つである．決定木の数の指定が必要であるが，少ないデータ数でも
効率の良い学習を⾏えるという特徴がある．また，決定木のデメリットである過学習を緩
和することができる． 
 
2.3.4 クラスタリング 
	  
	 クラスタリング[12][13]は，教師なし学習の代表的なアルゴリズムの 1 つであり，分類
対象のデータ群を入力されたデータ同士の類似具合に基づいて，正解ラベル（教師デー
タ）なしで自動的にグループ化するアルゴリズムである．データ分析手法として汎用的
で，データマイニングの分野でも広く使われており，クラスタ分析と同義である．分類し
た後のそれぞれの部分集合のことをクラスタと呼ぶ．クラスタリングには大きく分けて以
下で説明する「階層的クラスタリング」と「非階層的クラスタリング」がある．  
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（1）階層的クラスタリング 
	 階層的クラスタリングは，最も似ている組み合わせから順番にまとまり（クラスタ）に
する方法であり，途中の分類過程をツリー状に表すことができる．このツリー状の構造は
デンドログラム（樹形図）と呼ばれる図によって表示される．図 2.8 に階層的クラスタリ
ングのイメージ図を示す．図 2.8 中の右側の図は，各終端ノードが各対象を表し，併合さ
れてできたクラスタをノードで表した二分木が分かれていく様子である．ノードの横軸
は，併合されたときのクラスタ間の距離を表す． 
	 クラスタ間の距離の測定方法として，ウォード法・最短距離法・最長距離法・群平均法
などが挙げられる．本研究の第 4 章におけるクラスタリングにはウォード法を使用してい
て，この方法は，計算量が多くなってしまうが分類感度がかなり良いため，よく用いられ
ている． 
 
図 2.8 階層的クラスタリングのイメージ図 [13] 
 
（2）非階層的クラスタリング 
	 非階層的クラスタリングは，お互いに違った種類のデータが混合しているデータ群に対
して処理を行い，比較的近い性質をもったデータ同士をグループで括る手法である．階層
的なアプローチとは違い，ツリー状の構造を持たないため，あらかじめ人が分割するクラ
スタ数を決め，決めた数のクラスタにデータを分割する方法である．階層的クラスタリン
グと比べると，データ数の大きいビッグデータなどを解析する場合に用いられることが多
い．しかし，クラスタ数をあらかじめ人が決める必要があることがデメリットであり，分
類対象によっては最適なクラスタ数を決めるのが難しい．非階層クラスタ分析の代表的な
アルゴリズムの 1 つとして k-means 法などがある． 
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2.3.5 評価指標 
	  
機械学習に関連した評価指標について，4 章の予測精度評価の際に用いるものを中心に
説明する．  
はじめに，回帰問題の予測精度評価指標に用いられることの多いものを紹介する． 
 
・MSE （Mean Square Error） 
	 MSE は平均二乗誤差のことであり，実測値と予測値の絶対値の 2 乗を平均したもので
ある．値が大きいほど誤差の多いモデルと言える．P が実測値，Q が予測値，N がサンプ
ル数とした場合，MSE の計算式は以下となる． 
𝑀𝑆𝐸 = 1𝑁 （𝑃𝑖 − 𝑄𝑖）JKLM/  
 
・RMSE （Root Mean Square Error） 
	 二乗平均平方根誤差のことである．MSE で，二乗したことの影響を平方根で補正し
たものである．計算式は MSE から√をとったものとなる． 
 
・MAE （Mean Absolute Error） 
	 MAE は平均絶対誤差のことであり，実測値と予測値の絶対値を平均したものである．
値が大きいほど誤差の多いモデルと言える．MAE の計算式は以下となる． 
𝑀𝐴𝐸 = 1𝑁 |𝑃𝑖 − 𝑄𝑖|KLM/  
 
続いて，分類問題の予測精度評価指標に用いられることの多いものを紹介する．分類問
題には，正解率（Accuracy）や適合率（Precision），再現率（recall），特異率
(Specificity)，F 値（F-measure）などが用いられることが多い．本節では，正解率と適合
率に関して説明する．計算式に必要な用語およびその意味の説明を表 2 に示す．予測モデ
ルの 2 値分類結果（正解・不正解）を，表 2 に示した 4 つの用語に分ける．  
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表 2 予測モデル判定に関する用語 
用語 意味 
TP （True Positive） 正しいと予測され，実際にも正しい場合 
FP （False Positive） 正しいと予測されるが，実際には間違っている場合 
FN （False Negative） 間違いと予測されるが，実際には正しい場合 
TN （True Negative） 間違いと予測され，実際にも間違っている場合 
 
・正解率（Accuracy） 
	 正解率とは，全予測データに対しての正しいと予測されるデータの割合のことである．
正解率の計算式は以下となる．	Accuracy = 	 𝑇𝑃 + 𝑇𝑁𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁 
 
・適合率（Precision） 
	 適合率とは，正しいと予測したデータのうち，実際に正しいデータの割合であり，「精
度」と呼ばれることもある．適合率の計算式は以下となる． Precision = 	 𝑇𝑃𝑇𝑃 + 𝐹𝑃 
 
2.4 画質評価指標 
	  
	 品質の評価指標について述べる．本研究では，画質の評価指標として PSNR（Peak 
Signal to Noise Ratio）を用いている．PSNR は，最も広く使用されている客観画質評価
指標の一つであり，対象画像の画質と基準画像の画素値との平均二乗誤差（Mean Square 
Error , MSE）から算出される．PSNR は，圧縮符号化後の動画像が圧縮前の動画像と比
べてどの程度劣化したかを客観的に評価する指標の一つであり，式（2.1）によって表され
る． 𝑃𝑆𝑁𝑅 = 10 log/\（]^_5]`a ）             …… （2.1） 
ここで，MAX は元画像がとりうる最大画素値のことであり，通常の動画像であれば 255
になる． 
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 MSE = /ef |𝑋 𝑖, 𝑗 − 𝑌（𝑖, 𝑗）|Jf./kM\e./LM\     …… （2.2） 
 
式（3.2）中の m と n はそれぞれ縦横のピクセル数を表しており，X（i,j）と Y（i,j）はそ
れぞれ基準画像と圧縮符号化後の画像のピクセルの値を表している．PSNR の単位は dB
であり，値が大きいほど圧縮画像は元画像に近いということになり，高画質とされる．一
般に 35〜40[dB]以上あれば高画質と言われているが，あくまで客観指標であるため，主観
的な評価（人の知覚）とのずれが出てくることもある． 
 
2.5 ビューポートアダプティブな 360 度映像配信技術 
	   
	 近年，360 度映像配信に関する多くの研究が行われている[14-21]．360 度映像配信では
多くの研究において，ビューポートアダプティブストリーミングの考え方が利用されてい
る．ビューポート（Viewport）とは，日本語で「視野領域」や「表示領域」などと訳さ
れ，ビューポートアダプティブとは，視聴者が見ている一部の領域に応じて，ビットレー
トや解像度などを適応的に変化させる方法である． 
	 通常の 2 次元映像とは異なり，360 度映像は球面画像のシーケンスであるため，視聴者
は常には 360 度映像全体を見ておらず，視野領域のみを見る．そのため，すべての領域を
送信してしまうと，冗長なビデオトラフィックが生まれてしまう．このような冗長なビデ
オトラフィックを削減するために，360 度映像のビットレートを視聴者のビューポートに
応じて適応的に制御する取り組みが主流となっている．このアプローチは，関心領域
（ROI）符号化の技術に非常に似ている．さらに，360 度映像のビットレートをより柔軟
に制御するために，360 度映像のフレームを空間的にセグメント化（分割）し，セグメン
ト化されたフレームを「タイル」と定義して，タイルごとに配信方法へ工夫を加える研究
も多い．論文[17]では，360 度映像のフレームを 8×8 のタイルに分割し，正距円筒法を使
用してフレーム変換する．このような 360 度映像のタイルごとの階層構造は，MPEG-
DASH と高い互換性があるため，論文[15，16，19，20]では DASH の MPD ファイルを
拡張し，DASH プラットフォーム（dash.js）を利用した配信実験を行っている． 
 	 ビューポートを考慮した配信制御とビューポート予測を組み合わせて行われる研究もあ
る．論文[19]では，ビューポートの動きの予測に基づいた 360 度映像配信を提案してい
る．この論文では，主に線形回帰アプローチを採用して，将来のビューポートの動きを予
測している．さらに論文[21]では，CNN（Convolutional Neural Networks）を使用した
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360 度映像のビューポート移動予測およびその際の映像品質評価を行っており，より高い
予測精度を達成している． 
	 論文[15]では，適応レート制御方法として品質強調領域（QER）の概念を採用してい
る．論文[15]で提案されているシステムを図 2.9 に示す． 
 
図 2.9 Viewport-adaptive 360-degree video delivery system [15] 
 
	 QER は，映像の他の領域よりも高品質な領域として定義されており，各セグメントに
ついて，クライアント側ではビューポートとネットワークのスループットの両方に一致す
るレプリゼンテーションを要求する． 
 
	 また，ネットワークの条件に重点をおいた 360 度映像配信の研究もある．論文[16]で
は，ネットワークの状態だけでなく，プレイアウトバッファーの状態も考慮することで，
QoE ドリブンな最適化フレームワークを提案している．図 2.10 に論文[16]で提案されて
いるシステムを示す．サーバ側にはタイル化したセグメントを用意し，MPD により制御
する．一方でクライアント側（360ProbDASH Player）では再生を行うだけでなく，QoE
ドリブンオプティマイザを配置し，予測結果やバッファの状況から QoE を最適化するよ
うな仕組みも構築している． 
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図 2.10 Viewport-adaptive streaming system architecture [16] 
	  
	 さらに論文[18]では，スループット推定，将来のビューポート予測，品質目標，タイル
選択の 4 つの要素を総合的に考慮することにより，360 度映像のビットレートを制御す
る．この論文では，タスクを最適化問題として扱っており，多くの項目で提案手法が既存
手法を上回ることを示している． 
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第 3 章 360 度映像の視聴データセット収集実験 
本章では，360 度映像の視聴データセット収集実験に用いた映像コンテンツ，および収
集した 360 度映像の視聴履歴データセットについての説明を行う．主にイベントを用い
て，データ収集を行った． 
 
3.1 実験概要および実験環境 
	  
	 本視聴実験では，視聴者（被験者）にヘッドマウントディスプレイを実際に被ってもらい，
いくつかの 360 度映像の中から 1〜3 種類の視聴したいコンテンツを選択してもらった．ヘ
ッドマウントディスプレイと連動しているセンサーによって，視聴者の頭部の角度や位置
情報を測定・記録した．本実験の収集データは，主に早稲田大学主催のオープンキャンパス
および理工展（西早稲田キャンパス学祭）の VR 視聴体験の一環として，被験者の同意を得
た上で収集させていただいたデータとなっている． 
	 基本的に視聴者に対しては，映像の再生開始後には好きな方向を自由に向いてもらうよ
うに指示し，立った状態で 2m×2m ほどのエリアを確保してコンテンツを視聴してもらっ
た．また，視聴開始前には正面をまっすぐに向いてもらい，映像の再生開始とともに
opentrack[41]（ソフトウェア）によるセンサー情報収集を開始する．使用したデバイスや
ソフトウェア，アプリについては次の節で詳しく記述する． 
 
3.2 データ収集に利用したデバイスおよびソフトウェア 
 
本節では，データ収集実験において利用したデバイスやアプリ，ソフトウェアの説明を
行う． 
 
3.2.1 HTC Vive Pro 
	  
	 今回の 360 度映像視聴実験には HTC 社の HTC Vive Pro （図 3.1） をヘッドマウント
ディスプレイとして利用した．計測できるセンサー情報には，計測開始時を起点とした
Yaw 角・Pitch 角・Roll 角・X 座標・Y 座標・Z 座標などがある．図 3.1 中の黒い直方体
の器具がセンサーとなっており，赤外線によって頭部の位置をトラッキングしている．表
3.1 に Vive Pro のスペックを載せる． 
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図 3.1 利用したヘッドマウントディスプレイ（HTC Vive Pro）[2] 
 
表 3.1 HTC Vive Pro のスペック 
スクリーン デュアル AMOLED 3.5 インチ（対角） 
解像度 
片目あたり 1440 x 1600 ピクセル 
（合計 2880 x 1600 ピクセル） 
リフレッシュレート 90 Hz 
視野角 110 度（対角） 
オーディオ Hi-Res ヘッドセット，Hi-Res ヘッドフォン 
センサー 
SteamVR トラッキング，G センサー，ジャイロスコープ， 
近接センサー，IPD センサー 
 
3.2.2 GoPro VR Player 
	  
	 GoPro VR Player[11]は，HTC Vive Pro などのヘッドマウントディスプレイによる視聴
にも対応した VR 映像（360 度映像）を再生することのできるプレイヤーである．最大 4K
までの 360 度映像および 3D ステレオ映像をサポートしている．表示形式もいくつか選択
することが可能であり，Equirectangular・Cubemap・Standard などのモードを選択で
きる．本実験では Equirectangular（エクイレクタンギュラー）モードで視聴してもらっ
た． 
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3.2.3 opentrack 
	  
	 opentrack [41]というソフトウェアを用いて，ユーザの頭部の動きのトラッキング情報
をログとして取得する．この opentrack では Yaw 角・Pitch 角・Roll 角・X 座標・Y 座
標・Z 座標のログを CSV ファイル形式で取得することができる．ここで Yaw 角・Pitch
角・Roll 角とは 3D オブジェクトを回転させるときに用いられる概念であり，360 度映像
を視聴するときの情報としても使われる．視野予測においては，このうち 2 つの角度，
Yaw 角および Pitch 角を視野予測に用いている．Yaw 角は頭部の横振りに相当し，Pitch
角は頭部の縦振りに対応している． Yaw 角と Pitch 角の 2 つを用いて，正距円筒図法形
式の動画に相当する視野を算出している．図 3.2 に Yaw 角・Pitch 角と正距円筒図法形式
の動画に対応する視点のイメージ図を示す． 
 
 
図 3.2 Yaw 角・Pitch 角のイメージと平面座標への変換 
 
	 また，図 3.3 に opentrack のセンサー取得の様子を示す．センサー情報のサンプリング
レートは 250[Hz]となっている． 
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図 3.3 opentrack のセンサー取得の様子 
 
3.3 使用した 360 度映像コンテンツ 
 
YouTube[22]は VR 映像（360 度映像）も充実しており，多種多様な種類の高品質な
360 度コンテンツを入手することができたため，本研究の視聴データ収集実験のための映
像は YouTube よりダウンロードしたものを用いる．視聴データ収集には 10 種類の 360 度
映像[23-32]を用いた．なお，ダウンロードする際には可能な範囲で最高画質モードを選択
しており，4K または８K の解像度になっている．表 3.2 にその概要および集まったデー
タ数（視聴回数）をまとめる． 
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表 3.2 視聴コンテンツ一覧 
映像名 簡易なコンテンツ内容の説明 収集視聴数 
Mountain [23] 山を上空から撮影した風景映像 17 回 
Paris [24] パリの街の風景映像 9 回 
Slider [25] スライダーから滑り降りる映像 39 回 
Roller [26] ジェットコースターからの映像 105 回 
Basketball [27] バスケットボールの試合映像 15 回 
Soccer [28] サッカーの試合観戦映像 8 回 
Underwater [29] 海中でサメが泳いでいる映像 44 回 
Horror [30] 殺人鬼の出てくるホラー映像 64 回 
SF [31] モンスターに追いかけられる映像 160 回 
Haunted Houses [32] アニメーションのお化け屋敷映像 69 回 
 
	 本視聴実験では 310 名の視聴者から任意の映像を 1〜3 種類選んで視聴してもらったた
め，のべ 530 回分の視聴データを収集することができたが，収集した視聴数はコンテンツ
ごとに差が出た．Roller 映像，SF 映像は 100 回以上の視聴数がある一方で，Mountain
映像，Paris 映像，Basketball 映像，Soccer 映像などは 20 回未満の視聴数となってい
る．コンテンツの視聴時間は Mountain，Paris，Slider，Roller，Basketball，Soccer，
Underwater，Horror が 1 分となっており，SF，Haunted Houses が 2 分 30 秒となって
いる． 
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第 4 章 360 度映像視聴時の視野予測精度評価 
1 
	 本章では，第 3 章で収集した視野移動履歴データ（視聴データ）を用いた視野予測実験
を行う．主に SVM を用いて，回帰問題や分類問題に落とし込むことで視野予測を行い，
その予測精度を評価する． 
 
4.1 SVR を用いた視野角度予測 
 
	 本節では，ヘッドマウントディスプレイのセンサーにより取得した視野中心の視野角度
（Yaw 角・Pitch 角）の数値をそのまま用いることで，Support Vector Regression（以
下，SVR と略す）は，による角度予測を回帰問題として扱う．評価指標には 2.3.5 節で紹
介した RMSE および MAE を用いる． 
 
4.1.1 実験条件 
 
	 ヘッドマウントディスプレイのセンサーにより取得した Yaw 角・Pitch 角の時系列推移
の一例として，ある 2 人の視聴者が Roller 映像を見た場合の Yaw 角・Pitch 角のグラフを
図 4.1 に示す．Yaw 角については，正の場合はその角度分だけ右を，負の場合はその角度
分だけ左を向いたということを意味している．また Pitch 角については，正の場合はその
角度分だけ上を，負の場合はその角度分だけ下を向いたということを意味している． 
	 図 4.1 に示されているように，同じコンテンツを視聴した場合でも，ユーザによって視
野角度の動きが似ている時間帯と似ていない時間帯があることが確認できる．角度ごとに
見ると，Pitch 角はユーザ間であまり大きな動きの差がないが，Yaw 角はユーザ間の動き
が大きく異なっていることが分かる．この結果から，ユーザは 360 度映像を視聴する際，
頭部を横に振ることは多く，それに比べて頭部を上下に振ることは少ないと考えられる． 
 
                                                   
1 本章は，文献[篠原裕矢, 金井謙治, 甲藤二郎, “SVR による 360 度映像視聴時の視野移動
予測の精度評価”, 電子情報通信学会総合大会, Sep. 2018.], [篠原裕矢, 白崎智美, 呉益妍, 
金井謙治, 甲藤二郎, “360 度映像視聴時の視野移動履歴と映像の顕著性に関する分析評価”, 
情報処理学会 AVM 研究会, Nov. 2018.], [篠原裕矢, 白崎智美, 呉益妍, 金井謙治, 甲藤二
郎, “360 度映像配信における視聴移動のクラスタリングと予測精度評価”, 電子情報通
信学会総合大会, Mar. 2019.]に基づいている． 
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（a） Yaw 角の時間的推移 
 
（b） Pitch 角の時間的推移 
図 4.1	 Yaw 角・Pitch 角の時系列推移の一例 
 
	 本予測実験では，予測の手段として SVM（SVR）を用いる．機械学習ライブラリの 1
つである scikit-learn[39]を使用する．予測モデルの概要図を図 4.2 に示す．ある時刻の直
前 0.5 秒分の視野中心の視野角度を入力データとし，次の 0.25，0.5，1.0 秒先の視野の中
心座標の角度を予測する回帰問題として扱う．視聴映像には，第 3 章で収集したコンテン
ツのうちの 1 つである Roller 映像を用いた．視野角度は，頭部の横振りに対応する Yaw
角と，頭部の縦振りに対応する Pitch 角のみの予測を行うこととする．また，学習データ
とテストデータの割合は，それぞれ 80%，20%に調整する． 
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図 4.2 SVM（SVR）による視野角度予測モデルの概要 
 
4.1.2 実験結果 
	  
	 表 4.1 に Yaw 角と Pitch 角における予測時間ごとの二乗平均平方根誤差（RMSE） と
平均絶対誤差（MAE） の平均値の結果を示す．これらの値は，小さいほど予測精度が高
くなることを意味する． 
  
表 4.1 予測時間ごとの Yaw 角と Pitch 角の回帰予測精度 
Predict 
Time [s] 
Yaw Angle [degree] Pitch Angle [degree] 
RMSE MAE RMSE MAE 
0.25 1.201 0.691 0.598 0.3722 
0.5 12.46 8.341 4.779 3.191 
1.0 25.48 19.41 8.261 6.129 
 
	 表 4.1 から，予測時間が長くなるほど，予測精度は悪くなることが確認できる．Yaw 角
と Pitch 角を比べると，Pitch 角の方が RMSE も MAE も小さい値になっており，これは
ユーザが左右に比べると上下に視野を動かす幅が狭く，予測しやすいためだと考えられる．
さらに，図 4.3 に Yaw 角，Pitch 角それぞれの実測値と予測値の時系列推移を示す．図 4.3
の結果から，0.5 秒先までの MAE は 10 度未満であり，ある程度の視野予測ができたと言
えるが．1 秒以上先の予測は十分とは言えない． 
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（a） Yaw 角の時系列推移 
 
 
（b） Pitch 角の時系列推移 
図 4.3 視野角度の実測値と予測値の時系列推移 
 
	 次に，SVM（SVR）以外の回帰予測手法として，k-NN 法と RF 法を用いて回帰予測を
し，その手法ごとの予測精度比較を行った．表 4.2 に SVR・k-NN 法・RF 法それぞれに
よる回帰予測精度の評価値（MAE）を Yaw 角・Pitch 角別で示す．直前 0.5 秒分の視野中
心の視野角度を入力データとし，0.25〜1.25 秒先まで 0.25 秒刻みでの予測を行った． 
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	 表 4.2 の結果より，MAE は低いほど精度が良いので，SVR → RF 法 → k-NN 法の順
番で精度が高いことが分かった．RF 法は k-NN 法に比べて，「データ数でも効率の良い学
習を⾏える」という特徴があるため，k-NN 法よりも高い精度になったと考えられる．  
	 MAE の数値としては，Yaw 角は 0.75 秒先以上の予測になると，10 度以上になってし
まうので，精度改善が課題であると言える．一方で Pitch 角は 1.25 秒先の予測になって
も，MAE が 10 度以内に収まっており，ある程度実用的な予測精度であると言える． 
	 本実験では，Yaw 角（頭部の横振り）と Pitch 角（頭部の縦振り）を独立して学習させ
て予測したが，本来は Yaw 角と Pitch 角の関係性も考慮するほうが望ましいと考えられ
る． 
 
表 4.2 手法別の回帰予測 MAE 比較 
（a） Yaw 角の MAE 比較 
Predict Time [s] SVR [degree] k-NN [degree] RF [degree] 
0.25 2.229 5.216 4.135 
0.5 7.465 10.46 9.559 
0.75 11.91 14.89 14.05 
1.0 16.65 19.38 18.64 
1.25 20.34 23.07 22.18 
 
（b） Pitch 角の MAE 比較 
Predict Time [s] SVR [degree] k-NN [degree] RF [degree] 
0.25 1.264 2.158 1.879 
0.5 3.121 3.982 3.781 
0.75 4.578 5.438 5.249 
1.0 6.034 6.864 6.621 
1.25 7.105 7.921 7.621 
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4.2 SVC を用いた視野移動予測 
 
	 本節では，視野移動の履歴を記録した角度（Yaw 角，Pitch 角）を利用することで，2.1
節で紹介したような 360 度映像をエクイレクタンギュラー形式へ変換する手法を用いてタ
イル位置に変換することで視野移動予測を行う．タイル位置に変換することで，回帰予測
の課題であった，Yaw 角と Pitch 角の関係性も考慮することができる．予測手法には，分
類機の学習アルゴリズムとして，SVM の 1 つである Support Vector Classification（以
下，SVC と略す）を用いる．今回，SVM を用いた理由は，4.1 節の実験において RF，k-
NN といった他のアルゴリズムと比べ，差は大きくないが SVM が最も優れた予測精度を
示したためである．今回はエクイレクタンギュラー形式の映像（矩形映像）を 8×8 の 64
個のタイルに分割するため，多クラス分類として予測を行うこととする． 
 
4.2.1 実験条件 
 
	 図 4.4 に本実験で用いた学習モデルの概要を示す．入力する特徴量には，過去の視野位
置（算出したタイルの位置）・空間的顕著性・音情報の 3 つを用いた．学習には SVR によ
る予測実験と同じく scikit-learn[39]を用いて実装し，学習データおよびテストデータの割
合は，それぞれ 80%，20%に設定する．テストにおいて，3 つの特徴量は数値化したもの
を 1 次元配列に格納する形となっている，  
 
 
図 4.4 SVM（SVC）による視野タイル位置予測モデルの概要 
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	 以下，入力データとして用いた 3 つの特徴量についての詳細な補足説明を行う． 
 
（1） 過去のタイル位置 
	 本実験では，360 度映像コンテンツを 8×8 の 64 個のタイルに分割する．視野の中心と
なっているタイル位置の算出方法は，前述の通り Yaw 角・Pitch 角から計算している．1
番左上のタイルのラベルを 0 とし，そこから右にいくにつれてタイルのラベル番号を増や
していき，右端まで到達したら 2 列目の左端から順に増やしていき，最後のラベル番号を
63 とする．簡易なタイルのラベル番号付け概要を図 4.5 に示す．前述の通り，タイルのラ
ベル番号は角度から算出している．タイル番号（ラベル）の遷移パターンを 1 次元配列と
して保存し，入力データとしている．また，今回は DASH 配信を想定し，過去 2 秒分の
視野領域データから将来の（次の）2 秒後の視野領域を予測する． 
 
図 4.5 タイルのラベル番号付け概要（64 分割の場合） 
 
（2） 空間的顕著性[35][36] 
	 顕著性には大きく分けて，空間的顕著性と時間的顕著性がある．本実験では空間的顕著
性を用いたため，こちらを説明する． 
	 視聴者が画像や動画を視聴する際に，周りの他の領域に比べ，目を向けやすい性質のこ
とを顕著性と呼ぶ．注意の向ける領域と一致することが多く，関心領域（ROI）符号化の
技術に利用されることも多い． 
	 顕著性の高い領域とは，具体的には，色の境目がはっきりしている領域や，目立ったオ
ブジェクトが写っている領域などが挙げられる．顕著性を確かめる代表的な手法の 1 つと
して，「顕著性マップ」が提案されている．顕著性マップとは，被験者が画像を見たとき
に注視しやすい領域を多様な計算モデルや画像のもつ特徴量によって推定したヒートマッ
プのことである．近年では，GAN と組み合わせる研究なども行われている．  
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	 顕著性マップの作成にあたっては，視聴者に画像を見てもらうといった手間がいらず，
目的の動画像の特徴量を分析することで求めることができる．図 4.6 に[35]にて紹介され
ている，顕著性マップの作成方法概要を示す．特徴マップ生成の前段階において，「マッ
プの生成」と「マップの合成」が必要となる．マップの生成では，動画像に対して，色や
模様，明度，方位などといった視覚属性について解析する．視覚属性とは，視覚に影響を
与えやすい画像の特徴量のことである．その後のマップ合成では，それらの特徴マップに
対して，線形結合処理を行うことで，顕著性マップが作成される．作成された顕著性マッ
プによって，動画像自体から視聴者が目を向けやすい傾向の高い領域を推定することがで
きる．しかし，現実にその動画像を見てもらったとき，視聴者が顕著性に従って，注目し
てくれるとはわけではなく，個人差も生じる． 
 
 
図 4.6 顕著性マップの作成方法概要[35] 
 
	 本研究においては，[37]を参考にして顕著性マップを作成するコードを実装した．
Roller 映像のある画像フレームを入力した際の顕著性マップの結果の一例を図 4.7 に示
す．（a）が入力画像，（b）が出力された顕著性マップ画像である．赤色に近い領域ほど，
顕著性が高いことを意味している．なお，本章の視野予測実験で用いる際には，タイルご
とに顕著性を数値化したものを 0〜1 で正規化した値を特徴量として入れている．360 度
映像コンテンツごとに算出することが可能なパラメータである． 
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（a） 元画像（入力画像） 
 
 
（b） 顕著性マップ（出力画像） 
図 4.7 顕著性マップの一例 
 
（3） 音情報 
	 映像の音情報を加えてみた．Python の Pydub [38]というライブラリを使い，360 度映
像コンテンツごとに音情報を切り出し，音のスペクトルの絶対値を入力の特徴量として追
加して予測を行なった．図 4.8 に音のスペクトル情報の例を示す．特徴量として扱う際に
は，スペクトルの絶対値を 0〜1 で正規化した値を時系列順に格納している．音情報は時
間によって異なるが，今回はタイルごとでの区別はしていない．3D 音源のように音の方
向も考慮できれば，さらに正確な予測ができると考えているが，今回は 3D 音源を用いて
いないので，今後の課題である．音情報も顕著性と同じく，特に視聴者に映像を見てもら
う必要はなく，コンテンツごとに算出することが可能なパラメータである． 
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図 4.8 音情報のスペクトル例 
 
4.2.2 コンテンツごとの予測精度評価実験 
 
	 本節の実験では，図 4.4 で示した SVC 予測モデルを用いて，まず 10 種類の 360 度映像
コンテンツごとに予測精度評価を行った．その際，各映像コンテンツをすべて独立して学
習させて精度を求めている． 
	 実験結果を図 4.9 に示す．横軸はコンテンツごとに並んでおり，緑色の棒グラフが顕著
性・音情報を考慮していない場合，青色の棒グラフが顕著性・音情報を考慮している場合
である．縦軸が Precision となっている．図 4.9 を見ると，全体としておおよそ 70〜80%
程度の精度を達成している． 
	 また，コンテンツ別に顕著性・音情報の影響を見ていくと，Basketball，Roller，
Slider などのコンテンツでは，顕著性・音情報を考慮する場合の予測精度のほうが高くな
り，Mountain，Paris，Underwater，SF などのコンテンツでは，顕著性・音情報を考慮
しない場合の予測精度のほうが高くなった．この原因は映像コンテンツの特徴にあると考
えられる．例えば Paris のような風景映像は，視聴者によって様々な場所を見渡しやすい
ため，顕著性がノイズとなっている可能性があると推測される．それとは逆に，Roller の
ような乗り物に乗っている映像は，比較的正面にある顕著性の高いものが注視されやす
く，顕著性が特徴量としてうまく機能していると推測される．そのためこの結果から，顕
著性・音情報を考慮するかどうかはコンテンツによって変わってくるということが言え
る． 
 
  
 
35 
 
（a） Mountain, Paris, Slider, Roller, Basketball の場合 
 
（b） Soccer, Underwater, Horror, SF, Haunted Houses の場合 
図 4.9 コンテンツごとの顕著性・音情報あり／なしの場合の精度評価 
 
	 図 4.9 の結果を踏まえ，どの特徴量が視野予測に影響を与えやすいのかを調べるため
に，重要度分析を行った．重要度とは，予測結果に対して各特徴量がどれだけ寄与したか
を表す相対的な値である．本実験における特徴量とは，視野移動履歴（過去のタイル位
置）と顕著性・音情報である．特徴量の重要度分析の結果を表 4.3 に示す．表中の比率は
視野移動履歴が顕著性・音情報の何倍の影響があるかを表している． 
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	 表 4.3 の結果から，すべての 360 度コンテンツにおいて，顕著性よりも視野移動履歴
（過去のタイル位置）の方が，10 倍以上予測結果に影響を与えていることがわかる．その
ため，顕著性・音情報はわずかに予測精度を上げてくれる可能性はあるが，360 度映像の
場合は直前にどこを見ていたのか（視野移動履歴）が最も重要なパラメータであると言え
る． 
 
表 4.3 特徴量の重要度分析結果 
コンテンツ 視野移動履歴（A） 顕著性・音情報（B） 比率（A÷B） 
Mountain 0.2618 0.0091 28.77 
Paris 0.2422 0.0114 21.25 
Slider 0.2523 0.0211 11.96 
Roller 0.3019 0.0139 21.72 
Basketball 0.2518 0.0181 13.91 
Soccer 0.2138 0.0130 16.45 
Underwater 0.2350 0.0220 10.68 
Horror 0.2957 0.0094 31.46 
SF 0.2389 0.0144 16.59 
Haunted Houses 0.2765 0.0141 19.61 
 
4.2.3 クラスタリングを用いた予測精度評価実験 
 
	 本節では，2.3.4 節で紹介した階層的クラスタリングを用いた予測実験を行った．予測
を行うときに，映像コンテンツごとに独立して学習する場合，学習データ数が少ないコン
テンツほど予測精度は低くなりやすく，フェアとは言えない．そこで，似た特徴を持つ視
野移動履歴のパターンをグループ分けすることで，グループごとに学習を行い，学習デー
タ数の差による予測精度の違いを解消することを試みる．似た特徴を持つ映像コンテンツ
を抽出する際，事前にクラスタリング分析を適用することとする．クラスタリングとは，
分類対象の集合に対して，特徴量分析をすることで，部分集合に分割する手法である．今
回の実験に用いた映像は 10 種類あるが，被験者が「よく視野を動かす映像」，「あまり視
野を動かさない映像」などといった，何かしらクラスタリングできる特徴があるのではな
いかと推測できる．そこで，視野移動の履歴をもとに教師なしのクラスタリング分析を行
う．クラスタリングには階層的手法と非階層的手法があるが，今回は各映像のサンプル数
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に差があるため，階層的手法の一つであるウォード法[13] を用いて分類を行うこととす
る．このようにデータセットを効率的に学習することで，サンプル数の少ないコンテンツ
に対しての学習データ量の増加やノイズ除去など，予測精度が向上することが期待され
る． 
	 全視聴データの視野移動履歴に対して，クラスタ間の最大距離の 70%を閾値としたウォ
ード法による階層的クラスタリングを行った．クラスタリング結果に基づき，今回は 2 つ
のクラスタに分類した．それぞれクラスタ 1・クラスタ 2 と呼ぶこととする．各コンテン
ツがどのような割合で分類されたかの結果を図 4.10 に示す． 
 
 
図 4.10 階層的クラスタリングの結果 
 
	 図 4.10 より，クラスタ 1・クラスタ 2 の両方にほぼ均等にデータセットが分かれたこと
が確認できる．また多少のばらつきはあるが，同一コンテンツはどちらかのクラスタに偏
っていることも確認できる．コンテンツごとに分類割合を見ていくと，Roller，Horror，
Basketball などのコンテンツが他に比べてクラスタ 1 に属するデータの割合が多く，
SF，Haunted House などのコンテンツが他に比べてクラスタ 2 に属するデータの割合が
多い． 
	 4.2.2 節の結果において，クラスタ 1 に属するデータの割合が多い映像コンテンツは，
顕著性・音情報を入れたことにより予測精度が高くなっており，逆にクラスタ 2 に属する
データの割合が多い映像コンテンツは，顕著性・音情報を入れたことにより予測精度が低
  
 
38 
くなっている．このことからの考察として，クラスタ 1 は視野があまり動かない視野移動
データ群であり，クラスタ 2 は視野がよく動く視野移動データ群なのではないかと考えら
れる． 
	 続いて，これらの各クラスタに対して，4.2.2 節と同じ SVC を用いた視野予測の精度評
価を行った．単純に動画の種類ではなく，階層的クラスタリングの結果で分かれた 2 種類
のデータ群（クラスタ 1 とクラスタ 2）に対して，SVC による視野予測を行う． 
	 視野予測の精度結果を図 4.11 に示す．緑色の棒グラフが顕著性・音情報を考慮しない場
合，青色の棒グラフが顕著性・音情報を考慮する場合である．縦軸が Precision となって
いる． 
 
 
図 4.11 クラスタごとの予測精度結果 
 
	 結果を見ると，すべてのデータセット（All Data）およびクラスタ 1 に属するデータセ
ットに対して視野移動予測を行った場合，予測精度が 85%近くあるのに対し，クラスタ 2
に属するデータセットの場合は 80%に届かなかった．クラスタ 2 のデータセットで視野移
動予測を行ったときの精度が低くなった理由として，クラスタ 2 に属するデータセットは
「視野がよく動くもの」が多く，予測が難しかったためであると推測する．  
	 また，すべてのデータセットで予測するよりもクラスタ 1 に属するデータセットで予測
したほうが，わずかに精度が良くなっている．このことから，予測精度向上のためにはデ
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ータ数が多いことはもちろん大切だが，クラスタ 2 のような「視野がよく動くもの」をデ
ータに入れても，外れ値やノイズのように働いてしまい，逆に精度が下がってしまうこと
が分かった． 
	 最後に，顕著性・音情報の効果に関して考察すると，クラスタ 1 とクラスタ 2 ではっき
りと分かれた．クラスタ 1 では 2〜3%ほど予測精度が向上したのに対し，クラスタ 2 では
2%ほど予測精度が下がった．4.2.2 節で行った実験と同じく，顕著性・音情報がノイズと
なっていることが考えられる． 
	 そのため，本実験条件下に関して言えば，クラスタ 1 に属するようなコンテンツの予測
には「視野移動履歴+顕著性・音情報」を学習させるモデルが適していて，クラスタ 2 に
属するようなコンテンツの予測には「視野移動履歴のみ」を学習させるモデルが適してい
ると考察できる． 
 
4.2.4 視聴者属性を用いた予測精度評価実験 
 
	 本節では，3 章に記載したオープンキャンパスおよび理工展における収集実験の際に行
っていた，視聴後のアンケート結果によってデータセットを分け，それらのデータセット
ごとの視野予測精度を行う．アンケート結果から視聴者属性（VR 経験・性別など）がわ
かるため，視聴者属性によって視野移動が予測しやすい/予測しにくいなどの違いが出ない
のかを確かめるため，視野予測実験を行った．複数のアンケート項目の中で，今回は VR
視聴経験の有無，年齢，性別の 3 項目についてデータセットを分けて，予測を行った．そ
れぞれの精度結果を図 4.12 に示す．この実験において VR 未経験者とは，アンケートの
5 段階の選択肢の中で「全く VR 経験がない」を選択した視聴者と定義する． 
	 また，使用したデータはコンテンツに関係なく，3 章で収集したすべての視聴データを
用いた．予測手法には SVC を用いている． 
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（a） VR 経験の有無による予測精度比較結果 
 
（b） 年齢別の予測精度比較結果 
 
（c） 性別ごとの予測精度比較結果 
図 4.12 視聴者属性でデータセットを分けた場合の予測精度比較結果 
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	 図 4.12 の結果より，VR 視聴経験，年齢，性別の中で最も予測精度の差が顕著に現れた
のは，VR 視聴経験であった．VR 未経験者のほうが VR 経験者よりも 5%程度高い精度で
予測できている．この要因としては，VR 未経験者はヘッドマウントディスプレイによる
視聴に慣れていないため，頭をあまり動かさずに正面を向きやすいからだと考えられる． 
	 一方で，性別ごとの予測精度については，わずかに女性のほうが高くなり，年齢別の予
測精度については．高校生以下とそれ以外の視聴者でほとんど差がないことが確認でき
た．そのため，今回試した視聴者属性に関しては，VR 経験の有無が最も視野移動に関わ
っていると言える． 
	 今後の課題であるが，これらのアンケートによる視聴者属性を用いた結果の活用方法と
して，視聴後ではなく視聴前に視聴者にアンケートを取ることを考えている．リアルタイ
ムで VR コンテンツを配信することを想定すると，視聴者属性ごとに予測モデルを切り替
えることにより，高精度な視野予測による制御ができるのではないかと考えられる． 
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第 5 章 視野予測を利用した 360 度映像配信時の適応
レート制御手法の性能評価 
	 2 
	 4.2 節において，360 度映像をタイル分割した際の，SVC による視野移動予測の精度評
価を行い，ある程度の精度で予測が可能であることを示した．本章では，4.2 節における
タイル分割による視野予測を利用した，適応レート制御配信手法をいくつか提案し，
DASH を用いた配信シミュレーションによってそれぞれの配信手法の性能比較を行う．視
野移動予測結果を利用した効率的な 360 度映像配信を目指す． 
 
5.1 タイルベース 360 度映像配信シミュレーションの概要 
	 本節では，シミュレーションとして想定するタイルベース 360 度映像配信に関する提案
手法の概要を説明する．図 5.1 に提案手法の概要図を示す．球面映像視聴時における正確
な視野領域は複雑な形状であるため，正しく算出して品質制御を行うのは計算や画像処理
のコストがかかる．そのため，図 5.1 に示すように，矩形映像をタイル状に分割し，品質
を切り替える．図 5.1 中の赤い領域がビューポート（視野領域）を表しており，ビューポ
ートを含むタイル（オレンジ色タイル）が高品質タイルに，全く含まないタイルが低品質
タイルになるように，ビューポートの位置によって品質を切り替える．この手法により，
視野領域の品質を落とさずに，データ量を削減できることが期待される．本章において，
ビューポートを含むタイルのことを「視野タイル」と呼ぶこととする． 
                                                   
2 本章は，文献[篠原裕矢, 金井謙治, 甲藤二郎, “タイルベース 360 度映像配信時の適応
レート制御手法の性能評価”, 電子情報通信学会総合大会, Sep. 2019.], [Yuya Shinohara, 
Kenji Kanai, Jiro Katto, “Performance Evaluations of Viewport Movement Prediction 
and Rate Adaptation for tile-based 360-degree Video Delivery”, IEEE ISM, Dec. 2019.]
に基づいている． 
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図 5.1 提案手法の概要図 
 
	 図 5.2 に，タイルベース 360 度映像配信システム（提案システム）の概要を示す．図
5.2 に示すように，タイルベース 360 度映像配信システムは，主にタイルセグメンテーシ
ョン，ビューポート移動予測，レート制御の 3 つの機能から構成されている．タイルセグ
メンテーションは，DASH 表現の単一フレームを複数のタイルに分割し，タイルごとに複
数の品質のレプリゼンテーションを用意する．タイルのサイズを小さくする（タイル分割
数を大きくする）と，より柔軟なレート制御を実現できるが，タイル数が増えることでダ
ウンロードする際のオーバーヘッドが大きくなるという課題もある．これは，現在の
DASH が HTTP を採用しており，クライアントが DASH セグメントをダウンロードする
ために要求（GET メッセージ）を送信する必要があるためである．次に，ビューポートの
動きの予測は，4.2 節において行った SVC 予測手法を利用することで，過去のビューポー
トの動きから視聴者の将来のビューポートの動きの予測をする．最後に，レート制御によ
って，各タイルのビットレート割り当ての制御を行う．このシステムの主な目標は，高品
質な 360 度映像の配信を実現し，ネットワークトラフィックを削減することである．
dash.js [8]を用いて，タイルベース 360 度映像配信のシミュレーション環境を構築した．
また，動画像圧縮には FFmpeg [40]を用いる．また，収集データのうちの 80%を学習デー
タに用いて予測モデルを作成し，残りの 20%をシミュレーションデータ（テストデータ）
として用いる． 
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図 5.2 タイルベース 360 度映像配信システム（提案システム）の概要図 
 
5.2 提案する適応レート制御手法 
 
	 適応レート制御手法の性能比較として，以下の 5 つの適応レート制御手法を提案し，配
信シミュレーションを行う．図 5.3 にその概要を示す．  
 
図 5.3 適応レート制御手法概要 
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	 以下，図 5.3 に示した 5 つの制御手法に関して，補足説明をする．なお，図 5.3 は簡易
説明のために 4×4 のタイルとなっているが，実際は 8×8 のタイル分割で行う．また，4
段階の品質としてレプリゼンテーションを用意している．品質の良い方から順に，最高品
質，高品質，中間品質，低品質と呼ぶことにする． 
 
A) 視野タイルに関わらず，すべてのタイルに対して最高品質のレプリゼンテーションを
選択する固定レートの制御手法である．この手法のみ，視野予測を利用していない手
法となる．品質は高くなるが，配信データ量は大きくなってしまうことが予想され
る． 
B) 視野タイルのみ最高品質のレプリゼンテーション，それ以外は中間レプリゼンテーシ
ョンを選択する制御手法である．（2 段階制御） 
C) 距離ベース制御（視野タイルからの距離に応じて 4 段階の品質選択）を行う．視野タ
イルを最高品質にし，そこから上下左右に 1 タイル分離れるごとに，1 段階ずつ品質
を下げていく． 
D) 確率ベース制御（各タイルの視聴確率に応じて 4 段階の品質選択）を行う．視野タイ
ルを最高品質にし，そこから確率上位 n タイルごとに 1 段階ずつ品質を下げていく．
（今回は n=4 で行う．）なお，各タイルの視聴確率はロジスティクス回帰で算出す
る． 
E) 手法 D の確率ベース制御をベースとした上で，同じように視野タイルを最高品質に
し，そこから確率上位 n タイルごと（今回は n=4）に 1 段階ずつ品質を下げていく
手法であるが，視聴確率 0.01%未満のタイルは低品質タイルすらも送信しない．（ビ
ットレートを割り当てない．） 
 
	 以上の 5 つの手法において，その性能評価を比較する．評価指標として，総配信データ
量（Total Video traffic Volume）および視野領域 PSNR（Viewport PSNR）を用いる．こ
の 2 つの評価指標について，以下に説明する． 
 
（1） 総配信データ量（Total Video traffic Volume） 
	 8×8 の 64 分割しているタイルごとに 4 段階品質のレプリゼンテーションを用意してあ
るため，dash.js で配信する際，時間帯ごとの通信帯域および視野タイル位置に基づい
て，品質が選択されることになる．タイルごとにビットレートがアダプティブに変化する
ため，タイルごとの映像再生から終了までに選択されたレプリゼンテーションから，1 タ
イルあたりのデータ容量を計算する．64 個のタイルにおいて同様の計算を行い，すべてを
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足し合わせることで算出したデータ容量を，「総配信データ量（Total Video traffic 
Volume）」と定義する． 
 
（2） 視野領域 PSNR（Viewport PSNR） 
	 本実験における視野領域 PSNR（Viewport PSNR）は，5.1 節の図 5.1 に示したよう
に，Viewport を含むタイル（オレンジ色タイル）を「視野タイル」と定義し，その視野タ
イル領域の PNSR を計算する．視野タイルは映像視聴中にその位置を変化させるため，1
秒毎に Viewport PSNR を測定した値の平均を取ることとする．なお，視野移動に関して
は，収集データのうちの 20%のシミュレーションデータ（テストデータ）から，「視聴者
の視野はこのような動きをする」というシナリオに基づいてトレース（シミュレート）し
ている．なお，本来の PSNR は非圧縮映像に対して比較を行うべきであるが，今回は非圧
縮コンテンツを用意できなかったため，PSNR 算出時のアンカーは，YouTube より可能
な限り高画質でダウンロードした再圧縮前の元コンテンツとする． 
  
5.3 実験環境 
 
	 dash.js[8]を参考にして，タイルごとに分割されたコンテンツの再生を行える環境を整備
する．配信シミュレーションに用いたコンテンツは第 3 章で述べたコンテンツの中から， 
Roller 映像と SF 映像を用いて実験を行った．図 5.4 に使用した映像コンテンツのサムネ
イルおよび概要を示す．使用コンテンツとしてこの 2 つの映像を選択した理由は，他の映
像コンテンツよりも多くのデータ数の集まったため，さらにコンテンツ間でやや違う特徴
があるためである．Roller 映像は 4.2 節においてクラスタ 1 に多く分類され，また予測精
度が他のコンテンツよりも高いという特徴がある．SF 映像は 4.2 節においてクラスタ 2
に多く分類され，また予測精度が Roller 映像と比べて低いという特徴がある．また，コン
テンツの再生時間も異なり，Roller 映像は 1 分，SF 映像は 2 分 30 秒となっている． 
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図 5.4 配信シミュレーションに使用する 360 度映像コンテンツ 
	  
	 それぞれのコンテンツの品質別の圧縮レートを表 5 に示す．なお，この圧縮レートはタ
イル分割前の全体映像に対しての値となっている．YouTube より可能な範囲でダウンロー
ドした際の最高画質の場合のビットレートを元にして，圧縮レートを想定した．品質レベ
ルは低品質・中品質・高品質・最高品質の４段階を用意するが，低品質の圧縮レートを基
準とした場合，品質が上がるにつれてそれぞれ 2 倍，3 倍，4 倍の圧縮レートに設定す
る． 
 
表 5 品質レベル別の圧縮レート 
コンテンツ 最高品質 高品質 中間品質 低品質 
Roller 20 [Mbps] 15 [Mbps] 10 [Mbps] 5 [Mbps] 
SF 16 [Mbps] 12 [Mbps] 8 [Mbps] 4 [Mbps] 
 
	 また動画サーバには，クラウドサービスの 1 つであるさくらクラウド[42]を利用する．
この理由は，研究室内のサーバに動画を配置する場合よりも，より実用的な環境に近づけ
るためである．また，再生環境としては，研究室内の 5GHz 帯 Wi-Fi ネットワークを通
して，ノートパソコン（MacBook Pro）をクライアントとして使用する． 
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5.4 実験結果 
5.4.1 通信帯域が十分な環境における配信シミュレーション実験 
 
	 はじめに，十分な通信帯域が確保されている条件下での配信シミュレーション実験を行
う．各配信制御手法の定義は，5.2 節の図 5.3 で説明したものを用いている． 
 Roller 映像および SF 映像の 1 つ 1 つのシミュレーションデータ（1 人の視聴者の視野移
動パターン）すべてに対して，5 つの制御手法を用いた配信シミュレーションを行った．
横軸に総配信データ量，縦軸に平均の Viewport PSNR の結果をプロットした二次元グラ
フを図 5.5 および図 5.6 に示す．視聴データの 20%をシミュレーションに用いたため，
Roller 映像は 21 人分，SF 映像は 32 人分のプロット数となっている． 
	 また図中には，参考のために RD 曲線の近似カーブを引いている．RD 曲線の横軸は通
常は圧縮レートであるが，今回は式(5.1)に示すように，圧縮レート[Mbps]を[MB/s]に変換
した後に，各映像の再生時間をかけ合わせて，データ量に変換した． 
データ量	 𝑀𝐵 = 圧縮レート	 𝑀𝑏𝑝𝑠 	÷ 8	×再生時間	[𝑠]             …… （5.1） 
なお，この RD 曲線はタイル分割する前の，全体映像に対して処理を行ったものとなってい
る．RD 曲線ではないので参考の曲線となってしまうが，形状は RD 曲線に近いものとなっ
ている．RD 曲線を上回る場合は，タイル分割を行わない場合の配信よりも，効率的に配信
できていると言える． 
 
図 5.5 Roller 映像の配信シミュレーション結果（プロット結果） 
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図 5.6 SF 映像の配信シミュレーション結果（プロット結果） 
 
 
	 図 5.5 および図 5.6 において，左上のエリアにプロットされるほど「高品質かつ低通信
量」な結果であると言える．手法ごとの結果は，多少のばらつきはあるが，視野移動パタ
ーンのサンプルに関係なく，各手法同士のプロットは近い位置となることが確認できた．
Roller 映像，SF 映像のどちら結果も，手法 C，D，E のシミュレーションデータのプロッ
トのほうが左上にプロットされていることから，単調な配信方法である手法 A，B よりも
優れていると考えられる．この原因は，これらの手法がほとんど見られないタイル領域の
ビットレートを効率的に削減できるためである． 
	 また，固定レートの手法 A は，品質面ではどの手法よりも優れているが，RD 曲線の右
上となってしまうことから，データ量の観点からすると他の手法に大きく劣ってしまう．
手法 A と比べ，他の 4 手法は，総配信データ量を半分以上削減できていることが分かる．
さらに，手法 E は手法 D に比べ，品質をあまり落さずにデータ量を削減できることを確
認できた．今回はビットレートを割り当てない視聴確率の閾値を 0.01%としたが，この値
をアダプティブに変えることで，より効果的な配信制御手法を提案することが今後の課題
である． 
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	 RD 曲線との関係を考察すると，両方のコンテンツで手法 C，D，E ではほとんどのプ
ロットが曲線の上にあり，手法 B ではほとんどのプロットが曲線の下にある．「どの程度
の品質が保証されれば良いか」「どの程度のデータ容量に抑えればよいか」といった RD
特性の 1 つの指標としてこの曲線を参考にし，利用できるのではないかと考えている．
RD 最適化の問題に落とし込むことが今後の課題である． 
	 また，コンテンツ間の差異としては，手法 C，D，E において，Roller 映像のほうが
SF 映像より大きく RD 曲線を上回っている．この原因は，Roller 映像のほうが視野移動
の予測精度が高く，予測した視野タイルを高品質にする制御がより上手くいったからでは
ないかと考えられる．  
 
5.4.2 通信帯域を考慮した配信シミュレーション実験 
 
	 5GHz 帯 Wi-Fi を通して再生した場合，何も帯域制限を行わない場合の iperf の計測に
よるスループットは 50 Mbps 程度であった．しかし，実際にスマートフォンで YouTube
などを再生する際のスループットは 5~15 Mbps 程度である．そのため，現実的な再生環
境に近づけるために，通信環境を考慮した DASH 配信シミュレーションを行った．  
	 通信環境以外の条件は 5.4.1 節と同様となっている．Roller 映像に関してはネットワー
ク帯域幅を大きい順に 20，15，10，5 Mbps に設定し，SF 映像に関しては 16，12，8，4 
Mbps に設定する．5.4.1 節と同じく，視野移動シミュレーションデータを DASH 配信
し，総配信データ量と Viewport PSNR を評価する．図 5.7 および図 5.8 にシミュレーシ
ョンデータ（プロット）の平均の総配信データ量・Viewport PSNR を示す．横軸は帯域
制限の値を示している． 
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（a） 総配信データ量の結果 
 
（b） Viewport PSNR の結果 
図 5.7 帯域制限下の平均の総配信データ量および Viewport PSNR の結果（Roller 映像） 
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（a）	 総配信データ量の結果 
 
（b） Viewport PSNR の結果 
図 5.8 帯域制限下の平均の総配信データ量および Viewport PSNR の結果（SF 映像） 
 
	 図 5.7 および図 5.8 の総配信データ量の結果を見ると，帯域が狭くなっていくほど 5 つ
の制御手法の総配信データ量は小さくなっていくが，手法 B，C，D，E は手法 A に比べ
てそれほど影響を受けにくいことがわかる．一方で Viewport PSNR の結果を見ると，帯
域が狭くなるほど，その手法も緩やかに低下する．どの帯域においても手法 A が最も高い
PSNR を保っている． 
	 結果から，配信制御手法として手法 C，D，E がより効果的に機能するのは 15~20 
Mbps 程度の比較的十分な通信帯域があるときであり，5 Mbps 程度まで通信帯域が狭くな
ると，手法 A，B のような単純な配信制御方法との差異が生まれにくいということがわか
った．この原因は，狭帯域になると，レート適応方法に関係なく，通信環境の影響で
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DASH サーバが（用意された中で）最も低品質なタイルのレプリゼンテーションをダウン
ロードしてしまうからであると考えられる．参考のために，図 5.5 のようなシミュレーシ
ョンデータごとに結果をプロットし，RD 曲線と合わせたグラフを図 5.9 に示す．今回は
Roller 映像の場合の結果を載せる．図 5.9 の結果からも，狭帯域になるにつれて，5 つの
制御レート手法間の差が小さくなってしまうことが確認できた． 
 
（a） 帯域制限 20 Mbps の場合 
 
（b） 帯域制限 15 Mbps の場合 
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（c） 帯域制限 10 Mbps の場合 
 
（d） 帯域制限 5 Mbps の場合 
図 5.9 帯域制限下の Roller 映像の配信シミュレーション結果（プロット結果） 
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5.4.3 タイル分割数を変更した場合の配信シミュレーション実験 
 
	 横 8 タイル×縦 8 タイル以外の分割数にした場合，どのような結果になるのかを確認す
るために，タイル分割数を変更した場合の配信シミュレーション実験を行った． 
	 実験条件としては，視聴確率ベースの配信制御手法（手法 D）にて行い，どの分割数に
おいても，圧縮レートは各タイルに均等なビットレートを割り当てるように設定する．ま
た，レプリゼンテーションの品質レベルは，5.4.1 節と同じく低品質・中品質・高品質・
最高品質の 4 段階を用意し，低品質のビットレートを基準とした場合，品質が上がるにつ
れてそれぞれ 2 倍，3 倍，4 倍のビットレートに設定する． 
	 横のタイル数×縦のタイル数の順番で，4×4，8×4，8×8，16×8 のタイル分割数にて
実験を行った．横の分割数のほうが多い場合を用意したのは，視聴者は視野を上下方向よ
りも左右方向に動かしやすい傾向があるためである．その他の実験条件は 5.4.1 節と同様
であり，通信帯域は十分に確保されている条件で実験を行う． 
	 Roller 映像および SF 映像に対して実験を行い，算出した平均の総配信データ量と
Viewport PSNR の結果を図 5.10 に示す．  
 
 
(a) Roller 映像の場合の総配信データ量および Viewport PSNR 
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(b) SF 映像の場合の総配信データ量および Viewport PSNR 
図 5.10 タイル分割数を変更した場合の配信シミュレーション結果 
 
	 図 5.10 より，どちらのコンテンツにおいても，分割数が少なくなる（単純になる）ほ
ど，Viewport PSNR が上がる一方で．データ量は大きくなってしまうという結果が確認
できた．これは分割数が少なくなるほどタイルサイズが大きくなり，視野領域のカバー範
囲が増えて品質は向上するが，トレードオフの関係として冗長な部分も高品質で配信して
しまうために，データ量が増えたと考えられる． 
	 今後の課題として，タイルごとの圧縮レートの階層数やタイル分割数などを，よりアダ
プティブな条件で配信できるような環境を構築することが挙げられる． 
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第 6 章 総括 
 
6.1 まとめ 
 
本稿では，効率的な 360 度映像配信を目指し，360 度映像視聴中の視聴者の視野予測と
その精度評価，および予測結果を用いたタイルベース 360 度映像配信シミュレーションの
性能評価を行った． 
視野予測においては，収集した 360 度映像の視聴履歴のデータを学習させることで，回
帰予測や多クラス分類を行い，SVM による予測精度評価を行った．タイル分割をした場
合の視野位置予測では，顕著性や音情報などのコンテンツ特徴，クラスタリングを活用す
ることで， 80〜85%程度の予測精度を達成した． 
	 また，360 度映像配信シミュレーションにおいては，5 つの適応レート制御手法を提案
し，その性能を比較評価した．視野予測を利用することで，「高品質かつ低通信量」な配
信を実現することが確認できた．さらに，単純な配信制御手法と比べ，視野からの距離や
視聴確率を考慮した制御方法は，より効率的な適応レート制御を達成できることを確認し
た． 
 
6.2 今後の展望 
 
	 今後の課題としては，360 度映像視聴時の視野予測実験に関しては，Deep Learning
の利用，360 度コンテンツの詳細な分析などを行うことで，より予測精度を高めることが
課題として挙げられる．また，配信シミュレーション実験については，提案した適応レー
ト制御手法が理論的にも有効であるかを検証するために，圧縮レートや分割数をよりアダ
プティブに変えることによる，データサイズと Viewport PSNR の関係について，RD 最
適化の理論モデルに落とし込むことが課題として挙げられる．さらに，本手法をシミュレ
ーションのみならず，実用的な配信環境に適用し，より効率的なリアルタイム 360 度映像
配信システムの構築，およびその際の QoS・QoE 評価を目指す． 
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