Abstract. Let X be a compact subset of R d and write P(X) for the family of Borel probability measures on X equipped with the weak topology. For a real number q, the lower and upper L q -dimensions, denoted by D q (µ) and D q (µ), of µ ∈ P(X) are defined by
diverges in the worst possible way as r 0. For example, [Ba1, Ol1] prove that if X is Ahlfors regular and q ≥ 1, then D q (µ) = sup ν∈P(X) D q (ν) = 0 and D q (µ) = inf ν∈P(X) D q (ν) = dim H (X) (1 − q) for a typical measure µ ∈ P(X) where dim H (X) denotes the Hausdorff dimension of X.
In this paper we prove that the moment scaling function ( * ) of a typical measure µ ∈ P(X) is spectacularly more irregular than suggested by the result in [Ba1, Ol1] . In particular, we show the following surprising result: not only is the moment scaling function ( * ) of a typical measure µ ∈ P(X) divergent as r 0, but it is so irregular that it remains spectacularly divergent as r 0 even after being "averaged" or "smoothened out" using arbitrary averaging methods including, for example, all higher order Hölder and Cesàro averages.
Statements of results.
Recall that a subset E of a metric space M is called co-meagre if its complement is meagre, and that we say that a typical element x ∈ M has certain property, P say, if the set E = {x ∈ M | x has property P} is co-meagre, see Oxtoby [Ox] for more details. For a compact subset X of R d , let P(X) denote the family of Borel probability measures on X and equip P(X) with the weak topology. In this paper we study the L q -dimensions of a typical probability measure from P(X).
1.1. L q -dimensions. For a probability measure µ on R d , the L q -dimensions of µ are usually defined as follows, see, for example, [Fa,Pe] . For r > 0 and a real number q, write However, for q ≥ 1 there is an alternative way to define the L q -dimensions. Namely, for r > 0 and a real number q, write ( 1.2)
It is not difficult to see that if q ≥ 1, then the lower and upper L q -dimensions D q (µ) and D q (µ) equal the numbers D q (µ) and D q (µ), respectively; this is the contents of Proposition 1.1 below.
Proposition 1.1. Let µ be a probability measure on R d with compact support and let q ≥ 1. Then
Proof. This follows from standard arguments (using Vitali's covering theorem) and for the sake of brevity we have therefore decided to omit the proof.
Because of Proposition 1.1 and since the numbers I q r (µ) are more manageable (for example, it follows from Lemma 4.2 that I q r (µ) is a semi-continuous function of µ), we will work with the numbers D q (µ) and D q (µ) for the rest of this paper.
The main significance of the L q -dimensions is their relationship with the multifractal spectrum of µ. In the 1980's it was conjectured in the physics literature [HaJeKaPrSh] that for "good" measures µ the multifractal spectrum of µ equals the Legendre transform of the L q -dimensions. This result is known as the Multifractal Formalism. During the 1990's there has been an enormous interest in verifying the Multifractal Formalism and computing the multifractal spectra and L q -dimensions of measures in the mathematical literature, see [Fa,Pe] and the references therein.
L
q -dimensions of typical measures. The purpose of this paper is to investigate the L qdimensions of a typical measure µ ∈ P(X) on a compact subset X of R d . L q -dimensions of typical measures have been investigated earlier. For example, Olsen [Ol1] and Bayart [Ba1] have investigated L q -dimensions of typical measures supported on very general compact subsets X of R d . However, in this paper we will restrict our attention to measures supported on Ahlfors regular compact sets. Below we recall the definition of Ahlfors regularity, see, for example, [He] .
Definition. Ahlfors regular. Let X be a compact subset of R d . We will say that X is Ahlfors regular if there are constants s, c, R > 0 such that
for all x ∈ X and all 0 < r < R.
We note that many naturally occurring subsets of R d are Ahlfors regular; for example, self-similar sets satisfying the Open Set Condition are regular [Hu] . For Ahlfors regular sets X the results in [Ba1, Ol1] are particularly simple to state; these results are the contents of Theorem A below. However, we would like to emphasise that the papers [Ba1, Ol1] also consider sets X that are not Ahlfors regular. For extensions to more general metric spaces X and other values of q, the reader is referred to [Ba2, BuNa, Ol2] . The L q -dimensions of typical continuous functions (as opposed to typical measures) have also been obtained in [BuNa, Jaf1, Jaf2] . Recall, that dim H denotes the Hausdorff dimension.
Theorem A [Ba1, Ol1] . Let X be a compact Ahlfors regular subset of R d and let q ≥ 1.
(1) For all measures µ ∈ P(X), we have
(2) For a typical measure µ ∈ P(X), we have
Proof. This follows [Ba1, Ol1] 
Theorem A shows that the lower L q -dimension of a typical measure is as small as possible and that the upper L q -dimension of a typical measure is as big as possible. The purpose of this paper is to analyse the intriguing dichotomy in Theorem A, in more detail. In order to do so, we introduce the following notation. Namely, for a Borel probability measure µ on R d with compact support and a real number q, we define the q'th moment scaling function f
Using this notation, the L q -dimensions of µ are now given by
and Theorem A therefore shows that the moment scaling function f q µ (t) of a typical measure µ ∈ P(X) diverges in the worst possible way as t → ∞. In this paper we will prove that the behaviour of the moment scaling function f q µ (t) = log I q e −t (µ) t of a typical measure µ ∈ P(X) is spectacularly more irregular than suggested by Theorem A. Namely, there are standard techniques, known as averaging systems, that (at least in some cases) can assign limiting values to divergent functions (the precise definitions will be given below), and the purpose of this paper is to show the following surprising result: not only is the moment scaling function f q µ (t) = log I q e −t (µ) t of a typical measure µ divergent as t → ∞, but it is so irregular that it remains spectacularly divergent as t → ∞ even after being "averaged" or "smoothened out" using arbitrary averaging systems including, for example, all higher order Hölder and Cesàro averages, see Section 2.
1.3. Average L q -dimensions of typical measures. We start by recalling the definition of an averaging (or summability) system; the reader is referred to Hardy's classical text [Ha] for a systematic treatment of averaging systems.
Definition. Average system. An averaging system is a family Π = (Π t ) t≥t0 with t 0 > 0 such that:
is a positive measurable function and there is a real number a such that
is a positive measurable function, then we define lower and upper Π-average of f by
respectively.
Applying averaging systems to the moment scaling function f q µ (t) in (1.3) leads to our key definition, namely, the definition of average L q -dimensions.
Definition. Average L q -dimension. Let Π = (Π t ) t≥t0 be an averaging system. Let q ∈ R and let µ be a Borel probability measure µ on R d with compact support. We define the lower and upper
and
respectively.
Remark. We note that L q -dimensions are, in fact, average L q -dimensions. Indeed, if µ is a Borel probability measure on R d with compact support and we let Π denote the average system defined by Π = (δ t ) t≥1 (where δ t denotes the Dirac measure concentrated at t), then clearly
We can now state the main result in the paper, namely, Theorem 1.2 below. This result shows that if X is a compact Ahlfors regular subset of R d , then the behaviour of the moment scaling function
t of a typical measure µ ∈ P(X) is so irregular that it remains divergent as t → ∞ even after being "averaged" using arbitrary averaging systems. Theorem 1.2. Let X be a compact Ahlfors regular subset of R d and let q ≥ 1. Let Π = (Π t ) t≥t0 be an averaging system.
The proof of Theorem 1.2. (1) Remark. Note that if we apply Theorem 1.2 to the average system Π defined by Π = (δ t ) t≥1 , then it follows from (1.4) that the statement in Theorem 1.2 reduces to Theorem A.
As an application of Theorem 1.2 we will now consider higher order Hölder and Cesàro averages of the moment scaling function f q µ of a typical measure µ; this is done in next section.
Hölder and Cesàro averages of the L q -dimensions of a typical measure.
Two of the most commonly used averaging system are Hölder averages and Cesàro averages. We will now define these average systems and apply them to the moment scaling function f
t of a measure µ. We first define the Hölder averages. For a > 0 and a positive measurable function
For a positive integer n, we now define the lower and upper n'th order Hölder averages of f by
The Cesàro averages are defined as follows. First, we define
For a positive integer n, we now define the lower and upper n'th order Cesàro averages of f by
It is well-known that that the Hölder and Cesàro averages satisfy the following inequalities, namely,
It is also well-known that the Hölder and Cesàro averages are averaging systems in the sense of the definition in Section 2.1. Indeed, if we for a positive integer n, define the averaging system Π
see, for example, [Jac, p. 675] . Similarly, if we for a positive integer n, define the averaging system Π 
Similarly, we define the lower and upper n'th order average Cesàro
The higher order average Hölder and Cesàro L q -dimensions form a double infinite hierarchy in (at least) countably infinite many levels, namely, we have (using (2.1))
As an application of Theorem 1.2, we will now show that if X is a compact Ahlfors regular subset of R d , then the behaviour of a typical measure µ ∈ P(X) is so irregular that not even the hierarchies in (2.2) formed by taking Hölder and Cesàro averages of all orders are sufficiently powerful to "smoothen out" the behaviour of the moment scaling function f
Theorem 2.1. Let X is a compact Ahlfors regular subset of R d and q ≥ 1. A typical measure µ ∈ P(X) satisfies
Proof. This statement follows immediately from Theorem 1.2.
Proof of Theorem 1.2.(1)
In this section we prove Theorem 1.2.(1). We first introduce the following notation. For E ⊆ R d and a positive real number r > 0, let N r (E) denote the smallest number of balls of radius equal to r that is needed to cover the set E. Also, let dim B (E) and dim B (E) denote the lower and upper box dimension of E, respectively, and recall that dim B (E) = lim sup r 0 log Nr(E) − log r , see, for example, [Fa] .
Lemma 3.1. Let X be a compact subset of R d and let q ≥ 1. Let Π = (Π t ) t≥t0 be an averaging system. For µ ∈ P(X) and E ⊆ X with µ(E) > 0, we have
for all r > 0. Therefore fix r > 0. For brevity write N = N r (E). We can thus choose balls B(x 1 , r), . . . , B(x N , r) such that E ⊆ ∪ i B(x i , r). It follows from Vitali's covering theorem that there is a subset I of {1, . . . , N } such that ∪ n i=1 B(x i , r) ⊆ ∪ i∈I B(x i , 3r) and such that the sets ( B(x i , r) ) i∈I are pairwise disjoint. Next observe that if x ∈ B(x i , r), then B(x i , 3r) ⊆ B(x, 4r). We conclude from this and the fact the sets ( B(x i , r) ) i∈I are pairwise disjoint that
As q ≥ 1, the function t → t q is convex, and Jensen's inequality therefore implies that
Combining (3.2), (3.3) and (3.4) yields (3.1). Since µ(E) > 0, we conclude that c E = c µ(E) q > 0, and it follows immediately from (3.1) that lim inf
However, as 1 t → 0, we deduce from the consistency condition that 1 s dΠ t (s) → 0 and the desired result follows from (3.5).
We can now prove Theorem 1.2.(1).
Proof of Theorem 1.2.(1).
Let µ ∈ P(X) and recall that q ≥ 1. It is clear that D q Π (µ) ≤ 0 and it therefore suffices to show that D q Π (µ) ≥ dim H (X) (1 − q). Since X is Ahlfors regular, it is well-known that dim H (X) = dim B (X) = dim B (X), see, for example, [Ty] . It also follows from the definition of the box-dimension that if dim B (X) = dim B (X), then log Nr(X) − log r → dim B (X) = dim B (X). Consequently, if X is Ahlfors regular, then log N 1 4 e −t (X) t → dim H (X), and the consistency condition therefore implies that
The desired result follows from this and Lemma 3.1.
Proof of Theorem 1.2.(2): Preliminary results.
In this section we collect some basic notation and some technical auxiliary lemmas that will be used extensively in Sections 5-6. We first recall some standard notation and results. If E is a subset of R d and r > 0, then B(E, r) denotes the r neighbourhood of E, i.e. Lemma 4.1. The reverse Fatou's Lemma [St, Theorem 3.2.3] . Let (M, E, µ) be a measure space and let (ϕ n ) n be a sequence of positive measurable functions ϕ n :
It is well-known (see, for example, [Pa, p. 51, Theorem 6.8]) that if X is a compact metric space, then the weak topology on P(X) is induced by the metric L on P(X) defined as follows. Let Lip(X) denote the family of Lipschitz functions f : K → R with |f | ≤ 1 and Lip(f ) ≤ 1 where Lip(f ) denotes the Lipschitz constant of f , i.e.
The metric L is now defined by
for µ, ν ∈ P(X).
Next, we prove some useful auxiliary continuity results about L q dimensions. Let X be a compact subset of R d and q ∈ R. Fix µ ∈ P(X). Recall that for r > 0, we write
Also for x ∈ R d , let C(x, r) denote the closed ball with centre at x and radius equal to r, i.e. C(x, r) = {y ∈ R d | |x − y| ≤ r}, and write
The next lemma collects some of the basic properties of the functions I q r and J q r .
Lemma 4.2. Let X be a compact subset of R d and q ≥ 1. Let r > 0.
(1) The function I 
Proof.
(1) Let (µ n ) n be a sequence in P(X) and µ ∈ P(X) with µ n → µ. Since B(x, r) is open it follows that µ(B(x, r)) ≤ lim inf n µ n (B(x, r)) for all x, whence µ(B(x, r)) q ≤ lim inf n µ n (B(x, r)) q for all x ∈ X. We conclude from this and Fatou's lemma that I q r (µ) =
(2) Let (µ n ) n be a sequence in P(X) and µ ∈ P(X) with µ n → µ. Note that sup n µ n (C(x, r)) 
Also, since C(x, r) is closed it follows that lim sup n µ n (C(x, r)) ≤ µ(C(x, r)) for all x, whence lim sup n µ n (C(x, r)) q ≤ µ(C(x, r)) q for all x ∈ X, and so lim sup
Finally, combining (4.5) and (4.6) we conclude that lim sup n J q r (µ n ) = lim sup n In this section we prove Theorem 1.2.(2) equation (1.5). We first prove a preliminary auxiliary result.
Lemma 5.1. Let X be a compact subset of R d and q ≥ 1. Let Π = (Π t ) t≥t0 be an averaging system. Let c ∈ R and t ≥ t 0 . Then the set
is open in P(X).
Proof. Write
We must now prove that F is closed in P(X). In order to show this, we fix a sequence (µ n ) n in F and µ ∈ P(X) with µ n → µ. We must now prove that µ ∈ F , i.e. we must prove that . We now prove the following two claims.
Claim 1. For all s ≥ t 0 , we have ϕ(s) ≤ lim inf n ϕ n (s). In particular ϕ dΠ t ≤ lim inf n ϕ n dΠ t . Proof of Claim 1. This follows from the fact that map I q r : P(X) → R is lower semi-continuous for all r > 0 by Lemma 4.2. This completes the proof of Claim 1.
Claim 2. We have lim inf n ϕ n dΠ t ≤ c.
Proof of Claim 2. Since µ n ∈ F , we conclude that ϕ n dΠ t = log I q e −s (µn) s dΠ t (s) ≤ c for all n, whence lim inf n ϕ n dΠ t ≤ c. We also note that it follows from Fatou's lemma that lim inf n ϕ n dΠ t ≤ lim inf n ϕ n dΠ t . Combining the previous two inequalities we conclude that lim inf n ϕ n dΠ t ≤ lim inf n ϕ n dΠ t ≤ c. This completes the proof of Claim 2.
Finally, we deduce from Claim 1 and Claim 2 that
This completes the proof.
We now turn towards the proof of Theorem 1.2. (2) equation (1.5).
Proof of Theorem 1.2. (2) equation (1.5).
We must prove that for a typical measure µ ∈ P(X), we have D
is meagre. For u < 0, write
it suffices to show that U u is meagre for all u ∈ Q with u < 0. We therefore fix u ∈ Q with u < 0. Next, in order to show that U u is meagre, we note that it suffices to show that there is a countable family (G k ) k of open and dense subsets of P(X) with
and for each positive integer k, put
Below we show that the family (G k ) k consists of open and dense subsets of P(X) with ∩ k G k ⊆ P(X) \ U u ; this is the content of the following three claims.
Claim 1. The set G k is open in P(X).
Proof of Claim 1. Indeed, since it follows from Lemma 5.1 that L t is open for all t ≥ t 0 , we immediately
This completes the proof of Claim 1
Claim 2. The set G k is dense in P(X). Proof of Claim 2. Let µ ∈ P(X) and let r > 0. We must now find ν ∈ P(X) such that L(µ, ν) ≤ r (recall, that the metric L is defined in (4.2)) and ν ∈ G n . Since X is compact, it is well-known that the set of all measures with finite support is dense in P(X), see, for example, [Bo, Example 8.1.6.(i) ]. We can therefore find a finite subset E of X and a probability vector (p x ) x∈E such that if we put
We now show that ν ∈ G k . Indeed, we have
for all t > 0. Next, write r E = min x1,x2∈E , x1 =x2 |x 1 − x 2 |, and note that r E > 0 because E is finite. Now choose t E such that e −t E = r E and note that it follows from the definition of r E that ( y∈E p y δ y (B(x, e −t ))) q = y∈E p q y δ y (B(x, e −t )) q for all t ≥ t E . We conclude from this and (5.1) that
for all t ≥ t E . However, since δ y (B(x, e −t )) = 1 if x ∈ B(y, e −t ) and δ y (B(x, e −t )) = 1 if x ∈ B(y, e −t ), we deduce that δ y (B(x, e −t )) dx = B(y,e −t ) dx = for all t ≥ t E . We conclude from (5.3) that log I e −t (ν) t → 0, and the consistency condition therefore implies that
We deduce immediately from this and the fact that u < 0 that there is a real number t ≥ k such that
This completes the proof of Claim 2.
s dΠ t k (s) ≥ u, and so µ ∈ P(X) \ U u . This completes the proof of Claim 3.
Combining Claim 1, Claim 2 and Claim 3, we now conclude that U u is meagre.
6. Proof of Theorem 1.2. (2) 
In this section we prove Theorem 1.2.(2) equation (1.6). We first prove some preliminary auxiliary results.
Proposition 6.1. Let X be a compact Ahlfors regular subset of
For each x 0 ∈ X and r 0 > 0 there is a probability measure µ ∈ P(R d ) satisfying the following three conditions:
(a) There are constants c, R > 0 such that for all x ∈ R d and all 0 < r < R, we have µ(B(x, r)) ≤ c r ∆ ; (b) supp µ ⊆ X; (c) supp µ ⊆ C(x 0 , r 0 ).
Proof.
This follows immediately from the Ahlfors regularity of X.
Lemma 6.2. Let F ⊆ R d be a bounded Borel set and r > 0. Then there exists finitely many pairwise disjoint Borel sets F 1 , . . . , F N with diam F i ≤ r such that F ⊆ ∪ i F i , and such that for each i, there exist an
First construct a sequence of balls B(
for all i and i with i = j. Because F is totally bounded this process must terminate at some finite stage, giving balls B( 
It is clear that the sets F 1 , F 2 . . . , F N are pairwise disjoint, and since B(
Proposition 6.3. Let X be a compact Ahlfors regular subset of R d . Fix ∆ ≤ dim H (X) and let µ ∈ P(X) and r > 0.
Then there is a probability vector (p i ) n i=1 and a family (µ i ) n i=1 of probability measures µ i ∈ P(R d ) satisfying the following two conditions:
(a) There are constants c i , R i > 0 such that for all x ∈ R d and all 0 < s < R i , we have
and such that if we write
Proof. According to Lemma 6.2 we may choose finitely many pairwise disjoint Borel sets X 1 , . . . , X n with diam X i ≤ r such that X ⊆ ∪ i X i , and such that for each i there exists a point x i ∈ X satisfying
Next, note that it follows from Proposition 6.1 that for each i there is a probability measure µ i ∈ P(R d ) satisfying the following three conditions:
(a) There are constants c i , R i > 0 such that for all x ∈ R d and all 0 < s < R i , we have µ(B(x, s))
Finally put p i = µ(X∩X i ) , and recall that we write λ = i p i µ i . We must now prove that L(µ, λ) ≤ r. In order to prove this inequality, we first note that
Observe that if f : X → R is a real valued function with Lip(f ) ≤ 1 and |f | ≤ 1, then
4 ) ⊆ X ∩ X i and the sets X 1 , . . . , X n are pairwise disjoint, we have
It follows from this that
Finally combining (6.2) and (6.3) show that
It now follows from (6.1) and (6.4) that
Proposition 6.4. Let X be a compact subset of R d and q ≥ 1. Let Π be an averaging system. Fix ∆ ∈ R.
Let (p i ) n i=1 be a probability vector and let (µ i ) n i=1 be a family of probability measures µ i ∈ P(R d ) satisfying the following two conditions:
(a) There are constants c i , R i > 0 such that for all x ∈ R d and all 0 < r < R i , we have
Then the following statements hold.
(1) We have
Lebesgue measure and that B(X, r) denotes the r-neighbourhood of X, see (4.1)).
(2) If, in addition, X is Ahlfors regular, then we have
Proof.
(1) Put R = min i R i and c = max i c i . First note that for all x ∈ R d and all 0 < r < R, we have µ i (C(x, r)) ≤ cr ∆ (indeed, for x ∈ R d and 0 < r < R, we have C(x, r) ⊆ B(x, r + ε) for all 0 < ε, whence µ i (C(x, r)) ≤ µ i (B(x, r + ε)) ≤ c(r + ε)
∆ for all 0 < ε < R − r, and letting ε 0 therefore shows that µ i (C(x, r)) ≤ cr ∆ ). For all x ∈ R d and all 0 < r < R, we now have
It follows from this that for all 0 < r < R, we have
Letting T be the unique real number such that R = e −T , we now conclude from (6.5) that for all t > T , we have log
, T ] and f (t) = q log c t for t ∈ (T, ∞), we deduce form (6.6) that for all t ≥ t 0 , we have
Since f (t) → 0 as t → ∞ we conclude that f dΠ t → 0 as t → ∞, and the desired result therefore follows from (6.7).
(2) Since X is Ahlfors regular, it is well-known that dim H (X) = dim B (X) = dim B (X), see, for example,
see, for example, [Fa] . Consequently, if X is Ahlfors regular, then
and the consistency condition therefore implies that
The desired result follows from this and Part (1).
Proposition 6.5. Let X be a compact subset of R d and q ≥ 1. Assume that X is Ahlfors regular. Let Π be an averaging system. Fix ∆ ≤ dim H (X) and let µ ∈ P(X) and r > 0.
Then there is a probability measure λ ∈ P(X) such that
Proof. This follows immediately from Proposition 6.3 and Proposition 6.4.
Lemma 6.6. Let X be a compact subset of R d and q ≥ 1. Let Π = (Π t ) t≥t0 be an averaging system. Let c ∈ R and t ≥ t 0 . Then the set
Proof. Write
We must now prove that F is closed in P(X). In order to show this, we fix a sequence (µ n ) n in F and µ ∈ P(X) with µ n → µ. We must now prove that µ ∈ F , i.e. we must prove that
. We now prove the following three claims.
Claim 1. We have sup n ϕ n dΠ t < ∞. Proof of Claim 1. The measure Π t has compact support, and we can therefore choose T 0 ≥ t 0 , such that supp Π t ⊆ [t 0 , T 0 ]. Next, note that for all positive integers n and all real numbers s
. Finally, since supp Π t ⊆ [t 0 , T 0 ], we therefore immediately conclude that sup n ϕ n dΠ t = T0 t0
This completes the proof of Claim 1.
Claim 2. We have c ≤ lim sup n ϕ n dΠ t .
Proof of Claim 2. Since µ n ∈ F , we conclude that c ≤ log J q e −s (µn) s dΠ t (s) = ϕ n dΠ t for all n, whence c ≤ lim sup n ϕ n dΠ t . We also note that it follows from Claim 1 and the reverse Fatou's lemma (i.e. Lemma 4.1) that lim sup n ϕ n dΠ t ≤ lim sup n ϕ n dΠ t . Combining the previous two inequalities we conclude that c ≤ lim sup n ϕ n dΠ t ≤ lim sup n ϕ n dΠ t . This completes the proof of Claim 2.
Claim 3. For all s ≥ t 0 , we have lim sup n ϕ n (s) ≤ ϕ(s). In particular lim sup n ϕ n dΠ t ≤ ϕ dΠ t . Proof of Claim 3. This follows from the fact that J This completes the proof.
We now turn towards the proof of Theorem 1.2.(2) equation (1.6).
Proof of Theorem 1.2.(2) equation (1.6). We must prove that for a typical measure µ ∈ P(X), we have
i.e. we must prove that the set
is meagre. For u > 0, write
it suffices to show that U u is meagre for all u ∈ Q with u > 0. We therefore fix u ∈ Q with u > 0, and note that it suffices to show that there is a countable family (G k ) k of open and dense subsets of P(X) with ∩ k G k ⊆ P(X) \ U u . Below we construct the sets G n . For t ≥ t 0 , let
Claim 1. The set G k is open in P(X). Proof of Claim 1. Indeed, since it follows from Lemma 6.6 that L t is open for all t ≥ t 0 , we immediately conclude that G k = ∪ t≥k L t is open. This completes the proof of Claim 1
Claim 2. The set G k is dense in P(X). Proof of Claim 2. Let µ ∈ P(X) and r > 0, We must now find λ ∈ G k such that L(µ, λ) ≤ r. Applying Proposition 6.6 with ∆ = dim H (X), we conclude that there is a measure λ ∈ P(X) with lim inf t log J q e −t (λ) s dΠ t (s) ≤ −∆q + dim H (X) = dim H (X) (1 − q)
< dim H (X) (1 − q) + u . (6.8)
It follows from (6.8) that we can choose t ≥ k such that log J q e −t (λ) s dΠ t (s) < dim H (X) (1 − q) + u, whence λ ∈ L t ⊆ G k . This completes the proof of Claim 2.
Claim 3. We have ∩ n G n ⊆ P(X) \ U u . Proof of Claim 3. Let µ ∈ ∩ k G k . Hence for each positive integer k, we can find t k ≥ k such that µ ∈ L t k , whence s dΠ t k (s) ≤ dim H (X) (1 − q) + u, and so µ ∈ P(X) \ U u . This completes the proof of Claim 3.
