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Abstract
We present a rigorous convergence analysis for cylindrical approximations of nonlinear functionals, func-
tional derivatives, and functional differential equations (FDEs). The purpose of this analysis is twofold:
first, we prove that continuous nonlinear functionals, functional derivatives and FDEs can be approximated
uniformly on any compact subset of a real separable Hilbert space by high-dimensional multivariate func-
tions and high-dimensional partial differential equations (PDEs), respectively. Second, we show that the
convergence rate of such functional approximations can be exponential, depending on the regularity of the
functional (in particular its Fre´chet differentiability), and its domain. We also provide necessary and suf-
ficient conditions for consistency, stability and convergence of functional approximations to linear FDEs.
These results open the possibility to utilize numerical techniques for high-dimensional model representation
such as deep neural networks and numerical tensor methods to approximate nonlinear functionals in terms
of high-dimensional functions, and compute approximate solutions to FDEs by solving high-dimensional
PDEs. Numerical demonstrations are presented and discussed for prototype nonlinear functionals in the
space of square-integrable functions, and for an initial value problem involving a linear FDE.
1. Introduction
A nonlinear functional is a map from a space of functions into the real line or the complex plane. Such
map, which seems a rather abstract mathematical concept, plays a fundamental role in many areas of math-
ematical physics and applied sciences. In fact, nonlinear functionals were used, for example, by Wiener to
describe mathematically Brownian motion [82], by Hohenberg and Kohn [36] to reduce the dimensionality
of the Schro¨dinger equation in many-body quantum systems [53, 44], by Hopf to describe the statistical
properties of turbulence [37, 50, 2], and by Bogoliubov to model systems of interacting bosons in superfluid
liquid helium [10, 68]. Applications of nonlinear functionals to other areas of mathematical physics can be
found in [42, 74, 3, 28, 40, 48].
Nonlinear functionals have also appeared in evolution equations known as functional differential equa-
tions (FDEs) [75]. A classical example in fluid dynamics is the Hopf equation [37, 52, 63]
∂Φ([θ], t)
∂t
=
3∑
k=1
∫
V
θk(x)
i 3∑
j=1
∂
∂xj
δ2Φ([θ], t)
δθk(x)δθj(x)
+ ν∇2 δΦ([θ], t)
δθk(x)
 dx, (1)
which governs the dynamics of the so-called characteristic functional
Φ([θ], t) = E
{
exp
(
i
∫
V
u(x, t) · θ(x)dx
)}
. (2)
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Here, u(x, t) represents a stochastic solution to the Navier-Stokes equation corresponding to a random initial
state, and E{·} is an expectation over the probability measure of such random initial state. Remarkably, the
complex-valued nonlinear functional (2) encodes all statistical information of the stochastic solution to the
Navier Stokes equation. For this reason, the Hopf’s equation (1) was deemed by Monin and Yaglom ([50,
Ch. 10]) to be “the most compact formulation of the general turbulence problem”, i.e., the problem of
determining the statistical properties of the velocity and the pressure fields of the Navier-Stokes equations
given statistical information on the initial state1.
Another well-known example of functional differential equation is the Schwinger-Dyson equation of
quantum field theory [54, 87]. Such equation describes the dynamics of the Green functions of a quantum
field theory, and it allows us to propagate field interactions in a perturbation setting (e.g., with Feynman
diagrams) or in a strong coupling regime. The Schwinger-Dyson functional formalism is also useful in
studying statistical dynamics of classical systems described in terms of stochastic ordinary or partial differ-
ential equations2 [40, 48, 55].
More recently, FDEs appeared in mean field games [14], and mean field optimal control [23]. Mean
field games are optimization problems involving a very large (potentially infinite) number of interacting
players. In some cases, it is possible to reformulate such optimization problems in terms of a nonlinear
Hamilton-Jacobi FDE in probability density space. The standard form of such equation is [17]
∂F ([ρ], t)
∂t
+H
(
[ρ],
[
δF ([ρ], t)
δρ(x)
])
= 0, F ([ρ], 0) = F0([ρ]), (3)
where ρ(x) is a d-dimensional density function supported on V ⊆ Rd, δF/δρ(x) is the first-order functional
derivative of F relative to ρ(x), andH is the Hamilton’s functional
H
(
[ρ],
[
δF ([ρ], t)
δρ(x)
])
=
∫
V
H
(
x,∇δF ([ρ], t)
δρ(x)
)
ρ(x)dx+G([ρ]). (4)
Here, H is a Hamilton’s function, and G([ρ]) is an interaction potential. More general FDEs of the type (3)
have been recently derived in the context of unnormalized optimal PDF transport [31]. Mean field theory is
also useful in optimal feedback control of nonlinear stochastic dynamical systems, and in deep learning. For
instance, recent work of W. E and collaborators [23] laid the mathematical foundations of the population risk
minimization problem in deep learning as a mean-field optimal control problem. Such mean-field optimal
control problem yields a generalized version of the Hamilton-Jacobi-Bellman equation in a Wasserstein
space, which is a nonlinear functional differential equation (see Eq. (20) in [23]).
A fundamental question that has been left unanswered for many years is whether it is possible to develop
efficient numerical methods to approximate nonlinear functionals, and compute the solution to FDEs such
as (1) or (3). This is a long-standing open problem in mathematical physics, and a rather unexplored area
in computational mathematics. In a recent Physics Report [75] we reviewed state-of-the-art computational
techniques that can be used to address this problem. The main objective of this paper is to provide rigorous
mathematical foundations for such computational techniques, and to develop approximation theory and
convergence results for nonlinear functionals, functional derivatives, and FDEs defined in compact subsets
of real separable Hilbert spaces. The purpose of this analysis is twofold: first, we prove that under rather mild
1 In equations (1)-(2), V ⊆ R3 is a periodic box, θ(x) = (θ1(x), θ2(x), θ3(x)) is a vector-valued (divergence-free) function,
δ/δθj(x) denotes the first-order functional derivative [33].
2 The solution to a stochastic ordinary or partial differential equation in dependence of the forcing terms, initial condition
or boundary conditions is a nonlinear functional. Effective methods to represent such functional dependence are based, e.g., on
polynomial chaos expansions [84, 25, 81, 79, 80], probabilistic collocation methods [27, 21, 83], and deep neural networks [60, 86].
Other techniques rely on a reformulation of the problem in terms of kinetic equations [78, 16], or hierarchies of kinetic equations
[11, 76, 15].
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conditions nonlinear functionals and FDEs can be approximated uniformly by high-dimensional multivariate
functions and high-dimensional partial differential equations (PDEs), respectively. Second, we prove such
functional approximations can converge exponentially fast in compact subsets of real separable Hilbert
spaces. We also provide necessary and sufficient conditions for consistency, stability and convergence of
functional approximation schemes to compute the solution of FDEs based on the Trotter-Kato approximation
theorem.
This paper is organized as follows. In section 2 we briefly review the theory of nonlinear functionals
defined on a Banach space, and recall the notions of continuity, compactness and differentiability. In section
3 we specialize these concepts to nonlinear functionals defined on a real separable Hilbert space H . In
section 4 we introduce cylindrical approximations of nonlinear functionals and functional derivatives in
Hilbert spaces. Uniform convergence of such approximations is established in section 5 and section 6 for
nonlinear functionals and functional derivatives defined on a compact subset of H . We also show that
cylindrical approximations can converge exponentially fast for Fre´chet differentiable functionals. In section
7 we develop a self-consistent convergence theory for cylindrical approximations of linear FDEs in compact
subsets of real separable Hilbert sapaes. In section 8 we demonstrate the approximation theory we developed
by providing numerical examples and applications to prototype nonlinear functionals and FDEs. Finally,
the main findings are summarized in section 9. We also include two brief Appendices where we discuss
cylindrical approximations of functional integrals in real separable Hilbert spaces, and the notion of distance
between function spaces.
2. Nonlinear functionals in Banach spaces
Let X be a Banach space. A nonlinear functional on X is a map F from X into a field F. In this paper,
F will either be the real line (R) or the complex plane (C). The functional F does not operate, in general,
on the entire Banach space X but rather on a subset set of X , which we denote as D(F ) ⊆ X (domain of
the functional)
F : D(F ) ⊆ X → F. (5)
As an example, consider
F ([θ]) =
∫ 1
0
x3eθ(x)+θ
′(x)dx, θ ∈ D(F ) = C(1)([0, 1]), (6)
where C(1)([0, 1]) is the space of continuously differentiable real-valued functions defined in [0, 1]. The
map (6) associates to each function θ ∈ C(1)([0, 1]) the real number F ([θ]). Analysis of nonlinear func-
tionals in Banach spaces is a well developed subject [72, 51, 67, 38, 26]. In particular, classical definitions
of continuity and differentiability that hold for real-valued functions can be extended to functionals. For
instance,
Definition 2.1. (Pointwise continuity) A nonlinear functional F : D(F ) ⊆ X → F is continuous at a
point θ ∈ D(F ) if for any Cauchy sequence {θ1, θ2, . . .} in D(F ) converging to θ (in the metric of X) we
have that the sequence {F ([θ1]), F ([θ1]), . . .} converges to F ([θ]) (in the metric of F), i.e.,
lim
n→∞ ‖θn(x)− θ(x)‖X = 0 ⇒ limn→∞ |F ([θn])− F ([θ])| = 0. (7)
Example 1: The functional (6) is continuous at every point θ ∈ C(1)([0, 1]) relative to the norm
‖θ‖ = sup
x∈[0,1]
|θ(x)|+ sup
x∈[0,1]
|θ′(x)|. (8)
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Definition 2.2. (Uniform continuity) The functional F : D(F ) ⊆ X → F is said to be uniformly continu-
ous on the domainD(F ) if for every  > 0 there exists δ > 0 such that the inequality |F ([θ1])−F ([θ2])| < 
holds for all points θ1, θ2 ∈ D(F ) satisfying ‖θ1 − θ2‖X ≤ δ.
Note that the definition of continuity and uniform continuity of a functional depends on how we measure
the distance between elements of Banach space X.
Definition 2.3. (Compactness and complete continuity) The functional F : D(F ) ⊆ X → F is said to
be compact on the domain D(F ) if it maps every bounded subset of D(F ) into a pre-compact subset set of
F, i.e., a subset whose closure is compact. The functional F ([θ]) is called completely continuous on D(F )
if it is continuous and compact.
It is clear that a continuous functional F ([θ]) is completely continuous if and only if for every bounded
sequence {θn} in D(F ) we have that the sequence {F ([θn])} has a convergent sub-sequence. As is well-
known, continuous functions defined on a closed and bounded subset ofRn are always uniformly continuous
and bounded. This is not the case with functionals defined on Banach spaces. In fact, uniform continuity of a
functional F ([θ]) on a closed and bounded set D(F ) ⊆ X , say the unit ball B = {θ ∈ C(1)([0, 1]) : ‖θ‖ ≤
1}3, is not sufficient to guarantee that the functional is bounded [72, p. 18]. However, if the functional F ([θ])
is uniformly continuous onD(F ) then it maps compact sets into compact sets. Moreover, if F is completely
continuous on a bounded set K ⊆ D(F ) (open or closed) then F is bounded on K. This is obvious since
the definition of complete continuity of F implies that bounded sets are mapped into relatively compact sets,
which are bounded.
Example 2: Consider the nonlinear functional
F ([θ]) = sin(θ(pi)) (9)
in the Banach space of Lipschitz continuous periodic functions in [0, 2pi],
D(F ) = C
(0)
Lip([0, 2pi]). (10)
As is well known , the Fourier series of any element θ ∈ D(F ) defines a sequence of partial sums {θm} ∈
D(F ) that converge uniformly to θ (see [39]). Thanks to such uniform convergence result, we have
lim
m→∞ |F ([θm])− F ([θ])| = limm→∞ |sin(θm(pi))− sin(θ(pi))|
≤ lim
m→∞ supx∈[0,2pi]
|sin(θm(x))− sin(θ(x))|
= 0, (11)
where the last equality follows from [7, Theorem 10]. Hence, the functional (9) is continuous onC(0)Lip([0, 2pi]).
Moreover, F sends any bounded subset of such function space into a pre-compact subset of the real line,
and therefore F is completely continuous.
2.1. Differentials and derivatives of nonlinear functionals
Let us consider a nonlinear functional F : D(F ) ⊆ X → F, where D(F ) is an open set. We say that F
is Gaˆteaux differentiable at a point θ ∈ D(F ) if the limit
dFη([θ]) = lim
→0
F ([θ + η])− F ([θ])

(12)
3Recall that a ball in a Banach space is not compact as not every sequence of elements in the ball has a convergent sub-sequence,
with limit in D(F ).
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exists and is finite for all η ∈ D(F ). The quantity dFη([θ]) is known as Gaˆteaux differential of F in
the direction of η [72, 67]. Under rather mild conditions (see, e.g., [72, p. 37]) such differential can be
represented as a linear operator acting on η [51, 74]. Such linear operator is known as the Gaˆteaux derivative
of F at θ and and it will be denoted by F ′([θ])
dFη([θ]) = F
′([θ])η. (13)
The Fre´chet differential, on the other hand, is defined as the term dF ([θ], η) in the series expansion
F ([θ + η]) = F ([θ]) + dF ([θ], η) +R([θ], [η]), lim
‖η‖→0
|R([θ], [η])|
‖η‖ = 0. (14)
It is well-known that if F ([θ]) has a continuous Gaˆteaux derivative onD(F ), then F is Fre´chet differentiable
on D(F ), and these two derivatives coincide [72, p. 41]. In this paper, we consider nonlinear functionals
F that are continuously Gaˆteaux differentiable in D(F ). Hence, we will not need to distinguish between
Fre´chet and Gaˆteaux derivatives.
There has been significant research activity on obtaining the minimal conditions under which a nonlinear
functional is Gaˆteaux or Fre´chet differentiable. It turns out that there are reasonably satisfactory results on
Gaˆteaux differentiablility of Lipschitz functionals. For instance,
Theorem 2.1. (Gaˆteaux differentiablility of Lipschitz functionals [47, 4, 45]) Let X be a separable
Banach space. Then every real- or complex-valued Lipschitz functional F from an open set D(F ) ⊆ X is
Gaˆteaux differentiable outside a Gauss-null set4.
Results on Fre´chet differentiability are more rare, and usually much harder to prove [45]. For instance, we
have
Theorem 2.2. (Fre´chet derivatives of Lipschitz functionals [57]) Let K be a compact subset of a Hilbert
space H . If F ([θ]) is real-valued and locally Lipschitz on K then F is Fre´chet differentiable on a dense
subset of K.
Note that Theorem 2.2 does not imply that F is Fre´chet differentiable everywhere on K. On the other hand,
a continuously differentiable functional F , which is also completely continuous in the sense of Definition
2.3, has completely continuous Gaˆteaux and Fre´chet derivatives ([72, p.51]). As we will see in section
3, continuously differentiable nonlinear functionals on compact metric spaces are also compact, and have
compact Fre´chet derivative. We emphasize that it is also possible to define Gaˆteaux and Fre´chet differentia-
bility directly in terms of bounded linear operators. For instance, Lindenstrauss and Preiss [45, p. 258] say
that F is Gaˆteaux differentiable if there exists a bounded linear operator F ′ : D(F ) → F so that for every
η ∈ D(F )
F ′([θ])η = lim
→0
F ([θ + η])− F ([θ])

.
Clearly, this definition is more strict than (12)-(13), since it does not allow for unbounded derivative opera-
tors F ′([θ]).
In the context of nonlinear functionals defined on spaces of functions, it is convenient to define another
type of functional derivative, namely
δF ([θ])
δθ(x)
= lim
→0
F ([θ(y) + δ(x− y)])− F ([θ(y)])

, (15)
4A Gauss-null set is a Borel set A ⊆ X such that µ(A) = 0 for every non-degenerate Gaussian measure µ on X .
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provided the limit exists. The quantity δF ([θ])/δθ(x), is known as first-order functional derivative of F ([θ])
with respect to θ(x) [34, p. 309]). Functional derivatives are used extensively in many areas mathematical
physics, e.g., in stochastic dynamics [77, 28, 40, 55], turbulence modeling [50, 52, 22], and quantum field
theory [87, 53].
If the Fre´chet derivative F ′([θ]) admits an integral representation5, then it is possible to establish a one-
to-one correspondence between δF ([θ])/δθ(x) and F ′([θ]). For instance, if `(η) = F ′([θ])η is a bounded
linear functional in a Hilbert spaceH , and F ′([θ]) is continuous inD(F ) ⊆ H then the Riesz representation
theorem guarantees that there exists a unique element δF ([θ])/δθ(x) ∈ H such that
F ′([θ])η =
(
δF ([θ])
δθ(x)
, η(x)
)
H
∀η ∈ H ∀θ ∈ D(F ). (16)
Here (·, ·)H denotes the inner product in H . As we will see in section 3, the Fre´chet derivative of a con-
tinuous nonlinear functional defined on a compact subset of a real separable Hilbert space is a completely
continuous linear operator, i.e., continuous and compact. In this case, the Riesz representation (16) holds
and we have a one-to-one correspondence between F ′([θ] and δF ([θ])/δθ(x).
More generally, if Ω is a locally compact Hausdorff space, e.g., an open or closed subset of Rn, and
F ′([θ]) is a bounded linear operator from C(0)c (Ω) (space of compactly supported continuous functions on
Ω) into R then there exists a unique finite regular signed measure6 µ([θ], x) on the Borel subsets of Ω such
that
F ′([θ])η =
∫
Ω
η(x)dµ([θ], x) η ∈ C(0)c (Ω) (17)
(see [20, p. 4] or [85, 26]). Moreover, if µ([θ], x) is absolutely continuous with respect to x then there exists
a Radon-Nikodym derivative, i.e., a density δF ([θ])/δθ(x) such that
dµ([θ], x) =
δF ([θ])
δθ(x)
dx. (18)
Under these conditions, the Fre´chet derivative of F admits the Lebesgue integral representation
F ′([θ])η =
(
δF ([θ])
δθ(x)
, η(x)
)
L2(Ω)
. (19)
We emphasize that (19) and (16) can be considered as infinite-dimensional generalizations of the concept of
directional derivative of a multivariate function f(x), where the dot product between∇f and the vector η is
now replaced by the inner product of δF ([θ])/δθ(x) and η(x). By analogy, the quantity δF ([θ])/δθ(x) can
be thought of as an infinite-dimensional gradient. Note that such gradient is a nonlinear functional of θ and
a function of x. Higher-order Fre´chet and functional derivatives can be defined similarly [75, 33].
Example 1: The Fre´chet derivative of the nonlinear functional (9) is easily obtained as
F ′([θ])η = cos(θ(pi))η(pi), (20)
where both θ and η are in the space of Lipschitz continuous functions (10). Clearly, equation (20) can be
written as
F ′([θ])η =
∫ 2pi
0
cos(θ(x))δ(x− pi)η(x)dx. (21)
5 Conditions under which linear operators between spaces of functions admit an integral representation were investigated in
[12, 64, 65, 18].
6A signed measure is a generalization of the concept of measure by allowing it to have negative values.
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From this expression we see that the signed measure dµ([θ], x) appearing in equation (17) in this case has a
density, which coincides with the first-order functional derivative
δF ([θ])
δθ(x)
= cos(θ(x))δ(x− pi). (22)
Such derivative is a distribution in x and a continuous functional of θ. The Fre´chet differential (20) is a
linear functional in η, bounded in the C(0) norm. In fact,
|cos(θ(pi))η(pi)| ≤ |cos(θ(pi))| sup
x∈[0,2pi]
|η(x)| . (23)
However, such functional is unbounded in L2([0, 2pi]), and therefore (21) is not based on the Riesz represen-
tation (16), but rather on (19). To show this, we just need to prove that (20) admits an integral representation
with kernel that is not in L2([0, 2pi]). To this end, let us represent η relative to any orthonormal trigonometric
basis {ϕ0, ϕ1, . . .} of L2([0, 2pi]) [35]
η(x) =
∞∑
k=0
(η, ϕk)L2ϕk(x). (24)
The series (24) converges in the L2 sense, and also pointwise since η is continuous [39]. A substitution of
(24) into (20) yields
cos(θ(pi))η(pi) = (cos(θ(pi))v(x), η(x))L2 , v(x) =
∞∑
k=0
ϕk(pi)ϕ(x). (25)
It straightforward to show that
∞∑
k=0
ϕk(pi)
2 =∞, (26)
and therefore the function v(x) in (25) is not an element of L2([0, 2pi]). Indeed, v(x) is the trigonometric
series expansion of the Dirac delta function δ(x− pi), which is not in L2([0, 2pi]).
3. Nonlinear functionals defined on compact subsets of real separable Hilbert spaces
In this section we study the mathematical properties of nonlinear functionals defined on compact subsets
of real separable Hilbert spaces. As we will see in subsequent sections this is a very important class of
functionals that allows us to build an effective approximation theory based on orthogonal projections.
Before we present such theory, let us briefly review the notion of bounded, closed, compact and pre-
compact sets. To this end, consider a metric space of functions X , e.g., a Hilbert or a Banach space, and a
subset K ⊆ X . We say that K is bounded if for all θ ∈ K we have ‖θ‖ ≤ M , where M is a finite real
number, and ‖ · ‖ is the norm in X . The set K is said to be closed if any convergent sequence in K has
a limit in K. An example of a closed and bounded subset of the Hilbert space L2([0, 1]) is the unit ball
S = {θ ∈ L2([0, 1]) : ‖θ‖L2 ≤ 1}. We say that the subset K ⊆ X is compact if every open cover of K has
a finite subcover.
There are several equivalent characterizations of compact subsets in metric spaces. For instance, a
subset K of a metric space X is compact if and only if every sequence in K has a bounded sub-sequence
whose limit is in K [38, §1.7]. The set K is said to be pre-compact if its closure is compact, meaning that
every sequence in K has a convergent sub-sequence whose limit is in X (not in K). Closed and bounded
function spaces are not necessarily compact, since we can define sequences that do not have convergent
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sub-sequences. An example is the the unit ball S mentioned above. On the other hand, a compact set is
always bounded and closed. A useful characterization of pre-compactness in real separable Hilbert spaces
is the following:
Theorem 3.1. (Compact subsets of Hilbert spaces) A subset S of a real separable Hilbert space H is
pre-compact if and only if it is bounded, closed, and for any (one) orthonormal basis {ϕ1, ϕ2, . . .} of H ,
and any  > 0 there exists a natural number N such that7
∞∑
k=N+1
|(θ, ϕk)H |2 ≤ , (27)
for all θ ∈ S. The closure of S in H , which we denote as S, is compact.
The proof of Theorem 3.1 can be found in [49, p. 76] (Proposition 3.8). Note that neither pre-compact
nor compact subsets of a vector space can be vector spaces, since pre-compactness implies boundedness.
Hereafter we provide two simple examples of compact subsets of real separable Hilbert spaces.
Example 1: Let Hsp([0, 2pi]) be the Sobolev space of weakly differentiable (up to degree s ≥ 1) periodic
functions in [0, 2pi]. The set
K =
{
θ ∈ Hsp([0, 2pi]) :
∥∥∥∥dqθdxq
∥∥∥∥
L2p([0,2pi])
≤ ρ
}
⊆ L2p([0, 2pi]) 1 ≤ q ≤ s, (28)
where L2p([0, 2pi]) is the Lebesgue space of periodic functions in [0, 2pi] and ρ > 0 is the radius of the
Sobolev sphere, is a compact subset of L2p([0, 2pi]). Indeed, by expanding an arbitrary element θ ∈ K in a
Fourier series we obtain, for any 1 ≤ q ≤ s (see [35, p. 35])
∑
|k|>N
|(θ, eikx)L2p([0,2pi])|2 ≤
C1
N2q
∥∥∥∥dqθdxq
∥∥∥∥2
L2p([0,2pi])
≤ C1ρ
2
N2q
∀θ ∈ K. (29)
At this point it is clear that for any given  > 0 there exists a natural number N such that the right hand
side of (29) can be made smaller than  for any θ ∈ K. In other words, the equi-small tail condition (27) is
satisfied. Moreover, in (28) we take the closure of the Sobolev sphere in L2p, which makes K is a compact
subset of L2p([0, 2pi]).
Example 2: A closed sphere with radius ρ in Hsw([−1, 1]) (weighted Sobolev space of degree s), is a pre-
compact subset of L2w([−1, 1]) (weighted Lebesgue space of functions in [−1, 1]). Hence,
K =
{
θ ∈ Hsw([−1, 1]) : ‖θ‖Hsw([−1,1]) ≤ ρ
}
⊆ L2w([−1, 1]) (30)
is a compact subset of L2w([−1, 1]). This claim is based on the following well-known spectral convergence
result [35, p. 109],
∞∑
k=N+1
|(θ, ϕk)L2w([−1,1])|2 ≤
C2
N s
‖θ‖2Hsw([−1,1]) , (31)
7The condition (27) is known as equi-small tail condition with respect to any orthonormal basis of H . It states that if we use
enough basis elements, then we can bound the complementary energy (sum of the neglected Fourier amplitudes) associated with
the series expansion of of any θ ∈ S.
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where ϕk(x) are ultra-spherical polynomials. By combining (31) with (30), we see that the equi-small tail
condition ∞∑
k=N+1
|(θ, ϕk)L2w([−1,1])|2 ≤
C2ρ
2
N s
(32)
is satisfied ∀θ ∈ K.
The compact subsets of L2 we discussed in Example 1 and Example 2 are particular instances of the
Rellich-Kondrachov compact embedding theorem [1, §6] for Sobolev spaces. Such theorem states that the
Sobolev space of functions W k,p(Ω) defined on a compact subset Ω ⊆ Rn with differentiable boundary
is compactly embedded in W l,q(Ω), provided k − p/n > l − q/n. This means that there exists a com-
pact linear operator T : W k,p(Ω) → W l,q(Ω) that maps bounded subsets of W k,p(Ω) into pre-compact
subsets of W l,q(Ω). In Example 1 and Example 2 we have that Hs = W s,2 and L2 = W 0,2 Hence, the
Rellich-Kondrachov embedding in this case reduces to the statement that the Sobolev spaceHs is compactly
embedded in L2 for all s ≥ 1.
3.1. Some properties of continuous nonlinear functionals defined on compact metric spaces
Continuous nonlinear functionals defined on a compact subset K of a metric space have several nice
mathematical properties. First of all, they are bounded since they map compact sets into a closed and
bounded subset of R or C. Moreover, by the Heine-Cantor Theorem we have that any continuous functional
defined on a compact set is necessarily uniformly continuous and bounded [38]. If the functional is real-
valued this means that the maximum and the minimum are attained at points within K. We also recall that
closed subsets of compact sets are necessarily compact. Hence, a continuous functional on K maps any
closed subset of K into a closed and bounded subset of R or C. Such functional is necessarily compact8,
i.e., completely continuous (see Definition 2.3).
3.2. Fre´chet and functional derivatives
Next, we show that the Fre´chet derivative of a continuous nonlinear functional defined on a compact
subset of a real separable Hilbert space is a compact linear operator.
Lemma 3.1. (Compactness of the Fre´chet derivative) Let K be a compact subset of a real separable
Hilbert space H , and let F ([θ]) be a continuous real- or complex-valued functional on H . If the Fre´chet
derivative F ′([θ∗]) exists at θ∗ ∈ K, then it is a compact linear operator9.
Proof: Continuous functionals on compact metric spaces are necessarily completely continuous (see Def-
inition 2.3). To prove the Lemma we proceed by contradiction. To this end, suppose that F ′([θ∗]) is not
compact. Then it is possible to find  > 0 and a sequence {θk} ∈ K ⊆ H such that ‖θk‖H ≤ 1 and∣∣F ′([θ∗])θk − F ′([θ∗])θj∣∣ ≥  (33)
for all k 6= j. By definition of Fre´chet derivative at θ∗ we have∣∣F ([θ∗ + η])− F ([θ∗])− F ′([θ∗])η)∣∣ = O(‖η‖H), (34)
for all η ∈ K with reasonably small norm, say ‖η‖H ≤ δ. In particular, we can choose δ such that∣∣F ([θ∗ + η])− F ([θ∗])− F ′([θ∗])η∣∣ ≤ 
4
‖η‖H . (35)
8We recall that a compact nonlinear functional is a continuous functional that maps bounded sets into pre-compact (relatively
compact) sets.
9If the Fre´chet derivative is defined to be a bounded linear operator, e.g., as in [45], then Lemma 3.1 is trivial since any bounded
linear operator from H to F is compact (the dimension of the co-domain being finite).
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Next, choose τ small enough so that (θ∗ + τθk) ∈ K and ‖τθk‖ ≤ δ for all k ∈ N. For such functions we
have
|F ([θ∗ + τθk])− F ([θ∗ + τθj ])| ≥
∣∣τF ′([θ∗])(θk − θj)∣∣−∣∣F ([θ∗ + τθk])− F ([θ∗])− τF ′([θ∗])θk∣∣−∣∣F ([θ∗ + τθj ])− F ([θ∗])− τF ′([θ∗])θj∣∣
≥τ − τ
4
− τ
4
=
τ
2
. (36)
This means that the functional F is not completely continuous. In fact, the inequality (36) implies that it
is not possible to extract a convergent sub-sequence from the sequence {F ([θ∗ + τθk])}, with θk bounded.
This proves the Lemma.

Lemma 3.2. (Representation of the Fre´chet derivative) Let K be a compact subset of a real separable
Hilbert space H , and let F ([θ]) be a continuous real- or complex-valued functional on K. If the Fre´chet
derivative of F ([θ]) exists at θ∗ ∈ K then F ′([θ∗]) admits the unique integral representation
F ′([θ∗])η =
(
δF ([θ∗])
δθ(x)
, η(x)
)
H
∀η ∈ H, (37)
where δF ([θ∗])/δθ(x) ∈ H is the first-order functional derivative (15).
Proof: We have seen in Lemma 3.1 that the Fre´chet derivative of a continuous nonlinear functional defined
on a compact subset of a real separable Hilbert space is a compact linear operator. Hence, `([η]) = F ′([θ∗])η
is a bounded linear functional in H . By applying the Riesz representation theorem (37) to `, we conclude
that there exists a unique element δF ([θ∗])/δθ(x) ∈ H such that (37) holds. This proves the Lemma.

Example 1: Let K be the Sobolev ball (28) (which includes its closure in L2). Consider the nonlinear
functional
F ([θ]) =
∫ 2pi
0
sin(x) sin2(θ(x))dx θ ∈ K. (38)
The Fre´chet derivative of (38) is
F ′([θ])η =
∫ 2pi
0
sin(x) sin(2θ(x))η(x)dx η ∈ H. (39)
Here θ is chosen in the interior K, so that the Fre´chet derivative at θ is well-defined. For fixed θ, the linear
functional F ′([θ])η is bounded in L2, and therefore in Hs. In fact, by the Cauchy-Schwarz inequality∣∣F ′([θ])η∣∣ ≤ ‖sin(x) sin(2θ(x))‖L2p︸ ︷︷ ︸
Q[θ]
‖η‖L2 = Q([θ]) ‖η‖L2p ≤ Q([θ]) ‖η‖Hs ≤ Q([θ])ρ ∀η ∈ H.
(40)
Therefore, for a fixed θ ∈ K we have that Lemma 3.1 holds. In other words, there exists a unique first-order
functional derivative
δF ([θ])
δθ(x)
= sin(x) sin(2θ(x)), (41)
which is an element of L2p([0, 2pi]) (as a function of x).
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4. Cylindrical approximation of nonlinear functionals in real separable Hilbert spaces
Let H be a real separable Hilbert space with inner product (·, ·)H . Any element of H , say θ, can be
represented in terms of an orthonormal basis {ϕ1, ϕ2, . . .} as
θ(x) =
∞∑
k=1
akϕk(x), ak = (θ, ϕk)H . (42)
We introduce the projection operator Pm, which truncates the series expansion (42) to m terms
Pmθ =
m∑
k=1
(θ, ϕk)Hϕk. (43)
Clearly, Pm is an operator from H into the finite-dimensional space
Dm = span{ϕ1, ..., ϕm}. (44)
With this notation we can represent any nonlinear functional F ([θ]) in H as a function depending on an
infinite (countable) number of variables. To this end, we substitute (42) into F ([θ]) to obtain
f(a1, a2, . . .) = F
([ ∞∑
k=1
akϕk(x)
])
, aj = (θ, ϕj)H . (45)
A simple way to approximate this functional is to restrict its domain to the subspace PmH = Dm. This
reduces F ([θ]) to a multivariate function f(a1, . . . , am), which depends on as many variables as the number
of basis elements of Dm,
f(a1, . . . , am) = F
([
m∑
k=1
akϕk
])
. (46)
In the theory of stochastic processes, the set
{θ ∈ PmH | ((θ, ϕ1)H , ..., (θ, ϕm)H) ⊆ Rm} (47)
is known as cylindrical set (see [73, p. 55] or [70, p. 45]). Therefore, functionals of the form (46), i.e.,
f ((θ, ϕ1)H , (θ, ϕ2)H , . . . , (θ, ϕm)H) = F ([Pmθ]), θ ∈ H, (48)
can be defined as cylindrical functionals [6], i.e., functionals defined on cylindrical sets. As we will see
in section 5, the representation (48) (or (46)) converges uniformly to (45) as m goes to infinity if θ is in a
compact subset of H .
Next, we study the representation of the Fre´chet and the first-order functional derivatives. If F ([θ])
is Fre´chet differentiable at θ ∈ H with continuous Fre´chet derivative F ′([θ]), then `(η) = F ′([θ])η is a
bounded linear functional. Hence, by Riesz’s representation theorem, there exists a unique element of H ,
which we denoted by δF ([θ])/δθ(x), such that
F ′([θ])η =
(
δF ([θ])
δθ(x)
, η
)
H
. (49)
As we pointed out in Lemma 3.2, δF ([θ])/δθ(x) coincides with the first-order functional derivative (15).
Such derivative is an element of H , and therefore it can be represented in terms of the orthonormal basis
{ϕ1, ϕ2, . . .} as
δF ([θ])
δθ(x)
=
∞∑
k=1
(
δF ([θ])
δθ(x)
, ϕk
)
H
ϕk(x). (50)
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A differentiation of (45) with respect to ak yields10
∂f
∂ak
=
(
δF ([θ])
δθ(x)
, ϕk
)
H
, k = 1, 2, . . . (52)
This means that the partial derivative of f(a1, a2, . . .) with respect to ak = (θ, ϕk)H is the projection of the
first-order functional derivative of F onto the basis element ϕk. By substituting (52) into (50) we obtain
δF ([θ])
δθ(x)
=
∞∑
k=1
∂f
∂ak
ϕk(x). (53)
This expression emphasizes that the first-order functional derivative (53) is essentially a “dot product” be-
tween the (infinite-dimensional) gradient of f and the (infinite-dimensional) vector of basis elements. Eval-
uating (50) on the finite-dimensional function subspace Dm = PmH yields
δF ([Pmθ])
δθ(x)
=
m∑
k=1
∂f
∂ak
ϕk(x) +
∞∑
k=m+1
(
δF ([Pmθ])
δθ(x)
, ϕk
)
H
ϕk(x). (54)
Here f depends solely on the variables (a1, . . . , am). If the functional derivative δF ([Pmθ])/δθ(x) is an
element of Dm (as a function of x) then the second term on the right hand side of (54) is clearly equal to
zero.
Example 1: Let F ([θ]) be a continuously differentiable functional on a real separable Hilbert space H , and
let Pm be the projection operator (43). Then from equations (49) and (52) it follows that
F ′([Pmθ])Pmθ =
m∑
k=1
ak
∂f
∂ak
, (55)
where f is the multivariate function defined in (46).
5. Convergence analysis of cylindrical approximations: continuous nonlinear functionals
In this section we perform a convergence analysis for nonlinear functional approximation of the form
(46) in compact subsets of real separable Hilbert spaces. We begin by recalling two important approximation
results first obtained by Prenter in [58]
Lemma 5.1. (Pointwise convergence [58, Lemma 5.1]) Let H be a real separable Hilbert space, K a
compact subset of H , and Pm : H → Dm the projection operator (43). If F is a continuous functional on
K then for all  > 0 there exists m ∈ N such that
max
θ∈K
|F ([θ])− F ([Pmθ])| ≤  ∀m ≥ m. (56)
Lemma 5.2. (Uniform convergence [58, Lemma 5.4]) Let H be a real separable Hilbert space, K a
compact subset of H , and Pm : H → Dm the projection operator (43). If F is a continuous functional on
K, then the sequence F ([Pmθ]) converges uniformly to F ([θ]) on K.
The compactness hypothesis of the subset K in Lemma 5.1 and Lemma 5.2 can be replaced by the weaker
assumption that K ⊆ H is bounded (e.g., a sphere), and F is uniformly continuous with respect to the
so-called S-topology [8].
10Equation (52) can be equivalently written as
∂f
∂ak
= F ′([θ])ϕk, k = 1, 2, . . . (51)
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5.1. Convergence rate
Lemma 5.2 establishes uniform convergence of the functional F ([Pmθ]) to F ([θ]) on compact subsets
of real separable Hilbert spaces. The subsequent question is: how fast does F ([Pmθ]) converge to F ([θ])?
Hereafter we show that for continuously differentiable functionals (functionals with continuous Fre´chet
derivative) on compact and convex subset of real separable Hilbert spaces such convergence rate is the same
as the rate at which Pmθ converges to θ. This results follows from the following
Theorem 5.1. (Mean value theorem) Let F be a real-valued continuously differentiable functional on a
compact convex subset K of a real separable Hilbert space H . Then for all θ1, θ2 ∈ K the following
estimate holds
|F ([θ1])− F ([θ2])| ≤ sup
η∈K
∥∥F ′([η])∥∥ ‖θ1 − θ2‖ , (57)
where F ′([η]) denotes the first-order Fre´chet derivative of F .
The proof is trivial and well-known. Therefore we omit it. We simply recall that since F ′([θ]) is the Fre´chet
derivative of a continuously differentiable functional on a compact metric space we have that F ′([θ]) is a
compact linear operator (Theorem 3.1), and therefore it is bounded on K. Hence,
sup
η∈K
∥∥F ′([η])∥∥ = M <∞.
We also emphasize that it is possible to relax the assumptions in Theorem 5.1 significantly. For instance, it
is possible to drop the requirement that F is continuously differentiable and leverage the fact that for each
 > 0 and any pair of points θ1, θ2 ∈ K there exists a point θ∗ ∈ K in which H is Fre´chet differentiable,
and
F ([θ1])− F ([θ2]) < F ′([θ∗])(θ1 − θ2) + , (58)
provided the line θt = tθ1 +(1−t)θ2 is inK for all t ∈ [0, 1]. For the purpose of the present paper, however,
we shall simply restrict the class of nonlinear functionals we study to continuously differentiable nonlinear
functionals. This allows us to obtain the following convergence rate result using the mean value Theorem
5.1.
Lemma 5.3. (Convergence rate) Let F be a real-valued, continuously differentiable functional on a com-
pact and convex subset K of a real separable Hilbert space H . Then for all θ ∈ K and for any finite-
dimensional projection Pm of the form (43) we have
|F ([θ])− F ([Pmθ])| ≤ sup
η∈K
∥∥F ′([η])∥∥ ‖θ − Pmθ‖ . (59)
In particular, F ([Pmθ]) converges uniformly to F ([θ]) at the same rate as Pmθ converges (uniformly) to θ.
The proof follows directly from the mean value Theorem 5.1 by setting θ1 = θ and θ2 = Pmθ.
Example 1: As a simple example of application of Lemma 5.3, consider the Sobolev space (28) of weakly
differentiable periodic functions in [0, 2pi]. We know that K is a compact and convex subset of L2p. Hence,
given any continuously differentiable functional F on K we have that
|F ([θ])− F ([Pmθ])| ≤ C1
N2q
‖θ‖2Hqp([0,2pi]) , (60)
where C1 is a constant that depends on the operator norm of the Fre´chet derivative F ′([θ]), and other
quantities related to the Fourier series expansion. In particular, if Pmθ converges to θ exponentially fast
(e.g., if θ is infinitely differentiable), then F ([Pmθ]) converges to F ([θ]) exponentially fast in m.
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6. Convergence analysis of cylindrical approximations: Fre´chet and functional derivatives
In this section we study convergence of cylindrical approximations of F ′([θ]) and δF ([θ])/δθ(x) in a
compact subset K of a separable real Hilbert space H . We begin with the following
Theorem 6.1. (Uniform approximation of Fre´chet derivatives) Let H be a real separable Hilbert space,
K a compact subset of H , θ ∈ K and Pm : H → Dm the projection operator (43). If F is continuously
differentiable on K with Fre´chet derivative F ′([θ]), then the sequence of operators F ′([Pmθ]) converges
uniformly to F ′([θ]). In other words, for all  > 0 there exists m ∈ N such that∥∥F ′([θ])− F ′([Pmθ])∥∥ = sup
η∈H
η 6=0
|F ′([θ])η − F ′([Pmθ])η|
‖η‖H
< , (61)
for all m ≥ m, and for all θ ∈ K.
Proof: Let us define the functional Gη([θ]) = F ′([θ])η, For each fixed η ∈ H we have that Gη([θ]) is
nonlinear and continuous in θ. Hence, we can apply Theorem 5.2 to conclude that Gη([Pmθ]) converges
uniformly to Gη([θ]), i.e., that for each η > 0 and there exists mη ∈ N such that for all m ≥ mη
|Gη([θ])−Gη([Pmθ])| < η ∀θ ∈ K. (62)
Since F is a continuously differentiable functional on a compact metric space, the Fre´chet derivative F ′([θ])
is a compact linear operator (Theorem 3.1) onK. This means that for each fixed θ ∈ K the linear functional
Gη([θ])−Gη([Pmθ]) is bounded, i.e.,
|Gη([θ])−Gη([Pmθ])| ≤ γ(m) ‖η‖H . (63)
By combining (62) and (63) we conclude that
∥∥F ′([θ])− F ′([Pmθ])∥∥ = sup
η∈K
η 6=0
|(F ′([θ])− F ′([Pmθ])) η|
‖η‖H
< , (64)
uniformly in θ ∈ K, which proves the theorem.

Next, we study convergence of the first-order functional derivative (15). This is relatively straightforward
given the convergence result we just obtained in Theorem 6.1. In fact, the linear functional F ′([θ])η is
bounded on the compact set K ⊆ H (for each θ ∈ K) and therefore it admits the Riesz integral representa-
tion
F ′([θ])η =
(
δF ([θ])
δθ(x)
, η
)
H
θ, η ∈ K, (65)
where (·, ·)H is the inner product in H . Uniform convergence of F ′([Pmθ]) to F ′([θ]) for all θ in the
compact set K ⊆ H implies that for every  > 0 there exists m ∈ N such that∣∣∣∣(δF ([θ])δθ(x) − δF ([Pmθ])δθ(x) , η
)
H
∣∣∣∣ < , ∀θ, η ∈ K, (66)
and for all m ≥ m. This yields the following
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Lemma 6.1. (Uniform approximation of first-order functional derivatives) Let H be a real separable
Hilbert space, K a compact subset of H , θ ∈ K and Pm : H → Dm the projection (43). If F is contin-
uously differentiable on K with Fre´chet derivative F ′([θ]), then the sequence δF ([Pmθ])/δθ(x) converges
uniformly to δF ([θ])/δθ(x). In other words, for all  > 0 there exists m ∈ N such that for all m ≥ m∥∥∥∥δF ([θ])δθ(x) − δF ([Pmθ])δθ(x)
∥∥∥∥
H
< , ∀θ ∈ K. (67)
Proof: By equation (66) have that δF ([Pmθ])/δθ(x) is a sequence inH converging weakly to δF ([θ])/δθ(x).
Since K is compactly embedded in H there exists a compact linear operator Q mapping H into K, defined
by Qθ = θ. It is well-known that such compact operator maps weakly convergent sequences in H into
strongly convergent sequences in K. This proves (67).

6.1. Convergence rate
Let us assume that Gη([θ]) = F ′([θ])η is continuously Fre´chet differentiable in θ ∈ K, where K
is a compact convex subset of a real separable Hilbert space. Denote by G′η([θ]) the first-order Fre´chet
derivative. By applying the mean value Theorem 5.1 we obtain
|Gη([θ])−Gη([Pmθ])| ≤
∥∥G′η([θ])∥∥ ‖θ − Pmθ‖H . (68)
The Fre´chet differential of Gη([θ]) can be written as
G′η([θ])ξ = F
′′([θ])ηξ. (69)
If we take the supremum of (68) over the set of η ∈ K with ‖η‖ = 1 we obtain∥∥F ′([θ])− F ′([Pmθ])∥∥ ≤ ∥∥F ′′([θ])∥∥ ‖θ − Pmθ‖H . (70)
Hence, if the functional F is twice continuously differentiable on the convex compact set K, then the rate
at which the linear operator F ′([Pmθ]) converges to F ′([θ]) is the same as the convergence rate of Pmθ to
θ. Note that F ′′ is a compact operator from K ×K into R or C.
7. Approximation of linear functional differential equations
Let F(H) denote a Banach space of nonlinear functionals from a real separable Hilbert space H into R
or C. In this section we develop necessary and sufficient conditions that guarantee that the solution to linear
functional differential equations (FDEs) of the form
∂F ([θ], t)
∂t
= L([θ])F ([θ], t), F ([θ], 0) = F0([θ]) (71)
can be approximated by the solution of suitable finite-dimensional linear partial differential equations. Equa-
tion (71) is a linear abstract evolution equation (Cauchy problem) in the Banach spaceF(H) [32]. The linear
operator L([θ]) is assumed to be in C(F), which is the set of closed, densely defined and continuous linear
operators on F(H). Note that L([θ]) can be unbounded. To construct the approximation scheme for the
FDE (71), we consider the following cylindrical approximation of the solution functional F
Fm([θ], t) = F ([Pmθ], t) θ ∈ H, (72)
where Pm is the projection operator (43). We have seen in section 5 that Fm([θ], t) = f(a1, . . . , am, t)
is a multivariate function in the m variables ak = (θ, ϕk)H that converges uniformly to F ([θ], t) in every
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compact subset of H . From a functional analysis perspective, Fm is an element of a Banach space of
functionals onH , which we denote by Fm(H). With this notation, we see that the functional approximation
(72) is essentially induced by the application of a continuous linear operatorBm : F(H)→ Fm(H) defined
as
BmF ([θ], t) = F ([Pmθ], t). (73)
By using the operator Bm, we perform the following decomposition of the right hand side of (71)
Bm (L([θ])F ([θ], t)) = Lm([θ])Fm([θ], t) +Rm([θ], t), (74)
where Lm([θ]) is a linear operator acting on the m-dimensional function Fm([θ], t) = f(a1, . . . , am, t), and
Rm is a functional residual. The operator Lm([θ]) can be unbounded. As an example, let H be the L2p space
of periodic functions in [0, 2pi] and consider
L([θ])F ([θ], t) =
∫ 2pi
0
θ(x)
∂
∂x
δF ([θ], t)
δθ(x)
dx θ ∈ H. (75)
A substitution of (46) and (54) into (75) yields
Bm (L([θ])F ([θ], t)) =
m∑
k,j=1
aj
∂f
∂ak
∫ 2pi
0
∂ϕk
∂x
ϕjdx︸ ︷︷ ︸
Lm([θ])Fm([θ],t)
+
∞∑
k=m+1
(
δF ([Pmθ], t)
δθ(x)
, ϕk
)
H
∫ 2pi
0
∂ϕk
∂x
Pmθdx︸ ︷︷ ︸
Rm([θ],t)
,
(76)
where aj = (θ, ϕj)H . Note that Lm([θ]) in (76) is a linear first-order partial differential operator with
non-constant coefficients.
Definition 7.1. (Consistency) A sequence of linear operators {Lm} ∈ C(Fm), is said to be consistent (or
compatible) with a linear operator L ∈ C(F) if for every F ∈ D(L)11 there exists a sequence Fm ∈ D(Lm)
such that
‖F − Fm‖ → 0 and ‖LF − LmFm‖ → 0 (77)
as m → ∞. Moreover, if ‖LmFm − LF‖ = O(m−p) then we say that the sequence {Lm} is consistent
with L to order p.
Lemma 7.1. (Consistency of cylindrical approximations to FDEs) Let H be a real separable Hilbert
space. Consider a functional F ∈ F(H) and a densely defined closed linear operator L ∈ C(F). If
L([θ])F ([θ]) is continuous in θ then the sequence of operators {Lm} defined in (74) is consistent with L on
every compact subset K of H , provided ‖Rm([θ])‖ → 0 as m→∞ for all θ ∈ K
Proof: Equation (74) implies that
|L([θ])F ([θ])− Lm([θ])Fm([θ])| = |L([θ])F ([θ])−Bm (L([θ])F ([θ])) +Rm([θ])| . (78)
Since the functional L([θ])F ([θ]) is continuous in θ, we can now use the uniform approximation Theorem
5.2 and claim that for any  > 0 there exists m ∈ N such that
|L([θ])F ([θ])−Bm (L([θ])F ([θ]))| ≤  ∀m ≥ m ∀θ ∈ K, (79)
11In the Definition 7.1, D(L) denotes the domain of the operator L.
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where K is a compact subset of H . A substitution of (79) into (78) yields,
|L([θ])F ([θ])− Lm([θ])Fm([θ])| ≤+ |Rm([θ])| θ ∈ K. (80)
Hence if |Rm([θ])| → 0 for all θ ∈ K as m→∞ then L([θ])F ([θ])→ Lm([θ])Fm([θ]) for all θ in K. By
theorem 5.2 we also have that Fm → F on K. Hence the sequence {Lm} is a consistent approximation of
L.

Corollary 7.1. Under the same assumptions of Lemma 7.1 if, in addition, K is convex, L([θ])F ([θ]) is
continuously Fre´chet differentiable in K, and ‖Rm([θ])‖ = O(‖θ − Pmθ‖H) then {Lm} is consistent with
L to the same order as Pmθ converges to θ in H .
Proof: By using the mean value Theorem 5.1 and equation (78) we immediately conclude that
‖L([θ])F ([θ])− Lm([θ])Fm([θ])‖ = O(‖θ − Pmθ‖H). (81)
Hence, Lm is consistent with L to the same order as Pmθ converges to θ in K.

Example 1: Let H = L2p([0, 2pi]) be the space of square integrable periodic functions in [0, 2pi], {ϕk} an
orthonormal Fourier basis in H , and K ⊆ H the Sobolev ball (28) (together with its closure in H). We have
seen in section 3 that K is a compact subset of H . We now show that the operator Lm([θ]) defined in (76)
is a consistent approximation of the operator (75), in the compact set K. To this end, for all m larger than
some fixed m0 we have
|Rm([θ], t)| =
∣∣∣∣∣
∞∑
k=m+1
(
δF ([Pmθ], t)
δθ(x)
, ϕk
)
H
∫ 2pi
0
∂ϕk
∂x
Pmθdx
∣∣∣∣∣
≤
∞∑
k=m+1
∣∣∣∣(δF ([Pmθ], t)δθ(x) , ϕk
)
H
∣∣∣∣ ‖ϕk‖H ∥∥∥∥∂(Pmθ)∂x
∥∥∥∥
H
≤γ
∞∑
k=m+1
∣∣∣∣(δF ([Pmθ], t)δθ(x) , ϕk
)
H
∣∣∣∣ , (82)
where ζ is a constant independent ofm. To obtain the last inequality, we used the fact that ϕk is orthonormal
in H (‖ϕk‖H = 1), and that ‖∂(Pmθ)/∂x‖ converges to ‖∂θ/∂x‖ in H (uniformly in θ ∈ K). The proof
of this statement is based on the following chain of inequalities [35, p. 38]∣∣∣∣∥∥∥∥∂θ∂x
∥∥∥∥
H
−
∥∥∥∥∂(Pmθ)∂x
∥∥∥∥
H
∣∣∣∣ ≤ ∥∥∥∥∂θ∂x − ∂(Pmθ)∂x
∥∥∥∥
H
≤ C
ms−1
∥∥∥∥dsθdxs
∥∥∥∥
H
≤ ρC
ms−1
. (83)
In the last one, we used the fact that θ is in the Sobolev sphere (28). From (83) it follows that∥∥∥∥∂(Pmθ)∂x
∥∥∥∥
H
≤
∥∥∥∥∂θ∂x
∥∥∥∥
H
+
ρC
ms−1
≤ κρ+ ρC
ms−1
≤ κρ+ ρC
ms−10︸ ︷︷ ︸
γ
∀m ≥ m0, (84)
where we repeatedly applied the Poincare´ inequality ‖f‖H ≤ g ‖∂f/∂x‖H to obtain the constant κ. Equa-
tion (84) defines the constant γ appearing in (82). At this point we recall that the functional derivative
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δF ([Pmθ], t)/δθ(x) converges strongly in H to δF ([θ], t)/δθ(x) as m goes to infinity for all θ ∈ K (Theo-
rem 6.1). This implies that (82) goes to zero for all θ ∈ K as m goes to infinity12, i.e.,
max
θ∈K
|Rm([θ], t)| → 0 ∀t ∈ [0, T ]. (86)
The rate of convergence depends on the regularity of the first-order functional derivative δF ([θ], t)/δθ(x)
as a function of x. In particular, if δF ([θ], t)/δθ(x) is infinitely differentiable in x, then (86) goes to zero
exponentially fast with m [35, p. 36].
7.1. Cylindrical approximations to FDEs: stability and convergence
Let us now consider the m-dimensional linear PDE
∂Fm([θ], t)
∂t
= Lm([θ])Fm([θ], t) Fm([θ], 0) = BmF0([θ]), (87)
where Bm and F0 are defined in (73) and (71), respectively. If the conditions of Lemma 7.1 are satisfied
then we say that the PDE (87) is a consistent approximation of the FDE (71). Moreover if {Lm} in (87) is
consistent with L to order p then we say that the PDE (87) is consistent with the FDE (71) with order p.
A fundamental question at this point is whether the solution of (87) converges to the solution of the FDE
(71) as we send m to infinity. The Trotter-Kato approximation theorem for abstract evolution equations in
Banach spaces [24, p. 209] states that this is indeed the case, provided the initial value problem (87) is
“stable” in the following sense.
Definition 7.2. (Stability) Suppose that the linear operator Lm in (87) generates a strongly continuous
semigroup etLm . We say that the FDE appriximation (87) is stable if there are two constants M and ω
independent of m such that
∥∥etLm∥∥ ≤Meωt.
We now have all elements to state a version of the Trotter-Kato theorem [32, p. 8] that holds for cylindrical
approximations of functional differential equations.
Theorem 7.1. (Convergence of cylindrical approximations to FDEs) Suppose that the initial value prob-
lem (71) is well-posed in the time interval [0, T ] (T finite), and that L([θ]) ∈ C(F) generates a strongly
continuous semigroup in [0, T ]. Then the FDE approximation (87) is stable and consistent in a compact
subset K of a real separable Hilbert space H if and only if it is convergent, i.e.,
max
t∈[0,T ]
max
θ∈K
|Fm([θ], t)− F ([θ], t)| → 0 (88)
as m→∞ whenever Fm([θ], 0)→ F0([θ]).
The proof of this theorem can be found in [24, p. 210]. In summary, to prove that a cylindrical approxima-
tions to FDEs is convergent we can proceed as follows:
a) Construct the multivariate PDE (87) and show that such PDE is a consistent approximation to the FDE
(71) (Lemma 7.1)
12Recall that if fn → f is a strongly convergent sequence in a Hilbert space H then, for any given  > 0 and any orthonormal
basis of H there exists m ∈ N such that ∞∑
k=m+1
|(fn, ϕk)H | < . (85)
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b) Study stability of (87). This is a PDE-specific result stating that it is possible to control some norm
of the solution of (87) by a constant multiple of a suitable norm of the initial condition, and all the
norms involved (including the constant), do not depend onm. The simplest stability results arise from
energy inequalities, e.g., for PDEs with continuous and coercive linear operators Lm.
c) Apply Theorem 7.1 to claim that if a) and b) are satisfied then the solution of the PDE (87) converges
uniformly to the solution of the FDE (71) as the number of independent variables m goes to infinity.
Example 2: Consider the initial value problem
∂F ([θ], t)
∂t
=
∫ 2pi
0
θ(x)
∂
∂x
δF ([θ])
δθ(x)
dx, F ([θ], 0) = F0([θ]) (89)
and assume that θ is in the compact set K ⊆ L2p([0, 2pi]) defined in (28). This is domain in which we solve
the FDE (89). Let {ϕ1, ϕ2, . . .} be an orthonormal basis of L2p([0, 2pi]). By equations (76) and (86) we have
that the m-dimensional PDE
∂f
∂t
=
m∑
k,j=1
∂f
∂ak
∫ 2pi
0
∂ϕk
∂x
ϕjdx f(a1, . . . , am, 0) = F0([Pmθ]), (90)
where ak = (θ, ϕk)L2p , is a consistent cylindrical approximation to the FDE (89). Next, we show that such
approximation is stable in the sense of Definition 7.2. By using the method of characteristics [61] it is
straightforward to to show that the solution of (90) can be bounded as
|f(a1, . . . , am, t)| ≤ ‖f0‖L∞(Rm) , (91)
where f0 = f(a1, . . . , am, 0). Hence, if the L∞ norm of f0 is bounded by a constant κ that is independent
of m, then (90) is stable in the L∞(Rm) norm13. Such strong bound implies that the solution (90) is also
bounded in the L2µ norm, where dµ is the measure (A.2). In fact, we have
‖f‖L2µ ≤ ‖f0‖L∞ ≤ κ, ∀m ∈ N. (93)
Note that this also implies that the functional integral defined in (A.1)-(A.3) converges, as it is bounded by
the same constant κ independently of m. By using Theorem 7.1 we conclude that the solution of the PDE
(90) converges uniformly to the solution of the FDE (89) in K, as the number of independent variables m
goes to infinity.
We now have the main tools to study convergence of cylindrical approximations to FDEs. The main result is
Theorem 7.1 which is based on the Trotter-Kato approximation theorem for abstract evolution equations in
Banach spaces [71, 41]. The theorem states that stable consistent approximations of FDEs are convergent,
but it does not provide an estimate on the rate of convergence of the approximation, i.e., how fast Fm
converges to F . Estimates of such rate of convergence are available in rather general cases (e.g., [46]), but
a thorough analysis for cylindrical approximations of FDEs is lacking. Nevertheless, in section 8.3 we will
show that the convergence rate of the cylindrical approximation to a prototype FDE can be exponential. We
will study the convergence rate of cylindrical approximations to FDE in future work.
13An example of a cylindrical functional that is bounded in the L∞(Rm) norm is
f(a1, . . . , am, 0) =
∫ 2pi
0
sin(x) sin
(
m∑
k=1
akϕk(x)
)
dx, ak = (θ, ϕk)L2p . (92)
In section 8.3.2 we show that the solution of (90) corresponding to such initial condition converges uniformly inK and exponentially
fast in m to the solution of (89).
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8. Numerical examples
In this section we provide numerical demonstrations of the approximation theorems we developed for
nonlinear functionals and functional differential equations. To this end, we consider the function space
defined by the following closure of a Sobolev sphere with raidius ρ
K =
{
θ ∈ Hsp([0, 2pi]) : ‖θ‖Hsp ≤ ρ
}
⊆ L2p([0, 2pi]). (94)
We have seen in section 3 that K is a convex compact subset of L2p([0, 2pi]). Hence, any real-valued contin-
uous functional F ([θ]) defined on K can be represented as the limit of a uniformly convergent sequence of
functionals of the form F ([Pmθ]), where Pm is the projection operator (43). We can sample elements from
(94) by taking a truncated Fourier series of the form
θ(x) =
N∑
k=−N
cke
ikx, ck = c
∗
−k, (95)
and then choosing the modulus of the complex numbers {c0, . . . , cN} within an ellipsoid in RN+1. In fact,
we have
‖θ‖2Hsp =
N∑
k=−N
(1 + k2 + k4 + · · · k2s) |ck|2
=c20 + 2
N∑
k=1
(1 + k2 + k4 + · · · k2s) |ck|2 . (96)
Hence, the condition ‖θ‖2Hsp ≤ ρ2 implies that
c20 + 2
N∑
k=1
(1 + k2 + k4 + · · · k2s) |ck|2 ≤ ρ2 (97)
which defines the interior of an ellipsoid in the variables {|c0|, . . . , |cN |}.
8.1. Generation of test functions with prescribed Fourier spectrum
The decay rate of the modulus of the Fourier coefficients |ck| in the series expansion (95) is related to the
degree of smoothness of θ, i.e., the value of s in (94) (see [35, §2]). Hence, by sampling θ from a space of
periodic functions with a prescribed spectral decay |ck| we can study the effects of the regularity parameter
s in (94) on the rate of convergence of the nonlinear functional approximations we developed in section 4,
section 5 and section 6. To sample test functions from (94), we represent ck in (95) in polar form, prescribe
the decay of the amplitudes |ck| (k ≥ 0) and introduce a uniformly distributed random shift ϑk ∈ [0, 2pi]
subject to the constraint ϑk = −ϑ−k. This yields
θ(x) = c0 +
N∑
k=−N
k 6=0
|ck|ei(kx+ϑk) ck = c∗−k. (98)
We study two types of decay rates of the Fourier spectrum. The first is a power-law decay of the form
c0 = a(0), |ck| = a(k)
kα
(algebraic decay) (99)
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Figure 1: Random spectra (99) and (100) and corresponding sample functions (98) for N = 500.
where α ≥ 1 and k = 1, . . . , N . In equation (99) a(0) is a uniformly distributed random variable in
[−10, 10] and {a(1), . . . , a(N)} is a sequence of i.i.d. uniformly distributed random variables in [0, 10].
The algebraic decay (99) defines functions in a Sobolev sphere (94) with index s = α. The radius of such
sphere can be computed by substuting (99) into (96), and then evaluating the supremum. The second power
spectrum we consider has an exponential decay of the form
c0 = b(0), |ck| = b(k)
βk
(exponential decay) (100)
where β > 1 and k = 1, . . . , N . The random sequence {b(0), b(1), · · · , b(N)} has the same properties as
the sequence {a(0), a(1), . . . , a(N)} in (99). The spectrum (100) defines functions in a Sobolev sphere (94)
with index s→∞.
In Figure 1 we plot one sample of the random spectra (99) and (100), together with the corresponding
sample functions (98) forN = 500, α ∈ {1.5, 2, 2.5, 3} and β ∈ {1.2, 1.5, 2, 3}. In the numerical examples
presented hereafter we chooseN large enough so that the contribution of the tail of the spectrum is negligible
in the series expansion (98). This allows us to generate highly accurate approximations of θ in the space (94),
which will then be projected onto a lower-dimensional subspace generated by a second trigonometric basis.
Specifically, we chose the following orthonormal basis consisting of discrete trigonometric polynomials [35,
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p. 29]
ϕk(x) =
1√
2pi(m+ 1)
sin
(
(m+ 1)
x− xk
2
)
sin
(
x− xk
2
) , xk = 2pi
m+ 1
k, k = 0, . . . ,m (m even).
(101)
which yields the projection operator
Pmθ =
m∑
k=0
akϕk(x), ak = (θ, ϕk)L2p , k = 0, 1, . . . ,m. (102)
As is well known, if the first (s − 1) derivatives of θ are all continuous, and if the s-th derivative is in
L2p([0, 2pi]) then the L
2
p([0, 2pi]) distance between θ and Pmθ as defined in (102) decays as 1/m
s. On the
other hand, if θ is of class C∞ then then Pmθ converges to θ exponentially fast in L2p([0, 2pi]) (see [35,
§2.3]).
8.2. Approximation of nonlinear functionals
Consider the nonlinear functional
F ([θ]) =
∫ 2pi
0
sin(x) sin(θ(x))2dx. (103)
The Fre´chet differential of F ([θ]) is given by
F ′([θ])η =
∫ 2pi
0
sin(x) sin(2θ(x))η(x)dx, (104)
which is a linear operator in η. We have shown in section 3 that F ′([θ]) is compact in the function space
(94), and therefore it is bounded and continuous14. In fact, for all θ ∈ K and η ∈ L2p([0, 2pi]) it follows
from (104) ∣∣F ′([θ])η∣∣ ≤ ‖sin(2θ)‖L2p ‖η‖L2p ⇒ ∥∥F ′([θ])∥∥ ≤ 1. (105)
Plugging this result into the mean value Theorem 5.1 yields the spectral convergence result
|F ([θ])− F ([Pmθ])| ≤ ‖θ − Pmθ‖L2p ≤
C
ms
‖θ‖Hsp ≤
Cρ
ms
, ∀θ ∈ K. (106)
The last two inequalities follow from well-known Fourier series approximation theory [35, p. 42], and from
the fact that θ is in the closure of a Sobolev ball bounded by ρ.
Next, we determine the convergence rate of the first-order Fre´chet and functional derivative approxima-
tions. To this end, we notice that the second-order Fre´chet derivative of (104), i.e.,
F ′′([θ])ηψ =
∫ 2pi
0
2 sin(x) cos(2θ(x))ψ(x)η(x)dx, (107)
is a continuous bilinear operator on the compact set K × K. Therefore, by equation (70), the first-order
Fre´chet derivative must converge at the same rate as (106). The first-order functional derivative of F , i.e.,
the kernel of the integral operator (104) is
δF ([θ])
δθ(x)
= sin(x) sin(2θ(x)). (108)
14Recall that a linear functional in a Hilbert space is bounded if and only if it is continuous.
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Figure 2: Functional approximation error (110) versus the number of Fourier modes in (102) for functions θ with spectra (99)
(power law decay) and (100) (exponential decay). The functional (103) is continuously Fre´chet differentiable. Therefore, by
Lemma 5.3 we have that F ([Pmθ]) converges to F ([θ]) at the same rate as Pmθ converges to θ.
As easily seen, if we evaluate (108) at Pmθ we obtain the approximated functional derivative
δF ([Pmθ])
δθ(x)
= sin(x) sin
(
2
m∑
k=1
(θ, ϕk)L2pϕk(x)
)
, (109)
which is an element of L2p that converges to (108) uniformly in θ ∈ K in the L2p norm. This is because
bounded and continuous functions such as sin(x) preserve Lq convergence under composition (see [7, The-
orem 7]). This result is also in agreement with Lemma 6.1. Hereafter we provide a numerical verification
of the convergence rate we just predicted. To this end, in Figure 2 we plot
0(m) = sup
θ∈K
|F ([θ])− F ([Pmθ])| (110)
versus m. The error 0(m) is computed numerically for each m by taking the maximum over 103 sample
functions of the form (98), with N = 1000, and different spectra of the form (99) and (100) (see Figure 1).
The error in the Fre´chet derivative is defined as
1(m) = sup
η,θ∈K
η 6=0
|F ′([θ])η − F ′([Pmθ])η|
‖η‖L2p
, (111)
and is computed as follows: for each given θ, we determine Pmθ and then approximate the supremum
over η using 103 sample functions η. This is done for 103 functions θ sampled from K as before. Notice
that η ∈ K has the same form as θ and therefore it is taken from the same ensemble as θ is taken from.
The results of our calculations are shown in Figure 3. As expected, the approximated functional derivative
F ′([Pmθ]) converges to F ′([θ]) at the same rate as Pmθ converges to θ in L2p([0, 2pi]). The reason is that the
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Figure 3: Fre´chet derivative approximation error (111) versus the number of Fourier modes in (102), and for test functions θ
with spectra (99) (power law decay) and (100) (exponential decay). Note that, as expected, the approximated Fre´chet derivative
F ′([Pmθ]) converges to F ′([θ]) at the same rate as Pmθ converges to θ. The reason is that the functional F ([θ]) is continuously
Fre´chet differentiable to any desired order. Hence, the mean value formula (70) holds. This is also the reason why the convergence
plots are nearly identical to those in Figure 2 (compare (70) with (59)).
Fre´chet derivative (104) is continuously Fre´chet differentiable15, and therefore the mean value formula (70)
holds.
8.3. Approximation of functional differential equations
In this section we provide a simple example of convergence analysis that shows how fast the solution of
the multivariate PDE (90) converges to the solution of the FDE (89) as we send m to infinity. To this end,
we first examine the analytical solution of the FDE (89).
8.3.1. Analytical solution
It was shown in [75, p. 76] that the analytical solution of the FDE (90) in the function space (94) is
F ([θ], t) = F0([θ(x− t)]). (112)
Clearly, ifF0 is invariant under translations, i.e., ifF0([θ(x−t)]) = F0([θ(x)]), thenF ([θ], t) = F0([θ]), i.e.,
the solution is constantly equal to the initial condition F0([θ]) at each time. Examples of such translation-
invariant functionals are
F̂0([θ]) = exp
[
−
∫ 2pi
0
θ(x)2dx
]
, and F˜0([θ]) =
∫ 2pi
0
sin (θ(x))2 dx. (113)
15The functional (103) admits continuous Fre´chet derivatives to any desired. In particular, we have
F ′′([θ])η1η2 = 2
∫ 2pi
0
sin(x) cos(2θ(x))η1(x)η2(x)dx,
F ′′′([θ])η1η2η3 =− 4
∫ 2pi
0
sin(x) sin(2θ(x))η1(x)η2(x)η3(x)dx.
This implies that the mean value formula (70) can applied to any of the Fre´chet derivatives, by simply redefining the operator norm
appearing at the right hand side of the inequality.
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On the other hand, the initial condition
F0([θ]) =
∫ 2pi
0
sin(x) sin (θ(x))2 dx (114)
is not translation-invariant. The solution to the initial value problem (89), with F0 given in (114), is
F ([θ], t) =
∫ 2pi
0
sin(x) sin (θ(x− t))2 dx, (115)
which is periodic in t with period 2pi. It is easy to verify by direct calculation that (115) is indeed a solution
to (89). To this end, let us define ∂x = ∂/∂x. We begin by noting that
θ(x− t) = e−t∂xθ(x). (116)
The first-order functional derivative of (115) is obtained by analyzing its Fre´chet differential
dFη([θ], t) =
∫ 2pi
0
2 sin(x) sin(e−t∂xθ) cos(e−t∂xθ)e−t∂xηdx,
=
∫ 2pi
0
et∂x
[
sin(x) sin(2e−t∂xθ)
]
ηdx. (117)
Here we utilized the fact that the operator adjoint of the semigroup e−t∂x relative to standard L2p([0, 2pi])
inner product is et∂x . Hence, the first-order functional derivative of (115) is
δF ([θ], t)
δθ(x)
= et∂x
[
sin(x) sin(2e−t∂xθ)
]
. (118)
Using again the fact that ∂x is skew-symmetric relative to the L2p([0, 2pi]) inner product we obtain∫ 2pi
0
∂
∂x
(
δF ([θ], t)
δθ(x)
)
θ(x)dx =
∫ 2pi
0
∂xe
t∂x
[
sin(x) sin(2e−t∂xθ)
]
θdx
=−
∫ 2pi
0
sin(x) sin(2e−t∂xθ)e−t∂x∂xθdx
=−
∫ 2pi
0
sin(x) sin(2θ(x− t))∂xθ(x− t)dx. (119)
On the other hand, a temporal differentiation of (115) yields
∂F ([θ], t)
∂t
=
∫ 2pi
0
sin(x) sin(2θ(x− t))∂tθ(x− t)dx. (120)
By setting the equality between (119) and (120) we conclude that (115) is a solution to (89) if and only if
∂θ(x− t)
∂t
+
∂θ(x− t)
∂x
= 0, (121)
which is clearly an identity, given (116). This proof can be generalized to arbitrary Fre´chet differentiable
initial conditions F0.
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8.3.2. FDE approximation and convergence analysis
We have seen in section 7 that the cylindrical approximation of the FDE (89) yields the multivariate
PDE (90). By using integration by parts it can be shown that the matrix of coefficients
Cjk =
∫ 2pi
0
ϕj(x)
∂ϕk(x)
∂x
dx (122)
is skew-symmetric since the basis functions ϕj are periodic. The initial condition appearing in (90) is
obtained by evaluating (114) on the range of Pm. This yields the cylindrical functional
f0(a) =
∫ 2pi
0
sin(x) sin
(
m∑
k=0
ajϕj(x)
)2
dx, aj = (θ, ϕk)L2p . (123)
The solution to the initial value problem (90) with initial condition given in (123) is easily obtained as
f(a, t) = f0
(
etCa
)
, a = [a0, . . . , am]
T . (124)
We have seen in section 8.2 that (123) converges uniformly to F0([θ]) as asm goes to infinity at the same rate
as ‖θ − Pmθ‖L2p goes to zero. We also know that the residual of the finite-dimensional PDE approximation
(90) goes to zero as we sendm to infinity (Example 1 in section 7), and that (90)-(123) is stable in L∞ norm
(Example 2 in section 7.1). By Theorem 7.1 this is sufficient to guarantee that (124) converges uniformly in
θ to the FDE solution (115) as we increase m (Theorem 7.1). Hereafter we calculate the convergence rate of
such approximation, and show that it can be exponential depending on degree of the smoothness of θ ∈ K,
which is measured by the index s in (94). To this end, we begin with
|F ([θ], t)− f(a0, . . . , am, t)|2 =
∣∣∣F0([e−t∂xθ])− f0(etCa)∣∣∣2
=
∣∣∣∣∣∣
∫ 2pi
0
sin(x)
sin2 (e−t∂xθ(x))− sin2
 m∑
j=0
[etCa]jϕj(x)
 dx
∣∣∣∣∣∣
2
.
(125)
Recall that for any a, b ∈ R we have
sin2(a)− sin2(b) = sin(a+ b) sin(a− b). (126)
Hence, from equation (125) it follows that
|F ([θ], t)− f(a0, . . . , am, t)|2 ≤
∫ 2pi
0
∣∣∣∣∣∣sin
e−t∂xθ(x)− m∑
j=0
[etCa]jϕj(x)
∣∣∣∣∣∣
2
dx
≤
∫ 2pi
0
∣∣∣∣∣∣e−t∂xθ(x)−
m∑
j=0
[etCa]jϕj(x)
∣∣∣∣∣∣
2
dx
=
∥∥∥∥∥∥e−t∂xθ(x)−
m∑
j=0
[etCa]jϕj(x)
∥∥∥∥∥∥
2
L2p
. (127)
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Figure 4: Convergence of the PDE solution (124) to the FDE solution (115) as we increase the number of variables m. Note that
the convergence rate of the PDE (90) to the FDE (89) is, as before, the same as the convergence rate of Pmθ to θ in the L2([0, 2pi])
norm.
At this point, we recall that θ(x, t) = e−t∂xθ(x) is the exact solution to the advection equation (121), while
the function θm(x, t) =
m∑
j=0
[
etCa
]
j
ϕj(x) is the solution to the Fourier-Galerkin discretization of (121),
i.e.,
daj(t)
dt
−
m∑
k=1
akCjk = 0. (128)
It is well-known that the Galerkin scheme (128) is stable in the L2p([0, 2pi]) norm (see, e.g., [13, §6.1.1]),
and that the solution θm(x, t) converges to θ(x, t) at a rate that depends only on the smoothness of θ(x, 0)
(initial condition). This implies that
|F ([θ], t)− f(a0, . . . , am, t)| ≤ C
ms
‖θ‖Hsp ≤
Cρ
ms
, (129)
where the parameter s measures the regularity of θ. If θ is infinitely differentiable then f(a0, . . . , am, t)
converges to F ([θ], t) exponentially fast in m. To validate (129) numerically, in Figure 4 we plot the error
0(m, t) = sup
θ∈K
|F ([θ], t)− f(a0, · · · , am, t)| (130)
at time t = pi in the case where θ has power law or exponential decaying Fourier coefficients. It is seen that
the cylindrical approximation f(a0, · · · , am, t) indeed converges to F ([θ], t) at the same rate at which Pmθ
converges to θ, which depends on the smoothness of θ ∈ K. It is worthwhile noticing that the convergence
plots in Figures 2-4 are essentially a rescaled version of the same plot. The reason is that the FDE solution
has continuous Fre´chet derivatives up to any desired order. Hence, by the mean value Theorem 5.1, the
convergence slopes are determined by the rate at which ‖θ − Pmθ‖L2p goes to zero.
9. Conclusions
We established rigorous convergence results for cylindrical approximations of nonlinear functionals,
functional derivatives, and functional differential equations (FDEs) defined on a compact subset K of a real
27
separable Hilbert space H . Such approximations are constructed by restricting the domain of the function-
als and the FDEs to the range of a finite-dimensional orthogonal projection acting on H . In this setting,
we proved that continuous functionals and FDEs can be approximated by multivariate functions and mul-
tidimensional partial differential equations (PDEs), respectively. The convergence rate of such functional
approximations can be exponential, depending on the regularity of the functional (in particular its Fre´chet
differentiability), and its domain. We also provided necessary and sufficient conditions for consistency,
stability and convergence of functional approximations schemes to compute the solution of linear FDEs.
The main result is Theorem 7.1, which is based on the well known Trotter-Kato approximation theorem for
abstract evolution equations in Banach spaces. The results presented in this paper open the possibility to
utilize techniques for high-dimensional function representation such as deep neural networks [59, 60, 86]
and numerical tensor methods [19, 5, 62, 9, 66, 43] to approximate nonlinear functionals in terms of high-
dimensional functions, and compute approximate solutions to functional differential equations by solving
high-dimensional PDEs.
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Appendix A. Cylindrical approximation of functional integrals in real separable Hilbert spaces
In this appendix we study approximation of functional integrals defined on a real separable Hilbert
space H , with particular emphasis on integrals involving the cylindrical functional, i.e., functionals of the
form (48). This topic was first investigated by Friedrichs and Shapiro [30, 29], and it fits the framework of
functional approximations we discussed in section 4. To describe the method, we first recall that {Pm} is a
hierarchical and complete sequence of orthogonal projections, i.e., Pm ⊆ Pm+1 (the range of Pm is a subset
of the range of Pm+1). Following Friedrichs, Shapiro and Sokorohod [30, 29, 69] (see also [75, Appendix
B.1]) we define the functional integral over H relative to a measure µ([θ]) as∫
H
F ([θ])dµ([θ]) = lim
m→∞
∫
PmH
F ([Pmθ])dµ([Pmθ]). (A.1)
We pointed out in section 4 that F ([Pmθ]) = f(a1, · · · , am) is a m-dimensional function depending on the
variables ak = (θ, ϕk)H , which are the coordinates of θ relative to the orthonormal basis {ϕ1, ϕ2, . . . , ϕm}.
The finite-dimensional measure in each subspace PmH can be taken, e.g., as a Gaussian product measure
dµ([Pmθ]) =
1
(
√
2pi)m
exp
[
−1
2
m∑
k=1
a2k
]
da1 · · · dam, (A.2)
which is is absolutely continuous [69, §17], and invariant [29, Ch. VI] under unitary coordinate transfor-
mations16 in PmH . Such transformations are induced by unitary transformations of the basis functions
16Recall that the coordinate system of PmH is (a1, . . . , am), and it depends on the choice of the orthonormal basis
{ϕ1, ϕ2, . . . , ϕm}.
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{ϕ1, ϕ2, . . .} in H . There is a well-defined integration theory for∫
PmH
F ([Pmθ])dµ([Pmθ]) =
1
(
√
2pi)m
∫
Rm
f(a1, . . . , am) exp
[
−1
2
m∑
k=1
a2k
]
da1 · · · dam. (A.3)
At this point we recall that cylindrical functionals F ([Pmθ]) converge to F ([θ]) uniformly in θ, if θ is chosen
a compact subset ofH . Also, cylindrical functionals are completely invariant in the sense of [29, Ch V, §III].
This guarantees that the limit in (A.1) exists, and that the functional integral is well-defined. This allows us
to define the inner product between two cylindrical functionals F and G as (see [75, §5.1])
(F,G)F = limm→∞
∫
PmH
F ([Pmθ])G([Pmθ])dµ([Pmθ]), (A.4)
where F is the vector space of functionals defined on the Hilbert space H . The inner product (A.4) induces
the norm
‖F ([θ])‖2F = (F, F )F . (A.5)
Example 1: Consider the nonlinear functional
F ([θ]) =
pi
pi + (θ, sin(x))2L2p
(A.6)
in the space of square-integrable periodic functions in [0, 2pi], i.e., L2p([0, 2pi]). We are interested in comput-
ing the functional integral ∫
L2p([0,2pi])
F ([θ])dµ([θ]), (A.7)
where the measure dµ([θ]) is the limit of the product measure (A.2) as m→∞. To this end, we first project
θ onto the orthonormal Fourier basis
P2m+1θ =
a0
2pi
+
m∑
k=1
ak
sin(kx)√
pi
+
m∑
k=1
bk
cos(kx)√
pi
, (A.8)
where ak = (θ, sin(kx))L2p /
√
pi and bk = (θ, cos(kx))L2p /
√
pi, (k = 1, . . . ,m). A substitution of (A.8)
into (A.6) yields ∫
PmH
F ([Pmθ])dµ([Pmθ]) =
1√
2pi
∫ ∞
−∞
e−a21/2
1 + a21
da1
= −
√
epi
2
(
erf
(√
2
2
)
− 1
)
(A.9)
independently of m. Hence, the functional integral (A.7) is easily computed as∫
L2p([0,2pi])
pidµ([θ])
pi + (θ, sin(x))2L2p
= −
√
epi
2
(
erf
(√
2
2
)
− 1
)
. (A.10)
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Appendix B. Distance between function spaces and approximability of nonlinear functionals
A key concept when approximating a nonlinear functional F ([θ]) by restricting its domain D(F ) to
a finite-dimensional space functions Dm is the distance between Dm and D(F ). Such distance can be
quantified in different ways (see, e.g., [56]). For example we can define the deviation of Dm from D(F ) as
E(Dm, D(F )) = sup
θ∈D(F )
inf
θm∈Dm
‖θ − θm‖H . (B.1)
The number E measures the extent to which the worst element of D(F ) can be approximated from Dm.
One may also ask how well we can approximate D(F ) ⊆ X with m-dimensional subspaces of H which are
allowed to vary within H . A measure of such approximation is given by the Kolmogorov m-width
dm(H,D(F )) = inf
Dm⊆H
sup
θ∈D(F )
inf
θm∈Dm
‖θ − θm‖H , (B.2)
which quantifies the error of the best approximation to the elements of D(F ) by elements in a vector sub-
space Dm ⊆ H of dimension at most m. The Kolmogorov m-width can be rigorously defined, e.g., for
nonlinear functionals in Hilbert spaces ([56], Ch. 4). It should be emphasized that for a given domain of
interest D(F ), finding the optimal basis spanning Dm and minimizing the deviation E(D,Dm) is not an
easy task. In some cases, however, asymptotic results are available, e.g., in the case of periodic Sobolev
spaces [66]. It is important to emphasize that the approximation error and the computational complexity of
approximating a nonlinear functional depends on the domain D(F ) and the choice of basis {ϕ1, ϕ2, . . .}
spanning Dm. In particular, an accurate functional approximation may be low-dimensional in one function
space (i.e., for small , m is also small) and high-dimensional in another (i.e., for small , m must be taken
very large) – see §3.1.2 in [75] for examples.
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