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Abstract
The Gelfand - Nai˘mark theorem supplies the one to one correspondence
between commutative C∗-algebras and locally compact Hausdorff spaces.
So any noncommutative C∗-algebra can be regarded as a generalization of
a topological space. Generalizations of several topological invariants can
be defined by algebraical methods. This article contains a pure algebraical
construction of inverse limits in the category of (noncommutative) covering
projections. It is proven that Moyal planes are inverse limits of covering
projections of noncommutative tori.
Contents
1 Motivation. Preliminaries 2
1.1 Prototype. Inverse limits of covering projections in topology . . . . 4
1.1.1 Topological construction . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Algebraic construction in brief . . . . . . . . . . . . . . . . . 9
1.2 Locally compact spaces and partitions of unity . . . . . . . . . . . . 9
1.3 Hilbert C∗-modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Strong and/or weak extension . . . . . . . . . . . . . . . . . . . . . 12
1.5 Galois extensions and covering projections . . . . . . . . . . . . . . 13
1
2 Noncommutative finite covering projections 14
3 Noncommutative inverse limits 21
4 Commutative case 23
5 Noncommutative tori and Moyal planes 28
5.1 Noncommutative torus TnΘ . . . . . . . . . . . . . . . . . . . . . . . 28
5.2 Finite noncommutative covering projections of TnΘ . . . . . . . . . . 31
5.3 Multidimensional grading of a noncommutative torus . . . . . . . 32
5.4 The Moyal plane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.5 The Moyal plane as the inverse noncommutative limit . . . . . . . 35
6 Acknowledgment 48
1 Motivation. Preliminaries
Some notions of the geometry have noncommutative generalizations based on
the Gelfand-Nai˘mark theorem.
Theorem 1.1. [1] (Gelfand-Nai˘mark). Let A be a commutative C∗-algebra and let X
be the spectrum of A. There is the natural ∗-isomorphism γ : A → C0(X ).
From the theorem it follows that a (noncommutative) C∗-algebra can be re-
garded as a generalized (noncommutative) locally compact Hausdorff topolog-
ical space. Following theorem gives a pure algebraic description of covering
projections of compact spaces.
Theorem 1.2. [20] Suppose X and Y are compact Hausdorff connected spaces and
p : Y → X is a continuous surjection. If C(Y) is a projective finitely generated Hilbert
module over C(X ) with respect to the action
( f ξ)(y) = f (y)ξ(p(y)), f ∈ C(Y), ξ ∈ C(X ),
then p is a finite-fold (or equivalently a finitely listed) covering.
This article contains a pure algebraic construction of inverse limits in the cat-
egory of covering projections.
This article assumes an elementary knowledge of following subjects:
1. Set theory [10];
2. Category theory [22];
3. General topology [18];
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4. Algebraic topology [22];
5. C∗-algebras, C∗-Hilbert modules and K-theory [1, 2, 19, 21, 24].
The terms “set”, “family” and “collection” are synonyms.
Following table contains a list of special symbols.
Symbol Meaning
AG Algebra of G-invariants, i.e. AG = {a ∈ A | ga = a, ∀g ∈ G}
Aut(A) Group of *-automorphisms of C∗-algebra A
B(H) Algebra of bounded operators on Hilbert space H
C (resp. R) Field of complex (resp. real) numbers
C(X ) C∗-algebra of continuous complex valued
functions on a compact space X
C0(X ) C∗-algebra of continuous complex valued functions
on a locally compact topological space X equal to 0 at infinity
Cb(X ) C∗ - algebra of bounded continuous complex valued
functions on a topological space X
Cc(X ) Algebra of continuous complex valued functions on a
topological space X with compact support
G(X˜ |X ) Group of covering transformations of a covering projection X˜ → X [22]
ess supp ( f ) Essential support of a Borel-measured function f [5]
H Hilbert space
lim−→ Inductive limit
lim←− Projective limit
M(A) The multiplier algebra of C∗-algebra A
N Set of positive integer numbers
N0 Set of nonnegative integer numbers
supp ϕ Support of a continuous map ϕ : X → C,
which is the closure of the set {x ∈ X | ϕ (x) 6= 0}
U(A) ⊂ A Group of unitary operators of algebra A
Z Ring of integers
Zn Ring of integers modulo n
k ∈ Zn An element in Zn represented by k ∈ Z
p ∈ R An element in T1 ≈ S1 = R/2piZ represented by p ∈ R
X\A Difference of sets X\A = {x ∈ X | x /∈ A}
|X| Cardinal number of the finite set X
f |A′ Restriction of a map f : A → B to A′ ⊂ A, i.e. f |A′ : A′ → B
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1.1 Prototype. Inverse limits of covering projections in topology
1.1.1 Topological construction
This subsection is concerned with a topological construction of the inverse
limit in the category of covering projections.
Definition 1.3. [22] Let pi : X˜ → X be a continuous map. An open subset
U ⊂ X is said to be evenly covered by pi if pi−1(U ) is the disjoint union of
open subsets of X˜ each of which is mapped homeomorphically onto U by pi. A
continuous map pi : X˜ → X is called a covering projection if each point x ∈ X
has an open neighborhood evenly covered by pi. X˜ is called the covering space
and X the base space of the covering projection.
Definition 1.4. [22] A fibration p : X˜ → X with unique path lifting is said to
be regular if, given any closed path ω in X , either every lifting of ω is closed or
none is closed.
Definition 1.5. [22] A topological space X is said to be locally path-connected if
the path components of open sets are open.
Denote by pi1 the functor of fundamental group [22].
Theorem 1.6. [22] Let p : X˜ → X be a fibration with unique path lifting and assume
that a nonempty X˜ is a locally path-connected space. Then p is regular if and only if for
some x˜0 ∈ X˜ , pi1 (p)pi1
(
X˜ , x˜0
)
is a normal subgroup of pi1 (X , p (x˜0)).
Definition 1.7. [22] Let p : X˜ → X be a covering projection. A self-equivalence
is a homeomorphism f : X˜ → X˜ such that p ◦ f = p. This group of such
homeomorphisms is said to be the group of covering transformations of p or the
covering group. Denote by G(X˜ |X ) this group.
Theorem 1.8. [22] Let G be a properly discontinuous group of homeomorphisms of a
space X . Then the projection X → X /G of X to the orbit space X /G is a covering
projection. If X is connected then this covering projection is regular and G is its group
of covering transformations.
1.9. [22] A finite group action without fixed points on a Hausdorff space is
properly discontinuous.
Proposition 1.10. [22] If p : X˜ → X is a regular covering projection and X˜ is
connected and locally path connected, then X is homeomorphic to space of orbits of
G(X˜ |X ), i.e. X ≈ X˜/G(X˜ |X ). So p is a principal bundle.
Corollary 1.11. [22] Let p : X˜ → X be a fibration with a unique path lifting. If
X˜ is connected and locally path-connected and x˜0 ∈ X˜ then p is regular if and only if
G
(
X˜ | X
)
transitively acts on each fiber of p, in which case
ψ : G
(
X˜ | X
)
≈ pi1 (X , p (x˜0)) /pi1 (p)pi1
(
X˜ , x˜0
)
.
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Definition 1.12. Let X be a second-countable [18] locally compact connected
Hausdorff space. The sequence of finitely listed covering projections
X = X0 ←− ...←− Xn ←− ...
is said to be a (topological) finite covering sequence if following conditions hold:
• The space Xn is a second-countable [18] locally compact connected Haus-
dorff space for any n ∈ N0;
• Any map Xm ←− Xn is a regular finitely listed covering projection;
• If k < l < m are any nonnegative integer numbers then there is the natural
exact sequence
{e} → G (Xm | Xl) → G (Xm | Xk) → G (Xl | Xk) → {e}.
For any finite covering sequence we will use following notation
S = {X = X0 ←− ...←− Xn ←− ...} = {X0 ←− ...←− Xn ←− ...} , S ∈ FinTop.
Example 1.13. Let S = {X = X0 ←− ...←− Xn ←− ...} be a sequence of second-
countable locally compact connected Hausdorff spaces and finitely listed cover-
ing projections such that Xn is locally path-connected for any n ∈ N. It follows
from Lemma 1.6 that if p > q and fpq : Xp → Xq then pi1
(
fpq
)
pi1
(Xp, x0) is
a normal subgroup of pi1
(Xq, fpq (x0)). Otherwise from the Corollary 1.11 it
follows that
G
(Xp | Xq) ≈ pi1 (Xq, fpq (x0)) /pi1 ( fpq)pi1 (Xp, x0) .
Following sequence
{e} → pi1 (Xl , fml (x0)) /pi1 ( fml) pi1 (Xm, x0) → pi1 (Xk, fmk (x0)) /pi1 ( fmk)pi1 (Xm, x0) →
→ pi1 (Xk, fmk (x0)) /pi1 ( flk)pi1 (Xl , fml (x0)) → {e}
is exact. Above sequence is equivalent to the following sequence
{e} → G (Xm | Xl) → G (Xm | Xk) → G (Xl | Xk) → {e}
which is also exact. Thus S ∈ FinTop.
Definition 1.14. Let {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop, and let X̂ = lim←−Xn
be the inverse limit in the category of topological spaces and continuous maps
(See [22]). If pi0 : X̂ → X0 is the natural continuous map then homeomorphism
g of the space X̂ is said to be a covering transformation if the following condition
holds
pi0 = pi0 ◦ g.
The group Ĝ of covering homeomorphisms is said to be the group of covering
transformations of S. Denote by G
(
X̂ | X
)
def
= Ĝ.
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Lemma 1.15. Let {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop, and let X̂ = lim←−Xn be
the inverse limit in the category of topological spaces and continuous maps. For any
n ∈ N there is the natural surjective homomorphism hn : G
(
X̂ | X
)
→ G (Xn | X )
and
⋂
n∈N ker hn is a trivial group.
Proof. For any n ∈ N there is the natural continuous map pin : X̂ → Xn. Let
x0 ∈ X0 and x̂0 ∈ X̂ be such that pi0 (x̂0) = x0. Let x̂′ ∈ X̂ be such that
pi0 (x̂′) = x0. If x′n = pin (x̂′), xn = pin (x̂0) then pin (xn) = pin (x′n), where
pin : Xn → X . Since pin is regular there is the unique gn ∈ G (Xn | X ) such
that x′n = gnxn. The sequence {gn ∈ G (Xn | X )}n∈N satisfies to the following
condition
gm ◦ pinm = pinm ◦ gn
where n > m and pinm : Xn → Xm. Let us define ĝ ∈ G
(
X̂ | X
)
such that
pin
(
ĝx̂′′
)
= gnpin
(
x̂′′
)
; ∀n ∈ N, ∀x̂′′ ∈ X̂ . (*)
If x′′n = pin (x̂′′) then the sequence
{
x′′gn = gnx′′n
}
satisfies to the following con-
dition
pinm
(
x′′gn
)
= x′′gm . (**)
From (**) and properties of inverse limits it follows that there is the unique
x̂′′g ∈ X̂ such that
pin
(
x̂′′g
)
= x′′gn ; ∀n ∈ N.
The required homeomorphism ĝ ∈ G
(
X̂ | X
)
which satisfies to (*) is given by
ĝx̂′′ = x̂′′g.
The homeomorphism ĝ uniquely depends on x̂′ ∈ (pi0)−1 (x0) it follows that
there is the 1-1 map ϕ :
(
pi0
)−1
(x0)
≈−→ G
(
X̂ | X
)
. Since the covering projection
pin : Xn → X is regular there is the 1-1 map ϕn : (pin)−1 (x0) ≈−→ G (Xn | X ). The
surjective map (
pi0
)−1
(x0) → (pin)−1 (x0)
induces the surjective homomorphism G
(
X̂ | X
)
→ G (Xn | X ). If ĝ ∈ ⋂n∈N ker hn
is not trivial then ĝx̂0 6= x̂0 and there is n ∈ N such that pin (x̂0) 6= pin (ĝx̂0) =
hn (ĝ) pin (x̂0) so hn (ĝ) ∈ G (Xn | X ) is not trivial and ĝ /∈ ker hn. From this
contradiction it follows that
⋂
n∈N ker hn is a trivial group.
Definition 1.16. Let S = {X0 ←− ...←− Xn ←− ...} be a finite covering sequence.
The pair
(
Y , {piYn }n∈N) of a (discrete) set Y with and surjective maps piYn : Y →
Xn is said to be a coherent system if for any n ∈ N0 following diagram
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YXn Xn−1
piYn pi
Y
n−1
pin
is commutative.
Definition 1.17. Let S = {X0 ←− ...←− Xn ←− ...} be a topological finite covering
sequence. A coherent system
(Y , {piYn }) is said to be a covering projection of S if
Y is a topological space and piYn is a regular covering projection for any n ∈ N.
We will use following notation
(Y , {piYn }) ↓ S or simply Y ↓ S.
Definition 1.18. Let
(Y , {piYn }) be a coherent system of S and y ∈ Y . A subset
V ⊂ Y is said to be special if piY0 (V) is evenly covered by X1 → X0 and for any
n ∈ N0 following conditions hold:
• piYn (V) ⊂ Xn is an open connected set.
• The restriction piYn |V : V → piYn (V) is a bijection;
Remark 1.19. If
(Y , {piYn }) is a covering projection of S then the topology of Y
is generated by special sets.
Lemma 1.20. Let X̂ = lim←−Xn be the inverse limit of the sequence X0 ←− ...←− Xn ←−
... in the category of topological spaces and continuous maps. Any special set of X̂ is a
Borel subset of X̂ .
Proof. If Un ⊂ Xn is an open set then pi−1n (Un) ⊂ X̂ is open. If Û is a special set
then Û = ⋂n∈N pi−1n ◦ pin (Û), i.e. Û is a countable intersection of open sets. So
Û is a Borel subset.
Definition 1.21. Let us consider the situation of the Definition 1.17. A morphism
from
(
Y ′,
{
piY ′n
})
↓ S to
(
Y ′′,
{
piY ′′n
})
↓ S is a covering projection f : Y ′ → Y ′′
such that
piY
′′
n ◦ f = piY
′
n
for any n ∈ N.
1.22. There is a category with objects and morphisms described by Definitions
1.17, 1.21. Denote by ↓ S this category.
Lemma 1.23. There is the final object of the category ↓ S described in 1.22.
Proof. Let X̂ = lim←−Xn be the inverse limit of the sequence X0 ←− ... ←− Xn ←− ...
in the category of topological spaces and continuous maps. Denote by X˜ a
topological space which coincides with X̂ as a set and the topology on X˜ is
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generated by special sets. If xn ∈ Xn is a point then there is x˜ ∈ X˜ = X̂ such
that xn = pin (x˜) and there is a special subset Û such that x˜ ∈ Û . From the
construction of special subsets it follows that
• Un = pin
(
Û
)
is an open neighborhood of xn;
•
(pin)−1 (Un) =
⊔
g∈ker(G(X̂ | X )→G(Xn | X ))
gÛ ;
• For any g ∈ ker
(
G
(
X̂ | X
)
→ G (Xn | X )
)
the set gÛ mapped homeo-
morphically onto Un.
So the natural map piX˜n : X˜ → Xn is a covering projection and X˜ is the object
of ↓ S. If (Y , {piYn }) is a covering projection of S then there is the natural
continuous map Y → X̂ . Since the continuous map X˜ → X̂ is bijective there
is the natural map pi : Y → X˜ . If x˜ ∈ X˜ is a point then there is y ∈ Y such
that x˜ = pi (y). Let G ⊂ G (Y | X ) be such that pi (Gy) = x˜. If Û is a special
neighborhood of x˜ then there is a connected neighborhood Uy of y which is
mapped homeomorphically onto pi0
(
Û
)
⊂ X0. It follows that
pi−1
(
Û
)
=
⊔
g∈G
gUy,
i.e. Û is evenly covered by pi, i.e. pi is a covering projection.
Definition 1.24. The final object
(
X˜ ,
{
piX˜n
})
of the category ↓ S is said to be
the inverse limit of S. The notation
(
X˜ ,
{
piX˜n
})
= lim←−S or simply X˜ = lim←−S
will be used.
Lemma 1.25. If S = {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop, X̂ = lim←−Xn, X˜ =
lim←−S then there is the unique isomorphism G
(
X˜ | X
) ≈−→ G (X̂ | X ) induced by the
map X˜ → X̂ .
Proof. Since X˜ coincides with X̂ as a set, and the topology of X˜ is finer then the
topology of X̂ there is the natural injective map G
(
X˜ | X
)
→ G
(
X̂ | X
)
. Let
If ĝ ∈ G
(
X̂ | X
)
and Û is a special set, then for any n ∈ N following condition
holds:
pin
(
ĝÛ
)
= hn (ĝ) ◦ pin
(
Û
)
(*)
where pin : X̂ → Xn is the natural map, and hn : G
(
X̂ | X
)
→ G (Xn | X ) is
given by the Lemma 1.15. hn(g) is a homeomorphism, so from (*) it follows that
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pin
(
ĝÛ
)
is an open subset of Xn. Hence ĝÛ is special. So g maps special sets
to special sets. Since topology of X˜ is generated by special sets the map ĝ is a
homeomorphism of X˜ , i.e. ĝ ∈ G
(
X˜ | X
)
.
1.1.2 Algebraic construction in brief
The inverse limit of covering projections X˜ is obtained from inverse limit of
topological spaces X̂ by a change of a topology. The topology of X˜ is finer then
topology of X̂ , it means that C0
(
X̂
)
is a subalgebra of Cb
(
X˜
)
. The topology
of X˜ is obtained from topology of X̂ by addition of special subsets. Addition of
new sets to a topology is equivalent to addition of new elements to C0
(
X̂
)
. To
obtain Cb
(
X˜
)
we will add to C0
(
X̂
)
special elements (See Definition 3.4). If
U˜ ⊂ X˜ is a special set and a˜ ∈ Cc
(
X˜
)
is positive element such that a˜|X˜ \U˜ = {0}
then following condition holds
a (pin (x˜)) =
∑
ĝ∈Ĝ
ĝa˜
 (pin (x˜)) = { a˜ (x˜) x˜ ∈ U˜
0 pin (x˜) /∈ pin
(
U˜
) ∈ Cc (X0) ,
From above equation it follows that
a2 = ∑
ĝ∈Ĝ
ĝa˜2. (*)
The equation (*) is purely algebraic and related to special subsets. From the The-
orem 4.10 it follows that the algebraic condition (*) is sufficient for construction
of C0
(
X˜
)
. Thus noncommutative inverse limits of covering projections can be
constructed by purely algebraic methods.
1.2 Locally compact spaces and partitions of unity
In this article we consider second-countable locally compact Hausdorff spaces
only [18]. So we will say a "topological space" (resp. "compact space" ) instead
"locally compact second-countable Hausdorff space" (resp. "compact second-
countable Hausdorff space"). This subsection contains well known facts, I follow
to [4, 18].
Definition 1.26. [18] If φ : X → R is continuous then support of φ is defined to
be the closure of the set φ−1 (R\{0}) Thus if x lies outside the support, there is
some neighborhood of x on which φ vanishes. Denote by suppφ the support of
φ.
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Similarly we define the support of C-valued continuous functions. There are
two equivalent definitions of C0 (X ) and both of them are used in this article.
Definition 1.27. An algebra C0 (X ) is the norm closure of the algebra Cc (X ) of
compactly supported continuous functions.
Definition 1.28. A C∗-algebra C0 (X ) is given by the following equation
C0 (X ) = {ϕ ∈ Cb (X ) | ∀ε > 0 ∃K ⊂ X (K is compact) & ∀x ∈ X\K |ϕ (x)| < ε} ,
i.e. ∥∥∥ϕ|X \K∥∥∥ < ε.
Theorem 1.29. [4] For a locally compact Hausdorff space X , the following are equiva-
lent:
(a) The abelian C∗-algebra C0 (X ) is separable;
(b) X is σ-compact and metrizable;
(c) X is second countable.
Theorem 1.30. [18] Every metrizable space is paracompact.
Definition 1.31. [18] Let {Uα ∈ X}α∈J be an indexed open covering of X . An
indexed family of functions
φα : X → [0, 1]
is said to be a partition of unity , dominated by {Uα}α∈J, if:
(a) supp (φα) ⊂ Uα;
(b) The family {suppφα} is locally finite;
(c) ∑α∈J φα (x) = 1 for any x ∈ X .
Theorem 1.32. [18] Let X be a paracompact Hausdorff space, let {Uα ∈ X}α∈J be an
indexed open covering of X . Then there exists a partition of unity, dominated by {Uα}.
Definition 1.33. Let pi : X˜ → X be a covering projection and let U˜ ⊂ X˜ be a
connected open set which is mapped homeomorphically onto U = pi
(
U˜
)
. If
ϕ ∈ C0 (X ) is such that supp (ϕ) ⊂ U then a function ϕ˜ ∈ C0
(
X˜
)
given by
ϕ˜ (x˜) =
{
ϕ (pi (x˜)) x˜ ∈ U˜
0 x˜ /∈ U˜
is said to be the U˜ -lift of ϕ. If ϕ˜ ∈ C0
(
X˜
)
is such that supp (ϕ˜) ⊂ U˜ then a
function ϕ ∈ C0 (X ) given by
ϕ (x) =
{
ϕ˜ (x˜) x ∈ U & x˜ ∈ U˜ & pi (x˜) = x
0 x /∈ U
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is said to be the descent of ϕ˜, and we write ϕ
def
= Descpi (ϕ˜). If the closure U˜ of
U˜ is compact and mapped homeomorphically on pi
(
U˜
)
and φ ∈ C0 (X ) then
φ˜ ∈ C
(
U˜
)
given by φ˜(x) = φ (pi (x)) is said to be the compact U˜ -lift.
Results of this subsection are used for a construction of partitions of unity of
covering projections. Let X be a second countable locally compact Hausdorff
space, and let pi : X˜ → X be a regular covering projection. Let {Uι ⊂ X}ι∈I be a
family such that X = ⋃ι∈I Uι and for any ι ∈ I
• Uι is an open connected and relatively compact subset of X ;
• Uι is evenly covered by pi;
There is the partition of unity dominated by {Uι}ι∈I given by
1Cb(X ) = 1M(C0(X )) = ∑
ι∈I
aι ,
i.e. supp (aι) ⊂ Uι. Since Uι is relatively compact we have aι ∈ Cc (X ). For any ι
we can select an open connected subset U˜ι such that the restriction pi|U˜ι : U˜ι → Uι
is a homeomorphism and an element a˜ι ∈ Cc
(
X˜
)
which is the U˜ι-lift of aι. There
is the following partition of the unity
1Cb(X˜ ) = 1M(C0(X˜ )) = ∑
(g,ι)∈G(X˜ |X )×I
ga˜ι. (1)
If e˜ι =
√
a˜ι and g ∈ G
(
X˜ |X
)
is a nontrivial element then from gU˜ι ⋂ U˜ι = ∅ it
follows that
e˜ι (ge˜ι) = (ge˜ι) e˜ι = 0; for any nontrivial g ∈ G
(
X˜ |X
)
. (2)
Definition 1.34. If pi : X˜ → X is a covering projection then a described above
family
{
U˜ι ⊂ X˜
}
ι∈I
is said to be a generalized fundamental domain. The partition
of unity (1) is said to be a covering partition of unity (subordinated to
{
U˜ι
}
).
1.3 Hilbert C∗-modules
We refer to [2] for definition of Hilbert C∗-modules, or simply Hilbert mod-
ules. If XA is a right Hilbert C∗-module then we denote by 〈·, ·〉XA the A-valued
sesquilinear product on XA, i.e. 〈ξ, η〉XA ∈ A; ∀ξ, η ∈ XA. For any ξ, ζ ∈ XA let
us define an A-endomorphism θξ,ζ given by θξ,ζ(η) = ξ〈ζ, η〉XA where η ∈ XA.
Operator θξ,ζ is said to be a rank one operator and will be denoted by ξ〉〈ζ. The
norm completion of an algebra generated by rank-one operators θξ,ζ is said to
be the algebra of compact operators K(XA). We suppose that there is a left action
of K(XA) on XA which is A-linear, i.e. action of K(XA) commutes with action
of A.
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1.4 Strong and/or weak extension
In this section I follow to [21].
Definition 1.35. [21] Let A be a C∗-algebra. The strict topology on the multiplier
algebra M(A) is the topology generated by seminorms |||x|||a = ‖ax‖ + ‖xa‖,
(a ∈ A). If x ∈ M(A) and a sequence of partial sums ∑ni=1 ai (n = 1, 2, ...),
(ai ∈ A) tends to x in the strict topology then we shall write
x =
∞
∑
i=1
ai.
Definition 1.36. [21] Let H be a Hilbert space. The strong topology on B (H)
is the locally convex vector space topology associated with the family of semi-
norms of the form x 7→ ‖xξ‖, x ∈ B(H), ξ ∈ H.
Definition 1.37. [21] Let H be a Hilbert space. The weak topology on B (H) is the
locally convex vector space topology associated with the family of seminorms of
the form x 7→ |(xξ, η)|, x ∈ B(H), ξ, η ∈ H.
Theorem 1.38. [21] Let M be a C∗-subalgebra of B(H), containing the identity oper-
ator. The following conditions are equivalent:
• M = M′′ where M′′ is the bicommutant of M;
• M is weakly closed;
• M is strongly closed.
Definition 1.39. Any C∗-algebra M is said to be a von Neumann algebra or a W∗-
algebra if M satisfies to the conditions of the Theorem 1.38.
Definition 1.40. [21] Let A ⊂ B(H) be a C∗-algebra and A acts non-degenerately
on H. Denote by A′′ the strong closure of A in B(H). A′′ is an unital weakly
closed C∗-algebra . The algebra A′′ is said to be the enveloping von Neumann
algebra or the enveloping W∗-algebra of A.
Lemma 1.41. [21] Let Λ be an increasing net in the partial ordering. Let {xλ}λ∈Λ
be an increasing net of self-adjoint operators in B (H), i.e. λ ≤ µ implies xλ ≤ xµ. If
‖xλ‖ ≤ γ for some γ ∈ R and all λ then {xλ} is strongly convergent to a self-adjoint
element x ∈ B (H) with ‖xλ‖ ≤ γ.
1.42. Any state τ on a C∗-algebra A induces a GNS representation [19]. There is
a C-valued product on A given by
(a, b) = τ (a∗b) .
This product induces a scalar product on A/Iτ where Iτ = {a ∈ A | τ(a∗a) = 0}.
So A/Iτ is a phe-Hilbert space. Let denote by L2 (A, τ) the Hilbert completion
of A/Iτ . The Hilbert space L2 (A, τ) is a space of a GNS representation of A.
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1.43. If X is a second-countable locally compact Hausdorff space then from the
Theorem 1.29 it follows that C0 (X ) is a separable algebra. C0 (X ) has a state
τ such that associated with τ GNS representation [19] is faithful. From [3] it
follows that the state τ can be represented as the following integral
τ (a) =
∫
X
a dµ (3)
where µ is a positive Radon measure. In analogy with the Riemann integration,
one can define the integral of a bounded continuous function a on X . There is a
C-valued product on C0 (X ) given by
(a, b) = τ (a∗b) =
∫
X
a∗b dµ,
whence C0 (X ) is a phe-Hilbert space. Denote by L2 (C0 (X ) , τ) or L2 (X , µ) the
Hilbert space completion of C0 (X ). From [19, 24] it follows that W∗-enveloping
algebra of C0 (X ) is isomorphic to the algebra L∞ (X , µ) (of classes of) essentially
bounded complex-valued measurable functions. The space L∞ (X , µ) depends
only on null-measurable sets and does not depend on µ-measures of non-null
measurable [3] sets, so the notation L∞ (X , µ) will be replaced with L∞ (X ).
1.5 Galois extensions and covering projections
This article compiles ideas of algebra and topology.
1.44. Following table contains the mapping between Galois extension of fields
and topological covering projections.
Topology Theory of fields
Covering projection Algebraic extension of the field
Regular covering projection Normal extension
Unramified covering projection Separable extension
Universal covering projection Algebraic closure
Complex algebraic varieties have structure of both functional fields [11] and
Hausdorff locally compact spaces, i.e. both columns of the above table reflect
the same phenomenon. Analogy between Galois extensions of fields and cover-
ing projections is discussed in [12, 13]. During last decades the advanced theory
of Galois extensions of noncommutative algebras had been developed. Galois
extensions became special cases of Hopf-Galois ones. There is the Category The-
ory approach to Hopf-Galois extensions, based on theory of monads, comonads
and adjoint functors [12]. But this approach cannot be used for nonunital alge-
bras. The Category Theory replaces elements of algebras with endomorphisms
of objects. However any object of the Category Theory contains the identity
endomorphism which corresponds to the unity of the algebra. To avoid this
obstacle the notion of the non-unital C∗-category was introduced [16]. But this
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notion is incompatible with adjoint functors. So the Category Theory of Ga-
lois extensions cannot be directly used for nonunial C∗-algebras. But there is a
modification of the Galois theory which replaces the unity with the approximate
unity. Following theory which had been developed long time ago, is used as a
prototype.
1.45. Galois theory of noncommutative algebras. I follow to [15, 17]. Let K be a
field. Throughout Λ will denote a K algebra, C will denote the center of Λ
(C = Z(Λ)). G will denote a finite group represented as ring automorphisms of
Λ and Γ the subring of all elements of Λ left invariant by all the automorphisms
in G (Γ = ΛG). Let ∆ (Λ : G) be the crossed product of Λ and G with trivial
factor set. That is
∆ (Λ : G) = ∑
σ∈G
ΛUσ such that
x1Uσx2Uτ = x1σ(x1)Uστ; x1, x2 ∈ Λ; σ, τ ∈ G.
View Λ as a right Γ module and define
j : ∆ (Λ : G) → HomΓ (Λ,Λ) by
j (aUσ) (x) = aσ(x); a, x ∈ Λ; σ ∈ G.
Theorem 1.46. [15] The following are equivalent:
(a) Λ is finitely generated projective as a right Γ module and j : ∆ (Λ : G) →
HomΓ (Λ,Λ) is an isomorphism.
(b) There exists x1, ..., xn, y1, ..., yn ∈ Λ such that
n
∑
j=1
xjσ(yj) =
{
1 σ ∈ G is trivial
0 σ ∈ G is not trivial
Definition 1.47. [15] If condition (a) the Theorem 1.46 holds then Λ is said to
be a Galois extension of Γ.
2 Noncommutative finite covering projections
Definition 2.1. If A is a C∗-algebra then an action of a group G is said to be
involutive if ga∗ = (ga)∗ for any a ∈ A and g ∈ G. Action is said to be non-
degenerated if for any nontrivial g ∈ G there is a ∈ A such that ga 6= a.
A substantial feature of topological algebras is an existence of limits and in-
finite sums. We would like supply a C∗-algebraic (nonunital) version of the
Theorem 1.46 and the Definition 1.47 which used infinite sums instead finite
ones.
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Definition 2.2. Let pi : A → A˜ be an injective *-homomorphism of C∗-algebras,
and let G be a finite group such that following conditions hold:
(a) There is a non-degenerated involutive action of G on A˜ such that A˜G = A,
where A˜G is the algebra of G-invariants, i. e. A˜G =
{
a˜ ∈ A˜ | ga˜ = a˜; ∀g ∈ G
}
;
(b) There is a finite or countable set I and an indexed by I subset {aι}ι∈I ⊂ A˜
such that
∑
ι∈I
aι(ga∗ι ) =
{
1M(A˜) g ∈ G is trivial
0 g ∈ G is not trivial (4)
where the sum of the series means the strict convergence [2].
Then pi is said to be a finite noncommutative covering projection, G is said to be the
covering transformation group. Denote by G
(
A˜ | A
)
= G. The algebra A˜ is said to
be the covering algebra, and A is called the base algebra of the covering projection.
A triple
(
A, A˜,G
)
is also said to be a finite noncommutative covering projection.
Remark 2.3. The Theorem 1.2 gives an algebraic characterization of finitely listed
covering projections of compact Hausdorff topological spaces and covering pro-
jections should not be regular, the Definition 2.2 concerns with regular covering
projections of locally compact spaces.
Remark 2.4. The Definition 2.2 is motivated by the Theorem 2.14.
Definition 2.5. Let
(
A, A˜,G
)
be a noncommutative finite covering projection.
Algebra A˜ is a countably generated Hilbert A-module with a sesquilinear prod-
uct given by
〈a, b〉A˜ = ∑
g∈G
g(a∗b). (5)
We say that the structure of Hilbert A-module is induced by the covering projection(
A, A˜,G
)
. Henceforth we shall consider A˜ as a right A-module, so we will write
A˜A.
Remark 2.6. In the commutative case the product (5) coincides with the product
given by the Theorem 1.2.
Remark 2.7. From (4) it follows that
1M(A) = ∑
ι∈I
aι〉〈aι (6)
where above series is strictly convergent.
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The algebra of compact operators K
(
A˜A
)
as well as A˜ non-degenerately acts
on A˜A. So we can formulate the following lemma.
Lemma 2.8. If
(
A, A˜,G
)
is a finite noncommutative covering projection then A˜ ⊂
K
(
A˜A
)
.
Proof. If a˜ ∈ A˜ then from (6) it follows that
a˜ = ∑
ι∈I
aι〉〈aι · a˜ = ∑
ι∈I
aι〉〈aιa˜.
The series ∑ι∈I aι〉〈aι a˜ is norm convergent because ∑ι∈I aι〉〈aι is strictly conver-
gent. So a˜ is compact, i.e. a˜ ∈ K
(
A˜A
)
.
Remark 2.9. The Lemma 2.8 may be regarded as a generalization of the Theorem
1.46 because if A˜ is unital then A˜ is finitely generated projective right A-module,
if and only if A˜ ⊂ K
(
A˜A
)
(See [6]).
Example 2.10. Finite covering projections of the circle S1. There is the universal
covering projection pi : R → S1. Let U˜1, U˜2 ⊂ R be such that
U˜1 = (−pi − 1/2, 1/2), U˜2 = (−1/2,pi + 1/2).
For any i ∈ {1, 2} the set Ui = pi(U˜i) ⊂ S1 is open, connected and evenly
covered. Since S1 = U1
⋃U2 there is a partition of unity a1, a2 dominated by
{Ui}i∈{1,2} [18], i.e. ai : S1 → [0, 1] are such that{
ai(x) > 0 x ∈ Ui
ai(x) = 0 x /∈ Ui ; i ∈ {1, 2}.
and a1 + a2 = 1C(S1). If e1, e2 ∈ C
(
S1
)
are given by
ei =
√
ai; i = 1, 2;
then
(e1)
2 + (e2)
2 = 1C0(S1); e
∗
1 = e1; e
∗
2 = e2.
Let e˜i ∈ Cc(R) be given by
e˜i(x˜) =
{
ei(pi(x˜)) x˜ ∈ U˜i
0 x˜ /∈ U˜i
; i ∈ {1, 2}. (7)
Let pin : Xn → S1 be an n-listed covering projection then G(Xn | S1) ≈ Zn.
It is well known that Xn ≈ S1 but we use the Xn notion for clarity. From
C
(
S1
)
= C (Xn)Zn it follows that the condition (a) of the Definition 2.2 holds.
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There is a sequence of covering projections R
pin−→ Xn → S1. If U ni = pin
(
U˜i
)
then U ni
⋂
gU ni = ∅ for any nontrivial g ∈ G(Xn, S1). If eni ∈ C(Xn) is given by
eni = Descpin (e˜i) ; i ∈ {1, 2} (8)
then
∑
i∈{1,2}; g∈G(Xn,S1)
g (eni )
2 = 1C0(Xn);
and from gU ni
⋂U ni = ∅ for any notrivial g ∈ G(Xn|S1) it follows that
eni (ge
n
i ) = 0; for any notrivial g ∈ G(Xn|S1).
If In = G(Xn|S1)× {1, 2} and
enι = ge
n
i ; where ι = (g, i) ∈ In (9)
then
∑
ι∈In
eι(ge∗ι ) = ∑
ι∈In
eι(geι) =
{
1C0(Xn) g ∈ G(Xn | S1) is trivial
0 g ∈ G(Xn | S1) is not trivial . (10)
So a natural *-homomorphism pi : C(S1) → C(Xn) satisfies the condition (b) of
the Definition 2.2. So a triple
(
C0(S1),C0(Xn),Zn
)
is a finite noncommutative
covering projection.
Theorem 2.11. [19] The state ρ on an Abelian C∗-algebra is pure if and only if ρ is a
character.
2.12. If X is a locally compact Hausdorff space then from Theorems 1.1, 2.11 it
follows that the set of pure states of C0 (X ) coincides with X . If f : C0 (X ) →
C0 (Y) is a *-homomorphism then the natural map f ∗ : Y → X is given by
ρy 7→ τf ∗(y) (11)
where ρx : C0 (Y) → C and τf ∗(y) : C0 (X ) → C are pure states given by
ρy (b) = b (y) ; τf ∗(y) (a) = a ( f
∗ (y)) ; ∀b ∈ C0 (Y) , ∀a ∈ C0 (X )
such that the following condition holds
τf ∗(y) (a) = ρy ( f (a)) .
Theorem 2.13. [19] Let B be a C∗-subalgebra of a C∗-algebra A and let ρ be a pure
state on B. Then there is a pure state ρ′ on A extending ρ.
Theorem 2.14. Following conditions hold:
17
(a) If p˜ : X˜ → X is a finite topological regular covering projection and both X and
X˜ are locally compact Hausdorff spaces then
(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜ | X
))
is
a finite noncommutative covering projection;
(b) If X and X˜ are locally compact Hausdorff spaces and
(
C0 (X ) ,C0
(
X˜
)
,G
)
is
a finite noncommutative covering projection then the natural continuous map p˜ :
X˜ → X is a regular finitely listed covering projection such that G
(
X˜ | X
)
≈ G.
Proof. (a) There is an involutive continuous action of the covering transforma-
tion group G = G
(
X˜ | X
)
on C0
(
X˜
)
arising from the action of G on X˜ , and
C0 (X ) = C0
(
X˜
)G
, i.e. condition (a) of the Definition 2.2 holds. Let
1Cb(X˜ ) = 1M(C0(X˜ )) = ∑
(g,ι)∈G(X˜ |X )×I
ga˜ι
be a covering partition of unity (See Definition 1.34). If g ∈ G and e˜(g,ι) ∈ C0
(
X˜
)
is given by
e˜(g,ι) =
√
ga˜ι.
then from (1) and (2) it follows that
∑
(g′,ι)∈G×I
e˜(g′,ι)
(
ge˜∗(g′,ι)
)
= ∑
(g′,ι)∈G×I
e˜(g′,ι)
(
ge˜(g′,ι)
)
=
{
1M(C0(X˜ )) g ∈ G is trivial
0 g ∈ G is not trivial .
So condition (b) of the Definition 2.2 holds, whence the triple
(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜ | X
))
is a finite noncommutative covering projection.
(b) The action of G on C0
(
X˜
)
induces the action of G on X˜ . If x˜ ∈ X˜ is
such that gx˜ = x˜ for nontrivial g ∈ G then from (4) it follows that
1 = 1M(C0(X˜ )) (x˜) = ∑
ι∈I
aι (x˜) a∗ι (x˜) = ∑
ι∈I
aι (x˜) a∗ι (gx˜) =
(
∑
ι∈I
aι (ga∗ι )
)
(x˜) = 0.
From this contradiction it follows that the action of G does not have fixed points.
From 1.8 and 1.9 it follows that X˜ → X˜/G is a regular covering projection. From
2.12 it follows that the natural continuous map p˜ : X˜ → X is be given by (11),
i.e. if ρ˜x˜ : C0
(
X˜
)
→ C and ρ p˜(x˜) : C0 (X ) → C are pure states given by
ρ˜x˜ (a˜) = a˜ (x˜) ; ρ p˜(x˜) (a) = a ( p˜ (x˜))
then following condition holds
ρ p˜(x˜) (a) = ρ˜x˜ (a) ; ∀a ∈ C (X ) . (*)
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From the Theorem 2.13 it follows that for any pure state ρx : C0 (X ) → C there
is a pure state ρ˜x˜ : C0
(
X˜
)
→ C such that
ρx (a) = ρ˜x˜ (a) ; ∀a ∈ C (X ) . (**)
From (*) and (**) it follows that for any x ∈ X there is x˜ ∈ X˜ such that x = p˜ (x˜),
i.e. the map p˜ is surjective. If a ∈ C0 (X ) then ga = a for any g ∈ G, it follows
that
ρ p˜(x˜) (a) = ρ p˜(x˜) (ga) = ρ p˜(gx˜) (a) ,
i.e.
p˜ (x˜) = p˜ (gx˜) ; ∀g ∈ G, ∀x˜ ∈ X˜ (***)
From the equation (***) it follows that the surjective map p˜ induces the surjective
map p : X˜ /G → X . If p is not injective then there are x1, x2 ∈ X˜ /G are such
that x1 6= x2 and p (x1) = p (x2) = x. There are x˜1, x˜2 ∈ X˜ mapped onto x1, x2.
From x1 6= x2 it follows that Gx˜1
⋂
Gx˜2 = ∅. Since G is finite and X˜ is Hausdorff
there are open sets U˜1, U˜2 such that x˜j ∈ U˜j for any j = 1, 2 and
g′U˜j
⋂
g′′U˜k = ∅ for any
(
g′, j
) 6= (g′′, k) ∈ G× {1, 2}. (****)
For any j = 1, 2 there is a function a˜j ∈ C0
(
X˜
)
such that aj
(
x˜j
)
= 1 and
supp aj ⊂ U˜j. If aj = ∑g∈G ga˜j then aj ∈ C0 (X ) and aj (x) = 1, whence
(a1a2) (x) = 1 . However from (****) it follows that (a1a2) (x) = 0. We have
a contradiction which proves that the map p is injective. p : X˜/G → X is a
homeomorphism because p is an injective and surjective map.
Definition 2.15. A ring is said to be irreducible if it is not a direct sum of more
than one nontrivial ring. A finite covering projection (A, A˜,G) is said to be
irreducible if both A and A˜ are irreducible. Otherwise (A, A˜,G) is said to be
reducible.
Following definition contains a manual composition of noncommutative cov-
ering projections.
Definition 2.16. Let
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
be a finite or countable sequence of C∗-algebras and finite noncommutative cov-
ering projections. The sequence is said to be composable if following conditions
hold:
(a) Any composition pin1 ◦ ... ◦ pin0+1 ◦ pin0 : An0 → An1 corresponds to the
noncommutative covering projection (An0 , An1 ,G (An1 | An0));
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(b) If k < l < m then G (Am | Ak) Al = Al (Action of G (Am | Ak) on Al
means that G (Am | Ak) acts on Am, so G (Am | Ak) acts on Al since Al a
subalgebra of Am);
(c) If k < l < m are nonegative integers then there is the natural exact se-
quence of covering transformation groups
{e} → G (Am | Al) ι−→ G (Am | Ak) pi−→ G (Al | Ak) → {e}
where the existence of the homomorphism G (Am | Ak) pi−→ G (Al | Ak) fol-
lows from (b).
Lemma 2.17. If X = X0 ←− ... ←− Xn ←− ... is a topological finite covering sequence
such that Xn is a second-countable locally compact Hausdorff space for any n ∈ N0
then
C0 (X ) = C0 (X0) pi1−→ C0 (X1) −→ ... pin−→ C0 (Xn) −→ ...
is a composable sequence of finite noncommutative covering projections.
Proof. We should check conditions (a), (b), (c) of the Definition 2.16.
(a) Let pin1 ◦ ... ◦ pin0+1 ◦ pin0 : C (Xn0) → C (Xn1) be any composition, and p =
n0, q = n1. Any composition of regular covering projections is a regular covering
projection. It follows from the Theorem 2.14 it follows that for any p < q there
is a finite noncommutative covering projection C
(Xp)→ C (Xq) such that
G
(
C
(Xq) | C (Xp)) ≈ G (Xq | Xp) .
So pin1 ◦ ... ◦ pin0+1 ◦pin0 corresponds to the finite noncommutative covering pro-
jection C
(Xp)→ C (Xq).
(b) If k < l < m then from the Definition 1.12 it follows that the sequence
{e} → G (Xm | Xl) → G (Xm | Xk) → G (Xl | Xk) → {e} (*)
is exact. Clearly G (Xm | Xl) trivially acts on C (Xl), so from (*) it follows that
G (C (Xm) | C (Xk))C (Xl) = G (C (Xl) | C (Xk))C (Xl) = C (Xl) .
(c) The sequence
{e} → G (C0 (Xm) | C0 (Xl)) → G (C0 (Xm) | C0 (Xk)) →
→ G (C0 (Xl) | C0 (Xk)) → {e}
(**)
is equivalent to (*). From exactness of (*) it follows that the sequence (**) is exact.
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3 Noncommutative inverse limits
This section is concerned with a noncommutative generalization of the de-
scribed in the Section 1.1 construction.
Definition 3.1. The composable sequence
S =
{
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
}
of irreducible separable C∗-algebras and finite noncommutative covering projec-
tions is said to be an (algebraical) finite covering sequence. For any finite covering
sequence we will use the notation S ∈ FinAlg.
Definition 3.2. Let S =
{
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
}
be an alge-
braical finite covering sequence. Let Â = lim−→ An be the C
∗-inductive limit [19,23],
and let Ĝ ⊂ Aut
(
Â
)
be such that A = ÂĜ =
{
â ∈ Â | Ĝâ = {â}
}
. The sequence
S is said to be regular if for any n ∈ N following conditions hold:
(a) ĜAn = An;
(b) The given by ĝ 7→ ĝ|An group homomorphism hn : Ĝ → G (An | A) is
surjective.
The group Ĝ is said to be the covering transformation group of S. We will use the
notation G
(
Â | A
)
def
= Ĝ.
Lemma 3.3. If the sequence S is regular then
⋂
n∈N ker
(
G
(
Â | A
)
→ G (An | A)
)
is the trivial group.
Proof. If ĝ ∈ ⋂n∈N ker (G (lim−→ An | A)→ G (An | A)) then ĝ induces the trivial
automorphism of An for any n ∈ N. Hence ĝ is the trivial.
Following definition is motivated by the construction 1.1.2.
Definition 3.4. Let S =
{
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
}
be a regular
algebraical finite covering sequence. Let Â = lim−→ An be the C
∗-inductive limit,
and let Ĝ = G
(
Â | A
)
be the covering transformation group of S. Let A be a
C∗-algebra with action of Ĝ and the injective Ĝ- equivariant inclusion ϕ : Â ⊂−→
A, i.e. ϕ (ĝâ) = ĝϕ (â) for any ĝ ∈ Ĝ and â ∈ Â. A positive element a ∈ A is
said to be special if following conditions hold:
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(a) If n ∈ N0 and Jn = ker
(
Ĝ → G (An | A)
)
then following two series
an = ∑
g∈Jn
ga; bn = ∑
g∈Jn
ga2;
are strongly convergent and the sums lie in An, i.e. an, bn ∈ An;
(b) For any ε > 0 there is N ∈ N such that if n ≥ N then∥∥∥a2n − bn∥∥∥ < ε. (12)
Lemma 3.5. Let S =
{
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
}
be a regular alge-
braical finite covering sequence. If Â′′ is the enveloping W∗-algebra of Â = lim−→ An and
a ∈ A is a special element then a ∈ Â′′.
Proof. Use notation of the Definition 3.4. There is a decreasing sequence of pos-
itive elements
{
an ∈ Â
}
n∈N
such that an = ∑g∈Jn ga. From the Lemma 1.41 it
follows that the sequence is strongly convergent, so limn→∞ an ∈ Â′′. However
limn→∞ an = a is sense of the strong convergence, whence a ∈ Â′′.
Remark 3.6. EnvelopingW∗-algebras are associated with Borel sets, so the Lemma
3.5 can be regarded as a noncommutative analog of the Lemma 1.20.
Definition 3.7. Let S =
{
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
}
be a regular
algebraical finite covering sequence. Let A˜ be the C∗-norm completion of an
algebra generated by C-linear span of special elements. We say that A˜ is the
inverse noncommutative limit of S. We will use following notation lim←−S
def
= A˜.
Remark 3.8. Above definition is motivated by the Definition 1.24 and the Theo-
rem 4.10.
Lemma 3.9. Use notation of the Definition 3.7. If S is regular Â = lim−→ An and
Ĝ = G
(
Â | A
)
then there is the action of Ĝ on the inverse limit A˜ = lim←−S.
Proof. Â is strongly dense in Â′′, it follows that action Ĝ × Â → Â can be
uniquely extended to the action Ĝ × Â′′ → Â′′. If a is a special element then
from the Lemma 3.5 it follows that a ∈ Â′′. Let
an = ∑
g∈Jn
ga; bn = ∑
g∈Jn
ga2.
If ε > 0 then from (b) of the Definition 3.4 it follows that there is N ∈ N such
that for any n ≥ N following condition holds∥∥∥a2n − bn∥∥∥ < ε. (*)
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If ĝ ∈ Ĝ is any element, hn : Ĝ → G (An | A) is the homomorphism from the
Definition 3.2, Jn = ker hn then {ĝg|g ∈ Jn} = {gĝ|g ∈ Jn} = h−1n ◦ hn (ĝ). If
a′ = ĝa then
∑
g∈Jn
ga′ = ∑
g∈Jn
gĝa = ∑
g∈Jn
ĝga = ĝ ∑
g∈Jn
ga = hn (ĝ) an;
∑
g∈Jn
ga′2 = ∑
g∈Jn
gĝa2 = ∑
g∈Jn
ĝga2 = ĝ ∑
g∈Jn
ga2 = hn (ĝ) bn;
∥∥∥∥∥∥
(
∑
g∈Jn
ga′
)2
− ∑
g∈Jn
ga′2
∥∥∥∥∥∥ =
∥∥∥(hn (ĝ) an)2 − hn (ĝ) bn∥∥∥ .
Since hn (ĝ) is *-automorphism following condition holds∥∥∥(hn (ĝ) an)2 − hn (ĝ) bn∥∥∥ = ∥∥∥hn (ĝ) (a2n − bn)∥∥∥ = ∥∥∥a2n − bn∥∥∥ < ε ,
whence a′ = ĝa is special, i.e. ĝ maps special elements to special ones. Since
a linear span of special elements is dense in A˜ it follows that ĜA˜ = A˜, i.e. Ĝ
naturally acts on A˜.
Definition 3.10. Use notation of the Definition 3.7 and suppose thatS is regular.
The group Ĝ is said to be the covering transformation group of the inverse limit
A˜ = lim←−S. We will use the notation G
(
A˜ | A
)
def
= G
(
Â | A
)
. As well as the
algebra A˜ the triple
(
A, A˜, Ĝ
)
(or
(
A, A˜,G
(
A˜ | A
))
) is said to be the infinite
noncommutative covering projection of S.
Remark 3.11. This definition is motivated by the Lemma 1.25 and the Lemma
3.9.
4 Commutative case
This section supplies a purely algebraic analog of the topological construction
given by the Subsection 1.1. We need the following theorem.
Theorem 4.1. [23] If a C∗-algebra A is a C∗-inductive limit of Aγ (γ ∈ Γ), the state
space Ω of A is homeomorphic to the projective limit of the state spaces Ωγ of Aγ.
Corollary 4.2. [23] If a commutative C∗-algebra A is a C∗-inductive limit of the
commutative C∗-algebras Aγ (γ ∈ Γ), the spectrum X of A is the projective limit of
spectrums Xγ of Aγ (γ ∈ Γ).
If SX = {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop then from the Theorem 2.14 it
follows that SC0(X ) = {C0(X ) = C0(X0) → ...→ C0(Xn) → ...} ∈ FinAlg.
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Lemma 4.3. If SX = {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop then the sequence
SC0(X ) = {C0(X ) = C0(X0) → ...→ C0(Xn) → ...} ∈ FinAlg is regular.
Proof. We should proof (a) and (b) of the Definition 3.2.
(a) If X̂ = lim−→Xn then from the Corollary 4.2 it follows that lim−→C0 (Xn) =
C0
(
X̂
)
. It follows from the Theorem 1.1 that there is the natural *-isomorphism
G
(
X̂ | X
)
≈ G
(
C0
(
X̂
)
| C0 (X )
)
. If a ∈ C0 (Xn) and ĝ ∈ G
(
X̂ | X
)
then
from the Lemma 1.15 it follows that
ĝa = hn(ĝ)a (*)
where
hn : G
(
X̂ | X
)
→ G (Xn | X ) (**)
is a group homomorphism. From (*) and hn(ĝ)a ∈ C (Xn) it follows that
G
(
C0
(
X̂
)
| C0 (X )
)
C0 (Xn) = C0 (Xn) .
(b) From the Lemma 1.15 it follows that homomorphism (**) is surjective. How-
ever from the Theorem 1.1 it follows the homomorphism (**) is equivalent to
h′n : G
(
C0
(
X̂
)
| C0 (X )
)
→ G (C0 (Xn) | C0 (X )). So h′n is surjective.
Lemma 4.4. If SX = {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop, X˜ = lim←−SX and
SC0(X ) = {C0(X ) = C0(X0) → ...→ C0(Xn) → ...} ∈ FinAlg, then there is the
natural G
(
X˜ |X
)
equivariant inclusion
(
lim−→C0 (Xn)
)′′
=
(
C0
(
lim←−Xn
))′′
= L∞
(
lim←−Xn
) ⊂−→ L∞ (X˜ ) .
Proof. From the Corollary 4.2 it follows that lim−→C0 (Xn) = C0
(
X̂
)
where X̂ =
lim←−Xn is the inverse limit of topological spaces. If X˜ is the inverse limit of
SX then from the Lemma 1.25 it follows that the continuous map X˜ → X̂ is
a bijection. So the natural *-homomorphism ϕ : C0
(
X̂
)
→ Cb
(
X˜
)
is injec-
tive and G
(
X̂ ,X
)
-equivariant. The *-homomorphism ϕ induces the G
(
X̂ ,X
)
-
equivariant inclusion
(
lim−→C0 (Xn)
)′′ ⊂−→ (Cb ((X˜))′′ = L∞ (X˜) of enveloping
W∗-algebras.
Lemma 4.5. On the notation of the Lemma 4.4 any positive element a˜ ∈ Cc
(
X˜
)
is
special.
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Proof. Denote by pin : X˜ → Xn. If K = supp a˜ then K can be covered by special
open sets. Since K is compact there is a finite family U˜1, ..., U˜m of special open sets
such that K ⊂ U˜1 ⋃, . . . ,⋃ U˜m. If U˜j ⋂ U˜k = ∅ and pi0 (U˜j)⋂pi0 (U˜k) 6= ∅ then
for any x ∈ pi0
(
U˜j
)⋂
pi0
(
U˜k
)
there are x′ ∈ U˜j and x′′ ∈ U˜k such that pi0 (x′) =
pi0 (x′′) = x. Since x′ 6= x′′ there is njk ∈ N such that pinjk (x′) 6= pinjk (x′′),
whence pinjk
(
U˜j
)⋂
pinjk
(
U˜k
)
= ∅. If N = max njk and U˜ = U˜1
⋃
, . . . ,
⋃ U˜m
then U˜ is mapped homemorphically onto piN
(
U˜
)
. For any n ≥ N let an ∈
Cc (Xn) be given by an = Descpin (a˜) . Since for any n > N the set U˜ is mapped
homeomorphically on pin
(
U˜
)
following conditions hold:
∑
g˜∈ker(G(X˜ |X )→G(Xn|X ))
g˜ a˜ = an,
bn = ∑
g˜∈ker(G(X˜ |X )→G(Xn|X ))
g˜ a˜2 = a2n
where sums of series mean strong limits. From the above equations it follows
that
an, bn ∈ C0 (X ) ;
a2n = bn;
i. e. a˜ satisfies to the Definition 3.4.
Corollary 4.6. If A˜ is the inverse limit of SC0(X ) then A˜ ⊂ C0
(
X˜
)
.
Proof. Follows from the Lemma 4.5 and the Definition 1.27.
We need following fact.
Fact 4.7. If f : X → Y is a continuous map, X ′ ⊂ X and Y ′ ⊂ Y then f
(
X ′
)
⊂
f (X ′) and f−1
(
Y ′
)
⊂ f−1 (Y ′), where the · operation means the topological
closure.
Lemma 4.8. If X is a compact second-countable Hausdorff space then any special ele-
ment a˜ ∈ L∞
(
X˜
)
lies in C0
(
X˜
)
.
Proof. The proof of this lemma uses following notation
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Symbol Comment (and/or) Meaning (and/or) Requirement
1 Jn = ker
(
G
(
X˜ |X
)
→ G (Xn|X )
)
2 J0n = Jn\{e} e ∈ G
(
X˜ |X
)
is the trivial element
3 pi : X˜ → X , pin : X˜ → Xn Natural covering projections
4 an = ∑g∈Jn ga˜; bn = ∑g∈Jn ga˜
2 From the Definition 3.4 it follows that
an, bn ∈ C (Xn)
5 U˜ ⊂ X˜ is an open connected set The closure U˜ of U˜ is compact
and homeomorphically mapped onto U = pi
(
U˜
)
6 a˜′ = a˜|U˜ The restriction of a˜ on U˜
7 a˜′n, b˜′n ∈ C
(
U˜
)
The compact U˜ -lifts of an|
pin
(
U˜
), bn|
pin
(
U˜
) (Definition 1.33)
8 a˜′g = (ga˜) |U˜ a˜′g ∈ C
(
U˜
)
From the above notation it follows that
a˜′n = ∑
g∈Jn
a˜′g = a˜′ + ∑
g∈J0n
a˜′g,
b˜′n = ∑
g∈Jn
a˜′2g = a˜′2 + ∑
g∈J0n
a˜′2g
whence
a˜′2n − b˜′n = 2a˜′n ∑
g∈J0n
a˜′g + ∑
g′∈J0n
∑
g′′∈J0n\{g′}
a˜′g′ a˜
′
g′′
and all members of the above sums are positive. Let ε > 0 be any number. From
the Definition 3.4 it follows that there is N ∈ N such that for any n ≥ N∥∥∥a2n − bn∥∥∥ < 2ε2,
whence
2
∥∥∥∥∥∥a˜′n ∑g∈J0n a˜′g
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥2a˜′n ∑g∈J0n a˜′g + ∑g′∈J0n ∑g′′∈J0n\{g′} a˜′g′ a˜′g′′
∥∥∥∥∥∥ =
∥∥∥a˜′2n − b˜′n∥∥∥ ≤ ∥∥∥a2n − bn∥∥∥ < 2ε2.
(*)
If x˜′ ∈ U˜ is such that a˜′n (x˜′) ≥ ε then from (*) it follows that
a˜′n
(
x˜′
) ∑
g∈J0n
a˜′g
(
x˜′
) < ε2,
a˜′n
(
x˜′
)− a˜′ (x˜′) = ∑
g∈J0n
a˜′g
(
x˜′
)
< ε.
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If x˜′′ ∈ U˜ is such that a˜′n (x˜′′) < ε then from 0 ≤ a˜′ ≤ a˜′n it follows that
a˜′n
(
x˜′′
)− a˜′ (x˜′′) < ε,
whence
a˜′n (x˜)− a˜′ (x˜) < ε
for any x˜ ∈ U˜ , i.e. ∥∥a˜′n − a˜′∥∥ < ε.
So the sequence {a˜′n} of continuous functions uniformly converges to a˜′, thus
a˜′ is a continuous function. Any point x ∈ X˜ has a neighborhood U˜ such that
the restriction a˜U˜ is continuous, whence a˜ is continuous. If ‖·‖∞ is the L∞-norm
then from ‖a˜‖∞ = ‖a˜‖ it follows that a˜ is bounded, i.e. a˜ ∈ Cb
(
X˜
)
. Since X is
compact and for any n ∈ N the map Xn → X is a finite fold covering projection
the space Xn is also compact. Let ε′ > 0, and let fε′ ∈ C (R) be given by
fε′ (t) =
{
0 t ≤ ε′
t− ε′ t > ε′ .
Let N′ = N be such that for any n ≥ N′ following condition holds∥∥∥a2n − bn∥∥∥ < 2ε′2. (**)
Let a˜ε′ = fε′ (a˜) ∈ Cb
(
X˜
)
. If K˜ε′ = supp a˜ε′ = supp fε′ (a˜), then K˜ε′ =
{
x˜ ∈ X˜ | a˜ (x˜) ≥ ε′
}
.
If n ≥ N′, pin : X˜ → Xn and the restriction pin|K˜ε′ is not injective then there are
points x˜1, x˜2 ∈ K˜ε′ such that x˜1 6= x˜2 and pin (x˜1) = pin (x˜2) = x. Following
condition holds
(an (x))
2 − bn (x) ≥ 2a˜ (x˜1) a˜ (x˜2) ≥ 2ε′2.
Above equation contradicts with (**), whence the restriction pin|K˜ε′ is an invective
map. The closed set Kε′ = supp fε′ (an) (resp. K˜ε′ = supp fε′ (a˜)) is the closure
of the open set K˚ε′ = {x ∈ Xn | an(x) > ε′} (resp. ˚˜Kε′ =
{
x˜ ∈ X˜ | a˜(x˜) > ε′
}
).
From the Fact 4.7 it follows that
pin|K˜ε′
(
K˜ε′
)
= pin|K˜ε′
(
˚˜Kε′
)
⊂ K˚ε′ = Kε′ ,(
pin|K˜ε′
)−1
(Kε′) =
(
pin|K˜ε′
)−1 (
K˚ε′
)
⊂ ˚˜Kε′ = K˜ε′
(***)
where the · operation means the topological closure. It follows from (***) that
pin|K˜ε′
(
K˜ε′
)
= Kε′ . It is known [22] that any covering projection is an open map.
Any open bicontinuous map is a homeomorphism. So pin|K˜ε′ : K˜ε′ → Kε′ is
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a homeomorphism. The set Kε′ = supp fε′ (an) is compact, since it is a closed
subset of the compact set Xn. It follows that K˜ε′ = supp a˜ε′ is compact, whence
a˜ε′ ∈ Cc
(
X˜
)
. From the norm limit limε′→0 a˜ε′ = a˜ and the Definition 1.27 it
follows that a˜ ∈ C0
(
X˜
)
.
Lemma 4.9. On the notation of the Lemma 4.4 if X is locally compact then any special
element
a˜ ∈ L∞
(
X˜
)
lies in C0
(
X˜
)
.
Proof. If a = ∑g˜∈G(X˜ |X ) g˜ a˜ ∈ C0 (X ) and ε > 0 then from the Definition 1.28 it
follows that there is a compact subset K ⊂ X such that
∥∥∥a|X \K∥∥∥ < ε. From the
Lemma 4.8 it follows that a˜|pi−1(X \K) ∈ C0
(
pi−1 (X\K)), i.e. there is a compact
subset K˜ ⊂ pi−1 (X\K) such that
∥∥∥a˜|pi−1(K)\K˜∥∥∥ < ε. From the positivity of a˜ it
follows that ∥∥∥a˜|pi−1(X \K)∥∥∥ ≤ ∥∥∥a|X \K∥∥∥ .
In result following condition holds
∥∥∥a˜|X˜ \K˜∥∥∥ < ε , and from the Definition 1.28 it
follows that a˜ ∈ C0
(
X˜
)
.
Theorem 4.10. If SX = {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop is a topologi-
cal finite covering sequence then there is the natural isomorphism: lim←−SC0(X ) ≈
C0
(
lim←−SX
)
.
Proof. (a) If X˜ = lim←−SX then from the Corollary 4.6 it follows that lim←−SC0(X ) ⊂
C0
(
X˜
)
. From the Lemma 3.5 it follows that any special element lies in (C0 (Xn))′′.
From the Lemma 4.4 it follows that (C0 (Xn))′′ ⊂ L∞
(
X˜
)
, whence any spe-
cial element lies in L∞
(
X˜
)
. From this fact and the Lemma 4.9 it follows that
C0
(
X˜
)
⊂ lim←−SC0(X ). So lim←−SC0(X ) ≈ C0
(
X˜
)
= C0
(
lim←−SX
)
.
5 Noncommutative tori and Moyal planes
5.1 Noncommutative torus TnΘ
There is the natural norm on Zn given by
‖(k1, ..., kn)‖ =
√
k21 + ...+ k
2
n
28
The space of complex-valued Schwartz functions is given by
S (Zn) =
{
a = {ak}k∈Zn ∈ CZ
n | supk∈Zn (1+ ‖k‖)s |ak| < ∞, ∀s ∈ N
}
.
Let Tn be an ordinary n-torus. We will often use real coordinates for Tn, that
is, view Tn as Rn/2piZn. Let C∞ (Tn) be the algebra of infinitely differen-
tiable complex-valued functions on Tn. There is the bijective Fourier transform
C∞ (Tn) → S (Zn); f 7→ f̂ given by
f̂ (p) = F ( f )(p) = 1
(2pi)n
∫
Tn
e−ix·p f (x) dx (13)
where dx is induced by the Lebesgue measure on Rn and · is the scalar prod-
uct on the Euclidean space Rn. The Fourier transform carries multiplication to
convolution, i.e.
f̂ g (p) = ∑
r+s=p
f̂ (r) ĝ (s) .
Let Θ be a real skew-symmetric n× n matrix, we will define a new noncommu-
tative product on S (Tn) given by(
f̂ ⋆Θ ĝ
)
(p) = ∑
r+s=p
f̂ (r) ĝ (s) e−piir · Θs. (14)
and an involution
f̂ ∗ (p) = f̂ (−p)).
In result there is the involutive algebra C∞
(
TnΘ
)
= (S (Zn) ,+, ⋆Θ ,∗ ). There is
a tracial state on C∞
(
Tn
Θ
)
given by
τ ( f ) = f̂ (0) . (15)
From C∞
(
Tn
Θ
) ≈ S (Zn) it follows that there is C-linear isomorphism
ϕ∞ : C∞ (TnΘ)
≈−→ C∞ (Tn) . (16)
such that following condition holds
τ ( f ) =
1
(2pi)n
∫
Tn
ϕ∞ ( f ) dx. (17)
Similarly to 1.42 there is the Hilbert space L2
(
C∞
(
TnΘ
)
, τ
)
and the natural rep-
resentation C∞
(
TnΘ
) → B (L2 (C∞ (TnΘ) , τ)) which induces the C∗-norm. The
norm completion C
(
Tn
Θ
)
of C∞
(
Tn
Θ
)
is a C∗-algebra. We will write L2
(
C
(
Tn
Θ
)
, τ
)
instead L2
(
C∞
(
TnΘ
)
, τ
)
. There is the natural linear map C∞
(
TnΘ
) → L2 (C (TnΘ) , τ)
and since C∞
(
TnΘ
) ≈ S (Zn) there is a linear map ϕ : S (Zn) → L2 (C (TnΘ) , τ).
If k = Zn and Uk ∈ S (Zn) = C∞
(
TnΘ
)
is such that
Uk (p) = δkp : ∀p ∈ Zn (18)
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then denote ξk = ϕ (Uk). From (14) it follows that
τ (U∗k ⋆Θ Ul) = (ξk, ξl) = δkl ,
i.e. the subset {ξk}k∈Zn ⊂ L2
(
C
(
TnΘ
))
is an orthogonal basis of L2
(
C
(
TnΘ
)
, τ
)
.
Hence the Hilbert space (L2
(
C
(
Tn
Θ
)
, τ
)
is naturally isomorphic to the Hilbert
space ℓ2 (Zn) given by
ℓ
2 (Zn) =
{
ξ = {ξk ∈ C}k∈Zn ∈ CZ
n | ∑
k∈Zn
|ξk|2 < ∞
}
and the scalar product on ℓ2 (Zn) is given by
(ξ, η) = ∑
k∈Zn
ξ∗kηk.
There is an alternative description of C
(
TnΘ
)
. If
Θ =

0 θ12 . . . θ1n
θ21 0 . . . θ2n
...
...
. . .
...
θn1 θn2 . . . 0

then C
(
TnΘ
)
is the universal C∗-algebra generated by unitary elements u1, ..., un ∈
U
(
C
(
TnΘ
))
such that following condition holds
ukuj = e
2piiθjkujuk. (19)
Unitary operators u1, ..., un correspond to the standard basis of Zn.
Definition 5.1. Unitary elements u1, ..., un ∈ U
(
C
(
Tnθ
))
which satisfy the rela-
tion (19) are said to be generators of C
(
Tn
Θ
)
.
If a ∈ C (Tnθ ) is presented by the series
a = ∑
l∈Zn
clUl; cl ∈ C
and the series ∑l∈Zn |cl | is convergent then from the triangle inequality it follows
that
‖a‖ ≤ ∑
l∈Zn
|cl | . (20)
Definition 5.2. If Θ to is nondegenerate, that is to say, σ(s, t)
def
= s · Θt to be
symplectic. This implies even dimension, n = 2N. One then selects
Θ = θ J def= θ
(
0 1N
−1N 0
)
(21)
where θ > 0 is defined by θ2N
def
= detΘ. Denote by C
(
T2Nθ
) def
= C
(
T2N
Θ
)
and
C∞
(
T2Nθ
) def
= C∞
(
T2NΘ
)
.
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5.2 Finite noncommutative covering projections of TnΘ
In this section we write ab instead a ⋆Θ b. Let C
(
TnΘ
)
be a noncommutative
torus and k = (k1, ..., kn) ∈ Nn. If
Θ˜ =

0 θ˜12 . . . θ˜1n
θ˜21 0 . . . θ˜2n
...
...
. . .
...
θ˜n1 θ˜n2 . . . 0

is a skew-symmetric matrix such that
e2piiθrs = e2piiθ˜rskrks
then there is a *-homomorphism C
(
Tn
Θ
)→ C (Tn
Θ˜
)
given by
uj → v k jj ; j = 1, ..., n (22)
where u1, ..., un ∈ C
(
TnΘ
)
(resp. v1, ..., vn ∈ C
(
Tn
Θ˜
)
) are unitary generators of
C
(
TnΘ
)
(resp. C
(
Tn
Θ˜
)
). There is an involutive action of G = Zk1 × ...× Zkn on
C
(
Tn
Θ˜
)
given by
(p1, ..., pn) vj = e
2piipj
kj vj
and C
(
Tn
Θ
)
= C
(
Tn
Θ˜
)G
, i.e. the condition (a) of the Definition 2.2 holds. Let
{emι }ι∈Im ∈ C(S1) be given by (9). From (10) it follows that
∑
ι∈Inj
e
k j
ι j (vj)
(
pe
k j
ι j (vj)
)
=
{
1
C
(
Tn
Θ˜
) p = 0
0 p 6= 0
where p ∈ Znj . (*)
If I = Ik1 × ...× Ikn , ι = (ι1, ..., ιn) ∈ I and
αι = e
k1
ι1 (v1) · ... · eknιn (vn),
βι = α
∗
ι = e
kn
ιn (vn) · ... · ek1ι1 (v1)
then from (*) it follows that
∑
ι∈I
βιαι = ∑
ι1∈I1,...,ιn∈In
eknιn (vn) · ... · ek1ι1 (v1) · ek1ι1 (v1) · ... · eknιn (vn) =
= ∑
ι2∈I2,...,ιn∈In
(
eknιn (vn) · ... · ek2ι2 (v2)
(
∑
ι1∈I1
(
ek1ι1 (v1)
)2)
ek2ι2 (v2) · ... · eknιn (vn)
)
=
= ∑
ι2∈I2,...,ιn∈In
eknιn (vn) · ... · ek2ι2 (v2) · 1C(Tn
Θ˜
) · ek2ι2 (v2) · ... · eknιn (vn) =
= ∑
ι2∈I2,...,ιn∈In
eknιn (vn) · ... · ek2ι2 (v2) · ek2ι2 (v2) · ... · eknιn (vn) = ... = 1C(Tn
Θ˜
)
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If g = (p1, ..., pn) ∈ Zk1 × ...× Zkn is such that p1 6= 0 then from (*) it follows
that
∑
ι∈I
βι (gαι) = ∑
ι1∈I1,...,ιn∈In
eknιn (vn) · ... · ek1ι1 (v1) ·
(
p1e
k1
ι1 (v1)
)
· ...
(
pne
kn
ιn (vn)
)
=
= ∑
ι2∈I2,...,ιn∈In
(
eknιn (vn) · ... · ek2ι2 (v2)
(
∑
ι1∈I1
ek1ι1 (v1)
(
p1e
k1
ι1 (v1)
)) (
p2e
k2
ι2 (v2)
)
· ... ·
(
pne
kn
ιn (vn)
))
=
= ∑
ι2∈I2,...,ιn∈In
eknιn (vn) · ... · ek2ι2 (v2) · 0 ·
(
p2e
k2
ι2 (v2)
)
· ... ·
(
pne
kn
ιn (vn)
)
= 0.
If p1 = 0 and p2 6= 0 then from (*) it follows that
∑
ι∈I
βι (gαι) = ∑
ι1∈I1,...,ιn∈In
eknιn (vn) · ... · ek1ι1 (v1) ·
(
p1e
k1
ι1 (v1)
)
· ...
(
pne
kn
ιn (vn)
)
=
= ∑
ι2∈I2,...,ιn∈In
(
eknιn (vn) · ... · ek2ι2 (v2)
(
∑
ι1∈I1
ek1ι1 (v1)
(
p1e
k1
ι1 (v1)
)) (
p2e
k2
ι2 (v2)
)
· ... ·
(
pne
kn
ιn (vn)
))
=
= ∑
ι2∈I2,...,ιn∈In
eknιn (vn) · ... · ek2ι2 (v2) · 1C(Tn
Θ˜
) · (p2ek2ι2 (v2)) · ... · (pneknιn (vn)) =
= ∑
ι2∈I2,...,ιn∈In
eknιn (vn) · ... · ek2ι2 (v2) ·
(
p2e
k2
ι2 (v2)
)
· ...
(
pne
kn
ιn (vn)
)
=
= ∑
ι3∈I3,...,ιn∈In
(
eknιn (vn) · ... · ek3ι3 (v3)
(
∑
ι2∈I2
ek2ι2 (v2)
(
p2e
k2
ι2 (v2)
)) (
p3e
k3
ι3 (v3)
)
· ... ·
(
pne
kn
ιn (vn)
))
=
= ∑
ι3∈I3,...,ιn∈In
eknιn (vn) · ... · ek3ι3 (v3) · 0 ·
(
p3e
k3
ι3 (v3)
)
· ... ·
(
pne
kn
ιn (vn)
)
= 0.
Similarly if p1, p2 = 0 and p3 6= 0 then ∑ι∈I βι (gαι) = 0 and so on. In result we
have
∑
ι∈I
βι (gαι) =
{
1 g ∈ G = Zk1 × ...×Zkn is trivial
0 g ∈ G = Zk1 × ...×Zkn is not trivial
,
i.e. condition (b) of the Definition 2.2 holds. It follows to the next lemma.
Lemma 5.3. The triple
(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zk1 × ...×Zkn
)
is a noncommutative fi-
nite covering projection.
5.3 Multidimensional grading of a noncommutative torus
It is known [7] that continuous actions of the torus T2 can define Z2-grading
of C∗-algebras. Here similar idea is discussed. Let us define a continuous action
of R on C (u) ≈ C (S1) given by
x • u = e2piixu; ∀x ∈ R.
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Now we define a Z-grading C (u) =
⊕
m∈Z C (u)m where
C (u)m =
{
a ∈ C (u) | x • a = e2piimxa
}
and
⊕
means C∗-norm completion of the algebraic direct sum. If C (u) → C (v)
is a *-homomorphism u 7→ vr then the action • can be uniquely extended up to
C (v) and then Z-grading of C (u) induces the following grading
C (v) =
⊕
m
r ∈Zr
C (v) m
r
where Zr =
{m
r ∈ Q | m ∈ Z
}
and
C (v)m
r
=
{
a ∈ C (v) | x • a = e 2piimxr a
}
.
Indeed C (v)m
r
is a one-dimensional C-space given by C (v)m
r
= Cvm. For any
j ∈ 1, ..., n there is the action •j of R on C
(
TnΘ
)
given by
x •j uk = e2piiδjkxuk
where u1, ..., un is a basis of C
(
TnΘ
)
. If j′ 6= j′′ then the action •j′ commutes with
the action •j′′ and the sum of actions •j (j = 1, ..., n) defines the action • of Rn
on C
(
Tn
Θ
)
. There is a Zn-grading
C (TnΘ) =
⊕
(m1,...,mn)∈Zn
C (TnΘ)(m1,...,mn)
where
C (TnΘ)(m1,...,mn) =
{
a ∈ C (TnΘ) | (x1, ..., xn) a = e2pii(m1x1+...+mnxn)a
}
Indeed C
(
TnΘ
)
(m1,...,mn)
is a one-dimensional C space such that C
(
TnΘ
)
(m1,...,mn)
=
C ·U(m1,...,mn) whereU(m1,...,mn) is given by (18). If C
(
Tn
Θ
)→ C (Tn
Θ˜
)
is described
in 5.2 then Zn-grading of C
(
TnΘ
)
induces the Zk1
× ...× Zkn -grading
C
(
Tn
Θ˜
)
=
⊕
(
m1
k1
,...,mnkn
)
∈ Zk1×...×
Z
kn
C
(
Tn
Θ˜
)(
m1
k1
,...,mnkn
)
where
C
(
Tn
Θ˜
)(
m1
k1
,...,mnkn
) =
{
a ∈ C
(
Tn
Θ˜
)
| (x1, ..., xn) a = e2pii
(
m1
k1
x1+...+
mn
kn
xn
)
a
}
.
If v1, ..., vn ∈ U
(
C
(
Tn
Θ˜
))
are generators of C
(
Tn
Θ˜
)
which satisfy to (22) then
C
(
Tn
Θ˜
)(
m1
k1
,...,mnkn
) = C · vm11 · ... · vmmn ,
i.e. C
(
Tn
Θ˜
)(
m1
k1
,...,mnkn
) is a one-dimensional C-space.
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5.4 The Moyal plane
Let Θ be given by (21) and let S(R2N) be the space of complex Schwartz
(smooth, rapidly decreasing) functions on R2N . One defines, for f , h ∈ S(R2N),
the corresponding Moyal or twisted product:
f ⋆θ h(x)
def
= (2pi)−k
∫∫
f (x− 12Θu) h(x+ t) e−iu·t du dt, (*)
where θ > 0 is defined by θ2N
def
= detΘ. The formula (*) may be rewritten as
f ⋆θ h(x) = (piθ)
−2N
∫∫
f (x+ s) h(x+ t) e−2is·Θ
−1t d2Ns d2Nt.
Definition 5.4. [8] Let S ′ (R2N) be a vector space dual to S (R2N) and let ‖·‖2
be the L2-norm given by
‖ f‖2 =
∣∣∣∣∫
R2N
| f |2 dx
∣∣∣∣ 12 . (23)
Denote by Cb
(
R2Nθ
) def
= { T ∈ S ′ (R2N) : T⋆
θ
g ∈ L2 (R2N) for all g ∈ L2(R2N) },
provided with the operator norm ‖T‖op def= sup{ ‖T⋆θ g‖2/‖g‖2 : 0 6= g ∈
L2(R2N) } and C∞0
(
R2Nθ
) def
= S (R2N) and denote by C0 (R2Nθ ) the operator norm
completion of C∞0
(
R2Nθ
)
.
Remark 5.5. Obviously C∞0
(
R2Nθ
) →֒ Cb (R2Nθ ). But C∞0 (R2Nθ ) is not dense in
Cb
(
R2Nθ
)
, i.e. C0
(
R2Nθ
)
( Cb
(
R2Nθ
)
(See [8]).
Remark 5.6. Notation of the Definition 5.4 differs from [8]. Here symbols
Aθ ,Aθ, A0θ are replaced with Cb
(
R2Nθ
)
,C∞0
(
R2Nθ
)
,C0
(
R2Nθ
)
respectively.
Lemma 5.7. [8] If f , g ∈ L2 (R2N), then f ⋆θ g ∈ L2 (R2N) and ‖ f‖op < (2piθ)− N2 ‖ f‖2.
Definition 5.8. Denote by L2
(
R2Nθ
)
the space L2
(
R2N
)
with ⋆θ multiplication.
Introduce the the ordinary Fourier transform F and a symplectic Fourier trans-
form F [14] given by
(F f ) (u) =
∫
R2N
f (t)e−it·udt, (F f ) (u) =
∫
R2N
f (t)e−it·Judt (24)
where
J =
(
0 1N
−1N 0
)
.
The given by
( f , g) =
∫
R2N
f ∗gdx. (25)
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sesquilinear scalar product on S
(
Rk
)
is F invariant, i.e.
( f , g) = (F f ,F g) , (26)
and there is the tracial property [8]∫
R2N
( f ⋆θ g) (x) dx =
∫
R2N
f (x) g (x) dx. (27)
Consider the unitary dilation operators [8] Ea given by
Ea f (x)
def
= aN/2 f (a1/2x), (28)
and it is immediate from (24) that FEa = E1/aF. We also remark that
f⋆
θ
g = (θ/2)−N/2E2/θ(Eθ/2 f ⋆2 Eθ/2g). (29)
Some formulas in this paper can be simplified when θ = 2. Thanks to the
scaling relation (29), it is often enough, when studying properties of the Moyal
product, to work out the case θ = 2. Denote × def= ⋆2. According to [9] following
conditions hold:
( f × g)(u) =
∫ ∫
f (v)g(w) exp (i(u · Jv+ v · Jw+ w · Ju)) dvdw =
=
∫ ∫
f (u+ s)g(u+ t)eis·Jtdsdt
( f × g) (u) =
∫
R2N
F f (u− w) g (w) eiu·Jwdw.
The twisted convolution [9] f ⋄ g is defined by
f ⋄ g (u) =
∫
f (u− t) g (t) e−iu·Jtdt. (30)
Following conditions hold [9]:
F ( f × g) = F f ⋄ F f ; F ( f ⋄ g) = F f ×F f . (31)
5.5 The Moyal plane as the inverse noncommutative limit
5.9. Let {pj ∈ N}j∈N be an infinite sequence of natural numbers such that pj > 1
for any j, and let mn = Πnj=1pj. From the 5.2 it follows that there is a sequence
of *-homomorphisms
C
(
T2Nθ
)
→ C
(
T2N
θ/m21
)
→ C
(
T2N
θ/m22
)
→ ...
such that
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(a) For any n ∈ N there are generators un,1, ..., un,2N ∈ U
(
C
(
T2N
θ/m2n
))
be
a basis of C
(
T2N
θ/m2n
)
such that the *-homomorphism C
(
T2N
θ/m2n−1
)
→
C
(
T2N
θ/m2n
)
is given by
un−1,j 7→ upnn,j; ∀j = 1, ..., 2N;
and there are generators u1, ..., un ∈ U
(
C
(
T2Nθ
))
such that *-homomorphism
C
(
T2Nθ
)→ C(T2N
θ/m21
)
is given by
uj 7→ up11,j; ∀j = 1, ..., 2N.
(b) For any n ∈ N the triple
(
C
(
T2N
θ/m2n−1
,C
(
T2N
θ/m2n
)
,Zpn
))
is a finite cov-
ering projection.
(c) There is the sequence of groups and epimorphisms
Z2Nm1 ← Z2Nm2 ← ...;
which is equivalent to the sequence
G
(
C
(
T2N
θ/m21
)
| C
(
T2Nθ
))
← G
(
C
(
T2N
θ/m22
)
| C
(
T2Nθ
))
← ...
Lemma 5.10. The sequence of of noncommutative finite covering projections
SC(T2Nθ )
=
{
C
(
T2Nθ
)
pi1−→ C
(
T2N
θ/m21
)
pi2−→ C
(
T2N
θ/m22
)
pi3−→ ...
}
.
is composable.
Proof. We should check conditions (a), (b), (c) of the Definition 2.16.
(a) Let pin1 ◦ ... ◦ pin0+1 ◦ pin0 : C
(
T2N
θ/m2n0
)
→ C
(
T2N
θ/m2n1
)
be any composition,
and p = n0, q = n1. If up,1, ..., up,2N ∈ U
(
C
(
T2N
θ/m2p
))
(resp. uq,1, ..., uq,2N ∈
U
(
C
(
T2N
θ/m2q
))
) are generators of C
(
T2N
θ/m2p
)
(resp C
(
T2N
θ/m2q
)
) that the *-
homomorphism
C
(
T2N
θ/m2p
)
→ C
(
T2N
θ/m2q
)
(*)
is given by
up,j 7→ udq,j; ∀j = 1, ..., 2N
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where d = Πqj=p+1pj. From 5.2 it follows that (*) is a finite noncommutative
covering projection.
(b) If k < l < m then there the sequence
C
(
T2N
θ/m2k
)
→ C
(
T2N
θ/m2l
)
→ C
(
T2N
θ/m2m
)
of noncommutative covering projections. There is an isomorphism
G
(
C
(
T2N
θ/m2m
)
| C
(
T2N
θ/m2k
))
≈ Z2Nr
where r = Πmj=k+1pj. If um,1, ..., um,2N ∈ U
(
C
(
T2N
θ/m2m
))
is a basis of C
(
T2N
θ/m2m
)
then the action of Z2Nr is given by(
t1, ..., tn
)
um,j = e
2piitjum,j.
If ul,1, ..., ul,2N ∈ U
(
C
(
T2N
θ/m2l
))
are generators of C
(
T2N
θ/m2l
)
then the action
of Z2Nr on C
(
T2N
θ/m2l
)
satisfies to the following condition
(
t1, ..., tn
)
ul,j = e
2piirtj
s ul,j
where s = Πmj=l+1pj. Thus G
(
C
(
T2N
θ/m2m
)
| C
(
T2N
θ/m2k
))
transforms generators
of C
(
T2N
θ/m2l
)
to generators of C
(
T2N
θ/m2l
)
, it follows that
G
(
C
(
T2N
θ/m2m
)
| C
(
T2N
θ/m2k
))
C
(
T2N
θ/m2l
)
= Z2Nr C
(
T2N
θ/m2l
)
= C
(
T2N
θ/m2l
)
.
(c) The sequence
{e} → G
(
C
(
T2N
θ/m2m
)
| C
(
T2N
θ/m2l
))
→ G
(
C
(
T2N
θ/m2m
)
| C
(
T2N
θ/m2k
))
→
→ G
(
C
(
T2N
θ/m2l
)
| C
(
T2N
θ/m2k
))
→ {e}
(**)
is equivalent to
{e} → Z2Ns
× rs−→ Z2Nr mod s−−−→ Z2Nr
s
→ {e}. (***)
From exactness of (***) it follows that the sequence (**) is exact.
If n ∈ N and Uk ∈ U
(
C
(
T2N
θ/m2n
))
is given by (18) then there is the natural the
inclusion C
(
T2N
θ/m2n
)
→ Cb
(
R2Nθ
)
given by
Uk 7→ exp(2pii kmn · −); k ∈ Z
2N (32)
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such that the following diagram
C
(
T2N
θ/m2k1
) (
T2N
θ/m2k2
)
Cb
(
R2Nθ
)
is commutative. From the Definition 5.4 it follows that there is a faithful repre-
sentation Cb
(
R2Nθ
) → B (L2 (R2N)) which for any n ∈ N induces the represen-
tation C
(
T2N
θ/m2n
)
→ B (L2 (R2N)), whence there are the natural faithful injective
homomorphisms:
ψ : lim−→C
(
T2N
θ/m2n
) ⊂−→ Cb (R2Nθ ) , (33)(
lim−→C
(
T2N
θ/m2n
))′′ ⊂−→ (Cb (R2Nθ ))′′
There is the action of Z2N on R2N given by
gx = 2pig+ x; g ∈ Z2N, x ∈ R2N (34)
and the action naturally induces the action of Z2N on Cb
(
R2Nθ
)
. For any n ∈ N
there is the natural surjective homomorphism
hn : Z2N → G
(
C
(
T2N
θ/m2n
)
| C
(
T2Nθ
))
≈ Z2Nmn .
From the inclusion 33 it follows that for any n ∈ N the action of Z2N on
Cb
(
R2Nθ
)
induces the action Z2N on C
(
T2N
θ/m2n
)
such that for any a ∈ C
(
T2N
θ/m2n
)
ψ (hn (g) a) = gψ (a) (35)
It follows that there is the action of Z2N on lim−→C
(
T2N
θ/m2n
)
, i.e.
ψ (gâ) = gψ (â) ; ∀â ∈ lim−→C
(
T2N
θ/m2n
)
(36)
and the inclusion (33) is Z2N equivariant. Let
prn : S
(
R2N
)
→ C∞0
(
T2N
θ/m2n
)
: a 7→ ∑
g∈Jn
ga (37)
where Jn = ker
(
Z2N → Z2Nmn
)
. The map prn can be defined by Fourier trans-
form. Let a ∈ S (R2N) and let aˆ(u) be the Fourier transform
aˆ(u) = (F a) (u) =
∫
R2N
a(t)e−it·udt.
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If an = prn (a) = ∑g∈Jn ga ∈
(
T2N
θ/m2n
)
then from (13) it follows that
aˆn(p) = (Fprn (a)) (p) =
1
(2pimn)
2N aˆ
(
2pip
mn
)
(38)
where p ∈ Z2N and aˆn ∈ S
(
Z2N
)
is the Fourier transform of an given by (13).
For simplicity the we use the dilation transformation E2/θ given by (28) which
induces following:
• θ = 2, ⋆θ = ×,
• The equation (32) is replaced with
Ul 7→ (θ/2)N/2 exp(2pi
√
2/θ i
l
mn
· −); ∀l ∈ ZN.
Lemma 5.11. Let a ∈ S (R2N), and let a∆ ∈ S (R2N) be given by
a∆ (x) = a(x+ ∆); ∀x ∈ R2N (39)
where ∆ ∈ R2N . For any m ∈ N there is a dependent on a real constant Cm > 0 such
that for any n ∈ N following condition holds
∥∥prn (a∆ × a)∥∥ ≤ Cm‖∆‖m .
Proof. From the definition of Schwartz functions it follows that for any f ∈
S (R2N) and any m ∈ N there is C fm such that
| f (u)| < C
f
m
(1+ ‖u‖)m . (*)
From (20) and (38) it follows that
∥∥prn (a∆ × a)∥∥ ≤ 1
(2pimn)
2N ∑
l∈Z2N
∣∣∣∣F (a∆ × a)(2pilmn
)∣∣∣∣ .
From (30), (31) it follows that
1
(2pimn)
2N ∑
l∈Z2N
∣∣∣∣F (a∆ × a)(2pilmn
)∣∣∣∣ = 1
(2pimn)
2N ∑
l∈Z2N
∣∣∣∣(F a∆ ⋄ F a)(2pilmn
)∣∣∣∣ =
=
1
(2pimn)
2N ∑
l∈Z2N
∣∣∣∣∫ F a(2pilmn − t− ∆
)
F a (t) e−i 2pilmn ·Jtdt
∣∣∣∣ ≤
≤ 1
(2pimn)
2N ∑
l∈Z2N
∫ ∣∣∣∣b(t+ ∆ − 2pilmn
)
c (t) e−i
2pil
mn ·Jt
∣∣∣∣ dt =
39
=
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2
∫ ∣∣∣∣b(t+ ∆− 2pilmn
)
c (t) e−i
2pil
mn ·Jt
∣∣∣∣ dt+
+
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∫ ∣∣∣∣b(t+ ∆− 2pilmn
)
c (t) e−i
2pil
mn ·Jt
∣∣∣∣ dt.
where b (u) = F a (−u), c (u) = F a (u). From (*) it follows that
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2
∫ ∣∣∣∣b(t+ ∆ − 2pilmn
)
c (t) e−i
2pil
mn ·Jt
∣∣∣∣ dt ≤
≤ 1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2
∫
R2N
Cbm(
1+
∥∥∥t+ ∆ − 2pilmn ∥∥∥)m
Cc2m
(1+ ‖t‖)2m
dt =
=
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2
∫
R2N
Cbm(
1+
∥∥∥t+ ∆ − 2pilmn ∥∥∥)m (1+ ‖t‖)m
Cc2m
(1+ ‖t‖)m dt ≤
≤ N
∆
mn
(2pimn)
2N sup
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2 , s∈R2N
CbmC
c
2m(
1+
∥∥∥s+ ∆ − 2pilmn ∥∥∥)m (1+ ‖s‖)m ×
×
∫
R2N
1
(1+ ‖t‖)m dt.
where N∆mn =
∣∣∣{l ∈ Z2N | ∥∥∥ 2pilmn ∥∥∥ ≤ ‖∆‖2 }∣∣∣. The number N∆mn can be estimated as
a number of points with integer coordinates inside 2N-dimensional cube
N∆mn <
∥∥∥∥mn∆2pi
∥∥∥∥2N .
If m ≥ 2N+ 1 then integral ∫
R2N
1
(1+‖t‖)m dt is convergent, whence
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2
∣∣∣∣∫ b(t+ ∆ − 2pilmn
)
c (t) e−i
2pil
mn ·Jtdt
∣∣∣∣ ≤
≤ C′1 sup
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2 , s∈R2N
‖∆‖2N(
1+
∥∥∥s+ ∆− 2pilmn ∥∥∥)m (1+ ‖s‖)m
where
C′1 =
1
(2pi)4N
CbmC
c
2m
∫
R2N
1
(1+ ‖t‖)m dt.
If x, y ∈ R2N then from the triangle inequality it follows that ‖x+ y‖ > ‖y‖ −
‖x‖, whence
(1+ ‖x‖)m (1+ ‖x+ y‖)m ≥ (1+ ‖x‖)m (1+max (0, ‖y‖ − ‖x‖))m
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If ‖x‖ ≤ ‖y‖2 then ‖y‖ − ‖x‖ ≥ ‖y‖2 and
(1+ ‖x‖)m (1+ ‖x+ y‖)m >
(‖y‖
2
)m
. (**)
Clearly if ‖x‖ > ‖y‖2 then condition (**) also holds, whence (**) is always true. It
follows from the (**) that
inf
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2 , s∈R2N
(
1+
∥∥∥∥s+ ∆− 2pilmn
∥∥∥∥)m (1+ ‖s‖)m > ∥∥∥∥∆4
∥∥∥∥m .
If m > 2N+ 1 then from above equations it follows that
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖≤ ‖∆‖2
∣∣∣∣∫ b(t+ ∆− 2pilmn
)
c (t) e−i
2pil
mn ·Jtdt
∣∣∣∣ ≤ C1‖∆‖m
where C1 = C′1/4
m.
Clearly
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∣∣∣∣∫ b(t+ ∆ − 2pilmn
)
c (t) e−i
2pil
mn ·Jtdt
∣∣∣∣ =
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∣∣∣∣∣
∫ ((
b
(
t+ ∆− 2pil
mn
))∗)∗
c (t) e−i
2pil
mn ·Jtdt
∣∣∣∣∣ =
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∣∣∣∣((b(•+ ∆− 2pilmn
))∗
, c (•) e−i 2pilmn ·J•
)∣∣∣∣
where (·, ·) (resp. ∗) means the given by (25) scalar product (resp. complex
adjunction). From (26) it follows that
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∣∣∣∣((b(•+ ∆− 2pilmn
))∗
, c (•) e−i 2pilmn ·J•
)∣∣∣∣ =
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∣∣∣∣(F (b(•+ ∆− 2pilmn
))∗
, F
(
c (•) e−i 2pilmn ·J•
))∣∣∣∣ =
=
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∣∣∣∣∫
R2N
(
F (b)∗
(
•+ ∆− 2pil
mn
))∗
(u)F
(
c (•) e−i 2pilmn ·J•
)
(u) du
∣∣∣∣ ≤
≤ 1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∫
R2N
∣∣∣∣e−i(∆− 2pilmn )·u ((F (b)∗))∗ (u)F (c)(u+ J 2pilmn
)∣∣∣∣ du ≤
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≤ 1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∫
R2N
C
(F (b)∗)∗
3m
(1+ ‖u‖)3m
CF (c)2m(
1+
∥∥∥u− J 2pilmn ∥∥∥)2m du ≤
≤ 1
(2pimn)
2N sup
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2 , s∈R2N
C(F (b
∗))∗
3m
(1+ ‖s‖)m
CF (c)2m(
1+
∥∥∥s− J 2pilmn ∥∥∥)m×
× ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∫
R2N
1(
1+
∥∥∥u− J 2pilmn ∥∥∥)m (1+ ‖u‖)m
1
(1+ ‖u‖)m du.
Since we consider the asymptotic dependence ‖∆‖ → ∞ only large values of
‖∆‖ are interested, so we can suppose that ‖∆‖ > 2. If ‖∆‖ > 2 then from∥∥∥ 2pilmn ∥∥∥ > ‖∆‖2 it follows that ∥∥∥ 2pilmn ∥∥∥ > 1, and from (**) it follows that
(1+ ‖u‖)m
(
1+
∥∥∥∥u− J 2pilmn
∥∥∥∥)m >

∥∥∥J 2pilmn ∥∥∥
2
m ,
inf
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2 , s∈R2N
(1+ ‖s‖)m
(
1+
∥∥∥∥s− J 2pilmn
∥∥∥∥)m > ∥∥∥∥∆4
∥∥∥∥m
whence
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∣∣∣∣((b(•+ ∆ − 2pilmn
))∗
, c (•) ei 2pilmn ·J•
)∣∣∣∣ ≤
≤ 1
(2pimn)
2N
C′2
‖∆‖m ∑
l∈Z2N, ‖ 2pilmn ‖>1
∫
R2N
1∥∥∥J 2pilmn ∥∥∥m
1
(1+ ‖u‖)m =
C′2
‖∆‖m
1
(2pimn)
2N
 ∑
l∈Z2N, ‖ 2pilmn ‖>1
1∥∥∥J 2pilmn ∥∥∥m
(∫
R2N
1
(1+ ‖u‖)m du
)
where C′2 = C
(F (b∗))∗
3m C
F (c)
2m . If m ≥ 2N + 1 then
∫
R2N
1
(1+‖u‖)m du is convergent.
Any sum can be represented as an integral of step function, in particular follow-
ing condition holds
1
(2pimn)
2N ∑
l∈Z2N,‖ 2pilmn ‖>1
1∥∥∥J 2pilmn ∥∥∥m =
∫
R2N−{x∈R2N | ‖x‖>1} fmn (x) dx
where fmn is a multidimensional step function such that
fmn
(
J
2pil
mn
)
=
1
(2pi)2N
1∥∥∥J 2pilmn ∥∥∥m
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From
fmn (x) <
2
(2pi)2N ‖x‖m
it follows that∫
R2N−{x∈R2N | ‖x‖>1} fmn (x) dx <
∫
R2N−{x∈R2N | ‖x‖>1}
2
(2pi)2N ‖x‖m
dx.
If m > 2N then the integral∫
R2N−{x∈R2N | ‖x‖>1}
2
(2pi)2N ‖x‖m
dx
is convergent, whence
1
(2pimn)
2N ∑
l∈Z2N,‖ 2pilmn ‖>1
1∥∥∥J 2pilmn ∥∥∥m < C
′′
2 =
∫
R2N−{x∈R2N | ‖x‖>1}
2
(2pi)2N ‖x‖m
dx.
From above equations it follows that
1
(2pimn)
2N ∑
l∈Z2N, ‖ 2pilmn ‖> ‖∆‖2
∣∣∣∣∫
R2N
b
(
w− 2pil
mn
)
c (w+ ∆) ei
2pil
mn ·Jwdt
∣∣∣∣ ≤ C2‖∆‖m
where m ≥ 2N+ 1 and C2 = C′2C′′2
∫
R2N
1
(1+‖u‖)m du. In result for any m > 0 there
is Cm ∈ R such that ∥∥prn (a∆ × a)∥∥ ≤ 1
(2pimn)
2N×
× ∑
l∈Z2N
∣∣∣∣∫
R2N
b
(
t+ ∆− 2pil
mn
)
c (w+ ∆) ei
2pil
mn ·Jwdt
∣∣∣∣ ≤ Cm‖∆‖m
. (40)
In the following lemma we use ab instead a× b.
Lemma 5.12. Any positive element a in C∞0
(
R2Nθ
) ≈ S (R2N) is special.
Proof. If
an = ∑
g∈Jn
ga
bn = ∑
g∈Jn
ga2
where Jn = ker
(
Z2N → Z2Nmn
)
= mnZn, then
a2n − bn = ∑
g∈Jn
ga
 ∑
g′∈Jn\{g}
g′′a
 . (*)
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From (34) and dilation transformation Eθ/2 it follows that ga = ag2pi
√
2/θ where
ag2pi
√
2/θ (x) = a
(
x+ g2pi
√
2/θ
)
for any x ∈ R2N . Hence the equation (*) is
equivalent to
a2n− bn = ∑
g∈Jn
ag2pi
√
2/θ ∑
g′∈Jn\{g}
ag′2pi
√
2/θ = ∑
g∈Z2N
amng2pi
√
2/θ ∑
g′∈Z2N\{g}
amng′2pi
√
2/θ =
= prn
a ∑
g∈Z2N\{0}
amng2pi
√
2/θ

where prn is given by (37). From the Lemma 5.11 it follows that there is C ∈ R
such that ∥∥prn (aa∆)∥∥ < C‖∆‖m .
From the triangle inequality it follows that
∥∥∥a2n − bn∥∥∥ =
∥∥∥∥∥∥prn
a ∑
g∈Z2N\{0}
amng2pi
√
2/θ
∥∥∥∥∥∥ ≤
≤ ∑
g′∈Z2N\{0}
∥∥∥∥∥∥prn
a ∑
g∈Z2N\{0}
amng2pi
√
2/θ
∥∥∥∥∥∥ ≤ ∑g∈Z2N\{0} C(mng2pi √2/θ)m .
If m > 2N+ 1 then the series
C′ = ∑
g∈Z2N\{0}
C(
g2pi
√
2/θ
)m
is convergent and
∑
g∈Z2N\{0}
C(
mng2pi
√
2/θ
)m = C′(mn)m
If ε > 0 is a small number and N ∈ N is such N ≥ m
√
C′
ε then from above
equations it follows that for any n ≥ N following condition holds∥∥∥a2n − bn∥∥∥ < ε.
In the following lemma we use ⋆θ notion for the star product.
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Lemma 5.13. Use the notation of the proof of the Lemma 5.12. The special element
a˜ ∈ lim−→C
(
T2N
θ/m2n
)
lies in L2
(
R2Nθ
)
in sense of the Definition 5.8. Moreover if bn =
∑g∈Jn g (a˜ ⋆θ a˜) ∈ C
(
T2Nθ
)
then
‖a˜‖2 =
√
1
(2pimn)
2N τ (bn) < ∞
where τ is the tracial state on C
(
T2N
θ/m2n
)
given by (15), (17) and ‖·‖2 is given by (23).
Proof. From (17) it follows that
τ (bn) =
1
(2pimn)
2N
∫
Xn
bndxn < ∞ (*)
where dxn is associated with Lebesgue measure on R2N and a homeomorphism
Xn ≈ R2N/2pimnZ2N . From (27) and (*) it follows that
(‖a˜‖2)2 = ‖a˜a˜∗‖2 = ‖a˜a˜‖2 =
∫
R2N
a˜ (x) a˜ (x) dx =
=
∫
R2N
(a˜ ⋆θ a˜) (x) dx =
1
(2pimn)
2N
∫
Xn
bn dxn = τ (bn) < ∞
whence ‖a˜‖2 < ∞, therefore a˜ ∈ L2
(
R2Nθ
)
.
5.14. We need the notion of essential support functions described in [5]. For
a given Borel measure µ let f be a Borel-measurable function. Consider the
collection Ω˜ of open subsets ω with the property that f (x) = 0 for µ-almost
every x ∈ ω and let the open set ω∗ be the union of all ω’s in Ω˜. Now we define
essential support of f or ess supp ( f ) to be the complement of ω∗. There is the
following formula
ess supp ( f ) = X\
⋃
{ω ∈ X | ω is open and f = 0 µ− almost everywhere in ω} .
If x /∈ ess supp ( f ) then there is an open neighborhood U of x and representative
ϕ of f such that ϕ (U ) = {0}.
Theorem 5.15. The sequenceSC(T2Nθ )
=
{
C
(
T2Nθ
)→ C(T2N
θ/m21
)
→ C
(
T2N
θ/m22
)
→ ...
}
is regular and G
(
lim−→C
(
T2N
θ/m2n
)
| C (T2Nθ )) ≈ Z2N .
Proof. We should proof (a) and (b) of the Definition 3.2.
(a) If u1, ..., un ∈ C
(
T2Nθ
)
(resp. v1, ..., v2N ∈ C
(
T2N
θ/m2n
)
) are generators then
from (22) it follows that
vmnj = uj; j = 1, ..., 2N.
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If g ∈ G
(
lim−→C
(
T2N
θ/m2n
)
| C (T2Nθ )) then
ga = a; ∀a ∈ C
(
T2N
θ/m2n
)
. (*)
Since g is a homomorphism the following condition holds(
gvj
)mn = gvmnj = guj = uj ∈ C (T2Nθ ) . (**)
From 5.3 it follows that there is Z2N-grading of C
(
T2Nθ
)
and induced
(
Z
mn
)2N
-
grading of C
(
T2N
θ/m2n
)
. Moreover if
Q′ =
{ a
b
∈ Q | a ∈ Z, b ∈ {mn}n∈N
}
then there is Q′2N-grading of Â = C
(
T2N
θ/m2n
)
, i.e. Â =
⊕
q∈Q′2N Âq where
⊕
means the C∗-norm completion of the direct sum. This grading depends on
generators u1, ..., un ∈ U
(
C
(
T2Nθ
))
. Since Ĝ = G
(
lim−→C
(
T2N
θ/m2n
)
| C (T2Nθ ))
trivially acts on C
(
T2Nθ
)
the grading is Ĝ-invariant, i.e. ĜÂq = Âq for any
q ∈ Q′2N . If
q =
0, ..., 1mn︸︷︷︸
jth−place
, ..., 0

then gvj, vj ∈ Âq. However Âq is a one-dimensional C-space, so there is c ∈ C
such that gvj = cvj. It follows that g transforms a set of unitary generators of
C
(
T2N
θ/m2n
)
to the set of generators, or equivalently
G
(
lim−→C
(
T2N
θ/m2n
)
| C
(
T2Nθ
))
C
(
T2N
θ/m2n
)
= C
(
T2N
θ/m2n
)
.
(b) Let us ST2N = S =
{
T2N = X0 ←− ...←− Xn ←− ...
}
be a topological finite
covering sequence such that
• Xn ≈ T2N for any n ∈ N (it is known [22] that pi1
(
T2N, x0
) ≈ Z2N );
• If fn : Xn → X0 then corresponding homomorphism of fundamental
groups pi1 ( fn) : pi1 (Xn, x0) → pi1 (X0, fn (x0)) is given by an integer val-
ued diagonal matrix 
mn 0 . . . 0
0 mn . . . 0
...
...
. . .
...
0 0 . . . mn
 .
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Clearly there are covering projections pin : R2N → Xn such that the following
diagram
R2N
Xm Xn
pim pin
is commutative. Let x˜0 ∈ R2N, and let U˜ ⊂ R2N is an open connected subset
such that x˜0 ∈ U˜ and the restriction pin|U˜ : U˜ → pin
(
U˜
)
is a homeomorphism.
Denote by Un = pin
(
U˜
)
, U n = pin
(
U˜
)
. Let a˜ ∈ S (R2N) ≈ C∞0 (R2Nθ ) be a
positive element of C∞0
(
R2Nθ
)
such that a˜ (x˜0) = 1 and supp (a˜) ⊂ U˜ . If ĝ ∈
G
(
lim−→C
(
T2N
θ/m2n
)
| C (T2Nθ )) then from of the Lemma 3.9 it follows that ĝa˜ ∈(
lim−→C
(
T2N
θ/m2n
))′′
is a special element. From (a) it follows that there is a the
sequence {
gn ∈ G
(
lim−→C
(
T2N
θ/m2n
)
| C
(
T2Nθ
))}
n∈N
such that
ĝa = gna; ∀a ∈ C
(
T2N
θ/m2n
)
, ∀n ∈ N (****)
For any n ∈ N there is the natural epimorphism
G
(
R2N | T2N
)
→ G
(
Xn | T2N
)
where G
(
R2N | T2N) = Z2N and G (Xn | T2N) = Z2Nmn and there is the natural
isomorphism
G
(
Xn | T2N
)
≈ G
(
C
(
T2N
θ/m2n
)
| C
(
T2Nθ
))
.
There is the action of Z2N (resp. Z2Nmn ) on S
(
R2N
)
(resp. C∞ (Xn)) arising from
the action of Z2N on R2N . If Jn = ker
(
Z2N → Z2Nmn
)
then
an = ∑
g∈Jn
ga˜ = Descpin (a˜) ∈ C∞ (Xn) ≈ C∞
(
T2N
θ/m2n
)
If a˜ĝ = ĝa˜ then from the proof of the Lemma 3.9 it follows that a˜ĝ is special
and from the Lemma 5.13 it follows that a˜ĝ corresponds to a Borel-measured
function on R2N . From (****) it follows that
∑
ĝ′∈Jn
ĝ′ a˜ĝ = gnan;
From the above equation and proprieties of essential support it follows that
pin
(
ess supp
(
a˜ĝ
))
= ess supp (gnan) = supp (gnan) ⊂ gnUn.
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Since ess supp
(
a˜ĝ
)
is not empty there is nonempty special subset U˜ĝ ⊂ R2N
such that for any n ∈ N there is a homeomorphism
pin|U˜ĝ : U˜ĝ → gnUn.
There is the unique g ∈ G (R2N | T2N) = Z2N such that U˜ĝ = gU˜ . From (34),
(35) it follows that g uniquely defines *-automorphism of lim−→C
(
T2Nθ/mn
)
such
that
g|
C
(
T2Nθ/mn
) = gn = ĝ|C(T2Nθ/mn); ∀n ∈ N
From the above equation it follows that ĝ = g. Hence G
(
lim−→C
(
T2Nθ/mn
)
| T2Nθ
)
≈
Z2N. The homomorphism G
(
lim−→C
(
T2Nθ/mn
)
| T2Nθ
)
→ G
(
C
(
T2Nθ/mn
)
| T2Nθ
)
is surjective because Z2N → Z2Nmn is surjective.
Theorem 5.16. IfSC(T2Nθ )
=
{
C
(
T2Nθ
)→ C(T2N
θ/m21
)
→ C
(
T2N
θ/m22
)
→ ...
}
then
lim←−SC(T2Nθ ) = C0
(
R2Nθ
)
.
Proof. From the Lemma 5.12 it follows that any positive a˜ ∈ C∞0
(
R2Nθ
)
is special,
whence lim←−SC(T2Nθ ) ⊂ C0
(
R2Nθ
)
, because C0
(
R2Nθ
)
is the operator norm com-
pletion of C∞0
(
R2Nθ
)
. From the Lemma 5.13 it follows that any special element
a˜ ∈
(
lim−→C
(
T2N
θ/m2n
))′′
lies in L2
(
R2Nθ
)
. The algebra C∞0
(
R2Nθ
) ≈ S (R2N) is a
dense subset of L2
(
R2N
)
with respect to the L2-norm given by (23). From the
Lemma 5.7 it follows C∞0
(
R2Nθ
)
is dense subalgebra of L2
(
R2Nθ
)
with respect
to the operator norm. Since lim←−SC(T2Nθ ) is the operator norm completion of
generated by special elements algebra, following condition holds
C0
(
R2Nθ
)
⊂ lim←−SC(T2Nθ ).
From C0
(
R2Nθ
) ⊂ lim←−SC(T2Nθ ) and lim←−SC(T2Nθ ) ⊂ C0 (R2Nθ ) it follows that
lim←−SC(T2Nθ ) = C0
(
R2Nθ
)
.
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