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Abstract
By employing a generalized Riccati technique and an integral averaging technique, new oscil-
lation criteria are established for the linear matrix Hamiltonian system U ′ = A(x)U + B(x)V ,
V ′ = C(x)U − A∗(x)V under the assumption that all A(x), B(x) = B∗(x) > 0, and C(x) = C∗(x)
are n×n matrices of real-valued continuous functions on the interval I = [x0,∞) (−∞ < x0). These
criteria extend, improve, and unify a number of existing results and also handle cases not covered by
known criteria. Several interesting examples that illustrate the importance of our results are included.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we are concerned with the oscillatory behavior of the linear matrix Hamil-
tonian system of the form
U ′ = A(x)U + B(x)V, V ′ = C(x)U −A∗(x)V, (1.1)
where all free A(x), B(x) = B∗(x) > 0, and C(x) = C∗(x) are n × n matrices of real
valued continuous functions on the interval I = [x0,∞) (−∞ < x0).
We recall for the sake of convenience the following definitions from the earlier litera-
ture.
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at least one x ∈ [x0,∞).
Definition 1.2. A nontrivial solution (U(x),V (x)) of (1.1) is called “prepared” if
U∗(x)V (x) − V ∗(x)U(x) = 0
for every x ∈ [x0,∞).
Definition 1.3. System (1.1) is called “oscillatory” on [x0,∞) if there is a nontrivial pre-
pared solution (U(x),V (x)) of (1.1) having the property that detU(x) vanishes on [T ,∞)
for every T > x0. Otherwise, it is called “nonoscillatory.”
Note. It follows from [16, Theorem 8.1, p. 303] that if the system (1.1) is oscillatory on
[x0,∞) then every nontrivial prepared solution (U˜(x), V˜ (x)) of (1.1) has the property that
det U˜(x) vanishes on [T ,∞) for every T > x0.
The oscillation problem for system (1.1) and its various particular cases such as the
second-order matrix differential systems
Y ′′ + Q(x)Y = 0 (1.2)
and [
P(x)Y ′
]′ + Q(x)Y = 0 (1.3)
has been studied extensively in recent years, e.g., see [1–20] and the references therein.
Some of the most important conditions that guarantee that system (1.2) is oscillatory are
as follows:
lim
x→∞λ1
{ x∫
x0
Q(s) ds
}
= ∞ (see [2,8]); (C1)
lim inf
x→∞
1
x
x∫
x0
s∫
x0
trQ(τ) dτ ds > −∞ and
lim sup
x→∞
1
x
x∫
x0
λ1
[ s∫
x0
Q(τ) dτ
]
ds = ∞ or
lim sup
x→∞
1
x
x∫
x0
{
λ1
[ s∫
x0
Q(τ) dτ
]}2
ds = ∞ (see [1]); (C2)
lim sup
x→∞
1
xm−1
λ1
[ x∫
x0
(x − s)m−1Q(s) ds
]
= ∞, m > 2 is an integer (see [4]).
(C3)
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[15] and put forward, as in Wang [18], the functions of the form H(t, s)k(s) which may
not have a nonpositive partial derivative with respect to the second variable s. Thus, we
essentially relax the assumption ∂H/∂s  0 in the cited references. Using the generalized
Riccati technique and the integral averaging technique, we establish several new oscillation
criteria for system (1.1). Our results are presented in the form of a high degree of gener-
ality. Although the conditions in our main results (Theorems 2.1, 2.2, and 2.4) seem to be
more complicated compared to the known ones, with appropriate choices of the functions
H , k, and f we derive a number of oscillation criteria (see also (2.3), (2.6), (3.2), and the
corollaries in Section 3), which extend, improve, and unify a number of existing results and
handle the cases not covered by known criteria. In particular, several interesting examples
that point out the importance of our results are included.
We follow [7] in defining the space S as the linear space of all real symmetric n × n
matrices. Whenever P ∈ S, its eigenvalues (all necessarily real) are denoted as λi [P ], 1
i  n, where we assume that λ1[P ] (respectively λn[P ]) denotes the largest (respectively
smallest) eigenvalue of P . The trace of P is denoted trP . As usual,
trP =
n∑
i=1
λi[P ] =
n∑
i=1
pii , if P = (pij )n×n.
Moreover, the trace tr :S → R is a positive linear functional on S (cf. [5]) and whenever P
is integrable on [a, b],
tr
( b∫
a
P (s) ds
)
=
b∫
a
tr P(s) ds.
For any P,Q,R ∈ S, we write P Q to mean that P −Q 0, that is, P −Q is positive
semi-definite, and P > Q to mean that P − Q > 0, that is, P − Q is positive definite. We
will use some properties of this ordering, viz., P  Q implies that RPR  RQR and
trP  trQ, and P Q and Q 0 imply that P  0.
The following lemma will be needed for proving our main results. It can be found in
[13].
Lemma 1.1. Let P,Q ∈ S. Then both λ1, λn :S → R are nonlinear functionals with the
following properties:
(i) λ1[P +Q] λ1[P ] + λ1[Q] and λ1[µP ] µλ1[P ] whenever µ 0 is real.
(ii) λn[P + Q] λn[P ] + λn[Q] and λn[µP ] µλn[P ] for µ 0.
(iii) Whenever P is integrable,
λ1
[ b∫
a
P (s) ds
]

b∫
a
λ1
[
P(s)
]
ds; λn
[ b∫
a
P (s) ds
]

b∫
a
λn
[
P(s)
]
ds.
(iv) If P > Q, we have λi[P ] > λi [Q] for each i , 1 i  n.
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In Section 3, we derive five corollaries and establish connections between our results and
those known ones. In Section 4, we will show the application of our oscillation criteria by
several examples. Final remarks are presented in Section 5.
2. Main results
Theorem 2.1. Let D0 = {(x, s): x > s  x0} and D = {(x, s): x  s  x0}. Further, let
functions H ∈ C(D,R), h ∈ C(D0,R), and k ∈ C1([x0,∞), (0,∞)) satisfy the following
three conditions:
(i) H(x,x)= 0 for x  x0,H(x, s) > 0 on D0;
(ii) H has a continuous and nonpositive partial derivative on D0 with respect to the
second variable;
(iii) − ∂
∂s
(
H(x, s)k(s)
)= h(x, s)[H(x, s)k(s)]1/2, for all (x, s) ∈ D0. (2.1)
If there exists a function f ∈ C1([x0,∞),R) such that
lim sup
x→∞
1
H(x,x0)
λ1
[ x∫
x0
{
H(x, s)k(s)Ψ1(s) + F1(x, s)
}
ds
]
= ∞, (2.2)
where Ψ1(s) = b(s)[−C −f (A+A∗)+ f 2B − f ′En](s), En is the n× n identity matrix,
b(s) = exp(−2 ∫ sx0 f (σ) dσ), and
F1(x, s) = H(x, s)k(s)b(s)
[
f (A + A∗) −A∗B−1A](s)
− b(s)
[
1
2
h(x, s)
[
H(x, s)k(s)
]1/2 + f (s)H(x, s)k(s)]
× [A∗B−1 + B−1A](s)
− b(s)
[(
1
2
h(x, s) + f (s)[H(x, s)k(s)]1/2)B−1/2(s)
− f (s)[H(x, s)k(s)]1/2B1/2(s)]2,
then system (1.1) is oscillatory.
Proof. Suppose to the contrary that system (1.1) is nonoscillatory. Then there exists a
nontrivial prepared solution (U(x),V (x)) of (1.1) such that U(x) is nonsingular on [a,∞)
for some a > x0. Without loss of generality, we may assume that detU(x) = 0 for x  x0.
Define for x  x0
W(x) = b(x)[V (x)U−1(x) + f (x)En]. (2.3)
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W ′ + WA + A∗W + 1
b
WBW − f [WB + BW − 2W ] + Ψ1
)
(x) = 0 (2.4)
on [x0,∞).
Multiplying (2.4) (with x replaced by s) by H(x, s)k(s), integrating it with respect to
s from x0 to x for x > x0, using integration by parts and (2.1), and rearranging the terms,
we obtain
x∫
x0
H(x, s)k(s)Ψ1(s) ds
= −
x∫
x0
H(x, s)k(s)W ′(s) ds −
x∫
x0
{
H(x, s)k(s)
b(s)
[WBW ](s)
+ H(x, s)k(s)[A∗W + WA − f (WB + BW − 2W)](s)}ds
= H(x,x0)k(x0)W(x0) −
x∫
x0
{
H(x, s)k(s)
b(s)
[WBW ](s)
+ H(x, s)k(s)[A∗W + WA − f (WB + BW)](s)
+ (h(x, s)[H(x, s)k(s)]1/2 + 2f (s)H(x, s)k(s))W(s)} ds
= H(x,x0)k(x0)W(x0) −
x∫
x0
{(
Q∗1Q1
)
(x, s) + F1(x, s)
}
ds,
where R(x) = B1/2(x) and
Q1(x, s) =
{
H(x, s)k(s)
b(s)
}1/2
(RW)(s) − [b(s)H(x, s)k(s)]1/2{fR − R−1A}(s)
+
(
1
2
b1/2(s)h(x, s) + [b(s)H(x, s)k(s)]1/2f (s))R−1(s).
Hence
x∫
x0
{
H(x, s)k(s)Ψ1(s) + F1(x, s)
}
ds
= H(x,x0)k(x0)W(x0) −
x∫
x0
{(
Q∗1Q1
)
(x, s)
}
ds H(x,x0)k(x0)W(x0).
Since H(x,x0) > 0 for x > x0 and k(x0) > 0, from Lemma 1.1 we have for all x > x0,
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[ x∫
x0
{
H(x, s)k(s)Ψ1(s) + F1(x, s)
}
ds
]
 λ1
[
H(x,x0)k(x0)W(x0)
]
H(x,x0)k(x0)λ1
[
W(x0)
]
and therefore
1
H(x,x0)
λ1
[ x∫
x0
{
H(x, s)k(s)Ψ1(s) + F1(x, s)
}
ds
]
 k(x0)λ1
[
W(x0)
]
. (2.5)
Taking the upper limit in both sides of (2.5) as x → ∞, the right-hand side is always
bounded, which contradicts condition (2.2). This completes the proof of Theorem 2.1. 
Under a modification of the hypotheses of Theorem 2.1, we can obtain the following
result.
Theorem 2.2. Let H , h, and k satisfy conditions (i)–(iii) in Theorem 2.1. If there exists a
function f ∈ C1([x0,∞),R) such that
lim sup
x→∞
1
H(x,x0)
x∫
x0
{
H(x, s)k(s) trΨ1(s) + trF1(x, s)
}
ds = ∞,
where Ψ1(s), b(s), and F1(x, s) are as in Theorem 2.1, then system (1.1) is oscillatory.
When A(x) ≡ 0, B−1(x) = P(x), and −C(x) = Q(x) for x  x0, then system (1.1)
reduces to system (1.3). As an immediate result of Theorem 2.1, we have the following
theorem.
Theorem 2.3. Let H , h, and k satisfy conditions (i)–(iii) in Theorem 2.1. If there exists a
function f ∈ C1([x0,∞),R) such that
lim sup
x→∞
1
H(x,x0)
λ1
[ x∫
x0
{
H(x, s)k(s)Ψ2(s) + F2(x, s)
}
ds
]
= ∞,
where Ψ2(s) = b(s)[Q+ f 2P−1 − f ′En](s), b(s) = exp(−2
∫ s
x0
f (σ) dσ) and
F2(x, s) = −b(s)
[(
1
2
h(x, s) + f (s)[H(x, s)k(s)]1/2)P 1/2(s)
− f (s)[H(x, s)k(s)]1/2P−1/2(s)]2,
then system (1.3) is oscillatory.
Note that Theorem 2.3 above is not consistent with Theorem 1 of Wang [18] for system
(1.3), Theorem 2.1 of Li [11] (see also [17]) for the scalar case of system (1.3) and others.
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theorems.
Theorem 2.4. Let H , h and k satisfy conditions (i)–(iii) in Theorem 2.1. If there exists a
function f ∈ C1([x0,∞),R) such that
lim sup
x→∞
1
H(x,x0)
λ1
[ x∫
x0
{
H(x, s)k(s)Ψ3(s) + F3(x, s)
}
ds
]
= ∞,
where Ψ3(s) = b(s)[−C − f (A∗B−1 + B−1A) + f 2B−1 − (f B−1)′](s), b(s) =
exp(−2 ∫ sx0 f (σ) dσ) and
F3(x, s) = −H(x, s)k(s)b(s)
[
A∗B−1A
]
(s)
− 1
2
b(s)h(x, s)
[
H(x, s)k(s)
]1/2[
A∗B−1 + B−1A](s)
− 1
4
b(s)h2(x, s)B−1(s),
then system (1.1) is oscillatory.
Proof. Suppose to the contrary that system (1.1) is nonoscillatory. Then there exists a
nontrivial prepared solution (U(x),V (x)) of (1.1) which is not oscillatory. Without loss of
generality, we may assume that detU(x) = 0 for x  x0.
Define for x  x0
W(x) = b(x)[V (x)U−1(x) + f (x)B−1(x)]. (2.6)
Then W(x) is well defined, Hermitian, and satisfies the Riccati equation(
W ′ + WA + A∗W + 1
b
WBW +Ψ3
)
(x) = 0 (2.7)
on [x0,∞).
Multiplying (2.7) (with x replaced by s) by H(x, s)k(s), integrating it with respect to
s from x0 to x for x > x0, using integration by parts and (2.1), and rearranging the terms,
we obtain
x∫
x0
H(x, s)k(s)Ψ3(s) ds
= −
x∫
x0
H(x, s)k(s)W ′(s) ds −
x∫
x0
{
H(x, s)k(s)
b(s)
[WBW ](s)
+ H(x, s)k(s)[WA +A∗W ](s)
}
ds
= H(x,x0)k(x0)W(x0) −
x∫ {
H(x, s)k(s)
b(s)
[WBW ](s)x0
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= H(x,x0)k(x0)W(x0) −
x∫
x0
{(
Q∗2Q2
)
(x, s) + F3(x, s)
}
ds,
where R(x) = B1/2(x) and
Q2(x, s) =
{
H(x, s)k(s)
b(s)
}1/2
(RW)(s) + [b(s)H(x, s)k(s)]1/2(R−1A)(s)
+ 1
2
b1/2(s)h(x, s)R−1(s).
The rest of the proof is similar to that of Theorem 2.1. 
When A(x) ≡ 0, B−1(x) = P(x), and −C(x) = Q(x) for x  x0, then Theorem 2.4
reduces to the following result.
Theorem 2.5 (Wang [18, Theorem 1]). Let H , h, and k satisfy conditions (i)–(iii) in The-
orem 2.1. If there exists a function f ∈ C1([x0,∞),R) such that
lim sup
x→∞
1
H(x,x0)
λ1
[ x∫
x0
{
H(x, s)k(s)Ψ4(s) − 14b(s)h
2(x, s)P (s)
}
ds
]
= ∞,
where Ψ4(s) = b(s)[Q+ f 2P − (fP )′](s) and b(s) = exp(−2
∫ s
x0
f (σ) dσ), then system
(1.3) is oscillatory.
3. Discussion and corollaries
In this section, we would like to establish connections between our results and those
known ones.
Although the conditions in Theorems 2.1–2.4 seem to be more complicated compared
to the previously known, with appropriate choices of the functions H,k,f from Theo-
rems 2.1–2.4 we shall derive a number of known results, which can be obtained by H(t, s)
and three commonly used generalized Riccati transformations ((2.3), (2.6) and the follow-
ing (3.2)). In fact, if we choose k(s) ≡ 1 for s  x0, then h(x, s) in (2.1) of Theorem 2.1
reduces to h1(x, s), which satisfies
−∂H
∂s
(x, s) = h1(x, s)H 1/2(x, s), for all (x, s) ∈ D0. (3.1)
Hence, Theorems 2.1, 2.2, and 2.4 are reduced to the following corollaries.
Corollary 3.1. Let functions H ∈ C(D,R), h1 ∈ C(D0,R) satisfy conditions (i), (ii) in
Theorem 2.1 and (3.1). If there exists a function f ∈ C1([x0,∞),R) such that
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x→∞
1
H(x,x0)
λ1
[ x∫
x0
{
H(x, s)Ψ1(s) + F4(x, s)
}
ds
]
= ∞,
where Ψ1(s) and b(s) are defined as in Theorem 2.1, and
F4(x, s) = H(x, s)b(s)
[
f (A + A∗) − A∗B−1A](s)
− b(s)
[
1
2
h1(x, s)H
1/2(x, s) + f (s)H(x, s)
][
A∗B−1 + B−1A](s)
− b(s)
[(
1
2
h1(x, s) + f (s)H 1/2(x, s)
)
B−1/2(s)
− f (s)H 1/2(x, s)B1/2(s)
]2
,
then system (1.1) is oscillatory.
Corollary 3.2. Let functions H and h1 be as in Corollary 3.1. If there exists a function
f ∈ C1([x0,∞),R) such that
lim sup
x→∞
1
H(x,x0)
x∫
x0
{
H(x, s) trΨ1(s) + trF4(x, s)
}
ds = ∞,
where Ψ1(s), b(s), and F4(x, s) are defined as in Theorem 2.1 and Corollary 3.1, then
system (1.1) is oscillatory.
Corollary 3.3. Let the functions H and h1 be as in Corollary 3.1. If there exists a function
f ∈ C1([x0,∞),R) such that
lim sup
x→∞
1
H(x,x0)
λ1
[ x∫
x0
{
H(x, s)Ψ3(s) + F5(x, s)
}
ds
]
= ∞,
where Ψ3(s) and b(s) are defined as in Theorem 2.4, and
F5(x, s) = −H(x, s)b(s)
[
A∗B−1A
]
(s)
− 1
2
b(s)h1(x, s)H
1/2(x, s)
[
A∗B−1 +B−1A](s)
− 1
4
b(s)h21(x, s)B
−1(s),
then system (1.1) is oscillatory.
Remark 3.1. Corollary 3.1 above is just Theorem 2.9 of [10]. Corollary 3.3 extends, im-
proves, and unifies the related results of [2,4,6,8,9,11,12,15,17–20] and the references
therein.
If we choose f (s) ≡ 0 for s  x0, then b(s) ≡ 1 and Ψ1(s) = Ψ3(s) = −C(s) for s  x0.
Hence, Theorems 2.1, 2.2, and 2.4 are reduced to the following corollaries.
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lim sup
x→∞
1
H(x,x0)
λ1
[ x∫
x0
{−H(x, s)k(s)C(s)+ F6(x, s)}ds
]
= ∞,
where
F6(x, s) = −H(x, s)k(s)
[
A∗B−1A
]
(s)
− 1
2
h(x, s)
[
H(x, s)k(s)
]1/2[
A∗B−1 + B−1A](s)
− 1
4
h2(x, s)B−1(s),
then system (1.1) is oscillatory.
Corollary 3.5. Let H , h, and k satisfy conditions (i)–(iii) in Theorem 2.1. If
lim sup
x→∞
1
H(x,x0)
x∫
x0
{−H(x, s)k(s) trC(s) + trF6(x, s)}ds = ∞,
where F6(x, s) are defined as in Corollary 3.4, then system (1.1) is oscillatory.
Remark 3.2. If we choose k(s) ≡ 1 for s  x0, Corollary 3.4 becomes Theorem 2.3 of
[10]. Meanwhile, it is quite interesting to note that Corollaries 3.4 and 3.5 can also be
obtained by using H(t, s) and the following generalized Riccati transformation
W(x) = k(x)V (x)U−1(x). (3.2)
Thus, Corollaries 3.4 and 3.5 essentially extend, improve, and unify the related results of
[2,4,6,8,9,11,12,15,17–20] and the references therein.
The above theorems and corollaries are presented in the form of a high degree of
generality and also give rather wide possibilities of deriving different explicit oscilla-
tion criteria for system (1.1) with appropriate choices of the functions H(x, s), k(s),
and f (s). For instance, if we choose H(x, s) = (x − s)m, [ln(x/s)]m, [∫ xs dz/θ(z)]m, or
ρ(x − s), etc., for x  s  x0, where m > 1 is a constant, θ ∈ C([x0,∞), (0,∞)) satisfy-
ing
∫∞
x0
dz/θ(z) = ∞, ρ ∈ C([0,∞),R), ρ(0) = 0, ρ(u) > 0, ρ′(u)  0 for u > 0, then
we can derive interesting perspectives to apply our results.
4. Examples
In this section, we will show the application of our oscillation criteria in three examples.
We first give an example to illustrate Corollary 3.1.
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diag
(
p1(x),p2(x), . . . , pn(x)
)
Y ′
)′ + diag(q1(x), q2(x), . . . , qn(x))Y = 0,
x  1, (4.1)
where Y is an n × n matrix, pi(x) ∈ C([1,∞), (0,M]), qi(x) ∈ C([1,∞),R), i =
1,2, . . . , n,
max
1in
{
qi(x) − 14x2 pi(x)
}
 ε
x2
,
M and ε are arbitrary positive constants; then we can check that system (4.1) is oscillatory
by Corollary 3.1.
Note that system (4.1) is equivalent to system (1.1) with
A(x) ≡ 0, B(x) = diag(p1(x),p2(x), . . . , pn(x))−1, and
C(x) = −diag(q1(x), q2(x), . . . , qn(x)).
Thus in Corollary 3.1, we have
H(x, s)Ψ1(s) + F4(x, s)
= H(x, s)b(s){Q(s) + [2f 2(s) − f ′(s)]I − f 2(s)P (s)}
− b(s)
{
1
4
h21(x, s)P (s) + f (s)h1(x, s)H 1/2(x, s)
[
P(s) − I]}.
We choose H(x, s) = (x − s)2 and f (x) = −1/(2x) for x  s  1, then H(x, s) satis-
fies conditions (i) and (ii) in Theorem 2.1, h1(x, s) = 2, b(x) = x , f ′(x) = 1/(2x2) and
H(x, s)Ψ1(s) + F4(x, s) = diag(g1(x, s), g2(x, s), . . . , gn(x, s)), where
gi(x, s) = (x − s)2s
(
qi(s) − 14s2 pi(s)
)
− s
(
pi(s) − 1
s
pi(s)(x − s) + 1
s
(x − s)
)
 (x − s)2s
(
qi(s) − 14s2 pi(s)
)
− Ms − (x − s), i = 1,2, . . . , n.
It follows that
max
1in
{
gi(x, s)
}
 max
1in
{
(x − s)2s
(
qi(s) − 14s2 pi(s)
)
− Ms − (x − s)
}
 ε (x − s)
2
s
+ (1 − M)s − x.
Noting that ε > 0, we have
lim sup
x→∞
1
H(x,1)
λ1
[ x∫
1
{
H(x, s)Ψ1(s) + F4(x, s)
}
ds
]
 lim sup
x→∞
1
(x − 1)2
x∫ (
ε
(x − s)2
s
+ (1 − M)s − x
)
ds1
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x→∞
[
logx − 3
2
]
+ 1 − M
2
− 1 = ∞.
Therefore from Corollary 3.1, we see that system (4.1) is oscillatory.
Remark 4.1. In Example 4.1, if we choose pi(x) ∈ C([1,∞), (0,1]) (i = 1,2, . . . , n) and
max1in{qi(x)} γ /x2, where γ is a constant, then
max
1in
{
qi(x) − 14x2 pi(x)
}
 γ
x2
− 1
4x2
= 4γ − 1
4x2
.
Clearly, (4γ − 1)/4 > 0 if γ > 1/4. Therefore, system (4.1) is oscillatory if γ > 1/4.
The next example is an illustration to Corollary 3.4.
Example 4.2. Consider system (1.1) with
A(x) = α(x)
[
0 −b2(x)
b1(x) 0
]
, B(x) =
[
b−11 (x) 0
0 b−12 (x)
]
,
C(x) =
[
c1(x) 0
0 c2(x)
]
,
and U,V are 2 × 2 matrix functions of x on [0,∞), where bi(x) ∈ C([0,∞), (0,M]),
α(x), ci(x) ∈ C([0,∞),R), i = 1,2, and
max
1i2
{
−ci(x) − α2(x)b1(x)b2(x)bi(x) − 14x2 bi(x)
}
 ε
x2
,
M and ε are arbitrary positive constants, then we can check that this system is oscillatory
by Corollary 3.4.
Taking H(x, s) = (x − s)2 and k(x) = x for x  s  0, then H(x, s) satisfies con-
ditions (i) and (ii) in Theorem 2.1, h(x, s) = √s(2 − (x − s)/s). Note that [A∗B−1 +
B−1A](x) ≡ 0 for x  0, then in Corollary 3.4 we have that −H(x, s)k(s)C(s) +
F6(x, s) = diag(g1(x, s), g2(x, s)), where
gi(x, s) = (x − s)2s
(
−ci(s) − α2(s)b1(s)b2(s)bi(s) − 14s2 bi(s)
)
+ (x − 2s)bi(s)
 (x − s)2s
(
−ci(s) − α2(s)b1(s)b2(s)bi(s) − 14s2 bi(s)
)
− 2Ms,
i = 1,2.
It follows that
max
1i2
{
gi(x, s)
}
 max
1i2
{
(x − s)2s
(
−ci(s) − α2(s)b1(s)b2(s)bi(s) − 14s2 bi(s)
)
− 2Ms
}
 ε (x − s)
2
− 2Ms.
s
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lim sup
x→∞
1
H(x,1)
λ1
[ x∫
1
{−H(x, s)k(s)C(s)+ F6(x, s)}ds
]
 lim sup
x→∞
1
(x − 1)2
x∫
1
(
ε
(x − s)2
s
− 2Ms
)
ds
= ε lim sup
x→∞
[
logx − 3
2
]
− M = ∞.
Therefore from Corollary 3.4, we conclude that this system is oscillatory.
It is worth noting that in most cases, to estimate the eigenvalues λi[P(x)] (i =
1,2, . . . , n) of an n × n matrix P(x) of real-valued continuous functions is rather diffi-
cult. In applications, to avoid this difficulty, we observe that it is feasible to use the positive
linear function trP(x). The following example is illustrative.
It shows use of Corollaries 3.2 and 3.5.
Example 4.3. Consider (1.3)—a particular case of system (1.1)—suppose that P(x) and
Q(x) are n × n real continuous matrix functions on [x0,∞) with P(x),Q(x) symmetric
and P(x) positive definite, and such that
trP(x) x, trQ(x) xγ
(
γ
2 − cosx
x
+ sin x
)
,
where γ is a positive constant; then we can check that this system is oscillatory by Corol-
lary 3.2 or 3.5.
Note that for any x  x0,
x∫
x0
trQ(s) ds 
x∫
x0
sγ
(
γ
2 − cos s
s
+ sin s
)
ds =
x∫
x0
d
(
sγ (2 − cos s))
= xγ (2 − cosx) − xγ0 (2 − cosx0) = xγ (2 − cosx)− k0  xγ − k0.
Taking H(x, s) = (x − s)2, k(x) ≡ 1 and f (x) ≡ 0 for x  s  x0, then H(x, s) satisfies
conditions (i) and (ii) in Theorem 2.1, h1(x, s) = 2. Thus by Corollaries 3.2 and 3.5, we
have
H(x, s) trΨ1(s) + trF4(x, s) = −H(x, s)k(s) trC(s) + trF6(x, s)
 (x − s)2 trQ(s) − s
and
lim sup
x→∞
1
H(x,x0)
x∫ {
H(x, s) trΨ1(s) + trF4(x, s)
}
dsx0
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x→∞
1
x2
x∫
x0
[
(x − s)2 trQ(s) − s]ds
= lim sup
x→∞
1
x2
x∫
x0
[
2(x − s)
( s∫
x0
trQ(u)du
)
− s
]
ds
 lim sup
x→∞
1
x2
x∫
x0
[
2(x − s)(sγ − k0) − s
]
ds
= lim sup
x→∞
[
k1x
γ + k2
x2
+ k3
x
− k0 − 12
]
= ∞,
where
k1 = 2
(γ + 1)(γ + 2) , k2 =
2xγ+20
γ + 2 − k0x
2
0 +
1
2
x20 , k3 = 2k0x0 −
2xγ+10
γ + 1 .
Therefore, from Corollary 3.2 or 3.5, we conclude that this system is oscillatory.
5. Final remarks
In this section, we conclude with the following remarks which indicate the directions
for possible further investigation.
Remark 5.1. The idea presented in this paper can apply to various other forms of differen-
tial systems such as the second-order nonlinear perturbed differential equation
[
r(t)ψ
(
x(t)
)
x ′(t)
]′ + p(t)x ′(t) + Q(t, x(t))= P (t, x(t), x ′(t)).
Remark 5.2. The theorems above are presented in the form of a high degree of generality;
they extend, improve, and unify a number of existing results and handle the cases which are
not covered by known criteria. For Corollaries 3.1–3.5 which were obtained by choosing
k(x) ≡ 1 or f (x) ≡ 0 for x  x0, respectively, there are a number of examples to show
their usefulness. However, since there are many other functions k(x) and f (x) than just
k(x) ≡ 1 or f (x) ≡ 0, we have obtained much more general results. Thus, there might be
many other applications undiscovered yet at this moment due to lack of examples.
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