In this paper we provide new evidence on the predictability of aggregate stock market returns, and new time series of the expected excess returns on common stocks. We extract aggregate discount rate news from equity portfolio returns and use this information to construct estimates of expected excess market returns. We find that a linear combination of the lagged returns on the market portfolio, on small firms with high book-to-market ratios and on large firms with low book-to-market ratios contains information about future market returns over horizons of a few quarters. In contrast, the lagged returns on the market portfolio and 6 portfolios formed on the basis of dividend yield provide information that is useful for predicting market returns at business cycle horizons or longer. Moreover, the conditioning information we find is largely uncorrelated with commonly used predictor variables such as the market dividend yield and the cay variable of Lettau and Ludvigson. Further analysis suggests that the level of predictability found cannot be attributed to data-mining bias.
Introduction
Over the last thirty years there has been increasing interest in the predictability of stock market returns. Lintner (1975) was perhaps the first to notice that stock returns were negatively related to the level of the short term interest rate and this relation was further investigated by Fama and Schwert (1977) and Geske and Roll (1983) . Subsequent studies, such as Fama and French (1989) , regress market returns on other predetermined variables such as the market dividend yield and book-to-market ratio and various combinations of bond yields. 1 Ferreira, M., and P. SantaClara (2010) incorporate such variables in a novel approach that expresses (log) returns as the sum of the dividend yield, and the growth rates in earnings and the price-earnings multiple, and concentrates primarily on forecasting the growth rate in the price-earnings multiple using the predictive variables. They demonstrate a significant improvement in out of sample forecasting power from this 'sum of the parts' approach. Predictable variation has also been identified using variables constructed from long-term cointegrating relationships, as pioneered by Lettau and Ludvigson (2001) . The predictability of aggregate market returns has become an important empirical issue since recent re-examinations of the empirical evidence suggest that the case for predictability is far from convincing. 2 Three general types of justification of increasing sophistication are offered for the predictive variables that are used in studies of predictability. First, the predictive variables may be proxies for the current level of stock prices relative to fundamentals such as the dividend or earnings yields, and market to book ratio, or proxies for required returns such as bond yields. Secondly, the variables may be derived from present value relations as in Campbell (1991) and Lettau and Ludvigson (2001) . Thirdly, they may be derived from a structural model of the economy as in Menzly et al. (2004) , Lustig and Nieuwerburgh (2005) and Piazzesi et al. (2007) .
As Ludvigson and Ng (2007) and Harvey (2001) point out, a limiting feature of these studies is the small amount of conditioning information that is used to assess expected returns. It is not possible to include more than a small number of variables in the predictive model on account of degrees of freedom considerations, and the lack of an adequate general equilibrium theory makes the choice of these variables somewhat arbitrary. At the same time, the large number of predictive variables that have been included in the different studies suggests that in aggregate they may suffer from a data mining problem whose importance is difficult to evaluate. Indeed, when the predictive variables are highly persistent like the dividend yield and bond yields, even conventional tests of significance are difficult. 3 Moreover, the persistence of the predictor variables that are selected predetermines the persistence of the modeled variation in expected returns.
In this paper we develop an alternative approach to modeling time series variation in the equity premium, which relies only on past portfolio returns. Like Fama and French (1988) our analysis rests on the intuition that past returns will be negatively related to future returns insofar as realized returns reflect shocks to discount rates. 4 However, since returns reflect news about future cash flows as well as about discount rates, 5 the past series of returns on a portfolio of stocks provides only limited information about future expected returns. Our solution to this problem of contamination of the discount rate signal by cash flow news is to introduce the returns on other portfolios to 'soak up' the cash flow news.
Our approach has several advantages relative to the previous studies. First, since it does not rely on an arbitrary specification of predictor variables, it is not subject to the data mining biases inherent in these studies. Secondly, since it relies only on portfolio returns, it lends itself to simple and robust bootstrapping tests of significance. Thirdly, it allows us to estimate directly the persistence of discount rate shocks rather than pre-specifying it by the choice of predictor variables. Fourthly, by estimating directly the process for expected returns we are able to calculate the expected return for an arbitrary horizon at any point in time. Finally, the use of lagged stock returns to predict future returns takes account of the fact that discount rate innovations must affect current returns (negatively) before they can affect future returns (positively).
These advantages do not come without cost however. First, we are not able to pre-specify theoretically the portfolios that will do the best job of soaking up the cash flow news. As a result, we report results for several different choices of portfolios. Fortunately, we find a high degree of correspondence between the expected return series derived from different sets of portfolio returns. Secondly, while we do not pre-specify the persistence of the discount rate news, we are required to specify the stochastic process for the equity premium. We assume that the equity premium is given by a sum of AR1 processes. In our empirical analysis we consider both a simple AR1 process and the sum of two AR1 processes.
We find reliable evidence of high and low frequency components of the equity risk premium, and demonstrate by bootstrapping that this is not the result of data-mining the predictive variables that we consider. The first component of the equity premium has a first order autocorrelation at the quarterly frequency of about 0.4-0.6, implying a half life of less than one quarter, and its innovations are associated with a linear combination of either the returns on the market portfolio and on size and book-to-market portfolios, or of the returns on the market portfolio and on high and low dividend yield portfolios. The second component is a low frequency component with a first order auto-correlation of around 0.8, implying a half life of around three years: it is associated with a linear combination of the returns on the market portfolio and on six portfolios sorted by dividend yield. The first component explains around 3-6% of the variation in the quarterly equity premium, and the second around 6%. The two components have correlations of 0.35-0.48 and when combined they explain around 7% of the variation.
Somewhat surprisingly, the components of the equity premium that we identify have only low correlations with these classical predictor variables. The strongest correlations that we find are between the low frequency component associated with six dividend yield portfolios and the market dividend yield (0.42), the Lettau-Ludvigson cay variable (0.41), the earnings-price ratio (0.35), the small-stock value spread (-0.35) , and the book-to-market ratio (0.24); the next highest correlation is only 0.18 and most of the correlations are of the order of 0.10. As a result, our predictive variables add significant additional explanatory power to predictive regressions based on such classical predictors as as the dividend-and earnings-price ratios, and cay.
The model allows us to decompose stock returns into components attributable to discount rate and cash flow news. When we do that we find that discount rate news accounts for 20-40% of the variance of stock returns, except that when the low frequency component derived from six dividend yield portfolios is used the fraction attributable to discount rate news rises to 123%. This compares with estimates of 28-50% from Campbell (1991) for the period 1952-1988 , and of 74% for the period 1952-1987. The paper is organized as follows. In Section 2 we discuss how the paper is related to the extensive existing literature that is concerned with return predictability. Section 3 develops the prediction model and Section 4 describes the data. Sections 6-9 examine various characteristics of the predictions, and Section 10 concludes.
Related Literature
Our paper builds on the distinction between between discount rate news and cash flow news developed by Campbell (1991) , and used in a similar context by, Campbell and Ammer (1993) , and Campbell and Vuolteenaho (2004) . Their approach is to extract the discount rate news from the coefficients of a VAR in which the state variables are variables that are known to predict stock returns. In contrast, our state variables are distributed lags of past returns on portfolios that are chosen to capture shocks to the discount rate.
Our focus on the information about discount rate innovations that is contained in portfolio returns is related to Pastor and Stambaugh (2009) who use prior beliefs on the correlation between discount rate shocks and portfolio returns to develop a Bayesian approach to predictive regression systems. However, while we focus on the information contained in past portfolio returns, Pastor and Stambaugh are concerned primarily with the predictive power of the dividend yield and the cay variable.
Our findings are also related to recent research on the predictive ability of lagged equity returns. Hong, Torous and Valkanov (2007) regress market returns on previous period industry and market returns and find evidence that some industries (when combined with the lagged market return) lead the stock market at the monthly frequency; they interpret this as evidence of slow diffusion of information. Eleswarapu and Reinganum (2004) find that annual stock market returns are negatively related to the returns on glamour stocks over the prior 36 months: it is not clear from their discussion why the 36 month and annual return intervals were chosen or whether the authors' test of significance takes account of any searching over the choice of return interval. Ludvigson and Ng (2007) estimate the principal components of a large number of equity portfolio returns and other conditioning variables and examine the ability of these components to predict market returns.
These studies consider the predictive role of past returns of a single portfolio or of a linear combination of one period lagged returns so that the predictive model is effectively a regression of the market portfolio on the 1st lag of a portfolio return. While this may be appropriate for considering high frequency lead-lag effects in returns due to the slow diffusion of information, it cannot capture more persistent variation in the equity premium corresponding to business cycle or even lower frequencies. Our model, which nests the simple approach of regressing the market return on the lagged portfolio return, is also able to accommodate a stationary but persistent process for the expected return. We find evidence of both persistent and nonpersistent components of the expected return.
Our paper is also related to research by van Binsbergen and Koijen (2009) which filters out aggregate discount rate news from market returns and dividend growth rates. However we use the returns on more than one portfolio instead of the dividend growth rate to filter out the cash flow news. Like van Binsbergen and Koijen (2009), we assume that the expected excess return follows an AR(1) process. Cochrane (2008) also provides statistically significant evidence on the predictive role of the dividend yield by using the implication of the present value relation that the dividend yield must predict either returns or dividend growth and showing that it does not predict the latter.
Two important issues that arise in the extensive literature on predictability are the inference problems that arise from highly persistent predictor variables and the effects of data-mining arising from the collective search for predictor variables by the finance community. Stambaugh (1999), Torous et al. (2004) , and Campbell and Yogo (2006) develop test procedures that take account of persistence. Foster et al. (1997) analyze the effect of overfitting data in the context of predictive regressions. Ferson et al (2003) examine the interaction of data-mining and spurious regression for the case of highly persistent expected returns. The same concerns over datamining potentially arise in our empirical analysis. However, a major advantage of our approach is that it allows us to assess whether the levels of predictability that we find can be explained by overfitting of the data. First, since we use only portfolio returns as predictor variables, it is straightforward to compute significance levels by simulation under the null hypothesis of serial independence of returns. Secondly, whereas the previous literature has involved search over an undefined domain of potential predictors which does not lend itself to an assessment of the effects of data mining on levels of significance, in our approach the search is over a well-defined set of predictor variables characterized by a either single parameter, β, or a pair of parameters. This allows us to assess the effects of data-mining on significance levels. Our analysis indicates that the level of predictability found cannot be explained by data-mining or the persistence of the predictor variables.
The Predictive Model

Discount Rate News and Expected Returns
Our analysis is motivated by the log-linear model of Campbell and Vuolteenaho (2004) 7 which decomposes the unexpected return on the market portfolio into cash flow news and discount rate news. Since the unexpected excess return is identical to the unexpected return, the relation 7 See also Shiller (1988), Campbell (1991) , and Campbell and Ammer (1993) . may be written as:
where R m,t (r m,t ) is the log return (excess return) on the market portfolio in period t. The cash flow news, N CF,t+1 , is equal to the sum of discounted changes in expected future log dividend growth, and the discount rate news, N DR,t+1 , is equal to the sum of discounted changes in expected future log expected returns; the discount rateρ is a linearizing constant.
In order to extract discount rate and cash flow news from the joint time series of returns on the market portfolio and a set of predictor portfolios we make two assumptions. First, we assume that the expected log excess market return, µ t ≡ E t [r m,t+1 ], can be written as the sum of N components, µ it : Assumption A: Stochastic process for the market risk premium The expected market excess return, µ t can be written as:
where each component follows an AR(1) process:
The innovations to the processes (3), z it , are shocks to the aggregate discount rate, µ.
Then the realized excess return on the market is:
Our second assumption is that there exists a set of well diversified portfolios whose returns span the space of cash flow and discount rate factor innovations.
Assumption B: Spanning portfolios
There exists a set of P well diversified portfolios whose returns, r pt , p = 1, · · · , P follow an exact factor model and span the space of innovations in cash flows and discount rates, so that
where y jt (j=1,· · · ,M) denotes innovations in common cash flow factors, and z it (i=1,· · · ,N) denotes the innovations in the different components of the expected market excess return from (3).
We are implicitly assuming that shocks to the risk free rate are small and can be subsumed in the cash flow news. 8 The second term in (5) captures time variation in the expected returns on the spanning portfolios which depends on variation in the systematic expected return factors, µ it−1 . The third term corresponds to cash flow news which we allow to have a factor structure, and the fourth term is the effect of discount rate news. The number of spanning portfolios, P , is equal to the number of cash flow and discount rate innovations:
Then multiply equation (5) by δ pk and sum over p:
Choose the P coefficients, δ pk , so that for each k, k = 1, · · · , N :
This ensures that the portfolio return does not load on the cash flow innovations and loads only component k of the discount rate innovations.
Then we have:
Then from equation (3) of Assumption A the joint process for component i of the market expected return is:
Equation (8) expresses the innovation in component i of the market risk premium in terms of a linear combination of the unexpected components of the returns on the P spanning portfolios.
A single component model of the equity premium (N = 1)
Consider first the case of a single predictive component (N=1) which implies that the equity premium follows a simple AR1 model. We assume without loss of generality that the market portfolio is included as one of the spanning portfolios. Then, setting N = 1 in (8) and dropping the subscript i, the expected market return follows the process:
where w ≡ ∑ P p=1 δ p k p . Defining β ≡ ρ − w we have:
Then, substituting recursively for µ t−j , the expected excess market return, µ t , may be written as a linear function of geometrically weighted past returns on the P spanning portfolios:
where
Combining (4) with (11), the excess return on the market portfolio may be written as:
where the predictor variables, x pt (β), are geometric averages of past returns on the spanning portfolios as shown in (12). 9 Equation (13) is our basic predictive regression. Note that, in contrast to earlier studies which use financial ratios such as interest rates and dividend yields as predictors, our predictor variables, x pt (β), are constructed simply from past returns on the spanning portfolios.
The general model of the equity premium (N > 1)
Now we allow for the possibility that the risk premium contains more than one component, each component having a different persistence. Equation (8) may be written in matrix notations as:
where A is an (Nx1) vector with typical element
∆ is an (NxP) matrix with typical element δ ip . Then, substituting for µ t−1 and proceeding recursively, we have:
In order to simplify the estimation we assume that w ij = 0, i ̸ = j. Then B is a diagonal matrix with typical element b ii = ρ i − w ii ≡ β i and equation i of system (14) can be written as:
Then Assumption A implies that:
Equation (17) is an approximation because of the assumption that w ij = 0, i ̸ = j. This is equivalent to assuming that the return on the portfolio with weights that are proportional to δ pi , which isolates the shocks z i , is exposed only to the time varying component, µ it , which is driven by the shocks z i , and not to the remaining time-varying components µ jt , j ̸ = i. We shall explore empirically models in which N = 2.
Data
To ensure comparability with earlier studies we concentrate on forecasting the market risk premium, µ t , which is defined as the expected value of the market log excess return, r mt ≡
, where R * mt is the return on the Standard and Poor's 500 portfolio for quarter t and R F t is the risk free rate for the quarter which is taken as the return on a 3-month Treasury Bill. We also report in the Appendix results for forecasting the log market return without subtracting the risk free rate. The S&P500 return is taken from CRSP, and the Treasury Bill rate series is from the Federal Reserve Bank of St Louis. We use quarterly data on portfolio returns from 1927.3 to 2008.4. The estimation period is generally 1946.1 to 2008.4, while the earlier returns are used to calculate the value of the predictor variables at the beginning of 1946.1.
The predictor variables, x pt (β), are formed lagged return on the spanning portfolios. We consider several different proxies for the spanning portfolio returns. First, the market excess return itself and the returns on 6 portfolios formed on the basis of size and book-to-market ratio, and on 6 portfolios formed on the basis of dividend yield. Data on these portfolio returns were taken from the website of Ken French. We also use 4 portfolios formed on the basis of size and book-to-market ratio: these are the four 'corner' portfolios having the minimum or maximum values of the two characteristics. When we use 3 dividend yield portfolios these are the zero yield portfolio and the highest and lowest yield quintile portfolios.
We also compare our predictor variables with variables that have been used earlier in the literature. Following Goyal and Welch (2008) , these include, the Dividend (Earnings) yield on the market portfolio, which is defined as the log of the ratio of dividends (earnings) on the S&P500 over the past 12 months to the lagged level of the index; the Book-to-market value ratio for the Dow Jones Industrial Average; the Stock Variance which is the sum of squared daily returns on the S&P500 index over the previous quarter; the 3 month Treasury Bill rate; the Long Term Yield which is the yield on long term US government bonds; the Term Spread which is the difference between the Long Term Yield and the Treasury Bill rate; Inflation which is the one month lagged inflation rate; the Default Yield Spread which is the difference between BAA and AAA-rated corporate bond yields; and cay which is the consumption, wealth, income ratio of Lettau and Ludvigson (2001) . Fuller descriptions of these variables are to be found in Goyal and Welch (2008) and the actual data series were taken from the website of Amit Goyal.
The small-stock value spread is often used as a state variable in models of predictable stock returns as in Cohen et al. (2003) , Brennan et al. (2004) , and Campbell and Vuolteenaho (2004) . It is constructed from the book-to-market values of portfolios formed by the 2 by 3 sort on the basis of size and book-to-market ratio, available from the website of Ken French. It is defined as the log(BE/ME) of the small high-book-to-market portfolio minus the log(BE/ME) of the small low-book-to-market portfolio. The book-to-market values for these portfolios are defined on a yearly basis and the method described in Campbell and Vuolteenaho (2004) is used to construct monthly values of the value spread. Eleswarapu and Reinganum (2004) find that yearly stock market returns are negatively related to the lagged returns on glamour stocks over the prior 36 month period. Following Eleswarapu and Reinganum (2004) we consider five portfolios formed by sorting on the bookto-market ratio. The glamour portfolio is defined as quintile with the lowest book-to-market ratio and the cumulative log return over the past 36 months is used as the predictor variable. We utilize the portfolio data from Ken French's website rather than construct quintiles in the slightly different manner described in Eleswarapu and Reinganum (2004) . We find qualitatively similar results obtaining anR 2 ≈ 5% over their sample period, andR 2 ≈ 3% over our sample period in regressions on annual excess log returns.
Empirical Tests of Predictability and Predictor Variables
We first consider the case in which the market risk premium has only a single component that follows an AR(1) process with parameter ρ, and then allow for a two component process for the risk premium. We examine the time series properties of the risk premium series yielded by each of the models.
Predictability with a single component risk premium: N = 1
We start by estimating equations (12) and (13) by non-linear maximum likelihood, using different sets of spanning portfolios to form the predictor variables, x(β). Non-linear maximum likelihood can be implemented by choosing values of β, forming the predictor variable from equation (12), and then running an OLS regression of market excess returns on the predictor variable to estimate the regression coefficient, δ. The estimator of β is the value that minimizes the sum of squared residuals (or equivalently maximizes theR 2 ) in (13).
It is well known that when a rate of return is regressed on lagged stochastic regressors such as lagged returns or, as here, averages of lagged returns, both the regressionR 2 and the parameter estimates suffer from a small sample bias. 10 Therefore, in order to assess the statistical significance of the predictors, we adopt a bootstrap approach which reflects the null hypothesis of no predictability. Specifically, we generate 10,000 data samples from the joint time series of market and predictor portfolio returns by sampling randomly from the vector of joint returns: this approach maintains the cross sectional covariance properties of the data while ensuring that there is no predictability within the generated samples. For each generated sample we estimate the parameters (a 0 , δ, β) in equation (13) and calculate the resultingR 2 . We then assess the statistical significance of our results by determining the proportion of the generated samples in which the calculatedR 2 exceeds that calculated using the actual data. In our estimation we restrict the range of possible values of β to 0 − 0.95 to avoid the spurious regression phenomenon associated with highly persistent regressors. 11
Having estimated the parameters (a 0 , δ, β), we form time series estimates of the expected market return,μ t =â 0 + ∑ P p=1δ p x pt (β), and use these estimates to compute the autocorrelation of the expected market return, ρ. We also repeat the analysis using the Wald statistic in place ofR 2 as the criterion to be maximized. The Wald statistic takes account of heteroscedasticity of the residuals in the regression (13).
The predictor variables, x p (β), are formed formed by truncating the summation in equation (12) at 1927.3. The predictive regressions start in 1946.1. In choosing the spanning portfolio returns, r p , that are used to form the predictor variable, x(β), we want the portfolios to have diverse exposures to discount rate and cash flow news. Therefore we use (in addition to the market portfolio return) the returns on portfolios formed on the basis either of lagged dividend yields or of size and book-to-market ratio, since we expect these portfolios to have different exposures to discount rate and cash flow news. 12
First, we take the six Size and Book-to-Market portfolios (6BM-S). We then repeat the 10 Stambaugh (1986). 11 Ferson et al. (2003) show that spurious regression is a concern when market returns are regressed on persistent lagged instruments when the persistent component of returns in large.
12 See Campbell and Vuolteenaho (2004) .
analysis using the four 'corner' portfolios that have minimum or maximum values of the two characteristics (4BM-S). Then we take the six portfolios formed on the basis of lagged dividend yields (6DP). Finally, we reduce this to three dividend yield portfolios, the zero yield and the highest and lowest dividend yield portfolios (3DP).
The results of the first tests of the null hypothesis of no predictability of market returns are summarized in Panel A of Table 1 . Whether the estimation is performed using theR 2 or the Wald statistic criterion there is substantial evidence of predictability for all four sets of spanning portfolios. The results are generally significant at the 5% level or better; the least significant results are obtained for the 3DP portfolios when theR 2 criterion is used and for the 6BM-S portfolios when the Wald statistic is used as the criterion; in these two cases the significance level is only 10%. The estimates of β are similar whether theR 2 or Wald statistic is used as the criterion. TheR 2 for the predictive regressions range from 3.5% to 6.3%.
β is the optimal weighting coefficient for the lagged predictor portfolio returns. ρ µ ≡ β + w is the autoregressive coefficient for the expected market returns. These two coefficients differ by w which reflects the fact that the expected return on the portfolio, ∑ P p=1 δ p r pt , itself depends on the expected value of the market return, µ t−1 . The estimates of w are generally small and positive except when the 6DP portfolios are used to form the predictor portfolio, when the estimate becomes small and negative. The reportedR 2 from the predictive regression is around 0.05-0.06, except for the 3DP portfolios where it drops to 0.035. While these estimates of predictability are high for quarterly returns, we note that there is a small sample bias in the estimatedR 2 due to the lagged returns entering the predictor variable, x(β). This bias is higher for the more persistent 6DP predictor portfolio whose first order autocorrelation is 0.873. The bias should be less important for the other predictor portfolios whose first order autocorrelations are in the range 0.4-0.6. The estimates of β using the Wald criterion are similar to those obtained usingR 2 , the differences being in the second decimal place.
The estimated value of the autoregressive parameter ρ µ is around 0.87 when the 6 DP portfolios are used. This implies a half life of discount rate shocks of about 5 quarters, while the estimates of ρ µ are in the range(0.4-0.6) when the 3 DP portfolios or the BM-S portfolios are used as predictor portfolios. These estimates imply half lives for discount rate shocks of only 2 to 4 months. Thus we appear to have identified shocks with two quite different levels of persistence. 13 This suggests that we should consider a model allowing for at least two different levels of shock persistence (N=2). We shall return to this.
A problem with the above estimation procedure is that, as Stambaugh (1986) shows, the small sample bias in theR 2 and Wald statistics is increasing in the persistence parameter of the predictor portfolio, ρ, and therefore presumably in the weighting parameter β which is being estimated. 14 The higher bias inR 2 associated with higher values of β will tend to result in estimates of β that are too high. In order to address this problem we modify the estimation strategy as follows. For each trial value of β we calculate, using the bootstrap described above, the probability of drawing a value of the criterion statistic (R 2 or Wald statistic) as high as the value found in the actual sample, conditional on the value of β. Let P 0 (s|β) denote the 13 The high frequency component of discount rate shocks can account for the discrepancy between the results of Campbell and Ammer (1993) and Kothari and Shanken (1992) ; the former estimate that discount rate shocks account for about 70% of the variance of monthly returns while the latter attribute less than 50% of the variance of annual returns to discount rate shocks.
14 Bootstrap simulations show that for the 4BM-S model the 5% critical values ofR 2 and the Wald statistic start to rise rapidly once β exceeds about 0.9. probability under the null hypothesis as estimated by the bootstrap procedure of drawing values of the criterion statistic as high as s given β. Then our new estimator of β, (β * ), is given by argmin β [P 0 (ŝ(β)|β], whereŝ(β) is the sample estimate of the criterion statistic for a given β. That is, we choose the value of β for which the sampleR 2 (Wald statistic) is least likely to have been realized under the null hypothesis -the value that maximizes the conditional (on β significance of the regression. (If, P 0 (s|β) = P 0 (s)∀β so that the bias in the criterion statistic, s, is independent of β then this procedure reduces to maximizing the sampleR 2 or Wald statistic.) Given,β * , δ is estimated from the corresponding predictive regression.
To assess the significance of our estimates under the modified estimation procedure we repeat the whole estimation procedure 10,000 times using data generated from the bootstrap under the null hypothesis and calculate the probability under the null hypothesis of estimating a statistic s as high as that reported in the table. The results are reported in Panel B of Table  1 .
As anticipated, the estimate of β is now smaller using the maximum likelihood criterion, R 2 , in the two cases in which the Panel A estimate of β is 0.478 or higher. For example for the 6DP predictor portfolios the estimate of β falls from 0.942 to 0.878. However, in the two cases in which the initial estimates of β were below 0.478, the new estimator actually yields a higher estimated value for β, though the differences as small.
When the Wald statistic is the criterion, only one of the estimates of β is smaller using the new estimator. In general the parameter estimates and levels of significance are similar to those reported for the Wald criterion estimator in Panel A. Table 2 reports the non-linear maximum likelihood parameter estimates for the predictive equation (13). Regression 1 shows the results when only lagged market excess returns are used to form the predictor variable: the estimate of β is essentially zero, 15 which means that the predictor variable is close to constant, and the lagged market returns alone have essentially no predictive power. This is consistent with market returns containing a cash flow component which contaminates the discount rate news. The analysis of Menzly et al. (2004) implies that in a model in which risk aversion and expected dividend growth are varying stochastically, increases in expected dividend growth increase stock prices and are associated with increases in discount rates; this induces a positive association between lagged market returns and expected future returns. On the other hand, increases in risk aversion increase discount rates and reduce stock prices and therefore induce a negative association between market returns and expected future returns. The two effects are offsetting so that the net relation between market movements and future returns becomes insignificant. Lettau and Ludvigson (2003) provide empirical evidence of positive covariation between expected dividend growth rates and discount rates which is consistent with Menzly et al.
In regression 2 the spanning portfolios are the 6BM-S portfolios. The individual coefficients, δ p , are generally insignificant although, as we saw in Table 1 , the regression is significant at the 5% level and theR 2 from the regression is 0.052; the lack of significance of the individual coefficients is due to multicollinearity of the returns on the spanning portfolios. In the 3BM-S specification of regression 3 the coefficients of the returns on the big growth (bl) and small value (sh) portfolios are negative and significant at the 5% level, while the coefficient of the market return is positive and significant at the 1% level. Similar results obtain for the DP portfolios. In the 6DP specification only one of the individual coefficients is significant at the 10% level, although the regression is significant at the 5% level. In the 3DP specification the coefficients of all three DP portfolio returns are negative though only one is significant at the 10% level, while that of the the market return itself is positive and significant at the 1% level. The sum of the coefficients on the predictor variables is very similar across regressions 2, 3 and 5 which identify relatively high frequency variation in the market risk premium -the variation is between 0.114 and 0.125. On the other hand, in regression 4 which identifies a low frequency component of the risk premium, the sum of the coefficients is -0.033.
In order to assess the bias in the MLE parameter estimates Appendix Table A1 reports the results of bootstrap simulations of the estimations in Table 2 under the alternative hypothesis. The estimates of the bias are generally small relative to the magnitude of the coefficients, the major exception being the estimate of the regression constant, a 0 , in the 6DP model where the bias is 83% of the coefficient. In the balance of the paper we rely on the MLE parameter estimates. Appendix Table A2 reports results corresponding to Table 2 when the dependent variable is the log market return rather than the log market excess return: although this change leads to a small decrease in the explanatory power of the regressions the results are essentially unchanged.
Under lognormality the continuous time (I)CAPM predicts that expected portfolio excess returns will be an affine function of the market risk premium:
where c p1 is equal to the beta coefficient of the portfolio, and c p0 is a constant involving the variances of the portfolio and market portfolio returns and possibly the covariances of the portfolio return with innovations in state variables. In Table 3 we report beta coefficients and GMM estimates of the parameters and standard errors from the above regression for 4 Size and Book-to-market sorted portfolios and 4 dividend yield sorted portfolios, where µ t is constructed from the four different models. The regressions explain from 1 to 9% of the individual portfolio returns -generally the models with the highest explanatory power are 6BM-S and 6DP (which is significant at the 5% level or better for 5 out of the 8 portfolio returns). 16 The estimates of c p1 generally line up well with the estimates of the market beta: the correlations between the two estimates is 0.94 for all models except the 3DP model for which it is only 0.22.
In summary, we have found that lagged portfolio returns provide strong predictive power for market returns as hypothesized, and that expected returns on portfolios formed on either size and book-to-market ratio or dividend yield covary with the expected returns on the market portfolio. Unfortunately, our theory is not strong enough to identify which linear combination of spanning portfolio returns will provide the strongest predictor. Therefore we have experimented with different specifications. While all the specifications offer strong predictive power, it is not possible to identify which portfolio returns are most influential. The lagged market return is highly significant except in the 6DP specification.
In order to determine whether the different specifications that yield predictors with similar degrees of persistence are identifying essentially the same component of the market's expected return we calculate the estimated µ series for each specification. As seen in Table 6 , the estimates from the 4BM-S and 6BM-S specifications have a correlation of 0.99 and virtually identical standard deviations, so that these two specifications are essentially equivalent, and in much of our subsequent analysis we drop the 6BM-S series. The remaining series are plotted in Figure 1 (N=1 series). The estimated risk premium series have identical means by construction. On the other hand, the 3DP model predictor which has the lowest predictive power has a standard deviation of 1.76% per quarter compared with the other three predictors for N = 1 which have standard deviations of around 2.2% per quarter; the standard deviation of the predictor formed from the market portfolio alone is only 0.73% per month. Turning to the correlations, the predictor formed from the market portfolio alone has a correlation of only about 0.3 or less with the other predictors. The less persistent predictors formed from BM-S and 3DP portfolios have correlations of 0.75 or higher, which suggests that these predictor variables are all identifying the same component of the market risk premium. On the other hand, the more persistent 6DP predictor has correlations with the other three of 0.46 or less, suggesting that this predictor is identifying a different component of the risk premium. Figure  1 provides visual evidence of the co-movement of the risk premium estimates and shows that the risk premium tends to rise during recessions and the early stages of booms and to decline at the end of booms. Table 4 reports tests of the significance of equation (17) for N = 2. The parameter estimates and tests are constructed exactly as in the case for N = 1 described above. Degrees of freedom considerations lead us to restrict the spanning portfolios to the 4 book-to-market and size sorted portfolios (4BM-S), and the three dividend yield sorted portfolios (3DP). In the first regression the two components of the expected return are formed from different linear combinations, (δ ip ), of the 4BM-S portfolios, while in the second regression one component is formed from the 4BM-S portfolios while the other is formed from the 3DP portfolios. A specification in which both components were formed from the 3DP portfolios did not converge.
Predictability with a two component risk premium: N = 2
When theR 2 is used as the criterion both regressions are significant at the 5% level under both estimation approaches. When the Wald statistic is used as the criterion the two regressions are significant at the 10% level, except that the second regression is significant at the 5% level when the conditional level of significance is maximized. The explanatory power of the regression is increased by the inclusion of the second component. Thus, concentrating on Panel A of Table  4 , including a second predictor portfolio to be formed from the 4BM-S portfolios raises the adjustedR 2 from 5.9% reported in Table 1 to 7.4%, and the addition of a second predictor variable formed from the 3DP portfolios raises theR 2 from 5.9% to 6.7%. It is striking that, whereas only one of the four N=1 models yields a persistent estimate of the risk premium, in Table 4 , both sets of predictor variables yield a persistent component.
In the first regression in which only 4BM-S portfolios are used, the more persistent component has an estimated value of β of between 0.72 and 0.88 depending on the method of estimation, while the less persistent component has an estimated β of between 0.10 and 0.57. In the second regression (4BM-S, 3DP) the estimates of the two β's range between 0.74 and 0.82, and between 0.12 and 0.51 respectively. Table 5 presents the parameter estimates for the two N = 2 models, and summary statistics are contained in Table 6 . The individual coefficients of the predictor variables are not significant with the exception of the market return in regression 2 which is highly significant, and we are unable to reject the null hypothesis of a single component model using a Wald test. As we saw for the N = 1 models, we find that the sum of the coefficients on the predictor variables are quite similar for the components with similar persistence. The sum of the coefficients for first component is 0.23 and 0.25 for Models 1 and 2 respectively, while for the second component the corresponding sums are both -0.12, suggesting that the two models are picking up the same components. Further evidence of this is seen in Table 6 which shows that the correlation between the two estimates is 0.90. Table A3 reports results similar to those for Table 5 when the (log) market excess return is replaced as dependent variable by the (log) market return: the results are essentially unchanged. Table 6 shows that the N = 2 models yield estimates of the risk premium that have higher volatility than the N = 1 models: for both models the standard deviation of the quarterly risk premium is around 2.5%. This corresponds to a standard deviation of around 5% for the annual risk premium which is almost identical to the standard deviation of the dividend yield based estimate of the (log) risk premium of 4.9% reported by Cochrane (2008) The lower part of the correlation matrix in Table 6 shows correlations between the risk premium estimates and classical predictor variables. The strongest correlations are between the N=1, 6DP model estimates and the market dividend yield (0.42), the Lettau-Ludvigson cay variable (0.41), the earnings-price ratio (0.35), the small-stock value spread (-0.35), and the book-to-market ratio (0.24). In section 8 we shall compare the predictive power of the model estimates and these classical predictor variables.
Long Run Expected Returns
Given the estimated dynamics of the risk premium, µ t ≡ Σ N i=1 µ it , it is possible to calculated the long run expected (excess) return at time t, m t,τ ≡ (1/τ )E t Σ τ k=0 µ t+k , by iterating forward the AR1 processes. Table 7 reports summary statistics on the annualized expected excess return forecasts implied by the five different models for different horizons. The mean one quarter return forecasts for the models are identical since the models were estimated using quarterly data, and the mean forecasts do not vary significantly as the forecast horizon is extended out to 10 years.
The standard deviations of the one quarter risk premium forecasts fall into the range of 7-10.5%, but the standard deviations attenuate considerably as the forecast horizon is extended, reflecting the mean reversion in the µ processes. At the 5 year horizon the standard deviations fall into the range 0.74-3.5%, and at the 10 year horizon they are further reduced to the range 0.37-1.84%. The standard deviations of the estimated 10 year risk premium forecasts are lowest for the 6BM-S, 4BM-S and 3DP N=1 models whose risk premium estimates are least persistent; the standard deviation is highest for the high persistence 6DP model, and the N=2 models which include both high and low persistence components yield intermediate values of the standard deviation of long run expected returns. Table 8 reports the results of regressing the market excess returns over k quarters on the predicted return for the same horizon, er k (μ t ): the predicted return is calculated using the estimate of the current risk premium, µ t , and the estimated parameters of the AR1 process. The theoretical value of the regression coefficient is unity for all horizons. The table reports GMM standard errors and the significance of the regression statistics are assessed using bootstrapped critical values of the t-statistics. The 6DP model is the most successful in forecasting long horizon returns. The model captures 31% of the variation in the 8 quarter excess returns which is significant at the 10% level. The 4 quarter horizon regression is significant at the 1% level, and the coefficients for horizons up to 8 quarters are close to the theoretical value of unity.
The predictor portfolios and risk premium innovations
Under the assumption that w ij = 0, i ̸ = j, equation i of system (14) may be written as:
where, to take account of the fact that the sum of the coefficients on the portfolio returns may be negative, we define the portfolio weights, ξ pi ≡ δ pi /| ∑ P q=1 δ qi |. We refer to the portfolio with weights, ξ pi as the predictor portfolio (for component i) since it mimics up to a scalar multiple the innovations to component i of the risk premium. The portfolio weights ξ pi are just scaled versions of the regression coefficients reported in Tables 2 and 5.   Table 9 reports characteristics of the predictor portfolios. We note that their return autocorrelations are close to zero which is consistent with their role as discount rate innovations. We expect a positive shock to the discount rate to be associated with a negative return on the market portfolio unless there is an offsetting positive cash flow shock, so that in the absence of offsetting cash flow shocks the betas of the predictor portfolios will be negative. The N = 1 model portfolios have betas of around 0.5 with respect to the S&P500 index, except for the high persistence 6DP model for which the beta is -2.11. For the N = 2 models, the portfolios corresponding to the first component low persistence shocks also have positive betas, while the portfolios corresponding to the high persistence second components have negative betas. Thus a clear pattern emerges. Innovations in low persistence components of the equity premium have positive correlations with the market return and therefore with cash flow news, while innovations in high persistence components of the equity premium are negatively correlated with the market return. This is consistent with shocks to the high persistence component of the discount rate having a greater effect on valuations.
Turning to the portfolio weights, we see that they involve extreme long and short positions in the spanning portfolios. All portfolios take extreme long positions in the market portfolio -the portfolio weight is of the order of 6-10 -offset by primarily short positions in the other portfolios. In the case of the BM-S portfolios, the main short positions are in small growth (sl) and big value (bh) firm portfolios; the 6DP portfolio has short positions in the high and low yield portfolios, offset by large long positions in Quintiles 3 and 4; the 3DP portfolio has short positions in all three dividend yield portfolios. For the (4BM-S,4BM-S) N = 2 model the predictor portfolio corresponding to µ 1 has a large negative weight on small value firms (sh) and a positive weight on large value firms (bh), while the portfolio corresponding to µ 2 has a large negative weight on big growth (bl) firms (bl) and a large negative weight on big value (bh) firms: both portfolios have large long positions in the market portfolio. For the (4BM-S,3DP) N = 2 model the portfolio corresponding to µ 1 is similar to that for the (4BM-S,4BM-S)model in combining a long position in the market portfolio with short positions in small growth and big value firm portfolios: the portfolio corresponding to µ 2 consists mainly of a large short position in the portfolio of low but positive dividend yield stocks.
The correlations between the returns on the N = 1 predictor portfolios shown in Panel C of Table 9 (which are the same as the correlations between the corresponding components of the market risk premium) are around 0.8 except for the 6DP portfolio whose correlation with the other portfolios (including the 3DP portfolio) is only around 0.3-0.4. Similarly, with the exception of the 6DP portfolio, the correlations of the portfolio returns with the S&P500 index fall into the range 0.22-0.25; the 6DP portfolio return has a correlation of -0.47 with the S&P500 portfolio. In summary, the 6DP portfolio returns are quite distinct from the other portfolio returns: as we have previously noted, the component of the market risk premium that this portfolio identifies is much more persistent than the others.
Turning to the N = 2 models, we note first that for both models the correlation between the portfolios corresponding to µ 1 and µ 2 is approximately -0.55: innovations to the transient and persistent components of the market risk premium are negatively correlated. The returns on the portfolios for µ 1 for the two models have a correlation of 0.89, while those for µ 2 have a correlation of 0.74: the shocks implied by the two models are strongly related despite the different constituent spanning portfolios. Moreover, the innovations to the estimates of µ 1 for the two models are highly correlated (0.79-0.91) with the transient risk premium component identified by the N = 1 BM-S models, and to a lesser degree with that identified by the 3DP model (0.57-0.75). And the innovations to the estimates of µ 2 for the two models are most highly correlated (0.58-0.61) with the persistent component identified by the 6DP model. Finally, we note that the innovations for the more transient components (BM-S, and 3DP for N = 1 and µ 1 for N = 2) are positively correlated with the S&P500 market return, while those for the more persistent components (6DP for N = 1 and µ 2 for N = 2) are negatively correlated with the market return.
7 Cash flow and discount rate news Campbell (1991) , Campbell and Ammer (1993) and Campbell and Vuolteenaho (2004) decompose the variance of stock returns into components due to cash flow and discount rate news using a VAR model for expected returns. In this section we effect the same decomposition using our AR1 model for the expected one period excess return.
Discount rate news (DR) is given by:
} ρ is the constant of approximation. We calculate discount rate news each period for each model using the estimated values of ρ i and the estimated innovations to the market risk premium z it and follow Campbell and Vuolteenaho (2004) in settingρ ≈ 0.95 0.25 . Cash flow news (CF) is simply the difference between the unanticipated market return and DR: CF = (r m,t+1 − µ t ) + DR.
In Panel A of Table 10 we show the fraction of the variance of the unanticipated market return that is attributable to cash flow and discount rate news and to the covariance between them. For the N = 1 models the fraction that is attributable to discount rate news is 19-20% except for the 6DP model for which it is 123%. In comparison, Campbell (1991) , using a VAR approach, estimates that for the period 1927-1988 (1952-1988 ) the fraction of unexpected real US monthly stock returns attributable to discount rate news is 77-92% (28-50%). Similarly, Campbell and Ammer (1993) estimate that the fraction of monthly excess returns attributable to discount rate news is 74% for 1952-1987, rising to 102% for the period 1973-1987. The higher proportion of the variance attributed DR news by the 6DP model reflects greater persistence of that model. For both of the N = 2 models the fraction of variance attributed to DR news is 55-59%. All the models attribute more than 100% of the market return variance to cash flow news -this is possible because of the offsetting effect of discount rate news when increases in cash flow expectations are accompanied by increases in discount rates. Table 10 reports a similar analysis except that in this case the returns are the log market (gross) returns rather than the log market excess returns. 17 Each of the five models was re-estimated using log returns rather than log excess returns, so that the resulting µ it series are now expected log returns. Then the discount rate news was calculated using equation (18), and the cash flow news calculated as the residual. Comparing Panels A and B, we see first that the variance of the unexpected (log) excess return is virtually identical to the variance of the unexpected (log) gross returns. Moreover, the proportion of the variance that is attributable to discount rate news is virtually identical whether excess or gross returns are used, except in the case of the (4BM-S,3DP) N = 2 model which, as seen in Table A3 identifies a much more persistent component to discount rates when gross rather than excess returns are used. Given the difficulty of identifying the coefficients in the N = 2 models we place less weight on this result and conclude that the general similarity of the results using gross and excess returns is consistent with shocks to the riskfree rate playing a minor role. Table 11 provides further information on the risk premium estimates constructed from all the models by regressing the quarterly excess returns on the risk premium estimates from the different models. Regressions 1-5 simply compare the predictive power of the models. The 3DP model which has an intermediate level of persistence is considerably worse than the other single component models and, not surprisingly, the two component models predict better than the one component models. Regressions 6-9 consider different combinations of the one component models. Combining the highly persistent estimate from the 6DP model with the much less persistent estimate from the 4BM-S model in regression 6 yieldsR 2 of 11.5% and both components are significant. The 3DP model estimate is not significant when combined with any of the other model estimates. Table 12 reports the results of simple regression of the S&P500 log excess return on a set of 'classical' predictors following Goyal and Welch (2008) . Based on bootstrap critical values, which adjust for the well known small sample biases of these predictors, 18 4 out of these 10 classical predictors are significant at the 10% level or better. The dividend-and earnings-price ratios are significant at the 10% and 5% levels respectively. The cay predictor of Lettau and Ludvigson (2001) is significant at the 1% level, and theR 2 from the regression is 4.7% which compares with theR 2 of 3.5-5.9% for the single component predictors in Table 2 , and theR 2 of 6.7% and 7.4% for the two component predictors in Table 4 . 19 Considering only the statistically significant classical predictors in Table 12 , we see that their first order autocorrelations are generally in excess of 0.9. In contrast, two of the freely estimated autocorrelations of the single component model of the risk premium reported in Table 1 are below 0.4, and all are below 0.9. While the stock variance and inflation have first order autocorrrelations of 0.3 and 0.5, neither of these variables has significant predictive power. The classical predictor variables are able to capture only the element of the risk premium that has the corresponding persistence, whereas the (lagged) return based predictors that we have developed impose no a priori restrictions on the persistence of the risk premium beyond stationarity.
Panel B of
Model Comparisons
In Table 13 the risk premium estimates from the one and two component models are compared with the classical predictors that were significant at the 10% level or better in Table 12 by regressing the market excess returns on the competing predictors. Regressions 2-6 include the dividend-and earnings-price ratios and the small-stock value spread along with each of the model risk premium estimates. None of these variables contribute significantly in the presence of the model estimates. Regressions 7-12 repeat the analysis when cay is added to the list of classical predictors. cay is highly significant with t-statistic in excess of 2.8. It is least significant when combined with the prediction from the 6DP model, which is consistent with the fact that cay is most highly correlated with this prediction as seen in Table 5 (0.41). All the model predictors remain highly significant in the presence of the cay variable and the coefficients of the model predictions remain very close to their theoretical value of unity in the presence of cay. It appears that the return based predictors are capturing a component of time variation in expected returns that is largely orthogonal to that captured by cay. Table 14 reports the out of sample forecasting power of the different models for different horizons. The models are estimated initially over the period 1946.1 to 1975.4 and the parameter estimates are used to forecast the market excess return for 1976.1. Then the estimation period is extended by one quarter for the next forecast, and so on. For the multi-quarter forecasts we compare the sum of the realized excess returns over the next k quarters with forecasts of the sum based on the forecast of µ t+1 and the parameters of the AR1 process estimated over the same period. The table reports the ratio of the mean square model forecast errors to the mean square error of a forecast based on the out of sample historical mean: a ratio less than unity implies that the model outperforms the naive historical mean forecast. At the one quarter horizon only the 4BM-S N = 1 model outperforms the naive forecast: the mean square forecast error is about 4.4% smaller than that of the historical mean forecast. This is consistent with the higherR 2 for this model reported in Table 1 , and the relatively small number of parameters that require estimation for this model. In order to test the significance of the model outperformance, 10,000 simulations were run under the null hypothesis and the performance of the model relative to that of the naive historical mean tabulated. This bootstrap procedure shows that the out-performance of this model is significant at the 1% level.
Out of sample forecasts
While the low persistence 6BM-S model outperforms at the one quarter horizon, the highly persistent 6DP outperforms for horizons of 5, 7 and 10 years, and the outperformance at 7 and 10 years is significant at the 10% level.
With these exceptions, the general failure of the risk premium forecasts to outperform a naive historical forecast is consistent with the out of sample results of Goyal and Welch (2008) . However, as Cochrane (2008) points out, out of sample R 2 or MSE is neither a test nor a statistic that offers better power to distinguish alternatives than conventional full sample hypothesis tests: rather, the out of sample results are only a caution about the practical usefulness of return forecasts based on parameters estimated over short periods. This is confirmed by the out of sample bootstrap comparison reported in Panel B of the table which shows the proportion of time the out-of-sample forecasting power of each model exceeds that of the naive mean forecast for each forecasting horizon under the alternative hypothesis. The bootstrap was constructed by randomly sampling from the joint vector of market and portfolio returns and then adding to the simulated market return the difference between the return predicted by the model using the simulated lagged portfolio returns (μ t ) and the sample mean excess return. This ensures that each simulated sample has approximately the same level of predictability as is implied by the alternative hypothesis. We see that for the N = 1 models the probability of the out of sample model forecast beating the historical mean in a sample of this length is never more than 65% even when the simulated data are generated using the model; this of course is due to the sampling error in the model forecasts. For the N = 2 models the probability that the model estimates will beat the naive historical mean forecast in out of sample forecasts is even lower. In summary, even if the data were generated by the models we estimate over the full sample period, the chances of the model forecasts beating the historical mean forecast in rolling out of sample tests is quite low, so that these rolling out of sample forecast regressions convey little information.
Conclusion
In this paper we have shown that it is possible to extract the expected returns on the market portfolio and other portfolios of common stocks from the lagged returns on a set of spanning portfolios, and have provided new evidence on the predictability of (excess) stock returns. The basis of our approach is that, in a world of time varying discount rates, returns on common stock portfolios reflect shocks to discount rates as well as to cash flow expectations. By assuming that the expected return follows an AR1 process or a linear combination of AR1 processes it is possible to express the expected return as a geometric average of the returns on a portfolio whose weights are chosen so that is has exposure only to discount rate innovations. We consider portfolios which are composed of either size and book to market sorted portfolios, or dividend yield sorted portfolios. Using a single AR1 process to model the equity premium, we find evidence of both high and low frequency components. The former has a first order autocorrelation at the quarterly frequency of 0.4-0.6 and is associated with the returns on size and book-to-market sorted portfolios, while the latter has a first order autocorrelation of around 0.8 and is associated with the returns on dividend yield sorted portfolios. The estimates of the high frequency component derived using different portfolio constituents have inter-correlations of 0.75-0.99, while their correlations with the low frequency component are in the range 0.35-0.37. A model of the equity premium as the sum of two AR1 processes yields further evidence of high and low frequency components and the innovations in the two components have a correlation of -0.5. Innovations in the high frequency components are positively correlated with the return on the S&P500 portfolio while innovations in the low frequency component are negatively correlated with these returns, which is consistent with persistent changes in discount rates having a greater effect on present values.
The correlations between our equity premium estimates and variables that have been commonly used to predict stock returns are generally low -less than 0.2 in absolute value. The exception is the low frequency estimate constructed from the returns on six dividend yield sorted portfolios: this has correlations in excess of 0.4 with the market dividend yield and the cay variable. Our estimators of the equity premium retain their predictive power for stock returns in regressions that include the most important classical predictors, the dividend and earnings yields and cay.
When we use the more flexible two component model of the equity premium we find that discount rate news accounts for 55-60% of the variance of the market return over our sample period which is comparable to the VAR based estimate of 28-50% by Campbell (1991) for a shorter sample period.
The out of sample performance of our models is handicapped by the relatively large number of portfolio weights that require estimation. This is particularly true of the two component models; as a result they do not outperform a naive historical mean forecast although they provide the best in sample performance. Similarly, the single component model based on 4 size and book-to-market sorted portfolios outperforms that based on 6 size and book-to-market sorted portfolios out of sample for short forecast horizons. However, the high frequency component of the equity premium identified by the 4BM-S model outperforms the naive historical mean forecast at the 1 quarter horizon and the outperformance is significant at the 1% level; the low frequency component identified by the 6DP model outperforms the naive forecast at the 7-10 year horizon and the outperformance is significant at the 10% level.
We have shown that our approach is able to identify shocks to the discount rate which, when added up, yield the equity premium. Since the equity premium is equal to the covariance between the pricing kernel and the market return, these discount rate shocks are equivalent to shocks to this covariance. Therefore an alternative approach is to model the dynamics of this covariance directly. We leave this task for a future paper. The table reports the results of tests of the null hypothesis of no predictability of the market excess return in the regression rm,t+1 = a0
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is the log excess return on the S&P500 index; rp,t, p = 1, · · · , P , are the log excess returns on a set of spanning portfolios. The spanning portfolios are the S&P500 index and in turn six (four) portfolios sorted on the basis of size and book-to-market ratio (6BM-S, 3BM-S) , and on six (three) portfolios sorted on the basis of dividend yield (6DP, 3DP). The sample period is 1946.1 to 2008.4 (the prediction period). ρ is the first order autocorrelation of the estimated market risk premium. w ≡ ρ − β. W is the Wald statistic.
* , * * , * * * denote significance at the 10%, 5%, and 1% levels. Levels of significance are determined by a bootstrap procedure in which returns are sampled under the null hypothesis. Estimations are performed by a grid search over 0 ≤ β ≤ 0.95. In Panel A the parameters are chosen to maximize theR 2 or the Wald statistic of the predictive regression. The criterion used in Panel B is chosen to mitigate the estimation bias due to the persistent regressors and is described in the text. 
with different spanning portfolio returns, rp,t−s used to form the predictors, xpt(β) = ∑ ∞ s=0 β s rp,t−s. The dependent variable is the log excess return on the S&P500 portfolio and the spanning portfolios are the S&P500 and portfolios formed on the basis of either Book-to-market and Size or Dividend yield. The sample period is 1946.1 to 2008.4. The parameters are estimated by non-linear MLE and GMM standard errors are in parentheses.
* , * * , * * * denote significance at the 10%, 5%, and 1% levels. Levels of significance for parameter estimates are constructed from GMM standard errors, while levels of significance forR 2 are constructed using a bootstrap. sl denotes the small low book to market portfolio, bh the big high book to market portfolio etc. The portfolio return, rp,t+1, is regressed on the risk premium estimate (μ) derived from models 2-4, in table 2:
Regression
The sample period is 1946.1 to 2008.4. Standard errors which are computed by GMM are in parentheses. The significance of the predictive regression and of cp1 is assessed using bootstrapped critical values for the t-statistic on cp1. β S&P 500 is estimated by regressing the log excess returns of the portfolio on the log excess returns on the S&P500 index. * , * * , * * * denote significance at the 10%, 5%, and 1% levels. The table reports the results of tests of the null hypothesis of no predictability of the market excess return in the regression
is the log excess return on the S&P500 index; rp,t, p = 1,
are the log excess returns on a set of spanning portfolios. The spanning portfolios are the S&P500 index and in turn six (four) portfolios sorted on the basis of size and book-to-market ratio (6BM-S, 3BM-S), and the returns on six ( This table reports the characteristics of the predictor portfolios whose weights are ξpi 
whereμ k is the risk premium estimate derived from model k. The models correspond to the regressions reported in Tables 2 and 4 
where rm,t+1 is the log excess return on the S&P500 index quarter t+1 and Xt is the value of a predictor variable at the end of quarter t. ρ is the first order serial correlation of the predictor variable. 
where rm,t+1 is the log excess return on the S&P500 index quarter t + 1 and Xt is the value of a predictor variable at the end of quarter t. The sample period is 
Appendix
In order to assess the importance of bias in the estimated coefficients reported in Table 2 due to the persistence of the regressors, the distribution of the estimates under the alternative hypothesis was generated by a bootstrap. Specifically, 10,000 samples of the spanning portfolio returns were generated by sampling randomly from the vector of returns. For each N = 1 model the simulated time series ofμ t was calculated using equation (10) and the coefficients reported in Table 2 ; the market excess returns were then generated according to equation (14) where the error term is the difference between the realized market return and its unconditional mean, so that we replicate in the bootstrap the predictability found in the sample. Finally, given the simulated time series of market excess returns and spanning portfolio returns, the model parameters (a 0 , β, δ) were estimated. Table A1 compares the means of the bootstrap estimates with the coefficient estimates used to generate the data. The bias, which is the difference between the bootstrap mean and the original coefficient estimate is also expressed as a proportion of the standard deviation of the bootstrapped estimates. It can be seen that in most cases the bias is only a few per cent of the coefficient.
Tables A2 and A3 report parameter estimates corresponding to those in Tables 2 and 5 when the dependent variable is the log market return rather than the log market excess return. with different spanning portfolio returns, rp,t−s used to form the predictors, xpt(β) = ∑ ∞ s=0 β s rp,t−s. The dependent variable is the log return on the S&P500 portfolio and the spanning portfolios are the S&P500 and portfolios formed on the basis of either book-to-market and size or dividend yield. The sample period is 1946.1 to 2008.4. The parameters are estimated by non-linear MLE and GMM standard errors are in parentheses.
* , * * , * * * denote significance at the 10%, 5%, and 1% levels. Levels of significance for parameter estimates are constructed from GMM standard errors, while levels of significance forR 2 are constructed using a bootstrap. sl denotes the small low book to market portfolio, bh the big high book to market portfolio etc. 
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