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S U M M A RY
Cellular function and physiology are largely established through regulated gene
expression. The first step in gene expression, transcription of the genomic DNA
into RNA, is a process that is highly aligned at the levels of initiation, elongation
and termination. In eukaryotes, protein-coding genes are exclusively transcribed
by RNA polymerase II (Pol II). Upon transcription of the first 15-20 nucleotides
(nt), the emerging nascent RNA 5’ end is modified with a 7-methylguanosyl
cap. This is one of several RNA modifications and processing steps that take
place during transcription, i. e. co-transcriptionally. For example, protein-coding
sequences (exons) are often disrupted by non-coding sequences (introns) that
are removed by RNA splicing. The two transesterification reactions required
for RNA splicing are catalyzed through the action of a large macromolecular
machnine, the spliceosome. Several non-coding small nuclear RNAs (snRNAs)
and proteins form functional spliceosomal subcomplexes, termed snRNPs. Se-
quentially with intron synthesis different snRNPs recognize sequence elements
within introns, first the 5’ splice site (5‘ SS) at the intron start, then the branch-
point and at the end the 3’ splice site (3‘ SS). Multiple conformational changes
and concerted assembly steps lead to formation of the active spliceosome, cleav-
age of the exon-intron junction, intron lariat formation and finally exon-exon
ligation with cleavage of the 3’ intron-exon junction. Estimates on pre-mRNA
splicing duration range from 15 sec to several minutes or, in terms of distance
relative to the 3‘ SS, the earliest detected splicing events were 500 nt downstream
of the 3‘ SS. However, the use of indirect assays, model genes and transcription
induction/blocking leave the question of when pre-mRNA splicing of endoge-
nous transcripts occurs unanswered.
In recent years, global studies concluded that the majority of introns are removed
during the course of transcription. In principal, co-transcriptional splicing re-
duces the need for post-transcriptional processing of the pre-mRNA. This could
allow for quicker transcriptional responses to stimuli and optimal coordination
between the different steps. In order to gain insight into how pre-mRNA splicing
might be functionally linked to transcription, I wanted to determine when co-
transcriptional splicing occurs, how transcripts with multiple introns are spliced
and if and how the transcription termination process is influenced by pre-mRNA
splicing.
I chose two yeast species, S. cerevisiae and S. pombe, to study co-transcriptional
splicing. Small genomes, short genes and introns, but very different number of
intron-containing genes and multi-intron genes in S. pombe, made the combina-
tion of both model organisms a promising system to study by next-generation
sequencing and to learn about co-transcriptional splicing in a broad context with
applicability to other species. I used nascent RNA-Seq to characterize co-trans-
criptional splicing in S. pombe and developed two strategies to obtain single-
molecule information on co-transcriptional splicing of endogenous genes:
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(1) with paired-end short read sequencing, I obtained the 3’ nascent transcript
ends, which reflect the position of Pol II molecules during transcription, and the
splicing status of the nascent RNAs. This is detected by sequencing the exon-
intron or exon-exon junctions of the transcripts. Thus, this strategy links Pol II
position with intron splicing of nascent RNA. The increase in the fraction of
spliced transcripts with further distance from the intron end provides valuable
information on when co-transcriptional splicing occurs.
(2) with Pacific Biosciences sequencing (PacBio) of full-length nascent RNA, it
is possible to determine the splicing pattern of transcripts with multiple introns,
e. g. sequentially with transcription or also non-sequentially. Part of transcription
termination is cleavage of the nascent transcript at the polyA site. The splicing
status of cleaved and non-cleaved transcripts can provide insights into links be-
tween splicing and transcription termination and can be obtained from PacBio
data.
I found that co-transcriptional splicing in S. pombe is similarly prevalent to
other species and that most introns are removed co-transcriptionally. Co-trans-
criptional splicing levels are dependent on intron position, adjacent exon length,
and GC-content, but not splice site sequence. A high level of co-transcriptional
splicing is correlated with high gene expression. In addition, I identified low
abundance circular RNAs in intron-containing, as well as intronless genes, which
could be side-products of RNA transcription and splicing.
The analysis of co-transcriptional splicing patterns of 88 endogenous S. cere-
visiae genes showed that the majority of intron splicing occurs within 100 nt
downstream of the 3‘ SS. Saturation levels vary, and confirm results of a pre-
vious study. The onset of splicing is very close to the transcribing polymerase
(within 27 nt) and implies that spliceosome assembly and conformational rear-
rangements must be completed immediately upon synthesis of the 3‘ SS.
For S. pombe genes with multiple introns, most detected transcripts were com-
pletely spliced or completely unspliced. A smaller fraction showed partial splic-
ing with the first intron being most often not spliced. Close to the polyA site,
most transcripts were spliced, however uncleaved transcripts were often com-
pletely unspliced. This suggests a beneficial influence of pre-mRNA splicing for
efficient transcript termination.
Overall, sequencing of nascent RNA with the two strategies developed in
this work offers significant potential for the analysis of co-transcriptional splic-
ing, transcription termination and also RNA polymerase pausing by profiling
nascent 3’ ends. I could define the position of pre-mRNA splicing during the pro-
cess of transcription and provide evidence for fast and efficient co-transcriptional
splicing in S. cerevisiae and S. pombe, which is associated with highly expressed
genes in both organisms. Differences in S. pombe co-transcriptional splicing could
be linked to gene architecture features, like intron position, GC-content and exon
length.
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I N T R O D U C T I O N
1.1 transcription and pre-mrna splicing of protein-coding genes
Gene expression in eukaryotic cells is a highly regulated, multi-step process that
establishes cellular identity and function. Gene expression starts with reading
out gene information through transcription by three DNA-dependent RNA poly-
merases. RNA polymerase I (Pol I) synthesizes the 45S (35S in yeast) ribosomal
RNA (rRNA) precursor, which matures into 28S, 18S and 5.8S rRNA. rRNAs
make up ~95% of cellular RNAs and serve as structural and functional compo-
nents of the ribosome [Grummt 1999]. tRNAs, 5S rRNA and other small non-
coding RNAs are synthesized by RNA polymerase III (Pol III) [Willis 1993]. The
synthesis of protein-coding messenger RNA (mRNA) is exclusively carried out
by RNA polymerase II (Pol II) [Kornberg 1999].
The process of transcription can be separated into three main parts: initiation,
elongation and termination (Figure 1). By now, it has become clear that all three
phases are subject to regulation and consist of multiple tightly connected steps.
In protein-coding genes, Pol II is recruited to the promoter region by the basal
transcription machinery and co-activators, and a transcription preinitiation com-
plex is formed. With melting of the DNA double-strand the transition to an open
initiation complex takes place and initial transcription starts [Cramer 2004]. Ini-
tiating Pol II must undergo structural and functional maturation to processively
transcribe the genomic information. Thus, several rounds of abortive initiation
with synthesis of nascent RNAs shorter than 10 nts often precede final promoter
clearance [Dvir 2002]. Entering transcription elongation, a stable ternary com-
plex between the enzyme Pol II, the genomic DNA and the nascent RNA chain is
formed. Nucleotides can be paired with the template and are joined processively
[Saunders et al. 2006]. Elongation factors modulate progression in transcription
elongation [Kwak et al. 2013].
A unique feature of Pol II is the long carboxy-terminal domain (CTD) of its
largest subunit, Rpb1. The CTD consists of tandem repeats of seven amino acids,
YSPTSPS. The CTD is subject to post-translational modifications throughout the
transcription cycle. During initiation it is hypophosphorylated, and over the
course of transcription elongation phosphorylated at Serine 2 and Serine 5 . Ser-
ine 5 phosphorylation peaks early in the transcription cycle, whereas Serine 2
phosphorylation predominates in the body and towards the 3’ end of the gene
[Mayer et al. 2010]. Other amino acids are also modified throughout transcription
elongation, e. g. Serine 7 and Tyrosine 4 [Mayer et al. 2012]. The modification of
the CTD affects its conformation and the ability to associate with factors that are
involved in transcription elongation, nascent RNA processing and termination
[Hsin and Manley 2012].
3
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Figure 1 Transcription and co-transcriptional RNA processing. Transcription of
protein-coding genes by RNA polymerase II (RNAP II, green with tail, the C-terminal
domain, CTD) can be divided into 3 phases, transcription initiation, elongation and
termination. Transcription initiation consists of (pre)initiation complex formation and
promotor clearance. During elongation the stable ternary complex of RNAP II, nascent
RNA (orange) and the template DNA (darkgreen) is formed and processive transcrip-
tion occurs. The 5’ end of nascent RNA is capped co-transcriptionally with the 7-
methylguanosine cap (mG). The CTD serves as a binding platform for proteins involved
in transcription, RNA processing and mRNP (messenger ribonucleoprotein) formation
throughout transcription. Various RNA-binding proteins, e. g. splicing factors, export
factors or termination factors, associate with the nascent RNA co-transcriptionally (pack-
aging) and also pre-mRNA splicing can take place co-transcriptionally. After co-trans-
criptional nascent RNA cleavage at the polyA site the transcript 3’ end gets polyadeny-
lated (blue As). The mature mRNA and associated proteins forming the mature mRNP
can be exported from the nucleus to the cytoplasm, where protein synthesis (translation)
can occur. Figure from [Li and Manley 2006].
1.1 transcription and pre-mrna splicing of protein-coding genes 5
The third and last phase of transcription is transcription termination, which is
triggered through transcription of the A-rich polyA site and recognition of this
site by RNA-binding factors of the termination machinery [Proudfoot 2011]. The
process of termination includes (a) cleavage of the nascent transcript, (b) addi-
tion of ~200 adenine residues, which form the polyA tail of mature mRNA, and
(c) degradation of the remaining nascent RNA still associated in the transcription
elongation complex and finally (d) termination of transcription [Kuehner et al.
2011].
Genomic DNA is wrapped and packaged around histones, which together form
nucleosomes, the repeating units of eukaryotic chromatin. These obstacles must
be overcome by the transcription machinery. Nucleosome remodelling factors
help disassembling and reforming them as Pol II moves along the gene. Post-
translational modifications on amino acids of the histone protein tails, so called
chromatin marks, can serve as binding platform for transcription factors and can
also change the physical properties of nucleosomes and therefore aid or hinder
transcription [Li et al. 2007].
During the course of transcription, the nascent RNA grows in 5’ to 3’ direction.
After ~15 nt have been synthesized, the 5’ end of nascent RNA gets covalently
modified through the three-step addition of a methylated guanine base [Martinez-
Rucobo et al. 2015]. The resulting 7-methylguanosine cap enhances stability of
the nascent RNA, promotes transcription, RNA processing and nuclear export
of mRNA [Cowling 2010].
Some protein-coding genes in S. cerevisiae and most protein-coding genes in
higher eukaryotes are disrupted by stretches of non-coding sequences, so-called
introns [Berget et al. 1977, Chow et al. 1977]. Those need to be removed before
protein synthesis occurs. The intron removal and joining of coding sequences
(exons) to form mature mRNA is called pre-mRNA splicing. This process is
catalyzed by the protein-RNA machinery, the spliceosome, a macromolecular
machine the size and complexity of the ribosome that can already assemble dur-
ing Pol II transcription [Görnemann et al. 2005, Listerman et al. 2006, Lacadie
and Rosbash 2005, Lacadie et al. 2006]. The spliceosome is assembled from small
nuclear RNAs (snRNAs) and protein complexes. Subcomplexes are called small
nuclear ribonucleoproteins (snRNPs).
Splicing is especially prevalent in higher eukaryotes, where it enhances the infor-
mational diversity and functional capacity of a gene. Often, there are multiple
splice variants, which can originate from a single gene locus. This variation is
called alternative splicing and is distinguished from constitutive splicing, which
is not subject to regulation and produces the majority of spliced transcripts. Reg-
ulation of alternative splicing is achieved by cis-regulatory elements in introns
and exons in combination with various trans-acting factors [Shepard and Hertel
2009]. Mutations leading to mis-regulation of alternative splicing are linked to
numerous human diseases, and these mutations can be located in the affected
gene or in protein components of the splicing machinery [Singh and Cooper
2012].
Splicing catalysis proceeds via numerous consecutive steps. The 5‘ splice site
(5‘ SS) is transcribed first and immediately recognized by the U1 snRNP. As
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Pol II progresses through the intron, the branchpoint - an adenine residue close
to the intron end - and the 3‘ splice site (3‘ SS) are recognized by splicing factors.
This event triggers the joining of additional spliceosomal components. Multiple
conformational rearrangements lead to formation of the active spliceosome. In
two catalytic steps the exon-exon ligated product and the excised intron lariat
(5’ intron end ligated via a 2’-5’ phosphodiester bond to branchpoint adenine)
are formed [Wahl et al. 2009]. Weak splice sites and a high number of introns per
gene facilitate the formation of alternatively spliced transcripts. Splicing catalysis
takes place during transcription (co-transcriptionally), like 5’ capping, and after
transcription termination (post-transcriptionally), when the nascent transcript is
already cleaved at the polyA cleavage site and polyadenylated subsequently.
“Co-transcriptionality“ of splicing could simply be a coincidence, but it might
enable also precise regulation, high efficiency and ensure the correct identity
and fate of RNA transcripts. As for 5’ capping [Moteki and Price 2002, Martinez-
Rucobo et al. 2015], multiple studies provide evidence for a beneficial interaction
between the splicing and transcription machinery for gene expression. For exam-
ple, an intron increases the expression of mouse transgenes [Brinster et al. 1988].
The splice site choice in alternatively spliced genes in metazoans and the splicing
efficiency in yeast changes when mutant versions of Pol II are introduced that re-
sult in slower or faster transcription elongation [Braberg et al. 2013, Fong et al.
2014, Dujardin et al. 2014]. Furthermore, chromatin marks that correlate with
active transcription, e. g. H3K4me3, are also enriched on 5‘ SSs, while others, e. g.
H3K36me3, are concentrated over exons [de Almeida et al. 2011]. Splicing inhibi-
tion or intron deletion lead to a reduction of such chromatin modifications and
transcriptional output [Bieberstein et al. 2012].
The first observation of co-transcriptional splicing was made in highly tran-
scribed Drosophila chorion transcripts using electron microscopy [Osheim et al.
1985]. Experiments on specific genes, which were selected because of special
properties such as transcriptional inducibility, gene length, and accessibility to
light and/or EM microscopy provided further evidence [Pandya-Jones 2011]. In
recent years, global studies in multiple organisms and cell types have been per-
formed and it has become clear, that the majority of introns is removed co-trans-
criptionally [Brugiolo et al. 2013].
The discovery of a dominance of co-transcriptional splicing came as a surprise
- especially in the case of S. cerevisiae. A previous study concluded that post-
transcriptional splicing must be the rule rather than co-transcriptional splicing
[Tardiff and Rosbash 2006], because reported average elongation rate and splic-
ing duration (2 kb/min [Mason and Struhl 2005, Marcello 2014], 15-30 sec [Hura-
nová et al. 2010, Martin et al. 2013]) did not allow for co-transcriptional splicing
in the time window set by the distance between intron end and gene 3’ end
(median terminal exon length 582 nt). Till then splicing in yeast was estimated
to start 500 nt downstream of the 3‘ SS [Lacadie et al. 2006]. The identification
of splicing associated pausing of Pol II, e. g. terminal exon pausing in highly
co-transcriptionally spliced S. cerevisiae genes, lead to the conclusion that tran-
scription elongation is not uniform and that modulations of transcription speed
might facilitate and allow for co-transcriptional splicing [Carrillo Oesterreich
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et al. 2010]. However, it was still unclear when co-transcriptional splicing can
take place during transcription in pausing genes, but also in non-pausing genes
with lower co-transcriptional splicing.
The time required for pre-mRNA splicing can be measured in two ways: One pos-
sibility is as time in second to minute estimates from microscopy data analysis,
e. g. FRAP [Huranová et al. 2010], live-cell imaging [Coulon et al. 2014, Martin
et al. 2013], or after gene induction, e. g. by RT-qPCR [Singh and Padgett 2009,
Alexander et al. 2010, Aitken et al. 2011]. The second possibility is as distance
in nucleotides to kilobases relative to the 3‘ SS [Görnemann et al. 2005, Lacadie
and Rosbash 2005, Lacadie et al. 2006, Tardiff and Rosbash 2006]. Estimates from
previous studies range from 15 sec to several min and from 500 nt to several kb.
However, those experiments have been carried out using model genes, indirect
readouts like splicing factor ChIP (immunoprecipitation of splicing factors and
qPCR) or transcription induction/repression, which can lead to splicing inde-
pendent changes in RNA stablility [Haimovich et al. 2013].
The commitment to pre-mRNA splicing is achieved by splicing factor binding
to splice sites and other cis-regulatory elements. This and the time it takes to
remove an intron have further implications on which introns are removed in
transcripts with several introns and how alternative isoforms arise [Kornblihtt
2015]. Data from human and mouse cells suggest that pre-mRNA splicing hap-
pens sequentially in the direction of transcription [de la Mata et al. 2010, Khodor
et al. 2012, Tilgner et al. 2012]. However, introns annotated as alternative tend
to be spliced post-transcriptionally, rather than co-transcriptionally [Vargas et al.
2011, Khodor et al. 2011, 2012, Tilgner et al. 2012]. How the spliceosome rec-
ognizes alternative exons and decides which exons and splice sites to include
remains not fully understood [de Klerk and ’t Hoen 2015].
1.2 next-generation sequencing
Deep sequencing of cellular RNAs and genomic DNA has been widely used to
study all aspects of gene expression [Reuter et al. 2015], including transcription
and pre-mRNA splicing. The first steps towards this success were taken in the
1970s, when Frederick Sanger adopted the primer-extension strategy of replicat-
ing DNA with DNA polymerase and radio-labeled nucleotides to identify the
underlying sequence. He included chain-terminating nucleotides (dideoxynu-
cleotides) and made it possible to read out the DNA sequence by separating the
nested PCR products in polyacrylamide gel electrophoresis [Sanger et al. 1977].
The replacement of radioactive with fluorescent labeling enabled the automation
of the Sanger sequencing method and the development of “first generation se-
quencers“. Shortly afterwards, the so-called shotgun sequencing technique was
developed, in which DNA is fragmented into smaller pieces, sequenced and then
realigned in the downstream analysis [Anderson 1981]. Further developments
lead to the first sequence of the human genome [Lander et al. 2001]. However,
the method required molecular cloning of fragmented DNA pieces into bacterial
artificial chromosomes, which was laborious and cost-intensive.
The limitations present in “first generation sequencing“ have been overcome
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with the development of “second generation sequencing“ (or next generation/-
high throughput) methods. For example, in vitro clonal amplification by bridge
PCR of adaptor ligated DNA fragments on the surface of a glass slide was de-
veloped and then patented by Illumina1. The clonal amplification results in the
formation of local “DNA clusters“, whose underlying DNA sequence can be read
in cycles of base incorporation, washing, imaging, and cleavage (sequencing by
synthesis, Figure 2A). First, the reaction cell (flow cell) is flushed with reversible
terminator nucleotides, which can be ligated by DNA polymerase depending on
the template sequence. Next, non-incorporated nucleotides are washed away and
the fluorescent signal of incorportated nucleotides is recorded. In the final step,
fluorescent dye and terminal 3’ blocker are removed and the cycle starts anew.
Despite the development of other sequencing techniques, Illumina remains the
most common one (reviewed in [Mardis 2008, Reuter et al. 2015]).
Figure 2 Next generation sequencing technology. A: High-throughput sequencing (Il-
lumina technology). (c)DNA libraries carrying specific 5’ and 3’ adaptors are introduced
into a microscope slide with 8 flow channels containing complementary oligonucleotides
on their surfaces, which can anneal to the library ends. Bridge amplification is performed
to amplify individual fragments of the library to enhance sequencing detection. On the
sequencing machine, sequencing by synthesis takes place with n cycles of reversible ter-
minator base incorporation, washing, imaging, and cleavage of the 3’ end group (n=read
length). Image adapted from [Johnsen et al. 2013] B: Single molecule real time sequenc-
ing (Pacific Bioscience‘s SMRT sequencing). A single DNA polymerase molecule is posi-
tioned at the bottom of a ZMW (zero mode waveguide). Phosphate-labeled versions of
all four nucleotides are present, allowing continuous polymerization of a DNA template.
Base incorporation increases the residence time of the nucleotide in the ZMW and re-
sults in a fluorescent signal that is recorded with a camera. Image adapted from [Reuter
et al. 2015]
A typical sequencing run with the Illumina HiSeq2500 technology2 produces
1 Tb in 6 days [Reuter et al. 2015]. Thanks to the relatively low average error rate
of less than 1%, the obtained short sequences can be aligned back to the genome
using appropriate software [Dohm et al. 2008, Ruffalo et al. 2011]. Initially, high
1 www.illumina.com Kawashima, Eric H.; Laurent Farinelli; Pascal Mayer (2005-05-12). “Patent:
Method of nucleic acid amplification“
2 www.illumina.com/systems/hiseq_2500
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error rates towards higher cycle numbers limited the maximum read lengths to
25 bp. Technical improvements made it not only possible to acquire up to 150 bp
reads, but also to sequence both ends of a DNA fragment bound to the flow
cell (paired-end sequencing) [Kircher et al. 2011]. In order to analyze transcrip-
tomes by short read sequencing, so-called RNA-Seq, specific library protocols
have been developed. These protocols are often strand-specific and include frag-
mentation of RNA, reverse transcription into cDNA, specific adaptor ligation
and cDNA enrichment by PCR [Levin et al. 2010].
Increasing read length to facilitate genome sequencing and assembly and alter-
native isoform detection in transcripts is still a focus of sequencing technology
developments and other platforms exceed Illumina sequencing in this regard
[Stranneheim and Lundeberg 2012]. One example is Single Molecule Real Time
sequencing (SMRT sequencing) commercialized by Pacific Biosciences sequenc-
ing (PacBio), which allows to sequence DNA molecules up to several kilobases
in length without prior amplification, albeit with less throughput [Eid et al. 2009,
Korlach et al. 2010]. This technology can for example be used for de novo genome
sequencing of small bacterial genomes [Chin et al. 2011], direct detection of cy-
tidine methylations in genomic DNA [Flusberg et al. 2010] and even to detect
splice isoforms in single polyadenylated mRNA transcripts [Sharon et al. 2013].
The accompanying template preparation involves the ligation of single-stranded
hairpin adapters onto the ends of double-stranded DNA, generating a circu-
lar template for sequencing (SMRT-bell). With a strand-displacing polymerase,
the DNA molecule can be sequenced multiple times, which increases accuracy
[Travers et al. 2010]. The DNA polymerase is attached to the bottom of a ze-
romode waveguide (ZMW) [Foquet et al. 2008], a small nanometer sized pore,
and can bind the DNA template. Nucleotides, which carry a fluorescent label on
their phosphate chain (phospholinked nucleotides) are flushed into the SMRT
cell. Upon nucleotide binding to the DNA template and the DNA polymerase,
the residence time of the nucleotide close to the detection surface at the bottom
of the ZMV increases and fluorescence can be recorded. Incorporation of the nu-
cleotide into the nascent DNA chain removes the fluorescent label and ligation
and fluorescence detection of the next nucleotide can occur (Figure 2). Overall,
PacBio sequencing allows to obtain very long continuous sequence reads of often
several kilobases. The error rate of a single read is relatively high. The circular-
ization of template DNA with hairpin adaptors allows that DNA polymerase
passes the template DNA several times. A consensus sequence generated from
this decreases the error rate, but also the possible read length to 0.25-2 kb [Quail
et al. 2012].
1.3 rna sequencing to study co-transcriptional splicing
RNA-Seq of mRNA can be used to annotate and characterize introns and alter-
native transcript isoforms [Blencowe et al. 2009]. This gives information on final
pre-mRNA splicing outcomes, but does not distinguish analysis of pre-mRNA
splicing in association with the RNA synthesis and the process of transcription.
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Therefore, a basic requirement for global analyses of co-transcriptional splicing
is the purification of nascent RNA (Figure 3A). Common strategies are either the
purification of nascent RNAs attached to cellular chromatin [Tilgner et al. 2012,
Oesterreich et al. 2010, Khodor et al. 2011, Bhatt et al. 2012, Khodor et al. 2012,
Bhorjee and Pederson 1973, Wuarin and Schibler 1994] or metabolic labeling and
purification utilizing the specific label [Windhager et al. 2012, Heyn et al. 2014,
Miller et al. 2011].
Distiguishing features of nascent RNA are a high variability in length (from a
few nucleotides to thousands), different 3’ ends reflecting the progression of Pol
II in the gene, and the lack of polyadenylation. Nascent RNA coverage profiles
over gene bodies usually show a saw-tooth pattern of read density, revealing
ongoing transcription and co-transcriptional splicing (Figure 3B). A 5‘ to 3‘ gra-
dient in read density is not observed in corresponding mRNA-Seq experiments
[Carrillo Oesterreich et al. 2010, Khodor et al. 2011, Zaghlool et al. 2013].
The use of nascent RNA and the development of deep sequencing strategies
made it possible to quantify steady-state co-transcriptional splicing levels. Short
read sequencing (Section 1.2) results in millions of reads originating from the
nascent RNA pool, reflecting unspliced and spliced populations of transcripts.
Various strategies are currently used to analyze those data. Even though the
results of several different experimental approaches and analyses agree on the
widespread nature of co-transcriptional splicing, some disagree - and it remains
unclear to what extent the existing analysis strategies are comparable [Brugiolo
et al. 2013].
Several split-read sensitive tools are available for sequencing read alignment to
the genome or transcriptome [Kim et al. 2013, Dobin et al. 2013, Hoffmann et al.
2014, Wang et al. 2010, Ameur et al. 2010]. In addition, numerous software to
identify and quantify various mRNA splice isoforms, e. g. MISO, spliceR, Splic-
ingCompass and Cufflinks, has been developed [Trapnell et al. 2012, Katz et al.
2010, Aschoff et al. 2013, Vitting-Seerup et al. 2014].
The above mentioned decay of nascent RNA-Seq coverage towards the 3’ end
of genes might influence the quantification of isoforms, as exons close to the
3‘ end of genes are likely to be less represented in the data. The comparison
of gene and intron coverage has been used before to estimate global co-trans-
criptional levels in cells [Khodor et al. 2011, Bhatt et al. 2012], but this does not
permit analysis of splicing efficiencies for individual introns. This is critically im-
portant, because intron retention or slow splicing is usually not uniform among
all the introns of the same transcript [Tilgner et al. 2012, Pulyakhina et al. 2015,
Schwarze et al. 1999].
Additional aspects of the protein-coding gene architecture might influence splic-
ing estimates when coverage of full exons or introns is used. For example, highly
abundant snoRNAs can lead to high, splicing-unrelated coverage within introns
that is unrelated to splicing, yielding falsely reduced splicing efficiencies. In ad-
dition, large differences in sequence composition and length of introns and ex-
ons might alter the sequence coverage per feature in a non-controllable fashion.
Furthermore, the presence of many unfinished transcripts in the nascent RNA
fraction enhances intronic signal and might underestimate splicing values. Tran-
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Figure 3 Global co-transcriptional splicing values from nascent RNA sequencing. A:
Two exons of an intron-containing gene with RNA polymerase II molecules (Pol II, light
grey) synthesizing nascent RNA. After the intron (thin line) is synthesized, it can be
removed from the nascent RNA through splicing. B: Nascent RNA sequencing reads can
be mapped to the gene body and differences in sequence coverage between introns and
exons illustrate co-transcriptional splicing. 5‘ to 3‘ gradient of sequence coverage across
the introns and exons reflects nascent transcripts in various stages of transcription. C:
Sequence read counts of spliced and unspliced nascent RNAs are used to estimate co-
transcriptional splicing. D: Four ways to estimate co-transcriptional splicing values per
intron or exon, using either coverage per bp (3‘ SS ratio, Intron Difference) or spliced
and unspliced junction read counts (splicing per intron [SPI], completed splicing index
[coSI]).
scriptional pausing within a particular gene location is another uncontrollable
variable that could increase or reduce the coverage in particular gene regions. In
order to avoid these sources of error, alternative approaches to analyzing cov-
erage over full introns or exons are intron- or exon-centric. Previously, four dif-
ferent strategies have been applied for the analysis of co-transcriptional splicing
(Figure 3C-D, Chapter 9):
a. Intron-centric 3‘ splice site ratio (3‘ SS ratio): The ratio between gene cov-
erage in a 25 bp window upstream and downstream of the respective 3‘
splice site is calculated. This calculation strategy reduces the inclusion of
intron signal, which results from elongating Pol II molecules that have not
yet reached the 3‘ SS. Most introns and exons are longer than 25 bp, so that
the window does not cover the next intron or exon [Khodor et al. 2011].
b. Intron-centric splicing per intron (SPI): The number of spliced junction
reads (covering the exon-exon junction) is compared to the total number
of junction reads (covering the exon-exon and exon-intron junction). This
measure can be calculated for each splice site individually or combined,
whereas the unspliced fraction of reads must be divided by two to prevent
double counting of unspliced events. Higher sequencing depth is required
to use this junction-read based splicing metric compared to the 3‘ SS ratio
metric. Each junction can be defined by a spliced read. In that way also
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de novo intron detection and splicing calculation is possible [Grisdale et al.
2013].
c. Exon-centric completed splicing index (coSI): Junction reads are also used
to estimate splicing values, but for individual exons. Exon skipping events
are included into the splicing measure. Splicing values for first and last
exons cannot be considered [Tilgner et al. 2012].
d. Exon-centric intron difference: To infer co-transcriptional splicing values
from total RNA-Seq data, which include both nascent and mature messen-
ger RNA, this approach uses the difference in sequence coverage between
upstream and downstream intron. To estimate co-transcriptional splicing
with this approach one assumes that the decrease in signal between a
500 bp window upstream of the exon of interest to a similar sized win-
dow downstream of the exon is mainly due to co-transcriptional splicing
and not just nascent transcription. This difference cannot be calculated for
introns smaller than the window of analysis. Further it shows a distribu-
tion around 0 and is strongest for very long introns (> 50,000 nt) [Ameur
et al. 2011].
1.4 two yeasts and their gene architecture
S. cerevisiae, as a single cell eukaryote, serves as a strong model system to study
conserved cellular processes, e. g. the nature and dynamics of the spliceosomal
network [Forsburg 2005, Wahl et al. 2009]. However, intron-containing genes are
rare in S. cerevisiae and might represent a very specific class of genes with dis-
tinct properties. They are likely remaining genes that have not lost their introns
upon homologous recombination from reverse transcribed cDNAs [Fink 1987].
Here are parallels to an evolutionary co-elimination of spliceosome components
compared to fungal and non-fungal ancestors [Aravind et al. 2000]. Therefore
it is necessary to combine findings from S. cerevisiae with the study of pre-
mRNA splicing in other organisms, e. g. S. pombe, to grasp the full spectrum
of pre-mRNA splicing and its integration into global gene expression. Already
in other research aspects of cellular biology, e. g. cell cycle check point regula-
tion, significant progress was made by comparing the distantly related yeasts S.
cerevisiae and S. pombe [Forsburg 2005]. The two species separated in evolution
about 1.14 Bya and their ancestor diverged from later metazoans about 1.52 Bya
[Sipiczki 2000] (Figure 4A).
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Figure 4 S. cerevisiae and S. pombe distance in evolution and gene architecture. A: S.
cerevisiae and S. pombe are only distantly related and diverged in evolution ~1.14 bil-
lion years ago (Bya). Separation to metazoans occurred ~1.52 Bya (Figure after [Hedges
2002, Sipiczki 2000]). B: 296 intron-containing protein-coding genes are annotated (Scer3,
10 with 2 introns) and the intron length distribution follows a bimodal distribution (his-
togram). The median intron-containing S. cerevisiae gene is shown as a diagram. The total
gene length (median 1,006 nt is shorter than intron-containing genes in S. pombe (median
1,836 nt, see C). C: More than 5,300 introns are annotated in S. pombe (Ensembl annota-
tion EF2). They are usually very short (median 56 nt) and half of the intron-containing
genes contain two or more introns. The median S. pombe gene is longer than the median
intron-containing S. cerevisiae gene (compare B).
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s . cerevisiae s . pombe m . musculus
genome size 12.1 Mb 12.5 Mb 2.7 Gb
number of chromosomes 16 3 20
number of genes ~6,000 ~5,000 ~25,000
number of introns 296 ~5,300 >160,000
intron number/ gene 1 2 8
intron length 128 bp 56 bp 1,387 bp
first exon length 72 bp 232 bp 197 bp
internal exon length 101 bp 137 bp 126 bp
terminal exon length 582 bp 685 bp 939 bp
5’ splice site
3’ splice site
Table 1 Genome and gene features of S. cerevisiae (Scer3), S. pombe (EF2), M. mus-
culus (mm9 RefSeq). The length values refer to medians. 5’ and 3’ splice site motifs were
generated from all S. cerevisiae and S. pombe introns and 10,000 randomly chosen intron
from M. musculus with Weblogo Version 2.8.2 (2005-09-08).
Currently 146 genes are annotated with the GO term “RNA splicing“ in S.
pombe (PomBase GO:0008380). Higher similarity to the human splicing factors
than S. cerevisiae lead to the conclusion that S. pombe contains a splicing machin-
ery that more closely reflects the archetype of a spliceosome machinery [Kaeufer
and Potashkin 2000]. Further similarities between the gene architecture of S.
pombe and metazoans are the number of intron-containing genes (~50%), the
splice site conservation and the number and length of exons (Figure 4, Table 1).
However, the short length of S. pombe introns is much more similar to other fungi
species, rather than metazoans. It also differs from S. cerevisiae, which is an ex-
ception among fungi with a bimodal distribution of intron length ([Kupfer et al.
2004], Figure 4). Table 1 and Figure 4 highlight important similarities in gene ar-
chitecture between three distantly related species, the two yeasts, S. cerevisiae and
S. pombe, and mouse, which represents the mammalian gene architecture. Splice
sites are very strongly conserved in S. cerevisiae, less in S. pombe, and in M. mus-
culus only the first two nucleotides in 5‘ SS and 3‘ SS are strongly conserved in
splice sites. The same trend is seen for the branchpoint motif in all three species
[Kuhn and Käufer 2003].
2
T H E S I S A I M A N D O V E RV I E W
The process of pre-mRNA splicing has already been the focus of many studies.
Yet, it remains unclear how and to which extent pre-mRNA splicing and tran-
scription are functionally coupled, when it occurs during transcription and how
alternative splicing can arise. In this thesis, I address the following questions:
How prevalent is co-transcriptional splicing in S. pombe and what determines
co-transcriptional splicing in this species? How does pre-mRNA splicing con-
tribute to shape gene expression profiles? In which order are introns removed
in an eukaryotic organism without prevalent alternative splicing? When during
transcription does pre-mRNA splicing occur in endogenous genes in S. cerevisiae
and S. pombe? In order to answer those outstanding questions, I decided to apply
deep sequencing of nascent RNA. This will determine co-transcriptional splicing
profiles with high resolution and accuracy.
By developing a new strategy to quantify co-transcriptional splicing, which is
called Single Molecule Intron Tracking (SMIT), I aim to counteract the limita-
tions of previous studies and gain unprecedented insights into this fascinating
process. The following improvements over existing strategies will be crucial:
1. The (un)spliced transcript is directly identified by sequencing and not in-
directly by linking it to a potentially interfering fluorescent label.
2. A diverse pool of transcripts originating from millions of unsynchronized
cells at different stages of gene expression can be assayed, without artificial
transcription repression or induction.
3. Co-transcriptional splicing of endogenous genes with different properties
can be assayed.
4. The position of Pol II during transcription with the nascent RNA attached
in the elongation complex can be identified with single nucleotide resolu-
tion.
Co-transcriptional splicing levels have been well characterized in S. cerevisiae, the
gene architecture is simple with mainly single intron genes and also many other
aspects of transcription and chromatin biology are well understood in this model
organism [Botstein and Fink 2011], which can help later on to place the kinetic
data on co-transcriptional splicing into context. Therefore, S. cerevisiae forms an
ideal organism to establish such a novel approach of using deep sequencing
to obtain kinetic information on a cellular process. I extend co-transcriptional
splicing analysis to the fission yeast S. pombe, a single-cell eukaryote with many
multi-intron genes and a gene architecture more similar to higher eukaryotes.
15
16 thesis aim and overview
The results part of this thesis is divided into three chapters:
Chapter 3 evaluates existing approaches (introduced in Section 1.2) to quantify
co-transcriptional splicing from nascent RNA-Seq experiments. This is done on
two previously published mouse nascent RNA-Seq datasets. The comparison
assesses to which extent the different published co-transcriptional splicing calcu-
lation strategies impact outcome and can be used to quantify co-transcriptional
in S. pombe and S. cerevisiae. The results of this section have been published re-
cently [Herzel and Neugebauer 2015]. The second part of the chapter focuses
on the establishment and characterization of a cell fractionation protocol in S.
pombe and nascent RNA preparation from S. pombe chromatin. Subsequently, I
present the nascent and mRNA S. pombe sequencing data and the quantification
of pre-mRNA splicing in S. pombe.
Chapter 4 addresses the question, what determines co-transcriptional splicing in
S. pombe. The nascent and mRNA-Seq data from Section 3.2 are analyzed with
regard to gene function, expression and gene architecture. The second part ad-
dresses how co-transcriptional splicing and other RNA processing events are
linked. In particular, circular RNA formation, the order of intron removal in
multi-intronic transcripts and nascent RNA cleavage at the polyA site are con-
sidered. To analyze two RNA processing events on the same transcript a novel
strategy of sequencing nascent RNA is developed.
Chapter 5 focuses on the development of a method to quantify the progression
of co-transcriptional splicing with respect to the distance to the intron end. Then
I present data on individual genes and highlight common and distinctive prop-
erties in co-transcriptional splicing patterns of all assayed genes in S. cerevisiae.
The discussion part is divided into two chapters:
In Chapter 6 I evaluate my results and findings on the prevalence and position
of co-transcriptional splicing during transcription in S. cerevisiae and S. pombe
with respect to previous knowledge on transcription elongation and Pol II paus-
ing. The analysis of S. pombe co-transcriptional splicing is discussed with respect
to findings in other species and which aspects reveal conserved principles or
species-specific aspects of co-transcriptional splicing.
In Chapter 7 I will discuss properties and future potential of the methods, which
I developed as part of this work to address questions on timing and association
of co-transcriptional with transcription and other RNA processing events.
I will summarize and end this thesis with concluding remarks (Chapter 8).
The remaining parts of the thesis contain material and methods (Chapter 9) and
supplementary information for each results chapter (Appendix A, Appendix B,
Appendix C) and oligonucleotides used in the experiments presented in this
thesis (Appendix D).
Part II
R E S U LT S

3
Q U A N T I F I C AT I O N O F C O - T R A N S C R I P T I O N A L S P L I C I N G
3.1 strategies to quantify co-transcriptional splicing
Recently, a number of studies using global methods have shown that the major-
ity of splicing is co-transcriptional, yet not all published studies agree in their
conclusions and it is unclear how the chosen ways to quantify co-transcriptional
splicing compare to each other. Short read sequencing of RNA (RNA-Seq) is the
prevailing approach to measuring splicing levels in nascent RNA, mRNA or to-
tal RNA. Here, I compare four different strategies for analyzing and quantifying
co-transcriptional splicing.
3.1.1 Nascent RNA-Seq in previous studies
I have chosen two published nascent RNA-Seq datasets for comparative analysis
[Bhatt et al. 2012, Khodor et al. 2012]. In both studies, chromatin-associated RNA
was extracted from mice and compared to polyA+ RNA samples from either to-
tal RNA or cytoplasmic RNA. However, one was done in liver tissue [Khodor
et al. 2012] and one in untreated macrophage cells [Bhatt et al. 2012].
In the chosen datasets, I quantified splicing levels for ~100,000 (55% of all anno-
tated, non-redundant) introns from 140 Mio 80-100 bp reads, using a coverage-
based splicing measure [Khodor et al. 2012], but only ~34,000 (18% of all anno-
tated, non-redundant) introns from ~43 Mio 50 bp reads [Bhatt et al. 2012].
3.1.2 Quantification of co-transcriptional pre-mRNA splicing in previous studies
Both datasets were mapped and analyzed in the same way to ensure compara-
bility. Tophat2 [Kim et al. 2013] was used for mapping with stringent settings,
e. g. no mismatches and no multimapping, and a gene model annotation1 was
provided to ensure mapping to known transcript models first before raw data
are mapped to the genome and novel junctions. All four splicing calculation
procedures were applied. One of the four approaches, the 3‘ SS ratio, was devel-
oped to estimate the unspliced fraction of introns (Section 1.3). Here, I subtract
those values from 1, yielding an estimate of the fraction of completed splicing
and distinguish this from completely unspliced introns (3‘ SS ratio < 0). Now it
is possible to compare the 3‘ SS ratio to other approaches that calculate the frac-
tion of completed splicing, rather than the unspliced fraction. The results are
shown as cumulative distributions in Figure 5. Steady-state RNA splicing in sam-
ples containing polyA+ RNA, total (Figure 5A-B), cytoplasmic or nucleoplasmic
(Figure 5D-E) mRNA is mostly complete with a median of 1. The distribution
1 mm9 RefSeq: https://genome.ucsc.edu/
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median for nascent RNA is significantly lower ranging from 0.57 to 0.63, in-
dicating that 50% of introns or exons are spliced to 60% co-transcriptionally.
However, the median splicing value (0.90) for chromatin-associated RNA from
mouse macrophages is substantially higher (Figure 5D-E).
[Khodor et al. 2012] noted a 5‘ to 3‘ abundance gradient in nascent RNA-Seq
gene coverage. This gradient is especially pronounced in very long introns and
can be used to detect co-transcriptional splicing of adjacent exons similar to
[Ameur et al. 2011]. Figure 5C displays data for exons with sufficient sequence
coverage and downstream introns of 10,000 nt or longer. Splicing estimates for
only a few exons for the nascent RNA sample (n = 3,333) and even fewer (n =
557) exons in mRNA can be calculated. Nevertheless, the median difference be-
tween intron signal around a certain exon is significantly higher for the nascent
RNA sample (0.009) than for mRNA (0.004) (Figure 5C) indicating co-trans-
criptional splicing also with this limited calculation strategy. This is also true for
the mouse macrophage dataset (chromatin-associated RNA (P1) 0.006 and cyto-
plasmic mRNA (C1) 0.002, Figure 5C). Differences between the two mouse sam-
ples could be of technical or biological nature (discussed in Section 7.1). How-
ever within each sample, cumulative distributions and median are very similar
between the two intron-centric approaches (3‘ SS ratio and SPI) and the exon-
centric approach (coSI). CoSI measures the fraction of completed splicing of two
introns surrounding one exon, the 3‘ SS ratio takes read coverage information in
a short window in intron and exon to calculate the fraction of intron splicing and
the SPI (splicing per intron) utilizes junction reads (introduced in Section 1.2).
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Figure 5 Global co-transcriptional splicing values in mouse liver and macrophages cal-
culated with four different approaches. A,D: Cumulative distributions of intron-centric
3‘ SS ratio and SPI have very similar median co-transcriptional splicing values. Total
mRNA splicing is complete with a median of 1.0. The number of introns included in
the two analyses differs strongly. B,E: coSI distributions for nascent and mRNA samples
have a similar median like the intron-centric splicing measures under A. C,F: The dif-
ference in intron coverage shows co-transcriptional splicing, but the number of exons
included in the analysis differs widely from the other approaches. Only downstream
introns equal or greater to 10 kb are included. A-C: data analyzed from [Khodor et al.
2012]. D-F: data analyzed from [Bhatt et al. 2012], P1 - chromatin, N1 - nucleoplasm, C1
- cytoplasm. Red dots indicate the median in co-transcriptional splicing values.
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3.1.3 Transcription-associated aspects of quantification
Depending on intron size, the 5’ to 3’ abundance gradient (due to on-going tran-
scription) might overestimate the amount of unspliced transcripts around the
5‘ SS. This is true for introns of several thousand nucleotides included in the
nascent RNA/chromatin-associated RNA analysis, but is not seen in mRNA sam-
ples (Figure 6). To derive this conclusion, I calculated the 3‘ SS ratio per intron
and, in a similar way, the respective 5‘ SS ratio. The distribution of differences be-
tween those two ratios should be 0, if transcription does not influence the intron
splicing calculation and centered around smaller values than 0, if the transcrip-
tion has an impact on intron splicing calculation, because the unspliced fraction
of reads increases around the 5‘ SS. The difference between 5‘ SS ratio and 3‘ SS
ratio was determined and the data were split into 10 evenly sized groups accord-
ing to the associated intron length. The difference between 5‘ SS ratio and 3‘ SS
ratio for both mRNA samples is indeed tightly centered around 0 for all groups
of intron length (Figure 6C-D). The distribution for the nascent RNA/chromatin-
associated RNA samples is broader and for long introns a significant difference
between 5‘ SS ratio and 3‘ SS ratio is observed (Figure 6A-B).
Figure 6 Splicing per intron (SPI) score is influenced by the 5‘ to 3‘ abundance gradi-
ent in long introns. Boxplots show the difference between 5‘ SS and 3‘ SS SPI for introns
split into 10 evenly sized groups according to intron length. Boxwidth is proportional to
the square root of the number of introns per group. Very and extremely significant dif-
ferences between adjacent groups are indicated with asterisks (p < 0.01 **, p < 0.001 ***,
p < 0.0001 ****). Differences between groups have been tested with the Wilcoxon rank
sum test. Red dotted line is plotted at 0 difference between both 5‘ and 3‘ SS SPIs. Grey
boxes indicate long intron splicing values affected by 5‘ to 3‘ gradient. The minimum,
median and maximum intron sizes given on the x-axis differ between different samples,
because all four groups contained partially different introns due to differences in se-
quencing depth. A: Nascent RNA-Seq data from [Khodor et al. 2012], 27,473 constitutive
non-redundant introns. B: Chromatin-associated RNA-Seq data from [Bhatt et al. 2012],
15,597 constitutive non-redundant introns. C: mRNA-Seq data from [Khodor et al. 2012],
34,321 constitutive non-redundant introns. D: Cytoplasmic mRNA-Seq data from [Bhatt
et al. 2012], 5,559 constitutive non-redundant introns.
Therefore, this splicing score calculation is optimal for shorter introns in higher
eukaryotes or in species containing only very short introns, e.g. fungi [Grisdale
3.1 strategies to quantify co-transcriptional splicing 23
et al. 2013]. In this general comparison between methods though I calculate splic-
ing per intron including both the 5‘ and 3‘ splice site junction reads.
3.1.4 Comparison between splicing measures
One robustness test for the different splicing determinations is that the same
data analyzed in a complementary way should yield similar co-transcriptional
splicing efficiencies. For example, SPI and 3‘ SS ratio correlate well (Figure 7A),
suggesting the obtained values represent the true splicing efficiency for each
intron. However, coSI and the Intron-Difference values do not correlate well. This
may be due to the presence of only very few exons in both calculations, and the
two compared splicing measures have a very different range and window size.
Better correlation is observed between coSI for different biological samples (P1
and nRNA) and for the Intron Difference correlation for the same two different
chromatin-associated RNA samples even though they originate from different
cell types, mouse macrophages and liver, and were generated by two different
labs. Further, one of those samples is not depleted for mature polyA+ transcripts.
[Ameur et al. 2011] used the Intron Difference to infer co-transcriptional splicing
from total RNA samples, where the majority of transcripts are polyadenylated.
Thus the correlation between liver nascent RNA and chromatin-associated RNA
(Figure 7B) from macrophages suggests that co-transcriptional splicing is quite
similar for the exons detected and correlated in both datasets. A full analysis
of tissue and cell specific differences between co-transcriptional splicing in both
systems cannot be achieved with these two datasets, due to strong differences in
RNA preparation and deep sequencing.
Figure 7 Correlation between different splicing measures. A: Intron-centric methods
correlate well independent of the RNA sample, n = 32,983. B: Exon-centric approaches
do not correlate among each other but rather between biological samples from different
studies (P1 - chromatin-associated RNA from [Bhatt et al. 2012] and nRNA - nascent
RNA from [Khodor et al. 2012]), n = 302. Heatmaps are derived from Pearson correla-
tions.
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3.1.5 Applicability to yeast pre-mRNA splicing
Overall, it becomes apparent that all strategies have certain limitations and ad-
vantages depending on the composition of the RNA samples and the biological
question. The comparison of four possible ways to determine co-transcriptional
splicing from nascent RNA-Seq data leads me to favor intron-centric approaches
for the following reasons: First, intron-centric approaches make it possible to
observe that co-transcriptional splicing varies not only between genes, but also
between individual introns within one gene [Khodor et al. 2011]. Exon-centric
approaches do not allow conclusions about splicing of individual introns and
first and last exons, because splicing catalysis of two introns is combined within
one splice score. Indeed in my analysis 3‘ splice site SPI of a downstream intron
and 5‘ splice site SPI of the upstream intron do not correlate well (Section A.2,
Figure 35), thus coSI and the Intron Difference estimate the chance of an exon to
be associated with spliced introns, but averages splicing outcome of individual
introns. In higher organisms intron boundaries are usually defined by exon def-
inition, where the 3‘ splice site of an upstream intron is detected in connection
to a proceeding 5‘ splice site. This links the process of splicing between two ad-
jacent introns and forms an argument to calculate splicing with an exon-centric
measure.
In order to analyze co-transcriptional pre-mRNA splicing in S. pombe or S. cere-
visiae in the following parts of my thesis, the intron-centric SPI is appropiate and
will be used. S. pombe and S. cerevisiae pre-mRNA splicing is assumed to be de-
fined primarily through intron definition. Length dependencies of the different
splicing measures do not apply to the two yeast species, as they harbor very short
introns compared to mammalian protein-coding genes. Thus it is appropiate to
use the combined SPI of 5‘ SS and 3‘ SS to derive splicing measures.
3.2 quantification of co-transcriptional splicing in s. pombe
In mouse, fly, human and yeast co-transcriptional splicing, it was seen that
the majority of introns are spliced co-transcriptionally with median co-trans-
criptional splicing value ranging from 60% to 75% [Brugiolo et al. 2013]. It re-
mains unclear to which extend are introns removed co-transcriptionally in S.
pombe, a promising model organism to study splicing of multi-intronic genes in
absence of alternative splicing.
3.2.1 Preparation of nascent RNA from S. pombe chromatin
The first step along the way to analyze co-transcriptional splicing levels is to
isolate nascent RNAs, which are attached to the gene locus via Pol II and are a
class of very rare and transient of cellular RNA. In S. cerevisiae a cell fractionation
scheme was developed previously to enrich for this RNA species [Carrillo Oester-
reich et al. 2010]. I adapted the protocol for purification of nascent RNA from S.
pombe chromatin. Data characterizing each step are shown in Figure 8. In particu-
lar, growth conditions and lysis (Figure 8B-C) had to be changed. Purification of
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Figure 8 Biochemical enrichment of nascent RNA from S. pombe cells. A: Nascent RNA
purification scheme starting from exponentially growing cells. B: S. pombe growth curve
in YES and associated Glucose consumption profile (SD of technical replicates (n=3)
shown). S. pombe cells are generally harvested at OD 0.5 after at least one cell number
duplication. C: Nucleotide content of cell lysate after different vortex intervals. After 4
vortex intervals ~70% of cells are lysed compared to lysis in 16 vortex intervals (SD is
shown, n=5). D: Nascent RNA purification from the chromatin fraction. Nucleotide anal-
ysis to assess enrichment of genomic DNA (DNA) and nascent RNA and the depletion
mature rRNA (18S & 28S) and tRNA. Western blot analysis shows the enrichment of
chromatin-associated proteins Pol II and Histone 3 (H3) and the depletion of cytoplas-
mic marker proteins GAPDH and RPL5. E: RT-qPCR to measure nascent RNA enrich-
ment over mRNA for 3 genes after polyA+ mRNA depletion of the chromatin fraction.
RT primers downstream of the polyA cleavage sites target nascent RNA, and oligo(dT)
RT primer targets mRNA, respectively (SEM is shown, n=3-6). F: Mature rRNA and its
precursors is efficiently removed following the RiboZero protocol. Characteristic peaks
in the pattern of nascent RNA are kept throughout the depletion (SD is shown, n=7).
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chromatin was validated using agarose gel electrophoresis, western blot analysis
(Figure 8D-E) and mass spectrometry.
Mass spectrometry analysis of 2 chromatin samples and 1 cytoplasm sample as
reference identified 421 proteins more abundant in chromatin than cytoplasm
(Figure 9, Table 2). I required that those protein hits were detected by at least
two unique peptides and that they have a chromatin/cytoplasm ratio of pep-
tide counts greater than one. The GO term analysis confirms the specificity of
the preparation, with chromatin-, nucleolus- and splicing-associated terms being
the most significant hits for the chromatin fraction and cytoplasm-, proteasome-
and mitochondria- and vesicle trafficking-associated terms being the most signif-
icant hits for the cytoplasmic fraction (Figure 9).
The comparison to S. cerevisiae chromatin data [Carrillo Oesterreich et al. 2010]
shows that a very similar number of proteins is identified (425 in S. cerevisiae and
421 in S. pombe) and also similar enrichment for components of nucleosomes,
DNA replication machinery, RNA polymerases, chromatin remodelers and ri-
bosome biogenesis factors is observed (Table 2). However, the MCM complex
involved in DNA replication is not identified in S. pombe, but is present with
all its subunits in the S. cerevisiae chromatin fraction. The opposite is true for
spliceosomal snRNP components, which are completely absent in S. cerevisiae,
but enriched in both S. pombe chromatin replicates.
From the chromatin fraction, RNA and DNA are extracted and genomic DNA
is digested in two subsequent DNase treatments with RNA column purification
inbetween. Terminated and polyadenylated transcripts, which are present in the
complex pool of chromatin-associated RNA, are removed in three sequential
oligo(dT)-selection steps. I assessed enrichment of full-length non-terminated
nascent RNA over polyadenylated RNA with a RT-qPCR assay, in which RT
primers are designed to anneal downstream of the poly(A) cleavage sites to
target nascent RNA and polyadenylated RNA is reverse transcribed using an
oligo(dT) RT primers. A 17 to 30-fold enrichment depending on the assayed
gene and RT-primer concentration is observed (Figure 8E).
In contrast to the microarray technology deep sequencing applications reveal
potentially every sequence present in the sample. This has great advantages for
de novo identification of transcripts, but also requires removal of very abundant
sequences, e. g. mature rRNA and its precursors, which can prevent detection
of less abundant RNAs, e. g. protein-coding nascent RNAs. Therefore, rRNA re-
moval is included in the nascent RNA preparation (Figure 8F) and depletion is
assessed using for example the Bioanalyzer platform.
With this preparation on hand, RNA samples were prepared for different sub-
cellular fractions, cytoplasm, nucleus and chromatin, and submitted for strand-
specific RNA-Sequencing.
3.2.2 S. pombe nascent and mRNA-Seq
On average 14 Mio 76 nt single-end reads were generated per sample (Section B.1).
Each experiment was sequenced in three biological replicates. Transcriptome
mapping was carried out with Tophat2 [Kim et al. 2013] with 2 general mis-
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Table 2 Mass spectrometry of S. cerevisiae and S. pombe chromatin. S. cerevisiae data
taken from [Carrillo Oesterreich et al. 2010]. 421 proteins were found to be enriched in
at least one of 2 S. pombe chromatin replicates compared to cytoplasm (2nd replicate
also enriched or equal to cytoplasm). The majority of hits could be grouped according
to chromatin-associated functions or components.
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Figure 9 GO analysis of chromatin and cytoplasmic fraction. GO analysis was per-
formed with topGO package in R. The five most enriched terms for “Cellular compo-
nent“ are shown. Number of genes annotated for each term are given in brackets.
matches, but no splicing mismatches allowed. Intron length settings were ad-
justed to S. pombe specific gene architecture with introns ranging from 30 nt to
900 nt and the genome annotation EF2 was provided to aid spliced transcript
mapping. Mapping efficiency was greater than 95% (Table 10).
Normalized RNA-Seq coverage data for individual genes reveal characteristic
patterns associated with the maturation state of protein-coding transcripts in
the different cellular fractions (Figure 10A). Read coverage over the two in-
trons shown in the example is lower compared to adjacent exons, suggesting
pre-mRNA splicing in all three fractions. Intron coverage decreases from the
chromatin-associated nascent RNA sample to nuclear mRNA and is not visible
in cytoplasmic mRNA. Read coverage downstream of the annotated end of the
gene is observed in chromatin-associated nascent RNA, but not in nuclear or
cytoplasmic mRNA, and indicates the presence of long, not yet cleaved, non-
polyadenylated transcripts in the nascent RNA fraction and/or on-going tran-
scription after polyA site cleavage.
Figure 10B shows clustering of Pearson correlations of gene expression values
calculated with Cufflinks and allows to assess the degree of correspondence be-
tween biological replicates. Overall the correlations between replicates and cellu-
lar fractions are high (> 0.6), indicating that gene transcription, which is assayed
by profiling nascent RNAs, is a major determinant for steady state mRNA ex-
pression values. Biological replicates correlate highly among each other and less
well with samples originating from different cellular fractions, indicating that
sample quality is high and all replicates can be included in the further analysis.
The single gene example from Figure 10A suggests a 5‘ to 3‘ coverage gradi-
ent in the nascent RNA sample, which could reflect the process of transcription.
For mRNA this gradient should not be apparent. Figure 10C shows expression-
normalized average nascent RNA and mRNA coverage profiles for the 50%
highest expressed protein-coding intronless genes ranging from 1 to 4 kb. The
annotated transcripts were scaled to a common start and end with 100 nt up-
stream and downstream of the annotated boundaries. This robustly shows the
5‘ to 3‘ coverage gradient for the nascent RNA fraction, but a 3‘ coverage bias
in mRNA. Furthermore, higher read coverage at transcript boundaries in the
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nascent RNA sample compared to mRNA is detected indicating the presence of
non-terminated nascent transcripts. This and the coverage gradient nicely val-
idate the purity of the nascent RNA pool compared to mRNA and allows to
proceed with co- and post-transcriptional pre-mRNA splicing calculation for in-
dividual introns.
Figure 10 S. pombe RNA-Seq data from three cellular fractions. A: Read coverage over
a two-intron gene for the three RNA samples. Counts per nucleotide are normalized to
library size and coverage for one replicate of each cellular fraction is shown. B: Pear-
son correlation of gene expression values (calculated with Cufflinks) for all replicates
included in the analysis. C: Average coverage profile over 668 high-expressed intron-
less genes ranging from 1-4 kb. Mean values with SD are shown (n=3). Nascent RNA
coverage is shown in blue and mRNA coverage in brown.
3.2.3 Global pre-mRNA splicing estimates from chromatin-associated RNA and mRNA
Pre-mRNA splicing levels per intron were calculated in a similar way to what
was referred to as “splicing per intron“ in the previous section (Section 1.3). A
low depth data cutoff of 10 junction reads was required. Figure 11A shows the
cumulative distribution of SPIs for the three fractions. 5,300 introns are annotated
in the gene annotation EF2 and the data allow to estimate intron splicing values
for 43% (cytoplasm) to 90% (nascent RNA) of all introns with the requirement
that each replicate contains sufficient number of reads to calculate the SPI. The
degree of variation between replicates is very different for the different samples.
The standard deviation of mRNA replicates follows an exponential distribution
indicating very low variability between the different replicates. Nascent RNA
replicates show a normal distribution of standard deviation with a mean of 0.1
reflecting higher degree of variation between replicates, which sets limitations
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on the analysis of modest differences in co-transcriptional splicing.
The median SPIs range from 0.58 (nascent RNA), 0.83 (nuclear mRNA) to 0.95
(cytoplasmic mRNA) showing that pre-mRNA splicing is co-transcriptional for
the majority of introns. Most cytoplasmic mRNAs are fully spliced, whereas
nuclear mRNA contains still a larger fraction of unspliced RNAs, which could
still be spliced before nuclear export or could be degraded by RNA surveillance
mechanisms.
Figure 11 Splicing of S. pombe introns. A: Cumulative distribution of splicing per in-
tron values for the majority of introns in S. pombe (n(nascent)=4,770, n(nucleus)=4,339,
n(cytoplasm)=2,282). Mean values with SD are shown (n(nascent, cytoplasm)=3,
n(nucleus)=2). Grey dashed line and dots indicate the median SPIs for nascent RNA
(0.58), nuclear mRNA (0.83) and cytoplasmic mRNA (0.95). B: Heatmap clustering and
grouping of introns with respect to their fraction of average co- and post-transcriptional
intron splicing (n=3,165). Groups were labeled according to their median levels of co-
transcriptional splicing.
Figure 11B allows to assess to which extend individual introns are spliced co-
and/or post-transcriptionally. Nascent RNA and cytoplasmic mRNA SPIs were
hierarchically clustered. Four main clusters become apparent:
I almost complete pre-mRNA splicing with large fraction of co-transcriptional
splicing (n=1,349, 43% of quantified introns)
II almost complete pre-mRNA splicing with large fraction of post-transcriptional
splicing (n=1,093, 35% of quantified introns)
III low co- and post-transcriptional splicing (n=639, 20% of quantified introns)
IV retained introns (SPI < 0.5) (n=84, 3% of quantified introns)
60% of all annotated introns were subjected to the clustering analysis. Only 58
introns (0.01%) showed equal or higher co-transcriptional SPIs than the cytoplas-
mic SPIs and were excluded from clustering. Most introns (78%) fall into group
I & II, which both show a very high amount of spliced transcripts in cytoplasm.
This underlines that the majority of the intron-containing transcripts in S. pombe
are spliced completely when they enter the cytoplasm and serve as template
for protein synthesis. Groups I & II differ in the amount of co-transcriptional
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splicing (median SPI 0.73 (group I) and 0.51 (group II)) and only very few in-
trons are completely spliced co-transcriptionally (153 introns (5%) with > 85% co-
transcriptional splicing). Hence, one can conclude that pre-mRNA splicing for S.
pombe introns starts co-transcriptionally and is completed post-transcriptionally
in most cases.
3.2.4 Patterns of co- and post-transcriptional splicing
The nascent RNA preparation from S. pombe chromatin has been developed to
estimate global co-transcriptional splicing levels and to study coupling between
transcription and pre-mRNA splicing in this yeast species. The protein compo-
sition of the chromatin fraction is overall very similar to S. cerevisiae chromatin,
but unlike to S. cerevisiae, splicing factors were detected, which underline the
“intronrichness“ of S. pombe.
RNA-Seq data of nascent RNA in comparison to nuclear and cytoplasmic mRNA
show high correlation between samples. This underpins the high contribution of
gene transcription to steady state mRNA levels. Average coverage profiles over
intronless genes follow a 5‘ to 3‘ coverage gradient, which reflects the pool of
nascent RNAs with varying lengths engaged in transcription by Pol II. This vali-
dates the purity of the nascent RNA preparation further.
Finally, “splicing per intron“ values were calculated for the majority of introns
in the three fractions and high co-transcriptional splicing levels are observed. It
will now be interesting to understand how gene architecture and gene function
contribute to the intron splicing patterns and the different preferences for co-
and post-transcriptional splicing. This is subject of the next chapter in this thesis
(Chapter 4).

4
C O - T R A N S C R I P T I O N A L S P L I C I N G I N S . P O M B E
4.1 gene function and expression
Half of all protein-coding genes from S. pombe carry at least one intron, but it re-
mains unclear to which degree gene function and expression are associated with
pre-mRNA splicing. In S. cerevisiae, for example, most of the intron-containing
genes are very highly expressed and encode ribosomal proteins [Parenteau et al.
2011]. In S. pombe such functional distinction is not seen (own analysis), but
might become apparent for groups with different splicing patterns. Therefore, I
performed Gene Ontology enrichment analysis for the four groups with differ-
ential patterns of co- and post-transcriptional splicing identified in Section 3.2.3.
Group I & II contain introns with very high intron splicing (group I highest
co-transcriptional splicing) and intron splicing in group III is low and lowest in
group IV.
The three most enriched GO terms for “Biological process“ are shown in Fig-
ure 12. The term “mRNA cis splicing“ is not only associated with very highly
spliced genes, but also with genes, which contain lowly spliced introns indicat-
ing that many genes encoding for spliceosomal proteins are intron-containing. S.
pombe cells were harvested in exponential growth, thus it is not surprising that
terms associated with active metabolism and growth, for example “cytoplasmic
translation“,“ribosome biogenesis“, “vesicle-mediated transport“ and “protein
targeting to ER“, are enriched in the two groups (I & II) containing highly spliced
introns. Group III containing lowly spliced introns shows enrichment for terms
associated with meiosis and mobilization of fatty acids, which are both not re-
quired in exponential growth and thus enrichment of spliced transcripts might
not be necessary.
Steady-state mRNA expression levels are shaped by RNA transcription, degra-
dation and processing. The high correlation between nascent RNA expression
values and mRNA expression values in the S. pombe RNA-Seq data (Figure 10B)
underlines the high contribution of RNA synthesis to steady-state mRNA ex-
pression values. In the following, I assess to which extend co- and post-trans-
criptional splicing levels are associated with high and low mRNA expression
(Figure 13).
In the previous data analysis, pre-mRNA splicing was calculated for each intron
(SPI). In order to assess a general correlation between pre-mRNA splicing and
expression, gene splicing values were derived by averaging SPIs for individual
genes. Scatter plot analysis of average gene splicing values and mRNA expres-
sion shows a very modest correlation (R=0.14 for nascent RNA gene splicing
and R=0.21 for nuclear mRNA), which is not apparent for cytoplasmic mRNA
(R=-0.015). Pearson correlation only allows to judge linear correlations, but non-
linear forms of correlations of splicing and gene expression cannot be assessed.
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Figure 12 GO analysis of the four groups with differential splicing patterns. GO analy-
sis was performed with topGO package in R. The three most enriched terms for “Biolog-
ical process“ are shown. Number of genes annotated for each term are given in brackets
and numbers of genes per group are given in each barplot.
Grouping genes according their expression gives a second way of analyzing this
large dataset and shows that the 40% highest expressed genes are significantly
higher spliced co- and post-transcriptionally than lower expressed genes (Fig-
ure 13A). This trend is not seen for cytoplasmic steady-state mRNA splicing
levels and suggests an interconnection between high transcription levels and
pre-mRNA splicing. The reverse analysis of grouping introns according to their
splicing values shows significant higher expression for genes with very high
co-transcriptional splicing (group I, Figure 13B).
This could be a gene-specific characteristic and/or mRNA expression and pre-
mRNA splicing are mechanistically linked. Efficient splicing might contribute to
high gene expression and low splicing to lower gene expression by producing
non-functional RNAs, which are degraded subsequently. Modulation of gene
expression levels should provide more insight into the basis of the correlation
between co-transcriptional splicing and intron-containing gene expression.
Therefore, S. pombe cells were treated with caffeine, a drug influencing the gene
expression of hundreds of genes in a positive and negative manner [Rallis et al.
2013]. The comparison of mRNA expression levels and nascent RNA splicing
levels upon caffeine treatment could then give an estimate to which degree pre-
mRNA splicing shapes gene expression.
Upon caffeine treatment cells are known to show reduced proliferation and a
gene expression program similar to a nitrogen starvation signature. Especially
highly expressed genes, which are also highly spliced, involved in protein trans-
lation are known to be downregulated. Fifteen minutes of 10 mM caffeine treat-
ment was considered optimal to detect immediate changes in gene expression
and splicing (Section B.2, Figure 40).
Three replicates of nascent RNA and cytoplasmic mRNA were prepared (Fig-
ure 14A) and submitted for single-read Illumina sequencing (Section B.1 for
mapping details and sample correlation). Raw reads were mapped to the S.
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Figure 13 Co- and post-transcriptional gene splicing values correlate with mRNA ex-
pression. A: Boxplot of gene splicing values evenly grouped according to cytoplasmic
mRNA expression (log2). B: Boxplot showing groups of introns with differential splicing
patterns (Figure 11) and the associated mRNA expression distribution.
Asterisks indicate significance of direct neighbors according the Wilcoxon-rank sum test
(p < 0.05 *, p < 0.01 **, p < 0.001 ***, p < 0.0001 ****); Boxplot whiskers correspond to 95%
and 5% quantiles. Boxwidth is proportional to the square-roots of the number of genes
per group.
pombe genome using Tophat2 with the same settings as described in Section 3.2.
Expression values and their significant differences were determined using Cuf-
flinks and Cuffdiff. Splicing per intron (SPI) values were calculated as described
in Chapter 3.
Overall, 1,512 genes were identified as being differentially expressed between
water and caffeine treated samples (FDR-adjusted p-value < 0.05, FDR <= 0.05,
Figure 14B). Out of those, 461 genes show expression changes by 2-fold or
more. Downregulated genes show strong enrichment for GO terms (Biological
process) associated with protein translation confirming published results that
caffeine inhibits growth and proliferation. In addition GO term enrichment for
amino acid-related processes is seen for upregulated genes confirming data that
caffeine treatment mimics nitrogen starvation (Figure 14C). 566 of the differ-
entially expressed genes are intron-containing and 553 of those had sufficient
amount of data for splicing and expression correlation (Figure 14D). The differ-
ence in nascent RNA gene splicing and the log2-fold change in mRNA expres-
sion show a moderate Pearson correlation of 0.32 (R=0.10 for mRNA splicing
changes/mRNA expression, n=553,Section B.2, Figure 41C). Almost no corre-
lation (R=0.12) is observed for nascent RNA splicing values and nascent RNA
expression, which allows to exclude that the observed positive correlation be-
tween nascent RNA splicing and mRNA expression originates from enhanced
transcription, but might suggest that independent of potential changes in intron
splicing, also degradation of unspliced transcripts could be enhanced with ex-
pression (Figure 41B).
Overall, high gene expression correlates with high co-transcriptional splicing
levels. This could be a gene-specific property and/or a general principle in gene
expression regulation. Changes in mRNA expression lead to modest co-trans-
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Figure 14 Gene expression changes correlate weakly with co-transcriptional splicing
changes. A: Experimental outline to induce changes in gene expression upon caffeine
treatment in S. pombe cells. B: Correlation of mRNA expression values in the two
conditions identifies 1,512 differentially expressed genes (FDR-adjusted p-value < 0.05,
FDR <= 0.05; 566 of those are intron-containing). C: GO term analysis of up- and down-
regulated genes. The six most significantly enriched terms for “Biological process“ are
given; Pol - RNA Polymerase, AA - amino acid. D: Weak positive Pearson correlation
between changes in nascent gene splicing and mRNA expression.
criptional splicing changes and no changes in final cytoplasmic mRNA splicing
levels.
4.2 gene architecture features of differentially spliced introns
S. pombe gene architecture shares common features with genes from other fungi
species (e. g. intron length), but also with mammalian genes (e.g. exon length).
The splice site recognition is assumed to happen through intron definition, which
is similar to other fungi and organisms with short introns, e. g. S. cerevisiae and D.
melanogaster, but different to organisms with primarily long introns, e. g. mam-
mals. In the following, S. pombe co- and post-transcriptional splicing analysis
with respect to the S. pombe gene architecture will be shown to address how
differences in constitutive splicing are achieved.
Table 3 summarizes the main results. Genes carrying only a single intron and
first introns in multi-intron genes are significantly lower spliced co- and post-
transcriptionally compared to the global average (Figure 15A). Internal introns
seem to be better spliced than the average intron. This is also reflected in the
composition of intron groups, which were derived from euclidean clustering
according to their co- and post-transcriptional splicing pattern (Figure 11). The
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gene feature correlation to pre-mrna splicing
intron position
first and single introns less well spliced
internal introns highest splicing
number of exons pre-mRNA splicing increases up to 6 exons
ORF length with length better co-transcriptional splicing
CDS length no correlation
distance TSS
(internal & last introns)
with distance decrease in splicing
distance polyA site
(first & internal introns)
no correlation
intron length long (> 160 nt) & very short (< 40 nt) less well spliced
first exon length short (< 200 nt) less well spliced
internal exon length highest splicing ~25-100 nt
terminal exon length < 300 nt less well co-transcriptionally spliced
exon GC-content higher for high (co-transcriptionally) spliced introns
intron GC-content lower for high (co-transcriptionally) spliced introns
splice site strength less frequent splice sites and less splicing (trend, n.s.)
Table 3 Pre-mRNA splicing and gene architecture. Selected gene architecture features
were correlated with co- and post-transcriptional splicing patterns using scatter plot
analysis and grouping according to gene architecture feature or degree of splicing. Main
results are summarized in this table.
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fraction of internal introns in each group decreases with a decrease in pre-mRNA
splicing, whereas the fraction of single and first introns increases (Figure 15B).
Not only intron position influences pre-mRNA splicing, but also the length of
the surrounding exons (Figure 15C, Figure 45, Section B.4). Short internal up-
stream and downstream exons are primarily found surrounding introns with
high pre-mRNA splicing. No significant length dependence is seen for first and
terminal exons and splicing, except that very short first exons (< 200 nt) and ter-
minal exons (< 300 nt) are slightly less well spliced.
Most of the S. pombe introns are short and tightly distributed around the me-
dian length of 56 nt and only the “extreme“ intron lengths (< 40 nt & > 160 nt)
show lower co- and post-transcriptional splicing. Table 3 includes further gene
architecture features (e. g. gene length and distance to transcript start and end),
which have been analyzed and underline the significant correlation between pre-
mRNA splicing, internal exon length and intron position within the gene.
Especially in the context of alternative splicing in higher eukaryotes, conserva-
tion of splice sites is often indicative for the amount of pre-mRNA splicing and
the use of alternative splice sites. I determined the frequency of hexanucleotides
at the 5‘ end of introns (5‘ SS) and the frequency of trinucleotides at the 3‘ end
of introns (3‘ SS) and ranked them according their abundance in all annotated S.
pombe introns. The fraction of the different splice sites does not change signifi-
cantly among the groups of differentially spliced introns, indicating that splice
site strength is not a strong determinant of splicing levels in S. pombe (Figure 16A-
B). Intron and exon definition is facilitated by a bias in GC-content. Generally,
introns have a lower GC-content (mean 0.30) than exons (mean 0.37). My anal-
ysis of intronic and exonic GC-content of the 4 groups with different splicing
patterns shows that the difference in GC-content between introns and exons is
strongest in group I, which contains introns with very high co-transcriptional
splicing (Figure 16C).
Overall, links between pre-mRNA splicing levels and gene architecture are ap-
parent and the predominant gene architecture of S. pombe supports high levels
of co- and post-transcriptional splicing. The best spliced intron would be around
56 nt long, AT-rich, located within the gene and surrounded by short, GC-rich
internal exons with a length ranging from 25 to 100 nt.
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Figure 15 Differences in intron position and exon length associated with pre-mRNA
splicing. A: First and single introns are spliced less well than internal and terminal
introns. Boxplot of nascent RNA, nuclear and cytoplasmic splicing per intron values
grouped according intron position (single-intron genes, multi-intron genes: first, internal
and last). Median splicing of all introns shown as dashed line. B: Barplot showing groups
of introns with differential splicing patterns (Figure 11) and the associated fraction of
single, first, internal and terminal introns. C: Low intron splicing is associated with short
first exons and long internal exons. Boxplot showing groups of introns with differential
splicing patterns (Figure 11) and the associated first and upstream/ downstream internal
exon length distribution.
Asterisks indicate significance of direct neighbors according the Wilcoxon-rank sum test
(p < 0.05 *, p < 0.01 **, p < 0.001 ***, p < 0.0001 ****); Boxplot whiskers correspond to 95%
and 5% quantiles. Boxwidth is proportional to the square-roots of the number of genes
per group.
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Figure 16 Differences in SS strength and GC-content associated with pre-mRNA splic-
ing. A: Trend towards less abundant 5‘ SS sequence in lowly spliced introns. The first
6 nt of introns were ranked according to their abundance and the fraction of each hex-
anucleotide was determined for the groups of introns with differential splicing patterns
(Figure 11). Fractions of 5‘ SSs with a rank greater 15 were pooled. B: Trend towards less
abundant 3‘ SS sequence in lowly spliced introns. The last 3 nt of introns were ranked
according to their abundance and the fraction of each trinucleotide was determined for
the groups of introns with differential splicing patterns (Figure 11). Fractions of 3‘ SSs
with a rank greater 3 were pooled. C: High intron splicing is associated with low in-
tronic and high exonic GC-content. Boxplot showing groups of introns with differential
splicing patterns (Figure 11) and the associated GC-content in introns, upstream and
downstream exons.
Asterisks indicate significance of direct neighbors according the Wilcoxon-rank sum test
(p < 0.05 *, p < 0.01 **, p < 0.001 ***, p < 0.0001 ****); Boxplot whiskers correspond to 95%
and 5% quantiles. Boxwidth is proportional to the square-roots of the number of genes
per group.
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4.3 coupling of intron splicing to other processing events
During and after transcription of protein-coding RNA multiple processing steps
take place, which influence fate and function of the transcript. Shortly after syn-
thesis of a few nucleotides of nascent RNA the 5’ end gets chemically modified
by addition of a 5’ 7-methylguanosyl cap, which enhances stability of the tran-
script and serves as a landing platform for RNA-binding proteins throughout
its presence in the nucleus and cytoplasm. During and after transcription pre-
mRNA splicing takes place as highlighted by the presented data in the previ-
ous section. Other processing events, e. g. RNA editing, circularization of exons
through backsplicing or transcript cleavage and polyadenylation towards the
end of transcription could potentially influence each other and alter the gene
expression outcome.
The following section focuses on the novel identification of circular RNAs in
the S. pombe transcriptome generated through backsplicing and a yet unknown
mechanism. Further, this section includes data on the order of intron removal
in multi-intronic genes and establishes a link between splicing and transcript
cleavage at the polyA site.
4.3.1 Appearance of circular RNAs
In order to assess whether formation of circular RNAs has an impact on co-
and post-transcriptional splicing, I remapped my RNA-Seq dataset of chromatin-
associated non-polyadenylated rRNA-depleted RNA using a transcriptome map-
per optimized for detection of spliced and circular transcripts (segemehl 0.1.7
[Hoffmann et al. 2014]).
Circular transcripts were detected in addition to the identification of the major-
ity of known splice junctions (75 circular RNAs present in all 3 replicates with
unique junction Figure 17A). They could be grouped into two classes. Class I
contains 45 circular RNAs, which circularization junction coincides with 5‘ and
3‘ ends of exons and are most likely products of backsplicing. They are similar in
length to internal exons. The adjacent introns exhibit the known sequence logo
of 5‘ and 3‘ SS (Figure 17A example I). This is not the case for the second class
of identified circular RNAs, which are mainly derived from intronless ORFs and
much shorter (Figure 17A example II). No junction sequence motif is apparent
from the sequence logo analysis, which therefore points to a different splicing-
independent process of generating those molecules.
Most of the identified circular RNAs are present to a much lower extent than the
corresponding linear transcript. In order to assess the relative amount of circular
reads to non-circular reads, I calculated the fraction of circular junction reads
over all junction reads (junction read count from two independent spliced junc-
tions divided by two to prevent overcounting of linear spliced junctions). The
cumulative distribution of the fraction of circular reads shows that most circular
RNAs are present at very low amounts (Figure 17A, right panel). Only 25% of
the identified circular RNAs contribute to more than 5% of all junction reads at
one locus.
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Resistance to exonuclease digestion of circular RNAs can be used to validate
their presence in cells [Wang et al. 2014]. Treated and untreated RNA samples
are reverse transcribed with oligohexamer primers and cDNA is amplified by
PCR or qPCR with inward primers picking up cDNA derived from linear and
circular forms of RNA and outward facing primers exclusively targeting circular
forms of RNA (Figure 17B, inset). I used this assay to validate two of the higher
abundant circular RNAs derived from exons (SPBC345.06 and SPBC16G5.05c,
Figure 17B, panel I) and two of the higher abundant circular RNAs from within
ORFs (SPAC926.09c and SPAC1815.01, Figure 17B, panel II). In all 4 cases linear
transcripts were efficiently degraded by RNase R, whereas circular transcripts
remained stable under RNase R treatment in lysate and nucleus in three cases.
The RNase R sensitivity for SPAC926.09c is lower than for linear transcripts, but
very strong compared to the other three tested circular RNAs and thus indicates
that a large fraction of this circular RNA is linearized within the cell after initial
circle formation. Interestingly, all 4 tested circular RNAs were RNase R sensitive
in the cytoplasmic fraction. Comparing the cytoplasmic or nuclear signal for cir-
cular RNAs encoded from ORFs suggests different compartment preference for
the two species.
Pre-mRNA splicing, gene architecture, e. g. surrounding intron length, and se-
quence properties, e. g. GC-content, might facilitate circular RNA formation or
enhance its stability. Indeed, circular RNAs of both classes show higher GC-
content than exons (Figure 17C). Co- and post-transcriptional splicing are not
significantly different between upstream and downstream introns or compared
to all other introns (Figure 17D, panel I). However, downstream introns sur-
rounding exons, which can form class I circular RNAs are usually longer than
upstream introns (Figure 17D, panel II).
Taken together, I identified 75 circular RNAs using my nascent RNA-Seq dataset
in S. pombe. I could group them into two classes according their way of forma-
tion (backsplicing, no backsplicing). They are not very highly expressed, have a
similar minimal length of 43 and 37 nt, respectively, and out of 4 tested circular
RNAs 3 were resistant to exonuclease activity. They exhibit a high GC-content
and circular RNAs derived from backsplicing are similar in length to internal ex-
ons and are often adjacent to a longer downstream intron than upstream intron.
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Figure 17 Circular RNA detection and characterization in S. pombe. A: Nascent RNA-
Seq data were mapped with a transcriptome mapper optimized for detection of spliced
and circular transcripts (segemehl 0.1.7 [Hoffmann et al. 2014]). 45 circular transcripts
generated through backsplicing and bridging one or multiple exons have been identi-
fied in 3 replicates (most abundant example shown under I). 30 high-confidence circular
fragments originating from within exons or intronless genes have also been detected.
Most circular RNAs are low abundant compared to the corresponding linear transcript
(cumulative curve of read fraction for the circular transcripts compared to the linear
transcript). Split-read counts are given (splits:circular:linear). B: RNase R sensitivity for
two examples per circular RNA class and their localization. Total, cytoplasmic or nuclear
RNA were treated with RNase R (3‘-5‘ exonuclease degrading linear RNA). RT-(q)PCR
was done with random hexamers and PCR primers facing towards each other to am-
plify linear and circular species and primers facing away from each other to amplify
only cDNA originating from circular RNA (n=2 (biological), SEM shown for RT-qPCR
(2 biological with 3 technical replicates each)). 1 µg of RNA was used for each experi-
ment. C: Circular RNAs have very high GC-contents. Difference in GC-content relative
to the genome average is shown. D: Circular exons are surrounded by normally spliced
introns (us-upstream, ds-downstream; no significant difference in Kolmogorov-Smirnov
and Wilcoxon-rank sum test, 1st panel), but have long downstream introns (2nd panel).
The length difference between us and ds introns is plotted for circular exons and all
internal exons and is significantly screwed towards long downstream introns (p < 0.05,
Kolmogorov-Smirnov test).
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4.3.2 Long read sequencing to link co-transcriptional RNA processing events
To this point I quantified global co- and post-transcriptional splicing levels in S.
pombe from RNA-Seq data and correlated them with gene function, expression
and gene architecture features. I could identify multiple aspects, which are dis-
tinct between introns and genes harboring different splice patterns. For example,
I could show that first introns in multi-intronic genes are often less well spliced.
How is this connected to the splicing of further downstream introns? Are they
not removed as well or spliced first? I detected a substantial increase in levels
of pre-mRNA splicing from nascent RNA to nuclear and cytoplasmic mRNA,
which can be a result of post-transcriptional splicing or degradation of improper
spliced transcripts. What is the fate of unspliced transcripts, e. g. are they prop-
erly cleaved at the polyA site to induce transcription termination?
Those questions cannot be answered with conventional RNA-Seq, which gener-
ates millions of short reads originating from fragments of RNA. Ideally, sequenc-
ing of full-length transcripts can give an idea how RNA processing events like
splicing of neighboring introns or splicing and transcript cleavage are connected.
PacBio sequencing can be used for this purpose. Most S. pombe transcripts are
shorter than 2 kb and thus ideally suited for the preparation of CCS (circular
consensus sequence) 250 bp to 2 kb PacBio libraries. In principle any double-
stranded cDNA of appropriate length can be subjected to the PacBio library
preparation, in which hairpin adaptors are ligated to both ends of the DNA. I
developed a strategy and protocol to prepare those libraries (Figure 18A, Fig-
ure 46A, Section B.5).
The starting material is nascent RNA prepared from chromatin (Section 3.2).
The goal, to sequence full-length nascent RNA, necessitates the introduction of
a common sequence at the 3‘ end to allow full-length reverse transcription and
further requires a common 5‘ end sequence to generate double-stranded cDNA.
I account for this by ligating a DNA adaptor to the 3‘ end of nascent RNA. This
procedure was adapted from [Churchman and Weissman 2011]. Details of the
method and optimization can be found in Section 5.1.1. The adaptor serves as
template for reverse transcription of nascent RNA. A reverse transcriptase with
template switching activity was included in the protocol. This enzyme adds five
non-templated nucleotides to the 3‘ end of the cDNA, which in most cases cor-
responds to the nascent RNA 5‘ end. Oligonucleotides annealing to this 5 nt
overhang and the 3‘ DNA adaptor sequence can prime a final low-cycle PCR,
which generates the double-stranded cDNA (Figure 18B). Lastly, primers and
no insert DNA are removed in a DNA purification step and 500 ng to 1 µg are
handed in for sequencing.
In the course of a PacBio sequencing run the DNA polymerase passes each DNA
molecule multiple times moving along the circular template and thus sequences
each DNA multiple times. The circular consensus sequence (CCS) from those
sequencing rounds forms a mostly accurate read-out of the underlying DNA se-
quence. CCS reads correspond to cDNA sequences carrying all adaptors. Adap-
tors and barcodes need to be removed in order to accurately map transcripts back
to the genome. The various post-processing steps are depicted in Figure 18C
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and Section B.5, Figure 46B. The fraction of processed reads and the mapping
efficiency are given in Table 11. It is noteworthy that overall only 50% of the
data produce high-quality mapping. Even though rRNA was depleted from the
sample multiple short transcripts map to the spacer region at the rDNA locus
indicating that rRNA precursors and cleavage end products are abundant in the
nascent RNA sample and not depleted using the commercial kit. Those reads are
mainly filtered out with my mapping quality cutoff and not included in down-
stream data analysis (Figure 46D & Table 11).
In order to assess the quality of my PacBio data, I compared them to my nascent
RNA-Seq data. Similarities and differences of PacBio data and Illumina RNA-
Seq data are shown in Figure 18C. First of all, length of sequenced nascent RNA
spreads from 22 nt to 3630 nt with a median of 242 nt. Illumina sequencing reads
originate from fragmented RNA and are limited by the set read-length in the
system, e. g. 76 bp. Second of all, correlation between PacBio data and nascent
RNA Illumina sequencing data from Section 3.2 is strong (R=0.56) indicating
that the number of observed reads for genes sequenced on the PacBio platform
reflects nascent RNA transcription levels. However, the number of reads is gen-
erally low (protein-coding gene: median=16, mean=8.9) and with this library
preparation, targeting all non-polyadenylated, non-ribosomal RNAs associated
with chromatin, only the most abundant (often short) transcripts are sequenced
(Figure 46D). For example, the highest fraction of reads is derived from snoR-
NAs, which are highly abundant nuclear RNAs and shorter than 200 nt. Using
RT-qPCR and cellular fractionation of S. pombe wild-type cells, I could not de-
tect a significant enrichment of snoRNAs in the chromatin fraction compared
to nucleus and nucleoplasm. This indicates that the strong signal in the PacBio
data results from a preference of sequencing short DNA molecules over long
DNA molecules rather than enrichment of snoRNAs on chromatin (Section B.5,
Figure 47A). Parsing through the data reveals many regions in the genome with
transcripts very similar to annotated snoRNAs suggesting that PacBio sequenc-
ing of non-polyadenylated RNAs could be used to detect and annotate short
ncRNAs like snoRNAs (Figure 47B).
PacBio sequencing cannot only be used to detect yet unidentified transcripts,
but my goal is it to study the connectivity between RNA processing events, e. g.
splicing of introns in transcripts carrying multiple introns or transcript cleavage
at the polyA site and intron splicing. The analysis of the data with regard to
those two aspects will be subject of the next two subsections.
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Figure 18 Long read sequencing library preparation and data processing. A: Nascent
RNA from S. pombe is prepared from chromatin (2-intron gene with black nascent RNA
attached via Pol II, the introns are highlighted in blue) and 3‘ end ligated to a DNA adap-
tor (purple box). The adaptor marks the 3‘ end of nascent RNA (the Pol II position during
transcription) and serves as template for reverse transcription. Template switching re-
verse transcription adds a 5‘ adaptor, which serves as basis to generate double-stranded
cDNA in a low-cycle PCR. Amplification-free PacBio library preparation and sequenc-
ing follows. All adaptors are colored in shades of purple and pink. B: Three S. pombe
double-stranded cDNA libraries (2 full-length and 1 size-selected ( < 500 bp)) are shown
(1.5% Agarose gels, final double-stranded cDNA). C: Schematic of post-sequencing pro-
cessing steps to remove adaptors, ensure strandedness and map transcripts back to the
genome. D: The upper panel shows the cDNA length distribution without adaptors of
the pooled data from B (Median=242 (dashed line), Mean=324 (dotted line), 16% of tran-
scripts > 500 nt). The lower panel depicts the strong positive correlation between the gene
expression values from short read Illumina nascent RNA-Seq data (Section 3.2) and the
read-counts per gene of the full-length nascent RNA PacBio data. E: The 24 sequenced
transcripts of one intronless gene are shown.
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4.3.3 Order of intron removal
Half of all S. pombe intron-containing transcripts contain multiple introns (~1,400).
The associated transcripts in my PacBio dataset covering multiple introns of one
gene can be used to assess the order of intron removal. 2,499 transcripts (3.3% of
all reads) from 688 genes fulfill this criterion. Four example genes are shown in
Figure 19A & B and Section B.6, Figure 49A & B. I grouped transcripts according
their splice pattern into three main groups:
1. all spliced: all introns have been removed already
2. all unspliced: all introns are still present in the transcript
3. partial: at least one intron is spliced and at least one other is not
a) in order: further separated according to how many introns are spliced
upstream of an unspliced intron
b) not in order: further separated according to which intron is unspliced
upstream of a spliced intron
Figure 19C shows how abundant the different transcript groups are and how
many of them are detected per gene. Completely spliced transcripts (group 1)
are most abundant (60% of all reads) and associated with 74% of the 688 genes
harboring multi-intronic transcripts in my dataset. The second most prevalent
transcript group is group 2 (completely unspliced) with 26% of all reads and in
53% of genes. Partially spliced transcripts are found in 15% of the reads and 25%
of genes. Even though fewer partially spliced transcripts have been sequenced
for fewer genes, the average number of transcripts per gene is similar with 2-3
reads/gene.
Partially spliced transcripts were further grouped according to the order of in-
tron removal with 54% being spliced non-sequentially (not in order) and 44%
sequentially (in order). Also 8 events of alternative splicing have been detected
in the analysis (exon skipping or alternative splice site usage). Next, I asked for a
prevalence in position of non-spliced introns in the “not in order“ group and po-
sition preference of spliced introns in the “in order“ group. This is depicted in the
second pie-chart of Figure 19C. First introns are most often not removed (76.4%)
in “not in order“ transcripts. This is in line with the lower co-transcriptional splic-
ing rate measured by nascent RNA-Seq (Figure 15). Strengthening this point, for
155 transcripts containing the first intron, only 12 also contained further down-
stream introns (9x intron 2, 3x others). For the “in order“ group of transcripts,
most often the first intron only is spliced (87.8%) and includes also transcripts
like the ones in example four ( Section B.6, Figure 49B). There intron 2 is lower
spliced and longer transcripts fall into the “not in order“ group, which could
very well be the outcome of the short transcripts classified as “in order“. The dif-
ference in co- and post-transcriptional splicing values of the 2nd and 3rd intron
calculated from RNA-Seq data should give an idea how prevalent the outcome
of not in order and in order splicing for this group of genes is. The difference
is normally distributed with a mean of 0.02 for co-transcriptional splicing differ-
ence, suggesting that it is equally likely that the transcript introns will be spliced
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Figure 19 Connectivity of splicing of multiple introns. A: A two-intron-containing ex-
ample gene with 12 sequenced transcripts is shown. All transcripts cover both introns.
Most transcripts are completely spliced (light grey), two are completely unspliced (grey)
and three transcripts show non-sequential splicing (blue) with no first intron splicing,
but splicing of the 2nd intron. The table shows mean splicing values per intron (SPI)
for nascent RNA, nuclear mRNA and cytoplasmic mRNA (Section 3.2). B: A five-intron-
containing example gene with 16 sequenced transcripts is shown. All transcripts cover at
least two introns. Most transcripts are completely spliced (light grey), two are completely
unspliced (grey) and three transcripts show non-sequential splicing (blue) with the first
and third intron being spliced, but no splicing of e. g. the 2nd intron. The table shows
mean splicing values per intron (SPI) for nascent RNA, nuclear mRNA and cytoplasmic
mRNA (Section 3.2). C: Barplot, pie charts and table summarizing the analysis of all
multi-intron spanning transcripts of the PacBio dataset (n=2,499 from 688 genes). 74%
of the genes have at least one fully spliced transcript (on average 2.9, light grey), 53%
have at least one fully unspliced transcript (on average 1.8, grey) and 25% have partially
spliced transcripts (on average 2.1, dark grey). The largest fraction of nascent transcripts
is completely spliced (60%). 25% of transcripts are completely unspliced. The residual
15% of transcripts are partially spliced (partial) with 54% non-sequentially spliced tran-
scripts (not in order, dark blue) and 44% sequentially spliced transcripts (in order, light
blue). 8 alternative transcripts have been detected with skipped exons or alternative
splice site usage.
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in order or not in order for the group of 56 genes with more than two introns
and splicing of the first intron ( Section B.6, Figure 49C). In addition to the posi-
tion preference of the non-spliced introns, also a length association is apparent.
Introns surrounded by very short (upstream) internal exons (< 25 nt) are spliced
to a lower extent (Table 3, Figure 45, Section B.6, Figure 49B).
Overall, most of the nascent transcripts are completely spliced, making up 60%
of the reads, which is similar to the median intron splicing value derived from
nascent RNA-Seq (Figure 11). Only few transcripts are partially spliced. Which
introns are not spliced seems to be intron-specific and can be linked to intron
position in the transcript or associated exon length in most of the cases.
4.3.4 PolyA site cleavage and co-transcriptional splicing
About one quarter of transcripts does not seem to be spliced co-transcriptionally
(Section 4.3.3). What is the fate of those transcripts? Are they spliced post-trans-
criptionally to form mature mRNA or are they degraded? Many single gene
examples can be found in the PacBio sequencing data, which indicate that un-
spliced transcripts are not properly cleaved at the polyA site. One example is
shown in Figure 20A. Most transcripts are co-transcriptionally spliced and their
3’ ends are before or at the polyA cleavage site indicative for nascent transcrip-
tion and co-transcriptional transcript cleavage, however no splicing is observed
for six transcript, which are also not cleaved at the polyA site. The longest un-
terminated non-spliced transcript is ~5x longer than the annotated ORF (Fig-
ure 20A). To see whether this holds true for other genes and transcripts in my
dataset, I grouped transcripts according their 3’ end position relative to the polyA
site (+/- 20 nt or > 20 nt downstream) and calculated the fraction of spliced tran-
scripts per group (Figure 20B, upper panel). Transcripts with their 3’ end close
to the polyA site are mostly spliced and longer transcripts are mostly unspliced
for the > 500 transcripts originating from 184 genes. The 3’ end distance to the
polyA site varies for the detected transcripts with a peak 140 nt downstream of
the polyA site and maximum detected distance to the polyA site of 2,157 nt (Fig-
ure 20B, lower panel).
This difference in transcript length and RNA processing depending on the splic-
ing status of nascent RNA should be also visible in meta analysis. I aligned
nascent 3’ ends for intronless transcripts, intron-containing unspliced and spliced
transcripts relative to the annotated polyA site and filtered for abundant snoRNA
3’ ends, which would result in spikes masking the 3’ end pattern of protein-
coding nascent RNA. The resulting pattern is shown in Figure 20C. 3’ ends
from intronless transcripts have a broad distribution with a sharp drop at the
polyA cleavage site. The 3’ end count of spliced transcripts increases strongly
towards the polyA site, peaks just before and immediately drops at the polyA
site. The fewer unspliced transcript 3’ ends do not show a strong peak over the
gene body, but a modest decrease towards the polyA site and another small
peak ~200 nt downstream of the polyA cleavage site representing the long non-
terminated transcripts. Also long intronless transcripts are detected, but almost
no spliced transcripts with 3’ ends after the polyA site. The fraction of unspliced
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Figure 20 Co-transcriptional splicing and polyA site cleavage. A: A single-intron gene
diagram with unspliced, non-terminated transcripts is shown. The intron is efficiently
removed in most transcripts. Six unspliced transcripts are much longer than the an-
notated gene and not cleaved at the polyA site. The polyA site is highlighted with
a dotted line and surrounded by the 40 nt window used in the analysis in C. B: Un-
spliced, non-terminated transcripts extend several hundred nucleotides over the polyA
site. Histogram of 3’ distances of those unspliced non-terminated transcripts relative to
the polyA site with a peak at 140 nt, median of 202 nt and the maximum at 2,157 nt. C:
Transcripts extending over the annotated polyA site (> 20 nt) tend to be unspliced oppo-
site to transcript with 3’ ends close (within a 40 bp window) to the annotated polyA site.
Mean fraction spliced and standard deviation generated by bootstrapping (100 times)
are shown in the right panel. D: Meta analysis of all 3’ ends within -800 and +400 nt
of the annotated polyA site for intronless, introncontaining spliced and unspliced tran-
scripts. Summed read counts over position are shown, curves have been smoothed using
a running average with a moving window width of 15. E: A small fraction of spliced
non-terminated transcripts suggests a that intron splicing serves gene expression fidelity.
The barplot shows the fraction of intronless transcripts extending over the polyA site
in comparison to the corresponding fraction of unspliced and spliced introncontaining
transcripts (stacked bar). Only genes with an annotated ORF smaller than 700 bp were
included in the analysis (for introncontaining genes: ORF-introns < 700 bp). Mean and
standard deviation are derived from bootstrapping (100 times). Colors correspond col-
ors in D.
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non-cleaved transcripts in single intron genes is similar to the fraction of in-
tronless uncleaved transcripts in genes of similar size. However, the fraction of
spliced reads is strongly depleted (Figure 20E). This suggests, a positive role for
introns and its removal for transcription fidelity.
4.4 multiple links between pre-mrna splicing , gene architecture
and expression
Sequencing nascent and mRNA with RNA-Seq and PacBio sequencing allowed
me to quantify global co- and post-transcriptional splicing levels (Section 3.2.3).
The subject of this chapter was the analysis of intron and gene splicing values
according to gene expression and gene architecture features and to characterize
potential links between co-transcriptional splicing, expression and other co-trans-
criptional RNA processing events (Chapter 4).
Main results of this analysis are:
1. Most introns are efficiently spliced in S. pombe with a high fraction of co-
transcriptional splicing (50% of introns are spliced to 58% and more co-
transcriptionally).
2. Gene expression and co-transcriptional splicing are intrinsically correlated
and there is a modest correlation of mRNA expression changes and changes
in co-transcriptional splicing.
3. First introns are on average less well spliced and are the most common
transcript class of not in order spliced multi-intronic RNAs.
4. Specific gene properties, e. g. short internal exon length and high differ-
ence in GC-content between introns and exons, can be linked to co-trans-
criptional splicing efficiency.
5. 60% of nascent transcripts are immediately spliced upon intron synthesis,
25% are completely unspliced and often not cleaved at the polyA site.
6. Circular RNAs are present in S. pombe, low expressed and not linked to
observed pre-mRNA splicing patterns. Two classes of circular RNAs have
been identified in intron-containing genes and intronless genes.
One aspect of the PacBio sequencing data has not been considered in this chap-
ter. The 3’ end of nascent RNA reflects the position of Pol II during transcription
and thus the detection of spliced transcripts associated with the Pol II position
can give an estimate on the position of co-transcriptional splicing during tran-
scription. The data suggest that co-transcriptional splicing happens soon after
intron synthesis is completed (Figure 20). However, the analysis is not quanti-
tative and often convoluted in transcripts harboring multiple introns. In order
to quantitatively investigate the progression of co-transcriptional splicing, I de-
veloped a paired-end deep sequencing protocol, called Single Molecule Intron
Tracking (SMIT) for single intron genes in S. cerevisiae, where more details on
52 co-transcriptional splicing in s. pombe
gene architecture and pre-mRNA splicing are known already and can be incor-
porated for data analysis. SMIT development and results will be subject of the
next chapter (Chapter 5).
5
K I N E T I C S O F C O - T R A N S C R I P T I O N A L S P L I C I N G
5.1 a method for single molecule intron tracking along with
transcription
Nascent RNA is attached to chromatin by Pol II and can be spliced during tran-
scription. Illumina sequencing of nascent RNA 3’ ends allows to determine the
position of Pol II molecules during transcription along endogenous genes. Even
though millions of nascent RNAs get sequenced, splicing and high-resolution
trancription elongation information cannot be obtained on a single gene basis
[Churchman and Weissman 2011]. 3’ end density is too low in individual genes
and the connectivity between splicing status and nascent 3’ end is lost upon RNA
fragmentation during library preparation. I developed a paired-end deep se-
quencing strategy (Single Molecule Intron Tracking, SMIT), in order to preserve
Pol II position information and to connect this to intron splicing information.
Targeting specific genes should also achieve high 3’ end density over individual
intron-containing genes, improving analysis. In SMIT defined ends of full-length
cDNA from nascent RNA are sequenced. The 5’ end read (SMIT read) informs
about the splicing status and the 3’ end read resembles the nascent 3’ end. Being
able to quantify both the splicing status and elongation status of single RNA
molecules allows to determine, when splicing occurs relative to progress in tran-
scription elongation.
The protocol itself consists of several steps, which are outlined in Figure 21.
Nascent RNA is prepared from S. cerevisiae chromatin and depleted of polyadeny-
lated RNA. The nascent 3’ end is ligated to a DNA adaptor, SMIT adaptor, which
serves as label for the Pol II position and also provides a common sequence to re-
verse transcribe nascent RNA into cDNA. Illumina sequencing generates many,
but short sequence reads of the ends of longer cDNAs. Thus it is necessary to
ensure that the sequenced region, e. g. 76 or 150 bp, contains the information
of interest. This can be achieved by placing a forward PCR primer in the first
exon of S. cerevisiae genes in proximity to the intron to detect the splicing status
of nascent RNA. This and a second PCR step allow the addition of further se-
quences and the barcodes that are required in an Illumina sequencing library.
The nascent RNA preparation has been developed before for S. cerevisiae [Oester-
reich et al. 2010] and forms the first block of the SMIT protocol. I optimized and
adapted a commonly used 3’ end ligation to the SMIT protocol requirements. In
the following, data on the 3’ end ligation optimization and SMIT PCR will be
presented.
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Figure 21 Single Molecule Intron Tracking (SMIT) library overview. Nascent RNA
from S. cerevisiae is prepared from chromatin (single intron gene shown with Pol II (grey
ball) and nascent RNA (black with blue intron) attached to it) and 3‘ end ligated to
a DNA adaptor (SMIT adaptor, purple box). The adaptor marks the 3‘ end of nascent
RNA (the Pol II position during transcription) and serves as template for reverse tran-
scription. The SMIT PCR with a forward primer (gene-specific part black) placed close
to the 5‘ SS defines the 5’ end of the cDNA to be sequenced to identify the splicing status
of each transcript. The reverse primer anneals to the 3’ end adaptor sequence. A second
PCR attaches final Illumina sequencing adaptors and barcodes (light pink). Illumina
paired-end sequencing follows.
5.1.1 3’ DNA adaptor ligation to preserve Pol II position during transcription
The 17 nt DNA sequence used as SMIT-adaptor has been used before in pro-
filing nascent RNA 3’ ends [Churchman and Weissman 2011] and for miRNA
sequencing library preparation [Lau et al. 2001]. I changed the design and in-
cluded a five nucleotide random barcode to the 5’ end to minimize sequence
associated ligation biases and to be able to select unique molecules from the
pool of amplified cDNAs after sequencing. The adaptor is pre-activated for lig-
ation by 5’ pre-adenylation and inactivated for ligation at the 3’ end with a 3’
dideoxynucleotide. A genetically improved T4 RNA ligase 2, truncated K227Q,
is included in the protocol. SMIT adaptor modifications and the use of the op-
timized T4 RNA ligase ensure low side product formation [Viollet et al. 2011].
Optimization and quality tests of the 3’ end ligation are shown in Figure 22.
I used short in vitro transcribed RNAs to assess the ligation efficiency and poten-
tial preference for certain RNA 3’ ends. The RNA was ligated overnight at 16◦C
and subsequently analyzed by 10% or 15% denaturing TBE-Urea polyacrylamide
gel electrophoresis (PAGE) (Figure 22A). The bottom bands resemble unligated
RNA and the top band ligated RNA carrying the 3’ end adaptor. Two different
RNAs show very different ligation efficiencies, which also depend on the con-
centration of the adaptor. There is no RNA 3’ nt preference using my adaptor
design (Figure 22B). The differences in ligation between different in vitro tran-
scribed RNAs (Figure 22A) can be significantly reduced by enhancing molecular
crowding through PEG 8000 addition (Figure 22C). The final reaction conditions
of 25% PEG 8000, a high adaptor to RNA ratio (20:1) and heat denaturation of
RNA ensure efficient (70%) and uniform (standard deviation 4%) ligation of 7
different in vitro transcribed RNAs.
For nascent RNA a complete shift towards higher molecular weights is observed
in denaturing TBE-Urea PAGE after ligation, which is indicative for efficient lig-
ation of all nascent RNAs (Figure 22D). 3’ end ligated nascent RNA can thus be
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Figure 22 Characterization of the 3’ end SMIT adaptor ligation. A: SMIT adaptor lig-
ation increases with higher adaptor concentration and varies between different RNAs.
Two in vitro transcribed (IVT) RNAs (100 nt and 130 nt part of human 18S rRNA) were lig-
ated to varying amounts of 3’ end DNA adaptor and analyzed by 10% Urea-PAGE. The
lower band corresponds to the unligated RNA and the upper band resembles the ligated
product. B: Quantification of 3’ end ligation of the 100 nt IVT RNA with varying 3’ ends.
No significant difference in ligation is observed for the 4 possible end nucleotides and
a random 3’ end with two adaptor concentrations (n=6, SD is shown, pooled samples
from 10:1 and 20:1 adaptor:RNA ratios). C: Enhanced molecular crowding facilitates
3’ end ligation. Quantification of 3’ end ligation of the 100 nt IVT RNA with 15% or 25%
PEG 8000 (n=5 and 4, SD is shown, p < 0.05 two-sided Student‘s t-test) is presented in the
first two bars. 3rd bar shows 70% average ligation efficiency for 7 different IVT RNAs
with optimized reaction conditions (SD is given). D: 3’ end ligation for nascent RNA is
very efficient. All nascent RNA species detectable in the gel are shifted towards higher
molecular weights (10% TBE-Urea PAGE).
used as a template for reverse transcription (RT) using the adaptor sequence for
priming.
5.1.2 SMIT PCR and library to identify splicing position
The development of a novel deep sequencing approach, like the targeted SMIT
approach, requires testing of each step within the protocol to ensure that the
resulting libraries represent the genes of interest. First, I tested for specificity of
the SMIT PCR. The forward primer placed at the end of the first exon of three S.
cerevisiae genes is combined with a reverse primer binding to the transcript’s last
exon. Thus only one band is expected in the genomic DNA control, but depend-
ing on the fraction of co-transcriptional splicing one or two bands are expected
for a PCR on cDNA from 3’ end ligated nascent RNA. This is indeed the case
(upper panel of Figure 23A) and almost no background amplification is detected
in the various controls. Second, I replaced the gene-specific PCR reverse primer
with the 3’ end adaptor sequence to test, if the SMIT adaptor sequence can be
used as specifice reverse primer binding site. Indeed, I obtained a gene-specific
product smear in the SMIT PCR, but not in the different controls (Figure 23A,
lower panel).
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For additional 24 SMIT forward primers similar gene-specific cDNA smears can
be observed (Figure 23B). Afterwards the gene-specific SMIT PCR samples are
pooled, purified and submitted to a second PCR with a limited, experimentally
tested number of cycles. Often a “no insert product“ is observed, which runs
at 150 bp and carries only adaptors (Figure 23C, first lane). PCR product purifi-
cation using AMPure beads at a bead volume of 0.8 µL per 1 µL PCR solution
reduces the amount of “no insert product“. In this procedure DNA molecules of
defined sizes are precipitated with high salt and molecular crowding on param-
agnetic beads. Gel-based size selection prior to sequencing for double-stranded
cDNA greater 150 bp further enhances the amount of correct product.
I designed the SMIT libraries in a way that Illumina barcodes can be included
and multiplexing of replicates and different samples is possible per sequencing
lane. Furthermore, I included a second random barcode just downstream of the
3’ end adaptor. This ensures that the first five bases sequenced are random, and
it allows for proper DNA cluster identification during sequencing (Figure 50A).
Paired-end sequencing with 76-100 nt reads has been done S. cerevisiae genes
shown as SMIT PCR examples in Figure 23B (agarose gel images of 6 replicates
in Figure 50B). In order to counteract the depletion of short nascent RNAs due
to the required size-selection, I prepared a second, size-selected library for very
short transcripts (25-250 nt) including the same genes (Figure 50C). This initial
dataset was extended to 88 genes to obtain a broad spectrum of endogenous
splicing kinetics in S. cerevisiae (Figure 50D-E).
In order to obtain the information of Pol II position and splicing from sequenc-
ing data, I developed a processing pipeline, which selects read pairs carrying
the 3’ end adaptor, removes PCR duplicates and then maps the high-confidence
SMIT read (splice status) to the set of spliced and unspliced junctions and the
3’ end read (Pol II position) back to the genome (Section C.1). The raw, processed
and mapped read counts are shown in Table 12. The individual samples and
replicates correlate well among each other with an average Pearson correlation of
0.64 for the long RNA samples and 0.75 for the short RNA samples (Section C.1,
Figure 51A). 3’ end counts per nucleotide position were correlated among repli-
cates. In total 26.3 Mio reads were mapped to 217,145 unique chromosome po-
sitions. Most positions are only covered by one read. The median of the read
count/position distribution is 5 and the average is 109 reads per position (Sec-
tion C.1, Figure 51B).
Splicing analysis follows data processing and is shown in the next section (Sec-
tion 5.2).
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Figure 23 SMIT PCRs and library. A: Agarose gel electrophoresis showing the SMIT
PCR results with gene-specific reverse primer (defined products, upper panel) and re-
verse 3’ end adaptor primer (cDNA smear, lower panel). Minus ligation and minus re-
verse transcription controls show no or very low background amplification. B: SMIT
PCR for 27 genes with forward primers in the first exon, intron (i) or intronless ORF (il)
and reverse 3’ end adaptor primer produce gene-specific cDNA smear. Similar to lane 1
& 2 of lower panel in A. C: cDNA smear originating from pooled SMIT PCRs and 2nd
PCR, which attaches Illumina adaptors and barcodes. PCR artefacts and residual primer
molecules are removed by 0.8x volume of AMPure beads and the final library consists
of cDNA ranging from ~200 bp to ~2 kb. D: Overview of post-sequencing processing
steps to identify high confidence 3’ end reads and associated splice junction reads (SMIT
read). Further details are given in Figure 50.
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Figure 24 Onset and progression of co-transcriptional can be monitored by SMIT.
Three SMIT traces showing different patterns of co-transcriptional splicing are given
in A-C. Fraction of splicing is plotted with regard to distance to the 3‘ SS. The dashed
red line indicates co-transcriptional splicing saturation. The green line marks the 50%
saturation position and the dashed black line (in B) marks the terminal exon end. Data
points represent binned means (30 nt) with SD from pooled data of all replicates. Data
visualization in Figures A-C and the analysis of the processed and mapped SMIT data
were done by Fernando Carrillo Oesterreich. More SMIT traces are given in Figure 52.
5.2 the position of co-transcriptional splicing in s. cerevisiae
genes
5.2.1 Common and unique characteristics of co-transcriptional splicing in individual
genes
The next part in analysis involves pairing the splice status information with
the associated 3’ end information. In the SMIT datasets the number of observed
3’ ends decreases exponentially with insert length. This provides a challenge in
accurately quantifying the relative amounts of spliced and unspliced transcripts
at one position, because spliced transcripts are shorter than the respective intron-
containing unspliced transcript. Read count normalization according to their ex-
ponential distribution in insert length has been performed for this reason. Sub-
sequently, the fraction of spliced transcripts per position can be computed (Sec-
tion 9.19).
Figure 24 shows three examples of SMIT traces (more examples in Section C.2,
Figure 52). The fraction of splicing per position is plotted relative to the end
of the respective intron. To be robust against noise, genomic positions were
grouped into 30 nt bins and the mean and standard deviation of the co-trans-
criptionally spliced fraction is shown. No splicing can be detected at the end of
an intron (3‘ SS), but within a few nucleotides the fraction of spliced transcripts
increases dramatically. This increase is almost stepwise for examples 2 and 3,
but more gradual for example 1. All example traces show saturation, albeit at
different levels. The saturation value represents a measure of co-transcriptional
splicing fraction reached before termination. To compare co-transcriptional splic-
ing patterns between genes, the saturation values (dashed red line) and the 10%,
50% (dashed green line) and 90% saturation position are used (Section 9.19).
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Figure 25 Co-transcriptional splicing is efficient and fast. A: Distribution of co-trans-
criptional splicing values at the point of transcription termination. The histogram plot-
ting gene count versus the saturation fraction spliced shows that most genes are almost
completely co-transcriptionally spliced. B: Position relative to the 3‘ SS where 10%, 50%
and 90% of the saturation value is reached. C: Single gene example of S. cerevisiae PacBio
data confirming detection of splicing close to the 3‘ SS. All intron-spanning reads were
grouped into spliced (138) and unspliced (85) and the position distribution of the closest
3’ end relative to the 3‘ SS is plotted. The black dots highlight the 3’ ends of the first
(un)spliced read of the example gene. Figures A-B and the analysis of processed and
mapped SMIT data were done by Fernando Carrillo Oesterreich.
5.2.2 Frequent and rapid co-transcriptional splicing for most assayed genes
A histogram for saturation values and distributions of positions for 10%, 50%
and 90% saturation are shown for 88 genes in Figure 25. Most assayed S. cere-
visiae introns are spliced almost completely co-transcriptional with a mean of
0.81. Although the saturation varies from almost no co-transcriptional splicing
to 100% co-transcriptional splicing, there seems little variation in how soon af-
ter intron synthesis the saturation in co-transcriptional splicing is reached (Fig-
ure 25B). The majority of co-transcriptional splicing happens within the distance
of 100 nt after the intron end and thus in close vicinity to the transcribing poly-
merase and it starts around 27 nt downstream of the 3‘ SS (10% of saturation).
S. cerevisiae PacBio data support the notion of co-transcriptional splicing close to
the 3‘ SS. I prepared two S. cerevisiae PacBio datasets as described for S. pombe
(Section 4.3.2, Section 9.11) and analyzed them with regard to the 3’ end dis-
tance to 3‘ SSs of intron-spanning transcripts. Closest 3’ ends of unspliced tran-
scripts are normally distributed downstream of 3‘ SSs (minimum 2 nt down-
stream of 3‘ SS, Kolmogorov-Smirnov test p > 0.05 compared to simulated normal
distribution). Closest 3’ ends of spliced transcripts follow a different distribution
(p < 0.01) and the first transcript is only detected 12 nt downstream of the 3‘ SS
(Figure 25C). This suggests that there is a minimal distance between the 3‘ SS
and the onset of splicing.
5.3 fast co-transcriptional splicing is widespread
So far I described the development of a paired-end deep sequencing method to
measure co-transcriptional splicing with distance to the assayed intron. The re-
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sulting data give an idea, where RNA polymerase resides while splicing occurs.
Overall the data show that co-transcriptional splicing happens within 100 nt. Af-
terwards saturation is observed, which means that the fraction of spliced tran-
cripts and unspliced transcripts for the assayed genes does not change anymore
before transcription termination.
Compared to results from other studies, co-transcriptional splicing occurs much
faster and closer to the end of an intron than previously estimated (Section 1.1).
I performed a SMIT-like PacBio experiment on a splicing reporter transgene, for
which spliced products have been only detected 500 nt downstream of the 3‘ SS.
This produced similar results as obtained for endogenous genes by SMIT and
suggests that co-transcriptional splicing is as sudden and close to 3‘ SS as for
fast splicing endogenous genes (Figure 26). For the transgene carrying the S.
cerevisiae consensus 5‘ SS (GUAUGU) 32% of transcripts shorter than 200 nt were
spliced, in a 5‘ SS mutant (U4C) only 15% showed co-transcriptional splicing in
this window. This is similar to a later spliced endogenous gene carrying a non-
consensus branchpoint sequence (Figure 26B-C,Section C.2, Figure 52 example
7).
One concern could be that degraded/hydrolyzed RNA is ligated to the 3’ end
DNA adaptor. In a 3’ end ligation test comparing commercially synthesized
31 nt 3’ hydroxylated and 3’ phosphorylated RNA (hydrolyzed RNA would be
3’ phosphorylated) I could not detect any ligation by denaturing Urea-PAGE
analysis (Section C.3, Figure 54C). I also assessed 3’ end ligation after alkaline
hydrolysis of both example RNAs. The pool of hydrolyzed 3’ hydroxylated is
still ligatable, but the pool of 3’ phosphorylated RNAs is not. This confirms that
RNA 3’ ends after hydrolysis are 3’ phosphorylated and thus cannot be ligated
(Figure 54A-C). Hence, the SMIT experiment should be specific to nascent RNAs
and not detect RNA degradation intermediates.
In conclusion, this chapter on the position of S. cerevisiae co-transcriptional splic-
ing and the results on gene architecture features associated with S. pombe co-
transcriptional splicing from Chapter 4 give evidence that the majority of pre-
mRNA splicing is co-transcriptional in the two yeasts and that co-transcriptional
splicing happens within 100 nt downstream of the 3‘ SS with a small delay of
~27 nt after the 3‘ SS synthesis.
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Figure 26 Early co-transcriptional splicing for splicing reporter gene. A: PacBio reads
and coverage from double-stranded cDNA generated with a SMIT-like PCR for the
HZ18-MS2split gene. The forward primer is located close to the end of the first exon
(pink) and many co-transcriptional splicing events are visible. Inset: Coverage profile of
the HZ18-MS2split gene with normal 5‘ SS (GUAUGU) or mutated 5‘ SS (U4C). Read
counts over introns increase for the mutated transgene. Coverage within the 200 nt win-
dow (light grey) in the intron and 2nd exon is used to calculate the fraction of spliced
transcripts among the pool of transcripts < 200 nt in C. B: Coverage profile of an en-
dogenous yeast gene. The 200 nt window for splicing quantification is marked in light
grey. C: Co-transcriptional splicing of the unmutated HZ18-MS2split gene is high within
the first 200 nt with 32%. The 5‘ SS mutation reduces co-transcriptional splicing to the
co-transcriptional splicing level of the assayed endogenous gene, which is later spliced
co-transcriptionally (Figure 52, n=3 HZ18-MS2split, n=1 YDR381W, SD is shown).
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C O - T R A N S C R I P T I O N A L S P L I C I N G
6.1 global co-transcriptional splicing levels , kinetics and trans-
criptional pausing
The consensus found in recent years is that pre-mRNA splicing commitment and
catalysis happens predominantly co-transcriptional (summarized and discussed
in [Brugiolo et al. 2013, Herzel and Neugebauer 2015] and Section 7.1). The S.
pombe data on co-transcriptional splicing presented as part of this work agree
with this (Section 3.1).
When during transcription pre-mRNA splicing takes place and how long it takes,
has strong implications in understanding how transcription and splicing are
linked and how alternative transcript isoforms can arise from alternative splic-
ing. Albeit several labs approached the question, no consensus has been found
yet and estimates range from seconds to minutes. In this study, I chose a novel
strategy of paired-end and PacBio sequencing of nascent RNA to address this
question.
Using the SMIT assay (Single Molecule Intron Tracking), which is described in
detail in Chapter 5 and discussed in Section 7.3, I could determine the progres-
sion of co-transcriptional splicing depending on the distance to the intron end.
Most introns assayed from S. cerevisiae are spliced to 50% saturation within 100 nt
after full intron synthesis (Figure 25). This splicing distance is much shorter
than previously estimated in yeast and implies that nascent RNA is immediately
spliced after the transcript emerges from the RNA exit channel of Pol II (> 15 nt
[Rasmussen and Lis 1993, Andrecka et al. 2008, Martinez-Rucobo et al. 2015])
within 3 sec assuming a constant elongation of 2 kb/min. However, the individ-
ual SMIT traces allow to reject the assumption that splicing and elongation rate
are constant (Figure 24, Figure 52). Fitting an exponential model, which is de-
scribed by one parameter, the fraction of splicing and elongation rate, does not
explain the observed traces and thus no real estimate can be given for how long
completion of pre-mRNA splicing takes after the intron has been synthesized.
High-resolution estimates of transcription elongation profiles would be impor-
tant to determine the time it takes for splicing. Nevertheless, the data implies
that the fast estimates of 15 sec for pre-mRNA splicing are most accurate for the
assayed genes in S. cerevisiae.
Recent estimates of transcription elongation rates in human cells showed that
average elongation rates vary in a gene-specific manner from 0.5-2.4 kb/min
[Jonkers et al. 2014]. Within transcription units transcription elongation is also
far from uniform. This gene-specific variability in transcription elongation is
most likely also true for yeast, for example a range in elongation rates from
0.8 kb/min-2 kb/min has been measured in a different genes [Mason and Struhl
2005, Zenklusen et al. 2008] and frequent Pol II pausing and Pol II backtacking
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has been identified in S. cerevisiae genes [Churchman and Weissman 2011]. In
higher eukaryotes promotor-proximal pausing is commonly observed [Jonkers
and Lis 2015] and there is also evidence that Pol II slows down over exons, which
then leaves more time for pre-mRNA splicing [Kwak et al. 2013, Jonkers et al.
2014]. Determining elongation rates individually for endogenous introns in com-
parison to the adjacent exons by linear regression from GRO-Seq data similar
to the studies in mammalian cells [Jonkers et al. 2014] is challenging in yeast,
because introns are very short in the range of 30-1000 nt compared to several
kbs in mammals for example. A modification of SMIT or high-resolution (single
gene) PacBio sequencing of nascent RNA could be a solution (Section 7.3). Nu-
cleosomes have been shown to be preferentially positioned over exons [Schwartz
et al. 2009, Tilgner et al. 2009] and could facilitate slowing down of Pol II [Church-
man and Weissman 2011]. Complicating things, S. pombe nucleosome maps did
not reveal such an exon-intron pattern [Moyle-Heyrman et al. 2013]. Therefore
the question remains, how chromatin structure and regulation feed into the de-
tected co-transcriptional splicing patterns.
Spliceosome assembly occurs sequentially ([Görnemann et al. 2005, Lacadie and
Rosbash 2005, Tardiff et al. 2006], described in Chapter 1) with the possibility
that the 5‘ SS is recognized by the U1 snRNP even before the intron is fully syn-
thesized. Therefore, the time it takes to transcribe the full intron feeds also into
the available time for co-transcriptional splicing and the first step in splicing
could take place before the 3‘ SS is accessible. Interestingly, single intron genes
with long introns are associated with high co-transcriptional splicing levels in
S. cerevisiae [Carrillo Oesterreich et al. 2010] and high transcription and splicing
factor recruitment (Figure 27). To illustrate this, genome-wide S. cerevisiae tran-
scription and splicing factor chromatin immunoprecipitation data (ChIP-chip)
from [Mayer et al. 2010, 2012, Meinel et al. 2013] were aligned relative to the
mapped pause site in terminal exons of highly spliced S. cerevisiae genes. ChIP-
chip data alignment for high expressed intronless genes and lowly spliced genes
to an equidistant position towards the 3’ end of the gene shows that high tran-
scription and splicing factor recruitment cannot be detected in those genes. Thus
this pattern is specific for this group of highly expressed, highly spliced intron-
containing genes. The pausing site is roughly located in the middle of terminal
exons [Carrillo Oesterreich et al. 2010] and thus further downstream of where
the majority of co-transcriptional splicing takes place (Chapter 5). Therefore, this
pause site might not be directly associated to the process co-transcriptional splic-
ing, but could enable reformation of mRNPs. Pol II pausing in this case seems to
resemble a transition between two stages of transcription elongation (one group
of elongation factors binds before and one peaks at the pause site) and could
be important for spliceosome disassembly and the transition to transcription
termination with nascent transcript cleavage and polyadenylation for the final
formation of an export-competent mRNP. A two-step 3’ transition in transcrip-
tion has been noted earlier for ribosomal protein genes in yeast, although no
distinction was made in the analysis between intron-containing and intronless
genes [Mayer et al. 2010]. Post-translational modifications of the Pol II CTD are
generally associated with the distance from the transcription start site and the
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Figure 27 Transcription- and splicing factor distribution around the terminal exon
pause site. 35 average ChIP-chip profiles for A: high efficiency genes (H, n=73), B: low
efficiency genes (L, n=47) and C: highly expressed intronless genes (IL > 800 bp, n=73)
are clustered according to their profiles 500 bp up- and downstream of the pause site
(discontinuity in A) or the corresponding position upstream of the polyA cleavage site
in non-pausing low efficiency and intronless genes. D: Cumulative nascent transcript
expression data for all intronless genes (black, n=5,177), intron-containing genes on Wat-
son and Crick strand (two shades of grey, n=126 & n=127) and high and low efficiency
genes (two shades of brown, n=67 & n=45) are shown. Intron-containing genes are much
higher expressed than intronless genes and follow a bimodal expression pattern. Low
efficiency genes are overall lower expressed than high efficiency genes. The three gene
groups compared in A-C have very different nascent transcript expression patterns (box-
plot in D).
phase of transcription, initiation, elongation or termination [Mayer et al. 2012]. A
characteristic pattern is also observed around the pause site (Figure 27A). A de-
crease of the average signal of early CTD modifications (Serine 5 and 7 phospho-
rylation) around the pause site is observed and Serine 2 phosphorylation levels
rise. To understand the interconnection between post-translational CTD modifi-
cations, transcription elongation factors binding patterns and co-transcriptional
splicing around the terminal exon pause site in S. cerevisiae further experiments
are necessary.
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6.2 general and s. pombe specific intron splicing characteris-
tics
S. cerevisiae as a single cell eukaryote serves as a strong model system to study
conserved cellular processes [Forsburg 2005]. However, intron-containing genes
are rare in S. cerevisiae and might represent a very specific class of genes with dis-
tinct properties, which helped them “survive“ throughout evolution (explained
in detail in Section 1.4). Therefore, I decided to include S. pombe as a model sys-
tem to study co-transcriptional splicing. It is assumed that S. pombe contains a
splicing machinery more closely reflecting the archetype of a spliceosome ma-
chinery than S. cerevisiae, shares higher similarity to the human splicing factors
than S. cerevisiae [Kaeufer and Potashkin 2000] and contains > 1000 genes with
multiple introns, making it a promising model system to study the order of in-
tron removal.
The quantification of global co- and post-transcriptional splicing levels in S.
pombe by nascent and mRNA-Seq of three different subcellular fractions showed
that the majority of introns are spliced co-transcriptionally, albeit to a slightly
lesser extent than in S. cerevisiae [Carrillo Oesterreich et al. 2010]. Single gene ex-
amples suggest that co-transcriptional splicing happens as close to intron ends
as seen by SMIT in S. cerevisiae. (Figure 19, Figure 20, Figure 47, Figure 49).
Even though pre-mRNA splicing can happen as soon as the intron is synthesized,
not all introns are spliced to the same extent. I observed frequent “not in order“
intron splicing in transcripts spanning multiple introns, where first introns were
most often not spliced (Section 4.3.3). In general, first introns and single intron
genes were spliced less than internal and terminal introns, but also terminal in-
trons were significantly less spliced compared to internal introns. This suggests
that adjacent introns and splice sites positively influence pre-mRNA splicing
of another intron. A similar observation was made in D. melanogaster before
[Khodor et al. 2011].
The comparison of the S. pombe pre-mRNA splicing analysis to the published
analyses of S. cerevisiae, D. melanogaster, mouse and human cells is given in Ta-
ble 4. Many gene architecture features are significantly correlated with high or
low co-transcriptional splicing in the evolutionary very distant species. This em-
phasizes the high conservation of pre-mRNA splicing and supports the use of
the single cell organism S. pombe as model system for co-transcriptional splicing
studies.
However, the main difference in gene architecture between S. pombe and the
other species lies in intron length, which is also reflected in the opposite correla-
tion found. In species with short introns it is believed that pairing between the
splice sites takes place across an intron, if exons are separated by short (< 250nt)
introns [Romfo et al. 2000, Fox-Walsh et al. 2005]. Thus, co-transcriptional splic-
ing would be optimal for short introns. In species with generally longer introns,
like mouse and human, longer introns tend to be better spliced. This could be
associated with facilitated exon definition (splice site pairing across exons) [Rob-
berson et al. 1990, Berget 1995]. S. cerevisiae is special in this case as it contains
two classes of introns with different lengths (Figure 4A), but which can also be
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gene property identified also in
Low first intron splicing
D. melanogaster,
mouse, human cells
Low single intron splicing D. melanogaster, mouse
Internal introns better spliced
than first and last
D. melanogaster
Optimal internal exon
length 25-80 nt
50-500 nt mouse
Longer exons,
lower co-transcriptional splicing
S. cerevisiae, D. melanogaster,
mouse, human cells
High exonic GC-content,
high co-transcriptional splicing
human cells
Modest correlation with
splice site strength
human cells
Modest correlation with
gene expression
S. cerevisiae,
human cells
gene property identified only in
Higher splicing for longer introns
S. cerevisiae,
mouse, human cells
Lower co-transcriptional splicing
closer to polyA site
mouse, human cells
gene property identified only in
Low intronic GC-content,
High co-transcriptional splicing;
Optimal intron length 25-160 nt; S. pombe
Modest co-transcriptional splicing correlation
with changes in expression
Table 4 Gene properties associated with pre-mRNA splicing: comparison with co-
transcriptional splicing studies from human cells, mouse, D. melanogaster and S. cerevisiae
[Tilgner et al. 2012, Khodor et al. 2012, 2011, Carrillo Oesterreich et al. 2010].
70 co-transcriptional splicing
distinguished in their terminal exon lengths and gene expression (Figure 4A,
Figure 27D, [Carrillo Oesterreich et al. 2010]).
The intron position is a strong determinant for co-transcriptional splicing in any
species (S. cerevisiae excluded, mainly single-intron genes), albeit the correlation
differs between S. pombe and D. melanogaster on the one side and mouse and
human cells on the other side. Similar to S. pombe, D. melanogaster‘s first and last
introns are less well spliced than internal introns. Low splicing of first introns is
also seen in mouse and human cells, but otherwise there is a decrease in intron
splicing from the gene start towards the end of the gene.
Both, D. melanogaster and S. pombe have mainly short introns (median D. melano-
gaster 86 nt [Yu et al. 2002], median S. pombe 56 nt Figure 4B), which brings adja-
cent introns close together and could potentially serve a positive feedback inter-
action between adjacent splicing machineries. This might be less pronounced in
genes/species that contain very long introns. It would be interesting to see how
internal short introns are spliced with respect to each other in species like human
or mouse, where only a minority of introns lie in the size range of D. melanogaster
and S. pombe introns. In general, the high splicing of internal introns supports the
observation in S. cerevisiae and S. pombe that co-transcriptional happens within
a few nucleotides downstream of the intron end. There, one would not expect
a strong correlation between lower co-transcriptional splicing levels and shorter
distance to the gene end.
First and terminal intron splicing commitment and catalysis could be co-occur-
ring with 5’ capping or transcript cleavage and polyadenylation. Indeed, I ob-
served significant lower co-transcriptional splicing for first intron shorter than
200 nt and terminal exons shorter than 300 nt, suggesting spatial constraints be-
tween transcription start site (TSS) and transcript cleavage site. Alternative TSS
choice has been linked to first intron splicing in fly heads [Khodor et al. 2011]
and is also prevalent in S. pombe [Li et al. 2015]. PacBio sequencing could be used
to address this aspect further on single molecule level, where splicing levels and
TSS can be directly linked. In addition to spacial constraints, roles for splicing
factors close to the TSS have been identified, which might interfere with the effi-
cient co-transcriptional splicing of first introns, but also link pre-mRNA splicing
to transcription [Kwek et al. 2002, Damgaard et al. 2008, Kaida et al. 2010, Görne-
mann et al. 2005].
Similarly, interactions have been found between splicing and the transcription
termination and cleavage machinery [Cooke et al. 1999, Dye and Proudfoot 1999].
Impaired spliceosome recruitment to a mutated model gene in human cells en-
hanced the accumulation of stalled Pol II downstream of the polyA site [Martins
et al. 2011]. My analysis of S. pombe nascent RNA PacBio data showed a di-
rect correlation between imperfect pre-mRNA splicing and transcript cleavage
at the polyA site. Transcripts that were not cleaved at the polyA site were prefer-
entially completely unspliced, suggesting that improper spliceosome assembly
and incomplete intron splicing can effect transcript cleavage and might set the
fate of those transcripts towards exosomal degradation. Interestingly, intronless
genes showed a similar fraction of uncleaved transcripts like the unspliced un-
cleaved fraction of intron-containing genes. This suggests a positive role for co-
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transcriptional splicing in enhancing transcription fidelity. Future experiments
modulating this system, e. g. by splicing inhibition, are required to test this hy-
pothesis.
Furthermore, first and terminal introns could be located within UTRs and thus
serve a role in gene expression different from internal introns. About 35% of hu-
man 5’ UTRs [Cenik et al. 2010] are annotated as intron-containing. The presence
or absence of a 5’ UTR intron can dictate the mechanism of mRNA export and
some 3’ UTR introns were found to target the mRNA for degradation by NMD
[Bicknell et al. 2012]. How many introns are located within UTRs in S. pombe
and if they show lower average pre-mRNA splicing patterns or are differentially
regulated compared to introns within protein-coding regions remains to be seen.
High levels of co-transcriptional splicing (this study and [Brugiolo et al. 2013]),
splicing associated changes in transcription elongation [Alexander et al. 2010,
Carrillo Oesterreich et al. 2010, Jonkers et al. 2014], functional links to transcrip-
tion initiation [Cramer et al. 1997, Dujardin et al. 2013] and termination (this
study and [Cooke et al. 1999, Dye and Proudfoot 1999]) and the association of
5‘ SS with active expression-associated chromatin marks [Bieberstein et al. 2012]
form arguments that co-transcriptional splicing serves as a modulator in shaping
gene expression profiles.
In line with this, S. pombe co- and post-transcriptional splicing are especially pro-
nounced in genes with highest gene expression (Figure 13). I tested to which
extent changes in mRNA expression are also reflected in changes of co-trans-
criptional splicing levels by treating S. pombe with caffeine. This drug is known
to alter gene expression through a TORC1-associated pathway and results in
downregulation of genes involved in cell growth and proliferation, e. g. genes
with translation-associated functions, and upregulation of genes associated with
nitrogen starvation, e. g. amino acid transport (Section 4.1 and [Rallis et al. 2013]).
Of 1,512 genes with significant differences in mRNA expression upon 15 min
caffeine treatment only 566 genes were intron-containing (37%). This is lower
than the genome average of intron-containing protein-coding genes in S. pombe
(48.5%) and probably reflects the general notion that intron-containing genes are
underrepresented in rapidly regulated genes in response to stress in S. pombe [Jef-
fares et al. 2008]. Nevertheless, I detected a modest correlation between co-trans-
criptional intron splicing and mRNA expression changes (Figure 14), which is
not apparent in the correlation of co-transcriptional splicing values with nascent
RNA expression pointing to a role in RNA degradation or nuclear retention of
unspliced transcripts to establish changes in mRNA expression. Further analysis
of the data with regard to RNA stability and localization, and integration of ex-
isting mRNA half-life estimates [Lackner et al. 2007, Sun et al. 2012] are needed
to provide a more detailed answer on which processes are involved in establish-
ing changes in gene expression upon caffeine treatment.
Overall, the data presented in this thesis define the position of pre-mRNA splic-
ing within the process of transcription and provide evidence for fast and effi-
cient co-transcriptional splicing in S. cerevisiae and S. pombe, which is associated
with high expressed genes in both organisms. Differences in S. pombe co-trans-
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criptional splicing could be linked to gene architecture features, like intron posi-
tion, GC-content and exon length.
7
S T R AT E G I E S O F S E Q U E N C I N G N A S C E N T R N A
7.1 quantification of co-transcriptional splicing from rna-seq
data
In the recent years several papers were published on the global nature of co-trans-
criptional splicing (reviewed in [Brugiolo et al. 2013]). In order to decide for a
computational strategy to quantify pre-mRNA splicing in S. pombe and to under-
stand how different published co-transcriptional splicing calculation strategies
impact splicing outcome, I applied several approaches in parallel to quantify co-
transcriptional splicing from publicly available data [Khodor et al. 2012, Bhatt
et al. 2012].
Using my analysis, I revealed an average of 60% co-transcriptional splicing for
mouse liver (Section 3.1 and [Herzel and Neugebauer 2015]). This confirms the
conclusion from [Khodor et al. 2012] that mouse co-transcriptional splicing is
less efficient than in yeast [Carrillo Oesterreich et al. 2010], fruit fly [Khodor et al.
2011] and human cells [Tilgner et al. 2012], where the average intron or exon
is spliced to ~75%. Three out of four strategies to quantify pre-mRNA splicing
compared very well among each other and I decided to use the intron-centric
“splicing per intron“ measure for the S. pombe data, because it is most suitable
for short introns, whose splicing is initiated by intron definition [Romfo et al.
2000, Fox-Walsh et al. 2005]. The average co-transcriptional splicing in S. pombe
is lower than for other species (58%), but still very prevalent for most introns
(Section 3.2).
The global co-transcriptional splicing value of the second dataset I analyzed
(mouse macrophage chromatin-associated RNA [Bhatt et al. 2012]) was much
higher with 90%, independent of the quantification strategy used (Figure 5D-F).
This is also higher than reported previously using the same dataset [Bhatt et al.
2012]. This discrepancy could be explained by several things:
1. Bhatt et al.‘s analysis only considers a group of genes with lowest nascent
RNA expression. However, my and other studies show that pre-mRNA
splicing correlates with gene expression (Section 4.1) [Cramer et al. 1997,
Wilhelm et al. 2008].
2. Bhatt et al.‘s publication does not state, which transcriptome mapping ver-
sion has been used and whether a gene annotation was provided to aid
junction detection. I provided the mm9 RefSeq gene annotation for map-
ping and used Tophat2 version 2.01.13. In a preliminary comparison map-
ping without gene annotation, indeed, identified less spliced junction reads
and thus would lead to lower splicing estimates.
3. Bhatt et al.‘s chromatin samples were not depleted for polyA+ RNA, which
might artificially elevate co-transcriptional splicing levels. Polyadenylated
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Figure 28 Influence of polyA+ RNA and rRNA depletion on splicing quantification.
A: Average coverage profile over 149 high-expressed intronless genes ranging from 1-
4 kb (coverage normalized for total sum.105) from mouse. Genes were scaled to 1 kb
with additional 100 bp added up- and downstream of the ORF. Nascent and mRNA-
Seq data from [Khodor et al. 2012] and chromatin-associated RNA (not polyA+ RNA
depleted) and cytoplasmic mRNA data from [Bhatt et al. 2012] were reanalyzed. The
two chromatin-associated RNA samples differ in their global splicing values (table). B:
Average coverage profile over 668 high-expressed intronless genes ranging from 1-4 kb.
Genes were scaled to 1 kb with additional 100 bp added up- and downstream of the ORF.
Data for three replicates of nascent RNA-Seq experiments are shown. One sample is 2x
depleted for polyA+ RNA and one sample 3x. This makes a significant difference in
global splicing quantification (table). C: rRNA removal is crucial for nascent RNA-Seq
experiments to quantify pre-mRNA splicing. Barplot showing the average fraction of
reads mapping to the rDNA locus in S. pombe on chrIII (n=3-6; SD is given).
RNA might be present in the sample (Figure 28A, Section 7.1.1). Thus,
higher splicing levels than observed in the first dataset [Khodor et al. 2012]
could be the consequence.
7.1.1 Removal of polyadenylated RNA
Polyadenylated RNA associated with chromatin might artificially elevate the
quantification of co-transcriptional splicing levels by RNA-Seq. To cope with
this point many nascent RNA-Seq protocols remove polyA+ RNA with oligo-
dT coated cellulose [Carrillo Oesterreich et al. 2010, Khodor et al. 2011, 2012].
Furthermore, an enrichment of ~40x for uncleaved nascent RNA relative to
polyadenylated RNA was detected (Figure 8E, [Carrillo Oesterreich et al. 2010]).
Dependent on the salt concentration, different stringencies in polyA tail removal
can be achieved [Kojima et al. 2012]. Short polyA tracts within transcripts might
be depleted together with polyA+ RNA, however, polyA tracts are rare in protein-
coding genes [Koutmou et al. 2015] (1/200,000 for 15 consecutive As in exons or
introns). In addition, my analysis did not reveal differences in the fraction of
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A-tracts with varying length compared to the fraction of A-tracts in the sequenc-
ing data. For some polyA tracts longer than 15 nt, I observed reduced sequence
coverage in comparison to the adjacent gene region. This might also be associ-
ated with the most common error in Illumina sequencing data, insertions and
deletions after homopolymeric stretches [Quail et al. 2012], resulting in reduced
mapping efficiency at those sites.
In addition to assessing removal of polyadenylated RNA by RT-qPCR, meta anal-
ysis of RNA-Seq coverage over intronless genes could be used. Nascent RNA se-
quencing coverage should show a 5’ to 3’ coverage bias, and mRNA sequencing
coverage should form a block-like or 3’ end biased profile. Figure 28A-B show
average RNA-Seq coverage profiles over intronless genes from mouse and S.
pombe. For both species, one sample with less or no removal of polyadenylated
RNA (dotted blue lines) and one with removal (solid blue lines) is shown. The
polyA-depleted sample has a high average signal downstream of the annotated
polyA site, which is indicative for non-cleaved nascent transcripts. This signal is
lower in the non-depleted sample, and the decrease in signal is steeper around
the polyA site, making it more similar to mRNA. Similarly, in the S. pombe sam-
ple, a less pronounced 5’ to 3’ coverage bias is correlated with less depletion of
polyadenylated RNA and higher quantified splicing levels in those samples.
7.1.2 Removal of ribosomal RNA
Using nascent and mRNA-Seq, I quantified intron splicing for 4,770 (90% of in-
trons) and 2,282 (43% of introns) in 3 replicates for nascent RNA and cytoplasmic
mRNA, respectively. I estimated a cutoff of 10 reads per junction for the data as
described in Section A.2. Less than half of the number of introns could be quan-
tified in cytoplasmic mRNA, even though all samples were sequenced with the
same depth (Table 10), and the same cutoff was used. The analysis of the amount
of rRNA still present in every sequencing sample shows that nascent RNA-Seq
data only contain half the fraction of rRNA-associated reads than cytoplasmic
mRNA, and thus less data depth is obtained for protein-coding genes in cyto-
plasmic mRNA (Figure 28C). Nascent RNA samples were depleted for rRNA
using the commercially available RiboZero kit and mRNA was isolated with
oligo-dT coated cellulose. The positive selection for mRNA is less efficient for
rRNA removal than negative selection for rRNA species. However, this approach
was chosen over rRNA depletion of the cytoplasmic fraction, which could also
include RNA degradation intermediates, because I aimed to compare co-trans-
criptional intron splicing to splicing of fully-processed translatable fraction of
mRNAs.
If rRNA is not removed prior to sequencing, 97% of sequencing data map to the
rDNA locus (Figure 28C, first bar). In that case, quantification of pre-mRNA
splicing would be impossible, but rRNA depletion might also deplete other
RNAs, e. g. associated non-coding snoRNAs. This is important to consider when
studying the biology of ncRNAs associated with chromatin, but influences less
the quantification of pre-mRNA splicing in protein-coding genes.
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7.2 chromatin-associated transcripts from pacbio sequencing
Deep sequencing of many short fragments of transcripts is a valuable technique
to study gene expression levels and pre-mRNA splicing levels. Software has been
developed to identify and quantify various splice isoforms, e. g. MISO, spliceR,
SplicingCompass and Cufflinks [Trapnell et al. 2012, Katz et al. 2010, Aschoff
et al. 2013, Vitting-Seerup et al. 2014]. However, nascent RNA-Seq gene coverage
often decays towards the 3‘ end of genes, complicating the isoform analysis in
nascent RNA. Furthermore, a direct observation of how splicing of individual
introns is connected to splicing of other introns in the same transcript or polyA
site cleavage in nascent transcripts cannot be observed directly. The recent long-
read sequencing development, Pacific Biosciences (PacBio) sequencing [Eid et al.
2009, Korlach et al. 2010], allows to detect those transcripts. Therefore, it is ide-
ally suited to study multi-intronic transcripts from S. pombe, which fit the length
profile of PacBio libraries. So far, PacBio sequencing has been mainly used for
sequencing small microbial and viral genomes and to fill gaps in larger genomes
[English et al. 2012], which could not be sequenced previously due to coverage
biases of existing deep sequencing methods [Ross et al. 2013].
While establishing the nascent RNA PacBio library protocol, the first mRNA iso-
form data generated with PacBio sequencing were published [Au et al. 2013,
Brinzevich et al. 2014, Kleinman et al. 2014, Larsen and Smith 2012, Schreiner
et al. 2014, Sharon et al. 2013, Thomas et al. 2014, Tilgner et al. 2014, Treutlein
et al. 2014, Zhang et al. 2014]. The transcriptome libraries are designed in similar
ways, with oligo-dT reverse transcription priming, a template switching reverse
transcriptase and a low-cycle PCR amplification to obtain sufficient amounts of
cDNA for the final PacBio library preparation. If specific genes are targeted with
PacBio sequencing, gene-specific forward primers are included in the low-cycle
PCR.
This is very similar to the library preparation I designed, with the main differ-
ence that my protocol assays nascent RNA, which is not yet polyadenylated. In
my protocol, the 3’ end is therefore ligated to a DNA adaptor, which serves as
primer binding site for reverse transcription and allows the generation of double-
stranded cDNA from full-length nascent RNA. The ligation of the 3’ end DNA
adaptor is a universal tool, which not only provides the opportunity to sequence
nascent RNA, but also to identify the Pol II position during transcription. With
this knowledge, I could quantify the progression of co-transcriptional splicing
during transcription (Chapter 5).
Due to the fact that PacBio sequencing is mainly applied to genome sequencing,
no splicing-sensitive mapper has been developed to align long read transcrip-
tome data. I compared two alignment tools, BLAT [Kent 2002] and GMAP [Wu
and Watanabe 2005], which have been developed to align long cDNA sequences
to the genome, e. g. from Sanger sequencing. One major advantage of GMAP for
subsequent analysis is that the mapped sequences are provided as SAM-format,
a format also used in RNA-Seq analysis.
In Section 4.3 multiple examples of sequenced transcripts derived from intron-
less and intron-containing genes are shown. The data presented in this section
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Figure 29 Read length considerations in PacBio sequencing. A: Cumulative distribu-
tions of PacBio subread lengths are shown for libraries prepared and sequenced in 3 dif-
ferent ways. Light grey: size selected RNA < 500 nt; grey: conventional library (slightly
darker grey: RNA > 200 nt size selected); dark grey: conventional library with different
SMRT cell loading (Magbead). B: Read fraction overlapping annotated snoRNAs does
decrease with different SMRT cell loading, but not with RNA size selection (n=1-3, SD
is given).
were all derived from pooled PacBio sequencing experiments shown in Fig-
ure 18B.
7.2.1 snoRNAs in libraries with varying length spectrum
In the process of mapping and analysis, I noticed that the majority of reads
originate from short ncRNAs, snoRNAs, which are not strongly enriched in this
fraction, but get highly sequenced due to their short size (often < 200 nt). In
order to enhance future sequencing of protein-coding transcipts, I determined
the snoRNA read fraction in PacBio libraries prepared with (a) size selection
for short RNAs, (b) no size selection, (c) size selection against short RNAs and
(d) a novel loading strategy of the SMRT cell (Magbead), which prefers DNA
molecules longer than 800 nt (Figure 29). Selection against short RNAs did not
reduce the fraction of snoRNAs. Furthermore, size selection for short RNAs did
not markedly affect their abundance. However, the modified loading strongly
reduces the amount of short RNAs and thus, also the fraction of snoRNA reads
in the dataset. In this regard, the modified loading is a strong improvement.
A custom depletion approach, similar to what is commercially available (Epicen-
tre/Life technologies) could also target abundant RNAs, e.g. rRNA or snoRNAs
[Rio et al. 2011].
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Figure 30 Average splicing levels in different PacBio libraries. A: The four different
PacBio library types are compared for their median splicing level (spliced transcripts/
all transcripts overlapping introns from single-intron containing genes, n(transcripts)>4,
not all (un)spliced). Median SPIs for the same intron groups are shown for comparison.
The library with short transcripts overestimates co-transcriptional splicing, whereas the
library loaded with Magbead loading underestimates it. B & C: Pie charts reflecting the
fraction of all spliced, completely unspliced or partially spliced multi-intron-spanning
transcripts. The fraction of all (un)spliced transcripts varies with the length distribution
of sequenced PacBio libraries.
7.2.2 pre-mRNA splicing in libraries with varying length spectrum
The aspect that the PacBio sequencing with diffusion loading favors short tran-
scripts and the one with Magbead loading longer transcripts, raises the question
which of those two protocols - or maybe a combination of both - reflect the ac-
tual pool of protein-coding nascent RNAs best. This is especially important with
respect to intron splicing analysis, as spliced and unspliced transcripts with the
same 3’ ends differ in length. In general, S. pombe introns are short with a tight
distribution around the median length of 56 nt (Figure 4B), but the length differ-
ence increases with the number of spliced introns per transcript.
In single gene analyses, I observed a good correlation between nascent RNA-Seq
SPIs and PacBio data, suggesting that the chosen approach represents the pool of
protein-coding nascent RNAs well (Section 4.3). In addition, I calculated the frac-
tion of spliced PacBio transcripts overlapping the intron of single intron genes
and correlated this with intron splicing estimates from nascent RNA-Seq data
for the different types of libraries (Section B.5, Figure 48). The number of genes
included in the analysis varied depending on sequencing depth and library size
distribution. The correlation is best for diffusion-loaded, non-size selected sam-
ples (0.33) and non-existing or low for the short transcript library and Magbead
loading.
The comparison of median splicing values confirms that (a) splicing values from
not size selected and diffusion loaded cDNA is most similar to the RNA-Seq
splicing results and (b) sequencing only short transcripts overestimates co-trans-
criptional splicing and (c) Magbead loading underestimates splicing (Figure 30A).
Consistent with that, the fraction of completely unspliced transcripts in the Mag-
bead loaded sample is much higher than in diffusion loaded samples, being the
dominant class of transcripts in this sample (Figure 30B-C). Considering that the
global average in co-transcriptional intron splicing was determined to be 58% by
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nascent RNA-Seq, the real amount of completely spliced and unspliced fraction
lies in between the fractions shown in Figure 30B-C. Independent of the method
used, partially spliced transcripts are the least frequent class of transcripts.
Sequencing nascent PacBio libraries with Magbead loading offers the potential
for the analysis of how many genes produce long unspliced, non-terminated
transcripts. My data showed a link between imperfect splicing and termination,
but only for a small fraction of genes compared to the number of genes which
had all spliced transcripts (Section 4.3.4). The widespread nature of this associ-
ation between nascent RNA processing events will be an interesting aspect to
follow up on.
7.3 smit as general application to study co-transcriptional rna
processing
To obtain a quantitative image of co-transcriptional splicing kinetics, I developed
an additional protocol for sequencing nascent RNA. With paired-end sequencing
on the Illumina platform one can obtain millions of reads originating from single
nascent RNA molecules. This harbors a huge potential for detecting 3’ ends along
genes at high resolution. The 3’ ends resemble the position of Pol II during tran-
scription and thus allow to determine, where the pre-mRNA is spliced during
transcription. Therefore, the splicing status needs to be obtained. I achieved this
by sequencing the 5’ end of cDNA, which was generated in a defined PCR target-
ing the region in the exon just upstream of the intron of interest. This approach is
called Single Molecule Intron Tracking (SMIT). With this technique at hand, I can
detect single molecules due to a random barcode included in 3’ end adaptor and
track the intron presence in association with the Pol II position (Section 5.1). The
only requirements for the assay I developed are detectable expression of the tran-
script, a first exon long enough to place a PCR primer inside and that the intron
is significantly shorter than the average insert length of the sequencing machine
(the gene with the longest intron of 1002 nt in S. cerevisiae cannot be assayed). I
validated my assay using PacBio sequencing (Figure 26 and Figure 25C).
Similar to the insert length considerations discussed in the previous section (Sec-
tion 7.2), also SMIT data show an insert length bias caused by (a) the clonal
amplification on the flow cell [Ross et al. 2013], (b) better binding of short DNAs
to the flowcell and (c) the SMIT PCR itself. PCR duplicates are removed during
data processing (Table 12), but the enrichment of short inserts persists. Insert
lengths follow an exponential distribution, which can be accounted for by nor-
malization prior splicing quantification.
Initially, I developed the SMIT assay to quantify co-transcriptional splicing levels.
However, it could very well be applied to other aspects of co-transcriptional RNA
processing, e. g. to study Pol II pausing along genes. A previous study identified
that Pol II pauses in short terminal exons of highly co-transcriptionally spliced
S. cerevisiae genes [Carrillo Oesterreich et al. 2010]. This study was carried out by
profiling nascent RNA with high-density tiling arrays, where a change in slope of
the 5’ to 3’ intensity profile reflects a change in Pol II elongation behavior. I could
detect higher Pol II density in those pausing genes in analysis of published Pol II
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Figure 31 Detection of terminal exon pausing (TEP). A: Analysis of Pol II ChIP-seq
data [Chathoth et al. 2014] for genes with (9 pausing genes, same as in B) and without
(4 non-pausing genes, same as in B) pausing according to [Carrillo Oesterreich et al.
2010] (average coverage is shown). B: SMIT analysis of 9 genes with pausing and 4 genes
without pausing reveals a strong peak of nascent RNA 3’ ends immediately downstream
of the pause site (average 3’ end counts are shown). C: Nascent RNA 3’ ends from 3’ PE-
Seq data for all identified 74 pausing genes and 48 non-pausing genes show a broad
peak downstream of the pause site in pausing genes (total 3’ end counts are shown).
ChIP-Seq data [Chathoth et al. 2014], as well as in SMIT 3’ end data (first set
of genes from Figure 23B, Figure 31A-B). Unfortunately, the underlying SMIT
insert length distribution results in low coverage around the terminal exon paus-
ing site. The assay could be adjusted by placing the forward primer not at the
first exon end, but rather into the terminal exon, closer to the expected pause site.
In a similar way to studying co-transcriptional splicing, also polyA site cleavage
could be assessed by locating the forward primer close to the annotated polyA
site.
Even though it is possible to account for the observed insert length bias in data
post-processing, ideally, such a bias would already be reduced or eliminated dur-
ing sample preparation. One strategy could be to replace the SMIT PCR with
a linear enrichment step, e. g. by hybridization. A modification of the existing
RNA CaptureSeq protocol [Mercer et al. 2014] could be developed, where 3’ end
ligated nascent RNA of intron-containing transcripts is enriched by hybridiza-
tion against complementary oligonucletides that are attached to magnetic beads.
This process would be followed by Illumina sequencing. In a first experiment, I
sequenced 3’ end ligated nascent RNA from S. cerevisiae without enrichment by
SMIT PCR or hybridization with paired-end sequencing (Figure 31C). I refer to
this experiment as 3’ PE-Seq. Despite some noise due to lower coverage, I could
detect terminal exon pausing in a first meta analysis. It will now be interest-
ing to see, if 3’ end pausing profiles for single genes can be determined using
hybridization-driven enrichment.
Interestingly, the 3’ PE-Seq data is also useful to validate the original SMIT assay.
Typically, sequencing libraries are generated using fragmented RNA or DNA
of 100-300 nt [Nagalakshmi et al. 2008, Levin et al. 2010]. In the 3’ PE-Seq ex-
periment, 3’ end ligated nascent RNA was fragmented first and then reverse
transcribed using the SMIT DNA adaptor sequence as RT primer. Split reads
carrying the 3’ end adaptor, which originated from spliced RNA, must therefore
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correspond to transcripts that were spliced in the window of 0-300 nt down-
stream of the 3‘ SS. This is clearly reflected in the correlation of SMIT saturation
values with 3’ PE-Seq splicing values (Section C.1, Figure 53B). The SMIT satura-
tion values from genes with fast splicing kinetics correlate highly with 3’ PE-Seq
splicing values, whereas the correlation is low for genes with SMIT saturation
values reached far downstream of the 3‘ SS (Figure 53C). This is also reflected in
the Pearson correlation of 0.54 between nascent RNA splicing values from tiling
microarrays and the SMIT saturation values [Carrillo Oesterreich et al. 2010] (Fig-
ure 53A).
Overall, sequencing nascent RNA with SMIT and PacBio sequencing offers sig-
nificant potential for the analysis of co-transcriptional splicing, transcription ter-
mination and RNA polymerase pausing. Although I developed the protocols for
the analysis of co-transcriptional splicing, they could be well adapted for study-
ing other aspects of gene expression.

8
C O N C L U D I N G R E M A R K S
In this work, I developed and employed several deep sequencing strategies to
study co-transcriptional splicing in the two distantly related yeast species, S.
cerevisiae and S. pombe. In a first assessment of strategies to quantify co-trans-
criptional splicing levels, I made use of two published mouse nascent RNA-Seq
datasets and compared existing approaches with respect to the quantification of
co-transcriptional splicing in yeast. After establishing a nascent RNA-Seq work-
flow from chromatin for S. pombe, I quantified global co-transcriptional splicing
levels in this species and found that the majority of introns are spliced co-trans-
criptionally in S. pombe, but with a slightly smaller global median than detected
previously in S. cerevisiae [Carrillo Oesterreich et al. 2010]. In general, the combi-
nation of the two yeast species allowed to address multiple open questions about
pre-mRNA splicing and its association to transcription and other RNA process-
ing events.
Till this study, it was unclear, where and when co-transcriptional splicing takes
place during transcription. With the development of a quantitative approach to
measure the position of splicing relative to the end of an intron in endogenous
genes, I detected the onset of pre-mRNA splicing immediately after the intron
end emerges from the RNA exit channel of the transcribing Pol II. This is much
closer to RNA polymerase II than previously estimated, albeit similar in distance
to another RNA processing event, 5’ capping of nascent RNA, which occures 15-
20 nt after transcription start [Rasmussen and Lis 1993, Martinez-Rucobo et al.
2015]. This new aspect needs to be considered in future analyses of pre-mRNA
splicing, as it might have consequences how for example alternative splicing, e. g.
exon skipping, is achieved.
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M E T H O D S

9
M E T H O D S
9.1 yeast strains
9.1.1 S. pombe strains
S. pombe chromatin fraction, RNA-Seq and PacBio experiments were performed
using the S. pombe 972h- strain, for which the genome was first sequenced [Wood
et al. 2002].
strain genotype
S. pombe Urs Leupold 972h- 972h-
S. pombe Urs Leupold 972h- 972h-
Sp-Prp5-WT prp5::KanMx-prp5-WT
Sp-Prp5-APLD prp5::KanMx-prp5-D303A
Sp-Prp5-DPAD prp5::KanMx-prp5-L305A
Table 5 S. pombe strains
9.1.2 S. cerevisiae strains
S. cerevisiae chromatin fraction and SMIT experiments were performed using the
S. cerevisiae strain BY4741 (Mat a; his3D1; leu2D0; met15D0; ura3D0) obtained
commercially (Euroscarf).
strain genotype
BY4741 MATa leu2D0 met15D0 ura3D0
468
MATa ade2 ade3 his3 leu2-3,112 trp1
URA3::Pgal1:pHZ18Split-MS2
475
MATa ade2 ade3 his3 leu2-3,112 trp1
URA3::Pgal1:pHZ18Split-MS2-GUAcGU
Table 6 S. cerevisiae strains
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9.2 yeast growth
9.2.1 S. pombe growth
S. pombe were handled according to the Fission yeast handbook1.
S. pombe cell cultures were grown in complete media (YES - 5 g Bacto Yeast
extract, 225 mg Adenine, 225 mg Uracil, 225 mg L-Histidine, 225 mg L-Leucine,
225 mg L-Lysine, 3% D-Glucose in 1 L) at 30◦C and 250 rpm.
For cell fractionation experiments cells were grown in 50 mL overnight to high
densities and then diluted to an OD595 nm of 0.2 in 1 L. Cells were harvested in
exponential growth at an OD595 nm of 0.5-1. For total RNA extraction dense 5-
10 mL cell cultures were diluted to OD595 nm 0.2 in 50 mL and harvested at an
OD595 nm of 0.5-1.
9.2.2 S. cerevisiae growth
S. cerevisiae BY4741 cell cultures were grown in complete media (YPD) at 30◦C
and 250 rpm. S. cerevisiae strains 468 and 475 were grown in YP supplemented
with 1% Raffinose and 2% D-Galactose to induce gene expression of the assayed
transgene under the GAL1 promotor.
For chromatin preparation experiments cells were grown in 50 mL overnight to
high densities and then diluted to an OD595 nm of 0.2 in 1 L. Cells were harvested
in exponential growth at an OD595 nm of 0.5-1. For total RNA extraction dense
5 − 10 mL cell cultures were diluted to OD595 nm 0.2 in 50 mL and harvested at
an OD595 nm of 0.5-1.
9.3 cell harvest
S. pombe or S. cerevisiae exponentially growing cell cultures at OD595 nm of 0.5-1
in 500 mL-1 L were prepared.
9.3.1 Filtration
Cell filtration was performed as described by Churchman and Weissman [2012].
Pre-cut nitrocellulose membranes (90 mm diameter, 0.45 µm pore size) were placed
on Microfiltration assembly (90-mm, ULTRA-WARE) and wetted with ice-cold
PBS. The culture was rapidly filtered through. Yeast were then scraped from the
filter, collected in 2 mL eppendorf tubes (6 per 500 mL culture) and immediately
frozen in liquid nitrogen. Cell pellets were stored for nascent RNA extraction at
-80◦C.
1 http://www.biotwiki.org/foswiki/bin/view/Pombe/NurseLabManual
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9.3.2 Centrifugation
Cell filtration was performed as described by Carrillo Oesterreich et al. [2010].
All steps were done at 4◦C and on ice. Cultures were poured into pre-cooled
centrifugation buckets and centrifuged at 1,100 g for 5 min at 4◦C. Cell pellets
were washed once with 200 mL ice-cold PBS per liter culture. Subsequently, pel-
lets were pooled and resuspended in 5 mL ice-cold PBS per liter culture. 1 mL
aliquots were transferred into 2 mL eppendorf tubes and spun at 1,100 g for
5 min at 4◦C. After supernatant removal samples were snap frozen in liquid
nitrogen and stored at -80◦C till further use.
9.4 cell fractionation and nascent rna preparation
9.4.1 Cell fractionation & RNA extraction
All steps were done at 4◦ and on ice. Yeast cell pellets harvested by filtration or
centrifugation were used for this preparation and thawn on ice at 4◦. Each cell
aliquot was resuspended in 1 mL B1 buffer (Table 7) and the cell suspension was
transferred into fresh a 2 mL eppendorf tube containing 1 mL Zirconia beads.
Cells were vortexed in 5 (S. pombe) or 4 (S. cerevisiae) 1 min pulses at maximum
speed. Inbetween cell-bead-suspension was kept on ice for 1 min. One 15 mL
Falcon tube per sample was punctured and placed into a 50 mL Falcon tube car-
rying the tube lit with a circle cut with the approximate diameter of the smaller
tube. The 15 mL Falcon tube was kept in place by wrapping Parafilm around
at the 12 mL mark. The cell-bead-suspension was transferred to the punctured
15 mL Falcon tube and the 2 mL eppendorf tube was washed 3 times with B1
buffer to and the buffer was added to the cell suspension. Tubes were spun at
400 g for 5 min at 4◦C. Without touching the cell pellet, 4x750 µL were trans-
ferred into 2 fresh 1.5 mL eppendorf tubes per sample and spun again at 400 g
for 5 min at 4◦C to eliminate unlysed cells. Cell lysate was transferred to fresh
eppendorf tubes once more and then spun at 2,000 g for 15 min at 4◦C. The su-
pernatant was kept as cytoplasmic fraction. For protein analysis the fraction was
snap frozen in liquid nitrogen and for RNA analysis immediately extracted with
Phenol:Chloroform:IAA, pH 6.6 and the addition of 1% SDS.
The nuclear pellet was resuspended in 800 µL B1 buffer (Table 7) and the centrifu-
gation was repeated. For analysis of nuclear mRNA nuclei were immediately
lysed by addition of 1% SDS and RNA extracted with Phenol:Chloroform:IAA,
pH 6.6. To proceed with the chromatin fractionation, the nuclear pellet was resus-
pended in B2 buffer (Table 8), vortexed for 5 sec and the sample was once more
centrifuged at 20,000 g for 15 min and 4◦C. After one 800 µL B2 (Table 8) was
of the brownish dense pellet. The pellet was resuspended in 250-350 µL buffer
P (Table 9). One volume of Phenol:Chloroform:IAA, pH 6.6 was added and the
sample was incubated at 37◦C and 1,150 rpm for one hour. To separate aque-
ous and organic phase from each other samples were spun at room temperature
at maximum speed. ~80% of the aqueous phase were transferred to a 1.5 mL
eppendorf tube.
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9.4.2 Ethanol precipitation
1/10th of the sample volume of 3 M Sodiumacetate, pH 5.3, was added to the
samples. At least 2.5 volumes of ice-cold 100% Ethanol were added to precipi-
tate the DNA and RNA in the sample. Samples were placed at -80◦C for at least
30 min.
Precipitates were collected by centrifugation at 20,000 g for at least 30 min and
4
◦C. The supernatant was discarded and the pellet was washed once with ~300 µL
80% ice-cold Ethanol. Centrifugation at 20,000 g for at least 5 min and 4◦C fol-
lowed. All supernatant was discarded by pipetting and the pellet was dried for
~6 min at 37◦C. Samples were resuspended for further use in DEPC-water and
stored at -80◦C.
9.4.3 DNase treatment
To 80 µL RNA of a nascent RNA preparation 10 µL 10x TurboDNase buffer and
10 µL TurboDNase (2 UµL, Life technologies) were added. The sample was incu-
bated for 30 min at 37◦C. The digested RNA was purified with the RNA Clean
& Concentrator-5 kit from Zymoresearch2 and eluted with 80 µL DEPC-water.
The TurboDNase treatment and subsequent column purification were repeated
once more. Elution was done in 200 µL DEPC-water.
9.4.4 Removal of polyA+ RNA
For most parts the oligo-dT coated cellulose3 was used (SMIT, S. pombe and S.
cerevisiae PacBio and RNA-Seq experiments). To 250 µL RNA solution 250 µL
2x Binding buffer were added. The solution was transferred to the cellulose-
containing tubes, resuspended by pipetting and slightly vortexing. Denaturation
of the solution at 75◦C for 5 min followed. Afterwards, the samples were rotated
at room temperature for 60 min. Cellulose and solution were transferred onto
a filter cartridge in a 2 mL tube and for 5 min at 4,000 g. The flow through was
kept and 2 more depletions of polyA+ RNA followed. Preceding the 60 min
incubation the RNA was always denatured at 75◦C for 5 min. For the S. cere-
visiae 3’PE-Seq and SpPrp5 PacBio libraries oligo-dT coated magnetic beads4
were used. Also three rounds of enrichment were done with this kit and the
polyA- fraction was always kept.
For both polyA+ RNA depletion protocols RNA was precipitated with Ethanol
after (Section 9.4.2).
9.4.5 Qualitative and quantitative analysis of nucleic acids
RNA and DNA samples were analyzed by agarose (1-1.5%) or TBE-Urea poly-
acrylamide (10 or 15%, Invitrogen) gel electrophoresis. 500 ng-1 µg were loaded
2 http://www.zymoresearch.de
3 MicroPoly(A)Purist kit, Life technologies
4 Dynabeads mRNA DIRECT Micro Purification Kit, Life technologies
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per lane. Prior analysis RNA samples were denatured in Novex TBE-Urea Sam-
ple Buffer (2X, Life technologies) at 65◦C for 5 min and immediately cooled on
ice for at least 1 min. 0.5 µL O’GeneRuler 1 kb Plus DNA Ladder and O’GeneRuler
Ultra Low Range DNA Ladder (Life technologies) were used for nucleotide anal-
ysis per gel.
DNA and RNA concentrations were determined by UV/Vis spectroscopy with
the Nanodrop2000 (ThermoScientific) or fluorometric measurements with the
Qubit dsDNA BR Assay or the RNA BR Assay (Life technologies).
Prior sequencing and RNA-Seq library preparation RNA quality was assessed
with the Bioanalyser instrument and the RNA Nano kit (Agilent).
9.4.6 Removal of rRNA
Highly abundant rRNA was removed from the sample with the Ribo-Zero Gold
rRNA Removal Kit (Yeast) (Epicentre/Illumina). Other available kits (Termina-
tor 5’-Phosphate-Dependent Exonuclease (Epicentre/Illumina) and RiboMinus
(Life technologies)) and enzymes were also tested, but are less efficient in rRNA
removal in S. pombe (validated by RT-qPCR and Bioanalyzer chromatograms).
9.4.7 Buffers
component final concentration
HEPES, pH 8.0 20 mM
KCl 60 mM
NaCl 15 mM
MgCl2 5 mM
CaCl2 1 mM
Triton X-100 0.8%
Sucrose 0.25 M
Spermidine 2.5 mM
Spermine 0.5 mM
DTT 1 mM
PMSF 0.2 mM
Table 7 Buffer 1
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component final concentration
HEPES, pH 7.6 20 mM
NaCl 450 mM
MgCl2 7.5 mM
EDTA 20 mM
Glycerol 10%
NP-40 1%
Urea 2 M
Sucrose 0.5 M
DTT 1 mM
PMSF 0.2 mM
Table 8 Buffer 2, pH 7.6
component final concentration
Sodium acetate 50 mM
NaCl 50 mM
SDS 1%
Table 9 Buffer P, pH 5.0
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9.5 isolation of total rna
Total RNA from S. cerevisiae and S. pombe (often used for testing different steps in
protocol development or to isolate polyA- RNA, e. g. in SMIT) was extracted with
Phenol:Chloroform:IAA, 25:24:1, pH 6.6 using the RiboPure RNA Purification
Kit, yeast (Life technologies).
9.6 rt-(q)pcr
9.6.1 Reverse transcription (RT)
Reverse transcription of RNA was done using SuperScript III reverse transcrip-
tase (Invitrogen). The protocol recommended for the enzyme was used in either
10 or 20µL reactions. Depending on the application different amounts of RNA
has been used:
• 60 ng for enrichment analysis of nascent RNA, splicing and abundance
quantification of snoRNAs
• ~600 ng 3’ end ligated RNA
• 1 µg for circular RNA analysis and RNaseR sensitivity
Reverse transcription primers were used in the following final concentrations:
• Random hexamers (Roche, 1 µL/20 µL RT reaction)
• 0.1µM gene-specific primers, e. g. post polyA site primer
• 5µM oligo-dT primer
• 25 nM SMIT RT primer
RNA, dNTPs and RT primer were denatured at 65◦C for 5 min and imme-
diately cooled on ice for at least 1 min. Afterwards RT buffer, 0.1 M DTT and
RNaseOUT were added in the respective amounts. Superscript III enzyme was
added last (or water for -RT controls). Samples with random hexamer priming
were incubated at room temperature for 5 min. RT samples were incubated at
55
◦C for 30 min and the enzyme was inactivated with a 70◦C incubation for
15 min. cDNA samples were diluted 1:10 for further use or 1:2-1:5 in SMIT.
9.6.2 qPCR
Sybrgreen (Life technologies) qPCR reaction mix was used for qPCR assays. In
each well of a 96-well plate 5 µL Sybrgreen qPCR reaction mix, 3 µL primer solu-
tion and 2 µL 1:10 diluted cDNA solution were added. Each sample was assayed
in technical triplicates and at least two no template controls were performed.
Each run was done as recommended by the manufacturer. Optimal primer con-
centrations were determined in a test run for 3 primer concentrations (250 nM (fi-
nal 83 nM), 500 nM (final 167 nM), 1 µM (final 333 nM)) and four different cDNA
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dilutions for 1:10, 1:100, 1:500 and 1:1000. Primer efficiencies in a range of 95-
105% were accepted for further use and the determined cDNA levels were ad-
justed accordingly.
9.6.3 PCR
For all PCRs, except for PacBio libraries, Phusion DNA polymerase (NEB) was
used with recommended reaction settings and reagent concentrations. PCR reac-
tions were carried out in 10 or 20 µL reaction volumes with 1-3 µL 1:10 diluted
cDNA template. 1 µM PCR primer solutions were used (final 100 nM). The DNA
synthesis time was set to 1.5 min for flull-length products up to several kb and
to 5 sec for short cDNAs.
9.7 dna purification
DNA amplified by PCR was purified with the MinElute PCR Purification Kit
(Qiagen) after SMIT-PCRs, with AMPure beads (Beckmann Coulter) for PacBio
sequencing or DNA precipitation with Ethanol (Section 9.4.2).
9.8 protein analysis
Western blot of different samples taken during S. pombe cell fractionation was per-
formed to assay enrichment of proteins characteristic for chromatin. The Brad-
ford Protein Assay (Bio-Rad, Assay protocol5) was used to determine protein
concentrations. BSA standard curves were prepared in triplicates. Samples were
adjusted to neutral pH for protein measurement. ~3 µg of protein were loaded
per lane in western blot analysis. Antibodies against two nuclear proetins, the
largest Pol II subunit Rpb1 (8WG16), Histone H3 (ab1791, Abcam), and two cyto-
plasmic proteins, GAPDH (Novus Biologicals, NB300-221) and ribosomal protein
L5 (Santa Cruz, sc-103865), were used. Coomassie gel staining and mass spec-
trometry was performed as described elsewhere [Shevchenko et al. 2006, 2008]
at the mass spectrometry facility of the MPI-CBG Dresden.
9.9 rna-seq
For RNA-Seq of different cellular fractions of S. pombe RNA samples were sub-
mitted to the Yale Center for Genome Analysis (YCGA). PolyA+ RNA depleted,
rRNA depleted nascent RNA, cytoplasmic polyA+ RNA and nuclear polyA+
RNA was analyzed by RNA-Seq. PolyA+ RNA was prepared with protocols
highlighted in Section 9.4.4. Random hexamer primed libraries were prepared
with standard Illumina library protocols6. Single-end sequencing with 76 bp read
length was done. Samples were sequenced in triplicates (nascent RNA and cyto-
plasmic mRNA) or duplicates (nuclear mRNA).
5 http://www.bio-rad.com/LifeScience/pdf/Bulletin_9004.pdf
6 http://medicine.yale.edu/keck/ycga/sequencing/Illumina/protocols.aspx
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Paired-end sequencing for SMIT libraries was done either at the Sequencing
Core Facility at the MPI-MG, Berlin (initial dataset, read length 2x150 bp) or at
the YCGA (size selection datasets and expanded gene set, read length 2x76 bp).
Library quality was assessed with Qubit and Bioanalyzer (Section 9.4.5).
9.10 3’ end ligation
The library preparations for SMIT and PacBio sequencing (Section 9.11 and Sec-
tion 9.12) require both 3’ end ligation of a DNA adaptor to label the nascent RNA
3’ end and to obtain a universal sequence for reverse transcription. 600 ng RNA
and 0.5 µL (50 pmol) of the 100 µM threeend DNA adaptor (Table 15) were com-
bined and DEPC-water was added to a final volume of 6 µL. After 65◦C for 5 min
and at least 1 min on ice, 2 µL 10x ligation buffer (final 50 mM Tris-HCl, 10 mM
MgCl2, 1 mM DTT, pH 7.5), 10 µL 50% PEG 8000 (final 25%) and 1 µL RNase-
OUT were added. Samples were mixed thoroughly and after the addition of the
T4 RNA ligase II, truncated K227Q (200 U/µL, NEB) samples were incubated for
10 hours at 16◦C. A minus enzyme control was always included in all experi-
ments. After incubation, the 20 µL reaction was diluted with 80 µL DEPC-water
to ease pipetting and RNA purification. RNA column purification was done to
remove unligated adaptor and enzyme with the RNA Clean & Concentrator-5
kit from Zymoresearch7.
The amount of ligated RNA was determined by quantification of ligated and un-
ligated product after denaturing TBE-Urea polyacrylamide gel electrophoresis
with Fiji8 for in vitro transcribed RNAs (Section 9.13).
9.11 pacbio nascent rna libraries
In order to obtain RNA processing information of full length nascent RNAs
PacBio sequencing libraries have been prepared. The design and different primer
binding sites and be found in Figure 46. DNase treated, polyA+ RNA depleted,
rRNA depleted nascent RNA from yeast was prepared (Section 9.4). Nascent
RNA was 3’ end ligated to the DNA adaptor (Section 9.10). The SMARTer PCR
cDNA Synthesis Kit (Clontech) was used for reverse transcription with a slight
modification. Instead of the included 3’ SMART CDS Primer II A, a custom
primer reverse-complement to the 3’ end adaptor was used (Table 28). Maximal
1 µg of RNA was used per reaction. The subsequent low cycle PCR was carried
out with the Advantage 2 PCR Kit. For defining the optimal PCR cycle number, a
100 µL PCR (maximum cDNA input ~100 ng RNA) was performed and split into
5 µL after 9 cycle numbers. With the small aliquots the PCR was continued to
different cycle number ranging from 12 to 25 in total and analyzed by agarose gel
electrophoresis. Usually, ~13 cycles were optimal. PCR reactions were repeated,
pooled and quantified using the Qubit dsDNA BR assay (Section 9.4.5). ~1 µg
7 http://www.zymoresearch.de
8 http://fiji.sc/Fiji
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of double-stranded cDNA was submitted for further PacBio library preparation
and sequencing to the YCGA with standard protocols from Pacific Biosciences9.
9.12 single molecule intron tracking (smit) libraries
The Single Molecule Intron Tracking assay allowed to profile co-transcriptional
state of single transcripts and the associated distance of the transcript end rel-
ative to the 3‘ SS. The data were generated through paired-end sequencing. For
this a particular library design had been developed (Figure 50). DNase treated,
polyA+ RNA depleted, rRNA depleted nascent RNA from yeast was prepared
(Section 9.4). Nascent RNA was 3’ end ligated to the DNA adaptor (Section 9.10)
and reverse transcribed into cDNA with a primer complementary to the DNA
adaptor (Section 9.6.1, Table 15). The resulting cDNA solution was diluted by
1:2-1:5 and used as template for gene-specific 10 µL SMIT-PCRs (Section 9.6.3,
Table 15, Table 16). The forward primer was designed to bind to a gene-specific
sequence, whereas the reverse primer targets the cDNA 3’ end with the adaptor
sequence. The individual PCRs were pooled and PCR purified (Section 9.7). The
pooled cDNA was template for a second low-cycle PCR, which was necessary to
attach final sequencing adaptors. This last step was repeated multiple times to
obtain enough cDNA for sequencing. Another PCR purification was done (Sec-
tion 9.7). All PCRs needed to be carefully adjusted in their numbers of cycles.
Therefore groups of 20-30 genes with similar expression patterns [Gu et al. 2015]
were prepared in one step and tested for the optimal combination of PCR cy-
cles, e. g. 5, 10 or 15 cycles in the 1st PCR and 5,10 or 15 cycles in the 2nd PCR.
Most samples were amplified with a combination of 10 and 12-14 cycles. Prior
sequencing the double-stranded DNA ranging from ~150 bp (no insert product)
to > 2 kb was purified by gel electrophoresis. Paired-end sequencing of DNA
> 200 bp was done after quality control steps performed in the sequencing facil-
ity (Section 9.9).
The final size selection reduced the fraction of DNA inserts < 100 bp. To account
for this SMIT libraries targeting the same genes, but with size-selected RNA
were prepared. As before nascent RNA was 3’ end ligated, but then precipitated
in ethanol to ensure that all short RNAs are present in the pool. About 15 µg of
RNA were size selected from 25 to 250 nt from denaturing 10% TBE-Urea poly-
acrylamide gel electrophoresis as previously described [Churchman and Weiss-
man 2012] and Section 9.4.5. This high amount of input RNA was required due
to the small fraction of short RNAs and the limited recovery during the extrac-
tion. Samples were precipitated in ethanol and salt and samples originating from
4 lanes (4 µg) were pooled and precipitated again. The amount of RNA was as-
sessed by UV/Vis spectroscopy (Section 9.4.5) and 600 ng were used for RT (Sec-
tion 9.6.1, Table 15). The resulting cDNA solution was diluted 1:2 and used for
SMIT-PCRs, similarly in cycle number as described above. The DNA synthesis
time in the PCR was shortened to 5 sec. The cycle number evalutation and final
samples analysis were done by 8% TBE-polyacrylamide gel electrophoresis. AM-
9 www.pacificbiosciences.com
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Pure bead PCR purification (0.8 µL bead solution/1 µL PCR reaction) was used
to eliminate free nucleotides and primer sequences prior paired-end sequencing.
9.13 in vitro transcription (ivt)
Plasmid or genomic DNA were amplified and linearized prior to IVT with PCR
primers carrying the T7 or SP6 promotor (Table 26). The PCR product was puri-
fied with the QIAquick PCR Purification Kit (Qiagen) and IVT was carried out
according to the instructions of the MEGAshortscript Kit (Life technologies). The
RNA product was analyzed by 10 or 15% denaturing TBE-Urea polyacrylamide
gel electrophoresis and used for experiments on the optimization of the 3’ end
ligation (Section 9.10).
9.14 mapping of rna-seq data
In order to determine global pre-mRNA splicing and gene expression values in
S. pombe RNA-Seq data (Fastq files) were assessed for quality with the FASTQC
toolkit10 and then quality filtered (FASTX Toolkit version 0.0.1311) and mapped
to the genome with Tophat2 (version 2.0.12) [Kim et al. 2013] using the follow-
ing settings: fastq_quality_filter -Q 33 -q 20 -p 90; tophat2 -p 5 -i 30 -I 900 -g
1 -N 2 -G <Spombe_EF2> –segment-length 25 –library-type fr-firststrand –min-
anchor-length 8 –splice-mismatches 0 –min-coverage-intron 30 –max-coverage-
intron 900 –min-segment-intron 30 –max-segment-intron 900.
For indexing, file conversion and analysis samtools version 1.1 [Li et al. 2009]
and bedtools version 2.20.1 [Quinlan and Hall 2010] were used. Sequencing data
were visualized using the IGV genome browser [Robinson et al. 2011, Thorvalds-
dóttir et al. 2013].
To identify potential circular RNAs in the S. pombe transcriptome an alternative
RNA-Seq mapper was used (segemehl version 0.1.7 [Hoffmann et al. 2014]): sege-
mehl.x -d <Spombe_EF2.fasta> -i segemehl/Spombe.idx -t 4 -S -A 99.
Coverage data (bedgraph-format) were obtained using the samtools view and
depth function to first extract mapped reads per DNA strand and then convert-
ing them into coverage data (wig-format). Wig-files were converted with awk
into the bedgraph-format. To facilitate visualization bedgraph files were con-
verted in addition to the binary tdf-format with igvtools12.
9.15 quantification of intron and exon splicing levels
Different ways to determine pre-mRNA splicing splicing levels per intron or
exon from nascent RNA-Seq data were applied previously [Khodor et al. 2011,
Ameur et al. 2011, Tilgner et al. 2012] and compared with each other using pub-
lished mouse nascent RNA-Seq data. The analysis is described in detail in Herzel
and Neugebauer [2015].
10 http://www.bioinformatics.babraham.ac.uk/projects/fastqc/
11 www.hannonlab.cshl.edu/fastx_toolkit
12 https://github.com/igvteam/igv/
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For S. pombe and S. cerevisiae intron splicing calculation a similar workflow was
applied. Junction reads originating from spliced (split, cigar contains “N“, but
no other elements (I,D,S etc.)) and unspliced (full-length, cigar “read lengthM“)
transcripts were extracted from all mapped reads using the following shell com-
mands and tools (samtools 1.1 and bedtools2 2.20.1). Overlaps with annotated
5‘ SS and 3‘ SS junctions were searched for split and unsplit reads separately
with bedtools intersect. An overlap of at least three nucleotides on each side
of the junction was required. Output from junction read isolation (spliced and
unspliced) were read into a list in R version 3.1.213 and spliced and unspliced
reads per junction were summed up per junction. The fraction of splicing was
calculated for each splice site (5‘ SS and 3‘ SS) and the combination of both in the
following way:
SPI5 ′or3 ′ =
S
U5 ′or3 ′+S
and SPI = SU
5 ′+U3 ′
2 +S
,
with S corresponding to the count of spliced reads and U corresponding to the
count of unspliced reads at the respective junction.
This resulted in a splicing score ranging from 0 to 1 with 1 being 100% spliced.
A cutoff of at least 10 reads per junction was applied.
9.16 analysis of pre-mrna splicing characteristics
9.16.1 GO term analysis
Gene Ontology (GO) analysis was performed using the R package topGO version
2.18.0 [Alexa et al. 2006]. Enrichment of GO-terms was tested with the “weight“
algorithm. The p-value was determined with Fisher’s exact test. GO term anno-
tations were retrieved from PomBase14. The fraction of genes/proteins with the
associated GO term within the data set and of the total number of genes/pro-
teins with this GO term was determined. The 3-6 most enriched terms for a cer-
tain classification (biological process, cellular component or molecular function)
representative for the analysis are depicted in the figures.
9.16.2 Gene expression analysis
To determine gene expression values between replicates and different samples
cufflinks version 2.2.1 and cuffdiff were used with the following settings: cuf-
flinks -p 20 -G <Spombe_EF2> -b <Spombe_EF2.fasta>; cuffdiff –frag-bias-correct
<Spombe_EF2.fasta> –num-threads 20 –library-type fr-firststrand –library-norm-
method geometric <Spombe_EF2.gtf>.
FPKM (Fragments Per Kilobase Of Exon Per Million Fragments Mapped) values
were required to be greater than the difference between high and low confidence
boundary [Nagaraj et al. 2011] and assigned with a cufflinks flag “OK“. The
13 http://cran.r-project.org/
14 http://www.pombase.org/
9.17 pacbio data processing & mapping 99
expression values calculated with cufflinks were used for Pearson correlation be-
tween replicates. The cuffdiff results taking replicates into account were used for
differential expression analysis (Section 4.1) and for the correlation to SPIs.
9.16.3 Gene architecture analysis
Intron, exon and gene sequences and coordinates were extracted from the S.
pombe EF2 genome sequence and annotation file from iGenomes (Illumina se-
quencing)15. The bedtools software suite and R Studio version 0.98.1103 were
used to search for feature overlaps, statistical analysis and data visualization. The
following packages were implemented into R for the analysis: caTools, Hmisc,
ggplot2, gplots, venneuler, vioplot, stringr, hydroGOF, plyr, reshape, boot.
9.17 pacbio data processing & mapping
PacBio transcriptome data were obtained in Fastq-format, assessed for their
quality (Section 9.14) and filtered and trimmed for the 3’ end DNA adaptor
and downstream Clontech adaptor sequences (Figure 46) with cutadapt [Mar-
tin 2014] (-a CTGTAGGCACCATCAAT -n 1 -O 17 -e 0.1 –match-read-wildcards
–discard-untrimmed -m 15). Trimmed sequences longer than 15 nt and with a
maximum error of 10% were kept for further processing. Also the reverse-comple-
ment adaptor was trimmed (-g ATTGATGGTGCCTACAG). PacBio sequencing
was not strand-specific, but the adaptor sequence allowed to retrieve strand in-
formation. A custom shell script generated the reverse-complement sequence for
reads originally containing the reversed adaptor sequence. Trimmed fastq-files
were concatenated and the remaining 5 nt random 3’ barcode was removed us-
ing the FASTX toolkit (fastx_trimmer -Q 33 -t 5, Section 9.14). Another 5’ adaptor
removal step ensured that only reads were included in the downstream mapping,
which carried 5’ and 3’ end adaptors (cutadapt -g AAGCAGTGGTATCAACGCA-
GAGTACATGGG -n 3 -O 30 -e 0.1 –match-read-wildcards –discard-untrimmed
-m 10). Processed fastq-data were mapped to the S. pombe or S. cerevisiae genome
using gmap (-d <genome_index> –min-intronlength=30 –intronlength=850 –local-
splicedist=850 –totallength=850 –trimendexons=0 –microexon-spliceprob=0.5 –
direction=auto –find-shifted-canonical –allow-close-indels=2 –npaths=1 –nofails
–fails-as-input –mapboth -A –format=samse) [Wu and Watanabe 2005]. The out-
put contained mapped and unmapped reads, which were separated subsequently.
Anchoring of mapped transcripts within +/-200 nt of annotated transcription
start sites was required and transcripts ending within +/-100 nt of an annotated
polyA site and short polyA tails (> 4 nt) were removed from the dataset.
Visualization was done with the IGV genome browser (Section 9.14). SAM/BAM-
files were converted in addition into BED-files, which allowed splicing and 3’ end
analysis of the transcripts (bamToBed in betools suite). Data analysis was done
with tools and software mentioned above (Section 9.16.3).
15 http://support.illumina.com/sequencing/sequencing_software/igenome.html, ASM294v2
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9.18 smit data processing & mapping
SMIT data were obtained in Fastq-format, assessed for their quality (Section 9.14)
and filtered for read quality (fastq_quality_filter -Q 33 -q 20 -p 90, Section 9.14).
The 3’ end read (R1) was filtered for 3’ end adaptor presence and Illumina se-
quencing primer with cutadapt (-g CATTGATGGTGCCTACAG -a AGATCGGA-
AGAGCACACGTCTGAACTCCAGTCACGACCTCATCTCGTATGCCGTCTTCT-
GCTTG -n 2 -O 18 -m 23 -e 0.11 –match-read-wildcards –discard-untrimmed).
The SMIT read (R2) was processed in a similar way, albeit with the reverse-
complement sequences (-a CTGTAGGCACCATCAATG -a AGATCGGAAGAGC-
GTCGTGTAGGGAAAGAGTGTAGATCTCGGTGGTCGCCGTATCATT -n 2 -m
28 -M <read length-21> -e 0.11 –match-read-wildcards). PCR duplicates were re-
moved with prinseq (prinseq-lite-0.20.4) [Schmieder and Edwards 2011] in both,
the SMIT and the 3’ end read. The remaining 5 nt random 3’ barcode was re-
moved from the 3’ end read using the FASTX toolkit (fastx_trimmer -Q 33 -f 6,
Section 9.14). The SMIT read sequences were split into 76 bp reads and processed
reads. The processed SMIT reads were also trimmed by 5 nt (fastx_trimmer -Q
33 -t 5, Section 9.14).
3’ end reads were mapped with tophat2 to the S. cerevisiae genome (Scer316)
with the following settings: -p 5 -N 1 -m 0 –segment-mismatches 0 -i 30 -I
1010 -g 1 –segment-length 20 –no-coverage-search –library-type fr-firststrand –
min-anchor-length 8 –min-coverage-intron 30 –max-coverage-intron 1010 –min-
segment-intron 30 –max-segment-intron 1010.
The SMIT read was mapped with bowtie2 to predefined junctions with the set-
tings: -L 10 –end-to-end -N 0 -k 1 –norc. Unmapped reads were removed and
the sam-output converted into bam-output. Spliced (Scer3_EEJ) and unspliced
(Scer3_EIJ) Bowtie2 indices were generated from custom fasta-files. For this, the
genome sequence 50 nt upstream of the 5‘ SS and 60 nt downstream of the 5‘ SS
was extracted for the unspliced index. The sequences 50 nt of the first exon up-
stream of the 5‘ SS and 60 nt downstream of the 3‘ SS in the second exon were
fused and used to build the spliced Bowtie2 indices.
9.19 smit data normalization and splicing analysis
In the ideal case, where 3’ end positions (x) were uniformly distributed along the
gene, co-transcriptional splicing per position (csx) could be determined similarly
to the SPI (Section 9.15), with S being the count of spliced transcripts at position
x and U being the respective count of unspliced transcripts:
csx =
Sx
Sx+Ux
This would be correct, if at least one of the two following statements would
be fulfilled: a) The probability to observe a read pair is independent of the insert
size or b) the insert size distribution is identical for spliced and unspliced tran-
scripts. However, the probability to obtain a read pair depends on the insert size.
16 http://support.illumina.com/sequencing/sequencing_software/igenome.html
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Furthermore, splicing removes the intron of a transcript and thereby reduces the
insert size of a spliced read compared to an unspliced read at the same position
by the intron length li. Both conditions are not met and the data had to be nor-
malized according the probability (Pr) to observe a spliced or unspliced read at
position x.
csx =
Sx ·Pr−1s
Sx ·Pr−1s +Ux ·Pr−1u
with Prs = L(x− li), Pru = L(x),
L - insert length distribution.
Assuming that the read probability depends only on the insert length one can
calculate these probabilities by deducing the insert size l and knowing how insert
sizes are distributed (L). The following parameters are known: The first position
x0 for each insert of a gene is defined by the SMIT primer and is constant. Thus,
the 3’ end defines the insert size. For unspliced inserts this corresponds to the
position x in the gene. Spliced reads with the same position x are shortened
by the intron length li. The actual insert read lengths were determined as the
distance of the SMIT read start relative to the 5‘ SS and the distance from the 5‘ SS
to the 3’ end position mapped onto the genome. For spliced transcript the intron
length was subtracted to obtain the real transcript length. Knowing that PCR
steps are exponentially amplifying and biasing for short reads, it is reasonable
to expect exponentially distributed insert sizes, which was the case. To deduce
the exponential decay rate a linear function was fitted to the log-transformed
data from intronless genes. A rate of k and a cutoff of t=50 were determined in
that way.
L(x) = etk · e−kx, x ∈ [t, inf),k = 5.8 · 10−3
Co-transcriptional splicing values (cs) could be determined in that way and
the position of splicing was calculated with respect to the intron end/3‘ SS. For
visualization data points were binned in 30 nt windows and the mean and stan-
dard deviation were plotted. The saturation of co-transcriptional splicing per
gene was determined as the average fraction spliced between the last three bins
in the dataset, which contained at least five positions with reads. For summary
statistics saturation values and the position, where 10%, 50% and 90% of the sat-
uration value is reached, were used. The 10%, 50% and 90% saturation positions
were determined by linear interpolation between adjacent data points.
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a.1 influence of the number of replicates on quantification
The degree of correlation between the 5‘ and 3‘ splice site SPI and also 5‘ and 3‘ SS
ratio gives additional information on sample quality, correspondence between
cell fractions and background noise. Figure 32 shows the Pearson correlation
between replicates of experiments (#1 and #2) and the respective 5‘ SS and 3‘ SS
ratio. 5‘ and 3‘ SS ratio cluster better within one replicate than the 5‘ or 3‘ SS ratio
between the two replicates from [Khodor et al. 2012] (Figure 32A, upper panel).
The opposite is true for mRNA (Figure 32A, lower panel). Furthermore, lower
correlation between nascent RNA 5‘ and 3‘ SS ratios and replicates compared to
mRNA (Figure 32A-B) reflect a high degree of variation in nascent RNA samples.
This underlines the importance in including three and more replicates to an
experiment focusing on co-transcriptional splicing to distinguish experimental
from biological variability in co-transcriptional splicing values.
Figure 32 Correlation of nascent RNA-Seq splicing values between replicates for the
two splicing ratios around the 3‘ SS and 5‘ SS. Nascent RNA-Seq and total mRNA-Seq
data from mouse liver [Khodor et al. 2012] have been reanalyzed as described in Chap-
ter 9. A: Heatmap of Pearson correlation coefficients between two replicates of a nRNA
and mRNA sequencing experiment are shown. 3‘ SS ratios and 5‘ SS ratios for 70,273
(nRNA) and 67,203 (mRNA) constitutive, non-redundant introns are calculated as in
[Khodor et al. 2011], with a lower cutoff of 200 reads in 50 bp window. B: Cumula-
tive distribution of 3‘ SS ratio differences between replicates for nRNA and mRNA. #1 -
Replicate 1, #2 - Replicate 2.
a.2 low data cutoff to remove background noise
Splicing quantification relies on counting sequencing reads or calculating the se-
quence coverage in a pre-defined window. Depending on gene expression and
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sequencing depth, many regions in the genome show very low coverage. Very
low read counts are associated with high uncertainties in the splicing measure-
ment. A minimum read count or sequence coverage is therefore usually applied.
Depending on window size, read length and mode of analysis (junction reads
or coverage) the cutoff has to be defined individually. To estimate the optimal
cutoff, I assessed to what extend descriptive data parameters (e.g. number of in-
trons/ exons quantified, median/ mean, 2nd/ 3rd quartile, correlation between
5‘ SS and 3‘ SS, correlation between replicates) change with increasing cutoffs.
I changed the minimal read cutoff from 0 to 5,120 reads or window coverage
counts. The data for the 3‘ SS ratio splicing measure is shown in Figure 33. A
minimal sequence coverage of 200 for the 2 x 25 bp window to calculate the 3‘ SS
ratio was chosen as optimal after considering the number of introns included, the
correlation between 5‘ SS ratio and 3‘ SS ratio, the change of median and mean
and the change in data distribution assessed by 2nd and 3rd quartile boundaries.
Fewer introns are included in the analysis with a higher cutoff, but data correla-
tion improves due to reduced background noise. Only minor changes in average
splicing values are seen with different cutoffs.
Figure 33 Dependence of descriptive data parameter on different minimal read cutoffs.
Minimal cutoffs of total coverage in the 2 x 25 bp window around 3‘ splice sites ranging
from 0 to 5,120 counts/ 50 bp are compared to A: the percent fraction of introns included
in the 3‘ SS ratio calculation, B: the Pearson correlation between 5‘ SS and 5‘ SS ratio, C:
the Spearman correlation between 5‘ SS and 3‘ SS ratio, D: the median, E: the mean
and F: the data range between the 25% and 75% quartile for nascent RNA from mouse
liver (nRNA) and chromatin-associated RNA from mouse macrophages (P1). Panels A-E
represent data for all analyzed fractions (nascent RNA - nRNA, total mRNA - mRNA,
P1 - chromatin-ass. RNA, N1 - nucleoplasmic mRNA, C1 - cytoplasmic mRNA)
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Figure 34 Dependence of descriptive data parameter on different minimal read cutoff
for the intron-centric splicing score SPI. Minimal junction read counts ranging from 0
to 5,120 are compared to A: the percent fraction of introns included splicing calculation,
B: the Pearson correlation between 5‘ SS and 3‘ SS spliced fraction, C: the Spearman
correlation between 5‘ SS and 3‘ SS spliced fraction, D: the median, E: the mean and
F: the data range between the 25% and 75% quartile for nascent RNA from mouse
liver (nRNA) and chromatin-associated RNA from mouse macrophages (P1). Panels A-
E represent data for all analyzed fractions. [nascent RNA - nRNA, total mRNA - mRNA,
P1 - chromatin-ass. RNA, N1 - nucleoplasmic mRNA, C1 - cytoplasmic mRNA), SPI -
slicing per intron]
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Figure 35 Dependence of descriptive data parameter on different minimal read cutoffs
for the completed splicing index (coSI). Minimal junction read counts ranging from 0
to 5,120 are compared to A: the percent fraction of introns included in the coSI calcula-
tion, B: the Pearson correlation between 5‘ SS and 3‘ SS SPI, C: the Spearman correlation
between 5‘ SS and 3‘ SS SPI, D: the median, E: the mean and F: the data range between
the 25% and 75% quartile for nascent RNA from mouse liver (nRNA) and chromatin-
associated RNA from mouse macrophages (P1). Panels A-E represent data for all ana-
lyzed fractions. [nascent RNA - nRNA, total mRNA - mRNA, P1 - chromatin-ass. RNA,
N1 - nucleoplasmic mRNA, C1 - cytoplasmic mRNA]
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Figure 36 Dependence of descriptive data parameter on different minimal read cutoffs
for the Intron Difference. Minimal cutoffs of total coverage in the 2 x 500 bp window up-
stream of an exon and downstream of an exon ranging from 0 to 10,240 counts/1000 bp
are compared to A: the percent fraction of introns included in the intron difference calcu-
lation, B: the median downstream intron length, C: the median upstream intron length,
D: the distribution median, E: the distribution mean and F: the data range between
the 25% and 75% quartile for nascent RNA from mouse liver (nRNA) and chromatin-
associated RNA from mouse macrophages (P1). Panels A-E represent data for all ana-
lyzed fractions. [nascent RNA - nRNA, total mRNA - mRNA, P1 - chromatin-ass. RNA,
N1 - nucleoplasmic mRNA, C1 - cytoplasmic mRNA]
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a.3 correlation of intron-centric approaches between all ana-
lyzed samples
5‘ and 3‘ splice scores were calculated for the SPI and SS ratio for all samples of
the two recent publications [Bhatt et al. 2012, Khodor et al. 2012] and compared
using Pearson correlation coefficients. Figure 37 shows euclidean clustering and
visualization as heatmap to compare quantification approach and samples be-
tween each other.
Figure 37 Pearson correlation of intron-centric 5‘ and 3‘ splice scores (SPI and SS ratio)
and between different mouse samples. 5‘ and 3‘ splice scores correlate well for mouse
liver samples; nucleoplasmic and chromatin-associated 3‘ splice scores correlate better
than the same sample 5‘ splice score indicating a high fraction of polyadenylated RNA
present in the chromatin fraction. Very low correlations and numbers of quantified in-
trons are observed for mouse macrophage samples. A: Correlation for 5‘ and 3‘ splic-
ing per intron (SPI) with n(introns) = 1,485. B: Correlation for 5‘ and 3‘ SS ratio with
n(introns) = 22,809. [nRNA- nascent RNA, mRNA - total mRNA, P1 - chromatin-ass.
RNA, N1 - nucleoplasmic mRNA, C1 - cytoplasmic mRNA]
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a.4 handling alternative splicing
Figure 38 Lower pre-mRNA splicing splicing of alternative introns. A: Boxplot compar-
ing 3‘ splice site distribution for constitutive (C) and alternative (A) introns for nascent
RNA and mRNA. B: Boxplot comparing normalized 3‘ splice site distribution (3‘ SS
ratio [nRNA]/ [mRNA]) for constitutive (C) and alternative (A) introns. Boxwidth is
proportional to the square root of the number of observations n(constitutive) = 78,478,
n(alternative) = 26,973; Whiskers correspond to 95% and 5% quantiles. Asterisks indi-
cate p-values < 0.0001 in both, two-sample Kolmogorov-Smirnov test and Wilcoxon rank
sum test.
In higher eukaryotes often not only one isoform per gene is produced, but
multiple isoforms. These can differ in their transcript start and end and also
in their combination of exons. Fortunately, most exons of alternative transcripts
are constitutively spliced and present in every isoform. Including all constitu-
tive exons and introns in the analysis of co-transcriptional splicing might skew
the distribution due to double counting. Hence, the pool of annotated exons
and introns needs to be reduced to a set of non-redundant exons and introns,
defined by common feature start and end positions. In order to understand
what determines co-transcriptional splicing, correlations between gene architec-
ture features (e. g. intron length, exon length, distance to gene start and end and
splice site conservation), chromatin modifications, Pol II elongation rate, tran-
scription and splicing factor association have been investigated [Carrillo Oester-
reich et al. 2011]. Alternatively spliced introns and exons have been identified as
less co-transcriptionally spliced than the population of constitutive introns. Our
analysis confirms this observation (Figure 38A [mouse liver], p = 3e-10 [mouse
macrophages]), using the 3‘ SS ratio. Significant differences have also been de-
tected with the SPI and coSI (p < 2.2e-16 SPI and coSI [mouse liver], p = 0.03
SPI and p = 0.003 coSI [mouse macrophages]). The same trend of reduced av-
erage splicing for alternative introns/exons is observed for mRNA data indicat-
ing that introns and exons annotated as alternative show both reduced co-trans-
criptional splicing as well as post-transcriptional splicing. In order to evaluate
strong co-transcriptional or post-transcriptional aspects in RNA splicing a com-
parison between nascent RNA and mRNA splicing patterns is required. This can
be achieved by normalization to mRNA splicing values. Here, we normalize by
division of nascent RNA splicing values to mRNA splicing values and thereby
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correct for low nascent RNA splicing estimates due to intron retention and keep
low nascent RNA splicing estimates derived from less efficient co-transcriptional
splicing. The normalization reduces the difference in median co-transcriptional
splicing between the alternatively and constitutively spliced intron groups as
expected (Figure 38B), but does not change the overall trend.
B
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b.1 mapping & correlation of s. pombe rna-seq data
Nascent and mRNA single-end 76 nt Illumina sequencing data were generated
in three replicates each and mapped to the S. pombe genome using Tophat2 (ver-
sion 2.0.12) and the Ensembl S. pombe EF2 genome annotation. Table 10 shows
details on number of reads per sample and mapping efficiency.
Figure 39A shows a heatmap generated through euclidean clustering of Pear-
son correlation values from expression values (FPKM) estimated using Cufflinks
(version 2.2.1) and the Ensembl S. pombe EF2 genome annotation. High correla-
tions indicate high similarity between samples and replicates. This is true for all
mRNA-Seq datasets. Nascent RNA-Seq datasets are similar among each other,
but less well correlated to mRNA data. This has several reasons. First of all,
mRNA expression levels are not only shaped through gene transcription (re-
flected by nascent RNA expression), but also through RNA surveillance and
degradation (not included here). Second of all, the nascent RNA datasets are gen-
erated from polyA-depleted, rRNA-depleted samples, which generally contain
higher fractions ncRNAs, which are not polyadenylated and cannot be quanti-
fied in their expression in the mRNA datasets.
Figure 39B shows the corresponding correlation to Figure 39A for intron splic-
ing values (SPI). Clustering only differs among replicates and treatment with or
without caffeine, is overall similar to Figure 39A, only slightly lower. Chapter 4
provides in depth analysis and a presentation of results.
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experiment replicate reads mapped % mapping
nascent RNA-Seq
(15‘ water)
1 12,060,839 11,903,670 98.7
nascent RNA-Seq
(15‘ water)
2 11,089,042 10,982,725 99.0
nascent RNA-Seq
(15‘ water)
3 13,611,430 13,472,446 99.0
nascent RNA-Seq
(15‘ 10 mM Caffeine)
1 11,137,302 10,980,643 98.6
nascent RNA-Seq
(15‘ 10 mM Caffeine)
2 13,086,301 12,943,385 98.9
nascent RNA-Seq
(15‘ 10 mM Caffeine)
3 12,216,473 12,077,231 98.9
cytoplasmic mRNA-Seq
(15‘ water)
1 19,358,088 19,191,208 99.1
cytoplasmic mRNA-Seq
(15‘ water)
2 13,420,322 13,274,845 98.9
cytoplasmic mRNA-Seq
(15‘ water)
3 16,184,316 16,017,317 99.0
cytoplasmic mRNA-Seq
(15‘ 10 mM Caffeine)
1 14,944,348 14,803,193 99.1
cytoplasmic mRNA-Seq
(15‘ 10 mM Caffeine)
2 15,788,091 15,629,062 99.0
cytoplasmic mRNA-Seq
(15‘ 10 mM Caffeine)
3 14,360,517 14,232,890 99.1
nuclear mRNA-Seq
(15‘ water)
1 23,378,994 22,524,932 96.3
nuclear mRNA-Seq
(15‘ water)
2 23,162,556 22,162,744 95.7
Table 10 RNA-Seq mapping
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Figure 39 Gene expression and pre-mRNA splicing correlation between S. pombe RNA-
Seq samples and replicates. A: Pearson correlation of gene expression values (calculated
with Cufflinks) for all replicates included in the analysis of pre-mRNA splicing and
splicing changes upon Caffeine treatment. B: Pearson correlation of the same samples
as in A for pre-mRNA splicing. 2,001 intron were present in all datasets and used for
correlation.
116 appendix b
b.2 impact of caffeineon s. pombe gene expression and splicing
I observed a significant correlation between co-transcriptional gene splicing val-
ues and mRNA expression in S. pombe. In order to test, if this correlation holds
true, when gene expression levels are changed, I treated S. pombe cells with the
drug Caffeine, which up- and downregulates gene expression of several hundred
genes [Rallis et al. 2013]. Figure 40 shows initial growth and cell survival tests to
determine the optimal drug concentration and treatment time. 10 mM Caffeine
treatment for 15 min were chosen for the deep sequencing experiment.
Figure 40 S. pombe cell growth and survival upon Caffeine treatment. A: Exponentially
growing S. pombe cells in YES were treated with water, 10 mM or 20 mM Caffeine and
change in cell proliferation was determined through measuring the OD at 595 nm. B:
Cell death upon Caffeine treatment (10 mM or 20 mM) compared to water determined
by counting cells stained with Hoechst (dead) and all visible cells in brightfield (dead +
alive). The fraction of dead cells is plotted relative to the treatment time.
Three replicates of nascent RNA treated and untreated and three replicates of
cytoplasmic mRNA, treated and untreated, were sequenced and global intron
and gene splicing levels were calculated. Gene expression values for all samples
and replicates were also determined and thus could be compared. Figure 14
in the main results section shows a modest correlation between mRNA expres-
sion and nascent RNA splicing for genes, which showed significant expression
changes upon caffeine treatment (R=0.32). Here, I include results from correla-
tions for all genes (Figure 41A) and the Pearson correlations between gene splic-
ing in nascent RNA and nascent RNA expression, mRNA splicing and mRNA
expression and mRNA splicing and nascent RNA expression (Figure 41B-D).
Correlations are lower or not present. The very low detected correlation between
nascent RNA splicing and nascent RNA expression changes , suggests that the
unprocessed transcripts might decrease in stability with changes towards higher
expression and thus higher nascent RNA splicing levels were detected. This re-
mains to be tested further.
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Figure 41 Splicing and gene expression correlation. A: Gene splicing from nascent
RNA is correlated with mRNA expression changes upon Caffeine treatment. All intron-
containing genes are plotted (significant and non-significant). Weak positive Pearson
correlation between changes in nascent gene splicing and mRNA expression. B: Gene
splicing from nascent RNA is correlated with nRNA expression changes upon Caffeine
treatment. No correlation indicates no splicing change upon transcription up- or down-
regulation. C: Gene splicing from mRNA is correlated with mRNA expression changes
upon Caffeine treatment. No correlation is observed. D: Gene splicing from mRNA is
correlated with nRNA expression changes upon Caffeine treatment. Also no correlation
is observed.
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Figure 42 Intron groups and gene expression changes. A: Introns of genes with sig-
nificant mRNA expression changes upon Caffeine treatment are compared to introns of
genes with unchanged gene expression. The fractions of introns belonging to the 4 dif-
ferent splicing groups defined in Section 3.2.3 are shown. Introns from downregulated
genes tend to be part of group I with high co-transcriptional splicing and group III &
IV introns (low pre-mRNA splicing) are more prevalent in upregulated genes. B: SPIs
of expression regulated genes upon Caffeine treatment are clustered again according to
the new SPIs and grouped into the four respective groups of differential splicing. The
fraction of introns switching groups after Caffeine treatment is shown for introns from
up- and downregulated genes. A switch towards a group with higher pre-mRNA splic-
ing is indicated with 1 or 2. Most introns do not change in group classification (0) and
some especially with expression down regulation switch to lower spliced groups (-1 or
-2).
In order to gain insight into which introns change their splicing levels upon caf-
feine treatment, I analyzed, if introns belonging to up- or downregulated genes
belonged to one particular group of introns defined in Section 3.2.3. Compared
to the group of introns in genes with unchanged expression, introns from down-
regulated genes tended to be very highly spliced (mainly group I & II), whereas
especially group I introns were deriched in upregulated genes (Figure 42A). Sim-
ilar to the scatter plot analysis (Figure 14) a trend was detected in the direction
of group change. Although most introns in genes with changing expression did
not change the group of splicing after caffeine treatment, more introns were
classified with a group switch to lower splicing in downregulated genes, than
upregulated genes. The opposite is also true (Figure 42B).
b.3 expression and intron splicing differences in s. cerevisiae par-
alogs
S. cerevisiae contains ~6,000 genes. Many of those have have a paralog gene with
similar function and sequence, which arose by genome duplication [Kellis et al.
2004]. Only few genes in S. cerevisiae are intron-containing (Section 1.4). 52 gene
B.3 expression and intron splicing differences in s. cerevisiae paralogs 119
pairs out 547 annotated as paralogs are both intron-containing1. Most of the
intron-containing genes belong to the group of ribosomal protein genes and are
very highly expressed (Figure 27D). Evidence exists that S. cerevisiae is derived
from an evolutionary ancestor, which had more intron-containing genes [Fink
1987]. In this special case of intron-containing gene evolution, the question re-
mains, how introns and pre-mRNA splicing contribute to gene expression, so
that those introns remain in genes or are slower eliminated.
In a previous study, transgenes with intron deletions were generated and effects
on profileration were studied [Parenteau et al. 2008]. The majority of introns
could be removed with minor effects on cell growth. Focusing on ribosomal
protein genes, the majority of introns were required for optimal cell fitness or
growth under stress [Parenteau et al. 2011]. The authors also found, that the in-
tron deletion within one copy of duplicated genes affected the expression of the
paralog gene. Here, I asked about difference in gene architecture and sequence
between those paralogs, and if gene expression differences under normal growth
conditions are linked to splice site strength and thus pre-mRNA splicing.
I compared CDS and intron length and sequence of paralogs. The CDS length
and sequence are highly similar between duplicated intron-containing genes, but
the intron length and sequence differ strongly (Figure 43A-B). One third of par-
alogs showed very different expression profiles (Figure 44A). Gene pairs were
split into to groups according their difference in mRNA expression (13 pairs
high difference, 25 pairs with low or no difference in expression). Splice sites
and branchpoint sequence were ranked according to abundance for all introns
present in the analysis. One splice site sequence and branchpoint motif domi-
nates in S. cerevisiae Table 1 and the different motifs are similar to each other.
The fraction of non-consenus splice sites is higher in the group of low expressed
genes compared to their high expressed paralog gene. This is not apparent, when
the difference in expression is low (Figure 43C). The opposite analysis of group-
ing into genes with lower splice site rank versus higher splice site rank shows a
trend for higher expression in genes with consensus splice sites (Figure 44B).
1 SGD: http://www.yeastgenome.org/
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Figure 43 Intron-containing paralogs derived from genome duplication in S. cerevisiae
differ strongly in intron length, intron sequence and slightly in splice site conserva-
tion possibly leading to differential expression. A: 52 gene pairs out 547 annotated as
paralogs on SGD are both intron-containing. The CDS length is mostly conserved, but
the intron length is not (p < 0.0001 Wilcoxon-rank sum test). Whiskers show 5% and 95%
quantiles. B: ClustalW alignment scores (in %) of gene pairs for CDS sequence and intron
sequence differ strongly, with high coding sequence conservation (p < 0.0001 Wilcoxon-
rank sum test). Whiskers show 5% and 95% quantiles. C: 5‘ SS, 3‘ SS and branchpoint
sequences of intron pairs were ranked according to their abundance. The fraction of
non-consensus splice sites is significantly higher in genes with significant lower expres-
sion than their paralog. Statistical significance was assessed through bootstrapping (100
times), Student‘s T-test and bonferroni correction accounting for multiple testing (n.s.).
WT mRNAseq data (duplicates from [Gu et al. 2015]) were remapped with Tophat2 and
analyzed by Cufflinks to estimate steady-state mRNA expression values. Expression val-
ues were required to be greater than the confidence interval [Nagaraj et al. 2011] and
the difference between replicates was required to be smaller than the standard devia-
tion of the distribution of replicate differences. Generally the replicates correlate highly
(0.94 Pearson correlation). Out of 52 gene pairs only 38 could be quantified in their gene
expression. Paralogs were grouped according their expression difference (n=13 (33% of
paralogs) with a difference in FPKM > 2,092, n=25 (66% of paralogs) with a difference
in FPKM < 2,092). Figure 44A shows the distribution of expression differences between
paralogs.
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Figure 44 Expression differences between intron-containing paralogs in S. cerevisiae
and splice site conservation differences. A: Cumulative distribution of mRNA expression
differences between intron-containing paralogs in S. cerevisiae. The third of genes with
highest differences (gray box) is analyzed with regard to the number of non-consensus
splice sites in Figure 43C. B: Genes with higher splice site conservation than their para-
log gene are slightly higher expressed (n.s. Wilcoxon-rank sum test). Boxplot reflecting
mRNA expression distributions for paralogs with no difference in splice site conserva-
tion, lower and higher splice site conservation than the associated paralog. Whiskers
show 5% and 95% quantiles.
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Figure 45 Internal intron splicing and adjacent exon length. A: Intron splicing values
(SPI) are grouped according to upstream internal exon length. Internal introns with short
upstream exons (< 25 nt) are spliced less efficiently than introns with longer internal up-
stream exons. The optimal length lies between 25 and 80 nt. B: Intron splicing values
(SPI) are grouped according to downstream internal exon length. Internal introns with
downstream exons (< 75 nt) are spliced better than introns with longer internal down-
stream exons.
Asterisks indicate significance of direct neighbors according the wilcoxon-rank sum test
(p < 0.05 *, p < 0.01 **, p < 0.001 ***, p < 0.0001 ****); Boxplot whiskers correspond to 95%
and 5% quantiles. Boxwidth is proportional to the square-roots of the number of genes
per group.
b.4 splicing of short internal introns
The analysis of pre-mRNA splicing patterns and gene architecture in S. pombe
identified especially high co-transcriptional for internal introns (Section 4.2). I de-
tected a strong correlation of co-transcriptional with the length of internal exons.
Longer internal exons tend to be spliced less efficiently (Figure 15). Here, I inves-
tigated whether there is an optimal internal exon length. I focussed on short in-
ternal exons and grouping them according to their length in intervals with 25 nt
difference from 0-175 nt. Few very short internal upstream exons are significantly
less well spliced co-transcriptionally than the next group of longer internal ex-
ons. This is not seen for downstream internal exons. Co-transcriptional splicing
values become similar to the average S. pombe intron with a internal exons longer
than 100 nt (Figure 45). The optimal internal exon length for co-transcriptional
splicing seems to be in the range of 20-100 nt.
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sample cells reads processed mapped rrna final
Sp_long_0213_1 2 87,614 79,155 78,968 35,865 25,922
Sp_long_0213_2 4 147,317 95,591 95,466 43,170 31,529
Sp_short_0413 1 47,018 35,339 35,328 10,577 17,773
Sp_WT_1 1 48,642 41,059 38,732 13,309 13,864
Sp_APLD_1 1 44,686 37,651 35,466 14,046 9,556
Sp_DPAD_1 1 44,984 37,612 35,394 9,998 13,375
Sp_magbead 1 45,817 39,237 38,025 12,739 12,753
Sc_1 4 131,574 104,300 95,085 NA NA
Sc_2 2 67,966 58,492 56,147 NA NA
Table 11 PacBio sequencing and mapping details
b.5 sequencing full-length nascent rna with pacific biosciences
sequencing
I addressed the questions, in which order are introns removed in transcripts with
multiple introns and to which extend are intron splicing and polyA site cleav-
age at the end of transcription coupled, with profiling nascent RNA with PacBio
sequencing. Table 11 provides details on how many SMRT cells were sequenced
per sample, read counts and mapping efficiency. In Figure 46A-B I present details
on the library design and data processing. A single intron gene example, which
overlaps with an annotated snoRNA, is shown. SnoRNA precursor transcripts
are detected, but the majority arises from full-length snoRNA molecules, which
are also the most abundant class of transcripts present in the dataset (Figure 46C-
D). Figure 46E-F depict the final cDNA analysis by agarose gel electrophoresis
before samples were submitted for hairpin adaptor ligation and sequencing.
Transcripts very similar to annotated snoRNAs are abundant in the PacBio data-
set (Figure 47B), but snoRNAs in general are not more enriched in the chromatin
fraction than in total nuclear lysate compared to whole cell lysate (Figure 47A).
In general, PacBio sequencing is a valid technique to observe different forms of
transcripts, but less quantitative than e. g. RNA-Seq mainly due to lower read
counts and different representation of transcripts with different lengths. Fig-
ure 48 show the correlation of the fraction of spliced transcripts of single intron
genes in the PacBio datasets to the SPIs calculated from RNA-Seq. The corre-
lation is low, albeit higher for diffusion loaded, non size selected samples (Fig-
ure 48D). This indicates that diffusion loading and PacBio library preparation of
the whole pool of nascent RNAs is best to represent nascent RNA splicing.
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Figure 46 Pacific Biosciences library design and characterization (extension to Fig-
ure 18). A: Adaptor design and sequence details for complex, strand-specific nascent
RNA Pacific Biosciences sequencing library. B: Detailed flow-chart of post-sequencing
processing steps to remove adaptors, ensure strandedness and map transcripts back to
the genome. C: The 124 sequenced transcripts of one intron-containing gene and its
intron-encoded snoRNA are shown. D: 796 genes (11%) have more than 10 reads per
gene with short ncRNAs, e. g. snoRNAs and snRNAs being most abundant. The left
panel - pie chart of the fraction of genes with different read counts. The right panel -
boxplot for PacBio read counts per gene grouping genes into different classes of tran-
scripts. E: Six S. pombe double-stranded cDNA libraries (SpPrp5 wild-type and mutants)
are shown (1.5% Agarose gels, final double-stranded cDNA). F: Similar to E - S. cerevisiae
double-stranded cDNA libraries of wild-type and different replicates with gene-specific
PCRs from S. cerevisiae Rpb1 transcription elongation mutants.
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Figure 47 SnoRNA localization and annotation. A: RT-qPCR for 3 annotated snoRNAs
in S. pombe in five different cellular fractions. SnoRNAs are nuclear with no significant
enrichment in the chromatin pellet compared to total nuclear lysate or soluble nuclear
fraction (n=4, SEM is shown). B: Unannotated snoRNA-like transcripts can be detected
with PacBio sequencing from nascent RNA. One example is shown with short transcripts
mapping to the intronic region similar to what was seen for an annotated snoRNA in
Figure 46C.
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Figure 48 Correlation of PacBio splicing and RNA-Seq SPIs. Same splicing analysis
as described in Figure 30. A-E: PacBio single intron splicing values are correlated with
SPIs from nascent RNA-Seq for four different types of PacBio library (size selected RNA
< 500 nt, no size selection, RNA < 200 nt and Magbead loading resulting in longer se-
quenced transcripts). Modest correlation to nascent RNA-Seq SPIs is observed for the
combined set and the data with less size constraints.
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b.6 examples of sequential and non-sequential splicing
About half of partially spliced transcripts in S. pombe are spliced non-sequentially.
Most often the first intron was not removed in those transcripts detected by
PacBio sequencing of nascent RNA (Section 4.3.2). This section gives examples
on genes with sequential splicing and shows the gene with the most diverse
splice pattern in the dataset (Figure 49A-B).
In general, first introns are less efficiently spliced compared to internal and ter-
minal introns in S. pombe (Section 4.2). The group of genes, for which “in order“
co-transcriptional was detected in S. pombe, belongs to a group of genes with
very high first intron splicing. Also mRNA splicing levels are higher for those
introns than for the 2nd, 3rd or 4th intron (Figure 49C, left). One hypothesis
would be that “in order“ splicing detected in PacBio sequencing reflects low co-
transcriptional spicing of the second intron rather than sequential splicing. That
does not seem to be the case in general, because differences in co-transcriptional
SPIs between second and third introns are normally distributed around 0 (Fig-
ure 49C, right). However, there is a strong difference in mRNA splicing levels
between those second and third introns with lower splicing levels for the second
intron, which cannot be explained by non-sequential co-transcriptional splicing,
but maybe post-transcriptional splicing or differences in RNA stability depend-
ing on the intron present in the transcript.
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Figure 49 Examples of (non-) sequential splicing. Analogous to Figure 19 showing
a gene example with 2 sequentially spliced transcripts (light blue) in A and the most
diverse gene example in B with all 4 types of transcripts. The respective intron splicing
values from RNA-Seq data (Section 3.2) are given in the table next to each example. C:
Intron splicing of genes with in order spliced transcripts suggests same preference for
later in order and not in order splicing. Panel 1 shows splicing value distribution for the
three RNA-Seq samples of intron 1-4 of genes with more than 2 introns, which showed
splicing of the 1st intron, but not the second intron in PacBio sequencing. Introns are
generally better spliced than the global median (dotted lines), especially first introns.
Panel 2 shows violin plots of the normally distributed splicing difference between 2nd
and 3rd intron to detect, if there is a preference for in order or not in order splicing.
2nd and 3rd intron are similarly spliced in nascent RNA indicating equal chances for in
and not in order splicing, but 3rd introns are significantly better spliced in nuclear and
cytoplasmic mRNA (t-test p < 0.0001, n=56 (1-3), n=36 (4). Boxplot-whiskers extend to
the 5% and 95% quantile.
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c.1 data processing and mapping of smit data
Single Molecule Intron Tracking (SMIT) was developed to answer the question,
when co-transcriptional splicing occurs during transcription. It is a single mole-
cule technique, which detects millions of nascent RNA molecules, their splicing
end and their 3’ end (Pol II position) in one experiment without disturbing the
biology of the cell.
This section provides further details on the data, e. g. library preparation, pro-
cessing and mapping (Figure 50, Table 12). Sample correlation is good, slightly
less than in RNA-Seq replicates (Figure 51A). However, this is expected, because
here I correlated counts of 3’ end positions, which represent noisier data, than
gene expression values, which are determined over full genes. The distribution
of read counts per position is bimodal, with a many positions being detected
once and a second maximum around the mean read count of 109 (Figure 51B).
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data Figure 50 raw trimmed unique mapped
L3229 (1) B 2x24,403,136
R1
R2
14,760,681
14,495,579
1,375,968
1,256,212
1,032,450
715,127
L3241 (2) B 2x21,543,940
R1
R2
14,473,385
14,160,929
1,125,643
1,077,313
919,075
540,874
L3242 (3) B 2x29,883,886
R1
R2
22,395,104
22,460,553
1,992,469
1,804,942
1,605,261
1,085,426
L3243 (4) B 2x24,947,010
R1
R2
19,640,064
19,582,020
1,612,791
1,467,551
1,373,847
904,492
L3244 (5) B 2x24,869,638
R1
R2
20,169,770
20,337,172
1,696,981
1,554,339
1,432,293
1,012,828
L3245 (6) B 2x23,934,583
R1
R2
19,521,725
19,500,143
1,813,032
1,652,540
1,536,728
1,056,542
WT_1 C 2x16,172,483
R1
R2
14,111,568
12,504,185
841,369
796,793
540,416
814,595
WT_2 C 2x18,039,920
R1
R2
16,994,804
15,464,227
1,056,029
1,005,886
692,031
1,038,635
WT_3 C 2x16,020,350
R1
R2
13,081,726
12,133,970
659,859
633,229
450,989
603,824
FL178
(3-10)
D
2x
225,561,603
R1
R2
166,915,586
166,175,957
18,362,464
17,615,913
12,492,935
10,232,542
SS178
(1,3-10)
E
2x
172,437,796
R1
R2
119,912,859
90,708,286
6,484,316
5,189,331
4,189,693
4,167,924
total
RNA (1)
F 2x11,626,594
R1
R2
7,336,889
8,221,654
867,826
760,403
504,496
631,045
total
RNA (3)
F 2x13,389,602
R1
R2
7,890,083
9,543,896
836,399
741,683
450,038
644,609
total
RNA (4)
F 2x11,263,821
R1
R2
6,743,116
8,266,417
839,210
748,221
438,854
597,188
total
RNA (5)
F 2x13,370,315
R1
R2
8,468,867
9,559,725
910,088
798,819
533,372
630,654
3’PE-Seq 2x69,637,178
R1
R2
15,087,889
15,087,889
14,433,990
12,517,606
Table 12 SMIT raw, processed and mapped read counts. Sample names were set by
the sequencing facility or me and can refer to strain, library or replicates.
C.1 data processing and mapping of smit data 131
data Figure 50 raw trimmed unique mapped
694 (1) G 2x35,244,305
R1
R2
32,353,104
29,147,111
3,451,037
3,110,831
2,760,523
2,804,517
694 (2) G 2x13,711,567
R1
R2
12,658,130
11,456,243
1,620,792
1,460,543
1,283,960
1,249,777
763 (10) G 2x7,711,268
R1
R2
6,999,998
6,622,016
814,210
746,922
621,495
673,611
763 (3) G 2x15,069,300
R1
R2
13,753,058
12,833,592
1,657,023
1,507,992
1,282,172
1,406,859
776 (4) G 2x14,562,471
R1
R2
13,562,860
12,901,383
1,421,626
1,317,769
1,156,933
1,167,253
776 (5) G 2x7,298,982
R1
R2
6,770,856
6,397,518
660,964
654,640
1,156,933
1,167,253
759 (6) G 2x17,235,301
R1
R2
15,752,959
13,527,639
1,909,869
1,683,549
1,550,565
1,505,618
759 (7) G 2x36,135,735
R1
R2
33,767,708
30,007,005
3,555,484
3,219,571
3,150,969
2,913,629
692 (8) G 2x48,075,300
R1
R2
43,937,386
39,032,206
4,859,674
4,312,640
3,999,434
3,914,138
692 (9) G 2x21,047,079
R1
R2
19,250,192
17,119,491
2,616,552
2,327,049
2,191,267
2,184,774
Table 13 Continued from Table 12. SMIT raw, processed and mapped read counts.
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Figure 50 SMIT library design, preparation and data processing. A: SMIT adaptor
design (extension to Figure 21) and sequence details for strand-specific nascent RNA,
single-molecule SMIT sequencing library. B: Six S. cerevisiae wild-type SMIT libraries
for 20 endogenous genes were prepared as in Figure 23. C: Three SMIT libraries on
size-selected RNA (25-250 nt) for the same genes as in B. A 31 nt RNA was used for a
defined control library. D: One SMIT library for 178 endogenous genes. Final PCR was
done sequentially for groups of 20-26 genes grouped according to their expression levels.
Each group carries a defined multiplexing index. E: Size-selected SMIT libaries for the
same genes as in D and similarly prepared to C. F: Four SMIT libraries on 21-22 genes
from polyA(-) total RNA. G: Ten SMIT libraries for 32 genes on different S. cerevisiae
strains with different Rpb1 alleles. H: Detailed flow-chart of post-sequencing processing
steps to remove adaptors, ensure strandedness and filter for PCR duplicates. SMIT reads
are mapped to custom annotation files including assayed junctions and 3’ end reads are
mapped with a splicing-sensitive mapper to the genome. Libraries shown in D-G were
prepared by Korinna Straube.
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Figure 51 SMIT replicate correlation and read count per position distribution. A: Repli-
cate Pearson correlation of SMIT data. The frequency of 3’ ends is correlated with one
another, all detected positions in any sample are included. For sample FL178 and SS178
only the subsample with Index 1 containing the same genes like the other 6 or 3 repli-
cates is used for correlation. B: Read count distribution per position. All reads from
the 11 samples in A were pooled and reads were counted per position. The highest fre-
quency is found for one read. The distribution mean is 109 and the median 5 reads/
position.
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c.2 single gene smit examples
Currently, 88 genes have been analyzed with high coverage by SMIT. Figure 52
shows 11 more examples. Co-transcriptional levels reach saturation for most
genes within 100 nt. However, saturation levels differ substantially and profiles
are also very different. Some show a stepwise increase in co-transcriptional splic-
ing and some a more gradual increase. Also the fluctuation between splicing
values per position varies on a gene by gene basis.
SMIT saturation values were correlated to co-transcriptional splicing values ob-
tained by nascent RNA tiling array analysis [Carrillo Oesterreich et al. 2010]
and 3’PE-Seq (this study, Table 12). The Pearson correlation coefficient is mod-
erately high with highly co-transcriptionally spliced genes clustering strongly
in both correlations (Figure 53). For genes with 3’PE-Seq splicing values below
0.75 lower correlation and often higher SMIT saturation values were observed.
This is partly explained by the fact that those genes show later co-transcriptional
splicing and thus saturation has not been reached yet in the distance window to
the 3‘ SS, which can be assayed by 3’PE-Seq (Section 7.3).
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Figure 52 Examples of endogenous co-transcriptional splicing patterns. Eight SMIT
traces showing different patterns of co-transcriptional splicing are given. Fraction of
splicing is plotted with regard to distance to the 3‘ SS. The dashed red line indicates
co-transcriptional splicing saturation. The green line marks the 50% saturation position
and the dashed black line marks the terminal exon end. Data visualization in this figure
and the analysis of processed and mapped SMIT data were done by Fernando Carrillo
Oesterreich. Three more SMIT traces are shown in Figure 24.
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Figure 53 Correlation of SMIT saturation values, tiling array data and 3’ PE data. A:
Correlation of SMIT saturation values and tiling array data. Pearson correlation (R) and
mean squared error (MSE) are given in the figure. Data visualization in this figure and
the analysis of processed and mapped SMIT data were done by Fernando Carrillo Oester-
reich. B: Correlation of SMIT saturation values and 3’ PE-Seq data. Pearson correlation
(R) and mean squared error (MSE) are given in the figure. 3’ PE-Seq data have been gen-
erated from fragmented 3’ end ligated RNA, thus splicing values correspond to average
splicing values ~200 nt downstream of the 3‘ SS. Boxplot shows that genes not correlat-
ing well in SMIT and 3’ PE-Seq have later 75% saturation values (Wilcoxon-rank sum
test p < 0.001), thus 3’ PE-Seq reflect to pre-saturation splicing values for those genes.
Boxplot-whiskers extend to the 5% and 95% quantile.
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Figure 54 In vitro analysis of ligation to degraded RNA. A: Scheme of the experiment
to test, if degraded and 3’ phosphorylated RNA can be ligated to the 3’ end DNA adaptor.
B: 10% TBE-Urea PAGE of the time course of alkaline hydrolysis in Na2CO3/NaHCO3,
pH 9.2 fragmentation buffer [Churchman and Weissman 2011]. C: 10% TBE-Urea-
PAGE of (+/-) alkaline hydrolysis and 3’ end ligation of 3’ phosphorylated RNA and
3’ hydroxylated RNA. Synthesized 3’ phosphorylated RNA and 3’ phosphorylated RNA
hydrolysis products cannot be ligated.
c.3 smit is not biased by degraded rna
In the course of the protocol development, one worry was that SMIT might de-
tect fragmented mRNA and co-transcriptional splicing levels might therefore be
artificially high. Degraded or fragmented RNA would be 3’ end phosphorylated
due to the chemistry of acid-acetale bond (3’ OH of ribose to phosphoric acid)
and ester bond (5’ OH of ribose and phosphoric acid). The ester bond is more
susceptible to acid or basic hydrolysis. The SMIT 3’ end adaptor is pre-activated
with a 5’ adenyl pyrophosphoryl moiety, which contains the highly energetic
pyrophosphate bond, which provides chemical energy for the ligation reaction.
The truncated T4 RNA ligase (missing the ATPase subunit) used in this assay
should only be able to ligate the pre-activated, already 5’ phosphorylated adap-
tor to RNA, which thus needs to be 3’ hydroxylated. Therefore, hydrolysed RNA
should not be ligatable. I could show this with an in vitro assay with presynthe-
sized 3’ hydroxylated and 3’ phosphorylated RNA. Also hydrolysis products of
the 3’ phosphorylated RNA were not ligatable, indicating that hydrolysis, in-
deed, produces 3’ phosphorylated RNAs. Thus, it is possible to conclude that
degraded RNA should not be present in the SMIT assay. However, dephospho-
rylation of endogenous degradation products might occur, which then might be
picked up by the SMIT assay.

D
A P P E N D I X D
d.1 primers s. pombe
The different sets of RT and PCR primers have been used in RT-qPCR to assess
enrichment of nascent RNA over polyadenylated RNA (Figure 8E), in RT-qPCR
to quantify snoRNA abundance in cytoplasm, nucleus, nucleoplasm and chro-
matin in comparison to total lysate (Figure 47A) and to validate 4 identified
circular RNAs by RT-(q)PCR (Figure 17B).
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primer sequence
anchored_oligo(dT22) TTTTTTTTTTTTTTTTTTTTTTVN
13_SPACUNK4.10_ppA TCATCGTTGTCGTTTTACGAA
42_SPAC20G4.06c_ppA CCGACTCATCCGTTATCACA
43_SPBC1773.10c_ppA ACGCTAACTGACTCGCACCT
37_SPACUNK4.10_fwd CTTCCCAATTTGGTTCCTGA
38_SPACUNK4.10_rev TGAACGACCGTATAACATAAGCA
6_SPAC20G4.06c_fwd CTCCTGATGTTGCTCCCATT
36_SPAC20G4.06c_rev CGGAGAAATCAGTTGCTTGG
18_SPBC1773.10c_fwd GCTGCTTATAAACGCGAAGG
19_SPBC1773.10c_rev ACCAAGCGAGGAATCTTTCA
92_SPSNORNA.50_fwd TTGTGAATCCACGTGCAACT
93_SPSNORNA.50_rev CCCGGCTTAATTGGTGTCTA
94_SPSNORNA.20_fwd ATGGTTGGCGTGTAGAGGTT
95_SPSNORNA.20_rev TCAATTTTCATGGCAAGACG
96_SPSNORNA.21_fwd TTCCATTGAACATTCGCAGT
97_SPSNORNA.21_rev CAAAGGAAGGACTATGCACGA
145_SPBC345.06_ex2_fwd AAGCACCTCAAGCCAAACCT
146_SPBC345.06_ex2_rev GGATGGGATCAAAAGTGCCG
145rc_SPBC345.06_ex2_fwd AGGTTTGGCTTGAGGTGCTT
146rc_SPBC345.06_ex2_rev CGGCACTTTTGATCCCATCC
147_SPBC16G5.05c_ex2_fwd AGGAGCTCATCTCCGTCCAT
148_SPBC16G5.05c_ex2_rev TGGGACGAACACAGTAGTGC
147rc_SPBC16G5.05c_ex2_fwd ATGGACGGAGATGAGCTCCT
148rc_SPBC16G5.05c_ex2_rev GCACTACTGTGTTCGTCCCA
139_SPAC926.09c_circ_fwd CGGTAAAATTGGCGGCCATT
140_SPAC926.09c_circ_rev AGGACTCGTCTAACAAAGCGG
151_SPAC926.09c_CDS_f AGGTTCATGCCGTCGTTCAT
152_SPAC926.09c_CDS_r AGCACCTGGATCAGTTCAGC
141_SPBC1815.01_circ_fwd ACGCATAGCCTCGGAGAAAG
142_SPBC1815.01_circ_rev GTTGGGGTGCTGAGACCTAC
153_SPBC1815.01_CDS_f TCAACGTCTTGAACGGTGGT
154_SPBC1815.01_CDS_r TCGGAGGAGGCAACATCAAG
Table 14 S. pombe primer sequences
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d.2 primers for single molecule intron tracking
This section includes tables of primer sequences used in the SMIT assay. The
first entry in the list of first exon SMIT primers contains the general sequence
necessary to add to the primer 5’ end for library preparation.
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primer sequence
SMIT_3’end_DNA_adaptor /5rApp/NNNNN-
CTGTAGGCACCATCAAT/3ddC/
SMIT_RT CATTGATGGTGCCTACAG
SMIT_1st_5N_rev TTTCCCTACACGACGCTCTTCCGATCT-
NNNNNCATTGATGGTGCCTACAG
SMIT_2ndPCR_rev AATGATACGGCGACCACCGA-
GATCTACACTCTTT-
CCCTACACGACGCTCTT
SMIT_2ndPCR_fwd_indexN CAAGCAGAAGACGGCATACGAGAT-
nnnnnn GTGACTGGAGTTC-
AGACGTGTGCTCTTCCGATCT
SMIT_index1 CGTGAT
SMIT_index2 ACATCG
SMIT_index3 GCCTAA
SMIT_index4 TGGTCA
SMIT_index5 CACTGT
SMIT_index6 ATTGGC
SMIT_index7 GATCTG
SMIT_index8 TCAAGT
SMIT_index9 CTGATC
SMIT_index10 AAGCTA
SMIT_controlRNA_f GACGTGTGCTCTTCCGATCT AGTCGTAGC-
CTTTATCCGAGATTC
1r_YHR010W_rev CTTCACGTTGGGAAGGTTGT
4r_YGR029W_rev GTCAAATTTGGGCTTCCTCA
8r_YKR095W-A_rev ATGTGCATGAATGCCGTCTA
Universal_5’start GACGTGTGCTCTTCCGATCT
190a_splitMS2_f_TGAAA TGAAA GGATCTCGAGACTAGCAATAACA
190b_splitMS2_f_GTTGC GTTGC GGATCTCGAGACTAGCAATAACA
190c_splitMS2_f_AGGGA AGGGA GGATCTCGAGACTAGCAATAACA
190d_splitMS2_f_TGTGT TGTGT GGATCTCGAGACTAGCAATAACA
190e_splitMS2_f_TCACT TCACT GGATCTCGAGACTAGCAATAACA
190f_splitMS2_f_TATGA TATGA GGATCTCGAGACTAGCAATAACA
Table 15 S. cerevisiae SMIT primer sequences (1): library & test primers
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primer sequence
Universal_5’start GACGTGTGCTCTTCCGATCT
1f_YHR010W_fwd GTTCTTGAAAGCTGGTAAAGTTG
2f_YJR021C_fwd ACAAGATGCTGCTACGAACG
3f_YHR101C_fwd TGCAAAACCAGACCAATGTT
4f_YGR029W_fwd TATGACGAAGATGGCAAACC
5f_YLR048W_fwd TGCCGCTAACACCCATTTAGG
6f_YER056C-A_fwd GGCCCAACGTGTTACTTTCA
8f_YKR095W-A_fwd AAACGGGAAAAGTCACTGGA
9f_YIL073C_fwd AAACTTTGGTCGAGTTATGCG
11f_YKR004C TCTTTTCCAAGAAGCACATACA
12f_YOL121C ATGCCAGGTGTTTCCGTTAG
13f_YOL120C_intron GGGTTTTAACCAACGCCAAT
14f_YNL301C TGGTCAAACTATACACTTTCCTAGC
15f_YDR059C TCTTCCTCCAAGCGTATTGC
16f_YNL265C CTCCGTCAATGATTCCGTTC
17f_YML124C_intron TTCCCAATTGGTCACCATC
18f_YAL012W_intronless CGAACCCATTTCTTTGTCCA
19f_YBR152W_intronless AGAGCATCCAGACCAAAACG
22f_YBL050W_low TGTCAGACCCTGTAGAGTTATTGAA
23f_YBL059W_low GCCATGAAGAAAATGATAACTGC
24f_YBR078W_low GCTATTCTAAGTGCCTCCGC
25f_YMR033W_low GCTCCATTTAGGCAGGACAG
26f_YPR170W-B_high GATCCTGAAGATGGACCTGC
27f_YJL001W_low TGAAAAAGGGCGAAGTCAGT
28f_YNL112W_high GTTGCTACTGATGTGGCCG
29f_YDR381W_high AGGGACATTAAGCAGGATGC
30f_YDL064W_high TGTGTCTACAGCGTCTTCAGG
31f_YPR028W_high TCACTCTCAAATGAAACAATTCG
Table 16 S. cerevisiae SMIT primer sequences (2): first SMIT experiment
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primer number sequence
Universal_5’start GACGTGTGCTCTTCCGATCT
YHR010W 1 GTTCTTGAAAGCTGGTAAAGTTG
YJR021C 2 ACAAGATGCTGCTACGAACG
YHR101C 3 TGCAAAACCAGACCAATGTT
YGR029W 4 TATGACGAAGATGGCAAACC
YLR048W 5 TGCCGCTAACACCCATTTAGG
YER056C-A 6 GGCCCAACGTGTTACTTTCA
YHR079C-A 7 GAATGGCAACCTGATAAAGATGT
YKR095W-A 8 AAACGGGAAAAGTCACTGGA
YIL073C 9 AAACTTTGGTCGAGTTATGCG
YKR004C 11 TCTTTTCCAAGAAGCACATACA
YOL121C 12 ATGCCAGGTGTTTCCGTTAG
YNL301C 14 TGGTCAAACTATACACTTTCCTAGC
YDR059C 15 TCTTCCTCCAAGCGTATTGC
YNL265C 16 CTCCGTCAATGATTCCGTTC
YBL050W 22 TGTCAGACCCTGTAGAGTTATTGAA
YBL059W 23 GCCATGAAGAAAATGATAACTGC
YBR078W 24 GCTATTCTAAGTGCCTCCGC
YMR033W 25 GCTCCATTTAGGCAGGACAG
YPR170W-B 26 GATCCTGAAGATGGACCTGC
YJL001W 27 TGAAAAAGGGCGAAGTCAGT
YNL112W 28 GTTGCTACTGATGTGGCCG
YDR381W 29 AGGGACATTAAGCAGGATGC
YDL064W 30 TGTGTCTACAGCGTCTTCAGG
YPR028W 31 TCACTCTCAAATGAAACAATTCG
YLR054C 32 AAGAAAACCAATTAACGTGCTTA
YAL001C 33 AAAATTGCTTCAAATAAGGGAA
YAL003W 34 GCTGACAAGTCATACATTGAAGG
YAL030W 35 GGACTGCGGAACTACAAGC
YBL018C 36 AATGGCAATATTTCAAGTTATCAAT
YBL026W 37 TGACCAAGAAGTGGTCGTAGAG
YBL040C 38 GCAATGAATCCGTTTAGAATCTT
YBL059C-A 39 AGTTAGAAGCTGAACGTTTTCATT
Table 17 S. cerevisiae SMIT primer sequences (3a)
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YBL072C 40 CAAGCGTCATTAAATTTTCTATTACA
YBL087C 41 CGGTGCTCAAGGTACTAAGTTT
YBL091C-A 42 AGAAAAGCTGGTGTTCAAGG
YBR048W 44 AATTAACTGTTCAATCTGAAAGAGC
YBR082C 45 ACGTATTGCTAAAGAACTAAGTGATCT
YBR084C-A 46 GATTAAGAACTCCAAAGCAAAAAT
YBR089C-A 47 CGCACGACAAGAGTACTAACTAAT
YBR090C 48 CACCAAGCAGAAAAACGACTT
YBR119W 50 AACCTAAAGAAACCATGTCAGC
YBR181C 51 GAATAGACGACTGAGCCATCA
YBR186W 52 AAAATTGCTATCAAATGCTCG
YBR189W 53 AAGACTAAGCAACAATGCCAA
YBR215W 54 GATTGGAAATGGACCAAAAAG
YBR219C 55 GCCAATCAGTTCCTGGAGAT
YBR230C 56 CAGCATCTCATAATATGTCTGCAA
YBR255C-A 57 CATTATGACCCCAAAACTGTTAAA
YCL002C 58 AGGGCTTGGCAGGTTTTT
YCL012C 59 ACACCGGAAAACCAAAGTT
YCR028C-A 60 CAATGAACCTCAAATCAATTTTT
YCR031C 61 CAAGAACCCGCCATGTCTA
YDL012C 62 TCTGCCTCCAAACAAAGC
YDL029W 63 AATGGACCCACATAATCCAA
YDL075W 64 CACCATTAACTTGCACAAAAGA
YDL079C 65 GGTATATTAAAACCAAGGAAAGGAC
YDL082W 66 GCAGGAATCGTACACAATGG
YDL083C 67 CTGCCGTCCCAAGTGTCC
YDL108W 68 AAAGTGAATATGGAGTACACAAAGG
YDL115C 69 GGATTCTGTGCAGGCATTAT
YDL125C 70 CTTGATGCTGCCTGTATTTTT
YDL130W 71 CCGCTGGTGCTAATGTCG
YDL136W 72 CGATAAAGAACCAAATAGGACTAAAAA
YDL191W 75 CCGTAGAATAGGTACAGTGAGACA
YDL219W 76 CGTCGATTCAAAAGTTATTTCAAG
YDR005C 77 CCTAAAGAATCACGACAATGAAA
YDR025W 78 CCGAGAGAGCTTTCCAAAA
YDR064W 79 AAATGGGTCGTATGCACAGT
Table 18 S. cerevisiae SMIT primer sequences (3b)
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primer number sequence
YDR092W 80 ATCATTACCCAAGAGAATAATCAAG
YDR129C 82 CCAAAACACAATGAATATTGTCAAA
YDR139C 83 TCAACAAAGACTTATATTCCAGGG
YDR305C 84 AGTTTCTTGTAACTGAACAAGTTTTCT
YDR318W 85 GCAGGACATTGAATCTTTACTCA
YDR367W 86 CATCTCTTCTAACCCTTCCAAAA
YDR381C-A 87 TGTCAAATCCATTTCAAAATATAGG
YDR397C 88 ATGTGTCGCTTCCCAAGG
YDR471W 91 AATTTTTGAAAGCAGGTAAAGTTG
YDR535C 92 AACGGCACTTATTTCGTCC
YEL012W 93 GGAGCGTAATACGAAAGATGAG
YER003C 95 AGCTGTTCAGGTTAGATGCAG
YER007C-A 96 CAGCAGAGAGGAAATGTTTAAGAA
YER014C-A 97 TGTTTTGTACCTGGGATAGCTG
YER044C-A 98 CATCGGAAGTTGACTGGATAA
YER074W 99 AACCAACATAGATTAAGCAGAAATG
YER093C-A 101 GGGCCATAAAAGTACGAAAAT
YER117W 103 TGCTCAAGGTACAAAATTCAGA
YER133W 104 CTAGAGTTAGAAGCCCCAATTAAA
YER179W 105 CTGGTGGGATATACACAGTCAA
YFL031W 106 TGACAATTGGCGTAATCCAG
YFL034C-A 107 AACCACAATGGCTCCAAAC
YFL034C-B 108 CATCATGTCCTTCTTCAACTTCA
YFL039C 109 ATTTACTGAATTAACAATGGATTCTG
YFR024C-A 110 CAAGGAGTTTAAAGAGTGAGACAAA
YFR031C-A 111 AAGAAACCATTAGATCAATAAGCAA
YFR045W 113 GCACCCGACATGGCTAAC
YGL030W 114 CAATTAATCAATATACGCAGAGATG
YGL031C 115 TGTTTGAAAAACGTGGATTAATATAG
YGL033W 116 CAGGCAAAAGGCTCAGAAG
YGL087C 118 CGTTTACACAAAAATGTCAAAAGT
YGL103W 119 GCACAGAGGTCACGTCTCA
Table 19 S. cerevisiae SMIT primer sequences (3c)
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YGL137W 120 GGACACGATGAAGTTGGATATAAA
YGL178W 121 CGATTTTTCCAGTTTCTCTTATG
YGL226C-A 124 CAAGGTTTACAATGACTTATGAACAA
YGL232W 125 AATTCCCAAAACAGGAAGAAA
YGR148C 129 GGTTTTTCACAGCTTTTTAATTTAG
YGR183C 130 AACAATAGCAATACGGACTAAAATG
YGR214W 131 CACTTAGGTGCTAGAAACGTTCA
YGR225W 132 CTCAGGCACAGCAAGTCTG
YHL001W 133 TTGAAATTATCGACCAAAAGAAG
YHL050C 134 AGAAATCCAAGGTGCCTTTAG
YHR001W-A 135 TTAAAACTAACCTCAATGGCG
YHR012W 136 GCACATATTCCTGATAGAGCAA
YHR016C 137 GCTTGAAAAGCGAGACCAA
YHR021C 138 AAAACACACCAGATAATTAGTGCAT
YHR041C 139 CCATCATGGGAAAATCAGC
YHR076W 140 TCGAGAGGTCCCCTTTATG
YHR077C 141 AATACATTGGACAGAAATTATGGAC
YHR097C 142 TGAAACGCCCAGGAATTAT
YHR123W 143 TTCACATATCGAAAATCTAAAGTCA
YHR199C-A 144 ATCGAATGCAGCTGGAAC
YHR203C 145 GGAAAGATGGCTAGAGGACC
YIL004C 147 CTAGGCTACACAGATGAGTTCAAG
YIL018W 149 CCACAAAGTTATTGAACAATGG
YIL052C 150 TGTTACTTTCAGAAGAAGAAATCCA
YIL069C 151 GGTACCTACAGAAGATCAATAAAAATG
YIL106W 152 TTCAATTTCCATGTCTTTTCTACA
YIL133C 154 TGAACCAGTTGTTGTCATTGAT
YIL148W 155 CCAAGATTCAAACATGCAAA
YJL024C 157 CACAATGATTCATGCAGTTCTAA
YJL041W 158 AGTAATAAGCTCTGATCGTTTTGAA
Table 20 S. cerevisiae SMIT primer sequences (3d)
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YJL136C 160 GGAAAACGATAAGGGTCAATTA
YJL189W 162 AACACAGATAGATCAACATGGCT
YJL191W 163 CAATAACAATTAAGAATGGCTAACG
YJL205C 164 CAGTACGCTCCCTTTCTATTAGG
YJR079W 165 GTTGTTTCTTCTTGGTCATATTTTT
YJR094W-A 166 AAACAGCATAGATAATCAAACAAAAA
YJR112W-A 167 ACAATGGTACAGCTGAGAAGAAC
YJR145C 168 GCAAAGATGGCTAGAGGACC
YKL002W 169 TCCGCAAGAGAGGTTAAAAA
YKL006C-A 170 GGTATTCTCAGACCGAATCAAA
YKL006W 171 TCGAAATTATTGACCAAAAGAAG
YKL081W 172 AGCTTTGGCTATCCAATTTTATT
YKL157W 174 TGTGCGAAGTGCCAAAAA
YKL190W 177 TGGATGGTCTTTTAGAAGATACAAA
YKR005C 178 CCCTTCCTCTCCAGTTGC
YKR057W 179 GGAAAACGATAAGGGCCAAT
YKR094C 180 CCAAAGGTTCAAAATGCAAA
YLR061W 183 GAAACAATGGCCCCAAAC
YLR078C 184 AATCATATTGATTTGAGGGGG
YLR093C 185 TTATATTTTTACCAAATGAAACGCT
YLR199C 186 AAATTTTCATTTATAGCGATGCTT
YLR202C 187 GCGTTTTCTACCGTTATTATAATTTTT
YLR211C 188 TGGAATGAGTACTTTAGCGGAA
YLR275W 189 CCTTTGACAGTTGATTAGAGGAG
YLR287C-A 190 CCCATACAAAAACTACGCAAA
YLR329W 192 CTACCACCTGGAATGTTGAAA
YLR344W 194 TATCAGAATGGCTAAACAATCATTA
YLR388W 196 ACTTCGACAGTCAACAACAATTT
YLR406C 197 CCATCAACTTGCACAAAAGA
YLR426W 198 TCTGGTAGCTCTTGTATTGAGATG
YLR445W 199 AAAATGGAAAGGCTAGCAAAA
Table 21 S. cerevisiae SMIT primer sequences (3e)
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YLR448W 200 CGAAATGACTGCCCAACAA
YML024W 202 CTCGAGACTAGCAATAACAAAATG
YML025C 203 CGATAAAAAGAAATTTGGTGAAA
YML034W 205 ACCAGAAATATTATGGAGGCAA
YML036W 206 ACGAAGCGCTCATAAGAAAA
YML056C 207 TTTCTCTGGCTTCCCAGTTA
YML067C 208 TGAAGACATTTGATGCGTTTC
YML073C 209 CGAAATGAGTGCCCAAAAA
YML085C 210 CAAACAAACAATGAGAGAAGTTATTAG
YML124C 211 GAGACAATGAGAGAGGTCATTAGTATT
YMR079W 213 GCCCTAAAACACAATGGTTACA
YMR116C 214 CGGTAACGACAAAATGGTTAAG
YMR133W 215 GGAAAAGTTGAAAGACGAAGAA
YMR143W 216 CAGCTGTCCCAAGTGTTCAA
YMR194C-B 217 TCCATGCCAGAAGGAGGC
YMR201C 218 CCGAACAAAAGGCCAAACTA
YMR225C 219 ATCCCTTTGGCAAGGAAG
YMR230W 220 CAAAATTCACCAATACTTGTTTCAA
YMR242C 221 GGAAAAACAGTGCGGAAAAA
YMR292W 222 GGCTCACAGAGGCTCAAA
YNL004W 223 TCAAGAACGAGGTTCAGAAAA
YNL012W 224 CCACTTATTAGGGAGGCCAA
YNL038W 225 GTCTACGCTTAAGCTATTATTTCCA
YNL044W 226 TGAATCAGTTAGGAGCTTTAGCC
YNL050C 227 CATTGAAATTCAGTATAAAAATGTCTG
YNL069C 229 CAACCAGTCGTTGTTATTGATG
YNL096C 230 TTGCAAATCAAATCTATCAGAGAA
YNL130C 231 GAGTAGTTTGGGAAACTTGAAGC
YNL138W-A 232 GAAACAGTGAAATTAAGAAAAGAAATG
YNL147W 233 CATGCATCAGCAACACTCC
YNL246W 234 CAAGAAAACGAGAACGAGCA
YNL302C 235 TGGCAGGTGTTTCCGTTAG
YNL312W 236 CTAGTTTAAGCATATACATAATGGCAA
YNR053C 237 TGGTACCTACCTGGGTTGC
YOL047C 238 GTCGTCGCACCAGATCAT
YOL048C 239 CAAGAGCATTTATCTACCCATTCTT
Table 22 S. cerevisiae SMIT primer sequences (3f)
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primer number sequence
YOR096W 240 GCAATTCAAGTCCATCAGAGAA
YOR122C 241 CGCAAATTATGTCTTGGCA
YOR293W 244 AGATCCACCAATACTTATTCCAAG
YPL031C 245 AATACCAATGTCTTCTTCTTCACA
YPL079W 247 GACACTAAACAAAAATGGGTAAATC
YPL081W 248 AAATACAAAAGTATACAACATGCCAA
YPL090C 249 GACAAAAGAGTGAAGACAGACTATACA
YPL109C 250 CCAAACTTGGACTTATTTGAAAG
YPL129W 251 ACCTCGGAGCTGACTGATATT
YPL175W 253 AAACAATGGGCTTCAATATAGC
YPL218W 255 GTTGGGATATTTTTGGTTGGT
YPL249C-A 257 AATACAAAATGGCTGTCAAGACT
YPR010C-A 258 AAAAATGAGACCAGCACAGTTAC
YPR043W 259 CAGGAAGACAACTGAGACAAAAA
YPR063C 260 GCCCGACCTTTGTGTTTC
YPR098C 261 CTACGGCTCATTTGCTTTTT
YPR187W 263 CATGTCAGACTACGAGGAGGC
Table 23 S. cerevisiae SMIT primer sequences (3g): all designed first exon primers
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Universal_5’start GACGTGTGCTCTTCCGATCT
YAL012W 18 CGAACCCATTTCTTTGTCCA
YBR152W 19 AGAGCATCCAGACCAAAACG
YDL137W 73 GAGAAGTCATGCAGAGAATGC
YDL189W 74 CCGTATCTTTATAATAGAGCTGGAA
YDR099W 81 GGTCAAGAAGATCAACAACAACA
YER102W 102 GAAGCTCACTACGGTCAAACC
YOL048C 127 CAAAGATATATCAAATATGGCTAAGCA
YIL009C-A 148 AAGAGATTCCTCACACCAAATACT
YIL123W 153 ACCCAATCTAGTGCTTCTTCTG
YKL150W 173 CAGCTGCTACCGCATTCTATT
YNL066W 228 GTCTTCGGCTCAAACAACTC
YOR239W 243 GGAAGTTGTTGATGACTCTTGTCTT
YPL052W 246 GGATTTAAGGATTGGTGCG
YPL230W 256 GGTAACTTTGCCACCAATAGTGT
Table 24 S. cerevisiae SMIT primer sequences (4): intronless genes & terminal exons
primer number sequence
Universal_5’start GACGTGTGCTCTTCCGATCT
YBR111W-A 49 TCTTGTAGAATCAGGAAACTATGAAC
YDR424C 89 TGAGCGATGAAAATAAGAGTACG
YER074W-A 100 CAGTACTGAGCGAAGAAAGGTTC
YGL076C 117 GATCACAATGGCCGCTGA
YGR001C 126 ACTCCGACTCCGATTATGAA
YLR316C 191 AGATGTAAATACGCCCAAACTAA
YPL198W 254 CAACGTCATAATGTCCACTGA
Table 25 S. cerevisiae SMIT primer sequences (5): first exon 2-intron genes
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d.3 primers for in vitro transcription and transcribed rna se-
quences
In the course of developing and optimizing the SMIT and PacBio sequencing
protocol in vitro transcription was used as defined template for ligation, RT and
PCRs.
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primer sequence
SMIT_RNA_P AGUCGUAGCCUUUAUCCGAGA-
UUCAGCAAUA/3Phos/
SMIT_RNA AGUCGUAGCCUUUAUCCGAGA-
UUCAGCAAUA
h18S 110 nt GGAGAGAGAGAGAAUUACCC
UCACUAAAGGGAGGAGAAGC
UUAUCCCAAGAUCCAACUAC
GAGCUUUUUAACUGCAGCAA
CUUUAAUAUACGCUAUUGGA
GCUGGAAUUN
h18S 134 nt GGAGAGAGAGAGAAUUACCC
UCACUAAAGGGAGGAGAAGC
UUAUCCCAAGAUCCAACUAC
GAGCUUUUUAACUGCAGCAA
CUUUAAUAUACGCUAUUGGA
GCUGGAAUUUCCGCGGCUGC
UGUUCUAGAGGAUC
IVT_18ST7_fwd GAAGAGAAGGAATTAATACGA-
CTCA
IVT_18S_T7N_rev NAATTCCAGCTCCAATAGCGTA
IVT_18S_T7A_rev AAATTCCAGCTCCAATAGCGTA
IVT_18S_T7C_rev CAATTCCAGCTCCAATAGCGTA
IVT_18S_T7G_rev GAATTCCAGCTCCAATAGCGTA
IVT_18S_T7T_rev TAATTCCAGCTCCAATAGCGTA
template (MegaShortScript 18S control) GATTTAGGTGACACTATAGAA
GAGAAGGAATTAATACGACTC
ACTATAGGGAGAGAGAGAGAA
TTACCCTCACTAAAGGGAGGA
GAAGCTTATCCCAAGATCCAAC
TACGAGCTTTTTAACTGCAGCA
ACTTTAATATACGCTATTGGAGC
TGGAATTTCCGCGGCTGCTGTT
CTAGAGGATC
Table 26 3’ end ligation (1): RNA sequences and IVT primer & template
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primer sequence
spU1_fwd_SP6 CCAAGCCTTCATTTAGGTGACACTATAGAAGAGTGT
CTTGGCATTGCACTGAGCCC
spU1_rev_T7 CAGAGATGCATAATACGACTCACTATAGGGAGAAAA-
TTGCCCCAAATGAGGGACGAAC
spU2_fwd_SP6 CCAAGCCTTCATTTAGGTGACACTATAGAAGAGCCT
CTGGCTTGCTATGCTTTCCG
spU2_rev_T7 CAGAGATGCATAATACGACTCACTATAGGGAGAGCG
TCGCTTGCCAGTAGTGC
spU3A_fwd_SP6 CCAAGCCTTCATTTAGGTGACACTATAGAAGAGTG
TAATTTAAGAGCAGCTTCACCGCC
spU3A_rev_T7 CAGAGATGCATAATACGACTCACTATAGGGAGATGT
CATCAAACGACACCACAGTTGTA
spU3B_fwd_SP6 CCAAGCCTTCATTTAGGTGACACTATAGAAGAGT
GGCTGCTTTTGCAAAGCCAAGTG
spU3B_rev_T7 CAGAGATGCATAATACGACTCACTATAGGGAGAAC
AGAAAACACGTCAGAAAACACCAGC
zfU2 191 nt AUCGCUUCUCGGCCUUUUGGCUAAGAUCAAGUG
UAGUAUCUGUUCUUAUCAGUUUAAUAUCUGAUA
CGUGCCCUACCCGGGCACCAUAUAUUAAAUUGA
UUUUUGGAACAGGGAGAUGGAAUAGGGGCUUGC
UCCGUCCACUCCACGUAUCGACCCGGUAUUGCAG
UACAUCCGGGAACGGUGCACCCCCU
Table 27 3’ end ligation (2): RNA sequences and IVT primer & template
D.4 primers for pacbio libraries 155
d.4 primers for pacbio libraries
The nascent RNA PacBio library preparation involves 3’ end adaptor ligation
and a low cycle PCR after RT. Different experiments can be multiplexed using
primers with different PacBio barcodes attached to the 3’ end adaptor sequence
in PCR. Those barcodes have been optimized in sequence with regard to the
sequencing error profile of the technology.
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primer sequence
3‘end_DNA_adaptor (same as SMIT) /5rApp/NNNNN-
CTGTAGGCACCATCAAT/3ddC/
3‘SMART_CDS_Primer_II_adap AAGCAGTGGTATCAACGCAGA-
GTACATTGATGGTGCCTACAG
SMARTer_II_A_Oligonucleotide (Clontech) AAGCAGTGGTATCAACGCAGA-
GTACXXXXX
192_adap_BC1_rev TCAGACGATGCGTCAT
CATTGATGGTGCCTACAG
193_adap_BC2_rev CTATACATGACTCTGC
CATTGATGGTGCCTACAG
194_adap_BC3_rev TACTAGAGTAGCACTC
CATTGATGGTGCCTACAG
195_adap_BC4_rev TGTGTATCAGTACATG
CATTGATGGTGCCTACAG
196_adap_BC5_rev ACACGCATGACACACT
CATTGATGGTGCCTACAG
197_adap_BC6_rev GATCTCTACTATATGC
CATTGATGGTGCCTACAG
198_adap_BC7_rev ACAGTCTATACTGCTG
CATTGATGGTGCCTACAG
199_adap_BC8_rev ATGATGTGCTACATCT
CATTGATGGTGCCTACAG
200_adap_BC9_rev CTGCGTGCTCTACGAC
CATTGATGGTGCCTACAG
201_adap_BC10_rev GCGCGATACGATGACT
CATTGATGGTGCCTACAG
202_adap_BC11_rev CGCGCTCAGCTGATCG
CATTGATGGTGCCTACAG
203_adap_BC12_rev GCGCACGCACTACAGA
CATTGATGGTGCCTACAG
204_adap_BC13_rev ACACTGACGTCGCGAC
CATTGATGGTGCCTACAG
205_adap_BC14_rev CGTCTATATACGTATA
CATTGATGGTGCCTACAG
Table 28 PacBio library primers for nascent RNA library and gene-specific library with
barcoded reverse primer (192-205)
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