G(T ) is the zero vector in Y and for which X and Y satisfy conditions for a closed graph theorem.
Starting from Sinclair's 1976 work [4] on automatic continuity of linear operators on Banach spaces, we prove that sequences of intertwining continuous linear maps are eventually constant with respect to the separating space of a fixed linear map. Our proof uses a gliding hump argument. We also consider aspects of continuity of linear functions between locally convex spaces and prove that such that a linear function T from the locally convex space X to the locally convex space Y is continuous whenever the separating space 1 Introduction and notation. from A. Sinclair's fundamental work [4] , one of the main result with respect to linear maps between Banach spaces is Lemma 1.6 [4; p. 11], which gives conditions under which a sequence of intertwining linear maps is eventually constant:
Suppose X and Y are Banach spaces and let (T n ) and (R n ) be sequences of continuous linear operators on X and Y , respectively. If S is a linear operator from X to Y that satisfies ST n = R n S for all n ∈ N, then there is an integer N ∈ N such that ∀n ≥ N R 1 · · · R n G = R 1 · · · R N G, where G is the separating space of S:
The proof utilizes a gliding hump argument. See [5] for example. The importance of the result on eventually constant sequences of intertwining maps is in its application to results on automatic continuity. Some instances include results on automatic continuity in [4] for Banach spaces (see also the references therein), in [2] , for a class of locally convex spaces, and within the context of generalized local linear operators, and in [6] , in the context of convex bornological spaces where the results are given with regard to bounded linear maps. In this paper, we define the separating space for general locally convex spaces and prove that Sinclair's result holds in for sequences of intertwining linear maps between complete locally convex spaces. This opens the door to applications in general locally convex spaces for which only completeness is needed. Like in the proof of the Banach space result, our proof utilizes a gliding hump argument.
3. G ji (T ) is σ-closed. 4 . Z σ i < G ji (T ) . 5 . T (Z ρ j ) < G ji (T ) .
Proof: 1. Let y, y ′ ∈ G ji (T ) and λ ∈ K. There exist sequences {x n } N
→ y + λy ′ . Hence, y + λy ′ ∈ G ji (T ) .
Let {y
To see this, let ǫ > 0 and consider K ∈ N such that 1
→ y . For this, let ǫ > 0 and K ∈ N such that 1 K < ǫ 2 . Then ∀ k ≥ K :
Thus, y ∈ G ji (T ) , which proves G ji is sequentially σ i -closed, and we also conclude σ i -closed.
Consider the net {y
Because the topology generated by σ i is contained in the topology σ , we have
Let
x ∈ Z ρ j . Then we have ρ j (x) = 0 . This time, we take the sequence {x, x, x, ...} in X, which converges to0. Put y = T (x) . Then
We observe that, given a linear T : X → Y that need not be continuous, the subspaces T (Z ρ j ) and Z σ i have a nontrivial intersection. This occurs despite the fact that T (Z ρ j ) might not be a subspace of Z σ i . On the other hand, not every linear map will send the linear subspace Z ρ j of the domain into the subspace Z σ i of the codomain. However, item 5 in the above proposition is somewhat surprising because it indicates that all linear maps will send Z ρ j into G ji (T ) , even though the general size of Z σ i < G ji (T ) is not much larger. We will see shortly that when these two subspaces coincide, we can conclude that T is in fact, continuous.
→0 . These two convergences imply that y = y −0 ∈ Z σ i , which proves that G ji (T ) < Z σ i . Proposition 3 Let T : (X, ρ j ) → (Y, σ i ) such that G ji (T ) = Z σ i with the spaces (X, ρ j ) and (Y, σ i ) being complete. Then T is continuous.
Proof: We apply the closed graph theorem to the corresponding complete seminormed spaces. Let
from which we obtain y ∈ T (x) + Z σ i , and this tells us that the graph of T is closed in (X, ρ j ) × (Y, σ i ) . By the closed graph theorem, T : (X, ρ j ) → (Y, σ i ) is continuous.
Corollary 2
1. If T : (X, τ ) → (Y, σ) is continuous, then for each σ i there is a ρ j such that G ji (T ) = Z σ i .
2. If for each σ i the seminormed space (Y, σ i ) is complete and if there exists ρ j such that G ji (T ) = Z σ i and (X, ρ j ) is also complete, then T is continuous.
Proof: 1. The continuity of T implies that for each seminorm, σ i from the family that generates σ there is a corresponding seminorm ρ j ∈ τ such that T : (X, ρ j ) → (Y, σ i ) is continuous. We apply Proposition 3 to obtain the conclusion. For item 2, we directly apply Proposition
Observe that if T : (X, ρ jo ) → (Y, σ io ) is continuous, Proposition 2 tells us that G joio = Z σ io . On the other hand,
We conclude that the above subspaces are equal.
A Continuity result.
The main result of this section is that, under our constructions, we can conclude the continuity of T : (X, τ ) → (Y, σ) whenever the closed graph theorem applies. This generalizes Sinclair [4 ] to large classes of locally convex spaces, such as Pták spaces, webbed spaces, and so on.
Theorem 1 If G(T ) = {0} and the lcs (X, ρ j ) and (Y, σ i ) are complete for each (j, i) ∈ J × I , then the graph of T :
is continuous whenever the lcs (X, τ ) and (Y, σ) satisfy the assumptions of a closed graph theorem.
Proof: Let ∆ be a directed set and let {(
Let (j, i) ∈ J × I be fixed, but arbitrary. Given that the topologies induced by the seminorms ρ j y σ i in X and Y , repsectively, are weaker than τ y σ (respectively), we have that
Nevertheless, we need convergence in terms of sequences. For each n ∈ N, put ǫ n = 1 n . Thus, there exist α ′ n and α ′′ n in ∆ such that
In general, we have α n ∈ ∆ such that α n ≥ α ′ n , α ′′ n , α n−1 . We now have two sequences in place of subnets, namely,
The following is an example of how this result applies to generalize a result like [4, Lemma 1.3 i, p. 8]:
Corollary 4 Suppose G(T ) = {0} and the lcs (X, ρ j ) (Y, σ i )) are complete for each (j, i) ∈ J × I . If the spaces (X, τ ) , (Y, σ) are, respectively, barrelled and Pták spaces, then the linear map T : (X, τ ) → (Y, σ) is continuous.
Proof: See [1; 14.9.1, p. 327].
Eventually constant intertwining linear maps.
Our goal in this section is to generalize Sinclair's fundamental result [Sinclair, Lemma 1.6] regarding eventually constant intertwining linear maps between Banach spaces, to linear maps between complete, locally convex spaces. We need some preliminary results as we build from the ground up using seminorms.
Comment: Before giving the proof, it is worth pointing out that the general context of this result, which does not depend on the previous cases, we will prove in order to avert the fact that for any sequence in the domain that converges to zero, one would have that the sequence of its images would of course, converge to some vector in the codomain. The requirement that R(G ji (T )) < Z λ k would make for a trivial result, since it would force the null sequences in the domain to satisfy that their images under the composition R • T , to converge to the zero in the codomain, which of course, would be continuity. The fact that {T (x n )} N does not always converge in Y is what makes this result interesting, though it also makes for more work to prove it.
Proof: We will use Proposition 2, proving that
under the associationR(η(y)) = R(y) . This function is well defined, and by hypothesis,
) . This means that, given ǫ > 0 , there exists N ∈ N for which ∀ n ≥ N :
We thus have, {x n − x nmn } n∈N →0 and
The above tells us that y ∈ G ji (T ) , and therefore,
Having shown that the functions η • T andR are continuous, their compo-
We conclude from this that for the composition
We can ask the question: What happens if R • T is continuous, but T is not, as in Proposition 4?
We will see what this tells us in the next proposition, after the following technical lemma.
Proof: From Proposition 4 we have that the functionR : (Y /G ji (T ),σ i ) → (W, λ k ) ,R(y + G ji (T )) = R(y) , is continuous. Hence, there exists a number Mˆi k ≥ 0 for which we have
We
Here is the proposition alluded to a short time ago:
is also continuous. Suppose additionally, that R(G ji (T )) < Z λ k . Then there exists a number M > 0, independent of the the function R and of the vector space W , such that
Proof: Based on what we did in Proposition 4, we have that R•T =R•η•T , where η • T : (X, ρ j ) → (Y /G ji (T ),σ i ) is a linear, continuous function, as well asR : (Y /G ji (T ),σ i ) → (W, λ k ) . By the continuity of η • T , there is a number M jî ≥ 0 such that
Choose M = M jî and observe that this number is independent of the function R as well as the vector space W .
The next five results inform us about the vector subspaces of W : G jk (R•t) , G ik (R) and R(G ji (T )) .
Corollary 6
Let R : (Y, σ) → (W, λ) be linear and continuous, that is, → 0 ∈ W . These two convergences imply two things. The first is that R(y) ∈ Z λ k = G ik (R) and the other is R(y) ∈ G jk (R•T ) . From the first one we conclude that R(G ji (T )) < G ik (R) , and the second tells us that R(G ji (T )) < G jk (R • T ) . From this,
Corollary 7 Suppose R : (Y, σ i ) → (W, λ k ) is linear and continuous, and 
Proposition 7 Let R : (Y, σ i ) → (W, λ k ) be linear and continuous. Then
By the continuity of R,
Now we prove the other contention: By the continuity of R • T , we have Z λ k = G jk (R•T ) . Consider the canonical epimorphism η : W → (W/R(G ji (T )),λ k ) , which happens to be continuous. That continuity implies that η • R :
, is continuous and that also, Proof :
are continuous, linear functions, and consider T : (X, ρ j ) → (Y, σ i ). These satisfy the following:
The last piece tells us that R(y) ∈ G jk (T ) .
Corollary 11 If S : (X, τ ) → (X, τ ) and R : (Y, σ) → (Y, σ) are continuous, linear functions, then they satisfy the following:
Proposition 9 Let U < X and V < Y be closed vector subspaces for which 
(This is possible by the hypothesis). ThenT is continuous
These two convergences tell us that y ∈ V .
(⇐): Our task is to show that G ji (T ) = Zσ i = η V (0) . To this end, we start with G ji (T ) < V ⇒ η V (G ji (T )) = η V (0) < Zσ i . By Proposition 3, η V •T is continuous, and thus, so isT •η U . Let η V (y) ∈ G ji (T ) and let {η U (x n )} N → η U (0) such that {η V (T (x n ))} N = {T (η U (x n ))} N → η V (y) . Then there exists a sequence Existe entonces una {x ′ n } N in X such that η U (x ′ n ) = η U (x n ) and in addition,
, which implies η V (y) ∈ Zσ i . By Proposition 2,T is continuous.
Corollary 12 Let U < X y V < Y be closed vector subspaces such that
(This is possible by the hypothesis). Then:
(i) IfT is continuous, then, G(T ) < V .
(ii) If for each i ∈ I there exists j ∈ J such that G ji (T ) < V , thenT is continuous.
η U : (X, τ ) → (X/U,τ) and η V : (Y, σ) → (Y /V,σ) are the continuous canonical epimorphisms.
Definition 2 Suppose {S n : (X, ρ j n−1 ) → (S, ρ jn )} N and {R n : (Y, σ in ) → (Y, σ i n−1 )} N are continuous linear functions such that T • S n = R n • T ∀ n ∈ N and τ ρ n−1 ⊂ τ ρn . Then we say that {S n } and {R n } are intertwining.
The following is the main result. It generalizes Lemma 1.6 of [4] . In the proof we will employ a gliding hump argument, applied to the seminorms.
Theorem 2 Let {S n : (X, ρ j n−1 ) → (S, ρ jn )} N and {R n : (Y, σ in ) → (Y, σ i n−1 )} N be continuous linear functions that are intertwining. Then there exists N ∈ N such that ∀ n ≥ N :
Indeed, for the continuity of the linear functions S n : (X; ρ j n−1 ) → (X, ρ jn ) there are positive numbers {c n } N such that ρ jn (S n (x)) ≤ c n ρ j n−1 (x) , ∀ x ∈ X . We have y ∈ G j n+1 im (T ) and {x n } N
Claim 2: For each n ∈ N , R n+1 (G j n+1 i n+1 (T )) < G jnin (T ) and
By Proposición 5.3 (?) and Claim 1, T ) ) , and then
For each n ∈ N we consider the canonical linear epimorphism η n :
W n−1 ∀ n ∈ N , (note that it suffices that there is proper containment for infinitely many values of n), then by the discontinuity of the functions of Claim 4, we can construct the following sequence: Let
) . In general, let x n ∈ X such that ρ jn (x n ) < 1 2 n and
We consider two cases. Case 1. c n > 1 ∀ n ∈ N . For each n ∈ N let the seminorm ρ ′ jn = 1 c 1 ...cn ρ jn . Then ρ ′ jn (S n (x)) = 1
The seminorms ρ jn and ρ ′ jn are equivalent.
Case 2. c n ≤ 1 ∀ n ∈ N . We will need the following:
To see this, we havê
Returning to the examination of Case -2, we have that Σ ∞ n=1 ρ io (z n ) ≤ 1 . As we required (X, ρ io ) to be complete, there exists z = Σ ∞ n=1 z n ∈ X .
Here comes the gliding hump part. For each n ∈ N we have:
This contradiction indicates to us that there can be only finitely many proper containments of the form W n+1 < W n .
The following result generalizes [4; Lemma 1.8, p. 13] to general locally convex spaces. In the proof, we will have the pleasure of applying Zorn's Lemma several times.
Theorem 3 Let {R n : (Y, σ) → (Y, σ)} n∈N be a sequence of commuting continuous linear functions. Then the following properties hold:
On the other hand, for each n ∈ N ,
In other words, V ∈ F and is a maximal element of C . Zorn's Lemma now guarantees the existence of a maximal subspace in F . Denote said maximal subspace by Y ∞ ∈ F . Now, in item 2, we will prove that Y ∞ is unique.
2. We will prove that if V ∈ F , then V + Y ∞ ∈ F : To this end, we
3. For this part, let us say that W < Y satisfies property Q ( |= Q(W ) ) if R n (W ) σ = W ∀ n ∈ N . Now, let G = {W < Y | |= Q(W )} be ordered by inclusion. and observe that {0} ∈ G . Let D = {W λ } Λ ⊂ G be a chain. We have that W = Λ W λ < Y . For each n ∈ N : Put Y ∞ ∈ G as a maximal element, and in the next item we will prove that it is unique.
4. We will prove that if W ∈ G then W + Y ∞ σ ∈ G : For one direction we have: In other words, y ∈ R n (W + Y ∞ ) ∞ . Thus, we have proved that W + Y ∞ σ ∈ G . Now,
Observe:
This implies that
On the other hand,
6. First, let us recall that for each A ⊂ Y , A σ = I A σ i .
Claim: Y ∞ σ ∈ G . To see this, let
Thus, for each i ∈ I as well as each ǫ > 0 , we have: There exists z i ∈ Y ∞ σ such that σ i (y −z i ) < ǫ 2 and there is y i ∈ Y ∞ such that σ i (y i −z i ) < ǫ 2 . Hence, σ i (y − y i ) < ǫ . This proves that y ∈ Y ∞ σ i for each i ∈ I and therefore y ∈ Y ∞ σ .This last statement tells us that R n (Y ∞ σ ) < Y ∞ σ . Now we prove the other direction:
Putting both directions together proves that Y ∞ σ ∈ G and as a consequence,
