The resolution function for specular neutron reflectivity measurements of flat samples is calculated. The results are also applicable to some X-ray reflectivity set-ups. In a basic approach, the contributions of the wavelength spread and the angular divergence are calculated. The method of combining these contributions is discussed. These calculations are compared with some measured reflectivity curves. The calculations are checked with an analytical beam analysis method that takes directly into account the coupling between the angle, position and wavelength of the neutrons.
Introduction
Reflectivity measurements using neutrons or X-rays are powerful techniques to study surface and interface structures. The reflectivity measurements give information on the scattering-length density profile perpendicular to the surface on length scales from tens to thousands of A. The techniques have been reviewed recently by Russell (1990) and by Penfold & Thomas (1990) .
The scattering angles in the measurements are rather shallow, owing to the rapid decrease in reflectivity for increasing angles. Owing to the low intensity at the larger angles, the conditions of resolution have to be relaxed. For neutrons, slits are often used to define the resolution, instead of other collimating devices such as perfect crystals or collimators. Slits are always used for defining a narrow beam to hit the sample surface at the small incoming angles without spilling over the edges of the sample .
Owing to interference effects, oscillations might be present in the measured reflectivity curves. The roughnesses of interfaces and the size of density jumps determine the amplitude of the oscillations. The finite instrumental resolution also affects the amplitude of the oscillations. Therefore, it is important for the data interpretation that one has knowledge of the instrumental resolution function. Since the calculation of the resolution is considered to be so simple, it is not often discussed in the literature. However, in private discussions with colleagues about this calculation several different methods are given, with answers for the resolution that in practice can vary by up to a factor of two. A cause for this confusion is that position and angle are coupled in reflectivity experiments with a slit-defined resolution, contrary to the situation with X-rays, where perfect crystals usually define the collimation, thus decoupling position and angle. Another cause for the confusion is that the specular condition for the reflected neutrons gives extra constraints to the beam path, not present for diffuse scattering. A problem with testing calculations is that we have no samples for which it is possible to measure directly the resolution function. To measure the resolution directly, one would have to use a sample that gives infinitely narrow peaks in the reflectivity curve. (Possibly some perfect multilayer mirror could have a suitable reflectivity curve.)
In this paper, we first derive the instrumental resolution function for specular reflectivity in a basic way. Thereafter, we repeat the calculation using the analytical beamanalysis method of Pedersen & Riekel (1991) , which directly includes the coupling between position, angle and wavelength. Furthermore, it has the benefit that it can easily be extended to more complex experimental setups. This paper is restricted to the resolution perpendicular to the sample surface with specular reflectivity assumed. The analytical beam-analysis method can, however, also be adapted for diffuse scattering and for the resolution calculation in the other directions. The calculations are compared with measured reflectivity curves of a well defined sample with pronounced oscillations.
Experimental set-up
Neutron reflectivity has been performed at the doubleaxis diffractometer TAS8 at Riso in a set-up that has been described previously in full detail by Bouwman et al. (1996) . The neutrons are monochromatized by a (002) pyrolytic graphite crystal witt) a mosaic spread of 0.5 ° to a wavelength of 2 = 4.242 A corresponding to a wave vector of k = 1.325 A-'. The incoming angle to the monochromator is 0mo~ = 44-98 °. Two cadmium slits, positioned 994 and 191 mm from the centre of rotation of the sample stage, determine the angular divergence in the scattering plane. The slits are motorized to provide the necessary accuracy in the selection of the beam going over the centre of rotation of the sample stage. The angle of the incoming beam is varied by rotation of the sample. Following the sample stage is an arm to the detector with another two motorized cadmium slits defining the path for the reflected neutrons. These are positioned 191 and 773 mm away from the centre of rotation of the sample stage. A heavily shielded 3He detector measures the intensity of the reflected neutrons. The width of the four slits was varied in different measurements to change the resolution.
The sample used to test the calculations of the resolution is a layer of deuterated polystyrene spincoated from a toluene solution on a silicon wafer (Mol, de Jeu & Bouwman, 1996) . The substrate was a 10 cm-diameter (111) cut silicon wafer with a thickness of 3 mm. The structure of the sample was independently checked with X-ray reflectivity measurements.
All reflectivity curves of the sample measured with different slit settings could be analyzed with the same physical model. The reflectivity data were fitted according to Parratt's method (Parratt, 1954) with a one-box model. The thickness of the polymer layer was 1690 4-4 .~, the roughness of the air-polymer interface was cr = 20 4-5 A and of the polymer-silicon interface cr--5 4-3 ,~, and the scattering-length density of the polymer was 6.35 x 10 -6 tk -2 4-0.5%. The only varying parameter in the analysis was the function describing the resolution of the set-up. The depth of the valleys between the fringes is very sensitive to the width of the resolution function. Even though the parameters describing the onebox model were determined from reflectivity curves recorded up to Q -0.13 ~-1, in the figures only the first region of the reflectivity curves is shown. This is done for two reasons: first, because the fringes are more closely spaced for low Q values, owing to refraction, and are therefore more sensitive to resolution effects; second, because for higher angles the effect of small changes in the thickness of the sample (we estimate 1% thickness variations) becomes rather apparent in the depth of the valleys. Up till Q = 0.035 ~-1, this effect is not visible.
Basic approach to calculate the resolution function
The wave vector is defined by the reflection angle 0 and the wavelength ~.:
Both spread in 0 and in 2 contribute to the instrumental resolution function: the angular divergence of the beam and the finite width of the wavelength distribution. Since 0 is always small in reflectivity experiments, one can simplify the geometric relations.
Angular divergence
The contribution to the resolution function due to the angular divergence can be calculated by taking the derivative of (1) with respect to 0:
where it has been taken that 0 << 1. The collimation of the beam path is determined by the slit settings. For a flat sample (flat compared to the angular divergence) the angular divergences of the direct and reflected beams are the same (Fig. 1 ). This is a consequence of the assumption of a perfect specular reflection. Therefore, the collimation can be determined from the slit geometry in the direct beam settings. One should keep in mind that a sample that is so small that it does not fully intercept the beam works effectively as a narrow slit in the set-up.
There are two different slit geometries that are commonly used. In the first geometry, all slits are set to have the same width (Fig. 2 ). In this symmetric geometry, the collimation is determined by the first and the last slits (slits 1 and 4). The slits on either side of the sample (slits 2 and 3) only reduce the background in the measurements, since we assume specular reflectivity and a perfect plane interface. The FWHM of the collimation is determined by the widths of the slits W and the distance L between them (W << L):
If the slits have the same width, the shape of the distribution of the angular divergence is triangular. If one of the slits is wider than the other, then the largest width has to be used for W to calculate the FWHM of the trapezoidal shaped angular-divergence distribution (Braslau, Pershan, Swislow, Ocko & Als-Nielsen, 1988 ). The measured data for different symmetric slit settings are well described using the calculated values for the resolution function using Gaussians with the same FWHM as the calculated triangular shapes, as can be seen in Figs. 3, 4 and 5. The symmetric slit geometry is most suitable for measurements in which a high resolution is required. The second commonly used geometry is an asymmetric one, in which the slits on the incoming arm (slits 1 and 2) define the collimation and the slits on the detector arm (slits 3 and 4) serve to reduce the background. The collimation is defined by the widths W of the slits 1 and 2 and the distance L between them and it is described again by (3). The measured data with an asymmetric set-up are again well described using the calculated values for the resolution function, as can be seen in Fig. 6 . This asymmetric slit geometry is more suitable when high resolution is not required and the sample size determines the slit widths. substrate measured with a symmetric slit setting geometry with all slits set at 1.0ram width. The data below Q = 0.0266,~ -l are corrected for geometrical factors (Gibaud, Vignaud, & Sinha, 1993) . The FWHM of the resolution used for the calculation is [(1.5 x 10-3 A-l)2 + (0.009Q)2] 1/2.
We note that the fits in Figs. 3 to 6 have been obtained using the same parameters for the thickness and roughnesses of the film. Some discrepancies are observed at large Q in Fig. 4 and at intermediate Q in Fig. 6 . With the large variation of the slits and the resolution, different areas of the sample are probed. Thus, one probes areas with slightly different roughnesses, which explains the discrepancies.
A common mistake in the estimation of the resolution function is to consider the contribution of the angular divergence to the resolution determined by the squared averaged collimations of incoming and receiving arm separately. That this is a mistake for the specular reflection can be seen from comparison of Fig. 4 (all slits 0.3 mm wide) and Fig. 5 (slits 1 and 4 closed down to 0.05mm), which both have the same collimation (FWHM) for the incoming and receiving arms (the collimation of a two-slit system is determined by the widest slit). The resolution in the second measurement is much narrower, as is clearly seen from the depth of the valley at 0.0182 ,~-1, since the first and the last slit are six times narrower. This misconception possibly comes from comparisons with diffraction experiments in which there is no direct coupling between incoming and outgoing angle. The separate collimations of the incoming and receiving arm are indeed relevant for the resolution of the off-specular scattering (Shindler & Suter, 1992) and for mosaic samples. Another closely related misconception is that one can measure the resolution by measuring the shape of the direct beam (Findeisen et al., 1994) . However, by scanning the detector arm to measure the profile of the direct beam, one positions the slit opening at positions where the neutrons normally would be blocked by the slit jaws, when the neutrons are specularly reflected. Comparison of Figs. 4 and 5, which have a rather similar width for the direct beam but a very different width for the resolution, shows that the direct beam is not in general the same as the resolution. This misconception again possibly comes from X-ray reflectivity experiments (Gibaud, Vignaud & Sinha, 1993) , where perfect crystals define the resolution. 
Wavelength spread
The contribution to the resolution function due to the wavelength distribution can be calculated by taking the derivative of (1) with respect to the wavelength:
The spread in wavelength is determined by the diffraction angle of the monochromator 0mon and the mosaic spread of the monochromator crystal 0. By taking the derivative of the Bragg law, one obtains A2/2 = 0/tan 0mo n,
which is in the present case 4-0.9%. The wavelength spread is mainly important at the higher Q values in this set-up and can be neglected compared to the contribution from the angular divergence (except in the measurement displayed in Fig. 5 , which has rather extreme slit settings).
Combining the two contributions
The next question is how one should add the contributions due to the finite angular divergence and the wavelength spread. Since these effects are considered to be independent and nearly Gaussian shaped, they should be added squared,
An implementation of inclusion of the finite resolution for reflectivity data analysis has been described by Pedersen & Hamley (1994) . This method of calculation has been used for the curves displayed in Figs. 3-6. Addition of the two contributions linearly (Russell, 1990; Findeisen et al., 1994) would be correct only for Lorentz-like distributions.
Resolution calculation in position-anglewavelength space

Method
To calculate the coupling between the divergence and wavelength distribution, the analytical beam-line-analysis method from Pedersen & Riekel (1991) has been employed. This method was described in detail in the original reference and by Harris (1994) . The distribution of the neutrons in the set-up is described as a function of position, angle and relative wavelength. The horizontal position relative to the beam centre perpendicular to the beam direction of a neutron is described by x. The horizontal angle with the nominal beam direction is described by x'. The relative wavelength deviation from the nominal wavelength 2 is described by A2/2. The distribution I(x, x', A2/2) of neutrons transforms along the experimental set-up.
Each element in the beam (in this case the mosaic monochromator crystal and the slits) transmits a certain part of the distribution and transforms it. With this taken into account, the neutron distribution at the detector I(x, x', A2/2) can be calculated as a function of three variables. The resolution function is the neutron distribution as a function of AQ, which can be expanded in x, x' and A2/2. This expansion introduces a linear constraint on the three parameters, thus reducing the number of parameters to two. The resolution function may then be found as the integral of the neutron distribution of the remaining two parameters.
The neutron distribution and the transmission functions are approximated with Gaussians. This is a good approximation, since the mosaic distribution is well described with a Gaussian and the slit transmission is a box function, which is also reasonably approximated with a Gaussian. The use of Gaussian functions is very convenient for the calculation of the transmission and transformation functions, as it makes it possible to calculate analytically the final integral of the neutron distribution.
The mathematics are simple, but look at first sight rather tedious. With a closer look at (8)-(15), which describe the evolution along the beam path of the neutron distribution, one sees that the mathematics only involve the addition of squared terms to the argument of a Gaussian function and some linear substitutions. Therefore, a symbolic algebraic manipulator (Mathcad 5.0 for Windows has been used for these calculations) can be a great help to keep track of the signs and factors, especially for the integration in (17).
Application to two-axis reflectometry
The essential elements for the analysis of the distribution of the neutrons are the mosaic monochromator, the slits, the flight path between them and the orientation of the sample. The neutron source is taken to have isotropic radiation and a wide spectral distribution. This is valid for the present example since the divergence of the neutrons before the set-up is large compared to the divergence transmitted by the slits and the initial wavelength distribution is large compared to the final one. The first element transmitting a part of the distribution and transforming it is the mosaic monochromator. The crystal consists of small crystallites with orientations that deviate slightly from the mean orientation, with a distribution that can be described with a Gaussian function with a variance 17 [r/= FWHMmosaic / 2(2 In 2)1/l]. For a perfect crystal, the coupling between x' and A2/2 can be obtained from differentiation of Bragg's law: x' = (A2/2)tanOmon, where 0mon is the scattering angle of the monochromator (this defines the positive x' as having a larger incoming angle to the monochromator). The transmission function for the mosaic crystal (Harris, 1994) becomes exp(-½{[x'--(A2/2)tanOmon]/rl}2),
which also describes the correlation between angle and wavelength, so the neutron distribution following the mosaic monochromator is I(x,x', A2/2) cx exp(-½{[x' -(A2/2) tan Gon]/O}2).
The flight path to the first slit does not affect angle and wavelength distribution, which means that the neutron distribution I(x, x', A2/2) is not affected either. The first slit transmits only neutrons with a position within its width, Wxl. The transmission function is a box function, which is approximated as a Gaussian function with the same variance O'xl = Wxl/12 U2. Its transmission function (Pedersen & Riekel, 1991) ,
2~ I xl/ J~ has to be multiplied by the distribution before the slit [(8) ] to obtain the distribution directly after the slit:
The distribution of the positions of the neutrons in the beam will change in the flight path owing to the divergence of the beam. A neutron with an angle x' and a position x will have changed its position atter a distance L to x + x'L. Therefore, substitution of x by x -x'L in (10) results in the neutron distribution just before the second resolution-defining slit:
The second resolution-defining slit has the same transmission function as the first slit [(9)] with possibly a different variance Crx2. So we end up with the following distribution:
Since the sample does not change the neutron distribution, it makes no difference where it is positioned. For the relation with the reciprocal space, however, the orientation of the sample matters. In case the monochromator and sample reflect in opposite directions, +geometry (see Fig. 7) , the difference of the scattering vector with the nominal scattering vector Q is described by AQ = 2k cos(0)x' -QA2/2. (13) If the monochromator and sample reflect in the same direction (+-I-geometry), the relation is described by AQ = -2k cos(0)x' -QA2/2. (14) First, we continue with the calculation for the +geometry. After substituting x' from (13) into the final neutron distribution (12), we obtain:
The integration of x and A2/2 can be done analytically (Pedersen & Riekel 1991) and results in a Gaussian function of Q using the following integral: 
This equation combines correctly the coupling between wavelength and angular divergence [compare (6)], including the coupling between them. In the limit r/--+ 0), this reduces to the contribution of the slits O'slits+_ = 21/2ax(2k cos 0 tan 0mo n --Q)
x (tan 0mo n L)-I.
The term in Q corresponds to a coupling between angle and wavelength, comparable to the nondispersive mode in a triple-axis set-up (Als-Nielsen et al., 1980) . It shows that the finite slit width also gives rise to a spread in the wavelength (even though it is negligible for the small Q values in present applications). Neutrons with a larger incoming angle (x' positive) to the monochromator will have a longer wavelength (A2/2 positive). In the +geometry, a larger incoming angle also has a larger incoming angle to the sample surface (see Fig. 7 ). So, the larger incoming angle counteracts the longer wavelength. One sees that for a reflection angle equal to the Bragg angle of the monochromator, 0 = 0mon, this term goes to zero, corresponding to a focusing situation. Substitution of(14) into (12) results indeed in a positive Q term in the slit contribution, corresponding to defocusing. We note that since 0 << 1 and since Q (= 2k sin 0) is small compared to 2k tan 0mo n (19) reduces to O-slit s ---81/2kax/L, which after the conversions from variance to FWHM are taken care of agrees (to a factor of 2[1n(2)/3] 1/2 _~ 0.96 owing to the Gaussian approximation) with the calculation of the contribution of the angular divergence of the neutron beam as shown in (2) and (3).
In the limit of infinitely narrow collimation ax/L ---> O, (18) I. + -geometry ~ Fig. 7 . Two different scattering geometries. In both geometries, a neutron with a positive x' has also a positive A2/2. In the +geometry, a positive x' corresponds to a larger incoming angle to the sample. In the ++ geometry, this corresponds to a smaller incoming angle to the sample.
Conclusions
In reflectivity experiments where slits define the resolution, one has to take into account the coupling between angle and position of the neutrons and the specular reflection condition in order to calculate the resolution function. Taking only the collimation without the positional coupling into account can give wrong results for the calculation of the angular divergence. A basic approach taking into account the contributions of the angular divergence and the spread in wavelength gives the same results for the calculated resolution as the more complete analytical beam-analysis method. The calculated resolution function for different slit settings has been shown to be in agreement with some measured reflectivity curves with significant oscillations. The analytical beam-analysis method can easily be expanded to include more optical elements in the beam line, for example more slits, a neutron beam guide and the wavelength distribution of the reactor. With a bit more effort, it can be expanded to calculate the resolution for nonspecular scattering and for the three-dimensional resolution function (Harris, t994; Harris, Lebech & Pedersen, 1995) . Jan Commandeur and Liesbeth Mol frOM-Institute for Atomic and Molecular Physics in Amsterdam, the Netherlands) are acknowledged for the preparation of the spincoated polymer sample and help with the measurements, respectively. We thank Kristian Kj~er (Riso) and David Vaknin (Ames Laboratory, Iowa, USA) for fruitful discussions. This work was financed by the Danish Research Academy through the DANVIS (grant D930017) program.
