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Abstract—In this work, we present a Lyapunov framework for
establishing stability with respect to a compact set for a nested
interconnection of nonlinear dynamical systems ordered from
slow to fast according to their convergence rates, where each of
the dynamics are influenced only by the slower dynamics and the
successive fastest one. The proposed approach explicitly considers
more than two time scales, it does not require modeling multiple
time scales via scalar time constants, and provides analytic
bounds that make ad-hoc time-scale separation arguments rigor-
ous. Motivated by the technical results, we develop a novel control
strategy for a grid-forming power converter that consists of an
inner cascaded two-degree of freedom controller and dispatchable
virtual oscillator control as a reference model. The resulting
closed-loop converter-based AC power system is in the form of a
nested system with multiple time scales. We apply our technical
results to obtain explicit bounds on the controller set-points,
branch powers, and control gains that guarantee almost global
asymptotic stability of the multi-converter AC power system with
respect to a pre-specified solution of the AC power-flow equations.
Finally, we validate the performance of the proposed control
structure in a case study using a high-fidelity simulation with
detailed hardware validated converter models.
I. INTRODUCTION
T IME-SCALE separation arguments are ubiquitous incontrol design and analysis of large-scale engineering
systems that contain dynamics on multiple time scales from
different physical domains. Traditionally, singular perturbation
theory has been the standard tool to analyze nonlinear dy-
namics that evolve on multiple time scales [1]–[3]. Within
this framework, stability conditions are typically provided for
hyperbolic fixed points of systems with two time scales and
a “small” scalar time constant describing the fast time scale.
The results can be extended to linear systems with two time
scales and a fast time scale modeled by multiple time constants
[4], slow-fast control systems with non-hyperbolic fixed points
[5], and multiple time scales by successively grouping them
into two time scales (see, e.g., [2]). In contrast, our approach
explicitly considers multiple time scales, stability with respect
to a compact set, does not require modeling time scales
via scalar time constants, and exploits the nested structure
typically exhibited by systems with multiple time scales such
as power systems [6] and biological system [7]. To this end, we
develop a general Lyapunov function framework for stability
analysis of nested nonlinear dynamical systems that can be
ordered from slow to fast in terms of convergence rates to
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their set of steady-states and only depend on the states of
slower systems and the next fastest one.
The analysis in this paper is based on a recently developed
Lyapunov characterization of almost global asymptotic stabil-
ity with respect to a compact set presented in [8] that requires
that the set of states that are unstable but attractive has zero
Lebesgue measure. The technical contribution is twofold: first,
we develop a Lyapunov characterization of unstable hyperbolic
fixed points that have a region of attraction of measure zero;
then we provide a Lyapunov framework that results in con-
ditions under which the guarantees obtained by applying the
aforementioned Lyapunov conditions in [8] to a reduced-order
system translate to the full-order nested dynamical system. Our
results can be interpreted as an extension of the conditions
for systems with two time scales in [9], [10, Ch 11] to
multiple nested systems and a more general notion of stability.
Moreover, we reduce conservatism by allowing for a wider
range of comparison functions.
Motivated by the transition of power systems towards re-
newable energy sources that are connected to the system via
power electronics [11], [12], we apply our technical results to
multi-converter AC power systems. The analysis and control of
power systems and microgrids is typically based on reduced-
order models of various degrees of fidelity that exploit the
pronounced time-scale separation between the dynamics of
synchronous machines and power converters and the transmis-
sion network [3], [6], [13]–[15]. While these ad-hoc model
simplifications have proved themselves useful their validity
for converter-based systems is questionable. For instance,
the assumption that the dynamics of transmission lines can
be neglected breaks down for power systems dominated by
fast acting power converters [8], [16]–[18]. In this work, we
make the time-scale separation argument rigorous by explicitly
considering the interaction of dynamics on different time
scales (i.e., converter dynamics, inner controls, line dynamics)
and quantifying the parameters (e.g., set-points, control gains,
transmission line parameters, etc.) for which stability for the
overall system can be ensured.
The prevalent approach to grid-forming control is so-called
droop-control [18], [19] and synchronous machine emula-
tion [20]–[22]. However, while droop control and machine
emulation can provide useful insights, stability guarantees for
multi-converter systems are typically local and don’t extend to
line dynamics, detailed converter models, and operating points
with non-zero power flows. Almost global stability guarantees
are available for single machines connected to an infinite
bus [23] and droop controlled multi-converter systems when
neglecting the network dynamics and losses, internal converter
dynamics and controls, and voltage magnitude dynamics [24].
In contrast, virtual oscillator control (VOC) ensures almost
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2global synchronization [25]–[27] but cannot be dispatched,
and almost global asymptotic stability with line dynamics can
be ensured for dispatchable virtual oscillator control (dVOC)
[28], [29] for appropriate control gains and power converters
modeled as controllable voltage sources [8]. All of these works
use simplified models that can be regard as the slow time-
scales of a nested dynamical system. One contribution of this
work is to illustrate how to include faster time scales.
We consider a converter-based power system model that
includes dynamic models of voltage source converters as well
as transmission network dynamics. We develop a control strat-
egy for the converters that uses dispatchable virtual oscillator
control (dVOC) as a reference model for a cascaded two-
degree of freedom voltage and current controller in stationary
αβ coordinates instead of local dq coordinates. This allows us
to model the whole inverter based power system as a nested
interconnection of subsystems (dVOC, the transmission line
dynamics, the inner control loops) that evolve on different
time-scales and to apply our novel Lyapunov-based stability
criterion to provide explicit stability conditions and show that
there always exists parameters (i.e., control gains and set-
points) that guarantee almost global asymptotic stability of
the overall system. Finally, we validate the proposed control
architecture in a high-fidelity simulation of the hardware set-
up described in [29].
The remainder of this section recalls some basic notation
and results from graph theory. Section II provides definitions
and a preliminary technical results on almost global asymptotic
stability with respect to sets. The main theoretical contri-
bution is given in Section III. In Section V we present a
detailed model of a multi-converter AC power system and
the control objectives. Section VI presents a cascaded two-
degree of freedom control structure that tracks a reference
obtained by dVOC as a reference model and Section VI-D
presents stability conditions for the multi-converter system.
The results are illustrated using a high-fidelity simulation study
in Section VII, and Section VIII provides the conclusions.
Notation
We use R and N to denote the set of real and natural
numbers and define R≥a := {x ∈ R|x ≥ a} and, e.g.,
R[a,b) := {x ∈ R|a ≤ x < b}. Given θ ∈ [−pi, pi] the 2D
rotation matrix is given by
R(θ) :=
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
]
∈ R2×2.
Moreover, we define the 90◦ rotation matrix J := R(pi/2) that
can be interpreted as an embedding of the complex imaginary
unit
√−1 into R2. Given a matrix A, AT denotes its transpose.
We use ‖A‖ to indicate the induced 2-norm of A. We write
A < 0 (A  0) to denote that A is symmetric and positive
semidefinite (definite). For column vectors x ∈ Rn and y ∈
Rm we use (x, y) = [xT, yT]T ∈ Rn+m to denote a stacked
vector, and ‖x‖ denotes the Euclidean norm. The absolute
value of a scalar y ∈ R is denoted by |y|. Furthermore, In
denotes the identity matrix of dimension n, and ⊗ denotes the
Kronecker product. For any matrix M and any n ∈ N, we
define Mn = In ⊗M . Matrices of zeros of dimension n×m
are denoted by 0n×m and 0n denotes column vector of zeros
of length n. We use ‖x‖C := minz∈C‖z − x‖ to denote the
distance of a point x to a set C. We use ϕf (t, x0) to denote
the solution of ddtx = f(x) at time t ≥ 0 starting from the
initial condition x(0) = x0 at time t0 = 0.
II. ALMOST GLOBAL ASYMPTOTIC STABILITY WITH
RESPECT TO A COMPACT SET
Consider the dynamical system
d
dtx = f(x), (1)
where x ∈ Rn denotes the state vector and f : Rn → Rn
is a Lipschitz continuous function. In order to state the main
results of the paper, we require the following definition of
almost global asymptotic stability with respect to a set [30].
Definition 1 (Almost global asymptotic stability) The dy-
namic system (1) is called almost globally asymptotically
stable with respect to a compact set C ⊂ Rn if
(i) it is almost globally attractive with respect to C, i.e.,
lim
t→∞‖ϕf (t, x0)‖C = 0 (2)
holds for all x0 /∈ Z , and Z has zero Lebesgue measure,
(ii) it is Lyapunov stable with respect to C, i.e., for every
ε ∈ R>0 there exists δ ∈ R>0 such that
‖x0‖C < δ =⇒ ‖ϕf (t, x0)‖C < ε, ∀t ≥ 0. (3)
Next, we recall the definition of comparison functions used to
establish stability properties of dynamical systems [31].
Definition 2 (Comparison functions) A function χc :
R≥0 → R≥0 is of class K if it is continuous, strictly
increasing and χc(0) = 0; it is of class K∞ if it is a K -
function and χc(s)→∞ as s→∞.
Next, consider a set U ⊂ Rn that is invariant with respect to (1)
(i.e., ϕf (t, x0) ∈ U for all t ∈ R>0 and all x0 ∈ U), satisfies
C ∩ U = ∅, and corresponds to e.g., undesirable equilibria or
limit cycles of (1). In this case global asymptotic stability of
(1) with respect to C cannot be established. Instead, the follow-
ing Theorem provides a Lyapunov function characterization of
almost global asymptotic stability with respect to C [8, Th. 1].
Theorem 1 (Lyapunov functions) Consider a compact set
C ⊂ Rn and a zero Lebesgue measure set U ⊂ Rn that is
invariant with respect to (1). Moreover, consider a continu-
ously differentiable function V : Rn → R>0 and comparison
functions χ1, χ2 ∈ K∞ and χ3 ∈ K such that
χ1(‖x‖C) ≤ V(x) ≤ χ2(‖x‖C)
d
d t
V(x) := ∂V
∂x
f(x) ≤ −χ3(‖x‖C∪U )
holds for all x ∈ Rn. Moreover, let
ZU,f := {x0 ∈ Rn| limt→∞‖ϕf (t, x0)‖U = 0}
denote the region of attraction of U under (1). If ZU,f has
zero Lebesgue measure, the dynamics (1) are almost globally
asymptotically stable with respect to C.
3Conceptually Theorem 1 is similar to the main result in [32]
that has been used in [23] to study almost global stability of a
synchronous machine connected to an infinite bus. However,
[32, Def. 8] uses the bound χ1(‖x‖W) ≤ V(x) ≤ χ2(‖x‖W+
c) with W = C ∪ U and c ∈ R≥0 and establishes practical
stability of W . In contrast, the Lyapunov stable set C and the
globally attractive set C ∪ U are treated separately in Theorem
1 to obtain a more precise characterization of stability.
Besides finding a suitable Lyapunov function, the main
difficulty in applying Theorem 1 is to verify that the region of
attraction ZU,f of the (undesirable) attractive set U , has mea-
sure zero. To this end, our first contribution is a Lyapunov-like
condition that characterizes unstable hyperbolic fixed points
with region of attraction that has zero Lebesgue measure.
Theorem 2 (Region of attraction) Consider a continuously
differentiable function f : Rn → Rn and a fixed point
x? ∈ Rn (i.e., f(x?) = 0N ). Moreover, consider the Jacobian
Ax? :=
∂f(x)
∂x
∣∣
x=x?
, the linearized dynamics ddtδx = Ax?δx,
and a quadratic function Vδ := 12δTxPδδx with Pδ = PTδ ∈ Rn.
If ddtVδ(δx) := ∂Vδ∂xδAx?δx < 0 holds for all δx 6= 0n and there
exists δ′x ∈ Rn such that Vδ(δ′x) < Vδ(0n), then the region
of attraction Z{x?},f of x? under the nonlinear dynamics
d
dtx = f(x) has Lebesgue measure zero.
Proof: By [33, Prop. 4.1] the region of attraction Z{x?},f
of x? under the nonlinear dynamics ddtx = f(x) has Lebesgue
measure zero if f : Rn → Rn is continuously differentiable
and the Jacobian Ax? has at least one eigenvalue with pos-
itive real part. To show that at least one eigenvalue of Ax?
has positive real part, we first note that Vδ(δ′x) < Vδ(0n)
and ddtVδ < 0 imply that Vδ(ϕAx? (t, c′δ′x)) → −∞ and‖ϕAx? (t, c′δ′x)‖ → ∞ as t → ∞ for any c′ ∈ R>0, i.e., Ax?
is not stable. Next, assume that Ax? has eigenvalues with zero
real part. Then there exist initial conditions δx0 6= 0n such that
ϕAx? (t, δx0) remains bounded for all t ∈ R≥0, but does not
converge to the origin 0n. However, because Vδ(ϕAx? (t, δx0))
is strictly decreasing in t for all δx0 6= 0n it either holds that
‖ϕAx? (t, δx0)‖ → 0 as t → ∞ or Vδ(ϕAx? (t, δx0)) → −∞
and ‖ϕAx? (t, δx0)‖ → ∞ as t → ∞. Therefore, Ax? cannot
have eigenvalues with zero real part and, because Ax? is
unstable, at least one eigenvalue must have positive real part
and Z{x?},f has Lebesgue measure zero.
Note that the conditions and steps that establish instability of
the fixed-point x? are a special case of Chetaev’s theorem [10,
Th. 4.3]. However, Chetaev’s theorem does not establish that
at least one eigenvalue of Ax? has positive real part.
III. STABILITY THEORY FOR NESTED SYSTEMS ON
MULTIPLE TIME SCALES
In this section we will present a model of nested dynamical
systems on multiple time-scales and extend the results from
Theorem 1 and Theorem 2 to this class of systems.
A. Nested systems on multiple time scales
Consider the nested dynamical system on N time scales
shown in Figure 1 given by
d
dtxi = fi(x1, . . . , xi+1), ∀i ∈ N[1,N−1], (4a)
slow
d
dtx1=f1
d
dtx2=f2
. . . d
dtxi=fi
. . . d
dtxN=fN
fast
Fig. 1. Block diagram of the nested dynamical system on N time scales
slow
d
dtx1=f1
d
dtx2=f2
. . . d
dtxr=f
s
r
. . . d
dtxN=fN
fast
Fig. 2. Block diagram of the reduced-order dynamics on r time scales (black)
and neglected dynamics (grey).
d
dtxN = fN (x1, . . . , xN ), (4b)
where xi ∈ Rni denotes the state of the subsystem i ∈
N[1,N−1] and fi : Rn1 × . . . × Rni+1 → Rni and fN :
Rn1 × . . .×RnN → RnN are Lipschitz continuous functions.
Letting x = (x1, . . . , xN ) and f = (f1, . . . , fN ), we obtain
the full system dynamics (1) with n =
∑N
i=1 ni. Broadly
speaking, we assume that the dynamics are ordered from slow
to fast convergence to their set of steady-states, i.e., the outer
dynamics are the slowest and the inner right dynamics are
the fastest (see Figure 1). To make this argument precise, we
recursively define the steady-state maps for each fi, i ∈ N[2,N ].
Assumption 1 (Steady-state maps)
We assume that there exists a unique steady-state map
φN (x1, . . . , xN−1) such that, for all x1, ..., xN−1, we have
that fN (x1, . . . , xN−1, φN (x1, . . . , xN−1)) = 0. In a similar
fashion, we recursively define for i ∈ N[1,N−1] the maps
fsN−i(x1, . . . , xN−i) :=
fN−i(x1, . . . , xN−i, φN−i+1(x1, . . . , xN−i)),
and recursively assume that, for all i ∈ N[1,N−2], there exists
a unique steady-state map φN−i(x1, . . . , xN−i−1) such that
fsN−i(x1, . . . , xN−i−1, φN−i(x1, . . . , xN−i−1)) = 0 for all
x1, . . . , xN−i−1.
We emphasize that φi(x1, ..., xi−1) is a function of time-
varying argument and only describes a constant steady-state
of the ith subsystem if the “slower” states x1, ..., xi−1 are
constant. Moreover, fsi denotes the vector field corresponding
to the dynamics with index i ∈ N[1,N−1] with the state xi+1
restricted to its steady-state map, i.e., xi+1 = φi+1(x1, ..., xi).
Intuitively, if the systems are ordered from slow to fast conver-
gence to their set of steady-states, Assumption 1 suggests the
natural model reduction procedure that successively replaces
fast dynamics by their steady-state maps. Given r ∈ N[1,N−1],
this results in the reduced-order dynamics (see Figure 2) with
state vector (x˜1, . . . , x˜r) ∈ R
∑r
i=1 ni given by
d
dt x˜i = fi(x˜1, . . . , x˜i+1), ∀i ∈ N[1,r−1], (5a)
d
dt x˜r = f
s
r (x˜1, . . . , x˜r), (5b)
x˜i = φi(x˜1, . . . , x˜i−1), ∀i ∈ N[r+1,N ]. (5c)
We emphasize that (5) defines a reduced-order dynamical
system. In particular, for r = 1 all fast dynamics are neglected,
4(5a) is not defined, and we obtain the reduced-order dynamics
d
dt x˜1 = f
s
1 (x˜1) of order n1. Next, given a set Ω ⊂ Rn1 , we
define the mapping of Ω under the steady-state maps as
X s(Ω) :=

x1...
xN
 ∈ Rn
∣∣∣∣∣∣∣∣∣
x1 ∈ Ω
x2 = φ2(x1)
...
xN = φN (x1, . . . , xN−1)
 . (6)
In the remainder of this section we derive conditions that allow
us to extend guarantees of the type given in Theorem 1 and
Theorem 2 for the reduced-order system ddt x˜1 = f
s
1 (x˜1) and
a set C1 ⊂ Rn1 to the full dynamics (4) and X s(C1) ⊂ Rn.
For ease of notation, when they are obvious by the context,
we will drop the arguments of φi in the remainder of the paper.
B. Lyapunov function for nested systems
For all i ∈ N[2,N ] we use yi := xi−φi ∈ Rni to denote the
difference of xi to its steady-state map φi. For all i ∈ N[1,N ]
we define the continuously differentiable Lyapunov function
candidates Vi : Rni → R≥0. Given positive constants µi ∈
R>0 to be determined, a Lyapunov function candidate ν :
Rn1 × . . .× RnN → R≥0 for the system (4) is given by
ν := µ1V1(x1) +
∑N
i=2
µiVi(yi). (7)
For clarity of the exposition, we omit the arguments of Vi, φi,
fi in the remainder. We require the following assumption that
bounds the decrease of the individual Lyapunov functions Vi
in (7) for their associated reduced-order models and bounds
their increase due to neglecting slower and faster dynamics.
Assumption 2 Given compact sets C1 ⊂ Rn1 and U1 ⊂ Rn1 ,
for all i ∈ N[1,N ], there exist positive constants αi ∈ R>0
and α′i ∈ R>0, positive semidefinite functions ψi : Rni →
R≥0 and ψ′i : Rni → R≥0, and K functions σi such that
σ1(‖x1‖C1∪U1) ≤ ψ1(x1) + ψ′1(x1) and σi(‖yi‖) ≤ ψi(yi) +
ψ′i(yi) for all i ∈ N[2,N ]. Moreover,
∂V1
∂x1
fs1 ≤ −α1ψ1(x1)2 − α′1ψ′1(x1)2,
holds, and for all i ∈ N[2,N−1] it holds that
∂Vi
∂yi
fsi ≤ −αiψi(yi)2 − α′iψ′i(yi)2,
∂VN
∂yN
fN ≤ −αNψN (yN )2 − α′Nψ′N (yN )2.
Additionally, there exist constants βi,i+1 ∈ R>0 such that
∂V1
∂x1
(
f1 − fs1
) ≤ β1,2ψ1(x1)ψ2(y2)
holds (i.e., for i = 1), and for all i ∈ N[2,N−1] it holds that
∂Vi
∂yi
(
fi − fsi
) ≤ βi,i+1ψi(yi)ψi+1(yi+1).
Finally, for all i ∈ N[2,N ], k ∈ N[1,i−1], and j ∈ N[1,k+1],
there exists bi,j,k ∈ R such that
−∂Vi
∂yi
∂φi
∂xk
fk ≤
k+1∑
j=2
bi,j,kψi(yi)ψj(yj) + bi,1,kψi(yi)ψ1(x1),
βi,1 :=
∑i−1
k=1 bi,1,k > 0 for all i ∈ N[2,N ], and βi,j :=∑i−1
k=j−1 bi,j,k > 0 for all (i, j) ∈ N[3,N ] × N[2,i−1].
In particular, the first inequality in Assumption 2 bounds the
decrease of the Lyapunov function V1 along the trajectories
of the reduced-order model ddtx1 = f
s
1 (x1). Moreover, for
i ∈ N[2,N ] the second inequality bounds the decrease of the
Lyapunov function candidates Vi in the error coordinates yi
under the assumption that all slower states are constant (i.e.,
d
dtxj = 0 for all j < i) and all faster states are in their
steady state (i.e., xj = φj for all j > i). The remaining
inequalities bound the additional terms in the time derivative
of the Lyapunov function ν along the full dynamics (4) that
arise because the slower states are generally not constant and
the faster states are generally not in their steady state.
Note that a Lyapunov-based stability proof requires that the
right hand side of the first two inequalities in Assumption
2 can be bounded by appropriate comparison functions. If
ψ′i = 0, then ψi needs to be lower bounded by a K -
function and satisfy the last three inequalities in Assumption
2. In contrast, we only require that ψi + ψ′i is bounded from
below by a suitable K -function σi (see, e.g., Theorem 1).
For instance, when states do not directly affect other time
scales they can be excluded in ψi and instead included in
ψ′i to obtain improved bounds (see Remark 2 in appendix
A). For simplicity of notation we define γi := bi,i,i−1 for
all i ∈ N[2,N ]. Note that βi,i−1, βi−1,i, and γi will be used
to bound the difference between the reduced-order model (5)
with r = i − 1 and the full dynamics ddtxi = fi. Moreover,
αi bounds the convergence rate of yi under the assumption
that all slower states are constant all faster states are in their
steady state.
Moreover, we define µi used in the Lyapunov function (7)
as µi :=
∏i−1
j=1
βj,j+1
βj+1,j
for all i ∈ N[2,N ], µ1 = 1, and we define
the symmetric matrix M as follows.
Definition 3 Starting from M1 = α1 the symmetric matrix
M ∈ RN×N is recursively defined for all i ∈ N[2,N ] by its
leading principal minors
Mi =
[
Mi−1 −βiµi
? (αi − γi)µi
]
,
and βi := (. . . ,
1
2βi,i−3,
1
2βi,i−2, βi,i−1) ∈ Ri−1>0 .
In the next section we show that the derivative of the
Lyapunov function ν along the trajectories of (4) is bounded by
d
dtν ≤ −(ψ1, . . . , ψN )TM(ψ1, . . . , ψN ), i.e., ν is decreasing
if M is positive definite. The main result of this section
are two theorems that exploit this fact to establish almost
global asymptotic stability of the nested system (4) using the
Lyapunov function ν. Subsequently, we will provide tractable
conditions for verifying that M is positive definite (see Section
III-D).
C. Almost global asymptotic stability of nested systems
We are now ready to state the main result that establishes
almost global asymptotic stability of (4) with respect to a set
X s(C1), where X s(·) is defined in (6).
5Theorem 3 (Almost global asymptotic stability of nested
systems) Consider compact sets C1 ⊂ Rn1 and U1 ⊂ Rn1 .
Assume that, for all i ∈ N[1,N ], there exists χVi1 ∈ K∞ and
χ
Vi
2 ∈ K∞ such that χV11 (‖x1‖C1) ≤ V1(x1) ≤ χV12 (‖x1‖C1)
holds and χVi1 (‖yi‖) ≤ Vi(yi) ≤ χVi2 (‖yi‖) holds for all
i ∈ N[2,N ]. Suppose Assumption 1 and 2 hold, M is positive
definite, and the region of attraction ZX s(U1),f of X s(U1)
has measure zero, then the system (4) is almost globally
asymptotically stable with respect to X s(C1).
Proof: Let us consider the Lyapunov function candidate
ν defined in (7). Using Lemma 1 (given in Appendix B) with
i = 1 for all i ∈ N[1,N ], we obtain M = H , M ′ = H ′, and
d
dtν ≤ −

ψ1
ψ2
...
ψN

T
M

ψ1
ψ2
...
ψN
−

ψ′1
ψ′2
...
ψ′N

T
M ′

ψ′1
ψ′2
...
ψ′N
 .
M ′ is a positive definite diagonal matrix, and, if M positive
definite, there exists a positive constant αM ∈ R>0 such that
M  αMIN and M ′  αMIN . It follows that
d
dtν ≤ −αM
∑N
i=1
ψ2i + ψ
′
i
2 ≤ − 12αM
∑N
i=1
(ψi + ψ
′
i)
2,
where the last inequality follows from the fact that −αM (ψ2i +
ψ′i
2
) ≤ − 12αM (ψi+ψ′i)2 is equivalent to 12αM (ψi−ψ′i)2 ≥ 0
for all i ∈ N[1,N ]. Using Assumption 2, we conclude that
d
dtν ≤ − 12αM
(
σ1(‖x1‖C1∪U1)2 +
∑N
i=2
σi(‖yi‖)2
)
. (8)
The right hand side of (8) is negative definite w.r.t X s(C1) ∪
X s(U1), and X s(C1) ∪ X s(U1) is compact. Using the same
steps as in [31, p. 98] there exists a function χ3 ∈ K such
that
d
dtν ≤ −χ3(‖x‖X s(C1)∪X s(U1)).
Moreover, under the hypothesis of the theorem, for all i ∈
N[1,N ], there exists χ
Vi
1 ∈ K∞ and χVi2 ∈ K∞ such that
χV11 (‖x1‖C1) ≤ V1(x1) ≤ χV12 (‖x1‖C1) holds and χVi1 (‖yi‖) ≤
Vi(yi) ≤ χVi2 (‖yi‖) holds for all i ∈ N[2,N ]. For j ∈ N[1,2],
we define the functions χ˜j :=
∑N
i=1 µiχ
Vi
j that are positive
definite and radially unbounded w.r.t. the compact set X s(C1).
Since it holds that χ˜1 ≤ ν ≤ χ˜2, following the same steps as
in [31, p. 98] there exist χ1 ∈ K∞ and χ2 ∈ K∞ such
that χ1(‖x‖X s(C1)) ≤ ν(x) ≤ χ2(‖x‖X s(C1)). Finally, by the
hypothesis of the theorem, the region of attraction ZX s(U1) of
X s(U1) has measure zero. With C = X s(C1), U = X s(U1),
and V = ν, it follows from Theorem 1 that (4) is almost
globally asymptotically stable with respect to X s(C1).
Theorem 3 requires that the region of attraction X s(U1) has
measure zero. This can be verified using the following result
that relies on the characterization of an unstable hyperbolic
fixed point given in Theorem 2 and on Assumption 2.
Theorem 4 (Region of Attraction) Suppose that fi in (4)
is continuously differentiable with linearized dynamics at an
equilibrium x? = (x1, . . . , xN ) given by
d
dtδx,N = fδ,i(δx,1, . . . , δx,N ) :=
∑N
j=1
∂fN
∂xj
∣∣
xj=x?j
δx,j ,
for all j ∈ N[1,N ], and
d
dtδx,i = fδ,i(δx,1, . . . , δx,i+1) :=
∑i+1
j=1
∂fi
∂xj
∣∣
xj=x?j
δx,j
for all i ∈ N[1,N−1]. Suppose that Assumption 1 and 2
hold for the linearized system (i.e., for fδ,i, δx,i, δy,i = δx,i
instead of fi, xi, and yi), C1 = ∅ and U1 = {0n1}, and
Vδ,1 =
1
2δ
T
x,1Pδ,1δx,1, Vδ,i =
1
2δ
T
y,iPδ,iδy,i for all i ∈ N[2,N ].
Moreover, assume that M as in Definition 3 is positive definite
for the linearized dynamics. If there exists δ′x,1 such that
Vδ,1(δ
′
x,1) < Vδ,1(0n1), then the region of attraction Z{x?},f
of x? under the nonlinear dynamics (4) has measure zero.
Proof: We define the Lyapunov-like function νδ :=
1
2δ
T
x,1Pδ,1δx,1+
∑N
i=1
µi
2 δ
T
y,iPδ,iδy,i. Following the same steps
as in the proof of Theorem 3, i.e., using Lemma 1 (given
in Appendix B) with i = 1 for all i ∈ N[1,N ], Lemma 2,
Assumption 2, and Proposition 1, it follows that there exists
a a function χ3 ∈ K such that ddtνδ ≤ −χ3(‖δx‖) holds
for δx = (δx,1, . . . , δx,N ). Moreover, by the hypothesis of the
theorem it holds that Vδ,1(δ′x,1) < Vδ,1(0n1) and Vδ,i(0ni) = 0
for all i ∈ N[2,N ]. Letting δ′x = (δ′x,1,0n2 , . . . ,0nN ) it directly
follows that νδ(δ′x) < νδ(0n) and the theorem follows by
noting that νδ satisfies the conditions in Theorem 2.
Note that Theorem 3 and Theorem 4 provide a way to
extend results obtained for the reduced-order system ddtx1 =
fs1 (x1) to the full-order system (4). In particular, if there exists
a Lyapunov function V1 and Lyapunov-like function Vδ,1 for
which the conditions of Theorem 1 and Theorem 2 hold, then
Theorem 3 and Theorem 4 require to find Lyapunov functions
Vi and Vδ,i for all i ∈ N[2,N ] in the error coordinates yi that
satisfy Assumption 2.
Moreover, Theorem 3 and Theorem 4 require that M is
positive definite. In the next section we exploit the structure
of M to provide a recursive sufficient condition for M to be
positive definite. This simplified recursive condition will be
used to provide analytical stability guarantees for the multi-
converter power system considered in Section V.
D. Tractable positive definiteness conditions for M
The following condition is necessary and sufficient for the
matrix M in Definition 3 to be positive definite.
Condition 1 (Positivity condition) For all i ∈ N[2,N ] it holds
that γi + µiβ
T
iM
−1
i−1βi < αi, where Mi denotes the i-th
leading minor of the matrix M as in Definition 3 .
Verifying Condition 1 requires inverting the matrix Mi, i.e.,
the complexity of the inequalities that need to be verified
grows considerably with N . In contrast, the following re-
cursive sufficient condition avoids this issue by introducing
additional variables ci ∈ R>0, that allow us to exploit the
structure of the problem. In particular, the variable ci−1
lower bounds the smallest eigenvalue of Mi−1 and can be
interpreted as bound on the convergence rate of the reduced-
order dynamics (5) with r = i− 1.
Condition 2 (Sufficient positivity condition) For all i ∈
N[2,N ] it holds that
αiβi,i−1ci−1 > βi−1,iβTi βi + γiβi,i−1ci−1, (9)
6where c1 := α1 ∈ R>0, αi ∈ R>0, γi ∈ R, βi,j ∈ R>0 for all
i ∈ N[2,N ] and j ∈ N[1,i−1], and
ci :=
1
2
(
αi − γi + βi,i−1βi−1,i ci−1 −
√
Di
)
for all i ∈ N[2,N ] and Di := (αi−γi+βi,i−1βi−1,i ci−1)2+4(β
T
i βi−
(αi − γi)βi,i−1βi−1,i ci−1).
Condition 2 holds if yi converges fast enough relative to the
reduced-order system (5) with r = i− 1. Next, we show that
Condition 2⇒ Condition 1 ⇐⇒ M  0.
Proposition 1 (Positive definite M ) Iff Condition 1 holds,
then the matrix M is positive definite. Suppose that Condition
2 holds, then ci ∈ R>0 and Mi  µiciIi holds for all i ∈
N[2,N ], and the matrix M is positive definite.
Proof: Using Lemma 2 (given in Appendix B) it can be
verified that M is positive definite if and only if Mi  0
(see Definition 3) holds for all i ∈ N[1,N ], i.e., if and only if
Condition 1 holds. Next, using the partitioning of the matrix
Mi from Definition 3 and applying the Schur complement it
can be verified that Mi  µiciIi holds for all i ∈ N[2,N ] if
and only if Mi−1  µiciIi−i and
αi − γi − ci − βTi (µ−1i Mi−1 − ci)−1βi ≥ 0 (10)
holds for all i ∈ N[2,N ]. The remainder of this proof establishes
that (10) and Mi−1  µiciIi−i hold for all i ∈ N[2,N ] if
Condition 2 holds. To this end, we first show that if ci−1 ∈
R>0 and Condition 2 hold, then ci ∈ R>0 and βi,i−1βi−1,i ci−1 −
ci ∈ R>0. In particular, ci ∈ R>0 holds if and only if
(αi − γi + βi,i−1βi−1,i ci−1)2 > Di (11)
holds. Rewriting Di > 0 as Di = (αi−γi− βi,i−1βi−1,i ci−1)2 +
4βTi βi it can be verified that (11) is identical to (9). Moreover,
by definition of ci it follows that
βi,i−1
βi−1,i
ci−1−2ci = γi+
√
Di−
αi. Therefore,
βi,i−1
βi−1,i
ci−1 − ci ∈ R>0 holds if ci +
√
Di >
αi−γi holds. Using ci ∈ R>0 and ci−1 ∈ R>0 it follows that
βi,i−1
βi−1,i
ci−1 − ci ∈ R>0 if (11) holds. This proves the claim.
Next, we show that Mi−1  µi−1ci−1Ii−1, ci−1 ∈ R>0,
and Condition 2 guarantee that Mi−1  µiciIi−1 and (10)
hold. In particular, Mi−1  µi−1ci−1Ii−1 implies that
µ−1i Mi−1 − ciIi−1  (
µi−1
µi
ci−1 − ci)Ii−1.
Using µi−1µi ci−1 − ci =
βi,i−1
βi−1,i
ci−1 − ci > 0, it follows
that Mi−1 − µiciIi−1  0 and (βi,i−1βi−1,i ci−1 − ci)−1Ii−1 
(µ−1i Mi−1 − ciIi−1)−1. Hence, (10) holds if
αi − γi − ci − βTi
(βi,i−1
βi−1,i
ci−1 − ci
)−1
βi ≥ 0 (12)
holds. Multiplying (12) by βi,i−1βi−1,i ci−1−ci ∈ R>0 results in the
equivalent condition
(βi,i−1
βi−1,i
ci−1−ci
)(
αi−γi−ci
)−βTi βi ≥ 0
and it can be verified that ci defined in Condition 2 is a solution
of this inequality. Thus, Mi−1  µi−1ci−1Ii−1, ci−1 ∈ R>0,
and Condition 2 guarantee that Mi  µiciIi holds for all
i ∈ N[2,N ].
Next, noting that M1 = µ1c1 ∈ R>0 (µ1 = 1, c1 = α1) it
follows by induction that ci ∈ R>0 and Mi  µiciIi holds
for all i ∈ N[2,N ]. Finally, applying the Sylvester criterion it
can be shown that Mi  µiciIi for all i ∈ N[1,N ] implies that
M  0.
E. Connection to singular perturbation theory
To illustrate the main differences to results from singular
perturbation theory, the following theorem re-states our results
in the form typically used in singular perturbation theory.
Theorem 5 (Nested Singular Perturbations) Consider a
compact set C1 ⊂ Rn1 . Assume that, for all i ∈ N[1,N ], there
exists χVi1 ∈ K∞ and χVi2 ∈ K∞ such that χV11 (‖x1‖C1) ≤
V1(x1) ≤ χV12 (‖x1‖C1) and χVi1 (‖yi‖) ≤ Vi(yi) ≤ χVi2 (‖yi‖)
for all i ∈ N[2,N ]. If Assumption 1 holds and Assumption
2 holds with U1 = ∅, then there exists time constants
0 < N < N−1 < . . . < 1 such that the system
i
d
dtxi = fi(x1, . . . , xi+1), ∀i ∈ N[1,N−1], (13a)
N
d
dtxN = fN (x1, . . . , xN ), (13b)
is globally asymptotically stable with respect to X s(C1).
The proof is given in Appendix B. For N = 2, C1 = 0n1 ,
U = ∅, and ψ′i = 0 for i ∈ N[1,2], the conditions of
Theorem 5 and Assumption 1 and Assumption 2 are identical
to the conditions and assumptions in [10, Th. 11.3]. Thus, our
approach can be interpreted as a generalization of this result
to multiple time scales, stability with respect to a compact
set, and a less restrictive class of comparison functions ψi in
Assumption 2. Moreover, we directly bound the convergence
rates and interactions between the dynamics on different time
scales through Lyapunov functions and do not require both
isolating “small” time constants i (see [10, p. 424]) and
finding suitable Lyapunov functions [10, Th. 11.3] to establish
stability.
IV. ILLUSTRATIVE NUMERICAL EXAMPLE
To illustrate the approach presented in the previous section
and discuss its implications, we consider the dynamics
d
dtx1=− 14x31 − 2x2 =: f1(x1, x2),
d
dtx2=x1 + 3x2 +
[
1 −4]x3 =: f2(x1, x2, x3),
d
dtx3=−
[
κ 4(1− κ)
0 1
]
x3−κ
[
1 + k 2k + 3
0 0
][
x1
x2
]
︸ ︷︷ ︸
=:f3(x1,x2,x3)
,
(14)
that consist of three nested systems with n1 = n2 = 1, n3 = 2,
and parameters k ∈ R>0 and κ ∈ R>0.
The steady-state map φ3 : Rn1 ×Rn2 → Rn3 of f3 and the
vector field fs2 : Rn1 × Rn2 → Rn2 , i.e., f2 with the “fast”
states x3 restricted to φ3, are given by
φ3 :=−
[
1 + k 2k + 3
0 0
][
x1
x2
]
, fs2 := −k(x1 + 2x2).
7Similarly, we obtain the steady-state map φ2 : Rn1 → Rn2
of fs2 and the vector field f
s
1 : Rn1 → Rn1 , i.e., f1 with
the “faster” state x2 restricted to φ2, as φ2 := − 12x1 and
fs1 := −x1( 14x21−1). This results in the “slow” reduced-order
dynamics of order n1 induced by fs1 , and error coordinates
y2 := x2 − φ2(x1) and y3 := x3 − φ3(x1, x2) for the “fast”
dynamics. Next, we define
P3 :=
[
1
κ − 4κ− 4κ 16κ + 1
]
and the Lyapunov function candidates V1 := ( 14x
2
1−1)2, V2 :=
1
4ky
2
2 , and V3 :=
1
2y
T
3 P3y3, for the reduced-order vector field
fs1 , for x2 relative to its steady-state map φ2, and x3 relative
to its steady-state map φ3, respectively.
Furthermore, we define the sets C1 := {−2, 2} and U1 :=
{0} and the comparison functions ψ1 := ‖x1‖‖ 14x21 − 1‖,
ψ2 := ‖y2‖, ψ3 := ‖[1 −4]y3‖, and ψ′3 := ‖[0 1]y3‖.Next, it
can be verified that Assumption 2 holds for σ1(‖x1‖C1∪U1) :=
1
2‖x1‖C1∪U1 ≤ ψ1(x1), and constants α1 := 1, α2 := 1,
α3 := α
′
3 = 1, β1,2 := 2, β2,3 :=
1
2k , β2,1 = b2,1,1 :=
1
4k ,
γ2 = b2,2,1 := − 12k , β3,1 = b3,1,1 := (k+1)κ , b3,2,1 := 2(1+k)κ ,
b3,2,2 :=
2k(2k+3)
κ , and γ3 = b3,3,2 :=
(2k+3)
κ . Moreover, note
that β3,2 = b3,2,1 + b3,2,2 = 2κ (2k
2 + 4k + 1).
To apply Theorem 3, it has to be verified that the matrix
M , given in Definition 3, is positive definite and the region
of attraction of 04 has measure zero. Condition 1 ensures that
M is positive definite when
k > 0, 1 > γ3 +
(2k + 1)β23,1 + 2β3,1β3,2 + β
2
3,2
2kβ3,2
. (15)
Condition 2, is satisfied for c2 :=
(8k+5−
√
64k2+48k+25)
16k and
k > 0, 1 > γ3 +
β23,1 + 4β
2
3,2
8kβ3,2c2
. (16)
It remains to show that the region of attraction of x? = 04
has zero measure. To this end, we define Vδ,1(δx,1) = − 12δ2x,1
and ψ01(δx,1) := ‖δx,1‖, and note that fs2 , fs3 are linear and
corresponding Lyapunov function candidates are quadratic.
Using ψ2, ψ3, ψ′3 and the same constants as above, it can
be verified that Assumption 2 holds for the linearization of
(14). Thus, when either (15) or (16) holds, it follows that
d
dtνδx < 0 for all δx 6= 04. Lastly, for δ′x := (1,03) it
holds that νδx(δ
′
x) < νδx(04). Hence, it follows from Theorem
4 that the region of attraction of 04 has measure zero and
Theorem 3 guarantees that the system (14) is almost globally
asymptotically stable with respect to X s(C1).
To illustrate the stability conditions we define the set of
parameters
P4=
{[
κ
k
]
∈R2>0
∣∣∣∣κ>8 +4k+ 2k3 + 21k + 36k + 94k(2k2 + 4k + 1)
}
that satisfy Condition 1 (i.e., (15)) and the set
P3=
{[
κ
k
]
∈R2>0
∣∣∣∣κ>3+2k+ (1+k)2 + 16(2k2+4k+1)216k(2k2+4k+1)c2
}
of parameters that satisfy Condition 2 (i.e., (16)). Figure 3
shows different regions of the parameter space. For (κ, k) ∈
0 2 4 6 8 10 12 14 16 18 20 22 24
100
101
102
103
104
105
106
P1
P2
P3
P4
P5
P6
k
τ
Fig. 3. Stability regions in the parameter space (note that P1 ⊆ P2 ⊆ P3 ⊆
P4). For ψ3 = ‖[1 −4]y3‖, and ψ′3 = ‖[0 1]y3‖ we obtain the stability
conditions (κ, k) ∈ P4 (Condition 1) and (κ, k) ∈ P3 (Condition 2). For
ψ′3 = 0 and ψ3 = ‖y3‖ we obtain the stability conditions (κ, k) ∈ P2
(Condition 1) and (κ, k) ∈ P1 (Condition 2). For (κ, k) ∈ P5 we can
neither certify stability nor instability.
P4 Condition 1 holds and for (κ, k) ∈ P3 Condition 2
holds and (14) is almost globally asymptotically stable with
respect to C1. Moreover, for (κ, k) ∈ P6 the linearization at
x1 = ±2 is unstable, i.e., the system cannot be almost globally
asymptotically stable with respect to C1. For (κ, k) ∈ P5 we
can neither certify stability nor instability.
The analysis above can be repeated for ψ3 = ‖y3‖ and
ψ′3 = 0, i.e., when not separating the subspace of x3 that
directly acts on x2. In this case, Condition 1 corresponds to
(κ, k) ∈ P2 and Condition 2 corresponds to (κ, k) ∈ P1. We
note that P1 ⊆ P2, P2 ⊆ P3, and P3 ⊆ P4. In other words,
comparing either P1 and P2 or P3 and P4 we observe that
Condition 2 is more conservative than Condition 1. Moreover,
comparing either P1 and P3 or P2 and P4, it can be seen
that exploiting the degree of freedom introduced by ψ′i in
Assumption 2 results in less conservative bounds. While the
precise stability boundary in the parameter space is not known,
we observe that the condition (κ, k) ∈ P4 is only mildly
conservative (i.e., at most a factor of 10).
V. MULTI-CONVERTER POWER SYSTEM AND CONTROL
OBJECTIVES
A. Model of a converter based power system
The three-phase power system considered in this article
consists of Nc DC/AC converters, interconnected through Nt
resistive-inductive lines. All electrical signals are assumed to
be balanced and, for notational convinience, we work in a
global dq-coordinate frame with reference angle θr = ω0t
that rotates with the nominal frequency ω0 [6, Ch. 6]. We
emphasize that (i) we model electrical signals (i.e., voltages
in currents) in two-dimensional rectangular coordinates and
not in polar coordinates, and (ii) the implementation of the
controls in stationary abc or αβ-coordinates [34] are indepen-
dent of the reference angle θr allowing for a decentralized
implementation (please see [8], [28] for further details).
We consider an averaged model of a two-level voltage
source converter that is interfaced to the transmission net-
8work via a RLC filter. The overall setup is depicted in
Figure 4. The network topology is modeled by the oriented
incidence matrix B ∈ {−1, 0, 1}Nc×Nt of the connected,
undirected, weighted graph G with Nc nodes corresponding
to the converters and the set of edges E ⊆ N[1,Nc] × N[1,Nc]
corresponding to the transmission lines [8, Section II.A] with
inductance `t,jk ∈ R>0 and resistance rt,jk ∈ R>0 for all
(j, k) ∈ E . For brevity of the notation, we associate an index
l ∈ {1, . . . Nt} to each edge. Using the extended incidence
matrix B := B⊗ I2, the dynamics of the Nt transmission line
currents it := (it,1, . . . it,Nt) ∈ R2Nt in the rotating frame are
given by (see [8, Sec. II])
LT
d
dt it = −ZT it + BTv, (17)
with Jk := Ik⊗J , and impedance, resistance, and inductance
matrices ZT := RT+ω0JNtLT , RT := diag({rt,lI2}Ntl=1), and
LT := diag({`t,lI2}Ntl=1). Moreover, we define the network ad-
mittance matrix Ynet := BZ−1T BT and the symmetric Laplacian
and extended Laplacian matrices are defined by L := L ⊗ I2
and L := R(κ)Ynet (see [8, Sec. II] for further details).
Next, we consider an averaged model of a two-level voltage
source converter that modulates a DC voltage vDC,k into an
AC voltage vm,k (see [21], [35]). Additionally, we assume
that the DC voltage vDC,k is regulated to be constant by
the source feeding the converter. Using the vector of con-
verter terminal voltages v := (v1, . . . vNc) ∈ R2Nc , filter
currents if := (if,1, . . . if,Nc) ∈ R2Nc , and modulated AC
voltages vm := (vm,1, . . . vm,Nc) ∈ R2Nc , and the vector
io = (io,1, . . . , io,Nc) = Bit of converter current injections,
the converters’ open loop dynamics are given by
Lf
d
dt if = −Zf if − v + vm, (18a)
Cf
d
dtv = −Yfv − io + if , (18b)
where Zf = Rf + JNcω0Lf and Yf = Gf + JNcω0Cf
model the filter impedance and admittance, and the matrices
Rf := diag({rf,kI2}Nck=1), Lf := diag({`f,kI2}Nck=1), Cf :=
diag({cf,kI2}Nck=1), and Gf := diag({gf,kI2}Nck=1) model the
filter resistance, inductance, capacitance, and conductance.
DC/AC
`f,k rf,k
cf,k gf,k
io,kif,k k
+
−
vk
Power inverter Transmission network
t`,
jk
r t
,j
k
i t
,j
k
−
+ vdc
+
−
vm,k
Reference model
(dVOC)
Voltage PI
Controller
+
”Feed-forward”
Current PI
Controller
+
”Feed-forward”
io,k
vk
if,k
vˆ
irf,k
Reference tracking controllers
Fig. 4. Model of a DC/AC converter with reference model, reference tracking
controller, and transmission network.
B. Operating point and control objectives
The main control objective is to steer the system to an
operating point that is commonly defined by the nominal
frequency ω0, set-points v?k ∈ R≥0 for the terminal voltage
magnitude ‖vk‖, and set-points p?k ∈ R and q?k ∈ R for
the active and reactive power injections pk := vTk io,k ∈ R
and qk := vTk Jio,k ∈ R (see [8, Def. 2]). Note that the
terminal voltage in stationary coordinates (i.e., abc or αβ)
oscillates with the nominal frequency and constant amplitude
if ddtvk = 0. We emphasize that stability of the nominal
operating point does not imply that the converters operate
with constant power control. Instead, the terminal voltages are
adjusted to stabilize the power system at the given operating
point. This operating point cannot be prescribed arbitrarily, but
needs to satisfy the power-flow equations [6].
Condition 3 (Consistent operating point) The set-points
p?k ∈ R, q?k ∈ R, v?k ∈ R> 0 for active power, reactive
power, and voltage magnitude respectively, are consistent
with the power flow equations with line conductance and
susceptance gt,jk =
rt,jk
r2t,jk+ω
2
0`
2
t,jk
and bt,jk =
ω0`t,jk
r2t,jk+ω
2
0`
2
t,jk
,
i.e., for all (j, k) ∈ E there exist relative voltage phase angles
θ?jk ∈ [−pi, pi] such that branch powers
p?jk := v
?2
k gt,jk − v?j v?k(gt,jk cos(θ?jk) + bt,jk sin(θ?jk),
q?jk := v
?2
k bt,jk − v?kv?j (bt,jk cos(θ?jk)− gt,jk sin(θ?jk),
at the nominal operating point satisfy p?k =
∑
(j,k)∈E p
?
jk and
q?k =
∑
(j,k)∈E q
?
jk for all buses k ∈ N[1,N ].
Note that Condition 3 uses the power flow equations in polar
coordinates and θ?jk denotes the angle difference between the
terminal voltages of the jth and kth converter at the nominal
operating point. In contrast, the state vk corresponding to
the converter terminal voltage is defined in rectangular dq-
coordinates. Thus, at the nominal operating point, the converter
terminal voltage needs to satisfy vj/v?j = R(θ?jk)vk/v?k for all
(j, k) ∈ E .
We use this fact to convert the local operating point spec-
ification p?k = v
T
k io,k, q
?
k = v
T
k Jio,k, ‖vk‖ = v?k into the
equivalent non-local set-based specification.
S :=
{
v ∈ R2Nc
∣∣∣∣ vkv?k = R(θ?k1) v1v?1 , ∀k ∈ N[2,Nc]
}
, (19a)
A := {v ∈ R2Nc ∣∣ ‖vk‖ = v?k, ∀k ∈ N[1,Nc]} . (19b)
The intersection S∩A of the sets S (voltage phase difference)
and A (voltage magnitude) encodes the nominal operating
point for the reference voltages [8, Sec. II-C]. Moreover, if
the voltage dynamics converge to their steady-state map, i.e.,
xv = φv(vˆ) = (vˆ,02Nc), it follows that v ∈ S ∩ A and the
converter terminal voltages v are at the prescribed operating
point. Finally, the full steady-state specifications in the rotating
frame can be expressed as x ∈ X s(S ∩ A).
VI. DISPATCHABLE VIRTUAL OSCILLATOR CONTROL WITH
CASCADED INNER CONTROL LOOPS
In this section, we propose a control law that admits a fully
decentralized implementation and consists of two cascaded
9inner loops that track reference voltage. Typically nonlinear
stability analysis of multi-converter systems is severely com-
plicated by standard cascaded inner loops that are implemented
in local rotating reference frames for every converter [36].
In contrast, we propose a cascaded two-degree of freedom
inner control structure that can be directly implemented in
stationary (i.e., non-rotating) coordinates and, under suitable
assumptions, preserves the stability guarantees obtained for
dispatchable virtual oscillator control obtained under the as-
sumption that the terminal voltage v can be controlled directly
[8], [28]. After presenting the control law we provide the
steady-state maps and reduced-order models required to apply
the results developed in Section III.
A. Dispatchable virtual oscillator control as reference model
We require the following assumption that is commonly
made in the stability analysis of AC power systems.
Assumption 3 (Uniform inductance-resistance ratio) The
inductance to resistance ratio of every transmission line is
constant, i.e., for all (j, k) ∈ E it holds that `jkrjk = ρ ∈ R>0.
This assumption typically holds for transmission lines on the
same voltage level and simplifies the analysis while preserving
the main salient features of the system. Additionally, we define
the angle κ := tan−1(ω0ρ). Next, consider the vector vˆ =
(vˆ1, . . . , vˆNc) ∈ R2Nc of voltage references and the dynamics
d
dt vˆ = η
(Kvˆ −R(κ)Bit + ηaΦ(vˆ)vˆ), (20)
where η ∈ R>0 and ηa ∈ R>0 are control gains, and
K := diag({Kk}Nck=1), Φ(vˆ) := diag({Φ(vˆk)I2}Nck=1),
with Kk and Φk defined as
Kk :=
1
v?k
2R(κ)
[
p?k q
?
k
−q?k p?k
]
, Φk(vˆk) := 1− ‖vˆk‖
2
v?2k
. (21)
The multi-converter system (without internal converter dynam-
ics) is almost globally asymptotically stable with respect to
the specifications given in V-B, if v = vˆ, i.e., if the converter
terminal voltages evolve according to the reference dynamics
(20) (see [8]). Therefore, we will use vˆ as a reference for an
underlying voltage controller. Note that ddtv = 0 implies that
v rotates with the nominal frequency ω0. Moreover, Φk(vk)vk
can be interpreted as a voltage regulator, i.e.,depending on
the sign of the normalized quadratic voltage error Φk(vk)
the voltage vector vk is scaled up or down. Finally, the term
Kkvk−R(κ)io,k can be interpreted in terms of power set-point
tracking or phase synchronization (see [8, Sec. II-D]).
B. Two-degree-of-freedom reference tracking controllers
We propose two local (i.e., decentralized) cascaded two-
degree-of-freedom PI controllers for the filter currents and
terminal voltage. An outer loop provides a reference irf for the
filter currents if and ensures that the terminal voltages v are
tracking the reference vˆ. Furthermore, an inner loop computes
the control signal vm so that the filter current if tracks the
reference irf , provided by the outer loop.
We first assume that the filter currents if can be used to
control the voltage dynamics (18b) and propose the two-degree
of freedom voltage PI controller
d
dtζv:= v − vˆ, (22a)
irf := Yfv + io −Kp,v(v − vˆ)−Ki,vζv, (22b)
where the term Yfv compensates the filter admittance losses
at the nominal operating point, ζv ∈ R2Nc denotes the voltage
controller integrator states, and Kp,v := diag({Kp,vkI2}Nck=1)
and Ki,v := diag({Ki,vkI2}Nck=1) collect the proportional and
integral gains Kp,vk ∈ R>0 and Ki,vk ∈ R>0 of the individual
converters. We stress that each voltage controller obtains v, io
and if from the local measurements. However, because if is
not the system’s input, the controller (22) cannot be applied
directly. Therefore, we use another two-degree of freedom
current PI controller
d
dtζf := if − irf (23a)
vm := Zf if + v −Kp,f (if − irf )−Ki,fζf , (23b)
that tracks the reference signals irf by acting on the control
inputs vm. The term Zf if compensates the filter impedance
losses at the nominal operating point, ζf ∈ R2Nc denotes the
controller integrator states, and Kp,f := diag({Kp,fkI2}Nck=1)
and Ki,f := diag({Ki,fkI2}Nck=1) collect the proportional and
integral gains Kp,fk ∈ R>0 and Ki,fk ∈ R>0 of the individual
converters.
C. Closed-loop dynamics and steady-state maps
Note that the closed-loop multi-converter system
d
dt vˆ = η
(Kvˆ −R(κ)Bit + ηaΦ(vˆ)vˆ)︸ ︷︷ ︸
=:fvˆ(vˆ,it)
, (24a)
d
dt it = L
−1
T (−ZT it + BTv)︸ ︷︷ ︸
=:ft(it,xv)
, (24b)
d
dt
[
v
ζv
]
︸︷︷︸
=:xv
=
[
C−1f (−Yfv − Bit + if )
v − vˆ
]
︸ ︷︷ ︸
=:fv(vˆ,it,xv,xf )
, (24c)
d
dt
[
if
ζf
]
︸︷︷︸
=:xf
=
[−L−1f (−Kp,f (if − irf )−Ki,fζf )
if − irf
]
︸ ︷︷ ︸
=:ff (vˆ,it,xv,xf )
, (24d)
is in the form of the nested dynamical system (4) with
N = 4, (x1, x2, x3, x4) = (vˆ, it, xv, xf ), (f1, f2, f3, f4) =
(fvˆ, ft, fv, ff ), and the steady-state maps (φ1, φ2, φ3) :=
(φf , φv, φt) defined in Assumption 1 are given by
φf (vˆ, it, xv) := (i
r
f (vˆ, it, xv),02Nc), (25a)
φv(vˆ) := (vˆ,02Nc), (25b)
φt(vˆ) := Z
−1
t BTvˆ. (25c)
Moreover, the functions fsv , f
s
t , and f
s
vˆ are given by
fsv (vˆ, xv) :=
[−C−1f (Kp,v(v − vˆ) +Ki,vζv)
v − vˆ
]
, (26a)
fst (vˆ, it) := L
−1
T (−Z−1t it + BTvˆ), (26b)
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fsvˆ (vˆ) := η
(Kvˆ −R(κ)Ynetvˆ + ηaΦ(vˆ)vˆ). (26c)
Note that (26a) is obtained by assuming that the current
control (23) perfectly tracks its reference. Moreover, (26b) is
obtained by additionally assuming that the voltage control (22)
perfectly tracks its reference. Finally, (26c) is the reduced-
order model of the closed-loop system obtained by assuming
that the inner controls perfectly track their reference and that
the transmission line dynamics are negligible. This is the
setup considered in [28]. Note that it = φt(v) is the quasi-
steady-state network model that is commonly used for stability
analysis of conventional power systems. This approximation
is typically justified due to the pronounced time-scale separa-
tion between the dynamics of the transmission lines and the
dynamics of synchronous machines. However, for converter-
based power systems the electromagnetic transients of the lines
have a significant influence on the stability boundaries, and the
approximation is no longer valid [8], [16]–[18].
D. Main result
In the following, we provide conditions under which the
multi-converter system (24) is almost globally asymptotically
stable with respect to X s(S ∩ A) (i.e., vˆ ∈ S ∩ A, v = vˆ,
it = φt(v), if = irf ). This implies almost global asymptotic
stability of the operating point specified by v ∈ S ∩A in (19).
Condition 4 (Stability Condition) [8, Prop. 2] The set-
points p?k, q
?
k, v
?
k, and the branch powers p
?
jk, q
?
jk at the
nominal operating point satisfy Condition 3, |θ?jk| ≤ pi2 holds
for all (j, k) ∈ N ×N , and for all k ∈ N , the network load
margin cL ∈ R>0, the network parameters ‖Yjk‖, and the
gains η ∈ R>0, α ∈ R>0 satisfy∑
j:(j,k)∈E
cos(κ)
v?2k
∣∣p?jk∣∣+ sin(κ)v?2k ∣∣q?jk∣∣+ηα ≤ v
?2
min
2v?2max
λ2(L)− cL,
η <
cL
2ρdmax(cL + 5 maxk∈N
√
p?2k + q
?2
k v
?
k
−2 + 10dmax)
,
where dmax := maxk∈N
∑
j:(j,k)∈E‖Yjk‖ is the maximum
weighted node degree of the transmission network graph,
and λ2(L) is the second smallest eigenvalue of the graph
Laplacian L.
Broadly speaking, the first inequality in Condition 4 requires
that the network is not too heavily loaded. The margin cL links
the network loading to the second condition that enforces a
sufficient time-scale separation between the dVOC reference
model and the network dynamics. Note that the bound on η de-
creases with higher network loading (i.e., larger cL), increased
power injection (i.e., larger apparent power
√
p?2k + q
?2
k ) and
connectivity of individual nodes (i.e., larger dmax).
Condition 5 Consider the control gain η and constant cL
that satisfy Condition 4 and the stability margin c2 defined
in Condition 2 (with c1 = α1, α2 = 1, γ2 = ηρ‖Ynet‖,
β1,2 = ‖K − L‖−1, and β2,1 = ρ‖Ynet‖). The control gains
Kp,vk ∈ R>0, Ki,vk > cf,k of the voltage PI controller satisfy
1 + max
k∈N[1,Nc]
Ki,vk
Kp,vk
min
k∈N[1,Nc]
Ki,vk
cf,k
− 1
<
4ηc2
‖BR−1T BT‖(1 + 4η2)
.
Condition 6 Consider the control gains η, Kp,vk , and Ki,vk ,
and stability margins c1, c2 such that Condition 5 is satisfied.
Given the stability margin c3 defined in Condition 1 (with
α3 = 1 − maxk∈N[1,Nc]
cf,k
Ki,vk
, γ3 = 0, β3,2 = ηβ3,1,
β3,1 = maxk∈N[1,Nc]
cf,k
Ki,vk
+
cf,k
Kp,vk
, and β2,3 = ‖BR−1T BT‖),
the control gains Kp,fk ∈ R>0, Ki,fk > `f,k of the current
PI controller satisfy
1 + max
k∈N[1,Nc]
Ki,fk
Kp,fk
min
k∈N[1,Nc]
Ki,fk
`f,k
− 1
<
4c3
β34
β˜43
(β˜241 + β˜
2
42 + 4β˜
2
43) + c3γ˜4
,
where β34 = maxk∈N[1,Nc]
1
Ki,vk
+ 1Kp,vk
, β˜41 =
maxk∈N[1,Nc] Kp,vk , β˜42 =
ω0
sin(κ) + ηmaxk∈N[1,Nc] Kp,vk ,
β˜43 = ‖Yf −Kp,v‖maxk∈N[1,Nc](
Kp,vk
cf,k
+
Ki,vk
cf,k
) +
‖BL−1T BT‖+ maxj∈N[1,Nc] Ki,vj , γ˜4 = ‖(Yf −Kp,v)C−1f ‖.
Before discussing the practical implications of Condition 4 -
6 we present the following theorem that establishes almost
global asymptotic stability of the multi-converter system.
Theorem 6 (Almost global stability of X s(S ∩ A)) Con-
sider set-points p?k, q
?
k, v
?
k, steady-state angles θ
?
jk, a stability
margin c1, c2 and c3, and control gains α, η, Kp,if,k , Ki,if,k ,
Kp,vk and Ki,vk such that Conditions 4 - 6 hold. Then, the
dynamics (24) are almost globally asymptotically stable with
respect to X s(S ∩ A), and the origin 0n is an exponentially
unstable equilibrium.
The proof of Theorem 6 is given in Appendix B and is
obtained by applying Theorem 3 and Theorem 4 to the
nested dynamics (24) and the Lyapunov functions given in
Appendix A. Finally, the next result provides the basis for an
applied interpretation of Theorem 6 and Conditions 3 - 6.
Corollary 1 (Stabilizing control gains and set-points) If
the graph G is connected there exist set-points p?k, q?k, v?k,
corresponding relative nominal phase angles θ?jk, control
gains ηa and η, stability margins c1, c2, c3, and control
gains Kp,v , Ki,v , Kp,f , and Ki,f such that the dynamics
(24) are almost globally asymptotically stable with respect to
X s(S ∩ A).
The proof is provided in Appendix B.
E. Interpretation of the stability conditions
An interpretation of the stability conditions is shown in
Figure 5. The parameter ρ is the time constant of the
transmission lines that cannot be influenced through control.
Moreover, the synchronization gain η is the time constant of
the reference model, and the control gains Kp,f and Kp,v
dominantly influence the convergence rate of the filter current
and the terminal voltage closed loop dynamics. Hence, the
control gains can be selected such that a sufficient time-scale
separation is be enforced and stability is achieved.
Broadly speaking, the second inequality of Condition 4
requires the reference model to be slow enough compared
to the line dynamics, Condition 5 implies that the controlled
voltages settle sufficiently fast compared to the transmission
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line dynamics, and Condition 6 requires the controlled filter
current to converge faster than the terminal voltages.
Specifically, a larger proportional control gain (i.e., speeding
up the controlled filter dynamics) and a smaller integral gain
(i.e., inducing less oscillations) can be used to enforce Con-
dition 5. In particular, a higher proportional gain is required
for lower stability margins c2. To this end, we note that
0 < c2 ≤ cLρ‖Ynet‖
5η‖K − L‖
i.e., the stability margin c2 can be expected to decrease with
increased network loading (i.e., smaller cL and ‖K‖ → ∞),
faster reference dynamics (i.e., larger η), and decreased net-
work admittance ‖Ynet‖ or time constants ρ. Using ‖Ynet‖ =
cos(κ)‖BR−1T BT‖, the stability margin c3 can be bounded by
0 < c3 ≤1
2
+
cL sin(κ)β3,1
10ω0‖K − L‖
and is therefore expected to decrease with increased network
loading (i.e., smaller cL and ‖K‖ → ∞), decreased network
inductance (i.e., κ → 0), and increased voltage loop control
gains (i.e., decreased β3,1). In turn, β3,1 is expected to de-
crease for faster reference dynamics (i.e., larger η) to enforce
Condition 5.
All of these scenarios potentially require larger proportional
control gain for the current controller to enforce 6 and a
sufficient time scale separation. This reflects practical engi-
neering insights. In particular, the usual power electronics
control design begins with tuning the inner current loop and
proceeds to the outer loops while enforcing a significant time-
scale separation.
Finally, we note that the conditions 4 to 6 reflect the
nested structure of the system. In particular, given the network
parameters, control gains and set-points for the reference
model can be computed that satisfy Condition 4. Furthermore,
given the network parameters, the control gains and set-points
of the reference model, and the filter capacitance, stabilizing
voltage control gains can be found using Condition 5. Finally,
for fixed voltage control gains, the current control gains can
be found using Condition 6.
Remark 1 (Conservativeness and practical relevance)
For the particular example of provided in this section, the
numerical bounds provided by Conditions 3-6 are conservative
(≈ a factor of 10 for each timescale). Corollary 1 and the
stability conditions 3 - 6 are not intended to provide tight
stability ranges but rather as a valuable tuning guideline for
the control gains Kp,v , Ki,v , Kp,f , and Ki,f by directing
the designer on the relative order and direction of tuning,
with the guarantee that a stabilizing controller with the given
architecture for the full nonlinear system is indeed achievable.
VII. ILLUSTRATIVE EXAMPLE
As an illustrative example, we use a high-fidelity PLECS
[37] model of the single-phase1 microgrid hardware testbed
1The β-components of the three-phase signals are reconstructed using a
Hilbert transform [29].
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Fig. 5. Interpretation of Condition 4 - 6. The reference model needs to be
sufficiently slow, while the controlled filter current and voltage need to be
sufficiently fast.
TABLE I
SIMULATION PARAMETERS
2L-VSC rf = 0.124Ω, `f = 1mH, cf = 24µF, cdc=1.35mF
Network ω0 = 60Hz, rt = 50mΩ, `t = 0.2mH
Load r0=115Ω, r1=57.6Ω, r2 = 28.8Ω, r3 = 14.4Ω
dVOC η = 8.14 rads
V
A , ηa = 3.13
A
V
Voltage PI Kp,v = 0.07 AV , Ki,v = 0.15
rad
s
A
V
Current PI Kp,f = 5.93 VA , Ki,f = 12.49
rad
s
V
A
described in [29] with a resistive load shown in Figure 6.
In contrast to the theoretical analysis, the switching stage of
the voltage source converters in the PLECS model are not
averaged and the DC voltage is not constant. Specifically,
the simulation uses the model shown in Figure 7 (see Table
I for the parameters) that consists of a two-level DC/AC
voltage source converter, an RLC output filter, a DC-link
capacitor, and a DC/DC boost converter used to stabilize the
DC voltage. Moreover, the converter switches are driven via
pulse width modulation (with 30 kHz base frequency). Finally,
the controllers implemented in the stationary (αβ) coordinates
[8], and discretized at a frequency of 15 kHz, and the electro-
magnetic dynamics are simulated using a variable step ODE
solver with a maximum step size of 1.66 µs (i.e., twenty times
the PWM base frequency). The base power is Sb = 1 kW,
the base voltage is Vb = 120 V, and, in per unit, the dVOC
gains η and ηα correspond to an active power to frequency
droop gain mp = ηSb/(ω0V 2b ) = 0.15% and reactive power
to voltage droop gain mq = Sb/(ηaV 2b ) = 2.2% [29]. While
mp = 0.2% may seem small, it is a realistic choice for droop
control of microgrids with low converter power rating [16, Fig.
4] and short cables [16, Fig. 3]. Specifically, for low power
ratings Sb a larger change in frequency (i.e., mp ∈ [2%, 5%]
per unit) for a unit change in power would require a larger
gain η that can destabilize the system (see Condition 4).
In order to illustrate the behavior of a closed-loop system
for different scenarios, we simulate the sequence of events,
shown in Figure 8. Figure 8 (a) shows the black start
of the microgrid using the first and second converter (for
v?1 = v
?
2 = 120V, p
?
1 = 60.35W, q
?
1 = −63.6var, p?2 = 65W,
and q?2 = −66.7var). In this setup, the RLC filter of the con-
verters cannot be disconnected, i.e., while the third converter
is not operating its output filter acts as reactive power load.
Next, between t = 1.5s and t = 3.5s the third converter
12
2L VSC
`t rt
2L VSC
`t rt
2L VSC
`t rt
rL
Fig. 6. Three two-level voltage source converters (see Figure 7) connected
to a resistive load.
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Fig. 7. Two-level DC/AC voltage source converter with RLC output filter,
DC-link capacitor, and a DC/DC boost converter used as power supply and
to stabilize the DC-link voltage.
is pre-synchronized. First, at t = 1.5s the third converter
is activated using only the current PI controller (23) with
reference irf,k = Yf,kvk (i.e., as a current source supplying
the filter losses). Next, at t = 2s the reference model (20) and
voltage PI controller (22) are enabled (with v?3 = 120V and
p?3 = q
?
3 = 0), and the feed-forward term io,k in the voltage
controller is enabled at t = 2.5s. Finally, at time t = 3.5s the
set points are changed such that all converters provide equal
power to the load, and the frequency, terminal voltage, active,
and reactive powers all reach their set-points (i.e., p?1 = 43.2W,
q?1 = −0.97var, p?2 = 41W, q?2 = −0.5var, p?3 = 41V, and
q?3 = 0.5var).
A load increase from 125 W to 1875 W (without updating
the set points) is shown in Figure 8 (b) illustrating power
sharing and the droop like behavior of dVOC. Figure 8 (c)
shows the response of the converters to a set-point update
to p?1 = 809.44W, q
?
1 = −120.038var, p?2 = 597.12W,
q?2 = 19.58var, p
?
3 = 464.53W, and q
?
3 = 107.019var. Finally,
Figure 8 (d) shows the loss of the second converter. Again, the
power sharing and droop like behavior of the frequency and
active power can be observed. Moreover, the first and the third
converter again provide reactive power to the output filter of
the second converter.
VIII. CONCLUSION AND OUTLOOK
In this work, we developed a Lyapunov function framework
for stability analysis of nested nonlinear dynamical systems on
multiple time scales where each of the dynamics are influenced
only by the slower and the next fastest dynamics. Exploiting
this structure and under several technical assumptions (i.e.,
the existence of steady-state maps and Lyapunov candidate
functions used to bound the convergence rates and coupling
between the dynamics) we obtain conditions for (almost)
global asymptotic stability with respect to a set. Our approach
explicitly considers multiple time scales, convergence rates
instead of scalar time constants, and reduces conservatism.
As an illustration of our technical result, we apply it to
a multiple-converter power system model that includes trans-
mission lines dynamics, with constant inductance to resistance
ratio, converter dynamics, cascaded current and voltage control
loops, and dVOC as a reference model, Finally, we obtain
explicit stability conditions on the control gains that enforce
the well-known time scale separation between the different
dynamics, i.e., the dVOC reference model has to be sufficiently
slow relative to the line dynamics and the controlled converter
voltage and current have to be sufficiently fast compared to
the line dynamics. Moreover, the converter current has to be
faster than the terminal voltage. Finally, we used a high-fidelity
simulation with detailed converter models (i.e., full switching
and DC side dynamics) to validate the performance of the
proposed control strategy.
This work opens numerous further research directions. For
instance, robustness analysis in the presence of parameteric
uncertainty are of interest both power systems application to,
e.g., account for operating points that are not consistent with
the power flow equations and inhomogeneous inductance to
resistance ratios, and in the general Lyapunov framework.
Also, more general interconnections between the dynamics
with different convergence rates should be investigated.
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APPENDIX A
LYAPUNOV FUNCTIONS FOR THE MULTI-CONVERTER
SYSTEM
In this appendix, we present the individual Lyapunov
function candidates and comparison functions for the reduced-
order system ddt vˆ = f
s
vˆ (vˆ), the transmission lines, terminal
voltages, and filter currents of the multi-converter system
discussed in Section V and Section VI.
Given the voltage set-points v?k and relative steady-state
angles θ?k1 for all k ∈ N[1,N ], we define the matrix
S := [v?1R(θ
?
11)
T . . . v?NR(θ
?
1N )
T]T whose null space encodes
vk/v
?
k = R(θ
?
k1)v1/v
?
1 for all k ∈ N[2,Nc], and the projector
PS := I2N − 1∑ v?2i SST onto the nullspace of S. Then, the
Lyapunov function Vvˆ : R2Nc → R≥0 for the reduced-order
dynamics (26a) is given by [8, Prop. 3]
Vvˆ(vˆ) :=
1
2
vˆTPS vˆ +
1
2
ηηaα1
Nc∑
k=1
(
v?k
2 − ‖vˆk‖2
v?k
)2
, (27)
where ηa ∈ R>0 is the voltage controller gain and, given
cL ∈ R>0, the constant α1 is given by
α1 :=
cL
5η‖K − L‖2 . (28)
Furthermore, the constants η and c cannot be chosen arbi-
trarily. They must be chosen such that Condition 4 is always
satisfied. Moreover, we define the comparison function ψvˆ :
R2Nc → R≥0 as ψvˆ(vˆ) := η (‖K − L‖‖vˆ‖S + ηa‖Φ(vˆ)vˆ‖).
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Fig. 8. Simulation results showing the frequency, active power, terminal voltage and reactive power for different events. The colors correspond to the converters
shown in Figure 6.
Next, let Bn := Bn ⊗ I2 ∈ RNt×Nt0 , where the columns
of the matrix Bn span the nullspace of B. Because the graph
G is connected it follows from the rank-nullity theorem that
Nt0 := Nt−Nc + 1. Using Pt := ρ
(BTB+LTBnBTnLT ) and
the error coordinates yt := it− φt(vˆ) we define the candidate
Lyapunov function Vt(yt) := 12y
T
t Ptyt for the transmission
lines and the comparison functions ψt(yt) = ‖Byt‖, ψ′t(yt) =
‖BnLT yt‖.
Remark 2 (Circulating network currents) The network
currents it can separated into current injections Bit and
circulating currents Bnit that do not affect the converters.
Using ψt = ‖Byt‖ and ψ′t = ‖BnLtyt‖ these currents can
be separated in the bounds of Assumption 2, i.e., only the
currents Bnit enter into the bounds on the coupling between
different time scales.
Moreover, using the error coordinates yv := xv − φv and
Pv :=
[
K−1p,vCf K
−1
i,v Cf
K−1i,v Cf Kp,vK
−1
i,v +Ki,vK
−1
p,v
]
we define the candidate Lyapunov function Vv(yv) :=
1
2y
T
v Pvyv for the terminal voltages. Finally, using the error
coordinates yf := xf − φf and
Pf :=
[
K−1p,fLf K
−1
i,f Lf
K−1i,f Lf Kp,fK
−1
i,f +Ki,fK
−1
p,f
]
we define the candidate Lyapunov function Vf := 12y
T
f Pfyf
for the filter currents.
APPENDIX B
PROOFS AND TECHNICAL LEMMAS
Lemma 1 (Lyapunov decrease) For all i ∈ N[1,N ] let
α
()
i := 
−1
i αi, for all i ∈ N[1,N−1] let β()i,i+1 := −1i βi,i+1,
for all i ∈ N[2,N ] let β()i,1 :=
∑i−1
k=1 
−1
k bi,1,k and γ
()
i :=
−1i−1bi,i,i−1, and for all i ∈ N[3,N ] and all j ∈ N[2,i−1]
let β()i,j :=
∑i−1
k=j−1 
−1
k bi,j,k. Consider the function ν =
µ
()
1 V1(x1)+
∑N
i=2 µ
()
i Vi(yi) with µ
()
i =
∏i−1
j=1
β
()
j,j+1
β
()
j+1,j
for all
i ∈ N[1,N ], and µ()1 = 1. Under Assumption 2, the derivative
of ν along the trajectories of the (13) is bounded by
d
dtν ≤ −

ψ1
ψ2
...
ψN

T
H

ψ1
ψ2
...
ψN
−

ψ′1
ψ′2
...
ψ′N

T
H ′

ψ′1
ψ′2
...
ψ′N
 ,
where H ′ := diag({µ()i α()′i }Ni=1), and H is defined recur-
sively for all i ∈ N[2,N ] starting from H1 = α()1 by
Hi =
[
Hi−1 β
()
i µ
()
i
? (α
()
i − γ()i )µ()i
]
,
and β()i := (. . . ,
1
2β
()
i,i−3,
1
2β
()
i,i−2, β
()
i,i−1).
Proof: From the time derivative of (7) we conclude that
d
dtν :=
µ
()
1
1
∂V1
∂x1
f1 +
∑N−1
i=2
µ
()
i
i
∂Vi
∂yi
fi +
µ
()
N
N
∂VN
∂yN
fN
−
∑N
i=2
∑i−1
k=1
µ
()
i
k
∂Vi
∂yi
∂φi
∂xk
fk
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Next, we add and subtract µ
()
i
i
∂Vi
∂yi
fsi for all i ∈ N[1,N−1].
Using Assumption 2 one obtains
µ
()
1
1
∂V1
∂x1
fs1 ≤ −µ()1 α()1 ψ1(x1)2 − µ()1 α()′1 ψ′1(x1)2,
µ
()
1
1
∂V1
∂x1
(
f1−fs1
)≤ µ()1 β()12 ψ1(x1)ψ2(y2),
µ
()
N
N
∂VN
∂yN
fN ≤−µ()N α()N ψN (yN )2 − µ()N α()′N ψ′N (yN )2,
and for all i ∈ N[2,N−1] one obtains
µ
()
i
i
∂Vi
∂yi
fsi ≤ −µ()i α()i ψi(yi)2 − µ()i α()′i ψ′i(yi)2,
µ
()
i
i
∂Vi
∂yi
(
fi − fsi
)
≤ µ()i β()i,i+1ψi(yi)ψi+1(yi+1).
Next, using Assumption 2, for all i ∈ N[2,N ] it holds that
−
i−1∑
k=1
µ
()
i
k
∂Vi
∂yi
∂φi
∂xk
fk ≤
i−1∑
k=1
µ
()
i
k
k+1∑
j=1
bi,j,kψiψj =
= µ
()
i ψi
( i−1∑
k=1
bi,1,k
k︸ ︷︷ ︸
=β
()
i,1
ψ1 +
i−1∑
j=2
i−1∑
k=j−1
bi,j,k
k︸ ︷︷ ︸
=β
()
i,j
ψj +
bi,i,i−1
i−1︸ ︷︷ ︸
=γ
()
i
ψi
)
,
where ψ1 = ψ1(x1) and ψi = ψi(yi) for all i ∈ N[2,N ]. Using
these bounds, we can bound ddtν by two quadratic forms
d
dtν ≤ −

ψ1
ψ2
...
ψN

T
H(µ)

ψ1
ψ2
...
ψN
−

ψ′1
ψ′2
...
ψ′N

T
H ′

ψ′1
ψ′2
...
ψ′N
 ,
where H ′ := diag({µ()i α()′i }Ni=1) and H is defined recur-
sively for all i ∈ N[2,N ] starting from H(µ)1 = α()1 by
H
(µ)
i =

H
(µ)
i−1
...
− 12µ()i β()i,i−3
− 12µ()i β()i,i−2
− 12µ()i
(µ()i−1
µ
()
i
β
()
i−1,i + β
()
i,i−1
)
? (α
()
i − γ()i )µ()i

.
The lemma follows by noting that
µ
()
i−1
µ
()
i
β
()
i−1,i = β
()
i,i−1.
Lemma 2 (Positive definiteness) Consider a symmetric ma-
trix A = {ai,j}N×N , with ai,i > 0 for all i ∈ N[1,N−1] and
ai,j = aj,i ≤ 0, for all i ∈ N[1,N ], j ∈ N[1,N ], and i 6= j. For
all k ∈ N[1,N ], let Ak = {ai,j}k×k denote the k-th leading
principal minor of A. A is positive definite if and only if for
all k ∈ N[2,N ], Ak is invertible and satisfies
ak,k >
[ ak,1
...
ak,k−1
]T
A−1k−1
[ a1,k
...
ak−1,k
]
≥ 0, (30)
where equality holds if
[ ak,1
...
ak,k−1
]
=
[ a1,k
...
ak−1,k
]
= 0k−1.
Proof: Using the Schur complement, it can be verified
that the k-th minor of A is positive definite if and only if
ak,k −
[ ak,1
...
ak,k−1
]T
A−1k−1
[ a1,k
...
ak−1,k
]
> 0
and Ak−1 is positive definite. In particular, AN−i is positive
definite if and only if (30) holds for k = N − i and AN−1−i
is positive definite. The Lemma follows by induction over i ∈
N[0,N−2].
Proof of Theorem 5: Consider the Lyapunov function candidate
ν = µ
()
1 V1(x1) +
∑N
i=2 µ
()
i Vi(yi) with µ
()
i =
∏i−1
j=1
β
()
j,j+1
β
()
j+1,j
for all i ∈ N[1,N ], and µ()1 = 1. Using Lemma 1 we obtain
d
dtν ≤ −

ψ1
ψ2
...
ψN

T
H

ψ1
ψ2
...
ψN
−

ψ′1
ψ′2
...
ψ′N

T
H ′

ψ′1
ψ′2
...
ψ′N
 .
Next, using Lemma 2 it follows that H is positive definite if
γ
()
i + µ
()
i β
()
i
T
H−1i−1β
()
i
T
<
αi
i
, (31)
holds for all i ∈ N[2,N ]. Because the left hand side of (31)
only depends on j for all j < i it directly follows that,
for every i ∈ N[2,N ] there exists i ∈ R>0 with i < i−1
such that (31) holds. Using the same steps as in the proof
of Theorem 3 there exists a function χ3 ∈ K such that
d
dtν ≤ −χ3(‖x‖X s(C1)) and χ1 ∈ K∞ and χ2 ∈ K∞ such
that χ1(‖x‖X s(C1)) ≤ ν(x) ≤ χ2(‖x‖X s(C1)). Letting V=ν,
C = X s(C1), and U = ∅, it follows from Theorem 1 that the
system is almost globally asymptotically stable with respect
to C = X s(C1). Since U = ∅, (2) holds for all x ∈ Rn, and it
follows that (13) is globally asymptotically stable.
Proof of Corollary 1: It can be verified that Condition
3 holds for the operating point v?k = v
?
j and θ
?
jk = 0
for all (j, k) ∈ N[1,Nc] × N[1,Nc] (i.e., the DC power
flow) and Condition 4 reduces to ηa ≤ 12λ2(L) − cL
and η ≤ cLρ‖Ynet‖(cL+5‖L‖) . If the graph G is connected it
follows that λ2(L) ∈ R>0, the first inequality holds for
ηa = cL =
1
4λ2(L), and the right hand side of the second
inequality is strictly positive, i.e., there exists η ∈ R>0
such that Condition 4 holds. Next, note that the right-
hand side of the inequality in Condition 5 is positive and
independent of the gains Kp,vk and Ki,vk . Moreover, letting
ξp = Ki,vk/Kp,vk ∈ R>0 and ξi = Ki,vk/cf,k ∈ R>1 for all
k ∈ N[1,N ], the left-hand side of the inequality in Condition
5 becomes 1+ξpξi−1 ∈ R>0 and can be made arbitrarily small
by choosing ξp ∈ R>0 small enough and ξi ∈ R>1 large
enough. Using the same arguments, and noting cβ cancel in
the rhs of condition 6, it can be verified that there always
exists Kp,fk ∈ R>0 and Ki,fk ∈ R>0 such that Condition 6
holds. Thus, Conditions 3 - 6 hold and Theorem 6 states the
desired result.
Proof of Theorem 6: We first apply Theorem 3 to the nested
system defined by N = 4, (x1, x2, x3, x4) = (vˆ, it, xv, xf ),
and (f1, f2, f3, f4) = (fvˆ, ft, fv, ff ), with the Lyapunov
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function candidates (V1, V2, V3, V4) = (Vvˆ, Vt, Vv, Vf ) and the
comparison functions (ψ1, ψ2, ψ3, ψ4) = (ψvˆ, ψt, ‖yv‖, ‖yf‖),
(ψ′1, ψ
′
2, ψ
′
3, ψ
′
4) = (0, ψ
′
t, 0, 0) defined in Appendix A, and
the sets C1 = S ∩ A, and U = {02Nc}. Note that Con-
ditions 5-6 imply that 1 − maxk∈N[1,Nc]
cf,k
Ki,vk
> 0 and
1 − maxk∈N[1,Nc]
`f,k
Ki,fk
> 0. It follows that the matrices Pv
and Pf are positive definite, i.e., there exists χ
Vi
1 ∈ K∞ and
χ
Vi
2 ∈ K∞ such that the conditions of Theorem 3 hold for
i = {3, 4} and, by Condition 4 and [8, Prop. 3-4], they also
hold for i = {1, 2}.
Using Condition 4, α1 ∈ R>0 defined in (28), α2 = 1, and
[8, Prop. 3-4] it can be verified that the decrease condition
in Assumption 2 holds for i = {1, 2}. Moreover, using
α3 = 1−maxk∈N[1,Nc]
cf,k
Ki,vk
> 0, ∂V3∂y3 f
s
3 = −yT3 diag(I2Nc −
K−1i,v Cf , I2Nc)y3, and α4 = 1 − maxk∈N[1,Nc]
`f,k
Ki,fk
> 0,
∂V4
∂y4
fs4 = −yT4 diag(I2Nc − K−1i,f Lf , I2Nc)y4 it can be seen
that ∂Vi∂yi f
s
i ≤ −αiψ2i holds for i = {3, 4}.
Next, we show that for i ∈ N[1,3] constants βi,i+1, that
satisfy Assumption 2 exist. For i = 1 the assumption
holds for β1,2 = ‖K − L‖−1 (see [8, Prop. 5]). For i =
2, let β2,3 = ‖BR−1T BT‖ and note that f2 is separable
and linear in its arguments, it holds that ∂V2∂y2 (f2 − fs2 ) =
ρ
(
yT2BTBL−1T +yT2LTBnBTn
)BTy3≤β2,3ψ2ψ3, where we used
BBn = 02Nc×2Nt0 . Finally, for i=3 we obtain f3 − fs3 =
diag(C−1f ,02Nc×2Nc)y4 and
∂V3
∂y3
(f3−fs3 ) ≤ β3,4ψ3ψ4 holds
for β3,4 :=maxk∈N[1,Nc]
1
Ki,vk
+ 1Kp,vk
.
It remains to show that for i ∈ N[2,4], k ∈ N[1,i−1]
and j ∈ N[1,k+1], there exist bi,j,k such that Assumption
2 is satisfied. For i = 2, we have b2,1,1 = ρ‖Ynet‖, and
b2,2,1 = ηρ‖Ynet‖ (cf. [8, Prop. 6]). Moreover, for i =
3, we note that ∂φ3∂x2 = 0n3 , hence, b3,j,2 = 0, for all
j ∈ N[1,3]. Let b3,1,1 = maxk∈N[1,Nc]
cf,k
Ki,vk
+
cf,k
Kp,vk
and
b3,2,1 = ηb3,1,1. Next, using ∂φ3∂x1 f1 = f
s
1 (x1) − ηR(κ)By2,
we have −∂V3∂y3
∂φ3
∂x1
f1 ≤ b3,1,1ψ1ψ3 + b3,2,1ψ2ψ3. where we
used that ‖(K−L)x1‖ = ‖(K−L)PSx1‖ ≤ ‖K−L‖‖x1‖S ,
i.e., ‖fs1‖ ≤ ψ1.
Using separability in all and linearity in some arguments
of f1, f2 and f3, and Y ′f = (Yf − Kp,v)C−1f , it follows
that ∂φ4∂x1 f1 =
(
Kp,v(f
s
1 (x1) − ηR(κ)By2),02Nc
)
, ∂φ4∂x2 f2 =([BL−1T BT 02Nc×2Nc]y3 − B( 1ρIn2 + ω0Jn2)y2,02Nc), and
∂φ4
∂x3
f3=
([
Y ′f 02Nc×2Nc
]
y4−
[
Y ′fKp,v+Ki,vY
′
f Ki,v
]
y3,02Nc
)
.
Using cβ = maxk∈N[1,Nc]
`f,k
Ki,fk
+
`f,k
Kp,fk
, b4,1,1 =
cβ maxk∈N[1,Nc] Kp,vk , b4,2,1 = cβηmaxk∈N[1,Nc] Kp,vk ,
b4,2,2 =
cβ
ρ cos(κ) , b4,3,2 = cβ‖BL−1T BT‖, b4,3,3 = cβ
(‖Yf −
Kp,v‖maxk∈N[1,Nc]
Kp,vk
cf,k
+
Ki,vk
cf,k
+ maxk∈N[1,Nc] Ki,vk
)
,
b4,4,3 = cβ‖(Yf − Kp,v)C−1f ‖, b4,1,3 = b4,1,2 = b4,2,3 =
0, and β3,4 = maxk∈N[1,Nc]
1
Ki,vk
+ 1Kp,vk
it can be
verified that −∂V4∂y4
∂φ4
∂xk
fk ≤
∑k+1
j=2 b4,j,kψ4(y4)ψj(yj) +
bi,1,kψ4(y4)ψ1(x1) holds for all k ∈ N[1,3],
To apply Theorem 3, note that Conditions 4 to 6 ensure that
Condition 2 holds and it follows from Proposition 1 that the
matrix M as in Definition 3 is positive definite.
Finally, we show that the region of attraction of the equi-
librium x? = 0n has measure zero. To this end, we define
Vδ,1 := δ
T
x,1(PS − 2ηηaα1I2N )δx,1. Note that the functions
fs2 , f
s
3 , and f
s
4 are linear and the corresponding Lyapunov
function candidates V2, V3, V4 are quadratic. Moreover, for
all δ′x,1 ∈ S \ {02Nc} it holds that Vδ,1(δ′x,1) < Vδ,1(02Nc).
Replacing ψ1 with ψ01 := η(‖K−L‖‖vˆδ‖S+ηa‖vˆδ‖) and using
the same arguments and constants as above it can be verified
that Assumption 2 holds for the linearized voltage reference
dynamics ddtδx,1 = η(Kδx,1 − R(κ)Bδx,2 + ηaδx,1) and the
linear dynamics (17), (24c) to (24d). Therefore, the conditions
of Theorem 4 are satisfied and the region of attraction of the
origin under (24) has measure zero. Therefore, the conditions
of Theorem 3 are satisfied and the theorem follows.
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