The global data movement over Internet has an estimated energy footprint of 100 terawatt hours per year, costing the world economy billions of dollars. The networking infrastructure together with source and destination nodes involved in the data transfer contribute to overall energy consumption. Although considerable amount of research has rendered power management techniques for the networking infrastructure, there has not been much prior work focusing on energy-aware data transfer solutions for minimizing the power consumed at the end-systems. In this paper, we introduce a novel applicationlayer solution based on historical analysis and real-time tuning called GreenDataFlow, which aims to achieve high data transfer throughput while keeping the energy consumption at the minimal levels. GreenDataFlow supports service level agreements (SLAs) which give the service providers and the consumers the ability to fine tune their goals and priorities in this optimization process. Our experimental results show that GreenDataFlow outperforms the closest competing state-of-the art solution in this area 50% for energy saving and 2.5× for the achieved end-to-end performance.
I. INTRODUCTION
The era of artificial intelligence (AI) has made data the most important resource, in turn the efficient data handling is the key to use compute, network, and storage resources more effectively. Not like compute and storage resources, the network resource needs more sophisticated control as it involves the end-to-end efficiency. The annual data transfer rate over global IP networks has already exceeded zettabyte scale [46] . The energy footprint of this global data movement is estimated at more than 100 terawatt hours per year at the current rate, costing more than 20 billion US dollars annually to the world economy in addition to the environmental side effects [19] , [24] , [36] , [39] , [46] . This fact has resulted in considerable amount of work focusing on power management and energy efficiency in hardware and software systems [9] , [13] , [14] , [25] , [27] , [32] , [41] , [42] , [44] , [47] , [52] as well as on power-aware networking [6] , [18] , [20] , [21] , [28] , [36] .
Majority of the existing work on power-aware networking focuses on reducing the power consumption on networking devices (e.g., routers, switches, and hubs). Gupta et al. [24] were amongst the earliest researchers to advocate conserving energy in the networking infrastructure. They suggested different techniques such as putting idle sub-components (e.g., line cards) to sleep [23] , which were later extended by other researchers. Nedevshi et al. proposed adapting the rate at which switches forward packets depending on the traffic [38] . IEEE Energy Efficient Ethernet Task Force proposed the 802.3az standards [1] for making Ethernet cards more energy efficient. They defined a new power state called Low-Power Idle (LPI) that puts the Ethernet card to low power mode when there is no network traffic. Other related research in power-aware networking has focused on architectures with programmable switches [22] , switching layers that can incorporate different policies [30] , and power-aware network protocols for energy efficiency in network routing [10] .
The existing approaches suffer from the following drawbacks: (1) the solution is too costly (e.g., replacing all switches with energy efficient ones); (2) the solution is unpractical in the short term (e.g., replacing TCP with a more energy-efficient version); (3) the solution penalizes performance while increasing energy efficiency (e.g., sleeping some components while not in use). In this paper, we propose an application-layer solution called GreenDataFlow which is low cost, very easy and practical to deploy, and does not penalize the performance while increasing energy efficiency. With the added benefits and simplicity to adopt, service providers can directly benefit from GreenDataFlow as they can offer it as-a-service in their cloud platforms, while making sure that the SLA requirements of customers are satisfied using our SLA-based algorithms.
GreenDataFlow provides novel two-phase dynamic optimization models to minimize energy and increase throughput at the same time. It is based on mathematical modeling with offline knowledge discovery and adaptive online decision making. During the offline analysis phase, we analyze historical transfer logs to perform knowledge discovery about the characteristics of the past transfers with similar requirements. During the online phase, we use the discovered knowledge from the offline analysis along with real-time investigation of the network condition to optimize the protocol parameters for both minimal energy consumption and maximum transfer throughput. Our models use historical knowledge about the network and data to reduce the real-time investigation overhead while ensuring near optimal results for each transfer. Specifically our contributions in this paper are as follows:
1) GreenDataFlow minimizes the energy footprint of big data transfers by operating in the application-layer, without any need to change the existing infrastructure nor the low-level networking stack, which makes its integration to existing applications easier. 2) GreenDataFlow integrates knowledge-based offline analysis with real-time tuning to achieve close-to-optimal data transfer throughput while reducing energy consumption.
3) GreenDataFlow applies adaptive tuning in real-time and uses pre-computed mathematical optimization based decisions to provide faster convergence toward maximally achievable throughput. 4) Our experimental results show that GreenDataFlow outperforms the closest competing solution in this area up to 50% for energy saving and up to 2.5× for the achieved end-to-end performance. When we compare it with baseline cases (without any optimization), the energy savings go up to 80% and performance improvement reaches 10×. The rest of the paper is organized as follows: Section II provides background information and gives a formal definition of the problem; Sections III and IV present our novel twophase dynamic optimization models; Section V evaluates our models; Section VI describes the related work in this field; and Section VII concludes the paper.
II. BACKGROUND AND PROBLEM DEFINITION
Large-scale data transfers can have suboptimal performance and high energy footprint in a long RTT WAN network due to the protocol inefficiencies. Changing the protocol stack requires low-level updates, and its adaptation by large-scale needs considerable time and effort. Therefore, application level solutions are more lucrative and easy to deploy in the user space. Application level data transfer protocol parameters (i.e., concurrency, parallelism, pipelining) can be tuned to increase the data transfer throughput and decrease the energy footprint significantly. Figure 1 shows the throughput and energy consumption of a single transfer under different parameters. A short description of these parameters is given below.
Concurrency (cc) controls the number of server processes where each process can transfer an individual file. It can accelerate the transfer throughput when a large number of files need to be transferred. Each server process can transfer a different portion of a file in parallel. We define the number of parallel streams for each process as Parallelism (p). Increasing number of parallel data streams can increase the achievable throughput for large files. However, excessive use of streams may lead to packet loss and force TCP to initiate slow-start phase that may lead to severe throughput loss. Control channel idleness is a significant bottleneck in transferring a large number of files. After each file transfer, the server process sends an acknowledgment to initiate the next file transfer. This acknowledgment can take at least one Round-Trip-Time (RTT) between each file transfer. It may hurt the overall throughput of a dataset containing a large number of small files in a long RTT network. This issue can be solved by queuing multiple file transfer requests without waiting for the acknowledgments. We define the size of the outstanding file transfer request queue as Pipelining (pp).
Energy consumption is a major concern in data centers and end-systems that perform large-scale data transfers. Minimizing the energy consumption can reduce the data center operating cost while utilizing the network bandwidth efficiently. Energy-efficiency can be achieved through optimal hardware resource (e.g.,CPU, memory, disk and NIC) scheduling to the data transfer tasks. Over-provisioning of the compute resources can increase the energy cost. On the other hand, the underprovisioning can reduce the data transfer rate and takes more time to finish transfer job. As the resources are occupied for a longer period of time, the energy consumption could be higher than optimal solution while provides a low data transfer rate.
There is a trade-off between performance and energy constraints. A data center administrator has an immediate incentive to optimize the energy consumption as it is directly related to the operating cost. However, end users might want the freedom to choose from a different range of services. A service provider can advertise energy constraint solutions with a lower price tag. In this work, we introduce easy to describe energyaware Service Layer Agreement (SLA) categories that a user or an administrator can initiate. SLA is a contract between the user and the service provider on service quality and specific rights of both parties. It may include the description of services agreed to be provided, monitoring and reporting of quality of service (QoS) matrices. For energy efficient transfers, SLA space can be sub-divided into two main categories:
(1) TYPE -T: A user may need a throughput guarantee (e.g., throughput sensitive transfers, deadline-aware transfers). In this case, the service provider can choose an energy efficient solution without violating the throughput SLA. Therefore, the optimization problem can be expressed as :
Where T act is the achieved throughput and T sla is the throughput guarantee that the user wants.
(2) TYPE -E: A user might want to limit energy consumption to reduce the data transfer cost and ask for the best possible transfer rate. Therefore, actual energy consumption (E act ) can be constrained by energy consumption limit specified in SLA, (E sla ). The optimization problem is to maximize throughput, T under a specified energy constraint and can be expressed as:
In this paper, we apply our optimizations to GridFTP [33] which is based on TCP. GridFTP is widely used in the scientific community, and it supports easy tuning of parameters such as parallelism, concurrency, and pipelining.
III. SOLVING OPTIMIZATION PROBLEM
The optimization problems defined in Section II require accurate modeling of throughput and energy consumption. Therefore, we need to know the impact of application level parameters and compute resource allocations on both energy consumption and throughput. We can express both throughput and energy consumption as a function of application level parameters and allocated compute resources.
Where data is dataset, net is network, µ cpu , µ mem ,µ disk , and µ nic are CPU, memory, disk and NIC allocations.
To understand these relationships in Equation 3, we can record throughput and energy consumption of a data transfer that is performed with different parameters, resource allocations and then use these data to fit a regression or interpolation model. However, this simplistic approach has four significant drawbacks -(1) The collected synthetic data might not be representative of the real-world scenario. (2) Other contending traffic in the same network can impact the data transfer. Therefore, we need to model their impact as well. (3) Alan et al. [3] show that the parameters can have a different effect on throughput and energy when data transfer requests are different. For example, small file transfers require high concurrency and pipelining to achieve high throughput. On the other hand, large files require high parallelism to achieve high throughput. Therefore, clustering is necessary to group similar file transfers first. (4) We need to select a proper regression or interpolation model based on the behavior of the data.
We decided to use historical data transfer logs to address the drawback (1). Then we perform clustering on these logs to group the similar transfers. After that, we use a proper interpolation model on each log cluster. Then we solve the optimization problem. Steps and the design choices are explained below.
Step 1 -Storing Historical Logs: Historical data transfer logs are collected periodically and stored in a log server. These logs collect information about the network characteristics (e.g., round trip time, buffer size, queuing delay, packet loss rate), application level parameters (cc, p, pp), end-system resource allocation information (e.g., CPU, memory, NIC), dataset information (e.g., size, number of files/objects), energy-related information (e.g., CPU utilization, memory utilization, NIC card utilization, disk I/O utilization). These logs provide insight to optimize transfers energy-efficiently under different circumstances.
Step 2 -External Load Modeling: In a shared network environment, the data transfer task has to compete with other contending transfers. Contending transfers can be a mixture of known incoming/outgoing streams in both source/destination and completely unknown transfers. We can define the throughput of the known transfers as T ext kn and the throughput of the unknown transfers as T ext unk . Some bandwidth might be wasted by TCP congestion (δ congst ). However, the optimal number of streams can offset congestion loss significantly. We can say that the entire bandwidth of the link is the sum of the achieved throughput of our data transfer task T act , all other known, unknown transfers, and the bandwidth wasted due to congestion and slow start. Therefore, we can model bandwidth.
We can estimate δ congestion from the round trip time and queuing delay of the network. We can also determine the combined throughput of known transfers. Therefore, from Equation (4), we can get a rough estimate of the combined throughput of the unknown external traffic.
Step 3 -Clustering historical logs: As we are using the historical logs, categorizing logs into groups based on their similarity would provide us a more structured view of the log information. After analyzing the logs, we can see that the log metadata (e.g., dataset information, network characteristics, external load condition) are responsible for performance and energy consumption variability in different transfers using the same parameters and resources. We also notice that some log metadata have direct precedence over others. For example, source and destination information and network characteristics have more impact on performance and energy consumption variability compared to the dataset information. Therefore, we can see an explicit hierarchy in clustering. The high-level clusters (Tier-1) are based on source, destination and connecting network. Each of these clusters can be sub-divided into more clusters based on dataset information (Tier-2). Each Tier-2 cluster can be sub-divided using external load information, and so on. To meet this requirement, we use a modified version of Hierarchical Agglomerative Clustering [37] which can cluster logs in a bottom-up manner. We set the log metadata hierarchy as explained earlier. The clustering algorithm initially treats each log entry as a singleton cluster and starts merging them based on last tier log metadata. Then the formed clusters are merged again based on second to the last tier log metadata, and it continues until it reaches the Tier-1.
Step 4 -Interpolation and optimization: We are interested to find the relationship expressed in Equation 3 for each cluster from Step-3. Historical logs might not have log information for all the parameters and resource allocations. We need an interpolation technique to model the relationships so that we can predict the performance, energy consumption of parameters and resource allocations those are not present in the historical logs. After analyzing the historical logs, we can see that both relations are strictly non-linear and follow a continuous cubic pattern. Therefore, we modeled both throughput and energy using piece-wise cubic spline interpolation (Figure 1 ). This technique stitches multiple cubic functions with smoothness guarantee up to the second derivative. All the continuity constraints and the smoothness constraints are linear. Therefore, the coefficients can be computed by solving the system of linear equations. This interpolation has some explicit benefits. If we choose the optimal parameters from the historical logs without any interpolation, there is a good chance that the historical logs do not have the parameters optimal for the transfer. Interpolation can predict the parameters those are not present in the historical logs. We have used 70% logs to perform the interpolation and the rest of the 30% logs are test the prediction of the interpolation method. We used standard Root Mean Squared Error (RMSE). This interpolation can achieve 93% accuracy. Now we can model throughput and energy using the parameters and resource allocation (Equation 3). We used a Matlab solver to compute optimal parameters and resource allocations.
IV. MODEL DESIGN
In our proposed models, we considered two crucial design challenges: (1) Optimization from Section III can introduce overhead when we solve it during the transfer; (2) Network condition might change during the transfer, and initial parameter choices and resource allocation might become suboptimal. To address these issues, we decided to perform the optimization offline. So that the user can access the precomputed parameters and resource allocation to perform the transfer. We also propose a dynamic tuning of the transfer adapt to the real-time network conditions. These two design choices are explained below.
A. Offline Optimization
Precomputing the constrained optimization (detailed in Section III) during offline phase can have two major benefits: (1) it eliminates any real-time latency for optimal parameters, and (2) these precomputed results can be reused for many subsequent transfers, which can effectively amortize the initial cost of analysis. As the user can put constraints over throughput or energy consumption, during the offline phase, we would have to solve the optimization problem for all possible SLA values of throughput or energy or power, which is not feasible. We observed that, when two SLA values are close, they produce similar solutions. Therefore, instead of solving the optimization problem for all possible SLA values we partition the SLA feasible region based on historical log data and solve one optimization problem for each partition. For example, a transfer takes minimum 600 Joules to perform the task, and the maximum throughput can be achieved with 1000 Joules. Based on historical logs we can partition this into three regions, (1) 600 -750 (Joules), (2) 751 -850 (Joules), and 850-1000 (Joules). Service provider can advertise these SLA partitions with associated price tag. This approach can give us a constant number of SLA levels for both achievable throughput and energy consumption. The pre-computed optimization result for each cluster is stored in a hash table. The key is the cluster name and values are a vector of all parameter values and resource allocations. We can access these results through a function called get_precomputed_results(key) from the hash table.
B. Dynamic Tuning
Dynamic tuning is the real-time monitoring of the health of the data transfers, simultaneously it controls the aggressiveness of the protocol (maintains fairness), while ensuring strict SLA requirement. As we have two different categories of SLAs, we need two different strategies as well. However, the core control is mostly similar. An overview of the tuning module for different SLAs is introduced in Algorithm 1. (Lines 2-9) : Energy consumption of a transfer increases for the following reasons: (1) extra work due to excessive retransmission when packet loss or congestion increases, (2) over-provisioning of compute resources. When instantaneous power consumption goes higher, dynamic tuning checks RTT and queuing delay to detect congestion. If delay is detected, then it immediately initiates a sub-routine called fairness_control() (Explained in Algorithm 2). This sub-routine reduces the parameter values to ensure fairness among the users during congestion. It measures queuing delay and packet loss rate. When queuing delay is higher than expected, it reduces parallelism value by one as a congestion avoidance measure. However, packet loss has more severe consequences. Therefore, when it detects packet loss, it decreases the concurrency value by one. On the other hand, When queuing delay is reasonable, the high energy consumption might be due to resource over-provisioning. It checks the remaining data to be transferred, network condition, and SLA. Then it uses get_precomputed_results() function to get new allocation from offline optimization and update resource allocation (Lines 7-8). In a congested link, SLA violation might occur during the data transfer. To compensate for the violation, we can decrease the SLA energy constraint to a lower value whenever it is possible. We introduce opportunistic_decrese() of SLA (Line 6). It monitors the network conditions, external loads and asks the offline optimization module for parameters and allocations that can guarantee the decreased SLA. This decreased SLA ensures enough buffer efficiency for any previous or upcoming SLA violation due to congestion. (Lines 10-17) : The major reason for throughput SLA violation is the congestion and under provisioning of resources. When it detects throughput is less than the SLA, it immediately checks for congestion. If congestion is detected, it initiates fairness_control() to dynamically tune parameters (same as Energy constraint SLA) (Line 12). Otherwise, it asks offline_optimization for new resource allocation to resolve under-provisioning using function get_precomputed_results() (Line 15). In an uncongested link, it can provide continuous throughput guarantee. However, a congested link may force the transfer to reduce the parameters (ensure fairness) that directly impact the throughput. opportunistic_increase() compensates Table I : System and network specification of test sites this inevitable throughput drop with a new throughput goal that is higher than SLA (Line 14). During uncongested time interval, the dynamic tuning module will ask offline analysis module to provide parameters that can achieve new SLA goal. We also introduce a buffer capacity of achievable throughput higher than SLA. This buffer size is based on historical data analysis. Opportunistic increase function tries to fill this buffer, whenever it senses available throughput. This buffer pro-actively offsets any future throughput degradation.
SLA -Energy Constraint

SLA -Throughput Guarantee
V. EVALUATION
We performed experiments on WAN links between IBM datacenters located in Washington, D.C. and San Jose, CA. We also used XSEDE, a production level high-speed computing infrastructure for scientific computations. An overview of systems and network information is provided in Table I . We collected historical log data over two weeks of time from transfers performed in IBM datacenters. To measured energy consumption we used Intel Running Average Power Limit (RAPL) model in all our experiments. It is highly reliable and uses hardware counters to measure energy consumption.
We compared our model with many existing data transfer solutions. However, there has been done very little work on energy efficient data transfer optimization. We evaluate our model against the model proposed by Alan et. al. [3] , globus-url-copy (guc) [16] , Globus Online (GO) [11] , scp, SFTP, Rsync, Rclone [43] , and CloudFuse [12] . Alan et al. provide a High Throughput Energy-Efficient Algorithm (HTEE) that uses a heuristics based approach. It starts with one channel and periodically increases it by two until it reaches to a user-defined limit. Then it computes energy efficiency for each level and picks the best one. This periodic additive increase is slow. Globus-url-copy and Globus Online are GridFTP based data transfer tools to achieve high performance during transfer. However, they are not energy optimized tools. Scp and SFTP are widely used secure file transfer tools. Rsync and Rclone are high-performance data synchronization applications. CloudFuse provides cloud-based Managed File Transfer (MFT) service and offers migration, sync and other file management capabilities to the end users. Figure 2 shows an elaborate experimentation and performance analysis of different state-of-the-art solutions and our proposed approach. Most of the models do not support SLA. Therefore, to make comparison fair we set the SLA of our model in two extreme cases -(1) Maximum achievable . To test the efficiency of different types of file transfers, we tested all data transfer solutions for small (1 -5MB), medium (100 -500MB), and large (1 -4GB) files. Figure 2 (d-f) contain performance comparison for medium files. We compared achieved throughput, energy consumption, and the throughput efficiency (achieved throughput per unit energy). As we can see off-the-shelf tools like scp and SFTP perform poorly due to single data channel allocation and control channel inefficiency. Their energy consumption is also high because low throughput transfer needs more time to finish and longer time of execution increases the static power component (power consumption when the resource is idle and waiting). Similarly, globus-url-copy (guc), a GridFTP based tool, also performs poorly with base-line parameter settings (cc = 1 & p = 1). Globus Online is a statically tuned cloud service that uses GridFTP protocol. Due to the use of multiple streams, we observe that it can reach up to 2× performance improvement compare to scp, SFTP, and guc. However, it consumes 2× more energy. The reason is the sub-optimal parameter choice. Moreover, there is no way to limit the resource utilization as well.
A. Comparison with Other Solutions
Rclone and Rsync are file sync tools. By default, Rclone uses 4 parallel data connections to transfer a single file. We observe that it can achieve similar performance as GO. However, there is no way to make any dynamic adjustment to parallel connections. We see an unusually high energy consumption at the destination due to sync operation.
CloudFuse achieves slightly better performance than guc. It consumes slightly less energy compared to Rsync and guc. As we see in the Figure 2 , Alan et al. model performs much better than the solutions discussed above since it initiates an online parameter search. However, there is no real-time control over parameters. Therefore, when external traffic changes, those parameters may become sub-optimal. And additive parameter search may take a toll on the achieved throughput. However, due to the search for energy-efficient parameters, it can manage to keep energy consumption less than the other approaches mentioned above.
Both of GreenDataFlow algorithms (MaxTh and MinPow) outperform all the listed solutions. MaxTh provides 6× throughput performance improvement over the baseline performance of globus-url-copy and almost 2× improvement over the closest competitor Alan et al. model due to the historical analysis and real-time tuning of the parameters. As it achieves high throughput, the execution time reduces as well which reduces the static power consumption along with constrained resource scheduling in end-systems. MinPow is aimed to decrease the total energy consumption. It consumes 8× less energy than the energy-hungry rclone and almost 36% less energy than the closest competitor Alan et al. due to optimal resource scheduling. Figure 3 shows the performance for different SLA levels. It can be seen that SLA violations are rare unless there exist over-subscription of throughput or severe capacity reduction for a long period. Most of the cases in Type-T SLA (Figure 3 (a-c)), our model can achieve performance higher than the SLA, due to the opportunistic_increase() strategy. It also keeps the resource utilization manageable by putting a dynamic restriction on usage. SLA violation error is ranged from 3% to 6%. For energy constrained (Type-E) SLA, we observed the SLA violation occurs due to heavy congestion which forces retransmission and initiates slow start phase. Moreover, excessive concurrent processes can consume extra power while congesting the network. As our model cautiously monitors and budgets the required future energy usage, it can achieve high accuracy in SLA commitment.
B. SLA-based Performance Analysis
VI. RELATED WORK
The work on network throughput optimization focuses on tuning transfer parameters such as parallelism, pipelining, concurrency and buffer size. The first attempts to improve the data transfer throughput at the application layer were made through buffer size tuning. Various dynamic and static methods were proposed to optimize the buffer size [29] , [40] , [45] . However, Lu et al. [35] showed that parallel streams could achieve a better throughput than buffer size tuning and then several others [5] , [26] , [49] proposed throughput optimization solutions by means of tuning parallel streams. Another transfer parameter used for throughput optimization was pipelining, which helped in improving the performance of transferring a large number of small files [8] , [15] , [17] . Liu et al. [34] optimized network throughput by concurrently opening multiple transfer sessions and transferring multiple files concurrently. They proposed increasing the number of concurrent data transfer channels until the network performance degrades. Globus Online [4] offers fire-and-forget file transfers through thin clients over the Internet. It partitions files based on file size and transfers each partition using partitionspecific protocol parameters. However, the protocol tuning Globus Online performs is non-adaptive; it does not change depending on network conditions and transfer performance.
The work on power-aware networking focuses on saving energy in the networking devices. Gupta et al. [24] were among the earliest researchers to advocate conserving energy in networks. They suggested techniques such as putting idle sub-components (i.e., line cards, etc.) to sleep [23] , which were later extended by other researchers. S. Nedevshi et al. [38] proposed adapting the rate at which switches forward packets depending on the traffic load. IEEE Energy Efficient Ethernet task force proposed the 802.3az standards [1] to make ethernet cards more energy efficient. They defined a new power state called low power idle (LPI) that puts the ethernet card to low power mode when there is no network traffic. Other related research in power-aware networking has focused on architectures with programmable switches [22] and switching layers that can incorporate different policies [30] . Barford et al. proposed power-aware network protocols for energyefficiency in network design and routing [10] . Bertozzi et al. [7] investigated the energy trade-off in networking as a function of the TCP receive buffer size and show that the TCP buffering mechanisms can be exploited to significantly increase the energy efficiency of the transport layer with minimum performance overheads.
Several highly-accurate predictive models [31] , [50] , [51] were developed which require as few as three sampling points to provide accurate predictions for the parallel streams giving the highest transfer throughput for the wired networks.
Yildirim et al. analyzed the combined effect of parallelism and concurrency on data transfer throughput [48] . Alan et al. explored the impact of parallelism and concurrency on endto-end data transfer throughput versus energy consumption in WAN networks using precalculated values for these parameters and proposed a heuristic approach to improve them [2] , [3] .
VII. CONCLUSION
In this paper, we introduced a novel set of data transfer algorithms (collectively called GreenDataFlow) based on historical analysis and real-time tuning, which can achieve high data transfer throughput while keeping the energy consumption during the transfers at the minimal levels. GreenDataFlow supports service level agreements (SLAs) which give the service providers and the consumers the ability to fine tune their goals in this optimization process. Our experimental results show that GreenDataFlow outperforms existing solutions in this area both in terms of energy saving and the achieved endto-end performance. Considering the massive energy footprint of global data movement, our presented GreenDataFlow techniques have a great potential to decrease this footprint and contribute to the efforts of achieving greener Internet.
