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Les nano-techonologies - qui manipulent la matière à l’échelle atomique - sont
depuis quelques dizaines d’années à un tournant de leur histoire, où les développe-
ments réalisés en laboratoires atteignent le grand public. On peut mentionner, par
exemple, l’insertion de nanoparticules d’argent dans les emballages plastiques pour
réduire la prolifération des bactéries sur les produits alimentaires (en particulier la
viande) dans les super-marchés. Ou encore, l’utilisation de nano-boîtes pour la déli-
vrance des produits actifs lors de chimiothérapies, afin de réduire considérablement
les effets secondaires des traitements.
Chaque domaine des nano-technologies a un potentiel à développer, comme par
exemple celui des nanostructures carbonées. En témoignent le prix Nobel de chimie
de 1996 dédié aux fullerènes (structure carbonée quasi-0D) et celui de physique de
2010 qui a récompensé la découverte du graphène (couche mono-atomique 2D de
carbone). La découverte des nanotubes de carbone n’a quant à elle, pour le mo-
ment, pas été distinguée de la sorte. Cependant des applications récentes à base
de nanotubes de carbone, telles qu’un film transparent et conducteur [1], ou une
batterie flexible (brevet US20140199578 A1), ont un potentiel d’application énorme.
À titre d’exemple, ces deux matériaux combinés pourraient révolutionner l’industrie
des appareils ultra-fins à écran tactile. Il ne fait pas de doute que cette structure
carbonée quasi-1D se distinguera par le futur.
Un nanotube de carbone mono-paroi est une nano-structure cylindrique formée
d’une mono-couche d’atomes de carbone en nid d’abeilles. Il peut être décrit comme
le résultat de l’enroulement d’une feuille de graphène (un plan mono-atomique de
carbone). L’arrangement du raccord des cycles carbonés, qui forment le joint entre
les deux extrémités de la feuille enroulée, définit une chiralité de nanotube. Les
variations de chiralités influent sur les propriétés électroniques des nanotubes de
carbone, leur conférant un caractère métallique ou semiconducteur [2].
La découverte des nanotubes de carbone par Iijima en 1991 [3] a ouvert un champ de
recherche qui croît exponentiellement depuis lors. En effet, le nombre de publications
par an concernant cette nanostructure est passé de 103 en l’an 2000 à 104 en 2008
[4].
L’intérêt particulier porté aux nanotubes de carbone est le reflet de leurs pro-
priétés physiques variées et intéressantes, tant sur des aspects optiques - réponse
spectrale très structurée dépendante du diamètre d des nanotubes et qui parcourt le
domaine visible (d ∼ 0.5−0.8 nm), proche infra-rouge (d ∼ 1−2 nm), et infra-rouge
pour des diamètres supérieurs à 3 nm - que mécaniques - module d’Young extrême-
ment grand approchant les 100 Gpa et parmi les plus grands des matériaux connus,
conductivité thermique de 3500 W/m/K supérieure à celle du diamant - ou encore
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électroniques - densité de courant supportée très grande (109 A.cm−2), transport
balistique des électrons.
La combinaison de ces propriétés résulte en une pléthore d’applications des nano-
tubes de carbone dans des domaines des plus variés : de l’industrie des matériaux
(matériaux composites très résistants) à la médecine (mécanisme de délivrance bio-
compatible), de l’électronique (transistor, électronique en film fin) à l’énergétique
(batterie, cellule solaire) et des télécommunications par fibre optique (source émet-
tant à 1.3 µm et 1.55 µm). On note également son potentiel d’application dans le
domaine de la nano-photonique intégrée (source de photons uniques).
Les nanotubes de carbone sont également intéressants du point de vue de la
physique fondamentale, par son caractère hybride organique-inorganique [5] et quasi-
unidimensionnel (q1D). L’étude des propriétés de systèmes q1D est motivée, en
partie, par l’augmentation des interactions coulombiennes entre charges. Celles-ci
conduisent à l’augmentation de l’énergie de liaison entre deux charges opposées.
Cette énergie de liaison peut être plus grande de deux ordres de grandeur dans un
système q1D par rapport aux systèmes de plus haute dimension. Il en résulte une
grande stabilité des états liés, en particulier en regard de l’agitation thermique.
Il reste néanmoins de nombreux progrès à faire concernant la maîtrise des proprié-
tés des nanotubes de carbone. D’une part, les techniques de croissance permettent
difficilement de sélectionner l’arrangement précis des cycles d’un nanotube de façon
à obtenir à coup sûr une chiralité unique. D’autre part, la sensibilité des porteurs de
charge des nanotubes à leur environnement physico-chimique, rend difficile l’observa-
tion des propriétés opto-électroniques intrinsèques des nanotubes. En effet, la couche
mono-atomique de carbone dont sont formés les nanotubes, est en interaction (mé-
canique et électromagnétique) directe avec l’environnement. Cette forte interaction
est, par exemple, responsable du faible rendement quantique de photoluminescence
de cette nanostructure. L’isolement des nanotubes de carbone de leur environnement
s’est avéré être une des conditions principales de l’observation de photoluminescence
(première observation datant de 2002 [6], soit 11 ans après la découverte des nano-
tubes de carbone.).
Au cours de cette thèse, nous avons porté notre intérêt à la fois sur un aspect
fondamental de la physique des nanotubes de carbone en tant que système q1D,
c’est-à-dire la stabilité des complexes excitoniques, mais également sur un aspect
potentiellement applicatif : le contrôle de l’environnement électromagnétique des
nanotubes de carbone dans le but d’exalter son émission. Les télécommunications
par fibre optique, dans le domaine des longueurs d’ondes 1.3 µm et 1.55 µm, activent
nos recherches et motivent notre intérêt autour des chiralités de nanotube émettant
à ces longueurs d’ondes. Ces deux axes de recherche ont également pour objectif
commun d’apporter une meilleure compréhension de la dynamique de recombinaison
des excitations élémentaires des nanotubes de carbone.
Concernant les complexes excitoniques, un débat théorique initié en 2007 [7, 8,
9, 10] et dont les arguments portaient en faveur de la stabilité de ces complexes dans
les nanotubes de carbone, a fourni aux expérimentateurs des informations sur les
échelles d’énergies auxquelles les observer. La découverte du trion - un état lié entre
une paire électron-trou et un porteur de charge supplémentaire - en 2011 [11, 12],
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avec une énergie de liaison d’environ 130-150 meV a apporté un premier élément
expérimental au débat. Le biexciton - un état lié entre deux paires électron-trou -
dont la découverte dans les autres nanostructures semi-conductrices a souvent été
associée à la découverte du trion, est quant à lui resté inobservé dans les nanotubes
de carbone. Nos travaux ont permis de le mettre en évidence [13].
La suite des travaux de cette thèse est concentrée sur le contrôle de l’émission
des nanotubes de carbone. Ceci dans le but de palier au faible rendement radiatif
des nanotubes de carbone. Les dix années qui ont été nécessaires à l’amélioration
des techniques de fabrication et à l’isolement des nanotubes de carbone, afin de per-
mettre une première estimation de son rendement radiatif (inférieur à 10−3), sont
témoins de la difficulté d’observer son émission. En effet, le rendement quantique de
photoluminescence des nanotubes de carbone est trop faible pour utiliser ces émet-
teurs sans prendre d’importantes précautions. Bien que l’isolement des nanotubes
conduise à une augmentation de leur photoluminescence, cette voie consiste unique-
ment au contrôle de l’environnement chimique des nanotubes. Nous avons considéré
franchir un pas supplémentaire dans le contrôle de l’environnement des nanotubes.
En effet, la stratégie qui nous intéresse est complémentaire de l’isolement chimique.
Elle consiste à contrôler, en sus, l’environnement électromagnétique directe des na-
notubes, et à structurer son diagramme d’émission.
L’utilisation de cavités électromagnétiques pour augmenter le rendement radiatif
d’émetteurs date des années 80 et repose sur l’effet prédit par Purcell en 1946 [14].
L’effet Purcell consiste en l’exaltation de l’émission spontanée d’un émetteur par son
couplage à un résonateur électromagnétique. La première observation expérimentale
de cet effet a été réalisée par le couplage d’un atome de Rydberg à une cavité di-
électrique [15]. Notons que l’utilisation de ce genre de cavités électromagnétiques
a été liée à un prix Nobel de physique pour leur rôle dans la manipulation d’ob-
jets quantiques individuels : celui de S. Haroche en 2012. La première expérience à
l’état solide a été réalisée en 1998 seulement, et concerne des ensembles de boîtes
quantiques insérées dans un micropilier GaAs/AlAs [16].
Nous avons concentré nos travaux sur la possibilité de coupler des nanotubes de
carbone à des antennes plasmoniques. Ces nano-antennes métalliques sont au do-
maine du visible et du proche infra-rouge ce que sont les antennes macroscopiques au
domaine des radio-fréquences. Bien que les pertes ohmiques dans le métal soient plus
importantes dans le domaine des télécommunications par fibre optique que dans le
domaine radio, les antennes plasmoniques représentent une solution réelle au faible
rendement radiatif des nanotubes via leurs propriétés de cavités électromagnétiques.
En effet, les antennes plasmoniques couplent le bénéfice des cavités, qui est l’exalta-
tion de l’émission spontanée d’un émetteur, à l’émission directionnelle des antennes.
Remarquons qu’en travaillant l’environnement des nanotubes de carbone de sorte
que leurs propriétés optiques soient exaltées, l’accès à leurs propriétés est réduit. Le
système étudié est alors le système couplé nanotube-antenne. La réalisation d’un tel
système composite, dont les propriétés peuvent dépasser celles des objets individuels,
implique de considérer comme une richesse la forte interaction des nanotubes avec
leur environnement électromagnétique et chimique.
Le chapitre 1 de ce manuscrit décrit les nanotubes de carbone et pose les bases
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de la compréhension des travaux réalisés dans cette thèse. Dans un premier temps,
nous décrirons d’une façon générale les propriétés structurales, électroniques et op-
tiques des nanotubes de carbone. Dans un second temps, nous discuterons de la
dynamique de recombinaison de l’exciton et de son influence sur le rendement radia-
tif des nanotubes. Enfin, nous introduirons les propriétés générales des complexes
excitoniques que sont le trion et le biexciton, d’abord dans les puits quantiques et
les boites quantiques, puis dans les nanotubes de carbone.
Le chapitre 2 présente les expériences de spectroscopie optique non-linéaire à
température cryogénique, qui nous ont permis de mettre en évidence le biexciton
dans les nanotubes de carbone (par un effet d’absorption induite). Tout d’abord,
nous introduirons la technique de spectroscopie par saturation d’absorption et le
principe de mesure. Nous verrons en particulier comment le biexciton peut être
observé par un effet d’absorption induite. Ensuite, l’ensemble du dispositif expé-
rimental sera décrit. Nous en viendrons à l’étude par spectroscopie pompe-sonde
des nanotubes de carbone. Nous présenterons en particulier une configuration origi-
nale à trois faisceaux permettant d’étudier davantage le biexciton. Par la suite sera
présenté le modèle théorique permettant une interprétation qualitative du profil de
Fano du biexciton. La construction du modèle de la susceptibilité non-linéaire du
χ(3) sera détaillée, avant de discuter de l’ajustement du profil de raie expérimental.
Enfin, à l’aide de la valeur ajustée du paramètre de Fano, qui caractérise l’asymétrie
du profil, nous donnerons la première estimation de la dynamique de recombinaison
du biexciton dans les nanotubes de carbone.
Le chapitre 3 porte sur le couplage des nanotubes de carbone à des antennes
plasmoniques. Dans une première partie, après avoir introduit la physique des an-
tennes plasmoniques, nous présentons l’état actuel des connaissances en matière de
couplage des nanotubes de carbone aux antennes plasmoniques. Ensuite sera décrit
le dispositif expérimental réalisé ex nihilo : un dispositif de micro-photoluminescence
et un dispositif de spectroscopie en champ sombre. Ces deux montages expérimen-
taux ont pour but la caractérisation indépendante des deux systèmes que sont les
nanotubes de carbone et les antennes plasmoniques. Nous conclurons sur les ré-
sultats préliminaires de nos études sur le couplage des nanotubes de carbone aux
antennes plasmoniques. Ceux-ci ont montré, en particulier, une corrélation entre la
présence d’antennes plasmoniques et l’observation d’un signal de luminescence, dont




Ce chapitre est dédié à introduire les propriétés opto-électroniques du nanotube
de carbone.
Nous nous intéresserons dans une première partie aux propriétés intrinsèques du
nanotube de carbone : ses propriétés structurales et électroniques, et les états élec-
troniques dominant l’interaction lumière-matière au sein du nanotube de carbone.
Dans une seconde partie, nous décrirons la dynamique de recombinaison des états
électroniques et la nature des interactions qu’ils subissent au sein du nanotube, ou
par leur couplage à l’environnement microscopique du nanotube. Cette description
donnera lieu, en particulier, à une discussion sur le rendement radiatif du nanotube,
qui nous intéresse dans le cadre de l’utilisation de cette nanostructure comme source
en cavité plasmonique (cf. chapitre 3).
Dans une troisième partie, nous présenterons les complexes excitoniques d’une fa-
çon générale dans les nanostructures semiconductrices à basses dimensions. Ensuite,
nous développerons sur le cas du nanotube de carbone. Cette introduction posera
certaines bases à l’interprétation de nos expériences de spectroscopie optique non-
linéaire, présentées dans le chapitre 2. Celles-ci nous ont permis de mettre en évidence
le biexciton dans le nanotube de carbone.
1.1 Nanotube de carbone : bases
Dans cette première partie, nous allons présenter le nanotube à travers la des-
cription de sa structure cristalline, sa structure de bande et ses états électroniques.
Nous nous concentrerons ensuite sur les propriétés optiques du nanotube en né-
gligeant dans un premier temps les interactions coulombiennes entre porteurs de
charges. Enfin nous discuterons des corrections apportées aux propriétés optiques
du nanotube par les effets excitoniques.
1.1.1 Structure cristalline
La description de la structure cristalline et de la structure de bande du nanotube
de carbone peut se faire par différents moyens. Par exemple par des méthodes ab
initio décrivant le nanotube à partir de sa géométrie cylindrique, ou de façon moins
directe, en décrivant le nanotube comme une feuille de graphène enroulée. Cette
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dernière méthode permet de s’appuyer sur les propriétés bien connues du graphène
pour déterminer celles du nanotube. Elle offre le support de représentation qu’est
l’enroulement de la feuille de graphène, tout en donnant une description correcte des
propriétés expérimentalement observées.
Espace direct
Le graphène est composé d’une couche monoatomique de carbone, dans laquelle
les atomes sont disposés en un réseau en nid d’abeilles dont l’hexagone de base est
de côté a0 = 0.24 nm. Le réseau de Bravais correspondant est engendré par le couple










Figure 1.1 – Construction géométrique du nanotube (6,3) par enroulement d’une
feuille de graphène le long du vecteur chiral Ch et autour du vecteur de translation
T
Pour caractériser le repliement du graphène en un nanotube, on définit le vecteur
chiral Ch :
Ch = na1 + ma2, (1.1)








n2 + nm + m2, (1.2)
On définit également le vecteur de translation T parallèle à l’axe du tube, repré-
sentant le plus petit vecteur perpendiculaire à Ch dans le réseau de Bravais du
graphène :






où P = PGDC(2n + m, 2m + n) avec PGDC(x, y) le plus grand dénominateur
commun de x et y.
Le couple de vecteurs (Ch, T ) définit la maille élémentaire du nanotube de carbone.
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Le vecteur chiral Ch caractérise complètement la structure cristalline d’un nanotube
et les indices chiraux (n,m) associés définissent la classe de chiralité du nanotube.
Nous verrons que la simple connaissance des indices chiraux permet de caractériser
une partie des propriétés électroniques et optiques du nanotube, en plus de ses
propriétés structurales précédemment énoncées.
Espace réciproque
L’espace réciproque du graphène est repéré par deux vecteurs primitifs b1 et b2,
définis par leurs relations avec les vecteurs primitifs de l’espace direct : bi ·aj = 2πδij.
La première zone de Brillouin du graphène est hexagonale, telle que représentée en
Fig. 1.2, où sont également reportés les vecteurs b1 et b2. On y a également repré-











Figure 1.2 – Première zone de Brillouin du graphène
Au couple de vecteurs primitifs dans l’espace direct du nanotube (Ch, T ), est as-
socié un couple de vecteurs primitifs de l’espace réciproque (K⊥, Kz). Le repliement
du graphène en un nanotube conduit à exprimer les vecteurs primitifs Kz et K⊥ du
réseau réciproque en terme de ceux du graphène b1 et b2. Pour cela, il est nécessaire
















(−mb1 + nb2) , (1.5)
où
N =
|Ch ∧ T |
|a1 ∧ a2| =
2(n2 + nm + m2)
P
, (1.6)
est le nombre de mailles du graphène composant la maille élémentaire du nanotube
de carbone.
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Tout vecteur k de l’espace réciproque, comme le quasi-vecteur d’onde d’un élec-








La composante kz KzKz caractérise l’invariance par translation le long du tube, tandis
que la composante k⊥K⊥K⊥ est associée au confinement radial.
Les valeurs que peuvent prendre kz et k⊥ sont définies par la géométrie du nanotube
de carbone. La fonction d’onde d’un électron évoluant dans le nanotube doit être
périodique, à la fois suivant la circonférence et aux extrémités du nanotube, dans
les conditions périodiques de Born-Von Karman. Considérant que la longueur du
nanotube est largement supérieure à a0, l’intervalle des valeurs accessibles à kz est un
quasi-continuum. En revanche, la périodicité le long de la circonférence du nanotube
impose des conditions aux bords de la première zone de Brillouin suivant l’axe K⊥.
























où N à la propriété d’être pair. La première zone de Brillouin du nanotube consiste
ainsi en N segments parallèles à l’axe défini par Kz, de longueur 2π|T | séparés par un
intervalle 2π
|Ch|
, comme représentés sur les Fig. 1.4 et Fig. 1.5.
1.1.2 Structure de bande
Structure de bande du graphène
La structure de bande du nanotube peut être déterminée dans l’approximation
du repliement des bandes du graphène, préalablement calculées dans le cadre de la
méthode des liaisons fortes (tight binding en anglais). La méthode des liaisons fortes
consiste à calculer les énergies des électrons délocalisés, en décomposant leur fonc-
tion d’onde en une combinaison linéaire des orbitales atomiques des atomes isolés.
Au premier ordre d’approximation dans la méthode des liaisons fortes, on néglige
les interactions entre atomes non premiers voisins. Cette approximation permet de
reproduire de nombreux résultats expérimentaux, elle est suffisante à notre propos.
Les quatre électrons de valence de chaque atome de carbone, occupent 4 orbitales
atomiques 2s, 2px, 2py et 2pz. Les trois orbitales 2s, 2px et 2py forment, dans le
réseau du graphène, trois orbitales hybridées sp2. Avec la dernière orbitale 2pz, elles
conduisent respectivement à 3 liaisons σ et une liaison π, avec les atomes de car-
bones voisins (cf. Fig. 1.3). Chacune des liaisons σ et π est ainsi occupée par deux








(cosαi |2px〉+ sinαi |2py〉) , i = 1, 2, 3 (1.10)
|π〉 = |2pz〉 , (1.11)
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Figure 1.3 – Réseau direct du graphène
Pour déterminer la structure de bande du graphène au voisinage du niveau de
Fermi, il faut calculer les énergies accessibles aux électrons π de moment cristallin







ψA(r − T ′) + v · e−ik(T ′+T 1)ψB (r − (T ′ + T 1))
]
. (1.12)
Cette fonction d’onde ψk(r) s’exprime à partir d’une combinaison linéaire des orbi-
tales atomiques ψA(r) = 〈r|ψA〉 et ψB(r) = 〈r|ψB〉 respectivement des atomes A
et B, pondérées par les coefficients u et v. Les atomes A sont repérés par le vecteur
T et les atomes B sont repérés de manière relative par rapport à A, au moyen du
vecteur T 1. Ce dernier vecteur apparaît sur la Fig. 1.3.
Pour obtenir l’énergie E des électrons, il convient d’effectuer une projection de
l’équation de Schrödinger Hˆ |ψk〉 = E |ψk〉 sur les états électroniques |π〉 = |ψA〉
de l’atome A et |π〉 = |ψB〉 de l’atome B. Notons que pour des nanotubes dont le
diamètre est plus petit que le nanomètre, l’hybridation des liaisons σ et π, entraînée
par la courbure du réseau, devient significative. Les états |ψA〉 et |ψB〉 doivent dans
ce cas être écrit comme une combinaison linéaire de σ et π. Les nanotubes que nous
étudierons ont des diamètres de 1.0 nm à 1.1 nm et ces effets peuvent être négligés.
La résolution du système matriciel ainsi posé fait apparaître deux bandes d’énergie
E− et E+, associées aux électrons des liaisons π et appelées respectivement bande
de valence et bande de conduction. Les relations de dispersion de ces deux bandes
sont symétriques :
E± = E˜0 ± γ0
√
3 + 2 cos(2πk1) + 2 cos(2πk2) + 2 cos(2π(k1 − k2)), (1.13)
où k1 et k2 sont les composantes du quasi-vecteur d’onde électronique du graphène
k = k1b1 + k2b2, et γ0 est l’énergie d’interaction entre deux atomes voisins (le
recouvrement 〈ψA|ψB〉 des orbitales est supposé nul). E˜0 est égale à l’énergie d’une
orbitale isolée, elle est usuellement prise comme énergie de référence et fixée à zéro.
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Il est d’usage de placer l’origine des vecteurs k au centre de la première zone de
Brillouin du graphène, comme présenté sur la Fig. 1.2. La géométrie particulière du
réseau réciproque permet de montrer que l’énergie (1.13) aux points K, est E(kF ) =
E+ = E− = 0 (voir Fig. 1.2 pour une représentation de K et kF ) ; c’est-à-dire que la
bande de valence Ev ≡ E− et la bande de conduction Ec ≡ E+ se croisent au point
K. Autrement dit, il n’existe pas d’intervalle d’énergie (gap) interdit aux électrons.
De plus, un développement du moment cristallin autour des points K, tel que k′ =
k − kF (voir Fig. 1.2) et dans la limite k′ → 0, fait apparaître une relation de











Les bandes d’énergies Ec(k) et Ev(k) étant linéaires en k′ au voisinage des points K,
la densité d’états est nulle au point K. La bande de valence est entièrement remplie
et le graphène est un semi-métal.
Enfin, les bandes d’énergies étant linéaires, les électrons de conduction sont de masse
effective nulle. Une propriété (s’additionnant à l’absence de gap électronique et au
faible coût de fabrication) qui explique une partie du grand intérêt porté au gra-
phène. Elle fait de ce matériau un système quantique et relativiste à l’état solide.
Le graphène apparaît ainsi comme un matériau majeur de la physique moderne.
Nanotube métallique ou semiconducteur
La technique de repliement des bandes consiste à appliquer aux bandes d’énergie
du graphène les conditions (1.8) et (1.9), restreignant de fait l’espace des k accessibles
aux électrons du nanotube. Autrement dit, la structure de bande du nanotube est
formée de l’intersection de la structure de bande du graphène avec les plans k =
µK⊥, comme le montre le schéma de gauche de la Fig 1.6. En effet, d’après (1.8),
aucune condition particulière sur kz n’apparaît. C’est la quantification de k⊥ qui
impose une condition forte sur le « découpage » des bandes du graphène.
Les points de haute symétrie de l’espace réciproque du graphène peuvent appartenir
ou non à l’espace réciproque du nanotube en fonction de la direction de Ch, c’est-à-
dire des valeurs n et m. L’appartenance des points K ou K ′ du graphène au réseau
réciproque du nanotube est d’un intérêt particulier dans la mesure où les bandes de
valence et de conduction du graphène s’y croisent. Un nanotube de carbone peut
donc être métallique (Fig. 1.4) ou semiconducteur (Fig. 1.5), selon que les points K
ou K ′ appartiennent ou non, au réseau du nanotube.
Les indices chiraux (n,m) permettent de faire cette distinction de façon univoque
dans le régime d’application de la technique des liaisons fortes. En effet, les points
K (l’exemple est similaire avec les points K ′) repérés à partir de Γ par le vecteur
kF = 23b1 +
1
3
b2, appartiennent au réseau réciproque du nanotube si :






· (na1 + ma2) = µ2π, (1.15)
⇒ 2n + m = 3µ. (1.16)
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En réécrivant (1.16) sous la forme :
n−m = 3ν (1.17)
où ν = n − µ, et en introduisant le paramètre q tel que q = (n − m)mod 3, on
exprime finalement la règle :
q = 0 ⇔ Nanotube métallique.
q = ±1 ⇔ Nanotube semiconducteur.
Ainsi, sur les multiples façons de replier la feuille de graphène, 1
3
conduisent à
des nanotubes métalliques et 2
3
à des nanotubes semi-conducteurs [2].
Conventionnellement, les nanotubes semiconducteurs dont l’indice q vaut −1 défi-
nissent le type I, et ceux dont l’indice q vaut 1 le type II. Nous verrons que les





Figure 1.4 – Première zone de Brillouin
d’un nanotube métallique superposé à
celle du graphène. Chaque segment épais





Figure 1.5 – Première zone de Brillouin
d’un nanotube semi-conducteur super-
posé à celle du graphène. Chaque seg-
ment épais correspond à une valeur de
µ.
Structure de (sous)bande du nanotube
Le découpage de la bande conique du graphène autour du point K pour chaque
valeur de µ conduit à l’apparition de multiples sous-bandes dans la structure de
bande du nanotube (Fig. 1.6). Précisément, à chaque valeur de µ est associée une
paire de bandes d’énergies symétriques par rapport au niveau de Fermi : une bande
de conduction Ecµ(kz) et une bande de valence E
v
µ(kz).
Une dégénérescence énergétique dite inter-vallée existe entre certaines sous-bandes
particulières du nanotube :
Ec,vµ (kz) = E
c,v
−µ(−kz). (1.18)
Elle provient de la symétrie spatiale sous-jacente à la restriction de l’étude du na-
notube à une cellule élémentaire cylindrique, définie par Ch et T .
Pour déterminer l’énergie de chaque paire de sous-bandes, on peut s’appuyer sur
l’expression linéarisée (1.14) de l’énergie de bande du graphène [18]. Le vecteur k′
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Figure 1.6 – Représentation de la découpe des sous-bandes d’un nanotube semi-
conducteur dans la structure de bande conique du graphène autour du point K
et représentation de la densité électronique d’états n(E) concentrée au niveau des
sous-bandes.
repérant un point dans la première zone de Brillouin du graphène à partir du point K
(cf. Fig. 1.2), est à nouveau représenté sur la Fig. 1.7, dans le cas où les composantes
























Figure 1.7 – Représentation de la découpe d’une bande du nanotube dans la struc-
ture de bande conique du graphène autour du point K et représentation graphique
de la décomposition du vecteur k′ ainsi que de l’énergie de bas de bande E(k′z = 0).
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où Eµ est l’énergie de bas de bande (minimum de la bande), donnée par [18] :










où l’expression de k′⊥ (la composante de k
′ suivant Ch) est obtenue par un calcul
semblable à (1.15)).
Densité d’états électroniques.
Le caractère unidimensionnel des états électroniques du nanotube, qui résulte
de la quantification de la composante k′⊥ dans la première zone Brillouin, nous a
amené à considérer une distribution énergétique des électrons en sous-bande. Nous
allons maintenant nous intéresser à la distribution du nombre d’états électroniques
accessibles aux électrons dans ces sous-bandes. Ceci nous amènera à définir la densité
d’états électroniques n(E) (Density of State ou DoS en anglais). Celle-ci est exprimée
à partir de la courbure des différentes sous-bandes du nanotube, et prend une forme
caractéristique aux systèmes unidimensionnels. Commençons par l’expression de la










où g est le degré de dégénérescence des bandes d’énergies, qui vaut 2 dans le cas du
nanotube de carbone sous l’effet de la dégénérescence du spin électronique. LZB est
la longueur de la première zone de Brillouin du nanotube de carbone.
En sommant les contributions de toutes les sous-bandes et en utilisant les expressions












E2 − E2µ si E > Eµ ,
0 si E < Eµ ,
1 si Eµ = 0 .
(1.23)
Ce comportement de la densité d’états est caractéristique des systèmes 1D. n(E)
diverge en bas de bande (E = Eµ) (c’est-à-dire pour une impulsion nulle des porteurs
de charges) et forme les pics caractéristiques représentés sur la Fig. 1.6, appelés
singularités de Van Hove. La symétrie entre les bandes de valence et de conduction
conduit à la distribution symétrique par rapport à l’énergie de Fermi EF = 0 des
singularités de Van Hove.
L’énergie de bas de bande (1.20) de chacune de ces singularités peut être indicée de
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avec i multiple de trois pour les nanotubes métalliques et i non multiple de trois pour
les nanotubes semiconducteurs. Ainsi le seul paramètre physique qui différencie la
distribution des Ei d’un nanotube à l’autre est leur diamètre dt. En effet, la distance
entre plus proche voisin a0 et l’énergie d’interaction entre plus proche voisin γ0 sont
identiques pour tous les types de nanotubes (Fig. 1.8).
Chaque couple de singularités d’énergie (Ei,−Ei) est noté Sii ou Mii selon la na-




, séparant les deux premières singularités S11 d’un nanotube semicon-
ducteur, est l’énergie du gap électronique. Les paires S11, S22 et S33 d’un nanotube
semiconducteur sont représentés sur la Fig. 1.6. Dans le cas des nanotubes mé-
talliques, l’écart énergétique caractérisant M11 ne représente pas un gap puisqu’il
existe une paire de sous-bandes (conduction,valence) E±µ qui se croisent au point K
(k′z = 0). Ces bandes sont linéaires en k
′
z à proximité du point K, comme c’est le
cas pour le graphène, et la densité d’état est une constante non nulle dans ce régime,









Figure 1.8 – Représentation de la densité d’états électroniques n(E) d’un nanotube
métallique
En résumé, le caractère unidimensionnel des états électroniques apparaît à travers
la séparation énergétique marquée des sous-bandes énergétiques et des singularités
de Van Hove.
Fonctions d’onde électroniques
Nous aurons besoin dans les prochains paragraphes de nous appuyer sur l’ex-






où L est la longueur du nanotube.
La fonction d’onde φ(r) est composée de l’onde plane eik·r qui rend compte de la
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propagation suivant l’axe du nanotube, de la fonction atomique u(r) périodique
qui est liée à la structure cristalline de la maille élémentaire du nanotube et de la





est appelée fonction enveloppe, qui varie spatialement sur une échelle plus grande
que celle de la fonction d’onde atomique u(r).
Ces fonctions d’onde φ(r) = u(r)F(r) sont la projection sur l’espace des positions
des états |u〉 |F〉 .
1.1.3 Propriétés optiques dans la vision à une particule
Nous avons précédemment introduit certaines propriétés structurales et électro-
niques du nanotube, qui posent une base pour la description des propriétés optiques
de cette nanostructure. Dans cette sous-section, il est discuté des propriétés optiques
dans le modèle à une particule. Cela implique que nous considérons que l’excitation
optique du nanotube résulte en la promotion d’un électron d’une sous-bande de va-
lence vers une sous-bande de conduction. Nous discuterons plus tard des corrections
apportées à ce modèle lorsque les interactions coulombienne entre porteurs de charge
sont prise en compte.
Règles de sélection optiques
L’absorption ou l’émission d’un photon par un état électronique est soumise à la
conservation de la composante, parallèle à l’axe du nanotube, du vecteur d’onde de
l’état initial. Les moments cristallins électroniques sont liés au paramètre de maille
du réseau cristallin, ils sont donc de l’ordre de grandeur de π
a0
∼ 1010 m−1. Ces
moments cristallins sont supérieurs de plusieurs ordres de grandeur aux vecteurs
d’onde des photons mise en jeux dans les transitions Sii, c’est-à-dire du domaine
optique 2π
λ
∼ 107 m−1 et proche infra-rouge 2π
λ
∼ 106 m−1. De ce fait l’impulsion
du photon est négligeable devant celle de l’électron. La conservation du moment
cristallin de l’électron lors de la transition implique que seules les transitions inter-
bandes à kz constant sont autorisées :
∆k = kfinal − kinitial = 0. (1.27)
L’absorption d’un photon (d’énergie !ω) correspond à la promotion d’un électron
d’une sous-bande de valence (état initial |v, µ, k〉) vers une sous-bande de conduction








où 〈c, µ′, k| Hint |v, µ, k〉 est l’élément de matrice du hamiltonien d’interaction, fv
et fc sont respectivement les facteurs d’occupation des bandes de valence et de
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δ[Ecµ′(k)− Evµ(k)− !ω], (1.29)
où VZB est le volume de la première zone de Brillouin du nanotube (la règle de
sélection (1.27) qui impose k′ = k a été appliquée).
La probabilité d’absorption ou d’émission d’un photon dépend donc des éléments
de matrice du hamiltonien d’interaction électromagnétique. Le couplage rayonnement-
matière est ainsi contraint par des règles de sélections liées aux symétries du ha-
miltonien et des bandes impliquées dans les transitions. La symétrie du hamiltonien
d’interaction est en partie liée à la polarisation du champ excitateur : selon la polari-
sation du photon impliqué dans la transition, il n’agit pas sur les mêmes composantes
des états électroniques. On définit, pour deux polarisations incidentes orthogonales,
les règles de sélection des transitions optiques entre bande de valence et bande de
conduction [20, 21] :
– µfinal − µinitial = 0. La nécessité de la conservation du nombre quantique µ
est imposée sous une excitation en polarisation parallèle à l’axe du tube, où
E // z,
– µfinal−µinitial = ±1. Cette règle de sélection régit une excitation en polarisation
perpendiculaire à l’axe du tube, où E ⊥ z.
Ces calculs, menés par l’équipe de M. S. Dresselhaus [20, 21], consistent à étudier
l’action de l’opérateur dipolaire sur les fonctions d’ondes électroniques du réseau 2D
du graphène. La restriction sur les k à la première zone de Brillouin du nanotube
de carbone y est alors appliquée (i.e. vérifiant (1.9) et (1.8)). La Fig. 1.9 représente

















































Figure 1.9 – Transitions inter-bandes dans un nanotube semiconducteur dans le
cadre du calcul du moment dipolaire du nanotube [20, 21].
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Anisotropie d’absorption
Les prévisions précédentes sur les transitions optiques autorisées en fonction de
la polarisation incidente, ont été confirmées expérimentalement. Sous excitation pa-
rallèle (respectivement perpendiculaire) des transitions optiques ont été observées
dans le domaine d’énergie des transitions Evµ=2 → Ecµ=2 par absorption (respective-
ment Evµ=1 → Ecµ=2) et Ecµ=1 → Ecµ=2 par émission (respectivement Ecµ=1 → Evµ=2)
[22].
Cependant l’absorption du nanotube dans le domaine d’énergie de ces transitions
est apparue très inférieure sous une excitation en polarisation perpendiculaire, par
rapport au cas d’une excitation en polarisation parallèle. Un facteur 4 a été observé
à partir d’un ensemble de nanotube alignés les uns par rapport aux autres [23].
Cependant, dans ce cas, l’anisotropie d’absorption est légèrement moyennée par le
grand nombre de nanotubes. En revanche, un facteur 10 a été obtenu sur nanotubes
individuels [24].
Cette anisotropie d’absorption a deux origines :
– les valeurs des éléments de matrice des transitions (calculées dans le cadre qui
à permis de déterminer les règles de sélection énoncées précédemment). Celles-
ci sont supérieures dans le cas d’une excitation sous une polarisation parallèle
par rapport au cas perpendiculaire [20, 25, 26],
– la présence d’un effet de dépolarisation, induit par l’écrantage du champ élec-
trique incident. Cet écrantage est provoqué par le champ électrique des charges
confinées dans l’axe perpendiculaire du nanotube [27, 28].
La proportion de ces deux effets n’est pas complètement quantifiée. Cependant, l’effet
dominant semble provenir des valeurs des éléments de matrices, puisque Jiang et al.
[21] expliquent l’anisotropie d’absorption en négligeant l’effet de dépolarisation.
Résonance du spectre optique du nanotube dans la vision à une particule
L’expression (1.29) de Pabs indique que le spectre optique des nanotubes est
structuré par les singularités de Van Hove à travers la densité d’états jointe ρ. La
Fig. 1.10 montre la correspondance entre la densité d’états n(E), la densité d’états
jointe ρ des états électroniques et l’absorption du nanotube.









Figure 1.10 – Correspondance entre la densité d’état, la densité d’état jointe des
états électroniques et l’absorption du nanotube.
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que le spectre d’absorption du nanotube est profondément modifié par les effets
excitoniques.
1.1.4 Déformation trigonale
Nous avons concentré notre attention sur la zone de l’espace réciproque proche
des points K où la nappe d’énergie du graphène est conique. Cependant, à mesure
que l’énergie augmente (à plus grand k′ et donc en s’éloignant du point K) la nappe
du graphène prend une géométrie trigonale. Cela est observable sur la Fig. 1.11 qui
montre la projection des lignes d’égale énergie du graphène dans le plan (k⊥, kz).
Cette déformation conduit à un décalage énergétique des singularités de Van Hove
(1.24) par rapport à l’approximation linéaire de la dispersion. Ce décalage dépend
de la chiralité, il apporte donc une signature de la chiralité de nanotube dans la
réponse optique du nanotube. En anticipant légèrement, la déformation trigonale
apporte également une contribution à la structuration du spectre optique du nano-
tube lorsque les effets excitoniques sont pris en compte. En anticipant davantage,
nous verrons que la déformation trigonale structure également le spectre des com-
plexes excitoniques, que nous introduirons à la fin de ce chapitre.
Pour un nanotube métallique, la déformation trigonale conduit à une levée de
dégénérescence des sous-bandes composant M11 en deux sous-bandes M+11 et M
−
11
(Fig. 1.11(a)). Cette séparation des sous-bandes modifie la signature optique du na-
notube [29].
Pour un nanotube semiconducteur, le point K du graphène est exclu de l’espace ré-
ciproque du nanotube. Suivant le couple d’indices chiraux (n,m) et particulièrement
suivant la valeur de l’indice q = (n − m)mod 3, la transition S11 (repérée dans la
partie supérieure des Fig. 1.11(b) et Fig. 1.11(c)) se retrouve d’un côté ou de l’autre
du point K. La transition S11 est décalée à droite pour le type I (Fig. 1.11(c)) et à
gauche pour le type II (Fig. 1.11(b)). Les énergies des singularités de Van Hove sont
modifiées différemment dans ces deux cas :
• Type I (q = −1) : les énergies des transitions d’indices impaires (S11, S33, ...)
sont augmentées tandis que les énergies des transitions d’indices paires (S22, S44, ...)
sont diminuées.
• Type II (q = 1) : l’effet est inverse par rapport au type I en fonction de la
parité des transitions.
Ces écarts à la loi (1.24) sont particulièrement marqués pour les nanotubes dont
l’angle chiral θ (représenté sur la Fig. 1.1) est petit [31, 32]. Comme le montre la
Fig. 1.12, la déformation trigonale conduit à des écarts des énergies des transitions
optiques autour de la loi 1
dt
(cf. eq (??)). Ces écarts font apparaître une structure
en famille 2n + m = constante. Chaque famille est définie par l’équation (1.16) et
elles sont repérées sur la Fig. 1.12 par une liaison en pointillés entre les chiralités
concernées. On note également que l’amplitude de ces écarts augmente à mesure que
le diamètre diminue.
L’effet de la déformation trigonale est très visible lorsque les résonances de nanotubes
d’une même famille 2n + m = constante sont comparées. Au sein de ces familles, le
diamètre varie peu d’un tube à l’autre malgré leurs angles chiraux très différents :
28
1.1. NANOTUBE DE CARBONE : BASES
Figure 1.11 – Origine et implication de la déformation trigonale pour trois types
de nanotube d’angle chiral θ (représenté sur la Fig. 1.1) quelconque : (a) Nanotube
métallique (b) nanotube semiconducteur de type II (c) nanotube semiconducteur de
type I. Les traits fins représentent les lignes iso-énergie de la bande du graphène,
tandis que les traits pleins obliques et parallèles entre eux représentent les bandes
d’énergie du nanotube pour différents µ, d’après [30]
par exemple, pour la famille 2n + m = 16, le diamètre des chiralités (6,4) et (8,0)
sont respectivement 0.69 nm et 0.64 nm. En revanche, leurs angles chiraux respectifs
sont 23.4◦ et 0◦. Ainsi, la loi en 1
dt
prévoit de faibles variations entre les énergies des
transitions de ces deux chiralités. L’écart à cette loi, dû à la déformation trigonale
(forte variation des angles chiraux), est ainsi facilement discernable sur la Fig. 1.12
pour la famille 2n + m = 16.
Figure 1.12 – Écart de l’énergie d’absorption et d’émission théorique par rapport
à la loi (1.24) en 1
dt
de différentes familles 2n + m = constante de nanotubes semi-
conducteurs appartenant aux types I ou II. D’après [32]
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1.1.5 Interaction électron-trou et excitons
Interaction coulombienne à 1D
L’interaction coulombienne entre un électron et un trou peut apporter d’impor-
tantes corrections aux transitions optiques présentées dans la partie précédente. Elle
conduit en particulier à la formation de l’exciton, un état lié de la paire électron-trou.
Cette quasi-particule est bien connue dans les nanostructures semiconductrices déjà
étudiées avant la découverte du nanotube de carbone. Par exemples dans les puits
quantiques de semiconducteurs, mais également dans les matériaux massifs ou les
molécules organiques. Cependant, dans une configuration purement unidimension-
nelle, l’interaction coulombienne entre deux charges de signes opposés (comme pour
l’atome d’hydrogène) présente des singularités [33]. Par exemple l’énergie de liaison
d’un état de paire diverge. En effet, lorsqu’on calcule l’énergie de liaison El de la
paire, la singularité en 1
r
du potentiel coulombien disparaît lors de l’intégration sur













· 2dr ∼ ∫ |ψ|2dr
r
à 1D. (1.32)
Les systèmes physiques étudiés en nanophotonique, qualifiés d’unidimensionnels
tels que les nanotubes de carbone ou les nanofils quantiques, ne sont en réalité
pas strictement unidimensionnels. Ce sont des objets dont deux de leurs longueurs
caractéristiques sont environ égales à la longueur d’onde de Broglie des électrons,
tandis que la troisième est macroscopique. Le rapport d’aspect élevé de ces objets
conduit à la définition de systèmes quasi-unidimensionnels (q1D). Dans la vision à
deux particules (la paire électron-trou), le point critique déterminant si le système
peut être caractérisé de q1D au sens optoélectronique est lié à l’extension spatiale
de l’exciton. Plus précisément, au rapport entre l’extension spatiale de l’exciton et
l’extension spatiale du système dans le plan de confinement. Dans le cas du nano-
tube, il a été montré théoriquement [34] et expérimentalement [35] que l’exciton est
légèrement plus étendu que le diamètre des nanotubes. Ce dernier point valide le
traitement q1D de ces derniers.
La paire électron-trou liée : l’exciton
Nous allons développer dans la suite de cette section, le cadre théorique permet-
tant la description des propriétés opto-électroniques du nanotube par des transitions
excitoniques. Dans un premier temps nous allons décrire le cas d’un exciton dans un
système 3D, puis nous discuterons des effets introduits par le caractère q1D. Nous
utilisons l’approximation de la masse effective et nous nous plaçons dans l’approxi-
mation à une paire de bandes.
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4πκ|re − rh| , (1.33)
où me, pe et re sont respectivement la masse effective, l’impulsion et la position de
l’électron, et mh, ph et rh leurs équivalent pour le trou.
La première étape pour décrire l’exciton est de découpler le mouvement relatif :










MX = me + mh, (1.37)
où MX la masse du centre de masse. Le moment cristallin K associé au centre de
masse est la somme des moments cristallins de l’électron et du trou :
K = ke + kh . (1.38)











= Hˆcentre de masse + Hˆhydrogénoïde. (1.39)
où κ est une constante diélectrique effective tenant compte de la constante diélec-
trique du nanotube, de celle de l’environnement et de l’effet d’écrantage entre les
charges distantes formant l’exciton.




uX(re, rh)χX(re, rh)eiK·Rφα,m,l(ρ), (1.40)
= u(re)u†(rh)χ(re)χ†(rh)eiK·Rφα,m,l(ρ). (1.41)
où N est une constante de normalisation. La fonction φα,m,l qui vérifie
Hˆhydrogénoïdeφα,m,l = Eαφα,m,l, (1.42)
détermine le mouvement relatif. Les fonctions atomiques u(r) et les fonctions de
confinement χ(r) des électrons et des trous ont été définies lors de la discussion de
l’expression (1.25). L’ensemble χX(re, rh)eiK·Rφα,m,l(ρ) est la fonction enveloppe de
l’exciton.
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Dans ce développement, qui néglige les effets q1D sur l’interaction coulombienne
entre l’électron et le trou, la physique de l’exciton dans le nanotube de carbone
ne peut complètement être décrite. Nous allons donc commenter l’énergie totale de
l’exciton en considérant l’aspect q1D de l’exciton. Celle-ci s’écrit :










où Eg est l’écart d’énergie entre le maximum de la bande de valence et le minimum de




est l’énergie cinétique du centre de masse et Eα est l’énergie de liaison de l’ex-
citon, dont l’expression est semblable à l’énergie de liaison de l’atome d’hydrogène.
Cette dernière apporte une contribution négative à l’énergie totale de l’exciton. En
revanche, l’interaction d’échange conduit à une renormalisation du gap et une aug-
mentation globale de toutes les énergies des états électroniques. Une particularité
du nanotube de carbone est que ces deux derniers effets sont du même ordre et se
compensent.
Une fois l’interaction électron-trou prise en compte, chaque singularité de Van
hove Sii donne lieu à une transition excitonique que nous notons S˜ii. La Fig. 1.13
montre la dépendance énergétique des niveaux d’énergie de l’exciton S˜11 en fonction
du moment cristallin K. La structure quantifiée des états d’énergie de l’exciton, en
particulier les états avec α = 1 et α = 2, d’énergie inférieure au continuum d’état
libre (α → ∞), a été observée expérimentalement. Ces expériences de photolumi-
nescence, dans une configuration d’excitation à deux photons [36, 37], ont permis de
déterminer le rapport d’énergie entre les états avec α = 1 et α = 2.
Pour l’exciton de la S˜11, dont les niveaux d’énergie sont représentés sur la Fig. 1.13,
on remarque que pour α = 1, l’énergie de liaison est de l’ordre d’un tiers du gap. Cela
correspond à 250 meV pour un nanotube dont le rayon est d’environ 1 nm. Cette éner-
gie est supérieure d’un ordre de grandeur à l’énergie thermique kBTamb = 25 meV,
où kB est la constante de Boltzmann et Tamb = 300 K. L’exciton, première excita-
tion d’un nanotube neutre, est donc stable à température ambiante. Nous verrons
dans le paragraphe suivant que l’exciton domine d’une façon générale les propriétés
optiques du nanotube.
Modification du spectre optique par l’interaction e-h
En l’absence d’interaction coulombienne électron-trou (e-h), nous avons vu que
la structure de bande q1D conduit à une distribution caractéristique de la densité
d’états en singularités de Van Hove. Ces singularités confèrent a priori au système
un spectre d’émission ou d’absorption structuré au voisinage des énergies de ces sin-
gularités. L’interaction e-h, qui conduit à la formation d’exciton, renforce cet effet
dans la réponse optique du nanotube.
En l’occurrence, les effets excitoniques engendrent une redistribution de forces d’os-
cillateurs des transitions électroniques. La force d’oscillateur de l’état fondamental de
l’exciton est augmentée, au détriment de celles des transitions « bande à bande » cor-
respondant aux états libres e-h [38, 39]. Le cas présenté par Spataru et al. [40] est
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Figure 1.13 – États excitoniques et comparaison avec la représentation à une par-
ticule où les interaction entre porteurs de charges sont négligés.
très instructif. La Fig. 1.1.5 montre le spectre théorique de l’absorption d’un nano-
tube issu de leur modélisation. Le spectre en trait pointillé représente l’absorption
Figure 1.14 – Spectre d’absorption théorique d’un nanotube. Le pic A’ est d’origine
excitonique, tandis que le pic A provient des paires e-h libres. D’après [40].
des états e-h libres, et le spectre en trait plein représente l’absorption en présence
de l’interaction e-h. On voit clairement l’apparition d’une résonance excitonique A’
à plus basse énergie par rapport à la raie A des paires e-h libres. Ce renforcement de
la raie A’ est associé à la diminution du pic A, et représente l’absorption dominante
de l’exciton par rapport à celle des paires libres.
Nous avons vu que l’énergie du gap est une fonction du diamètre du nanotube.
Remarquons que l’énergie de liaison de l’exciton l’est aussi [41]. L’énergie des excitons
est de fait très sensible au diamètre du nanotube. En plus de permettre d’envisager
d’utiliser les nanotubes de carbone dans des applications aux gammes d’énergies
très variées, cette dépendance énergétique en fonction du diamètre dt du nanotube,
couplée aux propriétés q1D de l’exciton, confèrent au nanotube un spectre optique
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très structuré. Cela est visible sur la Fig. 1.1.5, qui montre la dépendance en d−1t
de l’énergie de l’exciton 1D (une figure couramment désignée comme Kataura plot),
juxtaposée à une carte d’excitation de la photoluminescence d’un ensemble de na-
notubes. Sur cette dernière carte, on observe en ordonnée l’énergie d’excitation qui
donne accès à l’énergie de l’exciton S˜22, et en abscisse l’énergie de détection qui per-
met de déterminer l’énergie de l’exciton S˜11. La sélectivité optique des nanotubes de
carbone est telle qu’il est relativement aisé de repérer les différentes classes (n, m)
présentes dans un échantillon de nanotube, en comparant ces deux types de figures.

































Figure 1.15 – À gauche : dépendance de l’énergie de l’exciton en fonction du
diamètre du nanotube. D’après [30]. À droite : carte d’excitation de la photolumi-
nescence d’un ensemble de nanotube de carbone.
1.1.6 Structure fine excitonique et règle de sélection de la
recombinaison radiative de l’exciton
D’un point de vue expérimental il est très important de connaître quels états
excitoniques sont optiquement accessibles, c’est-à-dire quelles transitions optiques
sont autorisées par l’absorption ou l’émission d’un photon. C’est pourquoi il est in-
téressant de présenter la structure fine des états excitoniques.
Tout d’abord, la règle de sélection (1.27) sur les vecteurs d’onde électroniques
se traduit pour l’exciton par |K| = |ke + kh| = |ke − kh| = 0. Seuls les excitons
possédant un moment cristallin nul (K = 0) sont optiquement couplés 1.
Lorsqu’on souhaite déterminer la structure fine de l’exciton S˜11, deux paires de
sous-bande de conduction et de valence sont à considérer pour l’origine du trou et
de l’électron. Pour une valeur de µ donnée, il s’agit des sous-bandes obtenues par
symétrie Ec,vµ (kz) = E
c,v
−µ(−kz), ce qui conduit à quatre états excitoniques.
En notant K la vallée associée à µ positif et K ′ celle pour laquelle µ est négatif, on
1. Nous verrons dans la partie 1.2.4 où nous discuterons de l’interaction entre les excitons et les
phonons qu’un petit domaine autour de K = 0 tel que K = kph où kph est le vecteur d’onde du
phonon, est accessible aux transitions optiques.
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peut écrire ces quatre états excitoniques (sans considération de spin) :
|e; K〉 ⊗ |h; K〉 ≡ |KK〉 , (1.45a)
|e; K ′〉 ⊗ |h; K ′〉 ≡ |K ′K ′〉 , (1.45b)
|e; K〉 ⊗ |h; K ′〉 ≡ |KK ′〉 , (1.45c)
|e; K ′〉 ⊗ |h; K〉 ≡ |K ′K〉 , (1.45d)
où e réfère à l’électron et h au trou. Ces notations K et K ′ font références à l’ap-
partenance de l’état électronique à l’un des points K ou K ′ de la première zone de
Brillouin du nanotube (voir Fig. 1.4 et Fig. 1.5).
La dégénérescence de spin des électrons et des trous conduit à l’apparition de
quatre nouveaux états pour chacun des quatre états (1.45). Le produit de deux spins




= 0 ⊕ 1. Ainsi
l’ensemble (1.45) conduit à 16 états, classifiables sous forme de singulet 0 et triplet
1 de spin. L’exciton S˜11 est donc a priori dégénéré 16 fois [42] avec :
0 |v, w〉 = 1√
2
[|(v, ↑)(w, ↑)〉+ |(v, ↓)(w, ↓)〉] , (1.46a)
1 |v, w, +1〉 = |(v, ↑)(w, ↓)〉 , (1.46b)
1 |v, w, 0〉 = 1√
2
[|(v, ↑)(w, ↑)〉 − |(v, ↓)(w, ↓)〉] , (1.46c)
1 |v, w,−1〉 = |(v, ↓)(w, ↑)〉 , (1.46d)
où v et w valent soit K ou K ′, et la notation s |v, w〉 réfère au spin s de l’état de
paire.
Déterminons maintenant parmi les 16 états (1.46) lesquels peuvent se désex-
citer en émettant un photon. La recombinaison radiative de l’exciton vers l’état
fondamental du nanotube est gouvernée par les éléments de matrice du hamiltonien
semi-classique :
〈0| Hem |ψX〉 ∝ 〈0| p · A |ψX〉 . (1.47)
Dans le cadre d’une excitation en polarisation parallèle, ce hamiltonien conserve le
spin de l’état initial lors de la transition vers l’état final. Puisque le « vide » est de
spin nul, seuls les états appartenant au singulet de spin 0 peuvent être couplés au
vide sous ce type d’excitation électromagnétique. Cette condition restreint les états
susceptibles d’être excités (ou de se désexciter) radiativement au singulet de spin.
La règle de sélection K = 0 interdit l’excitation optique des excitons 0 |KK ′〉 et
0 |K ′K〉, étant donné que ceux-ci possèdent un moment cristallin non nul : ke 4= kh.
En effet, pour ces excitons, l’électron et le trou ne sont pas dans la même vallée.
Notons que la symétrie entre les deux configurations {électron ∈ vallée K ; trou
∈ vallée K ′} et {électron ∈ vallée K ′ ; trou ∈ vallée K} conduit à la dégénéres-
cence énergétique des excitons 0 |KK ′〉 et 0 |K ′K〉. Nous noterons ces excitons
dégénérés XK , noirs selon la règle de sélection K = 0. En ce qui concerne les
états 0 |KK〉 et 0 |K ′K ′〉, l’interaction entre l’électron et le trou provenant de la
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même vallée sépare ces deux états en deux autres états, qualifiés de liant 0 |+〉 =
1√
2
( 0 |K, K〉 + 0 |K ′, K ′〉) et non liant 0 |−〉 = 1√
2
( 0 |K, K〉 − 0 |K ′, K ′〉). La
condition de parité opposée entre l’état initial et l’état final d’une transition optique,
induite par l’opérateur de dérivation impair p du hamiltonien (1.47), implique que
le seul état optiquement actif observable est l’état liant dont la parité est -1 [42] :
0 |+〉 ≡ X1B, (1.48)
où B est l’abréviation de « Bright ». L’état anti-liant 0 |+〉 n’est pas radiativement
actif puisque sa parité est +1, et sera noté XD où D est l’abréviation de « Dark ».
Ainsi sur les 16 états associés à l’état excitonique fondamental, un seul semble
accessible par des expériences de spectroscopie optique en polarisation linéaire. Nous
verrons dans la partie 1.2.2 qu’en réalité, certains de ces excitons noirs peuvent être
rendus brillants par leurs interactions avec des défauts du nanotube, ou des phonons.
Ceci complique la réponse optique du nanotube de carbone, mais permet également
d’observer expérimentalement la hiérarchie entre les excitons XK , XB, XD et les
excitons du triplet de spin. La Fig. 1.16 montre cette hiérarchie énergétique entre
ces excitons.










Figure 1.16 – Représentation de la hiérarchie énergétique de la structure fine exci-
tonique.
binaison de l’exciton brillant dans la partie 1.2.2. Pour le moment nous souhaitons
remarquer que l’état optiquement actif XB, dit brillant, n’est pas l’état de plus basse
énergie. En effet l’excitation minimale du nanotube est définie par des états noirs.
La diffusion XB → XD au sein du singulet joue ainsi un rôle particulier en regard
du rendement radiatif du nanotube.
1.2 Dynamique de recombinaison de l’exciton
Maintenant que les propriétés structurales, électroniques et optiques des nano-
tubes ont été décrites, nous allons présenter les nanotubes de carbone du point de
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vue des nano-émetteurs. Le domaine d’énergie des photons émis par l’exciton S˜11
des nanotubes de carbone, s’étend du domaine optique (730 nm pour un diamètre
de 0.5 nm) au domaine du proche infra-rouge (2 µm pour un diamètre de 1.5 nm),
et offre ainsi un large panel d’applications possibles en nano-photonique. De plus,
la fabrication des nanotubes de carbone est peu onéreuse, faisant de ces systèmes
un matériau facilement accessible. Cependant, de nombreux phénomènes confèrent
aux nanotubes un faible rendement radiatif, ce qui limite à l’heure actuelle les ap-
plications de ces systèmes modèles q1D, et génère de nombreux travaux sur cette
problématique. Nous verrons dans le chapitre 3 de ce manuscrit qu’une voie possible
pour adresser cette problématique est de coupler les nanotubes de carbone à des
antennes plasmoniques.
Après avoir caractérisé le rendement radiatif des nanotubes de carbone, nous al-
lons décrire les mécanismes de recombinaison de l’exciton afin de mettre en lumière
les origines du faible taux d’émission de cet émetteur. Nous verrons en particulier
qu’en plus d’effets intrinsèques à la physique des nanotubes, des facteurs environ-
nementaux influent fortement sur le taux de recombinaison radiative de l’exciton.
Ainsi, certaines sections (1.2.1, 1.2.2 et 1.2.3) seront en lien avec notre projet de
couplage entre des nanotubes et des antennes plasmonique. D’autres sections (1.2.4
et 1.2.5) seront quant à elles davantage liées à nos expériences de spectroscopie qui
ont permise d’étudier le biexciton dans les nanotubes de carbone (cf. chapitre 2),
bien que cette distinction en fonction des chapitres n’est pas absolue.
Il est cependant nécessaire de préciser qu’au cours des prochains paragraphes,
nous présenterons des aspects de la recombinaison de l’exciton qui ne sont pas tous
indispensables à l’interprétation de nos résultats. Néanmoins, nous souhaitons pré-
senter ces aspects puisqu’ils mettent en contexte nos expériences par rapport aux
différentes problématiques qui concernent les nanotubes de carbone.
1.2.1 Rendement radiatif faible
La probabilité d’émission d’un photon par recombinaison d’un exciton est carac-





où γR est le taux de désexcitation radiative de l’exciton, lié à son temps de vie ra-
diatif intrinsèque τR = 1γR , et γNR est son taux de désexcitation non-radiative (voir
Fig. 1.17). Le taux γNR rend compte de l’occurrence de mécanismes de recombinaison
non-radiative comme par exemple l’émission de phonons, une recombinaison sur un
défaut non-radiatif ou encore le transfert de charges du nanotube vers l’environne-
ment. Le rapport 1
γR+γNR
= τexp correspond ainsi au temps de relaxation, c’est-à-dire
le temps effectif au bout duquel le nanotube retrouve son état fondamental après
avoir été excité optiquement. Il est possible de mesurer τexp par exemple par des
expériences de spectroscopie de photoluminescence résolue en temps.
L’équation (1.49) peut être réécrite en terme de ces différentes temps caractéris-
tiques :
τexp = ητR. (1.50)
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Figure 1.17 – Représentation du processus de photoluminescence du nanotube de
carbone en compétition avec le processus de relaxation non radiative dont le taux
est γNR.
L’évaluation de η est délicate. Une quantité moins difficile à évaluer expérimen-
talement est le rendement quantique (RQ) de photoluminescence d’un nanotube. Il
est défini par le rapport entre le nombre de photons absorbés Nabs et le nombre de
photons ré-émis Nrad par le nanotube (cf. Fig. 1.17). À noter que l’estimation du RQ
s’effectue en excitant à plus haute énergie (absorption de S˜22) que la luminescence
des nanotubes (émission de S˜11). Ceci introduit une dépendance du RQ en fonction
du taux de désexcitation non-radiative γ21 entre l’exciton S˜22 et l’exciton S˜11 (cf.
Fig. 1.17).
La première expérience, en 2002, capable de mesurer le RQ de photoluminescence
du nanotube de carbone, a été peu encourageante en déterminant une valeur très
faible, légèrement inférieur à 10−3 [6]. L’année suivante, une autre mesure du RQ a
été réalisée et a conduit à une valeur de l’ordre de 10−3 [43]. Nous verrons par la suite
que le RQ est en réalité très variable selon la méthode de fabrication du nanotube.
L’isolement de ce dernier, par rapport à son environnement microscopique, induit
également de fortes variations du RQ.
La mesure du rendement quantique RQ permet seulement de donner une borne
inférieure à la valeur de η, puisque le taux de désexcitation non-radiative γ21 n’est
pas connu. En effet, η = RQ si γ21 >>γ out, où γout est le taux de désexcitation de
l’exciton S˜22 vers tout autre état final que l’exciton S˜11 (cf. Fig. 1.17). Pour tenter
d’obtenir une valeur plus précise de η, et donner les ordres de grandeurs des temps
caractéristiques apparaissant dans (1.50), nous allons nous intéresser à l’évaluation
expérimentale de τexp et au calcul théorique de τR.
Nous avons évoqué le fait que le temps de relaxation τexp peut être estimé de
manière directe par des expériences de photoluminescence résolues dans le temps. En
effet le temps de déclin de la photoluminescence correspond au temps caractéristique
de relaxation de la population d’excitons photo-excités. La Fig. 1.18 montre le temps
de déclin de la fluorescence d’un ensemble de nanotubes de carbone. Le temps τexp
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est de l’ordre de la dizaine de picosecondes. La plupart des expériences recensées
jusqu’en 2005 2 ont d’ailleurs montré que le temps de déclin de la photoluminescence
des nanotubes de carbone varie de la dizaine à la centaine de picosecondes [44, 45,
46, 47].
Figure 1.18 – Déclin de la fluores-
cence d’un ensemble de nanotubes de
carbone. La courbe épaisse et lisse cor-
respond à l’ajustement d’une exponen-
tiel décroissante. Le trait pointillé cor-
respond à la réponse impulsionnelle du
système. D’après [47]
Figure 1.19 – Signal pompe-sonde
résolu en temps de nanotubes
de carbones. Relaxation de la
transition excitonique S˜11 à une
longueur d’onde de 1550 nm (en
noir) et de la transition excito-
nique S˜22 à une longueur d’onde
de 844 nm (en gris). D’après [48].
L’évaluation de τexp peut également être obtenue par des expériences de type
pompe-sonde résolues en temps. Elles sont particulièrement adaptées au cas précis
où η<< 1. En effet elles permettent d’avoir accès au temps de vie de l’exciton par
des techniques d’absorption et ne nécessitent pas de collecter les photons émis par
le nanotube. La Fig. 1.19 montre le signal non-linéaire obtenu par ce type d’expé-
riences sur un ensemble de nanotubes. La variation de transmission normalisée est
représentée en fonction du délai entre l’impulsion de pompe et l’impulsion de sonde.
La décroissance du signal à une longueur d’onde de 844 nm (en gris) représente la
relaxation de la population d’exciton S˜22, pompée par la première impulsion laser.
La décroissance du signal à 1550 nm (en noir) représente la relaxation de la popu-
lation de l’exciton S˜11, qui a été créé en premier lieu par la relaxation des excitons
S˜22. Le temps de relaxation τexp de l’exciton S˜11 apparaît extrêmement rapide : de
l’ordre de la picoseconde ou de la dizaine de picosecondes [48]. Une autre expérience
de type pompe-sonde a observé un temps de relaxation de l’exciton S˜11 de l’ordre
de la dizaine de picosecondes [49].
La variabilité du temps caractéristique τexp d’une expérience à une autre (sur un
ordre de grandeur), ou d’un nanotube à l’autre au sein d’une même expérience, est
corrélée aux fortes variations du rendement radiatif. Remarquons pour le moment
2. Nous verrons que des techniques de fabrication diﬀérentes ont, par la suite, permis d’étendre
le temps de vie excitonique.
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que ceci présume une forte dépendance des propriétés excitoniques avec l’environ-
nement du nanotube.
Ces résultats sur la valeur de τexp et ses variations en fonction de l’environnement
du nanotube, sont appuyés par des calculs ab initio. Ces derniers ont déterminé des
temps de décroissance de la fluorescence d’environ 150 ps dans un nanotube parfait
(sans défaut et sans environnement), contre 10 ps dans un nanotube comportant
des défauts qui localisent l’exciton [50]. La localisation de l’exciton assure que le pa-
quet d’onde associé possède des composantes respectant la règle de sélection optique
(K ≈ 0), ce qui diminue significativement le temps de vie excitonique.
Il nous reste à discuter de la valeur de τR. Celle-ci ne peut être mesurée di-
rectement. Le temps de vie intrinsèque de recombinaison d’un seul exciton a été
calculé comme étant de l’ordre de la centaine de nanosecondes [47], à température
ambiante. D’autres calculs théoriques plus aboutis que ceux de la référence [47] ont
déterminé le temps de vie τR. Par exemple, en prenant en compte la distribution des
excitons dans l’espace des K (dont seule une petite proportion s’accorde à la règle
de sélection optique K ≈ 0) ainsi qu’une distribution d’excitons brillants et noirs
thermalisés à température ambiante, le temps de vie τR est évalué à la dizaine de
nanosecondes [51].
Les calculs théoriques de τR et les mesures expérimentales de τexp permettent
d’estimer le rendement radiatif η comme étant de l’ordre de 10−3. Nous avons men-
tionné le fait que le temps de relaxation τexp est fortement augmenté lorsque le
couplage du nanotube avec l’environnement est diminué. Ceci laisse présumer que
la limite τexp ≈ τR, c’est-à-dire η ≈ 1, puisse être approchée en isolant le nanotube
de son environnement. Cependant, des interactions et des canaux de désexcitation
non-radiative, intrinsèquement liés à la physique interne du nanotube, limitent égale-
ment le rendement radiatif du nanotube. Nous allons passer en revue les propriétés de
l’exciton, en particulier ses interactions au sein du nanotube (interactions exciton-
exciton et exciton-phonon) et ses couplages avec l’environnement, pour montrer
comment ces différentes interactions affectent son rendement radiatif.
1.2.2 Excitons noirs
La description du spectre de l’exciton dans la partie 1.1.6 a abouti au fait que
sur les 16 excitons S˜11, un seul est brillant. En ce qui concerne le rendement radia-
tif du nanotube, le couplage entre l’exciton brillant et les autres excitons est très
important. Le couplage singulet-triplet est extrêmement faible puisque le couplage
spin-orbite est peu efficace dans le réseau d’atome de carbone [52], tandis que le
couplage singulet-singulet est possible par la modification de parité par mélange des
bandes excitoniques [53]. Le rôle des défauts est de briser les symétries différenciant
les excitons XB et XD [54, 55]. Ainsi, le couplage entre l’exciton brillant et les exci-
tons noirs du singulet domine.
De plus, parmi les excitons du singulet, les excitons XK inter-vallée sont très éner-
gétiques à cause de leur moment cristallin intrinsèque non nul, et seul l’exciton noir
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XD possède une énergie plus basse que l’exciton brillant XB (cf. Fig 1.16). L’état
noir XD apparaît donc particulier, puisqu’il peut être peuplé par la désexcitation de
l’exciton brillant.
Nous allons nous concentrer sur le couplage le plus critique en ce qui concerne
le rendement radiatif du nanotube : le couplage entre l’exciton brillant et l’exciton
noir XD. Nous présentons néanmoins sur la Fig. 1.20 un schéma de la structure
fine de l’exciton, qui résume la hiérarchie entre tous les excitons. Cette figure donne
également une sélection de quelques articles clés qui ont permis la détection et la
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Figure 1.20 – Schéma de la structure fine de l’exciton du nanotube de carbone.
Couplage XB −XD
La détection expérimentale indirecte de l’exciton XD a été réalisée la même an-
née par Mortimer et al. [63] et Berger et al. [67], à travers des études en température
de la photoluminescence du nanotube de carbone. La Fig. 1.21 montre la dépen-
dance en température du taux de recombinaison γ0 = τ−1exp de l’exciton (comprenant
les contributions radiatives et non-radiatives) et de l’intensité de la photolumines-
cence de nanotubes de la chiralité (9,4). Le taux γ0 (Fig. 1.21(a)) évolue très peu
jusqu’à 40 K, puis augmente linéairement avec la température jusqu’à température
ambiante. L’intensité de photoluminescence (Fig. 1.21(b)) augmente quant à elle très
fortement jusqu’à 50 K puis diminue plus lentement jusqu’à température ambiante.
La différence flagrante d’évolution entre le taux de recombinaison de l’exciton et le
nombre de photons émis (intensité de photoluminescence) suggère que des proces-
sus non-radiatifs efficaces sont en jeux. Ces observations ont conduit à la détection
indirecte de l’exciton noir XD.
3. Un étude très récente combinant des mesures pompe-sonde et des mesures de photolumines-
cence résolue en spin [56], a permis de déterminer une caractéristique particulièrement intéressante
du triplet d’excitons : celui-ci a une durée de vie de l’ordre de la dizaine de microsecondes. Le
nanotube possède donc des états excitoniques dont la durée de vie est très longue comparée aux
temps caractéristiques de relaxation d’énergie déjà évoqués.
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Figure 1.21 – (a) Dépendance en température du taux de recombinaison γ0 de
l’exciton (cercles ouverts). (b) Dépendance en température de l’intensité intégrée
temporellement (carrés pleins) de la photoluminescence résolue en temps de nano-
tubes de la chiralité (9,4) et son équivalent en excitation continue (cercles ouverts).
Le trait plein dans (a) et (b) est un ajustement avec le modèle à trois niveaux (pré-
senté dans l’encart de cette figure) : état fondamental, exciton noir XD et exciton
brillant XB par ordre croissant d’énergie. D’après [67].
Le modèle à trois niveaux, comprenant le vide, l’exciton noir XD et l’exciton
brillant XB, permet de reproduire (en trait plein) l’allure des dépendances observées
sur la Fig. 1.21. À très basse température (∼10 K) la population d’exciton est dans
l’état de moindre énergie : l’exciton noir XD. Avec l’augmentation de la température,
l’énergie thermique favorise la diffusion de l’état XD vers l’état XB (représenté par
le taux γ↑ sur l’encart de la Fig. 1.21), et l’intensité de photoluminescence augmente
avec le nombre d’excitons brillants. Pour des températures supérieures à 50 K, le
couplage exciton-phonon (cf. partie 1.2.4) devient important et ouvre un canal de
désexcitation non-radiative efficace. Ce dernier conduit à l’augmentation de γ0 et à
la réduction de l’intensité de photoluminescence.
Berger et al. ont estimé l’écart en énergie entre XD et XB à 3.5 meV pour des
nanotubes de 1.1 nm de diamètre [67]. Ceci correspond à l’énergie thermique pour
une température d’environ 40 K, en accord avec le changement de comportement
observé sur la Fig. 1.21. Mortimer et al. ont quant à eux estimé cet écart comme
étant d’un 1 meV pour un diamètre de nanotube de 1.1 nm et 5 meV pour un dia-
mètre de nanotube de 0.8 nm.
La détection directe de XD par spectroscopie optique, a priori interdite, a également
conduit à une estimation de l’écart énergétique de quelques meV entre XB et XD.
Cette détection nécessite l’utilisation d’un champ magnétique qui mélange partiel-
lement les excitons noirs et brillants et rend l’exciton XD partiellement brillant 4
4. Le mélange des bandes excitoniques implique que les bandes initialement optiquement non-
actives deviennent partiellement active [60] : une petite partie de la force d’oscillateur de l’exci-
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[62, 65, 64].
La relaxation de la population de XB vers l’état XD est un facteur déterminant
dans le faible rendement radiatif du nanotube à basse température [68]. Cette re-
laxation n’est néanmoins pas spontanée et nécessite l’activation, sur des défauts du
nanotube, des diffusions entre XB et XD assistées par phonons. Ces défauts (internes
ou externes au nanotube) ont par ailleurs de nombreuses influences sur le rendement
radiatif du nanotube, comme nous allons le voir dans les prochains paragraphes.
1.2.3 Sensibilité au désordre interne et environnemental
La sensibilité de l’exciton aux défauts internes aux nanotubes ou environnemen-
taux (défauts externes), ouvre plusieurs problématiques dans le cadre de nos travaux.
La première est celle de la forte variabilité des propriétés d’émission du nanotube
en fonction des paramètres de fabrication ou environnementaux. La seconde problé-
matique concerne la localisation de l’exciton induite par le désordre.
Nous sommes intéressés par ces sujets dans le cadre du couplage des nanotubes aux
antennes plasmoniques, qui modifient l’environnement électromagnétique du nano-
tube. En particulier, le caractère q1D ou q0D et la longueur de cohérence de l’exciton
peuvent avoir un rôle dans l’intensité du couplage nanotube-antenne, dans la me-
sure où la superposition spatiale du nanotube avec l’antenne peut être seulement
partielle. En effet, la dimension moyenne des antennes que nous utiliserons est de
l’ordre de la longueur des nanotubes de carbone étudiés (∼ 500 nm).
D’une façon plus générale, présenter les effets des défauts internes et externes
sur la luminescence des nanotubes, nous permettra d’introduire des comportements
classiques rencontrés lors d’expériences de spectroscopie de photoluminescence.
Le nanotube de carbone : un environnement complexe
Depuis la découverte des nanotubes de carbone, de multiples techniques de fa-
brications ont été développées comme les méthodes par ablation laser ou à arc élec-
trique, par voie chimique comme les méthodes HiPCo (high pressure CO conversion),
CoMoCat (Cobalt Molybdène Catalyst) ou encore la technique HFCVD (Hot Fila-
ment Chemical Vapor Deposition). La spectroscopie de photoluminescence est une
des techniques les plus classiques pour caractériser les nanotubes fabriqués par ces
différentes méthodes. Cette technique a permis de montrer une grande variabilité
de réponse des nanotubes en fonction des méthodes de fabrication et de leur en-
vironnement physico-chimique [69]. Cette variabilité est attribuée aux défauts du
nanotube (structuraux, molécule adsorbée, etc...) et au couplage électromagnétique
et/ou mécanique du nanotube avec son environnement microscopique.
D’une façon générale, les défauts non contrôlés et les interactions du nanotube avec
l’environnement ont tendance à atténuer son émission de lumière, voir la supprimer.
Cette extinction peut être étendue au nanotube entier, ou localisée en certains sites
ton brillant est distribuée aux excitons noirs. Si la population d’exciton est thermalisée avant sa
recombinaison, une émission de faible intensité à l’énergie de l’exciton noir devenu «faiblement
brillant» doit alors être observable.
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optiquement non-actifs qualifiés de quenching sites.
Il est important de comprendre les origines et les mécanismes de cette extinction.
Ceci pourrait permettre de converger vers des techniques de fabrication, d’isolement
ou de contrôle de l’environnement du nanotube (par exemple avec des antennes plas-
moniques), propices à l’augmentation significative du rendement radiatif η. Nous
allons discuter de ces mécanismes au travers des deux sous-sections suivantes : dans
la première nous introduirons les effets des défauts internes du nanotube ; dans la
seconde, nous considérerons les effets du couplage de l’exciton avec l’environnement.
Défauts internes du nanotube
Le contrôle des défauts lors de la fabrication de nanostructures est un Graal en
soi. Dans le cas des nanotubes de carbone, la quasi-unidimensionnalité implique par
ailleurs une forte sensibilité des états électroniques au désordre topologique interne
du nanotube. Ces défauts structuraux (pentagones, heptagones, rehybridation des
liaisons sp2 en sp3, lacune, ou substitution d’atome) modifient les propriétés élec-
troniques du nanotube, jusqu’à sa structure de bande [70, 71], tout en modifiant
l’environnement électromagnétique local au sein du nanotube.
Ainsi le potentiel effectif Veff dans lequel évoluent les porteurs de charge peut être
très variable au sein du nanotube et en particulier présenter des minima le long du
nanotube, qui agissent pour les états électroniques comme des pièges (voir Fig. 1.22)
qui conduisent à la localisation de l’exciton.







Figure 1.22 – Représentation du potentiel effectif Veff formant pour les états élec-
troniques des pièges |Xpiège〉. Est représenté un état |Xpiège〉R optiquement actifs,
induit par un défaut, vers lequel les excitons peuvent se désexciter.
d’augmenter la photoluminescence du nanotube. Par exemple, Sarpkaya et al. [72]
ont comparé le temps de vie des excitons dans différents nanotubes suspendus dans
l’air. Ils ont déterminé que la réduction du nombre de sites comportant du carbone
amorphe (un défaut structural) le long du nanotube - par une méthode de fabrica-
tion à basse température du nanotube [73, 74] - permet d’étendre significativement
le temps de relaxation de l’exciton, jusqu’à atteindre l’échelle de la nanoseconde.
Wang et al. [47] ont également remarqué que les défauts internes induisent des effets
de localisation sur des sites optiquement non-actifs, avec des temps de vie potentiel-
lement plus grands que pour les états brillants. Remarquons que dans des polymères
q1D étudiés antérieurement aux nanotubes de carbone, l’absence quasi-totale de
défauts a été atteinte, augmentant le temps de recombinaison d’un facteur 4 par
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rapport à un polymère q1D comportant des défauts [75]. Ces longs temps de recom-
binaison sont associés à des temps de vie de l’ordre de la nanoseconde [75].
Les différentes origines des mécanismes qui tendent à faire des défauts des sites
d’extinction de la luminescence du nanotube ne sont pas encore claires. On peut
mentionner l’exemple déjà cité dans la section 1.2.2, qu’est la diffusion assistée par
phonons de l’exciton brillant vers l’exciton noir de plus basse énergie XD [46]. Cette
diffusion entre excitons noirs et brillants n’est pas un mécanisme spontané et elle né-
cessite en particulier la présence de défauts [76] qui mélangent les états excitoniques.
Le tour de force qu’est la création contrôlée de défauts optiquement actifs a été
réalisé récemment par Piao et al. [55]. Ils ont inséré un défaut sp3 dans le réseau
sp2 du carbone en introduisant un cycle aromatique sur le nanotube de carbone.
Contrairement au cas précédents, l’amplitude du signal de photoluminescence sur ce
site du nanotube est augmentée de plus d’un ordre de grandeur. L’adsorption d’im-
puretés chargées (molécules dopantes) a également montré la possibilité de création
d’états localisés optiquement actifs, dont l’énergie est inférieure au gap du nanotube
et pour lesquels on observe une variation spectrale de la raie d’émission [77, 78, 79].
Il apparaît alors que l’émission provient d’un état dont l’énergie est inférieure à celle
de l’exciton noir XD [80] (représenté par |Xpiège〉R sur la Fig. 1.22). Ces cas particu-
liers de défauts contrôlés sont rares et s’opposent au cas des défauts non contrôlés
précédemment introduits.
Il semble donc que la réduction de dimensionnalité 1D ⇒ 0D de l’exciton sur un
défaut optiquement actif est favorable à la recombinaison radiative de l’exciton en
privilégiant le canal de désexcitation :
|XB〉 défaut→ |Xpiège〉R radiatif→ |0〉 , (1.51)
devant le canal
|XB〉 défaut→ |XD〉 non-radiatif→ |0〉 , (1.52)
où |0〉 est l’état fondamental du nanotube (vide d’excitation).
L’effet du piégeage sur un défaut optiquement actif est double. D’une part, si l’éner-
gie du piège est plus basse que l’énergie de l’exciton noir, alors l’état excitonique de
plus basse énergie est localement brillant et non plus un exciton noir (voir Fig. 1.22).
D’autre part, la localisation de l’exciton dans l’espace réel engendre un paquet
d’ondes possédant une large distribution de K, dont les composantes au centre
de zone vérifient la règle de sélection optique K = 0. Ces deux effets combinés sont
bénéfiques pour le rendement radiatif du nanotube.
Couplage à l’environnement
Nous avons vu que les défauts structuraux des nanotubes sont en partie res-
ponsables de la variabilité de leur réponse optique. On peut néanmoins espérer si-
gnificativement diminuer le nombre de défauts ou contrôler leur caractère radiatif
avec le progrès des techniques de fabrication. Cependant, la maîtrise du couplage du
nanotube avec son environnement microscopique est une tâche encore plus difficile.
Cette sous-section est consacrée à la description de ces mécanismes d’interaction
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nanotube-environnement, dont les origines sont multiples.
Nous discuterons d’abord des effets de l’environnement sur l’intensité de photolu-
minescence, puis sur la largeur de raie d’émission des excitons. Nous conclurons sur
les origines du phénomène de clignotement 5 et de diffusion spectrale 6.
Historiquement, les nanotubes ont tout d’abord été fabriqués sous forme de fa-
gots [3]. Le signal de photoluminescence de nanotubes en fagots est très faible à cause
des interactions entre nanotubes. Des échanges de charges ont lieu entre eux, et la
présence de chiralités métalliques détruit la photoluminescence du fagot. De plus, la
structure de bande des nanotubes est modifiée par la présence de leurs voisins, ce qui
entraîne une variabilité des énergies des transitions excitoniques au sein du fagot,
en plus des variations dues à la présence de différentes chiralités semiconductrices.
Le faible signal de photoluminescence est alors caractérisé par un élargissement in-
homogène important.
La séparation des nanotubes les uns des autres est apparue comme une nécessité
pour l’obtention d’un signal de photoluminescence et l’étude de leurs propriétés op-
tiques.
Pour isoler les nanotubes les uns des autres et minimiser leurs interactions avec
les espèces chimiques environnantes, les nanotubes sont isolés en micelles avec un
composé comportant une tête hydrophile et une tête hydrophobe liée au nanotube
de carbone. La Fig. 1.23(a) montre le signal pompe-sonde résolu en temps provenant
d’une part de nanotubes agrégés et d’autre part de nanotubes isolés en micelles.



























Figure 1.23 – (a) Signal pompe-sonde résolu en temps de nanotubes agrégés (carrés
pleins) et de nanotubes isolés en micelles (trait plein). D’après [81] (b) Photolumi-
nescence de nanotube suspendu dans l’air. D’après [82].
de 15 ps entre les impulsions de pompe et de sonde. Pour les nanotubes isolés en
micelles (trait plein), le même niveau de signal est atteint au bout de 85 ps. La dy-
namique de relaxation dans les nanotubes isolés en micelles apparaît sensiblement
plus lente que celle des nanotubes agrégés : d’un facteur 10 [81] à 100 [83].
5. Arrêt répétés de l’émission des excitons par intermittence
6. Déplacement énergétique de la raie excitonique
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La formation de micelles isole en partie l’exciton de l’environnement et augmente le
temps de relaxation de l’exciton. En partie seulement. En effet, malgré l’isolement
en micelle, le nanotube reste en interaction avec, par exemple, le solvant dans lequel
il est mis en solution ou encore le surfactant utilisé pour empêcher l’agrégation des
nanotubes en fagots. La dépendance significative du niveau de signal de photolumi-
nescence en fonction du type de surfactant [84] ou du pH du solvant (présence d’ion
H+) [46] en est l’exemple.
Comme nous l’avons indiqué, l’isolement du nanotube modifie également la lar-
geur de raie de son émission. La largeur typique de la raie de photoluminescence de
l’exciton aux températures cryogéniques pour un nanotube isolé en micelle et déposé
sur un substrat est de quelques meV. La Fig. 1.23(b) montre la raie de photolumi-
nescence d’un nanotube suspendu dans l’air. La largeur de cette raie est de quelques
dizaines de µeV, soit deux ordres de grandeurs plus faible que celle d’un nanotube
déposé sur un substrat. Un indice sur l’origine de ces différences peut être extrait du
temps de vie de l’exciton. Nous avons vu dans la section 1.2.1 que le temps de vie
radiatif de l’exciton est de l’ordre de la nanoseconde, ce qui correspond à une largeur
de raie de l’ordre du µeV. Ceci indique que la contribution dominante à la largeur
de raie de quelques dizaines de µeV (Fig. 1.23(b)), provient de processus déphasants
qui agissent à l’échelle de la centaine de pico-secondes. L’isolement du nanotube
dans l’air semble donc conduire à une augmentation du temps de relaxation de la
cohérence de deux à trois ordres de grandeur.
Ajoutons que les propriétés de l’exciton comme son énergie de liaison, sa taille
et sa force d’oscillateur dépendent de la constante diélectrique ǫ du milieu environ-
nant. En effet, il est prévu théoriquement que l’énergie de liaison de l’exciton varie
en ǫ−1.4 [34], ce qui a pu être observé par Chiasi et al. [85]. Leur expérience a consisté
à placer un nanotube unique suspendu dans une chambre à vide, puis d’injecter un
gaz d’éthanol. A une densité critique de gaz, l’éthanol s’adsorbe en masse sur le
nanotube et modifie l’environnement diélectrique du nanotube. Ils ont observé que
les énergies des transitions optiques varient avec la pression du gaz.
Pour conclure cette discussion sur l’interaction du nanotube avec son environ-
nement, nous souhaitons présenter les phénomènes de clignotement (blinking en
anglais) et de diffusion spectrale.
La Fig. 1.24 présente l’évolution de la photoluminescence de nanotubes uniques dé-
posés sur un substrat de silicium.
On distingue deux types de comportement de la raie d’émission du nanotube
(Fig. 1.24(a)). Le premier (type A) montre une raie Lorentzienne fine dont la largeur
est d’environ 1 meV. Le second (type B) présente une raie trois à quatre fois plus
large comportant plusieurs maxima. La forme de cette raie s’apparente à la super-
position de plusieurs Lorentziennes. On pourrait assigner ce type de raie à l’émission
d’un ensemble de quelques nanotubes agrégés. Cependant, l’évolution temporelle de
l’énergie d’émission montre que ces différents maxima proviennent du phénomène
de diffusion spectrale. En effet, on observe sur la Fig. 1.24(c) que l’énergie d’émis-
sion du nanotube de type B varie de quelques meV pour des durées de l’ordre de la
seconde. Sur l’échelle du temps d’intégration d’un spectre (Fig. 1.24(a)), ces varia-
tions conduisent à la formation d’une raie présentant plusieurs maxima. À l’opposé,
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Figure 1.24 – Photoluminescence à 40 K de deux nanotubes uniques provenant du
même échantillon qui se différencient par leur comportement expérimental : type A
et B (a) . Évolution temporelle de l’énergie de détection de la photoluminescence du
nanotube présentant le comportement de type A (b) et B (c). D’après [86]
l’énergie d’émission du nanotube de type A reste constante à l’échelle de la minute
(Fig. 1.24(b)), ce qui conduit à un spectre intégré Lorentzien.
On remarque également sur la Fig. 1.24(b) que l’intensité de la photoluminescence du
nanotube de type A reste constante dans le temps. En revanche, l’intensité d’émis-
sion du nanotube de type B varie fortement dans le temps (Fig. 1.24(c)). Elle est
significativement plus intense sur l’intervalle de temps [90 ; 110] secondes que durant
le reste de l’intervalle de temps présenté sur cette figure. Ces diminutions parfois
complètes de l’intensité du signal émis correspondent au phénomène de clignote-
ment.
L’origine la plus probable de ces effets est la présence de charges aux alentours
du nanotube qui modifient l’énergie d’émission de l’exciton par effet Stark. La pré-
sence d’une charge environnante peut également localiser l’exciton dans un piège
électrostatique et conduire à l’extinction de la luminescence. La recombinaison de
charges environnantes ou leurs fluctuations spatiales peuvent conduire à un cycle et
expliquer les variations temporelles de ces effets.
Caractère q1D ou q0D de l’exciton et diffusivité
À la suite de la discussion concernant la localisation de l’exciton sur des défauts
optiquement actifs ou des sites d’extinctions, se pose la question de la dimensionna-
lité q1D ou q0D de l’exciton dans le nanotube de carbone. Rappelons que ce point
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nous intéresse dans le cadre du couplage d’un nanotube à une antenne dont la di-
mension est inférieure à la longueur du nanotube.
Les défauts internes au nanotube et son couplage à l’environnement ont tendance
à localiser les excitons. Puisqu’il est très difficile d’obtenir un système q1D sans
aucun défaut et totalement isolé de son environnement, les exemples de délocalisa-
tion de l’exciton dans les systèmes q1D sont très rares [87]. Une étude récente de
photoluminescence de champ proche a permis d’étudier la distribution spatiale de
la photoluminescence le long du nanotube de carbone [88]. Dans cette expérience,
l’excitation locale du nanotube est effectuée par le champ proche d’une nano-pointe
métallique. Le déplacement de la pointe métallique le long du nanotube permet
d’étudier les variations spatiales de l’intensité du signal de photoluminescence.
La Fig. 1.25 montre le type de carte de photoluminescence que cette technique
permet d’obtenir sur un nanotube unique isolé en micelle. Les spectres de photolu-

Figure 1.25 – Spectres de photoluminescence (a) observés en chacun des points
repérés sur la carte de photoluminescence (b) d’un nanotube unique. D’après [88]
minescence (Fig. 1.25(a)) observés en chacun des points numérotés de 1 à 6 sur la
Fig. 1.25(b), montrent des raies d’émission dont l’intensité et la position spectrale
changent. On distingue sur la Fig. 1.25(b) l’alternance sur 400 nm entre les points
luminescents et des points sombres. Cette inhomogénéité spatiale du signal de pho-
toluminescence est le signe de la localisation de l’exciton. Les variations spectrales
d’un point luminescent à un autre sont quant à elles le signe de la sensibilité des
propriétés des excitons aux défauts internes et/ou externes qui les localisent. Selon
la nature du couplage au défaut, l’exciton se recombine de façon radiative (comme
c’est le cas au niveau des points numéroté de 1 à 6) ou sa luminescence peut être
supprimée (sites d’extinction).
D’autres exemples de localisation de l’exciton ont déjà été introduits dans ce
chapitre. En particulier dans les nanotubes comportant peu de défauts et suspendus
dans l’air, comme ceux présentés sur la Fig. 1.23(b) ou ceux étudiés par Sarpkaya et
al. [72]. L’observation de ces raies d’émission fines associées à des temps de recombi-
naison longs (de l’ordre de la nanoseconde), provient a priori de l’émission d’excitons
localisés q0D. En effet, la localisation de l’exciton sur des défauts internes optique-
ment actifs peut réduire l’occurrence de processus déphasants (qui élargissent la raie
d’émission) induit par l’exploration diffusive de plusieurs quenching sites [82]. Des
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études de photoluminescence de champ proche sur nanotubes suspendus dans l’air
pourraient apporter de précieuses informations sur la localisation de l’exciton par
des défauts internes uniquement.
Nous avons mentionné l’existence de processus diffusifs qui permettent à l’exciton
d’explorer plusieurs quenching sites avant sa recombinaison. En effet, les processus
diffusifs exciton-exciton (cf. section 1.2.5) contribuent à la mobilité de l’exciton, ce
qui le conduit à explorer de nombreux sites d’extinction [89]. La longueur de diffusion
LX de l’exciton dans un nanotube de carbone varie entre 100 nm [89, 90] et 200 nm
[91], elle dépend également de l’environnement du nanotube [84]. Ainsi la présence
d’un quenching site peut produire l’extinction de la luminescence du nanotube sur
une centaine de nm [90], et la distance entre deux quenching sites apparaît donc
importante en regard du taux d’émission du nanotube. Hertel et al. ont d’ailleurs
montré que le rendement quantique 7 (RQ) de photoluminescence du nanotube peut
être exprimé comme une fonction de la longueur de diffusion de l’exciton et de la
distance moyenne d entre sites d’extinction (qui vaut approximativement 100 nm
dans leurs échantillons) : RQ ∝ (d/LX)2 [92].
Dans la même étude, ces auteurs ont montré expérimentalement et théoriquement
que le RQ dépend de la longueur du nanotube : il vaut environ 1% pour des nano-
tubes dont la longueur varie entre 600 et 1000 nm, il diminue fortement lorsque la
longueur du nanotube de carbone est inférieure à 400 nm, et il atteint 0.2% pour des
nanotube de 100 nm de long. Ceci indique que les extrémités du nanotube agissent
également comme des sites d’extinction.
À la suite de l’ensemble de ces observations, il apparaît que le rapport de taille
entre un nanotube et une antenne plasmonique doit jouer un rôle dans le couplage
de l’exciton q0D légèrement diffusif à l’antenne. La superposition partielle d’un na-
notube et d’une antenne peut conduire à une situation où l’exciton est localisé hors
champ de l’antenne, contrairement au cas d’un exciton q1D.
Il semble également naturel de s’attendre à des effets de localisation induits par les
antennes plasmoniques en interaction avec le nanotube. Considérons la configuration
où un nanotube de ∼ 500 nm est centré sur une antenne de ∼ 200 nm de sorte à
ce que seule la section centrale du nanotube soit en interaction avec l’antenne. Une
situation intéressante serait celle où les sites de localisation induits par l’antenne
coïncident avec les zones qui permettent un couplage intense de l’exciton avec les
modes de l’antenne. La longueur de diffusion de l’exciton (100-200 nm) permettrait
aux excitons d’explorer ces zones, bien que l’extension spatiale du nanotube soit
supérieure à celle de l’antenne.
Conclusion
Un nanotube de carbone est une nanostructure originale et étudiée dans de nom-
breux cadres applicatifs. C’est pourquoi augmenter le rendement quantique RQ de
7. On rappel que le rendement quantique (diﬀérent du rendement radiatif), défini dans la partie
1.2.1, est évalué par le rapport entre le nombre de photons absorbés par le nanotube et le nombre
de photon ré-émis.
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photoluminescence et le rendement radiatif η du nanotube est un objectif impor-
tant. Nous avons vu que l’amélioration des techniques de fabrication des nanotubes
et l’isolement du nanotube en micelle, ou dans un environnement isolant, permet
d’augmenter sa luminescence. Parmi les meilleurs RQ de photoluminescence qui ont
été estimés, des valeurs telles que 8% ont été annoncées en 2007 grâce à l’utilisa-
tion du surfactant «SDBS» (Sodium dodecylbenzenesulfonate) [93] et 20% en 2009
avec le surfactant FC12 (un surfactant cationique) [94]. Pour les échantillons de na-
notubes suspendus dans l’air, des rendements radiatifs allant de 7 à 20% ont été
obtenus en 2010 [95].
Le chapitre 3 de ce manuscrit présentera une solution complémentaire pour l’amé-
lioration de l’émission du nanotube : celle de contrôler l’environnement électroma-
gnétique du nanotube, en le plaçant dans le champ proche de nano-antennes plas-
moniques.
Au cours de ces derniers paragraphes, il est apparu que la dynamique de re-
combinaison de l’exciton est complexe. Dans les prochains paragraphes, nous allons
passer en revue les types d’interactions que subit l’exciton au sein du nanotube
(interactions internes). Nous discuterons de leurs conséquences sur la stabilité des
populations d’excitons et sur le signal optique du nanotube.
1.2.4 Interaction exciton-phonon 1D
Au sein du nanotube, l’interaction qui domine la largeur de raie de l’exciton est
le couplage exciton-phonon. L’intensité de ce couplage est déterminée d’une part
par la température et d’autre part par la dimensionnalité des phonons, elle même
caractérisée par le rapport d’aspect de l’ordre de 103 du nanotube. Nous souhaitons
discuter de ces différents points au cours de cette partie, qui nous intéressent puisqu’il
est important pour nous de caractériser la forme de raie de l’exciton. En effet, nous
verrons dans le chapitre 3 que celle-ci doit être modifiée par le couplage du nanotube
aux antennes plasmoniques. D’autre part, dans le cadre de la description de nos
expériences de spectroscopie optique non-linéaire (cf. chapitre 2), nous serons amenés
à définir plus précisément le temps de cohérence de l’exciton en fonction de sa largeur
de raie. Ainsi, bien que nous ne baserons pas l’interprétation de nos résultats sur
l’intensité du couplage exciton-phonon, il est important pour nous de comprendre le
mécanisme dominant la largeur de raie de l’exciton.
La nature optique ou acoustique des phonons conditionnent les effets du couplage
exciton-phonon sur le spectre optique du nanotube. Nous ne discuterons que le cas
des phonons acoustiques. En effet ce sont ces phonons qui ont la plus grande influence
sur la réponse optique de l’exciton brillant.
Couplage entre excitons et phonons acoustiques
Nous allons présenter l’effet du couplage exciton-phonon sur la forme de la raie
d’émission de l’exciton dans le cas des nanotubes de carbone, en prenant appui sur
l’exemple plus ancien des boîtes quantiques.
Commençons par présenter la phénoménologie dans les deux cas. La Fig. 1.26(a)
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montre la dépendance en température du signal de photoluminescence d’une unique
boîte quantique InAs/GaAs [96]. Sa raie d’émission est quasi-Lorentzienne à 5 K avec
une bande latérale à basse énergie. Lorsque la température augmente (30-50 K), une
bande latérale apparaît à plus haute énergie. À partir de 70-80 K l’émission de la raie
centrale, dite à zéro-phonon (ZPL pour zero phonon line en anglais), est négligeable
devant celle des bandes latérales.





Figure 1.26 – (a) Profil expérimental (points) de la photoluminescence d’une unique
boîte quantique InAs/GaAs, pour différente température. La ligne pleine est un ajus-
tement par une Lorentzienne simulant la raie à zéro phonon. L’encart représente la
proportion de la raie à zéro phonon dans le signal de photoluminescence. D’après [96]
(b) Profil expérimental (points ouverts) de la photoluminescence d’un unique nano-
tube de carbone, pour différentes températures. La ligne rouge est un ajustement
théorique. D’après [97]
zéro phonon (ZPL) habillée de deux ailes de phonons. Ces deux ailes de phonons
ont également deux origines différentes :
• L’aile côté basse énergie par rapport à la ZPL est liée au mécanisme de création
de phonons.
• L’aile côté haute énergie par rapport à la ZPL est liée au mécanisme d’anni-
hilation de phonons.
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Dans le cas des nanotubes, Fig. 1.26(b), la ZPL n’est pas visible, même à 4 K.
La raie d’émission est très asymétrique avec une allure «triangulaire» procurée par
la raie latérale à basse énergie. À partir d’une température de 10 K, la raie latérale
à haute énergie apparaît et l’allure globale de la raie d’émission de l’exciton se sy-
métrise à mesure que la température augmente.
Discutons maintenant du comportement commun aux boîtes InAs/GaAs et aux
nanotubes de carbone : d’une part l’existence d’ailes de phonons dont l’énergie est
proche de l’énergie de la ZPL et d’autre part la symétrisation des raies avec l’aug-
mentation de la température. Puisque la phénoménologie est la même dans les deux
systèmes, nous discutons des échelles d’énergies dans le cas du nanotube de carbone.
Les mécanismes de création ou d’absorption de phonons acoustiques lors de la re-
combinaison d’un exciton mettent en jeu des énergies de l’ordre de !ωph ∼ !csπ/d,
où ωph est la pulsation du phonon, cs est la vitesse du son dans le nanotube et d est
le diamètre du nanotube. Cette énergie est d’environ quelques meV. Il en résulte que
l’énergie des photons émis lors de recombinaisons assistées par absorption/émission
de phonons, diffère de seulement quelques meV de l’énergie des photons issus de la
recombinaison de l’exciton isolé.
Pour discuter de la symétrisation des raies à mesure que la température augmente,
il nous faut remarquer que les probabilités d’annihilation et de création de phonons
lors de la recombinaison radiative de l’exciton dépendent de la température. En ef-
fet, la probabilité P d’annihilation d’un phonon est proportionnelle à la densité de
phonon nph, tandis que la probabilité P † de création d’un phonon est proportionnelle
à nph + 1. A très basse température dans le régime où nph << 1, seul le terme de
création de phonons subsiste :
P = C1nph
nph→0−→ 0, (1.53)
P † = C2(nph + 1)
nph→0−→ C2, (1.54)
où C1 et C2 contiennent les éléments de matrice du hamiltonien d’interaction exciton-
phonon. Dans ce régime, seule l’aile basse énergie associée à l’émission de phonons est
présente. Dès lors que la température est suffisante, c’est-à-dire kBT ∼ !ωph ∼ !csπ/d
(soit nph ∼ 1), les probabilités d’annihilation et de création de phonons sont voisines
et la raie excitonique se symétrise de plus en plus à mesure que la température aug-
mente.
Abordons maintenant la différence entre les deux cas de la Fig 1.26 : pour les
boîtes quantiques, la ZPL domine le spectre à basse température avec une bande laté-
rale spectralement séparée, alors que pour les nanotubes de carbone, on observe pas
de ZPL mais seulement une seule raie très asymétrique. C’est ici la dimensionnalité
des phonons qui modifie l’interaction exciton-phonon, comme montré par Galland et
al. [97]. La Fig. 1.27 présente une partie de leurs résultats. Dans le cas de phonons
3D (Fig. 1.27(b)), le profil de raie excitonique à 5 K est composée de la ZPL et d’une
faible aile de phonons à basse énergie. Dans le cas de phonons 1D (Fig. 1.27(a)),
l’aile de phonons à basse énergie ne permet pas d’observer distinctement la ZPL.
Ces deux cas correspondent aux boîtes quantiques épitaxiées et aux nanotubes. En
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Figure 1.27 – Profil théorique de l’émission d’un exciton couplé à un bain de phonon
1D (A gauche) et 3D (à droite), à une température de 5 K. D’après [97]
effet, les phonons sont tridimensionnels dans la plupart des semiconducteurs épi-
taxiés utilisés pour faire des boîtes quantiques (tant que la différence d’impédance
acoustique entre les matériaux formant la boîte quantique n’est pas trop impor-
tante). En revanche, les phonons acoustiques du nanotube sont q1D.
Pour expliquer l’influence de la dimensionnalité dim des phonons sur la forme des





où P † est la probabilité de création d’un phonon de pulsation ω lors de la recombi-
naison radiative, P0 la probabilité de recombinaison radiative n’impliquant pas de
phonon et DOS(ω) est la densité d’états des phonons. Le RB quantifie la contribu-
tion des ailes de phonons dans la raie d’émission de l’exciton. La quantité qui nous
intéresse est la dépendance du RB en fonction de la pulsation ωph des phonons, qui
est [98] :
RB ∝ ωdim−2ph . (1.56)
Cette dépendance indique que dans le cas de phonons de faible pulsation (énergie) :
• dim = 3 : RB
ωph→0−→ 0, c’est-à-dire que les ailes de phonons sont très faibles et
forment un petit piédestal par rapport à la ZPL.
• dim = 1 : RB
ωph→0−→ ∞, c’est-à-dire que les ailes de phonons dominent la ré-
ponse optique et éclipsent la ZPL.
Ceci explique la différence entre les spectres des boîtes quantiques et ceux des na-
notubes de carbone présentés dans la Fig. 1.26. La forme de la raie d’émission de
l’exciton du nanotube de carbone est principalement due aux ailes latérales de pho-
nons, même à basse température. Le spectre de photoluminescence des nanotubes
est de fait dominé par le couplage exciton-phonon.
En conclusion, le temps de cohérence (la largeur de raie) de l’exciton est dominé
par le couplage aux phonons acoustiques. C’est pourquoi les expériences de spectro-
scopie non-linéaire présentées dans le chapitre 2 de ce manuscrit, dont le signal est
issu d’une interaction cohérente à trois photons entre le rayonnement et le nanotube,
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sont réalisées à températures cryogénique.
Dans le cadre de ces expériences, nous sommes également intéressés par la dynamique
de relaxation de la population d’excitons. Nous allons voir dans les paragraphes sui-
vants que les interactions exciton-exciton contrôlent cette dynamique.
1.2.5 Interaction exciton-exciton
Les interactions coulombiennes intenses dans la structure q1D du nanotube im-
pliquent de fortes interactions entre les excitons. La description de ces interactions
nous intéresse ici puisqu’elles jouent le rôle d’un canal de recombinaison non radia-
tive pour les excitons, et participent au faible rendement radiatif du nanotube de
carbone. De plus, les interactions excitons-excitons caractérisent en partie le signal
de nos expériences de spectroscopie non-linéaire (cf. chapitre 2), où une forte densité
d’excitons est générée.
Nous discutons dans un premier temps de l’annihilation exciton-exciton puis de
la diffusion exciton-exciton.
Annihilation exciton-exciton
Pour l’interprétation des données expérimentales de nos expériences pompe-
sonde, nous devrons connaître l’évolution des populations d’excitons en fonction
de la puissance d’excitation laser. Nous présentons donc ici l’annihilation exciton-
exciton à travers la description d’une expérience de type pompe-sonde, qui permet
d’introduire le taux de relaxation des populations d’excitons. La Fig. 1.28 montre la
dépendance de l’amplitude du signal pompe-sonde de la chiralité de nanotubes (8,3)
en fonction de la puissance du laser de pompe.
Dans cette expérience, le laser de pompe excite une population d’excitons S˜11, et les
Figure 1.28 – Évolution de l’amplitude maximale du signal pompe-sonde de la
chiralité de nanotube (8,3) en fonction de la puissance du laser de pompe. L’encart
présente une partie des données (carrés ouverts) de la figure principale, tracées en
fonction de la racine carrée de la puissance de pompe. D’après [99]
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transitions excitoniques S˜11 et S˜22 sont sondées, respectivement à 953 nm et 600 nm.
Les données symbolisées par les carrés ouverts représentent l’amplitude maximale
du photoblanchiment (cf partie 2.1.5) transitoire de l’exciton S˜11. Ce photoblanchi-
ment est observable lorsque l’énergie de la sonde est égale à l’énergie de la pompe et
montre une évolution sous-linéaire avec l’intensité Ip de l’impulsion de pompe. Les
données symbolisées par les disques pleins représentent l’amplitude maximale du
photoblanchiment transitoire de l’exciton S˜22. Ce photoblanchiment est quant à lui
observable lorsque la sonde est résonante avec l’exciton S˜22 et montre une évolution
linéaire avec Ip.
Le photoblanchiment de la transition excitonique S˜22 peut être surprenant dans la
mesure où la pompe est à plus basse énergie, résonante avec la transition S˜11. Ce
phénomène provient d’effets Auger. Plus précisément de la recombinaison Auger des
excitons S˜11, qui se produit à l’échelle de la picoseconde [100, 101]. Celle-ci consiste
au transfert de toute l’énergie d’un exciton S˜11 (qui se recombine dans le proces-
sus) vers un autre exciton S˜11 qui est promu dans un état d’énergie supérieure (voir
Fig. 1.29). En l’occurrence, cet état final d’énergie supérieure peut être un exciton
S˜22. C’est ainsi que la population d’excitons S˜22 est formée suite à l’impulsion de
pompe pourtant résonante avec la transition S˜11.
Pour décrire les variations de l’amplitude de l’effet de photoblanchiment en fonction
de Ip, on introduit l’équation d’évolution du nombre N1 d’excitons S˜11 [99] :
dN1
dt
= G− γlN1 − γAN21 , (1.57)
où G est le taux de génération induit par la pompe, γl le taux de relaxation linéaire
(comprenant les processus radiatifs et non radiatifs) et γA le taux d’annihilation de
l’exciton par effet Auger.






Ainsi l’amplitude maximale du photoblanchiment de la transition S˜11, proportion-
nelle à N1, varie sous-linéairement avec la puissance de pompe. Puisque le niveau
excitonique S˜22 est peuplé par la diffusion inélastique Auger d’excitons S˜11, le nombre
N2 d’excitons S˜22 est proportionnel à γAN21 . Ceci implique, d’après (1.58), que N2 est
proportionnel à Ip. Ce dernier point explique la dépendance linéaire de l’amplitude
maximale du photoblanchiment de la transition excitonique S˜22 (disque pleins) sur
la Fig. 1.28.




, où EbX est l’énergie de liaison de l’exciton et Eg est l’énergie du gap. Les
effets Auger sont ainsi efficaces dans le nanotube de carbone, même à faible densité
excitonique. Au point de favoriser un régime d’émission de photons un par un [102],
sous faible excitation, dans la mesure où la plupart des quelques excitons excités
sont rapidement relaxés par effet Auger. Ces derniers sont en ce sens un avantage
pour faire du nanotube de carbone une source de photons uniques.
L’annihilation exciton-exciton est responsable par ailleurs des comportements exci-
toniques sous haute excitation, comme par exemple l’effet de saturation du signal
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optique du nanotube [86]. Nous n’employons pas « saturation » au sens de la satura-
tion d’un système fermionique à deux niveaux induite par la dégénérescence de spin.
Nous employons « saturation » pour qualifier le régime où la dépendance du nombre
d’excitons (bosons composites) devient sous linéaire avec la puissance d’excitation.
L’entrée dans ce régime est observable dans les expériences de photoluminescence
par exemple, lorsque l’intensité de photoluminescence évolue sous linéairement avec
la puissance des lasers d’excitation. Il apparaît que la densité critique d’excitons
atteinte lors de la saturation est limitée par l’efficacité des effets Auger et n’atteint
pas la densité menant à la formation d’un plasma d’électrons et de trous (densité de
Mott), contrairement au cas des semiconducteurs massifs [103]. Cette forte efficacité
des effets Auger ouvre la question de la stabilité du biexciton - un état lié à deux
excitons - dans le nanotube de carbone.
Diffusion exciton-exciton
L’interaction entre deux excitons peut par ailleurs conduire à une diffusion intra-
sous-bande (voir Fig. 1.29). Cette diffusion intra-sous-bande entre excitons est un
processus déphasant réduisant le temps de relaxation de la cohérence excitonique.
Ces processus ne conduisent pas à la relaxation de la population excitonique, seule-
ment à une redistribution des excitons dans l’espace des K.






Figure 1.29 – interactions exciton-exciton
sement des raies excitoniques [104]. La largeur de raie d’émission de l’exciton reste
cependant dominée par le couplage exciton-phonon.
Conclusion
Le cas du nanotube de carbone est particulier en ce qui concerne la coexistence
des deux processus d’annihilation et de diffusion entre excitons. Cette nanostructure
se place dans une configuration hybride entre les systèmes organiques et inorganiques
[5]. En effet la relaxation de population excitonique par annihilation exciton-exciton
est observée dans les systèmes organiques, tandis que l’élargissement des raies ex-
citoniques par diffusions exciton-exciton est couramment observé dans les systèmes
inorganiques.
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Pour conclure, les interactions exciton-exciton apparaissent comme un canal efficace
de recombinaison non-radiative. D’une part, à travers la redistribution des excitons
dans l’espace des K (interaction diffusive), ce qui ne permet pas de respecter la règle
de sélection optique K = 0. D’autre part, par la relaxation de la population (effet
Auger).
L’efficacité des effets Auger dans les nanotubes de carbone, ont levé la question
de la stabilité de complexes excitoniques. Le trion (un exciton chargé) et le biex-
citon (deux excitons liés), des complexes excitoniques bien connus dans les boîtes
quantiques, sont-ils observables dans le nanotube de carbone ? Cette question sera
le sujet de la partie suivante et finale de ce chapitre introductif.
1.3 De la stabilité des complexes excitoniques
La question de la stabilité du biexciton dans le nanotube de carbone à été soulevée
en discutant de la présence d’effets Auger efficaces à 1D. De plus, le caractère 1D,
en soit, du biexciton, semble limiter sa capacité à se recombiner en émettant un
photon et met en doute la possibilité de son observation par voie de luminescence
[105]. Les expériences de spectroscopie optique non-linéaire, basées sur des mesures
d’absorption, que nous présenterons dans le chapitre 2, ont permis de mettre en
évidence l’existence du biexciton dans le nanotube de carbone.
C’est pourquoi nous souhaitons dans cette partie introduire la problématique des
complexes excitoniques dans le nanotube de carbone et de discuter des particularités
fondamentales des processus de formation du biexciton et du trion. Après avoir
introduit ces deux complexes excitoniques dans le cadre des boîtes quantiques, pour
lesquelles une importante littérature existe, nous concentrerons le discours sur la
stabilité de ces états dans les nanostructures q1D. Certaines notions nécessaires
à l’interprétation de nos expériences seront introduites, principalement en ce qui
concerne le trion, qui a été détecté dans le nanotube de carbone en 2011. Nous
serons bref sur l’introduction du biexciton dans le nanotube de carbone puisque la
littérature sur le sujet était uniquement théorique avant notre rapport.
1.3.1 Généralités.
Dans les nanostructures semiconductrices, l’interaction coulombienne de l’exci-
ton avec les autres entités électroniques (exciton et porteurs de charge) peut conduire
à la formation d’états liés, qualifiés de complexes excitoniques. Le complexe à trois
corps formé d’un exciton et d’un porteur de charge est nommé trion. Ce complexe
est également qualifié d’exciton chargé, positivement ou négativement selon la na-
ture de la charge supplémentaire (électron ou trou) liée à l’exciton.
Avant de présenter les particularités de ces complexes dans le nanotube de carbone,
nous introduisons ici les propriétés du trion et du biexciton dans le cadre des boîtes
et puits quantiques.
Commençons par le cas du trion. La Fig. 1.30 montre les spectres de luminescence
de quatre échantillons (repérés par Sample i avec i=1, 2, 3 et 4 sur la Fig. 1.30(a)),
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a priori identiques, formés chacun de quatre puits quantiques GaAs/Al0.66Ga0.33As.
Pour chaque échantillon, on observe quatre doublets de raies, chacun provenant


Figure 1.30 – (a) Photoluminescence de quatre échantillons de quatre puits quan-
tiques GaAs/Al0.66Ga0.33As. (b) Etude en température du signal de photolumines-
cence de l’échantillon numéro 2. D’après [106].
des quatre puits quantiques. Concentrons nous sur le doublet le moins énergétique,
observé à l’énergie 1.517-1.519 eV pour les quatre échantillons sur la Fig. 1.30(a). La
raie à haute énergie de chaque doublet est associée à la recombinaison de l’exciton
X, tandis que la raie basse énergie, d’amplitude 5 à 10 fois moins grande, est associée
à la raie du trion X+ chargé positivement, c’est-à-dire l’état lié exciton-trou, généré
optiquement. Comme nous venons de le remarquer, l’amplitude relative des raies X
et X+ varie d’un échantillon à un autre : pour l’échantillon 1 la raie à haute énergie
est environ 5 fois plus grande que la raie à basse énergie, et cette disproportion-
nalité atteint un facteur ∼ 10 pour l’échantillon 3. Ces variations proviennent des
différences de population de trous avec laquelle interagissent les excitons de chaque
puits [106]. En effet, le nombre de trous provenant des impuretés de la barrière
Al0.66Ga0.33As varie d’un échantillon à un autre, d’un puits à l’autre. Il en résulte
que le nombre de trions formés varie d’un puits à l’autre. Cette dépendance du taux
de génération du trion en fonction du nombre de porteurs libres (ici le trou) est
d’une façon générale caractéristique de ce complexe excitonique.
Dans les puits quantiques, l’énergie de liaison du trion est de 5 à 10 fois infé-
rieure à l’énergie de liaison de l’exciton. Elle peut être déterminée par une étude
de l’intensité de photoluminescence en fonction de la température. La Fig. 1.30(b)
montre la dépendance en température du signal de photoluminescence de l’échan-
tillon numéro 2 de puits GaAs/Al0.66Ga0.33As. On y observe les quatre doublets pour
quatre températures : 2, 5, 10 et 15 K. Pour les quatre doublets, l’amplitude de la
raie X+ diminue en augmentant la température à tel point qu’elle n’est presque plus
observable à 15 K, tandis que la raie X ne varie quasiment pas sur cet intervalle de
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température. Cette différence s’explique par l’ionisation du trion à la température
de 15 K. En effet, l’énergie de liaison du trou, ici de l’ordre de 1 meV, est comparable
à l’énergie thermique à une température de 12 K, si bien que la population de trions
est fortement réduite.
Nous verrons que dans le nanotube de carbone, la diminution de l’intensité du signal
du trion à mesure que la température augmente est également observée (cf. section
2.3.4), cependant l’origine physique en sera différente.
Nous souhaitons enfin remarquer que dans les puits ou les boîtes quantiques, l’éner-
gie de liaison du trion chargé négativement X− (mise en évidence dans des puits
CdTe/Cd1−xZnx par dopage chimique [107]) est systématiquement supérieure à
l’énergie de liaison du trion chargé positivement X+. Cela provient de la différence
de masse effective entre l’électron et le trou dans ces systèmes, ce qui ne sera pas le
cas dans les nanotubes de carbone [108].
Le second complexe excitonique observé dans les nanostructures semi-conductrices
est le biexciton. La découverte du biexciton dans les nanostructures à basse dimen-
sion est intimement liée à la découverte du trion dans ces mêmes systèmes. L’assi-
gnation au biexciton d’un signal de photoluminescence provenant en réalité du trion
semble même avoir été rapportée [106].
Nous présentons le signal de photoluminescence du biexciton dans des puits quan-
tiques GaAs sur la Fig. 1.31. La raie de photoluminescence de l’exciton, identifiée
par «EX », est observée à 1.531 eV. La raie du biexciton, identifiée par «BIEX », est
observée à une énergie que l’on repère par rapport à celle de l’exciton, soit 1.25 meV
à plus basse énergie. L’énergie de liaison EbXX du biexciton dans ce système est
donc EbXX = 1.25 meV.






























Figure 1.31 – Spectres de photoluminescence de puits quantiques GaAs pour trois
puissances différentes (I0 = 1 W.cm−2). D’après [109].
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pour les trois puissances I0 = 1 W.cm−2, 0.05I0 et 0.25I0, on remarque que l’ampli-
tude de la raie du biexciton est supérieure à celle de l’exciton pour des puissances
supérieure à 0.25I0. Cela indique que le biexciton joue un rôle important dans la ré-
ponse optique de ce système dans le régime des hautes excitations. C’est également
le cas dans le système q1D qu’est le nanofil GaAs/AlGaAs [110].
Remarquons que le biexciton est neutre par essence puisque les électrons et les trous
composant le biexciton sont en nombre égaux.
1.3.2 Complexes excitoniques dans les nanostructures semi-
conductrices 1D
Nous souhaitons dans la suite de cette partie nous concentrer sur la stabilité, et
les propriétés optiques principales de ces complexes dans les nanostructures q1D,
puis en particulier dans le nanotube de carbone.
Le trion
Le trion a été prévu théoriquement comme stable dans les systèmes à basse di-
mension, dès les années 1990, dans les puits quantiques 2D [111], puis étudié plus
en détails au cours des dernières décennies [106, 112, 113, 114].
Dans les systèmes q1D, les premières prévisions théoriques concernant le trion ont
été faites à partir des années 2000, dans les nanofils [115, 116, 117]. Ce n’est que très
récemment que les premières prévisions sur le trion dans le nanotube ont vu le jour.
Ce complexe excitonique a été prévu comme stable dans les nanotubes en 2009 [118].
L’énergie de liaison du trion à été calculée comme supérieure à l’énergie thermique
kbT ∼ 26 meV à température ambiante [119], indiquant que le trion est stable et
observable à température ambiante, contrairement à l’exemple précédemment décrit
dans les puits quantiques GaAs/Al0.66Ga0.33As.
La première observation expérimentale du trion dans les nanotubes de carbone
a été réalisée par Matsunaga et al. [11] dans des nanotubes dopés p par voie chi-
mique. Une partie de leurs résultats sont présentés sur la Fig. 1.32. On y observe
la luminescence de l’exciton de différentes chiralités (6,5), (7,5) et (7,6) non dopée.
La luminescence de ces même classes, dopées p par du F4TCNQ, y est superposé.
Deux raies supplémentaires, repérées par des flèches, apparaissent sur le spectre de
l’échantillon dopés. Ces raies sont associées à l’émission du trion des chiralités (7,5)
(flèche pleine) et (7,6) (flèche ouverte). L’énergie ∆ séparant la raie de l’exciton de
celle du trion est d’environ 130 meV, soit deux ordres de grandeurs supérieur au cas
des puits quantiques discutés précédemment. Cette différence provient du caractère
q1D du nanotube.
Matsunaga et al. ont pu montrer que la distance en énergie ∆ dépend de la
chiralité du nanotube, avec une décroissance donnée par A/d + B/d2 (courbe pleine
sur la Fig. 1.33), où A ∼ 60 meV.nm, B ∼ 70 meV.nm2 et d est le diamètre du
nanotube (en nm). Le terme en A/d correspond au terme coulombien direct associé
à l’énergie de liaison du trion. Le terme B/d2 provient du terme d’échange dont
l’amplitude est très grande dans le système 1D qu’est le nanotube.
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Figure 1.32 – Signal de photoluminescence de nanotubes appartenant majoritai-
rement aux classes (7,5), (7,6) et (6,5). Les deux nouveaux pics des classes (7,5) et
(7,6) dopées repérées par les flèches respectivement ouverte et pleine, sont associés
au trion. Nous avons ajouté la représentation de l’énergie ∆ séparant la raie de
l’exciton de celle du trion. D’après [11].
On remarque également sur la Fig. 1.33, le regroupement par famille 2n + m lié à
la déformation trigonale, à l’instar de la singularité S11 du nanotube (voir partie
1.1.4).
Figure 1.33 – Dépendance de la séparation d’énergie entre la raie de l’exciton et celle
du trion en fonction du diamètre du diamètre du tube. La courbe solide représente
un ajustement avec une loi en A/d + B/d2. L’encart représente la participation de
l’énergie de liaison (A/d) et du terme d’échange (B/d2) à la séparation énergétique
∆ entre l’exciton brillant et le trion. D’après [11].
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Une seconde étude a été publiée très rapidement après par Santos et al. [12], qui
ont rapporté l’observation du trion par génération toute optique. La Fig. 1.34 pré-
sente le spectre de photoluminescence de différents nanotubes uniques étudiés sous
faible et forte puissance d’excitation. Sous forte puissance d’excitation, l’apparition
Figure 1.34 – Signal de photoluminescence de nanotubes uniques. (a)-(c) : Sous
faible intensité d’excitation, on observe la raie excitonique ainsi qu’à plus basse
énergie (∼ 130 meV) la raie satellite de désexcitation assistée par phonon de l’exciton
noir XK . (d)-(f) : Sous haute intensité d’excitation, un nouveau pic apparaît, associé
au trion. D’après [12].
d’une nouvelle raie de photoluminescence plus basse en énergie de 150 meV par rap-
port à la raie excitonique est attribuée au trion. Il peut apparaître surprenant qu’une
augmentation de la puissance conduise à la formation du trion dans un nanotube
neutre. On pourrait plutôt s’attendre à l’observation du biexciton, comme c’est le
cas dans les puits quantiques GaAs (cf. partie 1.3.1). Il semble qu’une génération
optique de porteur de charge libre se produise.
La génération de porteur libre précurseur du trion est due aux effets Auger effi-
caces dans le nanotube. En effet, en étudiant le taux de génération de l’exciton et du
trion, Santos et al. ont pu déterminer que la raie du trion apparaît seulement lorsque
le taux de génération de l’exciton est suffisant pour que plusieurs excitons peuplent
le nanotube. Plus précisément, qu’une population de porteurs libres (précurseur de
la formation du trion) apparaisse suite à la recombinaison effet Auger d’excitons. La
formation du trion requiert alors la localisation d’un porteur libre, afin d’éviter qu’il
ne se recombine avec un porteur de charge opposée. Remarquons que la localisation
du trion à été confirmée par la suite par d’autres observations [120, 121].
Cette interprétation est appuyée par des mesures sur la dynamique de formation du
trion par une expérience de spectroscopie résolue en temps, dont le résultat est pré-
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senté dans la Fig. 1.35. Il s’agit de transmission différentielle, résolue spectralement
Figure 1.35 – Signal non linéaire d’absorption induite d’un nanotube de la classe
(6,5) : (a) en fonction de l’énergie de détection à différents retards entre l’impulsion
de pompe et l’impulsion de sonde ; (b) en fonction du retard entre l’impulsion de
pompe et l’impulsion de sonde. L’encart montre un zoom aux retards très cours.
D’après [12].
et temporellement, qui montre un signal de photo-absorption (∆T < 0) associée à la
photo-excitation du trion. L’amplitude maximale est observée une dizaine de picose-
condes après la génération de la population d’excitons par l’impulsion de pompe. Ce
retard est supérieur à l’échelle de temps typique de relaxation des excitons par effets
Auger, c’est-à-dire une picoseconde (voir partie 1.2.5). Santos et al. interprètent ce
retard de dix picosecondes comme le temps nécessaire à la localisation des porteurs
libres sur des pièges électrostatiques (induits par les défauts internes au nanotube
ou dus à son environnement).
La décroissance du signal en fonction de retard, représentée sur la Fig. 1.35(b), reflète
la relaxation de la population de porteur libre après leur génération par l’impulsion
de pompe et ne permet pas de déterminer le temps de vie du trion. Celui-ci à été
estimé d’autre part à environs quelques ps [122].
La transition de l’exciton vers le trion n’est donc pas intrinsèque dans la mesure
où elle nécessite une étape intermédiaire qui met en jeu deux processus que sont
l’ionisation de l’exciton et la localisation des porteurs de charges (voir Fig. 1.36).
La dynamique de formation du trion étant limitée par la dynamique de localisation
plutôt que par l’annihilation exciton-exciton.
Le biexciton
Dans les systèmes quasi-unidimensionnels, le biexciton a d’abord été prédit comme
stable [123, 124, 125], puis observé dans des nanofils GaAs/AlGaAs [126] et In-
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Figure 1.36 – Processus extrinsèque de formation du trion |X∗〉.
GaAs/GaAs [127], avec une énergie de liaison d’environ quelques meV. Le biexciton
joue un rôle important dans la réponse optique de ces systèmes particulièrement dans
le régime de forte excitation optique. En particulier juste avant d’atteindre la den-
sité excitonique critique menant à la formation d’un plasma d’électrons et de trous
(transition de Mott) [110]. Le biexciton a également été observé par la suite dans
d’autre systèmes quasi-unidimensionnels, comme des chaînes de polymères [128].
Avec l’expérience acquise dans les système q1D, la stabilité du biexciton dans le
nanotube a été prédite avec une énergie de liaison d’environ 100 meV, soit dix fois
plus grande que dans les nanofils GaAs/AlGaAs [129, 7, 8].
Cependant, aucune expérience de spectroscopie par micro-photoluminescence op-
tique n’a mis en évidence une raie biexcitonique, même sur nanotube unique [86].
La grande efficacité des effets Auger au sein du nanotube semble a priori être la cause
principale de l’absence de luminescence du biexciton. D’une part, on peut émettre
l’hypothèse que le taux de recombinaison Auger du biexciton est très grand devant
son taux de recombinaison radiative. D’autre part, il est possible que la probabilité
que deux excitons forment un état lié soit très inférieure à la probabilité d’annihila-
tion exciton-exciton par effet Auger. Ainsi, dans le cas d’une excitation optique du
nanotube non résonante avec le biexciton, le réduction de la population d’exciton
par effets Auger diminuerait drastiquement le taux de formation du biexciton.
Tant d’un point de vue fondamental qu’applicatif, la découverte expérimentale du
biexciton dans le nanotube de carbone est un objectif important. Nous présenterons
dans le chapitre 2 de ce manuscrit, sa première mise en évidence. Avant nos travaux
[13], un seul papier mentionnait un signal optique pouvant être interprété comme
la réponse du biexciton [130]. Cependant, dans cet article, aucune preuve concrète
de l’origine biexcitonique de ce signal de spectroscopie pompe-sonde n’avait été
présenté. Après nos travaux une autre étude par spectroscopie pompe-sonde [121],
résolue en temps en revanche, a confirmé l’observation du biexciton.
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Ce chapitre présente nos résultats originaux sur l’étude du biexciton dans les
nanotubes de carbone par spectroscopie optique non-linéaire.
Pour cela nous allons dans un premier temps rappeler le principe de ce type de spec-
troscopie, quels bénéfices il est possible d’en tirer par rapport à une expérience de
spectroscopie linéaire, et quelle signature expérimentale du biexciton est attendue.
Ensuite nous décrirons le dispositif expérimental mis en place pour réaliser ces me-
sures, avant de présenter l’ensemble des observations expérimentales concernant l’ex-
citon, le trion et le biexciton.
Enfin, nous détaillerons la modélisation du signal non-linéaire en terme de la sus-
ceptibilité du troisième ordre χ(3), ainsi que l’interprétation des quantités physiques
extraites de l’ajustement du signal expérimental. En particulier, à partir de la des-
cription quantitative du processus de Fano dans lequel est impliqué le biexciton,
nous estimerons le taux de recombinaison collisionnelle et le rendement radiatif du
biexciton.
2.1 Principe de la spectroscopie optique non-linéaire
Nos observations expérimentales du biexciton dans les nanotubes de carbone sont
basées sur des mesures de spectroscopie pompe-sonde résolue spectralement. Cette
technique non-linéaire permet de réaliser des mesures d’ensemble tout en résolvant
le spectre d’une unique chiralité de nanotubes, et permet d’outrepasser le faible
rendement radiatif de ces émetteurs par des mesures d’absorption.
L’interaction non-linéaire conduisant à la saturation de l’absorption des états ex-
citoniques du nanotube et à l’observation d’une résonance biexcitonique, met en jeux
des processus du troisième ordre en champ électrique. Il est possible de décrire ces
processus par la susceptibilité du troisième ordre χ(3). Pour introduire ce formalisme
et faire apparaître les quantités physiques caractéristiques de l’interaction entre le
rayonnement et la matière, nous présenterons dans un premier temps l’exemple de
l’interaction au premier ordre (à un seul champ électrique) dans un système à deux
niveaux. Nous obtiendrons ainsi la susceptibilité linéaire de ce système simple, dans
le formalisme de la matrice densité.
Dans un second temps, toujours à travers l’exemple du système à deux niveaux,
nous discuterons du régime non-linéaire en décrivant le phénomène de saturation
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d’absorption. Il sera ensuite nécessaire de distinguer le cas des excitons au sein des
nanotubes de carbone, pour lesquels les origines des non-linéarités sont différentes de
celles d’un système à deux niveaux. C’est lors de l’analyse plus poussée des signaux
expérimentaux et en s’appuyant sur les bases introduites par la susceptibilité au
premier ordre, que nous utiliserons la susceptibilité non-linéaire d’ordre 3, adéquate
pour la simulation de nos résultats.
Enfin, nous montrerons comment une expérience pompe-sonde peut permettre d’ob-
server le biexciton à travers le phénomène d’absorption induite.
2.1.1 Optique quantique et réponse linéaire
Susceptibilité du premier ordre
Pour décrire l’interaction rayonnement-matière, nous nous intéressons à la ma-
trice densité ρ d’un système à deux niveaux. L’évolution de cette matrice densité est






[H, ρ] . (2.1)
Le hamiltonien H apparaissant dans (2.1) comprend le hamiltonien du système isolé
H0 et le terme d’interaction électromagnétique Hint. Il s’écrit (dans l’approximation
des grandes longueurs d’ondes)
H = H0 + Hint =
∑
n
!ωn |n〉 〈n| + µˆ · E , (2.2)
où µ = er et n = 1, 2 avec |1〉 (état fondamental) et |2〉 (état excité) les états propres
du hamiltonien du système isolé.
Pour rendre compte de processus microscopiques de relaxation, il nous faut ajouter






, dont nous verrons ap-
paraître le rôle bientôt.
On fait un développement perturbatif de la matrice densité, avec pour paramètre
de perturbation l’amplitude du champ électromagnétique :
ρ = ρ(0) + ρ(1) + ... + ρ(N ) + ... (2.3)
Ce développement regroupe les termes contenant le champ électrique à la puissance
N . Nous restreignons la suite du développement à l’exemple du cas au premier ordre
N = 1.
Le champ électrique peut être décomposé dans l’espace de Fourier sous la forme
E(r) =
∑
i Ei(r)e−iωit, tout comme la matrice densité du premier ordre ρ(1). Cette
décomposition en modes de Fourier permet d’écrire ∂tρ(1)(ωj) = −iωjρ(1)(ωj). En
prenant la valeur moyenne sur les deux états 〈n| et |n′〉, avec n = 1, 2 et n′ = 1, 2,
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on peut écrire les éléments de matrice :
























ωj − ωnn′ + iΓnn′ Eie
−iωit , (2.6)
où ρ(1)nn′ = 〈n|ρ(1)|n′〉, (ri)nn′ est l’élément de matrice de l’opérateur position pris entre
les états 〈n| et |n′〉, ωnn′ = ωn − ωn′ est la pulsation correspondant à la transition






est la différence de population entre








|n′〉 a été réécrit −Γnn′ρ(1)nn′ . Selon les valeurs relatives de n





avec T1 : temps de relaxation de population si n = n′ = 2,
1
T2
avec T2 : temps de relaxation de la cohérence, si n 4= n′ .
(2.7)
Le temps de relaxation de population (ou de recombinaison de l’excitation) T1 cor-
respond au temps caractéristique de décroissance de la population ρ22. Dans la limite
radiative, où le couplage du système avec l’environnement est seulement donné par
l’interaction dipolaire, le temps T1 est entièrement déterminé par le taux d’émission
spontanée.
Le temps de relaxation de la cohérence (ou temps de cohérence) T2 caractérise quant
à lui le temps de déclin de la polarisation du système. Autrement dit, sous excita-
tion impulsionnelle, la polarisation du système est en phase avec le champ excitateur
durant le temps T2. Dans la limite radiative, l’interaction est alors cohérente (pas
d’absorption) et la relation entre ce temps T2 et le temps caractéristique T1 est
T2 = 2T1.
Hors de la limite radiative, la cohérence est détruite par des processus déphasants
(par exemple collisionnels), en général dans un temps inférieur d’un ordre de gran-
deur par rapport au temps de relaxation T1. Cette nouvelle contribution qui accélère
la relaxation de l’état est caractérisée par un temps de déphasage pur noté T ∗2 . Ces










Le lien entre T2 et ρnn′ , pour n 4= n′, peut également être compris en regardant
la valeur moyenne de l’opérateur dipolaire µ = er :









= ρ12µ21 + ρ21µ12.
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On comprend ainsi que le hamiltonien d’interaction dipolaire agit uniquement sur
les états dont les éléments de matrice ρnn′ (n 4= n′) sont non nul. Pour ces états, une
polarisation globale est présente et de la radiation peut être émise sur une échelle
de temps T2.
Venons-en à l’expression du tenseur de susceptibilité, qui s’exprime à partir de
la valeur moyenne de la polarisation macroscopique P = ǫ0χE = Nµ où N est
le nombre de système à deux niveaux par unité de volume. Ainsi la susceptibilité














La trace apparaît à travers la condition de sommation sur les deux types de processus
possibles que sont l’absorption et l’émission. Dans le second cas, la pulsation ωn′n =
−ωnn′ apparaît et introduit une différence de signe. On obtient finalement avec














ω − ω21 + iΓ21 −
(rj)12(ri)21





où le terme∆ n′−n(ρ0) est égal à ρ
(0)
11 ≡ ρ(0)1 dans l’hypothèse où seul l’état fonda-
mental est peuplé à l’équilibre thermique à température ambiante.





Dans un système à plusieurs niveaux, la force d’oscillateur associée à une transition
caractérise la force (le poids) de la transition relativement aux autres transitions
possibles au sein du système matériel total.
Les quantités physiques importantes introduites à travers ce développement, qui
vont caractériser l’allure des spectres expérimentaux et seront des paramètres im-
portant dans la simulation des résultats, sont les temps de relaxations T1 et T2, les
énergies des résonances, et les forces d’oscillateurs dans une moindre mesure puisque
notre expérience ne permet pas d’effectuer leur mesure de façon absolue.
2.1.2 Du domaine temporel au domaine spectral : l’absorp-
tion
Introduire la quantité qu’est l’absorption permet de faire la transition du do-
maine temporel, où les temps T1 et T2 ont été introduits, au domaine spectral où la
notion de largeur de raie d’absorption apparaît.
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Comme nous allons le voir, l’absorption s’exprime à partir de χ. Soit un champ
électrique E et un champ magnétique H dont on considère la propagation suivant
un axe (Ox) dans un milieu dissipatif :




(nk0 ∧E(x, t)), (2.14)
où n = n′ + in′′ est l’indice complexe du milieu. Le coefficient d’absorption α(ω)
du matériau est définie par les variations de la norme du vecteur de Poynting R =




Pour lier le coefficient d’absorption à la susceptibilité, on peut remarquer que n2 =
1 + χ, soit Im[1 + χ] = 2n′n′′. Il en résulte que
α(ω) = k0Im [χ(ω)] =
ω
c
Im [χ(ω)] . (2.16)
À partir de l’expression (2.11) de la susceptibilité χ(1)(ω), on peut prévoir le
profil d’une raie d’absorption dans le régime linéaire associé à un système à deux
niveaux. χ(1)(ω) est composée de la somme de termes 1
ω−ω12+iΓ12 . En prenant la
partie imaginaire de χ(1)(ω), on s’attend à observer à travers l’absorption linéaire,
la somme de Lorentziennes centrées sur la pulsation propre ω12 et de demi-largeur
à mi-hauteurΓ 12, puisque :
Im(
1
ω − ω12 + iΓ12 ) =
Γ
(ω − ω12)2 + Γ212
. (2.17)
Il est remarquable que la largeurΓ 22, dite longitudinale, ait disparu et que seule
la largeurΓ 12, dite transverse, subsiste. Le rôle de T2 prend alors une importance
particulière, il définit la largeur à mi-hauteur de la raie Lorentzienne correspondant
à la transition |1〉 → |2〉 :




Cette largeurΓ h est appelée la largeur « homogène » de la transition.
2.1.3 Saturation d’absorption d’un système à deux niveaux
Nous allons maintenant présenter le principe de la spectroscopie de saturation
d’absorption. Nous continuons avec l’exemple du système à deux niveaux pour pré-
senter les bases de la saturation d’absorption. Nous adapterons ensuite le discours
au cas de l’exciton dans les nanotubes de carbone qui est un boson composite.
Considérons un ensemble de systèmes à deux niveaux dont la distribution de
pulsation propre suit une loi gaussienne de largeur σ. Comme le montre la Fig.2.1,
chacun de ces systèmes à deux niveaux présente un profil d’absorption Lorentzien
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de largeurΓ h, et le profil d’absorption de l’ensemble est la superposition de chaque
Lorentzienne. Si σ>> Γh, le profil résultant de cette mesure d’ensemble a une






Figure 2.1 – Absorption linéaire d’un ensemble de systèmes à deux niveaux pré-
sentant un élargissement inhomogèneΓ inh. Des Lorentziennes de largeurΓ h ont été
ajoutées pour illustrer la réponse homogène de deux systèmes à deux niveaux parti-
culiers.
Nous allons voir que la technique de saturation d’absorption permet de s’affran-
chir de l’élargissement inhomogène, et d’obtenir la réponse homogène d’un sous-
ensemble de systèmes à deux niveaux. Pour cela, il faut saturer l’absorption d’une
famille de nanotubes grâce à un laser dit de pompe, de forte intensité et de faible
largeur spectraleΓ laser devantΓ h :
Γlaser << Γh (2.19)
Saturation par une pompe intense
L’absorption saturée du laser de pompe peut être déterminée à partir de la sus-
ceptibilité, c’est-à-dire en sommant tous les ordres χ(n). Pour décrire notre mesure,
il suffit de déterminer le terme au premier ordre en Ip du développement limité de
l’absorption saturée. Ce terme, qui correspond à la susceptibilité du troisième ordre
χ(3), reste complexe à déterminer dans un cas général.
Dans un système à deux niveaux, la résolution des équations de Bloch optique, qui
déterminent l’évolution des populations, permet d’obtenir directement l’absorption





(ωp − ω12)2 + Γ212(1 + IpIsat )
, (2.20)
où α0 est le coefficient d’absorption du système hors saturation,Γ 12 est la largeur
de la transition résonante hors saturation, Ip est l’intensité du laser de pompe et Isat
est l’intensité dite de saturation. L’amplitude du pic d’absorption lorsque l’énergie
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du laser !ωp est en résonance avec l’énergie de la transition !ω12, dans les conditions








est proportionnel à la quantité 1
!2
|〈2| er · Ep |1〉|2 où |1〉 est l’état
fondamental du système à deux niveaux et |2〉 est son état excité, tandis que Ep est
l’amplitude du champ électrique du laser de pompe.
Dans le régime de faible excitation Ip
Isat
<< 1, le développement limité de (2.20)
au premier ordre en Ip donne :
α ∼ α0 Γ
2
12





(ωp − ω12)2 + Γ212
]
(2.22)
À mesure que Ip augmente, le coefficient d’absorption du laser de pompe diminue
(signe négatif dans (2.22)) par rapport au régime non saturé. Cette saturation peut
également être induite sur un laser supplémentaire, que nous qualifierons de sonde.
Sous l’effet de la pompe intense, l’absorption du laser de sonde est alors sensiblement
diminuée si et seulement si son énergie est résonante avec la transition saturée.
L’effet hole-burning
Examinons maintenant le cas d’un ensemble de systèmes à deux niveaux en
présence d’une pompe qui en sature un sous-ensemble de manière sélective spec-




Figure 2.2 – Illustration de l’absorption d’un ensemble de systèmes à deux niveaux
dont l’absorption d’un sous-ensemble (représentée par la lorentzienne hachurée de
largeur arbitraire) est saturée par un laser de pompe intense. Dans le spectre d’ab-
sorption d’ensemble, on observe un trou centré sur l’énergie du laser de pompe.
proches de l’énergie de la pompe, sur une largeur spectrale caractéristiqueΓ h. Un




L’effet de cette saturation par un laser de pompe sur l’absorption d’un laser de
sonde, peut être obtenu en déterminant la matrice densité au premier ordre en champ
de sonde mais à tous les ordres en champ de pompe [132]. Bloembergen et Shen
[132] ont ainsi déterminé l’absorption αhb(ωs) en configuration hole-burning. Il est
instructif de comprendre quelles sont les modifications induites par la saturation sur
le signal mesuré, et de comparer les grandeurs liées à cette mesure avec les grandeurs
physiques définies dans le cas linéaire qui a été présenté dans la partie 2.1.1. En
particulier, une des grandeurs caractéristiques dans αhb(ωs), est le paramètre qui










Les variations de cet élargissement avec Ip proviennent du changement de régime
de saturation du sous-ensemble de système à deux niveaux pompés. Les systèmes à
deux niveaux en résonance avec la pompe quittent le régime de saturation linéaire
lorsque Ip ∼ Isat. La saturation est alors plus efficace sur les ailes du trou dans
l’absorption qu’en son centre, et le trou spectral s’élargit.
L’origine de cet élargissement est très différent du cas des transitions excitoniques
du nanotube que nous décrirons plus tard.
Dans le régime de faible saturation Ip
Isat
<< 1, cette expression se réduit àΓ hb =


















[(ωs − ωp) + 2(ωp − ω12)]2 + Γ2hb
. (2.25)
C’est à dire que le spectre obtenu lors de la mesure de hole-burning présente une
demi-largeur à mi-hauteur qui est égale à la largeur homogène de la transition satu-
rée. La largeur du trou creusé dans le spectre d’absorption permet ainsi de résoudre
la largeur homogène des systèmes à deux niveaux pompés.
2.1.4 Origine des non-linéarités dans le cas des excitons
Nous avons introduit l’effet de la saturation d’absorption grâce à l’exemple du
système à deux niveaux. Il est maintenant nécessaire de présenter l’origine des non-
linéarités dans le cas des transitions excitoniques du nanotube de carbone.
En premier lieu, l’absorption saturée (2.20) déterminée par la résolution des
équations de Bloch optique n’est plus valide pour les bosons composites que sont
les excitons dans le nanotube de carbone. Comme nous l’avions remarqué, c’est la
susceptibilité du troisième ordre χ(3) qui permet de rendre compte de l’effet de satu-
ration d’absorption au premier ordre en intensité de pompe Ip. Pour interpréter nos
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expériences, nous devrons donc raisonner directement en terme du χ(3). Cependant,
nous verrons dans la partie 2.4 qu’il nous faudra intégrer davantage de termes que
ceux responsable de la saturation d’absorption, afin de rendre compte de la réponse
du biexciton dans le cadre de nos expériences.
Nous allons discuter des origines des non-linéarités excitoniques dans le nanotube
de carbone. On utilise pour cela l’expression Lorentzienne de la susceptibilité linéaire
associée à une transition excitonique à l’énergie E0 :
χ(E) =
f
E − E0 + iΓ (2.26)
On distingue trois effets de saturation dont nous allons discuter les origines par la
suite [133] :
• la variation ∆Γ de la largeur homogène elle-même.
• la variation∆ f de la force d’oscillateur de la transition.
• la variation de l’énergie E0 de la résonance, dont les effets sont négligeables
devant les variations ∆Γ et∆ f dans le régime de faible excitation [134].
En considérant les deux effets ∆Γ et∆ f , la susceptibilité saturée s’écrit [133] :
χ(E)sat =
f + ∆f
E − E0 + i(Γ + ∆Γ) . (2.27)
La variation ∆Γ de la largeur homogène provient de l’élargissement collision-
nel. En effet, nous avons vu dans la partie 1.2.5 que les probabilités d’annihilation
exciton-exciton de type Auger augmentent sensiblement avec le nombre d’excitons.
Ceci a pour effet de réduire le temps de vie de l’exciton et d’augmenter la largeur
longitudinale excitonique.
Les probabilités de diffusions exciton-exciton augmentent également avec le nombre
d’excitons pompés. La diffusion exciton-exciton ne modifie pas la population d’exci-
tons, elle la redistribue dans l’espace des vecteurs d’ondes défini par les sous-bandes
excitoniques. A chaque interaction diffusive un déphasage de la fonction d’onde de
l’exciton est induit, réduisant la cohérence de l’état excitonique et augmentant la
largeur transverse de la transition excitonique.
Ces phénomènes se distinguent du cas du système à deux niveaux où l’élargissement
(2.23) est du à la saturation de systèmes supplémentaires.
La saturation (non linéarité) est également réalisée par la diminution∆ f de la
force d’oscillateur de la résonance. L’existence d’une densité critique de porteurs de
charge pour laquelle l’espace des phases est rempli provient du fait que les excitons
sont des bosons composites et le caractère fermionique intrinsèque de l’électron et
du trou ne peut être effacé [135]. Ainsi le nombre d’états disponibles pour la créa-
tion d’excitons diminue à mesure que l’intensité de pompe augmente. D’où l’effet de
saturation.
La réduction de la force d’oscillateur est également provoquée par la modification de
la fonction d’onde de chaque porteur de charge sous l’effet de ses interactions cou-
lombiennes avec le bain de porteurs de charge environnant [135]. Cependant, dans le
cas unidimensionnel du nanotube de carbone, la réduction de la force d’oscillateur
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due à la modification de la fonction d’onde des porteurs de charge est 6 fois moins
important que l’effet du remplissage de l’espace des phases électroniques [5].
La Fig. 2.3 montre l’effet des variations ∆Γ et∆ f dans le signal non linéaire
excitonique.
La courbe en pointillée sur les Fig. 2.3(a) et Fig. 2.3(b) représente la réponse non-
Figure 2.3 – Contributions ∆Γ (a) et∆ f (b) dans le signal non linéaire excitonique.
D’après [133]
linéaire du nanotube, que nous décrirons dans la partie suivante. L’effet de l’élar-
gissement collisionnel ∆Γ est montrée en courbe pleine sur la Fig. 2.3(a) et l’effet
de la modification de la force d’oscillateur∆ f est montrée en courbe pleine sur la
Fig. 2.3(b). Ces deux contributions ont des effets différents sur la forme de raie de
l’exciton. Ceci a permis à Nguyen et al. de déterminer que l’élargissement collision-
nel domine la saturation d’absorption de la transition excitonique dans le nanotube
de carbone [5, 133]. Et ce d’un ordre de grandeur devant la modification de la force
d’oscillateur de la transition.
2.1.5 Transmission différentielle normalisée et photoblan-
chiment de l’exciton
Nous en venons à décrire la réponse non-linéaire du nanotube de carbone. Bien
que les origines des non-linéarités soient différentes entre l’exemple du système à
deux niveaux et les excitons dans le nanotube de carbone, la phénoménologie de
la technique de hole-burning est la même. La Fig. 2.4(a) montre un spectre d’ab-
sorption linéaire, élargie de manière inhomogène, d’un échantillon de nanotubes. La
contribution des différentes chiralités est schématisée par des Lorentziennes tiretées.
Sur la Fig. 2.4(b) est illustré le creusement d’un trou dans l’absorption de la sonde
sous l’effet de la saturation d’absorption causée par la pompe intense.
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Figure 2.4 – (a) Absorption linéaire [5] d’un ensemble de nanotubes de carbone pré-
sentant un élargissement inhomogèneΓ inh. Des Lorentziennes arbitrairement larges
ont été ajoutées pour illustrer la réponse homogène de deux familles de nanotubes.
(b) Absorption en présence d’un laser de pompe intense.
D’un point de vue pratique, nous nous intéressons à la transmission de l’échan-
tillon ainsi qu’à la transmission différentielle normalisée. Celle-ci est définie comme
la différence entre la transmission Tsat de la sonde en présence du faisceau pompe et







Un exemple de signal non linéaire ∆T
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Figure 2.5 – Absorption linéaire (tirets) d’un ensemble de nanotube de carbone
et transmission différentielle normalisée en fonction de l’énergie de sonde, pour une
énergie de pompe de 0.8 eV. D’après [136].
le photoblanchiment de l’exciton (∆T
T0
> 0), dont la largeur de raie est la largeur
homogène de la chiralité de nanotubes saturés.
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2.1.6 Absorption induite et biexciton
La spectroscopie de saturation d’absorption permet d’interagir avec l’état biexci-
tonique en sondant la transition exciton → biexciton. Les mécanismes de désexcita-
tion non-radiative du biexciton ne sont pas un facteur déterminant dans l’acquisition
d’un signal d’absorption, contrairement aux expériences de photoluminescence. En
effet ces dernières nécessitent de capter les photons émis par le biexciton (ou des états
intermédiaires) lors de sa recombinaison radiative. Or les mécanismes de désexcita-
tion non-radiative peuvent totalement supprimer l’émission de photon (voir partie
1.3.2). En revanche, les mécanismes de désexcitation non-radiative n’influent le si-
gnal d’absorption non-linéaire qu’à travers l’élargissement de la largeur homogène









Figure 2.6 – Représentation des états
à un exciton |X〉, deux excitons |2X〉 et








Figure 2.7 – Schéma d’un spectre
de transmission différentielle normalisée
présentant le photoblanchiment (PB) de
l’exciton et l’absorption induite (AI) du
biexciton.
Pour observer le biexciton dans notre expérience pompe-sonde, il s’agit de pom-
per la transition à un exciton |X〉 (Fig.2.6). Ceci permet de créer une population
d’excitons d’énergie Ep (énergie de pompe) et d’ouvrir un canal d’absorption de
l’exciton vers le biexciton à une énergie Ep−EbXX , où EbXX est l’énergie de liaison
du biexciton. En effet, lorsque l’énergie de la sonde Es est égale à celle de l’exciton
diminuée de l’énergie de liaison du biexciton EbXX , les photons de sonde sont ab-
sorbés par le nanotube pour former des biexcitons.
Concernant l’allure du signal expérimental, l’ouverture par la pompe de ce canal
d’absorption supplémentaire induit une diminution de la transmission du faisceau
de sonde. Ceci apparaît comme de l’absorption induite ∆T
T0
< 0 dans le spectre de
transmission différentielle normalisée.
Ce principe est illustré sur la Fig. 2.7 qui montre à la fois le photoblanchiment
de l’exciton (∆T
T0
> 0 pour Es ≈ Ep) et l’absorption induite du biexciton (∆TT0 < 0




Le principe de mesure de notre expérience pompe-sonde étant introduit, il reste
à décrire le dispositif expérimental mis en place pour la réalisation des mesures.
2.2.1 Échantillon
Mise en solution des nanotubes de carbone
Les échantillons de nanotubes étudiés par spectroscopie pompe-sonde au cours de
cette thèse sont des dépôts solides sur un substrat en verre. L’utilisation de lame de
verre d’épaisseur 150 µm est nécessaire pour notre expérience puisque nous mesurons
la transmission des faisceaux lasers à travers l’échantillon.
La matrice utilisée pour faire les dépôts sur lame de verre a été élaborée au La-
boratoire de Photonique Quantique et Moléculaire (LPQM) de l’ENS Cachan par
Cyrielle Roquelet et Jean-Sébastien Lauret. Le protocole de fabrication est le sui-
vant. Une poudre de nanotubes de carbone fabriqués par ablation laser est mélangée
à une solution d’eau lourde (le solvant) dont la formule chimique est D2O, dans une
proportion amenant à une concentration d’environ 0.15 mg/ml en nanotubes. La
solution contient également du cholate de sodium (NaCholate) de concentration en
masse d’environ 2%, qui sert de surfactant afin d’isoler les nanotubes en micelles.
La formation de micelles avec les nanotubes est spontanée puisque le surfactant
NaCholate possède une tête hydrophobe qui s’agrège autour du nanotube égale-
ment hydrophobe, et une tête hydrophile qui s’oriente vers l’eau lourde. La nécessité
d’isoler en micelle les nanotubes pour obtenir un signal de photoluminescence a été
discuté dans la section 1.2.3.
L’intérêt de l’eau lourde est double. D’une part son spectre d’absorption autour de
1.5 µm montre une faible absorption du rayonnement contrairement à l’eau (H2O).
D’autre part, sa masse volumique est telle qu’elle facilite la centrifugation de la
solution (une étape ultérieure de la préparation de l’échantillon).
Des études préliminaires en spectroscopie par saturation d’absorption (non dé-
crites dans ce manuscrit) nous ont permis de déterminer que l’observation d’un signal
non-linéaire excitonique nécessite un dépôt d’une épaisseur inférieure à 500µm. En
effet, un dépôt épais a tendance à se craqueler aux températures cryogéniques, pro-
voquant la diffusion des faisceaux lasers et réduisant la transmission de la sonde.
Sonication
Lors de la mise en solution, la grande majorité des nanotubes sont agrégés en
fagot avant d’être isolés en micelles. La sonication par ultrasons permet de disloquer
les fagots et favorise la création de micelles contenant un seul nanotube. La fréquence
des ultrasons utilisée est de 20 kHz.
La vibration du milieu contenant les nanotubes est induite par un doigt à ultrason
plongé dans la solution. La puissance de sonication est de 25 W, sur une durée de
60 minutes. Afin d’empêcher la surchauffe de la solution lors de la sonication, le
contenant de la solution est placé dans un bain maintenu à 2˚C. Une puissance de
sonication trop importante peut entraîner la création de défauts structuraux au sein
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du nanotube et diminuer son rendement radiatif, voire une rupture du nanotube en
plusieurs morceaux [136].
Après sonication, la majorité des micelles formées contiennent plus d’un nanotube
et doivent être éliminées.
Centrifugation
La séparation des micelles en fonction du nombre de nanotubes qu’elles contiennent
est réalisée par centrifugation. Celle-ci permet de séparer les micelles contenant des
nanotubes isolés du reste des micelles, contenant des fagots, puisque la masse volu-
mique des micelles varie en fonction du nombre de nanotubes qu’elles contiennent.
La centrifugation conduit à un gradient de densité, les micelles à un nanotube sur-
nageant près de la surface.
Conservation en gélatine
La suite de la préparation des échantillons a été réalisée au laboratoire Charles
Coulomb.
Afin d’une part de figer la solution dans une configuration où les nanotubes sont
majoritairement isolés et d’autre part de permettre des dépôts, une gélatine est in-
troduite dans la solution. La dissolution de la gélatine est effectuée sous chauffage
aux environs de 80˚C. La gélatine utilisée est une gélatine alimentaire. La quantité
de gélatine introduite dans la solution de nanotubes est très variable : de quelques
pourcents en masse jusqu’à 20%. Le critère qui définit la quantité de gélatine intro-
duite est la solidification de la solution lors du retour à température ambiante. Une
trop grande quantité de gélatine introduite est caractérisée par la floculation de la
solution. La solution solidifiée est conservable durant plusieurs mois.
Dépôt sur substrat de verre
Afin de déposer la solution sur le substrat de l’échantillon, il est nécessaire de
réchauffer la solution afin de liquéfier la gélatine. Le dépôt d’une goutte de solution
est effectué à la pipette sur une lame de verre de microscope d’épaisseur 150 µm
découpée en un carré d’environ 5 mm de coté (contrainte géométrique du cryostat
(voir section 2.2.2)), préalablement nettoyée dans un bain d’acétone.
Il est ensuite nécessaire d’attendre quelques heures pour que la goutte contenant les
nanotubes isolés en micelles sèche complètement.
2.2.2 Table optique et dispositif expérimental
La figure 2.8 présente un schéma du dispositif expérimental.
Lasers
La première source laser de notre dispositif expérimental est une plate-forme

























































Figure 2.8 – Schéma du dispositif expérimental.
« distributed feedback diode-laser » (DFB) ou « External Cavity Control »(ECL),
dans les 8 tiroirs prévus à cet effet :
• tiroir 1 : DFB 1550 nm (0.800 eV), puissance réglable de 0.20 à 30.00
mW.
• tiroir 2 : ECL accordable de 1520 nm à 1600 nm (0.816 à 0.775 eV), puissance
réglable de 0.20 à 15.00 mW.
• tiroir 3 : DFB 1495 nm (0.829 eV), puissance réglable de 0.20 à 30.00
mW.
• tiroir 4 : DFB 1331 nm (0.931 eV), puissance réglable de 0.20 à 30.00
mW.
L’intensité des faisceaux lasers peut être modulée directement à partir du courant
d’injection des diodes lasers, pour des fréquences allant de 1 Hz à 10 MHz.
Les sources lasers précédemment décrites ont permis à D.T. Nguyen du labora-
toire Pierre Aigrain d’étudier l’exciton dans les nanotubes de carbone [137, 5, 138,
133, 136]. Nous allons maintenant présenter les modifications que nous avons ap-
porté au montage expérimental, déménagé au Laboratoire Charles Coulomb, dans
le but d’observer le biexciton dans les nanotubes de carbone.
Le nouvel instrument installé pour étudier le biexciton est une source laser ECL bas
bruit, le modèle Tunics T100s de Yenista Optics, accordable de 1470 nm à 1660 nm
(0.844 à 0.747 eV). Cette source permet de sonder des longueurs d’ondes plus basses
que l’ECL de la plate-forme Anritsu présenté précédemment.
Cette nouvelle source ECL est modulable en intensité par une source de courant
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externe. Nous avons utilisé un générateur de tension, de la marque Keithley, ca-
dencé par la plate-forme Anritsu afin de synchroniser la modulation de ce laser avec
les autres. Les impulsions de tension en créneau d’amplitude 4.5 V fournies par le
générateur externe ont été réglées de telle sorte que la tension de crête (4.55 V) soit
inférieure au seuil de dommage de l’ECL bas bruit (5 V en entrée, soit 100 mA au
niveau de la cavité laser).
Cependant nous avons identifié un défaut de la source de tension : elle génère à l’allu-
mage un pic de tension bien supérieur à la tension maximale supportée par la source
ECL bas bruit. Ce pic de tension à l’allumage n’est pas généré si les impulsions de
la source de tension sont de type sinusoïdal. C’est pourquoi lors de l’implémentation
du contrôle de ces appareils dans le programme informatique d’automatisation des
mesures, nous avons intégré, en guise de sécurité, une transition automatique vers le
mode d’impulsions sinusoïdales du générateur de tension lors des phases d’allumage
et d’extinction de ce dernier. Le mode de fonctionnement hors phase d’allumage est
automatiquement basculé vers les impulsion en créneaux nécessaires à la modulation
de la source ECL bas bruit.
La caractéristique principale de ces lasers est leur faible largeur spectrale, ce qui
est un facteur important pour la réalisation d’expériences de spectroscopie pompe-
sonde résolues spectralement. La largeur spectrale des lasers précédemment décrits
est de l’ordre de 10−4 meV, ce qui est de quatre ordres de grandeur inférieur à la
largeur homogène des transitions excitoniques, comme nous le verrons. La condition
(2.19) de résolution des raies excitoniques est respectée. De façon générale, les lasers
DFB sont utilisés comme laser de pompe tandis que les lasers ECL accordables sont
utilisés comme laser de sonde. Des précisions sur l’utilisation de ces lasers seront
données à chaque configuration décrite plus tard.
Des sources lasers annexes sont également disponibles :
• Un laser Hélium-Néon émettant dans le visible à une longueur d’onde de
633 nm (1.96 eV).
• Un laser Titane-Saphir continu et accordable de 704 nm à 835 nm (1.48 eV à
1.76 eV).
• Des lasers à semiconducteur émettant aux longueurs d’onde de 473, 532 et
905 nm (respectivement 2.62, 2.33 et 1.37 eV).
Modulation des lasers et détection synchrone
Un moyen de réaliser de la spectroscopie par saturation d’absorption est d’enre-







Is,trans = Is,inTsat = Is,inRT0 + Is,inRα0LIp, (2.30)
Is,trans,0 = Is,inRT0, (2.31)
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avec Is,in l’intensité de la sonde incidente sur l’échantillon, R la fonction de réponse
des optiques entre l’échantillon et les détecteurs, et L la fonction déterminant l’allure
spectrale du signal non-linéaire (équivalent de L définie par (2.25)).
L’enjeu est d’extraire la modification de transmission Is,inRα0LIp induite par la
pompe, puis de la normaliser par la transmission sans pompe Is,inRT0 pour s’af-
franchir du bruit d’intensité de la sonde et de la fonction de réponse R. Cependant,
dans la mesure où la modification de transmission est petite devant Is,inRT0, il est
impossible de mesurer directement ce terme de saturation.
En modulant Ip, la composante Is,inRα0LIp parait a priori mesurable avec une dé-
tection synchrone (DS), qui est un amplificateur sélectif en fréquence. Cependant,
une seconde difficulté expérimentale s’ajoute : la diffusion du laser de pompe sur la
photo-diode de sonde. Le faisceau de sonde est par construction faible en intensité
devant le faisceau de pompe. Ainsi lorsque les faisceaux sont résonants en énergie
(photoblanchiment), la diffusion du faisceau de pompe ne peut être coupée par un
filtre et vient se superposer à Is,inRα0LIp sur la photo-diode de sonde.
Nous allons présenter la façon dont la technique de double modulation permet
d’effectuer la mesure de Is,inRα0LIp.
Grâce à la plate-forme de modulation Anritsu, l’intensité Ip du faisceau de pompe
est modulée à une fréquence ωmod,p = 160 kHz :
Ip = Ip,max cos(ωmod,p + ϕp). (2.32)
La source ECL bas bruit permet quant à elle, grâce au générateur de tension, de mo-
duler l’intensité Is,inc du faisceau de sonde incident à une fréquence ωmod,s = 106 kHz :
Is,inc = Is,max cos(ωmod,s + ϕs). (2.33)
L’intensité Is,trans du faisceau de sonde transmis prend alors la forme :








Is,maxR · α0LIp,max · cos(ωmod,p−s + ϕp−s) , (2.34)
où nous avons utilisé les notations ωmod,p±s = ωmod,p ± ωmod,s et ϕp±s = ϕp ± ϕs.
Le signal à l’une des fréquences ωmod,p±s correspond à la transmission différentielle.
En choisissant de mesurer le signal à la fréquence somme ωmod,p+s (nous justifierons
ceci dans un instant), l’intensité lumineuse I+ = 12Is,max · α0LIp,max est transformée
en une tension U+ par le système de détection 1 :
U+ = T I+, (2.35)
où T est la fonction de réponse du système de détection.
Afin de normaliser I+ par Is,maxRT0 et de s’affranchir de la réponse T du système




de détection, le signal à la fréquence de modulation de la sonde est enregistré simul-
tanément. Cela fournit la tension Us = T Is = T Is,maxR · T0, et permet la mesure de

















Pour cela, nous utilisons deux DSs : la première est synchronisée à la fréquence ωmod,s
pour mesurer Us, la deuxième est quant à elle synchronisée à la fréquence somme
ωmod,p+s pour mesurer U+. La référence à la fréquence somme ωmod,p+s est générée
par un additionneur de fréquence qui multiplie les références à ωmod,s et ωmod,p, puis
extrait la composante haute fréquence (cf. Fig. 2.8). La constante de temps τ , qui
définie la bande passante 1
τ
centrée sur la fréquence de référence fournie à la DS,
varie de 100 à 500 ms. La mesure est effectuée sur une durée égale à 3 fois cette
constante de temps. Ainsi, la mesure du signal à la fréquence somme ωmod,p+s permet
d’utiliser une constante de temps plus petite que dans le cas d’une mesure du signal
à ωmod,p−s.
Enfin, la transmission différentielle normalisée est affichée et enregistrée via l’inter-
face graphique de l’ordinateur.
Lors des études dans le régime d’énergie permettant d’observer des effets d’ab-
sorption induite, les deux faisceaux pompes et sondes ont des longueurs d’onde sen-
siblement différentes. Pour s’affranchir des diffusions de la pompe, il suffit de placer
devant la photo-diode de sonde un filtre passe-bande qui coupe le laser de pompe.
La transmission de ce filtre est Tfiltre = 80% aux longueurs d’onde du laser de sonde.
La technique de double modulation n’est alors plus nécessaire et nous travaillons
dans une configuration en simple modulation : seule la pompe est modulée.
Le signal mesuré est alors celui modulé à la fréquence de pompe, qui correspond à
Tsat−T0 = Is,inα0LIp,max. La normalisation est cette fois manuelle : un spectre de ré-
férence Is,inT0 doit être enregistré au préalable, afin de normaliser le signal Tsat−T0
mesuré en simple modulation. Nous verrons dans la partie 2.3.3, la comparaison
entre deux mesures en simple et double modulation.
Alignement et superposition des faisceaux
Les faisceaux sonde et pompe sont acheminés depuis les sources lasers vers la
table optique par des fibres optiques monomodes (cf. Fig. 2.8). La procédure d’ali-
gnement est identique pour les faisceaux de pompe et de sonde. La première étape
se fait en utilisant un laser visible et consiste à obtenir un faisceau parallèle en pla-
çant la sortie de la fibre optique dans le plan focal d’une lentille convergente dite
de collimation. Le faisceau parallèle obtenu est ensuite polarisé rectilignement grâce
à un polariseur. Une lame λ/2, placée après le polariseur, permet de faire tourner
l’axe de polarisation. Le faisceau parallèle est ensuite focalisé sur l’échantillon grâce
à un objectif de microscope de distance focale 10 mm et une ouverture numérique de
0.25, ou une lentille de distance focale 50 mm selon la densité d’excitation souhaitée.
Cet objectif et cette lentille sont traités pour minimiser les aberrations chromatiques
vers 1, 5 µm. Lorsque le faisceau est focalisé par l’objectif de microscope, le diamètre
des spots lumineux est de 6 µm [137], tandis que ce diamètre augmente à 20 µm
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avec la lentille. Après traversée de l’échantillon, le faisceau divergent est collimaté
puis focalisé sur une photodiode grâce à deux lentilles convergentes.
Un des critères principaux assurant l’interaction non-linéaire au sein de l’échan-
tillon lors d’expériences de spectroscopie par saturation d’absorption, est la bonne
superposition 2 des points de focalisation des faisceaux de pompe et de sonde. Pour
assurer cette superposition, une plaque en or de dimension 500 × 500 µm2 dont le
centre est un trou carré de dimension 10× 10 µm2 (pinhole en anglais), est placé à
la place de l’échantillon. Les deux faisceaux visibles, orientés à 90◦ l’un par rapport
à l’autre, sont focalisés dans ce pinhole. Pour optimiser la transmission à travers le
pinhole, la position de toute les optiques est ajustée. En particulier, la position des
objectifs de microscope ou des lentilles de focalisation est critique, et ces optiques
sont montées sur des moteurs piézoélectriques afin de permettre des mouvements
sub-micrométriques.
Ceci fait, les lasers visibles sont remplacés par les lasers infrarouges. Tous les
paramètres préréglés dans le visible doivent être ré-optimisés puisque les focales des
optiques varient avec la longueur d’onde des lasers. L’optimisation ne pouvant plus
se faire à l’oeil, elle se fait en observant le signal reçu par les photodiodes. Le critère
mesurant la qualité de la superposition des faisceaux de pompe et de sonde est le
pourcentage de transmission de ces faisceau à travers le pinhole. Une référence Iref
est prise hors pinhole en déplaçant le porte échantillon sur lequel le pinhole est fixé.
Puis l’intensité transmise Ipinhole à travers le pinhole est mesurée et le pourcentage
de transmission Iref
Ipinhole
peut être calculé. Le pourcentage minimal de transmission des
faisceaux de pompe et de sonde caractérisant un alignement correct est 95% avec
les objectifs de microscope et 80% avec les lentilles.
Une des conséquences de la dépendance de l’intensité transmise de la sonde avec
l’intensité Ip de la pompe (voir eq(2.30)), est la sensibilité du signal non linéaire au
profil d’intensité du laser de pompe dans le plan de focalisation. En effet, Ip est une
fonction Ip(x, y) dépendante des coordonnées spatiales dans le plan de focalisation
(x, y). Le profil d’intensité après focalisation peut être approximé par un profil gaus-
sien. Au centre du spot (au centre du profil gaussien) l’intensité de pompe n’est pas
la même qu’en ses bord. La moyenne de ces variations induit des incertitudes sur le
signal non-linéaire. C’est pourquoi, une fois l’alignement optimisé, il est judicieux de
reculer l’optique de focalisation du faisceau de pompe afin de focaliser légèrement en
amont du plan de l’échantillon. Le critère choisi est de diminuer le niveau de signal
non-linéaire d’un facteur deux. Ceci a pour effet d’élargir le profil gaussien Ip(x, y)
au niveau de l’échantillon et de minimiser ainsi les variations d’intensité de la pompe
sur la surface illuminée par le faisceau de sonde.
La troisième voie apparaissant sur la Fig.2.8, permet de faire coïncider le faisceau
2. Les diamètres des spots des deux lasers étant de l’ordre du micromètre, une bonne stabilité
mécanique de la table optique est importante. Pour cela, la température de la pièce est maintenue
constante et la table optique est placée sur coussin d’air, afin d’isoler le montage expérimental des
vibrations transmises par le sol.
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de l’Hélium-Néon ou celui du Titane-saphir, avec la voie de pompe. Cette troisième
voie, focalisée sur le même point que la pompe et la sonde, a une triple fonction.
La première est d’offrir une possibilité de repérage sur l’échantillon lorsqu’on re-
cherche le signal des nanotubes. En effet, ce faisceau visible est envoyé sur la voie
de pompe grâce à une lame séparatrice mobile. En pleine manipulation, on peut à
tout moment visualiser la voie de pompe avec ce faisceau visible.
La seconde fonction est de permettre une rapide superposition des faisceaux pompe
et sonde à travers le pinhole sans repasser par les faisceaux visibles, en localisant
aisément le point de focalisation.
La dernière fonction est de fournir une nouvelle source d’excitation soit pour des
mesures de photoluminescence de l’échantillon, soit pour avoir une pompe supplé-
mentaire. Dans le premier cas, l’optique de microscope focalisant la sonde peut être
utilisée pour collecter la photoluminescence de l’échantillon. Une voie de collection
vers un spectromètre est raccordée en déplaçant le miroir mobile placé sur la voie
de sonde (voir Fig.2.8).
Cryostat et porte-échantillon
L’échantillon est placé sur le doigt froid d’un cryostat, sous vide secondaire et à
une température variant de 10 K à température ambiante. Le cryostat peut simple-
ment être décrit comme deux compartiments distincts. L’un servant à l’abaissement
de la température et où l’hélium liquide est injecté ; l’autre où l’échantillon est placé
et où la pression est inférieure à 10−4 mbar.
La fixation de l’échantillon sur le doigt froid est réalisée par un dépôt de laque d’ar-
gent liquide (polymère contenant de l’argent). Une fois solidifiée, celle-ci assure le
maintien de l’échantillon ainsi que le contact thermique avec le doigt froid. La zone
du doigt froid sur laquelle est fixée l’échantillon est dotée d’un trou de 5 mm de
diamètre sur lequel est centré l’échantillon afin de permettre les mesures en trans-
mission. La dimension du doigt froid contraint la taille de l’échantillon, qui doit être
plus petit qu’un carré de 10 mm de coté.
Interfaçage instrument-ordinateur
Les instruments de mesure sont commandés depuis un ordinateur via une carte
GPIB. Le logiciel utilisé pour interfacer les instruments est Lab-windows/CVI. Le
programme principal a été écrit en langage C par D.T. Nguyen [137]. Nous avons
modifié ce programme pour interfacer les instruments supplémentaires nécessaires à
la recherche du biexciton tel que l’ECL bas bruit Tunics et le générateur de tension
Keithley qui le cadence.
2.3 Résultats expérimentaux
Dans cette partie sont présentés les résultats de nos expériences de spectroscopie
optique non-linéaire sur les nanotubes de carbone.
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Nous présentons tout d’abord les deux configurations expérimentales permettant
d’accéder d’une part à l’observation d’un effet de photoblanchiment et d’autre part
à des effets d’absorption induite. Ensuite seront présentés les spectres expérimen-
taux. Des études en fonction de la température, puis de la puissance des lasers,
seront décrites. Ces dernières permettront d’apporter des arguments fort quant à
l’association des effets d’absorption induite aux deux complexes excitoniques que
sont le trion et le biexciton.
Enfin, une preuve additionnelle de la détection du biexciton sera apportée dans une
configuration délicate à trois faisceaux lasers, à travers la perturbation résonante de
cet état.
2.3.1 Configurations expérimentales pour accéder au pho-
toblanchiment et à l’absorption induite.
Avec le dispositif expérimental décrit précédemment, en particulier les différentes
sources lasers disponibles, deux configurations de spectroscopie se dégagent.
D’une part, avec le laser DFB 1550 nm (ou DFB 1495 nm) pour faisceau de pompe
et le laser ECL accordable de 1470 nm à 1660 nm pour faisceau de sonde, il existe un
recouvrement spectral entre pompe et sonde. Cette première configuration permet
d’étudier le photoblanchiment à désaccord nul entre énergie de sonde Es et énergie
de pompe Ep. Elle permet également d’explorer une plage de désaccords Es −Ep ∈
[13.5; −83] meV lorsque le DFB 1495 nm est choisi.
D’autre part, pour avoir accès à de plus grands désaccords, le laser DFB 1331 nm
est utilisé pour le faisceau de pompe. Le désaccord accessible avec le faisceau de
sonde appartient alors à l’intervalle [−86.5; −183] meV, ce qui signifie aussi que le
photoblanchiment ne peut plus être observé.
Ces deux configurations pompe-sonde permettent d’étudier une plage globale de
désaccord allant de 13.5 meV à -183 meV, avec un intervalle inaccessible de 3.5 meV
entre les deux mesures. En effet, les plages de désaccords des deux configuration ne
se recouvrent pas.
Il est cependant important de noter que le faisceau de sonde étant fourni pour les
deux cas par la même source, l’étude de deux plages de désaccords implique d’exciter
deux classes de nanotubes différentes.
2.3.2 Caractérisation optique de l’échantillon
Afin de préciser quelles sont les chiralités de nanotubes excitées dans les deux
configurations pompe-sonde précédemment décrites, nous avons réalisé une carte de
l’intensité de photoluminescence en fonction de l’énergie d’excitation et l’énergie de
détection. Cette carte présentée sur la Fig. 2.9 a été réalisée grâce au montage expé-
rimental de Fabien Vialla lors d’un déplacement au laboratoire Pierre Aigrain. L’ex-
citation des nanotubes est réalisée par un laser titane : saphir continu dont l’énergie
varie de 1.46 eV à 1.8 eV. Le spectre de luminescence pour chaque énergie est mesuré
à une température de 10 K.
On observe deux chiralités dominantes, que nous avons identifiées comme étant les
chiralités (9,7) et (12,5) à l’aide d’un Kataura plot et d’une étude en température.
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Figure 2.9 – Carte 2D de photoluminescence d’excitation à une température de 10
K de la distribution de nanotubes. Les deux flèches indiquent les énergies de pom-
page. Le trait épais horizontale sur l’axe des abscisses indique la partie haute énergie
du domaine sondable, qui recouvre l’énergie du DFB 1495 nm. Le photoblanchiment
de l’exciton est observé en pompant la classe (12,5) tandis que les grands désaccords
sont étudiés en pompant la classe (9,7).
En effet, à basse température, la variation de l’énergie du gap en fonction de l’aug-
mentation de la température est positive pour les nanotubes de type I et négative
pour les nanotubes de type II [139].
On remarque sur la Fig. 2.9 que l’énergie des transitions S˜22 (axe des ordonnées) de
ces deux chiralités sont égales et valent 1.53 eV. En revanche, l’énergie de l’exciton
S˜11 (axe des abscisses) varie :
– ES˜11 = 0.855 eV pour la chiralité (12,5)
– ES˜11 = 0.948 eV pour la chiralité (9,7)
Nous avons indiqué par ailleurs sur l’axe des abscisses de cette figure, l’énergie
des deux lasers de pompe DFB 1495 nm et DFB 1331 nm. Ces deux lasers excitent
respectivement la chiralité (9,7) et (12,5). Ainsi l’étude de la plage de désaccord
permettant d’observer le photoblanchiment de l’exciton sera effectuée sur la chiralité
(9,7), tandis que l’étude de la plage à grands désaccords sera effectuée sur la chiralité
(12,5).
Le diamètre moyen de la chiralité (12,5) est de 1.2 nm et celui de la chiralité (9,7)
est proche de 1.1 nm. Cela implique que la comparaison entre des quantités physiques
mesurées dans deux plages de désaccords doit être faite avec certaines précautions.
Il faudra soit prendre en compte la variation de diamètre du nanotube, soit effectuer
l’approximation que cette quantité ne varie pas pour ces deux diamètres.
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2.3.3 Spectres expérimentaux pompe-sonde
Nous allons maintenant présenter les spectres expérimentaux obtenus dans les
deux configurations précédemment introduites. L’ensemble des mesures présentées
dans cette section sont réalisées à 10 K, pour une densité d’excitation de pompage
de 15 kW.cm−2.
Configuration à faible désaccord : photoblanchiment
Sur la Fig. 2.10 est présenté un spectre obtenu avec pour pompe le DFB 1550 nm,
dont l’énergie correspondante est Ep = 0.80 eV. Nous observons un niveau moyen

















Figure 2.10 – Spectre de photoblanchiment pour une pompe à 0.8 eV (1550 nm).
de signal négatif de −2 · 10−4, duquel se dégage un pic positif centré sur l’énergie
Es = Ep = 0.80 eV et dont l’amplitude est d’environ 7 · 10−4. Ce pic positif est
associé à une raie de photoblanchiment de largeur à mi-hauteur d’environ 10 meV,
qui provient de la saturation de la transition excitonique S˜11.
La Fig. 2.11 montre le spectre obtenu en utilisant le DFB 1495 nm, dont l’énergie
correspondante est Ep = 0.83 eV. Le signal présente le même comportement qu’avec
le DFB 1550 nm, le signal positif étant centré sur la nouvelle énergie de pompe.
L’amplitude du signal est d’environ 2 · 10−4 et sa largeur à mi-hauteur est d’environ
10 meV.
Nous pouvons mentionner deux origines possibles expliquant la différence concer-
nant l’amplitude du signal des deux spectres présentés. D’une part, la solution mère
de nanotubes contient davantage de nanotubes possédant une transition S˜11 réso-
nante à 0.8 eV par rapport à 0.83 eV. En effet, l’absorption linéaire du type d’échan-
tillon que nous étudions décroit lorsque l’énergie du laser varie de 0.8 eV à 0.83 eV
(cf. Fig. 2.5). Ainsi, pour une même puissance de pompage, moins de nanotubes
participent au photoblanchiment observé sur la Fig. 2.11 par rapport à celui de la
Fig. 2.10.
D’autre part, remarquons que le niveau de signal dépend du point de l’échantillon sur
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Figure 2.11 – Spectre de photoblanchiment pour une pompe à 0.83 eV (1495 nm).
lequel sont focalisés les lasers. La Fig. 2.12 présente deux spectres obtenus sur deux
points différents du même échantillon, pour des conditions expérimentales identiques.
Pourtant, l’amplitude du fond négatif et celle du photoblanchiment est sensiblement
différente d’un spectre à l’autre : le fond varie de −1 ·10−4 de la zone 1 à la zone 2 et
le photoblanchiment de 2 · 10−4. Il apparaît donc important d’effectuer les mesures
au même point de l’échantillon pour ne pas subir des variations d’épaisseur du dépôt
ou des variations locales de concentration en nanotubes.
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Figure 2.12 – Spectres de photoblanchiment résonant à 1550 nm provenant de deux
zones différentes de l’échantillon.
La Fig. 2.13 montre le raccord, en fonction du désaccord Es − Ep, de deux
spectres mesurés avec les DFB 1495 nm et DFB 1550 nm, enregistrés au même
point de l’échantillon. La variation d’amplitude du fond de signal est alors d’environ
0.3 · 10−4 loin de la résonance (Es−Ep < −40 meV), ce qui est trois fois inférieure à
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Figure 2.13 – Raccord entre deux spectres obtenus avec les deux DFB 1495 nm et
1550 nm.
la variation observée sur la Fig. 2.12. L’amplitude du photoblanchiment varie quant
à elle de 2 ·10−4 entre les deux spectres, ce qui est comparable au cas de la Fig. 2.12.
Il apparaît donc que l’amplitude du fond de signal évolue peu en fonction de l’énergie
de la pompe. En revanche, celle du photoblanchiment, qui dépend directement du
nombre de nanotubes de la chiralité pompée, varie fortement en fonction de l’énergie
de la pompe.
Configuration à grand désaccord : absorptions induites
Dans la seconde configuration permettant d’explorer la plage de grands désac-
cords Es − Ep, nous obtenons une allure de spectre complètement différente par
rapport au cas précédent. Un spectre typique est présenté sur la Fig. 2.14. Le ni-
veau de signal est négatif sur toute la plage d’énergie sondée et la forme du spectre
apparaît plus complexe que dans la configuration précédente. On observe deux pics
négatifs d’amplitudes d’environ −0.3 · 10−4 centrés à une énergie de 0.783 eV et
0.825 eV. Leur largeur à mi-hauteur respective est 25 meV et 10 meV. Nous com-
menterons davantage ce spectre dans la partie suivante où nous le raccorderons, en
fonction du désaccord Es − Ep, à un spectre de photoblanchiment.
Remarquons auparavant que pour obtenir le spectre de la Fig. 2.14, nous utilisons
la technique de simple modulation, où seule la pompe est modulée (cf. partie 2.2.2).
La Fig. 2.15 montre la comparaison du spectre de la Fig. 2.14 avec un spectre obtenu
en double modulation. Puisque nous avons déjà commenté le spectre en simple mo-
dulation, nous concentrons notre attention sur le spectre en double modulation. On
y remarque l’absence du pic négatif à 0.783 eV précédemment observé. On distingue
le pic négatif à 0.825 eV, cependant il est difficile de le caractériser par une amplitude
et une largeur de raie puisque le bruit haute fréquence de la mesure est important.
En effet, la densité spectrale de bruit à 160 kHz (fréquence de modulation de la
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Figure 2.14 – Spectre à grands désaccords Es − Ep pour une pompe à 0.93 eV
(1331 nm).














Figure 2.15 – Spectres mesurés dans la configuration à grands désaccords en simple
et double modulation.
pompe) est augmenté d’un facteur 10 à grands désaccords Es−Ep, par rapport à la
simple modulation.
Le bénéfice de la simple modulation est donc une atténuation forte du bruit haute
fréquence. En contre-partie, il est nécessaire de normaliser la transmission différen-
tielle par un spectre de référence enregistré au préalable, et non plus simultanément
comme c’était le cas en double modulation. La mesure devient alors sensible au
bruit basse fréquence induit par exemple par un manque de stabilité mécanique. Les
conditions expérimentales (température, puissance des lasers, etc...) doivent être
également stables entre la référence et la mesure. D’autant plus pour pouvoir rac-




Raccord des résultats des deux configurations
La Fig. 2.16 présente les spectres des Fig .2.11 et 2.14 d’une part en fonction de
l’énergie de sonde (Fig. 2.16(a)), et d’autre part raccordés en fonction du désaccord
Es−Ep (Fig. 2.16(b)). Le raccord entre les spectres de la Fig. 2.16, mesurés l’un avec
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Figure 2.16 – Superposition (a) et raccord (b) entre les spectres obtenus dans les
deux configurations à faibles et grands désaccord Es − Ep.
le DFB 1495 nm et l’autre avec le DFB 1331 nm, est satisfaisant dans le sens où il
fournit un spectre cohérent. En effet, la variation de l’amplitude du fond de signal au
niveau du raccord des deux spectres (Es − Ep ∼ −0.85 eV) est d’environ 0.1 · 10−4.
Cette variation est légèrement inférieure à celle observée lors de la comparaison
du fond de signal des spectres obtenus en pompant à 0.8 eV et 0.83 eV au même
point de l’échantillon (cf. Fig. 2.13). Le fond de signal (repérée par la droite affine
pointillée sur la Fig. 2.16(b)) négatif et linéaire en fonction de Es−Ep est observé sur
l’ensemble des spectres mesurés sur notre expérience. Il est associé à une absorption
induite de l’environnement des nanotubes, dont l’amplitude dépend de la zone de
l’échantillon et dans une moindre mesure de la puissance des lasers.
Nous observons sur la Fig. 2.16(b) un signal globalement négatif. La transmission
différentielle devient positive aux faibles désaccords Es − Ep ≈ 0. Cette résonance,
d’amplitude 1.4 · 10−4 et de largeur à mi-hauteur d’environ 10 meV, correspond à
l’effet de photoblanchiment PB de l’exciton S˜11, déjà présenté sur la Fig. 2.11. À
désaccord négatif, deux résonances d’amplitudes négatives apparaissent sur le fond
de signal. Il s’agit de deux raies d’absorption induite AI1 et AI2 qui sont centrées
respectivement sur le désaccord Es − Ep ∼ −145 meV et Es − Ep ∼ −105 meV, et
dont les amplitudes sont de l’ordre de 10−5.
On retrouve ici à peu près l’allure du signal non-linéaire de la Fig. 2.7 présenté
dans la section 2.1.6, c’est à dire une résonance ∆T
T0
> 0 pour Es ≈ Ep et, non pas
une, mais deux résonances ∆T
T0
< 0 pour Es ≈ Ep − EbAI1 et Es ≈ Ep − EbAI2 .
Nous notons EbAIi , i = 1 ou 2, le désaccord Es − Ep auquel est observé l’ampli-
tude maximale des effets d’absorption induite en référence à la Fig. 2.7, où l’énergie
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de liaison du biexciton est repérée de cette façon. Ainsi le signal non-linéaire ex-
périmental présenté sur la Fig. 2.16(b) nous amène à définir les deux énergies de
«liaison» EbAI1 = 145 meV et EbAI2 = 105 meV.
À ce stade de la présentation de nos résultats, nous ne pouvons affirmer l’origine
de ces deux absorptions induites. Cependant l’association d’une des deux raies ab-
sorption induite AI1 et AI2 à la signature du biexciton semble cohérente en regard
de la description donnée dans la partie 2.1.6. De plus, nous avons discuté dans la
partie 1.3.2 de l’observation, par une expérience pompe-sonde, d’un signal de photo-
absorption (∆T < 0) associée à la photo-excitation du trion X∗ dans des nanotubes
non dopés [12]. Dans cette expérience citée, l’énergie de liaison du trion est estimée
à EBX∗ = 150 meV pour des nanotubes de la chiralité (6,5), au diamètre plus petit
que les nanotubes que nous étudions. Cette énergie pose donc une limite haute pour
l’énergie de liaison du trion dans nos nanotubes de la chiralité (9,7). Cette limite
est respectée par EbAI1 = 145 meV et EbAI2 = 105 meV. On peut donc émettre
l’hypothèse que les effets d’absorption induite AI1 et AI2 soient dus à la formation
du trion et du biexciton.
On peut avancer un argument énergétique pour obtenir un premier critère diffé-
renciant l’origine des effets d’absorption induite AI1 et AI2. Watanabe et Asano ont
calculé l’expression du rapport entre l’énergie de liaison du biexciton et du trion, et
ont déterminé l’intervalle de valeurs [10] :
EBXX
EBX∗
∈ [0.7; 0.85]. (2.37)




Ce résultat, en accord avec la prévision théorique de Watanabe et Asano, suggère
l’assignation des deux raies d’absorption induite IA1 et IA2 respectivement au trion
et au biexciton.
2.3.4 Étude en température
Afin d’étudier plus en détails l’origine des effets d’absorption induite IA1 et IA2,
nous avons tout d’abord enregistré la dépendance en température du signal de trans-
mission différentielle. La Fig. 2.17 présente les spectres de transmission différentielle
pour des désaccords allant de -185 meV à -95 meV, entre 10 K et 50 K. Nous ob-
servons que les deux raies d’absorption induite ont un comportement très différent.
Pour une variation de température de 10 K à 50 K, l’amplitude de la raie IA1 dimi-
nue de 3.1 ·10−5 à environ 0.1 ·10−5, alors que celle de la raie IA2 ne varie quasiment.
Au-delà de 50 K, l’effet d’absorption induite IA1 n’est plus visible.
Sur la Fig. 2.18 sont comparés les spectres de transmission différentielle corres-
pondant à l’effet d’absorption induite IA2 à -105 meV et à l’effet de photoblanchiment



















Figure 2.17 – Dépendance en température des spectres de transmission différentielle
normalisée entre 10 K et 50 K. Le spectre à 25 K est translaté pour plus de clarté.
Figure 2.18 – Spectres de transmission différentielle normalisée sur la fenêtre
[−120,−90] meV (a) et [-15,15] meV (b) à 10 K (carrés noirs), 50 K (ronds rouges),
100 K (losanges bleus) et 150 K (étoiles vertes). Les spectres ont été translatés pour
plus de clarté.
à 150 K. Pour une variation de température de 10 K à 150 K, l’amplitude de la raie
IA2 diminue de 1.4 · 10−5 à 0.2 · 10−5, soit d’un facteur 7. L’amplitude de l’effet de
photoblanchiment varie de 2.1·10−5 à 0.4·10−5, soit une diminution d’un facteur 5.3.
La Fig. 2.19 résume l’ensemble de nos résultats. Nous avons reporté sur une
échelle semi-logarithmique les variations de l’amplitude maximale Amax(T ) de la
raie de photoblanchiment PB et celle des raies d’absorption induite IA1 et IA2, en
fonction de l’inverse de la température. L’ensemble de ces données sont ajustées par





où Amax(0) est l’amplitude maximale à T = 0, Ea l’énergie d’activation qu’il faut

















Figure 2.19 – Variations en échelle semi-logarithmique de l’amplitude maximale
des raies d’absorption induite IA1 à Es − Ep=-150 meV, IA2 à Es − Ep=-105 meV
et de la raie de photoblanchiment PB à désaccord nul, en fonction de l’inverse de la
température
ronnant. kb est la constant de Boltzmann et C est une constante d’ajustement. On
obtient ainsi :
– pour PB : EP Ba = 25 meV ± 5 meV, soit une activation thermique à 290 K,
– pour IA2 : EIA2a = 27 meV ± 5 meV, soit une activation thermique à 310 K,
– pour IA1 : EIA1a = 7 meV ± 5 meV, soit une activation thermique à 80 K.
Ainsi, malgré une différence d’un ordre de grandeur entre les amplitudes maxi-
males des raies PB et IA2 à une température donnée, leurs évolutions en fonction
de la température sont similaires. Elles conduisent à l’estimation d’une énergie d’ac-
tivation d’environ ∼ 25 meV. L’énergie d’activation de l’exciton a par ailleurs été
estimée entre 20 meV et 75 meV dans le nanotube de carbone [138].
En ce qui concerne la raie IA1, même si nous disposons de moins de données, on peut
extraire une énergie d’activation d’environ 7 meV. Ce comportement se démarque
significativement de celui des deux raies PB et IA2.
Ces études en température corroborent l’assignation préliminaire des effets d’ab-
sorption induite IA1 et IA2 respectivement au trion et au biexciton.
En effet, la similitude des variations de l’amplitude maximale des raies PB et IA2
en fonction de la température suggère que l’amplitude de l’absorption induite IA2
est fondamentalement liée à la population d’excitons. Ce qui est le cas du biexciton
dans les puits [141] et les boîtes [142] quantiques.
En revanche, l’amplitude de l’absorption induite pour un désaccord de -150 meV,
dépend fortement de la température avec une énergie d’activation d’environ 7 meV.
Elle devient même difficilement observable à 50 K (Fig. 2.17). Cette forte dépen-
dance peut être associée au mécanisme de piégeage du porteur de charge précurseur
de la formation du trion, discuté dans la partie 1.3.2. L’énergie d’activation des
charges piégées a été estimée par Santos et al. à environ 5 meV [12]. Ainsi, à une
température entre 60 K et 80 K, la population de porteurs de charge piégés chute
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et entraîne une diminution du taux de formation du trion. Ceci conduit in fine à la
chute du signal expérimental.
2.3.5 Étude en fonction de la puissance de pompage
Toujours dans le but de déterminer l’origine des effets d’absorption induite IA1 et
IA2, nous avons également étudié la dépendance en puissance du signal de transmis-
sion différentielle. La Fig. 2.20 présente, sur une échelle logarithmique, les variations
de l’amplitude maximale de transmission différentielle correspondant aux effets d’ab-





























Figure 2.20 – Dépendance de l’amplitude maximale de transmission différentielle
normalisée des effets d’absorptions induites IA1 à Es −Ep=-150 meV et IA2 à Es −
Ep=-105 meV, en fonction de la puissance d’excitation par unité de surface.
représente une évolution linéaire en fonction de la puissance de pompe, tandis que
la ligne pleine représente une évolution en racine carrée.
Pour les deux signaux correspondant aux effets d’absorption induite, on observe
que :
– l’amplitude maximale de la raie IA2 (ronds rouges) évolue en racine carrée de
la puissance de pompe. Or le nombre N1 d’excitons S˜11 évolue également en√
Ip sous l’influence de l’effet Auger (cf. discussion de l’équation (1.57) dans
la partie 1.2.5). Il apparaît donc que l’annihilation exciton-exciton domine
l’évolution des populations mises en jeux dans l’effet d’absorption induite IA2.
Ceci étaye l’association de la raie IA2 au signal du biexciton, excité à travers
le processus qui implique une photo-transition intrinsèque de l’exciton vers le
biexciton (cf. Fig. 2.6). En effet, ce dernier point suggère une proportionna-
lité entre le nombre d’excitons et le nombre de biexcitons photo-générés. Par
ailleurs la dépendance sous-linéaire de la population de biexciton en fonction
de la puissance de pompe à également été observée dans les systèmes q0D que
sont les boites InAs [143].
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– l’amplitude maximale de la raie IA1 (triangles) évolue de façon linéaire avec
la puissance de pompe, c’est à dire proportionnellement à N 21 . Or le nombre
de porteurs isolés Np créé par effet Auger augmente proportionnellement à
N21 (voir 1.57). Il apparaît donc que la population de porteurs libres joue un
rôle particulier dans l’effet d’absorption induite IA1. Cette observation appuie
l’association de la raie IA1 au signal du trion dont la dynamique de formation
est limitée par la dynamique de localisation des porteurs de charges libres (cf.
partie 1.3.2) [12].
2.3.6 Conclusion
Nos études en température et en puissance de pompe montrent conjointement
que d’une part l’effet d’absorption induite IA2 suit la même évolution que celle de
l’effet de photoblanchiment, et d’autre part qu’il présente un comportement simi-
laire à celui du signal du biexciton dans les systèmes 2D et q0D. En revanche, l’effet
d’absorption induite IA1 n’est pas intrinsèquement lié à la densité excitonique, mais
plutôt à la densité de porteurs de charge isolés. Ces observations renforcent l’assi-
gnation préliminaire des effets d’absorptions induites au biexciton et au trion, basée
sur l’argument énergétique concernant le rapport des énergies de liaison de ces com-
plexes excitoniques.
En conclusion, ces différents éléments plaident en faveur de l’identification du
trion (raie IA1) et du biexciton (raie IA2).
2.3.7 Perturbation résonante du spectre du biexciton en
configuration double-pompe
L’étude du signal de transmission différentielle des nanotubes de carbone, en
fonction de la température et de la puissance de pompe, nous a conduit à inter-
préter les effets d’absorptions induites IA1 et IA2 comme étant respectivement la
signature du trion et du biexciton. Nous allons maintenant aborder une différence
fondamentale de ces deux complexes excitoniques, à savoir leur énergie.
L’énergie EXX du biexciton est très différente de l’énergie EX∗ du trion : EXX ∼ 2EX
et EX∗ ∼ EX , où EX est l’énergie de l’exciton. Plus précisément, EXX ∼ 2EX − EbXX
et EX∗ ∼ 2EX − EbX∗ . Or , comme nous l’avons déjà mentionné, l’énergie de liaison
de ces complexes excitoniques est accessible en spectroscopie pompe-sonde directe-
ment par le désaccord Es − Ep auquel est observé leur raie d’absorption induite. Si
EbXX = 105 meV et EbX∗ = 145 meV sont proches, il n’en reste pas moins que EXX
et EX∗ sont très différentes.
Ainsi, pour apporter une preuve définitive de l’identification des effets d’ab-
sorption induite et de l’observation du biexciton, nous avons considéré observer la
création ou la perturbation du biexciton, de façon résonante, dans une configura-
tion en double-pompe. Pour saisir l’intérêt de cette configuration en double pompe,
il nous faut détailler davantage le contexte dans lequel est formé le biexciton. De
fait, avec une énergie d’environ Ep + Es ∼ 1.75 eV, le biexciton est résonant avec
le continuum des états libres de la singularité S11, qui correspond à l’état ionisé de
l’exciton pompé S˜11 et que nous noterons désormais |eh〉 (voir Fig. 2.21). En effet
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l’énergie du bas de bande du continuum |eh〉 est d’environ EX + EBX ∼ 1.2 eV où
EBX ∼ 0.25 eV est l’énergie de liaison de l’exciton [36, 37]. Il en résulte que le cadre
dans lequel est réalisé le processus de formation du biexciton est plus complexe que
celui d’un système à deux niveaux. La Fig. 2.21(a) montre le processus de formation
du biexciton dans sa globalité, qui correspond au cas d’une résonance de Fano.
Processus de Fano
D’une façon générale, une résonance de Fano [144] apparaît dans des systèmes
présentant les trois caractéristiques suivantes :
– transition (1) d’un état initial discret vers un état final discret,
– transition (2) du même état initial discret vers un continuum d’états,
– couplage entre les états finaux des deux transitions.
L’existence d’un couplage entre les états finaux conduit à un phénomène d’inter-
férence quantique entre les deux chemins de transition, avec in fine une résonance










Figure 2.21 – (a) Processus de formation du biexciton |XX〉 et de ses interactions
avec le continuum |eh〉 des paires e−h libres. γB est le taux d’annihilation du biexci-
ton caractérisant le couplage de type Coulombien entre le biexciton et le continuum
des paires e− h libres. (b) Processus de formation du trion |X∗〉.
Dans notre cas, présenté sur la Fig. 2.21(a), nous pouvons identifier :
– transition (1) : |X〉 ⇒ |XX〉 engendrée par l’absorption d’un photon de sonde,
– transition (2) : ionisation |X〉 ⇒ continuum |eh〉 engendrée par l’absorption
d’un photon de sonde,
– couplage γB entre |XX〉 et le continuum |eh〉, qui correspond à l’annihilation
du biexciton par effet Auger.
La question est alors de savoir si, à défaut d’une création directe du biexciton
par la seconde pompe 2P , il est possible de modifier le profil de Fano du biexciton.
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Implémentation de la configuration en double-pompe
Pour étudier de façon résonante le biexciton, il est nécessaire de disposer d’une
seconde pompe notée 2P , la notation 1P étant réservée pour la pompe précédemment
utilisée. La seconde pompe 2P est un laser Ti :Sa continu acheminé par la troisième
voie du montage (décrite dans la partie 2.2.2) comme représenté sur la Fig. 2.22.
L’introduction d’un hacheur optique sur le chemin des deux pompes permet de les
moduler à la même fréquence.
L’énergie E2p de cette nouvelle pompe varie de 1.54 eV à 1.77 eV. Cette gamme


























Figure 2.22 – Schéma de la configuration à deux pompes.
Dans un premier temps, nous souhaitons décrire l’effet de la fréquence de modu-
lation sur l’allure des spectres mesurés dans la configuration en mono-pompe. Dans
un second temps, nous commenterons l’allure d’un spectre obtenu avec la pompe
2P seule. Enfin, nous présenterons les spectres enregistrés dans la configuration en
double-pompe.
La Fig. 2.23 montre un spectre mesuré avec la pompe 1P modulée à 1 kHz par
le hacheur optique, superposé à un spectre obtenu avec une modulation à 160 kHz
à la source par courant d’injection, comme c’était le cas pour les spectres présentés
jusqu’à maintenant.
Nous observons toujours les deux raies d’absorption induite mais avec une am-
plitude réduite d’un facteur 2 pour la raie IA2 et d’un facteur 4 pour la raie IA1,
dans le cas d’une modulation à 1 kHz. Le rapport signal sur bruit est quant à lui
comparable dans les deux cas.
La Fig. 2.24 présente un spectre mesuré toujours en configuration mono-pompe,
avec la pompe 2P seule pour une longueur d’onde 708 nm, soit 1.75 eV, et une
puissance de 8 kW.cm−2. Les variations du signal sont inférieure à 1 · 10+5, sans
structures spectrales, ce qui signifie que la contribution de la deuxième pompe seule
se limite à un fond de signal non-linéaire.
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Figure 2.23 – Spectres mesurés en configuration mono-pompe avec une modulation
à 1 kHz par le hacheur optique et une modulation à 160 kHz par le courant d’injection
de la diode laser.













Figure 2.24 – Spectre mesuré en configuration mono-pompe avec la pompe 2p
(Ti :Sa) à la longueur d’onde 708 nm soit 1.75 eV pour une puissance de 8 kW.cm−2.
Configuration en double-pompe
Le but des mesures en configuration double-pompe est d’observer des variations
dans le spectre du biexciton lorsque la seconde pompe est résonnante avec l’énergie
du biexciton. Comme le montre la Fig. 2.25 dans l’exemple de E2P = 1.75 eV, un jeu
de trois spectres successifs est enregistré (ceci est la procédure systématique pour
chaque énergie que prendra la seconde pompe par la suite) :
– un spectre (a) en configuration mono-pompe avec 2P .
– un spectre (b) en configuration mono-pompe avec 1P .
– un spectre (c) en configuration double-pompe avec 1P et 2P .
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(a) Mono-pompe 2P Ti:Sa 708 nm
(b) Mono-pompe 1P DFB 1331 nm








Figure 2.25 – Spectres mesurés en configuration mono-pompe, avec d’une part E1 =
0.93 eV et une puissance de 20 kW.cm−2 (ronds noirs) et d’autre part E2p = 1.75 eV
et une puissance de 8 kW.cm−2 (triangles verts), et en configuration double-pompe
avec les paramètres des deux pompes comme précédemment décrits.
Le spectre (a) est le même que celui présenté dans la Fig. 2.24. Les spectres (b)
et (c) sont très similaires et il est difficile de juger sur cette figure l’effet de la seconde
pompe. Pour augmenter le rapport signal sur bruit, nous avons enregistré systémati-
quement trois fois les spectres (a), (b) et (c) que nous avons ensuite moyennés. Puis,
pour quantifier la perturbation du spectre du biexciton par le pompe d’énergie E2p,






























, de celui en présence






. L’intervalle d’intégration est [E1 = 1.73eV; E2 =
1.78eV] afin de ne prendre en compte dans δ que le signal du biexciton. Dans la me-
sure où la puissance de la seconde pompe est suffisamment faible pour que l’échan-
tillon soumis à cette pompe seule montre une réponse constante en énergie (spectre
(a) plat sur Fig. 2.25), le fond de signal supplémentaire introduit par cette pompe
peut être simulé par une constante b. L’optimisation du paramètre b pour minimiser
δ augmente la précision de la détermination des variations des spectres. Il évite en






ne conduise à une estimation de
la déformation du spectre. Seules les variations liées à l’action conjointe des deux
pompes apparaissent alors dans δ.
Sur la Fig. 2.26(b) nous avons tracé les valeurs de δ en fonction de l’énergie E2p
de la seconde pompe. Les valeurs de δ sont de l’ordre de 10−6, soit deux ordres de












Figure 2.26 – (a) Signal non-linéaire en fonction de la somme des énergies Es +E1p.
L’encart représente un zoom sur la partie biexcitonique du signal, où est ajouté le
signal du biexciton en présence des deux pompes (cercles bleus). (b) Déformation
δ du spectre de transmission différentielle du biexciton en présence de la seconde
pompe en fonction de son énergie E2p. Les deux schémas sont des illustrations de la
signification de δ. La ligne pointillée est un guide Lorentzien pour les yeux.
de δ présentent un maximum pour E2p = 1.75 eV. Chaque énergie E2p fixée pour
obtenir un point de la Fig. 2.26(b) est représentée par une flèche blanche horizontale
sur la Fig. 2.27, sauf pour le point à 1.96 eV.
Nous souhaitons commenter deux points particuliers. Le point à 1.53 eV sur la
Fig. 2.26(b) est obtenu pour la seconde pompe résonante avec la transition S22
de la chiralité (9,7). Le fait que la valeur de δ ne soit pas maximale pour cette
énergie est le signe que la perturbation du spectre n’est pas l’effet du peuplement
additionnel d’états excitoniques par le biais de la seconde pompe. Une autre mesure
déterminante de δ est celle réalisée avec E2p à très haute énergie en remplaçant le
laser titane :saphir par un laser hélium néon (point à 1.96 eV sur la Fig. 2.26(b)). Ce
point est le seul réalisé avec E2p supérieure à l’énergie 1.75 eV présumée du biexciton.
La valeur de δ dans ce cas est similaire à sa valeur obtenue lorsque la seconde
pompe est résonante avec la transition S22 de la chiralité (9,7). Ainsi, l’excitation
de populations de porteurs de charge d’énergies supérieures à celle du biexciton ne
suffit pas pour atteindre le maximum de perturbation du spectre.
Sur la base du schéma de pompage optique de la Fig. 2.21, nous comparons












































Figure 2.27 – Carte de photoluminescence des chiralité (9,7) et (12,5). Les flèches
blanches représentent les énergies de 2P utilisées pour obtenir les données représen-
tées sur les Fig. 2.24 et Fig. 2.26(b).
Fig. 2.26(a). Ce dernier est représenté non plus en fonction du désaccord Es − Ep,
mais en fonction de Es + E1p. Nous constatons que l’amplitude du signal d’absorp-
tion induite IA2 est maximale exactement à la même énergie 1.75 eV que celle où
la perturbation du signal de ∆T
T
est maximale. Cette correspondance indique que
le signal d’absorption induite, observée à un désaccord de -105 meV et attribuée
au biexciton, correspond bien à une excitation élémentaire, que la seconde pompe
perturbe de manière résonante à l’énergie 1.75 eV. Si l’excitation à un photon du
biexciton est a priori interdite, l’effet de la seconde pompe pourrait ainsi consister
en une photo-création de paires électron-trou libres qui interagissent avec le biexci-
ton.
Nous allons dans la partie suivante discuter du couplage coulombien du biexciton aux
états électron-trou libres afin d’aboutir à une description quantitative du processus
de Fano.
2.4 Modèle théorique et simulation du signal non-
linéaire
Afin d’obtenir une interprétation quantitative de nos données expérimentales,
nous avons développé un modèle de la réponse non-linéaire dans le formalisme du
χ(3). Dans cette section, nous présentons la construction du modèle puis la simulation
du signal non-linéaire.
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2.4.1 Modèle du χ(3) et doubles diagrammes de Feynman
Le calcul de la réponse non-linéaire en χ(3) développé pour simuler nos résultats,
est inspiré des travaux de Madarazs et al. [124]. Ces derniers se sont intéressés aux
propriétés optiques non-linéaires dans des puits quantiques GaAs insérés dans des
nano-fils. Cependant Madarazs et al. ont développé l’expression du χ(3) en utilisant
les symétries particulières de ce système. Ce calcul est inadapté à notre étude et il
a été nécessaire de le reprendre en partie pour les nanotubes de carbone.
Le calcul complet de la susceptibilité du troisième ordre est complexe, c’est pourquoi,
comme Madarazs et al., nous avons utilisé la technique des doubles diagrammes de
Feynman pour obtenir son expression. Avant de présenter puis de discuter notre
modèle, nous introduisons la représentation graphique des doubles diagrammes de
Feynman dans le but de montrer comment ce formalisme rend compte du photo-
blanchiment de l’exciton et de l’absorption induite du biexciton.
Doubles diagrammes de Feynman
Un diagramme correspond à un processus d’interaction entre le système matériel
(le nanotube) et le champ électromagnétique (les photons). La Fig. 2.28 montre un




















Figure 2.28 – Diagramme participant à la susceptibilité du troisième ordre.
serve deux lignes verticales décrivant l’évolution dans le temps de la matrice densité,
c’est à dire le système matériel. L’axe de gauche représente le « ket » de la matrice
densité, et l’axe de droite représente son « bra ». Des flèches représentant chacune
un photon se branchent le long de ces deux axes verticaux, en des points nommés
vertex. L’orientation entrante ou sortante de ces flèches représente respectivement
une absorption ou une émission par le système matériel. Une absorption implique
une pulsation positive tandis qu’une émission implique une pulsation négative. À
chaque absorption ou émission (à chaque vertex) le « bra » ou le « ket » concerné
de la matrice densité est modifié en conséquence.
Un diagramme participant à la susceptibilité du troisième ordre possède trois vertex
d’interaction où le champ électrique apparaît, plus un correspondant à la relaxation
de la polarisation cohérente du système par une émission finale. Le vecteur d’onde
de ce photon résultant est la somme des vecteurs d’onde des trois champs de l’inter-
action, de même pour sa pulsation.
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Le diagramme présenté dans la Fig. 2.28 schématise le photoblanchiment de
l’exciton. Les deux règles principales nécessaires à la transcription de ce diagramme
dans l’expression du χ(3), sont :
– chaque vertex introduit un élément de matrice du hamiltonien d’interaction.
– chaque ligne entre deux vertex introduit un propagateur qui tient compte des
pulsation des photons émis et/ou absorbés à tous les vertex précédents.
La Fig. 2.29 montre l’application de ces deux règles sur le diagramme déjà présenté


















(ωs − ωp + ωp − ω0,X + iΓ0,X)−1
(ωp − ω0,X + iΓ0,X)−1




Figure 2.29 – Transcription en terme du χ(3) d’un diagramme représentant le pho-
toblanchiment de l’exciton.
Détaillons la transcription de ce diagramme.
• À ti : le système matériel est au repos dans son état fondamental |0〉 〈0|, corres-
pondant au vide d’excitation. La population est à l’équilibre thermique et est
caractérisée par une matrice densité dont seul l’élément de matrice ρ0,0 ≡ ρ0
est non nul.
• À t1 : le système matériel interagit avec le champ de pompe à travers le «ket» de
la matrice densité et un élément de matrice 1
!
〈X| Hp |0〉 est introduit dans
l’expression du χ(3).
• Durant l’intervalle de temps ouvert [t1; t2[, une polarisation cohérente est pré-
sente et introduit le propagateur
1
(ωp − ω0,X + iΓ0,X) , (2.41)
dans l’expression du χ(3).
• À t2 : le système matériel interagit de nouveau avec le champ électromagné-
tique de pompe et le système total (matière + champ électromagnétique) passe
de la configuration intermédiaire |X〉 〈0|⊗ |nphoton − 1〉 〈nphoton − 1| à la confi-
guration |0〉 〈0| ⊗ |nphoton〉 〈nphoton| à travers l’émission d’un photon virtuel.
L’élément de matrice 1
!
〈0| H†p |X〉 est introduit dans l’expression du χ(3).
• Durant l’intervalle de temps ouvert [t2; t3[, aucune polarisation n’est présente
et le terme
1




est introduit dans χ(3).
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• À t3 : le système matériel interagit avec le champ de sonde et un élément de
matrice 1
!
〈X| Hs |0〉 apparaît.
• Durant l’intervalle de temps ouvert [t3; tf [, une polarisation cohérente est pré-
sente et introduit le propagateur
1
(ωs − ωp + ωp − ω0,X + iΓ0,X) =
1
(ωs − ω0,X + iΓ0,X) , (2.43)
dans l’expression du χ(3).
• À tf : la polarisation du troisième ordre est émise sous la forme d’un photon
final de fréquence ω = ωp − ωp + ωs = ωs en introduisant le terme 〈0| µ |X〉
où µ est l’opérateur dipolaire, et le système retrouve l’état fondamental dans
lequel il était à ti.
Sur la durée [ti; tf ], l’ensemble de ces termes donnent la contribution suivante à χ(3) :
| 〈X| Hp |0〉 |2 〈X| Hs |0〉 〈0| µ |X〉 ρ0
i!3Γ0,0(ωs − ω0,X + iΓ0,X)(ωp − ω0,X + iΓ0,X) (2.44)
Lors de ce processus cohérent, après l’interaction du système avec deux champs élec-
tromagnétique de pompe, le champ de sonde excite virtuellement l’exciton à partir
de l’état du vide énergétique. La non-linéarité est exprimée à travers la dépendance
de l’occurrence de ce processus en fonction de l’intensité Ip de pompe, introduite par
le terme | 〈X| Hp |0〉 |2. Pour comparaison, l’expression (2.44) est proportionnelle à
µ40X (l’opérateur dipolaire apparaissant à chaque vertex, en comptant le vertex fi-
nal), alors que la susceptibilité du premier ordre qui décrit l’absorption linéaire de
l’exciton est proportionnelle à µ20X .
La Fig. 2.30 montre un diagramme représentant l’absorption induite du biexci-













Figure 2.30 – Transcription en terme du χ(3) d’un diagramme représentant l’effet
d’absorption induite du biexciton.
La deuxième interaction est quant à elle une absorption et non une émission. Un élé-
ment de matrice 1
!
〈0| H†p |X〉 est alors généré et une population d’exciton est créée.
Aucune polarisation n’est alors présente et le terme :
1






est introduit dans le χ(3).
C’est avec le système matériel dans cet état de population que le champ de sonde est
mis en jeu au troisième vertex et que l’état biexcitonique est sondé. Cette interaction
génère l’élément de matrice 1
!
〈XX| Hs |X〉 et la polarisation cohérente du système
introduit le propagateur :
1
(ωs − ωp + ωp − ωX,XX + iΓX,XX) =
1
(ωs − ωX,XX + iΓX,XX) . (2.46)
La polarisation du troisième ordre est ensuite émise sous la forme d’un photon final,
une nouvelle fois de fréquence ω = ωp − ωp + ωs = ωs, en introduisant le terme
〈X| µ |XX〉 dans χ(3). Le système est alors dans un état excité et relaxera vers son
état fondamental par un processus non cohérent, ultérieur à l’interaction cohérente
du troisième ordre que nous venons de décrire.
Ce diagramme donne la contribution totale suivante au χ(3) :
− | 〈X| Hp |0〉 |
2 〈XX| Hs |X〉 〈X| µ |XX〉 ρ0
i!3ΓX,X(ωs − ωX,XX + iΓX,XX)(ωp − ω0,X + iΓ0,X) . (2.47)
Le signe (positif ou négatif) de la contribution des diagrammes détermine celui
du phénomène de photoblanchiment (∆T
T0
> 0) ou d’absorption induite (∆T
T0
< 0). Du
fait de la nature adjointe du «bra» et du «ket», une différence de signe est introduite
selon que l’interaction soit effectuée sur le «bra» ou le «ket»de la matrice densité.
Ainsi, on peut prévoir le signe final de la contribution de chaque diagramme en comp-
tant le nombre de vertex présent sur leur axe vertical de droite. Dans l’exemple que
nous venons de présenter, le signe négatif de la contribution à l’absorption induite
du biexciton apparaît au second vertex.
Un dernier type de diagramme participe à la réponse du troisième ordre du na-
notube, celui schématisant l’émission stimulée de l’état excitonique. La Fig. 2.31













Figure 2.31 – Transcription en terme du χ(3) d’un diagramme représentant l’émis-
sion spontanée de l’exciton.
Dans ce cas de figure, les deux premières phases d’absorptions (des deux photons
de pompe) sont identiques à l’exemple de la Fig. 2.30. Après la seconde absorption,
la matrice densité est alors dans la configuration où seul l’élément de matrice ρX,X
est non nul. Aucune polarisation n’est présente et le temps de vie du système est lié
108
2.4. MODÈLE THÉORIQUE ET SIMULATION DU SIGNAL NON-LINÉAIRE
à la largeur longitudinale γX et est caractérisé par le temps de vie T1 de l’exciton.
La présence du champ de sonde provoque la troisième interaction qui entraîne la
transition de l’étape intermédiaire |X〉 〈X|⊗ |nphoton sonde〉 〈nphoton sonde| vers l’étape
|X〉 〈0| ⊗ |nphoton sonde + 1〉 〈nphoton sonde + 1|. Un photon à l’énergie de sonde à été
émis par le système lors de cette transition. On retrouve en ces termes le compor-
tement de l’émission stimulée du système, puisque la présence du champ de sonde
a induit l’émission d’un photon à l’énergie de sonde. Enfin, le système se désexcite
et retrouve son état fondamental en émettant un photon dont ω = ωp−ωp +ωs = ωs.
Sélection des diagrammes et écriture du modèle
Sur les Fig. 2.29, 2.30 et 2.31, nous avons présenté des diagrammes caractéris-
tiques des trois types d’interactions participant à la susceptibilité non-linéaire du
troisième ordre. Cependant, dans chaque cas, de nombreux diagrammes sont né-
cessaires pour représenter chaque type de processus physique (photoblanchiment,
absorption induite et émission spontanée). Il faut en effet prendre en compte les
différentes possibilités d’ordre d’arrivée des différents photons, et leurs possibilités
d’interaction avec le « bra » ou le « ket » de la matrice densité, puis sommer toute les
éventualités. Le parallèle est direct avec la formalisation de la mécanique quantique
en terme d’intégrale de chemin et leur représentation diagrammatique introduite par
Feynman.
Une partie conséquente de l’ensemble de ces diagrammes peut être éliminée.
On se place dans le cadre de l’approximation de l’onde tournante (Rotating Wave
Approximation (RWA) en anglais) qui conduit à ne conserver que les diagrammes
résonants, c’est-à-dire les diagrammes dont le photon résultant (émis au quatrième
vertex) est à la fréquence ωs. Les trois diagrammes présentés ci-dessus sont résonants
puisque, pour chacun d’entre eux, ω = ωp − ωp + ωs = ωs.
Au total, six types de diagrammes sont identifiés [124] comme dominant dans la ré-
ponse du χ(3), dont deux déterminent le photoblanchiment de l’exciton, deux l’émis-
sion stimulée de l’exciton et deux contribuent à l’absorption induite du biexciton.
Ils sont représentés sur la Fig. 2.32.
Chacun de ces six types donne lieu à plusieurs diagrammes qui rendent compte
des différents ordres d’arrivée possibles des photons de pompe et de sonde. Sur la
Fig. 2.32, la convention d’indiçage ωs,p et ωp,s représente ces possibilités d’interaction
et la multiplicité du diagramme. Par exemple, si pour un diagramme particulier, la
fréquence est fixée à ωs au premier vertex où apparaît ωs,p, alors la fréquence ωp doit
être fixée au vertex où apparaît la fréquence complémentaire (ωp,s).
















































































Figure 2.32 – Doubles diagrammes de Feynman identifiés par Madarazs et al. [124]
contribuant à la réponse non-linéaire en χ(3). Les deux flèches verticales pointant vers
le haut représentent le « ket » et le « bra » de la matrice densité évoluant dans le
temps. Les ronds noirs représentent les vertex d’interaction. Les flèches en pointillés
représentent les photons absorbés et émis. Les traits pleins surlignant les flèches de la
matrice densité représentent la durée pendant laquelle l’état excitonique est excité.
Les rectangles vides sont l’équivalent du trait plein pour le biexciton. Une population
d’exciton ou de biexciton est présente seulement lorsque le « ket » et le « bra » de
la matrice densité sont simultanément dans le même état. Les diagrammes de types
(a) et (b) déterminent le photoblanchiment de l’exciton, les diagrammes de types
(c) et (d) caractérisent l’émission stimulée de l’exciton, tandis que les diagrammes




 | 〈X| Hp |0〉 |2 〈X| Hs |0〉 〈0| µ |X〉 ρ0




(ωs − ωp + iΓj)
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1
(ωs − ω0,X + iΓ0,X) +
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(ωp − ω0,X + iΓ0,X) +
1
(ω0,X − ωp + iΓ0,X)
)]
− | 〈X| Hp |0〉 |
2 〈XX| Hs |X〉 〈X| µ |XX〉 ρ0





(ωp − ω0,X + iΓ0,X) +
1
(ω0,X − ωp + iΓ0,X)
)],
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Dans le cadre de l’approximation dipolaire on a : Hs,p = Es,pµ. Puisque des ex-
citons et des biexcitons sont créés, il est nécessaire, dans le cadre de l’approximation
dipolaire, que l’excitation se fasse sous polarisation parallèle à l’axe du tube (voir
partie 1.1.3). On a donc : Hs,p = Es,pµ. L’expression (2.48) peut alors s’écrire :




| 〈X| µ |0〉 |4ρ0




(ωs − ωp + iΓj)
(
1
(ωs − ω0,X + iΓ0,X) +
1







(ωp − ω0,X + iΓ0,X) +
1
(ω0,X − ωp + iΓ0,X)
)]
χ(3)(−ωs;ωs,ωp,ωp)XX = − | 〈X| µ |0〉 |
2| 〈XX| µ |X〉 |2ρ0





(ωp − ω0,X + iΓ0,X) +
1
(ω0,X − ωp + iΓ0,X)
)]
,
Comme nous l’avons introduit dans la partie 2.1.2, l’absorption d’un système est
lié à la partie imaginaire de la susceptibilité χ. Et comme nous l’avons discuté
dans la partie 2.1.3, pour décrire notre mesure il suffit de considérer le terme au
premier ordre en Ip du développement limité de l’absorption saturée, c’est-à-dire la
susceptibilité du troisième ordre χ(3). La quantité mesurée dans notre expérience est
donc proportionnelle à la partie imaginaire de (2.50).
Cependant, afin de rendre compte plus fidèlement du processus de formation du
biexciton au sein de notre expérience, il est nécessaire de raffiner le modèle en y
intégrant le processus de Fano et l’élargissement inhomogène de l’absorption, ainsi
que l’absorption induite du trion. Nous présentons ces étapes dans les sous-sections
suivantes.
2.4.2 Intégration du profil de Fano
Avant de détailler la description du couplage du biexciton au continuum des
paires électron-trou libres et l’intégration du profil de Fano dans le formalisme du
χ(3), nous souhaitons introduire l’influence de ce type de couplage sur la forme de
raie d’un système simple.




(ω − ω0)2 + Γ2 , (2.51)
où ω0 est la fréquence de résonance du système et Γ sa largeur homogène.
Si l’état excité de ce système à deux niveaux est couplé à un continuum d’états
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résonants, l’absorption de ce système présente un profil asymétrique de Fano, comme
introduit dans la partie 2.3.7. Ce profil peut être modélisé par la fonction [144] :
F (ω) =
(qΓ + ω − ω0)2
q((ω − ω0)2 + Γ2) , (2.52)
où q est le facteur de Fano. Ce paramètre positif q est lié au couplage γB entre l’état
discret final et le continuum d’états, comme nous le verrons bientôt.
La Fig. 2.33 montre l’évolution de (2.52) pour différentes valeurs de q, en fonction
du paramètre adimensionné ω−ω0
Γ
.
À la limite q → ∞, le profil de Fano F (ω) tend vers le profil lorentzien L(ω). À




























Figure 2.33 – Comportement de la fonction F (ω) pour différentes valeur du facteur
de Fano q.
mesure que q diminue de 10 à 3, le profil perd son caractère Lorentzien et s’asymé-
trise. Pour des valeurs de q inférieures à 3, l’asymétrie devient très importante avec
une forme de raie dite en « S ».
Voyons maintenant comment le profil de Fano est modélisé dans le formalisme
du χ(3).
En suivant la démarche de Fano [144], l’état du biexciton doit être « habillé » par
le continuum des états |c(ǫ)〉 libres pour rendre compte de l’élargissement de la raie
du biexciton par le couplage coulombien au continuum d’états. Ceci se traduit par
l’introduction de l’état discret habillé :
|X˜X〉 = |XX〉+ v.p
∫ V (E)
ǫ− E |c(E)〉 dE, (2.53)
où ǫ est l’énergie du continuum d’états et V (E)2 est l’énergie associée au couplage
entre l’état habillé et le continuum. Le signe v.p est l’abréviation de « valeur prin-
cipale ». Remarquons que la dimension de la norme ||〈 c(E)|c(E)〉|| 2 est celle de
l’inverse d’une énergie. Ceci est dû au fait que la densité d’états du continuum n’ap-
paraît pas explicitement dans le second membre de (2.53) et qu’elle est contenue
dans le produit V (E) |c(E)〉.
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Dans le but de reproduire les interférences de Fano, il faut rendre compte des
deux chemins que représente la transition (1) de l’exciton vers l’état discret habillé
et la transition (2) de l’exciton vers le continuum d’états (cf. partie 2.3.7). L’état
final qui apparaît alors dans le modèle est la superposition de cet état habillé |X˜X〉
et du continuum |c(ǫ)〉 [144] :
|XX(ǫ)〉 = sin(∆)
πV (ǫ)
|X˜X〉 − cos(∆) |c(ǫ)〉 , (2.54)
où le paramètre sans dimension ∆, qui détermine le poids des deux transitions (1)
et (2), est définit par :







la pulsation liée à la transition de l’exciton vers l’état habillée (transi-
tion (1)).
La superposition (2.54) rend compte de la possibilité d’exciter, par absorption d’un
photon de sonde, soit l’état discret |X˜X〉, soit le continuum |c(ǫ)〉. C’est l’interférence
entre ces deux canaux d’absorption qui procure au biexciton un profil asymétrique
de Fano, comme nous l’avons introduit dans la partie 2.3.7.
Afin de prendre en compte la contribution de l’ensemble du continuum, il est
nécessaire de procéder à une intégration de χ(3)(−ωs;ωs,ωp,ωp)XX sur l’énergie ǫ.
Pour effectuer la procédure d’intégration sur ǫ, nous nous sommes appuyés sur le
travail précurseur de Maruani et Chemla dans les matériaux semiconducteurs massifs
[145, 146]. Nous allons présenter quelques étapes clés du calcul, qui n’apparaissent
pas dans les papiers originaux, en considérant les hypothèses de Maruani et Chemla.
Puis nous introduirons un élément supplémentaire, non considéré par Maruani et
Chemla, lors de l’intégration de χ(3)(−ωs;ωs,ωp,ωp)XX sur l’énergie ǫ, à savoir la
possibilité pour le biexciton de se désexciter autrement qu’à travers son couplage
coulombien au continuum d’états.
La première étape est de faire apparaître les deux transitions (1) et (2) dans l’ex-
pression du χ(3) en modifiant les éléments de matrice de photo-transition du biexciton
apparaissant dans (2.50b), c’est-à-dire en substituant l’état |XX〉 par |XX(ǫ)〉. Le
produit | 〈XX| µ |X〉 |2 au numérateur de (2.50b) devient :
| 〈XX| µ |X〉 |2 → 1
1 + ǫ′2










































En factorisant ensuite (2.56) par | 〈c(ǫ)| µ |X〉 |2 on obtient une nouvelle expression
de | 〈XX| µ |X〉 |2 :









〈c(ǫ)| µ |X〉 . (2.62)
La seconde étape, cette fois explicitement décrite dans les références [145, 146],
est de substituer le propagateur [!(ωs − ωX,XX) + iΓX,XX ]−1 du dénominateur de
(2.50b) par (!ωs− ǫ+ i!η), où η est une largeur liée à la relaxation de l’état habillé
|X˜X〉. Afin d’obtenir une expression cohérente, c’est-à-dire en fonction de la variable
ǫ′ déjà introduite dans | 〈XX| µ |X〉 |2 (cf. (2.61)), on écrit :










Dans l’approximation où V (ǫ) et 〈c(ǫ)| µ |X〉 varient très peu avec ǫ, ils peuvent
être considérés comme constant avec une valeur V (ǫ) ≡ VE et 〈c(ǫ)| µ |X〉 ≡ 〈c| µ |X〉
définie à l’énergie du biexciton [145, 146]. L’intégration de χ(3)(−ωs;ωs,ωp,ωp)XX sur
l’énergie ǫ peut finalement être effectuée sur la variable ǫ′, pour laquelle dǫ′ = dǫ
πV (ǫ)2
.
Il faut donc effectuer l’intégration :
χ(3)(−ωs;ωs,ωp,ωp)XX = N | 〈X| µ |0〉 |






(ωp − ω0,X + iΓ0,X) +
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C’est à ce stade que notre démarche diffère de celle de Chemla et Maruani, qui ne
considèrent que la limite b → 0, c’est-à-dire !η << π V2E . Physiquement, cette limite
implique que la largeur
!Γ
X,X˜X
= !η + πV 2E (2.67)
du biexciton habillé est entièrement déterminée par la largeur collisionnelle πV 2E . Plus
précisément, dans la limite considérée par Chemla et Maruani, le couplage coulom-
bien VE du biexciton au continuum domine la relaxation du biexciton. Tous les autres
canaux de relaxation non-collisionnel du biexciton, caractérisés dans leur ensemble
par η, sont alors considérés comme négligeables. C’est-à-dire que, par exemple, la
relaxation du biexciton par émission de photons est négligée.
Nous allons poursuivre l’étude dans le cas général b 4= 0. De ce point de vue, les
mécanismes qui caractérisent la largeur !Γ
X,X˜X
= !η + πV 2E du biexciton habillé,
sont a priori semblables, du moins dans leur nature, à ceux déterminant la largeur
!Γ0,X de l’exciton. Par ailleurs, il nous sera possible de caractériser le poids relatif
entre les contributions collisionnelles (πV 2E) et non-collisionnelle (!η) dans la largeur
du biexciton.
Reprenons la procédure d’intégration. L’expression (2.66) diverge aux bornes de






(1 + ǫ′2)(a− ǫ′ + ib)dǫ
′ = π
( (q − i)2




Nous souhaitons maintenant réécrire l’expression du χ(3) en fonction des paramètres
du modèle. Pour cela, nous développons a et b selon les expressions (2.64) dans le
dénominateur du propagateur (2.68) :
a + i(b + 1) =
1
πV 2E
(!ωs − !ωX,X˜X + i!ΓX,X˜X), (2.69)
Nous faisons également apparaître | 〈X˜X| µ |X〉 |2 plutôt que | 〈c| µ |X〉 |2 en utilisant
la relation (2.62). Cette dernière étape fait disparaître l’état du continuum au profit
de voir apparaître l’information provenant de l’état du biexciton habillé. Suite à cela,
χ(3)(−ωs;ωs,ωp,ωp)XX prend la forme :
χ(3)(−ωs;ωs,ωp,ωp)XX = N | 〈X| µ |0〉 |
2| 〈X˜X| µ |X〉 |2ρ0





(ωp − ω0,X + iΓ0,X) +
1
















où la largeur η est implicitement déterminée par la différences des deux quantités
!Γ
X,X˜X
et πV 2E (voir équation (2.67)).
Notons que ce résultat tend vers l’expression (2.50b) dans la limite q → +∞.
Maintenant que le profil de Fano est intégré dans notre modèle, parmi les états
introduits aux cours des derniers paragraphes, le seul à apparaître dans l’expression
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du χ(3) est |X˜X〉. C’est-à-dire celui du biexciton élargit par le couplage au continuum





seront notés respectivement |XX〉, ΓX,XX et
ωX,XX .
2.4.3 Simulation de la distribution inhomogène de nanotube
Dans nos expériences, réalisées sur des ensembles de nanotubes, il faut tenir
compte de l’élargissement inhomogène de l’absorption. Pour ce faire, nous convoluons
par une distribution statistique g(ω0,X), la réponse en χ(3) précédemment calculée
pour une pulsation excitonique ω0,X donnée. La distribution g(ω0,X) de la résonance
ω0,X de l’exciton décrit la distribution en diamètre d des nanotubes dont l’absorption










Cette gaussienne est de largeur σ et elle est centrée sur la pulsation ω0.
Dans notre modèle intervient également la pulsation du biexciton ωX,XX , qui
dépend lui aussi du diamètre du nanotube. La question est de savoir si cette dépen-
dance est semblable à celle de ω0,X , ou si les variations de l’énergie de liaison EbXX
modifient significativement l’évolution de ωX,XX en fonction de d. Pour y répondre,
on remarque que pour une variation de diamètre de 0.7 nm à 1.1 nm, l’énergie de
l’exciton varie d’environ 500 meV [147]. En revanche, l’énergie de liaison du trion
varie seulement d’environ 70 meV [12] pour une variation de diamètre équivalente.
Ainsi, dans l’approximation où les variations de EbXX en fonction de d sont simi-
laires à celle de l’énergie de liaison du trion, il semble raisonnable de considérer
EbXX constant sur l’intervalle de diamètre définit par g(ω0,X). D’autant plus que
les variations des diamètres des nanotubes, excités par le laser de pompe et simulée
par g(ω0,X), sont a priori inférieures à 0.1 nm (cf. partie 2.4.5). Ainsi, dans l’ap-
proximation où l’énergie de liaison du biexciton EbXX ne dépend pas du diamètre,
on considère que ωX,XX possède la même dépendance que ω0,X en fonction de d. On
réécrit alors !ωX,XX = !ω0,X − EbXX dans l’expression de χ(3), afin de propager à
la raie du biexciton l’effet de la convolution.















À ce stade, notre modèle rend compte du photoblanchiment de l’exciton et de
l’absorption induite du biexciton, mais ne rend pas compte de l’absorption induite
du trion. Du fait du caractère extrinsèque du processus de création du trion X∗ (cf.
section 1.3.2), il est impossible de décrire le signal non-linéaire d’absorption induite
du trion de la même façon que celle du biexciton. En particulier, la création de la
population de porteurs de charge isolés précurseurs de la formation du trion ne peut
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être formulée en terme du χ(3). C’est pourquoi nous simulons phénoménologiquement




(ωs − ωX∗)2 + Γ2X∗
, (2.73)
où ωX∗ est la pulsation de résonance du trion,Γ X∗ la largeur transverse de la transi-
tion vers le trion et fX∗ un paramètre déterminant le poids de cette transition dans
la réponse optique du nanotube.
Enfin, un second terme phénoménologique est introduit dans le modèle pour
reproduire le fond de signal non-linéaire (observable sur la Fig. 2.16). Ce signal
négatif et croissant avec le désaccord entre l’énergie de sonde et l’énergie de pompe
est modélisé par une droite affine de coefficient u et v :
uωs + v. (2.74)
2.4.5 Espace des paramètres et limites du modèle
Au cours de ces dernières sections, plusieurs paramètres ont été introduits dans
le modèle. Nous représentons ces paramètres de façon synthétique sur la Fig. 2.34
où leurs influences principales sur la forme des raies est illustrée. Nous discuterons
ces valeurs dans une sous-section ultérieure, pour le moment cette figure sert uni-
quement de support graphique. Les deux paramètres CX et CXX sont définis par les
numérateurs des parties excitonique (2.50a) et biexcitonique (2.50b) du modèle :
CX = N | 〈X| µ |0〉 |4ρ0ǫ−10 , pour (2.50a), (2.75)
CXX = N | 〈X| µ |0〉 |2| 〈XX| µ |X〉 |2ρ0ǫ−10 pour (2.70). (2.76)
On distingue trois types de paramètres :
• Les paramètres fixes : ω0, ωp, Γ0,0.




∈ [1% ; 10%], facilement es-
timables par la lecture de spectres expérimentaux : u, v, σ, Γ0,X , ΓX,X , CX ,
EbXX et ωX∗ .
• Les paramètres à grande erreur relative : ∆x
x
∈ [10% ; 100%] due au recouvre-
ment spectral de la raie du trion et du biexciton : ,Γ X∗ , fX∗ , ΓX,XX , VE, CXX
et q.
Nous allons discuter, points par points, de la façon dont chacun de ces paramètres
sont déterminés ou ajustés.
Paramètres fixes
Seuls trois paramètres sont fixés avant l’ajustement des données expérimentales
par le modèle.
L’énergie du laser de pompe est fixe et connue, et le pompage résonant des
excitons nous amène à fixer :
















Figure 2.34 – Influences des paramètres sur l’allure de la représentation graphique
du modèle. Les largeurs de raie de l’exciton et du biexciton sont déterminées par
plusieurs paramètres séparés en deux séries. Un paramètre de la série supérieure a
une influence dominante sur la largeur de raie comparée à celle d’un paramètre de
la série inférieure.
Nous posons ωp = 0. Le choix de prendre dans le modèle la pulsation de pompage
comme origine des pulsations est l’équivalent du choix de représenter les données
expérimentales en fonction du désaccord Es − Ep. Il n’influe aucunement sur le
modèle. Pour illustrer cela, la Fig. 2.35 montre le signal simulé de l’exciton et du
biexciton pour deux valeurs de l’énergie de l’exciton EX = 0 meV et EX = 200 meV.
Par simplicité, les termes phénoménologiques du trion et du fond n’apparaissent pas,
et la convolution par g(ω0,X) n’est pas effectuée. Pour ces deux cas on montre deux
profils correspondant l’un en trait plein au cas d’un pompage résonant Ep−EX = 0
(équivalent de ωp − ω0 = 0) et l’autre en traits pointillés au cas d’un pompage
légèrement désaccordé Ep − EX = 5 meV. Nous observons que le couple de profils
du cas EX = 0 meV est identique au couple de profil du cas EX = 200 meV.
En revanche, au sein d’un même couple de profils, on remarque qu’un pompage
légèrement désaccordé (Ep − EX = 5 meV) fait chuter l’amplitude du signal. Ceci
valide que le critère pertinent au sein de notre modèle est ωp − ω0 = 0.
Une attention particulière a été portée sur le paramètreΓ 0,0. Ce terme appa-







l’équation d’évolution de la matrice densité (voir partie 2.1.1). Cependant, la valeur
moyenne sur l’état du vide énergétique de ce terme effectif de relaxation est stricte-
ment nulle.
Nous avons vérifié numériquement la stabilité du modèle lorsque ce paramètre tend
vers zéro. En partant de la valeur testΓ test0,0 = 10
−3 meV/!, nous avons d’abord déter-
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Figure 2.35 – Comportement du modèle contenant le signal de l’exciton et du
biexciton en fonction de l’énergie de l’exciton EX et de l’énergie du laser de pompe
Ep. Le désaccord entre l’énergie de pompage et l’énergie de l’exciton influe sur la
forme des pics, tandis que la translation de EX sur l’axe des énergies n’influe pas
sur la forme des pics.
miné la valeur limiteΓ lim0,0 = 10
−1 meV/! pour laquelle la forme des raies commence
à varier avec le paramètreΓ 0,0. Au dessus de cette valeur limite, !Γ0,0 approche la
largeur de raie expérimentale de l’exciton, il est donc attendu que les raies modélisées
évoluent dans ce régime. Ensuite nous avons vérifié que la forme des raies restent
constante à mesure queΓ 0,0 tend versΓ min0,0 = 10
−150 meV/!. Nous avons considéré
cette valeur minimale comme suffisamment petite pour valider le comportement du
modèle lorsque que le paramètreΓ 0,0 tend vers zéro.
Dans toutes les simulations ce paramètre sera fixé àΓ 0,0 = 10−50 meV/!.
Paramètres à erreur relative faible
L’énergie de liaison du biexciton et la pulsation de résonance du trion sont esti-
mées sur un intervalle d’énergie très grand, d’environ dix fois supérieurs aux largeurs
de raie. EbXX et ωX∗ sont donc déterminées avec une incertitude relative très faible
(∼ 1%).
Le fond linéaire est également estimé sur un intervalle d’énergie d’environ dix fois
supérieure aux largeurs de raie de l’exciton et du biexciton. Cependant, le niveau
de signal à la limite basse énergie du domaine sondé est fortement influencé par la
raie du trion et une certaine précision est perdue. Ainsi, l’erreur sur l’ajustement
des paramètres u et v est d’environ 10%.
La raie de l’exciton est quant à elle bien isolée spectralement. Il est donc possible
d’estimer avec une bonne précision les paramètres qui déterminent son allure. C’est
pourquoi le paramètreΓ 0,X , qui est lié au temps T2 de relaxation de la cohérence
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de l’exciton et qui domine la largeur de raie (cf. discussion de Fig. 1.23(b) dans la
partie 1.2.3, et partie 1.2.4), est estimé avec une incertitude de 10%. C’est également
le cas du paramètre CX qui influe sur l’amplitude de la raie excitonique.
Concernant le paramètreΓ X,X , qui est lié au temps de relaxation de population
de l’exciton, sa valeur est connectée à celle deΓ 0,X . En effet, 1T1 est d’un ordre de
grandeur plus petit que 1
T2
dans les nanotubes de carbone [148, 149]. Ainsi, l’espace
des paramètres peut être légèrement réduit en utilisant la relation :
ΓX,X = 10−1Γ0,X . (2.78)
Le paramètre σ est quant à lui estimé expérimentalement. Une valeur minimale
est fixée par la dispersion de l’énergie de l’exciton des chiralités (9,7) et (12,5) pom-
pées, que l’on évalue grâce aux données ayant permis la réalisation de la carte de
photoluminescence d’excitation (cf. Fig. 2.9). Sur cette carte énergétique, les deux
chiralités présentent une dispersion de l’énergie excitonique (axe des abscisses) d’en-
viron 40 meV. Puisque a priori le laser de pompe excite d’avantage de nanotubes
que ceux de la chiralité dominante repérée sur cette carte. Nous choisissons une va-
leur test de σ supérieure à cette limite basse, plus précisément σ = 50 meV. Nous
avons vérifié que ce paramètre σ influe peu sur les variations des largeurs de raie
pour des valeurs plus grandes que la valeur test 50 meV, qui est bien supérieure à
la largeur homogène de l’exciton. Par exemple, une variation de σ1 = 100 meV à
σ2 = 200 meV ne modifie plus l’élargissement de la raie excitonique. L’erreur relative
sur ce paramètre est donc peu significative.
Paramètres à grande erreur relative
Le recouvrement spectral des raies du trion et du biexciton induit, dans notre
modèle, un couplage effectif des paramètresΓ X∗ , fX∗ , ΓX,XX , VE, CXX et q. De plus,
la proportion des paramètres η et VE dans !ΓX,XX = !η+πV 2E influe sur l’asymétrie
caractérisée par le paramètre de Fano q, comme nous le discuterons bientôt. La
détermination des trois paramètres η, VE et q est donc moins précise. On estime
ainsi une erreur relative de 10% à 20% pour les paramètresΓ X∗ , fX∗ , ΓX,XX et CXX ,
ainsi qu’une erreur relative d’environ 100% sur VE, q et η (implicitement déterminée
par η = ΓX,XX − πV 2E/!).
Conclusion
En résumé, parmi les 19 paramètres introduits dans le modèle, 12 paramètres
libres sont à ajuster : u, v, Γ0,X , CX , ωX∗ , ΓX∗ , fX∗ , EbXX , ΓX,XX , VE, CXX et q.
Les paramètres EbXX , ΓX,XX , VE et q caractérisent des grandeurs physiques que
notre expérience est la première à pouvoir déterminer. Ils sont les paramètres clés
de notre modèle en ce qui concerne l’originalité de cette étude.
Notons que nous ne tirerons aucune information des coefficients CX et CXX . En
effet, notre expérience procure la mesure relative ∆T
T
qui ne permet pas de déterminer
de façon absolue l’amplitude des raies de l’exciton et du biexciton.
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2.4.6 Confrontation modèle - expériences, résultats.
Le modèle dont l’élaboration a été décrite au cours des sections précédentes,
a été implémenté numériquement à l’aide du logiciel Mathematica. Le calcul est
analytique et l’écriture formelle de ce logiciel est alors très pratique.
Dans un premier temps, nous étudions la limite η → 0 où !ΓX,XX = πV 2E , c’est-
à-dire pour laquelle la largeur de raie du biexciton est déterminée uniquement par
l’élargissement collisionnel. C’est le cas présenté dans la littérature [145, 146]. Puis,
dans un second temps, nous relâcherons cette hypothèse dans le but d’estimer une
limite supérieure à l’élargissement non-collisionnel, caractérisé par η.
Limite de l’élargissement collisionnel dominant : !ΓX,XX = πV 2E
Dans la limite η → 0, la Fig. 2.36 montre l’ajustement des données expérimentales
(carrés) par le modèle (trait plein) pour le jeu de paramètres suivants :
• u = 4.4 · 10−3, v = −0.37
• Γ0,X = 4.8 meV/!





• q = 5














Figure 2.36 – Signal non-linéaire expérimental (carrés rouges) en fonction du désac-
cord ente l’énergie de sonde et l’énergie de pompe, ajusté par le modèle (trait plein).
L’énergie de liaison EbXX du biexciton est estimée à 107 ± 1 meV et la largeur à
mi-hauteur de la raie biexcitonique est estimée à 2!ΓX,XX = 10 ± 4 meV, pour un
facteur de Fano q ∈ [3.5 ; 8].
Pour discuter de la détermination de q, et ΓX,XX , nous concentrons la discussion
sur la partie biexcitonique du signal, en particulier sur la contribution des différents
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termes participant au profil du biexciton. La Fig. 2.37 montre la comparaison entre le
modèle et les données expérimentales, en enlevant dans les deux cas les composantes
liées au fond de signal non-linéaire (la droite u(Es −Ep) + v) et au trion. L’objectif
est d’étudier plus en détail l’asymétrie du profil du biexciton. Néanmoins, l’ensemble
des valeurs des paramètres du modèle est déterminé en l’absence de ces corrections
des données, et toute autre figure sera présentée sans ces corrections.

















 ! " 	
Figure 2.37 – Partie biexcitonique du modèle ajustant les données corrigées par la
soustraction du fond (définit par a et b) et de la lorentzienne du trion.












!(ωs − ωX,XX + iΓX,XX) . (2.79)
Cette équation fait apparaître trois contributions au numérateur. Le premier corres-
pond à la limite q → +∞, i.e. sans effet Fano, il conduit à une Lorentzienne tracée
en trait plein fin sur la Fig. 2.37. L’asymétrie du profil de Fano est introduite par
le deuxième terme, proportionnel à q−1, représenté par le trait en tiret. On observe
à travers ce terme l’effet constructif des interférences du côté haute énergie de la
raie du biexciton, et l’effet destructif des interférences du côté basse énergie. Le troi-
sième terme en (qVE)−2 apporte au profil de Fano une contribution Lorentzienne
symétrique (courbe pointillée) très faible sur l’exemple de la Fig. 2.37.
Ainsi, dans la limite où VE domine la largeur de raieΓ X,XX du biexciton, c’est-à-dire
η → 0 et !ΓX,XX = πV 2E , la contribution majoritaire dans le signal du biexciton (voir
Fig. 2.37) est celle du premier terme, qui ne contient pas le facteur de Fano q. Le
second terme en q−1 apporte une correction significative, qui confère au profil d’ajus-
tement l’asymétrie nécessaire à la reproduction du profil expérimental. Le troisième
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terme en (qVE)−2 est quant à lui négligeable. Dans ce régime, χ(3)(−ωs;ωs,ωp,ωp)XX




!(ωs − ωX,XX + iΓX,XX) . (2.80)
Cette dépendance simplifiée a permis de se concentrer sur la détermination de q = 5
en ajustant l’asymétrie du profil biexcitonique, et de déterminerΓ X,XX = 4.8 meV/!.
Nous souhaitons maintenant discuter de l’incertitude sur la détermination du
facteur de Fano q. Celle-ci n’est pas symétrique par rapport à la valeur de q = 5
estimée, puisque les variations du profil du biexciton sont de plus en plus importantes
à mesure que q diminue, comme l’illustrent les Fig. 2.33 et Fig. 2.38.
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Figure 2.38 – Zoom sur la raie du biexciton du modèle ajustant les données brutes
pour !ΓX,XX = πV 2E et différentes valeurs de q.
qu’il est nécessaire d’effectuer une variation de∆ q = +3 pour éloigner le profil du
biexciton des données expérimentales dans une proportion similaire à l’effet d’une
variation∆ q = −1.5. Ainsi, plutôt que de donner une incertitude du type q ± ∆q,
on préfère préciser que q appartient à un intervalle qu’il reste à définir.
Sur la Fig. 2.38, les ajustements avec q = 8 et q = 3.5 ne permettent pas de
reproduire fidèlement le profil expérimental du biexciton. Cependant, en faisant
varier les paramètres liés à la raie du trion et du biexciton, l’ajustement des données
expérimentales pour les deux valeurs q = 8 et q = 3.5, peut reproduire un ajustement
fidèle semblable à celui obtenu avec q = 5 sur la Fig. 2.38. Plus précisément, les
variations introduites dans le modèle par∆ q = 8 − 3.5 = 4.5, centrées sur q = 5,
peuvent être compensées par les variations conjointes∆ EbXX = 0.5 meV (<1%),
∆!ωX∗ = 0.7 meV (<1%) et∆ !ΓX∗ = 2 meV (7%), accompagnées de variations
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d’environ 10% des paramètres fX∗ et CXX . Ces valeurs sont données pour illustrer
les ordres de grandeurs des variations, cependant il est important de noter que
cette série de variations conjointes n’est pas l’unique série permettant de compenser
∆q = 4.5. Cependant l’ensemble de ces séries respectent les incertitudes relatives
données dans la partie 2.4.5. On définit finalement l’intervalle des valeurs possibles
de q comme étant [3.5 ; 8], avec pour valeur la plus vraisemblable q = 5, que nous
appelons par abus de langage la valeur centrale.
Cas général pour la largeur du biexciton : !ΓX,XX = !η + πV 2E
Nous avons ensuite relaxé la contrainte η → 0, et observé le comportement des
trois contributions en q0, q−1 et q−2 (cf. équation (2.79)) du profil d’ajustement, à
mesure que VE est diminuée. Le poids relatif de ces trois termes est déterminant
dans la forme de raie du biexciton. Pour qu’un profil asymétrique soit observable,
il est nécessaire que le terme en q−1 ne soit pas négligeable devant les deux autres.
Le fait de varier VE et q indépendamment est l’équivalent de varier la constante
qVE (cf. (2.62)) et de modifier le poids de la contribution du terme en (qVE)2. Nous
rappelons que ce terme apporte une contribution symétrique et qu’il était négli-
geable dans la limite η → 0. Lorsque qVE est suffisamment petit, la contribution
du terme en (qVE)−2 devient importante et réduit fortement l’asymétrie du profil.
Cette réduction de l’asymétrie se produit si la valeur de πV 2E est petite devant !η.
C’est-à-dire si la relaxation du biexciton est dominée par les canaux de recombi-
naison non-collisionnels. Autrement dit, pour observer un profil de raie asymétrique
il est important que le couplage biexciton-continuum (πV 2E) ne soit pas négligeable
dans la largeur du biexciton.
Considérons un premier cas où :
πV 2E = !η =
!ΓX,XX
2
= 2.4 meV. (2.81)
A ce stade, où les contributions collisionnelles et non-collisionnelles sont égales dans
la largeur de raie du biexciton, le terme en (qVE)−2 est toujours négligeable et le
profil d’ajustement évolue peu par rapport à la limite η → 0.
Considérons un deuxième cas où :
πV 2E = 0.2 meV. (2.82)
Le poids du terme en (qVE)−2 est alors similaire à celui du terme en q−1, et le profil
d’ajustement évolue significativement par rapport à la limite η → 0.
La Fig. 2.39 montre l’ajustement des données avec πV 2E = 0.2 meV et q = 4, 4.4 et 5.
On observe qu’avec le facteur de Fano q = 4.4, l’asymétrie du profil expérimental
peut encore être approchée. En revanche, en modifiant uniquement le paramètre de
Fano aux valeurs q = 4 ou q = 5, l’ajustement est moins bon.
L’ensemble des ajustements de la Fig. 2.39 ont été obtenus en modifiant les pa-
ramètres liés à la forme de raie du trion et du biexciton, par rapport au cas de la
Fig. 2.38. Ces variations sont effectuées dans les même proportions que celles men-
tionnées dans le paragraphe consacré à la limite η → 0, avec en sus une modification
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Figure 2.39 – Zoom sur la raie du biexciton du modèle complet, ajustant les données
brutes pour différentes valeurs de q dans le régime !ΓX,XX ≈ !η.
à hauteur d’environ 10% des paramètres u et v caractérisant le fond de signal. Il
est important de noter que ces variations sont déjà incluses dans la Fig. 2.39 pour
permettre l’ajustement correct avec la nouvelle valeur centrale q = 4.4, tandis que
dans la limite η → 0 elles n’étaient nécessaires que pour l’ajustement avec les valeurs
extrêmes q = 3.5 et q = 8. Il apparaît en réalité que dans le cas πV 2E = 0.2 meV,
l’asymétrie intrinsèque due aux interférences de Fano est insuffisante pour reproduire
l’asymétrie du profil expérimental. En effet, en comparant les Fig. 2.38 et 2.39, on
remarque que les profils pour q = 3.5 et q = 8 de la Fig. 2.38 se croisent au ni-
veau de la raie du biexciton sous l’effet intrinsèque des interférences de Fano. En
revanche, sur la Fig. 2.39, le profil pour q = 5 reste en dessous du profil pour lequel
q = 4. L’asymétrie intrinsèque due aux interférences de Fano est alors trop faible
pour reproduire le profil expérimental. Il est nécessaire d’introduire une asymétrie
extrinsèque, liée au recouvrement spectral des raies du trion et du biexciton ainsi
qu’aux variations du fond de signal linéaire.
Remarquons que l’intervalle de valeurs possibles pour q est réduit à q ∈ [4 ; 5]
dans le cas πV 2E = 0.2 meV. Ceci est une conséquence du point précédemment sou-
levé, c’est-à-dire la nécessité d’introduire une asymétrie extrinsèque lors de l’ajus-
tement avec la valeur centrale q = 4.4. En effet, cet ajustement se place dans une
situation limite, où la faible asymétrie intrinsèque est déjà accrue par les effets
conjoints des variations du fond de signal linéaire et du recouvrement spectral des
raies. Ainsi la liberté sur les paramètres introduisant une asymétrie extrinsèque est
déjà contrainte et ne permet que de compenser une variation∆ q = 1. Cette situa-
tion est très différente du cas η → 0 pour lequel l’asymétrie du profil pour la valeur
centrale q = 5 (cf. Fig. 2.38) provient des interférences de Fano. L’augmentation
(q → 3.5) ou la diminution (q → 8) de l’effet de ces interférences pouvaient alors




Pour des valeurs de πV 2E inférieures à πV
2
E = 0.2 meV, le profil expérimental
asymétrique du biexciton ne peut plus être approché par le modèle. La limite haute
de la contribution non-collisionnelle est !η = 4.6 meV.
Il est donc possible de fixer un intervalle pour πV 2E , η et q :
• πV 2E ∈ [0.2 ; 4.8] meV.
• !η ∈ [0 ; 4.6] meV.
• q ∈ [3.5 ; 8]
L’ajustement des données ne permet pas à lui seul de fixer la valeur de πV 2E et η.
Cependant, le modèle est robuste en ce qui concerne la détermination du facteur de
Fano, en dépit des variations de πV 2E et η, puisque la valeur la plus vraisemblable
de q varie peu dans les différents cas précédemment détaillés : q ∼ 5.
2.5 Dynamique de recombinaison du biexciton
Nos simulations nous ont permis de déterminer un intervalle de valeur pour
πV 2E ∈ [0.2 ; 4.8] meV. Cet intervalle de valeur donne accès au taux d’annihilation







où ρ est la densité d’états du continuum des états libres. Ce taux γB est l’équivalent
du taux γA d’annihilation exciton-exciton par les processus de type Auger [100] (cf.
Fig. 2.40).














Figure 2.40 – Niveaux d’énergies excitoniques, biexcitonique et des paires e − h
libres, et leurs couplages.
Nous avons donc considéré une méthode complémentaire pour la détermination
de γB, en utilisant la valeur du facteur de Fano. Le facteur de Fano q est un paramètre
important du modèle car il caractérise la force du couplage coulombien entre le
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〈c| µ |X〉 . (2.84)
Comme nous l’avons remarqué, le formalisme introduit par Fano met en jeu dans
l’équation (2.84), l’état dimensionné 〈c| et le paramètre VE qui contiennent la densité
d’états du continuum des états libres. Nous réécrivons cette équation en terme de
l’état adimensionné |eh〉 du continuum des paires libres afin de faire apparaître la







où µXX = 〈XX| µ |X〉 et µeh = 〈eh| µ |X〉 sont représentés sur la Fig. 2.40.







à partir du calcul de ρ, µXX et µeh, ainsi que de la valeur de q déterminée par nos
simulations.
En appliquant ces deux stratégies dans les deux cas η → 0 et η 4= 0, puis en
comparant les valeurs obtenues, nous espérons contraindre les incertitudes sur γB.
Pour mettre en œuvre ces stratégies, il est nécessaire de connaître µXX , µeh et ρ.
Nous allons donc calculer ces trois quantités dans les prochaines sous-sections.
2.5.1 Densité d’état jointe ρ du continuum des paires e − h
libres
Pour déterminer la densité d’états jointe ρ à l’énergie du biexciton, nous allons
dans un premier temps déterminer sa dépendance en fonction de l’énergie des paires
libres à partir de l’expression des bandes de conduction et de valence du nanotube
de carbone. L’enjeu sera ensuite d’identifier les autres paramètres, condensés dans
une constante notée A, qui entre en jeux dans l’expression la densité d’états jointe.





E = Ec − Ev = 2
√
(Ck′z)2 + E2µ (2.87)
où la bande de conduction Ec et la bande Ev de valence sont définies par l’expression









où E0 = 2Eµ est l’énergie du niveau minimum des états de paires formant le conti-
nuum (voir Fig. 2.40).
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où A est une constante à déterminer.
Pour cela, nous nous plaçons dans l’approximation de la masse effective au voisinage
de E0, où la dispersion parabolique E(k
′













où g = 4 est la dégénérescence des paires de porteurs de charge dans le nanotube




est la masse réduite de la paire composée
de l’électron de masse me et du trou de masse mh. Ces deux masses me et mh sont
supposées chacune égales à 0.1m0 [5], m0 étant la masse de l’électron libre. L est la
longueur du nanotube.

















Puisque nous sommes intéressés par le couplage γB, la densité d’états jointe ρ(E)
des paires électrons-trous libres de la première sous-bande est évaluée à l’énergie du
biexciton (voir Fig. 2.40), c’est à dire que E = 2E1p−EbXX , où EbXX = 107 meV est









(E1p + EbX)(2E1p − EbXX)2 − (E1p + EbX)3
) .
(2.93)
où EbX est l’énergie de liaison de l’exciton (voir Fig. 2.40), estimée à 250 meV
[36, 37]. Nous obtenons ainsi la densité d’états jointe en fonction des paramètres de
notre modèle, que nous estimons à ρ = 2.9 meV−1.
2.5.2 Éléments de matrice dipolaires
Il reste à déterminer les deux moments dipolaires µXX et µeh. Leur évaluation
repose sur des étapes calculatoires que nous allons présenter au cours des deux
prochaines sous-sections.
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Moment dipolaire µXX
Le moment dipolaire µXX peut s’écrire en fonction du moment dipolaire µX de






où aXX est le rayon de Bohr du biexciton.







où EX = E1p est l’énergie de l’exciton et L est la longueur du nanotube.








Concernant µeh, le calcul est moins direct. Premièrement, il est important de bien
définir les états impliqués dans la transition. On considère a priori que l’exciton est
ionisé en une paire e-h non liée à travers l’absorption d’un photon qui modifie uni-
quement son mouvement relatif. Autrement dit, une seule sous-bande énergétique
(µ = 1) est considérée et la transition est de type intra-sous-bande.
L’énergie de la paire électron-trou S11, l’état final de l’ionisation de l’exciton S˜11, est
égale à celle du biexciton. On rappelle en effet que dans le cadre d’un processus de
Fano, cette transition |X〉 → |eh〉 doit être résonante avec la transition |X〉 → |XX〉.
Cependant, l’énergie du biexciton est suffisamment grande pour atteindre l’énergie
du continuum des paires électron-trou S22. La question est donc de savoir si notre
approximation à une sous-bande (µ = 1) est valide, ou s’il faut considérer la transi-
tion d’un exciton S˜11 vers une paire libre S22.
Les règles de sélections définies dans la partie 1.1.3 indiquent qu’il n’est pas possible
de modifier le mouvement relatif de l’électron et du trou tout en variant l’indice
quantique µ. En effet, la modification du mouvement relatif, c’est-à-dire la transi-
tion d’un exciton S˜11 vers une paire électron-trou S11, se fait sous une excitation
en polarisation parallèle avec∆ µ = 0. En revanche, la variation de l’indice µ, c’est
à dire une transition d’une paire électron-trou S11 vers une paire électron-trou S22,
nécessite une excitation en polarisation perpendiculaire. Les deux transitions ne sont
pas simultanément possible, sauf à envisager une transition d’ordre supérieur dans
le cadre d’une excitation avec un champ possédant une composante parallèle et une
composante perpendiculaire 3. Cette transition d’ordre supérieur serait alors : une
transition d’un exciton S˜11 vers un exciton S˜22 induite par la composante perpen-
diculaire du champ, suivie d’un changement du mouvement relatif de l’exciton S˜22
induit par la composante parallèle du champ, qui conduit à un état de paire libre S22.
Cependant la probabilité de ce processus d’ordre supérieur est supposée négligeable
devant celle du processus d’ordre 1 que nous retenons pour le calcul de µeh.
3. Dans nos expériences, l’orientation des nanotubes est aléatoire et ce cas de figure est possible.
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On souhaite donc calculer le moment dipolaire entre un état 〈ke; kh| à deux
particules de quasi-moment ke pour l’électron et kh pour le trou, et un état |X〉 où
les deux particules sont liées par un couplage coulombien.
Le premier état s’écrit |ke; kh〉 = a†keakh |0〉, où a†ke est l’opérateur de création d’un
électron et akh est l’opérateur d’annihilation correspondant.
La projection de cet état |ke; kh〉 dans la base des positions donne
〈re; rh|ke; kh〉 = φ(rh)†φ(re), (2.97)





où, par rapport à leur expression (1.25) introduite au chapitre 1, nous avons fait ap-
paraître explicitement la dépendance de la fonction enveloppe avec les composantes
du vecteur position parallèle r‖ et perpendiculaire r⊥ à l’axe du nanotube.
L’état de l’exciton projeté sur la base des positions s’écrit quant à lui :









où, par rapport à son expression (1.40) introduite au chapitre 1, nous avons ex-





. Ici, ρ = re‖ − rh‖ rend compte
du mouvement relatif du type hydrogénoïque entre l’électron et le trou dans l’état 1s.
Venons-en au calcul de µeh. Si le photon est absorbé par l’électron, alors µ =
eǫ.re = ere‖, où ǫ est le vecteur de polarisation du photon parallèle à l’axe du
nanotube. Si le photon est absorbé par le trou, alors µ = −erh‖. En sommant ces
deux possibilités nous obtenons µ/e = re‖ − rh‖.
Nous sommes donc intéressés par l’élément de matrice de ρ = re‖−rh‖ qui s’exprime
par
µeh =
∣∣∣∣ 〈ke; kh| re‖ − rh‖ |X〉 ∣∣∣∣ = ∣∣∣∣ ∫ dredrh φ(rh)†φ(re) [re‖ − rh‖] ΨX(re, rh)∣∣∣∣
(2.100)
Les fonctions d’onde périodiques u(r) oscillent rapidement comparées aux fonctions
enveloppes et il est possible de séparer l’intégrale (2.100) en la somme d’intégrales
[152] :
µeh =
∣∣∣∣ 〈ueuh|uX〉 · ∫ dredrh Fh(rh)Fe(re)† [re‖ − rh‖] FX(re, rh) (2.101)
+ 〈FeFh|FX〉 ·
∫
dredrh u(rh)u(re) [re‖ − rh‖] uX(re, rh)
∣∣∣∣
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est celle de l’exciton.
Le second terme de (2.101) correspond à une transition inter-bande, elle est nul dans
notre cas. La condition de transition intra-bande, et donc à a fortiori de transition
intra-sous-bande, est 〈ueuh|uX〉 = 1.
Puisque les fonctions de confinement ne sont pas modifiées lors d’une transition
intra-sous-bande, le produit scalaire 〈χhχe|χX〉 vaut l’unité et l’expression (2.101)



















On en vient à écrire µeh =
∣∣∣∣∣∣ 〈ke; kh| re‖ − rh‖ |X〉


















































où le changement de variable liant (ρ, R) à (re, rh), dont le module du déterminant
de la matrice jacobienne vaut l’unité, a été appliqué. Les bornes des intégrales ont
été déplacées à l’infini dans la mesure où le produit kL est très grand devant 1. En
effet, à l’énergie Epompe + Esonde de la paire e-h ionisée, ke et kh sont de l’ordre de
1 nm−1 alors que la taille moyenne d’un nanotube est de 500 nm.
L’intégrale sur R impose la conservation de la quasi-quantité de mouvement K =























∣∣∣∣ ∫ +∞−∞ du e−iαuue−|u|
∣∣∣∣, (2.108)
avec α = 2keaX .
Finalement, le rapport µXX
µeh










Nous avons estimé µX ∼ 8 · 10−10 m et µXX ∼ 8 · 10−11 m à travers le temps
de vie γ−1 de l’exciton, qui est de l’ordre de 1 ns [67, 153]. Nous considérons que
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le rapport entre le rayon de Bohr du biexciton et de l’exciton est de l’ordre de 1
[8]. Ainsi, en estimant J(α) pour un électron du continuum d’énergie cinétique de
575 meV, avec un rayon de Bohr aX = 5nm [5], l’expression (2.109) donne pour un
nanotube de 500 nm de long une valeur du rapport µXX
µeh
environ égale à 20.
2.5.3 Taux d’annihilation du biexciton
Pour calculer γB, nous avons maintenant tous les paramètres à notre disposition.
Nous rappelons leur valeur :
• µX ∼ 8 · 10−10 m.
• µXX ∼ 8 · 10−11 m.




• πV 2E ∈ [0.2 ; 4.8] meV.
• !η ∈ [0 ; 4.6] meV.
• q ∈ [3.5 ; 8].
Le taux d’annihilation du biexciton γB dépend de la longueur L du nanotube et
il dépend donc de l’échantillon. La quantité pertinente est B = γBL, équivalente au
facteur A = γAL de l’exciton. C’est donc la valeur de B que nous allons déterminer
dans les deux cas limites η → 0 et η → ηmax = 4.6 meV/hbar.
Nous disposons de deux méthodes pour déterminer B dans ces deux limites. La







pour laquelle nous devons utiliser nos estimations de q et les valeurs calculées de
ρ(E) et µXX
µeh
. Cette méthode à l’avantage de ne pas être soumise au poids relatif de
!η et πV 2E dans la largeur du biexciton, puisque q est estimé dans les deux cas avec






= 0.3 µm.ps−1 ± 0.1 µm.ps, (2.111)
où l’incertitude donnée est issue uniquement de l’incertitude sur q.







Il nous faut alors utiliser la valeur de πV 2E issue de la comparaison entre notre modèle
et les données expérimentales, ainsi que la valeur calculée de
√
ρ(E). Il est nécessaire
de distinguer les deux cas limites :
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Limite η → 0






∼ 1 µm.ps−1. (2.113)
Limite η → ηmax






∼ 0.1 µm.ps−1. (2.114)
2.5.4 Discussion
L’observation du biexciton par des expériences de spectroscopie pompe-sonde et
la modélisation du signal non-linéaire, ont permis de déterminer l’énergie de liaison
du biexciton EbXX = 107 meV±1 meV et d’aboutir à une description quantitative du
processus de Fano. L’originalité de notre travail réside dans l’estimation du facteur
de Fano q ∈ [3.5 ; 8], et l’étude de la contribution de l’élargissement collisionnel dans
la largeur de raie du biexciton.
Cela nous a conduit à donner la première estimation du taux d’annihilation col-
lisionnel du biexciton, caractérisé par le paramètre B, que nous avons contraint à
l’intervalle [0.1 ; 1] µm.ps−1 avec pour valeur la plus vraisemblable B = 0.3 µm.ps−1.
C’est précisément l’ordre de grandeur de la valeur du facteur A de l’exciton, variant
entre 0.24 µm·ps−1 et 2 µm·ps−1 [101, 154, 95]. Ceci indique que les effets Auger sont
aussi efficaces pour une paire de deux excitons liés (biexciton) que libre. À ceci près
que contrairement au cas de l’exciton, où l’état initial à deux excitons est transformé
en un état final à une paire |eh〉 libre qui relaxe vers un exciton (recyclant la moitié
de la population), l’effet Auger conduit à la relaxation complète de population du
biexciton.
Ajoutons que la demi-largeur à mi-hauteur de la raie du biexciton, incluant les ca-
naux de relaxation non-collisionnel, est semblable à celle de l’exciton :
!ΓX,XX = 5 meV ± 2 meV, (2.115)
!Γ0,X = 5 meV ± 1 meV. (2.116)
Ceci suggère que la dynamique globale de décohérence du biexciton est semblable à
celle de l’exciton.
Un dernier élément concerne la valeur du rapport
∣∣∣ µX
µXX
∣∣∣2 ∼ 100, qui suggère que
la probabilité de la transition optique du biexciton vers l’exciton est inférieur de
deux ordres de grandeur à la probabilité de recombinaison de l’exciton. Ajouté à la
relaxation de population efficace par effet Auger, ce long temps de recombinaison
du biexciton contribue à un très faible rendement radiatif ηXX du biexciton. Nous
nous proposons de quantifier ηXX .
Dans le cas particulier de nos nanotubes de longueur L ∼ 500 nm, le temps de re-
laxation du biexciton par effet Auger peut être estimé à τB = LB ∼ 1 ps. Le temps de
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relaxation radiative τR,XX du biexciton est, en ne considérant que le rapport des élé-
ments de matrice, environ 100 fois plus long que celui de l’exciton, soit τR,XX ∼ 1µs.
Ainsi, dans le cadre où les effets Auger dominent la recombinaison non-radiative du











Cette valeur est trois ordres de grandeur inférieure au rendement radiatif de l’exciton,




L’obtention d’un signal dans les expériences du chapitre précédent repose sur
l’absorption des nanotubes de carbone. Cette technique de mesure optique s’affran-
chit ainsi du faible rendement radiatif du nanotube de carbone. En revanche, toute
démarche qui se concentre sur l’émission du nanotube de carbone est confrontée au
rendement radiatif de cette nanostructure. L’utilisation du nanotube de carbone en
tant que nano-émetteur est ainsi compromise d’une part par son faible taux d’émis-
sion, et d’autre part par la forte dépendance de ses propriétés optiques en fonction
de l’environnement. C’est pourquoi le contrôle de l’émission du nanotube de car-
bone est un projet à la fois ambitieux, de par le challenge expérimental lié à sa
forte interaction avec l’environnement, mais également nécessaire à l’essor de cette
nanostructure dans le domaine de la nano-photonique.
Notre projet consiste à tirer parti de l’interaction du nanotube avec son envi-
ronnement, en contrôlant ce dernier de sorte à exalter l’émission du nanotube. Le
contrôle de l’environnement et de l’émission du nanotube est réalisé par le biais de
cavités plasmoniques nano-structurées. Ces cavités, en plus de contrôler l’interac-
tion lumière-émetteur, jouent le rôle d’antennes optiques en modifiant le diagramme
d’émission de l’émetteur.
Ce chapitre est composé de deux parties principales. La première consiste en
l’introduction des antennes plasmoniques. Nous présenterons quelques cas de la lit-
térature pour introduire le concept général (cf. section 3.1), puis nous discuterons
de leurs propriétés et des mécanismes mis en jeu dans le couplage émetteur-antenne.
Cette discussion est divisée en trois sections, dont la première présente la physique
des ondes électromagnétiques de surface qui régit les propriétés électromagnétiques
de l’antenne (cf. section 3.2). La section 3.3 se concentre sur l’effet du confinement
de ces ondes de surface par la dimension finie de l’antenne. La section 3.4 s’intéresse
quant à elle à l’effet de l’antenne sur l’émission spontanée de l’émetteur dans le
contexte des cavités plasmoniques.
La seconde partie principale de ce chapitre concerne le système formé par un na-
notube couplé à une antenne plasmonique. L’état de l’art de ce système est présenté
(cf. section 3.5), avant de décrire les expériences réalisées au cours de cette thèse.
La description de ces expériences se déroule également en trois sections. La première
présente l’expérience de spectroscopie en champ sombre que nous avons développée
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dans le but de caractériser les antennes plasmoniques (cf. section 3.6). La section
3.7 décrit l’expérience de micro-photoluminescence que nous avons élaborée, et la
caractérisation de la photoluminescence des échantillons de nanotubes à l’échelle du
nanotube unique. La troisième et dernière section de ce chapitre expose les résultats
préliminaires obtenus sur des échantillons dans lesquels sont associés des nanotubes
et des antennes (cf. section 3.8).
3.1 Introduction aux antennes plasmoniques
Dans le but d’introduire les antennes plasmoniques et leurs principales propriétés,
nous souhaitons présenter une sélection non exhaustive d’observations expérimen-
tales et de prévisions théoriques rapportées dans la littérature.
Une antenne plasmonique est une nanostructure métallique possédant des ré-
sonances électromagnétiques qui produisent, sous excitation laser, de forts champs
électriques à proximité de l’antenne, auxquels peuvent être efficacement couplés des
émetteurs.
La première étude à s’intéresser à l’effet du couplage de nanocristaux CdSe à
un film métallique rugueux, a montré que de profonds changements dans la fluores-
cence de ces émetteurs [155] sont induit par leur interaction avec le film métallique.
La rugosité du film métallique joue ici le rôle de nanostructures métalliques dont
la géométrie n’est pas contrôlée. En plus d’une réduction du clignotement des na-
nocristaux, une augmentation d’un facteur 5 de l’intensité de leur fluorescence et
une réduction d’un facteur 3 de leur temps de relaxation ont été rapportées. Ces
effets sont typiquement ceux que nous souhaiterions observer sur des nanotubes de
carbone et proviennent de la physique des antennes pasmoniques.
Pour illustrer la nécessité d’une proximité entre l’émetteur et l’antenne pour ob-
server une modification de l’émission de l’émetteur, nous présentons les travaux de
Kühn et al. [156]. Ils ont étudié la fluorescence de molécules uniques à proximité
d’une antenne plasmonique sphérique de 100 nm de diamètre. Une partie de leurs
résultats est exposée sur la Fig. 3.1. Il y est montré la dépendance de l’exaltation de
la fluorescence (le rapport entre l’intensité de la fluorescence avec et sans antenne)
et du temps de relaxation de ces molécules, en fonction de la distance z entre la
molécule et l’antenne. À mesure que la distance z est diminuée, l’intensité de la fluo-
rescence augmente, jusqu’à atteindre 13 fois sa valeur de référence (sans antenne)
pour une distance z = 10 nm. Cette exaltation de la fluorescence est accompagnée
d’une diminution du temps de relaxation d’un facteur 22. On observe une forte cor-
rélation entre les variations de ces deux quantités. Il apparaît ainsi que l’exaltation
de la fluorescence de la molécule est due à une accélération de la dynamique de
recombinaison radiative de ses porteurs de charge. Une certaine proximité entre la
molécule et l’antenne est nécessaire au couplage puisque la distance z à partir de
laquelle les propriétés de la molécule sont modifiées est de 150 nm.
Pour que le couplage soit efficace, en plus d’une proximité entre l’émetteur et
l’antenne, il est également nécessaire que ces deux systèmes soient énergétiquement
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Figure 3.1 – Dépendance de l’exaltation de la fluorescence et du temps de vie
de molécules uniques en fonction de leur distance à l’antenne. Les flèches coudées
indiquent l’échelle liée à chaque ensemble de données. D’après [156]
résonnants. C’est-à-dire que l’énergie de la résonance électromagnétique de l’antenne
soit égale à l’énergie d’émission de l’émetteur.
La nature du métal formant l’antenne influe fortement sur l’énergie de ses résonances.
La Fig. 3.2 montre les spectres d’extinctions calculés de nano-antennes sphériques
dont le diamètre est 40 nm, pour différents métaux : l’or, l’argent et l’aluminium.
Les pics dans ces spectres d’extinction caractérisent les résonances des antennes.
Figure 3.2 – Spectres d’extinctions calculés de nano-sphère de diamètre 40 nm en
or, argent et aluminium. D’après [157].
On observe que les positions spectrales des résonances des antennes, pourtant de
géométrie identique, varient en fonction du métal. En particulier, la résonance la
moins énergétique de chacune de ces antennes est à une longueur d’onde de :
– 240 nm pour l’aluminium,
– 420 nm pour l’argent,
– 525 nm pour l’or.
Ces longueurs d’onde sont très courtes par rapport au domaine des télécommuni-
cations par fibre optique, dans lequel nous souhaitons travailler. Pour atteindre des
résonances à des longueurs d’onde plus grandes, une autre possibilité que celle de
changer la nature du métal, est de modifier la forme et la taille des antennes. La
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Fig. 3.3 illustre la dépendance énergétique des résonances en fonction de la géomé-
trie de différentes antennes en or. La résonance de ces antennes est à la longueur
 
Figure 3.3 – Spectres de transmission d’antennes plasmoniques en or de formes et
de tailles différentes. Les différentes antennes associées à un ensemble de données
sont illustrées sur la figure. (a) Trois antennes d’épaisseur 60 nm, de largeur moyenne
centrale 100 nm et de hauteur 250 nm, dont la géométrie concave ou convexe modifie
la position spectrale de la résonance, d’après [158]. (b) Antenne bowtie, d’après [159].
d’onde :
– 1020 nm pour l’antenne ovale,
– 1075 nm pour l’antenne cylindrique,
– 1180 nm pour l’antenne à face concave.
– 1620 nm pour le dimère triangulaire en forme de nœud papillon appelé bowtie.
Alors que la géométrie sphérique place la résonance dans le domaine visible
(Fig. 3.2), une géométrie allongée et concave déplace cette résonance vers les hautes
longueurs d’onde. Il est ainsi possible d’ajuster l’énergie des résonances des antennes
plasmoniques en modifiant leur géométrie. Cependant un grand rapport d’aspect
conduit à des contraintes sur notamment la polarisation du champ électrique couplé
à ces antennes.
La Fig.3.3(b) illustre un moyen différent d’accéder aux longueurs d’onde du proche
infra-rouge, celui de coupler des antennes entre elles. Le résultat de ce couplage est le
décalage spectral de la résonance du système par rapport à la résonance des antennes
isolées. Le couplage résulte également en l’augmentation considérable de l’intensité
du champ électrique dans l’espace séparant les deux triangles.
Les zones à proximité de l’antenne, susceptibles de concentrer de fort champs
électriques, peuvent être visualisées par une technique d’imagerie en champ proche.
Cette technique est baptisée SNOM pour Scanning Near-field Optical Microscopy en
anglais. La Fig. 3.4(b) illustre le type d’image obtenue par cette technique pour un
complexe d’antennes formé de deux antennes bowtie croisées, dont la topographie
est présentée sur la Fig. 3.4(a). Le champ électrique visualisé est celui associé à la
seconde résonance de l’antenne, qui est sélectionnée par l’énergie du laser excitateur
dont la longueur d’onde est 10.5 µm. La Fig. 3.4(c) montre en trait plein l’intensité
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Figure 3.4 – (a) Topographie de deux antennes bowtie croisées.(b) Image en champ
proche de l’amplitude du champ électrique de la seconde résonance de l’antenne. (c)
Intensité calculée du champ électrique de la seconde résonance de l’antenne croisée
(trait plein) et d’une antenne bowtie (trait pointillé-tireté), en fonction de l’espace
séparant les triangles, d’après [160].
calculée du champ électrique au point repéré par la croix sur la Fig. 3.4(b). On
observe à travers l’allure de la courbe pleine que l’intensité de ce champ augmente
à mesure que l’espace central est réduit. Une comparaison est effectuée avec le cas
d’une unique antenne bowtie, en trait alternant pointillés et tirets sur la Fig. 3.4(c).
Il apparaît que pour des espaces séparateurs inférieurs à 120 nm, le champ électrique
confiné par le complexe d’antenne est plus important que celui confiné par l’antenne
bowtie isolée. Il est donc possible d’augmenter l’intensité du champ électrique asso-
cié aux résonances de l’antenne en modifiant la géométrie de l’antenne composite.
L’intensité du couplage émetteur-antenne peut ainsi être contrôlée.
Remarquons que la réponse de cette antenne est sensible à la polarisation du
champ excitateur. La double flèche blanche sur la Fig. 3.4(b) représente l’orienta-
tion de la polarisation du champ excitateur. On distingue nettement mieux le bras
de l’antenne parallèle à cette polarisation. Ceci suggère que cette antenne possède
un diagramme d’émission dépendant de la polarisation. Nous verrons que la géomé-
trie des antennes influe fortement sur leur diagramme d’émission. La directivité des
antennes est une propriété intéressante puisqu’elle permet de rediriger le signal d’un
émetteur, dont l’émission est à la base dirigée selon des orientations très diverses.
L’augmentation de la fluorescence d’un émetteur par son couplage à une antenne
plasmonique a ouvert un axe très prometteur dans le domaine de la nano-photonique.
D’autant plus que les types d’émetteurs pouvant être couplés aux antennes plasmo-
niques sont très variés. On peut nommer, par exemple, des molécules [161], des puits
quantiques [162], des nanofils [163], des nanotubes [164, 165] ou encore des boites
quantiques [155]. Nous avons également vu à travers quelques exemples que le type
(géométrie et métal) des antennes plasmoniques est également très varié.
Nous allons orienter les prochaines parties de cette thèse vers le domaine de la
plasmonique, pour décrire les modes électromagnétiques sous-jacents aux résonances
des antennes. Nous introduirons également la notion de champ proche, ainsi que
les mécanismes de couplage entre les modes évanescents et les modes propagatifs.
Nous serons alors en mesure de discuter des propriétés des antennes comme par
exemple leur directivité ou les contraintes conditionnant un couplage efficace avec
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des émetteurs.
3.2 Ondes de surface et plasmon polariton de sur-
face (SPP)
Le champ proche d’un objet est constitué en partie d’ondes électromagnétiques
évanescentes, confinées à l’interface entre cet objet et son environnement. Le cas
particulier des objets métalliques est décrit dans le cadre de la plasmonique. Les
modes électromagnétiques évanescents sont appelés « modes de surface » à cause
de leur décroissance exponentielle des deux cotés de l’interface métallique. Ce confi-
nement dans l’axe perpendiculaire à l’interface est accompagné d’un confinement
latéral dans le cas des antennes plasmoniques sub-micrométriques. Sur ces objets, le
confinement latéral est spécifique à la géométrie de l’antenne, qui forme une cavité
plasmonique, et résulte en l’apparition des modes propres de l’antenne. Avant de
présenter le comportement des modes confinés latéralement, nous souhaitons intro-
duire la physique des ondes électromagnétique de surface dans un cas plus simple.
Celui d’une interface plane infinie.
La physique des ondes électromagnétiques de surface est très riche et une importante
littérature existe sur ces sujets [166, 167, 168, 169]. Nous souhaitons dans cette par-
tie simplement présenter les propriétés de ces modes de surface, dans l’optique de
discuter l’intérêt et la physique des antennes plasmoniques.
3.2.1 Relation de dispersion
On considère une interface entre un milieu 1 et un milieu 2 de constantes diélec-










Figure 3.5 – Interface entre deux milieux supportant une onde de surface et repré-
sentation de la décroissance exponentielle de l’amplitude de |Ez| selon la direction z
dans le cas
∣∣∣Re[ǫ1]∣∣∣ < ∣∣∣Re[ǫ2]∣∣∣, où Re[ǫi] est la partie réelle de ǫi, i = 1, 2.
On s’intéresse aux solutions des équations de Maxwell, appelées « onde de sur-
face », pour lesquelles le champ électrique décroit exponentiellement lorsqu’on s’éloigne
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de l’interface. Les ondes de surface se propageant selon la direction x (voir Fig. 3.5),
considérées comme indépendantes de y et confinées à cette interface repérée par la
coordonnée z = 0, peuvent s’écrire sous la forme :
E1 = E01e
ikxx+iγ1z = E01e
ikxxe−|γ1|z pour z > 0, (3.1)
E2 = E02e
ikxx−iγ2z = E02e












Les deux composantes γ1 et γ2 de k = (kx, 0, γ) sont imaginaires. Il en résulte que
l’amplitude du champ électrique décroît exponentiellement en e−|γ1|z pour z > 0 et
en e|γ2|z pour z < 0.






E = 0, (3.5)
Les composantes du champ magnétique associé sont déterminables par les équations
de Maxwell-Ampère et Maxwell-Faraday.
L’équation de propagation (3.5) et les conditions de continuité à l’interface pour
les champs polarisés transverses magnétiques (TM) E01 et E
0














Les champs polarisés transverses électriques (TE) ne sont pas considérés car une onde
de surface ne peut exister que pour une onde TM. Ceci dans le cadre de milieux non
magnétiques, comme cela est généralement le cas en optique (hors méta-matériaux).
En effet les champs TE ne peuvent satisfaire les conditions de continuité autrement
qu’en ayant une amplitude nulle.
Notons que bien que ces ondes soient transverses, la condition :
k · E = 0, (3.8)
n’impose pas l’orthogonalité de E et k puisque k = (kx, 0, γ) est complexe. L’orien-
tation du champ électrique de ces ondes de surface varie de façon elliptique dans le
plan (x, z) comme le montre la Fig. 3.6.
La combinaison des équations (3.6) et (3.7) donne la relation de dispersion des
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Figure 3.6 – Représentation du champ électrique d’une onde de surface. D’après
[170]
Considérons que le milieu 1 est un diélectrique et que les constantes diélectriques
des deux milieux sont réelles, c’est-à-dire que ces milieux ne dissipent pas l’énergie
des ondes de surface lors de leur propagation. Pour que les champs soient confinés à






Selon (3.9), cela est possible si :
ǫ2 < −ǫ1. (3.11)
Cette dernière condition est vérifiée en considérant une interface diélectrique/métal.
Nous considérerons dorénavant le cas d’une interface entre un diélectrique de constante
diélectrique ǫ1 ≡ ǫd et un métal réel, tel que l’or ou l’argent. La constante diélec-
trique du métal s’écrit ǫ2 ≡ ǫm = ǫ′m + iǫ′′m, où la partie imaginaire ǫ′′m est associée
aux pertes dans le métal.
La « constante »diélectrique est une fonction de la fréquence du rayonnement qui
parcourt le milieu. Lorsqu’on traite d’une interface entre un métal et un diélectrique
tel que l’air ou le verre, les variations des constantes diélectriques du métal (ǫm) et du
diélectrique (ǫd), en fonction de la fréquence du rayonnement, sont très différentes.
En particulier, dans le domaine visible et proche infra-rouge, ǫm varie fortement. Elle
doit être considérée comme une fonction ǫm(ω) de la fréquence du rayonnement,
tandis que ǫd peut être considéré comme une constante. Les propriétés des ondes
de surface qui dépendent de ǫm(ω) subissent cette dépendance en fréquence. En
particulier, une résonance apparaît dans la relation de dispersion (3.9) à la fréquence
ωspp définie par :
ǫm(ωspp) = −ǫd, (3.12)
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représente la partie réelle de kx dans le cas où ǫ′′m <<ǫ
′
m.
La résonance à la fréquence ωspp de ces ondes de surface porte le nom de réso-
nance plasmon polariton de surface (SPP pour surface plasmon polariton en anglais).
Le terme polariton provient du fait que les ondes électromagnétiques (des photons)
confinées à une interface diélectrique/métal entraînent le déplacement de charges à
la surface du métal (des électrons).
Afin de mettre en lumière le comportement de la relation de dispersion (3.9)
autour de cette résonance SPP, il faut introduire un modèle pour la constante di-
électrique du métal. Nous considérons le modèle de Drude-Lorentz qui décrit avec
une bonne approximation les propriétés optiques des métaux dans le visible et le
proche infra-rouge. Il contient les contributions du plasma d’électrons libres et les
transitions inter-bandes provoquées par l’absorption de photons du domaine visible.
Nous présentons le cas d’une seule transition inter-bande :
ǫm = 1−
ω2p




ne/meǫ0 est la fréquence plasmon associée aux oscillations des électrons,
avec n la densité globale des électrons, et me la masse de l’électron. Γ est un terme
d’amortissement et ω0 est la fréquence propre de la transition inter-bande.
La relation de dispersion des ondes de surface évoluant sur une interface air-or,
dont la constante diélectrique de l’or est modélisée par (3.15), est représentée sur
la Fig. 3.7. Notons que cette figure présente également le cas du modèle de Drude-
Sommerfeld pour ǫm, que nous ne discutons pas car il décrit mal les propriétés
optiques des métaux dans le visible. Nous sommes intéressés par le résultat du modèle
de Drude-Lorentz qui est représenté par les courbes épaisses. Nous nous intéressons
également à l’asymptote horizontale de plus basse énergie qui correspond à la branche
SPP du modèle de Drude-Lorentz :
ǫ′m(ωspp) = −ǫd. (3.16)
Enfin, nous portons également notre attention à la branche photonique dont la re-




Les ondes électromagnétiques de surface sont le résultat d’un couplage fort entre
photons et électrons. On observe dans la courbe de dispersion de la Fig. 3.7 l’anti-
croisement caractéristique du couplage fort entre la branche photonique et la branche
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Figure 3.7 – Relation de dispersion des ondes de surfaces évoluant sur une interface
air/or. La ligne solide est obtenue à partir du modèle de Drude-Lorentz tandis que
la ligne tiretée est le résultat du modèle de Drude-Sommerfeld. La ligne alternant
pointillés et tirets représente la relation de dispersion des modes propagatifs dans
l’air où ǫd = 1. Nous avons modifié les indications de la nature des asymptotes sur
cette figure extraite de [171].
SPP, qui résulte en l’apparition de deux branches polaritoniques. La branche pola-
ritonique supérieure correspond aux modes de Brewster qui ne sont pas des ondes
de surface. La branche polaritonique inférieure décrit les ondes de surface qui sont
au centre de notre intérêt.
En concentrant notre attention sur cette branche inférieure, on distingue deux ré-
gimes asymptotiques :







→ 0 et ω
ωspp
<< 1 (3.18)
pour lequel la courbe de dispersion des ondes de surface est proche du cône de
lumière ω = Re[kx]c/
√
ǫd,
– le régime des grands Re[kx] où




dans lequel la fréquence des modes de surfaces est très proche de la fréquence
de plasmon polariton de surface.
Pour voir apparaître certaines différences de comportement entre ces deux régimes,
nous allons introduire dans la partie suivante des longueurs caractéristiques associées
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aux ondes de surface. Nous discuterons de ces longueurs du point de vue des antennes
plasmoniques.
3.2.2 Longueurs caractéristiques
Nous souhaitons définir les longueurs caractéristiques des ondes de surface avant
de discuter leurs valeurs pour une interface or/air pour différentes longueurs d’onde
d’excitation.
Simplifions le contexte en considérant un métal parfait (i.e. ǫ′′m = 0). L’extension
spatiale du champ dans le diélectrique et le milieu métallique est caractérisée par
les longueurs Lzj d’atténuation ou de pénétration, définies par :
1
Lzj
= Im[γj], où j = d (diélectrique) ou m (métal). (3.20)
La grandeur Lzd dépend de la nature des milieux et est sensible aux variations de
longueurs d’onde λ0 du rayonnement du champ lointain excitant l’onde de surface.
En revanche, la grandeur Lzm ne varie que très peu avec λ0 et est au premier ordre












Dans le cas d’un métal réel, la partie imaginaire de ǫm introduit une longueur
d’atténuation de l’onde de surface le long de l’interface diélectrique-métal. Cette








Étudions de façon quantitative les propriétés spatiales d’une onde de surface évo-
luant sur une interface air/or et excitée par un rayonnement dans la gamme spectrale
des télécommunications par fibre optique. Pour le moment nous ne nous préoccupons
pas du couplage entre le rayonnement et les modes de surface, qui sera discuté dans
la sous-section suivante. Prenons l’exemple 1 d’un rayonnement de vecteur d’onde
k0 = 4.1 · 106 µm−1 dans le vide, soit une longueur d’onde λ0 = 1.55 µm. Ce rayon-
nement excite des ondes de surface dont le vecteur d’onde kx, donné par la relation
(3.9), est kx ∼ 0.41 · 107 µm−1 pour une interface air/or où l’indice de réfraction de
1. Les nanotubes de carbone de diamètre 1.1 nm ont une résonance excitonique à l’énergie
0.8 eV, soit une longueur d’onde λ0 = 1.55 µm
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l’air est nair =
√
ǫd = 1 et l’indice de réfraction de l’or est nor =
√
ǫm = 0.55 + 11.5i.
La relation de dispersion des ondes de surface représentée sur la Fig. 3.7 est
encore proche de la branche k = ω/c pour kx ∼ 0.41 · 107 m puisque :√
ǫorǫair
ǫor + ǫair
∼ 1 et donc kx ≈ ω/c et λ ≈ λ0. (3.25)
Cette onde de surface appartient au régime des petits Re[kx] et ses extensions spa-
tiales sont :
Lx = 333 µm, Lzair = 1.42 µm, Lzor = 10 nm, (3.26)
où les valeurs des constantes diélectriques sont extraites de la référence [172]. À titre
de comparaison, à une longueur d’onde λ0 de 600 nm on a :
Lx = 4 µm, Lzair = 131 nm, Lzor = 15 nm. (3.27)
On observe ici que la longueur de propagation est réduite de 333 µm à seulement
4 µm lorsque la longueur d’onde est réduite de 1.55 µm à 600 nm. L’extension de
l’onde dans l’air varie quant à elle d’un ordre de grandeur entre 1.55 µm et 600 nm
tandis que son extension dans le métal varie peu. Ceci indique que l’augmentation
de Lzor , et dans un cas plus général Lzm , a encore un faible effet
2 sur la longueur de
propagation. La réduction de Lx lors du passage du domaine proche infra-rouge au
domaine visible est dominée par l’augmentation des pertes ohmiques de la gamme
spectrale du visible.
L’onde de surface excitée à 600 nm appartient encore au régime des petits Re[kx]
puisque ce n’est qu’aux λ0 inférieures à 400 nm que les ondes de surface de l’interface
air/or possèdent une pulsation proche de ωspp. Pourtant on observe déjà une réduc-
tion drastique de 2 ordres de grandeur de la longueur de propagation de cette onde.
Nous voyons ici apparaître l’avantage d’utiliser des antennes plasmoniques dans le
domaine des télécommunications où les pertes ohmiques sont faibles par rapport au
domaine visible. Il sera possible de réaliser des cavités plasmoniques dont les pertes
ohmiques sont plus faibles dans le proche infra-rouge que dans le visible.
Par ailleurs, la longueur de pénétration dans le diélectrique (air) est beaucoup plus
grande à 1.55 µm. Ainsi, il sera ainsi plus facile de coupler un émetteur efficacement
à un mode plasmonique à cette longueur d’onde que dans le visible.
3.2.3 Couplage entre champ proche et champ lointain pour
une interface étendue
Les ondes de surface sont confinées à l’interface diélectrique/métal. Nous avons






2. Plus Lzm est grand, plus le nombre d’électrons associées à l’onde de surface est grand et
les interactions déphasantes des électrons réduisent alors davantage la longueur de propagation de
l’onde de surface [173].
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qui distingue les modes de surface des modes propagatifs dans le diélectrique.
Cette caractéristique pose un problème en ce qui concerne l’émission de l’antenne.
Pour que l’antenne rayonne, il est nécessaire que les ondes de surface du champ
proche soient converties efficacement en modes propagatifs. D’une façon très géné-
rale, la diffusion d’une onde de surface sur des défauts topologiques de l’interface
diélectrique-métal permet cette conversion [174]. Dans le cadre de la réalisation d’an-
tennes plasmoniques, il est possible de faire une ingénierie de la surface de métal pour
obtenir un excellent couplage entre les modes de l’antenne et les modes propagatifs.
Nous verrons dans la partie suivante que le confinement ou la localisation des
ondes de surface [175] au sein d’une antenne dont la dimension est proche de la
longueur d’onde des modes de surface, permet également de réaliser le couplage des
modes de l’antenne aux modes propagatifs. Nous souhaitons avant cela introduire le
processus de diffusion d’une onde de surface dans le cas d’une interface étendue.
Émission de photon par diffusion d’une onde de surface
La diffusion d’une onde de surface sur un défaut topologique permet le cou-
plage aux modes propagatifs en faisant correspondre le vecteur d’onde Re[kx] avec
le vecteur d’onde k0 d’un mode propagatif. Notons que ce couplage concerne autant
l’émission de photons par un mode de surface que l’excitation d’un mode de surface
par un photon incident.
La continuité de la composante tangentielle du champ électrique régit cette diffu-
sion. Une première conséquence de cette continuité est que l’angle θ (défini sur la
Fig. 3.8) auquel est émis ou absorbé le photon est déterminé par la conservation de
la composante tangentielle du vecteur d’onde incident, tel que :
kx −∆kx = ω
c
sin θ = k0 sin θ, (3.29)
où∆ kx est la modification du vecteur d’onde de l’onde de surface induite par le
diffuseur. Les notations utilisées sont illustrées sur la Fig. 3.8.
Une seconde conséquence de cette continuité est que le photon est émis (absorbé)
dans le plan formé par la normale à l’interface et le vecteur kx de l’onde de surface
incidente (excitée).
L’angle θ est d’une façon générale défini par les constantes diélectriques des
matériaux formant l’interface, mais également par la variation∆ kx induite par le
diffuseur. Par exemple, si on grave un réseau de pas d sur l’interface, le vecteur
d’onde kx peut être diminué d’un multiple du vecteur du réseau G = 2π/d lors de
la diffraction par le réseau, selon la loi [167] :
kx −DG = ω
c
sin θ (3.30)
où D représente l’ordre de diffraction.
Nous avons donné l’exemple d’un réseau diffractant, mais des structures aux formes
diverses peuvent jouer le rôle de diffuseur [176].
147





k sin θ kx
γd
Figure 3.8 – Schéma de l’émission d’un photon par diffusion d’une onde de surface
sur un défaut topologique.
3.3 Antennes plasmoniques sub-micrométriques :
des cavités à ondes de surface
Les antennes plasmoniques introduites dans la partie 3.1 possèdent des tailles
caractéristiques variant de la dizaine de nm jusqu’à quelques microns. Ces tailles
sont inférieures ou du même ordre de grandeur que la longueur d’onde λ des ondes
de surface excitées par un rayonnement du domaine des télécommunications (voir
partie 3.2.2). La situation est donc différente du cas du plan infini précédemment
développé, puisque les modes électromagnétiques sont sensibles aux conditions aux
bords de l’antenne. Le bord des antennes de dimensions réduites agit comme une
cavité qui confine latéralement les modes de surface. On qualifie ce genre de système
de cavité plasmonique.
Nous avons introduit la physique des ondes de surface pour une interface infinie
métal/diélectrique. Les bases développées vont permettre de discuter dans cette
section des propriétés induites par le confinement latéral des ondes de surface des
antennes plasmoniques.
3.3.1 Des modes confinés aux ondes de surface localisées
Pour introduire les antennes de dimensions réduites, nous commençons par men-
tionner le cas d’une interface dont l’extension spatiale est grande devant la longueur
d’onde λ de l’onde de surface, mais inférieure à la longueur de propagation Lx. La
cavité étant très grande, les modes propres de l’antenne forment un continuum. La
physique des ondes de surface introduite précédemment s’applique d’une façon gé-
nérale à ce système. La différence étant que les bords de l’interface (de l’antenne)
agissent comme diffracteur. Le couplage des ondes de surface aux modes propagatifs
est alors déterminé en angle et en vecteur d’onde par la géométrie de l’interface.
Dans le cas d’une interface dont la dimension est égale à quelques longueurs
d’onde λ de l’onde de surface excitée, les conditions aux limites du champ élec-
trique imposent la formation d’une onde stationnaire issue de deux ondes contra-
propagatives. Les différents modes propres de cette onde stationnaire définissent les
résonances de l’antenne. Ces genres de systèmes, dont les dimensions sont de l’ordre
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du micron, font partie des plus grosses antennes plasmoniques qui nous intéresse-
ront lorsque nous décrirons nos expériences dans les dernières parties de cette thèse.
L’émission de photons par ce type d’antenne est gouvernée par la diffraction des
modes électromagnétiques confinés par les bords de l’antenne.
Enfin, dans le cas d’une interface dont la dimension est inférieure à la longueur
d’onde λ du mode de surface, on assiste à la formation d’un état localisé. Ces modes
sont conventionnellement appelé localised surface plasmon polariton (LSPP), ou en-
core « résonance de forme de surface » (surface shape resonance en anglais). Notons
qu’une surface étendue rugueuse ou possédant des proéminences à l’échelle de la
centaine de nanomètres est propice à l’existence de ces modes 3.
Le terme LSPP s’applique aux modes de surface localisés de toutes fréquences, et
non uniquement à ceux dont ω = ωspp. Ceci est une question de convention. Le terme
SPP est parfois utilisé dans la littérature pour décrire les ondes de surface, quelque
soit leur fréquence. La résonance SPP est alors appelée résonance plasmon. Nous
avons porté attention, dans ce manuscrit, à n’utiliser le terme SPP qu’uniquement
pour les modes à ω = ωspp. Pour rester cohérent, nous utiliserons dans un cas général
la dénomination « mode localisé », ou d’une façon encore plus générale « résonance
de l’antenne ». Nous préciserons s’il s’agit d’un mode résonant à la fréquence SPP
le cas échéant.
Les cavités plasmoniques résonantes à λ0 = 1.55 µm ont des dimensions inférieures
au micromètre et nous les qualifions d’antennes sub-micrométriques.
La localisation des ondes de surface conduit à la quantification de la longueur
d’onde des modes localisés 4 en fonction de la dimension caractéristique L de l’an-




où l caractérise l’ordre polaire du mode localisé [177, 178, 179, 180]. L’indice l ≈ 1
correspond au mode dipolaire, l ≈ 2 au mode quadrupolaire, etc.
Ainsi pour accorder spectralement une antenne sub-micrométrique et un émetteur,
il est nécessaire d’ajuster précisément la dimension de l’antenne, afin qu’un de ses
modes (dipolaire, quadrupolaire, etc...) soit résonant en énergie avec l’émetteur.
La localisation spatiale des ondes de surfaces implique une large distribution de
vecteurs d’onde, si bien que le recouvrement en vecteurs d’onde entre les modes loca-
lisés et les ondes propagatives est plus aisé par rapport au cas des ondes de surfaces
décrites dans la partie 3.2.3 [181].
Cependant certains de ces modes ne peuvent pas être couplés aux champs propaga-
tifs, on les qualifie de noirs. En effet, le couplage entre un mode localisé et un mode
propagatif dépend des symétries des deux modes [182]. Celles d’un mode localisé
3. A ne pas confondre avec l’eﬀet de pointe, à l’oeuvre dans le régime électrostatique mais
provenant purement d’eﬀets topologiques. Les équations de Maxwell sont des équations aux dérivées
secondes de la position, le champ électrostatique est donc très sensible à la courbure de l’espace. Il
devient très intense sur des géométries pointues où une accumulation de charges se produit.
4. Puisque les modes sont déterminés par la dimension de l’antenne, l’ensemble des vecteurs
d’onde vérifiant la relation de dispersion des ondes de surfaces représenté sur la Fig. 3.7 ne sont
plus accessible. Nous discuterons cela du point de vue des cavités plasmoniques (partie 3.4.3).
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sont déterminées par la géométrie de l’antenne et l’ordre polaire. Par exemple, dans
le cas de la plupart des antennes linéaires, ou caractérisées par une forte anisotropie
de forme, les modes dont l’indice l est pair possèdent un moment dipolaire nul dans
le régime quasi-statique. Ainsi, dans le cadre de l’approximation dipolaire, pour ces
antennes, les modes pour lesquels l est pair ne sont pas couplés aux modes propa-
gatifs du champ lointain [183, 179]. Les modes dont l est impair possèdent quant à
eux un moment dipolaire et sont couplés au champ lointain [183, 179].
3.3.2 Diagramme d’émission et polarisation du rayonnement
Dans le paragraphe précédent, nous avons introduit les résonances des antennes
sub-micrométriques et leur couplage au champ lointain. La diffraction d’un mode
localisé résulte en la création d’un photon dont l’orientation du vecteur d’onde est
déterminée par le mode de la résonance et la géométrie globale de l’antenne. Ce
mécanisme détermine le diagramme d’émission de l’antenne et la polarisation du
rayonnement.
Les modes localisés ne possèdent pas de vecteur d’onde bien défini. C’est l’ordre
polaire du mode localisé qui détermine le recouvrement entre les modes électroma-
gnétiques confinés et les modes propagatifs. Ainsi d’une façon générale, les différents
ordres polaires (dipolaire, quadrupolaire, etc...) d’une antenne de dimension donnée
ne possèdent pas le même diagramme d’émission. En effet, d’une façon générale, un
dipôle possède un diagramme d’émission composé de 2 lobes, tandis qu’un quadru-
pôle possède 4 lobes.
Remarquons que la géométrie de l’antenne influe fortement sur le diagramme d’émis-
sion de ces modes polaires. Nous présentons dans la Fig. 3.9 le cas d’une antenne
plasmonique cylindrique. On y observe le diagramme d’émission du mode quadru-
Figure 3.9 – Diagramme d’émission d’une antenne plasmonique cylindrique dont
l’axe est perpendiculaire au plan de d’observation. a) quadrupole b) hexapole c)
décapole. D’après [184]
polaire l = 2 (Fig. 3.9(a)) composé de 4 lobes, celui du mode hexapolaire l = 3
(Fig. 3.9(b)) qui possède ici seulement 2 lobes et le diagramme d’émission du mode
décapolaire l = 5 (Fig. 3.9(c)) composé de 6 lobes. La géométrie linéaire de l’an-
tenne provoque la contraction de 4 des 6 lobes du mode hexapolaire, si bien qu’ils ne
se dégagent pas des deux autres lobes intenses. Le diagramme d’émission du mode
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hexapolaire ressemble finalement à celui d’un dipôle. De même 4 des 10 lobes de la
résonance du cinquième ordre ne se dégagent pas dans le diagramme d’émission de
cette antenne.
Il apparaît de ce dernier exemple qu’il est possible de structurer le diagramme
d’émission d’une antenne en travaillant sa géométrie. L’étude présentée sur la Fig. 3.10
qui s’est intéressée à la directionnalité de l’émission de boîtes quantiques couplées à
différentes antennes, montre quant à elle :
– d’une part que le diagramme d’émission du système couplé émetteur-antenne
et la polarisation du rayonnement émis sont entièrement déterminés par ceux
de l’antenne,
– d’autre part qu’il est possible d’atteindre un haut degré de directionnalité en








Figure 3.10 – Colonne de gauche : Boîtes quantiques déposées sur des carrés
d’or Colonne du centre : Boîtes quantiques couplées à une antenne λ/2 en or.
Colonne de droite : Boîtes quantiques couplées à une antenne Yagi-Uda en or.
La polarisation du rayonnement est représentée selon l’échelle à droite de la figure :
les flèches verticale et horizontale indiquent l’orientation de la polarisation. D’après
[180]
Dans la colonne de gauche de la Fig. 3.10, est présentée l’étude de l’émission de boîtes
quantiques (BQs) déposées sur des carrés d’or de 60 nm de coté. La résonance de
ces carrées est désaccordée par rapport à la résonance des boîtes quantiques, ils
ne servent donc pas d’antenne. Ce cas sert de référence en permettant d’observer
les propriétés des BQs déposées sur du métal. Sur la Fig. 3.10(A) on observe la
luminescence d’un ensemble de ces systèmes de référence, dont la polarisation du
rayonnement est représentée selon l’échelle à droite de la figure. Cette mesure d’en-
semble montre que la polarisation varie d’un système de référence à l’autre. Aucune
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polarisation préférentielle ne se dégage. Sur la Fig. 3.10(B) on observe le diagramme
d’émission d’un seul des systèmes de référence. Ce diagramme d’émission est iso-
trope selon l’angle ϕ représenté sur la figure.
Dans la colonne du centre de la Fig. 3.10, est présentée l’étude de l’émission de BQs
couplées à une antenne dipolaire λ/2 en or. La mesure d’ensemble de la Fig. 3.10(C)
montre que la polarisation parallèle à l’axe de l’antenne est privilégiée. Le diagramme
d’émission en 2 lobes, mis en évidence par la mesure sur objet unique (Fig. 3.10(D)),
est typique d’une antenne dipolaire orientée verticalement sur la figure. On ob-
serve ici les propriétés de l’antenne à travers le rayonnement du système couplé
BQ-antenne.
L’antenne Yagi-Uda présentée dans la colonne de droite de la Fig. 3.10 est composée
de 5 segments métalliques couplés que nous décrivons de gauche à droite :
• un réflecteur qui renvoie l’onde de surface vers la droite,
• une antenne dipolaire λ/2 à laquelle est couplée une boîte quantique et qui
représente la source de l’onde de surface,
• trois directeurs qui donnent lieu à des interférences constructives de manière
anisotrope. Il en résulte l’émission d’un onde propagative vers la droite de la
figure.
Sur la mesure d’ensemble (Fig. 3.10(E)), la polarisation est parallèle aux axes des
segments linéaires. Sur la mesure sur objet unique (Fig. 3.10(F)), le diagramme
d’émission montre un seul lobe d’émission dirigé vers la droite. Ceci signifie que
l’émission de ce système couplé est unidirectionnelle et orientée vers la direction
privilégiée par l’antenne Yagi-Uda.
Le comportement des deux systèmes couplés BQ-antenne diffère clairement du com-
portement des QDs de référence. Dans les deux exemples de systèmes couplés, il
apparaît que les propriétés de l’antenne déterminent le diagramme d’émission et la
polarisation du rayonnement du système couplé BQ-antenne.
La possibilité de travailler la géométrie de l’antenne afin de contrôler son dia-
gramme d’émission et de concentrer le rayonnement dans un angle solide particulier
est une des richesses des antennes plasmoniques. En plus de la redirection de l’émis-
sion d’un émetteur, pouvant permettre de récupérer jusqu’à 99% de son rayonnement
[185], les antennes plasmoniques ont la capacité d’exalter l’émission spontanée des
émetteurs. Le système émetteur-antenne est ainsi une nano-source de lumière effi-
cace et directionnelle. Nous allons traiter du contrôle de l’émission spontanée dans
la section suivante.
3.4 Contrôle de l’émission spontanée
Le taux d’émission spontanée n’est pas une propriété intrinsèque de l’émetteur et
peut être modifié par le contrôle de son environnement électromagnétique, comme
par exemple par le biais d’une antenne plasmonique. Nous avons entrevu ce phé-
nomène lors de la description de la Fig. 3.1 où nous avons observé que l’intensité
de la fluorescence d’une molécule est augmentée à mesure qu’elle est approchée de
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nano-structures métalliques.
La modification de l’émission spontanée d’un émetteur induite par une résonance
électromagnétique est connue sous le nom d’effet Purcell. Nous allons introduire
cette notion dans le cadre des cavités diélectriques, qui permettent de définir les
quantités importantes que sont :
– le facteur de Purcell qui quantifie l’exaltation de l’émission spontanée,
– le facteur de qualité Q qui caractérise le confinement spectral au sein de la
cavité,
– le volume modal V de la cavité qui caractérise le confinement spatial au sein
de la cavité.
Le parallèle sera fait avec les cavités plasmoniques que sont les antennes plasmo-
niques, pour lesquelles une généralisation du facteur de Purcell doit être effectuée
en raison de leur nature dissipative. Nous lierons alors la modification de l’émission
spontanée d’un émetteur aux variations de la densité locale des modes électroma-
gnétiques. Enfin nous étudierons le rôle des ondes de surface dans ce mécanisme.
3.4.1 Cavité diélectrique et facteur de Purcell
Purcell a dans son papier original [14] suggéré d’augmenter l’émission spontanée
d’un émetteur en le couplant à un résonateur électromagnétique. Pour caractériser
la modification de l’émission spontanée d’un émetteur dans le régime d’un couplage
faible et idéal (accord spatial et spectral) avec la résonance du résonateur, on utilise











où n est l’indice du milieu environnant l’émetteur.
L’expression (3.32) permet de remarquer que les deux quantités physiques impor-
tantes pour obtenir une exaltation de l’émission spontanée sont : la capacité de la
cavité à faire résonner un mode spectralement fin (haut Q) et à confiner le champ
électromagnétique dans un faible volume (faible V ). Donnons une plus ample défi-
nition pour chacune de ces deux quantités.
• Le facteur de qualité Q d’une cavité diélectrique est le rapport entre l’éner-
gie de la résonance et la largeur du mode de cavité. La largeur de ce mode
de cavité, autrement désignée par la finesse de la cavité, est liée à ses pertes
radiatives. C’est-à-dire à la proportion de champ électromagnétique s’échap-
pant de la cavité vers l’environnement extérieur, sous forme de rayonnement.
On retrouve ici, comme c’était le cas pour un dipôle dans la partie 2.1.1, la
caractérisation du transfert de l’énergie d’un système vers son environnement
par la définition d’une largeur. Une largeur très fine caractérise un bon confi-
nement temporel (haut Q). Plus le facteur de qualité est grand, plus le temps
de relaxation du mode de cavité augmente.
• Le volume modal V caractérise l’exaltation du champ électrique au sein de
la cavité. Il est défini comme le rapport entre l’intensité intégrée du champ
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du mode de cavité (sur le volume de la cavité) et l’intensité maximale du
champ électrique. Le volume modal apparaît notamment dans la normalisation
du champ électrique au sein de la cavité. On peut interpréter cette quantité
comme la capacité de la cavité à concentrer le champ électromagnétique. Elle
détermine ainsi la force du couplage entre un émetteur et le mode de cavité.
Nous donnons, à titre de comparaison avec le cas des cavités plasmoniques pré-
senté dans la sous-section suivante, la valeur de Q, V et f pour quelques cavités
diélectrique particulièrement étudiées ces dernières années dans la littérature [186] :
Micropillier (Fabry-Pérot) Cristal photonique Microdisque (mode de gallerie)
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3.4.2 Cavité plasmonique
La surface d’une antenne plasmonique sub-micrométrique forme l’intérieur d’une
cavité bidimensionnelle pour les ondes de surface. Elle définit ainsi une cavité plas-
monique. Nous qualifions les modes localisés sur l’antenne de modes de cavité, dont
nous avons discuté les caractéristiques spectrales et le couplage au rayonnement du
champ lointain dans les parties 3.3.2 et 3.3.1. Une cavité plasmonique permet d’exal-
ter l’émission spontanée d’un émetteur et nous allons voir qu’un parallèle peut être
fait avec les cavités diélectriques en terme de caractérisation de cette exaltation. Ce-
pendant, un problème fondamental apparaît dans le cas des cavités plasmoniques :
la dissipation de l’énergie du mode de cavité par pertes ohmiques. Avant de discu-
ter de la validité des quantités Q et V pour une cavité dissipative, voyons quelles
conséquences effectives ont ces pertes non-radiatives à travers un exemple de la
littérature.
Compétition entre canaux de désexcitation radiatifs et non radiatifs
Muskens et al. ont étudié théoriquement la proportion de l’augmentation du taux
de désexcitation radiative γR et non-radiative γNR d’un émetteur (un dipôle 5) placé
dans le champ d’une antenne plasmonique sub-longueur d’onde. Cette augmentation
est définie par rapport aux valeurs γNR,0 et γR,0, de l’émetteur dans l’espace libre.
Une partie de leurs résultats est exposée sur la Fig. 3.11.
Dans leur cas, l’antenne est composite : elle est formée de deux bras linéaires,
pouvant chacun jouer le rôle d’antenne sub-longueur d’onde. Ces deux bras sont
considérés comme couplés lorsqu’ils sont suffisamment proches pour engendrer un
champ local très intense dans le gap séparant leurs extrémités (cf. encadré supérieur
de la Fig. 3.11(a)).
5. Le dipôle simule un émetteur « réel » et possède donc ici des canaux de désexcitation non-
radiative intrinsèques.
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Figure 3.11 – Taux d’exaltation des processus radiatifs et non radiatifs calculés
pour un dipôle placé dans le champ proche d’une antenne résonante (a) ou non
résonante (b). La partie haute de la figure montre l’intensité du champ proche de
l’antenne calculée dans les deux conditions (a) et (b). La position de l’émetteur y
est repérée par le point dans le gap entre les deux bras. D’après [187]
Lorsque les deux bras sont couplés (Fig. 3.11(a)) et sont longs de 75 nm, l’exaltation
du taux de recombinaison radiative est maximum avec un taux γR 15 fois plus grand
que γR,0. L’antenne et le dipôle sont alors résonants. Cette exaltation diminue, à
mesure que l’antenne est désaccordée par le biais d’une augmentation de la longueur
des bras, jusqu’à un facteur 5 pour des bras long de 140 nm. Lorsque les deux bras
sont découplés (Fig. 3.11(b)), l’augmentation du taux de recombinaison radiative
est toujours observable, mais dans une moindre mesure avec un taux γR 2 à 5 fois
plus grand que γR,0. Les bras découplés et le dipôle sont cette fois-ci résonants
pour des bras longs de 100 nm. On observe ici l’importance de l’accord spectral
et de la présence d’un champ local intense pour obtenir un couplage efficace. Ceci
correspond à la phénoménologie de l’exaltation de l’émission d’un émetteur par une
antenne plasmonique que nous avons déjà introduit.
Ce qui est à la fois remarquable et dommageable, c’est que le taux de désexcitation
non-radiative est lui aussi augmenté. Il est en moyenne très peu augmenté dans cet
exemple, d’un facteur 3 tout au plus. L’origine de cette augmentation peut, d’une
manière générale, être attribuée aux pertes ohmiques dans le métal de l’antenne. Ces
processus s’ajoutent aux canaux de recombinaison non-radiative propres à l’émetteur
qui sont compris dans γNR,0.
On souhaite maintenant discuter de l’influence des variations de ces différents taux de
recombinaison sur le rendement radiatif, dont on rappelle l’expression (cf. équation
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Cette inégalité indique que le rendement radiatif η du système émetteur-antenne est
supérieur au rendement radiatif η0 =
γR,0
γR,0+γNR,0
de l’émetteur en l’absence d’antenne.







ce qui revient à
η > η0. (3.36)
Dans l’exemple traité ici, le rapport η
η0
est supérieur à l’unité. Mais ce comportement
n’est pas garanti pour toute cavité plasmonique. On voit apparaître ici la possibilité
d’une diminution du rendement radiatif par l’augmentation incontrôlée de γNR, due
aux pertes ohmiques dans le métal de l’antenne.
En effet, le couplage de l’émetteur au mode résonant de l’antenne (la cavité plasmo-
nique) conduit à une désexcitation efficace de l’émetteur (exaltation de l’émission
spontanée) dans le mode de cavité. Ce mode peut à son tour émettre une radiation
(propriété recherchée de l’antenne), soit être dissipé dans le métal (propriété désavan-
tageuse de l’antenne). Ainsi lorsque le taux d’émission spontanéeΓ sp de l’émetteur
en présence de l’antenne est supérieur à celui (Γ0sp) de l’émetteur dans le vide, ce
sont a priori les deux types de recombinaison, radiative et-non radiative, qui sont




qui nécessite uniquement que γR + γNR > γR,0 + γNR,0, peut être vérifié si γNR est
très grand. À tel point que le cas η < η0 peut se produire.
Il est donc vraiment important de contrôler les pertes de l’antenne afin de respecter
le critère (3.36) et d’obtenir un effet positif sur le rendement radiatif du système
émetteur-antenne. Nous avons vu que travailler dans le domaine des télécommu-
nications réduit les pertes ohmiques des antennes plasmoniques. Cependant, dans
tous les cas, il est nécessaire de respecter une distance minimale entre l’émetteur et
l’antenne plasmonique, sous peine d’augmenter drastiquement γNR et de provoquer
l’extinction (quenching) de la luminescence de l’émetteur [188, 189]. Comme, par
exemple, par transfert de charge via effet tunnel de l’émetteur vers le métal. Nous
verrons dans la partie 3.5.1 un exemple de l’augmentation de γNR à cause d’une trop
grande proximité entre un nanotube de carbone et un plan d’or rugueux.
Facteur de qualité et volume modal d’une cavité plasmonique
Alors que l’expression (3.32) du facteur de Purcell est parfaitement adaptée aux
cavités diélectriques, son utilisation pour les antennes plasmoniques est sujette à
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précaution : il est difficile de définir le volume modal pour une cavité dissipative.
Sauvan et. al. [190] ont déterminé l’expression d’un volume modal effectif V ′ com-
plexe pour une cavité dissipative. La définition du facteur de qualité ne pose quant
à elle pas de problème puisque cette quantité est liée par définition aux pertes de
la cavité. Cependant, pour le facteur de qualité d’une cavité plasmonique, un canal
de pertes non-radiatives est ajouté en plus du canal des pertes radiatives déjà dis-
cuté pour les cavités diélectriques. L’écriture du facteur de Purcell pour les cavités














Les pertes ohmiques intrinsèques aux cavités plasmoniques leur confèrent de
faibles facteurs de qualités Q ∼ 10 − 15, pour des géométries variées comme des
disques, des carrés ou des pentagones, et aux longueurs d’ondes du domaine des
télécommunications par fibre optique [191]. Pour des géométries équivalentes, le fac-
teur de qualité chute à Q ∼ 5 dans le domaine visible [191]. Des structures plus éla-
borées comme des micro-résonateurs hybrides métal-diélectriques peuvent atteindre
des facteurs de qualité Q ∼ 500 [192]. Ceci reste faible comparé aux cas des cavi-
tés diélectriques. Néanmoins, les pertes ohmiques sont moins importantes dans le
domaine des télécommunications en comparaison au domaine du visible (voir par-
tie 3.2.2). Le principal défaut des antennes plasmoniques dans le domaine optique
s’amenuise donc dans le domaine des longueurs d’onde d’émission des nanotubes de
carbone que nous souhaitons coupler aux antennes.
Remarquons qu’en plus de cette dissipation de l’énergie des ondes de surface, cau-
sée par les propriétés intrinsèques du métal 6, des facteurs structuraux extrinsèques
sont déterminants pour le facteur de qualité de l’antenne plasmonique. Par exemple,
Chen et al. [193] ont observé, pour une même nanostructure en or, que l’augmen-
tation de la taille de grain du métal par un facteur 2 réduit le taux de relaxation
électronique d’un facteur 3. Ainsi la formation de joints de grains favorise la relaxa-
tion des électrons participant aux ondes de surface. Autrement dit, la réduction du
taux de grain réduit l’occurrence des processus de relaxation des ondes de surface et
réduit la dissipation de l’énergie du mode de cavité dans le métal. La rugosité de la
surface de la cavité plasmonique joue quant à elle peu sur le facteur de qualité [194].
Malgré de faibles facteurs de qualité, les antennes plasmoniques permettent d’ob-
tenir des facteurs de Purcell très importants, pouvant atteindre 103, 104 [195]. En
effet, elles présentent de très faibles volumes modaux V ′. Le confinement du champ
électromagnétique à la surface de l’antenne se fait à une échelle sub-longueur d’onde,






Il est important de noter, que d’un point de vue expérimental, le faible facteur
de qualité des antennes plasmoniques est un avantage. En effet, si Q est trop im-
portant, la largeur spectrale de la cavité est très faible. L’accord spectral avec un
6. Pour information supplémentaire, voir la référence [173] qui décrit la dissipation de l’énergie
des ondes de surface par l’excitation de paires électron-trou dans le métal. Les processus déphasant
réduisant la durée de vie des ondes de surface comme la diﬀusion d’électrons par des défauts de
surface y sont également décris.
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émetteur doit alors être très bon pour obtenir un couplage efficace, ce qui est difficile
à réaliser expérimentalement. Les cavités plasmoniques allient ainsi deux avantages :
un facteur de qualité faible qui relaxe légèrement la contrainte sur l’accord spectral
entre l’émetteur et la cavité, et malgré cela, un facteur de Purcell grand grâce à un
volume modal très faible.
3.4.3 Densité locale d’états et ondes de surfaces
La discussion sur le facteur de Purcell en fonction de Q et V ′ nous a permis,
entre autre, de décrire la qualité d’une antenne plasmonique par sa capacité à confi-
ner spectralement et spatialement le champ électromagnétique. Nous souhaitons
maintenant caractériser l’accord spectral et spatial entre un émetteur et une an-
tenne plasmonique. Pour cela, nous introduisons une quantité importante en ce qui
concerne la description de l’émission spontanée d’un émetteur : la densité locale des
modes électromagnétiques 7 ρ(r,ω) (LDOS pour local density of states en anglais). Elle
peut être définie comme la quantité liant l’énergie d’un mode électromagnétique à
la densité totale d’énergie. Cette quantité permet d’accéder au nombre de modes
électromagnétiques par unité de volume à ω, en chaque point de l’espace. Le taux
d’émission spontanéeΓ sp d’un émetteur est directement dépendant de ce nombre de





où ω0 et r0 sont respectivement la fréquence et la position de l’émetteur, et µ son
moment dipolaire.
Le comportement de la LDOS à proximité d’une antenne permet de prévoir les
variations de l’émission spontanée de l’émetteur. Elle permet donc de déterminer
les conditions d’un accord spectral et spatial optimal. En effet, les résonances de la
LDOS permettent de connaître :
– la fréquence à laquelle l’antenne répond de façon résonnante (accord spectral),
– les zones spatiales où un grand nombre de modes électromagnétiques sont
présents (accord spatial).
Nous souhaitons discuter de ces critères (accord spectral et spatial) dans le cadre des
antennes plasmoniques, en tant que variantes finies de l’interface métallique plane.
Pour cela, nous allons étudier les deux problèmes distincts que sont l’évolution de la
LDOS suivant l’axe perpendiculaire à l’interface diélectrique et son évolution suivant
l’axe parallèle à l’interface.
Dans le cadre des antennes plasmoniques, nous sommes particulièrement intéres-
sés par la contribution des ondes de surface à la LDOS. Ce sont en effet ces ondes de
surface qui représentent, au sein de la cavité plasmonique, les modes supplémentaires
par rapport aux modes propagatifs. Nous allons dans un premier temps considérer
le cas d’une interface infinie pour laquelle seules les ondes de surface interviennent.
Puis, nous conclurons sur le comportement de la LDOS sous l’effet du confinement
7. Une description de la relation entre l’exaltation de l’émission spontanée et la LDOS est
développée dans le formalisme de Green dans l’annexe A.
158
3.4. CONTRÔLE DE L’ÉMISSION SPONTANÉE
de ces ondes au sein d’une cavité.




d fixé, pour différentes distances d à une interface vide-aluminium. À une distance
Figure 3.12 – LDOS calculée près d’une interface vide/aluminium en fonction de
la fréquence ω, pour différentes distances à l’interface vide-aluminium. D’après [196]
d = 1 µm de l’interface (du côté du vide), la LDOS évolue en ω2. Elle n’est autre





La distance à l’interface d = 1 µm est alors trop importante pour que les ondes de
surfaces participent à la LDOS.
À une distance d = 1 nm de l’interface, la LDOS est supérieure à ρ0 pour les fré-
quences inférieures à ωspp ∼ 1.5 · 1016 rad·s−1. Elle montre une résonance à ωspp, soit
λ0 = 150 nm. Cette résonance dans la LDOS correspond à la résonance SPP de la re-
lation de dispersion des ondes de surface (cf. Fig. 3.7) de l’interface vide/aluminium.
Hors de cette résonance, ce sont les ondes de surfaces à ω < ωspp qui confèrent à la
LDOS une valeur supérieure ρ0.
À une distance intermédiaire d = 100 nm, la contribution des ondes de surface
à ω ≈ ωspp est négligeable devant la contribution des ondes de surface de basses
fréquences ω < ωspp. Ceci est dû à la diminution de l’extension des ondes de sur-
faces dans le diélectrique à mesure que ω approche ωspp (voir partie 3.2.2 pour des
exemples quantitatifs). Nous pouvons ajouter (non observable sur la Fig. 3.12) que
le vecteur d’onde des modes de surface dont ω ≈ ωspp est si grand que eikd ≈ 1. Ces
modes présentent donc un comportement électrostatique, c’est-à-dire que le champ
électrique associé à ces modes varie en d−3. Ce régime électrostatique confère à la
LDOS évaluée à la fréquence ωspp une dépendance en d−3. En revanche la contri-
bution des modes aux fréquences ω < ωspp confèrent à la LDOS une décroissance
exponentielle en fonction de d. Sa valeur reste alors supérieure à ρ0 pour des dis-
tances d grandes comparées à la LDOS à ω ≈ ωspp.
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Suite à ces observations, deux conclusions se dégagent sur le comportement de
la LDOS dans le cas de l’interface infinie métal/diélectrique :
1 dans le diélectrique, le nombre de modes électromagnétiques augmente à me-
sure qu’on se rapproche de l’interface métallique,
2 à très courtes distances, la LDOS présente une résonance à la fréquence ωspp.
Le point 1 est à l’origine des petites valeurs de V ′ des cavités plasmoniques.
L’antenne présente un très grand nombre de modes électromagnétiques dans un
petit volume de par la nature des ondes de surface. Il ressort également du point
1 que la distance entre l’antenne et l’émetteur doit être de l’ordre de la dizaine de nm.
Le point 2 fait apparaître le problème suivant : une antenne plasmonique aux
dimensions grandes devant la longueur de propagation des ondes de surface présente
une résonance à la fréquence ωspp. Ceci est le cas le plus défavorable du point de vue
des pertes ohmiques dans le métal. Cependant, le confinement des ondes de surface
dans une cavité plasmonique permet de sélectionner une résonance par la géométrie
de la cavité. La Fig. 3.13 montre cet effet sur l’exemple de l’antenne dite « patch ». Il
s’agit d’un disque d’or de diamètre D ∼ 1 µm et d’épaisseur 20 nm recouvrant une







Figure 3.13 – Illustration d’une antenne patch. Évolution théorique du facteur de
Purcell d’un dipôle couplé à une antenne patch, en fonction du diamètre D, d’après
[197]
la Fig. 3.13(b), on observe les variations du facteur de Purcell f (proportionnel à la
LDOS) d’un dipôle en fonction de D, pour deux orientations du dipôle. Nous concen-
trons notre attention sur le cas du dipôle perpendiculaire au plan du disque d’or.
Celui-ci montre d’importantes oscillations de f (allant jusqu’à 180) pour des valeurs
de D inférieures à 1 µm. Les oscillations diminuent rapidement pour D > 1 µm et
f tend vers la valeur moyenne 70 à mesure que D augmente.
Ces oscillations proviennent des accords et désaccords successifs entre la fréquence
du dipôle (invariable) et les résonances de la cavité définies par le diamètre (va-
riable) du disque de l’antenne patch. Pour des diamètres de plus en plus grands (i.e
D > 2µm), les modes propres de l’antenne sont de plus en plus proches, de sorte à
former un continuum. Les oscillations s’amenuisent en conséquence.
Ainsi travailler la géométrie de la cavité plasmonique permet de modeler la LDOS et
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de la rendre résonante à une longueur d’onde particulière, par exemple du domaine
des télécommunications. Ceci est un des grands intérêts des antennes plasmoniques
sub-micrométriques.
En ce qui concerne l’évolution de la LDOS dans un plan parallèle à l’interface
diélectrique-métal, celle-ci dépend des résonances de l’antenne et donc également de
sa géométrie. Nous allons nous intéresser à l’allure spatiale de ces résonances qui
structurent la LDOS. On peut, en première approximation et dans la mesure où
l’excitation est générée par un dipôle, associer les variations spatiale de la LDOS
aux variations spatiales de l’intensité du champ proche d’une antenne.
La Fig. 3.14 présente les variations spatiales du module de l’amplitude du champ
électrique, calculées dans le champ proche d’un disque d’argent de rayon 600 nm.
ce disque est excité par un dipôle aux longueurs d’onde λ0 : 1763 nm (Fig. 3.14(a))
et 760 nm (Fig. 3.14(b)). Le plan d’observation passe par l’axe du disque. Suivant
 
Figure 3.14 – Simulation de l’amplitude du champ électrique dans un plan passant
par l’axe d’un disque d’argent de rayon 600 nm, excité par un dipôle aux longueurs
d’onde λ0 : 1763 nm (a) et 760 nm (b). D’après [198]
la fréquence du rayonnement excitateur, différents modes de l’antenne sont excités :
dipolaire pour λ0 = 1763 nm (a) et hexapolaire pour λ0 = 760 nm (b). Ces diffé-
rents modes ne présentent pas la même répartition spatiale du champ électrique. Le
mode dipolaire présente un point chaud central tandis que le mode hexapolaire fait
apparaître plusieurs maxima du centre à la périphérie du disque. Ainsi, la réparti-
tion des zones à la surface de l’antenne où le champ électrique est intense, dépend
de façon critique des modes excités de l’antenne. La LDOS, qui présente une réso-
nance à chacune des fréquences des modes dipolaire et hexapolaire, possède ainsi
une distribution spatiale différente à chacune de ces résonances (i.e. à ω fixée).
La LDOS peut être calculée à l’aide de moyens numériques, mais elle peut égale-
ment être mesurée par des expériences du type SNOM [199]. Les premières réalisa-
tions expérimentales d’imagerie SNOM, ont été réalisées par deux groupes indépen-
dants en 1984 [200, 201]. Depuis ces premières expériences, un travail considérable
du côté des nanotechnologies a été réalisé. Durant les dernières années sont apparues
des techniques capables d’imager la distribution spatiale des ondes de surfaces [202],
dont plusieurs techniques basées sur le SNOM [203, 204].
La zone de placement optimal de l’émetteur, ainsi que la fréquence de résonance
principale, peuvent ainsi idéalement être connues sur tous les types d’antennes plas-
moniques.
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3.5 État de l’art du couplage entre nanotubes et
antennes plasmoniques
Cette section représente une transition dans ce chapitre. Elle a pour but d’in-
troduire les caractéristiques du système nanotube-antenne plasmonique, à travers
la description d’études rapportées dans la littérature. Cela permet de clôturer la
première partie introductive de ce chapitre, tout en introduisant des aspects expéri-
mentaux liés à l’étude du système nanotube-antenne plasmonique. Nous présenterons
ensuite nos expériences sur ce système.
3.5.1 Exemples d’exaltation de la photoluminescence du na-
notube de carbone
L’exaltation de l’émission de nanotubes de carbone par couplage à une antenne
plasmonique [205], ou par interaction avec un film d’or rugueux [206, 207], a été
rapportée en 2010.
Nanotube dans la proximité d’une nano-pointe d’or : exaltation de l’ex-
citation et de l’émission du nanotube
La première étude [205] s’est intéressée aux variations de l’intensité de la photo-
luminescence et du diagramme d’émission d’un nanotube unique lorsqu’une nano-
pointe d’or en est approchée. La tête de cette nano-pointe est modélisée par une
sphère de diamètre de 20 nm et joue le rôle d’une antenne plasmonique. Elle est
maintenue à une distance de 4 nm de l’échantillon. La longueur d’onde d’excitation
du laser est 633 nm. Elle est accordée avec la résonance de la nano-pointe, tandis
que l’émission (transition S˜11) du nanotube étudié est à 950 nm.
Le nanotube est imagé sur la Fig. 3.15(a) par photoluminescence de champ proche
et par topographie (encart de Fig. 3.15(a)). Le nanotube apparaît en clair sur la fi-
gure. Son diagramme d’émission en l’absence de la nano-pointe en or (Fig. 3.15(c)),
présente deux lobes orientés suivant l’axe perpendiculaire au nanotube. On observe
alors l’émission de l’exciton, dont le moment dipolaire est orienté selon l’axe du na-
notube. En présence de l’antenne, le diagramme d’émission du système est circulaire
(Fig. 3.15(b)). On observe alors le diagramme d’émission dipolaire de l’antenne, dont
le moment dipolaire est perpendiculaire à celui du nanotube, c’est à dire perpendi-
culairement au plan de la figure.
Ce changement dans le diagramme d’émission est le signe du couplage entre le na-
notube et l’antenne (cf. section 3.3.2). Cependant il est nécessaire de comparer l’in-
tensité de l’émission dans ces deux cas pour déterminer si un effet Purcell a lieu.
La Fig. 3.15(d) reproduit le diagramme d’émission de la Fig. 3.15(c) avec l’échelle
d’intensité de la Fig. 3.15(b). Une comparaison directe peut alors être faite entre les
Fig. 3.15(b) et 3.15(d) : il apparaît que 5 fois plus de photons sont collectés lorsque
la nano-pointe est présente. Cette modification du nombre de photons collectés est
due à la combinaison de :
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Figure 3.15 – (a) Carte de photoluminescence en champ proche d’un nanotube
unique avec en encart la topographie de la zone. La barre d’échelle représente 100 nm.
Diagramme d’émission (image de l’espace réciproque) du nanotube en présence (b)
et en l’absence (c) d’une nano-pointe en or. La figure (c) est reproduite en (d) à
l’échelle d’intensité de la figure (b). D’après [205].
– l’augmentation de l’intensité d’excitation induite par les champs électriques
intenses du champ proche de la nano-pointe,
– l’effet Purcell,
– la redirection de l’émission par la nano-pointe.
En tenant compte de ces trois différentes contributions, Böhmler et. al. ont dé-
terminé une augmentation du taux de recombinaison radiative de l’exciton de 90%.
Celle-ci est accompagnée d’une augmentation du taux d’excitation de 3200%. Böhm-
ler et. al. argumentent que l’origine de l’importante augmentation du taux d’exci-
tation est liée à la résonance énergétique entre le mode de la nano-pointe et la
transition S˜12 du nanotube. Les règles de sélection optique du nanotube impliquent
que cette transition doit être excitée sous une polarisation perpendiculaire à l’axe du
nanotube, comme c’est le cas ici puisque les axes de la nano-pointe et du nanotube
sont perpendiculaires. La recombinaison radiative de l’exciton S˜11 est quand à elle
peu exaltée, puisque son énergie est désaccordée par rapport à l’énergie du mode
de la nano-pointe. De plus, leurs moments dipolaires sont perpendiculaires entre eux.
Ces observations font apparaître deux points que nous n’avons pas encore men-
tionnés.
Premièrement, l’anisotropie du nanotube impose des contraintes géométriques
sur le couplage aux modes de l’antenne. Nous discuterons davantage de ce point
dans la section 3.5.2.
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Deuxièmement, l’antenne peut augmenter la densité d’énergie du champ d’exci-
tation augmentant ainsi l’absorption du nanotube sans pour autant augmenter son
rendement radiatif. C’est un effet à prendre en compte pour ne pas conclure à tort
sur l’existence d’un effet Purcell. Dans le cadre de nos expériences, nous souhaitons
accorder spectralement la résonance de l’antenne avec l’exciton S˜11 du nanotube.
De fait, l’excitation des nanotubes par le champ proche de l’antenne est réduite par
rapport à la configuration précédemment décrite. La quantification de l’effet Purcell
en sera facilitée. Cependant, au terme de notre projet de couplage de nanotubes
à des antennes plasmoniques, la possibilité de bénéficier des deux effets que sont
l’exaltation de l’excitation et de l’émission, est un atout dont il faudra savoir tirer
parti. Ceci dans le but de faire du système couplé nanotube-antenne un émetteur
composite particulièrement compétitif en terme d’intensité de photoluminescence.
L’ingénierie et la caractérisation des antennes seront des étapes indispensables à
ce succès. Le développement de notre dispositif de spectroscopie en champ sombre,
présenté dans la partie 3.6, a précisément pour but la caractérisation toute optique
des antennes plasmoniques.
Nanotubes sur plan d’or rugueux : influence de la distance nanotube-
antenne
Les deux études de nanotubes sur plan d’or rugueux [206, 207] ont rapporté une
augmentation de l’intensité de luminescence. Ils ont observés respectivement une
exaltation d’un facteur 3 et 10 par rapport à celle de nanotubes déposés sur un
substrat de silice. Les caractéristiques de la rugosité du plan d’or déterminent la
force de l’exaltation de la luminescence des nanotubes :
– chaque aspérité forme une cavité plasmonique dont la géométrie caractérise
sa résonance. Pour des nanotubes dont la transition S˜11 est à ∼ 1050 nm,
la largeur des aspérités permettant d’obtenir un maximum d’exaltation de la
luminescence est d’environ 100 nm [206, 207].
– les gap entre les aspérités sont des régions dans lesquelles de forts champs
électriques sont confinés. Au premier ordre, l’amplitude du champ électrique
est inversement proportionnelle au gap entre deux aspérités. Des films rugueux
présentant de fortes densités d’aspérités conduisent donc aux exaltations du
champ électrique les plus importantes [207].
Un point particulièrement intéressant est également soulevé par ces deux études
sur plan d’or rugueux : l’exaltation de l’émission en fonction de la distance du na-
notube par rapport au plan d’or varie différemment entre ces deux expériences. Il
semble que le type de polymère qui isole les nanotubes, ainsi que la nature de l’es-
paceur qui les sépare du plan d’or, jouent un rôle dans ces variations.
La Fig. 3.16 illustre ces variations à travers les résultats des deux études citées. Dans
le cas de la première étude, présentée sur la Fig. 3.16(a,b), les nanotubes sont enrobés
du surfactant PEGylated phospholipid (DSPE-mPEG) formant une couche isolante
de 3 nm. Ainsi lorsqu’ils sont déposés directement sur la surface d’or, la distance
les séparant du métal est d = 3 nm. L’exaltation de la photoluminescence est alors
maximale. L’intensité de photoluminescence d’un nanotube dans cette configuration
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Figure 3.16 – Illustration des différentes configurations conduisant à des espace-
ments de plus en plus importants entre le nanotube et le plan d’or rugueux (a),
et intensité intégrée de la luminescence des tubes dans chacune de ces configura-
tions (b), d’après [207]. Dépendance expérimentale (rond) et théorique (trait plein)
de l’exaltation de la luminescence du nanotube en fonction de la distance entre le
nanotube et la surface rugueuse, d’après [206].
est 8 fois plus grande que celle d’un nanotube déposé sur une surface de silice, qui
représente le système de référence (Fig. 3.16(b)).
La Fig. 3.16(a) illustre des configurations supplémentaires pour lesquelles différents
espaceurs sont utilisés pour augmenter la distance d. Dans chacune de ces configu-
rations, la distance d est, de gauche à droite et en comptant l’épaisseur de la couche
de DSPE-mPEG commune à tous les cas : d = 3.5 nm, d = 5 nm d = 8 nm et d =
13 nm. On observe que l’intensité de photoluminescence diminue à mesure que d
augmente et une exaltation d’un facteur 1.5 seulement est obtenue pour d = 13 nm.
Dans la seconde étude présentée sur la Fig. 3.16(c), le polymère utilisé est le
poly[9,9-dioctylfluorenyl-2,7-diyl] (PFO) tandis que l’espaceur est du PMMA. Le
rapport entre l’intensité de photoluminescence du nanotube sur le plan d’or rugueux
et celle d’un nanotube sur un plan de silice est représenté (ronds rouges) en fonction
de la distance d. Le maximum d’exaltation est obtenu pour d = 15 nm avec un
facteur 3.5. À mesure que d augmente, l’exaltation de la photoluminescence diminue
jusqu’à un facteur 1 pour des distances supérieures à d = 30 nm. Pour des distances
inférieures à d = 15 nm, l’exaltation diminue rapidement avec la diminution de d.
Elle décroît en dessous de la valeur de référence (facteur 1) d’après la courbe théo-
rique (trait plein). On observe alors l’effet des transferts de charges du nanotube
vers le métal qui réduit drastiquement le rendement radiatif du nanotube. Ceci est
un exemple de l’augmentation extrême du taux de recombinaison non-radiative γNR
par le couplage à une cavité plasmonique, dont nous introduisions la possibilité lors
de la discussion de la Fig. 3.11.
Il est remarquable que ce phénomène d’extinction se produise à des distances infé-
rieures à d = 15 nm avec le polymère PFO et l’espaceur PMMA, tandis qu’il n’est
pas observable à une distance d = 3 nm avec le surfactant DSPE-mPEG. Il est
probable que cette différence provienne du caractère isolant des surfactants, des po-
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lymères et des espaceurs. Il apparaît donc qu’une étude de l’épaisseur de l’espaceur
est nécessaire pour chaque configuration surfactant-polymère-espaceur, afin de dé-
terminer la distance d conduisant à une exaltation optimale de la photoluminescence
du nanotube.
Cette observation suggère également que la matrice dans laquelle sont dispersés
les nanotubes de carbone peut jouer le rôle d’espaceur. La photoluminescence des
nanotubes trop proches du métal est inhibée et ces nanotubes forment un espaceur.
La distance adéquate à l’interface matrice-or est alors naturellement obtenue pour
les nanotubes reposant sur cette espaceur. Nous comptons sur ce phénomène dans
nos propres expériences sur des ensembles de nanotubes associés à des antennes
plasmoniques, dans l’hypothèse où l’isolement des nanotubes (les uns par rapport
aux autres) est efficace.
3.5.2 Anisotropie du couplage
La discussion de l’exemple du couplage entre une nano-pointe et un nanotube a
montré que l’anisotropie du nanotube influe sur son couplage aux modes de l’antenne.
Pour discuter davantage de l’anisotropie du couplage entre nanotubes et modes de
surfaces sur la base de la littérature, nous allons nous placer dans le cadre d’une
interface étendue. D’après l’argument, déjà énoncé, sur la nécessité du parallélisme
des moments dipolaires de l’exciton et du mode plasmonique, il semble nécessaire
que l’onde de surface présente une composante parallèle à l’axe du tube. Ceci dans
le but de permettre une relaxation efficace de l’exciton S˜11 vers un mode de surface.
Or l’onde de surface possède un champ électrique dans le plan défini par son vecteur
d’onde et l’axe perpendiculaire à l’interface. On en conclut que l’axe du nanotube
et la direction de propagation de l’onde de surface sur une interface étendue doivent
être parallèles pour que le couplage soit efficace.
Cette hypothèse a été vérifiée expérimentalement par Rai et al. [164], qui ont
étudié la photoluminescence d’un nanotube déposé sur un plan d’oxyde de silice de
10 nm recouvrant un plan d’or. Le nanotube est excité par les ondes de surface de
l’interface silice/or. Notons que le processus étudié ici est l’inverse de celui que nous
considérons depuis le début de ce chapitre où le nanotube excite l’onde de surface.
Un laser focalisé à 4 µm de la position du nanotube excite les ondes de surface, qui
sont guidées vers le nanotube à l’aide d’un ruban gravé sur l’interface silice/or. La
longueur d’onde du laser excitateur est de 749 nm et n’est pas résonante avec les
transitions du nanotube. Ce désaccord permet de diminuer les probabilités d’une
excitation directe du nanotube.
La Fig. 3.17 montre la dépendance de l’intensité de photoluminescence en fonction
de l’orientation de l’axe du nanotube par rapport à la direction de propagation de
l’onde de surface. On observe que le maximum d’intensité est mesuré pour un ali-
gnement du nanotube avec l’axe de propagation de l’onde de surface (0◦ et 180◦).
Le minimum d’intensité est quant à lui obtenu pour une orientation perpendiculaire
(90 ◦). Ceci démontre la nécessité du parallélisme entre la direction de propagation
de l’onde de surface et l’axe du nanotube.
Le processus inverse, c’est-à-dire l’émission d’une onde de surface par un nanotube
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Figure 3.17 – Intensité de photoluminescence (étoiles rouges) en fonction de l’orien-
tation du nanotube par rapport à la direction de propagation de l’onde de surface
excitateur. La ligne bleu est un ajustement par une fonction cos2(θNT ) où θNT est
l’angle en abscisse de cette figure. D’après [164]
posé sur un plan d’or (avec un espaceur de 35 nm), a également montré le parallé-
lisme précédemment décrit [165].
Dans le cas de l’interaction d’un exciton avec un mode localisé sur une antenne
sub-micrométrique, nous avons émis l’hypothèse que le moment dipolaire de l’ex-
citon doit être parallèle au champ électrique associé à la résonance de l’antenne.
Cette hypothèse était sous-jacente à l’interprétation des résultats de la Fig. 3.15 et
résulte d’une modélisation de l’interaction nanotube-antenne dans l’approximation
dipolaire. Cependant, comme nous allons le voir dans la sous-section suivante, ces
considérations doivent être nuancées dans le cadre d’une interaction multipolaire au
sein du champ proche d’une nano-antenne.
3.5.3 Rupture des règles de sélections dipolaires
Les règles de sélection des transitions optiques sont généralement déterminées
dans le cadre de l’approximation dipolaire. Que l’on considère les transitions acces-
sibles à un électron d’un atome isolé ou dans un nanotube de carbone, la longueur
d’onde de Broglie des entités électroniques est très petite devant la longueur d’onde
du rayonnement. Ceci permet de considérer que le champ électrique est constant à
l’échelle de l’émetteur (approximation des grandes longueurs d’onde). L’interaction
électromagnétique est alors régie par le moment dipolaire de la transition optique
concernée.
En revanche, dans le champ proche d’une antenne plasmonique, un fort gradient
de champ électromagnétique est présent. Ceci implique la participation des ordres
multipolaires à l’interaction électromagnétique entre l’émetteur et l’antenne [208]. La
participation des ordres multipolaires du champ impose au hamiltonien d’interaction
d’autres contributions que celle du hamiltonien dipolaire. Notamment l’introduction
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d’une composante impliquant le champ dans le régime électrostatique (voir la discus-
sion suivant l’équation (C.24)). Les règles de sélection définies dans l’approximation
dipolaire par le terme d’interaction µ · E ne sont donc plus les seules valables [209].
Dans le cas particulier du nanotube de carbone, les règles de sélections défi-
nies dans la section 1.1.3 reposent sur l’approximation dipolaire. Elles doivent être
reconsidérées lorsqu’il s’agit de déterminer quelles transitions électroniques sont au-
torisées par interaction avec la résonance d’une antenne. Par exemple, en considé-
rant les ordres multipolaires, les transitions entre bandes électroniques pour lesquels
∆µ = ±2 sont autorisées, sous une excitation en polarisation perpendiculaire à l’axe
du nanotube [210].
En considérant les effets excitoniques, nous avions déterminé dans la section 1.1.6
le caractère brillant ou noir des 16 excitons de la S˜11. L’exciton XD de plus basse
énergie du singulet de spin, qualifié de noir dans l’approximation dipolaire, ne l’est
a priori plus et pourrait se désexciter en générant une onde de surface. De même
pour les excitons XK du singulet. Le vecteur d’onde des modes localisés n’est pas
fixé et pourrait s’accorder au moment cristallin intrinsèque non nul de ces excitons.
Le cas des 12 excitons du triplet de spin est plus complexe puisqu’il faut déterminer
si la présence de l’antenne pourrait modifier l’interaction spin-orbite des excitons.
En définitive, il faudra considérer dans le cadre de nos expériences, la possibilité
d’observer la relaxation d’excitons considérés jusqu’ici comme noirs. Il serait très
intéressant d’apporter une réponse définitive au caractère brillant ou noir de l’exciton
XD dans le cadre du couplage du nanotube à une antenne plasmonique. Cet exciton
représente le niveau de plus basse énergie du singulet d’exciton, le rendre brillant
supprimerait un des principaux canaux de désexcitation non radiative du nanotube
de carbone.
3.5.4 Conclusion
Nous avons énoncé, dans cette introduction à la physique du système émetteur-
antenne, les paramètres clés pour optimiser ce système et en faire une source efficace :
– Un accord énergétique, spatial et en polarisation du système émetteur-antenne
pour assurer un couplage optimal entre l’émetteur et l’antenne.
– Un fort effet Purcell : la recombinaison radiative se fait alors sur une échelle
de temps plus courte comparée au cas de l’émetteur dans l’espace libre (critère
(3.37))
– Une diffraction efficace des modes de l’antenne qui assure, avec l’accord spatial
et par le respect du critère (3.36), que le canal de recombinaison radiative est
privilégié devant les canaux de recombinaison non-radiative.
– Une émission directionnelle de l’antenne qui permet une collecte aisée des
photons émis par le système émetteur-antenne.
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3.6 Fabrication et caractérisation des antennes plas-
moniques par spectroscopie en champ sombre
Nous en venons à la présentation de notre projet d’étude du couplage entre les
nanotubes de carbone et les antennes plasmoniques. La première étape importante
dans l’étude de ce système est l’adaptation des résonances des antennes à celles des
nanotubes. Pour cela il faut fabriquer des antennes de tailles différentes et les ca-
ractériser par spectroscopie. Un rétro-contrôle sur la conception des antennes peut
alors être effectué de façon à converger vers une géométrie optimale des antennes.
La comparaison des caractérisations expérimentales à des simulations est un atout
dont nous ne disposons pas puisque les moyens de simulations ne sont pas encore
fonctionnels au sein de notre équipe.
C’est dans cet esprit que nous avons entrepris la fabrication d’antennes plasmo-
niques et la conception d’une expérience de spectroscopie par diffusion en champ
sombre. Ces premières étapes de notre projet sont présentées au cours de cette par-
tie, qui se divise en trois sections. La première est consacrée à la description générale
de nos antennes plasmoniques. La seconde décrit la technique de spectroscopie en
champ sombre et le dispositif mis en place pour la caractérisation des antennes. La
troisième section présente les mesures expérimentales et dresse un bilan de l’avan-
cement et des limites de cette expérience.
3.6.1 Description générale des antennes plasmoniques étu-
diées
Nous avons travaillé avec des antennes métalliques dont les dimensions sont de
l’ordre du micron et qui peuvent être modélisées comme des cavités plasmoniques.
La plupart des antennes étudiées ont été fabriquées dans notre laboratoire, mais
nous avons également utilisé des antennes commerciales. Nous décrivons d’une façon
générale ces antennes dans les deux sous-sections suivantes.
Fabrication des antennes
La fabrication d’antennes plasmoniques a été réalisée par Emmanuel Rousseau
dans la salle blanche du service commun du Laboratoire Charles Coulomb et de
l’Institut d’Électronique du Sud.
Ces antennes sont fabriquées dans de nombreuses géométries et dimensions, dont la
Fig. 3.18 montre quelques exemples.
La technique de fabrication est la suivante :
1. dépôt d’une couche de PMMA sur un substrat (or, silicium ou verre).
2. création du motif d’antennes par lithographie électronique.
3. dépôt par évaporation d’une couche d’accroche de 5 nm de titane selon le
substrat.
4. dépôt par évaporation d’une couche d’or de 20 nm d’épaisseur.
5. nettoyage de l’échantillon par acétone puis isopropanol pour enlever la couche
de PMMA restant hors des motifs d’antennes.
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Figure 3.18 – Réseau d’antennes métalliques.
Ces antennes fixées au substrat seront ensuite recouvertes d’une couche fine de gé-
latine contenant des nanotubes.
Antennes plasmoniques commerciales
Les antennes commerciales utilisées sont des antennes prismatiques triangulaires
de faible hauteur, en argent, recouvertes d’une couche de silice d’une trentaine de
nanomètres d’épaisseur. Le fournisseur nanoComposix les référence sous l’appella-
tion Resonant Silica Coated Silver Nanoplates. Leur taille caractéristique varie entre
150 nm et 200 nm. Elles présentent une résonance maximum en extinction (caracté-










Figure 3.19 – Imagerie des antennes commerciales et caractérisation de leur absor-
bance. D’après nanoComposix.
en phase aqueuse afin de pouvoir les déposer au dessus ou en dessous d’une couche
de nanotubes.
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3.6.2 Spectroscopie en champ sombre
Dans les sous-sections suivantes, nous présenterons dans un premier temps com-
ment la résonance plasmon d’une antenne peut être déterminée à partir d’une ex-
périence de diffusion et nous discuterons le principe de mesure de la spectroscopie
en champ sombre. Dans un second temps, nous décrirons le dispositif expérimental
que nous avons développé.
But et principe du champ sombre
Le but de la spectroscopie en champ sombre est de s’affranchir du fond parasite
lié à la diffusion de la lumière incidente, c’est-à-dire d’effectuer une mesure sur un
fond noir.
Dans toute mesure d’optique linéaire, l’expérimentateur est en effet confronté au
problème de discrimination entre la réponse intrinsèque de l’échantillon et les ré-
flexions ainsi que les diffusions du rayonnement excitateur. Le principe de la micro-
scopie en champ sombre consiste à exclure du champ de détection du microscope
le rayonnement incident transmis (en configuration en transmission) ou réfléchi (en
configuration en réflexion). Pour ce faire, l’éclairage est conçu de façon à ce qu’il
n’y ait pas de recouvrement entre l’angle solide d’excitation et l’angle solide de
collection de l’objectif de microscope. Ceci nécessite l’utilisation d’un objectif de mi-
croscope particulier qui possède deux pupilles concentriques, comme schématisé sur
la Fig. 3.20. L’échantillon est éclairé sous grands angles d’incidence par la pupille
périphérique extérieure, en forme d’anneau. Ceci implique de travailler la forme du
faisceau excitateur pour qu’il n’illumine que la pupille extérieure de l’objectif. La
lumière diffusée par l’échantillon est quant à elle collectée sous faibles angles par la
pupille centrale.
Nous utilisons la configuration en réflexion. Le schéma de la configuration en
transmission est présenté car il permet de distinguer clairement le chemin des dif-
férents faisceaux lumineux. En effet, la configuration en réflexion par sa symétrie
confond les chemins des faisceaux incidents et réfléchis.
La spectroscopie en champ sombre permet ainsi d’effectuer la détection d’un
signal de diffusion sur fond noir. Elle permet ainsi de mesurer de très faibles signaux
par rapport à une configuration classique en champ clair.
De la diffusion à la résonance plasmon
En travaillant en réflexion, le signal mesuré est directement proportionnel à la
section efficace de diffusion (de l’antenne), moyennée sur l’ensemble des angles solides
accessibles à l’objectif de microscope. En effet, le rayonnement incident est diffusé
par l’antenne selon son diagramme d’émission. Ainsi, sous illumination à spectre
large, comme c’est le cas avec une lampe à filament, la diffusion de l’antenne fait
apparaître un pic aux longueurs d’ondes correspondantes à la, ou aux, résonances
de l’antenne.
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Figure 3.20 – Schéma de l’éclairage en champ sombre. A gauche : configuration en
réflexion. A droite : configuration en transmission.
Remarquons que la mesure du spectre de diffusion d’une antenne plasmonique
dépend de l’ouverture numérique de l’objectif de microscope [211, 212]. C’est-à-dire
que la détermination des résonances de l’antenne par l’acquisition de spectres de
diffusion, est limité aux modes répondant à l’intervalle d’angles d’incidence θ définit
par l’objectif (cf. Fig. 3.20). De plus, seuls les modes qui émettent en direction
de la pupille centrale de collection seront détectés. Cela peut être un point positif
dans le sens où nous retiendrons par cette expérience uniquement les antennes qui
émettent dans une angle faible et en direction de l’objectif. Cette directionnalité est
une caractéristique recherchée des antennes plasmoniques.
Voie optique
Nous décrivons ici les optiques de notre dispositif de spectroscopie en champ
sombre, ainsi que le trajet optique des faisceaux lumineux d’excitation et de détec-
tion. Nous présentons ensuite en détail l’éclairage de Koehler.
Notre objectif de microscope à champ sombre est un Nikon TU Plan Fluor semi-
apochromatique, de grossissement ×100, d’ouverture numérique ON=0.90 (référence
TU Plan Fluor BD 100X/0.90). La distance de travail de l’objectif est de 1mm. Il
n’existe malheureusement pas d’objectif de microscope à champ sombre optimisé
pour le proche infra-rouge. Parmi les objectifs commerciaux disponibles, celui-ci
possède l’intensité transmise entre 900 nm et 1600 nm la plus élevée. Cette intensité
transmise est néanmoins assez faible, de l’ordre de 30%.
Cet objectif est au cœur du dispositif de spectroscopie en champ sombre en réflexion,
schématisé sur la Fig. 3.21, que nous avons intégralement développé.
La lumière diffusée par l’échantillon est collimatée par l’objectif Nikon puis séparée
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de la voie d’excitation par la séparatrice (S1) 50 :50 dans le proche infra-rouge.
Cette lumière est dirigée vers le spectromètre Acton SP2300 (décrit en détail dans
la partie 3.7.1) pour en analyser le spectre, ou bien vers une caméra CCD silicium
















































Figure 3.21 – Schéma de la partie optique de l’expérience de champ Sombre.
Sur le trajet de détection, est placé un diaphragme dans le plan conjugué avec
d’une part le plan de l’échantillon et d’autre part la facette d’entrée de la fibre op-
tique menant au spectromètre. Ce diaphragme est dit « de champ » et son rôle est
double.
Premièrement, il joue le rôle de pinhole de la configuration confocale. En effet, ce
diaphragme limite la profondeur de champ du microscope en sélectionnant un plan
perpendiculaire à l’axe optique, dans lequel on place l’échantillon. Il limite égale-
ment la surface observable et effectue ainsi une sélection spatiale dans le plan de
l’échantillon, comme le montre la Fig. 3.23. Ces deux effets augmentent le rapport
signal sur bruit pour la détection du spectre de diffusion d’une nano-antenne.
Deuxièmement, il limite la lumière parasite provenant des réflexions et diffusions
sur toutes les optiques. En particulier, il supprime la très forte réflexion de la face
arrière du microscope. Le diaphragme de champ a donc également le rôle important
de réduire la pollution lumineuse.
Nous en venons à la description des propriétés de l’éclairage de Koehler (repré-
senté en un bloc sur la Fig. 3.21 pour plus de clarté et détaillé sur la Fig. 3.22), que
sont :
– un éclairage uniforme de l’échantillon.
– une localisation aisée du plan dit de champ (cf. Fig. 3.21), conjugué avec le
plan de l’échantillon.
– une localisation aisée du plan dit d’ouverture (cf. Fig. 3.22), conjugué avec le
plan focal arrière de l’objectif, où doit être placé le masque formant l’éclairage
en anneau de la pupille extérieure de l’objectif.
Le but de l’éclairage de Koehler, dont une représentation est donnée sur la Fig. 3.22,
est d’obtenir un éclairage uniforme de l’échantillon. Pour ce faire, la lampe à filament
est imagée à l’infini par le système (L1, L2, L3, L4, objectif), de sorte qu’aucune trace
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de sa géométrie n’apparaisse dans le plan de l’échantillon. Cette caractéristique de
l’éclairage de Koehler est primordiale pour obtenir la réponse d’une antenne mé-
tallique. En effet, une variation d’intensité incidente dans le plan de l’antenne se
répercute dans la proportion des modes de surface excités. L’interprétation quanti-
tative des spectres de diffusion est alors faussée. Plus précisément, si certains angles
ϕ ou θ d’éclairage (représentés sur la Fig. 3.20) sont privilégiés, la réponse spectrale
de l’antenne est privilégiée pour certains vecteurs d’onde, au détriment des autres.
L’éclairage de Koehler est donc parfaitement adapté pour le champ sombre, et ce
également pour une seconde raison. Il permet de déterminer aisément le plan dans
lequel doit être placé le masque modelant en anneau l’éclairage incident. En effet,
par construction, le plan focal arrière de l’objectif de microscope est conjugué avec
un plan dit « d’ouverture ». Ce dernier se trouve au niveau de L2 sur la Fig. 3.22.
Tout objet sur ces plans possède une image projetée à l’infini en aval de l’objectif.
Ainsi l’image d’un masque placé dans le plan d’ouverture n’apparaît pas dans le plan
de l’échantillon. L’effet du masque dans le plan de l’échantillon est uniquement une
réduction de l’intensité lumineuse et la restriction de l’intervalle des angles θ d’éclai-
rement. Le plan d’ouverture est donc le plan idéal dans lequel placer le masque qui
forme l’anneau d’éclairage de la pupille extérieure de l’objectif.
La Fig. 3.22 montre la simulation, avec un logiciel de tracé de rayons (logiciel Ze-
max), de l’éclairage de Koehler que nous avons mis en place. Ce logiciel possède
une base de données contenant les informations relatives à la majorité des optiques
commerciales. L’optimisation de l’image du masque formant l’anneau sur la face
arrière de l’objectif à champ sombre pour une longueur d’onde à 1.55 µm, permet
de déterminer quelles lentilles sont optimales :
• L1 : Doublet achromatique, 50.8 mm de diamètre, 75 mm de distance focale,
traité anti-reflets visible. Référence Thorlabs AC508-075-C-ML.
• L2 : Achromat Proche Infrarouge, 50 mm de diamètre, 150 mm de distance
focale, traité anti-reflets NIR. Référence Edmund optics ACh-NIR 50×150
NIR-I.
• L3 : Achromat Proche Infrarouge, 50 mm de diamètre, 200 mm de distance
focale, anti-reflets traité NIR. Référence Edmund optics ACh-NIR 50×200
NIR-II.
• L4 : Doublet achromatique, 50.8 mm de diamètre, 750 mm de distance focale,
traité anti-reflets visible. Référence Thorlabs AC508-750-A-ML.
Les positions des lentilles et du masque sont aussi optimisées lors de la simulation.
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Figure 3.22 – Simulation du trajet des faisceaux lumineux au sein de l’éclairage
de Koehler et de leur répartition géométrique en forme d’anneau dans le plan focal
arrière du microscope.
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3.6.3 Mesures expérimentales
Le dispositif expérimental de champ sombre et le principe de mesure étant dé-
crits, nous présentons maintenant les mesures expérimentales réalisées. Celles-ci ont
pour but de caractériser par spectroscopie en champ sombre des antennes sub-
micrométriques en or, déposées sur substrat de verre. Le choix d’un substrat de
verre est motivé par la transparence de ce matériau, qui minimise les réflexions
parasites et permet une caractérisation optimale des antennes.
Imagerie en champ sombre
Nous avons tout d’abord la possibilité de réaliser de l’imagerie en dirigeant la
lumière provenant de l’échantillon vers la CCD silicium à l’aide de la séparatrice
amovible (cf. Fig. 3.21). Deux configurations sont accessibles :
– en champ clair sans le masque d’ouverture de la Fig. 3.22
– en champ sombre avec le masque d’ouverture de la Fig. 3.22
La Fig. 3.23 montre une image d’un réseau d’antennes triangulaires dans ces deux
configurations. On y observe les bords du diaphragme de champ qui permet de res-
treindre la zone observée sur l’échantillon. On observe en champ sombre l’image
Champ clair Champ sombre
Figure 3.23 – Sélection spatiale d’une antenne en champ clair et en champ sombre.
complémentaire du champ clair. Le champ clair permet de visualiser les faces planes
du réseau d’antennes triangulaires. En revanche, l’image en champ sombre est for-
mée par les diffusions de l’illumination incidente par les bords des antennes.
Cet effet est davantage visible sur la Fig. 3.24 présentant uniquement l’image en
champ sombre, pour laquelle le diaphragme de champ est fortement ouvert. On y
observe plusieurs motifs d’antennes. Concentrons-nous sur le réseau d’antennes tri-
angulaires en bas à droite sur cette image. La zone repérée par l’ovale tireté rouge
sur la Fig. 3.24 est un défaut du réseau d’antennes. Une surface plane d’or s’est
formée sur cette zone du réseau. Cette surface plane est très peu diffusante et elle
apparaît foncée en imagerie de champ sombre. On observe la différence avec le réseau
identique mais sans défaut, à gauche de la Fig. 3.24. On observe également le même
phénomène sur les disques d’or encadrés en haut à gauche de l’image. De même pour
les carrés d’or en haut à droite. Les parties centrales de ces motifs n’apparaissent
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Figure 3.24 – Imagerie en champ sombre d’une série d’antennes en or sur substrat
de verre.
pas en imagerie en champ sombre, alors qu’elles sont clairement visibles en champ
clair (non montré ici).
La différence d’intensité et de netteté entre les images des deux Fig. 3.23 et 3.24,
est due à l’utilisation de deux optiques différentes pour collecter le rayonnement de
l’échantillon vers la caméra CCD. Une séparatrice (référencée sous le terme « Sépa-
ratrice amovible » sur la Fig. 3.21) est utilisée pour la Fig. 3.23, tandis qu’un miroir
la remplace pour la Fig. 3.24. L’utilisation de la séparatrice est privilégiée dans la
phase de calibration de l’expérience puisqu’elle permet une mesure simultanée en
imagerie et en spectroscopie. Cependant, en plus de diminuer l’intensité reçue par
les appareils de mesure, elle perturbe l’allure des spectres de diffusion et crée de
multiples images de l’échantillon par réflexions internes. Il en résulte l’aspect flouté
sur les images de la Fig. 3.23.
Spectroscopie en champ sombre
Pour présenter des spectres de diffusion, nous définissons la quantité
Diffusion =
I − Iback
Iref − Iback (3.41)
où
– Iback est obtenu en éclairant une surface de verre. C’est un spectre permettant
de supprimer le fond de lumière ambiant dans la salle ainsi que les réflexions et
diffusions sur les optiques. Il est automatiquement soustrait de chaque mesure
par le programme Winspec qui commande l’acquisition de spectres.
– Iref est obtenu par l’éclairage d’un plan d’or rugueux déposé par évaporation.
C’est un spectre de référence qui permet de s’affranchir des variations spec-
trales de l’intensité de notre lampe à filament.
– I est le spectre obtenu en éclairant une antenne en or sur fond de verre.
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D’après cette définition, la quantité Diffusion permet d’obtenir un signal lié à la di-
mension finie de l’antenne. En effet, on divise la réponse d’une surface sub-micrométrique
d’or par la réponse d’un plan d’or infini.
Avant de présenter les mesures expérimentales des quantités définies ci-dessus,
on décrit le protocole de mesure de Iback, Iref et I :
– déplacement de l’échantillon pour observer le plan de verre,
– focalisation sur le plan de verre à l’aide de la CCD et enregistrement de Iback,
– déplacement de l’échantillon pour observer le plan d’or servant de référence,
– focalisation sur le plan d’or à l’aide de la CCD et enregistrement d’un spectre
de référence Iref − Iback,
– déplacement de l’échantillon afin de retrouver une antenne dans le champ du
microscope,
– focalisation sur l’antenne à l’aide de la CCD et mesure de I − Iback.
La distance objectif-échantillon est contrôlée à chaque mesure à l’aide d’une platine
dont la précision sur la lecture de la position absolue est de 10 µm. On estime que
cette distance est différente à quelques microns près pour chaque spectre I, Iref et
Iback.
Remarquons que les variations d’ouverture du diaphragme, permettant de sélec-
tionner une partie du champ de l’échantillon (cf. Fig. 3.23), modifient fortement
la quantité de lumière parvenant au spectromètre. Ainsi, à une ouverture de dia-
phragme doit correspondre un cycle de mesure Iback, Iref et I.
Nous présentons sur la Fig. 3.25 les spectres Iref− Iback, I − Iback et le spectre de
diffusion associé, défini par la quantité (3.41). L’antenne observée lors de la mesure
de I− Iback est un disque en or de rayon ∼ 300 nm, repéré par le carré en trait plein
sur la Fig. 3.24.





































Figure 3.25 – Spectre Iref−Iback (triangles noirs) mesuré sur un plan d’or, et spectre
I − Iback (rond bleus) et le spectre de diffusion associé (carrés rouges) mesuré sur
une antenne disque de rayon ∼ 300 nm.
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Le spectre de référence Iref−Iback est le spectre de la lampe à filament diffusé par
le plan d’or infini. L’intensité de ce spectre est d’environ 4000 coups en 5 s (800 coups
par seconde) pour l’intervalle d’énergie[0.94; 1.2] eV et elle chute pour les énergies
inférieures. Ces variations sont, en majeure partie, celles du spectre intrinsèque de la
source. En revanche, le signal chute drastiquement à partir de 0.795 eV (représenté
par la ligne verticale tiretée sur la Fig. 3.25) et approche une intensité nulle à partir
de 0.785 eV (représenté par la ligne verticale pleine). Cette chute du signal est dû à
la coupure du détecteur, les données dans cette région doivent donc être ignorées.
Le spectre I − Iback de l’antenne disque est composé d’un fond moyen à environ
2000 coups. Sur ce fond apparaissent deux pics principaux aux énergies 0.85 eV et
0.95 eV, dont les amplitudes sont d’environ 1000 coups au dessus du niveau moyen.
Un troisième pic se dégage du fond, de seulement 200 coups à l’énergie 1.09 eV.
Ce spectre contient les variations spectrales de la source et il est nécessaire de le
normaliser.
Le résultat de la normalisation de I − Iback par Iref− Iback constitue le spectre de
diffusion, tracé sur la Fig. 3.25 avec sa propre échelle. Le fond moyen de ce spectre
est d’environ 0.5 ce qui signifie que le plan d’or de référence est globalement plus
diffusif que le plan de verre sur laquelle repose l’antenne. L’amplitude de l’extremum
à 0.85 eV atteint 1. Les deux autres extrema identifiés sur le spectre non normalisé
sont décalés aux énergies 0.97 eV et 1.08 eV après normalisation. Leurs amplitudes
sont seulement de l’ordre de 0.1 au dessus du niveau moyen.
Remarquons que le niveau de signal augmente brutalement pour les énergies infé-
rieures à 0.795 eV. Ceci est un artefact introduit lors de la normalisation et il est le
résultat de la coupure du détecteur.
Il semble qualitativement clair, après la description de la Fig. 3.25, qu’une réso-
nance de l’antenne soit observée à 0.85 eV. En revanche, une interprétation quanti-
tative de ces spectres nécessite certaines précautions. En particulier, on anticipe que
la chromaticité de l’objectif affecte sensiblement le spectre de diffusion.
Pour examiner l’impact de la chromaticité de l’objectif, nous avons observé en
temps réel, au spectromètre, le spectre Iref − Iback de la lampe à filament. Des va-
riations non négligeables de l’allure de ce spectre sont induites par des variations de
la distance objectif-échantillon de l’ordre du micron. Plus précisément on remarque
que le maximum d’intensité du spectre de référence se déplace vers les courtes lon-
gueurs d’onde à mesure que l’on diminue la distance objectif-échantillon. Ceci en
restant dans le régime conduisant à une image relativement nette du plan d’or sur
la CCD. Cet effet de « vague spectrale » provient de la chromaticité de l’objectif :
les courtes longueurs d’onde sont focalisées à une distance plus proche de l’objectif
par rapport aux grandes longueurs d’onde. Les variations de la distance objectif-
échantillon entraînent alors une collection préférentielle de ces différentes longueurs
d’ondes réfléchies sur la surface de verre.
Pour illustrer les effets de la chromaticité de l’objectif sur les spectres de diffusion
d’antennes, on présente sur la Fig. 3.26 deux spectres de diffusion de l’antenne disque
précédemment étudiée. Ces deux spectres correspondent à deux mesures successives
de I, Iref et Iback. Le second cycle est volontairement biaisé en défocalisant l’objectif
de quelques microns lors de l’acquisition du spectre Iref. Pour cela, on a modifié
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la mise au point de l’objectif après l’avoir ajustée à l’aide de la CCD. Le spectre


































Figure 3.26 – Influence de la focalisation et de la normalisation sur l’allure du
spectre « Disque 1 ».
de diffusion obtenu dans la configuration dite initiale est celui déjà présenté sur la
Fig. 3.25. Le second spectre est différent du premier, tant en amplitude qu’en fond
(pente et niveau moyen) et en position des extrema. En particulier, le pic principal
identifié à 0.85 eV dans la configuration initiale est décalé à 0.81 eV. Ces différences
proviennent du biais introduit dans la nouvelle référence. L’effet de « vague spec-
trale » introduit les variations observées sur la Fig. 3.26 au point de déplacer les
maxima des spectres de diffusion.
Notons que la défocalisation volontaire de l’objectif, de quelques microns, lors de
l’enregistrement du spectre de référence biaisé, est réalisée de façon à toujours dis-
tinguer les défauts du plan d’or à l’aide de la CCD. Cet exemple n’est donc pas celui
d’une situation extrême de défocalisation mais celui d’une situation limite liée à la
précision du contrôle de la focalisation.
La description de ces différents spectres a fait apparaître deux problèmes critiques
qu’il est difficile de contourner :
• la chromaticité de l’objectif qui induit des variations dans les spectres bruts
en fonction de la distance objectif-échantillon,
• la difficulté en optique linéaire d’obtenir un spectre de référence pour la nor-
malisation des spectres.
Ces deux points sont liés entre eux et limitent l’interprétation quantitative des don-
nées. Du point de vue imagerie, une image nette dans le visible ne garantit pas
une focalisation correcte aux longueurs d’ondes des télécommunications. Tandis que
du point de vue spectroscopique, les variations de la distance objectif-échantillon
induisent une déformation du spectre et ne permettent pas de définir un critère
de focalisation tel que par exemple, maximiser le niveau de signal. Dans les deux
cas, la reproductibilité de l’ajustement de la distance objectif-échantillon à l’aide de
la platine à déplacement micrométrique est faible. Ceci implique que des mesures
successives peuvent être comparées seulement si elles appartiennent au même cycle
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de mesure de Iref et Iback. De plus, il est nécessaire que la focalisation ne soit pas
modifiée entre deux acquisitions de I.
Cependant, dans le cadre de ces dernières conditions, notre expérience permet la
mesure de spectres de diffusion interprétables qualitativement. Cela nous offre la
possibilité d’améliorer par le futur le protocole de mesure afin de converger vers une
interprétation quantitative des spectres.
Afin de contraindre davantage l’aspect qualitatif de l’interprétation des spectres
de diffusion, nous avons étudié une série de trois types d’antennes disques, de rayons
différents :
• Disque 1 de rayon ∼ 300 nm, repéré par le carré en trait plein sur la Fig. 3.24.
• Disque 2 de rayon ∼ 450 nm, repéré par le carré en tirets sur la Fig. 3.24.
• Disque 3 de rayon ∼ 900 nm, hors champ sur la Fig. 3.24.
La Fig. 3.27(a) présente le spectre d’ensemble des 4 antennes de type « Disque
1 » repérées par le rectangle sur la Fig. 3.24. Ce spectre est superposé en double
échelle au spectre intitulé « Disque 1 » que nous avons déjà commenté. Les deux





























































Figure 3.27 – (a) Spectre de diffusion en champ sombre d’un disque et de quatre
disques de 300 nm de rayon. (b) Spectre de diffusion en champ sombre d’antennes
disques de trois diamètres différents.
spectres ont une allure similaire, en particulier en ce qui concerne l’énergie des 3
extrema. L’amplitude du signal sur le spectre d’ensemble des 4 antennes est environ
4 fois plus grande que celle du spectre d’une seule de ces antennes. Il semble donc,
d’une part que le signal provienne bien des antennes, et d’autre part, que de placer
plusieurs antennes identiques dans le champ de mesure soit un moyen efficace d’aug-
menter le niveau de signal.
La Fig. 3.27(b) présente les spectres de diffusion des trois antennes disques indivi-
duelles listées ci-dessus. Le spectre de l’antenne « Disque 1 » a déjà été commenté
lors de la description de la Fig. 3.25. On observe pour les deux autres spectres un
signal complexe présentant plusieurs extrema.
En ce qui concerne le spectre de l’antenne « Disque 2 », le fond de signal est d’en-
viron 2 et on distingue deux pics à 0.84 eV et 1.03 eV, d’amplitude environ égale à
0.2.
Enfin, en ce qui concerne le spectre de l’antenne « Disque 3 », il est difficile de
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définir le nombre d’extrema. En effet, le niveau de signal augmente brusquement
sur les bords de la plage de mesure. Cette allure laisse paraître le signe de deux
extrema aux environs de 0.80 eV et 1.15 eV. Au centre de cette plage de mesure, on
observe un extremum à 0.99 eV. Ces mesures seules ne suffisent pas à déterminer
l’origine physique des extrema des spectres de ces antennes. Cependant, ayant pris
les précautions précédemment définies, permettant de comparer différents spectres,
il est clair que les spectres varient d’une antenne à l’autre. En particulier en ce qui
concerne l’énergie des extrema. On peut émettre l’hypothèse que les extrema ob-
servés correspondent aux résonances des antennes, dont l’énergie varie en fonction
de la dimension de l’antenne. Cependant des preuves supplémentaires doivent être
fournies pour appuyer cette hypothèse. Il faut pour cela aboutir à une méthode d’ac-
quisition qui permette des études quantitatives.
La solution évidente aux problèmes de chromaticité de l’objectif est l’acquisition
d’un nouvel objectif de microscope plus adapté. Malheureusement, aucun objectif
à champ sombre achromatique aux longueurs d’onde des télécommunications par
fibre optique n’est commercialisé. Nous avons également considéré d’enregistrer le
spectre de référence sur la surface de verre (hors champ d’antenne) pour minimiser
les déplacements. Cependant, lors des essais, le spectre Iref était alors trop faible en
intensité et le spectre normalisée était de fait très bruité.
Des acquisitions de spectres de diffusion en champ clair ont également été réalisées
sur ces antennes sur substrat de verre, en profitant de la transparence du verre.
Cependant le signal venant de l’antenne est trop faible devant le signal venant du
substrat (réflexions et diffusions parasites) pour induire des variations significatives
de l’intensité mesurée.
Une technique que nous envisageons est l’acquisition de deux spectres consécutifs
d’antennes, dans des polarisations linéaires orthogonales, pour pallier à l’étape de
normalisation du signal. Cependant cela nous priverait d’études en polarisation du si-
gnal des antennes, qui permettraient d’observer la signature d’antennes anisotropes.
Tous ces travaux sont en cours. Nous comptons progresser sur le protocole d’acqui-
sition des spectres de diffusion pour converger vers une interprétation quantitative
des spectres.
3.7 Expérience de micro-photoluminescence
Nous allons maintenant présenter l’expérience de micro-photoluminescence, elle
aussi entièrement développée au cours de cette thèse. Elle permis d’une part de
caractériser les nanotubes de carbone à l’échelle de l’objet unique, et d’autre part
d’étudier la luminescence de ces émetteurs en présence d’antennes plasmoniques.
Dans un premier temps nous présentons le dispositif expérimental. Dans un second
temps nous présenterons la caractérisation des nanotubes à travers des études sur
des ensembles puis sur objet unique.
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3.7.1 Dispositif expérimental
Voie Optique
Nous allons commencer par introduire le dispositif expérimental dans son en-
semble, puis nous décrirons les différentes parties qui le composent, une à une, dans
les sous-sections suivantes.
La Fig. 3.28 schématise notre dispositif expérimental de micro-photoluminescence.






















































Figure 3.28 – Schéma de la partie optique de l’expérience de µPL
2.2.2 et également répertoriées sur la Fig. 3.28. Ces faisceaux lasers sont focalisés
sur l’échantillon par un objectif Mitutoyo M plan Apo-chromatique. Cette objectif
est spécialement conçu pour le domaine proche infra-rouge. Il possède un grossis-
sement ×100, une ouverture numérique NO=0.7 et une focale de 2 mm avec une
distance de travail de 10 mm (référence 100X Mitutoyo Plan Apo NIR HR).
La collection du signal de l’échantillon est effectuée par l’objectif Mitutoyo, c’est-à-
dire que nous travaillons dans une configuration en réflexion. Le signal provenant de
l’échantillon est séparé des lasers excitateurs et dirigé vers le spectromètre à l’aide
d’un miroir dichroïque DMSP1000. Ce dernier réfléchit les longueurs d’ondes supé-
rieures à 1000 nm.
En parallèle à ce spectromètre sont installées une caméra CCD en silicium permet-
tant de réaliser l’imagerie visible de la surface de l’échantillon, ainsi qu’une pho-
todiode qui mesure l’intensité de la réflexion du laser. Cette dernière procure une
mesure de la réflectivité de l’échantillon. Un protocole de mesure de la réflectivité
en utilisant la caméra CCD a également été mis en place.
Spectromètre
Notre spectromètre est un modèle Acton SP2300 comportant trois réseaux dont
les propriétés sont les suivantes :
– Réseau 1 : 150 traits par mm, blazé à 1.2 µm.
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– Réseau 2 : 300 traits par mm, blazé à 2 µm.
– Réseau 3 : 600 traits par mm, blazé à 1.6 µm.
La distance focale f du spectromètre est 300 mm, avec une pupille d’entrée de
diamètre D = 39 mm. L’ouverture relative ou le nombre d’ouverture (NO) du spec-





Le réseau du spectromètre disperse la lumière sur une barrette CCD linéaire InGaAs
de 1024 pixels par 1 pixel. Les pixels sont des rectangles de 25 µm dans l’axe de
la barrette et 50 µm dans l’axe perpendiculaire. Les réseaux 1, 2 et 3 du spectro-
mètre permettent respectivement de disperser la lumière sur un intervalle de 530 nm,
254 nm et 113 nm.
L’image du spot d’excitation est relayée vers le spectromètre par le système
{objectif, dispositif de déplacement du point de focalisation (cf. Fig. 3.29), miroir
dichroïque}, puis elle est focalisée sur la fente d’entrée du spectromètre par une len-
tille. Nous allons déterminer les caractéristiques de cette lentille.
Le critère de sélection de la lentille est basé sur la taille δr|InGaAs de l’image de
la pupille arrière du microscope formée sur la barrette InGaAs. La valeur maxi-
male de δr|InGaAs doit être inférieure à la hauteur d’un pixel : δr|InGaAs < 50 µm.
Puisque le spectromètre possède un grossissement de 1, δr|InGaAs est égale à la taille
de l’image δr|fente sur la fente du spectromètre. Notre critère est donc finalement
δr|fente < 50 µm.
Pour déterminer quelle lentille permet de respecter ce critère, nous avons simulé
à l’aide du programme Zemax, la quantité δr|fente pour plusieurs lentilles commer-
ciales. Et ce aux trois longueurs d’ondes test : 1300 nm, 1550 nm et 1600 nm. Utiliser
ces trois longueurs d’onde lors de la simulation permet de contrôler les aberrations
chromatiques introduites par la lentille devant le spectromètre. De plus, nous avons
suivi pour chaque lentille simulée et chaque longueur d’onde, les variations de la
taille de l’image pour des faisceaux incidents légèrement divergents (pupille du mi-
croscope en tant qu’objet réel à 5m de la lentille) et légèrement convergent (pupille
du microscope en tant qu’objet virtuel à 5m de la lentille). Ceci permet de simuler
la répercussion d’un léger dérèglement des optiques qui affecterait le parallélisme
du faisceau en provenance de l’objectif. Notre critère pour ces cas convergent et
divergent est toujours que la taille de l’image de l’échantillon soit inférieure à un
disque de 50 µm.
Nous avons ainsi sélectionné la lentille AC254-35-C-ML traitée pour le proche
infrarouge. La projection de la pupille du microscope (dans le cas d’un faisceau
parallèle) sur cette lentille est de 3 mm tandis que le diamètre de la lentille est
de 25.4 mm. Seule la partie centrale de cette lentille est utilisée et les aberrations
géométriques sont minimisées. Le NO correspondant est alors 11.6, ce qui est supé-
rieur à celui du spectromètre. Le spectromètre étant plus ouvert que la lentille de
focalisation, l’observation éventuelle d’artefacts par réflexions multiples au sein du
spectromètre est réduite.
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Mécanisme de déplacements micrométriques
Dans cette sous-section sont présentés les mécanismes de déplacements micro-
métriques utilisés pour déplacer l’objectif de microscope, l’échantillon, et le point de
focalisation des lasers dans le plan de l’échantillon.
Dans notre dispositif, l’échantillon est fixe suivant l’axe z défini sur la Fig. 3.29.
C’est l’objectif de microscope qui est déplacé selon cet axe pour effectuer la mise
au point. Les déplacements grossiers, de l’ordre de 10 µm, sont effectués avec une
platine de translation tandis que les déplacements fins sont effectués avec une platine
piézoélectrique de la marque Piezosystem Jena. Les déplacements que permet cette
platine sont précis à 0.01 µm, sur un intervalle de 400 µm.
Pour permettre des déplacements dans le plan de l’échantillon (plan (Oxy)), nous
utilisons deux stratégies différentes. Pour les déplacements grossiers, nous déplaçons
l’échantillon à l’aide de platines micrométriques (cf. Fig. 3.29) dont la précision est
d’une dizaine de microns. Pour les déplacements fins, c’est le spot d’excitation qui est
translaté en modifiant l’angle du trajet lumineux par rapport à l’axe optique. Ceci est
effectué en amont de l’objectif à l’aide d’un miroir à balayage directionnel (steering
mirror en anglais) de série FSM-300 de marque Newport. Le trajet lumineux en
amont de l’objectif est centré sur la pupille arrière de l’objectif pour tout angle
d’incidence grâce au système à double lentille illustré sur la Fig. 3.29. Ce système
optique conjugue la pupille de l’objectif au plan du miroir directionnel.
Remarquons que le trajet des faisceaux lumineux est incliné par rapport à l’axe
optique uniquement entre le miroir directionnel et l’échantillon. Il reste parallèle
à l’axe optique entre le miroir à balayage directionnel et les systèmes de mesure
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Figure 3.29 – Schéma du dispositif de déplacement du point de focalisation sur
l’échantillon.
une électronique dont le pas de tension de 1 mV se répercute par un déplacement
d’environ 7 nm sur l’échantillon. L’intervalle de tension supporté de 20 V permet
ainsi d’explorer une surface de 140 µm par 140 µm sur l’échantillon. Cependant
les aberrations de sphéricité de l’objectif sous grand angle d’incidence déforment
le point de focalisation. On définit l’angle maximal de mesure par l’angle à partir
duquel l’intensité focalisée au niveau de l’échantillon commence à diminuer. Cet
angle maximal délimite une surface utile de 50 µm par 50 µm, centrée sur le point
de focalisation sous angle d’incidence nulle.
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Programme pour la réalisation de carte de photoluminescence et de ré-
flectivité
La possibilité de parcourir l’échantillon à l’échelle sub-micrométrique offre l’op-
portunité de réaliser des cartes de photoluminescence et de réflectivité. Pour cela, un
programme LabView a été écrit par Emmanuel Rousseau afin de manipuler de façon
automatisée le miroir à balayage directionnel. Il permet également d’enregistrer une
mesure à chaque pas effectué lors du parcours de l’échantillon. La figure 3.30 montre


















Figure 3.30 – Programme pour la réalisation de carte de photoluminescence et de
réflectivité.
de mesure, sont définis à partir de l’interface LabView. Les paramètres d’intégration
des spectres de photoluminescence, par exemple le temps d’intégration ou le centrage
de la plage spectrale de détection, sont contrôlés indépendamment du programme
LabView. Ils sont réglés depuis Winspec, le programme contrôlant le spectromètre.
La concordance temporelle des mesures et des déplacement spatiaux est contrôlée
par une impulsion électrique provenant d’une détection synchrone, qui déclenche le
début de l’acquisition. Winspec enregistre de façon synchrone l’ensemble des don-
nées nécessaires à la réalisation de la carte de photoluminescence. Les données sont
ensuite chargées a posteriori dans le programme Labview pour créer la carte de pho-
toluminescence.
Chaque carte consiste à afficher en chaque point parcouru sur l’échantillon :
– l’intensité intégrée du spectre de photoluminescence. Cette carte permet alors
de repérer quelles zones de l’échantillon émettent le plus.
– l’intensité du spectre de photoluminescence à une longueur d’onde donnée.
L’affichage dynamique de cette carte permet de changer a posteriori cette lon-
gueur d’onde. Cette carte permet de distinguer une raie d’émission particulière
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par rapport au fond.
– la mesure de la réflectivité du laser excitateur.
Le programme permet également d’afficher le spectre mesuré en un point quelconque
de l’échantillon en le pointant sur la carte d’intensité intégrée à l’aide d’un curseur.
Nous avons dans un second temps changé le protocole de réalisation de la carte
de réflectivité. Plutôt que de mesurer à l’aide d’une photodiode l’intensité intégrée
du laser après réflexion sur l’échantillon (comme c’est le cas sur l’exemple de la
Fig. 3.32 dans la sous-section suivante), nous utilisons dorénavant la caméra CCD
de l’imagerie visible.
Le protocole de mesure consiste à définir une zone de référence sur la CCD en
observant le spot laser sur une surface plane. Il s’agit ensuite de visualiser le spot
laser sur l’échantillon et d’intégrer l’intensité de ce spot sur la surface de référence.
Ainsi, lorsque la surface de l’échantillon est plane, l’intensité intégrée sur les pixels de
référence est l’intensité totale réfléchie. Le résultat de la mesure est alors identique
au protocole antérieur utilisant une photodiode dont la surface de détection est
supérieure à la surface de référence nouvellement définie. Cependant, lorsque le laser
est focalisé sur un diffuseur, le spot laser est déformé et l’intensité intégrée sur la
surface de pixels de référence est diminuée. La sensibilité de la mesure est augmentée
par ce nouveau protocole de mesure. Il permet de repérer des objets peu diffusant
de la taille d’un demi-micron et offre une excellente mesure de la réflectivité de la
zone explorée.
3.7.2 Comparaison entre imagerie visible, carte de photolu-
minescence et réflectivité
Pour résumer, nous disposons d’un dispositif expérimental permettant de réali-
ser :
– de l’imagerie visible de la surface de l’échantillon,
– des cartes de photoluminescence à intensité intégrée ou à une longueur d’onde
donnée,
– des cartes de réflectivité.
Nous allons présenter dans ce paragraphe la comparaison entre ces trois cartes et
montrer qu’il est possible de corréler les informations issues de ces différents moyens
de mesure.
La Fig. 3.31 montre un exemple de comparaison dans une zone où on visualise une
ligne de gélatine contenant des nanotubes de carbone déposés sur un substrat de
verre. La figure principale montre une zone d’environ 50 µm de côté sur laquelle on
distingue clairement la ligne oblique sombre de gélatine, d’une épaisseur de l’ordre
du micron. Le halo noir est la pupille du microscope, et le point blanc est le spot
laser qui sert ici de repère spatial pour la comparaison imagerie/photoluminescence.
La zone explorée lors de la réalisation de la carte de photoluminescence est la zone
tiretée qui encadre le spot laser, où l’on observe la ligne de gélatine se scinder en
deux lignes obliques. Un zoom sur cette zone est présenté en haut à droite de la fi-
gure principale, juxtaposée à la carte de photoluminescence de cette même zone. Sur
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cette carte de photoluminescence à intensité intégrée, on observe une ligne oblique
correspondant à un signal de luminescence sur un fond sans signal. L’intensité des
bordures de cette ligne oblique est supérieure à l’intensité en son centre, et reproduit
clairement la forme scindée de la trace de gélatine. Le spot laser sur l’imagerie visible
est indiqué par la croix sur la carte de photoluminescence.
On remarque sur la carte de photoluminescence de la Fig. 3.31 que le fond aug-
mente de haut en bas. Ceci est dû à la variation de température de la barrette
InGaAs du spectromètre sur l’intervalle de temps nécessaire à la réalisation de la
carte, c’est-à-dire 30 secondes par pixel soit 3 heures et 42 minutes pour la carte.
En effet, la procédure de soustraction du bruit électronique consiste à soustraire un
spectre de référence enregistré une seule fois en début d’acquisition. Une variation de
température de la barrette InGaAs modifie le bruit électronique au cours de l’acqui-
sition et induit une variation du fond. On observe ainsi sur cette carte l’oscillation
de la température de la barrette InGaAs du spectromètre à l’échelle de l’heure.
Figure 3.31 – Corrélation entre l’imagerie en lampe blanche (à gauche) et la carte
de PL (à droite) d’une ligne de gélatine contenant des nanotube de carbone déposés
sur un substrat de verre. L’échelle spatiale est respectée entre la carte de PL et
l’imagerie. L’échelle d’intensité de la carte de PL est arbitraire. Le point blanc sur
l’image en lampe blanche est le spot laser, dont la position équivalente est repérée
sur la carte de PL par la croix jaune.
Pour comparer réflectivité, photoluminescence et imagerie visible, nous présen-
tons sur la Fig. 3.32 le cas d’un réseau de plots d’or sur lequel est dispersé aléatoi-
rement de la gélatine contenant des nanotubes de carbone.
En imagerie visible (Fig. 3.32(a)) on observe le réseau de plots d’or et le spot
laser qui encore une fois sert de repère. Les taches noires apparaissant au premier
plan de cette image proviennent de poussières sur la CCD silicium. Le rectangle
blanc en bas à gauche est l’image parasite de la lampe blanche d’illumination. Cette
réflexion, qui n’était pas observée sur la Fig. 3.31, fait suite au remplacement des
lentilles AC254-100-A-ML du dispositif présenté sur la Fig. 3.29, par des lentilles
AC254-100-C-ML traitées anti-reflets dans l’infra-rouge. Le revêtement anti-reflet
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Figure 3.32 – Corrélation entre l’imagerie en lampe blanche a), la carte de réflec-
tivité b) et la carte de PL c) d’un réseau d’antenne sur lequel sont dispersés des
nanotubes de carbones en gélatine. Le point blanc sur l’image en lampe blanche est
le spot laser, dont la position équivalente est repérée sur la carte de PL par la croix
jaune.
permet de minimiser les pertes par réflexion du signal de photoluminescence dans
l’infra-rouge. En contre-partie, la réflexion des lasers visibles et de la lampe blanche
est accrue. Notons que la réflexion du laser d’excitation n’impacte pas la qualité des
spectres de luminescence puisque le miroir dichroïque est un filtre passe haut avec
une coupure à 1000 nm.
Enfin, remarquons qu’à ces épaisseurs de gélatine (de l’ordre de la dizaine de nano-
mètres) il est difficile de déterminer la présence de nanotubes par imagerie visible.
On observe une zone faiblement sombre en dessous de la position repérée par le spot
laser qui pourrait être associée à une faible quantité de gélatine.
Sur la carte de réflectivité (Fig. 3.32(b)), on distingue globalement le réseau de
plots d’or en noir. Cependant les plots d’or ne sont pas individuellement résolus.
D’une part ces plots d’or d’environ 500 nm de diamètre sont plus petits que la
taille du spot laser (1 µm de diamètre), ce qui indique que la limite de résolution
est atteinte (avec le protocole de mesure de la réflectivité utilisant la photo-diode).
D’autre part, on distingue une contribution supplémentaire (pixels clairs) dans la
partie basse de la carte de réflectivité, qui brouille la réflectivité du réseau. On peut
émettre l’hypothèse de la présence, dans cette zone inférieure, de gélatine dont on
observe la réflectivité.
La carte de photoluminescence à intensité intégrée (3.32(c)) affiche un signal
uniquement dans la partie inférieure. Ceci indique la présence de nanotubes dans
cette zone étudiée, et valide les hypothèses effectuées lors de l’analyse de l’imagerie
et de la réflectivité. Aucune trace du réseau de plots d’or n’apparaît sur la carte de
photoluminescence.
De manière générale, la comparaison entre ces trois images permet une caracté-
risation des objets que nous observons.
L’utilisation de l’imagerie visible est limitée dans le sens où elle ne permettra pas
de repérer des objets très petits tels que des nanotubes uniques. Cependant elle est
un moyen efficace de repérer les amas de nanotubes et les antennes plasmoniques
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(en or) de dimension caractéristique supérieure à 100 nm. Elle permet également de
sélectionner rapidement une zone de mesure.
Ensuite, la carte de photoluminescence permet de déterminer les propriétés spec-
trales des objets étudiés. Cependant, à cause d’un léger manque de stabilité méca-
nique 8, la corrélation entre l’imagerie visible et la carte de photoluminescence à la
centaine de nanomètres près n’est pas toujours évidente, puisque ces mesures sont
espacées dans le temps. La Fig. 3.33 montre un exemple de cette dérive mécanique
observée sur la carte de réflectivité de trois antennes alignées verticalement, qui
apparaissent sombres. La ligne pointillée blanche passe par le centre des antennes
et représente un guide pour l’oeil afin de visualiser aisément la dérive mécanique.
L’amplitude de cette dernière est ici d’environ 100 nm par heure.
La dérive la plus importante observée au cours de nos nombreuses études a été de
Figure 3.33 – Carte de réflectivité de trois antennes alignées verticalement. La ligne
pointillée blanche est un guide pour l’oeil et passe par le centre des antennes. Une
dérive mécanique de 100 nm par heure est observée.
2 µm par heure environ. Elle est inférieure au demi-micron par heure en général et
elle est quasiment supprimée si l’échantillon est fixé au porte-échantillon.
La simultanéité des mesures de réflectivité et de photoluminescence permet la com-
paraison directe de leur carte, pixel à pixel, que la dérive soit importante ou non.
3.7.3 Spectroscopie de nanotubes de carbone uniques
Dans le but d’étudier le système nanotube-antenne, la sensibilité de l’expérience
de micro-photoluminescence doit permettre l’observation de nanotubes uniques. De
plus, tout comme il est important de caractériser séparément les antennes plasmo-
niques, il est nécessaire de déterminer quels sont les procédés de fabrication, de mise
en solution, de dépôt et de séchage des émetteurs pour obtenir une luminescence
8. Nous avons étudié ces instabilités qui entraînent une dérive de l’échantillon et déterminé
qu’elles ne proviennent pas d’un hystérésis du miroir directionnel. Fixer les échantillons au sup-
port avec une pince à échantillon (cf. Fig. 3.35) nous a permis de réduire considérablement ces
instabilités.
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intense des nanotubes. En plus de ce critère sur la luminescence, le contrôle et la
reproductibilité de la distribution spatiale moyenne des nanotubes sur l’échantillon
sont également des critères critiques pour l’étude systématique du système nanotube-
antenne.
Pour résumer, on définit deux critères caractérisant la qualité d’un échantillon :
– un niveau de signal de photoluminescence important,
– une distribution spatiale des nanotubes homogène sur l’échantillon.
Nous allons discuter dans cette partie la caractérisation d’échantillons de nano-
tubes de carbone dans le régime du nanotube unique. Nous présenterons successive-
ment la caractérisation de trois différents types d’échantillons que nous nous sommes
procurés au cours de nos études. L’acquisition des deux derniers types d’échantillons
fait suite à l’identification du facteur limitant (le type de polymère 9) la qualité des
échantillons au sens des critères définis ci-dessus.
Les trois types d’échantillons sont listés ci-dessous dans l’ordre chronologique de leur
acquisition :
• Échantillon A : Nanotubes HiPco mis en solution avec du NaCholate comme
surfactant, par Jean-Sébastien Lauret au Laboratoire de Photonique Quan-
tique et Moléculaire selon la méthode décrite dans la partie 2.2.1.
• Échantillon B : Nanotubes HiPco mis en solution avec du PVA (alcool polyvi-
nylique) comme polymère et un sel biliaire comme surfactant, par Christophe
Blanc et Éric Anglaret au Laboratoire Charles Coulomb.
• Échantillon C : Nanotubes HiPco mis en solution avec du PFO (un perfluo-
rooctanoïque) comme polymère, par Nicolas Izard de l’Institut d’Electronique
Fondamentale.
Chacun de ces types d’échantillons nous est fourni par des équipes extérieures et les
concentrations en nanotube nous sont en partie inconnues. Le fil conducteur pour
la comparaison de ces différents échantillons est donc la caractérisation du signal de
nanotubes uniques.
Chacun des trois types d’échantillons est étudié individuellement dans les trois
sous-parties suivantes. Dans chacune de ces sous-parties, nous discuterons tout d’abord
de l’étude d’échantillons concentrés en nanotubes (ou de régions denses de l’échan-
tillon) puis nous nous concentrerons sur l’étude des échantillons dilués (ou des ré-
gions peu denses de l’échantillon) sur lesquels des nanotubes uniques peuvent être
observés. Toutes les études sont réalisées à température ambiante.
Échantillon A : nanotubes HiPco avec NaCholate comme surfactant et
une gélatine alimentaire comme polymère
Nous avons travaillé la majorité du temps avec le type d’échantillon A : de l’opti-
misation de l’expérience de micro-photoluminescence à l’étude de nombreux échan-
tillons de nanotubes associés à des antennes plasmoniques. Ainsi la grande majorité
9. Nous avons vu dans les parties 1.2.3 et 3.5.1 que la luminescence des nanotubes de carbone
est très sensible à l’environnement et en particulier au type de polymères et surfactants utilisés
pour empêcher leur agrégation.
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des données que nous possédons ont été acquises sur ce type d’échantillon. Nous
verrons que seules quelques études concernant ces échantillons sont concluantes.
Commençons par nous intéresser au niveau de signal de photoluminescence des
nanotubes de type A. La Fig. 3.34 présente le spectre de photoluminescence d’un
échantillon de type A dense en nanotubes. La solution de nanotubes est déposée à la
pipette puis séchée par évaporation naturelle. Cette technique de dépôt ne permet
pas de contrôler l’épaisseur de la couche de nanotubes, qu’on estime entre 10 et 100





















Figure 3.34 – Spectres de photoluminescence d’un échantillons de type A dense en
nanotubes, excité à une énergie de 1.96 eV (633 nm).
avec une constante d’intégration de 10 s. On observe deux pics principaux. Le pre-
mier, à 0.96 eV, montre une amplitude de 350 coups et une largeur à mi-hauteur
d’environ 70 meV. Le second, à 1.07 eV, est caractérisé par une amplitude de 300
coups et une largeur à mi-hauteur d’environ 100 meV. La présence, à 1.2 eV, d’un
épaulement du second pic indique la présence d’une chiralité supplémentaire, moins
représentée en terme de nombre de nanotubes. Les raies d’émission des nombreux
nanotubes détectés sur ce spectre sont partiellement superposées et résultent en ces
deux pics principaux très larges. Cette configuration ne permet pas de dénombrer
les chiralités présentes dans l’échantillon.
Malgré ce grand nombre de nanotubes excités, le niveau de signal de photolumines-
cence de cet échantillon est relativement bas. En effet une puissance d’excitation de
100µW correspond à une densité d’excitation de ∼ 10 kW.cm−2. Ceci est à la limite
des densités d’excitation supportées par les nanotubes avant qu’ils ne subissent un
photoblanchiment permanent. Obtenir un signal de 30 coups/s sur un ensemble de
nanotubes sous cette densité d’excitation est peu encourageant en ce qui concerne
la recherche de nanotubes uniques.
Comme nous l’avons annoncé, le second critère définissant la qualité de l’échan-
tillon est lié au comportement des nanotubes lors du dépôt de la gélatine sur le
substrat (en verre, sicilium ou or). La nature aqueuse du solvant induit une forte
tension superficielle au contact du substrat. Si bien que la méthode de séchage par
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évaporation naturelle conduit à une agrégation quasi-systématique des nanotubes.
Ainsi, on observe des zones denses en nanotubes et des zones vides de nanotubes,
dont la répartition est aléatoire d’un essai à un autre. En pratique, nous observons
soit un spectre contenant la signature de plusieurs nanotubes, soit aucun signal. Ce
comportement permet difficilement d’approcher les densités proches du régime du
nanotube unique et manque de reproductibilité.
Des essais ont été réalisés sous séchage violent (à la tournette ou à la souﬄette),
utilisé en général pour obtenir des dépôt en couche mince (< 100 nm) d’épaisseur
contrôlée. Cependant, dans notre cas, la gélatine présente une mauvaise adhérence
au substrat, et aucun signal de photoluminescence n’a été observé dans ces condi-
tions. L’utilisation d’orthosilicate de tétraéthyle (TEOS) qui augmente l’adhésion
des nanotubes au substrat de verre n’a pas permis d’obtenir de meilleur résultats.
Malgré les difficultés énoncés ci-dessus, nous avons observé quelques rares na-
notubes uniques sur des échantillons de type A. Cependant il a été nécessaire de
travailler avec des lentilles à immersion solide (LIS).
Avant de présenter la caractérisation de l’échantillon A à l’échelle du nanotube
unique, nous allons décrire l’action de la LIS et le dispositif que nous avons dé-
veloppé afin de la manipuler.
Le rôle de la LIS, qui est une demi-bille de 2 mm de diamètre composée du
verre S-LAH79 d’indice 2.0, est d’augmenter l’ouverture numérique de collection
par rapport à celle de l’objectif de microscope Mitutoyo (NA=0.7). En l’absence de




où ni est l’indice de réfraction du milieu i. Cette proportion est inférieure à celle
émise dans le substrat. De ce fait, peu de photons sont collectés par l’objectif de
microscope 10. La proportion de rayonnement émis vers l’objectif est grandement
augmentée si l’air est remplacé par un matériau à fort indice, comme le verre S-
LAH79 dont l’indice de réfraction est nLIS = 2. Puisque l’indice du S-LAH79 est
supérieur à l’indice du substrat, le rapport nLIS
nsubstrat
est supérieure à 1. Davantage de
rayonnement est alors émis dans la partie supérieur de l’espace où se trouve l’objectif
de microscope. La LIS permet également de transformer en ondes propagatives cer-
tains modes évanescents à grands vecteurs d’onde du champ proche de l’émetteur.
Si ces modes sont dirigés vers l’objectif, l’ON effective dépasse alors 1.
Il est recommandé d’utiliser un liquide d’indice pour éliminer l’air à l’interface entre
le substrat et la LIS (cf. Fig. 3.36(a)). En l’absence de liquide d’indice, un défaut
d’interface peut former une couche d’air et entraîner une réflexion totale à l’inter-
face air-LIS. Le rayonnement est réfléchi vers le substrat et l’efficacité de la LIS est
fortement réduite.
Afin d’avoir la possibilité de déplacer la LIS avec une précision micrométrique sur
l’échantillon, nous avons conçu une « pince à LIS ». Le concept est schématisé sur
la Fig. 3.35. Une fois la LIS capturée dans l’interstice de la pince, celle-ci peut être
10. Les microscope inversés équipés d’un objectif à immersion tirent avantage de cette situation
en plaçant l’objectif sous le substrat sur lequel repose l’émetteur.
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Figure 3.35 – Schéma du dispositif de maintien et de déplacement de l’échantillon
et de la lentille à immersion solide.
déplacée à l’aide d’une platine à déplacement micrométrique. Il est ainsi possible de
déplacer la LIS sur l’échantillon à l’échelle du micromètre .
Dans le but de quantifier l’effet de la LIS sur le niveau de signal de photolumi-
nescence, nous avons fait des essais sur des ensembles de nanotubes. Sur une zone
de l’échantillon facilement discernable en imagerie, qu’il est donc possible de repérer
dans une configuration sans LIS et une configuration avec LIS, nous avons déterminé
que l’intensité de la photoluminescence est multipliée par 6 grâce à la LIS. Pour ob-
tenir cette amplification, un liquide d’indice pour lequel n = 1.46 est utilisé. Sans
liquide d’indice, aucune augmentation du niveau de signal de photoluminescence par




















Figure 3.36 – Différentes configurations testées avec la LIS.
Une autre configuration a également été mise à l’essai : celle d’un dépôt de
gélatine contenant des nanotubes directement sur la face plane de la LIS. Dans cette
configuration, la caractérisation de l’effet de la LIS est faite par comparaison entre :
– un spectre enregistré à travers la LIS dans une configuration d’utilisation dite
normale (Fig. 3.36(b)),
– une mesure de référence enregistrée avec la LIS retournée, c’est-à-dire dans
une configuration où la face avec les nanotubes est orientée vers l’objectif de
microscope (Fig. 3.36(c)).
Une augmentation d’intensité de photoluminescence d’un ordre de grandeur a ainsi
été déterminée. Cette seconde configuration a permis d’acquérir des spectres affi-
chant peu de raies de photoluminescence, jusqu’à seulement deux raies, ce qui in-
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dique que le régime du nanotube unique est approché. De plus, cette configuration
présente l’intérêt de ne pas nécessiter de liquide d’indice puisque les nanotubes sont
en contact avec la face plane de la LIS. Ceci est un avantage puisque le dépôt de
nanotube n’est alors pas altéré par la couche de liquide d’indice. En revanche il se-
rait nécessaire, à terme, de fabriquer des antennes sur la face plane de la LIS. Cela
compliquerait les étapes de lithographie électronique du processus de fabrication des
antennes (cf. partie 3.6.1).
Nous avons tenté une troisième configuration dans laquelle la LIS est déposée sur
l’échantillon avant le séchage de la gélatine. Cette configuration est très similaire à
celle présentée sur la Fig. 3.36(a), à la différence que la gélatine visqueuse épouse la
forme de l’interface entre le substrat de l’échantillon et la LIS. La gélatine comble
ainsi les défauts d’interface, de sorte que le liquide d’indice ne soit pas nécessaire.
La Fig. 3.37 présente un spectre obtenu dans cette dernière configuration où la
concentration en nanotubes est diminuée 30 fois par rapport à la solution utilisée
pour la réalisation du spectre de la Fig. 3.34. Une raie de photoluminescence ap-
















Figure 3.37 – Spectre de nanotube unique d’un échantillon de type A sur lequel
est inclus une LIS.
paraît sur ce spectre à une énergie de 1.1 eV. L’amplitude de cette raie est de 300
coups pour un temps d’intégration de 10 s et une puissance d’excitation de 75 µW,
sa largeur à mi-hauteur est d’environ 40 meV. Le fait qu’une unique raie se dégage
et que sa largeur soit environ deux fois moindre que la plus fine des raies du spectre
de la Fig. 3.34, indique qu’on observe ici le signal d’un nanotube unique isolé. Ceci
est un des rares exemples de nanotube unique que nous avons pu observer sur des
échantillons de type A, en plusieurs mois de recherches. Néanmoins, la détection du
nanotube unique présenté sur la Fig. 3.37, avec un signal de 0.4 coups.µW−1.s−1,
nous a encouragé en confirmant la possibilité de détecter un nanotube unique sans
LIS. En effet, en divisant le nombre de coups.µW−1.s−1 du signal observé sur la
Fig. 3.37, par le facteur d’exaltation introduit par la LIS, soit un facteur 6, on
peu présumer observer un nanotube unique sur l’échantillon A, avec un signal de
0.4
6
= 0.07 coups .µW−1.s−1. Des études sur des nanotubes associés à des antennes
plasmoniques ont alors été entreprises et seront présentées dans la partie 3.8.1.
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En repérant la distribution spatiale des nanotubes sur des échantillons fortement
dilués (jusqu’à 60 fois par rapport au cas de la Fig. 3.34), nous avons remarqué la
même tendance, à l’agrégation des nanotubes, que celle observée sur les échantillons
concentrés. Il nous est donc apparu que ce type d’échantillons n’est définitivement
pas propice à l’étude de nanotubes uniques de manière fiable et optimale. Nous
avons alors recherché, en parallèle aux études de nanotubes de type A associés à des
antennes, d’autres types d’échantillons. En particulier des échantillons dans lesquels
le nanotube est en interaction avec un polymère organique, dans le but de réduire
les effets de tension superficielle observés.
Échantillon B : nanotubes HiPco avec PVA comme polymère et un sel
biliaire comme surfactant
Après avoir longuement travaillé avec les échantillons de type A, nous avons
contacté l’équipe d’Éric Anglaret et Christophe Blanc au Laboratoire Charles Cou-
lomb. Ils nous ont orientés, par leur compréhension de l’interaction du nanotube avec
les espèces chimiques en solution, vers des échantillons contenant du PVA comme
polymère. Il nous ont fourni les échantillons que nous qualifions du type B.
La solution de nanotubes de ce type d’échantillon adhère au verre (le substrat) et le
séchage peut cette fois-ci être réalisé à la tournette. Cette technique de séchage per-
met de contrôler l’épaisseur du dépôt, estimée à 100 nm, et la distribution spatiale
de nanotubes apparaît être homogène (peu d’agrégats).
La Fig. 3.38 présente un spectre sur une zone dense en nanotubes d’un échantillon
de type B. Les paramètres de la mesure sont encore une fois une excitation à 1.96 eV
(633 nm) avec une constante d’intégration de 10 s, mais avec une puissance de
135 µW. Sur ce spectre, on observe des raies de photoluminescences à 0.98 eV,
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Figure 3.38 – Spectres de photoluminescence d’un échantillon de type B dense en
nanotubes, excité à une énergie de 1.96 eV (633 nm).
1.05 eV, 1.1 eV et 1.2 eV, dont les largeurs à mi-hauteur sont de l’ordre de 50 meV
et dont les amplitudes varient de 200 à 600 coups. Puisque nous ne connaissons pas
les concentrations en nanotube des échantillons, il nous faut nous concentrer sur le
signal d’un nanotube unique pour comparer les échantillons A et B.
195
CHAPITRE 3. ANTENNES PLASMONIQUES
La recherche de nanotubes uniques sur des échantillons de type B a été beau-
coup plus facile par rapport à l’échantillon A. Lors du premier parcours d’une zone
de l’échantillon peu dense en nanotubes, nous avons observé l’émission de plusieurs
nanotubes uniques. La Fig. 3.39 présente les cartes de photoluminescence de ce type
de région, couvrant une surface de 1.6 µm par 1.6 µm, ainsi que le spectre obtenu



















Figure 3.39 – Cartes et spectre de photoluminescence d’un échantillon de type B
sur lequel on observe l’émission d’un nanotube unique.
d’intensité intégrée tandis que la carte de droite est celle à longueur d’onde donnée :
1050 nm (1.18 eV). Sur la carte d’intensité intégrée, on distingue plusieurs points où
le signal de photoluminescence est particulièrement intense. La plupart d’entre eux
montrent un spectre possédant plusieurs raies de photoluminescence comme celui de
la Fig. 3.38, c’est-à-dire que des nanotubes de chiralités différentes émettent simul-
tanément. Sur le point repéré par la croix, dont on montre le spectre, une seule raie
de photoluminescence à une énergie de 1.18 eV se dégage clairement. Son amplitude
est 650 coups pour une puissance d’excitation de 95 µW, et sa largeur à mi-hauteur
vaut environ 30 meV. La carte à longueur d’onde donnée 1050 nm montre que cette
chiralité apparaît uniquement au centre de la zone explorée.
Pour comparer l’amplitude de cette raie d’émission par rapport à celle de la Fig. 3.37,
il est nécessaire de prendre en compte la puissance d’excitation qui n’est pas la même
dans ces deux cas. En considérant que l’évolution du nombre de coups est linéaire
avec la puissance d’excitation, on détermine 0.07 coups.µW−1.s−1 pour l’échantillon
A en considérant un facteur 6 du à l’utilisation de la LIS, et 0.7 coups.µW−1.s−1
pour l’échantillon B. Ceci est une augmentation d’un facteur 10 de l’intensité de
photoluminescence.
Il peut paraître surprenant d’observer un nanotube unique de diamètre ∼ 1 nm
sur un dépôt d’épaisseur ∼100 nm. En premier lieu, comme nous l’avons remarqué,
la plupart des points où le signal de photoluminescence est particulièrement intense
montrent des spectres caractéristiques de spectres d’ensemble. Le cas de ce nanotube
isolé est plutôt l’exception sur cet échantillon et nous sommes à la limite du régime
des concentrations et épaisseurs menant à l’observation de nanotubes uniques. En
second lieu, comme nous l’avons discuté dans le chapitre 1, le rendement radiatif
varie très fortement d’un nanotube à un autre. Il est très probable que d’autres
nanotubes soient juxtaposés au nanotube dont le spectre est présenté sur la Fig. 3.39,
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mais que ce dernier soit le seul à luminescer. On effectue par notre expérience de
photoluminescence une sélection des nanotubes possédant le meilleur rendement
radiatif et le meilleur rendement quantique de photoluminescence.
Échantillon C : nanotubes HiPco avec PFO comme polymère
À la même période où nous échangions avec l’équipe d’Éric Anglaret et Chris-
tophe Blanc du Laboratoire Charles Coulomb, nous sommes entrés en contact avec
Nicolas Izard, de l’Institut d’Electronique Fondamentale, qui étudie le couplage de
nanotubes de carbone à des cavités diélectriques. Il est apparu au cours de discus-
sions, que le type d’échantillons utilisés au sein de son équipe possède des caractéris-
tiques qui peuvent être utiles pour l’étude du couplage des nanotubes à des antennes
plasmoniques :
– un dépôt fin de 5 nm d’épaisseur qui assure que le nombre de nanotubes sera
faible,
– une bonne adhésion sur des substrats en or et en verre.
Nicolas Izard a eu l’amabilité de nous fournir ses échantillons, qui constituent le type
C.
La Fig. 3.40 montre le spectre de photoluminescence d’une zone dense en nano-
tubes d’un échantillon C d’épaisseur ∼5 nm (séchage à la tournette). La puissance
d’excitation est de 66 µW.




















Figure 3.40 – Spectres de photoluminescence d’un échantillon de type C dense en
nanotubes, excité à une énergie de 1.96 eV (633 nm).
et 1.2 eV, dont les largeurs à mi-hauteur sont environ 40 meV et dont les amplitudes
varient de 150 à 1000 coups pour 10 s d’intégration.
On remarque que les quatre raies de photoluminescence sont spectralement séparées.
Ceci nous permet de dénombrer quatre chiralités présentes. Notons que la séparation
spectrale des différentes chiralités est un avantage pour l’étude des systèmes couplés
nanotube/antenne puisqu’elle permet de distinguer plus aisément la modification du
spectre par le couplage.
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À l’instar de l’échantillon B, l’observation de nanotubes uniques sur l’échantillon
C a été plus aisée par rapport à l’échantillon A. La Fig. 3.41 présente les cartes de
photoluminescence d’une surface de 2.45 µm par 2.45 µm, peu dense en nanotube
et d’une épaisseur de 5 nm. La disposition des cartes de la Fig. 3.41 est identique



























Figure 3.41 – Cartes et spectre de photoluminescence d’un échantillon de type C
sur lequel on observe l’émission d’un nanotube unique.
gnal de photoluminescence est particulièrement intense se dégagent d’un fond non
luminescent. La plupart de ces points montrent un spectre possédant plusieurs raies
de photoluminescence comme celui de la Fig. 3.40. Sur le spectre obtenu au point
repéré par la croix sur la carte d’intensité intégrée, une seule raie de photolumines-
cence à une énergie de 1.2 eV se dégage clairement. L’amplitude de cette raie est
de 700 coups pour un temps d’intégration de 10 s et une puissance d’excitation de
65 µW, et sa largeur à mi-hauteur est d’environ 30 meV. La carte à longueur d’onde
donnée 1033 nm montre que cette chiralité est très peu représentée dans la zone de
l’échantillon explorée.
On estime, sur ce signal de nanotube unique, l’intensité de photoluminescence de
l’échantillon C comme étant de 1 coups.µW−1.s−1, soit 1.4 fois supérieur à l’échan-
tillon B et 14 fois supérieur à l’échantillon A.
Le signal intense et la distribution homogène des nanotubes sur une couche
de 5 nm d’épaisseur nous ont apparus idéaux pour l’étude du système nanotube-
antenne. Nous présenterons ces études récentes dans la partie 3.8.2.
Conclusion
Les deux types d’échantillons B et C présentent un comportement reproductible
lors du dépôt et une distribution spatiale homogène en nanotubes. Il est possible
d’obtenir une couche mince (5 à 100 nm) avec une concentration d’environ une di-
zaine de nanotubes par µm2. Certains de ces nanotubes sont agrégés en fagots et
d’autres sont isolés. Ce comportement est favorable à l’étude du couplage émetteur-
antenne.
En ce qui concerne l’intensité de la photoluminescence, sélectionner l’échantillon
dont la luminescence d’un nanotube unique est la plus intense permet de diminuer
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les temps d’intégration. Cela permet également d’augmenter les chances d’observer
un nanotube unique. L’échelle d’intégration de 10 secondes est raisonnable pour
réaliser des cartes de photoluminescence et des études diverses du comportement
de l’émission des nanotubes. On pense par exemple à des études en fonction de la
puissance d’excitation ou de la polarisation du champ incident. Cependant, cette
échelle d’intégration reste trop longue d’un ordre de grandeur pour effectuer une
exploration en temps réel de l’échantillon.
Nous avons montré au cours des derniers paragraphes que notre expérience est
capable de détecter des nanotubes uniques et que nous avons convergé vers l’acquisi-
tion d’échantillons propices à l’investigation du système nanotube-antenne. Passons
à présent à l’étude de nanotubes associés à des antennes plasmoniques.
3.8 Etude expérimentale du système nanotube-
antenne
L’étude du système nanotube-antenne au sein de notre équipe n’en est, d’une fa-
çon générale, qu’à ses débuts. Nous avons dorénavant des échantillons de nanotubes
adaptés et une expérience de micro-photoluminescence capable de réaliser des études
fines de spectroscopie. Notre dispositif en champ sombre est opérationnel bien qu’il
nous reste à déterminer un protocole de mesure permettant d’interpréter quanti-
tativement les spectres des antennes plasmoniques. Quelques études sur le système
composite nanotube-antenne ont été réalisées, et sont présentées dans la dernière
partie de ce manuscrit.
Nous présentons d’abord les résultats de l’étude d’une couche de nanotubes dé-
posée sur les champs d’antennes fabriqués au Laboratoire Charles Coulomb (cf. Fig
3.42(a)). Ces résultats sont peu concluants essentiellement parce que nous ne dispo-
sions à ce moment que des échantillons de nanotubes de type A.
Nous présentons ensuite les résultats les plus récents, obtenus sur des échantillons
de nanotubes de type C, associés dans la configuration antenne patch à des antennes




























































Figure 3.42 – Différentes configurations testées pour l’étude du système nanotube-
antenne.
Dans la mesure du possible, il est avantageux de travailler avec des nanotubes
uniques. En effet, dans le cas de mesures sur un ensemble de nanotubes, nous sommes
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confrontés à la possibilité qu’une faible portion des nanotubes se couplent à l’an-
tenne et que leur signal soit dominé par les nanotubes non couplés. D’autre part les
chiralités dominantes peuvent varier d’une mesure d’un ensemble de nanotubes à une
autre. Les changements dans le spectre introduits par l’expression de ces différentes
chiralités pourraient éclipser la modification du spectre par une antenne.
3.8.1 Étude d’une couche de nanotubes déposée sur un champ
d’antennes
Le type d’échantillons ici considéré est composé d’une couche de nanotubes du
type A déposée sur un champ d’antennes fabriqué au Laboratoire Charles Coulomb
(cf. Fig. 3.18), tel que sur la Fig. 3.42(a). Un grand nombre de ces échantillons
ont été étudiés. Sur chaque échantillon, notre démarche a consisté en une recherche
systématique de signal de nanotubes uniques sur les champs d’antennes. Ceci dans
le but de comparer l’émission d’un nanotube unique hors antenne avec celle d’un
nanotube couplé à une antenne.
Les paramètres de ces études sont les caractéristiques de la couche de nanotubes
déposée (son épaisseur et sa concentration par exemple), la géométrie des antennes
et le type de substrat (verre, silicium ou or). Nous avons également mis à l’essai
la configuration d’antenne patch [197, 185] en déposant une couche d’or au dessus
de la couche de nanotubes, elle même recouvrant les antennes (l’opposé selon l’axe
vertical de la Fig. 3.42(b)).
L’ensemble de ces études a été peu concluant. Comme nous l’avons décrit dans la
partie 3.7.3, le comportement en dépôt fin des nanotubes de type A permet difficile-
ment d’observer des nanotubes uniques. Si peu que de rares raies de luminescence,
spatialement isolées, ont été repérées au cours de nombreux parcours systématiques
d’échantillons variés. La Fig. 3.43 présente l’un de ces rares cas. Deux séries de me-























Figure 3.43 – Étude d’une couche de nanotubes déposée sur un champ d’antennes
fabriquées au Laboratoire Charles Coulomb. (a) comparaison entre deux spectres de
nanotubes uniques, l’un sur une antenne et l’autre hors antenne. (b)-(c) Carte de
photoluminescence et de réflectivité de la zone où le nanotube sur antenne est ob-
servé. (d)-(e) Carte de photoluminescence et de réflectivité de la zone où le nanotube
hors antenne est observé.
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sures sont exposées : l’une (Fig. 3.43(b,c)) où la zone d’exploration couvre 2 antennes
disques, et l’autre (Fig. 3.43(d,e)) explore la proximité de 3 autres antennes, toujours
de type disque. On distingue sur les cartes de réflectivité (à droite de la figure) les an-
tennes dont le diamètre est estimé à 200 nm. Les deux cartes de photoluminescence
au centre sont celles ciblées à la longueur d’onde des raies de photoluminescence
observables sur les spectres de gauche.
En comparant les extrema des cartes de photoluminescence et de réflectivité, on re-
marque que la position du nanotube luminescent de la carte (b) coïncide avec celle de
l’antenne du bas de la carte (c). On peut attendre à cette position un couplage entre
le nanotube et l’antenne. L’autre nanotube est quant à lui observé à une position
éloignée d’environ un demi micron de la plus proche des antennes (cartes (d) et (e)).
Sur ce second point, on peut espérer mesurer les propriétés du nanotube seul sans
couplage avec l’antenne. Le cas de figure de la Fig. 3.43 est typiquement recherché
car les deux régions étudiées sont séparées d’une dizaine de microns seulement. En
effet, les propriétés du dépôt sont a priori identiques en ces deux zones.
On donne les propriétés des deux raies de photoluminescence observables sur les deux
spectres superposés de la Fig. 3.43(a), enregistrés sous une puissance d’excitation de
100 µW pour 10 s d’intégration :
– nanotube de référence hors antenne : amplitude de 80 coups, centrée sur l’éner-
gie 1.14 eV avec une largeur à mi-hauteur d’environ 20 meV.
– nanotube à la position de l’antenne : amplitude de 100 coups, centrée sur
l’énergie 1.14 eV avec une largeur à mi-hauteur d’environ 25 meV.
Les propriétés spectrales de ces raies sont quasiment identiques et cette mesure ne
permet pas de conclure sur un effet de l’antenne. Nous avons entrepris des mesures
en polarisation sur ces nanotubes, cependant il n’a pas été possible d’observer de
nouveau leur photoluminescence.
La densité de puissance, de l’ordre de 10 kW.cm−2, est en effet importante et nous
avons probablement photoblanchi ces nanotubes à la première mesure. Nous avons
par la suite confirmé sur cet échantillon qu’une densité de puissance de 10 kW.cm−2
est la limite haute de photoblanchiment des nanotubes. Pourtant, nous n’avions
pas observé de photoblanchiment sous une puissance comparable lors des études de
photoluminescence de zones denses en nanotubes sur l’échantillon de type A. Il est
probable que les nanotubes uniques observés soient particulièrement photo-sensibles
(forte absorption et grand rendement quantique de photoluminescence), de sorte
que leur photoluminescence se dégage parmi celle des ensembles. Cependant, il est
possible qu’en contrepartie, ils soient plus sensibles au photoblanchiment.
3.8.2 Étude de nanotubes associés à des antennes commer-
ciales
L’étude porte sur un échantillon de nanotubes de type C associés dans la configu-
ration antenne patch à des antennes commerciales, tel que représenté sur la Fig. 3.42(b).
Une couche de 5 nm de nanotube dans du PFO est déposée sur un substrat d’or
et séchée à la tournette. Sur cette couche de nanotube est déposée une goutte de
solution aqueuse contenant des antennes commerciales décrites dans la partie 3.6.1.
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Au bout de quelques secondes, la goutte contenant les antennes est réabsorbée à
la pipette. Une couche très fine d’antennes est ainsi déposée aléatoirement sur les
nanotubes. Les antennes ont tendance à s’agréger en amas à cause de la tension
superficielle puisqu’elles sont en milieu aqueux.
Nous avons concentré notre attention sur les amas d’antennes, comme ceux obser-
vables sous forme de zones sombres sur les Fig. 3.44(b,c) et Fig. 3.45(b,c). Un signal
de photoluminescence à été observé sur environ 25% du nombre d’amas d’antennes
étudiés. Nous allons voir que sur les zones explorées autours des amas d’antennes
pour lesquels un signal de photoluminescence est observé, une nette corrélation ap-
paraît entre la répartition spatiale des antennes et le signal de photoluminescence.
La Fig. 3.44 présente le cas d’une agrégation d’antennes formant un amas com-
pact d’environ 5 µm de diamètre. Cet amas apparaît sombre en imagerie visible (Fig
3.44(b,c)) ainsi qu’en réflectivité (Fig 3.44(e)). La zone explorée pour la réalisation
des cartes fait 8.5 µm par 8.5 µm et est centrée sur le cercle blanc observable sur les
(Fig 3.44(b,c)). Le spectre (Fig. 3.44(a)) obtenu au point repéré par la croix sur la
carte de photoluminescence (Fig. 3.44(d)) est composé d’une unique raie très large,
centrée sur l’énergie 1.05 eV, d’amplitude 500 coups pour 10 s d’intégration sous
une puissance d’excitation de 25 µW, et de largeur à mi-hauteur d’environ 150 meV.
Cette allure est radicalement différente de celle des spectres d’ensemble de nano-
tubes de type C (Fig. 3.40) et des spectres de nanotube unique de ce même type
(Fig. 3.41).

























Figure 3.44 – Étude d’un amas compact d’antennes recouvrant des nanotubes de
carbone. (a) Spectre de photoluminescence de l’amas. (b) Imagerie visible de l’amas.
(c) Zoom sur l’amas en imagerie visible. (d) Carte de photoluminescence de l’amas.
(c) Carte de réflectivité de l’amas.
le sens où le spectre varie uniquement en intensité d’un point à l’autre sur l’amas.
Plus précisément, l’intensité intégrée de photoluminescence diminue continûment à
mesure que l’on s’éloigne du centre de l’amas. Si l’on approxime l’amas à une sphère,
cette dépendance radiale peut être associée à un effet de volume. Ces données se dis-
tinguent du comportement des amas de nanotubes, qui ont tendance à montrer de
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fortes variations spectrales d’un point à l’autre de l’amas en raison de l’émission de
chiralités différentes, et d’inhomogénéité spatiale.
Avant de discuter de l’origine possible de ce signal, considérons un autre cas
observé sur ce même échantillon. La Fig. 3.45 présente le cas d’un amas étalé sur
l’échelle de la dizaine de µm. On distingue les bords sombres de l’amas en imagerie
visible (Fig. 3.45(b,c)), du fait de la grande concentration en antennes. La réparti-
tion des images (imagerie, photoluminescence et réflectivité) sur cette figure est la


























Figure 3.45 – Étude d’un amas étendu d’antennes recouvrant des nanotubes de
carbone. (a) Spectre de photoluminescence de l’amas. (b) Imagerie visible de l’amas.
(c) Zoom sur l’amas en imagerie visible. (d) Carte de photoluminescence de l’amas.
(c) Carte de réflectivité de l’amas.
la Fig. 3.44, est centrée sur le cercle blanc observable sur les (Fig 3.45(b,c)). Sur la
carte de photoluminescence intégrée, on observe deux domaines : un luminescent (à
gauche) et un autre non luminescent (à droite). Ces derniers sont séparés par une
ligne verticale sur laquelle des points montrent une luminescence particulièrement
intense. Cette ligne verticale délimitatrice est la bordure de l’amas. Le spectre en-
registré au point repéré par la croix sur la carte de photoluminescence est affiché
sur la Fig. 3.45, pour deux polarisations d’excitation perpendiculaires. L’angle de la
polarisation 0˚est défini par rapport à l’axe de polarisation naturelle du laser. La
polarisation est modifiée vers la position perpendiculaire (à 90˚) à l’aide d’une lame
demi-onde. Sur chacun de ces spectres, on observe la superposition de plusieurs raies
d’émission, qui forment une raie résultante d’amplitude moyenne de 1500 coups en
10 s d’intégration, pour une puissance d’excitation de 65 µW et une largeur à mi-
hauteur d’environ 250 meV. L’intensité relative des raies varie avec la polarisation et
indique que chacune des raies provient de nanotubes de chiralités différentes et dont
l’orientation varie. Ce spectre est différent du spectre présenté sur la Fig. 3.44, mais
également du spectre de nanotubes de l’échantillon C sans antennes (cf. Fig. 3.41). Il
apparaît plutôt être la superposition d’un spectre large comme celui de la Fig. 3.44
et d’un spectre présentant plusieurs raies de photoluminescence comme celui de la
Fig. 3.41.
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Pour comparer davantage les spectres présentés dans les Fig. 3.44 et Fig. 3.45,
nous les reproduisons sur la Fig. 3.46 où le spectre de nanotubes sans antennes de
l’échantillon C(cf. Fig. 3.41) est ajouté. En terme d’intensité de photoluminescence,
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Figure 3.46 – Comparaison des spectres de nanotubes de type C associées à des
antennes commerciales avec le spectre des nanotubes sans antennes. Les spectres
sont décalés en intensité pour plus de clarté.
on détermine 1.52 coups.µW−1.s−1 au maximum pour le spectre des nanotubes seuls
contre 2 coups.µW−1.s−1 pour l’amas compact et 2.3 coups.µW−1.s−1 pour l’amas
étendu. Cependant cette comparaison ne peut être interprétée puisque le nombre de
nanotubes émettant n’est pas connu pour chacun des trois spectres. D’autant plus
que les réflexions sur le substrat d’or, dans le cas des amas, peuvent augmenter l’in-
tensité de la photoluminescence par rapport aux échantillons sur substrat de verre,
sans qu’aucun effet ne provienne du couplage nanotube-antenne.
En terme d’allure générale, on peut considérer que le spectre de l’amas étendu pro-
vient d’une situation intermédiaire entre le spectre de l’échantillon sans antenne et
le spectre de l’amas compact. Nous ne pouvons à ce stade qu’émettre des hypo-
thèses sur la nature de ces situations. L’hypothèse la plus probable expliquant un
tel changement d’allure du spectre de photoluminescence des nanotubes, est celle
d’une interaction avec les antennes plasmoniques. Il apparaît en effet clairement sur
les cas présentés (cf. Fig. 3.44 et Fig. 3.45) que l’acquisition d’un signal de photo-
luminescence est corrélé à la présence des antennes. La situation de l’amas compact
serait alors la situation d’un ou plusieurs nanotubes fortement couplés à une dis-
tribution d’antennes dont l’émission résultante forme la raie observée. En effet, le
spectre d’absorption (Fig.3.19) de la distribution d’antennes montre qu’autour de
l’énergie 1.05 eV (1180 nm), sur laquelle est centrée la raie de photoluminescence
de l’amas compact, l’absorption des antennes est très importante. Le couplage de
nanotubes à de nombreuses antennes présentant une large distribution en taille ex-
pliquerait l’allure lisse de la raie résultante de photoluminescence.
La situation intermédiaire de l’amas étendu serait alors un couplage partiel entre
de nombreux nanotubes et de nombreuses antennes. Les nanotubes couplés aux
antennes apporteraient une contribution large spectralement comme celle de l’amas
compact, tandis que les nanotubes non couplés apporteraient une contribution struc-
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turées par les raies fines des différentes chiralités présentes. La superposition de ces
deux contributions pourrait résulter en la formation du spectre de l’amas étendu.
Bien entendu davantage d’études doivent être menées pour mettre à l’épreuve ces
hypothèses, notamment sur des systèmes où un seul nanotube et une seule antenne
sont couplés. Une étude en puissance de ce système d’objets uniques permettrait
d’étudier le régime de saturation de l’émission du nanotube, qui doit être modifié
par le couplage avec l’antenne. Une étude en polarisation permettrait quant à elle
d’observer un changement dans la polarisation de l’émission. En effet, le nanotube
possède une polarisation linéaire parallèle à son axe, tandis qu’une antenne de forme
triangulaire (cf. Fig. 3.19), dont les symétries sont plus nombreuses que celles du
nanotube, possède a priori une anisotropie de polarisation moins prononcée.
Une étude en température serait également très intéressante, même sur des amas. En
effet, elle permettrait de suivre l’évolution des raies du système nanotube-antenne
alors que les raies des nanotubes non couplés s’affineraient à mesure que la tempé-
rature diminue.
3.8.3 Conclusion
Après de nombreuses études non concluantes sur des échantillons de type A, l’ac-
quisition récente des échantillons de type B et C nous a permis d’observer de façon
systématique des nanotubes uniques. L’association de nanotubes C à des antennes
plasmoniques commerciales, en configuration d’antenne patch, a permis d’observer
une corrélation entre la position des antennes et les zones luminescentes. De plus,
des signes de modification du spectre de luminescence ont été observé en comparai-
son aux spectres répertoriés lors de la caractérisation des échantillons de nanotubes.
Avant de confirmer la modification de la luminescence des nanotubes par leur inter-
action avec les antennes plasmoniques, davantage de mesures doivent être effectuées.
Par exemple en faisant varier certains paramètres de mesures comme la puissance
d’excitation ou la polarisation. Néanmoins ces résultats préliminaires sont encoura-
geants dans la mesure où seule une étude a été menée sur un échantillon de type
C, propice à l’étude du couplage nanotube-antenne. Aux vues des possibilités réali-
sables, nous sommes confiants dans l’acquisition de résultats positifs par le futur.
L’ensemble des études préliminaires présentées dans la seconde partie de ce cha-
pitre a ainsi permis d’atteindre le palier critique de détection d’un premier signal
positif. Le dispositif expérimental, ainsi que les échantillons sont dorénavant adaptés
pour des études intensives du système nanotube-antenne plasmonique. Celles-ci per-
mettront dans un premier temps d’affiner les techniques d’association de nanotubes
et d’antennes, puis d’étudier le contrôle de l’émission du nanotube par le biais des
antennes plasmoniques.
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Au cours de cette thèse, nous avons étudié expérimentalement, d’une part la
stabilité des complexes excitoniques que sont le trion et le biexciton dans les nano-
tubes de carbone et, d’autre part, la possibilité d’augmenter le rendement radiatif
des nanotubes de carbone par leur couplage à des antennes plasmoniques. Ces deux
sujets sensiblement différents, s’articulent autours de la démarche de compréhension
de la dynamique de recombinaison des excitations élémentaires des nanotubes que
sont les états liés à 2, 3 et 4 porteurs de charge.
La spectroscopie optique non-linéaire de type pompe-sonde résolue spectralement
d’un ensemble de nanotubes de carbone a permis d’observer, à température cryo-
génique, deux raies d’absorption induite, associées au biexciton et au trion. Cette
mesure constitue la première mise en évidence du biexciton dans les nanotubes de
carbone, avec une énergie de liaison évaluée à 107±1 meV pour la classe de chiralité
(9,7) [13].
Il ressort de nos expériences que l’originalité des nanotubes de carbone, par rapport
aux système q0D et 2D, réside dans l’importante énergie de liaison du biexciton.
De plus, nous opposons le caractère intrinsèque de la transition exciton-biexciton,
au caractère extrinsèque du processus de formation du trion. En effet, nous avons
observé un comportement similaire entre le photoblanchiment de l’exciton et l’ab-
sorption induite du biexciton, que ce soit sous l’effet de variations de température ou
de puissance. Cette similitude existe également dans les boîtes quantiques [142, 143]
et dans les puits quantiques [141]. En revanche, l’évolution de l’effet d’absorption
induite du trion s’est démarquée lors d’études en température et en puissance de
pompe. Il apparaît qu’un processus extrinsèque soit mis en jeu dans la formation du
trion. Nous identifions ce processus comme étant la génération d’une population de
porteurs de charges libres, précurseur de la formation du trion. Cette interprétation
est en accord avec les références [11, 12].
Un preuve supplémentaire de l’identification du biexciton est basée sur une diffé-
rence fondamentale dans les processus de formation du trion et du biexciton. L’éner-
gie du biexciton est environ deux fois celle de l’exciton, tandis que l’énergie du trion
est à peu près égale à celle de l’exciton. Il en résulte que le biexciton est énergétique-
ment résonant avec des paires électron-trou de la première singularité de Van Hove.
Ainsi, dans le cadre de ce processus de formation plus complexe que celui d’un
système à deux niveaux, nous avons étudié l’effet de la perturbation résonante du
biexciton. Pour cela, nous avons comparé le profil de raie du biexciton observé dans
une configuration pompe-sonde classique, au profil de raie obtenu dans une confi-
guration originale à trois faisceaux lasers (double-pompe). Nous avons constaté des
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variations de l’amplitude du spectre du biexciton de l’ordre de 1%, dont le maxi-
mum est obtenu lorsque la seconde pompe est résonante avec le biexciton. Ce dernier
point confirme la photo-génération du biexciton en tant qu’excitation élémentaire
des nanotubes.
La résolution spectrale du profil de raie du biexciton dans les nanotubes de
carbone, a révélé un profil asymétrique de Fano. D’un point de vue général, le pro-
cessus de formation du biexciton est favorable à l’observation des interférences de
Fano. Cependant, l’observation de cet effet dépend de l’intensité du couplage entre
le biexciton et le continuum des paires libres. L’intensité de ce couplage varie a
priori d’une nanostructure à une autre, et l’observation d’un profil de Fano n’est
pas garantie. Le nanotube de carbone apparaît ainsi être un système particulier,
dans lequel il est possible d’étudier le cas d’école de la physique qu’est le processus
de Fano.
Le profil expérimental asymétrique de Fano est simulé analytiquement par un mo-
dèle de la susceptibilité non-linéaire χ(3) du troisième ordre. L’interprétation quanti-
tative issue de ce modèle permet de donner la première estimation de la dynamique
de recombinaison du biexciton. Nous avons restreint l’estimation du taux d’annihi-
lation collisionnel (par effet Auger) du biexciton à l’intervalle [0.1; 1] µm · ps−1. Ces
valeurs sont similaires à celles du taux d’annihilation Auger de l’exciton. Ce dernier
point suggère que la recombinaison Auger est autant efficace pour deux excitons liés
(le biexciton) que pour deux excitons libres. En revanche, le rendement radiatif du
biexciton est évalué à 10−6. Cette valeur est mille fois plus faible que le rendement
radiatif de l’exciton. Il en ressort que l’observation du biexciton par voie de pho-
toluminescence nécessiterait d’exalter l’émission des nanotubes, ou de disposer de
moyens de collection du rayonnement extrêmement efficace.
L’exaltation du rendement radiatif des nanotubes de carbone par son couplage à
des antennes plasmoniques peut être un de ces moyens. Cette seconde étude nous a
conduit à développer ex nihilo deux dispositifs expérimentaux dans le domaine des
longueurs d’onde des télécommunications :
– une expérience de micro-photoluminescence couplée à un dispositif d’imagerie
visible et de mesure de réflectivité.
– une expérience de spectroscopie en champ sombre couplée à un dispositif d’ima-
gerie visible également en champ sombre.
La caractérisation d’échantillons de nanotubes de carbone HipCo nous a permis
d’observer la diversité du comportement de la photoluminescence des nanotubes de
carbone. La maîtrise du comportement des échantillons de nanotubes d’épaisseur
nanométrique (∼ 5 nm), à l’échelle du nanotube unique, s’est avérée le déclencheur
nécessaire à l’obtention de résultats positifs. L’étude de nanotubes de carbone as-
sociés à des antennes plasmoniques a montré des signes d’un potentiel couplage.
En effet, une corrélation entre la position des antennes et les zones luminescentes
a été observée, ainsi qu’un changement de l’allure des spectres de photolumines-
cence. Cependant des études systématiques seront nécessaires à l’interprétation de
ces modifications spectrales.
Ces résultats préliminaires marquent un tournant dans la réalisation de notre
projet, qui concerne le contrôle de l’émission des nanotubes de carbone par leur
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couplage à des antennes plasmoniques. Nous avons dorénavant l’ensemble des moyens
nécessaires pour le mener à terme, à savoir :
– des échantillons de nanotubes caractérisés et dont le comportement en dépôts
fins est maîtrisé aux densités donnant accès à l’émission de nanotubes uniques,
– des antennes de différentes géométries dont la caractérisation expérimentale
par spectroscopie en champ sombre est en phase d’être opérationnelle,
– une expérience de spectroscopie aux longueurs d’ondes des télécommunications
capable de détecter un nanotube unique.
Le projet va donc pouvoir sortir de l’étape de calibration de l’expérience et de
caractérisation des échantillons, pour entrer dans la phase d’étude des propriétés
physiques du système nanotube-antenne.
Les travaux entrepris au cours de cette thèse s’inscrivent dans un courant global
de recherche : le contrôle de l’environnement et la maîtrise de son influence sur la
dynamique de recombinaison des excitations élémentaires des nanotubes de carbone.
Historiquement, la première étape fut le contrôle de l’environnement chimique des
nanotubes, en les isolant en micelle. Cette isolation chimique a permis d’obtenir les
premiers signaux de photoluminescence des nanotubes de carbone, provenant de la
recombinaison radiative de l’exciton. Aujourd’hui, différentes façon d’aborder l’in-
teraction des nanotubes avec leur environnement sont explorées par la communauté
scientifique. Par exemple, des efforts sont entrepris pour parvenir à passer de l’iso-
lation chimique passive, à un contrôle actif de l’environnement chimique. On peut
citer les travaux qui s’intéressent à la liaison non covalente d’une molécule aux nano-
tubes de carbone [213, 214, 215, 216]. Il s’agit alors d’ouvrir des canaux d’excitation
et de désexcitation supplémentaires des nanotubes, par transfert de charge avec la
molécule.
En plus de l’influence de l’environnement chimique, les propriétés optiques des nano-
tubes sont également dépendantes de l’environnement électromagnétique. L’utilisa-
tion de cavités diélectriques pour contrôler l’environnement électromagnétique des
nanotubes [217], en complément de l’isolation chimique, ouvre de nouvelles pers-
pectives. En particulier, celle de l’exaltation de l’émission spontanée des nanotubes,
par effet Purcell. Ce dernier point, combiné à une isolation chimique importante,
comme par exemple en utilisant des nanotubes suspendus dans l’air [218], pourrait
permettre d’obtenir un rendement radiatif très important.
Notre projet, qui consiste à coupler les nanotubes à des antennes plasmoniques, in-
tègre une dimension supplémentaire, en sus du contrôle de l’environnement électro-
magnétique et chimique. Cette dimension est apportée par la directivité de l’émission
des antennes plasmoniques, qui permettrait de structurer le diagramme d’émission
des nanotubes.
La diversité des méthodes précédemment citées est remarquable. Bien que toutes
sont consacrées à l’exaltation des propriétés optiques des nanotubes, elles mettent
en jeux des processus physiques très différents. En particulier, nos travaux sont, sur
le principe, orthogonaux à ceux consacrés au couplage de molécules colorantes aux
nanotubes de carbone. Le transfert de charges du colorant vers le nanotube est un
atout dans l’interaction des nanotubes avec les molécules organiques. En revanche,
un transfert de charge d’un nanotube vers une antenne plasmonique détruirait l’émis-
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sion du système couplé nanotube-antenne. La diversité et la richesse de ces différents
projets, visant à contrôler l’environnement des nanotubes, sont propices à un fort
dynamisme dans le domaine.
Remarquons également que le procédé de couplage des nanotubes à des cavités
électromagnétiques s’inscrit également dans le processus de rapprochement entre la
physique du solide et l’optique quantique.
En effet, le domaine de l’optique quantique, qui se concentrait sur la maîtrise de
l’optique à l’échelle de l’atome, et dont l’âge d’or fut les dernières décennies du
vingtième siècle (avec plusieurs prix Nobel), en arrive aujourd’hui à maîtriser des
systèmes comportant de nombreux atomes. De son coté, la physique du solide n’a
cessé de miniaturiser ses systèmes d’études et a atteint l’échelle du nanomètre. La
nano-photonique est d’ailleurs en plein essor depuis les années 2000.
Les nanotubes de carbone sont en particulier des systèmes modèles pour explorer
l’optique quantique à une dimension. Par exemple, il a été montré théoriquement
la possibilité de manipuler optiquement le spin des électrons dans les nanotubes de
carbone, ouvrant la voie à la conversion de qbits basés sur le spin en qbits optiques
[219]. Par ailleurs, l’utilisation de nanotubes pour le stockage d’information sous
forme de vibrations, fait de ces nanostructures des systèmes intéressants pour la
réalisation d’ordinateurs quantiques [220]. Enfin, dans un contexte proche de nos
recherches, les nanotubes de carbone sont apparus comme une source de photons
uniques à basse température [102], en conséquence des effets Auger efficaces.
Pour que ces récentes découvertes fondent la base d’applications futures, il est
important de comprendre et de maitriser les interactions complexes auxquelles sont
soumis les excitations des nanotubes de carbone. Comprendre le processus de relaxa-
tion du biexciton et du trion, en plus de celui de l’exciton, offre une vision globale
sur la dynamique de recombinaison des excitations élémentaires des nanotubes de
carbone. Le contrôle de cette dynamique par la maitrise de l’environnement électro-
magnétique et chimique des nanotubes, ainsi que la structuration de son diagramme
d’émission, sont des défis nécessaires à relever pour envisager utiliser cet émetteur
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Spectroscopie de nanocristaux PbS
Durant le lancement du projet de couplage de nano-émetteur à des antennes
plasmoniques, nous avons considérés étudier plusieurs émetteurs. Parmi ceux-ci fi-
guraient des nanocristaux (NCs) PbS dont l’émission est proche de 1.55 µm. Nous
présentons ici quelques résultats obtenus par spectroscopie sur ces échantillons et les
raisons qui nous ont poussé à concentré nos recherches sur le nanotube de carbone.
Les NCs PbS que nous avons étudiés ont été fabriqués par Emmanuel Lhuillier
à l’École Supérieure de Physique et de Chimie industrielles (ESPCI). Nous nous
sommes intéressés aux nanocristaux d’une part puisque ces systèmes sont peu connus
et qu’il est intéressant de caractériser leur luminescence et leur réponse en spectro-
scopie pompe-sonde. D’autre part, puisqu’ils possèdent a priori un rendement quan-
tique de photoluminescence plus important que celui des nanotubes, ils sont donc
plus faciles à détecter. Ces nanocristaux représentent ainsi un système alternatif
au nanotube pour étudier le système émetteur-antenne. Nous les avons cependant
écartés après quelques études.
Nous avons étudié la photoluminescence de différents types de nanocristaux de
diamètre d’environ 6 nm (coeur PbS avec chaîne organique (acide oléique), coeur
PbS avec coquille CdS) dans différents solvants (PMMA et chloroforme, tetrachloroe-
thylene (TCE), Toluène, Cyclohexane) et pour différentes concentrations (concen-
tration mère de concentration inconnue (solution noire à l’oeil). La concentration
la plus faible correspond à la solution mère diluée 30 fois (solution transparente).
Différentes techniques de dépôts et de séchage ont également été testées (pipette,
trempette, tournette, souﬄette). Le régime de concentration qui nous intéresse est
celui qui permet d’approcher le régime de l’émetteur unique. C’est pourquoi nous
n’avons pas déterminer la concentration de la solution mère fournie par Emmanuel
Lhuillier et que nous nous sommes concentrés en particulier sur les solutions diluées
30 fois. Nous avons été confrontés à un comportement complexe des NCs :
– des variations de la longueur d’onde d’émission (1300 nm à 1400 nm) et de la
largeur de raie inhomogène en fonction du solvant (supérieure à 100 meV),
– un photoblanchiment accru dans certains solvants, en particulier avec le TCE,
– un comportement erratique des NCs en solution dont la concentration est NCs
est diminuée 30 fois.
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Nous n’avons pas déterminé l’origine exacte des variations spectrales des NCs en
fonction du solvant. Il est probable qu’une reconfiguration des ligands protégeant le
NC ou leur liaison à des molécules du solvant influe sur l’énergie de la raie d’émission
du NC.
Ce qui pose davantage problème est le comportement des NCs aux faibles concen-
trations. Les NCs ont tendance à s’agréger en amas qu’il est possible de repérer à
l’aide de l’imagerie visible. Cependant, de la luminescence n’a été observée que sur
une très faible proportion du nombre d’amas étudiés. Et aucune luminescence n’a
été observée lors de phase d’exploration systématique de zones sans amas. Il s’avère
que les NCs sont très sensibles à leur environnement en solution, en particulier à la
concentration de la solution dans laquelle ils sont plongés. Les ligands protégeant
les NCs sont davantage susceptibles de se délier des NCs dans des solutions à faible
concentration, et la luminescence des NCs en est supprimée.
Nous avons remarqué que, lorsque les NCs sont distribués aléatoirement sur un
champ d’antenne, la distribution des NCs épouse parfois la forme des antennes. Il
est possible que les NCs aient une affinité électromagnétique ou chimique avec l’or.
Ceci peut être un avantage puisque l’accord spatial entre l’émetteur et l’antenne
pourrait être réalisé spontanément grâce à une géométrie d’antenne étudiée dans ce
but.
La physique complexe des NCs et leur sensibilité extrême à l’environnement au
sein de leur solution (comme leur faible temps de conservation dans un régime très
dilué) nous a poussé à concentrer les expériences sur les nanotubes dont nous maîtri-
sons mieux le comportement, dans l’idée d’étudier les nanocristaux avec l’expérience
acquise sur le système nanotube-antenne.
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Annexe B
Spectroscopie d’un nanofils unique
d’InP
Nous présentons dans cette annexe l’étude de nanofils uniques d’InP qui a permis
de calibrer notre dispositif à l’échelle de l’objet unique.
Les nanofils d’InP sont plus épais (diamètre de 50 à 100 nm) que les nanotubes
de carbone, et possèdent un rendement quantique de photoluminescence plus impor-
tant. Ainsi, d’une part il est possible de les repérer sur un échantillon par imagerie
visible (voir Fig. B.1) et d’autre part leur niveau de signal de photoluminescence est
plus important que celui des nanotubes. C’est pourquoi avant de tenter d’observer la
luminescence d’un nanotube unique, nous nous sommes intéressés au nanofil d’InP
qui représente un système test pour notre expérience de micro-photoluminescence.
Notre échantillon de nanofil d’InP a été fabriqué par Jean-Christophe Armand
du Laboratoire de Photonique et de Nanostructure (LPN). Les nanofils d’InP sont
dispersés sur un substrat de silicium comportant une grille qui permet un repérage
efficace sur l’échantillon. La Fig. B.1 montre une image d’un de ces nanofils, obtenue
avec notre dispositif d’imagerie visible.
Figure B.1 – Imagerie d’un nanofil unique. Mettre une échelle.
Avec notre montage expérimental de micro-photoluminescence, nous avons pu
résoudre spatialement et spectralement le signal de ce nanofil unique. La Fig. B.2
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présente les spectres correspondants à deux points repérés par les croix sur la carte
de photoluminescence (dédoublée pour plus de clarté). Les spectres sont tracés en
double échelle (à gauche) et sur une échelle commune (à droite).
Sur la carte de photoluminescence, un pixel correspond à une surface d’environ































































































Figure B.2 – Résolution spatiale et spectrale d’un nanofil InP. A gauche : Spectres
superposés en double échelle enregistré en deux zones du nanofil. Au centre : Les
mêmes spectres superposés à la même échelle. A droite : Carte de PL montrant la
séparation spatiale des deux zones du nanofil pour lesquels les spectres sont présen-
tés.
0.7 µm par 0.7 µm sur l’échantillon. La photoluminescence du nanofil apparaît sur
une surface d’environ 10 µm par 30 µm. Elle varie en intensité et en énergie selon
la zone du nanofil explorée. Sur les deux spectres présentés, le signal intégré sur 10
secondes varie de 1200 coups avec un maximum centré à 1.25 eV pour la position 1
(voir Fig. B.2), à 250 coups avec un maximum centré à 1.17 eV pour la position 2.
Si ces variations étaient le reflet du décalage spatiale entre le spot d’excitation et le
nanofil, alors seule l’intensité des spectres varierait.
D’une façon générale, la réponse d’un nanofil d’InP est complexe. Lors de la for-
mation du nanofil, les atomes de Zinc peuvent se lier dans une structure cristalline
Zinc blende ou wurtzite, et ce de façon peu contrôlée par l’expérimentateur. L’em-
pilement de couches cristallines de structure Zinc Blende (maille cristalline cubique)
et wurtzite (maille cristalline hexagonale) conduit à la formation de défauts qui im-
pactent l’énergie d’émission du nanofil [221]. Ceci de façon similaire à l’impact des
défauts du nanotube de carbone sur les énergies des porteurs de charges. Les varia-
tions spectrales entre les deux zones du nanofils que nous présentons sur la Fig. B.2
sont les conséquences de ces défauts d’empilement.
Ce comportement du nanofil mériterait des études plus poussée sur la physique in-
troduite par ces défauts. Cependant, le nanofil a pour le moment uniquement été
utilisé pour vérifier que l’expérience de micro-photoluminescence permet de résoudre
un émetteur unique. Nous avons pu observer des variations de signaux à une échelle
du diamètre du nanofil (légèrement inférieur à 100 nm), ce qui montre que la résolu-
tion spatiale de l’expérience est bonne. En terme d’efficacité de collection, on observe
un signal du nanofil de 500 coups par seconde sous une puissance d’excitation de
10 kW.cm−2. La sensitivité de l’expérience est donc également bonne.
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Nous avons profité de cet échantillon de nanofil pour étudier l’impact sur la qua-
lité des mesures, de l’insertion d’une vitre de cryostat entre l’échantillon et l’objectif.
En effet, à terme, l’expérience de micro-photoluminescence doit être adaptée à des
études aux températures cryogéniques. Pour cela, l’échantillon doit être placé dans
un cryostat et l’insertion de la vitre du cryostat sur le chemin optique peut avoir
une influence forte sur la qualité des mesures. De façon à quantifier cet impact,
nous avons étudié l’influence de la vitre du cryostat sur la résolution de la carte de
PL. La Fig. B.3 montre la comparaison de la carte de photoluminescence du même
nanofil hors cryostat puis sous cryostat. La surface de l’échantillon explorée est la
même pour ces deux cartes. Sous cryostat, le nanofil apparaît plus diffus, la carte
de PL perd drastiquement en pouvoir séparateur spatial, malgré l’augmentation du
nombre de points de mesure sur la même surface. En ce qui concerne l’allure du
spectre, celui-ci est très large à température ambiante et varie d’une position à une
autre sur le nanofil, comme nous l’avons vu dans le paragraphe précédent. Il est donc
difficile de déterminer las variations spectrales introduites par la vitre, d’autant plus
qu’elle réduit le pouvoir séparateur spatial.
En conclusion, l’introduction de la vitre du cryostat sur le chemin optique conduit
à une perte de résolution sur la carte de photoluminescence qui apparaît floutée.
Pour effectuer des mesures à des températures cryogéniques, il sera donc nécessaire
d’utiliser un objectif de microscope adapté au travail sous cryostat. Nous avons pour
cela fait l’acquisition d’un objectif Olympus LC Plan N 50×/0.65 à grande distance

















Figure B.3 – Comparaison des cartes de photoluminescence d’un nanofil unique
sous la vitre du cryostat avec celle d’un nanofil directement placé sous l’objectif
de microscope. La surface explorée est commune aux deux cartes. Seul le nombre
de point de mesure (pour une même surface spatiale) est augmenté sur la carte de
photoluminescence du nanofil sous la vitre du cryostat.
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le formalisme de Green
Au cours du développement de l’expérience de micro-photoluminescence, nous
avons tenté d’écrire un programme informatique pour déterminer les résonances des
antennes plasmoniques, pour toute géométrie. Nous avons choisis de modéliser la
physique de l’antenne par la technique : Discret Dipole Approximation (DDA). Elle
consiste en discrétiser le matériaux de l’antenne en de nombreux dipôles, puis de
calculer la réponse de chacun de ces dipôles à un champ excitateur. L’interaction de
chacun des dipôles avec le champ incident et leurs interactions mutuelles, permettent
de reconstruire le champ électrique diffusé par l’antenne. On peut alors déterminer
la section efficace de diffusion de l’antenne et identifier ses résonances.
Ce travail numérique s’est avéré compliqué en 3D, et il a été repris récemment par
Emmanuel Rousseau à 1D puis 2D. La théorie sous-jacente à la DDA permet de
développer une vision complète de l’interaction électromagnétique entre l’émetteur
et l’antenne. C’est pourquoi nous souhaitons l’introduire dans cette annexe. Cette
annexe est avant tout destinée aux doctorants souhaitant s’intéresser à l’influence
de l’environnement électromagnétique sur l’émission d’un nano-émetteur, formulée
dans le formalisme de Green. Elle doit être considérée comme une aide introductive
regroupant des bases descriptives et fournissant quelques références d’articles offrant
une description plus poussée.
Nous allons d’abord décrire la propagation du champ électromagnétique dans un
environnement inhomogène. Plus précisément, nous considérerons un milieu dont les
propriétés électromagnétiques sont homogènes et isotropes, dans lequel se trouve un
diffuseur (l’antenne plasmonique à terme). En particulier nous détaillerons les cal-
culs permettant d’obtenir l’expression du champ électrique en tout point de l’espace.
Cela permettra de calculer le champ diffusé et de déterminer les résonance du dif-
fuseur. Nous verrons ensuite quelle est l’influence du diffuseur sur l’environnement
électromagnétique dans lequel est plongé l’émetteur, et les modifications que cela
implique sur son émission spontanée.
233
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FORMALISME DE GREEN
C.1 Propagation du champ dans un milieu non-
homogène
Équation de propagation du champ électromagnétique dans un milieu
non-homogène
Nous considérons l’ensemble de l’émetteur comme étant un dipôle. En ce sens,
nous traitons de l’émission d’un dipôle en omettant toute dépendance en la nano-
structure dans laquelle il évolue. Ce dipôle est situé en r0 dans un milieu homogène,
uniforme et linéaire de constante diélectrique ǫB. Le dipôle est modélisé par une
source du courant js(r) telle que :
js(r) = j0δ(r− r0). (C.1)
Un diffuseur de constante diélectrique ǫd est introduit dans ce milieu, comme
schématisé sur la Fig. C.1. Il induit une inhomogénéité des propriétés électromagné-









Figure C.1 – Représentation de la source en r0, du diffuseur dans un fond homo-
gène, et d’un point arbitraire où le champ E(r) est calculé.
Les équations de Maxwell permettent d’écrire l’équation de propagation du champ
électromagnétique généré par le dipôle source :










ǫB si r /∈ diffuseur,ǫd si r ∈ diffuseur. (C.3)
On cherche une solution harmonique du champ électrique E(r). En effectuant
une transformée de Fourier sur la source js(r) ∝ e−iωt, l’équation de propagation
devient :
∇×∇×E(r)− k20ǫ(r)E(r) = iωµ0js(r), (C.4)
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où k0 = ωc .
Cette équation différentielle peut être complexe à résoudre, en particulier à cause
des variations spatiales de la constante diélectrique. En revanche, nous connaissons
le champ rayonné par un dipôle dans un milieu homogène et isotrope. Nous allons
donc tirer partie de la linéarité des équations de Maxwell en écrivant le champ
total comme la somme du champ rayonné par le dipôle dans le milieu homogène et
du champ diffusé par l’inhomogénéité. Pour ce faire, nous introduisons la quantité
∆ǫ(r) = ǫ(r)− ǫB dont les valeurs sont :
∆ǫ(r) =
0 si r /∈ diffuseur,ǫd − ǫB si r ∈ diffuseur. (C.5)
En injectant cette quantité dans l’équation (C.4) on obtient :
∇×∇×E(r)− k20ǫBE(r) = iωµ0js(r) + k20∆ǫ(r)E(r). (C.6)
Pour faire apparaître plus distinctement la contribution de la source js(r) et celle
du diffuseur (à travers∆ ǫ(r)), nous remarquons que la polarisation induite dans le




(ǫ0∆ǫ(r)E(r)) = −iωǫ0∆ǫ(r)E(r) (C.7)
Cette expression, une fois injectée dans (C.6), permet de distinguer plus clairement
les contributions de la source et du diffuseur :
∇×∇× [E0(r) + Eind(r)]− k20ǫB[E0(r) + Eind(r)] = iωµ0[js(r) + j ind(r)]. (C.8)
Le champ E(r) est décomposé en un champ incident E0(r) produit par le courant
js(r) et un champ Eind(r) induit par la réponse du diffuseur.
En notant j(r) = j0(r) + j ind(r) le courant total, on peut unifier l’écriture :
∇×∇×E(r)− k20ǫBE(r) = iωµ0j(r). (C.9)
Expression du champ en fonction du tenseur de Green
Afin d’introduire le tenseur de Green, notons :
L = ∇×∇×−k20ǫB, (C.10)
l’opérateur linéaire apparaissant dans l’équation de propagation (C.9).
L’équation
LE(r) = iωµ0j(r), (C.11)
est d’une façon générale difficile à résoudre à cause du double rotationnel et de la
géométrie étendue du diffuseur. Afin d’outrepasser ces difficultés et de déterminer le
champ E(r), il est intéressant d’introduire la fonction de réponse du milieu à une






G(r, r′) = δ(r − r′), (C.12)
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où est la matrice identité. Le rôle de fonction de réponse de
↔
G sera plus clair
lorsque nous aurons introduit son lien avec le champ électromagnétique.













En considérant que L peut être sortie de l’intégrale 1, on obtient finalement l’expres-







G(r, r′) lie le champ électromagnétique en r à un courant ponctuel
j(r′), en prenant en compte la réponse de l’environnement entre les deux points de
l’espace r et r′. Dans notre exemple, où l’on distingue l’effet de la source de celui
du diffuseur par j(r) = j0(r) + j ind(r), l’expression (C.15) fait alors intervenir le
tenseur de Green du milieu homogène
↔
G0(r, r′). Nous qualifions ce tenseur de Green
de celui de l’espace libre.
Tenseur de Green de l’espace libre
Avant de discuter de l’expression (C.15) en fonction du tenseur de Green de
l’espace libre, nous souhaitons déterminer l’expression de
↔
G0(r, r′). Pour ce faire,
il est préférable de déterminer au préalable l’expression de la fonction de Green
scalaire g0(r, r′) de l’espace libre. Cette fonction scalaire, plus facile à exprimer que
son équivalent tensoriel, est au potentiel vecteur A(r) ce que
↔
G0(r, r′) est au champ
électrique E(r). C’est à dire une fonction de réponse qui lie A(r) à j(r).
Les caractères scalaire ou tensoriel des fonctions de réponses g0(r, r′) et
↔
G0(r, r′)
proviennent de la correspondance entre le courant j(r) et les quantités A(r) et
E(r). À la composante jx du courant est associé une composante Ax du potentiel
vecteur, tandis que trois composantes Ex, Ey, Ez du champ électrique sont générées
par jx. Le champ électrique nécessite une fonction de réponse (à la source j(r))
qui soit tensorielle, tandis que le potentiel vecteur nécessite une fonction de réponse
scalaire.
Pour déterminer g0(r, r′), on cherche l’expression de la fonction de réponse scalaire





1. À propos du comportement mathématique de L
↔
G(r, r′)j(r′) sous l’intégration suivant la
géométrie du système étudié : J. V. Bladel, “Some remarks on Green’s dyadic for infinite space,”
IRE Trans. Antennas Propag. 9, 563–566 (1961).
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où ∆ est l’opérateur laplacien. Cette équation de propagation pour un point source
peut être écrite en considérant une dépendance harmonique avec le temps :
∆g0(r, r′) + k2g0(r, r′) = δ(r − r′). (C.17)





où R est le module du vecteur R = r− r′.




Remarquons la similitude entre l’expression de A(r) en fonction de g0(r, r′) et
l’expression de E(r) en fonction de
↔
G0(r, r′). Cette similitude suggère qu’une façon
de lier
↔
G0(r, r′) à g0(r, r′) est d’utiliser le lien entre E(r) et A(r).
En combinant les deux équations suivantes :
E(r) = −∂A(r)
∂t
















où une dépendance harmonique en temps est supposée. Par identification avec les








































L’expression (C.24) permet de mettre en avant la structure de
↔
G0(r, r′) sous la
forme de la somme de trois termes proportionnels à R−1, R−2 et R−3.
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Le premier terme, évoluant en R−1, est dominant dans le régime de champ loin-
tain et caractérise une onde sphérique sortante. Le dernier terme, proportionnel à
R−3, est dominant dans le régime du champ proche et est associé à une description
électrostatique du champ. En effet sur des distances aussi courtes que celles carac-
téristiques du champ proche (kR << 1), le terme de propagation eikR tend vers 1
et les notions de propagation disparaissent. Enfin le terme en R−2 caractérise un
régime transitoire entre le champ proche et le champ lointain.
Discutons maintenant de l’expression de (C.15) en fonction du tenseur de Green
de l’espace libre
↔
G0(r, r′), et de l’interprétation du rôle de ce dernier.
La contribution de j0(r) génère le champ incident E0(r), tandis que la contribution
de j ind(r
′) génère le champ induit (voir Fig. C.2), tel que :




















L’intégration est effectuée sur tout l’espace pour la détermination de E0(r), tandis
qu’on peut se restreindre au volume du diffuseur pour la détermination de E ind(r).
En effet, j ind(r
′) ∝ ∆ǫ(r′) = 0 pour tout r′ /∈ diffuseur.
L’utilisation du tenseur de Green de l’espace libre permet d’obtenir la contribution
E0(r) de la source par propagation dans l’espace libre. De façon similaire,
↔
G0(r, r′)
permet d’obtenir la contribution de chaque point r′ du diffuseur, comme si ce point
source secondaire était plongé dans l’espace libre (voir Fig. C.2). C’est en intégrant
la contribution de chaque point du diffuseur que l’on obtient le champ E ind(r) ap-
paraissant dans l’équation (C.15).











Figure C.2 – Représentation de la contribution au champ E(r) de la source en
r0 et d’un point r′ du diffuseur. La contribution totale du diffuseur est obtenu par




connu. Ceci conduit à une expression auto-cohérente du champ électrique. En effet,
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le courant induit j ind(r
′) dépend du champ électrique total E(r′) au point r′ (voir
(C.7)). Ainsi, pour connaître E(r), il est nécessaire au préalable d’obtenir E(r′)
en appliquant (C.26) à l’intérieur du diffuseur pour chaque point r′′ du volume du
diffuseur (voir Fig. C.3). Cependant, ceci nécessite que j ind(r
′′) soit connu, et ainsi









Figure C.3 – Représentation de la contribution au champ E(r′) de la source en r0
et d’un point r′′ du diffuseur. La contribution totale du diffuseur est obtenu par inté-






G0(r, r′) soit connu, la contrepartie de son utilisation pour exprimer le champ
E(r) est que l’équation (C.26) est une expression auto-cohérente difficile à résoudre.
Cependant grâce à des méthodes numériques telles que la Discrete Dipole Approxi-
mation (DDA), qui consiste à discrétiser l’équation (C.26), il est possible d’obtenir
E(r). Cette méthode est applicable à des diffuseurs de géométrie quelconque, mais
dont la taille caractéristique est limité par la puissance de calcul informatique.
La restriction au volume de diffuseur dans l’intégration (C.28) réduit considérable-
ment la puissance de calcul numérique nécessaire à une simulation. Cependant lors
de nos tentatives de simulation en 3 dimensions spatiales, il est apparut que les temps
de calcul de E(r) divergent pour des sphères simulées par 12 dipôles sur son rayon.
Ceci correspond à environ 2 · 104 dipôles au total pour décrire le diffuseur sphérique.
Pourtant la machine de calcul que nous utilisons possède une mémoire importante
avec 24 Go de ram. Il est donc apparût judicieux de réaliser des simulations en 2
dimensions plutôt que 3 dimensions, ce qui est un travail en cours au sein de notre
équipe.
Expression du tenseur de Green total
Une alternative permettant de réduire considérablement les temps de calcul est
d’utiliser une fonction de réponse totale qui rend compte de l’ensemble du diffuseur.
L’expression de E(r) (C.26), déterminée à partir du courant total j(r) = j0(r) +
j ind(r), distingue explicitement la contribution jind(r) du diffuseur de celle de la
source. Cependant, d’une façon idéale, l’ensemble de l’environnement (espace libre
plus diffuseur) peut être pris en compte à travers une fonction de Green totale
↔
GT (r, r′). Celle-ci est composée de la fonction de réponse de l’espace libre
↔
G0(r, r′)
et de la fonction de réponse du diffuseur que nous allons définir bientôt. Dans ce
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Cette expression est à opposée à l’expression (C.26).
L’équation (C.29) indique que la propagation du champ électromagnétique de la
source vers le point d’observation r est déterminée par
↔
GT (r, r′). Cette fonction
de réponse connecte les deux points d’espace r et r′ en prenant en compte l’aspect
inhomogène de l’environnement, en plus de la propagation dans l’espace libre.
↔
GT (r, r′) peut être développé en fonction du tenseur de Green de l’espace libre
↔
G0(r, r′) et d’un tenseur de Green
↔
Gscat(r, r′), tel que :
↔





La fonction de réponse
↔
Gscat(r, r′) prend en compte la diffusion du champ E0(r)








Figure C.4 – Représentation de la contribution au champ E(r) de la source en r0
et du diffuseur. La contribution totale du diffuseur est obtenue à travers la fonction
↔
Gscat(r, r′). Celle-ci lie les deux points d’espace r0 et r en considérant uniquement
le diffuseur séparant ces deux points.
Pour illustrer le rôle de
↔
Gscat(r, r′), on prend l’exemple où le diffuseur est consti-







où αeff est la polarisabilité effective de p. Elle détermine l’influence de la source sur
ce dipôle, tout en rendant compte de l’influence du champ du dipôle induit p sur lui
même [223].
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C.2 Densité locale d’état
Maintenant que nous avons introduit l’expression générale du champ électrique
dans le formalisme de Green, nous nous intéressons à l’expression de la densité locale
d’état. Cela nous permettra de faire une transition vers la partie suivante qui traite
de l’émission spontanée d’un émetteur.
Le tenseur de Green, en tant que solution des équations de Maxwell, décrit les
champs électromagnétiques propagatifs et les champs évanescents du champ proche
optique. Il est possible de déterminer à partir du formalisme de Green, la densité












G(r, r)] est la partie imaginaire de
↔
G(r, r). ρµ(r,ω) caractérise les
modes électromagnétiques accessibles lors de la désexcitation d’un dipôle de moment
dipolaire µ, que ce soit dans le vide ou dans le champ proche d’un diffuseur.
Densité locale des modes électromagnétiques dans le vide
Dans le cas du vide,
↔
G(r, r) ≡ ↔G0(r, r). Il faut donc calculer :
nµ · Im[
↔




L’apparente divergence du tenseur de Green à la limite r′ → r n’est en réalité pas
un problème ici. En effet, un développement limité de eikR dans (C.18) montre que
seule la partie réelle de
↔
G0(r, r′) diverge en 1R , tandis que sa partie imaginaire reste
finie.
La LDOS dans le vide est égale à :




Notons que la quantité ρ0 = ω
2
π2c3
est également calculable par le dénombrement des
modes électromagnétiques dans un volume 4πk2dk de l’espace des vecteurs d’ondes,
avec la relation de dispersion k = ω
c
.
LDOS dans un milieu inhomogène
Dans un milieu inhomogène, la fonction de réponse apparaissant dans l’expres-





GT (r, r) en terme des contributions de l’espace libre et de l’inho-














Gscat(r, r)] · nµ. (C.35)
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Gscat(r, r)] · nµ caractérise la modification de la densité de
modes électromagnétiques induite par l’inhomogénéité. Cette quantité comprend les
modes propagatifs diffusés par l’inhomogénéité, mais également les modes évanes-
cents localisés à la surface du diffuseur.
Dans le champ proche d’un diffuseur, la densité d’état ρµ(r,ω) peut devenir très
grande devant ρ0. Elle tend vers ρ0 pour r >> d, où d est la taille caractéristique
du diffuseur (voir la partie 3.4.3).
C.3 Modification de l’émission spontanée
Le taux d’émission spontanée d’un émetteur est une fonction de la LDOS. Cette
dépendance est l’origine de l’intérêt porté aux cavités électromagnétiques qui per-
mettent de modeler la LDOS et de contrôler l’émission d’un émetteur qui lui est
couplé.
Nous avons mentionné l’augmentation de la LDOS dans le champ proche d’un dif-
fuseur. Nous allons maintenant exprimer le taux d’émission spontané d’un émetteur
dans le formalisme du tenseur de Green et présenter la prise en compte de l’influence
d’un diffuseur.
Taux d’émission spontanée dans le formalisme de Green
Intéressons nous à l’émission spontanée d’un système à deux niveaux (|g〉 , |e〉).
Lorsqu’on considère l’émission spontanée d’un tel système, la transition de l’état
excité |e〉 vers l’état fondamental |g〉 s’accompagne de l’émission d’un photon dans
un des modes électromagnétiques définis localement par l’environnement. Pour dé-
crire le système total (système à deux niveaux et champ électromagnétique), il faut
considérer :
• l’état initial |e; 0〉 où le système à deux niveaux est excité et le champ électro-
magnétique compte zéro photon,
• l’ensemble des états finaux |g; 1ωf 〉 où le système à deux niveaux est dans son
état fondamental et un photon est émis dans un des modes électromagnétiques
indicé par f .







∣∣∣ 〈f | Hint |e; 0〉 ∣∣∣2δ(ω0 − ωf ). (C.36)
où 〈f | ≡ 〈g; 1ωf | et ω0 est la fréquence de résonance de la transition du système à
deux niveaux.
La somme sur les différents modes f , combinée à la condition de résonance δ(ω0−ωf ),






C.3. MODIFICATION DE L’ÉMISSION SPONTANÉE






GT (r0, r0)] · nµ. (C.38)
Taux d’émission spontanée dans le vide







La désexcitation de l’émetteur est provoquée par les fluctuations du vide, et son
tauxΓ 0sp est déterminé par le nombre d’états finaux accessibles aux photons dans
l’espace libre, ce nombre étant caractérisé par ρ0.
Taux d’émission spontanée dans un milieu inhomogène
L’émission spontanée d’un émetteur dans un milieu inhomogène peut être expri-
mée à partir du tenseur de Green de l’espace total. En séparant une nouvelle fois
↔

















Gscat(r0, r0)] · nµ. (C.41)
Le terme proportionnel à Im[
↔
Gscat(r0, r0)] lié à l’inhomogénéité est ajouté àΓ 0sp (voir
(Fig. C.5). Dans le régime du champ lointain, loin du diffuseur, ce terme est négli-
geable devantΓ 0sp. Cependant il peut dominer dans le champ proche du diffuseur.
En effet, la désexcitation de l’émetteur est toujours provoquée par les fluctuations
du vide, cependant le nombre d’états finaux accessibles peut être extrêmement plus
important dans le champ proche de l’émetteur. Par exemple, nous avons discuté dans
la partie 3.4.3 d’une augmentation de ρµ(r,ω) de 106 par rapport à ρ0 à 1 nm d’un
plan d’argent. Le taux d’émission spontanée de l’émetteur peut alors être augmenté
de plusieurs ordres de grandeurs.
Les variations de l’émission spontanée peuvent être caractérisées par le rap-
port entre l’émission spontanée en présence du diffuseur, et l’émission spontanée








Gscat(r0, r0)] · nµ (C.42)
Cette expression en fonction du tenseur de Green est plus difficile à interpréter
physiquement que l’expression du facteur de Purcell, dans le sens où elle ne fait pas
apparaître explicitement des quantités physiques propre au diffuseur. La dépendance
de Γsp
Γ0sp
en fonction des propriétés géométriques et électromagnétiques du diffuseur
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G0(r0, r0) ⇒ Γ0sp
↔
Gscat(r0, r0)
Figure C.5 – Représentation de la contribution à l’émission spontanée de la source
en r0 et du diffuseur.
apparaît uniquement à travers
↔
Gscat(r0, r0).
En revanche, ce formalisme est très puissant puisque
↔
Gscat(r0, r0) rend parfaitement
compte des propriétés du champ proche de tout matériau. Il permet donc de déter-
miner correctement l’exaltation de l’émission spontanée d’un émetteur placé dans le
champ proche d’une antenne plasmonique.
Pour des géométries de diffuseurs simples, comme le cas d’une sphère ou un plan,
↔
Gscat(r0, r0) peut être analytiquement calculé [224]. Dans des géométries plus com-
plexes, le calcul de
↔
Gscat(r0, r0) peut être modélisé à partir du tenseur de green
de l’espace libre en s’appuyant sur l’équation (C.26). Néanmoins le recours à des




Cette thèse porte d’une part sur l’étude de la stabilité du biexciton dans le nanotube de carbone
et, d’autre part, sur le contrôle de l’émission du nanotube par le couplage des nanotubes de carbone
à des antennes plasmoniques.
La technique de spectroscopie optique non-linéaire de saturation d’absorption, appliquée aux
nanotubes de carbone, nous a permis d’eﬀectuer la première observation du biexciton dans cette
nanostructure. Plus précisément, deux raies d’absorptions induites sont observées et attribuées au
trion et à l’exciton par des études en températures et en puissance du laser de pompe. La mise
en oeuvre d’une configuration à trois faisceaux basée sur un schéma en double-pompe permet de
confirmer la photo-génération du biexciton en tant qu’excitation élémentaire du nanotube de car-
bone. Le biexciton est observé avec une énergie de liaison de 107 ± 1 meV pour la chiralité (9,7) et
présente un profil asymétrique de Fano. Une première estimation de la dynamique de recombinaison
du biexciton est donnée par description quantitative du processus de Fano. Le modèle est basé sur
le formalisme de la susceptibilité non-linéaire du troisième ordre χ(3) incluant le couplage coulom-
bien entre le biexciton et le continuum des paires électron-trou de la première singularité de Van
Hove. Le facteur de Fano est évaluée à q = 5 et conduit à l’estimation du taux de recombinaison
Auger du biexciton B ∈ [0.1; 1] µm·ps−1. Le rendement radiatif du biexciton est ainsi estimé à 10−6.
Dans le but d’étudier les nanotubes en cavité plasmonique, une expérience de micro-photoluminescence
et une expérience de spectroscopie en champ sombre, sont développés dans le domaine spectral des
télécommunications (1.3 µm et 1.55 µm). La caractérisation de divers types échantillons de nano-
tube et des antennes plasmoniques sont présentés. Des résultats préliminaires sur un échantillon
de nanotubes associés dans une configuration patch à des antennes plasmoniques montrent une
corrélation entre la position des antennes et les zones luminescentes, ainsi qu’un changement de
l’allure des spectres de photoluminescence. Ces premiers résultats constituent une transition dans la
démarche de notre projet. L’étape de calibration des expériences est en phase de finition et l’étude
des propriétés physique des nanotubes en cavité plasmonique représente désormais une activité
opérationnelle au sein de notre équipe.
Abstract
This thesis focus on both the biexciton’s stability in carbon nanotubes, and the control of the
nanotube emission through its coupling to plasmonic antenna.
We report the first observation of biexciton in carbon nanotubes by means of spectral holebur-
ning nonlinear optical spectroscopy. More precisely, two induced absorption lines are detected and
assigned to trion and biexciton after investigation of their temperature and pump power depen-
dences. An additional proof of the detection of the biexciton, as an elementary excitation of carbon
nanotubes, is given in a three-beam configuration based on a two-pump scheme. The biexciton of
the (9,7) chirality is observed with a binding energy of 107 ± 1 meV and shows an asymetric Fano
lineshape. A first estimation of the biexciton’s recombinaison dynamics is given by the quantitative
analysis of the nonlinear signal. Our analytic model is formulated in the framework of the chi(3)
nonlinear response, including coulomb interaction between biexcitons and free electron-hole pairs
lying in the first Van Hove singularity. A Fano factor of about q = 5 is determined, which drives us
to the estimation of biexciton’s Auger recombinaison rate B ∈ [0.1; 1] µm · ps−1. The Biexciton’s
radiative yield is then estimated of the order of 10−6.
In order to study nanotubes in plasmonic cavities, we developed micro-photoluminescence and
dark-field spectroscopy experiments in the optical fiber telecommunication wavelengths (1.3 µm
and 1.55 µm). Caracterisation of nanotube samples and plasmonic antenna are presented. Prelimi-
nary results on nanotubes inserted in a patch antenna have shown correlation between antenna’s
position and the spatial distribution of luminescence. Moreover, a change in the carbon nanotube’s
photoluminescence profile is observed. These results appear to be a turning point in our work. The
calibration of our experiment is at its end and studies of optical properties of carbon nanotubes
coupled to plasmonic antenna are now on stream in our team.
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