The image post-processing technology based on MATLAB was applied in oil-film interferometry to calculate the skin friction coefficient. This method can recognize the bright and dark fringes by the algorithm based on standard deviation, which is efficient and robust. Furthermore, it can process low-quality images and extract fringe spacing by converted grayscale image and the proper sliding window can catch the discrete objectives precisely by multiple selected windows. In addition, the calculation window size can adjust automatically, which improved the robustness of the algorithm greatly. By comparing the experimental results with the numerical results, it is proved that the method of post-processing based on MATLAB can accurately measure the skin friction in hypersonic flow.
Introduction
The skin friction, which is defined as the local shear stress exerted by a viscous flow on a solid boundary, gives rise to crucially important flow phenomena. It is not only an important physical quantity in the study of fluid mechanics, but also has great practical significance in engineering. For the commercial airliners and transport aircraft, the skin friction is the main source of its total drag. As it is reported that once the drag reduces by 1%, the payload would increase by 10% [1] , which means an increase of 10 passengers. Therefore, drag reduction can bring obvious economic and environmental benefits. For hypersonic vehicles, the skin friction accounts for 30% of the total drag [2] . Its value is directly related to whether the integrated shape can obtain net thrust, which is one of the key factors to determine the feasibility of the whole scheme of the hypersonic vehicle. It has an important influence on the surface heat flux and thermal protection system of the aircraft [3] . In consequence, the accurate measurement of the skin friction, the improvement of flow around the surface, and the reduction of the drag are of great significance to optimizing the aircraft shape.
The skin friction is investigated mainly by numerical simulation by means of computational fluid dynamics (CFD) and measurement with wind tunnel experiment. Measurement of skin friction is important in providing insight into the flow mechanism as well as validation for CFD techniques. Traditionally, skin friction is directly measured by friction balance [4] . Even though friction balance has high precision, there are some disadvantages to this method. It cannot get the local distribution of the skin friction in a specific component. Moreover, the installation of balances may change the local shape and make it difficult to achieve accurate measurement in the joint area or thinner area. Therefore, advanced high-precision surface friction measurement technology must be developed.
Modern optical mechanics uses the optical method to measure the mechanical parameters. In most cases, the mechanical parameters are hidden in the image of the tested object. With the development of technology, modern optical mechanics, as a method and tool, has been applied in many disciplines, such as medicine, surveying and mapping, aerospace, and environment [5] [6] [7] , and has become one of the important experimental approaches to aid engineering practice and scientific research. Oil-film interferometry skin friction measurement is a kind of non-contact optical measurement method. Skin friction is obtained by measuring the thickness variation of the oil film on the surface of the object by optical interference fringes. It has the advantage of no interference, no calibration, high resolution, curved surface measurement, and so on [8] . This method has been proved to be a feasible technique to measure the skin friction quantitatively. In order to extract the oil thickness information stored in the interferograms, accurate fringe spacing measurements have to be made. In the past years, a number of methods have been proposed. Original methods are tedious, requiring manual measurement of photographs or using an image processor such as Photoshop. The global measurement of the surface (space) and the unsteady flow (time) require improving the acquisition frequency of oil-film interferometry image as much as possible. High-frequency oil-film interferometry produces a huge number of interferograms. Therefore, the technique chosen to determine the fringe spacing has to be accurate, completely automated, and rapid. Evidently, it is time that the technique of determining the fringe spacing by computer had to be developed to accomplish the fitting of such a large number of interferograms in a reasonable amount of time.
Currently, various computational methods are available for processing the image data of the oil film experiments [9] [10] [11] [12] [13] [14] [15] . However, these methods still have obvious defects, such as resulting in great errors or requiring extensive pre-processing. Decker and Naughton [10] developed an automated method using a windowed Fourier transform and a correlation technique capable of locating fringes in an image. But the technique is only able to identify approximately 70% of the fringes in the image. White [11] and Dunn [12] processed the data based on a regression fit of a sinusoidal model and took the period of the data as the indication of the width of the fringes. The problem of regression method is that it uses a string of data to generate only one value. In addition, since the regression would be compromised when there is imperfection with the pattern of data, or there is a global variation of brightness or contrast between dark and bright fringes, the requirement for quality of database is rather high. On the other hand, Lunte and Schülein [13] and Andrew Baldwin et al. [14] used fast Fourier transform (FFT) to calculate the frequency of oscillation in the data, but this method also encounters similar problems as the regression method since it is as well suffering from the fact that the data is not always the same as ideally predicted. Bottini et al. [15] identified the fringes by binarizing the image and took the middle line of the binarized fringes as the location of bright and dark images. However, this method requires a proper choice to binarize the data. It is similar to the two methods introduced above, in taking the "middle lines" for later calculation of distance; it requires that the light intensity of each bright section is symmetric about the peaks. But since the real case is always not so, some bad binarization would strongly affect the accuracy of the final results.
Hence, a new method of the image post-processing based on MATLAB is developed in this work. This method has the advantage that it does not require a very high-quality image. As will be introduced later, it is able to deal with a profile without well-expected pattern. Also, it does not require that the image is well cropped, making the images post-processing be easier. In addition to these advantages, the method is also able to overcome the limit of resolution of the image (limit of equipment, such as Camera resolution). As a result, it can generate a measurement for each point separately for each frame, create a contour of the fringe widths, and give a better caption of the local flow patterns, even if the flow is unsteady.
In this paper, the oil-film interferometry was used to measure the skin friction of a flat-plate model in a hypersonic wind tunnel firstly. Then, the interference fringe images captured were automatically processed by the method as described above. In this process, the fringe spacing of the time interval was obtained. Finally, the skin friction at each position was calculated according to the principle of oil-film interferometry. By comparing the experimental results with the numerical results, it can be seen that the method of the image post-processing based on MATLAB can accurately measure the skin friction in hypersonic flow.
Methods
The thin oil film equation is the basis for determining the wall shear stress from a thin oil film. The theory is first discussed, and then the simulation of oil film as well as the measurement of wall shear stress using interferograms is considered. Finally, the image post-processing approach is discussed with its application for experimental data. Figure 1 depicts the principle of oil-film interferometry. The principle of the current oil-film interferometry skin friction technology is that the original oil drop applied to a model surface will flow due to the shear stress τ under the friction of the boundary layer. Then, the oil becomes thin to the point as time goes and under the illumination by visible monochromatic light the interference patterns, which is fringes, will be far enough to be visible in the oil [16] [17] [18] .
Oil-film interferometry skin friction measurement
The basic equation form of relation between oil film thickness and wall shear stress is shown in Eq. (1) (full derivation can be found in Brown and Naughton's report [19] ).
where h o is the thickness of oil film, τ w,x and τ w,z are the wall shear stress components on the surface coordinates x and z respectively, and t is time.
For the one dimensional situation, the changes of wall shear stress on z coordinate can be ignored. Then, Eq.
(1) can be rewritten as Eq. (2).
Under the flow and effect of shear stress, the oil becomes thin. Additionally, illuminated by monochromatic light source, the fringe pattern of oil film can be visible on a reflective surface. Then, the thickness of oil film can be determined by Eq. (3).
where ϕ is the phase difference between the portion of the beam reflected from the top of the oil and that transmitted through the oil, n 0 is the index of reflection of oil, and θ i is local illumination angle.
Then, the skin friction can be determined by Eq. (4) according to the solution of Eq. (2) and Eq. (3).
where θ r is the refracted light angle through the oil, λ is the wavelength of the light source, N is the number of the fringes used in the equation, Δx is the total width of N fringes, q ∞ is the dynamic pressure of the free stream, μ is the viscosity of the oil, and t 1 and t 2 are the start time and end time, respectively, to capture the pictures.
Image post-processing
In the present work, a new algorithm based on MATLAB for calculating the space of the oil film fringe is presented. A brief summary of the process of this algorithm is shown in Fig. 2 . In this section, an explanation for each step is given. In the implementation of the algorithm, a MATLAB code is developed. The image processing includes three main steps. Firstly, the image is pre-processed by converting to grayscale and removing the global brightness variation by subtracting off the local linear trends. Secondly, a proper sliding window is chosen. Within the window, stationarity is assumed; hence, the peaks and troughs, corresponding to dark and bright fringes, can be identified with their deviation from the local mean value. As the fringes are detected, the fringe widths can be determined, which would in turn give an indication to the choice of the window size as well. Finally, with a local filtering, the fringe widths, directly related to the local oil film thickness, can be calculated. The coefficient of friction can be thus calculated from the difference between two images captured in a sufficiently short time interval.
To better illustrate the procedure of the code, as well as to present the advantages of the method, one image from the experiment, as shown in Fig. 3 , is used. Note that the x and y axes denote the x and y positions in terms of pixels, respectively. The distinction between bright and dark fringes can be observed clearly from this picture, which can be used for algorithm validation. It can be seen from the picture that it is not well cropped to the specific region of the fringes and gives global brightness variation in transverse direction. Moreover, it can also be seen that the contrast between bright and dark fringes diminishes to the middle part of the image, which indicates that the amplitude of the intensity variation is decreasing.
The pre-processing of the image comes first. Since the bright/dark fringes can easily be identified by the intensity, the imported image is converted to grayscale without loss of information. After that, to facilitate later calculation, a detrending is done to the image. Each row of pixels is divided into sections, and for each section, the local linear fit is subtracted off from the raw data. This step is done for removing the global brightness variation and makes the local variation more distinguishable. In addition, the sections in this step are flexible and can be relatively large, since the global variation of brightness is generally small. After the detrending, an example of one row of the data is shown in Fig. 4 , taking the 50th row of pixels in Fig. 3 as the example data. The selected section of data is reflected in Fig. 3 as the section included in the red frame.
After the pre-processing, we can adopt a rollingwindow method to create the contour of the local distances between two neighboring fringes. The principle for the choice of window size is that it should be less than the overall image size, but larger than the distances between fringes. For most of the situations, the local variation would be small enough for using an invariant window size; however, sometimes when the local flow is complex, there may be huge variation. In these situations, the methods based on regression fit would easily fail. However, in the method described in this paper, the problem can be solved by employing an adaptable window size. With the memory of the calculated fringe widths in the neighborhood, the window size could correspondingly be chosen as, for example, three or four times the fringe width. By adjusting the window size automatically, the robustness of the algorithm can be greatly improved. After the data is picked out by the window, the calculation is done row by row. 
Observation of the data is based on the "peak and trough detection" algorithm. For each row, the mean and standard deviation of the detrended brightness is extracted. If one data point exceeds the mean by more than 0.5 times of the standard deviation, it is marked as a "peak section." Conversely, if a data point goes below the mean value by more than 0.5 times of the standard deviation, it is marked as a "trough section." Thus, for each continuous "peak section," it is considered as a bright fringe; for each continuous "trough section," it is considered as a dark fringe. For each "peak section" or "trough section," the maximum value or minimum value included in the corresponding data points is taken as the centers of the fringes, which is used for calculation of the distances. The first 101 elements in the series are shown in Fig. 4 (right) as an example (after detrending), with the length of the series taken to be the rolling window size, and the red lines as the limits of detection.
The advantage of this method over the three methods introduced previously can be well illustrated in Fig. 4 (right). It can be inferred from the series of data that it is not necessarily following a sinusoidal trend; on the other hand, the intensity data is not always symmetrical about the peak. Also, some of the dark fringes are with higher intensity in comparison to some of the weaker peaks. Thus, the threshold for binarization appears to be a great difficulty.
Obviously, this method also suffers from noise and inhomogeneity of the input image. Hence, we cannot calculate the distance by the simple average of all instances. Instead, the mode of the collection of distances is taken, since the true distance between the fringes is still the most probable value appearing. Since the resolution of the image is limited, the mode itself is not correctly representative of the true fringe width in the window. Hence, for a better estimation and to show a smooth transition in the contour, the data for this window is taken as the average of mode and the two types of the data taking values of mode+1 and mode−1. When the representative value is calculated, it is stored to be the value for the center of the window. Thereafter, the position of the window is switched by 1 pixel, thus creating the contour of all the points (excluding the edge) in the imported image. After the image is processed, and the local widths of fringes are given, one additional problem arises. The whole graph can be put in, and the regions without oil film would be processed identically. Since the regions generally do not present periodical oscillations, this algorithm would not give reasonable values for that region. Hence, some nonsensical values, with great randomness, would be observed in such regions. This fact creates great noise for the created contour, but it also allows optimization of the image by removing noisy regions in the contour. Since the characteristics for the noisy region would differ greatly from case to case due to various nature of the photo captured. Two methods that can be applied to solve such problems are presented here:
1. Using the entropy of the image. The entropy of the image is defined by its probability distribution of intensity values,− ∑ p i log(p i ) . Obviously, for those regions with strong noisy and nonsensical values, they would have higher entropy. Hence, a threshold is set, and for all the points with entropy defined by its surroundings exceeding this value in the fringe width plot, we set the value of the point to be zero. This is a more general method but requires some artificial treatments since a reasonable range of entropy should be defined in advance. 2. Using the probability distribution. This method is relatively simpler but requires that the image is relatively uniform in terms of the fringe widths. Firstly, a probability distribution of fringe width data in the image is calculated. By choosing a certain cluster size, only the data within the range of the most probable cluster are picked. Data out of the range would be abandoned and set to zero. For example, if a window size of 5 pixels is chosen, and the most probable range of the distribution of the pixels is between 10 and 15 pixels, then any data points with a value larger than 15 or smaller than 10 would be set to zero
Experiments

Experimental setup
The present experiments were conducted at the hypersonic wind tunnel in the Nanjing University of Aeronautics and Astronautics (NUAA), see 
exit diameter of 500 mm was mounted in the plenum chamber. In the downstream of the nozzle, test section, and diffuser, the air was inhaled into a vacuum ball with a volume of 650m 3 , and the usable runtime is greater than 10 s. There are two optical windows (300 mm in the diameter) on each side of the plenum chamber for the optical measurements, such as schlieren measurement and particle image velocimetry (PIV) measurement. One rectangular window (300 mm × 350 mm) was opened above the plenum chamber for optical access of charge-coupled device (CCD) or high-speed camera. For current experiments, the Mach 5 nozzle was used and the unit Reynolds number is Re = 4.7 × 10 6 m −1 at Ma = 5.0 in order to be consistent with the numerical simulation conditions.
Test model
The transition from laminar to turbulent flow in a flat-plate boundary layer is one of the most fundamental and often studied subjects in fluid mechanics. Although this canonical problem is basic in nature, it can provide a framework for understanding more complex and practical situations encountered in modern aerospace vehicles.
The model used in the study was a flat plate. It was made of steel with the surface electroplated by the titanium to supply the mirror-smooth surface for the oil-film interferometry skin friction measurement. The length of the flat plate is l = 190 mm; the spanwise length is d = 150 mm, which is consistent with the size of the test section of wind tunnel. A cylindrical roughness element was used in the current study with a diameter of D = 3 mm and height of k = 1.6 mm. The roughness element adhered to the surface of the model at the location of x = 50 mm from the leading edge. During the test, the angle of attack remained at α = 0°and the free stream velocity remained at Ma = 5. As the viscosity of silicon oil is related to temperature, the surface temperature of the model should be measured in real time. Temperature measurement is accomplished by placing several T-type thermocouples on the surface of the model to obtain the distribution of temperature. Because of the thinness and thermal properties of silicone oil, the oil viscosity can be calculated by setting the temperature of silicone oil as that of the sample surface directly [20, 21] . The thermocouples are arranged in the temperature measurement hole. The top of the thermocouple is flush with the surface of the plate and remains smooth. The diameter of the temperature measurement hole is 1 mm. The sketch of the model is shown in Fig. 6 .
Optical path design
The oil applied in the present test was the silicon oil with the viscosity of 50 cSt. The monochrome sodium lamp with the wavelength of 598 nm was used for the illumination. Due to the duration of the wind tunnel, the fringe patterns were captured by the HotShot 1280 cc high-speed camera mounted with the lens of Nikkor AF 70-300 mm f/4-5.6D, with the resolution of 1280 × 1024 pixels. The camera frame rate used in this experiment is 100 frames per second, which is far lower than its shooting speed limit (1000 frames per second). Figure 7 shows the optical path design of oil-film interferometry experiment in NHW. The plate model is installed in the center of the flow field. Since the high-speed camera cannot be exposed to the vacuum environment of the wind tunnel in the plenum chamber, it shoots the oil-film interferometry fringes through the observation window above the plenum chamber. In order to obtain a wider shooting range of the model surface, the monochrome sodium lamp light source does not directly shine on the model but reflects on the model surface through the large area of the reflector on upper wall of the plenum chamber. Another advantage of doing so is that it reduces the intensity of incoming light, and the soft monochromatic light makes the fringes clearer.
4
Results and discussion Figure 8 shows the baseline oil film patterns taken at t = 3 s and 4 s, which are taken without the cylindrical roughness element. It can be observed that several oil films distribute along the streamwise, which formed bright and dark fringes. Furthermore, the red rectangle frame is the total data window which can cover all the drops' fringes (from 60 to 120 mm away from the leading edge). In order to compare with the baseline patterns, the oil film patterns at the same instantaneous for the case with cylindrical roughness element are shown in Fig. 9 . Figure 10 shows the corresponding intensity data extracted from the data selected by the red window as shown in Fig. 8 , for the baseline case. The intensity distribution of each oil film fringes can be identified clearly (for example, the first #1 and third #3 oil films). Within the oil film fringe region, the intensity distribution shows great amplitude fluctuation comparing with the region without oil film. Similarly, data extracted from the case with the roughness element is plotted in Fig. 11 , and the #3 and #4 oil films are taken as examples. It can be observed from the two figures that the presence of the roughness element makes the distance between fringes be varied significantly. Figure 12 zooms in baseline results of the intensity distribution of oil films #1 and #3 at t = 3 s and 4 s, and Fig. 13 depicts the results with roughness elements, for oil films #3 and #4. For all figures, the red lines represent the detection limits. It can be observed that the intensity in the oil film region is similar to the sine curve, whose peak and valley value corresponded the bright and dark fringes respectively. For the baseline case, a fixed window size is used, since the widths of the fringes are basically uniform. In contrast, as shown in Fig. 11 that the case with roughness element gives more significant variation, the window size is set locally. In oil film #4, the fringe widths are smaller than that of #3; hence, the smaller window size is adopted for this case. This is to ensure that both overfitting and loss of information are minimized.
Thereby, the location of every fringe can be identified by the standard deviation method mentioned above. Finally, the C f of each location can be obtained by the Eq. (4). Figure 14 compares the C f distribution obtained by experiments and direct numerical simulation (DNS) Fig. 13 Intensity distribution of oil films #3 and #4 at t = 3 s and 4 s for case with roughness element Dong and Chen EURASIP Journal on Image and Video Processing (2019) 2019:6 Page 10 of 12 [22] . The experimental results agree well with DNS, indicating the validity and accuracy of our processing program. The uncertainty of oil-film interferometry depends on many factors, including oil viscosity, freestream dynamic pressure, image processing, and some other error sources [23, 24] . In our experiments, it mainly depends on the uncertainty of oil viscosity and image processing. The total uncertainties of the calculation of C f are plotted in Fig. 14.
Conclusion
The image post-processing technology based on MAT LAB was applied in oil-film interferometry to calculate the skin friction coefficient of smooth and roughness flat plate. This method can recognize the bright and dark fringes efficiently and robustly by the standard deviation-based algorithm. Furthermore, it can process low-quality images and extract fringe spacing by converted grayscale image and the proper sliding window can catch the discrete objectives precisely by multiple selected windows. In addition, the calculation window size can adjust automatically, which improved the robustness of the algorithm greatly. By comparing the experimental results with the numerical results, it is proved that the method of the image post-processing based on MATLAB can accurately measure the skin friction in hypersonic flow. 
