Non-small-cell lung cancer (NSCLC) represents approximately 80-85% of lung cancer diagnoses 1 and is the leading cause of cancer-related death worldwide 2 . Recent studies indicate that image-based radiomics features from positron emission tomography-computed tomography (PET/CT) images have predictive power on NSCLC outcomes 3-5 . To this end, easily calculated functional features such as the maximum and the mean of standard uptake value (SUV) and total lesion glycolysis (TLG) are most commonly used for NSCLC prognostication 6-13 , but their prognostic value remains controversial 14, 15 . Meanwhile, convolutional neural networks (CNN) are rapidly emerging as a new premise for cancer image analysis, with significantly enhanced predictive power compared to other hand-crafted radiomics features 16, 17 . Here we show that CNN trained to perform the tumor segmentation task, with no other information than physician contours, identify a rich set of survival-related image features with remarkable prognostic value. In a retrospective study on pre-treatment PET-CT images of 96 NSCLC patients before stereotactic-body radiotherapy (SBRT), we found that the CNN segmentation algorithm (U-Net 18 ) trained for tumor segmentation in PET and CT images, contained features having strong correlation with 2-and 5-year overall and disease-specific survivals. The U-net algorithm has not seen any other clinical information (e.g. survival, age, smoking history, etc.) than the images and the corresponding tumor contours provided by physicians. Furthermore, through visualization of the U-Net, we also found convincing evidence that the regions of metastasis and recurrence appear to match with the regions where the U-Net features identified patterns that predicted higher likelihood of death. We anticipate our findings will be a starting point for more sophisticated non-intrusive patient specific cancer prognosis determination. For example, the deep learned PET/CT features can not only predict survival but also visualize high-risk regions within or adjacent to the primary tumor and hence potentially impact therapeutic outcomes by optimal selection of therapeutic strategy or timely first-line therapy adjustment.
MAIN
According to World Health Organization (WHO), lung cancer remains the most common, leading cause of cancer-related death worldwide with 2.1 million new cases diagnosed and 1.8 million deaths in 2018 2 . NSCLC accounts 80-85% of lung cancer diagnoses 1 and five-year survival rate of NSCLC remains relatively low (23%), compared to other leading cancer sites such as colorectal (64.5%), breast (89.6%), and prostate (98.2%) 19 . Historically, the tumor, nodes, and metastases (TNM) staging system has served as the major prognostic factor in predicting therapeutic outcomes, but it does not differentiate responders and non-responders in the same stage 20 . The maximum and the mean of standard uptake values (SUV MAX and SUV MEAN ) have been reported for their correlation with survival [6] [7] [8] but are of limited clinical value due to their unsatisfactory predictive power and lack of robustness 14, 15 . Other prognostic markers have also been studied, including TLG, which incorporates metabolic tumor volume (MTV) and metabolic activity (TLG = MTV × SUV MEAN ). Reports [11] [12] [13] suggest that TLG may have better prognostic power than SUV MAX or SUV MEAN . These metrics, however, are not optimal and do not provide a comprehensive image-based analysis of tumors 21 . More recently, radiomics approaches, which employ semi-automated analysis based on a few hand-crafted imaging features describing intratumoral heterogeneity, demonstrated higher prognostic power 22, 23 . However, these features still have limited predictive power ranging between 0.5 and 0.79 in terms of the area under the curve (AUC) [23] [24] [25] . Recent literature in deep learning demonstrates its strong potentials in cancer prognostication 16, 26 , however the clinical implications of deep learning remain questioned due to the limited interpretability of CNNs.
Here, we propose an interpretable and highly accurate framework to solve this problem by capitalizing on the unprecedented success of deep convolutional neural networks (CNN). More specifically, we investigate the U-Net 18 , a convolutional encoderdecoder network that has demonstrated exceptional performance in tumor detection and segmentation tasks. Illustrated in Fig, 1a , these networks take a three-dimensional (3D) volume image as an input, processes it through a "bottleneck layer" where the image features are compressed, and reconstructed into a binary segmentation map indicating a pixel-wise tumor classification result. Here, we focused on the information encoded at the bottleneck layer which contains rich visual characteristics of the tumor and reasoned that the encoded information at this layer might be relevant to the tumor malignancy and, thus, cancer survival, which is the central hypothesis of this paper. In a prior study 27, 28 , we analyzed PET/CT images of 96 non-small cell lung cancer (NSCLC) patients that were obtained within 3 months prior to stereotactic body radiation therapy (SBRT), whose summary statistics are illustrated in Fig. 1b . For each volume image, the region of interest (ROI) with a dimension of 96 mm × 96 mm × 48 mm was set around each tumor location and the image was cropped to the ROI volume. Two separate U-Net models were trained to perform tumor segmentation in PET and CT images, respectively. Each of the models were supervised with the corresponding physician contours, but no other information such as survival time was provided. After training, each U-Net model learned to encode 55,296 features at the bottleneck layer for each patient, resulting a total of 110,592 features per patient.
These features are an intermediate throughput of the U-Net, which are then decoded to generate an automated segmentation in the network. Hence, it is likely that these features summarize some rich structural and functional geometry of the intratumoral and peritumoral area, some of which might be relevant to cancer survival. To test this proposition, we conducted a two-sample t-test and examined if there were any statistically significant features from the U-Net that distinguish the survival and death groups. The t-test analysis was conducted for four different categories of survival separately, namely 2-year overall survival (2-yr. OS), 5-year overall survival (5-yr. OS), 2-year disease-specific survival (2-yr. DS), and 5-year disease-specific survival (5-yr. DS). The analysis revealed that there were on average 3,042 features in CT and 2,908 features in PET that had the p-value below 0.05, as illustrated in Fig. 2a . Moreover, the analysis revealed that there was a group of 299 features in CT and 292 features in PET that were commonly observed across the four survival categories as illustrated in Fig. 2b , suggesting that there were indeed strong survival-related markers in the U-Net learned features.
We therefore conducted a separate analysis to select features via the least absolute shrinkage and selection operator (LASSO). The analysis was divided into four independent experiments and, for each of the experiments, LASSO attempted to select a few features that have a strong relationship with one of the four survival categories using the linear logistic regression model. For more rigorous selection of features, the inclusion probability was computed via bootstrapping, instead of one-shot selection. In the descending order of inclusion probability, we selected the top 20 features for each survival category, which resulted, in total, 73 features in CT and 56 features in PET across all categories, without double-counting the intersection. The top 20 features had the inclusion probability greater than 0.3 and they reported noticeably smaller p-values than the other features as illustrated in Fig. 2c , which reconfirms the existence of strong survival-related radiomic markers in the U-Net learned features.
Here, it is worth reemphasizing that the U-Net was trained without any survival-related information and, hence, it is highly unlikely that the U-Net-learned features were overfitted to the survival data or biased towards them. Yet, while these U-Net features were identified independently from survival data, the U-Net features demonstrated a strong evidence of correlation and hence prognostic power for NSCLC survival as discussed above. To quantify this, we performed linear logistic regression on each of the four survival categories and measured the accuracy, sensitivity, specificity, and receiver operating characteristics (ROC). The top 20 LASSO-selected features were used as independent variables in each category and no other covariates provided. For rigorous validation, bootstrapping was employed to compute the 95% confidence interval (CI) of each performance measure. Each bootstrap sample was further split into a training set and test set and reported in Fig. 3 as the average values across test sets in different bootstrap samples. The contrast in performance was clear between the U-Net features and the conventional imaging features, proving the strong prognostic power of the U-Net features quantitatively.
Meanwhile, the LASSO-selected U-Net features were further studied to shed a light on their clinical implications and intuitive meanings. We first tested the correlation between the LASSO-selected U-Net features and the conventional radiomic features to see if the U-Net features were capturing survival-related markers that were previously known to be effective. We found features C16704 and P15398 had some correlation with TLG (R 2 =0.25, 0.28 and p=0.02, 0.01, respectively), where we name the U-Net features with a prefix 'C' or 'P' to indicate which imaging modality (CT or PET) they come from followed by their indices. We also found that there were 16 features in CT and 18 features in PET that had noticeable correlation (p <0.05) with the 17 conventional radiomic features defined as in Oikonomou et al. 4 This might indicate that the U-Net features somehow 3/8 On the other hand, these U-Net features are essentially artificial neurons in deep neural networks. Hence, we may develop some additional insight on the U-Net features by visualizing which patterns the corresponding neurons are looking for. Intuitively, one can show many different three-dimensional image patterns to the U-Net encoder and observe which image pattern activates each neuron the most. To facilitate this process, we employed an optimization-based approach 29 where the objective is to maximize an individual neuron's activation value by manipulating the input image pattern:
where q(·|W, b) is the U-Net encoder with the trained model parameters W and b, and X is the input image pattern. Displayed in Fig. 4a are different image patterns that activated the survival-related U-Net features. Many of the U-Net features appear to be capturing tumor-like blobs (e.g. C00048, C25988, P39051, P47258) or textural characteristics (e.g. C08680) in the image. Interestingly, some of the U-Net features, for example C01777 and C37399, were looking for tube-like structures nearby the tumor-like blobs, which might be capturing blood vessels and lymphatics in the peritumoral area. This is, indeed, consistent with the widely accepted clinical knowledge that tumors can show enhanced growth towards vessels and lymphatics nearby as they carry nutrition to supply the tumoral growth. Moreover, we also visualized which regions in the patient images predicted low survival probability. We employed a guided gradient backpropagation approach 30 . The main idea of the guided backpropagation algorithm is to compute ∂ P ∂ x i, j,k where P is the probability of death and x i, j,k is a voxel value at the position (i, j, k) in the patient image. The gradient ∂ P ∂ x i, j,k can be interpreted as the change of the death probability when the voxel x i, j,k changes to a different value. If the voxel was not so significant in predicting death, the gradient value would be small, where as if the voxel played an important role for predicting high probability of death, the gradient value would be greater. Displayed in Fig. 4b are heatmaps representing the gradient. Heated regions (red) are the areas that lowered the probability of survival whereas the other areas (blue) are the ones that had negligible effect on the survival. In all cases, tumoral regions were highlighted in red, which might be trivial. However, through comparison with post-therapeutic images and clinical records of the patients, we observed that some of these heated regions outside of the tumoral volume overlap with the regions of progressions (see Fig. 5 ), demonstrating a convincing potential of the visualization method for the purpose of patient-tailored therapeutic planning in the future. However, this awaits a more rigorous and quantitative follow-up.
In summary, we discovered that the U-Net segmentation algorithm trained for automated tumor segmentation on PET/CT was codifying rich structural and functional geometry at the bottleneck layer such that these codified features could be used for survival prediction in cancer patients even though the U-Net was trained without any survival-related information. The survival model based on such U-Net features demonstrated significantly higher predictive power than conventional PET-based, metabolic burden metrics such as TLG or relatively recent hand-crafted radiomics approaches. The validity of such discovery was confirmed by several statistical tests. Furthermore, we visualized the survival-related U-Net features and observed that they were indeed depicting intratumoral and/or peritumoral structures that had been previously acknowledged as potentially relevant to cancer survival. Our approach awaits a further validation against a larger number of observations and in a larger variety of cancer types. Also, there was not enough clinical evidence to conclude that the visualization of the U-Net features may identify During training, CNNs essentially learn "templates" from training images and apply these templates to analyze and understand images. Displayed here are some of these templates that the U-Nets have captured for the segmentation task originally, but discovered in our study to be relevant to cancer survival. For example, C37399 appears to be a template looking for a tumor-like shape at the top-right corner and a tube-like structure at the bottom-left. In addition, C08680 appears to look for a textural feature of the tumor. (b) Regions that predicted death of the patients obtained via a guided backpropagation method 30 . Trivially, tumoral regions are highlighted in red in the heatmap. However, some of the heated regions outside of the tumoral volume matched with the actual locations of recurrences and metastases when they were compared with the post-therapeutic images and clinical records, rendering a great potential as a practical, clinical tool for patient-tailored treatment planning in the future. 5/8 Figure 5 . Correlation between U-Net visualization and cancer progression. Post-therapeutic images were compared with the U-Net visualization results. We observed an agreement of the heated regions with the actual location of recurrence. (a) Axial slice from a primary (pre-therapeutic) CT image of a patient case IA001765. The slice is below the gross tumor volume so the tumor is not visible. (b) Corresponding U-Net visualization. There are two highlighted regions in the heat map. (c) Post-therapeutic CT image of the same patient. Dashed box indicates the estimated corresponding ROI to the primary CT slices. The heat map in (b) is superimposed to the ROI. Notice that the recurrence location coincides with the heated area.
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potential regions of recurrence and metastasis and, thus, a follow-up study is suggested. However, our findings may be a new starting point for quantitative image-based cancer prognosis with a great deal of potentially important new knowledge yet to be discovered.
