Abstract-We propose an integrated learning and planning framework that leverages knowledge from a human user along with prior information about the environment to generate trajectories for scientific data collection. The proposed framework combines principles from probabilistic planning with uncertainty modeling through nonparametric Bayesian methods to refine trajectories for execution by autonomous vehicles. The resulting techniques allow for trajectories specified by a user to be modified for reduced risk of collision and increased reliability. We test our approach in the underwater ocean monitoring domain, and we show that the proposed framework reduces the risk of collision with ship traffic by as much as 51% for an autonomous underwater vehicle operating in ocean currents. This work provides insight into the tools necessary for combining human-robot interaction with autonomous navigation.
I. INTRODUCTION
We envision the future of scientific data collection as a collaborative endeavor between human scientists and autonomous robotic systems. High-impact examples include autonomous underwater vehicles assisting oceanographers to track biological phenomenon [1] , aerial vehicles providing imagery of changing ecosystems [2] , and ground vehicles monitoring volcanic activity [3] . In these example domains, a key challenge lies in combining the expert knowledge of the scientist with the optimization capabilities of the autonomous system. The scientist brings specialized knowledge and experience to the table, while the autonomous system is capable of processing and evaluating large quantities of data. Leveraging these complementary strengths requires the development of collaborative systems capable of guiding scientific data collection.
In this paper, we propose a learning and planning framework that integrates input from humans with prior data about the environment to reduce the risk of collision for an autonomous vehicle. The input from the human is used as an initial candidate trajectory of waypoints, which is then optimized based on knowledge of disturbances in the environment to avoid areas that have high risk of collision with land and passing ship traffic. The resulting framework combines probabilistic planning with nonparametric learning to improve the safety and reliability of operation. We test our approach in the domain of autonomous underwater ocean monitoring using historical data of ocean currents and shipping activity. This domain is particularly well suited for the testing of human-robot collaboration due to the limited communication available underwater and the necessary supervised autonomy capabilities.
The main novelty of this paper is a unified planning and learning framework that generates reliable and safe trajectories for autonomous vehicles based on human input. To our knowledge, this is the first work to combine Bayesian learning, probabilistic path planning, and user-generated trajectories in a unified approach. The remainder of this paper is organized as follows. We first discuss related work in motion panning, learning, and human-robot interaction (Section II). We then describe the proposed human-robot planning architecture (Section III) and trajectory refinement algorithms (Section IV). A number of data-driven simulations are then presented to show the benefit of the proposed approach (Section V). Finally, we draw conclusions and discuss avenues for future work (Section VI).
II. RELATED WORK
This paper draws on a large body of prior literature in robotic motion planning, learning, and human-robot interaction. We will now discussion related work in these three subareas and highlight the need for a unified architecture.
Motion and path planning are fundamental problems in robotics and have been studied extensively in the past two decades [4] , [5] . Increasing the degrees of freedom of the robot or the dimensionality of the environment typically causes an exponential increase in the computation required to solve the planning problem optimally. Thus, motion and path planning problems are generally computationally hard (NPhard or PSPACE-hard) [6] . Modern planning methods have focused on the generation of approximate plans with limited computation (e.g., RRT* algorithms [7] ). Our work extends these ideas to domains where human-robot collaboration is beneficial for the generation of high-quality plans.
A key component of our work is the generation of confidence measures for the reliability of the robot's trajectory. Prior work has examined the development of such measures for various environmental processes using straightforward statistical machine learning tools [8] as well as more sophisticated Bayesian models [9] . We propose utilizing Gaussian Process (GP) regression [10] augmented with an alternative measure of uncertainty based on the interpolation variance [11] to provide confidence measures on the prediction of uncertainty in scientific data collection domains. Such approaches have been used successfully to improve the accuracy of such tasks as underwater navigation [12] , [13] and aerial vehicle surveillance [14] . However, these prior approaches have not integrated input from humans into the learning and planning frameworks.
Our work builds on prior work in imitation learning that builds up cost maps from human operator example paths [15] , [16] . These prior works utilize maximum margin planning techniques to learn cost maps from user input. Prior work has focused on surveillance problems, where the goal is to generate a safe path through a hazardous environment. Our proposed framework expands on these ideas by integrating the human scientist into the planning loop.
The problems discussed here are closely related to the problem of adaptive sampling, which has been studied extensively in the robotics and machine learning communities [17] , [18] . In adaptive sampling, the goal is to choose observation locations that minimize prediction uncertainty or maximizing some measure of information gain. Unlike typical adaptive sampling applications, our work also considers probabilistic risk maps and reliability of operation. We also integrate the preferences of the scientist at a fundamental level to develop a unified planning architecture for humanrobot collaboration.
There is a recent thrust in environmental monitoring towards the development of Decision Support Systems that allow the human operator to seamlessly track the progress of autonomous vehicles and to issue commands on the fly [19] , [20] , [21] . Such systems are capable of monitoring the progress of autonomous vehicles operating in the ocean and in other unstructured environments by providing data to scientists in real time. Our work complements these systems by generating suggestions for alternative paths to the humans in addition to useful passive data.
III. HUMAN-ROBOT ARCHITECTURE
The workflow of the proposed architecture is as follows: (1) a human operator specifies a series of waypoints for a vehicle to gather scientific data, (2) the waypoints are refined by the system to suggest alternative trajectories that have lower risk of collision, and (3) the human operator chooses the desired path. Figure 1 gives a visualization of the proposed architecture.
The problems that we will examine consist of the following components: a trajectory of waypoints provided by the scientist that indirectly specifies the quality of information gathered, a "risk" map that provides the expected safety of operating in given area, and a model of the environment that determines how reliably the autonomous vehicle can move between points in the environment. Figure 2 gives an example of the necessary maps in an oceanographic monitoring domain where an autonomous underwater vehicle is monitoring a number of ecological hotspots (e.g., harmful algal blooms [22] ). The waypoints specified by the scientist provide areas of high algal bloom density, the risk map provides the probability of colliding with a ship or running into land, and the reliability of operation is determined by the ocean currents. We note that all of these maps are uncertain in the sense that the quantities are not known exactly at the time of planning. For reliable operation, it is necessary to predict the values of the information, risk, and reliability maps, as well as the uncertainty in those values.
Several additional examples show the broader applicability of the delineation between information quality, risk, and reliability maps. For instance, in the aerial surveillance domain, the information quality represents the usefulness of the viewing an area, the risk is the probability of collision (or detection in a security application), and the reliability is derived from the wind and vehicle dynamics. Similar examples in ground vehicle reconnaissance are also apparent [15] .
IV. TRAJECTORY REFINEMENT ALGORITHMS
We first discuss our proposed approach for incorporating input from a human scientist into an optimization framework. We will build on ideas originally presented in prior work to learn cost maps that guide autonomous ground reconnaissance vehicles [15] . Unlike prior work, our methods will incorporate a measure of risk into the planning and learning framework. We will also incorporate measures of uncertainty into our predictions.
The formal problem is to plan a path ξ that is a solution to the following optimization problem:
where D(ξ, ξ 0 ) is the deviation from the scientist's initial trajectory of waypoints ξ 0 , R(ξ) is an expected risk of executing ξ, Ψ the space of all possible paths, and α is a weighting parameter. We assume that we are given an example trajectory of waypoints ξ 0 from the human operator and that an explicit reward function is not provided as part of the trajectory. After approximate solutions to the above 
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(c) Ecological hotspots are specified with waypoints provided by the scientist Fig. 2 : Three maps that must be combined to perform efficient information gathering in an ocean monitoring scenario where an autonomous underwater vehicle is tracking a harmful algal bloom. The ocean currents affect the planned path of the vehicle, the risk map determines the safety of operation, and the pre-specified waypoints given by the scientist provide the usefulness of the information gathered. Our proposed system integrates these maps to improve scientific data collection.
optimization problem are found for various values of α, the resulting trajectories are suggested to the operator for final selection. The operator also has the option to adjust the values of α to make the trajectories deviate more or less from the initial plan.
There are several properties of the above problem that make it difficult to solve optimally. If the risk function is non-convex, optimizing it will typically be NP-hard for any rich space of paths [5] . In addition to the inherent complexity of the path planning problem, the functions D and R may be computationally intensive to compute. Furthermore, the deviation and risk functions may not be known exactly in advance (e.g., risk is only known with some certainty), and it may become necessary to estimate their expected values based on a distribution of possibilities. Similarly, for a given path, it may not be certain that the vehicle can execute the path exactly, which adds an additional level of uncertainty to the optimization.
Successfully solving these challenges and optimizing the vehicle's paths requires the development of both uncertainty modeling and planning solutions. We will now describe how the proposed architecture addresses each of these subproblems.
1) Modeling Uncertainty: A key component of our proposed work is to provide a principled estimate of uncertainty for predictions of the vehicle's actions. These uncertainty estimates will be incorporated through probabilistic planning to provide the final suggested paths for the vehicle. We propose using non-parametric Bayesian Regression in the form of Gaussian Processes (GPs) to provide measures of uncertainty [10] . We will now discuss background in GPs and also show how we can use similar ideas to develop novel representations of uncertainty. This formulation follows closely with our prior work in uncertainty modeling for ocean currents [12] .
The disturbances at a given latitude lat, longitude lon, and time t can be written as a tuple c(lat, lon, t) = (u, v), where u and v are scalar values representing components of the disturbance vector along the cardinal axes. At a given time T , we assume we have access to some historical data for times t = {T − 1, T − 2, . . .} of the disturbances. Given this data, we want to provide predictions for the points of time in the future as well as confidence bounds for these predictions.
A GP models a noisy process
, and ε is Gaussian noise. Since the standard GP models a one-dimensional value z i , we can model the full 2D or 3D space using separate GPs or as a coupled process (e.g., using the techniques in [23] ).
We are given some data of the form D = [(x 1 , z 1 ), (x 2 , z 2 ), . . . , (x n , z n )], where x i represents a vector of latitude, longitude, and time values for a data point i, and z i represents a component of the disturbance vector at that point and time. We refer to the d × n matrix of x i vectors as X and the vector of z i values as z.
To fully define a GP, we must choose a kernel function k(x i , x j ) that relates the points in X to each other. As in our prior work, we utilize a space/time squared exponential kernel to model correlations between the data [12] . Having defined the kernel, combining the covariance values for all points into an n × n matrix K and adding a Gaussian observation noise hyperparameter σ
The following equation predicts the mean function value (e.g., a disturbance value along the predicted trajectory) µ(x * ) and variance V gp (x * ) at a selected point x * given the historical and prediction training data:
where k * is the covariance vector between the selected point x * and the training inputs X. This model gives a mean and variance for a particular latitude, longitude, and future time. The Gaussian Process variance described above gives an estimate of the uncertainty of a prediction based on the data sparsity around that point and the estimated hyperparameters.
While the GP variance provides some useful insight into the uncertainty in predictions, it has been shown in prior work that it fails to correlate with the error in complex disturbances (e.g., ocean currents). To provide a more informed uncertainty measure, we utilize a method based on the interpolation variance [14] , [24] . Once a GP has been learned, the interpolation variance can be estimated as:
This measure of variance provides a richer representation that accounts for both data sparsity and data variability and has been shown to provide improved prediction for the trajectories of autonomous underwater vehicles [12] .
2) Probabilistic Planning: The learned uncertainty predictions described above can be incorporated into probabilistic path planners to refine trajectories provided by humans. We propose utilizing Monte Carlo Sampling methods to estimate the risk of a trajectory given an estimate of the disturbances and the uncertainty in those estimates. The planner assumes that the stochasticity in the predictions uses the spatio-temporal variance estimates from the Gaussian Process (either the GP variance or the interpolation variance). These variances are used to generate a distribution of surfacing locations from a set of prior trials (or simulations). This distribution of surfacing locations is used to generate a transition function T (s |s, a), which describes the probability of moving to state s given we choose to take action a from state s.
The proposed planner uses the transition function described above to evaluate a number of candidate plans. The costs of the plans are given by a weighting of the risk obtained from the risk map and the deviation from the operator's initial trajectory of waypoints ξ 0 as described in Equation 1. The proposed planner sequentially examines each waypoint provided by the operator and checks all possible alternative waypoints. The cost values C are calculated for each possible action a that could be taken from initial waypoint s using the following rule:
where ∆D(s , ξ 0 ) is the deviation caused by adding state s to the trajectory and ∆R(s ) is the risk caused by adding state s to the trajectory. In the domains of interest, the actions in the above equation represent target waypoints (note that the actual waypoint reached will be different from the target waypoint due to the modeled disturbances). We discretize the possible target waypoints in the environment and then select the action with the lowest expected cost value. This process is then repeated for the next waypoint until the entire trajectory has been modified.
Given the appropriate uncertainty measures and the planning methods described above, we now have a framework to modify waypoints provided by the user. We would expect the transition models and risk maps to provide improvements in the reliability and safety of the resulting plan. The datadriven simulations in the following section will confirm this trend.
V. DATA-DRIVEN SIMULATIONS
We now present a validation of the proposed framework in the underwater monitoring domain in the Southern California Bight region where an autonomous underwater vehicle (AUV) is monitoring an oceanographic phenomenon with the help of a scientist. The simulations model a Slocum Glider [25] , which is a buoyancy-controlled AUV that moves at a speed of approximately 0.3 m/s. The scientist provides the glider with a series of waypoints, and the vehicle dives between the waypoints while using dead reckoning to determine when to surface. Due to its slow speed, the glider is highly susceptible to ocean currents, and it is often difficult to predict where exactly the glider will surface relative to the specified waypoint. The glider is in danger of running aground if it comes too close to land, and in addition, if the glider surfaces within a shipping lane, it becomes susceptible to collision with passing boat traffic.
The goal of these simulations is to determine the extent to which we can improve the safety of operation using the proposed learning and planning methods. In this domain, safety is measured by the probability of the underwater vehicle successfully completing its mission without coming too close to land or encountering a passing ship. The scientist provides the initial series of waypoints, and the proposed framework is then used to modify these waypoints to decrease the probability of collision while also minimizing the necessary deviation from the initial plan.
The simulations were performed on a single desktop PC with a 3.2 GHz Intel i7 processor and 9 GB of RAM. The simulations incorporate data from ocean currents provided the by the JPL Regional Ocean Modeling Systems (ROMs) [26] . The JPL ROMs system provides estimates of the ocean currents but not uncertainty in those estimates. The uncertainty in the ocean currents was determined using the interpolation variance as discussed in Section IV. The uncertainty learning portion of the proposed method took approximately 5 minutes to complete, and the planning portion completed in less than a second using a 40 × 40 discretized grid of possible waypoint locations. We note that the learning portion only needs to be run once per day, and many trajectories can then be refined using those uncertainty estimates.
Risk maps were generated for the simulation using historical Automatic Identification Systems (AIS) shipping data. AIS is a tracking system that mandates a large number of vessels in the United States (and other countries) to broadcast their locations information via VHF transceivers (see [25] for more details). We used historical AIS data collected over a period of five months (between January and May, 2010) in the region 33.25 degrees N to 34. 13 Fig. 3 : Example of improving the initial trajectory of waypoints provided by a scientist using the proposed learning and planning framework for data from April 24, 2013. The refined path avoids the riskier (lighter) areas and also remains in areas where the uncertainty of the ocean currents is low. The resulting path is safer and more reliable without deviating much from the initial waypoints given by the scientist. waypoints in the region, which correlates with the chance of hitting a passing ship. Figure 3 shows an example of how an initial trajectory was modified to reduce risk in the ocean monitoring domain, and Figure 4 gives a visualization of how changing the weighting value (α) affects the resulting trajectories. In this example, the human operator chooses to move the AUV into a risky harbor region to gather data. The algorithm then modifies this trajectory to preserve the intent of gathering data in the harbor while also avoiding the high-risk shipping lanes and the most dangerous areas of the harbor. We also see that the estimates of the ocean currents are more certain in the areas traversed by the modified trajectories. Effectively combining these two types of information would require an expert operator capable of processing data in real-time. With the proposed system, the operator can choose the desired trajectory without any underlying knowledge of the risk and then have the system refine it for increased safety and reliability.
Finally, we provide quantitative evaluations of the deviation and risk tradeoff between a high (α = 1000) and low (α = 100) value of the weighting parameter. In Figure 5 , we see that the proposed methods provides trajectories that range from closely tracking the initial trajectory with high risk to loosely following the initial trajectory with lower risk. In some cases we are able to achieve up to a 51% reduction in risk while deviating from the path by less than 0.8 km.
VI. CONCLUSIONS AND FUTURE WORK
The results in this paper have shown that it is possible to combine waypoints provided by a human operator with historical data to improve the operation of autonomous vehicles in scientific monitoring scenarios. We have proposed Bayesian learning techniques that allow for uncertainty in predictions to be incorporated into the final trajectory, and we have integrated these uncertainty estimates into a probabilistic planning framework. The resulting framework allows for reduced risk of collision for an autonomous Fig. 4 : Initial trajectory and set of suggested trajectories using different weightings between deviation and risk. Higher weighting of risk leads to safer paths at the cost of deviating from the initially specified trajectory.
glider performing an ocean monitoring task with input from a human operator. By integrating feedback from the user into an algorithmic planning framework, we have effectively improved the safety and reliability of autonomous vehicle operation. This paper opens up a number of avenues for future work at the intersection of human-robot interaction and autonomous path planning. One promising avenue is the development of lifelong learning approaches that allow trajectories specified by the human operator to be stored to improve trajectory generation for future plans. In addition, it may be beneficial to change the ordering of the waypoints to improve the safety of the trajectory. The incorporation of re-ordering into our framework is fairly straightforward; however, it would require additional metrics to determine the deviation penalty from the scientist's original path. Ulti- mately, we believe that techniques like the one proposed here will improve the efficiency of scientific data collection and allow us to gather data about phenomena that were previously outside the reach of scientific investigation.
