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The Magnus effect very small in magnitude induced side moment has combined computational BRL in recent years to in particular and for p been very successful in this paper iii an sYtan'i has long been the nemesis of shell designers. Although on the order of 1/lOth the normal force, this spina significant destabilizing effect on projectiles. A and experimental research program has been ongoing at develop a predictive capability for the Magnus effect rojectile aerodynamics in general. This effort has the supersonic regime. The research to be reported in ion of this affart into tho transonic rogimo. Utilia 
ABSTRACT (Continued)
ing the time marching, thin-layer Navier-Stokes computational technique developed at NASA Ames Research Center, solutions have been obtained for a spinning, 6-caliber long, ogive-cylinder-boattail shape at Mach = 0.91 and angle of attack = 2°. The computed results predict the correct development of the Magnus force along the body, and comparisons between the computation and experiment are very favorable. Details of the flow field solution such as turbulent boundary-layer velocity profiles and surface pressure distributions are presented. The components which contribute to the Magnus effect are determined and presented as a function of axial position. A complete set of aerodynamic coefficients have been determined from the flow field solutions. Those to be presented here and compared with experimental data include the normal force and Magnus force coefficients. The computations for this research effort were obtained both on a CDC 7600 computer and Cray IS. The results of this research effort provide the first computations of the Magnus effect at transonic velocity and represent a significant new computational capability for predicting the aeroballistics of shell. The accurate prediction or experimental determination of projectile aerodynamics is of significant importance to the shell designer and ballistician. The shell designer requires accurate aerodynamic data for the overall development of new shell. The ballistician is concerned with the development of aiming data and therefore relies heavily on accurate aerodynamic data. Experimental costs have skyrocketed in recent years and have contributed significantly to overall system development costs.
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Computational techniques are beginning to show promise as a means to alleviate or at least temper these rising development costs by providing relatively low cost computer analysis of new designs. As computer technology increases and machines become faster with larger memory, the use of computational methods in design becomes more of a reality.
The means to compute projectile aerodynamics for all Mach number regimes covered by a given projectile in its flight history has been an area of research actively pursued by the Aerodynamics Research Branch of the Ballistic Research Laboratory.
Early work had focused on the supersonic flight regime and, in particular, on the accurate prediction of the Magnus force. The Magnus force, which is very small in magnitude (on the order of 1/10 the normal force), is a critical parameter in determining the dynamic stability of shell. The Magnus force is generated by a spin-induced distortion of the boundary layer; therefore, correct modeling of the viscous/inviscid interation is critical for accurate computations.
The work of Sturek et. al.^ has shown that accurate results in the supersonic regime can be obtained for ogivecylinder projectile shapes. This technique involved separate computations of the turbulent, viscous boundary layer and the outer inviscid flow field. As the projectile shapes were generalized to include boattails, more sophisticated computational techniques had to be employed.
These new methods, which solved the thin-layer Navier Stokes equations, were successfully applied to ogi ve-cylinder-boattail shapes by Sturek and Schiff.^'^ The solution of the Navier-Stokes equations allows for the simultaneous computation of the viscous/inviscid flow field and thus provided the basis for good Magnus force prediction. A region of critical aerodynamic behavior occurs in the transonic regime, 0.90 < M < 1.15, where aerodynamic coefficients have been found to increase by as much as 100%. This flight velocity regime is both experimentally and computationally difficult.
Thus, only a small amount of experimental data are available for design studies and only limited computational studies have been made. An initial attempt to develop a computational capability suitable for Magnus prediction at transonic velocity was made by Nietubicz, et. al** whereby the thin-layer Navier Stokes computational technique was applied to standard and hollow projectile shapes at zero degrees angle of attack. Computational results were also obtained for non-spinning projectiles at angle of attack^ however, limitations of computer resources (CDC 7600) became apparent. The computational results obtained by Deiwert,^ on the ILLIAC IV, indicating the complicated flow pattern which exists on a boattailed afterbody, demonstrates the capability of the Navier-Stokes codes given sufficient computer resources. In this paper, recent results are presented for Magnus force computations using the Cray IS computer.
Comparisons are made with earlier CDC computer results and are further compared to some limited experimental data. A brief discussion of the numerical technique is included.
II. GOVERNING EQUATIONS AND COMPUTATIONAL TECHNIQUE
The Navier-Stokes equations solved here make use of the thin-layer approximation.^ That is, the viscous terms are neglected in both the longitudinal and circumferential directions.
The viscous terms are retained, however, in a direction nearly normal to the surface where large flow field gradients exist. This formulation retains the momentum equations in all three coordinate directions.
The retention of the three momentum equations allows for the computation of separated flow and thus differs significantly from boundary layer assumptions.
The equations solved here are written in a generalized coordinate system. This allows a wide variety of body shapes to be computed using the same basic numerical technique. The notation for the physical and transformed coordinate systems are shown in Figure 1 . The three-dimensional, transformed, thin-layer Navier-Stokes equations, written in nondimensional, strong conservation law form are^
The general coordinate transformations are defined as As mentioned earlier, these equations are written in transformed coordi nates; therefore, the various body shapes are introduced through determination of thermal conductivity, K; based on body diameter. Re; of the metric terms ^^, r\^ C^. etc.
These terms are formed by a combination of the derivative terms x , y^, z^, etc., and, together with the transformation Jacobian, allow for variable body geometries. Thus, one of the first steps in performing a computation is the generation of a computational grid which provides the x, y, z points for the metric determination. These points are determined prior to the computations and are not changed with time. Examples of the computational grid used in this study are shown in Figures 2  and 3 . A two-dimensional slice of the overall grid is shown in Figure 2 . The upstream, downstream and outer flow field computational boundaries extended approximately 18 body diameters from the body surface. At this distance the flow f^eld should be uniform and the imposed boundary conditions are considered valid. Figure 3 shows an expanded view near the body. The clustering of grid points near the body surface is required in order to resolve the viscous components of the flow field near the body surface. Due to the lack of sufficient computer storage, judicious use must be made of the limited grid points available.
In regions where the viscous effects are not predominant and the flow field changes slowly, the grid points are sparse. Additional grid clustering is used in the longitudinal direction where flow field gradients are expected.
The two-dimensional grid shown in Figure 2 was rotated about the body axis in 10-degree increments for the Cray computations (20-deqree increments for the CDC 7600) in order to obtain the three-dimensional grid required for computations at angle of attack.
The wake was modeled by extending the boattail for approximately two calibers (X/D -7.8), turning the grid line parallel to the model axis and extending it to the downstream boundary.
As mentioned in the introduction, the Magnus effect is produced by a spin induced distortion of the boundary layer.
The computation must therefore be fully three-dimensional since no plane of symmetry exists.
The boundary conditions used for the computations are:
(1) inner boundary, body surface aerodynamic coefficients. mis optinnbm [" "° Pinurp 9 shows a comobtainedS previously for an axisymmetric "'^P^JJ^^^"v",^7"7id%ons^^^^^ of Tfll t'e'^hretdten^tonal" sl's^rnXate grid resolution is achieved.
A primary purpose of this research effort is the development of a capability for ?he prediction of aerodynamic coefficients and, in particular, the capability to compute the Magnus effect.
As noted, the Magnus effect is a viscous phenonena associated with the spinning projectile.
Therefore, in order for a computational technique to predict this effect, it must adequately compute the longitudinal and circumferential wall shear stress for the spinning projectile at angle of attack. The experimental determination of the u, V, and w velocity distribution is especially difficult at transonic velocities. Although no experimental data are available for comparison, the computed circumferential velocity distributions are shown in Figures 10 and 11 for X/D = 4.22 and X/D = 5.50, respectively. A significant asymmetry can be seen in the velocity distributions at 4) = 90° and 270°.
At ()) = 90° cross-flow velocity caused by the angle of attack is in the same direction as the wall velocity.
At cj. = 270°, the outer cross-flow velocity opposes the wall velocity.
The circumferential velocity of profiles at (}> = 0° and <{) = 180° are equally affected by the surface spin. Figure 11 shows the velocity distribution at a station midway on the boattail. The circumferential velocity distribution at (}) = 90° and ^ = 270° has changed significantly from that shown in Figure 10 . On the boattail, the decreasing body diameter results in the surface velocity decreasing in magnitude. However, the boundary-layer thickness in this region increases and the effect of surface spin is seen to persist further out.
B. Pitch Plane and Magnus Coefficients
An integration of the pressure and viscous forces has been carried out in order to determine the aerodynamic coefficients. The sign convention used for the coefficients is shown in Figure 12 .
The results in Figures 13-17 are' plotted as a function of longitudinal position and thus show how the force develops over the length of the projectile. Figure 13 is a plot of the normal force coefficient and shows the rapid increase in normal force which occurs on the ogive portion of the projectile.
The cylinder portion should produce no significant additional normal force; however, the computation indicates a slight increase in normal force here.
The reversal in the direction of the force on the boattail can be clearly seen as the accumulated normal force decreases over the length of the boattail.
The experimental normal force coefficient, indicated by the circle, shows very good agreement with the computation. The spin rate of typical artillery shell is of the order of 300-500 rev/sec.
As mentioned previously, the Magnus effect results from a spininduced distortion of the viscous boundary layer which occurs for artillery shell at angle of attack.
Previous studies^'^ have shown that the Magnus effect consists of the sum of the boundary-layer displacement effect (asymmetric surface pressure distribution) plus the viscous wall shear stress contributions T = \i{-r-) and x, = y(-^) . The development of all three com-X My'y=o <|) My'y=o ^ ponents of the Magnus force are shown in Figures 14, 15, and 16 , respectively, as a function of longitudinal position. Both the longitudinal and circumferential_components (Figures 14 and 15 ) are seen to be of the order of 10"^ and 10 ^, respectively. The pressure component (Figure 16 ) is of the order 10~2. The dominant component of the transonic Magnus effect is, therefore, seen to be the boundary-layer displacement effect, Cyn .
Additionally, the ^^w largest portion of the total Magnus effect is seen to develop on the boattail where the viscous boundary layer reaches its maximum thickness. This is the same qualitative behavior reported by Sturek, et al^*^ for supersonic flow. The total Magnus force, Cy, and its components Cy^j (longitudinal shear stress), Cy" (circumferential shear stress), and Cyp (pressure) are shown in Figure 17 . The total Magnus force can be compared with the experimental data whereas the components are shown to indicate the relative magnitude of each. Considering the small magnitude of the Magnus force and the agreement achieved for the normal force, the quantitative agreement between the computation and experiment is regarded as very good.
The experimental Magnus force measurements were obtained in a wind tunnel not specifically designed for transonic flow and are considered to be of good qualitative value but of questionable quantitative value. Additional computations at various transonic Mach numbers and reliable experimental data are required before a full assessment of the computational technique can be made. This first result, however, for predicting the Magnus effect at transonic velocity is considered very encouraging.
VII. SUMMARY
The research effort presented in this paper is part of an overall program to develop a sophisticated predictive capability for projectile aerodynamics. The pacing requirement for this capability is the determination of the Magnus force in the transonic flight regime.
An implicit finite difference code, which solves the unsteady thin-layer Navier-Stokes equations, has been applied to a projectile shape at a = 2.0°, M = 0.91.
The solution was marched in time until a steady-state result was obtained. Computations were first performed on a CDC 7600 using a finite difference grid of 21,600 points and required 7.78 hours of computer time. Increased grid resolution with faster computational speed per grid point was obtained by performing the computation on a Cray IS vector computer.
The computations have been compared to experimental surface pressures and aerodynamic force coefficients.
The circumferential velocity distribution, presented for two axial locations, showed the significant interaction between the cross-flow velocity resulting from angle of attack and the body-surface velocity.
Experimental velocity profile data, which are very difficult to obtain for a spinning model at transonic speeds, are required to fully assess the computational results. The normal and Magnus farce coefficients have been shown to be in good quantitative agreement with experimental data. The individual components of the Magnus force have additionally been presented and indicate qualitatively good results. The need for additional grid resolution or adaptive grid techniques'^ have been identified as a further requirement to achieve more accurate predictions.
Good quality experimental, transonic Magnus data is also required for future code validation. 
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