Fast and robust vision-based road detection in an unstructured environment is very challenging. In this paper, we focus on vanishing-point (VP) detection in unstructured roads and propose a responsemodulated line-voting method based on a contourlet transform, followed by a voter selection process for VP detection. We first adopt the contourlet transform to estimate the dominant vector for each pixel, including orientation and its relevant response. The estimated dominant vector is then selected by a novel select function to retrieve approximately 40% of the pixels with a reliable dominant vector in the image to vote. Unlike previous methods, this method takes into account the magnitudes of response of the pixels to improve the efficiency of the voting process by suppressing possible interference by extreme and strong textures. The pixels are given a moderate response to vote. Finally, for situations where the road texture is likely to be selected as a criterion for voting by the line-voting scheme, we use this simple and fast scheme to vote for the VP. We conduct experiments on a public dataset of 1,003 different types of natural road images as well as on our own dataset of 400 such images. The results demonstrate that in our dataset, the proposed method is comparable to and outperforms the state-of-the-art methods.
I. INTRODUCTION
Automatic driving technology has been studied for many years. A vital part of it is detecting both well-paved roads and unstructured roads, which are usually in an area with many variations in color, illumination, texture, and weather conditions. Research shows that human vision is selective, acquiring information by efficiently distinguishing small amounts of important information from large amounts of visual stimulus [1] . Researchers are exploring how to give computers a similar ability to human visual perception in order to filter out redundant external signals and effectively represent the infinite information of nature. The use of brain studies and cognitive science in topics, such as the role of visual attention on decision-making and temporal pattern recognition of the lateral temporal lobe, have proven effective for developing computer simulations, particularly in the fields of computer The associate editor coordinating the review of this manuscript and approving it for publication was Wenming Cao . vision and image understanding [2] , [3] . Neurophysiological studies show that the visual cortex of primary mammalian has a sparse coding mechanism that can retrieve basic characteristic by a simple cell. [4] .
Consequently, vision-based road detection by an efficient image information detector is an important research topic for autonomous driving technology. Over the past few decades, numerous methods have been proposed for detecting wellpaved roads, but their application on unstructured roads has not worked well or has even failed. Therefore, researchers in recent years have gradually paid more attention to specialized algorithms to deal with the more challenging unstructured roads. A popular research topic has become the detection of a road's vanishing point (VP), a set of lines in the image plane that corresponds to a set of parallel surface lines in the 3D world space. These lines converge to a common point in the image space [5] and can be used for road following or for guidance through segmented or unstructured roads, an important part of automatic driving technology. For a straight road segment, as is shown in Figure 1 (a) , the vanishing point is obtained as the intersection point of the lines that characterize the lane. For a curved road as shown in Figure 1 (b) , the vanishing point is approximated by the lane borders, boundaries, and other features within the vicinity of the vehicle [6] .
In this paper, we propose a novel algorithm to detect the VP in images of roads of various conditions, especially unstructured roads. Specifically, we propose first a contourlet texture detector (CTD) to speed up detection of pixels. The pixels with reliable dominant vectors are retrieved and used for vanishing point estimation. In addition, the magnitudes of the reliable dominant vectors of the retrieved pixels are then modulated by a response-modulated line-voting (RMLV) scheme to give each pixel a proper voting weight. The scheme uses an adaptive filter to eliminate the extreme magnitude of the small number and a modulator to repress the relatively salient magnitude of pixel vectors. All the modulated reliable pixels will later vote for the VP by the ling-voting scheme. In contrast to previous texture-based methods, which do not use the response magnitude, we take the texture response of the road pixels into account. This enhances the effect of the real texture to increase detection robustness while effectively suppressing road-independent texture responses. Reliable modulated voters with strong texture responses that are irrelevant to the image of the road are less likely to be selected as voters to the candidate VP than are reliable modulated voters relevant to the road image according to the line-voting scheme. Voters whose orientation is the same as that of the orientation of the line defined by candidate VPs and voters will use the line-voting scheme. The detected VP in the image is the candidate with the most votes.
The rest of this paper is organized as follows. We first review some relevant studies in Section II. The proposed CTD is described in Section III. The proposed vanishing point detection method is then detailed in Section IV. We evaluate the performance of the proposed algorithm in Section V. Finally, we draw some conclusions in Section VI.
II. RELATED WORK
Generally, there are two types of road images: structured roads and unstructured roads. An image of a structured road has distinctive edge contrast and can be divided into regions according to color contrast, texture distribution, or some other priori-known information. Because of these features, existing VP detection algorithms for structured roads can be classified into two main categories: edge-based and region-based. Edge-based methods, for example, that of Wang et al. [7] , used the spline model; Rother [8] used Gaussian sphere mapping; Tuytelaars et al. [9] used the cascaded Hough transformation; and Liu et al. [10] designed a model motivated by a biological visual cortex for road detection. Other effective ways to find road boundaries and markings are B-snake [11] , Hough transform and K-means [12] , or steerable filter banks [13] , [14] . More recently, Ding et al. [15] used the estimation envelopes of vertical lines to group straight lines by a path perspective triangle and line-length limits. Li et al. [16] proposed a priori-known dark-based image segmentation method. Wu et al. [17] segmented a road image by a line segment detector [18] . Region-based approaches [19] - [21] have classified the environment mainly by searching for similar structures and repeating patterns to determine the VP. In recent years, Alvarez et al. [22] proposed a machine learning-based method that used 3D road cues to learn and update the road region discriminator. Wang et al. [23] proposed a road boundaries region estimation-based method that was robust at detecting shadows and complex environments.
However, the above approaches failed to handle such sophisticated situations as unstructured roads with ruts, tire tracks left by vehicles, or complex road environments, blurred edges, and similar coloring. Those situations hamper the detection of apparent road cues. To deal with road images with intricate information, many specialized unstructuredroad methods have been proposed. Huang et al. [24] proposed a hue, saturation, and value space and road feature-based method. Lookingbill et al. [25] proposed an optical flow and self-supervised learning method to determine the drivable region. Alvarez et al. [26] used a convolutional neural network for road scene segments. Li et al. [27] used a backpropagation neural network that learned color features to classify the pixels and heuristically fit the boundaries of the lanes. Those methods were either not robust enough or were time consuming in practice.
To better deal with complicated unstructured road images, textural cues can be used to detect the VP. The basic premise behind this method is that the textures in the image appear to converge into the VP. Accordingly, a Gabor filter is used to estimate the texture information to detect the Rasmussen [5] used 72 oriented Gabor filter banks to precisely estimate the orientation of each pixel and adopted a global hard-voting scheme to vote for the VP. The pixels of the image were first filtered by the Gabor filter banks, and the orientation corresponding to the pixel with the maximal response was chosen as the dominant orientation of that pixel. Then the VP of the road was the pixel with the most votes as selected by each pixel. However, the global hard-voting scheme favored the uppermost pixel in the image, and the voting process was redundant. To overcome the drawbacks of the hard-voting scheme, Kong et al. [28] proposed a confidence-rated function to select the candidate voters and a soft-voting scheme to take into account the distance and the orientation between voters and the Miksik [29] expanded the Gabor wavelet into a linear combination of Haar-like box functions to speed the voting process, albeit with a loss of accuracy. To select voters with reliable texture orientation, Moghadam et al. [30] used the joint activities of only four Gabor filters to estimate the dominant orientation of each pixel by an optimal local dominant orientation method. Shi et al. [6] proposed a particle filter to reduce misidentification probability and computational complexity. In relation to the Gabor filter banks, Kong et al. [31] proposed a new generalized Laplacian of a Gaussian (gLoG) filter as a substitute for Gabor filter banks. Their filter was more accurate in estimating the texture information. Yang et al. [32] improved the Weber local descriptor [33] to obtain salient representative texture and orientation information about the road area. Our previous work proposed a contourlet based information processing mechanism of a vision nerve cell [1] . To improve the accuracy and time consumption of the previously discussed methods, we propose a texture-based RMLV method to estimate the dominant vector by a contourlet transform followed by a voter selecting process, a response modulation process, and a linevoting scheme to implement fast and robust VP detection.
III. CONTOURLET TEXTURE DETECTOR
This section describes our CTD, which consists of two major steps: (1) estimation of the dominant vector, including dominant orientation and its relevant response; and (2) detection of pixels by the dominant vector.
A. DOMINANT TEXTURE VECTOR ESTIMATION
A contourlet transform [34] , in contrast to a wavelet transform, is known as an accurate feature extraction method with directionality and anisotropy, and it exhibits desirable orientation selectivity and spatial locality. The performance value in detecting the image by contourlet transform was proven by our former work, which proposed a contourlet-based information processing mechanism of a vision nerve cell [1] . The contourlet transform uses a Laplace pyramid frame and iterated directional filter banks (DFBs) to implement multiscale and directional decomposition and reconstruction of an image. Figure 2 shows a two-level multiscale and multidirectional contourlet decomposition process using a combination of a Laplace pyramid and a DFB. In the first level, the image is first decomposed into a relatively low-frequency subband and a relatively high-frequency subband by a See-May Phoong, Chai W. Kim, P. P. Vaidyanathan, Rashid Ansari (PKVA) wavelet filter. Then, the relatively high-frequency subband is decomposed into 2 n directional subbands by the DFB using the PKVA wavelet filter. In the second level, the relatively low-frequency subband in the first level is fed into the second level iteratively after down-sampling. The subsequent operations are the same as those of the first level. The decomposition of the remaining levels can be completed by the same process as that used in the second level. by the contourlet transform. Images can be decomposed into 65 subbands, where ω is the scale from a central lowfrequency subband to surrounding relatively high-frequency subbands (ω = 0, 1, 2, 3, 4). The ϕ is one of the 16 texture orientation numbers of each subband; the sequence of the orientation numbers is shown in Figure 3 (b). This leads to a superb frequency and orientation selectivity and can be reconstructed by a process that is the reverse of the process shown in Figure 3 .
In this study, we used the contourlet transform to estimate the dominant texture vector at each pixel, including the dominant orientation and its relevant response. To estimate the dominant orientation φ(p) and its corresponding response E(p) at each pixel location p(x, y) in the image, the gray image I (p) was decomposed by a four-level contourlet decomposition process. Consequently, as shown in Figure 3 (b), the image I (p) was decomposed into one scale of the lowest-frequency subband S 0 (the central black square in Figure 3 (b)) and four scales and 16 orientations in each scale of relatively high-frequency subbands S (ω,ϕ) ) (ω = 0, 1, 2, 3, 4, ϕ = 1, 2, . . . , 16). This would maintain a multiple resolution on scale and orientation for the texture in the image. To ensure a reliable estimation of texture response E (ω,ϕ) for each subband S (ω,ϕ) with orientation number ϕ if the edge of each subband S (ω,ϕ) is aliased with adjacent subbands, we chose the middle angle as the texture orientation for the corresponding subband. For each texture orientation number ϕ, we have
where φ ϕ is the real texture orientation for the texture orientation number ϕ. For example, as shown in Figure 3 (b), the subband S (4, 5) , where ω = 4 and ϕ = 5, had the real texture orientation φ 5 = (5 − 0.5) × 180 •
16
= 50.625 • . Eventually, we obtained subband S 0 and 64 subbands S (ω,ϕ) with the texture orientation φ ϕ .
The texture response E φ ϕ (p) for each pixel p(x, y) of each texture orientation φ ϕ was the reconstruction of the subbands S (ω,ϕ) of different scales with the same texture orientation (the response of subband S 0 and subband S (ω,ϕ) of the other texture orientation was set to 0). From the reconstruction process, we have
where C −1 is the reconstruction process of the contourlet transform as the reverse of the process shown in Figure 2 . Thus, we have decomposed each pixel p of the image into 16 texture orientations with angle φ ϕ (p) and a corresponding absolute response |E φ ϕ (p)|. Considering the aliasing effect between subbands, a texture orientation number of the pixels through contourlet transform greater than 16 would not maintain a reliable estimation of each subband. From the frequency spectrum of the filters, the subband decomposition of 32 orientations is narrower and steeper than the subbands with 16 orientations. Consequently, the subbands of 32 orientations are more coefficient in the transition zone, leading to more inaccuracy coefficients in the subbands of 32 orientations. Thus, a texture orientation number of decomposition greater than 16 has less accuracy coefficients according to the aliasing between subbands and is more coefficient in the transition zone. Moreover, if a texture orientation number of the decomposition is less than 16, it would not guarantee a good angular resolution of texture orientation for each pixel, which is further discussed in Section V. The vector of each pixel p at texture orientation φ ϕ is defined as
where φ ϕ (ϕ = 1, 2, . . . , 16) is the texture orientation, and
is the vector with the strongest texture response |E φ d (p)| and its relevant orientation φ d .
B. DETECTION OF PIXELS
In earlier methods, to accurately select pixels with reliable orientations, the pixel that was chosen as the candidate VP voter had an orientation corresponding to the strongest response across all orientations with high confidence. The candidate VP voter could also be chosen from pixels with orientations summed by two linearly independent pseudo vectors whose orientation was the orientation of the two strongest responses and whose two responses were the difference between the two strongest responses and other responses individually. However, this caused considerable time consumption without ensuring the accuracy of the orientation.
To overcome these drawbacks, we propose a novel detection method on each pixel. Each pixel whose vectors, adjacent to the dominant vector, has an approximate response to the dominant vector will be considered as the unreliable pixel. The remaining pixels will be considered as reliable pixels with reliable dominant vectors.
The detect function of each pixel p is defined as
where V φ d (p) is the dominant vector at pixel p, V φ (d±1) mod 16 is the left and right vectors adjacent to the dominant vector. When the ratio of the difference between the dominant vector and the left or right adjacent vectors to the dominant vector is less than T , the pixel p is considered as an unreliable pixel and will be eliminated from the set of voters. T is set to 0.3 experimently, which will maintain a better pixel selectivity and guanrantee the remaining pixels have enough information to the image for voting process. From the detect function, we have
where I CTD (p) is the detected pixels by CTD, which will be chosen as a reliable voter to vote for the VP. Figure 4 compares various reliable pixels obtained by Kong et al. [28] Gabor based detector, Yang et al. [32] modified Weber local descriptor, and our CTD. The previous methods, especially Kong's method, contained more pixels irrelevant to the real texture. An improvement on this, VOLUME 7, 2019 our detected method eliminated the most pixels without apparent texture information and that contained little important image information. The extreme texture information that could interfere with the voting process will be eliminated by our proposed response modulate method introduced in section IV. Thus, we can use fewer pixels with different orientation as the voters, saving much time.
IV. VANISHING POINT DETECTION METHOD
In this section, we describe our VP voting method, which consists of two steps: (1) response modulation of the dominant vector of detected pixels; and (2) VP voting. Figure 5 shows an overview of the framework.
A. RESPONSE MODULATION OF RELIABLE VOTER
The previous voting scheme does not directly adopt the response of each pixel because that could lead to worse results if a high response in parts of the image is unrelated to the road area. To deal with this problem, we further modulated the response of the reliable dominant vector to eliminate the strong influence of extreme texture in the image.
The response |E R (p)| of the reliable dominant vector is first normalized to the range of 0 to 1 and divided into 256 intervals. Then, the number of the response |E R (p)| in each interval is counted.
The modulation progress can be defined as follows:
where N stands for the maximum statistical number of each interval. |E R (p)| 0.8N denotes the median response with statistical number 80% of N, and |E R (p)| 0.2N denotes the median response T % of N , which is larger than the response with statistical number N . To retain more road clues here, and as a tradeoff between keeping valid texture and removing noise, T is set to 20, experimentally, which is discussed further in Section V. The response |E R (p)| larger than the response |E R (p)| N with maximum statistical number was modulated by two steps: (1) the response |E R (p)| larger than |E R (p)| 0.2N was set to 0, which effectively removes the interference by extreme texture unrelated to the road with small numbers of selected pixels; and (2) the response |E R (p)| larger than |E R (p)| 0.2N and less than |E R (p)| 0.8N was set to |E R (p)| 0.8N . This can, to some extent, suppress the influence of the large response providing a moderate response to vote on. Figure 6 (b) shows that as a consequence of the modulation process, a street sign with extreme texture in contrast to the rest of the image is removed, and the remaining strong texture related to the road is appropriately modulated to gain a fast and accurate result in the voting process. Using the process above, we can achieve pixel p (CTD,M ) with a reliable dominant vector, with its orientation and modulated response, to vote for the VP according to the voting scheme introduced in Section IV. Figure 7 shows an example of the histogram of the modulated response for the image in Figure 6 (a) . From the histogram, we can see that almost 4×10 4 pixels were eliminated. The nearly 40% remaining pixels will vote for the VP, which greatly saves time.
B. VANISHING POINT VOTING
After the modulation of the response, the reliable modulated voters p (CTD,M ) can be used to vote for the VP in an adopted line-voting scheme. The previous method [28] took the voters closely oriented to the candidate VP into account to slightly improve the accuracy of the VP detection. However, this cost much more time than did the line-voting scheme. The simple line-voting scheme allows all the voters with the same orientation to the line defined by voters and candidate VP vote, regardless of the distance between the voters and the candidate VP. In contrast, the distance-related voting scheme caters to the locally strong off-road texture.
Consequently, as is shown in Figure 8 , in the line-voting scheme, when pixels with strong responses irrelevant to the road in the image are less likely to be selected as voters than pixels relevant to the road, all pixels in the image will be voted by the selected voter introduced above according to their response and orientation. Eventually, the pixel with the maximum accumulated responses is treated as the estimated VP.
V. EXPERIMENTAL RESULTS AND ANALYSIS
To assess the performance of the proposed VP detection method, we tested the method on 400 road images downloaded from the Internet using Google Images and from a well-known public road image dataset [31] , consisting of 1003 images. The images vary in color, illumination, texture, and surrounding weather conditions. All images were normalized to the size of 256 × 256 because the contourlet transform can decompose only square images. To evaluate the performance of the algorithm, we invite 20 volunteers aware of the concept of the VP to manually mark the location of the VP based on their perceptions. We use a median filter to calculate the median of the manually marked vanishing point (for x and y coordinates) as the initial ground truth position. To remove the effect of the subjectivity of each individual in marking the vanishing point, the five farthest manually marked positions from the initial ground truth position are removed. The ground truth is calculated as the mean of the other 15 locations. Figure 9 and Figure 10 show a variety of images from our dataset and the public dataset, including structured roads, unstructured roads, and roads with various illuminations and weather conditions. Each image is overlaid with its estimated VP, shown as a red dot.
The first, third, and fifth rows are outputs of the proposed approach (black dots are the ground truths and red dots are the estimated VP locations) and the second, fourth, and sixth rows are the voting maps. The images show that the proposed method successfully estimates each VP through a single image.
We compare our approach with some state of the art texture-based vanishing point detection methods such as Rasmussen [5] , Kong et al. (Gabor) [28] , Kong (gloG) [31] , Moghadam et al. [30] , Yang et al. [32] , respectively. Figure 11 shows some images with estimated vanishing points in many challenging unstructured road images. We can see that compared with our proposed method, the other methods cannot deal well the images having ambiguous texture in front of the road or images with little or complicated and multidirectional textures, such as roads with ruts and vehicle tire tracks. The possible reasons are that the contourlet, tasked with transforming and selecting the texture to be the reliable voter, effectively filters out much of the dominant texture from the image. The proposed RMLV scheme can unleash the important influence of the comparatively salient texture in the road. Furthermore, we evaluate the performance of the proposed VP detection approach quantitatively. For this comparison, we adopt the normalized Euclidean distance proposed in [30] to measure the estimation error between the detected VP and the ground truth manually determined through the perspective of human perception. The normalized Euclidean distance is defined as
where P v andP v are the ground truths of the VP and the estimated VP, respectively. Diag(I ) = √ 2 × 256 is the length of the diagonal of image. The width of the road in the image is 256 and the resolution is 256 × 256. The closer the NormDist is to 0, the closer the estimated VP is to the ground truth. A NormDist greater than 0.1 is set to 0.1, which is considered to be a failure of the corresponding method. To evaluate the performance on our own dataset and on the public dataset, the methods were implemented on a core i7-6700 3.4 GHz computer using MATLAB. Table 1 shows the numerical results in terms of the mean error and the mean running time (in seconds) for our dataset obtained by the various methods. It is clear that our proposed method outperforms all the other VP detection approaches; is much faster than the methods of Rasmussen, Kong (Gabor), and Kong (gLoG); is comparable with that of Moghadam and Yang; but is slightly more expensive than the Moghadam method in computation time. Table 2 shows the numerical results in terms of the mean error and the mean running time (in seconds) for the public dataset obtained by various methods. It can be seen in the Table that our proposed method outperforms Rasmussen's and Moghadam's VP detection approaches; is much faster than that of Rasmussen, Kong (Gabor), and Kong (gLoG); is comparable with that of Moghadam and Yang; but is slightly more expensive than Moghadam's method in computation time.
For in-depth analysis and a detailed comparison, we evaluated the methods by putting the normalized distance NormDist into an 11-bin histogram, as shown in Figure 12 and Figure 13 . The y-axis shows the percentage of the entire dataset in each histogram bin, and the x-axis shows the normalized distance error (NormDist).
The histogram shows that, in our dataset, our proposed method has the lowest percentage of failure cases. For all the images, 48 (12%) had a normalized Euclidean distance error NormDist greater than 0.1. Image numbers for each of the methods are as follows: Rasmussen, 118 images (29.5%); Kong (Gabor), 57 images (14.25%); Kong (gLoG), 57 images (14.25%); Moghadam, 114 images (28.5%); and Yang, 60 images (15%). For a NormDist error of less than 0.01, image numbers for each of the methods are as follows: Rasmussen, 60 images (15%); Kong (Gabor), 90 images (22.5%); Kong (gLoG), 111 images (27.75%); Moghadam, 75 images (18.75%); and Yang, 75 images (18.75%). In contrast, our proposed method, with 100 images (25%) has a normalized distance error (NormDist) of less than 0.01.
The Figure 13 shows that, in the public dataset, our proposed method has the highest percentage of error NormDist in [0, 0.01). For all the images, 185 (18.35%) have a normalized Euclidean distance error NormDist in [0, 0.01). Image numbers for each of the methods are as follows: Rasmussen, 65 images (6.48%); Kong (Gabor), 175 images (17.55%); Kong (gLoG), 138 images (13.76%); Moghadam, 78 images (7.77%); and Yang, 160 images (15.95%). For a NormDist error of greater than 0.1, image numbers for each of the methods are as follows: Rasmussen, 662 images (66%); Kong (Gabor), 160 images (15.96%); Kong (gLoG), 209 images (20.84%); Moghadam, 400 images (39.89%); and Yang, 210 images (20.94%). In contrast, our proposed method, with 383 images (38.27%) has a normalized distance error (NormDist) of greater than 0.1.
We investigate the decomposing level of orientation as mentioned in Section III. By selecting different levels of 8,16, and 32, the mean error and mean running time on our dataset and public dataset are shown in Table 3 . When selecting 8 level, the mean error in the two datasets are 0.036485 and 0.060152, respectively. When selecting level 32, the mean error in the two datasets are 0.034851 and 0.058467, respectively. Obviously, the mean error when selecting 16 level is smaller than the other two levels (8 level and 32 level). In addition, although the mean time is little bit faster than the other two when selecting 8 levels, the mean running time of the three levels are all at a real-time running time. Therefore, the mean error is more important and the decomposing level of orientation is 16 in our experiment.
Furthermore, we investigate the role of the parameter T as mentioned in Section IV. By setting T to different values, the mean error on both datasets are shown in Table 4 . When T is set to 20, it means that the extreme texture with a statistical number less than 20% of N is set to 0. It can eliminate the possible noise from strong textures. When T is set to other values in either dataset, the error increases. 
VI. CONCLUSION
We have proposed a novel framework for VP detection in a single image for unstructured roads based on a contourlet transform. The contourlet transform is an accurate and fast texture estimation approach for achieving real-time VP detection. The images are first estimated by the contourlet transform to determine the dominant vectors of each pixel. Then, the algorithm uses the selection step of the pixels to reduce the computation cost and maintain stability in the voting process. The response of the dominant vector of selected pixels is further modulated to eliminate the influence of extreme textures in the image and give the pixels a moderate response to vote on. After the modulation process, all the pixels in the image are voted on by the selected and modulated pixels according to a line-voting scheme. Pixels with the maximum number of votes are considered as the estimated VP. Furthermore, a series of quantitative and qualitative analyses was conducted using a set of natural images downloaded from Google Images and from a public roads dataset. The proposed method was comparable to and outperformed the state-of-theart VP detection methods in terms of time and accuracy for both our own and the public datasets. However, the proposed method may have difficulties in identifying whether or not an extreme texture is interference. In future work, this problem may be addressed by deep learning methods or by a method that can classify image textures into road and background noise.
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