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Introduction
The study of cosmic γ-ray sources is one of the most recent and exciting fields
of research of modern astrophysics. The emission of γ rays is related to the
most violent and powerful phenomena in the Universe and provides a unique
way to probe extreme physical environments.
Astrophysical sources of high-energy γ rays (photons with energies above 10
MeV) have long been hard to identify. Only four of the 25 γ-ray sources in the
second COS-B catalog (1981) had identifications, and over half the 271 sources
in the third EGRET catalog (1999) had no associations with known objects
at other wavelengths. The difficulty of finding counterparts of high-energy
γ-ray sources was due the large positional errors in their measured locations,
a result of the limited photon statistics and of poor angular resolution of the
γ-ray instruments as well as the bright diffuse γ-ray emission from the Milky
Way.
A major step forward for detection and identification of high-energy γ-
ray sources came when the Fermi Gamma-ray Space Telescope was launched
on 2008 June 11. Fermi is an international space mission that is studying
the γ-ray sky covering the energy range from 10 keV to more than 300 GeV.
It carries on board two instruments, the Gamma-ray Burst Monitor, that is
mainly devoted to the study of the Gamma-Ray Bursts, powerful explosions
in the cosmos that originate intense flashes of high-energy photons, and the
Large Area Telescope (LAT), a pair conversion telescope based on advanced
detectors for High Energy Physics that is the main Fermi instrument.
The optimal performances of the Fermi -LAT in terms of angular resolu-
tion and sensitivity allow studying the 100 MeV to ∼300 GeV γ-ray sky with
unprecedented detail. During the first 2 years of mission it discovered a num-
ber of γ-ray sources one order of magnitude larger than those detected by
EGRET during its 9 years of activity. Almost 70% of detected sources were
associated with objects known in other wavelengths. By now, the Fermi -LAT
instrument has discovered about one thousand of extragalactic objects (Active
1
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Galactic Nuclei – AGN – of different classes), more then one hundred γ-ray
pulsars (evenly divided between young radio-loud pulsars, young radio-quiet
pulsars and radio-loud MSPs), and a handful of other Galactic sources, such
as SNRs, HMXBs and globular clusters. In spite of the application of ad-
vanced techniques of identification and association of the LAT sources with
counterparts at other wavelengths, the source uncertainty (ranging from 1 to
3 arcmin) prevents the association of ∼40% of the LAT sources. While greatly
improved over the degree-scale uncertainties of previous instruments, these po-
sition uncertainties are still inadequate to allow identifications based solely on
positional coincidence.
Thus, understanding the nature of the γ-ray unidentified sources is one of the
most important open questions in high energy astrophysics.
The purpose of my Ph.D. work has been to pursue a statistical approach
to identify unassociated γ-ray sources. To this aim, we implemented advanced
machine learning techniques in order to classify sources, based on all the avail-
able γ-ray information about locations, energy spectra and time variability.
The results from our analyses have been used for selecting targets for AGN and
pulsar searches and planning multi-wavelength follow-up observations. In par-
ticular we have focused on the search of possible radio-quiet millisecond pulsar
(MSP) candidates in the sample of the Fermi -LAT unidentified sources. These
objects have not yet been detected but their discovery would have a formidable
impact for our understanding of the MSP γ-ray emission mechanism.
The thesis is organized as follows.
In Chapter 1 we give a brief review of the main issues regarding γ-ray astro-
physics, focusing on our knowledge on the γ-ray Universe before the launch of
Fermi.
In Chapter 2 we give an overview of the procedure developed by the LAT col-
laboration to construct the Fermi -LAT source catalogs.
In Chapter 3 we discuss my first personal contribution within the Fermi -LAT
collaboration to determine likely source classifications for the unidentified γ-ray
sources in the first Fermi -LAT catalog using the Logistic Regression algorithm.
This is a machine learning technique that uses identified objects to build up
a classification analysis, yielding the probability for an unidentified source to
belong to a given class based on its γ-ray properties.
In Chapter 4 we describe in detail our analysis devoted to the classification of
sources in the second Fermi -LAT catalog. First, using the most recent γ-ray
source catalog, we implemented a refined Logistic Regression analysis aimed
at discriminating γ-ray pulsars and AGNs, the two most numerous classes
of γ-ray sources. Second, we developed a more advanced machine learning
technique, the Artificial Neural Networks (ANNs). These two classification
techniques have never been applied for this purpose in astronomy. Finally, af-
2
Introduction
ter comparing the results obtained by our classification algorithms, we present
the development of a complex neural network architecture in order to distin-
guish the pulsar and AGN subclasses.
In Chapter 5 we describe our multi-wavelength analyses of three radio-quiet
MSP candidates selected by our classification algorithms. Multi-wavelength
studies allow us to select the most probable counterparts of the putative radio-
quiet MSP. Blind frequency searches for γ-ray pulsations from these unidenti-
fied sources can be efficiently run on much smaller sky area of the precise posi-
tions of their probable counterparts. Moreover, we describe a multi-wavelength
study of an interesting fast-moving radio-quiet γ-ray pulsar, PSR J0357+3205,
and its unusual “trail”.
The Conclusions section summarizes the main results and provides perspec-
tives future developments.
Appendix A is dedicated to an overview of the Fermi mission and to its main
instruments, in particular to the Large Area Telescope, which is compared to
its predecessor EGRET.
In Appendix B we describe in detail the theory of machine learning algorithms
we have implemented and applied to classify γ-ray unidentified sources.
Appendix C contains likely source classification for the unidentified sources in
the second Fermi -LAT source catalog on the basis of their γ-ray observables
using the advanced artificial neural network developed and discussed in the
Chapter 4.
Appendix D contains two papers we have published on astrophysical journals
about the analyses of the X-ray emission from two isolated neutron stars, the
Central Compact Object RX J0822-4300 and the Magnetar SGR 0418+5729.
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Chapter 1
The gamma-ray Universe before
Fermi
Gamma-ray astrophysics is presently one of the most interesting and exciting
fields of research for several reason. The emission of γ rays is related to the most
violent and powerful phenomena in the Universe and provides a unique way to
probe extreme physical environment characterized by the presence of intense
magnetic fields and high energy particles. The γ-ray energy band extends from
100 keV up to multi TeV energies, making it the most energetic portion of the
electromagnetic spectrum. Because Earth’s atmosphere absorbs γ rays it is
necessary to put detectors at high altitude using balloons or satellites such as
Fermi Gamma-ray Space Telescope (Fermi). At energies above 100 GeV it is
possible to use the atmosphere itself as a detector to study the electromagnetic
showers of the Very High Energy (VHE) γ rays from the ground. This is the
basic concept of the ground γ-ray Cˇherenkov telescopes like MAGIC, HESS,
VERITAS or CANGAROO or large arrays like MILAGRO.
Gamma rays are extremely useful messengers since they are neutral, so
that they are not deflected by cosmic magnetic fields (as happens e.g. for
cosmic rays), and extremely energetic, so that they are unlikely absorbed by
cosmic matter (as happens for photons of lower energy). The Universe is
largely transparent to γ rays and each γ-ray points directly back to its source.
Thanks to these characteristic γ rays permit to observe and study high energy
cosmic sources extremely distant, up to z ∼ 5, that act as natural engines
accelerating particles up to extremely high energy.
The study of cosmic γ rays is extremely important for different research
fields, including Cosmology, Particle Physics and the search for Dark Matter.
In this Chapter a review of the status of our knowledge about the γ-ray sky
in the energy range of Fermi is presented, with an overview of the classes of
γ-ray objects known before the launch of Fermi happened on June 11, 2008.
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1.1 Gamma-ray astronomy
The development of the γ-ray astronomy have been carried mainly in the
last decades, when the techniques to observe the high-energy Universe was
developed. Three important facts explain why it was so hard develop specific
techniques to observe the γ-ray sky:
Figure 1.1: Representation of the atmosphere opacity for different wavelengths.
• As shown in Figure 1.1, the Earth’s atmosphere is opaque to high-energy
photons. At sea level, the atmosphere is 1033 g/cm2 thick, this im-
plies that an high-energy photon incident from the zenith can reach
ground level without interacting electromagnetically with a probability
of ∼ 10−10. Even at mountain altitudes, where the atmosphere is thin-
ner, the probability that an high-energy photon can survive to ground is
negligible. Only a detector above the atmosphere (satellite or balloon)
can detect primary cosmic γ rays.
• The flux of γ rays from astrophysical sources is quite low and decrease
rapidly with increasing energy. For example, the Vela pulsar, a very
bright γ-ray object, has a flux equal to ∼ 10−5 photons cm−2 s−1 inte-
grated above 100 MeV, i.e. about 1 photon cm2 each day. This implies
that a critical problem to detect a γ-ray source is the sensitivity, we need
6
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detectors with a large effective area. A satellite-based detector is too
small to detect enough photons above about 100 GeV, this implies VHE
γ-ray astronomy can be performed using only ground-based detectors,
which reconstruct the energy and the direction of γ rays from the study
of their electromagnetic showers in the atmosphere.
• The flux of high-energy charged cosmic rays is much larger (a factor 3
higher in the energy range 100 GeV - 400 TeV) than the flux of γ rays.
This large cosmic-ray background has to be rejected in order to study
the γ-ray sources. Therefore, detectors have to be able to distinguish
efficiently cosmic rays from γ rays.
There are two detector techniques, the satellite-based techniques and the ground-
based techniques, this is the detection strategy of the Air Cˇerenkov Telescopes
(ACTs) and of the Extended Arraw Shower Detectors (EASDs). Satellite ex-
periments can operate until ∼300 GeV, otherwise ground-based experiments
until ∼50 TeV.
1.1.1 Explorers of the gamma-ray sky
In the 1950s, works by Hayakawa [95], Hutchinson [106] and especially by Mor-
rison [152] had led scientists to believe that a number of processes occurring in
the Universe would result in γ-ray emission. These processes included cosmic
ray interactions with interstellar medium, supernova explosions and interac-
tions of energetic charged particles with intense magnetic fields. However, only
in the 1960s the first cosmic γ rays were detected.
Since the interaction of photons with an energy above 10 MeV is domi-
nated by the pair production, all satellite-based telescope use a spark chamber
or layers of tracker/converter made with high Z foil to estimate the incoming
direction of the photons, a calorimeter to measure their energy and an antico-
incidence shield to reduce the background due to charged particles. The results
obtained with the first γ-ray space telescopes were affected by low statistics
and large systematic errors.
The first γ-ray space mission was Explorer XI in 1961 [117] and it detected
less than 100 photons uniformly distributed in the sky implying the presence of
a sort of uniform “γ-ray background”. Such a background would be expected
from the interaction of cosmic rays with the interstellar medium. The next
important step was the NASA Orbiting Space Observatory III (OSO III) mis-
sion in 1968 [118]. It detected about 600 photons concentrated on the Galactic
plane attributable to the γ-ray production in the Milky Way. The main detec-
tor used scintillators and Cˇerenkov detectors and was able to detect photons
above 50 MeV.
7
1. The gamma-ray Universe before Fermi
In 1969 and 1970 United States launched the Vela series spacecraft to detect
X rays and γ rays coming from the Earth or the Moon in order to determine
if Soviets were complying with the nuclear test ban treaty. While no atmo-
spheric γ rays were detected, they serendipitously discovered transient flashes
of radiation lasting in average of 10 ms to 10 s in random direction on the sky
named Gamma-Ray Bursts (GRBs) [115].
The SAS-2 observatory. The first satellite exclusively designed for a γ-
ray mission was the second Small Astronomy Satellite (SAS-2), launched in the
1972 [116]. SAS-2 carried a single telescope with a 32-level wire spark-chamber
covering the energy range from 20 MeV to 1 GeV and with an effective area
of 100 cm2. SAS-2 provided the first detailed information about the γ-ray
sky revealing a strong correlation between the diffuse radiation coming from
the Galactic plane and and the Galactic structural features and it was the
first satellite to detect the isotropic, apparently extragalactic, γ-ray emission.
Moreover, SAS-2 resolved the first point sources detecting a pulsed γ-ray emis-
sion from 3 sources, the Crab and Vela pulsars and Geminga, identified as a
pulsar more years later. A map profile along the Galactic plane obtained by
SAS-2 is displayed in Figure 1.2.
Figure 1.2: Distribution of high-energy (E>100 MeV) γ rays along the Galactic
plane observed by SAS-2. The SAS-2 data are summed from b=–10◦ to b=10◦.
The diffuse background level is shown by a dashed line [77].
The COS-B observatory. In 1975 the European Space Agency (ESA)
launched COS-B [195]. As SAS-2, COS-B carried a wire spark-chamber that
recorded the direction of the electron-positron pair created in thin Tungsten
plates and a CsI calorimeter that measured the energy of the charged parti-
8
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cles. The upper part of the instrument was surrounded by an anticoincidence
counter to assure that only neutral particles triggered the instrument. COS-B
was able to detect photons in the energy range between 30 MeV and 5 GeV.
The major result of the COS-B experiment was the creation of the first γ-ray
catalog [35] that contained about 25 γ-ray sources from the observation made
during the first three years of activity. The catalog included the Crab and
Vela pulsars, the molecular cloud ρ-Oph and the first extragalactic γ-ray ob-
ject, the Active Galactic Nucleus (AGN) 3C 273. The first full γ-ray map of
the Galactic plane obtained by COS-B is shown in Figure 1.3.
Figure 1.3: Gamma-ray map of the Galactic plane observed by COS-B in the
energy range between 30 MeV and 5 GeV [35].
The CGRO observatory. After a stop of about 15 years because of the
Space Shuttle Challenger disaster occurred in 1986, the NASA mission Comp-
ton Gamma Ray Observatory (CGRO) revolutionized our understanding of
the γ-ray sky because of the improved sensitivity with respect to previous
missions. The CGRO satellite was launched in 1991 and it carried four in-
struments, OSSE, COMPTEL, BATSE and EGRET, that covered an energy
range between 20 MeV and 30 GeV. The Oriented Scintillation Spectrometer
Experiment (OSSE) consisted of four NaI scintillation crystals and its main
objective was spectroscopy of cosmic γ-ray sources and solar flares in the en-
ergy range from 50 keV to about 10 MeV. OSSE measured the distribution
of the energy emitted from a number of γ-ray objects, studied nuclear lines
in solar flares, radioactive decay of nuclei in supernova remnants and matter-
antimatter annihilation taking place near the center of our Galaxy [109]. The
imaging COMpton TELescope (COMPTEL) was an imaging detector, its main
objective was to study active galaxies, supernova remnants and diffuse γ-ray
emission from giant molecular clouds in the energy range between 1 and 30
MeV [109]. The Burst and Transient Source Experiment (BATSE) was the
smallest instrument onboard CGRO. It was dedicated to monitor the full celes-
tial sphere for transient γ-ray phenomena such as Gamma-Ray Bursts (GRBs)
9
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and bursts from other cosmic sources (including solar flares from the sun) all
over the sky in the energy range from 20 keV to 1 GeV [109].
The EGRET observatory
The Energetic Gamma-Ray Experiment Telescope (EGRET) was the main in-
strument onboard CGRO and it was devoted to the highest energy ever ob-
served from the space, reaching the upper limit of E ∼30 GeV. EGRET was
a pair-conversion telescope, the conversion of the high-energy photons into
electron-positron pairs occurred in an upper stack of 28 Tantalum conversion
foils of an average thickness of 90 µm interleaved with spark chamber modules.
The spark chambers were filled with a gas mixture of neon, argon and ethane.
The direction of the radiation was determined by a time of flight coincidence
below the conversion chamber. The Total Absorption Spectrometer Calorime-
ter (TASC) was made of NaI, its thickness corresponded to about 8 radiation
lengths and enabled to determine photon energies from 20 MeV up to about 30
GeV [109]. An anti-coincidence scintillation dome surrounded the instrument
and it was able to distinguish a photon from a cosmic charged particle with
an efficiency of about 0.9999. EGRET had a solid angle acceptance of ∼0.15pi
and an effective area of 0.12 m2 at 1 GeV. The effective area decreased at
higher energies, partly because backsplash from the calorimeter could trigger
the anti-coincidence veto. The energy resolution was 9–12%, depending on
energy. The angular resolution was 3.5◦ at 100 MeV and it improved to 0.8◦
at 1 GeV and 0.35◦ at 10 GeV. The instrument was extremely sensitive, about
5 × 10−8 photons cm−2 s−1 with E > 100 MeV after 106 s of exposure. The
mission lasted for nine years and it revolutionized our understanding of the
γ-ray sky because of its better performances with respect to the previous ones.
During all the mission EGRET detected about 2 millions of photon with E >
100 MeV, allowing a detailed study of the Galactic and extragalactic diffuse
emission and of the point-like γ-ray sources.
As shown in Figure 1.4, the Third EGRET Catalog (3EG) [93] consists
of 271 sources (with E > 100 MeV): 6 pulsars (high-energy pulsed emission
from Geminga was detected [44]), 93 blazars (a subclass of AGNs discovered
to be a new class of γ-ray emitters [93]), one normal galaxy (the Large Mag-
ellanic Cloud) and a solar flare (the single 1991 solar flare). 170 γ-ray sources
detected by EGRET, about 60%, had not a clear association with a class of
objects known in a different wavelength and for this reason these “unknown”
objects were called unidentified sources. Since the association of a γ-ray object
with a source known in other wavelengths is primarily based on a positional
coincidence, the large number of unidentified sources in the 3EG is related to
the bad angular resolution of the γ-ray telescopes. Most of these objects may
be members of existing γ-ray source classes, such as pulsars or blazars, but
10
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Figure 1.4: Third EGRET source catalog, shown in Galactic coordinates.
The size of the symbol represents the highest intensity seen for this source
by EGRET [93].
some of them may be represent discovery space for new source classes. A map
of the γ-ray emission above 100 MeV obtained by EGRET is shown in Figure
1.5.
The AGILE observatory
On April 23, 2007 it has been launched the AGILE mission by the Indian
PSLV-C8 rocket from the Satish Dhawan Space Center SHAR, Sriharikota.
AGILE (Astrorivelatore Gamma ad Immagini LEggero) is a completely italian
high-energy astrophysics mission supported by the Italian Space Agency (ASI)
with scientific and programmatic participation by INAF (Istituto Nazionale di
AstroFisica), INFN (Istituto Nazionale di Fisica Nucleare) and several italian
universities. The main scientific goal of AGILE is to explore the γ-ray Universe
with a very innovative instrument combining a γ-ray imager (sensitive in the
energy range of 30 MeV and 50 GeV) and a hard X-ray imager (sensitive in
a energy range between 15 and 45 keV) [197]. The AGILE scientific payload
11
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Figure 1.5: Distribution of γ-ray photons above 100 MeV obtained by EGRET
telescope aboard the NASA Compton Gamma Ray Observatory. Credit:
EGRET Team.
is a small satellite composed by three detectors combined into one integrated
instrument, as shown in Figure 1.6. The first detector is the Gamma-Ray
Imaging Detector (GRID) that is sensitive in the energy range between 30
MeV and 50 GeV and it has a sensitivity compared to EGRET. The detector
consists of a Silicon Tracker (ST) providing the γ-ray imager that is based
on photon conversion into electron-positron pair and is composed by a total
of 12 trays. The first 10 trays are capable of converting γ rays into charged
particles by means of Tungsten converter layer positioned in the lower part of
the tray. Tracking of charged particles is ensured by high resolution Silicon
microstrip detectors positioned at the very top and bottom of the trays. Two
more trays are inserted at the bottom of the Tracker without the Tungsten lay-
ers. The energy of the particles produced in the Silicon Tracker is deposited in
the 30 CsI bars of the Cesium-Iodide Mini-Calorimeter (MCAL) and therefore
it contributes to the determination of the total photon energy. All the AG-
ILE detectors are completely surrounded by an AntiCoincidence (AC) System
with the aim of rejecting charged particles. It is constitutes by three plastic
scintillator layers and the signal is read by photomultiplier placed externally
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Figure 1.6: Scheme of AGILE detectors. Credit: AGILE Team
.
to the AC System.
The second detector of AGILE is the hard X-ray Imager (Super-AGILE )
placed on the top of the GRID and it is sensitive in the energy range between
15 keV and 45 keV. The Super-AGILE (SA) detector is a coded-mask system
made of a Silicon detector plane and a thin Tungsten mask positioned above
it. This detector is aimed at simultaneous X-ray and γ-ray detection of high
energy cosmic sources with excellent imaging capabilities.
The third detector is the Cesium-Iodide Mini-Calorimeter (MCAL). The
MCAL is part of the GRID but it is also capable of independently detecting
GRBs and other transient sources in the energy range between 300 keV and
100 MeV with optimal time capabilities [197].
The very innovative technology of the AGILE instrument allows it to have
an excellent imaging capability in the energy range of 100 MeV and 50 GeV,
a large Field-of-View (FoV) for both the GRID (FOV ∼2.5 sr) and the Super
AGILE (FoV ∼1 sr), larger by a factor of ∼6 than the EGRET ones, a good
sensitivity in the energy range of 30 MeV and 100 MeV, a very rapid response
to γ-ray transients and a good localization accuracy (∼15 arcmin at 400 MeV
for GRID). To date, AGILE has been detecting more than ten million of pho-
tons giving the opportunity to study in detail a lot of Active Galactic Nuclei,
Gamma-Ray Bursts and other transient objects on the Galactic plane, more
than 20 γ-ray pulsars and some Pulsar Wind Nebulae. One of the main impor-
tant results of the AGILE mission is the discovery of the γ-ray emission from
13
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Figure 1.7: Total AGILE-GRID count map in Aitoff projection and Galactic
coordinates, for energy above 100 MeV, accumulated during the period July
9, 2007-October 15, 2010. Credit: AGILE Team.
accreting binary systems, which was already supposed but never observed. Fi-
nally, despite the better performance of AGILE instrument with respect to the
previous ones, about 20% of the γ-ray sources in the first AGILE catalog [166]
have not a clear association with a source known in other wavelengths. A map
of the γ-ray emission above 100 MeV obtained by AGILE is shown in Figure
1.7.
Ground-Based Telescopes
The upper part of the γ-ray spectrum is presently investigated from the ground
by looking at the electromagnetic showers created when a high-energy γ ray (E
> 100 GeV) enters the atmosphere. The predominant radiation-matter inter-
action at these energies is pair production, when a high-energy γ ray enters the
atmosphere it produces a pair formed by an electron and a positron, they prop-
agate and produce photons via Bremsstrahlung initiating an electromagnetic
shower. The resulting electromagnetic cascade grows nearly exponentially as it
propagates through the atmosphere. The primary photon energy is distributed
among more and more particles until electrons and positron approach to their
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critical energy (∼80 MeV in air). At this point the ionization energy-loss
mechanism, that does not produce additional particles, becomes more impor-
tant then Bremsstrahlung. As a consequence, energy is lost from the shower
and the number of particles decreases as the shower continue to propagate.
The Extensive Air Shower Detectors (EADs) are large arrays that directly
detect the secondary particles from the showers induced in the atmosphere by
the interaction between high-energy γ rays and air molecules. Examples of
EADs are CYGNUS, CASA or MILAGRO.
The Air Cˇerenkov Telescopes (ACTs) detect the Cˇerenkov radiation pro-
duced by the secondary particles during their crossing of the atmosphere. Ex-
amples of ACTs are CANGAROO, HEGRA, STACEE, CELESTE, VERITAS,
MAGIC or HESS. In order to improve imaging capability and background re-
jection more telescope are arranged in arrays working in stereoscopic mode.
This is for example the case of HESS, CANGAROO, VERITAS and MAGIC.
The future of the ATCs is the Cˇerenkov Telescope Array (CTA), its exact
design is being studied and not yet precisely defined. The idea is to have a
large of number of mid-size telescopes, in order to achieve full sky coverage
it is planned to install two stations of several telescopes, one in the southern
hemisphere and the other in the northern one.
Ground-Based Telescopes can detect only the upper part of the γ-ray spec-
trum (E > 100 GeV). To date, it has been discovered more than 100 high
energy sources, belonging to the classes of pulsars and their nebulae, super-
nova remnants, γ-ray binary systems, star forming regions, starbursts and
active galaxies. Moreover, about 18% of the detected high-energy sources have
not a clear association with objects known in other wavelengths. A connection
between the results obtained by satellite-based and ground-based telescopes is
very important to study in detail the nature of the high-energy emission of the
most energetic sources in the Universe.
1.2 Gamma rays from the sky
The knowledge of γ-ray sources before the launch of the Fermi Gamma-Ray
Space Telescope (2008) came mainly from the experience of the CGRO exper-
iment and in particular from the results of the Third EGRET Catalog [93]. It
contained 271 sources (with E > 100 MeV) that can be divided into Galactic
and extragalactic objects with a significant contribution due to the Galactic
and extragalactic diffuse emission. The remaining 60% was not associated with
an astrophysical object known at other wavelengths. Since 2000, several au-
thors revisited the data of EGRET instrument because of the new discoveries
in the field of γ-ray astronomy. One of the main results of this re-analysis was
the production of a new catalog after a modified diffuse background subtrac-
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tion. The new 3EG (new Third EGRET Catalog) contained 23 new sources
and 121 3EG objects was not detected during the new analysis [101].
Galactic γ-ray sources are mainly compact objects, such as neutron stars
and their nebula or accreting black holes [184]. Supernova remnants (SNRs) are
cosmic objects which may be related to the cosmic ray acceleration. Structures
like shells that interact with Interstellar Medium (ISM) have been observed
with high resolution telescopes in the X-ray band and these sites have been
associated with shocks.
The main sources of extragalactic radiation are the Active Galactic Nuclei
(AGN), and in particular blazars, a subclass of AGN whose jet is aligned with
the line of sight. In the extragalactic Universe an important role is played by
transient sources like GRBs, that are shining flashes of radiation.
In addition, a diffuse γ-ray emission given by the contribution of two differ-
ent components, Galactic and extragalactic, dominates the entire high-energy
Universe. The Galactic one is thought to be related to the interaction between
cosmic rays and the matter in the Galactic disk; other side the extragalactic
one is probably given by the contribution of thousands unresolved extragalac-
tic point-like sources. Moreover, part of the extragalactic component may be
related with the decay of exotic particles in the Primordial Universe.
In the following, a review of the celestial γ-ray sources known before the
launch of the Fermi Gamma-Ray Space Telescope is given.
1.2.1 Diffuse gamma-ray emission
In Figure 1.5 is shown the map of the γ-ray sky (E > 100 MeV) based on
data taken by the EGRET instrument. It is evident that the diffuse emission
dominates the entire γ-ray sky with the highest intensity coming from the plane
of our Galaxy. The diffuse γ-ray emission can be divided in two components,
the Galactic diffuse emission, placed along the Galactic plane and coming
from our Galaxy, and the extragalactic diffuse emission, characterized by an
isotropic distribution in the sky.
Galactic diffuse emission
In 1968 was detected for the first time an emission of high-energy photons
coming from our Galaxy and not attributable to point-like sources. A detailed
map of the Galactic diffuse γ-ray emission was accomplished after the SAS-2
and COS-B observations between 1972 and 1982. About 90% of γ rays with
energies above 100 MeV detected by EGRET came from the Milky Way galaxy.
The Galactic diffuse γ-ray emission can be explained through the energetic
interactions between cosmic rays and the interstellar medium. Cosmic Rays
(CRs) are very high-energy particles, composed primarily of protons, atomic
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nuclei and leptons, and their origin is still a mystery. Once they are accelerated
up to relativistic velocities through not well known mechanisms, they move
through the interstellar medium where are trapped by the Galactic magnetic
field. The Galactic diffuse γ-ray emission is then produced via Bremsstrahlung,
if a high-energy electron is deflected by nuclei of the ISM, Inverse Compton
(IC), if a high-energy electron transfers part of its energy to a soft photon
coming from the stellar radiation, and pi0 decay, if a high-energy proton or
atomic nucleus collides an interstellar proton creating a neutral pion [153].
All these three type of interactions product γ rays and their spectra are very
different.
Detection of this diffuse γ-ray emission should give information about the
production and propagation of cosmic rays in the Milky Way galaxy. After
removal of identified galactic point-like sources, the Galactic diffuse emission
shows a structure that reflects the main features of the mass distribution in the
Galaxy known in other wavelengths. The study of the diffuse emission gives
information about spectra and intensities of CR species at distant locations and
allows to study CR acceleration in Supernova Remnants (SNRs) and other
sources and their propagation in the ISM. On the other hand, the Galactic
diffuse emission is a structured background source for point-like sources and
its accurate determination is essential in order to understand if an excess of
photon emission in a specific region of the sky is related to the existence of
a γ-ray source or to statistical fluctuation of the background and it is also
important for accurate localization of such source and its spectrum [102].
Extragalactic diffuse emission
An apparently isotropic, presumably extragalactic, component of the diffuse
γ-ray flux above 30 MeV was discovered by the SAS-2 satellite and confirmed
with EGRET. The low sensitivity and the poor angular resolution of EGRET
did not allow an identification of this emission as the contribution of many
point-like sources.
The hypothesis on the origin of the extragalactic γ-ray background emission
were various, from the most conservative, such as the summed contribution of
thousands of unresolved AGNs, to more exotic, such as the contribution of the
annihilation from exciting particles which came from some unknown processes
that took place in the primordial Universe. Other explanations involve parti-
cles deriving from extension of the Standard Model to supersymmetric particles
(SUSY), which can contribute substantially to the Dark Matter content of the
Universe and that can be found in the Galactic halos.
The extragalactic diffuse γ-ray emission is well described by a power law
with index 2.1 ± 0.3 over EGRET energies and it is consistent with the aver-
age index for blazars detected by EGRET, which lends some support to the
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hypothesis that the isotropic flux is from unresolved AGN sources [190].
Diffuse emission has also been observed from the Large Magellanic Cloud
(LMC), characterized by a flux consistent with production by cosmic rays.
1.2.2 Active Galactic Nuclei and Blazars
In the Universe there are billions of galaxies, which differ basically from their
morphology in the Hubble diagram. Galaxies are composed of stars and ISM
(gas and dust), which contribute in the total luminosity of the galaxy (for
Milky Way L ∼ 1011 L).
In the Forties, the American astronomer C. Seyfert discovered a new class of
galaxies, with intense emission from a star-like nuclei and with broad emission
lines, that are more than 103 km/s wide. This kind of objects are now called
Seyfert galaxies and later, together with other extragalactic sources such as
Quasars and BL Lac objects, they were associated with a new class of galaxies,
the Active Galactic Nuclei (AGNs) [185]. The observed luminosity of these
objects is extremely high (L ∼ 2 × 1046 erg/s), which corresponds to more than
about twenty Milky Way galaxies. Before CGRO telescope had been launched
in 1991, we observed the γ-ray emission of only one extragalactic objects,
the quasar 3C 273, detected by COS-B about thirty years ago [196]. Among
the high-energy objects detected by EGRET, a large fraction was associated
with AGNs and in particular with blazars [126]. Blazars are very powerful
objects characterized by variability, non-thermal emission at γ rays and a broad
multiwavelength emission that extend from radio to TeV.
According to current models, blazars are a class of AGN where the colli-
mated jet points directly toward the observer. The radiation is boosted by
the bulk Lorentz Factor and photons have been observed up to TeV energies.
Blazars are also characterized by high degree of polarization and by a variabil-
ity up to a factor of 100% on the order of a day. The emission above 100 MeV
is a significant fraction of the total luminosity and in flaring state the γ-ray
luminosity can exceed the luminosity in all other the energy bands by a factor
of ∼10 or more. The Spectral Energy Distribution (SED) is characterized by
a two peak component, one between radio and X rays, probably caused by
Synchrotron emission in the jet, and the other one in the γ-ray band, peaked
in the GeV energies. In Figure 1.8 is shown the SED of the blazars 3C 273
and 3C 279 containing also the EGRET observation [94].
In order to explain the different phenomenology among AGNs, we resort
to the current Unified Model of AGNs. According to the model, the engine
that powers the AGN emission is a supermassive black hole (M ∼ 108 M)
surrounded by an accreting disk that extends up to about 100 A.U. from the
central black hole [204]. The size of the accretion disk can also be inferred from
causality arguments by observing the typical variability timescale of an AGN.
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Figure 1.8: Spectral Energy Distribution of the quasar 3C 279 (left) and 3C
273 (right) [74].
Assuming a variability timescale of about 1 day and a redshift of about 0.1
this leads to an estimate of R ∼ 1010 km, i.e. about 100 A.U.. The accretion is
also connected to the presence of large jets where particles are accelerated up
to high energies. According to this model at greater distance from the center
there is a torus of matter extending from about 1.5 pc to 30 pc.
Between the accretion disk and the torus there are some fast-moving clouds
(v > 2000 km/s), that are illuminated by the central engine and originate the
emission lines observed in the AGNs spectra, that are widened because of
Doppler effect (Broad Line Regions) due to their motion around the central
supermassive black hole.
At greater distance from the supermassive black hole the model includes
some slow moving clouds which emit emission lines with narrower widening due
to lower speed (v < 2000 km/s). These clouds are the origin of the narrower
emission lines (Narrow Line Regions) observed in some class of AGN, e.g. the
Seyfert of type I.
According to the Unified Model we observe various classes of AGNs because
of the different angle under the AGN is seen as shown in Figure 1.9. Current
models for the γ-ray emission in blazars can be divided in two main classes,
the leptonic models and the hadronic models.
According to the leptonic models γ-ray emission is produced from the inter-
action of the accelerated electrons and positrons with the environmental soft
photons. The origin of these photons depends on the adopted scenario. The
Synchrotron Self Compton (SSC) scenario assumes the soft photons are emitted
directly by the same electrons and positrons in the jet via Synchrotron radia-
tion [133] . The External Compton Scattering (ECS) assumes the soft photons
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Figure 1.9: Scheme of the Unified Model for AGNs [204]. The observational
difference between AGN classes is due to a geometric effect.
originate in the thermal emission of the accretion disk and are injected into
the jet [72].
The hadronic models assume γ rays are created as a consequence of the
presence of accelerated protons, which do not radiate Synchrotron and can
be accelerated up to E = 1020 eV. At these extremely high energies become
possible processes of photoproduction of pions and electron-positron pairs. The
pions can decay into γ rays and leptons can cool via Inverse Compton and
produce γ rays [132].
Probably a realistic scenario contains both sets of processes and observing
γ-ray emission during flares can help to determine which contribution domi-
nates in each type of source.
Blazars compose the largest fraction of identified γ-ray sources detected
by EGRET, with 66 high-confidence and 27 lower confidence identifications
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according to the criteria adopted using the maximum likelihood method in
the Third EGRET Catalog [93]. For this reason we expect a large fraction of
EGRET unidentified sources, especially at high latitude (|b| > 30◦), may be
associated with blazars.
1.2.3 Gamma-ray Pulsars and Pulsar Wind Nebulae
A pulsar (PULSating StAR) is a rapidly-rotating neutron star, i.e. the stellar
remnant of a massive star (M > 8M) after its gravitational collapse, with a
very intense dipole magnetic field, which emits a beam of detectable electro-
magnetic radiation with observed periods ranging from about 1 ms to 10 s.
The period is observed increase in time. The radiation can only be observed
when the beam of emission is pointing toward the Earth. From timing mea-
surements, it is possible to estimate the strength of the magnetic field on the
surface of the star, the age of the pulsar and other physical parameters [198].
Pulsars were generally discovered in radio wavelengths, but they can emit
in all wavelengths of the electromagnetic spectrum, in particular the first two
γ-ray emissions from point-like sources were observed from the Crab and Vela
pulsars by SAS-2 [77]. The first radio pulsar was discovered in August 1967
by A. Hewish and J. Bell during a radio astronomy project [99]. By the end
of 2004 there were about 1500 radio pulsars detected, but only a few pulsars
have been observed to emit in optical wavelength essentially because of the
interstellar medium absorption, some tens of pulsars are known to emit in X-
ray band and seven pulsars were observed to emit in γ-ray energy band by
EGRET [93]. In Figure 1.10 the light curves of the seven γ-ray pulsars are
shown in different energy bands of the electromagnetic spectrum.
The γ-ray spectrum of pulsars are extremely flat showing a peak of emission
in the GeV (cut-off energy), above this energy the spectrum decreases very
quickly. Light curves of γ-ray pulsars are extremely regular showing one or
two peaks not always in phase among energy bands.
A neutron star has a radius of about 15 km, a mass of about 1.4 M (this
means an average density of about 1015 g/cm3) and a very intense magnetic
field with a strength at poles of order of 1012 – 1013 Gauss. There are other
classes of isolated neutron stars characterized by the lack of a steady radio
band emission and a very different strength of the magnetic field, with a value
of about 1010 Gauss for the CCO (Central Compact Object) [67] up to 1015
Gauss for the Magnetars [144]. Because of these objects do not emit γ rays
they will not be a matter of this thesis but, since we worked on these objects
during the Ph.D., the results of our analyses are explained in the Appendix D.
In describing the emission from pulsars, an analogy has been drawn with a
lighthouse. The light in the lighthouse is always on, but we can only see it when
the beam points in our direction. In this model of neutron stars, there is some
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Figure 1.10: Light curves in different energy bands of the seven γ-ray pulsars
detected by EGRET [93].
emission point on the surface of the star, producing a beam of radiation, like a
lighthouse beam. We can only see the radiation when the beam is pointed in
our direction. If we stay in one place, we will see the radiation appear to flash
on briefly once per cycle. The lighthouse nature of the pulsar mechanism has
an important consequence. The beam only traces out a cone on the sky. If the
observer is not on that cone, the pulsar will never be visible. Any given pulsar
will only be seen by about some per cent of the potential observers, depending
on the size of the light cone. This means that our galaxy contains many more
pulsars than we actually observe.
The emission mechanism may be related to the strong magnetic field that
neutron stars must have. Current models assume the magnetic axis of the
star is probably not aligned with the rotation axis. If the beam of radiation
is somehow collimated along the magnetic axis, we only see it when the beam
points in our direction. We may even see two pulsed as opposite magnetic
poles pass by.
The details of the emission mechanism are not clear. One possibility is
that the spinning magnetic field generate electric fields strong enough to re-
move electrons and positrons from the surface of the neutron star. These
charged particles are anchored to the magnetic field lines into a region called
magnetosphere where the plasma is forced to spin with the star inside a region
called light cylinder arranging themselves in order to have ~E · ~B = 0. The
previous condition prohibits particle acceleration, acceleration can occur only
in region near the magnetic poles, called vacuum gaps, in which ~E · ~B 6= 0 and
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the field lines are opened [102].
There are currently two types of theoretical models proposed to explain the
γ-ray emission of pulsars. The two models, Polar Cap and Outer Gap, differ
essentially for the different production regions of γ rays, as shown in Figure
1.11.
Figure 1.11: Schematic view of a pulsar with the polar cap and outer gap
beams.
According to the Polar Cap model, particles are accelerated at the magnetic
poles along open magnetic field lines near the neutron star surface by parallel
electric fields and induce pair cascades by either curvature radiation or Inverse
Compton (IC) radiation [64].
According to the Outer Gap model, primary particles are accelerated in
vacuum gaps in the outer magnetosphere and induce pair cascades through
γ–γ pair production [177].
The γ-ray observations of pulsars shown they can be divided in two cat-
egories, radio-loud pulsars, such as the Crab and the Vela pulsar, if also a
radio emission is detected, and the radio-quiet pulsars, such as Geminga, if
the radio emission is not detected. The radio emission mechanism of pulsars is
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still poorly understood, this is probably related to some coherent emission pro-
cesses. The detection of γ-ray pulsars those do not emit in the radio band tells
us that the γ-ray light cone is probably wider than the radio one. Because of
the identification of a γ-ray pulsar is primarily based on the periodicity and be-
cause of the little number of detected radio pulsar, we expect some unidentified
EGRET sources, especially those along the Galactic plane, may be associated
with pulsars and particularly to radio-quiet pulsars.
We know a different type of pulsar, the Millisecond Pulsars (MSPs). A
MSP is a pulsar with a rotational period in the range of about 1 and 10
milliseconds (this is the origin of their name), a weaker magnetic field (less
than 1010 Gauss) and their frequency decreases much slower in time. The
origin of millisecond pulsars is still unknown. The leading theory is that they
begin life as longer period pulsars but are spun up through accretion. For this
reason, millisecond pulsars are sometimes called “recycled” pulsars. MSPs are
very old pulsars (about 109 years) and are thought to be related to low-mass
X-ray binary systems. In these systems, X-rays are emitted by the accretion
disk of a neutron star produced by the outer layers of a companion star that
has overflowed its Roche lobe. The transfer of angular momentum from this
accretion event can increase the rotation rate of the pulsar to hundreds of times
a second, as is observed in MSPs.
MSPs are found near from us, because they are fainter than normal pulsars,
or in globular clusters, in according with the spin-up theory of their formation,
as the extremely high stellar density of these clusters implies a much higher
likelihood of a pulsar having a giant companion star. MSPs have been detected
in the radio and X-ray portions of the electromagnetic spectrum but one of
the γ-ray sources detected by EGRET has an high probability to be associated
with a MSP, this object would be the first MSP detected in the γ-ray band
[119].
The properties of MSPs are very different from those of normal pulsars, and
high-energy emission processes of MSPs are still unclear, but similar Outer Gap
[219] and Polar Cap [192] models have been proposed also for MSPs to explain
the non-thermal γ-ray emission. Both models predict that a large number of
MSPs may emit γ rays, this opens an interesting perspective for future γ-ray
missions, discover a new class of γ-ray emitters.
Pulsed emission represents only a little fraction of the total energy emitted
by a pulsar. The rapidly rotating, superstrong magnetic field of the spinning
pulsars accelerates charged particles of the magnetosphere to ultrarelativistic
speed, creating the pulsar wind. About 90% of the total energy emitted by a
pulsar is through the wind of high energy charged particles. The pulsar wind
streams into the interstellar medium, creating a standing shock wave, where it
is decelerated to sub-relativistic speed. In this region, ultrarelativistic charged
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particles interact and are confined by the ram pressure of the ambient medium
and by the magnetic field of the pulsar, setting up the Pulsar Wind Nebula
(PWN). Beyond this radius Synchrotron emission increases in the magnetized
flow.
The only PWN detected by EGRET was the Crab nebula [66] as an un-
pulsed component up to 10-20 GeV. The spectrum showed a Synchrotron emis-
sion with cut-off at around 100 MeV and an Inverse Compton emission above
100 MeV, its emission has been detected also at TeV energies. According to the
current models, lower energy emission in γ rays is due mainly to Synchrotron
emission from leptons from the pulsar relativistic wind, and the higher emis-
sion is due to Inverse Compton scattering produced by leptons and lower en-
ergy Synchrotron photons, Cosmic Microwave Background (CMB) or infrared
photons coming from the pulsar. Leptons are accelerated as results from in-
teraction between the pulsar wind and the nebula. It is also possible that γ
rays can be produced by interaction of hadrons in the pulsar wind with the
ambient matter can contribute to the observed spectrum, probably for younger
nebulae.
1.2.4 Supernova Remnants
Supernova remnants (SNRs) represent the relics of a supernova explosion, that
cause a burst of radiation that often briefly outshines an entire galaxy. They
are important because connected to the study of the late stages of stellar
evolution of high-mass stars (M > 8 M), of the properties of the explosive
nucleosynthesis and because of their interaction with the surrounding space,
that is contaminated and energized by the products of the supernova explosion.
The importance of SNRs in astroparticles physics is related to the origin
of the Cosmic Rays (CRs). Cosmic Rays, relativistic cosmic particle from
the space, have been studied since early in the twentieth century. To date, the
question about the origin of cosmic rays nuclei remains only partially answered,
with widely accepted theoretical expectations but incomplete observational
confirmation.
Theoretical models and indirect observational evidence support the idea
that CRs with energy below ∼1015 eV are produced and accelerated in the
Galaxy by SNRs. The main mechanism which is believed to be responsible for
the CR production is the shock acceleration, happening when the Supernovae
shell shocks interact with the interstellar medium. The shock mechanism is
an efficient particle accelerator up to very high energy (TeV energies) and in
the case of SNe on time scales of 103 – 104 years. The accelerated CR escape
from the SNR remaining trapped in the Galactic magnetic field. It has been
calculated that roughly 10% of kinetic energy of a SNR must be transferred
to CRs [101]. Observing charged particles, there is no possibility to directly
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observe the sites of their production, due to chaotic magnetic deviation. Cos-
mic rays interact with the interstellar gas and dust and photons, producing
γ rays. Photons are not deviated by the Galactic magnetic field and a direct
observation of the accelerator sites is then possible.
The low angular resolution of EGRET did not permit to resolve the SNR
structure and the study of different acceleration sites, for this reason many
questions are still opened.
During their explosion supernovae can accelerate protons and heavy ions to
high energies. The protons can interact in the interstellar medium, producing
cascades of secondary particles, such as neutral pions (pi0) that decay quickly
into γ rays. The heavy ions are radioactive and they decay, emitting γ rays.
Moreover, the electrons accelerated by the shock wave during the supernova
explosion can interact with the photons of the Galactic background radiation
and the radiation fields of the SNR (this process is responsible also for the X-
ray emission from the SNR) by the Bremsstrahlung and the Inverse Compton.
To date, it is not clear the leptonic and hadronic contribution by the various
spectral components observed for the γ-ray SNRs because of the not precise
measure of their spectra by EGRET.
1.2.5 Gamma-Ray Bursts
Gamma-Ray Bursts (GRBs) are the most powerful and most distant known
sources of γ rays. The brightest GRB at GeV energy is about 104 times brighter
than the brightest AGN. GRBs are intense flashes of γ rays, lasting from some
milliseconds up to hundreds of seconds and they are detected with a frequency
of about one GRB per day.
GRBs were discovered serendipitously in the late 1960s by VELA satellites,
a series of U.S. military satellites designed to detect covert nuclear weapons
tests, but their discovery was first reported in 1973. An advance in understand-
ing these mysterious objects occurred in 1991 with the launch of the Compton
Gamma-Ray Observatory (CGRO). The all-sky survey from BATSE onboard
CGRO, which measured about 3000 bursts, showed that they are isotropi-
cally distributed, as shown in Figure 1.12, suggesting a cosmological origin for
these objects [146]. Analysis of the distribution of the observed duration for
a large number of GRBs showed a clear bimodality, suggesting the existence
of two separate populations: a “short” population with an average duration of
about 0.3 seconds and a “long” population with an average duration of about
30 seconds [161]. Both distributions are very broad with a significant overlap
region in which the identity of a given event is not clear from duration alone.
Their spectra are very hard, with a peak of emission at some hundreds of keV,
they follow a power law characterized by a spectral index that vary during the
explosion.
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Figure 1.12: Angular distribution of 2704 GRBs detected from 1991 to 2000 by
BATSE. The colors differentiate the brightness of the bursts. Credit: NASA
The prompt γ-ray emission from a GRB is sometimes followed by a second
transient event called afterglow at energies with longer lasting emission in the
X rays, optical and radio. The first X-ray GRB afterglow was measured by the
BeppoSax mission (1996 - 2002). BeppoSax was a program of the Italian Space
Agency (ASI) with participation of the Netherlands Agency for Aerospace pro-
grams (NIVR). On 28 February 1997 BeppoSax detected the X-ray afterglow
from GRB 970228 [209]. This was the first accurate determination of the dis-
tance to a GRB and, together with the discovery of the host galaxy of 970228,
it proved that GRBs occur in extremely distant galaxies.
The questions about which type of celestial object can emit GRBs is still
unsolved. GRBs show an extraordinary degree of diversity. The near complete
lack of observational constraint led to a profusion of theories, including evap-
orating black holes, magnetic flares on white dwarfs, accretion of matter onto
neutron stars, hypernovae, rapid extraction of rotational energy from super-
massive black holes and fusion of two neutron stars or one neutron star and
one black hole of a binary system. There are at least two different types of pro-
genitors of GRBs: one responsible for the long-duration, soft-spectrum bursts
and one responsible for short duration, hard-spectrum bursts. The progeni-
tors of long GRBs are believed to be massive, low-metallicity stars exploding
due to the collapse of their cores (collapsar model) [142]. The progenitors of
short GRBs are still unknown but mergers of neutron stars is probably the
most plausible model (merger model). Both models suggest the final creation
of a black hole, surrounded by an accretion torus which realizes gravitational
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energy that feeds the explosion.
Figure 1.13: Schematic view of the fireball model for GRBs.
Several models have been developed in order to explain the γ-ray emis-
sion from GRBs. Probably the Fireball model (FBM), introduced by Piran in
1999 [165], is the most plausible one. The term “fireball” refers to an opaque
radiation-plasma ball (composed by electrons, positrons and γ rays) which
would expand relativistically. Two different types of shocks may arise in this
scenario. In the first case, the expanding fireball runs into external medium,
the ISM or a pre-ejected stellar wind. The second possibility is that even
before external shocks occur, internal shocks develop in the relativistic wind
itself. The model hypothesis is that γ-ray burst is due to internal shocks, while
afterglow is due to the relativistic expanding wind, which decelerates produc-
ing radiation of lower energy, going from X rays to optical and radio, as time
goes on [145]. A schematic view of the fireball model for GRBs is shown in
Figure 1.13.
1.2.6 Solar flares
The Sun, the star of our planetary system, has been known to produce γ rays
during its flaring period with energies greater than several MeV. This emission
was detected for the first time by the American satellite OSO-VII between
August 4 and 7, 1972. Subsequently, other missions were dedicated to the
study of the γ-ray emission by the solar flares but important results came
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from EGRET and COMPTEL telescopes onboard of the CGRO observatory,
which discovered that the Sun is a source of GeV γ rays.
Accelerated charged particles interact with the ambient solar atmosphere,
radiating high-energy γ rays via Bremsstrahlung (see. e.g., [170], [156]). Sec-
ondary pi± are produced by nuclear interaction and yield to γ rays with a
spectrum that extends to the energies of the primary particles. Protons and
heavy ions interactions also produce γ rays through pi0 decay, resulting in a
spectrum that has a maximum at 68 MeV and is distinctly different from the
Bremsstrahlung spectrum. The processes that accelerate the primary particles
are not well known, but stochastic acceleration through MagnetoHydroDy-
namics (MHD) turbulence or shocks ([79], [179]) are though to be the most
creditable mechanisms. Particles are accelerated in large magnetic loops that
are energized by flares, and they get trapped due to magnetic field, generating
γ rays ([130], [131]). However, it is not clear where the acceleration takes place
and whether protons are accelerated along with the electrons.
Figure 1.14 shows the extraordinary flare of June 11, 1991, detected by
the EGRET telescope. The contribution from electron Bremsstrahlung and pi0
decay are separately shown.
Figure 1.14: The extraordinary flare of June 11, 1991 detected by EGRET
telescope, which produces γ rays up to GeV energies. The contribution from
electron bremsstrahlung and from pion decay are displayed separately [74].
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Some models are proposed for production of γ rays from the Sun also in
quiescent state, e.g. from nuclear gamma decay of nuclei like 58Co, or from
microflares, already observed in UV and X rays but never seen in γ rays.
1.2.7 Dark Matter
To date, it is not known if dark matter can be a source of γ rays. As discussed
in Section 1.2.1, EGRET identified about 70 AGNs but probably an important
fraction of the extragalactic diffuse γ-ray emission is related to the emission
of unresolved AGNs. However, any remaining extragalactic diffuse emission
would be of great interest. It is thought that a fraction of the extragalactic
γ-ray diffuse emission could originate from the decay of exotic particles in
the primordial Universe. The energy spectrum of this component should be
different from the AGNs contribution. The difficulty in detecting γ rays from
dark matter is distinguishing which are produced by dark matter annihilations
from those generated by numerous other sources in the Universe.
This contribution could be related to the possible decay of supersymmetric
particles. Current models assumes the existence of the Dark Matter (DM) in
the halo of our Galaxy, this hypothesis is also sustained by the comparison
between the rotational curves of the spiral galaxies and the baryonic visible
matter, which tell us that the visible mass is not sufficient to explain the
rotational velocities of the stars in the spiral galaxies. Current theory sug-
gests that DM is composed by WIMPs (Weakly Interacting Massive Particles)
which are massive particles that do not emit or absorb light. Such particles
are predicted by supersymmetry, a theory that extends the Standard Model
of particle physics. According to supersymmetry, WIMPs act as their own
antimatter particles. When two WIMPs interact, they annihilate each other
and release secondary particles such as γ rays. Dark matter interacts much
more weakly than ordinary matter, but it is not spread out evenly through
space and should form clumps in and around galaxies.
The lightest supersymmetric particle is the Neutralino (χ) and it is per-
haps the most promising candidate for the WIMPs ([214], [87]). Although the
highest energy accelerators have begun to probe regions of supersymmetric
parameter space, the limits set at this time are not very restrictive. The mass
of the Neutralino particle can be constrained, in order to make up the overall
dark matter in the Universe. The required mass is in the range 30 GeV <
Mχ < 10 TeV, depending on the model chosen. If Neutralinos make up the
dark matter of the Milky Way, they can annihilate into the γγ final state giv-
ing rise to photons with unique energies, which are γ-ray lines depending on
the preferred channel. The signature would be spatially diffuse, narrow line
emission peaked toward the Galactic center. Figure 1.15 shows the predicted
signal from Neutralino annihilation into γγ, with an assumed mass of about 47
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Figure 1.15: Simulation of the signature of a galactic Neutralino annihilation
into γγ. The red line is the contribution from an AGN while the blue line is
the contribution of the particle relic [74].
GeV. While the signal would be the most spectacular of all possible indirect
signals, its rates are suppressed with respect to other Neutralino annihilation
channels. On the other hand, photons may also be produced in the cascade
decays of other primary annihilation products. In contrast to the line signal,
cascade decays produce a large flux of photons with a continuum of energies
detectable as an excess in the γ-ray flux.
1.2.8 Unidentified Sources
Only four of the 25 sources in the second COS-B catalog had identifications
[195], and over half the 271 sources in the third EGRET catalog had no as-
sociations with known objects in other wavelengths [93]. Since association is
primarily based on positional coincidence of possible counterparts known at
other wavelengths with a γ-ray source, a principal reason for the difficulty of
finding counterparts to high-energy γ-ray sources has been the large positional
errors in their measured locations, which are related to the limited photon
statistics, associated with a relatively small effective area, and poor angular
resolution of the γ-ray observations, e.g. EGRET detector had an angular
resolution of ∼ 5.8◦. Also the bright diffuse γ-ray emission from the Milky
Way is a limit in the procedure of association of γ-ray sources, only a very
detail knowledge of the model of the γ-ray emission of our Galaxy can help in
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distinguishing if an excess of γ-ray photons in a specific region in the Galactic
plane is related to a statistical fluctuation of the background or to the presence
of a γ-ray source.
Gamma-ray sources are tracers of the most energetic processes in the Uni-
verse, they are very exotic objects, characterized by very intense magnetic fields
and the presence of very high energy particles. For this reason, understand-
ing the nature of the γ-ray unidentified sources is one of the most important
open questions in high energy astrophysics. Gamma-ray unidentified sources
represent discovery space for new members of existing γ-ray source classes,
or new source classes. These sources should have an high value of the ratio
Lγ/Lλ, where Lγ is the γ-ray luminosity of the source and Lλ is the luminosity
of the source at lower energy. This makes them possible powerful accelerator
of particles.
Since pulsars and blazars represent the two most numerous γ-ray source
classes, the first suggested hypothesis was to associate the EGRET unidentified
sources with these two classes [140]. In particular, less than one third of these
are far from the Galactic plane, probably associated with blazars because extra-
galactic, with the remaining most likely within the Milky Way. Further works
suggest that many of these unidentified sources are associated with nearby
Gould Belt of star-forming regions that surrounds the solar neighborhood [85],
while apparently-steady sources are likely to be radio-quiet pulsars [92].
Among new γ-ray source classes, some of the unidentified EGRET sources
may be associated with Galactic microquasars. Microquasars are a subclass of
X-ray Binaries (XRBs) that show a jet of mild relativistic accelerated particles.
They are believed to be a binary system made up of a compact object, perhaps
a neutron star or a black hole, orbiting around a massive star. The jet of parti-
cles should be the basic of γ-ray emission both leptonic or hadronic scenarios.
The name microquasar have been proposed since they mimic on smaller scales
the phenomenology of the quasars, their investigation is believed to be much
important for the understanding of the AGN physics. Recently two micro-
quasars have been observed by the AGILE detector and some ground-based
satellites, the LS I +61 303 by MAGIC [18] and LS 5039 by HESS [17] both
shown in Figure 1.16. In both cases the orbital modulation of the γ-ray flux
have been observed.
To identify γ-ray sources, the study of the emission at other wavelengths
is crucial. One of the most significant example was the Geminga pulsar. In
that case, a search for pulsed emission using X-ray data led to find the charac-
teristic spin period of a neutron star. Gamma-ray observations confirmed this
pulsation and so Geminga was found to be a γ-ray pulsar.
The progress in finding the identity of all γ-ray sources are correlated to
the ability of new generation γ-ray experiments to localize γ-ray objects with
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Figure 1.16: Top: the microquasar LS I +61 303 observed by MAGIC [18]
in two states. Bottom: the orbital modulation of the LS 5039 microquasar
observed by HESS [17].
higher precision in order to find exactly the other wavelength counterparts.
In the end, the spatial, spectral and variability properties may provide
a framework that could allow to predict the expected source classes for the
sources that remain unassociated. Because of the limits of the EGRET detec-
tor, these information were not enough accurate to compare intrinsic properties
of the EGRET sources for both associated and unassociated populations, po-
tentially providing insight into the likely classes of the unidentified sources. An
increase of the performances of new generation γ-ray experiments will allow
to do it by using the properties of the associated sources to define a model
that describes the distributions and correlations between measured properties
of the γ-ray behavior of each source class. This model will be able to be then
compared to the γ-ray properties of each unidentified source in order to classify
some of them as likely members of one of these source types on the basic of
their γ-ray properties.
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1.3 Summary
In this Chapter the main issues regarding γ-ray astrophysics have been re-
viewed. The development of γ-ray astronomy have been carried mainly from
space and the last important mission was the CGRO observatory. It has rev-
olutionized and improved our knowledge about γ-ray Universe. A discussion
about the results found by EGRET and a review of the discovered γ-ray sources
have been presented.
Although the EGRET mission has allowed to improve our knowledge of
the γ-ray sky, many questions are still open. The Fermi Gamma-Ray Space
Telescope is a member of the new generation of γ-ray telescopes together with
AGILE, it was launched on 2008 and it is contributing in a decisive way in
several topics of modern understanding of the γ-ray Universe, from the study
of Galactic and extragalactic cosmic accelerators to the detailed investigation
of the diffuse emission and the nature of the unidentified sources.
The energy range of Fermi is guaranteeing the exploration of the energy
range between the EGRET upper limit and the lower limit of the ground-
based telescopes, a spectral window that would contain a lot of new high-
energy sources. Fermi is also complementary to the ground-based VHE γ-ray
instruments, so that inter calibration is possible and a more complete multi-
wavelength investigation is accomplished.
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The Fermi-LAT Source Catalogs
The Fermi Gamma-ray Space Telescope (a detailed description of the telescope
is reported in Appendix A) has been routinely surveying the sky with the Large
Area Telescope (LAT) since the mission began in 2008 August. The excellent
performances of the LAT in terms of deep and fairly uniform exposure, good
per-photon angular resolution and stable response, provide the best resolved
survey of the sky in the 100 MeV to 100 GeV energy range. For this rea-
son the LAT survey data provide a detailed characterizations for each γ-ray
source detected as for as localization, time variability and spectral shape are
concerned.
In this Chapter an overview of the procedure to construct the Fermi -LAT
catalogs will be given, we describe how it is established if an excess of γ-ray
photons in a region of the sky is related to a point-like source emission and how
this γ-ray source can be associated with an object known in other wavelengths.
The subject of this thesis is based on the study of the γ-ray point-like sources
presented in the Fermi-LAT Source Catalogs.
We will present the list of γ-ray sources detected by the LAT instrument
with a threshold likelihood Test Statistic (TS) greater than 25, corresponding
to a significance of just over 4σ, in the energy range between 100 MeV and
100 GeV, and their detailed characterization. This means that we will not
discuss the Bright Source List (BLS, [7]), that listed sources detected by the
LAT during the first 3 months of mission and characterized by a TS > 100,
nor the First Fermi -LAT Catalog of Sources above 10 GeV (1FHL, [199]), that
listed γ-ray objects with an energy greater than 10 GeV detected by the LAT.
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2.1 The First Fermi-LAT Source Catalog
(1FGL)
The data analyzed for the First Fermi -LAT Source Catalog (1FGL) were ob-
tained during the first 11 months of mission, between 2008 August 4 and 2009
July 4 [3]. Fermi is currently in an almost circular orbit at an altitude of
565 km, an inclination of 25.6◦ and an orbital period of 96 minutes. After an
initial period of engineering data taking and on-orbit calibration [5], the ob-
servatory was put into sky-scanning survey mode in which the normal to the
front of the instrument (z -axis) is ±35◦ above and below the rocking orbital
plane on alternate orbits. In this way, after 2 orbits, corresponding about 3
hours, the sky exposure is almost uniform. For particularly interesting targets
of opportunity, the observatory can be inertially pointed.
In order to limit the contamination from albedo γ rays from interactions of
cosmic rays with the upper atmosphere of the Earth, which is a very bright γ-
ray source [202], a cut on zenith angle (angle between the foresight of the LAT
and the local zenith) at 105◦ was applied for the construction of the catalog.
During the survey, observations are nearly continuous, although a few data
gaps are present due to operational issues, special calibration runs, or in rare
cases, data loss in transmission. This results in a total live time of satellite dur-
ing this period of about 245.6 days, which corresponds to an absolute efficiency
of 73.5%. Most of the inefficiency is due to readout dead time (9.2%) and to
time lost during passages through the South Atlantic Anomaly (∼13%), which
is responsible for the nonuniformity of the exposure (about 30% difference
between minimum and maximum).
Onboard the satellite there is a first analysis of the data. Immediately the
data are filtered and analyzed reconstructioning and classifying each detected
event [22]. In reconstructing the events from the hits in the LAT, various cuts
are made classifying the events on the basis of probability that they result
from photons and the quality of the reconstruction. The events are then sep-
arated into various event classes, each class is characterized by its own set of
instrument response functions1. For the construction of the catalog, the class
with the least residual contamination from charged particle background events
is chosen.
The instrument response functions (IRFs) – effective area, energy redis-
tribution, and point-spread function (PSF) – use the analyses derived from
Monte Carlo simulations of the LAT, which were calibrated before [22] and
after [171] the launch using the event-selection criteria corresponding to the
chosen event classes. After these analyses, only the events with energy above
1see http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/
Cicerone_Data/LAT_DP.html
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100 MeV were selected for the construction of the catalog because below 100
MeV the effective area is relatively small and strongly dependent on energy and
because at low energy the width of the PSF increases (scaling approximately
as 0.8◦(E/1GeV)−0.8).
After these cuts, the data set contains 1.1 × 107 events with energies above
100 MeV. The Figure 2.1 summarizes the data set used for the construction
of the catalog: it shows the γ-ray intensity map for energies above 300 MeV.
The map is dominated by a dramatic increase of the brightness of the γ-ray
sky at low Galactic latitudes.
Figure 2.1: Aitoff projection in Galactic coordinates of the sky map of the
LAT data detected during the first 11 months of mission. The image shows
γ-ray intensity for energies above 300 MeV, in units of photons m−2 s−1 sr−1
[3].
2.1.1 Construction of the catalog
A fundamental input to the construction of the catalog is a detailed model
for the diffuse γ-ray emission. As explained in the Section 1.2.1, the diffuse
emission can be divided in two components: the Galactic diffuse emission,
related to the interaction between cosmic rays and interstellar gas and pho-
tons, and the extragalactic diffuse emission, related to the isotropic unresolved
emission of extragalactic sources. In addition, also residual charged particle
background, i.e. cosmic rays, misclassified as γ rays from the LAT, provides
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another approximately isotropic background. The models for the Galactic dif-
fuse emission and isotropic backgrounds were developed by the LAT team and
are available, along with descriptions of their derivation, from the Fermi Sci-
ence Support Center2. A detailed model of the γ-ray emission is essential for
assessing if an excess of photons is related to the presence of a γ-ray source and
for characterizing it. Unfortunately it is extremely difficult to develop a very
accurate model, especially for the Galactic diffuse emission, because of a lot of
parameters, such as the distribution of interstellar gas in Galactocentric rings
and the propagation of the cosmic rays in our Galaxy [193], are not completely
known. New information about these parameters can be used to update the
models. This can change significantly all the results.
In constructing the catalog, the source detection step was applied only to
the data from the full 11 month period as a whole. This means that a γ-ray
source can be included in the catalog only if it was detected on the basis of
its average flux. In this way, bright flaring sources detected only on shorter
timescales, as GRBs, are not included in the catalog. The procedure used to
build the 1FGL catalog follows three important steps applied in sequence: the
detection, the localization and the significance estimation. In this scheme the
threshold for inclusion in 1FGL is defined at the last step, but the completeness
is controlled by the first one. After the list is defined, the source characteristics
are determined (flux in 5 energy bands, spectral shape and time variability).
Hereafter flux F means photon flux and spectral index Γ is for power law
photon spectra (i.e. F ∝ E−Γ )
Detection
The detection is based on three energy bands, combining Front and Back
events to preserve spatial resolution [3]. The detection does not use events
below 200 MeV, which have poor angular resolution, and it uses events up to
100 GeV. The soft band starts at 200 MeV for Front and 400 MeV for Back
events. The medium band starts at 1 GeV for Front and 2 GeV for Back events.
The hard band starts at 5 GeV for Front and 10 GeV for Back events. The sky
is then partitioned into 24 planar projections and the methods used to look for
sources on top of the diffuse emission model are Point find [89], the Minimum
Spanning Tree algorithm [43] and wavelet-based algorithms, as mr filter [191]
and PGWave [63] [54]. The “seed” positions from those four methods were
then combined in order to minimize the number of missed sources. After this
source detection analysis the total number of seeds was 2433.
2http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
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Localization
The image-based detection algorithms provide estimates of the source posi-
tions, but the positions are not optimal because no information about the en-
ergy is taken into account. These methods also do not provide error estimates
on the positions. At this point an advanced statistical method is introduced
to localize each detected source.
The method used to localize the sources is an iterative binned likelihood
technique [3]. Each source is treated independently in descending order such
that brighter sources are included in the background model for fainter sources.
The photons are assigned to 12 energy bands (four per decade from 100 MeV
to 100 GeV) and HEALpix-based spatial bins for which the size is selected to
be small compared with the scale set by the PSF. For each band, the likelihood
is defined as a function of the position and flux of the assumed point source,
while the background is the sum of Galactic diffuse, isotropic diffuse and any
nearby, i.e. within 5◦, other point sources in the catalog. The function of the
position (p) is defined as 2(log(Lmax)-log(L(p)), where L is the product of the
band likelihoods. According to Wilks’ theorem [216], this is the probability
distribution for the coordinates of the point source consistent with the observed
data. The width of this distribution is a measure of the uncertainty, and
it scales directly with the width of the PSF. The distribution is fitted by a
two-dimensional quadratic form with five parameters describing the expected
elliptical shape: the coordinates (R.A. and dec.) of the center of the ellipse,
semimajor and semiminor axis extents (α and β), and the position angle φ of
the ellipse.
Significance and Thresholding
Although the detection and localization steps provide estimates of source sig-
nificances, these estimates are not sufficiently accurate since the detection step
does not use the energy information and the localization step fits only one
source at a time. To better estimate the source significances the LAT team
used a 3-dimensional maximum likelihood algorithm in unbinned mode (i.e.,
the position and energy of each event is considered individually) applied on the
full energy range from 100 MeV to 100 GeV [3]. This is part of the standard
Science Tools software package. The tool does not vary the source position,
but does adjust the source spectrum. The tool provides the best-fit parameters
for each source and the Test Statistic TS = 2∆log(likelihood) between models
with and without the source. The TS associated to each source is a measure
of the source significance. For this stage the sources are modelled with simple
power-law spectra.
The sky is split into 445 overlapping circular Regions-of-Interest (RoIs)
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with radii ranging between 9◦ and 15◦ to cover the 2433 seed positions. The
RoI sizes are set so that not more than 8 sources are free at a time. The
parameters for the sources in the central part of each RoI (RoI radius minus
7◦) are free and the value of the best-fit parameters for each one are found
iteratively. Considering a threshold of TS = 25, out of 2433 starting “seeds”
the procedure selects 1451 sources.
The TS of each source can be related to the probability that such an excess
can be obtained from background fluctuations alone. The probability distribu-
tion in such a situation (source over background) is not known precisely [169].
However, since only positive fluctuations are considered, and each fit involves
four degrees of freedom (two for position, plus flux and spectral index), the
probability to get at least TS at a given position in the sky is close to half
of the χ2 distribution with four degrees of freedom [139], so that TS = 25
corresponds to a false detection probability of about 4σ.
Flux determination, spectral shape and time variability
Since the spectra of most sources do not follow a single power law over the
considered energy range, the maximum likelihood method described earlier
does not provide very accurate estimates of the fluxes of the sources detected
with TS > 25. Within the two most populous categories, the AGNs often
have broken power-law spectra and the pulsars have power-law spectra with
an exponential cutoff. In both cases fitting a single power law over the entire
range overpredicts the flux in the low-energy region of the spectrum, which
contains the majority of the photons from the source, biasing the fluxes to
higher values.
To provide better estimates of the source fluxes, the LAT team split the
range into five energy bands from 100 to 300 MeV, 300 MeV to 1 GeV, 1 to
3 GeV, 3 to 10 GeV, and 10 to 100 GeV [3]. Since it is generally not possible
to fit the spectral index in each of those energy bands (and the flux estimate
does not depend very much on the index), the spectral index of each source
was frozen to the best fit over the full interval.
The five fluxes provide a rough spectrum, allowing departures from a power
law to be quantified. Examples of those rough spectra are given in Figure 2.2,
on the left is shown a bright pulsar (Vela) and on the right a bright blazar
(3C 454.3 ). In order to quantify departures from a power-law shape, it was
introduced a Curvature Index :
C =
∑
i
(
Fi − F PLi
)2
σ2i +
(
f reli Fi
)2 (2.1)
where i runs over all bands and FPLi is the flux predicted in that band from
the global power-law fit. f reli reflects the relative systematic uncertainty on
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Figure 2.2: On the left is shown the spectrum of the Vela pulsar while on the
right the spectrum of the bright blazar 3C 454.3. The dashed lines quantify
the uncertainties on index of the power-law fit to the full energy range [3].
effective area and its values are 0.1, 0.05, 0.1, 0.15 and 0.2 in each energy
band [3]. C follows a χ2 distribution with 5- - 2 = 3 degrees of freedom
if the power-law hypothesis is true because the fit involves two parameters,
the normalization and the spectral index. At the 99% confidence level, the
spectral shape is significantly different from a power law if C > 11.34. Only
225 1FGL sources met that condition. The curvature index is not an estimate
of curvature itself, just a statistical indicator. A faint source with a strongly
curved spectrum can have the same curvature index as a bright source with
a slightly curved spectrum. Moreover, any kind of deviation from the best-fit
power law can trigger that index, thus the curvature index is not exclusively
an indicator of curvature.
Moreover, in order to estimate the time variability for each source it was also
introduced a Variability Index computed by splitting the full 11 month interval
into N int = 11 intervals of about 1 month each freezing the spectral index of
each source to the best fit over the full interval. In this way, it is possible to
detect if a source varies above a specific threshold, but not to characterize such
variation [3]. The variability index is defined as a χ2 criterion:
wi =
1
σ2i + (frelFi)
2 (2.2)
Fwt =
∑
iwiFi∑
iwi
(2.3)
V =
∑
i
wi (Fi − Fwt)2 (2.4)
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where i runs over the 11 intervals and σi is the statistical uncertainty in F i.
f rel = 3% of the flux for each interval F i, related to the time scale where the
instrument and the event classification are stable. Since the weighted average
flux Fwt is not known a priori, V is expected, in the absence of variability, to
follow a χ2 distribution with Nint – 1 = 10 degrees of freedom. At the 99%
confidence level, the light curve is significantly different from a flat one if V
> 23.21. That condition is met by 241 sources. Examples of light curves are
given in Figure 2.3 for a bright constant source (the Vela pulsar) and a bright
variable source (the blazar 3C 454.3 ). With a 3% systematic uncertainty no
pulsar is found to be variable.
Figure 2.3: On the left is shown the light curve of the Vela pulsar while on
the right the light curve of the bright blazar 3C 454.3. The gray band shows
the time-averaged flux with the 3% systematic error that was adopted for
evaluating the variability index. [3].
2.1.2 Source identification and association
Even with the good angular resolution of LAT, source location accuracy is
typically not precise enough to make a firm identification based on positional
coincidence alone. A typical LAT error region contains numerous stars, galax-
ies, X-ray sources, infrared sources and radio sources. Determining the nature
of a given LAT source must therefore rely on more information than simply
location, including time variability, spectral information and availability of
sufficient energy at the source and a plausible physical process to produce γ
rays.
The LAT team introduced a distinction between a source identification and
an association with an object known at other wavelengths. A firm identifica-
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tion of a source is based on a periodicity for a pulsar or a binary system or on
a variability correlated with observations at another wavelength, in the case
of a blazar, or on measurement of finite angular extent, which is the case for
some Galactic sources, e.g., SNRs. Otherwise, an association is defined as a
positional coincidence that is statistically unlikely to have occurred by chance
between a plausible γ-ray-producing object and a LAT source [3].
In order to associate the LAT sources with a plausible γ-ray emitter an
automated source association algorithm is used. The approach to automated
source association of the LAT team is based on a list of 32 catalogs containing
potential counterparts of LAT sources on the basis either of a priori knowl-
edge about classes of high-energy γ-ray emitters or on theoretical expectations.
The selected catalogs contain AGNs, nearby and starburst galaxies, pulsars
and their nebulae, massive stars and star clusters, X-ray binaries and MSPs.
The complete list of catalogs, the numbers of objects they contain, and the
references are presented in [3]. This approach follows the ideas developed by
Mattox [141] for the identification of EGRET sources with flat-spectrum radio
sources. It is easy to show that for each catalog in the list, the a posteriori
probabilities P ik that an object i from the catalog is the correct association of
the LAT source k can be computed using the Bayes’ theorem:
Pik =
(
1 +
1− Pprior
Pprior
2piρkakbke
∆k
)−1
(2.5)
where Pprior is the prior probability that a counterpart i is detectable by the
LAT and it is determined through Monte Carlo simulations, ak and bk are the
axes of the ellipse at 1σ, ρk is the local counterpart density around source k
and
∆k =
r2
2
(
cos2 (φ− φk)
a2k
+
sin2 (φ− φk)
b2k
)
(2.6)
for a given position angle φ between LAT source k and the counterpart i, φk
being the position angle of the error ellipse, and r being the angular separation
between LAT source k and counterpart i. For the automated association of
the 1FGL catalog a LAT source is associated with an objects in the selected
catalogs if the a posteriori probability is greater than a threshold set as P thr =
0.8, which means that each individual association has ≤ 20% chance of being
spurious.
2.1.3 Results
Out of 1451 sources in the 1FGL catalog 821 (56%) were associated with a least
one non-γ-ray counterpart by the automated procedure at the 80% confidence
level. Sources without firm identifications that are in regions of enhanced
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diffuse γ-ray emission along the Galactic plane or are near local interstellar
cloud complexes (like Orion), sources that lie along the Galactic ridge (300◦ <
l < 60◦, |b| < 1◦), and sources that are in regions with source densities great
enough that their position error estimates overlap in the γ-ray data are called
c-sources to indicate “caution” or “confused region”. In Figure 2.4 the locations
on the sky of the 1451 1FGL catalog sources is shown. Each γ-ray source class
is coded with a different symbol.
Figure 2.4: Aitoff projection in Galactic coordinates of the distribution on the
sky of the 1451 1FGL catalog sources. Each associated source class is coded
according to the legend [3].
The automated association results of the LAT for each source class are
discussed in some detail in the following:
AGNs: 689 1FGL sources were associated with blazars, they represent the
most numerous γ-ray source class, as already observed by the EGRET in-
strument. Out of them, 282 have also been observed to be radio sources
and only 4 were identified through a correlation with variability seen
at another wavelength because the procedure of firm identification was
not yet carried out systematically for the LAT data. The blazar cata-
logs selected for the procedure of association are typically incomplete at
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low Galactic latitudes because of the presence of the Milky Way galaxy
that absorbs efficiently a large fraction of low energy photons emitted
by extraGalactic objects. Since the γ-ray photons are not particularly
absorbed by our Galaxy we expect that a large fraction of 1FGL uniden-
tified sources situated close to the Galactic plane may be associated with
blazars. Moreover, we do not expect an observed isotropical distribution
of γ-ray blazars but a depression of their distribution close to the Galac-
tic plane owing to the higher detection threshold.
Most of the 1FGL non-blazar AGN associations seem to be associated
only with non-blazar Seyfert galaxies.
Normal galaxies: 2 1FGL sources were associated to nearby starburst galax-
ies (NGC 253 and M 82) and seven coincide with the Large Magellanic
Cloud (LMC) and the Small Magellanic Cloud (SMC) probably corre-
sponding to local maxima of extended emission features.
Pulsars, PWNe and globular clusters: 56 1FGL sources have been iden-
tified as pulsars through their high-confidence (statistical probability of
chance occurrence less than 10−6) γ-ray pulsations caused by the rotation
of the neutron star. Regarding the PWNe is important to understand
whether the LAT indeed detects these objects, or whether the γ-ray
emission arises from the yet unknown pulsars that power the nebulae, or
potentially from an associated SNR. Finally, 8 1FGL sources were asso-
ciated with globular clusters. None of those have alternative associations
different from MSPs or low-mass X-ray binaries (LMXBs; which both are
known source populations residing in globular clusters).
Supernova Remnants: 41 1FGL sources were associated with SNRs through
the automated association procedure. Of those, five are associated with
small angular size (diameter less than 20’) SNRs. Except for two of 1FGL
SNRs, the presence of alternative associations with PWNe or an LMXB
inside the error radius, makes the physical association of these sources
with SNRs questionable. Only 3 1FGL sources were identified as SNRs
on the basis of morphology analyses.
X-ray binaries: Three 1FGL sources were identified by their orbital mod-
ulations as high-mass X-ray binaries (HMXB), they are LS I61 303, LS
5039 and CygX-3. None of the LMXB associations gives strong evidence
that this class can emit γ rays. All of them are situated in globular
clusters, where a combined emission from MSPs appears to be the more
plausible counterpart of the 1FGL sources detected.
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Despite the application of advanced techniques of identification and associ-
ation of the LAT sources with counterparts at other wavelengths, 630 (∼40%)
1FGL objects remain without a clear association. These sources are defined
as “unassociated” γ-ray sources by the Fermi -LAT team [3] but in this Ph.D.
thesis we will mainly refer to these astrophysical objects as“unidentified”γ-ray
sources because their nature is unknown. In order to determine the plausible
counterparts of each 1FGL unidentified source multi-wavelength campaigns,
mainly radio and X-rays, are in process. Moreover, the excellent performances
of the LAT with respect to the previous γ-ray missions allowed to character-
ized in great detail the 1FGL sources in terms of location, spectral shape and
variability. All the primary γ-ray information of the unidentified sources can
be correlated with the γ-ray properties of known source classes to try to clas-
sify them by specific statistical analyses as explained in Section 3. The results
of the source classification can then be used for planning multi-wavelength
follow-up observations.
2.2 The Second Fermi-LAT Source Catalog
(2FGL)
The Second Fermi -LAT source Catalog (2FGL) [158] is the most recent high-
energy γ-ray (energy range 100 MeV - 100 GeV) source catalog, it is the
successor to the 1FGL catalog [3] and it is based on 2 years of flight data.
Since the work explained in the next chapters is based on the data coming
from the 2FGL catalog, in this section the procedure to produce the catalog
will be described. This procedure follows the same principles used to produce
the 1FGL catalog (see the Section 2.1), for this reason only the important
improvements compared to the 1FGL catalog will be explained. A first impor-
tant improvement is that the 2FGL catalog is based on data from 24 months
of observations, this means an increase of γ-ray photons detected allowing a
better characterization of the 2FGL sources. Moreover, the data and instru-
ment response functions (IRFs) use the newer and updated event selection,
this increases the performances of the analyses. The catalog employs a new,
higher-resolution model of the diffuse Galactic and isotropic emissions allowing
to distinguish more exactly if an excess of photon in a particular region of the
sky is related to the presence of a γ-ray emitter or to a statistical fluctuation
of the background. Moreover, a specific analysis for the spatially extended
sources is introduced. The sources detected are analyzed using spectra other
than simple power laws (PL) and spectral shapes and variability are charac-
terized in a more refined manner. In the end, the source association process
described in the Section 2.1 has been refined and expanded.
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2.2.1 Improvements with respect to the 1FGL and re-
sults
The data analyzed for the 2FGL catalog were taken during the period 2008
August 4 and 2010 August 1. During this time the observing efficiency was
very high and limited primarily by interruptions of data taking during the
passage of Fermi through the South Atlantic Anomaly (SAA; ∼ 13%) and
trigger dead time fraction (∼ 9%). Thanks to the experience with the data the
process of selection of the probable γ-ray events to use for the construction of
the catalog was improved decreasing the instrumental background at energies
above 10 GeV and increasing the effective area at energies below 200 MeV. The
new class event selections3 are accompanied by a corresponding revised set of
IRFs, including an energy-dependent PSF calibrated using known celestial
point sources. These improvements mean the 2FGL catalog is not simply
derived from an extension of the 1FGL data set but from a new data set [158].
Other changes were applied for the selection of the events in order to increase
the performances of the analysis, e.g. it was applied a more conservative cut
on the zenith angles of the γ-rays, 100◦ instead of the 105◦ used for the 1FGL
catalog, because of a larger rocking angle for survey-mode observations (50◦
instead of 35◦).
Diffuse γ-ray background model
The first step to construct a γ-ray catalog is modelling in detail the diffuse
γ-ray emission. An accurate model is essential to understand if an excess of
photons in a specific region on the sky is related to the presence of a γ-ray
source. Since our Galaxy is the brightest γ-ray emitter and the emission is
particularly structured, the detection of high-energy sources is extremely dif-
ficult if they are close to the Galactic plane. For these reasons a lot of efforts
went into improving the modeling of the diffuse emission [158]. Recent studies
helped to model in great detail the Galactic diffuse emission, a template for
the emission from the Earth limb not completely removed was created and
also the isotropic background emission was modelled in a more sophisticated
manner. The models for the Galactic diffuse emission and the isotropic back-
ground spectrum, along with more detailed descriptions of their derivation, are
available from the Fermi Science Support Center4.
3see http://www.slac.stanford.edu/exp/glast/groups/canda/archive/pass7v6
/lat_Performance.htm
4http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
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Construction of the catalog
The procedure used to construct the 2FGL catalog has a number of improve-
ments with respect to what was done for the 1FGL catalog. As for the 1FGL
catalog, the basic analysis steps are source detection, localization (position re-
finement), and significance estimate. Once the final source list was determined,
by applying a significance threshold, the flux in five bands, the spectral shape
and the variability are evaluated for each source. As for the 1FGL analysis,
the source detection step was applied only to the data from the full 24 month
time interval of the data set. No transient sources that may have been bright
for only a small fraction of the 24 month interval are included.
The procedure to built the 2FGL catalog does have a number of important
differences with respect to 1FGL. The analysis is based on a binned likelihood
algorithm for different reasons, such as the computing time, which increases
linearly with observing time in unbinned likelihood, and then because the scale
factors for the diffuse emission models terms returned by binned likelihood are
not biased as for unbinned one.
Moreover, many bright sources are fitted with curved spectra instead of simple
PL. This provides more detailed descriptions of bright sources and improves
the reliability of the procedure for neighboring sources, since it greatly reduces
the spectral residuals, which otherwise might have been picked up by neigh-
boring sources. A good representation of pulsar spectra is discovered to be an
exponentially cutoff PL [9], i.e. the combination of a PL and an exponential:
dN
dE
= K
(
E
E0
)−Γ
exp
(
−E − E0
Ec
)
(2.7)
where K and Γ are the same parameters used for a simple PL, E c is the
cutoff energy and E 0 is the reference energy arbitrarily chosen [158]. All the
detected γ-ray pulsars with significant LAT pulsations were fitted using this
model. Moreover, analysis of the bright blazars [12] indicated that a broken
PL was the best spectral representation. Since this model would add two
free parameters making it not stable enough for moderately bright sources,
the LAT team chosen to use a log-normal representation, called LogParabola,
which adds only one parameter while decreasing more smoothly at high energy
than the PLExpCutoff form:
dN
dE
= K
(
E
E0
)−α−β log(E/E0)
(2.8)
where K is the normalization, α the spectral slope at E 0 (the reference energy
arbitrarily chosen) and β is the curvature. Other bright sources are also well
represented by LogParabola spectra, but to limit the number of parameters
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only those in which the curvature was significant are fitted with this model
[158].
Another important difference from the construction of the 1FGL catalog is to
include as extended sources the 12 objects that have been shown to be extended
in the LAT data. The extended sources include seven SNRs, two PWNe, the
LMC and the SMC, and the radio galaxy Centaurus A. For these extended
sources a dedicated analysis was developed and applied to characterize their
spatial template and spectral form [122]. Since this thesis is based on the study
of the point-like LAT sources, these extended objects will never be taken into
account in the next chapters.
For a more detailed description about the improvements with respect to the
1FGL catalog refer to [158].
Flux determination, spectral shape and variability
As in 1FGL, the source photon fluxes reported in the 2FGL catalog are split
into five energy bands: 100–300 MeV, 300 MeV to 1 GeV, 1–3 GeV, 3–10 GeV,
10–100 GeV. The fluxes were obtained by freezing the spectral index to that
obtained in the fit over the full range and adjusting the normalization in each
spectral band. The spectral index in a band of the curved spectra was set
to the local spectral slope at the logarithmic mid-point of the band
√
EnEn+1
[158].
For the 1FGL sources the spectral departure from a power-law shape was
quantified introducing the curvature index (Equation 2.1). In the 2FGL catalog
this parameter was refined. An improved estimator of how much the spectrum
deviates from a PL based on a likelihood ratio test was introduced as follow:
TScurve = 2(logL(SpectralModel)− logL(PL)) (2.9)
where L represents the likelihood function, changing only the spectral represen-
tation of that source, this means that TS curve is a measure of the significance
of the spectral model selected. In order to take into account how much the sys-
tematic uncertainties influence the spectrum, in the 2FGL the departure of the
spectrum from a PL is quantified by the curvature significance (Signif Curve)
defined as follow:
Signif Curve =
√
TScurve
(
CPLsyst
CPLnosyst
)
(2.10)
where C PLsyst is the curvature index defined in the Equation 2.1 and C
PL
nosyst
is the same with no f reli term. The Signif Curve is defined in σ units. The
spectrum of a LAT source is significantly curved if Signif Curve > 4 [158].
As for the 1FGL sources, for each 2FGL source a light curve was produced
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dividing the data into 24 time bins of about 1 month each and applying the
likelihood procedure to each. As in 1FGL, the spectral shape of each source
is frozen to the best fit over the full interval in the light curve analysis. To
test for variability in each source a refined variability index was constructed,
combining the value of the likelihood in the null hypothesis, that the source flux
is constant across the full two-year period, and the value under the alternate
hypothesis where the flux in each bin is optimized. Moreover, in 1FGL the
brightest pulsars detected by the LAT were flagged as being variable because
of systematic errors in the calculation of the source exposure. In order to take
into account these effects a correction factor which combines the error on the
flux in each time bin in quadrature with a fixed fraction of the overall flux was
introduced, so that the bright pulsars are steady. The refined Variability Index
(TS var) was introduced as follow:
TSvar = 2
∑
i
∆F 2i
∆F 2i + f
2F 2Const
V 2i (2.11)
where f = 0.02, i.e. a 2% systematic correction factor, smaller than the 3%
correction required in 1FGL and:
V 2i = logLi(Fi)− logLi(FConst) (2.12)
where Li is the likelihood for the individual time bands.
Results
After the procedure of detection, localization and significance evaluations, the
2FGL catalog lists 1873 γ-ray sources. In order to associate the LAT sources
with a plausible γ-ray emitter, an improved automated source association is
used (see [158]). The improved automated source association of the LAT team
is based on a list of 35 catalogs that contain potential counterparts of LAT
sources. The designations of the classes that were used to categorize the 2FGL
sources are listed in Table 2.1 along with the numbers of sources assigned to
each class. As for the 1FGL objects, distinction between associated and iden-
tified sources is used, with associations depending primarily on close positional
correspondence and identifications requiring measurement of correlated vari-
ability at other wavelengths or characterization of each 2FGL source by its
angular extent. Sources associated with SNRs are often also associated with
PWNe and pulsars, and the SNRs themselves are often not pointlike. Figure
2.5 illustrates where the different classes of sources are located in the sky. At
this point it is interesting analyzing how many sources of the 1451 listed in the
1FGL catalog can be associated with a 2FGL object. Associations between
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Description Associated Identified
Pulsar, identified by pulsation 83 ...
Pulsar, no pulsations seen in LAT yet ... 25
Pulsar wind nebula 0 3
Supernova remnant 4 6
Supernova remnant/ pulsar wind nebula 58 ...
Globular cluster 11 0
Nova 0 1
BL Lac object type of blazar 429 7
FSRQ type of blazar 353 17
Non-blazar active galaxy 10 1
Radio galaxy 10 2
Seyfert galaxy 5 1
Active galaxy of uncertain type 257 0
Normal galaxy 4 2
Starburst galaxy 4 0
Class uncertain 1 ...
Unassociated 575 ..
Total 1746 127
Table 2.1: LAT 2FGL Source Classes [158].
2FGL and 1FGL sources can based on the following relation:
∆ ≤ dx =
√
θ2x1FGL + θ
2
x2FGL
(2.13)
where ∆ is the angular distance between the sources and dx is defined in terms
of the semimajor axis of the x% confidence error ellipse for the position of each
source, e.g., the 95% confidence error for the automatic source association
procedure. In total, 1099 2FGL sources were automatically associated with
entries in the 1FGL catalog. Using 95% source location confidence contours
the 2FGL catalog contains 774 (out of 1873) new γ-ray sources, while 352
sources previously listed in 1FGL do not have a counterpart in the 2FGL
catalog [158]. These results show clearly how the 2FGL catalog is different
from the 1FGL one, this difference is not simply related to the number of γ-
ray source detected but to the improvements developed by the LAT team for
each step in the catalog construction.
The automated association results of the LAT for each source class are
discussed in some detail in the following:
Active Galactic Nuclei: AGNs, and in particular blazars, are the most
prominent class of associated sources in 2FGL. In total, the automatic
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Figure 2.5: Full sky map showing sources by source class (see Table 2.1).
Identified sources are shown with a red symbol, associated sources in blue.
[158].
association procedure finds 917 2FGL sources that are associated with
AGNs, of which 894 are blazars, 9 are radio galaxies, 5 are Seyfert galax-
ies and 9 are other AGNs. One of the most interesting results is that
among the five Seyfert galaxies, four are narrow-line Seyfert 1 galaxies
that have been established as a new class of γ-ray active AGNs [15].
AGNs observed by the LAT are also sources of radio (and X-ray) emis-
sion, and a clear trend that AGNs associated with 2FGL sources have
larger radio fluxes than the average object in the counterpart catalogs
was observed. For the AGN associations presented in the 2FGL catalog,
the results of the sophisticated 2LAC procedure [83] combined with the
results of the automatic association pipeline were adopted in order to in-
crease the number of AGNs associated reducing considerably the chance
coincidence probabilities.
Normal Galaxies: Normal galaxies are now established as a class of high-
energy γ-ray emitters [4] and seven 2FGL sources were associated with
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such objects. Of those, the SMC and the LMC are treated as extended
sources and analyzed with a dedicated analysis. From the remaining five,
four are classified as starburst galaxies (M82, NGC 253, NGC 4945 and
NGC 1068) and the fifth is the Andromeda galaxy M31. An interesting
result is that the γ-ray fluxes of Local Group and starburst galaxies were
found correlate well with star formation rates [4], which in turn correlate
with infrared luminosity.
Pulsars: 4 of the 87 pulsars firmly identified by the LAT through the detec-
tion of γ-ray pulsations did not pass TS > 25 in the catalog analysis and
therefore they were excluded from the 2FGL catalog. Moreover, 3 of the
remaining 83 were found to be close to 2FGL sources, but their angular
separation from these sources exceeds their effective 99.9% location er-
ror radius. In addition to the identified pulsars, four 2FGL sources were
associated with radio pulsars but no γ-ray pulsation has been detected.
The automatic association procedure also found 21 2FGL sources to be
associated with MSPs. Nineteen of those have unassociated counterparts
in the 1FGL catalog and have been discovered in radio pulsar searches of
unassociated 1FGL sources ([172], [55], [114], [98], the other two MSPs
have no 1FGL counterparts.
Pulsar Wind Nebulae: 69 2FGL sources were associated with PWNe, but
except for three, all of them are also associated with known pulsars.
Among those are three sources for which a dedicated analysis allowed
to identify both the pulsar and the PWN [158] and the 2FGL catalog
contains both the pulsar and the PWN as separate associated.
Globular Clusters: Eleven 2FGL sources are associated with globular clus-
ters. Among those, nine have been published previously: 47 Tuc, NGC
6266, NGC 6388, Terzan 5, NGC 6440, NGC 6626, NGC 6652, Omega
Cen and M 80. The two new associations are IC 1257 and 2MS-GC01.
Supernova Remnants: 6 2FGL sources were associated with point-like SNR,
of which two are also associated with firmly identified pulsars. Other six
of the 2FGL sources correspond to SNRs that were firmly identified as
γ-ray sources based on their spatial extensions (IC 443, W28, W30, W44,
W51C, and the Cygnus Loop). Moreover, 59 2FGL sources may be asso-
ciated with an extended SNR on the basis of the overlapping of the 95%
confidence error radius of the 2FGL source with the circular extension of
the SNR. Since the high chance coincidence rate of these objects, they
are considered potential SNRs.
Binaries: The 2FGL catalog includes four HMB systems, all of which have
been firmly identified by their orbital modulation. They are LSI +61 303
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[10], LS5039 [11], Cygnus X-3 [76] and 2FGL J1019.0-5856 [58], recently
discovered in a blind search using the LAT data.
Despite the application of advanced techniques of identification and asso-
ciation of the LAT sources with counterparts at other wavelengths, among the
1873 sources in the 2FGL catalog, 575 (31%) have not a clear association, this
fraction is diminished with respect to the 1FGL one but is still considerable.
In order to determine the plausible counterparts of each 2FGL unidentified
source multi-wavelength campaigns, mainly radio and X-rays, are in process.
Moreover, the improvements in the 2FGL catalog with respect to the 1FGL
one allow to characterized in major detail the 2FGL sources in terms of loca-
tion, spectral shape and time variability. All the primary γ-ray information of
the unidentified sources can be correlated with the γ-ray properties of known
source classes to try to classify them by advanced statistical analyses as ex-
plained in the next Chapter. The results of the source classification can then
be used for planning multi-wavelength follow-up observations.
2.3 Summary
In this Chapter an overview of the procedure to construct the Fermi -LAT cat-
alogs have been given. The high sensitivity, improved angular resolution, and
nearly uniform sky coverage of the LAT made it a powerful tool for detecting
and characterizing large numbers of γ-ray sources. A plausible counterpart is
a member of a known or likely γ-ray emitting class located close to the 95%
uncertainty radius of a given 1FGL source, with an association confidence of
80% or higher. A different technique of association was introduced by the
LAT team, the firm identification, based on a periodicity or on a variability
correlated with observations at another wavelength or on measurement of finite
angular extent.
Moreover, an overview of the construction of the 2FGL catalog, the most
recent γ-ray source catalog, including the differences and the improvements
with respect to the previous 1FGL catalog has been presented. 2FGL catalog
is not simply derived from an extension of the 1FGL data set but from a
new data set on the basis of the improvements developed. The 2FGL catalog
lists 1873 high-confidence sources and the information about location, spectral
shape and variability have been refined. Despite the improvements developed
for the construction of the 2FGL catalog, approximately 30% of these sources
remain unidentified.
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Chapter 3
Classifying unidentified
gamma-ray sources: the case of
the 1FGL Source Catalog
In this Chapter we will present a brief report of the ongoing efforts to ob-
serve the unidentified γ-ray source fields in other wavebands and to analyze
in more detail LAT data in order to find the most plausible counterpart of
each unidentified source. A particular attention will be given to my personal
contribution within the Fermi -LAT collaboration to determine likely source
classifications for the unidentified γ-ray sources using the Logistic Regression
algorithm. This is a machine learning technique that uses identified objects to
build up a classification analysis, yielding the probability for an unidentified
source to belong to a given class based on its γ-ray properties. We will de-
scribe the automated method we have developed: this was the starting point
of my Ph.D. work. Classification methods can provide important guidance on
what types of follow-up observations are likely to be fruitful for many of these
unidentified sources.
The high sensitivity, improved angular resolution, and nearly uniform sky
coverage of the LAT made it a powerful tool for detecting and characteriz-
ing large numbers of γ-ray sources. 630 of the 1451 1FGL sources remain
unassociated with plausible counterparts at other wavelengths. A plausible
counterpart is a member of a known or likely γ-ray emitting class located close
to the 95% uncertainty radius of a given 1FGL source, with an association con-
fidence of 80% or higher as explained in Section 2.1.2. The 95% uncertainty
radii for 1FGL source locations are typically 10’. While greatly improved over
the degree-scale uncertainties of previous instruments, these position measure-
ments are still inadequate to make firm identifications based solely on loca-
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tion. The first step of the thesis was to take a statistical approach toward
understanding these unassociated 1FGL sources, using all the available infor-
mation about the γ-ray sources. Information about locations, spectra, and
time variability has been combined with properties of the established γ-ray
source classes and multi-wavelength counterpart searches.
3.1 Properties of the 1FGL unidentified sources
The positions, time variability, and spectral information given in the 1FGL
catalog provide an important starting point for the characterization of LAT
unidentified sources. Intrinsic properties of the 1FGL sources such as spec-
tral index, curvature index, and flux in different energy bands can be easily
compared for both associated and unassociated populations, potentially pro-
viding insight into the likely classes of the unidentified sources. For the 1FGL
catalog, the limiting flux for detecting a source with photon spectral index Γ
= 2.2 and Test Statistic of 25 varied across the sky by about a factor of five
[3]. This non-uniform flux limit is due to the non-uniform Galactic diffuse
background and non-uniform exposure (mostly arising from the passage of the
Fermi observatory through the South Atlantic Anomaly).
The spatial distribution of the 1FGL unidentified sources (see the Figure
2.4) is characterized by a significant excess at low Galactic latitudes (|b| < 10◦)
where 64% of the γ-ray detected sources have no formal counterparts, com-
pared with only 36% unassociated at |b| > 10◦ [16]. As for the EGRET (3EG)
catalog sources [93], the distribution of the unidentified sources is clearly not
isotropic. One consideration when interpreting the distribution of unassociated
1FGL sources is that a number of the remaining unidentified sources are in low
Galactic latitude regions where catalogs of AGNs have limited or no coverage,
reducing the fraction of AGN associations. If we bin the different source types
by Galactic latitude (Figure 3.1), we see a clear absence of AGN associations
in the central 10◦ of the Galaxy (|b| < 5◦), while in the same region there is a
spike in the number of unidentified sources. The absence of AGNs associations
is also related to the fact that in the Galactic plane a γ-ray source must be
brighter than at high latitudes in order to be detected above the strong Galac-
tic diffuse emission. Moreover, as was the case for COS-B and EGRET, we
expect that probably a subset of the unidentified sources situated close to the
Galactic plane may be spurious, resulting from an imperfect Galactic diffuse
model.
During the 1FGL analysis all sources were fit with a power-law spectral
form and the spectral indices were included in the catalog. In addition, the
catalog includes a curvature index, which for each source measures the devia-
tion of the spectrum from the simple power law. Indeed, the curvature index is
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Figure 3.1: Distribution of 1FGL source types by Galactic latitude. The
sources associated with AGNs (blue line) show a clear deficit at low latitudes,
while the same region hosts a large number of unidentified sources (yellow line)
and identified pulsars (red line) [16].
more a measure of the quality of the power-law spectral fit than of the intrinsic
spectral shape. Moreover, in the 1FGL catalog a variability index was intro-
duced for each source to measure the χ2 of the deviations of eleven monthly
(30 day) source flux measurements from the average source flux. Now we look
in detail the distribution of these parameters as a function of the flux to try to
understand which are the best parameters that distinguish pulsars from AGNs.
Analyzing the top and the middle panels of the Figure 3.2 we can assert the
spectral index and the curvature index do not appear to discriminate well the
AGNs from the pulsars. In addition, the relationship is nearly linear for the
curvature index, indicating that this parameter is strongly correlated with flux.
That is, fainter sources have relatively poorly measured spectra that cannot
be measured to be significantly different from power laws. This means that
faint γ-ray sources provide less discriminating information than bright sources.
AGN spectra are well described by a broken power law, while pulsar spectra
are not well described by a simple power law, this means the spectral index of
a power-law fit do not describe the intrinsic spectral properties of AGNs and
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Figure 3.2: Distributions with respect to flux of the spectral index (top), cur-
vature index (middle), and variability index (bottom) for the 1FGL sources.
It is clear that the curvature index is dependent on source flux for both AGN
(blue crosses) and pulsar (red diamonds) populations.
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pulsar and it cannot be a good discriminator between these two source classes
[16]. Examining the bottom panel of the Figure 3.2 it is clear that while the
variability index increases with flux for AGNs, it does not do so for the pulsars,
making variability a much better discriminator between the two major classes.
This trend reflects what we know about these source classes (see Chapter 1),
AGNs are frequently significantly variable in γ-rays, their fluxes can vary up
to a factor of five on timescales of a few hours and by a factor of 50 or more
over several months. On the other hand pulsars are generally steady sources
making pulsars extremely different from AGNs in the γ-ray regime.
As shown in Figure 3.3, when the variability and spectral curvature prop-
erties of 1FGL sources are compared against each other, a clear separation
is visible between bright sources with AGN associations and those with pul-
sar associations. We are analyzing the distribution of only these two classes
because we expect that a large fraction of 1FGL unidentified sources may be
associated with AGNs and pulsars since they represent the two most numerous
object classes detected in γ rays. Pulsars lie in the lower right-hand quadrant
and AGNs lie in the upper half. However, the two classes mix in the lower
left-hand quadrant, making it difficult to distinguish between them. This re-
gion of parameter space is home to much of the unidentified source population.
These and other properties of the known sources may give clues to statistical
methods of separating the two major types, allowing to classify some of the
unidentified sources as likely members of one of these two source types on the
basis of their γ-ray observables (Section 3.3).
This preliminary rough analysis gives us some important information about
which are the best discriminator between AGNs and pulsars, these results can
be used to predict the most probable classification of each 1FGL unidentified
object on the basis of its γ-ray characteristics. The introduction of new γ-
ray parameters which do not depend too much on the flux, and the use of an
accurate statistical approach based on a multivariate analysis would improve
the performances of this rough analysis.
3.2 Multi-wavelength observations and blind
searches
Even with the improved source locations provided by the Fermi-LAT with re-
spect to the previous γ-ray detectors, positional coincidence with a particular
object is not enough to claim an association. If potential candidates can be
found, then additional tests, based on spatial morphology, correlated variabil-
ity, or physical modeling of multi-wavelength properties offer the opportunity
to expand the list of associations. X-ray, optical, or radio candidate counter-
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Figure 3.3: Variability index plotted as a function of curvature index. The
horizontal dashed line shows where we set the variable source limit, at V >
23.21. The vertical dashed line shows where the spectra start deviating from
a power law, at C > 11.34.
parts all have better localizations than the γ-ray sources, so that a candidate in
one of these wavelength bands can be matched with those in others. Moreover,
most of the catalogs and observations used to find new associations are not
complete surveys of the sky. Therefore the lack of an association for a 1FGL
source does not mean that the source cannot be associated.
3.2.1 Radio and IR searches for pulsars and AGNs
Of the 56 γ-ray emitting pulsars identified in 1FGL, 32 were detected by fold-
ing the γ-ray data using timing solutions from observations of known radio
pulsars. The pulsars’ ephemerides were collected by a global consortium of
radio astronomers who devote a portion of their observing time to this task
[189]. These 32 pulsars (23 young γ-ray pulsars and nine MSPs) had all been
discovered in the radio band prior to their detection by the LAT. In addition
to folding data using the properties of known radio pulsars, a promising tech-
nique for identifying unidentified sources is searching for previously unknown
radio pulsars that might be powering the γ-ray emission. This technique was
used on many of the EGRET unidentified sources ([48], [60], [113], for ex-
ample) with modest success, because the error boxes were many times larger
than a typical radio telescope beam. With the LAT, the unidentified source
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localizations are a much better match to radio telescope beam widths and,
generally, each LAT source can be covered with a single pointing. So far, over
450 unassociated LAT sources, mostly at high Galactic latitudes, have been
searched by the Fermi Pulsar Search Consortium (PSC; [172]) at 350, 820, or
1400 MHz with preference for those that displayed low variability and a spec-
trum consistent with an exponential cutoff in the few GeV range, as seen in the
identified γ-ray pulsar population [9]. Members of the PSC have used the fol-
lowing radio telescopes for these observations: Green Bank Telescope (GBT),
Parkes, Effelsberg, Nancay Radio Telescope (NRT), Arecibo Telescope, the
Lovell Telescope at Jodrell Bank and the Giant Metrewave Radio Telescope
(GMRT). Searches by the PSC are ongoing. In the Galactic plane, high dis-
persion measures and sky temperatures demand higher frequency observations
with smaller beam sizes. Young, energetic pulsars can be very faint in the
radio ([40], [42]). Nevertheless, we expect that deep observations will continue
to turn up more discoveries of radio pulsars in unassociated 1FGL sources in
the near future.
The first step in searching for (or excluding) AGN counterparts of Fermi -
LAT unidentified sources is to consult catalogs of radio sources because they
are also radio emitters with compact, flat-spectrum cores [3]. Almost all radio
AGN candidates of possible interest are detected either in the NRAO VLA Sky
Survey (NVSS; [57]) or the Sydney University Molonglo Sky Survey (SUMSS;
[33]). NVSS covers the entire δ > –40◦ sky and provides interferometric flux
density measurements at 1.4 GHz. SUMSS covers the remainder of the sky
and offers interferometric measurements at 0.843 GHz. Different radio follow-
up programs are ongoing in order to discover radio counterpart of the blazar
candidates, e.g. VLA programs [96]. Moreover, serendipitous radio identifica-
tion surveys of 1FGL sources have been independently carried out using the
recently released Australia Telescope 20 GHz radio source catalog [157], which
contains entries for 5890 sources observed at δ < 0◦. Recently, using the Wide-
field Infrared Survey Explorer (WISE) survey, it was discovered that blazars
can be recognized also on the basis of their infrared (IR) colors, the analysis of
these data are very useful to discover if the counterpart of 1FGL unidentified
sources is a blazar [138].
3.2.2 X-ray observations of unidentified source fields
To look for additional possible counterparts the list of unassociated 1FGL
sources was cross-correlated with existing X-ray source catalogs. The result-
ing compilation has no claim of completeness since the match with cataloged
X-ray sources depends on the serendipitous sky coverage provided by the X-ray
observations and the integration time of the observation. While it is possible
that candidate X-ray counterparts to the LAT unidentified sources may be
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singled out on the basis of, e.g., their brightness and/or spectral properties,
most are recognized only through a coordinated multi-wavelength identification
approach. In order to find X-ray counterparts of 1FGL unidentified sources
different X-ray catalogs were considered cross-correlating the 95% confidence
ellipse of the LAT source with the positional uncertainty for the X-ray source
in the specific catalog. The catalogs considered are the 2XMM source catalog
derived from pointed XMM-Newton observations [213], in particular the fourth
incremental release of the catalog (2XMMi), the ROSAT ALL Sky Survey cat-
alogs ([211], [212]), the Swift-BAT source catalog [61] and the 4th IBIS/SGRI
Soft γ-ray Survey Catalog [30]. Recently, a Swift program to perform follow-up
observation of Fermi unidentified sources was performed in an attempt to find
X-ray counterparts to the unidentified γ-ray sources1.
3.2.3 TeV observations of unidentified sources
Fermi -LAT spectra have been shown to be good predictors of TeV emission,
with 55 1FGL sources having very high energy (VHE) counterparts ([8], [14]).
The energy range from ∼50 GeV to ∼300 GeV is the only range where the
LAT data directly overlap with other instruments. The 1FGL unidentified
sources were cross-checked with the list of TeV sources from TeVCat2 and
current publications. A TeV source is considered coincident with a LAT source
if its extension overlaps with the 95% confidence ellipse of the LAT source.
Note that the 1FGL association procedure did not assign an association to
a coincident TeV source if that TeV source had no identification in another
waveband [16].
3.2.4 The Blind Search technique
A small number of sources have been associated or identified since the release
of the 1FGL catalog by using LAT data alone. The improved sensitivity of
the LAT has resulted in the detection of an order of magnitude more γ-ray
pulsars than were previously known. In addition to detecting γ-ray pulsations
from known radio pulsars, the LAT is the first γ-ray telescope to independently
discover pulsars through blind searches in γ-ray data. Searching for pulsars
in γ-ray data poses significant challenges, the main one being the scarcity of
photons. Despite its huge improvement in sensitivity, the LAT still only detects
a relatively small number of γ-ray photons from a given source. Typical γ-ray
pulsars result in tens or at most hundreds of photons per day. The detection of
γ-ray pulsations therefore requires observations spanning long periods of time
1Swift-XRT Survey of Fermi unidentified sources:
http://www.swift.psu.edu/unassociated/
2http://tevcat.uchicago.edu
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(up to years), during which the pulsars not only slow down, but often also
experience significant timing irregularities, such as timing noise or glitches.
In order to lessen the impact of the long integrations required for blind
searches of γ-ray pulsars, a new technique, known as ”time-differencing”, was
developed, in which FFTs are computed on the time differences of events,
rather than the times themselves. By limiting the maximum time window up
to which differences are computed to ∼ days, rather than months or years,
the required number of FFT bins is greatly reduced. The reduced frequency
resolution results in a larger step size required in frequency derivative, f˙ , thus
greatly reducing the number of f˙ trials needed to cover the requisite parameter
space, with the added bonus of making such searches less sensitive to timing
irregularities than a traditional coherent search. The net result is a significant
reduction in the computational and memory costs, relative to the standard
FFT methods, with only a modest effect on the overall sensitivity [183].
Recently, a new blind search technique was developed and applied to dis-
covery pulsars using only the γ-ray data coming from regions of the 1FGL
unidentified sources. The new method, designed to find isolated pulsars spin-
ning at up to kHz frequencies, is computationally efficient and incorporates
several advances, including a metric-based gridding of the search parameter
space (frequency, frequency derivative, and sky location) and the use of pho-
ton probability weights [167]. From the summer 2011, Einstein@Home, an
on-going distributed computing project3, is used to search for isolated γ-ray
pulsars in data from Fermi satellite’s LAT using the previous algorithm in-
creasing of some order of magnitude the number of CPUs and so the computing
power.
In the end, regarding the AGNs, the first LAT catalog of AGNs (1LAC; [2])
listed high-confidence AGN associations for 671 high Galactic latitude 1FGL
sources, with an additional 155 LAT sources included in the low-latitude and
lower confidence association lists. The 1LAC association method was the same
as for 1FGL, but the acceptance threshold for association was lower than for
1FGL, thus it included more AGNs than the 1FGL catalog.
3.3 Classification of 1FGL unidentified sources
The spatial, spectral, and time variability properties are a framework that
allows us to try to predict the expected source classes for the sources that
remain unassociated. This is done by using the properties of the associated
sources to define a model that describes the distributions and correlations
between measured properties of the γ-ray behavior of each source class. This
3See http://einstein.phys.uwm.edu
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model is then compared to the γ-ray properties of each unidentified source.
Generating the model requires an associated source parent population with
enough members to describe its behavior well. For this reason, we have focused
only on AGNs and pulsars as the input source populations.
To create a model, it is necessary to use γ-ray properties that are clearly
different between the parent populations. In addition, it is important that the
properties used to generate the model not be related to source significance,
as this will bias the results. To generate valid classifications, we must first
define new parameters that allow intrinsic properties to be compared rather
than relative fluxes. With the new parameters in hand, we can generate classi-
fication predictions using multiple methods and compare these predictions to
each other.
To mitigate the effect of low fluxes on the determination of the band spectra,
it is necessary to define additional comparative parameters that remove the
significance dependency. In this case, the 1FGL catalog provides a set of fluxes
in five bands for each source from which we can find hardness ratios [16]. To
get a normalized quantity the hardness ratios are constructed as:
HRij =
EnergyF luxj − EnergyF luxi
EnergyF luxj + EnergyF luxi
(3.1)
This quantity is always between –1 and 1, –1 for a very soft source and +1 for a
very hard source. Here, energy flux in log(E) units (i.e., νFν ) is used instead
of photon flux because the definition works well only when the quantities are
of the same order. This is true for the energy fluxes (because the spectra are
not too far from an E−2 power law) but not for photon fluxes [16].
To remove the source significance dependency for variability, we use the
Fractional Variability (as defined in [3]) instead of the variability index. The
fractional variability is:
FracV ar =
√∑
i (Fluxi − Fluxav)2
(Nint − 1)Flux2av
−
∑
i σ
2
i
NintFlux2av
− frel (3.2)
where N int is the number of time intervals (11 in 1FGL), σi is the statistical
uncertainty in F i, and f rel is an estimate of the systematic uncertainty on the
flux for each interval. For some 1FGL sources the quantity inside the square
root is negative. Those sources are assigned a fractional variability of 2% [3].
3.3.1 Machine Learning methods
Machine learning concerns the construction and study of systems that can learn
from data [128]. For example, a machine learning system could be trained on
associated γ-ray sources to learn to distinguish between the different source
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classes, e.g. AGNs and pulsars, on the basis of some parameters. After learn-
ing, it can then be used to classify unknown objects, such as unidentified
sources, into AGN or pulsar candidates. The core of machine learning deals
with representation and generalization. Representation of data instances and
functions evaluated on these instances are part of all machine learning sys-
tems. Generalization is the property that the system will perform accurately
on new, unseen data instances after having experienced a learning data set.
The training examples come from some generally unknown probability distri-
bution (considered representative of the space of occurrences) and the learner
has to build a general model about this space that enables it to produce suffi-
ciently accurate predictions in new cases. There is a wide variety of machine
learning tasks and successful applications.
Machine learning is commonly confused with data mining, as they often
employ the same methods and overlap significantly [128]. Machine learning fo-
cuses on prediction, based on known properties learned from the training data,
while data mining focuses on the discovery of (previously) unknown properties
in the data. The two areas overlap in many ways, data mining uses many
machine learning methods, but often with a slightly different goal in mind. On
the other hand, machine learning also employs data mining methods as “unsu-
pervised learning” or as a preprocessing step to improve learner accuracy.
Machine learning algorithms can be organized into a taxonomy based on
the desired outcome of the algorithm or the type of input available during
training the machine [128]. Supervised learning algorithms are trained on la-
belled examples, i.e. input where the desired output is known. The supervised
learning algorithm attempts to generalize a function or mapping from inputs
to outputs which can then be used to speculatively generate an output for pre-
viously unseen inputs. Unsupervised learning algorithms operate on unlabeled
examples, i.e. input where the desired output is unknown. Here the objective
is to discover structure in the data (e.g. through a cluster analysis), not to
generalize a mapping from inputs to outputs.
In the followings we show the list of the most common machine learning
methods [128]:
Artificial neural networks: an artificial neural network algorithm, is a learn-
ing algorithm that is inspired by the structure and functional aspects of
biological neural networks. Computations are structured in terms of
an interconnected group of artificial neurons, processing information us-
ing a connectionist approach to computation. Modern neural networks
are non-linear statistical data modeling tools. They are usually used to
model complex relationships between inputs and outputs, to find pat-
terns in data, or to capture the statistical structure in an unknown joint
probability distribution between observed variables (see Section 4.3).
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Bayesian networks: a Bayesian network is a probabilistic graphical model
that represents a set of random variables and their conditional inde-
pendencies via a directed acyclic graph. Formally, Bayesian networks
are directed acyclic graphs whose nodes represent random variables in
the Bayesian sense: they may be observable quantities, latent variables,
unknown parameters or hypotheses. Edges represent conditional depen-
dencies; nodes that are not connected represent variables that are con-
ditionally independent of each other. Each node is associated with a
probability function that takes as input a particular set of values for the
node’s parent variables and gives the probability of the variable repre-
sented by the node. Efficient algorithms exist that perform inference and
learning in Bayesian networks.
Classification trees: classification trees are classification tools that have a
tree structure in which each internal (non-leaf) node is labeled with an
input feature. The arcs coming from a node labeled with a feature are
labeled with each of the possible values of the feature. Each leaf of the
tree is labeled with a class or a probability distribution over the classes.
A tree can be “learned” by splitting the source set into subsets based on
an attribute value test. This process is repeated on each derived subset
in a recursive manner called recursive partitioning. The recursion is
completed when the subset at a node has all the same value of the target
variable, or when splitting no longer adds value to the predictions.
Clustering: cluster analysis is the assignment of a set of observations into
subsets (called clusters) so that observations within the same cluster are
similar according to some predesignated criterion or criteria, while obser-
vations drawn from different clusters are dissimilar. Different clustering
techniques make different assumptions on the structure of the data, often
defined by some similarity metric and evaluated for example by internal
compactness (similarity between members of the same cluster) and sepa-
ration between different clusters. Clustering is a method of unsupervised
learning, and a common technique for statistical data analysis.
Logistic regression: logistic regression is part of a class of generalized linear
models. Binary logistic regression forms a multivariate relation between
a dependent variable that can only take values from“0”to“1”and several
independent variables. Logistic regression is used to predict the probabil-
ity of being a specific source class based on the values of the independent
variables (see Section 3.3.2).
Support vector machines: a support vector machine constructs a hyper-
plane or set of hyperplanes in a high- or infinite-dimensional space, which
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can be used for classification, regression, or other tasks. Intuitively, a
good separation is achieved by the hyperplane that has the largest dis-
tance to the nearest training data point of any class (so-called functional
margin), since in general the larger the margin the lower the generaliza-
tion error of the classifier.
Random forest: random forest is an ensemble classifier that grows a large
forest of classification trees. To classify a new object, each tree in the
forest votes on the class. The proportion of votes that agree on a decision
provides a measure of the accuracy of the classification.
In this thesis we will use the logistic regression algorithm because it is one
of simplest machine learning method, it discriminates each object class using
a linear separation, and the artificial neural networks because are the natural
extension of the logistic regression as we will explain in the next Chapter, they
discriminate each object class using a more complex non-linear separation.
3.3.2 Classification using Logistic Regression
Two different machine learning techniques were implemented to determine
likely source classifications for the 1FGL unidentified sources: Logistic Re-
gression (LR) and Classification Trees (CT). Both techniques use identified
objects to build up a classification analysis which provides the probability for
an unidentified source to belong to a given class. We applied these techniques
to the sources in 1FGL to provide a set of classification probabilities for each
unidentified source.
The approach to assign likely classifications for the 1FGL unidentified
sources we have developed is the Logistic Regression (LR) analysis method
[103]. LR allows us to quantify the probability of correct classification based
on fitting a model form to the data (a more detailed description of this method
is explained in the next Chapter and in Appendix B.1). We do not describe
the CT technique that was developed by the LAT team, the application of this
method is very similar to the LR, for a detailed description of this technique
see [16]. In this Section we will explain in detail only the LR technique be-
cause this was the first step of my thesis. I started to develop and apply this
advanced statistical method to classify 1FGL unidentified sources on the basis
of their γ-ray observables. At the end of this Section the LR and CT results
will be compared in order to obtain more robust results.
LR is part of a class of generalized linear models and is one of the simplest
machine learning techniques. LR forms a multivariate relation between a de-
pendent variable that can only take values from 0 to 1 and several independent
variables. When the dependent variable has only two possible assignment cate-
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gories, the simplicity of the LR method can be a benefit over other discriminant
analyses.
In our case, the dependent variable is a binary variable that represents
the classification of a given 1FGL unidentified source. Quantitatively, the
relationship between the classification and its dependence on several variables
can be expressed as:
P =
1
(1 + e−z)
(3.3)
where P is the probability of the classification, and z can be defined as a linear
combination:
z = b0 + b1x1 + b2x2 + ...+ bnxn (3.4)
where b0 is the intercept of the model, the bi (i = 0, 1, 2, ..., n) are the
slope coefficients of the LR model and the xi (i = 0, 1, 2, ..., n) are the
independent variables. Therefore, LR evaluates the probability of association
with a particular class of sources as a function of the independent variables
(e.g. spectral shape or time variability).
Similarly to linear regression, LR finds a “best fitting” equation. How-
ever, the principles on which the two methods are based are rather different.
Instead of using a least-squared deviations criterion for the best fit, it uses a
maximum-likelihood method, which maximizes the probability of matching the
associations in the training sample by optimizing the regression coefficients. As
a result, the goodness of fit and overall significance statistics used in LR are
different from those used in linear regression.
Selection of the training sample and the predictor variables
Since LR is a supervised machine learning technique, it must be trained on
known objects in order to predict the membership of a new object to a given
class on the basis of its observables. We trained the predictor using the pulsar
and AGN associated sources in the 1FGL catalog [3] because, as we have seen,
they represent the two most numerous γ-ray classes and because they can
be well distinguished by their γ-ray observables. The output of this training
process is the probability that an unidentified source has characteristics more
similar to an AGN than to a pulsar.
To evaluate the best predictor variables for the LR analysis, we used the
likelihood ratio test, comparing the likelihoods of the models not including
(null hypothesis) and including (alternative hypothesis) the predictor variable
under examination. We started by using the fractional variability, the spectral
index, the hardness ratios for the 5 energy bands in the catalog and the sky
position (i.e. the Galactic latitude and longitude). The value of the likelihood
ratio test is the p-value, and is useful in determining if a predictor variable is
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significant in distinguishing an AGN from a pulsar. If the p-value for a given
predictor variable is smaller than the significance threshold α (0.05) then the
predictor variable is included in the multivariate LR model. We do not include
the curvature value (HR23−HR34) in this evaluation because the LR analysis
does not work well with predictor variables that are linearly dependent on
other predictor values.
We then calculated the significance of each predictor variable to find the
resulting LR coefficients. The list of the LR predictor variables with the relative
values of the maximum likelihood ratios can be found in Table 3.1.
Variable Coefficient Standard Error p-value
Intercept -22.17 4.97 <0.001
Fractional Variability 10.61 1.49 <0.001
Spectral Index 11.30 2.47 <0.001
Hardness23 -3.84 1.27 0.002
Hardness34 8.14 1.53 <0.001
Hardness45 3.72 0.76 <0.001
Hardness12 ... ... 0.242
glat ... ... 0.333
glon ... ... 0.144
Table 3.1: List of the Predictor Variables for the LR Model. Variables selected
for the Logistic Regression analysis are listed at top. Those rejected are listed
below the line [16].
While AGNs are isotropically distributed and pulsars are concentrated
along the Galactic plane, we wanted to see whether our multivariate LR model
was able to recognize this effect. The results indicate that Galactic latitude
and longitude are not significant at the α = 0.05 (5% significance) level. More-
over we find that also HR12 is not highly significant in the LR analysis. It is
interesting to note that HR12, in the univariate LR model, is quite significant
(p-value=0.02) to distinguish between AGNs and pulsars but in a multivari-
ate LR analysis it loses its significance. In Table 3.1 those predictor variables
selected for the LR model are above the line and those we did not select lie
below the line.
Defining thresholds
Next we derive the predictor variable for 1FGL unidentified sources by applying
the trained classification analysis to those sources. Since the LR analysis uses
AGNs as primary source type, the output parameter (A) listed in Table 4
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of [16] describes the probability that an unidentified source is an AGN. The
probability that an unidentified source is a pulsar is P = 1 − A (because we
are modeling the behavior of AGNs as “opposite” of the behavior of the pulsars
based on the predictor variables).
In principle, the dependent variable is a binary variable that represents the
presence or absence of a particular class of objects. We could have selected
“pulsars” and “non-pulsars” (e.g. all other 1FGL associated sources) to teach
the model to recognize the new pulsars, and done similarly for the AGNs. We
did not follow this approach because there are no source populations in 1FGL
other than AGNs and pulsars with sufficient numbers to significantly affect the
results. By focusing on “opposing” characteristics, we improve the efficiency of
classifying new AGN or pulsar candidates.
Later, we defined two threshold values, one to classify an AGN candi-
date (CA) and one to classify a pulsar candidate (CP ). We chose these two
thresholds by analyzing the Receiver Operating Characteristic (ROC) curves
by plotting all combinations of true positives and the proportion of false neg-
atives generated by varying the decision threshold so that 80% of the AGN
associations in 1FGL would have a predictor value greater than CA and 80%
of the pulsars would have a predictor value smaller than CP , and to result in
very low contamination. Using this principle we set CA to 0.98 and CP to 0.62.
With these thresholds, only 1% of AGNs are misclassified as pulsars, while 3%
of pulsars are classified as AGN.
To estimate how accurately our predictive model performs in practice, we
cross-validated using only the 756 pulsars and AGNs in the 1FGL catalog. We
held out 75 sources to be the testing data set, and we used the remaining 681
for training. We repeated this procedure 10 times, using a different set of 75
test sources in each data set. At the end, this 10-fold cross-validation showed
that the average testing efficiency rates for these threshold values are 75%
for pulsars and 80% for AGNs, and that the average testing error rates (false
positives) are very low, 0.05% for pulsars and 0.02% for AGNs. The 5% lower
success rate for the pulsars is likely due to low statistics in the test samples.
It must also be noted that the sources associated with a different class than
AGN or pulsar have been excluded from this training procedure, for a total
of 24 sources. We cannot treat these 24 sources uniformly as “background”,
because of the smallness of their sample and the diversity of their spectral
properties. However, it is possible to estimate the contamination to the candi-
date AGN and pulsar samples deriving from the likely presence of these“other”
sources in the unassociated sample.
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Results
If we apply the model to the 1FGL unidentified sources we find that 368 are
classified as AGN candidates (P > 0.98), 122 are classified as pulsar can-
didates (P < 0.62) and 140 remain unclassified after the LR analysis. The
distributions of 1FGL associated and unidentified sources as a function of the
probability of being AGNs are shown in the Figure 4.5. The thresholds for
assigning pulsar candidates and AGN candidates are indicated in the figure.
It is important to note that in order to meet the acceptance threshold of 80%
of the known pulsars, we are including a large range of predictor values with
very few pulsars. This may result in over-predicting the number of pulsars in
unidentified sources.
Figure 3.4: Distribution of the Logistic Regression predictor. Vertical lines
indicate the value of the thresholds we set to identify pulsar candidates (Pre-
dictor < 0.62) and AGN candidates (Predictor > 0.98). Left: sources of the
1FGL catalog identified as pulsars (red) and AGNs (blue). Right: for 1FGL
unidentified sources [16].
The predictor distribution for the 24 sources that were not used during
the training procedure can be used to estimate the contamination from these
sources to the AGN and pulsar candidate distributions. According to the LR
analysis, those 24 sources are equally distributed between AGN-like objects,
pulsar-like objects, and still unclassified objects. Moreover, it is reasonable
to assume that those sources will not be overrepresented in the unassociated
population compared with the associated one. Therefore, we expect that up
to 2% of the newly classified AGN candidates and up to 5% of the newly
classified pulsar candidates will indeed belong to one of the “other” classes
(galaxies, globular clusters, supernova remnants, etc.).
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Validating the results
To test the capability of the LR algorithm for identifying the different source
classes, we applied the LR analysis to the new sources identified after the re-
lease of the 1FLG catalog [3]. Of the 177 newly associated AGNs, 142 were
correctly classified as AGN candidates by the LR analysis (efficiency: 80%),
only 7 were classified as pulsar candidates (4%), while the other 28 sources
remained unclassified (16%). For the 37 newly pulsars, we noticed a different
performance between “new pulsar detections”, for which pulsations detected
in the LAT data, and “new pulsar candidates”, i.e. pulsars found at another
wavelength in the unidentified source field for which pulsations have been de-
tected only in the radio. For the 20 objects detected as pulsars by the LAT, we
correctly classify 11 pulsars (efficiency: 55%), we misclassify only one source
(5%) and we leave the remaining sources as unclassified (efficiency: 40%). On
the other hand, for the 17 sources that are considered pulsar candidates (as
opposed to detections), the classification rate was much worse. We correctly
classified only 4 objects as pulsars (efficiency: 23.5%), we misclassified 4 ob-
jects as AGN (23.5% of the new pulsar candidates) and left the 9 remaining
objects as still unassociated (53%). These results are interesting, as the defini-
tion of the pulsar fiducial threshold in the LR analysis appeared that it might
overestimate the pulsar candidates. However, the LR actually has a somewhat
poorer success rate for finding new pulsars and pulsar candidates than for find-
ing new AGN candidates. Looking more closely at the 1FGL properties of the
misclassified pulsar candidates, we find that 12 of the 17 new pulsar candidates
have only upper limits for the 0.3 – 1 GeV band, a prime portion of the typi-
cal spectrum in the LAT. In contrast, 80% of the new pulsar detections were
significantly detected in this portion of the LAT spectrum. This difference in
characteristics for the two pulsar groups may indicate the need for additional
criteria when selecting sources for follow-up observations.
The sky distribution (left) and the latitude (right) distribution of the newly
classified sources are shown in Figure 4.24. Note that both the AGN and pul-
sar distributions are as expected, even though we have not used the Galactic
latitude as an input to either classification method. The pulsar candidates
are mainly distributed along the Galactic plane, with a few high-latitude ex-
ceptions that suggest additional nearby MSPs, while the AGN candidates are
nearly isotropically distributed over the sky. From this we can conclude that,
using only the γ-ray properties of the Fermi -LAT sources, and the firm asso-
ciations of the 1FGL, we were able to develop a predictive method for AGN
and pulsar classification that nearly matches our expectations (i.e., pulsar can-
didates are not variable, have a curved spectrum, and are mainly distributed
along the Galactic plane, while AGN candidates are mostly extraGalactic,
variable sources).
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Figure 3.5: Distribution of the newly classified sources. Left: spatial distribu-
tion in galactic coordinates. Right: latitude distribution. In red are shown the
pulsar candidates, in blue the AGN candidates and in green the unclassified
sources.
3.3.3 Combining Logistic Regression with Classification
Trees
The LAT team implemented another machine learning technique to determine
likely source classifications for the 1FGL unidentified sources: the Classification
Trees (CT), which iteratively split the original sample trying to maximize
the separation at each cut4. The LR results were then combined with those
found using the CT. In this way the combined classifier would have a higher
performance in the classification of 1FGL unidentified sources. For this reason,
since the purpose of this analysis is to provide candidate sources for follow-up
multi-wavelength studies, the positive results from both techniques are used to
generate our candidate lists. It was noticed the two classification techniques
gave somewhat different results. Of the 630 unidentified sources in 1FGL, both
techniques agreed on the appropriate classification for 57.6% of the sources
(363), while they gave conflicting classifications for 5.4% (34 sources). The
remaining 253 sources were left unclassified by one or both techniques (see
[16]). We can now synthesize a final set of classifications of 1FGL unidentified
sources as follow: AGN candidates must be classified by at least one method,
and the other method must not disagree (that is, not classify it as a pulsar);
pulsar candidates must be classified by at least one method, and the other
method must not disagree (that is, not classify it as an AGN); unclassified
sources are not classified by either method; “Conflicting” sources are those
that have been assigned opposite classifications (one AGN and one pulsar) by
the two different methods. Based on these definitions, in the 1FGL unidentified
source list there are 396 AGN candidates (269 are classified as AGNs by both
4Details on the analysis and the results using Classification Trees can be found in [16]
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methods), 159 pulsar candidates (72 classified as pulsars by both methods), 41
unclassified sources, and 34 conflicting sources. Figure 3.6 shows on the left
the curvature-variability distribution of the newly classified AGN and pulsar
candidates based on this synthesis of the two methods and on the right their
spatial distribution [16].
Figure 3.6: (left) Variability index vs. curvature index for 1FGL unidentified
sources classified as AGN (blue crosses) and pulsar candidates (red circles).
(right) Spatial distribution of the combined classification sample, in Galactic
coordinates. Sources are classified as AGN candidates (blue diamond), pul-
sar candidates (red circles), unclassified (green crosses), or in conflict (black
squares) [16].
Now we can compare the new associations to the combined classifications.
Of the 214 newly associated AGNs and pulsars, 171 sources (151 new AGNs,
16 new pulsar detections, and 4 new pulsar candidates) match the classification
given by the combined analysis, and 26 sources (15 new AGNs, only one new
pulsar detection, and 10 new pulsar candidates) are in direct conflict with the
classification source type. This gives an efficiency of 85% for AGN classification
and 80% for classification of new pulsar detections, but only 59% for new pulsar
candidates. Seventeen of the newly associated sources are unclassified by either
method, and only one source has conflicting source classification. The one
conflicting source turns out to be a new pulsar candidate that also has an AGN
association, suggesting the LAT source could be the sum of these two objects.
The overall efficiency for this combined sample is ∼ 80%, comparable to the
value we were seeking when we set the fiducial values for the two methods.
The combined sample has a false negative rate of ∼ 12%.
Discussion
The results of the classification analyses demonstrate that source properties
measured with the Fermi -LAT can provide important guidance on what types
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of follow-up observations are likely to be fruitful for many of these unidentified
sources. The emphasis in follow-up observations of LAT sources has been on
radio imaging and timing observations for a large number of sources, as well as
targets X-ray observations for sources of interest (e.g., flaring sources or new
radio pulsar candidates). In addition, there is an on-going program to observe
all the bright, well-localized Fermi -LAT unidentified sources with Swift with
the aim to add important new insights into these sources as a group. The list
containing what follow-up observations are recommended in several wavebands
on the basis of these analyses is shown in [16].
The efficiency of the LR method at classifying new AGN is high, with
a low rate of false negatives, while the efficiency for new pulsar candidates
is much lower than expected. The main reason is related to the number of
objects in the two training classes, AGN class includes an order of magnitude
of objects larger than pulsar class, for this reason our classification method
tends to classify better AGNs than pulsars. Moreover, its performances may
improve with different criteria selection of input parameters and classification
thresholds. In the first section of the next Chapter we will describe the results
of a refined LR analysis, in which we will use different criteria selection. In the
end, the efficiency of the combined classification methods at classifying new
AGN and pulsar candidates is higher as we expect. These results suggest us
to combine more classification methods in order to obtain a stronger classifier.
3.4 Summary
The Fermi -LAT source catalogs list a number of γ-ray sources one order of
magnitude greater with respect to the previous γ-ray catalogs. The fraction
of sources without a firm association is decreasing but is still significant. The
association of γ-ray sources is primarily based on positional coincidence, corre-
lated variability, and pulsation. The low statistics and poor localization (>1’)
of γ-ray instruments hamper the association process. Other γ-ray information
can be used to investigate the nature of unidentified sources. We have re-
ported the study and the classification of the 1FGL unidentified sources: this
was the starting point of my Ph.D. work. The predictions from these statistical
analyses are useful for planning multi-wavelength follow-up observations and
selecting targets for pulsar and blazars searches.
630 of the 1451 1FGL sources remain unassociated with plausible coun-
terparts at other wavelengths. The 95% uncertainty radii for 1FGL source
locations are typically 10’. While greatly improved over the degree-scale un-
certainties of previous instruments, these position measurements are still in-
adequate to make firm identification based solely on location. The first step of
the thesis was to develop and apply an advanced statistical approach based on
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the Logistic Regression toward understanding the 1FGL unidentified sources,
using all the available information about the γ-ray sources. Information about
locations, spectra, and time variability has been combined with properties of
the established γ-ray source classes. These results, combined with those found
using other machine learning techniques (e.g. Classification Trees), are useful
for planning multi-wavelength follow-up observations and selecting targets for
pulsar and AGN searches.
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Chapter 4
Classification of the 2FGL
unidentified sources
The Second Fermi -LAT Source Catalog (2FGL) is the most recent γ-ray source
catalog. It lists 1873 sources detected during the first 24 months of opera-
tion by the LAT in the 100 MeV to 300 GeV energy range. For each LAT
source, the proposed associations with sources in other astronomical catalogs
is based primarily on positional coincidence, correlated variability and pulsa-
tion. In particular, a plausible counterpart is a member of a known or likely
γ-ray emitting class located close to the 95% uncertainty radius of given 2FGL
source, with an association confidence of 80% or higher. The procedure used
to construct the 2FGL catalog was improved with respect to that used for
the 1FGL catalog. Moreover, since the 2FGL catalog is based on data from
2 years of observations, the number of detected γ-ray photons is considerably
increased, allowing for a better characterization of each 2FGL source. All this
allowed to improve the localization of each γ-ray source and to refine the pa-
rameters that describe its spectral shape and time variability. Despite all these
improvements, 575 (∼ 30%) 2FGL sources remain unassociated. As shown in
Figure 4.1, the fraction of unidentified sources is lower than of the previous
γ-ray source catalogs but, because of the low statistics and poor localization
(> 1’) of γ-ray instruments, is still significant. Other γ-ray information can
be used to investigate the nature of unidentified sources. Understanding the
nature of these sources is very important for different reasons, these objects
represent discovery space for new source classes, or new members of existing
source classes and their study can help us to better characterize the γ-ray
Universe.
Advanced statistical techniques will be applied to assign the probability
of a γ-ray source to belong to a specific source class on the basis of its γ-ray
observables. Two machine learning techniques will be used for this purpose,
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Figure 4.1: Number of detected γ-ray sources (blue) and fraction of unidentified
sources (red).
a Logistic Regression (LR) refined with respect to that used for the study of
1FGL unidentified sources and an Artificial Neural Network (ANN), which
represents the natural extension of the LR method. The results of these two
techniques will be compared and from the outcomes multi-wavelength follow-
up observations will be planned.
4.1 Properties of the 2FGL unidentified sources
As for the 1FGL unidentified sources, the position, time variability and spectral
information given in the 2FGL catalog provide an important starting point for
the characterization of the LAT unidentified sources. Since the procedure
to build the 2FGL catalog is based on a refined definition of the parameters
which are used to describe the spectral shape and the time variability for each
source, it is necessary to analyze the “refined” intrinsic properties distribution
of the associated sources in order to compare them with the distribution of the
unidentified sources.
Figure 4.2 shows on the left the distribution on the sky of the 2FGL sources
color coded on the basis of their classifications while on the right the distribu-
tion of the different classes as a function of the Galactic latitude. From these
figures it is clear that AGNs and pulsars represent the two most numerous
source classes in the γ-ray catalogs and they are characterized by a different
distribution. AGNs are characterized by a nearly isotropical distribution that
reflects the extragalactic nature of these objects. Inspecting their distribution
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Figure 4.2: Distribution of the 2FGL sources color coded on the basis of their
classifications. Left: spatial distribution in Galactic coordinates. Right: lati-
tude distribution.
near Galactic latitude, the absence of AGN associations close to the Galactic
plane is striking. As explained in the previous Chapter this absence is related
to two facts, first the AGN catalogs used for the procedure of association are
not complete at low Galactic latitude, moreover in the Galactic plane, a γ-ray
source must be brighter than at high latitudes in order to be detected above the
Galactic diffuse emission. On the contrary, pulsars are primarily situated along
the Galactic plane to witness the Galactic nature of these objects. However,
a few number of γ-ray sources associated with pulsars are located at higher
latitudes. These objects are primary MSPs, they are fainter than young γ-ray
pulsars and only the nearer ones can be detected by the LAT. They are in
our Galaxy but they are located at high latitudes only for a projection effect.
The distribution of the 2FGL unidentified sources is clearly not isotropic, as
was observed for the 1FGL unidentified sources. There is a significant excess
of unidentified sources at low Galactic latitudes (|b| < 10◦) where 55% of the
detected sources have no formal counterparts, compared with only 21% unas-
sociated at |b| > 10◦. This distribution is probably the sum of a Galactic
and extragalactic component. Almost all the objects at high latitude (|b| >
10◦) may be associated with extragalactic objects, primarily with AGNs and
in particular blazars, the most abundant γ-ray source class. Likely a small
fraction of these unidentified sources may be associated with Galactic objects
such as MSP. Probably, as was the case for COS-B and EGRET, a subset of
the unidentified sources situated close to the Galactic plane may be spurious,
resulting from an imperfect Galactic diffuse model, this fact may explain a frac-
tion of the spike in their Galactic latitude distribution. Almost all the “real”
unidentified sources located close to the Galactic plane may be associated with
Galactic objects, primarily pulsars, because they are the most numerous γ-ray
Galactic source class, the others may be associated to SNRs or other Galactic
sources. Owing to the limitation of the AGNs catalogs used during the pro-
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cedure of association we expect that a small fraction of unidentified sources
located along the Galactic plane may be associated with AGNs. In Figure 4.2
the objects called “psr” represent the LAT sources associated with a pulsar by
the automated source association procedure although no significant pulsation
has been found analyzing LAT data. This means that the association of some
of these objects may be spurious and we decide not to consider these objects as
pulsars but as “potential” pulsars. Otherwise, the objects called “spp” are LAT
sources for which the 95% confidence error radius overlaps with an extended
SNR but their association is not clear, they may be associated with a pulsar
or a PWN. Since the high-chance coincidence rate of these objects, we do not
consider them as SNRs but as “potential” SNRs.
During the construction of the 2FGL catalog, the brighter sources were
fitted with curved spectra instead with a simple power law. For example, all the
γ-ray pulsars with significant LAT pulsations were fitted with an exponential
cutoff power law (PLExpCutoff, see Equation 2.7), while bright blazars and
other bright LAT sources were fitted with a log-normal model (LogParabola,
see equation 2.8). In order to compare the properties of the 2FGL sources with
those of unidentified sources we need an homogeneous parameters sample. For
this reason all sources were also fitted with a simple power-law spectral form
and the spectral indices were included in the 2FGL catalog. This index is
called PowerLaw Index and it is different from the spectral index that in the
2FGL catalog represents the best-fit photon number power-law index for power
law spectra, while for LogParabola spectra is the index at pivot energy and
for PLExpCutoff spectra is the low-energy index [158]. In addition, the 2FGL
catalog includes an estimate of the curvature significance based on a likelihood
ratio test, which measures the significance of the spectral model selected for
a specific LAT source with respect to a simple power-law form. This is an
improvement of the 1FGL curvature index definition. In the 2FGL catalog a
refined variability index was introduced for each source. It derives from the
value of the likelihood in the null hypothesis, that the source flux is constant
across the full 24-month period, and the value under the alternative hypothesis
where the flux in each bin is optimized. Now we inspect the distribution of
these parameters as a function of the flux detected with energy above 100
MeV (F100 ) with the aim to understand which are the best parameters in
distinguishing pulsars from AGNs.
Analyzing the top panel of the Figure 4.3 we can see that, as done for the
1FGL sources, the PowerLaw index does not appear to discriminate well the
AGNs from the pulsars. While AGN spectra are well described by a broken
power law, which is very similar to a power law, pulsar spectra are not well de-
scribed by a simple power law, implying that the spectral index of a power-law
fit cannot be a good discriminator between pulsar and AGN classes. Moreover,
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Figure 4.3: Distributions as a function of the photon flux (E > 100 MeV)
in units of cm−2 sec−1 of the PowerLaw index (top), curvature significance
(middle), and variability index (bottom) for the 2FGL sources.
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an instrumental bias is limiting the value of the PowerLaw index since a very
faint γ-ray object cannot be fitted by an hard power-law model because of the
low statistics which masks any spectral peculiarity.
Observing the middle panel of the Figure 4.3 it is clear that, differently from
the 1FGL curvature index, the relationship between the curvature significance
and the flux is not linear, this indicates that the refined curvature parameter
is not tightly correlated with flux. Moreover, the curvature significance is a
good discriminator to distinguish pulsars and AGNs. This is what we expect
on the basis of the typical spectral shape of these two source classes. The
broken power-law model describes very well the spectral shape of the AGNs,
this model is not very different from a simple power law and thus the value of
the curvature significance for these objects is quite low. Conversely the pulsar
spectra follow an exponential cutoff power-law model that is very different
from a simple power law, especially at energies greater then the cutoff energy,
thus their curvature significance is rather high.
An inspection of the bottom panel of the Figure 4.3 shows clearly that,
while for AGNs the refined variability index increases with flux, this does not
happen for pulsars, making variability index a very good discriminator between
the two major classes of 2FGL sources.
If we plot for all source classes the refined variability index and the cur-
vature significance, a clear separation is visible between bright sources with
AGNs and those with pulsars (see Figure 4.4). Pulsars lie in the lower right-
hand quadrant while AGNs lie in the upper half. These two γ-ray parameters
seem to split the two source classes more efficiently than in the 1FGL catalog.
Indeed, the two classes do not mix too much in the lower left-hand quadrant,
making it easier to distinguish between them.
This simple analysis allows us to understand which γ-ray observables sep-
arate more efficiently the two major γ-ray source classes, AGNs and pulsars.
In this way we can classify some of the unidentified sources as likely members
of one of these two source types on the basis of these γ-ray observables. How-
ever, the analysis performed is characterized by two important limits. First,
we can compare by eye against each at most 3 parameters at a time. This
is an human limit, our eyes cannot assess if adding new parameters result in
a more efficient splitting of AGNs and pulsars. Second, in order to establish
if a specific parameter is significant above a certain threshold to distinguish
between pulsars and AGNs and in order to assign a probability to each 2FGL
unidentified source to be more similar to one of these γ-ray objects, we need
to introduce some statistical rules. As a result we need to develop a statistical
method that combines the input parameters, processes the result and assigns
the probability of the LAT source to belong to a specific source class, here
pulsar or AGN class. The main input parameters will be the PowerLaw index,
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Figure 4.4: Variability index plotted as a function of the curvature significance
for different sources classes. The horizontal dashed line mask a variability index
of 41.6, above which sources are likely to be variable. The vertical dashed line
is set to a curvature significance of 4.0, above which curved spectra are needed.
the curvature significance and the refined variability index but other observ-
ables must be tested in order to understand if they can be used to distinguish
the two main γ-ray source classes. To do so we will test all the γ-ray parame-
ters included in the 2FGL catalog that do not depend too much on the source
significance.
4.2 Classification using Logistic Regression
We have implemented two different machine learning techniques to determine
likely source classifications for the 2FGL unidentified sources: Logistic Re-
gression (LR) and Artificial Neural Network (ANN). The advantage of these
statistical methods is, in addition to evaluating the probability that an uniden-
tified source is more similar to an AGN or a pulsar on the basis of its γ-ray
observables, to be able to establish which are the parameters useful to distin-
guish the two major source classes testing for their significance. Following up
on the previous section we expect the curvature significance and the variability
index to be good discriminators between pulsars and AGNs.
The Logistic Regression method analysis has already been used to classify
the 1FGL unidentified sources but the method we will describe here has a
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number of improvements with respect to the previous LR analysis and they will
highlight during the description of the construction and the relative application
of the model. The theoretical foundations about the Logistic Regression are
reported in Appendix B.1.
4.2.1 Construction of the Logistic Regression model
The Logistic Regression model is part of a class of generalized linear models and
it is based on the logistic function defined in Equation 3.3. The construction
of the LR model to classify LAT objects is based on a number of steps:
1. Selection of the training sample. This step must be based on specific
considerations, e.g. the number of objects in each known LAT class or
which are the classes characterized by a marked different phenomenology.
2. Selection of the predictor variables. This step consists in determining
which are the observables that significantly distinguish the classes se-
lected during the previous step. During this step the regression coeffi-
cients are estimated by the maximum likelihood method.
3. Defining thresholds. This step sets a number of classification thresholds
to single out each LAT class selected during the first step. The classifi-
cation thresholds must be set in order to optimize accuracy minimizing
contamination and misclassification.
4. Validating. This step consists in evaluating the performances of the
classification rules set during the previous step on the basis of a 10-fold
cross-validation test.
Once the LR model is built we can apply it to determine likely source
classifications for the 2FGL unidentified sources. At this point an additional
validation test can be implemented analyzing the performances of the Logistic
Regression algorithm in classifying LAT objects associated after the publica-
tion of the 2FGL catalog through multi-wavelength studies or blind searches.
Selection of the training sample
As LR is a supervised machine learning technique, it must be trained on known
objects in order to predict the membership of a new object to a given class on
the basis of its observables. We decide to train the predictor using the 83 firmly
identified pulsars and all the 1096 AGNs (blazars, non-blazar active galaxies,
Seyfert galaxies and active galaxies of uncertain type) listed in the 2FGL cat-
alog [158] because, as we have seen in the previous section, they represent the
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two most abundant γ-ray source classes and because they can be well distin-
guished using their γ-ray observables. We set the predictor value P , defined
in the Equation 3.3, equal to 1 for the identified pulsars and equal to 0 for all
the AGNs. In such a way the output of this training process is the probability
that an unidentified source has characteristics more similar to a pulsar than to
an AGN. Moreover, we do not include in the training sample categories other
than pulsars and AGNs because of the smallness of their samples. Since we
are primarily interested in searching for pulsar candidates in the unidentified
sample, we do not include the 25 “potential” pulsars in the training sample.
Selection of the predictor variables
The criteria for including a variable in a model is a key point for statistical
model building. The approach we use for building the LR model involves
seeking the most parsimonious model that explains the data. The rationale for
minimizing the number of variables is that the resultant model is more likely
to be numerically stable, and is more easy generalized. The more variables
included in a model, the greater the estimated standard errors become, and
the more dependent the model becomes on the observed data [103].
The several steps we follow to select the variables for the Logistic Regression
model are presented in the following:
1. The selection process begins with a careful univariate analysis of each
γ-ray observables. This involves fitting an univariate logistic regression
model to obtain the estimated coefficient, the estimated standard error
and the likelihood ratio test for the significance of each coefficient (see
Appendix B.1).
2. Upon completion of the univariate analyses, we select variables for the
multivariable analysis. Any variable whose univariate test obtained dur-
ing the first step has a p-value < 0.25 is a candidate for the multivariate
model. Once the variable has been identified, we begin with a model
containing all of the selected parameters. Our choice to use 0.25 level as
a screening criterion for variable selection is based on the detailed studies
on Logistic Regression [103]. These studies show that use of a more tradi-
tional level of 0.05 often fails to identify variables known to be important.
This is related to the fact that any univariate approach has the problem
that it ignores the possibility that a collection of variables, each weakly
associated with the outcome, can become an important predictor when
taken together. Use of such higher level has the disadvantage of includ-
ing variables that are of questionable importance at the model building
stage. For this reason, we will critically review all variables added to a
model before deciding on the final model.
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3. At this point, following the fit of the multivariate model, the importance
of each variable included in the model is verified. This includes an ex-
amination of the likelihood ratio for each variable and a comparison of
each coefficient estimated from the model containing only that variable.
Variables that do not contribute to the model based on these criteria are
eliminated and a new model is built. The new model is then compared
to the full one by the maximum likelihood test. This process of deleting,
refitting and verifying continues until it appears that all of the important
variables are included in the model.
4. At this point, any variable not selected in the step 2 for the original
multivariable model are added back into the model. This step is helpful
in identifying variables that, by themselves, are not significantly related
to the outcome but make an important contribution in the presence of
other variables. We refer to the model at the conclusion of this step as
final Logistic Regression model.
To evaluate the best predictor variables for the LR analysis, we follow the
procedure previously explained. We start by using the curvature significance,
the variability index, the PowerLaw index, the fluxes and the hardness ratios
for the 5 energy bands in the catalog and the position on the sky (i.e. the
Galactic latitude and longitude). As for the LR model applied to the 1FGL
sources, we do not include the curvature value (HR23 −HR34) in this evalua-
tion. We decide to include the refined variability index instead of the fractional
variability because the first one does not depend too much on significance of
2FGL sources as for the variability index defined in the 1FGL catalog [3]. Dur-
ing the procedure of construction of the LR model we use linearly normalized
variables in the range [0, 1] in order to stabilize and improve the efficiency of
the procedure.
The Table 4.1 shows the results of the univariate analysis applied to pulsars
and AGNs of the training sample. In this table, for each observable listed in the
first column, the following are shown. (1) The estimated coefficient obtained
by our univariate logistic regression fitting. (2) The relative standard error.
(3) The p-value as the value of the likelihood ratio test for the parameters
significance.
At this point, following step 2 of the selection procedure, only predictor
variables with a p-value smaller than the significance threshold α = 0.25 are
included in the multivariate LR model. The excluded predictor variables are
the PowerLaw index and the Galactic latitude and longitude. They will be
added back into the multivariate model after the importance of each variable
is verified.
We then calculate the significance of each predictor variable to find the
resulting LR coefficients. The list of the LR predictor variables with the relative
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Variable Coefficient Standard Error p-value
Curvature Significance 17.08 1.48 <0.001
Variability Index -11.52 2.31 <0.001
PowerLaw Index 0.74 1.40 0.60
Flux0.1−0.3GeV -35.28 7.48 <0.001
Flux0.3−1GeV -109.73 14.60 <0.001
Flux1−3GeV 191.82 23.25 <0.001
Flux3−10GeV -126.68 16.54 <0.001
Flux10−100GeV -6.91 2.34 0.003
Hardness12 -1.65 0.45 <0.01
Hardness23 1.56 0.62 0.013
Hardness34 1.62 0.68 0.019
Hardness45 7.85 0.97 <0.001
glat -0.73 0.48 0.331
glon 0.32 0.41 0.427
Table 4.1: List of the Predictor Variables for the univariate LR Model. Vari-
ables selected for the multivariate Logistic Regression model has a p-value <
0.25.
values of the maximum likelihood ratios can be found in Table 4.2. If the p-
value for a given predictor variable is smaller than the significance threshold
α = 0.05 then the predictor variable is included in the final multivariate LR
model, the others are rejected. In the table predictor variables selected for the
LR model are above the line and those we did not select lie below the line.
While AGNs are isotropically distributed and pulsars are concentrated
along the Galactic plane, we want to verify whether our final multivariate
LR model is able to recognize this effect. The results indicate that Galactic
latitude and longitude are not significant at the α = 0.05 (5% significance) level
as we expect. Moreover, we find that also HR12, HR23, HR45, Flux0.1−0.3 and
Flux10−100 are not significant in the multivariate LR analysis. It is interesting
to notice that all these predictor variables, in the univariate LR model, are
quite significant (p-value < 0.02) to distinguish between AGNs and pulsars
but in a multivariate LR analysis they loose their significance. PowerLaw in-
dex is not significant to distinguish between AGNs and pulsars in a univariate
LR analysis, it becomes significant in the multivariate LR model making an
important contribution in the presence of other variables. The positive sign of
a predictor coefficient reveals that the source is likely to be pulsar-like. The
signs of each predictor coefficient shown in Table 4.2 reveal that a pulsar-like
object must be characterized by low variability and by a very curved spectral
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shape as we expect on the basis of the previous section. The different spectral
shapes of pulsars and AGNs are clearly seen in the signs of the fluxes and the
HR34. The pulsar fluxes are lower than those of AGNs in the energy bands 0.3
– 1 GeV and 3 – 10 GeV, while are higher in the energy band 1 – 3 GeV, where
typical cutoff energies of pulsar spectra are found [200]. Above the cutoff en-
ergy the pulsar spectrum decreases exponentially becoming very different from
a typical AGN spectrum. This may explain the significance of the HR34, be-
cause in such energy bands the pulsar spectrum change significantly its shape.
Variable Coefficient Standard Error p-value
Intercept -13.40 2.68 <0.001
Curvature Significance 20.97 2.68 <0.001
Variability Index -42.64 11.13 <0.001
PowerLaw Index 13.88 5.74 0.016
Flux0.3−1GeV -743.01 200.06 <0.001
Flux1−3GeV 2005.48 567.03 <0.001
Flux3−10GeV -738.68 281.07 0.008
Hardness34 5.60 2.17 0.010
Flux0.1−0.3GeV ... ... 0.122
Flux10−100GeV ... ... 0.454
Hardness12 ... ... 0.971
Hardness23 ... ... 0.456
Hardness45 ... ... 0.850
glat ... ... 0.977
glon ... ... 0.473
Table 4.2: List of the Predictor Variables for the LR Model. Variables selected
for the final Logistic Regression model are listed at top. Those rejected are
listed below the line.
Defining thresholds
We define two threshold values, one to classify an AGN candidate (CA) and one
to classify a pulsar candidate (CP ). We chose these two thresholds in order to
optimize the accuracy, that measures the proportion of actual positives which
are correctly identified as such (it is also called sensitivity), and minimize the
misclassification and the contamination by plotting these values by varying
the decision threshold as shown in Figure 4.5. On the left are shown the
distribution of the parameters we analyzed to set the threshold (indicated as a
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red vertical line) to single out pulsars, conversely on the right those we analyzed
to set the threshold (indicated as a blue line) to single out AGNs. Using this
Figure 4.5: Distribution of the accuracy (here called sensitivity), misclassifica-
tion and contamination by varying the decision threshold. (left) Distribution
related to pulsars: false positives represent the contamination given by AGNs
and misclassification is related to AGNs classified as pulsars. (right ) Distri-
bution related to AGNs: false negatives represent the contamination given by
pulsars and misclassification is related to pulsars classified as AGNs. Vertical
lines indicate the value of the thresholds we set to single out pulsars (red) and
AGNs (blue).
principle we set CA to 0.05 and CP to 0.65. With these thresholds, 82% of
pulsars are correctly classified as a pulsar while only 3.6% are misclassified as
an AGN, conversely 95% of AGNs are correctly classified as an AGN while
only 0.3% are misclassified as a pulsar. Regarding the contamination, only
4.2% of the objects classified as a pulsar are indeed AGNs and only 0.3%
classified as an AGN are indeed pulsars. These results are shown in the table
of classification in Figure 4.6. If we analyze in detail the pulsars misclassified
we find 3 objects: PSR J1357–6429, PSR J1823-3021A and PSR J2240+5832.
The first one is a young and energetic pulsar (τc=7.3 ks and E˙ ∼ 1036 erg
s−1) [41] surrounded by a bright PWN observed in X-ray and at TeV energies
[50] [97]. Thus, if the PWN is contributing significantly, this may explain
the misclassification. The second one is an energetic MSP located 8.4 kpc
away in the core of the cluster NGC 6624 [80]. This object is very peculiar,
characterized by the highest γ-ray luminosity observed for any MSP with an
unusually large rate of change of its period. Their peculiarities may be the
reason of the misclassification of these objects. The last one seems to be
a typical young radio-loud pulsar [188] with no peculiar behaviour. The 3
AGNs misclassified are an associated FSRQ blazar (2FGL J2206.6+6500) and
two active galaxies of uncertain type, associated through statistical methods
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Figure 4.6: Table of classification based on the classification rules described
in the text. The objects called observed represent the sources in the training
sample, otherwise the objects called predicted represent the results of the LR
algorithm applied to the observed sources using our classification rules. In
green are represented the correct classifications and in red the incorrect ones.
different from those in the 2FGL catalog [83]. Recently, 1 of the active galaxies
of uncertain type (2FGL J0621.9+3750) has been associated with the pulsar
J0622+3749 found in a blind search analyzing LAT data [167]. Probably also
the misclassification of the other AGNs is related to an incorrect association.
The distribution of the LR predictor for the sources of the 2FGL catalog
identified as pulsars and AGNs is shown in Figure 4.7.
It must be noted that the sources associated with a different class than
AGN or pulsar, for a total of 35 sources, have been excluded from this training
procedure. They are composed by Galactic objects, such as SNRs, HMBs,
globular clusters and a nova, and extragalactic objects, such as normal galaxies,
SMC and LMC. Here we have not considered the “potential” pulsars nor the
“potential” SNRs because their association is uncertain. We cannot treat the
“other” 35 sources uniformly as “background”, because of the smallness of their
sample and the diversity of their spectral properties. However, it is possible
to estimate the contamination to the candidate AGN and pulsar samples due
to the likely presence of these “other” sources in the unassociated sample. In
Figure 4.8 is shown how we can use the predictor distribution for the 35“other”
sources to estimate the further contamination from these sources to the AGN
and pulsar candidate distributions.
According to the LR analysis, the 35 sources are nearly equally distributed
between AGN-like objects, pulsar-like objects, and still unclassified objects.
In particular, 46% (6) are classified as pulsar candidates, while 23% (8) as
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Figure 4.7: Distribution of the LR predictor for sources of the 2FGL catalog
identified as pulsars (red) and AGNs (blue). Vertical lines indicate the value
of the thresholds we set to identify pulsar candidates (Predictor > 0.65) and
AGN candidates (Predictor < 0.05).
Figure 4.8: Distribution of the LR predictor for the “other” 2FGL sources
defined in the text. Vertical lines indicate the value of the thresholds we set to
identify pulsar candidates (Predictor > 0.65) and AGN candidates (Predictor
< 0.05)
AGN candidates. Note that the contamination due to these sources does not
change the accuracy and the misclassification of the LR model but contributes
only to the contamination. The pulsar candidates are all the 6 SNRs firmly
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identified as γ-ray sources on the basis of their spatial extensions (IC 443,
W28, W30, W44, W51C ad Cygnus Loop), 2 associated point-like SNRs (with
angular diameters < 20’), 3 HMBs (LS I+61 303, 1FGL J1018.6–5856 and LS
5039) whose γ-ray observables seem very similar to those of a young pulsar
[90] [19], and 5 globular clusters, whose γ-ray emission may be related to the
contribution of a number of MSPs in the cluster as explained in Chapter 2. The
AGN candidates are associated with the source Small Magellanic Cloud (SMC),
2 objects in the field of the LMC, the Andromeda galaxy M31, 3 PWNe, 1 HMB
(Cygnus X-3, which is different from the other 3 γ-ray HMBs detected by the
LAT because this is a microquasar, 2 globular clusters (M80 and NGC 6440)
and the nova (V407 Cyg), whose γ-ray emission lasted only 2 weeks [13]. From
this analysis it is clear that only Galactic pulsar-like objects are classified as
a pulsar, otherwise only extragalactic or AGN-like objects are classified as an
AGN. This means that our algorithm is able to distinguish pulsar-like from
AGN-like objects and not only pulsars from AGNs. Moreover, it is reasonable
to assume that those sources will not be overrepresented in the unassociated
population compared with the associated one. We expect that up to 0.7% of
the newly classified AGN candidates and up to 18% of the newly classified
pulsar candidates will indeed belong to one of the “other” classes (galaxies,
globular clusters, supernova remnants, etc.). The higher contamination rate
for the pulsars is likely due to low statistics in the test samples and is primarily
associated with a Galactic contamination. These results are shown in the table
of classification in Figure 4.9.
Figure 4.9: Table of classification based on the classification rules described
in the text where the contamination given by the “other” 2FGL sources is
included. In green are represented the correct classifications and in red the
incorrect ones. Note that the inclusion of the “other” 2FGL sources does not
change the accuracy and the misclassification of the LR model.
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To estimate how accurately our predictive model performs, we cross-validate
it using all the 1179 pulsars and AGNs in the 2FGL catalog. We randomly
selected 118 sources containing both pulsars and AGNs to be the testing data
set, and we used the remaining 1061 sources for training. We repeated this
procedure 10 times, using different sets of 118 test sources. At each step the
“other” sources are used to evaluate the total contamination. At the end, this
10-fold cross-validation shows that the average testing accuracy rates for these
threshold values are 81% for pulsars and 95.5% for AGNs, that the average
misclassification rates are 6% for pulsars and 1% for AGNs and that the av-
erage total contamination rates are 24% for pulsars (7.5% AGNs and 16.5%
“other” sources) and 1.5% for AGNs (1% pulsars and 0.5% “other” sources).
These results are consistent with those found including all pulsars and AGNs
in the training sample.
4.2.2 Results and their validation
Applying the model to the 2FGL unidentified sources we find that 325 are
classified as AGN candidates (P < 0.05), 108 are classified as pulsar candidates
(P > 0.65) and 143 remain unclassified after the LR analysis. The distribution
of 2FGL unidentified sources as a function of the probability of being pulsars
is shown in the Figure 4.10. The thresholds for assigning pulsar candidates
and AGN candidates are indicated in the figure. It is important to notice that
in order to meet the threshold of ∼80% of the known pulsars, we are including
a large range of predictor values with very few pulsars. This may result in
over-predicting the number of pulsars in unidentified sources. As a result, if
we take into account the estimated contamination and misclassification rates
related to our classification rules we expect up to 100 γ-ray pulsars and up to
350 AGNs to be discovered in 2FGL catalog .
The spatial (top) and the latitude (bottom) distribution of the newly clas-
sified sources are shown in Figure 4.11. Their distributions give us the op-
portunity to cross check our results. Note that both the AGN and pulsar
distributions are as expected, even though we have not used the Galactic lat-
itude as an input to either classification method. The pulsar candidates are
mainly distributed along the Galactic plane (85% are situated in |b| < 10◦),
with a few high-latitude exceptions that suggest additional nearby MSPs, while
the AGN candidates are nearly isotropically distributed on the sky.
If we combine the AGN candidate population with the 2FGL sources that
already have AGN associations (Figure 4.12, left panel), we find that the shape
of the AGN distribution matches reasonably well with a nearly isotropical
distribution that we expect, at low Galactic latitudes there is still a lack of
AGNs primarily because of the bright Galactic diffuse γ-ray emission. On the
contrary, if we combine the pulsar candidate population with the 2FGL sources
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Figure 4.10: Distribution of the Logistic Regression predictor for 2FGL uniden-
tified sources. Vertical lines indicate the value of the thresholds we set to iden-
tify pulsar candidates (Predictor > 0.65) and AGN candidates (Predictor <
0.05).
that already have pulsar associations (Figure 4.12, right panel), we find that
their distribution is characterized by an evident peak at low Galactic latitudes.
Since our studies about the contamination in the pulsar candidate sample, we
expect that a fraction of these objects may be associated with another Galactic
source classes, e.g. SNRs or HMBs, but probably a certain fraction of these
sources can be spurious.
In Figure 4.13 is shown curvature-variability distribution of the newly clas-
sified AGN and pulsar candidates on the basis of the LR method. We see that
the unidentified sources have been separated into two populations with some
overlap between them. Comparing this distribution to Figure 4.4, we see it
follows the separation between the associated AGNs and pulsars.
From these examples we can conclude that using only the γ-ray proper-
ties of the Fermi -LAT sources, and the firm associations of the 2FGL, we
are able to develop a predictive model for AGN and pulsar classification that
nearly matches our expectations (i.e., pulsar candidates are not variable, have
a curved spectrum, and are mainly distributed along the Galactic plane, while
AGN candidates are mostly extragalactic, variable sources).
In order to test the capability of the LR algorithm for identifying the dif-
ferent source classes, we must apply the LR analysis to an independent set
of associations from those used to train the LR model. For this, we look to
association efforts that have taken place since the release of the 2FGL cata-
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Figure 4.11: Distribution of the newly classified sources. Top: spatial dis-
tribution in galactic coordinates. Bottom: latitude distribution. In red are
shown the pulsar candidates, in blue the AGN candidates and in yellow the
unclassified sources.
log. Regarding the 2FGL unidentified sources, the follow-up multi-wavelength
association efforts and specific analyses of the LAT data discussed in Section
3.2 have resulted in 46 new Galactic source associations (18 young pulsars and
28 MSPs), and 47 new AGN associations (2 were unidentified in 2FGL, 1 was
a “potential” SNR and 41 were active galaxies of uncertain type). We cannot
consider the 41 objects classified as active galaxies of uncertain type because
they were a component of the training sample. Of the 3 newly associated
AGNs, 2 are correctly classified as AGN candidates by the LR analysis, no one
is classified as pulsar candidates, while the other sources remain unclassified.
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Figure 4.12: Left: distribution of AGN candidates binned by Galactic latitude.
The yellow line is the sum of the 2FGL AGN associations (blue line) plus the
sources classified as AGN candidates (green line). The dashed line is the
distribution for all 2FGL sources. Right: distribution of pulsar candidates
binned by Galactic latitude. The yellow line is the sum of the 2FGL pulsar
associations (red line) plus the sources classified as pulsar candidates (green
line). The dashed line is the distribution for all 2FGL sources. Note that the
latitude bins of the two figures are different, AGN distribution covers the entire
sky while the pulsar distribution is just ±10◦ around the plane of our Galaxy.
Figure 4.13: Variability index vs. curvature significance for 2FGL unidentified
sources classified as AGN (blue triangles) and pulsar candidates (red diamonds)
and unclassified (yellow crosses).
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For pulsars, 21 are correctly classified as pulsar candidates by the LR analy-
sis (efficiency: 46%), only 6 are classified as AGN candidates (false negative:
13%), while the other 19 sources remain unclassified (41%).
We cannot assess the efficiency of the algorithm at classifying new AGNs owing
to the smallness of the sample. We notice that source significance of all the
unclassified new AGNs is very low (TS < 100), this means that their γ-ray ob-
servables cannot be well characterized hampering the source classification. For
new pulsars, we noticed a different performance between new young pulsars
and new MSPs. For new objects identified as young pulsars, we correctly clas-
sify 14 pulsars (efficiency: 79%), we misclassify only 1 source (false negative:
5%) and we leave the remaining sources as unclassified (efficiency: 16%). The
misclassified new young pulsar is 2FGL J1112–6103, for which an extended
emission in the off-peak phase was detected, possibly pointing to an associated
PWN [200]. On the other hand, for new sources identified as MSPs, the clas-
sification rate is much worse. We correctly classify only 7 objects as pulsars
(efficiency: 25%), we misclassify 5 objects as AGN (false negative: 18%) and
left the 16 remaining objects as still unassociated (57% of the new MSPs).
These misclassifications are mainly due to low source significance (TS < 100),
so that only upper limits are available in many energy bands making a spectral
characterization very difficult.
In conclusion, the efficiency of the algorithm at classifying new relatively
bright young pulsars is very high (almost 80%), which is consistent with the
efficiency we obtained for the pulsars in the training sample. Also, the low rate
of false negative is a very encouraging result, that makes us confident in using
the results from the LR analysis while planning multi-wavelength observation
of unidentified sources. We cannot conclude anything about the efficiency of
the algorithm at classifying new AGNs or new MSPs because these results are
affected by low statistics and bad characterization related to their low source
significance.
4.3 Classification using Artificial Neural Net-
works (ANNs)
In this section we describe the use of Artificial Neural Networks (ANNs) as a
very promising method for understanding the nature of Fermi -LAT unidenti-
fied sources, this is the first time this machine learning technique is used for
this purpose. This technique uses identified objects as a training sample, learn-
ing to distinguish each source class on the basis of parameters that describe its
γ-ray properties. By applying the algorithm to unknown objects, such as the
unidentified sources, it is possible to quantify their probability of belonging
97
4. Classification of the 2FGL unidentified sources
to a specific class. There are different packages available to perform an ANN
analysis (e.g. MATLAB Neural Network Toolbox 1 or PyBrain2) but we de-
cided to develop our own algorithms to address our specific problem because,
although ANNs exist in many different models and architectures, the relatively
low complexity of astronomical data does not pose special constrains in all the
steps of the method which will be discussed below. We used a very simple neu-
ral model known as MultiLayer Perceptron (MLP; see Appendix B.2), which is
probably the most widely used architecture for practical applications of neural
networks. We wrote our algorithms in Python programming language3, our
choice gives us a number of advantages, first of all our ANN does not work
as a “black box”, this is a typical problem of any available ANN package for
which the learning process is always unknown. Since we have implemented
our algorithms, we can examine step by step how our network is learning to
distinguish 2FGL source classes. Another important advantage is that our
ANN is easy-to-use because we have implemented the algorithms and we have
a clear idea on how they operate. Moreover, our package is very flexible and, if
we need a new specific analysis, we can easily implement it. Before using our
algorithms to understand the nature of 2FGL unidentified sources we carefully
tested them in very simple situations.
Neural networks were originally conceived as simple models for the behav-
ior of the brain, but have since found many real world applications in fields as
diverse as medicine, linguistics, or high-energy physics. Multilayer perceptrons
[127] are well suited to many situations where one is searching for a functional
relationship between a set of input variables and response variables. Artifi-
cial neural networks can be considered as an extension of generalized linear
models (e.g. logistic regression), and are applied to approximate complicated
functional relationships. At variance with generalized linear models, it is not
necessary to specify a priori the type of relationship between the input and out-
put variables. This often leads to superior results, compared to simple logistic
regression analyses [206] (see Figure 4.14). The use of ANNs in astronomy goes
back over 20 years (e.g. Odewahn et al. 1992 [160] applied it to the problem of
star/galaxy discrimination or [24], [210], [23], [45], [75]). In γ-ray astronomy,
ANNs are often used for such applications as background rejection, though
other techniques (e.g. classification trees) are also used for such purposes. In
[16] and in the previous section we have explored the application of logistic re-
gression to source classification, based on some γ-ray observables, and shown
that it is very efficient at sorting sources into pulsar-like and AGN-like classes
showing that there is much to be gained in developing an automated system of
1http://www.mathworks.com/products/neural-network/
2http://pybrain.org
3http://www.python.org
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sorting (and ranking) sources according to their probability of being a pulsar
or an AGN. Our goal is to extend our studies of source classification using
ANNs, aiming at improving on the results already obtained.
Figure 4.14: Simple classification test comparing logistic regression (LR) and
a multilayer perceptron (MLP) with only 2 input parameters. The green and
black lines represent the thresholds to single out AGNs and pulsars using the
LR and the MLP respectively. The full sample containing all AGNs and pulsars
has been split in“Training”,“Validation”and“Testing”subsamples as described
in Appendix B.2 in order to train and optimize the ANN. LR has been trained
using all sources in the Training and Validation subsamples. Applying the
optimized models to the Testing subsample we estimate an higher efficiency of
MLP in classifying new sources.
4.3.1 Selection of the training sample and the predictor
variables
The first step of the ANN analysis is to select a sample of data to build the
predictor variable. We decide to focus on the 83 firmly identified pulsars and
the 834 associated AGNs. This choice derives from what we have learned
through the Logistic Regression analysis discussed in the previous section. We
do not include in the training sample the 25 “potential” pulsars for the same
reason explained for the LR analysis. Moreover, we decide not to include the
active galaxies of uncertain type for which, as we have seen in the previous
section, the association is not certain. Indeed, some of them may be spurious
while others may be associated with pulsars or other Galactic objects. We
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intend to apply the optimized ANN to these uncertain associations in order
to classify them. We exclude from the training procedure also the sources
associated with a class different than AGNs or pulsars because of the smallness
of their sample. However, we use them to estimate the contamination to the
candidate AGN and pulsar samples due to the likely presence of these “other”
source classes in the unassociated sample.
The second important step is to select the most appropriate set of vari-
ables for training the ANN. This choice must follow some criteria, the selected
variables must not depend too much on flux and significance of the source
otherwise the ANN would tend to classify the 2FGL objects in the training
sample on the basis of these parameters and not on the basis of their intrinsic
features losing efficiency in the classification. Moreover, physical considera-
tions about the γ-ray properties of each source class can guide us in the choice
of the most effective variables for discriminating AGNs from pulsars. After ex-
ploring most of the parameters in the 2FGL catalog, we select a set of variables
that includes the curvature significance, the variability index, the PowerLaw
index, the fluxes and the hardness ratios for the 5 energy bands in the 2FGL
catalog. We decide not to use the Galactic latitude and longitude as input to
the ANN in order to avoid biasing our selection against AGNs situated close
to the Galactic plane and pulsars (especially MSPs) situated at high Galactic
latitudes. Furthermore, this choice gives us the opportunity to use the position
on the sky of the different populations as a cross check of our result. The new
pulsar candidates should be mainly distributed along the Galactic plane, while
the AGN candidates should be isotropically distributed.
4.3.2 Architecture of the ANN
The basic building block of an ANN is the neuron. Information is passed as
inputs to the neuron, which processes them and produces an output. The out-
put is typically a simple mathematical function of the inputs. The power of
the ANN comes from assembling many neurons into a network. The network
is able to model very complex behavior from input to output. Since the rela-
tively low complexity of our data, we decide to use a very simple neural model
known as Feed Forward MultiLayer Perceptron (MLP; see Appendix B.2) and
in particular a two-layer feed-forward network (2LP). It consists of a layer of
input neurons, a layer of “hidden” neurons and a layer of output neurons. In
such an arrangement each neuron is referred to as a node. Figure B.2 shows a
schematic design of such a network. We use this simple architecture because
the Weierstrass’ theorem ascertains that for a multilayer perceptron a single
hidden layer is sufficient to approximate a given continuous correlation func-
tion to any precision, provided that a sufficiently large numbers of nodes is
used in the hidden layer. An important corollary of this result is that, in the
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context of a classification problem, networks with two layers can approximate
any decision boundary to arbitrary accuracy. Thus, such networks also pro-
vide universal nonlinear discriminant functions. More generally, the capability
of such networks of approximating general smooth functions allows them to
model a posteriori probabilities of class membership.
The output of the hidden layer and the output layer are related to their
inputs as follows:
hidden layer: hj = g
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f
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j
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where the output of the hidden layer h and output layer y are given for each
hidden node j and each output node k. The index i runs over all input nodes.
The functions g(1) and g(2) are called activation functions. The non-linear
nature of g(1) and g(2) is a key ingredient in constructing a viable and practi-
cally useful network. This non-linear function must be bounded, smooth and
monotonic; we use g(1)(x) = g(2)(x) = tanh(x) where tanh(x) is the hyperbolic
tangent. The layout and number of nodes are collectively termed the architec-
ture of the network (see Appendix B.2). For a given architecture, the weights
w and biases b define the operation of the network and are the quantities we
will determine by a specific training algorithm explained in Section 4.3.3. Fol-
lowing the usual approach for starting the learning algorithm we initialize the
weights randomly in the range [−1, 1] and moreover we decide to not include
biases in our network (b = 0). As weights vary during training, a very wide
range of non-linear mappings between inputs and outputs is possible.
In our application, we will construct a classification network. The aim
of any classification method is to place members of a set into groups based
on inherent properties or features of the individuals, given some pre-classified
training data. Formally, classification can be summarized as finding a classi-
fier C : x→ C which maps an object from some (typically multi-dimensional)
feature space x to its classification label C, which is typically taken as one
of 1, ..., N where N is the number of distinct classes, in our case AGNs and
pulsars. Thus the problem of classification is to partition feature space into
regions, assigning each region a label corresponding to the appropriate classi-
fication.
In building a classifier using a neural network, it is convenient to view
the problem probabilistically. To this end we consider a 2LP consisting of an
input layer (xi), a hidden layer (hj), and an output layer (yi). In classification
networks, however, the outputs must be post-processed in order to have a
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probability that tells us the input feature vector x belongs to the kth class.
We decide to transform the outputs with the following procedure:
pk =
ym + 1∑
k(yk + 1)
(4.3)
such that they are all non-negative and sum to unity. In this way the network
produces an output vector for each 2FGL sources. The kth component of this
vector can be viewed as the probability for k given the the input parameters
P (Ck|x). In fact, it can be proved theoretically ([86], [176]) that the output of
an ANN is indeed a Bayesian a posteriori probability. The advantage of this
probabilistic approach is that we gain the ability to make statistical decisions
on the appropriate classification in very large feature spaces where a direct
linear partition would not be feasible.
In order to define the architecture of our network we must determine the
number of nodes in each layer. The number of input and output nodes is
strictly related to the problem we are analyzing. The number of input nodes
is given by the number of selected predictor variables, in our case 12. During
the ANN analysis a pre-processing is performed normalizing each variable to
the range [0, 1]. All the variables are normalized logarithmically except for
the hardness ratios, the curvature significance and the PowerLaw index which
are linearly normalized. The number of output nodes is given by the num-
ber of source classes we want to classify: in our case 2 (pulsars and AGNs).
To the lth source in the training sample are associated two vectors (x(l), t(l))
in which the target vector t(l) for the network outputs has unity in the ele-
ment corresponding to the true class of the lth feature vector x(l) and minus
ones elsewhere. Thus for pulsars t = [1,−1] while for AGNs t = [−1, 1].
Determining the number of hidden nodes is crucial, especially for its practical
implications in learning and generalization. Theory and experience ([71], [125],
[52]) show that networks with few hidden nodes exhibit a better generaliza-
tion performance. Moreover, knowledge embedded in small trained networks
is presumably easier to interpret and thus the extraction of simple rules can
hopefully be facilitated. Lastly, from an implementation stand point, small
networks only require limited resources in any physical computational envi-
ronment. To solve the problem of choosing the right number of hidden nodes
we pursue an incremental approach known as pruning [175]. Pruning starts
with a relatively large number of hidden nodes and excise those unnecessary
so as to arrive at an optimal network architecture. We use the following proce-
dure, first we train the network with a large number of hidden nodes, we start
with 20, using a standard training algorithms (see Section 4.3.3 for details),
then we examine the value of the mean squared error (mse, defined as in the
Equation 4.4) and we remove one of the nodes in the hidden layer. At this point
we retrain the pruned network and we re-examine the value of the mse, then
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we remove another hidden nodes and we continue until an additional pruning
process results in increasing significantly the mse decreasing the performances
of our network. Using these procedure combined to a detailed analysis we
decide to use 12 hidden nodes. In Figure 4.15 in blue is shown the value of
the mean squared error defined in Equation 4.4 as a function of the number
of hidden nodes while in red the performance of our network in terms of the
fraction of correct classifications of the validation sample (defined below) as a
function of the number of hidden nodes.
Figure 4.15: (blue) Value of the mean squared error (mse) defined in Equation
4.4 as a function of the number of hidden nodes. (red) Performance of the
network in terms of fraction of correct classifications of the validation sample
(defined in the text) as a function of the number of hidden nodes.
As a result our feed-forward 2LP is built up of 12 input nodes, 12 hidden
nodes and 2 output nodes, each node in a layer is linked to all the nodes of
the next layer and to each link is associated a weight randomly initialized in
the range [−1, 1].
4.3.3 Training session
For a given network architecture the first step is the “training” of the ANN.
In this step the weights w (the “free parameters”) are determined by a spe-
cific learning algorithm. The basic learning algorithm for 2LP is the so-called
back-propagation (see Appendix B.2.3) which is based on the error-correction
learning rule. In essence, back-propagation consists of two passes through the
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different layers of the network: a forward pass and a backward pass. In the for-
ward pass an input vector is applied to the input nodes of the network, and its
effect propagates through the network layer by layer. Finally, a set of outputs
is produced as the actual response of the network. During the backward pass,
on the other hand, the weights are all adjusted in accordance with the error
correction rule. Specifically, the actual response of the network is subtracted
from a desired (target) response which we denote as a vector t = (t1, t2, ..., tc)
to produce an error signal. This error signal is then propagated backward
through the network. There are several choices for the form of the error sig-
nal and this choice still depends on the nature of the problem, we choose the
sum-squared error (E) defined in the Equation B.14. Moreover, we define the
mean square error (mse) as the sum of the errors given by each object in the
training sample:
mse =
1
N
∑
n
E(n) (4.4)
where E(n) is the error related to the nth source in the training sample and N
is the number of sources in the training sample. The weights are adjusted to
make the actual response of the network move closer to the desired response
in a statistical sense. The set of weights that minimizes the error function are
found using the method of gradient descendent. Starting from a random set
of weights w the weights are updated by moving a small distance in w-space
into the direction −∇wE where E decreases most rapidly:
wnew = wold − η ∂E
∂w
(4.5)
where the positive number η is the learning rate and we set it to 0.2. The algo-
rithm is stopped when the value of the error function has become sufficiently
small. We analyzed also the possibility to use the “heavy ball method” defined
in the Equation B.17 adding a momentum α = 0.9 in the Equation 4.5 but
without a significant improvement in the performance of the network thus we
decided to not use this learning algorithm.
We use the learning algorithm in the online version, in which the weights of
the connections are updated after each example are processed by the network.
One epoch corresponds to the processing of all examples one time and the
value of the mse can be obtained.
In order to avoid under- and overfitting, and obtain a good generalization of
our network we split the training sample in 3 subsamples, the training sample,
the validation sample and the testing sample as explained in Appendix B.2.
The first one is used to optimize the weights and classify correctly the 2FGL
sources; the second one is used to avoid over-fitting during the training, this
is not used for updating the weights but during the training it monitors the
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generalization error. The best epoch corresponds to the lowest validation error,
and the training is stopped when the validation error rate “starts to go up”.
The last one is independent both of the training and validation subsample and
is used to monitor the accuracy of the 2LP, after each training the network is
applied to this subsample and the error on the testing subsample provides an
unbiased estimate of the generalization error. We choose a training sample as
large as possible (∼ 70% of the full sample) while keeping the other independent
samples homogeneous (∼ 15% each one). Since we use an “online” version of
the learning algorithm, we decide to shuffle the training sample after each
epoch, this choice allows us to maintain a good generalization of our network.
Moreover, in order to rank the relative importance of the different variables
at distinguishing AGNs from pulsars we implemented a variable ranking that
uses the sum of the weights-squared of the connection between the variable’s
nodes in the input layer and the hidden layer. The importance Ii of the input
variable i is given by:
Ii = x¯
2
i
Nh∑
j=1
(
w
(1)
ij
)2
, i = 1, ..., Nvar (4.6)
where x¯i is the sample mean of input variable i.
Table 2.3 ranks the relative importance of the different variables at dis-
tinguishing AGNs from pulsars according to the Equation 4.6. As we expect
variability index is the most important variable, here HR12 seems very impor-
tant, a result very different from what we obtained from the LR analysis. The
others hardness ratios as well as the curvature significance and the PowerLaw
index are relatively important, indicating that the spectral shapes associated
to pulsars and AGNs are rather different, for the first ones the spectrum is de-
scribed by a power law with exponential cutoff, the others by a broken power
law. The fluxes in each energy bands are the least important parameters at
distinguishing AGNs from pulsars.
In Figure 4.16 the correlation matrix of the variables selected for our anal-
ysis is shown. The i, j element of the matrix is the correlation coefficient ρij
defined as:
ρij =
Cij√
Cii × Cjj
(4.7)
where Cij is the covariance of the variables xi and xj while Cii is the variance
of the variable xi. The values of ρ are between –1 and 1, inclusive, and in
Figure 4.16 to each correlation coefficient is associated a color on the basis of
its value.
The performance of our neural network is shown in Figure 4.17. At the
top panel the mean squared error for training, validation and testing samples
during the learning process is shown as a function of the epoch. We have
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Variable Importance
(0) Curvature Significance 2.89 (3.81%)
(1) Variability Index 26.05 (34.29%)
(2) PowerLaw Index 4.88 (6.43%)
(3) Flux0.1−0.3GeV 2.53 (3.34%)
(4) Flux0.3−1GeV 1.34 (1.77%)
(5) Flux1−3GeV 1.62 (2.14%)
(6) Flux3−10GeV 1.04 (1.37%)
(7) Flux10−100GeV 1.50 (1.98%)
(8) Hardness12 17.38 (22.89%)
(9) Hardness23 3.44 (4.54%)
(10) Hardness34 6.75 (8.88%)
(11) Hardness45 6.51 (8.57%)
Table 4.3: List of the training variables for the ANN: each variable is ranked
according to its relevance in the discrimination process (see Equation 4.6), as
computed by the ANN algorithm.
Figure 4.16: Correlation matrix of the variables selected for our analysis. The
number of each parameter is expressed in Table 4.3 and to each correlation
coefficient is associated a color on the basis of its value.
stopped the learning process and consider that the ANN is optimized when the
mean squared error of the validation sample“starts to go up”and in the figure is
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specified by a dotted vertical line. Our ANN algorithm is not very fast because
the neural network is optimized after ∼150 epochs but it works well because it
is able to reach the minimum of the error function for the validation sample.
After the epoch we have stopped the learning process, the error function of the
training sample continues to decrease as we expect, while the error function
of the testing sample increases similarly to the error of the validation sample.
The sawtooth trend of the error function is related to the learning algorithm
we use, that is an “online” version of the learning algorithm where after each
epoch the training sample is shuffled, this causes a statistical fluctuation of the
mean squared error during the learning process. In the middle panel is shown
the classification table, pulsars are indicated as class 1 while AGN as class 2.
Since the output of our neural network is a vector with two components, the
first one defines the probability that the object is a pulsar and the other one
the probability that it is an AGN, at this step an object is classified as a pulsar
if the value of the first component of the output vector is greater of those of
the second one. This table tells us that our trained neural networks works very
well at distinguish between pulsars and AGNs because the accuracy and the
precision are very high, the total performance of our ANN is given by the total
accuracy in the block blue and it is > 99%. In this case we are considering
that all the 2FGL sources are pulsars and AGNs but there are other source
classes, for this reason we must define some classification thresholds in order
to classify pulsar and AGN candidates more efficiently (see Section 4.3.4). On
the bottom panel the distribution of the ANN predictor for the 2FGL pulsars
(Class 1) and AGNs (Class 2) is shown, this corresponds to the value of the
first element of the post-processed output vector shown in the Equation 4.3.
Such predictor (P) describes the probability that a 2FGL source is a pulsar, the
probability that the same object is an AGN is A = 1− P because ∑k pk = 1
(k is the source class) since we are considering only two source classes, thus in
this case we are modelling the behavior of pulsars as “opposite” of the behavior
of AGNs. Also this distribution tells us the optimized neural network works
very well because almost all the pulsars are characterized by an high predictor
value, while almost all AGNs by a low predictor value.
4.3.4 Defining thresholds
The distribution of the predictor value of the associated sources (at the bot-
tom of the Figure 4.17) clearly shows that we can select a set of AGN and
pulsar candidates with high confidence, when choosing the appropriate fidu-
cial regions. We define two threshold values, one to classify a pulsar candidate
(CP ) and one to classify an AGN candidate (CA) so that all the sources with
a predictor greater than 0.9962 are classified as pulsar candidates while all the
sources with a predictor smaller than 3.4×10−7 are classified as AGN candida-
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Figure 4.17: Performance of our ANN. Top: mean squared error for training,
validation and testing samples during the learning process as a function of
the epoch. The vertical dotted line specifies the epoch the learning process is
stopped (optimized network). Middle: classification table. Bottom: distribu-
tion of the ANN predictor for the 2FGL pulsars (indicated as “Class 1”) and
AGNs (indicated as “Class 2”). Violet indicates pulsars which are put on top
of AGNs.
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tes. All the sources with an intermediate value of the predictor remain unclas-
sified after the ANN analysis. The choice of these boundaries is optimized for
an accuracy of 80% for the two source classes in order to keep the misclassi-
fication fraction under 2%. Here, 80% of pulsar associations in 2FGL have a
predictor greater than CP and 80% of AGNs have a predictor smaller than CA.
We use these thresholds in order to maintain the same level of accuracy for
AGNs and pulsars. The results are shown in the table of classification in Figure
4.18. The only pulsar misclassified is PSR J1823–3021A, this is an energetic
MSP located in the core of the cluster NGC 6624, 8.4 kpc away. This object
was one of the pulsars misclassified after the application of the LR algorithm
and this may be related to the peculiarities of this source. Otherwise the only
AGN misclassified (2FGL J2206.6+6500) is associated with a FSRQ blazar.
Also this object was misclassified by the LR algorithm and the reason may be
related to an incorrect association.
Figure 4.18: Table of classification based on the classification rules described
in the text. In green are represented the correct classifications and in red the
incorrect ones.
As for the LR analysis, the sources associated with a different class than
AGN or pulsar have been excluded from this training procedure. They are
composed by Galactic objects, such as SNRs, HMBs, globular clusters and a
nova, and extragalactic objects, such as normal galaxies, SMC and LMC. We
do not include in this sample the 6 SNRs identified on the basis of their spatial
extensions and the 3 PWNe because they are extended sources and different
specific analyses were applied to their in the 2FGL catalog [158]. We decide to
use the “other” sources to estimate the contamination to the candidate AGN
and pulsar samples from the likely presence of these objects in the unassociated
sample. In Figure 4.19 is shown how we can use the predictor distribution for
109
4. Classification of the 2FGL unidentified sources
the 28“other”sources to estimate the further contamination from these sources
to the AGN and pulsar candidate distributions.
Figure 4.19: Distribution of the predictor value for the“other”28 2FGL sources
defined in the text.
According to the ANN analysis, those 28 sources are nearly equally dis-
tributed between AGN-like objects, pulsar-like objects, and still unclassified
objects. In particular, 32% (9) are classify as a pulsar candidate, while 25% (7)
as an AGN candidate. Notice that the contamination due to these sources does
not change the accuracy and the misclassification of the ANN model but only
the contamination. The pulsar candidates are 2 associated point-like SNRs
(with angular diameters < 20’), 2 HMBs (1FGL J1018.6–5856 and LS 5039)
whose γ-ray observables seem very similar to those of a young pulsar [19], and
5 globular clusters, whose γ-ray emission is probably due to the contribution
of a number of MSPs. The AGN candidates are 2 objects in the field of the
LMC, the Andromeda galaxy M31, 3 starburst galaxies and the nova (V407
Cyg). From this analysis it is clear that only Galactic pulsar-like objects are
classified as a pulsar candidate, otherwise only extragalactic or AGN-like ob-
jects are classified as an AGN candidate. We expect that up to 0.1% of the
newly classified AGN candidates and up to 11.5% of the newly classified pulsar
candidates will indeed belong to one of the “other” classes (galaxies, globular
clusters, supernova remnants, etc.). The higher contamination rate for the
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pulsars is likely due to low statistics in the 2FGL source sample but it is pri-
marily associated with a Galactic contamination. These results are shown in
the table of classification in Figure 4.20.
Figure 4.20: Table of classification based on the classification rules described
in the text where the contamination given by the “other” 2FGL sources is
assessed. In green are represented the correct classifications and in red the
incorrect ones. Note that the inclusion of the “other” 2FGL sources does not
change the accuracy and the misclassification of the ANN model.
Figure 4.21 shows on the left the distribution of the accuracy, misclassifi-
cation and contamination by varying the decision threshold related to pulsars
while on the right the same distribution related to AGNs.
4.3.5 Results and their validation
Applying the trained neural network to the 2FGL unidentified sources we find
that 131 are classified as pulsar candidates (P > CP ), 176 are classified as
AGN candidates (P < CA) and 269 remain unclassified. The distribution of
2FGL unidentified sources as a function of the probability of being pulsars
is shown in the Figure 4.22. It is important to note that we defined more
restrictive thresholds with respect to LR analysis, this produces a decrease of
the contamination and an increase of the efficiency of the classification, only
the objects characterized by a very high value of ANN predictor are classified as
pulsar candidates, conversely for AGN candidates. In this way we avoid to over-
predict the number of pulsars and AGNs in unidentified sources. As a result, if
we take into account the estimated contamination and misclassification rates
related to our classification rules we expect about 100 γ-ray pulsars and up to
250 AGNs to be discovered in 2FGL catalog .
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Figure 4.21: Distribution of the accuracy, misclassification and contamination
as a function of the varying decision threshold. (Left) Distribution related
to pulsars, the contamination is given by AGNs and “other” sources and mis-
classification is related to AGNs classified as a pulsar. (Right ) Distribution
related to AGNs, the contamination given by pulsars and “other” sources and
misclassification is related to pulsars classified as an AGN.
Figure 4.22: Distribution of the ANN predictor for the 576 2FGL unidentified
sources.
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The spatial distribution of the newly classified sources, shown in Figure
4.23, gives us the opportunity to cross check our results. Notice that both
the AGN and pulsar distributions are as expected, even though we have not
used the Galactic latitude as an input to either classification method. The
pulsar candidates are mainly distributed along the Galactic plane, with a few
high-latitude exceptions that suggest additional nearby MSPs, while the AGN
candidates are nearly isotropically distributed on the sky.
Figure 4.23: Spatial distribution in galactic coordinates of the newly classified
sources. In blue are shown the pulsar candidates, in red the AGN candidates
and in yellow the unclassified sources
In the top left panel of Figure 4.24 the distribution in Galactic latitude
of the associated pulsars and AGNs is shown, while on the top right panel
the distribution of the pulsar and AGN candidates derived by the ANN is
presented. It is evident that these two distributions are very similar when
comparing pulsars with pulsar candidates while they are quite different when
comparing AGNs and AGN candidates. This difference may be related to the
selected thresholds, our choice seems to be too conservative to single out AGNs
resulting in under-predicting the number of AGN candidates in the unidenti-
fied sources. If we combine the AGN candidate population with the 2FGL
sources that already have AGN associations (Figure 4.24, bottom left panel),
we find that the shape of the AGN distribution matches reasonably well the
nearly isotropical distribution that we expect, at low Galactic latitudes there
is still an important lack of AGNs because of the bright Galactic diffuse γ-ray
emission and our conservative choice regarding CA. Otherwise, if we combine
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Figure 4.24: (Top) Latitude distribution of associated pulsars and AGNs (left)
and of pulsar and AGN candidates (right). (Bottom) Left: distribution of AGN
candidates binned by Galactic latitude. Black line is the sum of the 2FGL AGN
associations (red line) plus the sources classified as AGN candidates (magenta
line). Right: distribution of pulsar candidates binned by Galactic latitude.
Black line is the sum of the 2FGL pulsar associations (blue line) plus the
sources classified as pulsar candidates (cyan line).
the pulsar candidate population with the 2FGL sources that already have pul-
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sar associations (Figure 4.24, bottom right panel), we find their distribution
is characterized by an evident peak at low Galactic latitudes. In viewing of
our studies on the contamination in the pulsar candidate sample, we expect
that a fraction of these objects may be associated with other Galactic source
classes, e.g. SNRs or HMBs, but probably a certain fraction of these sources
may also be spurious related to a bad model describing the Galactic diffuse
γ-ray emission
In Figure 4.25 curvature-variability distribution of the newly classified AGN
and pulsar candidates on the basis of the ANN analysis is shown. We see
that the unidentified sources have been separated into two populations with
few overlap between them because of our conservative choice on thresholds.
Comparing this distribution to Figure 4.4, we see that this separation follows
the separation seen between the associated AGNs and pulsars.
These results allow us to assert that our ANN algorithms work as well as
we expect, i.e., pulsar candidates are not variable, have a curved spectrum,
and are mainly distributed along the Galactic plane, while AGN candidates
are mostly extragalactic, variable sources.
In order to test the capability of the ANN algorithms for identifying the
different source classes, we must apply the neural network analysis to an inde-
pendent set of associations from those used to train the ANN. To this purpose,
as for the logistic regression analysis, we consider 46 new Galactic source as-
sociations (18 young pulsars and 28 MSPs), and 41 new AGN associations
yielded after the publication of the 2FGL catalog [158]. Of the 41 newly as-
sociated AGNs, 28 are correctly classified as AGN candidates by the ANN
analysis (efficiency: 68%), no one is classified as pulsar candidates (false neg-
ative: 0%), while the other 17 sources remain unclassified (32%). For pulsars,
24 are correctly classified as pulsar candidates by the ANN analysis (efficiency:
52%), only 3 are classified as AGN candidates (false negative: 7%), while the
other 19 sources remain unclassified (41%). The efficiency of the algorithm
at classifying new AGNs is good (efficiency: ∼70%) and no newly AGN is
classified as a pulsar candidate. We notice that 12 of the 17 unclassified newly
AGNs have a predictor value < 5×10−5, this means that a little change of the
classification threshold to single out AGN would lead to a significant increase
of the efficiency at classifying new AGNs.
For newly pulsars, we notice the same difference in performance between young
pulsars and MSPs observed using the LR analysis. For newly objects identified
as young pulsars, we correctly classify 15 pulsars (efficiency: 84%), no source
is misclassified (false negative: 0%) and we leave the remaining sources as un-
classified (efficiency: 16%). On the other hand, for newly sources identified
as MSPs, the classification rate is much worse. We correctly classify only 9
objects as pulsars (efficiency: 32%), we misclassify 3 objects as AGN (false
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Figure 4.25: Variability index vs. curvature significance for 2FGL unidentified
sources classified as AGN (red) and pulsar candidates (blue) and unclassified
(yellow).
negative: 17%) and left the remaining objects as still unassociated (51% of
the new MSPs). As was noticed after the logistic regression analysis, these
misclassifications are mainly due to the fact that, in contrast to the new young
pulsars, almost all the new MSPs have a very low source significance (TS <
100), thus they have only upper limits in many energy bands making very
difficult an accurate spectral characterization.
As a result, the efficiency of the algorithm at classifying new young pulsar
detections is very high (more than 80%), which is consistent with the efficiency
we obtained for the pulsars in the training sample. Also the efficiency of our
neural network at classifying new AGNs is rather high (∼ 70%). Moreover, the
absence of false negative is a very encouraging result, that makes us confident
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in using the results from the ANN analysis while planning multi-wavelength ob-
servation of unidentified sources. Otherwise, we cannot assert anything about
the efficiency of the algorithm at classifying new MSPs because these results
are affected by low statistics and bad characterization related to the low source
significance.
Differently from the LR analysis, we did not include the active galaxies
of uncertain type in the training sample because their association may be
uncertain and it is based on different techniques with respect to those applied
in the construction of the 2FGL catalog ([158], [83]). Applying the trained
ANN to these sources we find that 162 (63%) are classified as AGN candidates
(P < CA), 3 (1%) are classified as pulsar candidates (P > CP ) and 92 (37%)
remain unclassified. Among the misclassified active galaxies of uncertain type,
1 is now associated with a young γ-ray pulsar (PSR J0622+3749 [167]) and
the other two have a “c” appended to indicate “caution” because these objects
has an high probability to be spurious [158]. Moreover, in the preliminary
construction of the new Fermi -LAT catalog developed by the LAT team, where
the most recent diffuse γ-ray Galactic emission model and 5 years of data are
used, these two objects disappear. The distribution of 2FGL active galaxies
of uncertain type as a function of the probability of being pulsars is shown
in the Figure 4.26. If we compare this distribution with those of associated
AGNs (see the bottom panel of Figure 4.17) we notice that active galaxies of
uncertain type are characterized by a broader distribution with some of them
with an high probability to be a pulsar, indicating that probably some of these
objects are spurious or associated with another source class. Active galaxies
of uncertain type are typically characterized by a low source significance (TS
< 100) thus their features are not well detected, this is particularly true for
time variability, making these objects a bit different from a “standard” γ-ray
AGN.
4.4 Comparing the two classification methods
We have implemented two different machine learning techniques to determine
likely source classifications for the 2FGL unidentified sources: Logistic Regres-
sion and Artificial Neural Networks. Both techniques use identified objects to
build up a classification analysis which compute the probability for an uniden-
tified source to belong to a given class. We applied these techniques to the
sources in 2FGL and obtained a set of classification probabilities. LR is a
generalized linear model and it classifies the 2FGL sources through a linear
distinction in the predictor variables space, while ANNs can be considered an
extension of this simple linear model classifying the 2FGL sources through a
more complex non-linear separation, this is evident in Figure 4.14. We cannot
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Figure 4.26: Distribution of the ANN predictor for the 257 2FGL active galax-
ies of uncertain type.
directly compare the results obtained by the logistic regression and the neural
networks because we used two different training samples (for the ANN analysis
we do not include active galaxies of uncertain type), we selected classification
thresholds based on different assumptions and we used a different set of pre-
dictor variables. However, we can compare their performance at classifying
pulsars from AGNs.
Comparing the LR and ANN predictor distributions shown in Figure 4.7
and at the bottom of Figure 4.17 it is clear they are very different. ANN seems
to separate pulsars from AGNs better than LR, in fact these objects are pri-
marily situated near to the extreme values of the predictor (P=1 and P=0). A
significant comparison between these two classification techniques can be done
analyzing the relative efficiency at classifying pulsars and AGNs associated af-
ter the publication of the 2FGL catalog. The more conservative classification
thresholds selected for the ANN analysis misclassify very few newly associ-
ated sources (only a total of 3 objects) with respect to the LR analysis but
the significant improvement given by the ANN is related to the fraction of
correct classifications. Since the conservative classification thresholds selected,
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we would expect the rate of correct classifications is higher using the LR anal-
ysis but ANN algorithm correctly classify a larger fraction of young pulsars,
MSPs and AGNs. This means that the efficiency to determine likely source
classification for the 2FGL unidentified sources is considerably higher if it is
performed by ANN analysis independently from our assumptions. This is a
general result, we must apply a non-linear analysis to efficiently classify the
2FGL sources.
In the end, the number of pulsar candidates in 2FGL unassociated sample
is similar for the LR and ANN analysis because their accuracy at classifying
pulsar is comparable (see Figures 4.6 and 4.18)), while the number of AGN
candidates is lower using an ANN analysis because using an acceptance thresh-
old of 80% of the known AGNs, we are not including a large number of AGN
candidates.
4.5 Applying an ANN analysis to distinguish
young pulsars from MSPs
One of the early surprising and mostly unexpected results from the LAT, was
the fact that MSPs are strong γ-ray emitters. A MSP is a very old pulsar
(about 109 years) with a rotational period in the range of about 1 and 10
ms, a magnetic field . 1010 Gauss and a spindown rate . 10−17 s/s. These
characteristics are very different from those of LAT young pulsars, which have
a rotational period in the range of about 0.03 and 1 s a very intense magnetic
field of order of 1012 − 1013 Gauss and a spindown rate in the range of about
10−14 and 10−12 s/s. Pulsar period-spindown rate distribution is shown in
Figure 4.27.
Out of 83 2FGL identified pulsars, 57 are young pulsars and 26 are MSPs
and their distribution on the sky is shown in Figure 4.28. Young pulsars are
primarily located along the Galactic plane which reflects the Galactic nature
of these objects, while MSPs are seen at higher latitudes. MSPs are typically
fainter in γ rays than young pulsars and only the near ones can be detected
by the LAT, they are in our Galaxy but they are very local, thus distributed
all over the sky.
Despite their intrinsic differences, which are evident in Figure 4.27, after
detailed inspections, the γ-ray properties (e.g. light curves and spectra) of
MSPs appear to be very similar to those of young γ-ray pulsars [200]. Their
γ-ray similarity is evident observing the curvature-variability distribution of
the young pulsar and the MSPs shown in Figure 4.29. We see that these two
populations overlap in the lower right-hand quadrant making impossible their
distinction on the basis of only these γ-ray observables.
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Figure 4.27: Pulsar spindown rate versus rotation period [200].
Figure 4.28: Spatial distribution in Galactic coordinates of 2FGL young pulsars
and MSPs.
The current sample of 83 2FGL pulsars and a refined definition of γ-ray pa-
rameters in 2FGL catalog allow us to perform detailed statistical comparisons
between the properties of these two types of pulsars. The excellent results
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Figure 4.29: Variability index plotted as a function of curvature significance.
obtained by ANNs to classify 2FGL unidentified sources as pulsar or AGN
candidates on the basis of their γ-ray observables prompted us to build a dif-
ferent neural network to try to distinguish young pulsars from MSPs. Our goal
is to explore all the parameter space of these γ-ray sources and search for a
set of input variables that might lead to some discriminating power between
these sources.
It is important to assert that if we want to classify 2FGL unidentified
sources as young pulsar and MSP candidates we cannot directly apply a neural
network trained with these two source classes because in this way almost all
non-pulsar objects (e.g. AGNs) in the unassociated sample will be erroneously
classified as MSP or young pulsar candidates. For this reason we must use a
more complex architecture and we decide to use a hierarchical neural network
model composed by two simple neural networks. The first one (defined as
ANN1 ) is constructed to distinguish pulsars from AGNs (we use the ANN
described in Section 4.3) and the second one (defined as ANN2 ) to distinguish
young pulsars from MSPs. In this way each 2FGL source “enters” the ANN1
and if it is classified as a pulsar candidate can “enter” the ANN2, which decides
if such object is a young pulsar or a MSP candidate.
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In order to perform an ANN analysis to try to discriminate young pulsars
from MSPs in the γ-ray observables space we follow the procedure explained
in Section 4.3. The first step consists of selecting a sample of data to build
the predictor value P, to this aim we focus on the 57 young pulsars an the
26 MSPs. Then, we must select the most appropriate set of variables for
training the ANN2, variability index and curvature significance are not useful
at distinguish young pulsars from MSPs as shown in Figure 4.29. One of the
advantages of ANN is that we can use all γ-ray parameters included in 2FGL
catalog which do not depend too much on flux and significance of the source.
The trained ANN will decide which parameters are not important on the basis
of the weights associated to them (see Equation 4.6). In particular, weights
associated to an unimportant parameters will tend to zero making irrelevant
its presence in the network. According to the previous consideration, we select
a set of variables that includes the curvature significance, the variability index,
the PowerLaw index, the fluxes and the hardness ratios for the 5 energy bands
in the catalog. Also for the ANN2 we do not choose to use the Galactic
latitude and longitude as input to the neural network because we want to use
the position on the sky of the different populations as a cross check of our
result. The new young pulsar candidates should be mainly distributed along
the Galactic plane, while the MSP candidates should be located at higher
latitudes.
4.5.1 Architecture of the ANN
In order to define the architecture of ANN2 we must determine the number
of nodes in each layer. The number of input nodes is given by the number of
selected predictor variables, in our case 12. During the ANN analysis a pre-
processing is performed normalizing each variable to the range [0, 1]. All the
variables are normalized as explained in Section 4.3. The number of output
nodes is given by the number of source classes we want to classify, in our case
2 (young pulsars and MSPs). Since for ANN2 we use an hyperbolic tangent
activation function both for hidden and output nodes, the target vector for
the network outputs associated to the lth source in the training sample (t(l))
has 1 in the element corresponding to the true class and minus ones elsewhere.
Thus for young pulsars t = [1,−1] while for MSPs t = [−1, 1]. The number of
hidden nodes is determined by the pruning procedure as explained is Section
4.3.2. In Figure 4.30 in blue is shown the value of the mean square error defined
in Equation 4.4 as a function of the number of hidden nodes while in red the
performance of our network in terms of the fraction of correct classifications
of the validation as a function of the number of hidden nodes. Using these
procedure we decide to use 8 hidden nodes.
As a result our feed-forward 2LP is built up of 12 input nodes, 8 hidden
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Figure 4.30: (blue) Value of the mean square error (mse) defined in Equa-
tion 4.4 as a function of the number of hidden nodes. (red) Performance of
the ANN2 in terms of fraction of correct classifications of the objects in the
validation sample as a function of the number of hidden nodes.
nodes and 2 output nodes, each node in a layer is linked to all the nodes of
the next layer and to each link is associated a weight randomly initialized in
the range [−1, 1].
4.5.2 Training session
Given the network architecture, we must train the ANN2 to distinguish young
pulsars from MSPs. We follow the procedure described in the Section 4.3.3 and
we use the back-propagation learning algorithm, which is based on the error-
correction learning rule. We use this learning algorithm in the “online” version,
in which the weights of the connections are updated after each example are
processed by the network (see Equation 4.5). We set the learning rate η to 0.2.
Table 4.4 ranks the relative importance of the different variables at distin-
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guishing MSPs from young pulsars according to the Equation 4.6. As expected,
variability index and curvature significance are not very important at distin-
guishing the two source classes, the same for the fluxes at energies greater than
300 MeV. HR45 and PowerLaw index are the two less important γ-ray parame-
ters. The most relevant result is that the flux in the lower energy band and the
hardness ratios (except for HR45) are the most important γ-ray observables
to distinguish MSPs from young pulsars. Young pulsars are typically brighter
than MSPs in the energy range between 100 and 300 MeV, this may explain the
importance of the flux in this energy range. Although curvature significance
and PowerLaw index, which are related to spectral shape, are not very signif-
icant parameters at discriminating young pulsars from MSPs, hardness ratios
(except for HR45) seem very important. This means that spectra of these two
source classes are very different from a simple pawer law but, because curva-
ture significance does not say anything about spectral shape, probably these
two pulsar types are characterized by a different spectral shape, this result is
very interesting and it must be analyzed in more detail.
Variable Importance
(0) curvature significance 1.63 (2.37%)
(1) Variability Index 1.73 (2.51%)
(2) PowerLaw Index 0.61 (0.89%)
(3) Flux0.1−0.3GeV 20.47 (29.79%)
(4) Flux0.3−1GeV 2.39 (3.48%)
(5) Flux1−3GeV 1.61 (2.35%)
(6) Flux3−10GeV 1.51 (2.2%)
(7) Flux10−100GeV 0.64 (0.93%)
(8) Hardness12 11.27 (16.39%)
(9) Hardness23 15.30 (22.27%)
(10) Hardness34 11.51 (16.75%)
(11) Hardness45 0.04 (0.06%)
Table 4.4: List of the training variables for the ANN: each variable is ranked
according to its relevance in the discrimination process (see Equation 4.6), as
computed by the ANN algorithm.
Figure 4.31 shows the correlation matrix of the variables selected for our
analysis as described by the Equation 4.7.
Figure 4.32 shows the results of the learning process and the performance
of our trained neural network. The top panel shows the mean squared error
for training, validation and testing samples during the learning process as a
function of the epoch. In the middle panel is shown the classification table.
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Figure 4.31: Correlation matrix of the variables selected for our analysis. The
number of each parameter is expressed in Table 4.4 and to each correlation
coefficient is associated a color on the basis of its value.
This table suggests that our trained neural network is able to distinguish young
pulsars from MSPs on the basis of their γ-ray observables because the accuracy
and the precision are very high. The total performance of our ANN is given
by the total accuracy in the block blue and it is > 93%. In order to efficiently
classify 2FGL unidentified sources as young pulsar or MSP candidates we must
select some classification thresholds as we will explain in the next section. In
the bottom panel the distribution of the ANN2 predictor for the 2FGL young
pulsars (Class 1) and MSPs (Class 2) is shown. This distribution shows our
algorithm is able to discriminate very well young pulsars from MSPs because
almost all the MSPs are characterized by a low predictor value, while almost
all young pulsars by an high predictor value, with few misclassifications with
very low predictor value.
125
4. Classification of the 2FGL unidentified sources
Figure 4.32: Performance of ANN2. Top: mean squared error for training,
validation and testing samples during the learning process as a function of
the epoch. The vertical dotted line specifies the epoch the learning process is
stopped (optimized network). Middle: classification table. Bottom: distribu-
tion of the ANN2 predictor for the 2FGL young pulsars (indicated as “Class
1”) and MSPs (indicated as “Class 2”). Violet indicates young pulsars which
are put on top of MSPs.
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4.5.3 Defining thresholds
Now we set two classification thresholds, one to classify a young pulsar candi-
date (CY P ) and one to classify a MSP candidate (CMSP ) so that all the sources
with a predictor greater than 0.984 are classified as young pulsar candidates
while all the sources with a predictor smaller than 0.085 are classified as MSPs
candidates. All the sources with an intermediate value of the predictor remain
unclassified after the ANN analysis. As a result of this choice, 80% of young
pulsars in 2FGL have a predictor greater than CY P while 80% of MSPs have a
predictor smaller than CMSP . The results are shown in the table of classifica-
tion in Figure 4.33. The misclassified young pulsars are 4: PSR J0631+1036,
PSR J1846+0919, PSR J2030+3641 and PSR J2043+2740, while no MSP was
misclassified as a young pulsar by our trained neural network. PSR J0631 is
a bright young γ-ray pulsars and it was one of the first pulsars detected by
the LAT [215]. This young pulsar, located in the direction of the Galactic
anticenter, could be inside the dark cloud LDN 1605, which is part of the ac-
tive star-forming region 3 Mon, and could be interacting with it [9]. These
peculiarities make this pulsar very different from a “standard” young pulsar
and this may be the reason of its misclassification. PSR J1846+0919 is lo-
cated off the plane and is not as energetic as other young pulsars, moreover
it has a low magnetic field and a rather large characteristic age [183]. Thus,
also this pulsar is different from a “standard” young pulsars and this may be
the reason of its misclassification. PSR J2030+3641 is a middle-aged pulsar
located in the Cygnus region [39]. The reason of its misclassification is not
clear, it may be related to a bad model of the Galactic diffuse emission in that
difficult region. PSR J2043+2740 is one of the oldest non-recycled γ-ray pul-
sar (characteristic age of 1.2 Myr) with a very short period but with a relative
high spin-down luminosity [159]. These anomalous features may be the reason
of its misclassification.
Since we use a hierarchical neural network, we cannot estimate the contami-
nation to the candidate young pulsar and MSP samples from the likely presence
in the unassociated sample of the other 2FGL associated objects excluded from
the training procedure (e.g. AGNs, SNRs, HMBs, etc.). In order to estimate
their contamination, we must follow the hierarchical structure of our ANN.
First, each source associated with a different class than MSP or young pulsar
“enters” the ANN1 optimized at distinguishing pulsars from AGNs (see Sec-
tion 4.3) and if an object is classified as a pulsar-like source can “enter” the
ANN2 just constructed and trained to distinguish young pulsars and MSPs.
At this point the contamination of the “other” 2FGL associated sources can be
estimated.
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Figure 4.33: Table of classification based on the rules described in the text. In
green are represented the correct classifications and in red the incorrect ones.
4.5.4 Results and their validation
First of all we apply the trained hierarchical neural network to 83 2FGL pulsars
in order to determine the total efficiency and accuracy at distinguishing young
pulsars from MSPs. Of 46 young pulsars classified as pulsar candidates by the
ANN1 (see Section 4.3), 41 are correctly classified as young pulsar candidates
by the ANN2 (efficiency: 89%) and only 1 is classified as MSP candidates
(false negative: 2%), while the other source remains unclassified (9%). For
21 MSPs classified as pulsar candidates, 18 are correctly classified as MSP
candidates by the ANN2 (efficiency: 86%), no one is classified as young pulsar
candidates (false negative: 0%), while the other 3 sources remain unclassified
(14%). These results are encouraging because applying a hierarchical neural
network the efficiency and the accuracy at distinguishing young pulsars from
MSPs is higher than those found using a single neural network.
Applying the optimized hierarchical neural network to the “other” 2FGL
associated sources we can estimate their contamination to the candidate MSP
and young pulsar samples from the likely presence of these objects in the
unassociated sample. The ANN1 has classified 13 non-pulsar objects as pulsar
candidates, they are 1 AGN, 3 active galaxies of uncertain type, 2 HMBs, 2
point-like SNRs and 5 globular clusters. Of these, 6 are classified as young
pulsar candidates by the ANN2 (2 SNRs, 2 HMBs and the globular clus-
ters Terzan 5 and 2MS-GC01), 3 are classified as MSP candidates (3 globular
clusters) while the other 4 sources remain unclassified (1 AGN and 3 active
galaxies of uncertain type). This result is very encouraging because all AGN-
like objects remain unclassified, almost all globular clusters are classified as
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MSP candidates, a reasonable choice since their γ-ray emission is related to
the contribution of a number of MSPs, and all the objects whose emission may
be related to a young pulsar are classified as young pulsar candidates. Here
we observe that the contamination to the candidate MSP and young pulsar
samples is very low, thus irrelevant.
Applying the trained hierarchical neural network to the 2FGL unidentified
sources we find that, out of 131 classified as pulsar candidates by the ANN1, 75
are classified as young pulsar candidates (P > CY P ), 34 are classified as MSP
candidates (P < CMSP ) and 26 are pulsars of uncertain type. In Figure 4.34
is shown the distribution of the 131 unidentified sources classified as pulsar
candidates by the ANN1 as a function of the probability of being young pul-
sars. The ANN2 predictor distribution of 131 pulsar-like unidentified sources
is characterized by two noticeable peaks close to P = 1 and P = 0, these ob-
jects are very similar to 2FGL young pulsars and MSPs respectively, between
these two values the pulsar-like unidentified sources are uniformly distributed.
Figure 4.34: Distribution of young pulsar candidates vs. MSP candidates on
the basis of the hierarchical ANN predictor for the 131 unidentified sources
classified as pulsar candidates by the ANN1.
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The spatial distribution of the sources newly classified by our hierarchical
neural network model is shown in Figure 4.23. Comparing this distribution
with those in Figure 4.28 we have the opportunity to cross check our results.
Note that both the MSP and young pulsar distributions are as expected, even
though we have not used the Galactic latitude as an input to either classifi-
cation method. The young pulsar candidates are primarily distributed along
the Galactic plane, while MSP candidates are mainly distributed at higher
latitudes.
Figure 4.35: Spatial distribution in galactic coordinates of the newly classified
sources by our hierarchical neural network model. In blue are shown the young
pulsar candidates, in red the MSP candidates and in yellow the pulsars of
uncertain type
In Figure 4.36 we show the curvature-variability distribution of the newly
classified MSP and young pulsar candidates on the basis of the hierarchical
ANN analysis. Comparing this distribution to Figure 4.29, we see that these
γ-ray parameters are not able to separate the associated young pulsars and
MSPs (see Table 4.31).
In order to test the capability of the hierarchical neural network model
for identifying young pulsar and MSP candidates, we apply the trained ANN
model to 24 new pulsars detected (15 young pulsars and 9 MSPs) after the
publication of the 2FGL catalog which were classified as pulsar candidates by
the ANN1 (see Section 4.3). Of the 15 newly associated young pulsars, 9 are
correctly classified as young pulsar candidates by the ANN analysis (efficiency:
60%) and 4 are classified as MSP candidates (false negative: 27%), while the
other source remains unclassified (13%). For MSPs, 7 are correctly classified
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Figure 4.36: Variability index vs. curvature significance for 131 pulsar-like
2FGL unidentified sources classified as MSP (red) and young pulsar candidates
(blue) and unclassified (yellow).
as MSP candidates by the ANN analysis (efficiency: 78%), no one is classified
as young pulsar candidates (false negative: 0%), while the other 2 sources re-
main unclassified (22%). The young pulsars classified as MSP candidates are
PSR J0106+4855, PSR J1422-6138, PSR J2111+4606 and PSR J2139+4716.
The association of the second object with that young pulsar has not already
been confirmed, further specific analysis will determine its correctness. The
other 3 objects were associated with a young pulsar by blind searches [167],
PSR J2111+4606 is a young and energetic Galactic-plane pulsar, the other 2
are older and less energetic. PSR J2139+4716 has one of the lowest spin down
power among non-recycled pulsars and PSR J0106+4855 has a large charac-
teristic age (3 Myr) and a small surface magnetic field. All these peculiarities
may be the origin of their misclassification which keeps occurring in the ANN
classification.
As a result, the efficiency of the hierarchical algorithm at classifying new
MSP detections is very high (nearby 80%), which is consistent with the effi-
ciency we obtained for the MSPs in the training sample, in spite of the small-
ness of the sample. Moreover, the absence of false negative is a very encour-
aging result. Conversely, the efficiency of our hierarchical neural network at
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classifying new young pulsars is not extremely high (60%) and misclassified
objects may be related to some peculiarities which make them “non-standard”
young pulsars.
4.6 Applying an ANN analysis to distinguish
AGN subclasses
The purpose of my Ph.D. thesis is to develop an advanced classification tech-
nique to find good radio-quiet MSP candidates in the sample of 2FGL uniden-
tified sources but our hierarchical neural networks can be used to discriminate
and classify AGN subclasses. Since non-blazar AGN sources represent only ∼
3% of the entire 2FGL AGN sample, we assume that all AGN-like candidates
classified by ANN1 defined in the Section 4.3 are blazars. For this reason we
will develop an ANN to distinguish the two blazar subclasses, which are BL
Lacertae (BL Lacs) and flat-spectrum radio quasars (FSRQs), on the basis of
their γ-ray observables.
Blazars are jet-dominated extragalactic objects characterized by the emis-
sion of strongly variable and polarized non-thermal radiation across the entire
electromagnetic spectrum, from radio waves to γ-rays [204]. As the extreme
properties of these sources are due to the relativistic amplification of radi-
ation emitted along a jet pointing very close to the line of sight [32, 205].
Blazars can be categorized by their optical properties and the shape of their
broad-band spectral energy distributions (SEDs). Blazar SEDs always show
two broad bumps in the log ν − log νFν space; the lower energy one is usually
attributed to synchrotron radiation, while the more energetic one is attributed
to inverse Compton scattering. Blazars displaying strong and broad optical
emission lines are usually called flat-spectrum radio quasars (FSRQs), while
objects with no broad emission lines (i.e., rest-frame equivalent width, EW, <
5) are called BL Lac objects. In [163] the terms LBL and HBL was introduced
to distinguish between BL Lacs with low and high values of the peak frequency
of the synchrotron bump (νspeak). Recently this definition was extended to all
types of blazars and defined the terms LSP, ISP, and HSP (corresponding to
low, intermediate, and high synchrotron peaked blazars) for the cases where
νspeak < 10
14 Hz, 1014 Hz < νspeak < 10
15 Hz, and νspeak > 10
15 Hz, respectively
[1]. In the same paper authors showed that the synchrotron peak frequency is
positioned between 1012.5 and 1014.5 Hz in FSRQs and between 1013 and 1017
Hz in featureless BL Lacertae objects. In the rest of this section, we use only
the BL Lac and FSRQ nomenclature.
Out of 806 2FGL associated blazars, 436 are BL Lacs and 370 are FSRQs
and their distribution on the sky is shown in Figure 4.37. The distribution
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reflects the extragalactic nature of these objects, while the lack of blazars at
low latitude is the effect of diffuse radio emission, Galactic point sources and
heavy optical extinction which make the low-latitude sky a difficult region for
blazar studies, and catalogs of blazars and blazar candidates often avoid it
partially or entirely.
Figure 4.37: Distribution on the sky of 2FGL BL Lacs (indicated as “BZB”)
and FSRQs (indicated as “BZQ”).
Figure 4.38 shows the curvature-variability distribution of BL Lacs FSRQs.
Curvature significance does not seem significant to distinguish the two blazar
subclasses while FSRQs are typically more variable than BL Lacs as discussed
in [83]. Differences between variability properties between BL Lac objects and
FSRQs at GeV energies are important for understanding the jet location and
jet radiation mechanisms, considering that rapid variability is more likely to
be related to emission sites near the central nucleus, whereas extended (& kpc)
jets can only make weakly variable or quiescent emission.
Figure 4.39 shows the PowerLaw index distribution for the two different
classes of blazars, BL Lacs and FSRQs. In the LAT energy range FSRQ
spectra are softer than BL Lac ones with a moderate overlap as discussed
in [83]. Fitting a Gaussian model we obtain that the resulting PowerLaw
index distribution mean values and rms are 1.99 ± 0.25 and 2.4 ± 0.19 for
FSRQs and BL Lac objects making this γ-ray observable a good parameter to
distinguish the two blazar subclasses. This feature shows a strong correlation
between the γ-ray spectral slope and the synchrotron peak energy as expected
in synchrotron-inverse Compton scenarios [83].
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Figure 4.38: Variability index plotted as a function of curvature significance.
BZB indicates BL Lac objects while BZQ FSRQs.
In order to perform an ANN analysis to discriminate 2FGL BL Lacs from
FSRQs in the γ-ray observables space we follow the procedure explained in
Section 4.3. The first step consists of selecting a sample of data to build the
predictor value (P ), to this aim we focus on the 436 BL Lacs an the 370 FSRQs.
The full sample is split in three subsamples used for training, validation and
testing. Then we must select the most appropriate set of variables for training
the ANN3. We select a set of variables that includes the curvature significance,
the variability index, the PowerLaw index, the fluxes and the hardness ratios
for the 5 energy bands in the catalog. We do not use the Galactic latitude
and longitude as input because blazars are extragalactic objects and their
distribution on the sky is rather isotropical.
4.6.1 Architecture of the ANN
The architecture of ANN3 is defined by the number of nodes in each layer.
The number of input nodes is given by the number of selected predictor vari-
ables, in our case 12. During the ANN analysis a pre-processing is performed
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Figure 4.39: PowerLaw Index distribution for 2FGL blazar subclasses.
normalizing each variable to the range [0, 1] as explained in Section 4.3. The
number of output nodes is given by the number of source classes we want to
classify, in our case 2 (BL Lacs and FSRQs). For ANN3 we use an hyperbolic
tangent activation function both for hidden and output nodes and the target
vector for BL Lacs is t = [1,−1] while for FSRQs is t = [−1, 1]. The number
of hidden nodes is determined by the pruning procedure as explained is Sec-
tion 4.3.2. In Figure 4.40 in blue is shown the value of the mean square error
defined in Equation 4.4 as a function of the number of hidden nodes while in
red the performance of our network in terms of the fraction of correct classifi-
cations of the validation as a function of the number of hidden nodes. Using
this procedure we decide to use 8 hidden nodes.
As a result the ANN3 is built up of 12 input nodes, 8 hidden nodes and 2
output nodes, each node in a layer is linked to all the nodes of the next layer
and to each link is associated a weight randomly initialized in the range [−1, 1].
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Figure 4.40: (blue) Value of the mean square error (mse) defined in Equation
4.4 as a function of the number of hidden nodes. (red) Performance of the
network in terms of fraction of correct classifications of the objects in the
validation sample as a function of the number of hidden nodes.
4.6.2 Training session and classification thresholds
Given the network architecture, we can train the ANN3 to distinguish BL Lacs
from FSRQs. We follow the procedure described in the Section 4.3.3 and we
use the back-propagation learning algorithm, which is applied in the “online”
version (see Equation 4.5).
Table 4.5 ranks the relative importance of the different variables at distin-
guishing BL Lacs from FSRQs according to the Equation 4.6. As expected,
PowerLaw index is the most significant γ-ray parameter at distinguishing FS-
RQs from BL Lacs, also variability index is relatively important, while curva-
ture significance is the less important. An interesting result is that also HR23
and HR34 are rather significance at distinguishing the two blazar subclasses,
this means that, despite their spectral shape can be described very well from a
broken power law, their spectra are significantly different in the energy range
between 0.3 and 10 GeV, i.e. where there is the “break” energy. This result is
very important because can be useful to constrain any γ-ray emission model
for FSRQs and BL Lacs, they are typically characterized by the same spec-
tral model (i.e. broken power law), but the break energy is different for the
two blazar subclasses. All other γ-ray parameters, fluxes in the five energy
range, HR12 and HR45, are not important at distinguishing FSRQs from BL
Lacs. These results are very encouraging because confirm what we expect in
synchrotron-inverse Compton scenarios. Moreover, the result suggesting a dif-
ferent brake energy for FSRQs and BL Lac is very interesting and it must be
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analyzed in more detail to improve the relative γ-ray emission models.
Variable Importance
(0) curvature significance 0.16 (0.37%)
(1) Variability Index 6.90 (16.05%)
(2) PowerLaw Index 17.36 (40.39%)
(3) Flux0.1−0.3GeV 0.60 (1.39%)
(4) Flux0.3−1GeV 0.25 (0.59%)
(5) Flux1−3GeV 1.04 (2.42%)
(6) Flux3−10GeV 0.26 (0.6%)
(7) Flux10−100GeV 0.44 (1.03%)
(8) Hardness12 1.58 (3.68%)
(9) Hardness23 6.52 (15.17%)
(10) Hardness34 6.57 (15.3%)
(11) Hardness45 1.29 (3.0%)
Table 4.5: List of the training variables for the ANN3 : each variable is ranked
according to its relevance in the discrimination process (see Equation 4.6), as
computed by the ANN3 algorithm.
Figure 4.41 shows the correlation matrix of the variables selected for our
analysis as desribed by the Equation 4.7.
Figure 4.42 shows the results of the learning process and the performance
of ANN3. The top panel shows the mean squared error for training, validation
and testing samples during the learning process as a function of the epoch.
In the middle panel is shown the classification table. This table suggests that
the optimized ANN3 is able to distinguish BL Lacs from FSRQs on the basis
of their γ-ray observables because the accuracy and the precision are rather
high. The total performance of ANN3 is given by the total accuracy in the
block blue and it is > 86%. In the bottom panel the distribution of the ANN
predictor for the 2FGL BL Lacs (Class 1) and FSRQs (Class 2) is shown.
This distribution shows that BL Lacs are typically characterized by an high
predictor value, while FSRQs by a lower one.
In order to efficiently classify 2FGL unidentified sources as BL Lac or FSRQ
candidates we select two classification thresholds, one to classify a BL Lac
candidate (CBL) and one to classify a FSRQ candidate (CFSRQ) so that 2FGL
sources with a predictor greater than 0.758 are classified as BL Lac candidates
while the sources with a predictor smaller than 0.429 are classified as FSRQ
candidates. Sources with an intermediate value of the predictor remain blazar
of uncertain type. As a result of this choice, 80% of BL Lacs in 2FGL have a
predictor greater than CBL while 80% of FSRQs have a predictor smaller than
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Figure 4.41: Correlation matrix of the variables selected for our analysis. The
number of each parameter is expressed in Table 4.5 and to each correlation
coefficient is associated a color on the basis of its value.
CFSRQ. The results are shown in the table of classification in Figure 4.43.
4.6.3 Results and their validation
At this point we apply the trained hierarchical neural network to 806 2FGL
blazars in order to determine the total efficiency and accuracy at distinguishing
BL Lacs from FSRQs. Of 327 BL Lacs classified as AGN candidates by the
ANN1 (see Section 4.3), 251 are correctly classified as BL Lac candidates by
the ANN3 analysis (efficiency: 77%) and 29 are classified as FSRQ candidates
(false negative: 9%), while the other sources remain unclassified (14%). For
321 FSRQs classified as AGN candidates, 263 are correctly classified as FSRQ
candidates by the ANN3 analysis (efficiency: 82%), 19 are classified as BL Lac
candidates (false negative: 6%), while the other sources remain unclassified
(12%). These results are encouraging because the efficiency and accuracy of
the hierarchical neural network at distinguishing BL Lacs from FSRQs are
compatible with those found using a single neural network (ANN3 ).
138
4.6. Applying an ANN analysis to distinguish AGN subclasses
Figure 4.42: Performance of ANN3. Top: mean squared error for training,
validation and testing samples during the learning process as a function of
the epoch. The vertical dotted line specifies the epoch the learning process
is stopped (optimized network). Middle: classification table. Bottom: distri-
bution of the ANN2 predictor for the 2FGL BL Lacs (indicated as “Class 1”)
and FSRQs (indicated as “Class 2”). Violet indicates a superimposition of the
distribution of BL Lacs and FSRQs.
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Figure 4.43: Table of classification based on the rules described in the text. In
green are represented the correct classifications and in red the incorrect ones.
Applying the optimized hierarchical neural network to the 2FGL sources
associated with a class different from blazar we can estimate their contamina-
tion to the candidate BL Lac and FSRQ samples from the likely presence of
these objects in the unassociated sample. The ANN1 has classified 23 non-
blazar objects as AGN candidates, they are 1 pulsar (2FGL J1823.4-3014), 3
starburst galaxies, 7 radio galaxies, 8 AGNs, 2 objects in the field of the LMC,
the Andromeda galaxy M31 and the nova. Of these, 13 are classified as BL
Lac candidates by the ANN3 analysis (the pulsar, 2 starburst galaxies, 4 radio
galaxies, 4 AGNs and the 2 objects in the field of the LMC), 6 are classified
as FSRQ candidate (the nova, 3 AGNs and 2 radio galaxies) while 4 sources
remain unclassified (1 starburst galaxy, 1 radio galaxy, 1 AGN and the galaxy
M31). We observe that the contamination to the candidate BL Lac and FSRQ
samples is very low, thus irrelevant.
Applying the trained hierarchical neural network to the 2FGL unidentified
sources we find that, out of 176 classified as AGN candidates by the ANN1, 84
are classified as BL Lac candidates (P > CBL), 66 are classified as FSRQ can-
didates (P < CFSRQ) and 26 remain unclassified. In Figure 4.44 is shown the
distribution of the 176 2FGL unidentified sources classified as AGN candidates
by the ANN1 as a function of the probability of being BL Lacs.
The PowerLaw index distribution of the sources newly classified by our
hierarchical neural network model is shown in Figure 4.45. Comparing this
distribution with those in Figure 4.39 we have the opportunity to cross check
our results. Fitting a Gaussian model we obtain that the resulting Power-
Law index distribution mean values and rms are 2.02 ± 0.21, 2.56 ± 0.16 and
2.33 ± 0.2 for FSRQs and BL Lac candidates and blazars of uncertain type.
These results are very encouraging because are compatible with those found for
140
4.6. Applying an ANN analysis to distinguish AGN subclasses
Figure 4.44: Distribution of BL Lac candidates vs. FSRQ candidates on the
basis of the hierarchical ANN predictor for the 176 2FGL unidentified sources
classified as AGN candidates by the ANN1. Sources with P > 0.758 are
classified as BL Lac candidates, while sources with P < 0.429 are classified as
FSRQ candidates, the others are AGNs of uncertain type.
associated blazars, FSRQ candidates are characterized by softer specra than
BL Lac candidates ones, while blazars of uncertain type have an intermediate
value as we expect.
In order to test the capability of the hierarchical neural network model for
identifying BL Lac and FSRQ candidates, we apply the trained hierarchical
ANN model to 28 new blazars associated (23 BL Lacs and 5 FSRQs) after
the publication of the 2FGL catalog which were classified as AGN candidates
by the ANN1 (see Section 4.3). Of the 23 newly associated BL Lacs, 17 are
correctly classified as BL Lac candidates by the ANN analysis (efficiency: 74%)
and 3 are classified as FSRQ candidates (false negative: 13%), while the other
sources remain unclassified (13%). For FSRQs, 4 are correctly classified as
FSRQ candidates by our analysis (efficiency: 80%), one is classified as BL Lac
candidate (false negative: 20%), while no one remains unclassified (0%). The
efficiency of the hierarchical algorithm at classifying new BL Lacs and FSRQs
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Figure 4.45: Distribution of the PowerLaw Index of the newly classified sources
by our hierarchical neural network model. In red are shown BL Lac candidates,
in blue FSRQ candidates and in yellow the blazars of uncertain type.
is very high (nearby 80%), which is consistent with the efficiency we obtained
for them in the training sample, in spite of the smallness of the sample.
We have not included active galaxies of uncertain type in the “contamina-
tion” sample because they are associated with AGNs on the basis of advanced
techniques described in [83] which are different from those applied in the 2FGL
catalog ([158]), their counterparts are without a good optical spectrum or an
optical spectrum at all making impossible their classification as blazar. We
can apply our hierarchical neural network to classify them as BL Lac or FSRQ
candidates. Applying the trained ANN3 to these sources we find that, out of
162 classified as AGN-like sources by the ANN1, 84 (52%) are classified as BL
Lac candidates (P < CBL), 59 (36%) as FSRQ candidates (P > CFSRQ) and
19 (12%) remain blazar of uncertain type. The distribution of 2FGL active
galaxies of uncertain type as a function of the probability of being BL Lacs is
shown in the Figure 4.46.
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Figure 4.46: Distribution of the ANN3 predictor for the 162 2FGL active
galaxies of uncertain type classified as AGN-like sources using ANN1.
4.7 Summary
Gamma-ray sources are tracers of the most energetic processes in the Universe,
they are exotic objects, characterized by very intense magnetic and electric
fields and very high-energy particles. For this reason, understanding the nature
of the γ-ray unidentified sources is one of the most important open question
in high-energy astrophysics. These sources represent an important discovery
space for new members of existing γ-ray source classes (e.g. AGNs or pulsars),
or new source classes. In this Chapter the development and the application of
two different machine learning techniques aimed at determining likely source
classifications for the 2FGL unidentified sources on the basis of their γ-ray
observables has been presented. The algorithms presented are the starting
point for selecting targets for multi-wavelengths pulsar searches as shown in
the next Chapter.
Encouraged by the results obtained through the application of the logistic
regression at classifying 1FGL unidentified sources, we have started to imple-
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ment a refined logistic regression to discriminate 2FGL pulsars and AGNs,
the two most numerous source classes in the 2FGL source catalog. The larger
sample and the refinement of the γ-ray parameters in the 2FGL catalog have
allowed us to significantly increase the performance of our classification tech-
nique at classifying 2FGL unidentified sources. Logistic regression is a general-
ized linear classifier and it classifies 2FGL sources through a linear distinction
in the γ-ray variable space, this is a limit of this technique. Performance in
classifying pulsar and AGN candidates in 2FGL source sample increases con-
siderably using a neural network techniques, which classifies 2FGL sources
through a more complex non-linear separation. In order to control each step
of the procedure, we have developed our own code. This has been the first
time that ANN technique is applied for this purpose.
Encouraged by ANN results we have implemented a more complex neural
network architecture to distinguish the two pulsar subsamples, young pulsars
and MSPs. For this purpose we have used a hierarchical neural network model.
Although γ-ray properties of young pulsars seems very similar to MSPs, our
model is able to efficiently discriminate these two source classes showing that
source properties measured with the Fermi -LAT can provide important guid-
ance on target selections as well as the types of follow-up observations. Our
results has shown some differences in the γ-ray emission between young pulsars
and MSPs, they should be used to develop a theory that explains these differ-
ences in order to better understand the emission mechanisms of these exotic
objects.
In the end, we have modified the hierarchical neural network previously
developed in order to discriminate also the two blazar subclasses, BL Lacs
and FSRQs. Our results are very stimulating because confirm what we expect
from synchrotron-inverse Compton scenarios validating the accuracy of our
approach. Moreover, our results provide some indications to improve and
better understand the γ-ray emission models of blazar subclasses.
The complete list of our hierarchical neural network predictions unassoci-
ated Fermi -LAT sources in the 2FGL catalog is shown in the Table C.1 in
Appendix C.1.
After the publication of the 2FGL catalog different association methods
were applied in order to classify the 2FGL unidentified sources. Some of them
use only γ-ray information (e.g. in [148] the authors assign a probability to
each 2FGL unidentified source to be more similar to a pulsar or an AGN on
the basis of a Random Forest algorithm, an extension of the Classification Tree
described in [16]), while others include also multi-wavelength information (e.g.
in [138] the authors use IR information to recognize γ-ray blazar candidates in
the sample of 2FGL unidentified sources). Combining our results with those
found by other association techniques it is possible to build a classifier char-
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acterized by a higher performance in the classification of 2FGL unidentified
sources. The positive results from all techniques could be used to generate a
new candidate list aimed at providing“stronger”candidate sources for followup
multi-wavelength studies.
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Chapter 5
Multi-wavelength analysis of
some interesting 2FGL sources
After only 24 months of mission the Fermi -LAT has detected a number of γ-ray
sources that is about an order of magnitude larger than those detected by its
predecessor EGRET during its entire mission. About 70% of the sources in the
2FGL catalog have been associated with an object known at other wavelengths
through an objective procedure. Some of the counterparts was known before
detecting their high-energy emission by the LAT while others were discovered
by multi-wavelength observations in the field of the 2FGL sources or by using
LAT data alone. Many pulsars were discovered using blind frequency searches
for γ-ray pulsations from the bright unidentified sources. These are typically
young pulsars, for which the solid angle of the radio beam is likely to be much
smaller than the γ-ray one [9]. By now, no radio-quiet millisecond γ-ray pulsar
was discovered using blind search algorithms. A limit of these algorithms is
that they cannot be performed scanning the entire 2FGL error circle to search
for a possible periodicity of some millisecond directly in γ rays because of
the prohibitive request for computing power. To increase the efficiency of the
algorithm it is possible to perform deep X-ray observations of the most probable
candidates MSPs so that a blind search can be run on much smaller sky area
covered by the error regions of the detected X-ray sources, with a large gain
in computer time. In Section 5.1 we will describe multi-wavelength analysis of
the counterparts of 3 MSP candidates. We have selected these targets on the
basis of the results of the hierarchical neural network analysis described in the
previous chapter, their position in the sky and the unsuccessful radio searches
within their error circle.
Fermi -LAT is changing our knowledge of γ-ray Universe, it is giving us
the opportunity to understand which astrophysical objects are able to emit γ
rays and which models are able to explain their γ-ray emission mechanisms.
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We are understanding that not all members of the same source class are able
to generate and emit γ rays, multi-wavelength studies are necessary to dis-
cover which are the causes and the differences among these sources. Moreover,
since γ-ray sources are tracers of the most energetic processes in the Universe,
multi-wavelength studies are very important to understand the physics of these
exotic objects characterizing their and exploring their environment. Regard-
ing pulsars, the most important objects to constrain their high-energy emission
models are the “extreme” ones, accounting for the trails of the population dis-
tribution in energy, age and magnetic field. In this respect, in Section 5.2 we
will describe X-ray studies on pulsar J0357+3205. Its X-ray counterpart [69]
has been identified after that the Fermi -LAT detected its γ-ray emission. In
the same X-ray investigation, it has also been identified a very peculiar elon-
gated structure of diffuse X-ray emission, originating at the pulsar position
and extending for 9 arcminutes in the sky. PSR J0357+3205 is a middle-aged
radio-quiet γ-ray pulsar and it was discovered with a blind search algorithm in
the first three months of Fermi -LAT scanning [7]. PSR J0357+3205 is not the
oldest rotation-powered pulsar, it is the slowest rotator among Fermi pulsars,
with a spin-down luminosity very low, which makes it one of the not-recycled
γ-ray pulsar with the smallest rotational energy loss detected so far. This sug-
gests that PSR J0357+3205 is quite close to us, making PSR J0357+3205 a
natural target for X-ray observations.
5.1 Searching for radio-quiet MSPs among the
2FGL unidentified sources
The Fermi Large Area Telescope (LAT) revolutionized pulsar astronomy by
discovering pulsed γ-ray emission from more than 100 rotation-powered pulsars
[200]. Approximately a third are radio-loud young pulsars, a third are radio-
quiet young pulsars (discovered in blind searches of LAT data) and a third
are radio-loud, MilliSecond PSRs (MSP). Such samples opened the possibility
to understand the physics of pulsar magnetospheres (the “pulsar engine”) and
the evolution of the pulsar population with age. It is now apparent that the γ
rays in young pulsars come from the outer magnetosphere, leading to a much
broader beam than what is observed in radio.
MSPs are - so far - the least understood objects. The emitting regions and
beaming pattern of such extremely fast-rotating sources seem rather different
with respect to the ones of normal young pulsars, possibly due to the compact-
ness of their magnetospheres. All γ-ray MSPs seen by the LAT were detected
by folding the γ-ray event times using a radio ephemeredid. One key question
remains to be answered, and that is whether, like the case of young pulsars,
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there exist a population of radio-quiet millisecond γ-ray pulsars. Discovering
a radio-quiet MSP would have a formidable impact for our understanding of
the configuration of MSP magnetospheres. However, this is a very challenging
task, and requires the help of X-ray astronomy, as explained in the followings.
While for radio-loud pulsars an accurate, contemporaneous radio ephemeris
eases the γ-ray pulsation search, since γ-ray photon time of arrivals can be
directly folded according to the known radio timing solution, for a radio-quiet
pulsar the periodicity has to be searched directly in γ-ray data, using a “blind
search” algorithm (see Chapter 3). LAT blind frequency searches have been
very successful in discovering normal young pulsars. However, blind search
algorithms are very sensitive to positional offsets, and the higher the frequency
of the pulsar, the more sensitive the search is to incorrect starting positions.
For a MSP, a positional error as small as 0.5 arcsec can completely wash out the
pulsed signal. Thus, a very fine step have to be used to scan the error region
of the γ-ray source, repeating the search for each position of the grid. Using
a ∼ 0.2′′ step to scan a LAT source error region with a radius of (typically)
∼ 5 arcmin results in a prohibitive request for computing power, which has
hampered any search for a radio-quiet MSP so far. A possible solution is to
explore the error region with a deep X-ray observation that could detect the
X-ray counterpart of the putative pulsar. Any blind search could be run on
the much smaller sky area covered by the error regions of the detected X-ray
sources, with a large gain in computer time, assuming an X-ray error circle of
3′′, the gain in computer time would be of order 103, making the detection of
the first radio-quiet MSP a distinct possibility.
We have based the selection of our targets on both their probability of
being a MSP (as measured by P) based on the hierarchical neural network
analysis described in the Section 4.5, and their Galactic latitude, in order to
avoid the confused region of the Galactic plane, and because we expect nearby
MSPs to be preferentially located off the plane. Our targets must have already
been the object of deep unsuccessful radio searches, so that the discovery of a
MSP would ensure that it is at least extremely radio faint, if not radio-quiet.
The blind frequency search for pulsars with LAT data has been very successful
during the first years. However, most of the pulsars discovered so far have been
very bright, and fairly high spin-down luminosity pulsars. Pushing down the
sensitivity of the blind searches to lower fluxes and weaker pulsars will require
improvements in the current search techniques. As longer integration times
become necessary, further complications arise. We have selected our targets
so that their source significance is high (TS>100). Also positional uncertain-
ties are important. While the LAT represents a significant improvement over
EGRET, the typical 95% error radii of LAT sources are still on the order
of several arcminutes, in the best of cases. An error in the position of  (in
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Target b r95% Flux TS P X-ray time
2FGL J (◦) (′) erg cm−2 s−1 (%) observation ks
1036.1–6722 -7.84 3.7 1.99× 10−11 330 >99.9 XMM 25
1539.2–3325 17.53 4.3 1.05× 10−11 130 >99.9 Swift 85
1744.1–7620 -22.48 3.3 2× 10−11 450 >99.9 XMM 25
Table 5.1: List of requested and analyzed targets.
radians), leads to a Doppler shift form the Earth’s orbital motion as well as
to a shift in the frequency derivative [49]. Since this shift is proportional to
frequency, they are particularly important for MSP searches. Indeed, given
a position accurate to one arcsecond, blind search codes are able to detect
known isolated γ-ray MSPs and young pulsars in blind searches of LAT data.
However, such task becomes daunting when the entire LAT error region of
several square arcminutes must be searched on this fine step grid, considering
that it currently takes us ∼10–15 minutes to search each position. Even X-ray
observations result in ∼10 possible counterparts, the gain in computer time
make possible the detection of the first radio-quiet γ-ray MSP.
On the basis of criteria explained above we have selected and observed in
X-ray the 3 most promising MSP radio-quiet candidates. These 2FGL uniden-
tified sources and some relative information are shown in Table 5.1. Column
(1) LAT 2FGL catalog source name; (2) Galactic latitude; (3) positional un-
certainty (in arcmin); (4) energy flux at energies above 100 MeV; (5) source
significance (Test Statistic); (6) probability that the source is a MSP, accord-
ing to the hierarchical neural network analysis; (4) X-ray satellite requested
for the observations; (5) X-ray observation exposure time.
5.1.1 Multi-wavelength analysis procedure
In this section we describe the procedure to select the most probable multi-
wavelength counterparts for each selected 2FGL unidentified sources. X-ray
observations are used to detect X-ray sources within the 99% error circle of
the Fermi -LAT source, for these objects we produce X-ray spectra and light
curve and we search for optical/IR counterparts in order to classify the X-ray
sources.
XMM-Newton data analysis
For each XMM-Newton observation we have analyzed data collected by the
EPIC instruments, the PN camera [194] and the two MOS detectors [203].
All the data reduction are performed using the most recent release of the
XMM-Newton Science Analysis Software (SAS) v13.0. First of all we perform
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standard data processing, using the epproc and emproc tools, and screening
for high particle background time intervals following [70].
Source detection using maximum likelihood fitting is done simultaneously
on each of the EPIC-PN, MOS1, and MOS2 using the SAS tool edetect_chain.
This tool runs on the event lists and invokes several other SAS tools to produce
background, sensitivity, and vignetting-corrected exposure maps. A likelihood
threshold of 10 is used for source detection, corresponding to a significance
level of 3.6σ. We focus on the X-ray analysis of the sources within the 99%
error circle of the Fermi -LAT source in order to produce X-ray spectra, light
curves and find optical/IR counterparts.
We accumulate the source spectra by selecting only events within a circle
of 20′′ radius containing the source detected with PATTERN = 0–4 for the PN
and PATTERN = 0–12 for the two MOS detectors and the standard selection
filter FLAG = 0 and we generate ad hoc response matrices and ancillary files
using the SAS tasks rmfgen and arfgen. Background photons are extracted
within a circle of 45′′ radius from suitable regions on the same CCD chip
containing the source counts. Before spectral fitting, all spectra are binned
with grppha with a minimum of 25 counts per bin in order to be able to
apply the χ2 minimization technique. In this process, the background count
rate is rescaled using the ratio of the source and background areas. Then we
fit the source spectra with three spectral models: power-law, well-suited for
AGNs as well as pulsars, apec, well-suited for stellar coronae, and black-body,
well-suited for pulsars1. In all cases we also include the absorption by the
interstellar medium, we try to both leave it as a free parameter and fix it to
the value of the hydrogen column density along the line of sight [73]. For
each emission model, we calculate the 90% confidence level error on both the
hydrogen column density and the temperature/photon-index.
The X-ray spectral parameters are used to compute the sources’ X-ray
flux values, to be compared to the γ-ray one in the framework of the fγ/fX
identification tool in order to identify the probable pulsar subclass for the γ-ray
unidentified source [135].
Finally, we produce the light curves for each X-ray source in the 99% radius
error-circle of the γ-ray source using the standard SAS procedure in order to
detect any time variability. We extract a source+background light curve, using
the selection region containing the source (see above) detected with PATTERN
= 0–4 for the PN and PATTERN = 0–12 for the two MOS detectors and bin
size = 100 s. We then extract a background light curve, using all the selection
defined for the source+background light curve. At this point we subtract the
background light curve to the source+background light curve with the FTOOL
task lcmath. In this process, the background count rate is rescaled using the
1Power-law, apec and black-body are respectively pow, apec and bbody in XSPEC
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ratio of the source and background areas. We test the significant of the null
hypothesis (non variability - flat light curve) on a binned light curve generated
by the FTOOL task lcurve. Light curves are generated using bin times of
1000 s, 2500 s and 5000 s in order to have at least 25 counts per bin to apply
the χ2 test. All error bars are reported at the 1σ.
Swift data analysis
For each Swift [84] observation we analyze data collected by the X-Ray Tele-
scope (XRT) [38]. XRT uses a CCD detector sensitive to photons with energies
between 0.2 and 10 keV. Two types of XRT archival data can be obtained from
the Swift Data Center, Level 1 and Level 2. Level 1 data can be calibrated by
yourselves in a way recommended by Swift team2, while Level 2 cleaned data
have gone through the standard pipeline process. We decide to use Level 2
cleaned data. All of the observations were obtained in Photon Counting (PC)
mode [100]. The data are processed with standard procedures using FTOOLS3
tasks under the Heasoft package v6.13.
In the XRT image analysis, we try to detect the X-ray counterparts of the
2FGL unidentified source, and localize each source. First, we extract X-ray im-
ages in the energy range of 0.3–10 keV, where the PC response matrices is well
calibrated, using xselect. Next by using ximage, we searched for “possible”
X-ray sources which are > 3σ confidence level in photon statistics against back-
ground. The position of these sources are determined with a typical accuracy
of ∼ 5′′ using xrtcentroid.
We analyze the spectra of the most likely X-ray counterparts, which are sit-
uated within the 99% error circle of the Fermi -LAT source and have XRT data
with a signal-to-noise ratio above 3σ, in order to perform a reliable spectral
analysis. Events for spectral analysis are extracted within a circular region of
radius 20′′, centered on the source position; this region encloses about 90% of
the PSF at 1.5 keV [151]. The background is taken from a source-free region,
using a circular region of radius 150′′. Since the data show a maximum count
rate <0.3 counts s−1, no pile-up correction is necessary.
A total Swift observation of a specific target is always performed splitting
it in a large number of short observations. Our individual data sets have too
few counts for a meaningful spectral analysis. Therefore, we extract a cumu-
lative spectrum using the task mathpha rescaling the total count rate with
those of a single observation. However, the total count statistics of the de-
tected sources is too low, some tens of counts, to bin the spectra with grppha
with a minimum of 25 counts per bin in order to be able to apply the χ2
2The SWIFT XRT Data Reduction Guide:http://heasarc.nasa.gov/docs/swift
/analysis/xrt swguide_v1_2.pdf
3See http://heasarc.gsfc.nasa.gov/docs/software/
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minimization technique. We decide to perform an unbinned analysis adopt-
ing the Cash statistics (c-stat) [47]. The goodness-of-fit is calculated using
the task goodness4 implemented in XSPEC. The source spectrum of a sin-
gle observation is extracted from the corresponding event file using the task
xselect. The relative ancillary response file arf is generated with xrtmkarf
and it accounts for different extraction regions, vignetting and point-spread
function corrections, while we used the current spectral redistribution matrix
files (RMFs) in CALDB (swxpc0to12s6_20010101v013.rmf). The cumula-
tive ancillary response file is extracted by the task addarf. The energy band
used for the spectral analysis, performed with XSPEC v.12.8.0 [21], depends
on the statistical quality of the data and typically ranges from 0.3 to 10 keV.
As for EPIC, we fit the source spectra with three spectral models: power-law,
apec, and black-body. In all cases we include the absorption by the interstellar
medium, we try to to both leave it as a free parameter and fix it to the value
of the hydrogen column density along the line of sight [73]. All quoted errors
correspond to 90% confidence level for a single parameter of interest.
We identify the probable pulsar subclass for the γ-ray unidentified source
[135] comparing the the sources’ X-ray flux values with the γ-ray one in the
framework of the fγ/fX identification tool
Finally, we produce the light curves for each X-ray source in the 99% radius
error-circle of the γ-ray source in order to detect a timing variability. We
cannot produce light curves to each observation and not even full light curves
with a bin size of one observation per bin because the statistics is too poor. We
decide to produce full light curves using bin size minimum of 20 counts bin−1 in
order to apply the χ2 test (we use only 5 and 10 bins). From the observations in
each bin time we extract a cumulative spectrum for the source and background
and we generate the relative ancillary response file as explained above. At this
point we fit the source spectra with three spectral models: power-law, apec
and black-body. The flux we obtain from the best fit is so the flux in each bin
time. All error bars are reported at the 1σ.
X-ray source hardness ratios analysis
Since the count statistics (usually a few tens of photons) of the detected sources
is too low to produce significant spectra, we perform a qualitative spectral anal-
ysis using the count rate (CR) measured in the three energy ranges (soft : 0.3–1
keV; medium: 1–2 keV; hard : 2–10 keV) to compute two different Hardness
Ratios (HRs):
HR12 = [CR(1− 2)− CR(0.3− 1)]/[CR(1− 2) + CR(0.3− 1)]
HR23 = [CR(2− 10)− CR(1− 2)]/[CR(2− 10) + CR(1− 2)]
4http://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/XSgoodness.html
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Adopting the above definition, sources with a small/large HR12 value are lit-
tle/very absorbed, while sources with a small/large HR23 value are character-
ized by a soft/hard spectrum. All error bars of the distribution of the HRs of
the X-ray sources are reported at the 1σ.
To obtain a further indication on the sources spectra, we compare the
measured HRs with the expected ones computed for three different template
spectral models, namely: a black-body, with temperatures kT increasing from
0.1 to 1.1 keV, a power-law, with photon indexes Γ increasing from 1.5 to
2.5 and an apec, with temperatures kT increasing from 0.5 to 5.5 keV. Each
spectral model is computed using the interstellar medium absorption given by
[73] and one third of that value. In such a way we can identify the spectral
model more appropriate for a given source and tentatively assign its most likely
spectral parameters.
Optical/IR candidate counterparts analysis
In order to identify the plausible X-ray counterparts, we cross-correlate their
positions with two optical catalogues, the United States Naval Observatory
(USNO B1.0) catalogue [149], with limiting magnitudes V ∼ 21, 0.2′′ astro-
metric accuracy and∼0.3 mag photometric accuracy, and the last version of the
Guide Star Catalogue (GSC) version 2.3 [53]; and two infrared (IR) catalogues,
Two Micron All Sky Survey (2MASS) [187] and Wide-field Infrared Survey
Explorer (WISE) [217] from the preliminary data release (WISEP) [62]. More-
over, we have also analyzed the NASA/IPAC extragalactic Database (NED5)
and the NRAO VLA Sky Survey (NVSS) [57] radio catalog but we have not
found any plausible counterparts in the radius error-circle of each X-ray source.
The search for optical or IR counterparts is performed by selecting candidates
at < 5′′ from the X-ray position.
The possibility to find more than one optical or IR source within the rather
conservative 5′′ radius error-circle suggests that we cannot ignore the possible
foreground contamination, which could affect our cross-correlation. The proba-
bility of chance coincidence between a X-ray and an optical source is calculated
by P = 1 − e−piµr2 , where r is the X-ray error-circle radius and µ the surface
density of the optical sources [186].
Each measured magnitude values are de-absorbed as follows: defining mi
as the measured magnitude in the i filter and m′i as the absorbed one then
mi = m
′
i−Ai, where Ai is the extinction given by the interstellar medium in the
i filter. From [168], the visual extinction can be derived by the X-ray Galactic
hydrogen column density as NH = AV (1.87× 1021) cm−2. i extinction can be
obtained by the simple relation Ai = f(λ)AV [46], where f(λ) is a function
5http://ned.ipac.caltech.edu/
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depending on the wavelength. We then determine the stellar spectral classes
which are compatible with the optical/IR candidate counterpart on the basis
of its optical colors [220] (B-V, V-R, V-I, V-J, V-H and V-K), and infrared
colors [78]( J-H, H-K, R-K and J-K). If the visual magnitude of a candidate
counterpart is not reported we extrapolate its value as the average between
absorbed B and R magnitudes.
The X-ray spectral parameters are used to compute the sources’ X-ray flux
values, to be compared to the optical ones in the framework of the fX/fopt
identification tool [121]. The optical flux of the candidate counterpart is based
on B magnitude or V magnitude if reported. B and V magnitudes are converted
to the flux in the B or V filter assuming the standard values fB(mB = 0) =
6.39× 10−6 erg s−1 cm−2 and fV (mV = 0) = 4.27× 10−6 erg s−1 cm−2.
We use the V magnitude to calculate the source flux and if the source in
the optical catalogue has not the value for V we use the B magnitude, while
for the X-ray sources with no counterpart, we use V=21 as the optical upper
limit.
5.1.2 2FGL J1036.1–6722
The first object we analyze is the unidentified source 2FGL J1036.1–6722 (see
Table 5.1). This object was discovered for the first time by the Fermi -LAT and
it was included in the 1FGL source catalog as 1FGL J1036.2–6719 [3]. 2FGL
J1036.1–6722 is a rather bright γ-ray source, situated far from the Galactic
plane (b=-7◦.84, l=290◦.45) and it is characterized by low variability (vari-
ability index=35.50) and high curvature significance (sign curv = 6.51). The
variability and spectral curvature properties of this source are very similar to
those of a typical γ-ray pulsars as shown in the bottom of Figure 5.1. 2FGL
J1036.1–6722 γ-ray spectrum and light curve are shown at the top of Figure
5.1.
In this Section we report on recent monitoring data taken with XMM-
Newton with the aim of detecting the X-ray counterpart of the putative γ-ray
millisecond pulsar radio-quiet.
Observation and X-ray analysis
Our deep XMM-Newton observation 2FGL J1036.1–6722 started on 2012 June
16 at 12:17:48 UT and lasted 24.9 ks. The PN camera [194] of the EPIC
instrument was operating in Extended Full Frame mode (time resolution of
200 ms over a 26′ × 27′ field of view (FoV)), while the MOS detectors [203]
were set in Full Frame mode (2.6 s time resolution on a 15′ radius FoV). The
thin optical filter was used for the PN camera while we chose to use the medium
filter for the MOS detectors. After standard data processing explained in the
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Figure 5.1: Top: 2FGL J1036.1–6722 γ-ray spectrum (left) and light curve
(right). Bottom: variability index plotted as a function of the curvature sig-
nificance for 2FGL source classes. Red dot represents the position of 2FGL
J1036.1–6722 in this parameters space. This object is not variable and the
spectrum is curved.
previous section, the good, dead-time corrected exposure time is 14.4 ks for
the PN, 20.6 ks for the MOS1 and 21.4 ks for the MOS2 detector.
We detect 26 X-ray sources in the PN FoV with a source significance
greater than 3.6σ. Of these, only 3 are located within the 99% error circle
of the Fermi -LAT source, for these we produce X-ray spectra, light curves and
find optical counterparts. Figure 5.2 shows the 0.3–10 keV exposure-corrected
XMM-Newton PN FoV image. We applied a Gaussian filter with a kernel
radius of 5”.
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Figure 5.2: 0.3–10 keV exposure-corrected XMM-Newton PN FoV image . A
gaussian filter with a kernel radius of 3′′ is applied. 2FGL J1036.1–6722 with
95% confidence error ellipse is plotted in cyan. Each X-ray source detected
by the PN is plotted with a circle of 10′′ radius. Colors represent the source
significance: in red sources with TS<25, in magenta sources with 25<TS<50,
in yellow sources with 50<TS<100 and in green sources with TS>100.
In Figure 5.3 is shown the Digital Sky Survey image in the field of 2FGL
J1036.1–6722 with the distribution of the X-ray sources detected by XMM-
Newton. Within the 15 arcmin radius image area, the USNO B1.0 catalogue
provides a total of ∼16000 sources, corresponding to a surface density µ ∼
6.4×10−3 sources arcsec−2. Since the X-ray error-circle is 5 arcsec, we estimate
that the probability of chance coincidence between a X-ray and an optical
source is ∼ 0.4. Therefore up to 40% of the selected counterparts could be
spurious candidates.
Notes on individual X-ray sources
In the following, we present results on the most likely candidate X-ray coun-
terparts to the unidentified γ-ray source.
Source #3: The X-ray analysis yields 110 counts in the energy band 0.3–10
keV, with a source significance TS'140 in the PN data and TS'85 in the
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Figure 5.3: Digital Sky Survey 2 image with red filter of the field of unidentified
source 2FGL J1036.1–6722, for which 95% confidence error ellipse is plotted
in cyan. Each X-ray source detected by the PN is overplotted with a circle of
10′′ radius colored as described in Figure 5.2. White dashed line represents the
FoV of the XMM-Newton observation.
two MOS data; its count rate in the total energy band is 1.2× 10−2 cts
s−1. This object is situated within the 2FGL 95% confidence error ellipse
at (RA, Dec)=(158◦.94, -67◦.42). In Figure 5.4 is shown the spectrum of
this X-ray sources.
The X-ray spectral fitting results are summarized in Table 5.2. We notice
that we find physical plausible best-fit spectral parameter values only if
we fix the interstellar medium absorption to NH = 0.2× 1022 cm−2 [73].
In Figure 5.5 is shown the light curved with a bin time of 2500 s.
Within 5′′ radius X-ray error circle there is only an optical candidate
counterpart of the source #3, its properties are shown in Table 5.3.
If the optical counterpart of the X-ray source is not detected because
too faint, above the limiting magnitude of USNO B1.0 (V > 21), then
log(fX/fV ) > (−0.27÷0.03), using an unabsorbed visual flux fV = 5.47×
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Figure 5.4: Spectrum of the X-ray source #3 binned with a minimum of 25
counts per bin. The spectrum shows that the X-ray object is rather absorbed
at low energies and that the PN detected photons until '7 keV.
Parameter Power-law model Apec model Black body model
NH
a 0.2 (fixed) 0.2 (fixed) 0.2 (fixed)
Γ 1.58+0.31−0.30 - -
kT (keV) - 6.50+26.58−2.96 0.59
+0.17
−0.13
d.o.f. 9 9 9
χ2ν 0.602 0.177 1.04
Fluxunabs
b 5.80 5.27 2.91
ain units of 1022 cm−2
bin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.2: Spectral parameters for the X-ray source #3 within the 95% error
ellipse of 2FGL J1036.1–6722. Fluxunabs corresponds to the unabsorbed flux.
We cannot assert if this X-ray source is a pulsar, a star or an AGN because
no spectral model can be rejected by the χ2 test. The γ-ray (E>100 MeV) to
soft X-ray (0.3–10 keV) flux ratio is Fγ/FX ' (300 ÷ 700), this flux ratio is
compatible with the value of a typical γ-ray MSP and radio-loud pulsar [135].
10−14. This value does not exclude any source class as counterpart of the
X-ray source, notice that a pulsar is characterized by log(fX/fopt) > 2
[121].
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Figure 5.5: Light curve for the X-ray source #3 in the energy range between
0.3 keV and 10 keV within the ∼ 15 ks observation span. The red line depicts
the best fit assuming a flat light curve. No significant X-ray variability is
detected on the basis of the χ2 test.
Source #4: The X-ray analysis yields 129 counts in the energy band 0.3—
10 keV, with a source significance TS'150 in the PN data and TS'125
in the two MOS data; its count rate in the total energy band is 1.5×10−2
cts s−1. This object is situated in the limit of the 2FGL 99% confidence
error ellipse at (RA, Dec)=(159◦.03, -67◦.47). In Figure 5.6 is shown the
spectrum of this X-ray sources.
The X-ray spectral fitting results are summarized in Table 5.4. We notice
that we find physical plausible best fit spectral parameter values only if
we fix the interstellar medium absorption to NH = 0.2 × 1022 cm−2
[73]. Only the black-body model is significant and has plausible best-fit
parameters. However, we cannot assert if this X-ray source is a pulsar
or an AGN because the black-body model is well-suited for both source
classes.
In Figure 5.7 is shown the light curved with a bin time of 2500 s.
Within 5′′ radius X-ray error circle there are three optical/IR candidate
counterparts of the source #4, their properties are shown in Table 5.5.
If the optical counterpart of the X-ray source is not detected because
too faint, above the limiting magnitude of USNO B1.0 (V > 21), then
log(fX/fV ) > (0.24÷0.42), using an unabsorbed visual flux fV = 5.47×
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Source #3 – optical/IR analysis
Optical counterpart GSC
IR counterpart -
Detection year 1978
Distance 2.2”
De-absorbed magnitude (mag) B=19.98
Stellar spectral class -
fopt (erg cm
−2 s−1) 6.51× 10−14
fX/fopt (log10) -0.37÷-0.12
Suggested class star, CV or galaxy
Table 5.3: Properties of the optical candidate counterpart of the X-ray source
#3. Rows (1) and (2): optical and IR catalogs where the candidate counter-
part of the X-ray source is listed. Row (3): Detection year of the candidate
counterpart. Row (4): distance between the X-ray source and its candidate
counterpart. Row (5): de-absorbed magnitudes of the candidate counterpart.
Row (6): Stellar spectral class of the candidate counterpart based on [220] and
[78]; optical colors are B-V, V-R, V-I , V-J, V-H and V-K while IR colors are
J-H, H-K, R-K and J-K; the symbol “?” indicates that colors are not compat-
ible with any stellar class. Row (7): optical flux of the candidate counterpart
based on the B magnitude or V magnitude if measured. Row (8): logarithmic
values of the X-ray-to-optical flux ratio; the X-ray flux is based on all accept-
able models. Row (9): proposed X-ray source classification based on [121];
“CV” indicates cataclysmic variable.
10−14. This value does not exclude any source class as counterpart of the
X-ray source, remember that a pulsar is characterized by log(fX/fopt) > 2
[121].
Source #10: The X-ray analysis yields 78 counts in the energy band 0.3—
10 keV, with a low source significance TSsimeq40 in the PN data and
TS'20 in the two MOS data; its count rate in the total energy band is
0.6× 10−2 cts s−1. This object is situated in the limit of the 2FGL 99%
confidence error ellipse at (RA, Dec)=(158◦.87, -67◦.34). In Figure 5.8 is
shown the spectrum of this X-ray sources.
The X-ray spectral fitting results are summarized in Table 5.6. We notice
that we find physical plausible best-fit spectral parameter values only if
we fix the interstellar medium absorption to NH = 0.2× 1022 cm−2 [73].
In Figure 5.9 is shown the light curved with a bin time of 2500 s.
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Figure 5.6: Spectrum of the X-ray source #4 binned with a minimum of 25
counts per bin. The spectrum shows that the X-ray object is rather absorbed
at low energies and that the PN detected photons until '6 keV.
Parameter Power-law model Apec model Black body model
NH
a 0.2 (fixed) 0.2 (fixed) 0.2 (fixed)
Γ 0.40+0.31−0.32 - -
kT (keV) - 64+46.58−37.07 1.51
+0.52
−0.35
d.o.f. 8 8 8
χ2ν 0.998 3.835 1.30
Fluxunabs
b 14.3 6.94 9.57
ain units of 1022 cm−2
bin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.4: Spectral parameters for the X-ray source #4 within the 2FGL 95%
error ellipse of 2FGL J1036.1–6722. Fluxunabs corresponds to the unabsorbed
flux. Only the black-body model is significant and has plausible best-fit pa-
rameters. The γ-ray (E>100 MeV) to soft X-ray (0.3–10 keV) flux ratio is
Fγ/FX ' 200 considering a black-body spectral model, which is compatible
with the value of a typical γ-ray MSP [135]
Within 5′′ radius X-ray error circle there is no optical or IR candidate
counterpart for the source #10. If the optical counterpart for the X-ray source
has not detected because too faint, above the limiting magnitude of USNO
B1.0 (V>21), then log(fX/fV ) > (−0.57 ÷ −0.25), adopting the unabsorbed
visual flux fV = 5.47× 10−14. This value does not exclude any source class as
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Figure 5.7: Light curve for the X-ray source #4 in the energy range between
0.3 keV and 10 keV within the ∼ 15 ks observation span. The red line depicts
the best fit assuming a flat light curve. No significant X-ray variability is
detected on the basis of the χ2 test.
Figure 5.8: Spectrum of the X-ray source #10 binned with a minimum of 25
counts per bin. The spectrum shows that the X-ray object is not significantly
absorbed at low energies and that the PN detected photons only until '3 keV.
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Source #4 – optical/IR analysis
Optical counterpart USNO B1.0 USNO B1.0 USNO B1.0
IR counterpart 2MASS - -
Detection year 1985 1985 1989
Distance 1′′ 4′′ 4.8′′
B=19.99 B=16.46 B=17.14
De-absorbed V=18.44a V=17.57a V=17.94a
magnitudes R=17.77 R =18.47 R=18.63
(mag) J=16.27 - -
H=15.44 - -
K=15.1 - -
Stellar spectral class F, G, M or K ? ?
fopt (erg cm
−2 s−1) 1.62× 10−13 1.66× 10−12 8.9× 10−13
fX/fopt (log10) -023÷-0.05 -1.24÷-1.06 -1.24÷-0.97
Suggested class star, CV or galaxy star star
avalue extrapolated as the average between absorbed B and R magnitudes
Table 5.5: Properties of the optical/IR candidate counterparts of the X-ray
source #4. For a description of each row see Table 5.5. Last two optical can-
didate counterparts are classified as stars but these results are not compatible
with their colors, this may be related to the simple extrapolation of the visual
magnitude or to the NH value we have assumed, or maybe because they are
not the optical counterpart of the X-ray source.
Parameter Power-law model Apec model Black body model
NH
a 0.2 (fixed) 0.2 (fixed) 0.2 (fixed)
Γ 2.91+0.82−0.65 - -
kT (keV) - 1.44+0.62−0.30 0.28
+0.08
−0.07
d.o.f. 5 5 5
χ2ν 0.726 0.12 0.092
Fluxunabs
b 3.06 1.5 1.47
ain units of 1022 cm−2
bin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.6: Spectral parameters for the X-ray source #10 within the 2FGL 95%
error ellipse of 2FGL J1036.1–6722. Fluxunabs corresponds to the unabsorbed
flux. We cannot assert if this X-ray source is a pulsar a star or an AGN because
no spectral model can be rejected by the χ2 test. The γ-ray (E>100 MeV) to
soft X-ray (0.3–10 keV) flux ratio is Fγ/FX ' (650÷1330), which is compatible
with the value of those a typical γ-ray MSP and radio-loud pulsar [135].
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Figure 5.9: Light curve for the X-ray source #10 in the energy range between
0.3 keV and 10 keV within the ∼ 15 ks observation span. The red line depicts
the best fit assuming a flat light curve. No significant X-ray variability within
the ∼ 15 ks observation span on the basis of the χ2 test.
counterpart of the X-ray source [121].
Source hardness ratios distribution
In Figure 5.10 is shown the distribution of the HRs of the X-ray sources de-
tected by the XMM-Newton within the 99% error circle of the Fermi -LAT
source. All error bars are reported at the 1σ. Source #10 is little absorbed
and is characterized by a soft spectrum (HR12 ' 0 andHR23 ' −1), probably
it is a nearby star. The other two sources are very absorbed and character-
ized by a rather hard spectrum (HR12 > 0 and HR23 ≥ 0), one of these
two objects may be the counterpart of the 2FGL unidentified source. The
values of the expected HRs are overplotted in Figure 5.10. As can be seen,
the distributions are compatible with a rather wide range of temperatures
and photon indexes, thus suggesting that we are probably sampling different
types of sources. This conclusion is not surprising, since the area is far from
the Galactic plane and therefore are expected to contain both Galactic and
extragalactic X-ray sources.
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Figure 5.10: Distribution of HR12 vs. HR23 of the X-ray sources detected
by the XMM-Newton within the 99% error circle of the Fermi -LAT source.
Error bars are reported at 1σ. Crosses indicate the expected HR12 vs. HR23
computed for power law spectra with Γ from 1.5 and 2.5. Stars indicate the
expected HR12 vs. HR23 computed for apec spectra with kT from 0.5 to 5.5
keV. Triangles indicate the expected HR12 vs. HR23 computed for black body
spectra with kT from 0.1 to 1.1 keV. Each spectral model is computed using
the interstellar medium absorption given by [73] (red) and one third of this
value (blue).
Discussion
In the XMM-Newton FoV of the γ-ray unidentified source 2FGL J1036.1–6722
we have detected 26 X-ray sources between 0.3 and 10 keV, only 3 of them are
situated within the 99% error circle of the Fermi -LAT source, we can consider
them as plausible counterparts of the putative MSPs. For each plausible X-ray
counterpart we have not detected any significant X-ray variability and by an
analysis of fγ/fX each one seems to be a plausible counterpart of the 2FGL
unidentified source. No optical or IR candidate counterpart was found for
the source #10 but analyzing its X-ray spectrum it seems a nearby star. On
the basis of the characteristics of 3 optical/IR candidate counterparts and the
spectrum of the source #4, we may identify this X-ray object as a likely AGN.
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Source #3 is the most interesting plausible counterpart of the putative MSP.
The optical object detected within 5′′ radius X-ray error circle does not seem
the counterpart of source #3 and from its HRs we can classify it as a pulsar
or at least an AGN.
If we hypothesize that the “real” counterpart of the unidentified source
has not been detected above 3σ inside the 2FGL 99% error ellipse, we can
derive the upper limit assuming an absorbed power law spectral model for the
putative counterpart with NH = 0.2 × 1022 cm2 and Γ = 2. This means the
putative counterpart should have an unabsorbed flux of fX ∼ 9 × 10−15 erg
cm−2 s−1 in the energy range between 0.3 and 10 keV to be detected above 3σ
with our observation. In this way we obtain the inferior limit of the γ-ray flux
to X-ray flux ratio as fγ/fX & 2200.
5.1.3 2FGL J1539.2–3325
Now we analyze the unidentified source 2FGL J1539.2–3325 (see Table 5.1).
This object was discovered for the first time by the Fermi -LAT and included
in the 1FGL source catalog as 1FGL J1539.0-3328 [3]. 2FGL J1539.2–3325
is a rather bright γ-ray source, situated at high Galactic latitude (b=17◦.53,
l=338◦.74) and it is characterized by low variability (variability index=29.53)
and high curvature significance (sign curv = 5.54). The variability and spectral
curvature properties of this source are very similar to those of a typical γ-ray
pulsar as shown in the bottom of Figure 5.11. The γ-ray spectrum and the
light curve of 2FGL J1539.2–3325 are shown at the top of Figure 5.11.
In this Section we report on recent monitoring data taken with Swift X-
ray Telescope (XRT) with the aim of detecting the X-ray counterpart of the
putative γ-ray millisecond pulsar radio-quiet.
Observations and X-ray analysis
The set of XRT observations are 27 and each one was typically taken as 0.5–15
ks exposures with various sampling intervals. The total Swift-XRT data set in-
cludes 84 ks of observations extending from 2010 October 1 to 2012 September
29.
We detect 31 X-ray sources which are > 3σ confidence level in photon
statistics against background in the XRT FoV. 5 of these X-ray detected sources
are situated within the 99% error circle of the Fermi -LAT source, for these we
produce X-ray spectra, light curves and find optical counterparts. Figure 5.12
shows the 0.3–10 keV exposure-corrected Swift-XRT FoV image.
We have noticed that in the Field-of-View of 2FGL J1539.2–3325 there is
a dark cloud named Lupus1, a component of the Lupus dark-cloud complex
[20, 91, 56]. Its mass is estimated to be ∼150 M, this is the most massive
167
5. Multi-wavelength analysis of some interesting 2FGL sources
Figure 5.11: Top: γ-ray spectrum (left) and light curve (right) of the uniden-
tified source 2FGL J1539.2–3325. Bottom: variability index plotted as a func-
tion of the curvature significance for different broad classes of sources. Red
dot represents the position of 2FGL J1539.2–3325 in this space. This object is
not variable and the spectrum is curved.
region in the Lupus complex, and the distance is determinate to be between
140 pc and 240 pc. This is a star forming site in which a large number of T-
Tauri stars were discovered. Lupus1 is a very dense dark cloud, characterized
by an average visual extinction of AV = 4.5, which can be converted to column
density using the relation suggested in [168]: NH = AV (1.87× 1021) = 0.85×
1022 cm−2. In Figure 5.13 is shown the Digital Sky Survey image in the field
of 2FGL J1539.2–3325 with the distribution of the X-ray sources detected by
Swift-XRT. Within the 15 arcmin radius image area, the USNO B1.0 catalogue
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Figure 5.12: 0.3–10 keV exposure-corrected Swift-XRT FoV image. A gaussian
filter with a kernel radius of 3′′ is applied. 2FGL J1539.2–3325 with 95%
confidence error ellipse is plotted in cyan. Each X-ray source detected by the
XRT is plotted with a circle of 10′′ radius. Colors represent the signal-to-noise
(SN) ratio of each source: in red sources with SN<3, in magenta sources with
3<TS<4, in yellow sources with 4<TS<5 and in green sources with TS>5.
provides a total of ∼3800 sources, corresponding to a surface density µ ∼
1.5×10−3sources arcsec−2. Since the X-ray error-circle is 5 arcsec, we estimate
that the probability of chance coincidence between a X-ray and an optical
source is ∼ 0.1. Therefore up to 10% of the selected counterparts could be
spurious candidates, in the dark cloud region this value decreases.
Notes on individual X-ray sources
In the following, we present results on the most likely candidate X-ray coun-
terparts to the unidentified γ-ray source.
Source #1: The X-ray analysis yields only 42 counts in the energy band
0.3–10 keV, with a signal-to-noise ratio of 4.7; its count rate in the total
energy band is 5.02 × 10−4 cts s−1. This object is situated within the
2FGL 95% confidence error ellipse at (RA, Dec)=(234◦.75, −33◦.46). In
Figure 5.14 is shown the spectrum of this X-ray sources.
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Figure 5.13: Digital Sky Survey 2 image with red filter of the field of uniden-
tified source 2FGL J1539.2–3325, for which 95% confidence error ellipse is
plotted in cyan. Each X-ray source detected by the XRT is overplotted with
a circle of 10′′ radius colored as described in Figure 5.12. White dashed line
represents the FoV of the Swift-XRT observation. It is evident the presence of
the dense dark cloud Lupus1 in the central region of the image.
The X-ray spectral fitting results are summarized in Table 5.7. We notice
that only if we fix the interstellar medium absorption to NH = 0.09×1022
cm−2 we find physical plausible best-fit spectral parameter values, this
means the X-ray source is closer to us than the dark cloud, thus it cannot
be an extragalactic object.
In Figure 5.15 is shown the light curve with 5 bins.
Within 5′′ radius X-ray error circle there are three optical/IR candidate
counterparts of the source #1, their properties are shown in Table 5.8.
If the optical counterpart of the X-ray source is not detected because
too faint, above the limiting magnitude of USNO B1.0 (V>21), then
log(fX/fV ) > (0.02÷0.32), using an unabsorbed visual flux fV = 1.07×
10−14. This value does not exclude any source class as counterpart of the
X-ray source.
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Figure 5.14: Spectrum of the X-ray source #1 binned with a minimum of 5
counts per bin. The binned spectrum shows that the X-ray object is rather
absorbed at low energies and that the XRT detected photons until '5 keV.
Parameter Power-law model Apec model Black body model
NH
a 0.09 (fixed) 0.09 (fixed) 0.09 (fixed)
Γ 2.05+0.65−0.55 - -
kT (keV) - 1.59+3.48−0.48 0.28
+0.12
−0.07
d.o.f. 967 967 967
c-stat 184.71 183.29 183.87
goodnessb 40.9% 88.7% 95.3%
Fluxunabs
c 2.16 1.26 1.12
ain units of 1022 cm−2
bfraction of 104 Monte Carlo simulations with fit statistic less then c-stat
cin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.7: Spectral parameters for the X-ray source #1 within the 95% error
ellipse of 2FGL J1539.2–3325. Fluxunabs corresponds to the unabsorbed flux.
We cannot assert if this X-ray source is a pulsar or star because no spectral
model can be rejected by the C-statistic value. The γ-ray (E>100 MeV) to
soft X-ray (0.3–10 keV) flux ratio is Fγ/FX ' (500÷950), which is compatible
with the value of a typical γ-ray MSP and radio-loud pulsar [135].
Source #2: The X-ray analysis yields only 36 counts in the energy band
0.3–10 keV, with a signal-to-noise ratio of 4.3; its count rate in the total
energy band is 4.33 × 10−4 cts s−1. This object is situated within the
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Figure 5.15: Light curve with 5 bins for the X-ray source #1 in the energy range
between 0.3 keV and 10 keV within the ∼ 84 ks observation span assuming
a spectral power law model. The red line depicts the best fit assuming a flat
light curve. Error bars for the flux are reported at 1σ. No significant X-ray
variability within the ∼ 84 ks observation span is detected on the basis of the
χ2 test
2FGL 99% confidence error ellipse at (RA, Dec)=(234◦.79, −33◦.51). In
Figure 5.16 is shown the spectrum of this X-ray sources.
The X-ray spectral fitting results are summarized in Table 5.9. We notice
that only if we fix the interstellar medium absorption to NH = 0.85×1022
cm−2 we find physical plausible best-fit spectral parameter values, this
means the X-ray source is in the dark cloud or farther than it.
In Figure 5.17 is shown the light curve with 5 bins.
Within 5′′ radius X-ray error circle there is no optical or IR candidate
counterpart of the source #2. If the optical counterpart of the X-ray
source is not detected because too faint, above the limiting magnitude
of USNO B1.0 (V>21), then log(fX/fV ) > (−1.78 ÷ −1.49), using an
unabsorbed visual flux fV = 1.17 × 10−12. This value does not exclude
any source class as counterpart of the X-ray source.
Source #3: The X-ray analysis yields only 135 counts in the energy band
0.3–10 keV, with a signal-to-noise ratio of 8.9; its count rate in the total
energy band is 1.6 × 10−3 cts s−1. This object is situated within the
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Source #1 – optical/IR analysis
Optical counterpart GSC USNO B1.0 USNO B1.0
IR counterpart - 2MASS -
Detection year 1990 1990 1968
Distance 2.4′′ 2.7′′ 3.2′′
B=16.51 - B=16.32
De-absorbed V=16.01a - V=15.37a
magnitudes R=14.59 R =18.47 R=13.99
(mag) I=12.94 - -
J=16.27 J=11.52 -
H=15.44 H=11.01 -
K=15.1 K=10.72 -
Stellar spectral class G, K or M K or M M
fopt (erg cm
−2 s−1) 1.59× 10−12 - 1.89× 10−12
fX/fopt (log10) -2.15÷-1.86 - -2.23÷-1.94
Suggested class star - star
avalue extrapolated as the average between absorbed B and R magnitudes
Table 5.8: Properties of the optical/IR candidate counterparts of the X-ray
source #1. For a description of each row see Table 5.5. We assert that the
three candidate counterparts are probably the same object because of the value
of their proper motion and their magnitudes.
2FGL 95% confidence error ellipse at (RA, Dec)=(234◦.85, −33◦.48). In
Figure 5.18 is shown the spectrum of this X-ray sources.
The X-ray spectral fitting results are summarized in Table 5.10. We
notice that only if we fix the interstellar medium absorption to NH =
0.85 × 1022 cm−2 we find physical plausible best-fit spectral parameter
values, this means the X-ray source is in the dark cloud or farther than
it.
In Figure 5.19 is shown the light curve with 5 bins.
Within 5′′ radius X-ray error circle there are two optical/IR candidate
counterparts of the source #3, their properties are shown in Table 5.11.
If the optical counterpart of the X-ray source is not detected because
too faint, above the limiting magnitude of USNO B1.0 (V>21), then
log(fX/fV ) > (−1.11 ÷ −0.75), using an unabsorbed visual flux fV =
1.17×10−12. This value does not exclude any source class as counterpart
of the X-ray source.
Source #6: The X-ray analysis yields only 35 counts in the energy band
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Figure 5.16: Spectrum of the X-ray source #2 binned with a minimum of 5
counts per bin. The binned spectrum shows that the X-ray object is very
absorbed at low energies and that the XRT detected photons until '7 keV.
Parameter Power-law model Apec model Black body model
NH
a 0.85 (fixed) 0.85 (fixed) 0.85 (fixed)
Γ 1.66+1.01−0.86 - -
kT (keV) - 5.45+23.12−3.33 0.65
+0.39
−0.20
d.o.f. 967 967 967
c-stat 207.45 206.38 205.06
goodnessb 68.1% 70.3% 92.3%
Fluxunabs
c 3.76 3.40 1.93
ain units of 1022 cm−2
bfraction of 104 Monte Carlo simulations with fit statistic less then c-stat
cin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.9: Spectral parameters for the X-ray source #2 within the 2FGL 99%
error ellipse of 2FGL J1539.2–3325. Fluxunabs corresponds to the unabsorbed
flux. We cannot assert if this X-ray source is a pulsar a star or an AGN because
no spectral model can be rejected by the C-statistic value. The γ-ray (E>100
MeV) to soft X-ray (0.3–10 keV) flux ratio is Fγ/FX ' (280 ÷ 550), which is
compatible with the value of a typical γ-ray MSP and radio-loud pulsar [135].
0.3–10 keV, with a signal-to-noise ratio of 3.8; its count rate in the total
energy band is 4.1 × 10−4 cts s−1. This object is situated within the
2FGL 99% confidence error ellipse at (RA, Dec)=(234◦.91, −33◦.41). In
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Figure 5.17: Light curve with 5 bins for the X-ray source #2 in the energy range
between 0.3 keV and 10 keV within the ∼ 84 ks observation span assuming
a spectral power law model. The red line depicts the best fit assuming a flat
light curve. Error bars for the flux are reported at 1σ. No significant X-ray
variability within the observation span is detected on the basis of the χ2 test
Parameter Power-law model Apec model Black body model
NH
a 0.85 (fixed) 0.85 (fixed) 0.85 (fixed)
Γ 2.45+0.38−0.36 - -
kT (keV) - 2.64+1.02−0.59 0.54
+0.08
−0.07
d.o.f. 967 967 967
c-stat 346.44 348.19 344.85
goodnessb 48.2% 56.9% 93.7%
Fluxunabs
c 20.5 13.2 9.13
ain units of 1022 cm−2
bfraction of 104 Monte Carlo simulations with fit statistic less then c-stat
cin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.10: Spectral parameters for the X-ray source #3 within the 95% error
ellipse of 2FGL J1539.2–3325. Fluxunabs corresponds to the unabsorbed flux.
We cannot assert if this X-ray source is a pulsar, a star or an AGN because
no spectral model can be rejected by the C-statistic value. The γ-ray (E>100
MeV) to soft X-ray (0.3–10 keV) flux ratio is Fγ/FX ' (50 ÷ 100), which is
compatible only with the value of a typical γ-ray MSP [135].
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Figure 5.18: Spectrum of the X-ray source #3 binned with a minimum of 5
counts per bin. The binned spectrum shows that the X-ray object is very
absorbed at low energies and that the XRT detected photons until '8 keV.
Figure 5.20 is shown the spectrum of this X-ray sources.
The X-ray spectral fitting results are summarized in Table 5.12. We
notice that only if we fix the interstellar medium absorption to NH =
0.85 × 1022 cm−2 we find physical plausible best-fit spectral parameter
values, this means the X-ray source is in the dark cloud or farther than
it.
In Figure 5.21 is shown the light curve with 5 bins.
Within 5′′ radius X-ray error circle there is only an IR candidate counter-
part of the source #6 detected by WISE but with no magnitude values.
If the optical counterpart of the X-ray source is not detected because
too faint, above the limiting magnitude of USNO B1.0 (V>21), then
log(fX/fV ) > (−1.79 ÷ −1.43), using an unabsorbed visual flux fV =
1.17×10−12. This value does not exclude any source class as counterpart
of the X-ray source.
Source #7: The X-ray analysis yields only 54 counts in the energy band
0.3–10 keV, with a signal-to-noise ratio of 5.1; its count rate in the total
energy band is 6.4 × 10−4 cts s−1. This object is situated within the
2FGL 99% confidence error ellipse at (RA, Dec)=(234◦.91, −33◦.42). In
Figure 5.22 is shown the spectrum of this X-ray sources. The X-ray
spectral fitting results are summarized in Table 5.13. We notice that
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Figure 5.19: Light curve with 5 bins for the X-ray source #3 in the energy range
between 0.3 keV and 10 keV within the ∼ 84 ks observation span assuming
a spectral power law model. The red line depicts the best fit assuming a flat
light curve. Error bars for the flux are reported at 1σ. No significant X-ray
variability within the observation span is detected on the basis of the χ2 test
only if we fix the interstellar medium absorption to NH = 0.09 × 1022
cm−2 we find physical plausible best-fit spectral parameter values, this
means the X-ray source is closer to us than the dark cloud, it cannot be
an extragalactic object.
In Figure 5.23 is shown the light curve with 5 bins.
Within 5′′ radius X-ray error circle there are two optical/IR candidate
counterparts of the source #7, their properties are shown in Table 5.14.
If the optical counterpart of the X-ray source is not detected because
too faint, above the limiting magnitude of USNO B1.0 (V>21), then
log(fX/fV ) > (−0.14 ÷ 0.08), using an unabsorbed visual flux fV =
2.69×10−14. This value does not exclude any source class as counterpart
of the X-ray source.
Source hardness ratios distribution
In Figure 5.24 is shown the distribution of the HRs of the X-ray sources de-
tected by the Swift-XRT within the 99% error circle of the Fermi -LAT source.
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Source #3 – optical/IR analysis
Optical counterpart USNO B1.0 GSC
IR counterpart 2MASS -
Detection year 1986 1990
Distance 2.7′′ 3.6′′
B=13.6 B=15.57
De-absorbed V=14.64a V=16.25a
magnitudes R=15.3 R=16.54
(mag) - I=16.68
J=15.05 -
H=14.42 -
K=14.56 -
Stellar Stellar spectral class ? ?
fopt (erg cm
−2 s−1) 2.3× 10−11 3.78× 10−12
fX/fopt (log10) -2.4÷-2.05 -1.62÷-1.27
Suggested class star star
avalue extrapolated as the average between absorbed B and R magnitudes
Table 5.11: Properties of the optical/IR candidate counterparts of the X-
ray source #3. For a description of each row see Table 5.5. The candidate
counterparts are classified as stars but these results are not compatible with
their colors, this means either that these objects may be not the candidate
counterpart of the X-ray source or that they may be two interacting objects
in a binary system (e.g. a star and a pulsar) making this X-ray source very
interesting. Since the X-ray source is probably located in the dark cloud, the
identification is uncertain because of the NH value we have assumed, thus this
object may also be a star in formation.
Sources #1 and#7 are little absorbed and are characterized by a rather soft
spectrum (HR12 ' 0 and HR23 < 0), probably they are nearby stars. Source
#6 is probably located at the limit of the dark cloud because is rather ab-
sorbed. The other two sources are very absorbed, they are probably situated
in the dark cloud or farther, and source #2 is characterized by a very hard
spectrum (HR12 ' 1 and HR23 ' 0.5). Source #2 and #3 are very inter-
esting and probably one of these two objects may be the counterpart of the
2FGL unidentified source.
The values of the expected HRs are overplotted in Figure 5.24. As can be
seen, the distributions are compatible with a rather wide range of temperatures
and photon indexes.
178
5.1. Searching for radio-quiet MSPs among the 2FGL unidentified sources
Figure 5.20: Spectrum of the X-ray source #6 binned with a minimum of 5
counts per bin. The binned spectrum shows that the X-ray object is not very
absorbed at low energies and that the XRT detected photons until '5 keV.
Parameter Power-law model Apec model Black body model
NH
a 0.85 (fixed) 0.85 (fixed) 0.85 (fixed)
Γ 2.43+1.56−1.09 - -
kT (keV) - 9.71+28.47−7.80 0.36
+0.24
−0.11
d.o.f. 967 967 967
c-stat 195.64 197.91 193.73
goodnessb 85.2% 64.4% 99.4%
Fluxunabs
c 4.34 3.54 1.89
ain units of 1022 cm−2
bfraction of 104 Monte Carlo simulations with fit statistic less then c-stat
cin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.12: Spectral parameters for the X-ray source #6 within the 2FGL 99%
error ellipse of 2FGL J1539.2–3325. Fluxunabs corresponds to the unabsorbed
flux. We cannot assert if this X-ray source is a pulsar, a star or an AGN
because no spectral model can be rejected by the C-statistic value. The γ-ray
(E>100 MeV) to soft X-ray (0.3–10 keV) flux ratio is Fγ/FX ' (240 ÷ 560),
which is compatible with the value of a typical γ-ray MSP and radio-loud
pulsar [135].
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Figure 5.21: Light curve with 5 bins for the X-ray source #6 in the energy range
between 0.3 keV and 10 keV within the ∼ 84 ks observation span assuming
a spectral power law model. The red line depicts the best fit assuming a flat
light curve. Error bars for the flux are reported at 1σ. No significant X-ray
variability within the observation span is detected on the basis of the χ2 test
Parameter Power-law model Apec model Black body model
NH
a 0.09 (fixed) 0.09 (fixed) 0.09 (fixed)
Γ 2.47+0.46−0.43 - -
kT (keV) - 1.33+1.36−1.04 0.26
+0.06
−0.05
d.o.f. 967 967 967
c-stat 197.52 204.27 194.44
goodnessb 24% 90% 84.3%
Fluxunabs
c 3.29 1.93 1.99
ain units of 1022 cm−2
bfraction of 104 Monte Carlo simulations with fit statistic less then c-stat
cin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.13: Spectral parameters for the X-ray source #7 within the 2FGL 99%
error ellipse of 2FGL J1539.2–3325. Fluxunabs corresponds to the unabsorbed
flux. We cannot assert if this X-ray source is a pulsar or a star because no
spectral model can be rejected by the C-statistic value. The γ-ray (E>100
MeV) to soft X-ray (0.3–10 keV) flux ratio is Fγ/FX ' (320 ÷ 530), which is
compatible with the value of a typical γ-ray MSP and radio-loud pulsar [135].
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Figure 5.22: Spectrum of the X-ray source #7 binned with a minimum of 5
counts per bin. The binned spectrum shows that the X-ray object is not very
absorbed at low energies and that the XRT detected photons only until '2.5
keV.
Figure 5.23: Light curve with 5 bins for the X-ray source #7 in the energy range
between 0.3 keV and 10 keV within the ∼ 84 ks observation span assuming
a spectral power law model. The red line depicts the best fit assuming a flat
light curve. Error bars for the flux are reported at 1σ. No significant X-ray
variability within the observation span is detected on the basis of the χ2 test
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Source #7 – optical/IR analysis
Optical counterpart USNO B1.0 GSC
IR counterpart 2MASS -
Detection year 1975 1990
Distance 0.8′′ 1.4′′
B=17.74 B=17.92
De-absorbed V=17 V=17.13a
magnitudes R=16.36 R=16.23
(mag) - I=14.15
J=12.85 -
H=12.28 -
K=12.01 -
Stellar spectral class M or K G, K or M
fopt (erg cm
−2 s−1) 6.77× 10−13 4.34× 10−13
fX/fopt (log10) -1.53÷-1.31 -1.34÷-1.12
Suggested class star or CV star
avalue extrapolated as the average between absorbed B and R magnitudes
Table 5.14: Properties of the optical/IR candidate counterparts of the X-ray
source #7. For a description of each row see Table 5.5. We assert that the two
candidate counterparts may be the same object on the basis of their proper
motion and their magnitudes.
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Figure 5.24: Distribution of HR12 vs. HR23 of the X-ray sources detected by
the Swift-XRT within the 99% error circle of the Fermi -LAT source. Error bars
are reported at 1σ. Crosses indicate the expected HR12 vs. HR23 computed for
power law spectra with Γ from 1.5 and 2.5. Stars indicate the expected HR12
vs. HR23 computed for apec spectra with kT from 0.5 to 5.5 keV. Triangles
indicate the expected HR12 vs. HR23 computed for black body spectra with
kT from 0.1 to 1.1 keV. Each spectral model is computed using the interstellar
medium absorption given by its value in the dark cloud (red) and one third of
this value (blue).
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Discussion
In the Swift-XRT FoV of 2FGL J1539.2–3325 we have detected 31 X-ray
sources between 0.3 and 10 keV, only 5 of them are situated within the 99%
error circle of the Fermi -LAT source, we can consider them as plausible coun-
terparts of the putative MSPs. For each candidate X-ray counterpart we have
not detected any significant X-ray variability and by an analysis of fγ/fX
each one seems to be a plausible counterpart of the 2FGL unidentified source.
Sources #1 and #7 can be associated with nearby stars, located closer to us
than the Lupus1 dark cloud, for each one we have identified the optical/IR
counterpart. Source #6 has an IR candidate counterpart within 5′′ radius X-
ray error circle detected by WISE but without any magnitude value. It is likely
situated at the edge of the dark cloud, analyzing its spectrum we observe that
this X-ray object may be the counterpart of the putative MSP. In the end,
sources #2 and #3 are situated inside or farther than the dark cloud because
their spectra are very absorbed. Probably the source #3 is situated inside the
dark cloud and it may be a star in formation (e.g. a T-Tauri star). Source
#2 has not any optical/IR candidate counterpart within 5′′ radius X-ray error
circle and probably it is located farther than the dark cloud and analyzing its
spectrum the X-ray source may be a pulsar or an AGN.
If we hypothesize that the “real” counterpart of the unidentified source
has not been detected above 3σ inside the 2FGL 99% error ellipse, we can
derive the upper limit assuming an absorbed power law spectral model for the
putative counterpart with NH = 0.09× 1022 cm2 and Γ = 2. This means the
putative counterpart should have an unabsorbed flux of fX ∼ 8.2× 10−15 erg
cm−2 s−1 in the energy range between 0.3 and 10 keV to be detected above 3σ
with our observation. In this way we obtain the inferior limit of the γ-ray flux
to X-ray flux ratio as fγ/fX & 1300.
5.1.4 2FGL J1744.1–7620
Finally, we have analyzed the unidentified source 2FGL J1744.1–7620 (see
Table 5.1). This object was discovered for the first time by the Fermi -LAT and
included in the 1FGL source catalog as 1FGL J1743.8-7620 [3]. 2FGL J1744.1–
7620 is a rather bright γ-ray source, situated off the Galactic plane (b=-22◦.48,
l=317◦.09) and it is characterized by low variability (variability index=27.14)
and high curvature significance (sign curv=5.66). The variability and spectral
curvature properties of this source are very similar to those of a typical γ-ray
pulsars as shown in the bottom of Figure 5.25. γ-ray spectrum and light curve
of 2FGL J1744.1–7620 are shown on the top of Figure 5.25.
In this Section we report on recent monitoring data taken with XMMNewton
with the aim of detecting the X-ray counterpart of the putative γ-ray millisec-
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Figure 5.25: Top: γ-ray spectrum (left) and light curve (right) of the uniden-
tified source 2FGL J1744.1–7620. Bottom: variability index plotted as a func-
tion of the curvature significance for different broad classes of sources. Red
dot represents the position of 2FGL J1744.1–7620 in this space. This object is
not variable and the spectrum is curved.
ond pulsar radio-quiet.
Observation and X-ray analysis
Our deep XMM-Newton observation 2FGL J1744.1–7620 started on 2012 Au-
gust 21 at 03:13:20 UT and lasted 25.9 ks. The PN camera [194] of the EPIC
instrument was operating in Extended Full Frame mode (time resolution of 200
ms over a 26′ × 27′ Field-of-View), while the MOS detectors [203] were set in
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Full Frame mode (2.6 s time resolution on a 15′ radius FoV). The thin optical
filter was used for the PN camera while we chose to use the medium filter
for the MOS detectors. After standard data processing , the good, dead-time
corrected exposure time is 18.7 ks for the PN, 25.4 ks for the MOS1 and the
MOS2 detectors.
We detect 31 sources with a source significance greater than 3.6σ in the
PN FoV. Of these sources, only 3 are situated within the 99% error circle of
the Fermi -LAT source, for these we produce X-ray spectra, light curves and
find optical counterparts. We decide to exclude source #21 from our analysis
because X-ray spectral and time variability study can be performed only for
sources with a source significance level TS > 25.
Figure 5.26 shows the 0.3–10 keV exposure-corrected XMM-Newton PN
FoV image.
Figure 5.26: 0.3–10 keV exposure-corrected XMM-Newton PN FoV image . A
gaussian filter with a kernel radius of 3′′ is applied. 2FGL J744.1-7620 with
95% confidence error ellipse is plotted in cyan. Each X-ray source detected
by the PN is plotted with a circle of 10′′ radius. Colors represent the source
significance: in red sources with TS<25, in magenta sources with 25<TS<50,
in yellow sources with 50<TS<100 and in green sources with TS>100.
In Figure 5.27 is shown the Digital Sky Survey image in the field of 2FGL
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J1744.1–7620 with the distribution of the X-ray sources detected by XMM-
Newton. Within the 15 arcmin radius imaged area, the USNO B1.0 catalogue
Figure 5.27: Digital Sky Survey 2 image with red filter of the field of uniden-
tified source 2FGL J1744.1–7620, for which 95% confidence error ellipse is
plotted in cyan. Each X-ray source detected by the PN is overplotted with
a circle of 10′′ radius colored as described in Figure 5.26. White dashed line
represents the FoV of the PN.
provides a total of ∼3500 sources, corresponding to a surface density µ ∼
1.4×10−3 sources arcsec−2. Since the X-ray error-circle is 5 arcsec, we estimate
that the probability of chance coincidence between a X-ray and an optical
source is ∼ 0.1. Therefore up to 10% of the selected counterparts could be
spurious candidates.
Notes on individual X-ray sources
In the following, we present results on the most likely candidate X-ray coun-
terparts to the unidentified γ-ray source.
Source #4: The X-ray analysis yields 74 counts in the energy band 0.3–10
keV, with a source significance TS=105 in the PN and TS'60 in the two
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MOS; its count rate in the total energy band is 0.6× 10−2 cts s−1. This
object is situated within the 2FGL 95% confidence error ellipse at (RA,
Dec)=(265◦.87, -76◦.33). In Figure 5.28 is shown the spectrum of this
X-ray sources.
Figure 5.28: Spectrum of the X-ray source #4 binned with a minimum of 15
counts per bin. The spectrum shows that the X-ray object is rather absorbed
at low energies and that the PN detected photons until '5 keV.
The X-ray spectral fitting results are summarized in Table 5.17. We
notice that only if we fix the interstellar medium absorption to NH =
0.08×1022 cm−2 [73] we find physical plausible best-fit spectral parameter
values. If we consider that this X-ray source is the counterpart of the
2FGL unidentified sources then the γ-ray (E>100 MeV) to soft X-ray
(0.3–10 keV) flux ratio is Fγ/FX ' (800 ÷ 1500) on the basis of the
X-ray spectral model we assume. In addition, if 2FGL J1744.1–7620
have been a pulsar then the γ-ray to X-ray flux ratio would have been
compatible with the value of a typical γ-ray MSP and radio-loud pulsar
[135].
In Figure 5.29 is shown the light curved with a bin time of 2500 s.
Within 5′′ radius X-ray error circle there is only an optical candidate
counterpart of the source #4, its properties are shown in Table 5.16.
If the optical counterpart of the X-ray source is not detected because
too faint, above the limiting magnitude of USNO B1.0 (V>21), then
log(fX/fV ) > (−0.27 ÷ −0.03), using an unabsorbed visual flux fV =
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Parameter Power-law model Apec model Black body model
NH
a 0.08 (fixed) 0.08 (fixed) 0.08 (fixed)
Γ 1.69+0.51−0.45 - -
kT (keV) - 6.78+38.45−6.37 0.58
+0.19
−0.16
d.o.f. 9 9 9
χ2ν 0.717 0.744 1.12
Fluxunabs
b 2.31 2.31 1.34
ain units of 1022 cm−2
bin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.15: Spectral parameters for the X-ray source #4 within the 2FGL 95%
error ellipse of 2FGL J1744.1–7620. Fluxunabs corresponds to the unabsorbed
flux. We cannot assert if this X-ray source is a pulsar a star or an AGN because
no spectral model can be rejected by the χ2 test.
Figure 5.29: Light curve for the X-ray source #4 in the energy range between
0.3 keV and 10 keV within the ∼ 19 ks observation span. The black line depicts
the best fit assuming a flat light curve. No significant X-ray variability within
the observation span is detected on the basis of the χ2 test.
1.75 × 10−12. This value does not exclude any source class as counter-
part of the X-ray source, remember that a pulsar is characterized by
log(fX/fopt) > 2 [121].
Source #5: The X-ray analysis yields 64 counts in the energy band 0.3–10
keV, with a source significance TS=75 in the PN and TS'30 in the two
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Source #4 – optical/IR analysis
Optical counterpart USNO B1.0
Detection year 1990
Distance 2.2”
De-absorbed magnitudes (mag) B=19.84
V=19.68a
R=19.49
Stellar spectral class A
fopt (erg cm
−2 s−1) 7.4× 10−14
fX/fopt (log10) -0.74÷-0.51
Suggested class star
avalue extrapolated as the average between absorbed B and R magnitudes
Table 5.16: Properties of the optical candidate counterpart of the X-ray source
#4. For a description of each row see Table 5.5.
MOS; its count rate in the total energy band is 0.5× 10−2 cts s−1. This
object is situated within the 2FGL 95% confidence error ellipse at (RA,
Dec)=(266◦.00, -76◦.32). In Figure 5.30 is shown the spectrum of this
X-ray sources.
Figure 5.30: Spectrum of the X-ray source #5 binned with a minimum of 15
counts per bin. The spectrum shows that the X-ray object is rather absorbed
at low energies and that the PN detected photons only until '2 keV.
The X-ray spectral fitting results are summarized in Table 5.17. We
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notice that only if we fix the interstellar medium absorption to NH =
0.08×1022 cm−2 [73] we find physical plausible best-fit spectral parameter
values.
Parameter Power-law model Apec model Black body model
NH
a 0.08 (fixed) 0.08 (fixed) 0.08 (fixed)
Γ 2.71+0.69−0.64 - -
kT (keV) - 3.61+14.24−1.73 0.23
+0.08
−0.05
d.o.f. 2 2 2
χ2ν 0.717 0.744 1.12
Fluxunabs
b 1.92 1.63 1.01
ain units of 1022 cm−2
bin units of 10−14 erg cm−2 s−1 and in the energy range of 0.3–10 keV
Table 5.17: Spectral parameters for the X-ray source #5 within the 2FGL 95%
error ellipse of 2FGL J1744.1–7620. Fluxunabs corresponds to the unabsorbed
flux. We cannot assert if this X-ray source is a pulsar a star or an AGN because
no spectral model can be rejected by the χ2 test especially because of the low
statistics available (only 2 d.o.f). The γ-ray (E>100 MeV) to soft X-ray (0.3–
10 keV) flux ratio is Fγ/FX ' (1000 ÷ 1900), which is compatible with the
value of a typical γ-ray MSP and radio-loud pulsar [135].
Figure 5.31: Light curve for the X-ray source #5 in the energy range between
0.3 keV and 10 keV within the ∼ 19 ks observation span. The black line depicts
the best fit assuming a flat light curve. No significant X-ray variability within
the observation span is detected on the basis of the χ2 test.
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In Figure 5.31 is shown the light curved with a bin time of 2500 s.
Within 5′′ radius X-ray error circle there is no optical/IR candidate coun-
terpart of the source #10. If the optical counterpart of the X-ray source is
not detected because too faint, above the limiting magnitude of USNO B1.0
(V>21), then log(fX/fV ) > (−0.4 ÷ −0.12), using an unabsorbed visual flux
fV = 1.75×10−12. This value does not exclude any source class as counterpart
of the X-ray source.
Source hardness ratios distribution
Figure 5.32: Distribution of HR12 vs. HR23 of the X-ray sources detected
by the XMM-Newton within the 99% error circle of the Fermi -LAT source.
Error bars are reported at 1σ. Crosses indicate the expected HR12 vs. HR23
computed for power law spectra with Γ from 1.5 and 2.5. Stars indicate the
expected HR12 vs. HR23 computed for apec spectra with kT from 0.5 to 5.5
keV. Triangles indicate the expected HR12 vs. HR23 computed for black body
spectra with kT from 0.1 to 1.1 keV. Each spectral model is computed using
the interstellar medium absorption given by [73] (red) and one third of this
value (blue)
In Figure 5.32 is shown the distribution of the HRs of the X-ray sources
detected by the XMM-Newton within the 99% error circle of the Fermi -LAT
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source. Sources #4 is little absorbed and is characterized by a not very hard
spectrum (HR12 ' 0 and HR23 ' 0). Source #5 is little absorbed and
characterized by a very soft spectrum (HR12 ' −0.3 and HR23 ' −1),
probably it is a nearby star. Source #4 is an interesting candidate counterpart
of the 2FGL unidentified source.
The values of the expected HRs are overplotted in Figure 5.32. As can be
seen, the distributions are compatible with a rather wide range of temperatures
and photon indexes.
Discussion
In the XMM-Newton FoV of 2FGL J1744.1–7620 we have detected 31 X-ray
sources between 0.3 and 10 keV, only 2 of them are situated within the 99%
error circle of the Fermi -LAT source and have a source significance greater
than 25, we can consider them as plausible counterparts of the putative MSPs.
For each plausible X-ray counterpart we have not detected any significant X-
ray variability and by an analysis of fγ/fX each one seems to be a plausible
counterpart of the 2FGL unidentified source. No optical or IR candidate coun-
terpart was found for the source #5 but analyzing its X-ray spectrum it seems
a nearby star. Source #4 is very interesting, it has an optical counterpart that
may be identify as a star but analyzing the HRs it is evident that its spectrum
is too hard in order to be associated with a star. This means that source #4
may be part of a binary system where the optical object is its companion. This
means that 2FGL unidentified source may be an HMB or a“black-widow-type”
millisecond pulsar as e.g. 2FGL J1311.7-3429 [178]. All these considerations
make source #4 the most interesting plausible counterpart of the putative
MSP.
If we hypothesize that the “real” counterpart of the unidentified source
has not been detected above 3σ inside the 2FGL 99% error ellipse, we can
derive the upper limit assuming an absorbed power law spectral model for the
putative counterpart with NH = 0.08× 1022 cm2 and Γ = 2. This means the
putative counterpart should have an unabsorbed flux of fX ∼ 3.6× 10−15 erg
cm−2 s−1 in the energy range between 0.3 and 10 keV to be detected above 3σ
in our observation. In this way we can obtain the inferior limit of the γ-ray
flux to X-ray flux ratio as fγ/fX & 5500.
5.2 PSR J0357+3205: a fast-moving pulsar
with a very unusual X-ray trail
The Large Area Telescope onboard the Fermi satellite [22] has opened a new
era for pulsar astronomy, by detecting γ-ray pulsations (at E > 100 MeV)
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from more than 120 pulsars6, about 30% of which are not detected at radio
wavelengths. The middle-aged PSR J0357+3205 (characteristic age τC ∼ 0.54
Myr) is one of the most interesting radio-quiet pulsars discovered in blind
periodicity searches in Fermi -LAT data [6]. Its high γ-ray flux (it is included in
the Fermi -LAT bright source list [7]), low spin-down luminosity (E˙rot = 5×1033
erg s−1) and off-plane position (Galactic latitude b ∼ −16◦) point to a small
distance of about 500 pc. The investigation of the field of PSR J0357+3205
with a joint X-ray and optical program with Chandra and the NOAO Mayall
4m telescope at Kitt Peak allowed to identify the soft X-ray counterpart of
the pulsar as an unremarkable source, looking fainter (and colder) than other
well known middle-aged pulsars [69]. More interestingly, the deep Chandra
observation unveiled the existence of a very large, elongated feature of diffuse
X-ray emission, apparently originating at the pulsar position and extending for
more than 9′ (corresponding to ∼ 1.3 pc at the distance of 500 pc, assuming
no inclination with respect to the plane of the sky), with a hard spectrum
consistent both with a power law and with a hot thermal bremsstrahlung [69].
Elongated “trails” of diffuse emission have been associated with several
rotation-powered pulsars [112] and explained as bow-shock pulsar wind nebulae
(see [81] for a review), where their elongated morphology is “velocity-driven”.
Indeed, if the pulsar moves supersonically through the interstellar medium,
the termination shock of the pulsar wind assumes a “bullet” morphology, due
to ram pressure. Particles accelerated at the shock emit synchrotron radia-
tion and cool down, confined by ram pressure in an elongated region aligned
with the pulsar space velocity. However, explaining the nature of the nebula
associated with PSR J0357+3205 turned out to be very challenging. As dis-
cussed in [69], the standard picture cannot apply here since the morphology is
very different from the “cometary” shape which characterizes all other X-ray
bow-shock nebulae. There is no emission in the surroundings of the pulsar,
where the brightest portion (the termination shock) should be – indeed, the
surface brightness grows as a function of the distance from PSR J0357+3205.
Moreover, there are no evidences for spectral evolution as a function of the
position, at odds with expectations for a population of particles injected at
the shock and cooling via synchrotron radiation.
Other pictures could be explored. For instance, PSR B2224+65, the fast
moving pulsar powering the well known “Guitar nebula” seen in Hα [59], dis-
plays an elongated X-ray feature which is reminiscent of the one of our target
and cannot be a bow-shock nebula because it is misaligned by ∼ 118◦ with
respect to the direction of the proper motion [104]. Thus, the possibility of a
ballistic jet (similar to Active Galactic Nuclei), or the hypothesis of a nebula
6See https://confluence.slac.stanford.edu/display/GLAMCOG/Public+List+of+LAT-
Detected+Gamma-Ray+Pulsars/
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confined by a pre-existing, large scale magnetic field in the interstellar medium
have been proposed [26, 108, 105].
Indeed, a crucial piece of information in order to understand the physics of
the huge elongated feature associated with PSR J0357+3205 is the direction
of the pulsar proper motion. Detecting a pulsar angular displacement aligned
with the nebula’s main axis would link the morphology of the diffuse structure
to the pulsar velocity. Conversely, if it were misaligned, the case of PSR
J0357+3205 would become very similar to the one of PSR B2224+65 and
would require a different explanation for the nature of the nebula.
Usually, a pulsar proper motion is measured in the radio band, or, more
rarely, in the optical domani. Unfortunately, our target is radio-quiet and
has no optical counterpart; moreover, timing analysis of γ-ray photons is not
particularly sensitive to the proper motion (positional accuracy based on 5 yr of
Fermi -LAT timing is estimated to be ∼ 2′′ [174]). The only way to search for a
possible proper motion rests on the comparison of multi-epoch, high-resolution
X-ray images. To this aim, we have obtained a multi-cycle observing campaign
with Chandra, consisting of two observations to be performed at the end of
2011 and at the end of 2013. We will report here on the first observation of our
program, as well as on a very recent observation of the field in the Hα band
performed with GMOS instrument at the Gemini North telescope. Indeed,
pulsars moving supersonically into warm interstellar gas can generate optical
emission in the Hα line, due to collisional excitation of neutral hydrogen and
charge exchange occurring at (and behind) the forward shock (see e.g. [59]),
yielding a limb-brightened, arc-shaped bow-shock nebula, located at the apex
of the forward shock, in the direction of the proper motion.
Moreover, the mere existence of the trail is problematic for a pulsar with
such a low E˙rot as J0357+3205 [65]. In order to assess the nature of the trail
and its relationship with the pulsar, as well as to better constrain the pulsar
emission properties and physics, we also obtained a deep observation of the
pulsar and its peculiar trail with XMM-Newton. We studied the properties of
the trail, in order to characterize the mechanisms responsible for its emission.
Regarding the pulsar, XMM-Newton’s high spectral resolution allowed us to
disentangle the components of the pulsar spectrum and to constrain its distance
based on the absorption column density. Finally, a complete study of the
timing behavior of PSR J0357+3205 in X-rays was carried out as well7.
7In this thesis we will not discuss our studies on pulsar, the results are reported in the
paper we have published on 2013 [137]
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5.2.1 Measurement of the pulsar proper motion
The superb angular resolution of the Chandra optics makes it possible to mea-
sure tiny angular displacements of an X-ray source by performing relative as-
trometry on multi-epoch images. Indeed, such an approach has already been
used to measure the proper motion of a few isolated neutron stars. See e.g.
the work by [68], [154], [155], [110], [27], [208].
Chandra observations and data reduction
Our new observation of PSR J0357+3205 with Chandra was performed on
2011, December 24 (Obs.Id. 14007, 29.4 ks exposure time – hereafter tagged
as “2011”). Previous observations were performed on 2009 October 25 (obs. id.
12008, 29.5 ks – hereafter “2009a”) and on 2009 October 26 (obs. id. 11239,
47.1 ks – hereafter “2009b”). All data were collected using the Advanced CCD
Imaging Spectrometer (ACIS) instrument in Timed Exposure mode with the
VFAINT telemetry mode. We retrieve“Level 1”data from the Chandra Science
Archive and reprocess them with the chandra_repro8 script of the Chandra
Interactive Analysis of Observation Software (CIAO v4.4)9.
For each observation, we generate an image in the 0.3–8 keV energy range
using the original ACIS pixel size (0′′.492 pixel−1). We perform a source detec-
tion using the wavdetect10 task with wavelet scales ranging from 1 to 16 pixels
with a
√
2 step size, setting a detection threshold of 10−6. In all observations,
the target was imaged close to the aimpoint, on the backside-illuminated chip
S3 of the ACIS-S array.
We cross-correlate the resulting source lists using a correlation radius of 3′′
and we extract a catalogue of common sources for each pair of observations.
In view of the density of sources in each image, the possibility of a chance
alignment of two false detections is < 10−5. As a further step, we select sources
within 4′ of the aimpoint since the telescope point spread function deteriorates
as a function of offaxis angle, hampering source localization accuracy (see
discussion in [68]). Such an exercise yield 12 common sources (2011 vs. 2009a),
10 sources (2011 vs. 2009b) and 16 sources (2009a vs. 2009b), in addition to
the target pulsar. The uncertainty on the source localization on each image
depends on the signal to noise as well as on the offaxis angle and ranges from
∼ 0.08 to ∼ 0.7 pixel per coordinate.
8http://cxc.harvard.edu/ciao/ahelp/chandra_repro.html
9http://cxc.harvard.edu/ciao/index.html
10http://cxc.harvard.edu/ciao/threads/wavdetect/
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2011 vs. 2009a 2011 vs. 2009b 2009a vs. 2009b
Time baseline 2.16 yr 2.16 yr 1 day
Number of ref.srcs 11a 10 16
uncertainty on Xshift (pixels) 0.09 0.08 0.06
χ2 (dof) 13.6 (10) 15.6 (9) 7.8 (15)
uncertainty on Yshift (pixels) 0.08 0.07 0.06
χ2 (d.o.f.) 8.1 (10) 13.0 (9) 13.8 (15)
PSR X displacement (pixels) 0.53± 0.12 0.50± 0.11 0.10± 0.10
PSR Y displacement (pixels) 0.54± 0.11 0.50± 0.10 0.04± 0.10
aA reference source yielding high residuals was rejected.
Table 5.18: Results of X-ray relative astrometry.
Relative astrometry
The positions of the selected, common sources (excluding the pulsar counter-
part) are adopted as a reference grid to perform relative astrometry. We use the
ACIS SKY reference system11 (pixel coordinates with axes aligned along Right
Ascension and Declination). Taking into account the corresponding uncertain-
ties, we compute the best geometric transformation needed to superimpose the
reference frames of two images collected at different epochs.
We superimpose the most recent 2011 data to first-epoch 2009a and (sep-
arately) 2009b data in order to measure the possible pulsar displacement over
a baseline of ∼ 2.2 yr. We also superimpose 2009a data to 2009b data (no
displacement is expected on a 1-day baseline) in order to check for systematics
affecting our analysis. A simple translation yields a good superposition in all
cases (see Table 5.18). The uncertainty on the frame registration turns out to
be smaller than 50 mas per coordinate. Adding a further free parameter to the
transformation (a rotation angle) does not result in a statistically compelling
improvement of the fit.
We apply the best-fit transformation to the coordinates of the pulsar coun-
terpart and we compute its displacement between different epochs. The error
budget for the overall pulsar displacement includes the uncertainty on the pul-
sar position in each image as well as the uncertainty on the multi-epoch frame
registration. Results are shown in Table 5.18. Displacement of the pulsar as
well as residuals on the positions of the reference sources after frame registra-
tion are also shown in Figure 5.33. A significant and consistent displacement
of the pulsar is apparent both in the 2011 vs. 2009a and in the 2011 vs. 2009b
comparison, while no displacement is seen for the pulsar in the 2009a vs. 2009b
one.
11http://cxc.harvard.edu/ciao/ahelp/coords.html
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Figure 5.33: Results of relative astrometry. Two independent, first-epoch im-
ages (2009 October 25 and 2009 October 26) are compared to a second-epoch
image (2011 December 24) in the upper and middle panels, respectively. Co-
ordinate residuals after image superposition are shown for reference sources
(blue dots) as well as for the pulsar counterpart (red star), in units of sta-
tistical errors. The displacement of the pulsar is apparent. The bottom box
displays the comparison of the two first-epoch images showing, as expected,
no displacements for any source.
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Using the relative positions of the pulsar in the 2011 frame, we compute
a best-fit proper motion µαcos(δ) = 117 ± 20 mas yr−1 and µδ = 115 ± 20
mas yr−1. This corresponds to a total proper motion of 165 ± 30 mas yr−1,
translating to a (projected) space velocity of ∼ 390 d500 km s−1 (where d500 is
the distance to the pulsar in units of 500 pc). The position angle (P.A.) of the
proper motion is 314◦ ± 10◦ (north to east; see Figure 5.34).
The position angle of the nebula
In order to measure the sky orientation of the main axis of the nebula, we select
nine contiguous rectangular images slices (see Figure 5.34, inset), aligned along
R.A. and decl., having a width of 25′′–40′′ along R.A. and a height of 8′.5 along
decl. (excluding the two bright sources located close to the southeastern end of
the nebula). For each slice, we extract the image brightness profile in the north-
south direction and, fitting a Gaussian+constant function to such profile, we
evaluate the centroid of the nebular emission. A linear function describes very
well (χ2 = 7.5, 7 dof) the nine resulting positions in R.A.–decl. plane, yielding
a P.A. of 315◦.5 ± 1◦.5 (see Figure 5.34). Repeating the exercise using nine
image slices oriented from east to west yields fully consistent results. Thus,
the proper motion direction (P.A. = 314◦ ± 8◦) is very well aligned with the
main axis of the nebula, which is indeed an “X-ray trail”.
5.2.2 Gemini Hα observations.
We observed the field of PSR J0357+3205 in the Hα band on September 23,
2012 with the Gemini North telescope on the Mauna Kea Observatory. We
used the Gemini Multi-Object Spectrograph (GMOS) in its imaging mode,
equipped with the interim upgrade e2v deep depletion (DD) detector, with
enhanced response in the blue and red arm of the spectrum with respect to
the original EEV detector. The e2v DD detector is an array of three chips,
with an unbinned pixel size of 0′′.072 and covers an unvignetted Field–of–View
of 5′.5×5′.5. We used the Ha G0310 filter (λ = 656 nm; ∆λ = 7 nm), centered
on the Hα rest wavelength. The e2v DD detector was set in the 2× 2 binning
mode and read through the standard slow read-out/low gain mode with the
six amplifiers. Observations were performed with an average airmass of 1.24,
image quality of ∼ 0′.8, and grey time. Two sets of six 500 s exposures were
obtained, for a total integration time of 6000 s. Exposures were dithered in
steps of ± 5 pixels to achieve a better Signal–to–Noise (S/N).
We process the GMOS images using the dedicated gmos image reduction
package available in IRAF. After downloading the closest bias and sky flat-field
frames from the Gemini science archive12, we use the tasks gbias and giflat
12http://cadcwww.dao.nrc.ca/gsa/
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Figure 5.34: Field of PSR J0357+3205 as seen by Chandra in the 0.3–8 keV
energy range. Data from the two observations performed in 2009 have been
used (77 ks exposure time). The image has been rebinned to a pixel size of 8′′ in
order to ease visibility of faint diffuse structures. The large, elongated nebula
is apparent. The direction of the main axis of the nebula and its 1σ uncertainty
(P.A. of 315◦.5 ± 1◦.5) are overplotted in blue. The pulsar counterpart is also
marked, together with the direction of the proper motion (white arrow) and
the 1σ errors (dashed lines), corresponding to a P.A. of 314◦ ± 8◦. The inset
shows the region used to evaluate the position angle of the nebula (see the
text).
to process and combine the bias and flat-field frames, respectively. We then
reduce the single science frames using the task gireduce for bias subtraction,
overscan correction, image trimming and flat-field normalization. From the
reduced science images, we produce a mosaic of the three GMOS chips using
the task gmosaic and we use the task imcoadd to average-stack the reduced
image mosaics and filter out cosmic ray hits.
We compute the astrometry calibration using the wcstools13 suite of pro-
grams, matching the sky coordinates of stars selected from the Two Micron All
Sky Survey (2MASS) All-Sky Catalog of Point Sources [187] with their pixel
coordinates computed by Sextractor [28]. After iterating the matching process
applying a σ-clipping selection to filter out obvious mismatches, high-proper
13http://tdc-www.harvard.edu/wcstools/
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motion stars, and false detections, we obtained mean residuals of ∼ 0′′.2 in the
radial direction, using up to 30 bright, but non-saturated, 2MASS stars. To
this value we add in quadrature the uncertainty σtr = 0
′′.08 of the image reg-
istration on the 2MASS reference frame. This is given by σtr=
√
n/NSσS (e.g.
[124]), where NS is the number of stars used to compute the astrometric solu-
tion, n=5 is the number of free parameters in the sky–to–image transformation
model, σS ∼ 0′′.2 is the mean absolute position error of 2MASS [187]for stars
in the magnitude range 15.5 ≤ K ≤ 13. After accounting for the 0′′.015 un-
certainty on the link of 2MASS to the International Celestial Reference Frame
[187], we evaluate with the overall accuracy on our absolute astrometry to be
of ∼ 0′′.22.
Unfortunately, no observations of spectro-photometric standards stars are
available for the flux calibration of our Hα image. Thus, we cross-correlate
instrumental magnitudes of more than 150 non-saturated stars in the Gemini
image to their RF magnitudes listed in the Guide Star Catalogue v2.3.2 (GSC2,
[123]), which yields a rather good fit with a r.m.s. of 0.16 mag. To assess
the GSC2 flux zeropoint, we cross-correlate the GSC2 RF magnitude of more
than 500 stars with their R magnitude as tabulated in the Stetson Standard
photometric star archive14. We evaluate the transformation as RF=0.97R–0.32
(χ2 = 617, 520 d.o.f.). Then, we compute the Hα fluxes of the 150 selected
stars on our Gemini image using specific fluxes corresponding to their RF
magnitudes and assuming a flat spectrum within the R filter bandpass. This
yields a flux calibration of the Hα image with an uncertainty of ∼0.2 mag.
No structures of diffuse emission unambiguously related to the fast motion
of PSR J0357+3205 can be discerned on our Gemini image – in particular, no
arc-shaped“bow-shock”nebula is seen at the expected position in the direction
of the pulsar proper motion (see Figure 5.35). We measure the background
properties in the region surrounding the pulsar position. Considering a region
of 10 square arcsec as a reference and taking into account the uncertainty in
the flux calibration of our Hα image, we compute the 5σ upper limit to the
surface brightness of an unseen bow-shock nebula to be of 5× 10−18 erg cm−2
s−1 arcsec−2.
5.2.3 Trail characterization
Our result points to a direct link between the nebula morphology (and physics)
and the space velocity of the pulsar – supersonic for any reasonable condition of
the interstellar medium (typical values are of ∼ 1, ∼ 10 and ∼ 100 km s−1 for
the cold, warm and hot components, respectively, see e.g. [120]). As already
mentioned, “velocity-driven” pulsar wind nebulae are a well-known astrophysi-
14http://www3.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/community/STETSON/archive/
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N
E
10 arcsec
Figure 5.35: Inner portion of the field of PSR J0357+3205 as seen by the
Gemini/GMOS instrument in the Hα band. The position of the pulsar is
marked by a circle (0′′.6 radius). No diffuse emission is seen, related to the
proper motion direction of the pulsar, marked by an arrow. The upper limit
to an undetected bow-shock nebula is 5× 10−18 erg cm−2 s−1 arcsec−2.
cal reality. Explaining the X-ray trail of PSR J0357+3205 as a bow-shock PWN
has many problems. As discussed by [69], the lack of any evidence of the pulsar
wind termination shock could be due to its confusion with the pulsar emission.
Assuming a velocity of 390 d500 km s
−1 and no inclination with respect to the
plane of the sky, the expected angular separation between the pulsar and the
forward and backward termination shock is 0′′.3n−1/21,ISM and 2
′′n−1/21,ISM , respec-
tively [69], where n1,ISM is the density of the interstellar medium in units of 1
particle cm−1. Thus, high inclination of the pulsar velocity and/or high den-
sity of the ISM, and/or a distance larger than expected should be assumed;
any of these hypotheses could be possible (though rather unlikely). In any
case, other peculiarities of the trail phenomenology cannot be accounted for
in the standard scenario of synchrotron emission from shocked pulsar wind.
We should explain why the maximum luminosity is generated at a distance as
large as ∼ 3 light years from the parent neutron star. This would require an
increase of the density of the radiating particles on the same distance scale, or
an increase of the magnetic field intensity, or a change of the angle between
the magnetic field and the particle flow. Moreover, the lack of any spectral
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steepening across the trail [69] clashes with the expected, severe synchrotron
energy losses of particles radiating in the keV range. Thus, either some very
peculiar phenomenon is occurring in the magnetized pulsar particle outflow or
the nature of the nebula is different (but linked to the pulsar velocity).
In order to study and characterize in detail the mechanisms responsible for
the X-ray trail of PSR J0357+32 emission we obtained a deep observation of
the pulsar and its unusual trail with XMM-Newton.
XMM-Newton observation and data reduction
Our deep XMM-Newton observation of PSR J0357+3205 started on 2011
September 15 at 02:37:18 UT and lasted 111.3 ks. The PN camera [194] of
the EPIC instrument was operating in Large Window mode (time resolution
of 47.7 ms over a 14′ × 27′ Field–of–View (FoV)), while the MOS detectors
[203] were set in full frame mode (2.6 s time resolution on a 15’ radius FoV).
The thin optical filter was used for the PN camera while we chose to use the
medium filter for the MOS detectors due to the presence of moderately bright
(mR ∼ 9) stars. We used the XMM-Newton Science Analysis Software (SAS)
v11.0. After standard data processing, using the epproc and emproc tools,
and screening for high particle background time intervals (following [70]), the
good, dead-time corrected exposure time was 98.5 ks for the PN and 108.3 ks
for the two MOS detectors.
Spatial and spectral features
The extended feature of the bright nebula protruding from the pulsar and
extending ∼ 9′ in length can be easily studied in our XMM-Newton observation
due to its lower particle background and higher spectral resolution, compared
to the Chandra one. The worse spatial resolution of XMM-Newton prevented
us from significantly constraining the properties of the nebula near the pulsar.
We therefore concentrated on a higher-scale analysis of the extended feature.
Producing brightness profiles of the nebula along the pulsar motion and
orthogonal to it as described in [137], we do not detect any spatial variations
in the trail in the available observations. Along the direction of the pulsar
motion, the trail emerges from the background within 50′′ of the pulsar and
its flux increases gradually, reaching a flat maximum between 4′ and 7′. Its
decrease is faster fading below the background level at about 9′ from PSR
J0357+3205. In the direction orthogonal to the main axis, the trail profile is
clearly asymmetric, showing a fast increase in the northeast direction (rising
to the maximum within 30′′), reaching a sharp maximum, in broad agreement
with the neutron star proper motion direction. The further decrease is slower,
fading at about 1′–1′.5 in the nearest part of the nebula and 2′ in the furthest.
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Such a behavior recalls the projection of a cone, with the apex corresponding
to the pulsar position (or somewhere in the vicinity of the pulsar).
After a detailed spectral analysis described in [137], we find that the spec-
trum of the nebula is well described (χ2ν = 1.06, 162 dof) by a power-law model
with a photon index Γ = 2.07±0.08), absorbed by a column NH = (2.61±0.23)
× 1021 cm−2 as well as a thermal bremsstrahlung model with a temperature
kT = 3.75+0.48−0.40 keV and absorbed by a column density NH = (1.72±0.16) ×
1021 cm−2. The thermal bremsstrahlung is the only model for which the value
of NH obtained for the trail is not in conflict (at the ∼ 3σ level) with both the
one obtained for the pulsar, as well as with the Galactic value. Finally, divid-
ing the elliptical extraction region of the nebula in for semi-elliptical regions
using the two axes, we do not detect any significant (3σ) variation of spectral
parameters
5.2.4 Discussion
The morphology of the trail, its spatial extension – ∼ 1.3 pc at 500 pc assum-
ing no inclination with respect to the plane of the sky (i) – and the lack of any
other related Galactic source led [69] to associate unambiguously the nebular
emission with the pulsar. Elongated X-ray trails coupled with pulsars are quite
common (e.g. [111]) and are usually interpreted within the framework of bow-
shock, ram-pressure-dominated pulsar wind nebulae (e.g. [81]). When a pulsar
moves supersonically, the shocked pulsar wind is expected to flow in a region
downstream of the termination shock (the cavity in the interstellar medium
created by the moving Neutron Star and its wind), confined by ram pressure.
X-rays are produced by synchrotron emission from the wind particles acceler-
ated at the termination shock, which is typically seen (if it can be resolved) as
the brightest part of the extended structure (see, e.g., [111]), according to the
expectations from magnetohydrodynamic simulations [36, 207, 37]. We have
detected and measured a very large proper motion for the pulsar: 165 ± 30
mas yr−1 – 390 km s−1 across the plane of the sky, at 500 pc – in the direction
opposite to the trail, thus compatible with such a scenario.
The trail shows no other similarities with other, synchrotron-emitting neb-
ulae (for a complete discussion about PSR J0357+3205’s synchrotron-emitting
model see [69]). The first problem arises from energetic requirements for the
emitting particles. According to [88], the maximum potential drop between the
pole and the light cylinder (in an aligned pulsar) is ∆Φ = (3 ˙Erot/2c)
1/2. In the
PSR J0357+3205 case, the electrons are accelerated up to a maximum Lorentz
factor γmax ∼108, which can be considered as an upper limit for the electrons
injected in the pulsar wind nebula. The low E˙rot of PSR J0357+3205 requires
an ambient magnetic field as high as ∼50 µG – while the mean Galactic value
is ∼1 µG ([107] and references therein). However, one must also take into ac-
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count the magnetic field carried by the particles themselves. An independent
estimate of the magnetic field in the trail can be obtained from the measured
synchrotron surface brightness [164]. Taking into account the uncertainty on
the parameters we can conclude that a reasonable value of the magnetic field
in the trail is in the range 20 − 100 µG, consistent with the value of ∼50 µG
obtained before.
The second problem is the lack of diffuse emission surrounding the pulsar,
where the emission from the wind termination shock should be brightest, as
observed in all the other known cases (e.g. [82, 143, 111]). Such a shock can be
unresolved by Chandra only in the case of an extremely large ambient density
(several hundred atoms per cm3) and/or a pulsar speed higher than some
thousands km s−1. Taking into account the measure of the proper motion, the
distance of the pulsar should be larger than 1.3 kpc or the inclination of the
motion should be higher than 70◦. Such conditions imply a trail at least 3.5
pc long, so that it becomes even more difficult to account for the energy of the
particles. This picture implies also that a significant fraction of the point-like
flux comes from a non-thermal termination shock, reducing dramatically the
power-law component of the pulsar [137]. While it is acceptable for the non-
thermal component of the pulsar to be a factor of some smaller than the value
we obtained [136, 134], the lack of nebular emission around the pulsar, where
the synchrotron emission should be stronger, remains unexplained.
The brightness profile along the main axis of the trail is consistent with no
emission within 30′′–50′′ of the pulsar, then it slowly increases to reach a broad
peak at ∼4′. This behavior is remarkably different from that observed in all
the known synchrotron nebulae that show peaks close to the position of their
parent pulsar (e.g. [111]), where the acceleration of the wind particles is the
most important. It is very hard to explain in this scenario why the emission
peaks at ∼1 pc from the pulsar.
The asymmetric brightness profile of the trail in the direction perpendicular to
its main axis is characterized by a sharp northeastern edge and a slow decay
toward the south-west direction. The synchrotron emission from the nebula
is only marginally dependent on the ISM density, so that ad-hoc and large
variations in the ISM are demanded, in order to explain this strange profile.
Even if possible, such a case is hardly believable.
Furthermore, the inferred synchrotron cooling time implies a significant spatial-
spectral evolution with respect to the distance from the pulsar, as observed in
all synchrotron nebulae [111]. Thanks to the unique throughput of XMM-
Newton, we could perform a deep spatial-spectral study of the trail, analyzing
separately the furthest and the nearest parts of the nebula. No significant dif-
ferences in the spectral index are detected (see the previous section). The lack
of variation cannot be easily explained in terms of a synchrotron nebula. The
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lack of such a softening would require some particle re-acceleration mechanism
within the trail itself.
The excellent throughput of the XMM-Newton instruments has revealed an-
other problem of the synchrotron nebula scenario, connected to the value of the
column density (NH) obtained by fitting the non-thermal model of the nebula.
While it is marginally compatible with the value obtained for the pulsar, the
inferred NH appears to be larger than the Galactic one in that direction.
A thermal bremsstrahlung model fits equally well the spectrum of the trail
and produces an estimate of NH in agreement with that of the pulsar and the
Galactic one. In the bremsstrahlung scenario, the trail emission arises from the
shocked ISM material heated up to X-ray temperatures. Under the assumption
of a strong shock-wave and from the junction conditions at the shock front,
we can estimate the speed of the pulsar directly from the temperature of the
shocked ISM material at the head of the bow shock: vpsr =
√
16kT/(3µmp),
where µ is the molecular weight of the ISM gas and we assumed an adiabatic
index γad = 5/3. The temperature obtained by fitting the trail spectrum
with a thermal bremsstrahlung model, kT ≈ 3.75 keV, implies a pulsar speed
vpsr ' 1376µ−1/2 km s−1. From the values of the abundances resulting from
the spectral fit, we can assume that µ ' 0.54, so the speed of the pulsar is
about 1900 km s−1, which would make it the largest ever observed in a pulsar.
If we combine this result with the pulsar proper motion we can estimate the
inclination angle i of the pulsar motion (and thus of its trail), i ≈ acos(0.2 ×
d500). Moreover, through the value of the photon flux measured using a thermal
bremsstrahlung model, it is possible to estimate the number density of the
shocked ISM gas as n ' 0.86d−1/2500 atoms cm−3.
Thermal bremsstrahlung emission acts as a cooling mechanism. The time
scale for cooling can be estimated as tcool ' (Ethermal/J), where Ethermal ' nkT
is the thermal energy per unit volume and J is the volume emissivity. This
approximation gives tcool ' 6× 103T 1/2(ng¯B)−1 yr, where g¯B is the frequency-
averaged Gaunt factor that typically ranges between 1.1 and 1.5, depending
on the plasma temperature [162]. From our estimates of the temperature and
number density of the shocked ISM gas we expect tcool ' 107 yr. Considering
a pulsar proper motion of 165 ± 30 mas yr−1 and an extension of the nebula
of about 9′, then the age of the trail (∼ 3300 yr) is much lower than its cooling
time. This result can explain why we have not measured a significant evolution
of the temperature of the trail as a function of the distance from the pulsar. On
the other hand, the shorter than expected length of the trail can be explained
assuming an ad-hoc decrease of a ∼3 factor in the number density n beyond
the end of the trail - the volume emissivity of the thermal bremsstrahlung
emission is J ∝ n2T 1/2. Such a strong dependence on the ISM density can
explain the asymmetrical shape of the nebula in the direction orthogonal to
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its main axis: this could be a consequence of an inhomogeneity of the number
density in the nebula, quite typical in the ISM.
From the conservation of mass, energy, and momentum on the two sides of
the shock front and from the values measured in the trail (e.g. the pre-shock
temperature T0 and number density n0), we can calculate the same physical
quantities outside the nebula:
n
n0
=
(γ + 1)M2
(γ + 1) + (γ − 1)(M2 − 1) (5.1)
T
T0
=
[(γ + 1) + 2γ(M2 − 1)] [(γ + 1) + (γ − 1)(M2 − 1)]
(γ + 1)2M2
(5.2)
where M = 1/ sin(α) is the Mach number and depends on the cone angle
of the trail (α) and an adiabatic index γad = 5/3 is assumed for the ISM
gas. In the strong shock-wave limit (M  1) n0 = n/4 ' 0.22d−1/2500 atoms
cm−3 while T0 depends on the Mach number and thus on the inclination angle
i. From the geometry of the cone angle of the nebula, a plausible value of
T0 is in the range of 10
5–106 K, for i & 60◦. The pre-shock temperature is
consistent with that of the hot phase of the ISM, which fills a large fraction
of the Galaxy (e.g. [31]). Such a scenario is also in full agreement with the
requirement of a fully ionized ISM by the lack of detection of a Hα nebula.
In fact, using the scaling law proposed by [59] and [51], we estimated that
for any reasonable value of the distance to PSR J0357+3205 (ranging from
∼ 200 pc, as suggested by the non negligible X-ray absorbing column, to
∼ 900 pc, where γ-ray luminosity would exceed the spin-down luminosity)
and in a broad range of possible space velocities for the pulsar (assuming the
inclination angle with respect to the plane of the sky in the ±75◦ range), the
lack of detection of a Hα nebula can only be ascribed to a neutral fraction
XISM <0.01. We note that the density required by our model is slightly higher
than expected for the hot ISM: this may result from the concerted action of
massive stellar winds and supernova explosions. [218] report the presence of
dense (10−3–10−1 atoms cm−3), hot (∼106 K) envelopes of gas in our Galaxy.
On the other hand, thermal models such as mekal (hot diffuse gas [147]), nei
(collisional plasma, non-equilibrium, constant temperature [34]), and pshock
(plane-parallel shocked plasma, constant temperature [34]) with redshift 0 fit
equally well the spectrum of the trail but point to a very low metallicity of the
ISM around the pulsar, making more difficult to explain this dense envelope as
the result of a supernova explosion or stellar winds. Future multi-wavelength
observations of the field and more detailed Galactic gas models could better
constrain and explain the ISM composition around PSR J0357+3205.
A shock-wave scenario can easily explain the lack of diffuse emission sur-
rounding the pulsar. Most of the energy in the pre-shock flow is carried by the
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ions – the kinetic energy in the streaming of the electrons is less than 1/2000
of the total – but the electrons are generally responsible for the cooling of the
plasma: this means that the electron temperature (Te) is responsible for the
dynamics of the shock and its emitted spectrum. The electrons must be heated
by the ions before the emission becomes detectable and this process takes some
time. Coulomb heating of the electrons behind the shock proceeds at a rate
dTe
dt
=
Ti − Te
teq
(5.3)
where Ti is the ion temperature and teq = 7.7(T
3/2
e /n) s ∼70 kyr is the equipar-
tition time for a fully ionized plasma with a Coulomb logarithm of 30 (where
Te is in units of K and n in cm
−3). If all the post-shock energy is in the
ions (Te  Ti), then the increase in Te due to collisional heating follows:
Te(coll) = 1.7 × 107(n0t3v2psr8)2/5 K, where t3 is the age of the trail in units
of 103 yr, n0 is the pre-shock number density and vpsr8 is the pulsar speed
in units of 108 cm s−1. Thus Te(coll) . 6.6 × 107d−1/5500 K, not significantly
different from the value observed in the trail. Moreover, Te(coll) . 5.5 × 106
K within ∼ 30′′ of the pulsar (corresponding to ∼ 200 – 300 years, from the
measure of the proper motion). This fully explains the lack of diffuse emission
surrounding the pulsar.
So far, no evidence of other pulsars characterized by a thermal bremsstrahlung
emitting trail has been reported. This could be explained by the peculiar con-
ditions it requires, e.g. very fast pulsars and an hot and dense ISM. With its
estimated velocity of 1900 km s−1, J0357+3205 is the fastest moving pulsar
known. Among all the pulsars listed in the ATNF Pulsar Catalogue [129],
only 2 have a very high velocity (& 700 km/s), reliably measured through an
estimate of the distance obtained by other methods than the dispersion mea-
sure. These two pulsars do not emit through thermal bremsstrahlung probably
because of the ISM characteristics as described in detail in [137].
5.2.5 The first example of a thermally-emitting trail?
Relative astrometry on our multi-epoch Chandra images unveiled a significant
proper motion of 165 ± 30 mas yr−1 for PSR J0357+3205, corresponding to
a velocity of ∼ 390d500 km s−1, along a direction almost coincident with the
main axis of the elongated X-ray nebula.
The measure of the pulsar space velocity can be used, together with the
upper limit to the surface brightness of any undetected diffuse structure in our
Gemini Hα image, to constrain the conditions of the medium in which PSR
J0357+3205 is moving. The expected flux of the narrow-line component of
a pulsar Hα bow-shock nebula depends on the pulsar spin-down luminosity
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E˙rot, the pulsar space velocity vpsr, the distance to the source Dpsr, and the
neutral fraction of the medium XISM . Using the scaling law proposed by [59]
and [51], we estimate that for any reasonable value of the distance to PSR
J0357+3205 and in a broad range of possible space velocities for the pulsar
the lack of detection of a Hα nebula can only be ascribed to a neutral fraction
XISM <0.01, i.e. the gas surrounding the pulsar is fully ionized. Thus, PSR
J0357+3205 could be traveling across a region filled with ISM in the hot phase.
Some contribution to the ionization of the medium from the pulsar itself is also
possible, although its thermal emission is not particularly prominent [69].
Our XMM-Newton observation has allowed us to confirm the presence of a
diffuse emission ∼ 9′ long, the largest trail of X-ray emission associated with
any rotation-powered pulsar. Such an extended emission cannot be explained
in terms of the usual bow-shock ram-pressure-dominated pulsar wind nebula.
In fact, the following problems arise:
- the existence of the trail is problematic for a pulsar with such a low E˙ as
PSR J0357+3205;
- no bow shock has been resolved around the pulsar;
- the lack of any nebular emission around the pulsar, where the particle accel-
eration is maximum, cannot be explained;
- the nebular spectrum lacks any spatial evolution, a necessary signature of the
radiative cooling of the electrons accelerated at the wind termination shock;
- the very asymmetric brightness profile in the direction perpendicular to the
main axis of the trail requires a large ad-hoc inhomogeneity of the ISM around
the pulsar;
- fitting the XMM-Newton nebular spectra with a power law, the nebular NH
has to be higher than the Galactic value and only marginally in agreement
with the NH of the pulsar [137].
We propose a thermal bremsstrahlung model as an alternative explanation
of the trail emission. In this scenario, the emission comes from the shocked
ISM material heated up to X-ray temperatures. This model gives full account
of the peculiar features of the trail:
- the lack of any detectable spatial evolution in the trail spectrum is due to
the long bremsstrahlung cool-down time;
- the peculiar asymmetries of the brightness profile can be interpreted in terms
of small changes in the ISM density that strongly affect the bremsstrahlung
emissivity;
- most of the energy in the pre-shock flow is carried by the ions, while the elec-
tron temperature is responsible for the X-ray emission; the Coulomb heating
time of the electrons behind the shock is fully in agreement with the lack of
any detected nebular emission near the pulsar;
- the value of NH measured in the trail agrees both with the value obtained
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for the pulsar and the Galactic value.
This scenario allows us to estimate some parameters of the pulsar and of
the ISM around it. For a bremsstrahlung-emitting trail we estimate a pulsar
velocity of ∼1900 km s−1, in agreement with the pulsar proper motion for
distances of some hundreds parsecs and a high inclination. The mean density
of the ISM is required to be ∼0.2 atoms cm−3 and the temperature of some
105 K. This type of hot gas usually presents lower densities, but a denser
phase (possibly detected by [218]) is predicted to be the result of the action of
massive stellar winds and supernova explosions. However, the low metallicity
we obtained from the spectral fit makes the explanation of this gas envelope
more difficult.
For all these reasons, we believe PSR J0357+3205’s nebula to be the first
example of a new type of thermally-emitting trails. Until now we have no
clear evidence of other pulsars characterized by a trail emitting via thermal
bremsstrahlung, possibly for the requirements of a very fast pulsar and a hot,
dense ISM. Moreover, energetic pulsars can also generate classic synchrotron
nebulae, that may outshine a bremsstrahlung component.
5.3 Summary
In this Chapter a detailed description and results of multi-wavelength studies
of three MSP radio-quiet candidates and of a middle-aged radio-quiet γ-ray
pulsar are reported.
Blind search algorithm cannot be performed scanning the entire 2FGL 95%
or 99% error circle because of the prohibitive request for computing power
to search for a possible periodicity of some ms directly in γ-ray data. To
increase the efficiency of the algorithm we have decided to perform a deep
X-ray observation of the error box of three 2FGL unidentified sources which
are very interesting MSP radio-quiet candidate. We have based the targets
selection on their probability of being MSP by a hierarchical neural network
analysis. Moreover, since MSPs are nearby objects, we have selected only
sources situated far from the Galactic plane (b>5◦). In the end they must
have been the object of deep unsuccessful radio searches and they must be
bright (TS>100) in order to run efficiently blind search. We have found that
each 2FGL unidentified sources has some X-ray plausible counterparts within
the 99% error circle. For these X-ray counterparts we have produced X-ray
spectra, light curves and found optical counterparts. These analyses have
brought us to identify and characterize some X-ray sources and to select only
the best counterpart candidates of the putative MSPs. For each unidentified
sources we have found at least one excellent X-ray counterpart candidates and
we recommend to run blind search on much small sky area covered by the error
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regions of these detected X-ray sources.
Our multi-wavelength studies on PSR J0357+3205 have unveiled a sig-
nificant proper motion of 165 ± 30 mas yr−1, corresponding to a velocity of
∼ 390d500 km s−1, along a direction almost coincident with the main axis of
the elongated X-ray nebula. The measure of the pulsar space velocity can
be used, together with the upper limit to the surface brightness of any unde-
tected diffuse structure in our Gemini Hα image, to constrain the conditions
of the medium in which PSR J0357+3205 is moving. The study of the trail
confirmed the lack of any extended emission near the pulsar itself. The trail
shows a very asymmetric brightness profile and its spectrum does not vary
as a function of the position. We have found such a nebular emission not to
be consistent with a classical bow-shock, ram-pressure dominated pulsar wind
nebulae. We proposed a thermal bremsstrahlung as an alternative model for
the PSR J0357+3205’s trail emission. In this scenario, the trail emission would
come from the shocked interstellar medium (ISM) material heated up to X-ray
temperature. This can fully explain the peculiar features of the trail in the
case of a hot, moderately dense ISM around the pulsar. For a bremsstrahlung-
emitting trail, we estimated the pulsar distance to be between 0.3 and 2 kpc
and the trail length about 2 pc. A pulsar velocity of ∼ 1900 km s−1 is required,
making PSR J0357+3205 the fastest pulsar known. Since the unique features
of the pulsar’s trail, we proposed pulsar’s nebula to be the first example of a
new class of thermally-emitting nebulae associated to fast pulsars.
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Conclusions and future
perspectives
Gamma-ray sources are tracers of the most energetic processes in the Universe,
they are very exotic objects, characterized by very intense magnetic fields and
the presence of very high energy particles. For this reason, understanding the
nature of the γ-ray unidentified sources is one of the most important open
questions in high-energy astrophysics.
The purpose of my Ph.D. thesis has been to develop techniques comple-
mentary to those implemented by the LAT team during the construction of the
γ-ray source catalogs in order to asses the likely association for each uniden-
tified source, taking advantage of the large γ-ray source sample available and
of the quality of the information about source locations, spectra, and timing
variability. We have developed, applied, tested and compared two different
classification algorithms, Logistic Regression (LR), which is characterized by a
simple approach, and Artificial Neural Network (ANN), the natural extension
of the LR approach.
As a first step we have implemented a LR analysis method. This technique
uses identified objects to build up a classification analysis which provides the
probability for an unidentified source to belong to a given class based on its
γ-ray properties. We have tested this technique with the sources in the First
Fermi-LAT Source Catalog (1FGL) providing classification probabilities for
each unidentified source. Logistic Regression has been trained on known ob-
jects in order to predict the membership of a new object to a given class on the
basis of its observables. We have trained the model using pulsars and AGNs
identified in the 1FGL catalog because they are abundant and have different
phenomenologies. Then, we have chosen the variables which distinguish more
efficiently a pulsar from an AGN and the two classification thresholds to single
out AGN and pulsar candidates in the 1FGL unassociated sample. The main
input parameters were spectral and temporal information. The training sam-
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ple included 693 AGN and 63 pulsars. The spatial distribution has been used
to confirm the accuracy of our classification. Applying the LR model to 1FGL
unidentified sources we have been able to classify them as pulsar candidates
or AGN candidates. We have tested the capability of the Logistic Regression
algorithm for identifying the different source classes applying the LR analysis
to the newly sources identified after the release of the 1FGL catalog. The LR
efficiency at classifying new AGNs is very high (∼80%) while it has a some-
what poorer success rate for finding new pulsars (efficiency ∼55%), this may
be related to the bad characterization of some of new pulsars in the energy
range of 0.3–10 GeV where ∼20% of them have only upper limits. Combining
these results with those found by the LAT team using Classification Trees ma-
chine learning technique, the efficiency at classifying new sources significantly
increases, ∼ 85% for new AGNs and ∼ 80% for new pulsars with a low rate of
false negatives.
Encouraged by the results obtained by the application of the Logistic Re-
gression, we have implemented a refined logistic regression aimed at discrimi-
nating pulsars and AGNs. In the newly released Second Fermi Catalog (2FGL),
the larger sample, the richer statistics resulting from the use of two years of
data, and the refinement of the γ-ray parameters of the sources in the 2FGL
catalog have allowed us to significantly improve the performance of our clas-
sification technique in classifying 2FGL unidentified sources. The refined LR
efficiency in classifying AGNs and pulsars identified after the release of the
2FGL is very high, especially for new bright young pulsars for which the effi-
ciency is ∼80%. Performances of the upgraded LR method are poorer for low
signal-to-noise sources.
Logistic regression is a generalized linear classifier and it classifies 2FGL
sources through a linear distinction in the γ-ray variable space, this is a limit
of this technique. Performances at classifying pulsar and AGN candidates in
2FGL source sample have been improved considerably using a neural network
technique, which classifies 2FGL sources through a more complex non-linear
separation with respect to the LR (a linear classifier). This has been the first
time this technique has been applied for this purpose. The ANN efficiency in
classifying new AGNs and pulsars is significantly higher and the false negative
rate is lower with respect to those of the refined LR, this means that only a
non-linear analysis is able to efficiently classify the 2FGL sources.
In view of the performances of the ANN algorithm and of its flexibility,
we have implemented a more complex neural network architecture aimed at
distinguishing the two pulsar subsamples, young pulsars and MSPs, and the
two blazar subclasses, BL Lacs and FSRQs. For this purpose we have used a
hierarchical neural network model. The efficiency of the hierarchical algorithm
at classifying new MSP detections is very high (nearby 80%) and the absence of
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false negative is a very encouraging result. Conversely, efficiency at classifying
new young pulsars is not extremely high (∼60%), possibly owing to some pecu-
liarities which make such pulsars somewhat different with respect to“standard”
young pulsars. Although γ-ray properties of young pulsars seem very similar
to MSPs, our model is able to efficiently discriminate these two source classes,
this is a very important and exciting result because it gives us the opportunity
to select targets for young pulsar and millisecond pulsar searches and because
it tells us that γ-ray properties of these two pulsar subsamples are different (in
particular, in spectral shape and flux distributions). This result needs further
analysis because the results of the classification analysis can provide important
guidance to plain follow-up observations. Regarding blazars, the efficiency of
the hierarchical algorithm at classifying new BL Lacs and FSRQs is very high
(nearby 80%), we have obtained that γ-ray observables which better discrim-
inate the two blazar subclasses are those we expect from synchrotron-inverse
Compton scenarios validating the accuracy of our approach. Our results give
us the opportunity to improve the γ-ray emission models of blazar subclasses
and to develop a theory aimed explaining the differences in the γ-ray emission
from the two pulsar subclasses.
We have used the results of the hierarchical neural networks to select tar-
gets for radio-quiet millisecond (MSP) pulsar searches. Such sources are pre-
dicted by recent models but they have not yet been detected, their discovery
will improve our knowledge of γ-ray emission mechanism and of γ-ray pulsar
population. Multi-wavelength studies of the unidentified sources give us the
opportunity to select the most probable counterparts of the γ-ray sources. This
reduces by a factor 102–103 the sky area to be considered for a blind periodic-
ity search in γ-ray data, making such a search feasible . To this aim we have
performed a deep X-ray observation of the error box of three radio-quiet MSP
candidates: 2FGL J1036.1–6722, 2FGL J1539.2–3325 and 2FGL J1744.1–7620.
For each 2FGL unidentified sources we have found some plausible X-ray coun-
terparts within the γ-ray error circle. For each X-ray counterpart we have ob-
tained an X-ray spectrum, assessed its variability and searched for optical/IR
counterparts. These analyses have allowed us to select the best counterpart
candidates of the putative radio-quiet MSPs. A blind search algorithm will be
run as a future step.
The machine learning techniques we have developed, in particular ANNs,
will be used as a standard analysis to be applied during the construction of
future γ-ray source catalogs to provide the most probable association for each
unidentified γ-ray on the basis of its properties. As a first application, the
Fermi -LAT collaboration is developing the Third Fermi-LAT Source Catalog
(3FGL) using five years of data and our statistical methods will be able to
provide an additional information about the nature of the 3FGL unidentified
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sources. Our ANN tool will be upgraded and refined in future, for example
adding other γ-ray parameters or multi-wavelength information from catalogs
and follow-up programs, or incorporating the uncertainties in the input param-
eters. The efficiency at classifying unidentified sources will possibly increase
combining the results obtained with different machine learning techniques.
In parallel to the work devoted to unidentified sources, I took part to the
analysis and interpretation of multi-wavelength observations of isolated neu-
tron stars. Multi-wavelength studies are very important to understand the
physics of γ-ray pulsars characterizing and exploring their environment. In
particular, the most important objects to constrain pulsar models are the “ex-
treme” ones, accounting for the tails of the population distribution in energy,
age and magnetic field. In this respect, we have studied the middle-aged
PSR J0357+32051, a nearby, radio-quiet, bright γ-ray pulsar discovered by
the Fermi mission. PSR J0357+32051 is one of the most interesting pulsars
discovered by the LAT because it is one of the non-recycled γ-ray pulsars with
the smallest rotational energy loss detected so far (E˙rot = 5.9× 1033 erg s−1).
X-ray observations revealed a huge, very peculiar structure of diffuse X-ray
emission originating at the pulsar position and extending for > 9′ on the plane
of the sky. To better understand the nature of such a nebula, we have studied
the proper motion of the parent pulsar. We performed relative astrometry on
Chandra images of the field spanning a time baseline of 2.2 yr, unveiling a
significant angular displacement of the pulsar counterpart, corresponding to
a proper motion of 0′′.165 ± 0′′.030 yr−1. The direction of the pulsar proper
motion is aligned very well with the main axis of the X-ray nebula, pointing to
a physical, yet elusive, link between the nebula and the pulsar space velocity.
No optical emission in the Hα line is seen in a deep image collected at the
Gemini telescope, which implies that the interstellar medium into which the
pulsar is moving is fully ionized. Analyzing our XMM-Newton observation we
have found pulsar’s trail emission is consistent with a thermal bremsstrahlung.
For a bremsstrahlung-emitting trail a pulsar velocity of ∼ 1900 km s−1 is re-
quired, making PSR J0357+32051 the fastest pulsar known. Because of the
unique features of the pulsar’s trail, we have proposed pulsar’s nebula to be
the first example of a new class of thermally-emitting nebulae associated to
fast pulsars.
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The Fermi Gamma-ray Space
Telescope
The Fermi Gamma-ray Space Telescope is an international and multi-agency
observatory class mission that is exploring the Universe in the energy range
from 10 keV up to more than 300 GeV, an energy band that has never been
observed by a space telescope. Fermi is a product of a collaboration between
NASA, the Department of Energy of the United Sates and other institutions
in Italy, France, Germany, Sweden, Japan and United States. Fermi, whose
Figure A.1: Schematic view of the Fermi spacecraft and its two instruments.
original name before the launch was GLAST (Gamma-ray Large Area Space
Telescope), was successfully launched on June 11, 2008 from the launch pad
17-B at Kennedy Space Flight Center (Florida, USA), into an initial orbit at
about 565 km altitude with a 25.3◦ inclination and an eccentricity lower than
0.01. During its normal operations Fermi orbits around Earth with a period
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of 95 minutes and scans the sky with a rocking angle of about 35◦. Figure
A.1 shows a schematic view of the Fermi spacecraft with its two instruments:
the Large Area Telescope (LAT) and the Gamma-ray Burst Monitor (GBM;
formerly GLAST Burst Monitor).
The LAT, the main Fermi instrument, is a pair-conversion telescope based
on high-precision detectors from High Energy Physics technology [22]. The
LAT operates in an energy range from about 20 MeV to more than 300 GeV.
The LAT is the successor of the EGRET telescope aboard the CGRO but its
excellent performances in terms of effective area, angular resolution, energy
resolution, Field-of-View (FoV) and dead-time provide a factor greater than
50 in sensitivity compared to EGRET [201].
The GBM is entirely devoted to the study of the transient γ-ray sources,
such as Gamma-Ray Bursts and solar flares. It is made up by two kind of
detectors based on scintilling materials, which together cover an energy range
from 8 keV up to about 30 MeV. This energy range guarantee an energy overlap
with the LAT.
Fermi represents the new generation of γ-ray telescopes, its performances
are much better than those of the previous missions, such as EGRET onboard
the CGRO. The Fermi mission is contributing in a decisive way in several topics
of modern understanding of the γ-ray Universe, from the study of Galactic
objects, such as pulsars, PWNe and SNRs, and extragalactic objects, such
as blazars, to the detailed investigation on the nature of diffuse emission and
transient sources, e.g. GRBs, answering the questions left open by the previous
γ-ray missions.
A.1 Overview of the Large Area Telescope
Pair production is the dominant mechanism of interaction between radiation
and matter at the energies studied by the Fermi Large Area Telescope [22].
This process is the basis to measure the directions, the energies and the arrival
times of the γ-ray photons entering the detector, while rejecting background
from charged particles. For this reason a pair conversion telescope is made
basically by a tracking system, a calorimeter and an anticoincidence system,
as shown in Figure A.2. The EGRET experiment aboard CGRO and previous
instruments aboard SAS-2 and COS-B missions shared the same detecting
strategy. A γ ray entering the LAT creates an electron-positron pair, whose
energies and directions are reconstructed by the LAT subsystems. From these
information it is possible to determine the energy, the arrival time and direction
of the incoming photon using the conservation of four-momentum.
The tracks of the electrons and the positrons produced by a γ ray are mea-
sured by the tracking system. In order to maximize the conversion probability
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Figure A.2: Schematic view of a pair conversion telescope like the LAT. Credit:
Fermi -LAT Team.
in the detector, detecting planes are interleaved with conversion foils of par-
ticular thickness. Since the conversion probability increases with the atomic
number (Z ) as Z 2, the conversion foils are usually made by high Z material,
EGRET used Tantalum (Ta) foils while LAT uses Tungsten (W) foils. In
the calorimeter the electron-positron pair creates an electromagnetic shower,
from the measurement of the shower the calorimeter determines the energy
of the pair. The measurements gathered by the tracking system and by the
calorimeter are then used to reconstruct the energy of the incoming γ ray.
The orbit environment is extremely rich of charged particles that enter the
detector with rates of the order of about 105 times the rate of γ rays. For
this reason an anticoincidence detector is used to reject the charged particles
background. The anticoincidence shield surrounds the detector and it is usually
made by plastic scintillator. Since charged particles give a signal when crossing
the scintillators while γ rays do not, the anticoincidence shield reduce the
charged particles background with high efficiency.
The Fermi Large Area Telescope (LAT) follows the same base principles
but is based on a new generation γ-ray detectors developed for High Energy
Physics. The main LAT subsystems are the Tracker (TKR), the Calorimeter
(CAL), the AntiCoincidence Detector (ACD) and the Data Acquisition System
(DAQ). The TKR is made up of alternated layers of converters, made up of
Tungsten foils that allows the conversion of γ rays, and trackers, made up
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of silicon microstrip detectors that allow the reconstruction of the electron
positron tracks. The CAL is located below the TKR and measures the energy
of the pair. The ACD covers the LAT in order to reduce the background due
to charged particles discriminating their from γ-rays. The DAQ manages the
main subsystems function, e.g. the reading procedure and the trigger control.
Figure A.3: Schematic diagram of the Large Area Telescope. The telescope’s
dimensions are 1.8 m × 1.8 m × 0.72 m. The power required and the mass
are 650 W and 2,789 kg, respectively. Credit: Fermi -LAT Team.
The LAT is made of an array of 4× 4 identical towers (see Figure A.3), each
one made by a Tracker module, a Calorimeter module and a DAQ module; the
16 towers are surrounded by an outer segmented AntiCoincidence Detector.
The main mechanical structure is a 16 cell aluminum grid that hold both the
trackers towers and the calorimeter modules and all the electronic boxes are
placed below the grid. The outside dimensions of the LAT are approximately
1.8 m × 1.8 m × 1 m and its mass is ∼3000 kg. The overall aspect ratio
of the LAT tracker (height/width) is 0.4, allowing a large Field-of-View and
ensuring that nearly all pair-conversion events initiated in the tracker pass into
the calorimeter for energy measurement.
The LAT offer higher performances with respect to its predecessor EGRET
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thanks to the new design strategy and the new detecting technologies.
The main innovation of the LAT is the introduction of the TKR based on
solid-state detectors instead of spark chambers used for the EGRET tracker.
These detectors have many advantages. First of all they provide a spatial
resolution about 10 times better than spark chambers without many compli-
cations during fabrication. Additionally they offer a lower dead time of about
20 µs, with respect to the dead time of 100 ms of the EGRET spark chambers.
Moreover, the silicon detectors used for the LAT Tracker are radiation hard
and does not contain consumables, while EGRET used spark chambers for the
tracking system and the gas deteriorated with time.
The LAT CAL is made by scintillation bars, in order to better reconstruct
the electromagnetic shower development, while the EGRET calorimeter was
based on a monolithic scintillating detector.
The segmented ACD detector is also another big LAT innovation, since the
EGRET anticoincidence detector was made by a single scintillator panel. This
segmentation will provide an higher detecting efficiency at energies greater
than 10 GeV. At these energies the self-veto problem becomes important, be-
cause a particle from the electromagnetic shower can backscatter in the ACD
producing a spurious signal. For this reason in the LAT the ACD is seg-
mented, making possible to know roughly which ACD panel gave a signal, in
order to determine if the panel has undergone a backsplash or not. In this way
it is possible to avoid efficiency loss at high energies as was for the EGRET
telescope.
In order to achieve its scientific goals the LAT must reject most of the back-
ground due to various contributions. The main contribution is due to cosmic
rays that enter the detectors producing spurious signals. Another contribution
comes from the albedo γ rays from the Earth, that can be removed mainly by
considering the position of the spacecraft with respect to our planet.
A comparison between the LAT performances and those of EGRET is
shown in Table A.1.
A.1.1 The Tracker
The TKR subsystem is the central detector of the LAT and serves to convert
γ rays into electron-positron pairs and to track the pair in order to measure
the direction of the incoming γ ray. The TKR consists of 16 modules, each one
composed by planes of high Z material (Tungsten) in which γ rays incident on
the LAT can convert into an electron-positron pair, interleaved with position-
sensitive detectors (silicon strip detectors) that record the passage of charged
particles measuring the tracks of the particles resulting from pair conversion.
The LAT tracker uses conversion foils of Tungsten (Z =74) because the pair
production cross section is proportional to Z 2, then using an high Z conversion
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Quantity LAT EGRET
Energy Range 20 MeV - 300 GeV 10 MeV - 30 GeV
Peak Effective Area ∼ 8000 cm2 1500 cm2
Field Of View ∼ 2.4 sr 0.5 sr
Angular Resolution < 3◦.5 (100 MeV) 5◦.8 (100 MeV)
(single photon) ∼ 0◦.6 (1 GeV) ∼ 1◦.7 (1 GeV)
(68% containment) < 0◦.15 (> 10 GeV)
Energy Resolution < 10% 10%
Deadtime per Event < 100 µsec 100 msec
Source Localization < 0′.5 15′
Point Source Sensitivity < 6× 10−9 cm−2 sec−1 ∼ 10−7 cm−2 sec−1
Table A.1: LAT specifications and performances compared with EGRET.
Quoted sensitivity for the LAT is referred to sources out of the Galactic plane
and E > 100 MeV.
foils the conversion probability is maximized. The technology employed in past
years in High Energy Physics has been fundamental to choose the tracking
detectors, since the alternatives were gas-filled trackers and scintillating fibers
detectors. The silicon-based detectors were chosen for the LAT because of
their higher sensitivity and angular resolution. The total silicon surface of the
LAT tracker is of about 82 m2. A scheme of the LAT TKR is displayed in
Figure A.4. As for the other part of the LAT, carefully studies have produced
the parameters for the Tracker in order to satisfy all the requirements and
maintain the basic constraints as low consumed power, low detector noise and
low computation power required.
The basic unit of the TKR is a square Silicon Strip Detector (SSD) with
the size of 8.95 cm × 8.95 cm, where are implanted 384 parallel microstrips
spaced by 228 µm. Four SSDs, each of them is 400 µm thick, are assembled
in a ladder. In a ladder the end of each microstrip of a SSD can be connected
to the end of the correspondent microstrip on the adjacent SSD in order to
form a single longer microstrip. At this point 4 ladders are assembled to form
a sensitive silicon microstrip layer, which is then inserted in a tray. A tray is
a composite structure with a mechanical structure in carbon fiber that bring
at both faces a sensitive silicon plane. The main components of a tray are a
detecting silicon layer on the top face, an aluminum core, a Tungsten foil for
the conversion of γ rays and another silicon layer on the bottom face of the
tray. The two silicon layers are mounted in a tray with parallel orientation of
the microstrips. Each tray is then connected to the reading electronics. Trays
are then piled up with a separation of 2 mm and each tray is rotated of 90◦
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Figure A.4: Schematic view of the Large Area Telescope silicon tracker. Each
tower includes 19 tray structures constituting the basic mechanical framework
and housing both the silicon detection planes and the converter foils [22].
with respect to the adjacent tray. In this way the resulting system is made
by a conversion foil followed by a couple of silicon layers with perpendicular
microstrips in order to have XY detection capability. The resulting module
form tower and it is made by 19 trays with 18 XY detection layers.
The layout of the converters (in terms of thickness) is organized into two
different sections: a Front section, composed of 12 layers of 0.03 radiation
length converter, and a Back section with 4 layers of 0.18 radiation length
converters. The last two XY planes have no converter at all since the main
Fermi trigger primitive requires three silicon layers in a row hit, so that a
photon converted right above the last two planes would never trigger and the
Tungsten would only introduce further useless multiple scattering. The two
section provide measurements in a complementary manner: while the front has
an excellent Point Spread Function (PSF), the back section greatly enhances
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the photon statistics, in such a way that a large effective area and a good
angular resolution can be achieved, on average, at the same time.
A.1.2 The Calorimeter
The Calorimeter [22] measures the energy of the electron-positron pair and
gives information about the high-energy photons that have not converted in
the Tracker. From the measure of the electron-positron energy it is possible
to determine the energy of the primary photon using the conservations of the
energy and momentum. A schematic view of the LAT Calorimeter is in Figure
A.5.
Figure A.5: LAT calorimeter module. The 96 CsI(Tl) scintillator crystal de-
tector elements are arranged in 8 layers, with the orientation of the crystals
in adjacent layers rotated by 90◦. The total calorimeter depth (at normal
incidence) is 8.6 radiation lengths [22].
The LAT calorimeter is composed of a set of CsI(Tl) crystals read by pho-
todiodes. As the energy resolution strongly depends on depth, sampling and
longitudinal segmentation, each CAL module is finely segmented both in depth
and lateral directions. Each CAL tower will contain eight layers, each consti-
tuted by 12 crystals (27 × 20 × 326 mm3), wrapped in reflective foils, for
a total of 8.6 radiation lengths. As with the silicon detection planes in the
tracker, each layer will be rotated by 90◦ with respect to the previous one
(hodoscopic configuration), in order to achieve XY imaging capabilities. The
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lateral segmentation provides the necessary imaging capability to correlate the
events in the tracker with the energy depositions in the calorimeter and derive
loose (at the level of few degrees) directional information for those photons
not converting in the tracker. On the other side the longitudinal segmentation
allows to derive an estimate of the initial energy of the pair from the longitu-
dinal shower profile by fitting the measurements to an analytical description
of the energy-dependent mean longitudinal the showers and the subsequent
leakage correction which highly enhance the response at high energy (up to
several hundreds GeV) with respect to EGRET.
At both ends of each bar is placed a PIN photo diode used for reading, and
the measurement of the relative intensity at both ends helps to determine the
position where the energy deposition has taken place. The precision that can
be obtained varies from some mm at low energies (about 10 MeV), up to less
than a mm for energies above 1 GeV.
A.1.3 The AntiCoincidence Detector
The purpose of the ACD is to detect incident charged cosmic ray particles that
outnumber cosmic γ rays by more than 5 orders of magnitude. When a γ-ray
photon enter the LAT, it does not produce any signal in the ACD, but gives
a signal in the TKR and in the CAL due to the produced pair. A charged
particle behaves differently, since during the passage a signal also in the ACD
is produced, then it is possible to recognize a γ ray from a charged particle
thanks to the different signature in the subsystems and in particular in the
ACD. The events that give a signal in the TKR and in the CAL but not in
the ACD can start the trigger, the other are refused as background events.
The LAT AntiCoincidence Detector (ACD) is made by a set of plastic
scintillators coupled to Photo-Multipliers Tubes (PMTs) that use Wavelength-
Shifting Fibers (WSFs) in order to increase the reading efficiency. With respect
to the EGRET anticoincidence system, that was made by a single module, the
LAT ACD is fine segmented. A scheme of the ACD assembly is displayed in
Figure A.6.
The efficiency of background rejection, in particular for high-energy γ rays,
is increased thanks to the ACD segmentation. In EGRET it was necessary
to reduce the triggers frequency in order to avoid gas consuming in the spark
chambers. The EGRET ACD was implemented in the Level 1 trigger (see
Section A.1.4). This reduced the working efficiency, mainly at GeV energies,
where the self-veto becomes important. The self-veto happens when a mem-
ber of the electromagnetic shower produced by the electron-positron pair is
deflected and give a signal in the ACD (backsplash). The event has a signature
of a cosmic ray and then it is rejected since it is confused with a background
event. The segmentation helps to know exactly which scintillator has been hit,
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Figure A.6: Schematic view of the LAT ACD assembly [22].
and it is then possible to compare the track direction with the position of the
hit scintillator. In case of backsplash the position of the hit scintillator panel
does not correspond exactly with the intersection of the track and the ACD,
then a self-veto is recognized and avoided.
Thanks to the lower dead time and to the absence of consumables in the
TKR, the LAT can undergo a much higher Level 1 trigger frequency, then the
ACD can be inserted in the Level 2 trigger. In this way each event can be
analyzed with more care (as explained in the Section A.1.4) and the self-veto
can be avoided in a very efficient way.
A total of 89 panels constitute the ACD, some of them are disposed in a 5
× 5 array on top of the TKR and the others are at the sides of the LAT. The
assembling scheme of these panels has been designed with overlap in one di-
mension and scintillating fibers covering the gaps in the other dimension. Each
scintillator is read out by an interleaved set of Wavelength Shifting (WS) fibers,
with bundles connected to two phototubes, in order to guarantee redundancy.
The ACD is the first step in the background rejection scheme. The esti-
mated Monte Carlo efficiency, confirmed by the beam tests, is greater then
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0.9997.
A.1.4 The Data Acquisition System and Trigger
The LAT Data Acquisition System (DAQ) has three main functions. It controls
the trigger, it guides the event reading sequence and stores it in a temporary
memory. The DAQ also manages the data elaboration and transfers to the
ground. This system is also responsible for other functions, among others
the control, monitoring and housekeeping of the instrument and the power
management of the whole LAT.
The DAQ is made by 16 Tower Electronic Modules (TEM) located below
each tower and two TEM specific for the ACD. Also two Spacecraft Interface
Unit TEM are in this system and are located in the spacecraft below the LAT.
Trigger and background rejection
The LAT trigger must be very efficient on γ rays and at the same time provide
a high rejection power for the charged particles background. Because of the
large uncertainties in cosmic ray fluxes the system flexibility is a particularly
important feature.
The LAT trigger has a multi-level structure, in a similar way of the trig-
gers employed in High Energy Physics experiments. The hardware trigger is
based on special signals, called primitives, that originate from LAT subsys-
tems. Primitives from Tracker, Calorimeter and Anticoincidence Detector are
combined to decide if an event is recorded or not. The trigger of the LAT
is very flexible in order to allow change of configuration to optimize trigger
efficiency and versatile in order to accommodate various signatures of events.
The LAT trigger is organized in two levels. The first level, Level 1 Trigger
(L1T), is a hardware trigger, based on special combinations of signals at the
level of a single tower. The workhorse γ-ray trigger is the so called three
in a row, consisting into 3 XY consecutive tracker planes sending a trigger
request. There are also two different calorimeter based trigger primitives with
different adjustable thresholds (nominally set at 100 MeV and 1 GeV of energy
deposition in a crystal log). The ACD adds two other trigger signals: a veto
signal and CNO signal. The latter has a threshold of several MIPs and is used
to identify cosmic ions with Z > 2 for CAL on orbit calibration. In addition
there are three other trigger sources: the Periodic trigger to sample detector
noise and pedestals at regular interval, the Solicited trigger for special software
trigger request and the External trigger for ground testing. An electronic
module (the TEM) combines these signal in a 600 ns coincidence window and
then “decides” if the event must be recorded and how to read out the detector:
using or not the zero suppression, read all the four calorimeter ranges or just
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the “best” one, pre-scale this kind of events. The correspondence between
trigger primitives coincidence and readout mode is configurable with a look-up
table that allows up to 16 combinations (engines).
With exception of specific calibration event the typical read out time is
about 26 µs allowing to trigger on almost all the particles that cross the LAT
(whose rate is estimated of the order of few kHz). The fact that cosmic rays
can be included in the trigger actually constitutes a sort of revolution with
respect to the trigger scheme implemented in EGRET, in which that would
not have been possible due to the high instrumental dead time in the spark
chambers. In fact the only reason why further levels of data reduction are
required onboard is the limited bandwidth of the telemetry.
The second trigger level, Level 2 Trigger (L2T), is software, two Event
Processing Unit (EPUs) work in parallel to process LAT events. Multiple
filters in succession are applied to each event, each filter optimized to select
a different class of event (i.e. γ rays or heavy ions for calibration). Within
each filter events are accepted or rejected based on a sequence of test each
one with tunable parameters. Together with the Gamma Filter, designed to
accept γ rays with high efficiency during normal operation, other filters are
implemented to identify MIPs and heavy ions for instrument calibration.
A.2 Overview of the Gamma-ray Burst
Monitor
The Gamma-ray Burst Monitor (GBM), the successor of BATSE onboard the
CGRO, is designed to detect transient objects, such as GRBs. The develop-
ment of the GBM and the analysis of its observational data is a collaborative
effort between the National Space Science and Technology Center in the U.S.
and the Max Planck Institute for Extraterrestrial Physics (MPE) in Germany.
The GBM consists of 12 detectors made of Sodium Iodide (NaI) for catching
X rays and low energy γ rays, and other two detectors made of Bismuth Ger-
manate (BGO) for high-energy γ rays placed as shown in Figure A.7. The two
detectors together detect X rays and γ rays in the energy range between 8 keV
to 30MeV, overlapping with the lower energy limit of the LAT. Together the
NaI and BGO detectors have similar characteristics to the combination of the
BATSE large area and spectroscopy detectors but cover a wider energy range
and have a smaller collection area.
The detectors do not block any part of the Large Area Telescope (LAT)
Field-of-View nor interfere with the solar panels. They easily fit between the
LAT and the shroud envelope on two sides of the spacecraft. The mounting
arrangement is flexible with the two BGO detectors mounted on opposite sides
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Figure A.7: Schematic view of the GBM in the Fermi spacecraft. Credit:
Fermi -GBM Team
of the spacecraft, and the NaI detectors mounted in 4 banks of 3 detectors in
such a way that they sample a wide range of azimuth and elevation angles1.
1A more specific description of the Gamma-ray Burst Monitor can be found in the fol-
lowing link: http://fermi.gsfc.nasa.gov/science/instruments/gbm.html
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Appendix B
Classification algorithms
In this appendix we describe in detail the theory of machine learning algorithms
we have implemented and applied to classify γ-ray unidentified sources.
B.1 Logistic Regression
Regression methods have become an integral component of any data analysis
describing the relationship between a response variable and one or more ex-
planatory variables. It is often the case that the outcome variable is discrete,
taking two or more possible values. Over the last decades the logistic regres-
sion model has become, in many field, the standard method of analysis in this
situation.
Logistic regression (LR) is part of a class of generalized linear models and
is one of the simplest machine learning techniques. LR forms a multivariate
relation between a dependent variable that can only take values from 0 to
1 and several independent variables. When the dependent variable has only
two possible assignment categories, the simplicity of the LR method can be a
benefit over other discriminant analyses.
Consider a collection of p independent variables denoted by the vector
x = [x1, x2, ...xp]. Let the conditional probability that the outcome is present
be denoted by P (Y = 1|x) = pi(x). The conditional probability can be defined
by a multivariate logistic regression model:
pi(x) =
eβ0+β1x1+...+βpxp
1 + eβ0+β1x1+...+βpxp
(B.1)
We define the logit transformation of pi(x) as:
z(x) = log
[
pi(x)
1− pi(x)
]
= β0 + β1x1 + ...+ βpxp (B.2)
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which shows that logistic regression is a standard linear regression model, once
the dichotomous outcome is transformed by the logistic regression. The impor-
tance of this transformation is that z(x) has many of the desirable properties
of a linear regression model. The logit, z(x), is linear in its parameters, may
be continuous, and may range from −∞ to +∞, depending on the range of x.
The above equations are for mean probabilities, and each data point will
have an error term (). We may express the value of the outcome variable
given x as y = pi(x) + . Since the dichotomous outcome variable,  may
assume one of two possible values. If y = 1 then  = 1− pi(x) with probability
pi(x), and if y = 0 then  = −pi(x) with probability 1 − pi(x). Thus,  has a
distribution with mean zero and variance equal to pi(x)[1−pi(x)]. That is, the
conditional distribution of the outcome variable follows a binomial distribution
with probability given by the conditional mean, pi(x).
Figure B.1: Logistic regression function.
B.1.1 Fitting the logistic regression model
Assume that we have a sample of n independent observations (xi, yi), i =
1, 2, ..., n. where yi denotes the value of a dichotomous outcome variable and
xi is the value of the independent variable for the i
th observation. Furthermore,
assume that the outcome variables has been coded as 0 or 1, representing the
absence or presence of the characteristic, respectively. To fit the logistic re-
gression model in Equation B.1 to a set of data requires that we estimate
the values of β = (β0, β1, ..., βp), the unknown parameters. The method of
estimation used for the logistic regression model is the maximum likelihood,
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that yields values for the unknown parameters which maximize the probabil-
ity of obtaining the observed set of data. In order to apply this method we
must first construct the likelihood function, which expresses the probability of
the observed data as a function of the unknown parameters. The maximum
likelihood estimators of these parameters are chosen to be those values that
maximize this function. Thus, the resulting estimators are those which agree
most closely with the observed data. We now describe how to find these values
from the logistic regression model.
It is easy to show that, if the observations are assumed to be independent,
the likelihood function for the logistic regression model can be expressed as:
L(β) =
n∏
i=1
pii(xi)
yi [1− pii(xi)]1−yi (B.3)
where the first term represents the probability that the outcome is equal to 1
for a given x and the second the probability that the outcome is equal to 0 for
a given x [103].
The principle of maximum likelihood states that we use as our estimate of
β the value which maximizes the expression in Equation B.3. However, it is
easier mathematically to work with the log of Equation B.3. This expression,
the log likelihood, is defined as:
log[L(β)] =
n∑
i=1
{yi log [pii(xi)] + (1− yi) log [1− pii(xi)]} (B.4)
To find the value of β that maximizes B.4 we must differentiate B.4 with re-
spect β0, ..., βp and set the resulting expressions equal to zero. These equations,
called likelihood equations, are:
n∑
i=1
[yi − pi(xi)] = 0
n∑
i=1
xij [yi − pi(xi)] = 0 (B.5)
for j = 1, 2, ..., p. The system of equation B.5 contains p + 1 likelihood equa-
tions non linear in β0, ..., βp and thus requires special methods for their solu-
tion. These methods are iterative in nature and have been programmed into
available logistic regression software. For example, we use the tool glm1 (Gen-
eralized Linear Model), implemented in free software programming language
R2, a software environment for statistical computing and graphics, which fit
generalized linear models as logistic regression. The value of β given by the
solution to Equation B.5 is called the maximum likelihood estimate and will
1http://stat.ethz.ch/R-manual/R-patched/library/stats/html/glm.html
2http://www.r-project.org
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be denoted as βˆ. In general, the use of the symbolˆdenotes the maximum like-
lihood estimate of the respective quantity. For example, pˆi(xi) is the maximum
likelihood estimate of pi(xi).
The method of estimating the variances of the estimated coefficients follows
from theory of maximum likelihood estimation [173]. This theory states that
the estimators are obtained from the matrix of second partial derivate of the
log likelihood function. These partial derivate have the following general form:
∂2 log(L(β))
∂β2j
= −
n∑
i=1
x2ijpii(1− pii) (B.6)
and:
∂2 log(L(β))
∂βj∂βl
= −
n∑
i=1
xijxjlpii(1− pii) (B.7)
for j, l = 0, 1, 2, ..., p where pii denotes pi(xi). Let the (p+ 1)× (p+ 1) matrix
containing the negative of the terms given in equations B.6 and B.7 be denoted
as I(β). The matrix is called the observed information matrix. The variances of
the estimated coefficients are obtained from the inverse of this matrix which is
denoted as V ar(β) = I−1(β). The estimated standard errors of the estimated
coefficients are denoted as:
ŜE
(
βˆj
)
=
[
V̂ ar
(
βˆj
)]1/2
(B.8)
for j = 0, 1, 2, ..., p.
B.1.2 Testing for the significance of the model
Once we have fit a particular multivariable logistic regression model, the pro-
cess of assessment of the significance of the variables in the model begins. This
usually involves formulation and testing of a statistical hypothesis to determine
whether the independent variables in the model are significantly related to the
outcome variable.
One approach to testing for the significance of the coefficient of a variable
in any model consists in comparing observed values of the response variable
to predicted values obtained from models with and without the variable in
question. In logistic regression, comparison of observed to predicted values is
based on the log likelihood function defined in Equation B.4:
D = −2 log
[
likelihood of the fitted model
likelihood of the saturated model
]
(B.9)
where the saturated model is one that contains as many parameters as there are
data points. The quantity inside the large brackets in the Equation B.9 is called
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the likelihood ratio. Using minus twice its log is necessary to obtain a quantity
whose di distribution is known and can therefore be used for hypothesis testing
purpose. Such a test is called the likelihood ratio test. Using Equation B.4,
Equation B.9 becomes:
D = −2
n∑
i=1
[
yi log
(
pˆii
yi
)
+ (1− yi) log
(
1− pˆii
1− yi
)]
(B.10)
where pˆii = pˆi(xi) It easy to prove that in a setting of data where the values
are either 0 or 1 the likelihood of the saturated model is 1.
For the purpose of assessing the significance of an independent variable we
compare the the value of D with and without the independent variable in the
equation. The change in D due to the inclusion of the independent variable in
the model is obtained as:
G = D(model without the variable)−D(model with the variable) (B.11)
Because the likelihood of the saturated model is common on both values of D,
it can be expressed as:
G = −2 log
[
likelihood without the variable
likelihood with variable
]
(B.12)
Thus, it is easy to prove that [103]:
G = 2
{
n∑
i=1
[yi log(pˆii) + (1− yi) log(1− pˆii)]− [n1 log(n1) + n0 log(n0)− n log(n)]
}
(B.13)
where n0 =
∑
(1 − yi) and n1 =
∑
yi. If under the null hypothesis that the
p coefficients in the model are equal to zero and that the size of the sample n
is sufficiently large, the distribution of G will be chi-square with p degrees-of-
freedom [216]. The p-value associated with this test is P (χ2 > G).
B.2 Artificial Neural Networks
An artificial neural network is a system composed of many simple processing
elements operating in parallel whose function is determined by the network
structure, connection strengths, and the processing performed at the comput-
ing elements or nodes.
An artificial neural network has a natural proclivity for storing experimen-
tal knowledge and making it available for use. The knowledge is acquired
by the network through a learning process and the interneuron connection
strengths – known as synaptic weights – are used to store the knowledge.
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There are numerous types of artificial neural networks (ANNs) for address-
ing many different types of problems, such as modelling memory, performing
pattern recognition, and predicting the evolution of dynamical systems. Most
networks therefore perform some kind of data modelling.
The two main kinds of learning algorithms are: supervised and unsuper-
vised. In the former the correct results (target values) are known and given to
the ANN during the training so that the ANN can adjust its weights to try to
match its outputs to the target values. In the latter, the ANN is not provided
with the correct results during training. Unsupervised ANNs usually perform
some kind of data compression, such as dimensionality reduction or clustering.
The two main kinds of network topology are feed-forward and feed-back.
In feed-forward ANN, the connections between units do not form cycles and
usually produce a relatively quick response to an input. Most feed-forward
ANNs can be trained using a wide variety of efficient conventional numerical
methods (e.g. conjugate gradients, Levenberg-Marquardt, etc.) in addition to
algorithms invented by ANN researchers. In a feed-back or recurrent ANN,
there are cycles in the connections. In some feed-back ANNs, each time an
input is presented, the ANN must iterate for a potentially long time before
producing a response.
B.2.1 The multilayer perceptron
In the present work we have used one of the most important types of supervised
neural networks, the feed-forward multilayer perceptron (MLP), in order to un-
derstand the nature of Fermi -LAT unidentified sources. The term perceptron
is historical, and refers to the function performed by the nodes. An intro-
duction on Artificial Neural Networks is provided by Sarle (1994) [181], and
on multilayer Perceptron by Bailer-Jones et al. (2001) [25] and Sarle (1994)
[180]. A comprehensive treatment of feed-forward neural networks is provided
by Bishop (1995) [127].
In Figure B.2 the general architecture of a network is shown. The network
is made up of nodes (analogous to human neurons) arranged in a series of
layers. The nodes in a given layer are fully connected to the nodes in the
next layer by links. The input layer consists of the input parameters, and
the output layer consists of the classes. Any layer between the input and the
output layers is called a “hidden layer”. The complexity (and non-linearity) of
the ANN depends on the number of inputs, hidden nodes, layers, outputs and
connections.
For each input pattern, the network produces an output pattern through
the propagation rule, compares the actual output with the desired one and
computes an error. The learning algorithm adjusts the weights of the connec-
tions by an appropriate quantity to reduce the error (sliding down the slope).
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Figure B.2: Schematic view of a Two Layer Perceptron (2LP), the type of
Artificial Neural Network we use. The data enter the 2LP through the Nodes
in the Input Layer. The information travels from left to right across the Links
and is processed in the Nodes. Each Node in the Output Layer returns the
probability that a source belongs to a specific class.
This process continues until the error produced by the network is low, accord-
ing to a given criterion.
B.2.2 The propagation rule
The network operates as follows. Except for the nodes in the input layer,
an input of a node at layer s (I
(s)
j ) is the combination of the output of the
previous nodes (o
(s−1)
i ) and the weights of the corresponding links (w
(s)
ij ), the
combination is linear: I
(s)
j =
∑
iw
(s)
ij o
(s−1)
i . Each node has a transform function
(or activation function), which provides the output of the node as a function
of the I
(s)
j . Nonlinear activation functions are needed to introduce nonlinearity
into the network. We have used the logistic (or sigmoid) function: out =
1/[1 + exp(−I)] (in the interval [0, 1]) and the tanh function out = tanh(I)
(in the interval [−1, 1]), for all nodes. For the input nodes we decide to use a
linear activation function. The propagation rule, from the input layer to the
output layer, is a combination of activation functions.
No significant difference has been found in the training process between
using the logistic and tanh functions, only that the training process is faster if
we use the tanh function.
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B.2.3 Back-propagation of the error
The weights, w, are randomly initialized, they are the free parameters of the
network and the goal is to minimize the total error function with respect to w
(maintaining a good generalization power, see below).
The error function in the weight space defines the multidimensional error
surface and the objective is to find the global (or acceptable local) minima
on this surface. The solution implemented in the present work is the gradient
descent, within which the weights are adjusted (from small initial random
values) in order to follow the steepest downhill slope. The error surface is not
known in advance, so it is necessary to explore it in a suitable way.
The error function typically used is the sum-of-squares error, which for a
single input vector, n, is:
E(n) =
1
2
∑
i
(
y
(n)
i − t(n)i
)2
(B.14)
where yi is the output of the ANN and ti is the target output value for the ith
output node and n runs form 1 to the total number of examples in the training
set. In the present work i = 2, two output nodes are used to understand the
nature of 2FGL unidentified sources. In the gradient descent process the weight
vector is adjusted in the negative direction of the gradient vector backwards
from the output layer to one ore more hidden layers by a small change in each
time-step:
∆w = −η ∂E
∂w
(B.15)
and the new generic weight is:
wnew = wold + ∆w (B.16)
The amplitude of the step on the error surface is set by the η-learning param-
eter: large values of η mean large steps. Typically η belongs to the interval [0,
1] (where the opening bracket means that the lower value is excluded). In our
application a small value has been used (0.2). If η is too small the training
time becomes very long, while a large value can produce oscillations around
a minimum or even lead to miss the optimal minimum in the error surface.
The algorithm is stopped when the value of the error function has become
sufficiently small.
The learning algorithm used in the present work is the standard back-
propagation. It refers to the method for computing the gradient of the case-
wise error function with respect to the weights for a feed-forward network.
“Standard backprop” is a definition of the generalized delta rule, the training
algorithm that remains one of the most widely used supervised training meth-
ods for neural network.
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This learning algorithm implies that the error function is continuous and
derivable, so that it is possible to calculate the gradient. For this reason the
activation functions (and their final combination through the propagation rule)
must be continuous and derivable. From the computational point of view, the
derivative of the activation functions adopted in the present work is easily
related to the value of the function out = F(net) itself (see Section B.2.2: F’
∝ out(1-out) in the case F = sigmoid or F’ ∝ (1-out2) if F = tanh).
When the network weights approach a minimum solution, the gradient
becomes small and the step size diminishes too, giving origin to a very slow
convergence. Adding a momentum (a residual of the previous weight variation)
to the equations of the weight update, the minimization improves [127]:
wnew = wold + ∆w + α∆wold (B.17)
where α is the momentum factor (set to 0.9 in our applications). This can
reduce the decay in learning updates and cause the learning to proceed through
the weight space in a fairly constant direction. Besides a faster convergence to
the minimum, this method makes it possible to escape from a local minimum
if there is enough momentum to travel through it and over the following hill
(see Figure B.3). The generalized delta rule including the momentum is called
the “heavy ball method” in the numerical analysis literature [29].
Figure B.3: A simplified representation of the error surface: the behavior of
the error as a function of 2 weights.
The learning algorithm has been used in the so called online (or incremen-
tal) version, in which the weights of the connections are updated after each
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example is processed by the network. One epoch corresponds to the process-
ing of all examples one time. The other possibility is to compute the training
in the so called batch learning (or epoch learning), in which the weights are
updated only at the end of each epoch (not used in the present application).
B.2.4 The training technique
During the learning process, the output of a supervised neural network comes
to approximate the target values given the inputs in the training set. This
ability may be useful in itself, but more often the purpose of using a neural
network is to generalize, i.e. to get some output from inputs that are not in
the training set (generalization). ANNs, like other flexible nonlinear estimation
methods such as kernel regression and smoothing splines, can suffer from either
under fitting or over fitting. A network that is not sufficiently complex3 can
fail to fully detect the signal in a complicated data set, leading to under fitting:
an inflexible model will have a large bias. On the other hand a network that
is too complex may fit the noise, not just the signal, leading to over-fitting:
a model that is too flexible in relation to the particular data set will produce
a large variance [182]. The best generalization is obtained when the best
compromise between these two conflicting quantities (bias and variance) is
reached. There are several approaches to avoid under- and overfitting, and
obtain a good generalization. Part of them aim to regularize the complexity of
the network during the training phase, such as the Early Stopping and weight-
decay methods (the size of the weights are tuned in order to produce a mapping
function with small curvature, the large weights are penalized. Reducing the
size of the weights reduces also the “effective” number of weights [150]).
Generalize error
The most commonly used method for estimating the generalization error in
neural networks is to reserve part of the data as a testing set, which must
not be used in any way during the training. After the training, the network is
applied to the testing set, and the error on the testing set provides an unbiased
estimate of the generalization error, provided that the testing set was chosen
in a random way.
In order to avoid (possible) over-fitting during the training, another part of
the data can be reserved as a validation set (independent both of the training
and testing sets, not used for updating the weights), and used during the
3The complexity of a network is related to both the number of weights and the amplitude
of the weights (the mapping produced by a ANN is an interpolation of the training data, a
high order fit to data is characterized by large curvature of the mapping function, which in
turn corresponds to large weights).
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training to monitor the generalization error. The best epoch corresponds to
the lowest validation error, and the training is stopped when the validation
error rate “starts to go up” (early stopping method). The disadvantage of this
technique is that it reduces the amount of data available for both training and
validation, which is particularly undesirable if the available data set is small.
Moreover, neither the training nor the validation make use of the entire sample.
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Appendix C
Hierarchical neural network
predictions for 2FGL
unidentified sources
In this appendix we show the results obtained by the hierarchical ANN dis-
cussed in the Chapter 4 to classify each 2FGL unidentified source as a pulsar
or AGN subclass on the basis of its γ-ray observables. Our hierarchical neu-
ral network model is composed by three simple neural networks. The first
one (defined as ANN1 and described in Section 4.3) is constructed to distin-
guish pulsars from AGNs, the second one (defined as ANN2 ) to distinguish
young pulsars from MSPs and the third one (defined as ANN3 ) to distinguish
BL Lacertae from FSRQs. In this way each 2FGL unidentified source “en-
ters” the ANN1, if the ANN1 predictor (PANN1) is greater than the threshold
CPSR = 0.9962 then the unidentified source is classified as a pulsar candidate
and “enter” the ANN2, which decides if such object is a young pulsar candi-
date (PANN2 > 0.984), a MSP candidate (PANN2 < 0.085) or a γ-ray pulsar
of uncertain type (0.085 < PANN2 < 0.984). If PANN1 is less than the thresh-
old CAGN = 3.4 × 10−7 then the unidentified source is classified as an AGN
candidate and “enter” the ANN3, which decides if such object is a BL Lac can-
didate (PANN3 > 0.758), a FSRQ candidate (PANN3 < 0.429) or an AGN of
uncertain type (0.429 < PANN3 < 0.758). If 3.4× 10−7 < PANN1 < 0.9962 the
source remains unclassified. In Figure C.1 a schematic view of our optimized
hierarchical ANN is shown.
Applying the optimized hierarchical neural network described in the Chap-
ter 4 to the 576 2FGL unidentified sources we find that 75 (13%) are classified
as young pulsar candidates, 34 (6%) as MSP candidates, 26 (4.5%) as pulsars
of uncertain type, 84 (14.5%) as BL Lac candidates, 66 (11.5%) as FSRQ can-
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ANN3	  
ANN2	  
ANN1	  
Young	  
pulsar	  
Uncertain	  
pulsar	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BL	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Uncertain	  
AGN	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Unclassified	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PANN1 > 0.9962
PANN1 < 3.4E − 07
PANN 2 > 0.984
PANN 2 < 0.085
PANN 3 > 0.758
PANN 3 < 0.429
Figure C.1: Schematic view of our hierarchical ANN optimized to classify each
2FGL unidentified source as a specific pulsar or AGN subclass as described in
the text.
didates and 26 (4.5%) as blazars of uncertain type, while 269 (46%) remain
unclassified. The number of sources unclassified and of uncertain type depends
on the definition of the classification thresholds for each ANN.
In the Table C.1 we show the complete list of predictions and voting per-
centages for unidentified Fermi -LAT sources in the 2FGL catalog obtained
using the hierarchical ANN technique described in the Chapter 4. Column
(1): 2FGL unidentified source name. Col. (2) and (3): Galactic latitude and
longitude. Col. (4): source significance in σ units. Col. (5): energy flux at en-
ergies above 100 MeV. Col. (6): results of the ANN1 network described in the
Section 4.3 and optimized to distinguish pulsars from AGNs. Col. (7): results
of the ANN2 network described in the Section 4.5 and optimized to distinguish
young pulsars from MSPs. Col. (8): results of the ANN3 network described in
the Section 4.6 and optimized to distinguish BL Lacertae from FSRQs. Col.
(9): hierarchical ANN predictions for 2FGL unidentified sources.
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C. Hierarchical neural network predictions for 2FGL unidentified sources
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C. Hierarchical neural network predictions for 2FGL unidentified sources
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C. Hierarchical neural network predictions for 2FGL unidentified sources
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C. Hierarchical neural network predictions for 2FGL unidentified sources
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Appendix D
Study of two peculiar X-ray
galactic objects
As mentioned in this Ph.D. thesis, n parallel to the work devoted to unidenti-
fied sources, I took part to the analysis and interpretation of multi-wavelength
observations of isolated neutron stars. This appendix contains two papers we
have published on astrophysical journals about the analyses of the X-ray emis-
sion from two interesting isolated neutron stars, the Central Compact Object
(CCO) RX J0822–4300 and the Magnetar SGR 0418+5729.
CCOs are supposed to be young, isolated, radio-quiet neutron stars lo-
cated to the geometrical centers of non-plerionic supernova remnants (SNRs)
with no counterparts at any other wavelength. RX J0822–4300 is the CCO
in the Puppis A SNR. We performed a very deep (130-ks) observation with
XMM–Newton, which allowed us to study in detail the phase-resolved proper-
ties of RXJ0822–4300. Our data confirm the existence of an emission line at
0.8 keV, best modelled as an emission line, only seen in the ‘soft’-phase interval
– when the cooler region is best aligned to the line of sight. Surprisingly, we
detect an evident variation in the emission line component, which can be mod-
elled as a decrease in the central energy from ∼ 0.80 keV in 2001 to ∼ 0.73 keV
in 2009–10. The line could be generated via cyclotron scattering of thermal
photons in an optically-thin layer of gas, or, alternatively, it could originate in
low-rate accretion by a debris disc. In any case, a variation in energy, pointing
to a variation of the magnetic field in the line-emitting region, cannot be easily
accounted for.
A magnetar is a type of neutron star with a relatively slow spin rate and
an extremely powerful magnetic field (1012–1015 Gauss), the decay of which
generates occasional large blasts of X-rays. Our long-term X-ray monitoring
of the outburst decay of the low magnetic field magnetar SGR 0418+5729
267
D. Study of two peculiar X-ray galactic objects
from the discovery of the source in 2009 June up to 2012 August allowed us
to obtain the first measurement of the period derivative of SGR 0418+5729:
P˙ = 4(1)× 10−15 s s−1, significant at a ∼ 3.5σ confidence level. This leads to
a surface dipolar magnetic field of Bdip ' 6 × 1012 Gauss. This measurement
confirms SGR 0418+5729 as the lowest magnetic field magnetar. Following
the flux and spectral evolution from the beginning of the outburst up to ∼
1200 days, we observe a gradual cooling of the tiny hot spot responsible for
the X-ray emission, from a temperature of ∼ 0.9 to 0.3 keV. Simultaneously,
the X-ray flux decreased by about three orders of magnitude: from about 1.4×
10−11 to 1.2 × 10−14 erg s1 cm−2. By modeling the magneto-thermal secular
evolution of SGR 0418+5729, we infer a realistic age of∼ 550 kyr, and a dipolar
magnetic field at birth of ∼ 1014 Gauss. The outburst characteristics suggest
the presence of a thin twisted bundle with a small heated spot at its base.
The bundle untwisted in the first few months following the outburst, while the
hot spot decreases in temperature and size. We estimate the outburst rate
of low magnetic field magnetars to be about one per year per galaxy, and we
briefly discuss the consequences of such a result in several other astrophysical
contexts.
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ABSTRACT
RX J0822−4300 is the central compact object associated with the Puppis A supernova remnant.
Previous X-ray observations suggested RX J0822−4300 to be a young neutron star with a weak
dipole field and a peculiar surface temperature distribution dominated by two antipodal spots
with different temperatures and sizes. An emission line at 0.8 keV was also detected. We
performed a very deep (130-ks) observation with XMM–Newton, which allowed us to study in
detail the phase-resolved properties of RX J0822−4300. Our new data confirm the existence
of a narrow spectral feature, best modelled as an emission line, only seen in the ‘soft’-phase
interval – when the cooler region is best aligned to the line of sight. Surprisingly, comparison
of our recent observations to the older ones yields evidence for a variation in the emission-
line component, which can be modelled as a decrease in the central energy from ∼0.80 keV
in 2001 to ∼0.73 keV in 2009–10. The line could be generated via cyclotron scattering of
thermal photons in an optically-thin layer of gas, or, alternatively, it could originate in low-rate
accretion by a debris disc. In any case, a variation in energy, pointing to a variation of the
magnetic field in the line-emitting region, cannot be easily accounted for.
Key words: stars: neutron – pulsars: general – X-rays: individual: RX J0822−4300.
1 IN T RO D U C T I O N
Central compact objects (CCOs) in supernova remnants (SNRs) are
a handful of about 10 point-like, thermally emitting X-ray sources
located close to the geometrical centres of non-plerionic SNRs, with
no counterparts at any other wavelength. CCOs are supposed to be
young, isolated, radio-quiet neutron stars (see De Luca 2008, for a
review).
While the first discovered CCO (the one in the RCW103 SNR)
turned out to be a unique object (De Luca et al. 2006), results of
X-ray timing on a subsample of sources with fast periodicities have
recently set very useful constraints for a general picture of CCOs
as a class. Analysis of multi-epoch XMM–Newton and Chandra ob-
E-mail: deluca@iasf-milano.inaf.it
servations of 1E 1207.4−5209 inside G296.5+10.0 and of CXOU
J185238.6+004020 at the centre of Kes 79 (P = 424 and 105 ms,
respectively) yielded unambiguous evidence for very small period
derivatives (Halpern & Gotthelf 2010, 2011). This implies, under
standard rotating dipole assumptions, characteristic ages exceeding
the age of the host SNRs by more than three orders of magnitude,
as well as very small (.1011 G) dipole magnetic fields. This points
to an interpretation of such sources as ‘anti-magnetars’ – weakly
magnetized isolated neutron stars – born with a spin period almost
identical to the currently observed one.
Such a picture has been recently strengthened by the discovery
of 112-ms pulsations from RX J0822−4300, the CCO in the Puppis
A SNR (Gotthelf & Halpern 2009), in two archival XMM–Newton
data sets collected in 2001, previously used by Hui & Becker (2006)
for a comprehensive spectral analysis of the neutron star and of the
surrounding SNR. Gotthelf, Perna & Halpern (2010), using a 2010
C© 2012 The Authors
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Chandra observation, set a 2σ upper limit of 3.5 × 10−16 s s−1
to the period derivative, corresponding to a dipole magnetic field
B < 2 × 1011 G, and to a characteristic age τ c > 5 Myr, much larger
than the age of the host SNR (3.7 kyr, Winkler et al. 1988). Thus,
RX J0822−4300 can be included in the antimagnetar family.
The X-ray emission properties of RX J0822−4300 are very pe-
culiar. Gotthelf & Halpern (2009) report on a 180◦ shift in the phase
of the pulse peaks occurring abruptly at ∼1.2 keV. This has been
interpreted as due to the existence of two antipodal spots on the
star surface, with two different temperatures (‘warm’ and ‘hot’) –
indeed seen in the emission spectrum as two different blackbody
components. The star rotation bringing into view or hiding such
regions makes the observed spectrum to change from a soft phase
(maximum alignment of the warm spot with the line of sight) to a
hard phase (maximum alignment of the hot spot). Even more in-
triguing, Gotthelf & Halpern (2009) report on the evidence for an
emission line at ∼0.8 keV, possibly associated with the warm spot.
Here we report on a very deep XMM–Newton observation of
RX J0822−4300, performed in 2009 and 2010, which allows us to
study in detail the phase-resolved emission properties of the neutron
star and to check for any time-variability.
2 O B S E RVAT I O N S A N D DATA R E D U C T I O N
Our study is based on a very deep (∼130 ks) observation with
XMM–Newton, originally scheduled to fit into a single satellite orbit
(revolution number 1836), started on 2009 December 17. However,
the launch of the Helios 2B spacecraft required support from XMM–
Newton ground stations, which resulted in an ∼50 ks data gap in the
middle of the orbit. The observation was completed on 2010 April
5. We also included in our study the two archival, shorter data sets,
obtained on 2001 April 15 (∼29 ks) and 2001 November 8 (∼24 ks),
used by Gotthelf & Halpern (2009) in their previous investigations.
A summary of the observations is reported in Table 1.
We focus on data obtained by the pn detector (Stru¨der et al. 2001)
of the European Photon Imaging Camera (EPIC). The detector was
operated in the small-window mode (time-resolution of 5.7 ms, field
of view of 4.3 × 4.3 arcmin2). The thin optical filter was used in
all observations. EPIC/pn observation data files were processed
with the XMM–Newton SAS v11 (Science Analysis Software) using
standard pipelines.
3 TIMING A NA LY SIS
For our timing analysis, we selected the pn source events from a
circular region of 30 arcsec radius, including only 1- and 2-pixel
Table 1. Journal of the XMM–Newton observations.
Data set Observation ID Datea Durationb Pulse periodc
(MJD TBD) (ks) (ms)
A 0113020101 52014.471 25.1 112.799 42(5)d
B 0113020301 52221.898 23.0 112.799 44(4)d
C 55183.064 41.90606280101e 112.799 453(2)D 55184.065 43.0
E 0606280201 55291.622 42.2 112.799 45(1)
aMid-point of the observation.
bTime between the first and last events.
c1σ errors in the last digit are quoted in parentheses.
dGotthelf & Halpern (2009).
eThis observation was broken into two segments (see text).
events (PATTERN 0 to 4) with the default flag mask. Photon arrival
times were converted to the Solar system barycentre TBD time
using the Chandra position (Gotthelf & Halpern 2009).
Before the analysis presented in Gotthelf & Halpern (2009), the
pulsations in RX J0822−4300 eluded detection for many years, be-
cause of a phase shift of about half a cycle between the nearly sinu-
soidal profiles in the soft (<1.2 keV) and hard bands. By computing
Z21 periodograms (Buccheri et al. 1983), we found that the energy
bands that maximize the pulsed signal are 0.46–1.17 and 1.25–
5.12 keV. The resulting soft and hard pulse profiles of the individual
XMM–Newton observations (Table 1) were cross-correlated, shifted
and summed to create two distinct pulse profile templates. Owing
to the higher signal-to-noise ratio of the 1.25–5.12 keV profiles, we
carried out the analysis in the hard band, but we checked that the
results are fully consistent with those obtained in the soft band. The
hard pulse profiles from temporal segments of the XMM–Newton
observations were cross-correlated with the template to determine
times of arrival at each epoch. By means of a phase-fitting analy-
sis (e.g. Dall’Osso et al. 2003), we measured the periods given in
Table 1 (we also confirm the measurements by Gotthelf & Halpern
2009 for observations A and B).
We attempted to obtain a full phase-connected timing solution
(i.e. a solution that accounts for all the spin cycles of the pulsar)
for the longest possible time. Unfortunately, it was not possible to
univocally phase-connect the solution found for the two adjacent
data sets C and D to other observations (the uncertainty on the
phase – propagated along the large time-span to other observations
– largely exceeds 1 cycle).
A linear fit of the periods in Table 1 gives for the period
derivative (9 ± 12) × 10−17 s s−1, which translates into 3σ lim-
its −2.7 × 10−16 < ˙P < 4.5 × 10−16 s s−1 (in agreement with
the limits recently published in Gotthelf et al. 2010). The period
derivative at the Solar system barycentre results from the intrinsic
pulsar spin-up/spin-down plus the contributions due to any external
gravitational field and the pulsar proper motion (e.g. Phinney 1992).
In the case of RX J0822−4300, for an assumed distance of 2.2 kpc
(Reynoso et al. 1995), the Galactic contribution is negative and neg-
ligible (∼−2 × 10−20 s s−1) and that produced by the proper motion
(165 ± 25 mas yr−1; Winkler & Petre 2007) is 1.6+0.6−0.4 ×10−17 s s−1.
While the total (Galactic + proper motion) contribution does not
impact significantly the current limits on the ˙P of RX J0822−4300,
we note that it is larger than the period derivative measured for the
CCO in Kes 79 (∼8.7 × 10−18 s s−1; Halpern & Gotthelf 2010).
The phase of the pulse peak is energy-dependent (see Fig. 1),
with an offset of 0.44 ± 0.02 between the profiles seen at lower
(E < 1.17 keV) and higher energy (E > 1.25 keV), the transition
occurring quite abruptly at ∼1.2 keV, consistent with the findings of
Gotthelf & Halpern (2009). As shown in Fig. 2, the pulsed fraction
(PF) decreases from ∼15 per cent in the 0.4–0.6 keV energy range
to <2 per cent in the 1.1–1.3 keV range, then grows again to ∼15 per
cent at E > 2 keV, in good agreement with the model by Gotthelf
et al. (2010).
4 PHA SE -R ESO LV ED SPEC TRO SCO PY
Thorough phase-integrated spectroscopy of RX J0822−4300 has
been published by Hui & Becker (2006). We will focus here on
phase-resolved spectroscopy.
RX J0822−4300 lies in a very complex environment, which
makes background subtraction a critical task. Using phase-
integrated data, we evaluated an optimal selection of source events
by maximizing the signal-to-noise ratio in the 0.3–10 keV range as
C© 2012 The Authors, MNRAS 421, L72–L76
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Figure 1. Background-subtracted folded light curves for RX J0822–4300
in the soft energy range (0.46–1.17 keV, upper panel) and in the hard energy
range (1.25–5.12 keV, middle panel). The lower panel shows the hardness
ratio (hard to soft), normalized to its average value. Phase intervals used for
phase-resolved spectroscopy are also marked.
Figure 2. Energy dependence of PF. The PF was evaluated in overlapping
0.2 keV energy bins, incremented in 0.1 keV steps, as the ratio between
the number of counts above the minimum and the total number of counts.
Background has been subtracted. A clear trend is apparent, with a minimum
in the 1.1–1.3 keV energy range.
a function of source extraction radius. The best choice turned out
to be a circle of radius 17.5 arcsec centred at the Chandra position.
We extracted the background spectrum from an annular region with
radii of 28 and 35 arcsec centred on the source. Different sources
and/or background regions yield consistent results within ∼2σ .
We aligned the photon phases for each observation by cross-
correlating the pulse profiles (see Section 3). We generated a com-
bined event list for first-epoch observations (i.e. data collected in
2001 and used by Gotthelf & Halpern 2009) and one for second-
epoch observations (i.e. our new data, collected in 2009–10), in
view of the large intercurring time-span. We extracted four phase-
resolved spectra from both first-epoch and second-epoch data, based
on the intervals marked as ‘Hard phase’, ‘Soft phase’, ‘Hardening’
and ‘Softening’ in Fig. 1. Phase-resolved spectra were rebinned
with at least 100 counts per bin and so that the energy resolution
was not oversampled by more than a factor of 3. Response matrices
and effective area files for each epoch were generated by combin-
ing (weighted by exposure time) the corresponding files generated
using the SAS tools RMFGEN and ARFGEN. Spectral modelling
was performed with the XSPEC v12.6.0 package in the 0.3–4.0 keV
Figure 3. Residuals (in counts s−1) of two-blackbody fits to the soft-phase
spectra (see Fig. 1). A structure in the 0.6–0.9 keV range is seen in both
epochs, although with different shape and intensity.
energy range. To account for the effects of interstellar absorption,
we used the tbabs model in XSPEC, with the abundances by Wilms,
Allen & McCray (2000). We quote errors at 90 per cent confidence
level for a single interesting parameter, unless otherwise specified.
First, we repeated the exercise performed by Gotthelf & Halpern
(2009), fitting a double-blackbody model to our data. A simultane-
ous fit to the four phase-resolved spectra was performed for each
epoch. The blackbody normalizations were allowed to vary as a
function of phase, while the temperatures and NH were held fixed
in order to constrain a single value for all phase ranges. This model
yields a reduced χ2 of 1.20 for 298 degrees of freedom (d.o.f.) and of
1.23 for 389 d.o.f for the first- and second-epoch data, respectively.
Although modulation of the emitting radii accounts for the bulk of
the spectral variation, structured residuals in the 0.6–0.9 keV range
are apparent in the soft phase both in the 2001 data set (as already
reported by Gotthelf & Halpern 2009) and in our deeper 2009–10
data set, which confirms the existence of a phase-dependent spectral
feature.
Very interestingly, while the phase-resolved best-fitting parame-
ters do not change as a function of epoch – they can be linked in
a simultaneous two-epoch fit (more details below) – the deviation
from the continuum in the soft phase has a somewhat different shape
in 2001 with respect to 2009–10 (see Fig. 3), suggesting a possible
time-variability of the spectral feature.
Indeed, such variation is fully apparent when plotting together
the two soft-phase spectra (see Fig. 4). To quantify the significance
of the spectral change in a model-independent way, we compared
the distributions of the source events’ energies observed in the
two epochs using the Kolmogorov–Smirnov test. The probability
of a statistical fluctuation producing the apparent difference in the
energy range where the feature is seen (∼0.6–0.9 keV) turned out
to be 3 × 10−6.
As a second step, in order to model the feature, we focused on
the two soft-phase spectra. Following Gotthelf & Halpern (2009),
we added a Gaussian emission line to the two-blackbody model.
Indeed, this yields a much better fit with no structured residuals
in the 0.6–0.9 keV range. As expected, the line component varies
as a function of time, its central energy being higher in the first
epoch (∼0.80 keV) than in the second epoch (∼0.73 keV). The sig-
nificance of such line components was studied by calibrating the F-
statistics using simulations of the null model (the double-blackbody
C© 2012 The Authors, MNRAS 421, L72–L76
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Figure 4. Upper panel: soft-phase spectra for the two epochs. First epoch:
blue. Second epoch: green. The variation in the 0.6–0.9 keV range is ap-
parent. The best-fitting model, two blackbody components and a variable
Gaussian emission line, is superimposed. The line component at both epochs
is also shown. The continuum components do not change as a function of
time. Lower panel: residuals to the best-fitting model. The model yields a
very good description of the two spectra (χ2ν = 1.02, 154 d.o.f.).
model) as suggested by Protassov et al. (2002). Each epoch was
studied individually. Running 104 Monte Carlo simulations, we es-
timated that the significance of the line is greater than 99.99 per
cent in the second-epoch spectrum, and greater than 99.97 per cent
in the first-epoch spectrum. Performing a simultaneous fit to the
two spectra, the two-blackbody plus emission-line model yields a
reduced χ2 of 1.17 (155 d.o.f.) when all parameters (both contin-
uum and line) are linked, while by allowing the line central energy
to vary between the first and second epochs, the fit improves to a
reduced χ2 of 1.02 (154 d.o.f.) (see Fig. 4). The chance occurrence
probability of such an improvement is ∼3 × 10−6, as evaluated by
an F-test. Such a result is confirmed by Monte Carlo simulations:
assuming the best-fitting model of second-epoch data, a line cen-
troid as observed in first-epoch data could be obtained by chance
with a probability as low as ∼5 × 10−6. The fit does not improve
significantly by allowing further line parameters to vary. There is
no evidence for any variation in the continuum parameters between
the two epochs.
We also tried to model the two soft-phase spectra using variable
absorption features. Adding a single Gaussian absorption line (gabs
in XSPEC) at a higher energy than the one required by the emission-
line model (∼1.00 and ∼0.89 keV in the first and second epochs,
respectively) yields a much worse fit than the emission-line model
(reduced χ2 of 1.20 for 154 d.o.f.). Adding two lines at ∼0.97 and
∼0.63 keV in the first epoch and at ∼0.88 and ∼0.55 keV in the
second epoch still yields a remarkably worse description of the data
(reduced χ2 = 1.15 for 150 d.o.f.). As a further test, we tried low-
B neutron star atmosphere models for the continuum (nsa, Zavlin,
Pavlov & Shibanov 1996; nsatmos, Heinke et al. 2006). As for
the blackbody case, two components with different temperatures
are needed. Addition of a variable Gaussian emission line is still
favoured (χ2 = 1.05 for 154 d.o.f.) with respect to a single variable
absorption line, as well as to two variable absorption lines (χ2 =
1.23 for 150 d.o.f. for the latter model).
Then, the whole analysis was repeated for the other phase inter-
vals (hard, softening and hardening). No significant improvement in
the fit was obtained by adding an emission line to the two-blackbody
model (the same is true using absorption features). We assessed that,
in each phase interval, the continuum did not change as a function
of epoch and that there are no systematic variations between the
first and second epochs in the 0.5–1 keV energy range (such results
indicate that the long-term variability of the feature cannot have an
instrumental origin).
As a final step, we performed a simultaneous fit to all the
spectra based on the results described above. We used the two-
blackbody plus emission-line model. The blackbody normalizations
are phase-dependent, but not epoch-dependent; the line normaliza-
tion is phase-dependent and its central energy is epoch-dependent.
This yields a reduced χ2 = 1.13 for 691 d.o.f. In such models, NH
is (5.0 ± 0.1) × 1021 cm−2, the warm blackbody has a temperature
kTW = 265 ± 15 eV and a radius ranging from 2.27 km (soft phase)
to 2.04 km (hard phase), and the hot blackbody has a temperature
kTH = 455 ± 20 eV and a radius ranging from 0.53 km (soft phase)
to 0.65 km (hard phase). The line component is narrow (σ < 40 eV).
In 2001, the line energy is 0.80 ± 0.01 keV and the equivalent width
(EW) ranges from ∼53 eV in the soft phase to <10–15 eV in other
intervals (where the line is not significant). In 2009–10, the line en-
ergy is 0.73+0.01−0.02 keV and the EW ranges from ∼45 eV (soft phase)
to <12–18 eV in other intervals. The unabsorbed flux of the line
between 0.3 and 10 keV is ∼3 per cent of the flux of the continuum
in the same energy range.
5 D ISC USSIO N
Our multi-epoch XMM–Newton analysis shows a phase-dependent,
time-variable spectral feature, best modelled as an emission line
with a variable central energy, in the X-ray spectrum of the ‘anti-
magnetar’ candidate RX J0822−4300.
To put such a peculiar result in context, we first note that our
observations confirm the picture of RX J0822−4300 as a weakly
magnetized neutron star. Indeed, we improved the upper limit on ˙P ,
bringing the dipole component of the magnetic field down to <2.3 ×
1011 G at 3σ level. Based on larger statistics, we also confirm the
geometric model by Gotthelf et al. (2010), explaining the phase-
resolved thermal emission with two antipodal spots of different
temperature (compare e.g. our Fig. 2 to their fig. 6). Lack of any
measurable time-variation in the continuum properties suggests that
the warm and hot regions are intrinsic, persistent features in the
thermal map of the star. To explain such a large surface anisotropy
for RX J0822−4300 (and for CCOs in general), we may consider
that a large difference in intensity could exist between the internal
and the external magnetic fields of the neutron star, as proposed by
Turolla et al. (2011) to explain the properties of the low magnetic
field soft gamma repeater SGR 0418+5729 (Rea et al. 2010). In our
case, an internal (toroidal + poloidal) field of a few 1013 G would
be large enough to effectively channel the heat flux from the core
(Geppert, Ku¨ker & Page 2004, 2006), but would not induce crustal
fractures with consequent magnetar-like bursting activity.
The most natural interpretation of the variable emission line is
that of a cyclotron feature produced by electrons. If its central
energy is associated with the fundamental e− cyclotron frequency,
the magnetic field in the line-emitting region would be (6–7) ×
1010(1 + z) G (where z ∼ 0.25 is the gravitational redshift). This
is quite compatible with the upper limit from the spin-down rate.
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The line is very narrow (σ ≤ 40 eV). If it is a cyclotron line, then
E/E = B/B and the relative variation of B over the emitting
region (conservatively) needs to be ≤10 per cent. Thus, the line
should be produced in a very compact region. A variation of the
central energy of the feature would require a change either in the
position of the emitting plasma within a non-variable magnetic field,
or in the intensity of the magnetic field itself. Lack of changes in
the phase-resolved continuum emission rules out simpler, purely
geometric explanations such as precession of the neutron star.
To explain the generation of an emission line in the spectrum
of an isolated neutron star, the possibility of cyclotron scattering
of surface thermal photons by a geometrically-thin, optically-thin
layer of plasma could be considered. However, under simple as-
sumptions (emission from the entire star surface; plane-parallel
geometry; pure, conservative scattering), a scattering layer would
produce an absorption line. One might invoke a spatially limited
scattering medium, possibly some distance away from the star sur-
face. Photons coming from the part of the surface not covered by
the layer could be scattered along the line of sight giving rise to
an emission feature. The value of B derived from the line energy is
somehow smaller than the upper limit on the surface field, so the line
could indeed form at some height in the magnetosphere. A confined
medium seems also to be required by the results of phase-resolved
spectroscopy which shows that the emission line is seen mostly
when the cooler spot is into view. Still, such a picture seems rather
contrived, since the nature of the layer and the mechanism keeping
the plasma suspended and confined in a compact blob remains to
be understood.
To ease the problem, an energy source unrelated to the surface
thermal emission should be invoked to excite e− to higher Lan-
dau levels in the line-emitting region. Indeed, Nelson, Salpeter &
Wasserman (1993) predicted that for neutron stars accreting at a
low rate (Laccr < 1034 erg s−1), and endowed with magnetic fields of
1011–1013 G, accreting ions may lose energy to atmospheric elec-
trons via magnetic Coulomb collisions. Electrons, excited to high
Landau levels, radiatively decay and part of the cyclotron photons
are expected to escape producing an emission line. According to
Nelson et al. (1993), at B < 1012 G, the fraction of the accretion-
powered flux escaping in the line is expected to be very small
(5 per cent), the largest part being reprocessed and emitted in a
thermal continuum. Thus, one should postulate that the bulk of the
X-ray luminosity of RX J0822−4300 is accretion powered, at vari-
ance with observations. It would require an accretion rate of ∼2 ×
1013 g s−1 implying – under standard relations for propeller spin-
down (Menou et al. 1999) – a ˙P value more than 10 times larger
than our upper limit. Although the model by Nelson et al. (1993)
does not fit to our case, low-level accretion of supernova fallback
material (which cannot be ruled out, based on X-ray timing, as well
as on the optical upper limits set by Mignani et al. 2009) could play
some role in generating an emission line in a low-B atmosphere. A
detailed investigation of such possibility is beyond the scope of this
Letter.
We will not go into further speculations about the line-emitting
mechanism. We stress that the evidence for time-evolution of the
spectral feature is model-independent and represents to date the
first evidence for variability in an ‘antimagnetar’ candidate. Likely,
such ‘activity’ is related to a variation in the magnetic field of the
star. An ∼10 per cent decrease in ∼8 yr seems vastly too steep to be
attributed to the large-scale dipole field. Possibly, we are witnessing
evolution of a localized multipole component, dominating close to
the star surface. This would hint at the presence of a large internal
field, as proposed to explain the anisotropic thermal map of the
star. Precise X-ray timing, assessing the ˙P and measuring the star
dipole field will add a crucial piece of information. Coupled with
further sensitive phase-resolved spectroscopy to monitor spectral
variability, this could help to solve the puzzles set by our results
on RX J0822−4300 which would have important implications for
the understanding of the nature of CCOs and of their relations with
other families of neutron stars.
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ABSTRACT
We report on the long-term X-ray monitoring of the outburst decay of the low magnetic field magnetar
SGR 0418+5729 using all the available X-ray data obtained with RXTE, Swift, Chandra, and XMM-Newton
observations from the discovery of the source in 2009 June up to 2012 August. The timing analysis allowed us to
obtain the first measurement of the period derivative of SGR 0418+5729: P˙ = 4(1) × 10−15 s s−1, significant at
a ∼3.5σ confidence level. This leads to a surface dipolar magnetic field of Bdip  6 × 1012 G. This measurement
confirms SGR 0418+5729 as the lowest magnetic field magnetar. Following the flux and spectral evolution from
the beginning of the outburst up to ∼1200 days, we observe a gradual cooling of the tiny hot spot responsible for
the X-ray emission, from a temperature of ∼0.9 to 0.3 keV. Simultaneously, the X-ray flux decreased by about
three orders of magnitude: from about 1.4 × 10−11 to 1.2 × 10−14 erg s−1 cm−2. Deep radio, millimeter, optical,
and gamma-ray observations did not detect the source counterpart, implying stringent limits on its multi-band
emission, as well as constraints on the presence of a fossil disk. By modeling the magneto-thermal secular evolution
of SGR 0418+5729, we infer a realistic age of ∼550 kyr, and a dipolar magnetic field at birth of ∼1014 G. The
outburst characteristics suggest the presence of a thin twisted bundle with a small heated spot at its base. The bundle
untwisted in the first few months following the outburst, while the hot spot decreases in temperature and size. We
estimate the outburst rate of low magnetic field magnetars to be about one per year per galaxy, and we briefly
discuss the consequences of such a result in several other astrophysical contexts.
Key words: stars: individual (SGR 0418+5729) – stars: magnetic field – stars: neutron
Online-only material: color figures
1. INTRODUCTION
Neutron stars showing magnetar-like activity (comprising the
anomalous X-ray pulsars, soft gamma repeaters, and a high mag-
netic field pulsar) are a small group of X-ray pulsars (about 20
objects) with spin periods between 0.3–12 s, whose strong per-
sistent and/or flaring emission are hard to explain using the
common scenarios for rotation-powered pulsars or accreting
pulsars. In fact, the very strong X-ray emission of these ob-
jects (LX ∼ 1035 erg s−1) is too high and/or variable to be fed
by the rotational energy alone (as in the radio pulsars), and no
evidence for a companion star has been found, hence ruling
out accretion in a binary. Accretion from a fossil disk remnant
of the supernova explosion might be responsible for part of
the observational properties of these objects, but it fails to ex-
plain some of their characteristics, such as the flaring X-ray
activity. Their inferred magnetic fields, under the typical
assumption of magnetic dipolar losses alone, appear to be as
high as Bdip  3.2×1019
√
P P˙ ∼ 1014–1015 G (see Mereghetti
2008 for a review). These strong fields are believed to ei-
ther form via a dynamo action in a rapidly rotating proto-
neutron star (<3 ms; Thompson & Duncan 1995) or be fos-
sil field remnants of a highly magnetic massive star (∼1 kG;
Ferrario & Wickramasinghe 2006). Because of these high B
fields, the emission of “magnetars” is thought to be powered by
the decay and the instability of their strong fields (Duncan &
Thompson 1992; Thompson & Duncan 1993; Thompson et al.
2002). Their powerful X-ray output is usually well modeled
by thermal emission from the neutron star hot surface, repro-
cessed in a twisted magnetosphere through resonant cyclotron
scattering (Thompson et al. 2002; Nobili et al. 2008; Rea et al.
2008; Zane et al. 2009), a process favored under these extreme
magnetic conditions. On top of their persistent X-ray emis-
sion, magnetars emit very peculiar flares and outbursts on sev-
eral timescales, from fractions of a second to years reaching
very high, super-Eddington luminosities (1038–1046 erg s−1).
These flares are most probably caused by rearrangements of the
twisted magnetic field lines, either accompanied or triggered by
1
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fractures of the neutron-star crust (Thompson & Duncan 1995;
Perna & Pons 2011).
Transient events are a characteristic signature of magnetar
emission, and are one of the main ways to discover new sources
of this class and study its physics. From the discovery of the first
transient less than a decade ago, we now count about a dozen
outbursts, which increased the number of known magnetars by
a third in six years (see Rea & Esposito 2011; Rea 2013 for
recent reviews). Magnetar outbursts might involve their multi-
band emission resulting in an increased activity from the radio to
hard X-ray, usually with a soft X-ray flux increase of a factor of
10–1000 with respect to the quiescent level. An associated X-ray
spectral evolution is often observed, with a spectral softening
during the outburst decay (Rea et al. 2009). The flux decay
timescale varies substantially from source to source, ranging
from a few weeks to several years (Rea & Esposito 2011; Pons
& Rea 2012).
The extensive follow-up of magnetars undergoing an outburst
yielded the most unexpected discovery of recent years in the
magnetar field. Prompted by the detection of typical magnetar-
like bursts and a powerful outburst, a new transient magnetar
with a spin period of ∼9 s was discovered in 2009, namely
SGR 0418+5729 (van der Horst et al. 2010; Esposito et al.
2010). However, after more than two years of extensive moni-
toring, no period derivative was detected. This led to an upper
limit on the source surface dipolar field of Bdip < 7.5 × 1012 G
(Rea et al. 2010). For the first time, we detected a magnetar
with a low dipolar magnetic field, showing that a critical mag-
netic field is not necessary for a neutron star in order to display
magnetar-like activity. In turn, this means that many seemingly
normal pulsars could turn out to be magnetars at anytime (this
was supported by the discovery of a second low-B magnetar
following soon after that of the first; Rea et al. 2012; Scholz
et al. 2012). After the discovery of this low dipolar magnetic
field soft gamma repeater, several models were put forward to
explain its puzzling emission. They involve the possible pres-
ence of a fallback disk slowing down the pulsar up to the current
spin period (Alpar et al. 2011), a tiny inclination angle between
the magnetic and rotational axis resulting in a higher inferred
magnetic field (Tong & Xu 2012), a pulsar with a strongly mag-
netized core (Soni 2012), an old quark nova (Ouyed et al. 2011),
or a massive highly magnetized, rotating white dwarf (Malheiro
et al. 2012). In Rea et al. (2010) and Turolla et al. (2011), we
suggested that a non-dipolar component of the field, larger than
the measured dipolar one, can be responsible for the behavior
of this magnetar, if it has a relatively old age (1 Myr).
In this paper we present the complete study of the outburst
of the low dipolar magnetic field magnetar SGR 0418+5729,
from the first outburst phases until about three years after its on-
set. This long-term monitoring campaign using several X-ray
satellites, allowed us to estimate SGR 0418+5729’s period
derivative, and follow the cooling of its surface temperature
during the outburst decay up to the (probable) quiescent level.
Furthermore, we inferred limits on its emission in the radio,
millimeter, optical, and gamma-ray bands. We discuss our find-
ings in terms of the magneto-thermal history of this magnetar,
discuss the current limits on the presence of a fossil disk, and
present some discussion on the broader consequences of the
discovery of low magnetic field magnetars.
2. X-RAY OBSERVATIONS AND DATA REDUCTION
In this study, we used data obtained from several different
satellites (see Table 1 and Figure 1 for a summary). We describe
below the observations and data analysis. Parts of the data we
used in this paper were already published by van der Horst et al.
(2010), Esposito et al. (2010), and Rea et al. (2010).
2.1. Swift Data
The X-Ray Telescope (XRT; Burrows et al. 2005) on board
Swift uses a front-illuminated CCD detector sensitive to photons
between 0.2 and 10 keV. Two main readout modes are available:
photon counting (PC) and windowed timing (WT). PC mode
provides two-dimensional imaging information and a 2.5073 s
time resolution; in WT mode only one-dimensional imaging is
preserved, achieving a time resolution of 1.766 ms. The XRT
data were uniformly processed withxrtpipeline (version 12,
in the heasoft software package version 6.11), and filtered and
screened with standard criteria, correcting for effective area,
dead columns, etc. The source counts were extracted within a
20 pixel radius (one XRT pixel corresponds to about 2.′′36). For
the spectroscopy, we used the spectral redistribution matrices
in caldb (20091130; matrices version v013 and v014 for the PC
and WT data, respectively), while the ancillary response files
were generated with xrtmkarf, and they account for different
extraction regions, vignetting, and point-spread function (PSF)
corrections.
2.2. RXTE Data
The Proportional Counter Array (PCA; Jahoda et al. 1996)
on board RXTE consists of five collimated xenon/methane
multi-anode Proportional Counter Units (PCUs) operating in
the 2–60 keV energy range. Raw data were reduced using the
ftools package (version 6.11). To study the timing properties of
SGR 0418+5729, we restricted our analysis to the data in Good
Xenon mode, with a time resolution of 1 μs and 256 energy bins.
The event-mode data were extracted in the 2–10 keV energy
range from all active detectors (in a given observation) and all
layers, and binned into light curves of 0.1 s resolution. We use
here 46 RXTE/PCA observations of SGR 0418+5729, spanning
the first six months of the outburst, until the source flux decayed
below the instrument detection level. The total 194.2 ks exposure
time is divided in observations of 0.6 to 13.6 ks exposure each.
See Esposito et al. (2010) for further details on the Swift and
RXTE observations.
2.3. Chandra Data
The Chandra X-Ray Observatory monitored SGR 0418+5729
five times during the past three years. The first observation was
with the High Resolution Imaging Camera (HRC-I; Zombeck
et al. 1995) and the following four observations were with the
Advanced CCD Imaging Spectrometer (ACIS-S; Garmire et al.
2003). Data were analyzed using standard cleaning procedures17
and CIAO version 4.4. The HRC-I camera does not have a
sufficient spectral resolution, and it was used only for the timing
analysis; it has a timing resolution of ∼16 μs. All ACIS-S
observations were performed in VERY FAINT mode, with only
the S7 CCD on, resulting in a timing resolution of 0.44 s. Photons
were extracted from a circular region with a radius of 3′′ around
the source position, including more than 90% of the source
photons, and background was extracted from a similar region
far from the source position.
17 http://asc.harvard.edu/ciao/threads/index.html
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Table 1
Journal of All the X-Ray Observations of SGR 0418+5729
Instrument ObsID Starting Date Exp. Counts s−1 Fluxc kTBBd BB Norm.e
(ks) (keV)
RXTE/PCAa 94048 2009 06-11/11-24 194.2 . . . . . . . . .
Swift/XRT 00031422001 2009-07-08 20:48:01 2.9 0.229 ± 0.008 13.4 ± 1.0 0.88 ± 0.05 2.2 ± 0.2
Swift/XRT (PC) 00031422002 2009-07-09 00:04:01 10.6 0.245 ± 0.003 13.8 ± 0.7 0.94 ± 0.03 1.7 ± 0.1
Swift/XRT (PC) 00031422003 2009-07-10 00:15:01 5.6 0.179 ± 0.005 11.0 ± 0.7 0.95 ± 0.05 1.33 ± 0.13
Swift/XRT (WT) 00031422004 2009-07-12 00:27:01 7.1 0.218 ± 0.006 11.5 ± 0.7 0.91 ± 0.04 1.68 ± 0.14
Chandra/HRC-Ia 10168 2009-07-12 06:06:43 24.1 0.317 ± 0.005 . . . . . . . . .
Swift/XRT (WT) 00031422006 2009-07-15 00:48:39 7.7 0.252 ± 0.006 12.7 ± 1.0 0.93 ± 0.03 1.69 ± 0.12
Swift/XRT (WT) 00031422007 2009-07-16 00:53:01 16.4 0.217 ± 0.004 11.7 ± 0.8 0.93 ± 0.02 1.57 ± 0.08
XMM-Newton/EPIC∗ 0610000601 2009-08-12 21:09:12 67.1 1.281 ± 0.005 6.75 ± 0.07 0.897 ± 0.007 1.038 ± 0.018
Swift/XRT (PC) 00031422008 2009-09-20 21:09:00 9.4 0.066 ± 0.002 3.66 ± 0.30 0.82 ± 0.05 0.79 ± 0.09
Swift/XRT (PC) 00031422009 2009-09-22 00:43:00 7.6 0.072 ± 0.003 3.58 ± 0.40 0.82 ± 0.05 0.79 ± 0.11
Swift/XRT (PC) 00031422010 2009-11-08 00:36:01 15.1 0.043 ± 0.002 2.14 ± 0.20 0.82 ± 0.05 0.47 ± 0.05
Swift/XRT (PC) 00031422011b1 2010-01-14 08:06:01 3.6 0.019 ± 0.001b 1.05 ± 0.10 0.75 ± 0.07 0.32 ± 0.06
Swift/XRT (PC) 00031422012b1 2010-01-15 13:08:01 3.7 0.019 ± 0.001b ” ” ”
Swift/XRT (PC) 00031422013b1 2010-01-16 08:14:01 4.0 0.019 ± 0.001b ” ” ”
Swift/XRT (PC) 00031422014b1 2010-01-17 06:47:01 3.8 0.019 ± 0.001b ” ” ”
Swift/XRT (PC) 00031422015b2 2010-02-14 17:33:01 4.5 0.0172 ± 0.0008c 0.76 ± 0.11 0.74 ± 0.04 0.25 ± 0.03
Swift/XRT (PC) 00031422016b2 2010-02-15 17:37:01 4.5 0.0172 ± 0.0008c ” ” ”
Swift/XRT (PC) 00031422017b2 2010-02-16 01:38:01 4.6 0.0172 ± 0.0008c ” ” ”
Swift/XRT (PC) 00031422018b2 2010-02-17 09:49:01 4.6 0.0172 ± 0.0008c ” ” ”
Swift/XRT (PC) 00031422019b2 2010-02-18 16:14:01 3.9 0.0172 ± 0.0008c ” ” ”
Swift/XRT (PC) 00031422020b2 2010-02-19 00:23:01 3.2 0.0172 ± 0.0008c ” ” ”
Swift/XRT (PC) 00031422021b3 2010-07-09 06:50:01 3.6 0.0023 ± 0.0003d 0.10 ± 0.04 0.47 ± 0.13 0.23 ± 0.13
Swift/XRT (PC) 00031422022b3 2010-07-10 18:11:00 5.2 0.0023 ± 0.0003d ” ” ”
Swift/XRT (PC) 00031422023b3 2010-07-11 05:19:01 5.0 0.0023 ± 0.0003d ” ” ”
Swift/XRT (PC) 00031422024b3 2010-07-11 23:06:01 5.4 0.0023 ± 0.0003d ” ” ”
Swift/XRT (PC) 00031422025b3 2010-07-13 00:47:01 4.9 0.0023 ± 0.0003d ” ” ”
Chandra/ACIS-S 12312 2010-07-23 15:04:09 30.0 0.0017 ± 0.0008 0.13 ± 0.02 0.68 ± 0.04 0.061 ± 0.008
XMM-Newton/EPIC 0605852201 2010-09-24 01:54:56 34.2 0.0370 ± 0.0020 0.16 ± 0.02 0.69 ± 0.05 0.07 ± 0.01
Chandra/ACIS-S 13148 2010-11-29 05:59:57 30.0 0.0038 ± 0.0004 0.021 ± 0.002 0.38 ± 0.11 0.12 ± 0.06
XMM-Newton/EPIC 0672670201 2011-03-10 03:15:53 35.0 0.0071 ± 0.0007 0.015 ± 0.002 0.32 ± 0.05 0.21 ± 0.08
Chandra/ACIS-S 13235 2011-07-20 02:26:12 77.0 0.0033 ± 0.0002 0.015 ± 0.003 0.37 ± 0.04 0.11 ± 0.02
XMM-Newton/EPICb4 0672670401 2011-09-09 15:27:23 33.0 0.0071 ± 0.0006e 0.016 ± 0.002 0.28 ± 0.05 0.34 ± 0.13
XMM-Newton/EPICb4 0672670501 2011-09-11 21:47:41 48.5 0.0071 ± 0.0006e ” ” ”
Chandra/ACIS-S 13236 2011-11-26 11:48:02 75.0 0.0026 ± 0.0002 0.015 ± 0.002 0.35 ± 0.07 0.13 ± 0.05
XMM-Newton/EPIC∗ 0693100101 2012-08-25 14:18:08 78.2 0.0058 ± 0.0004 0.012 ± 0.001 0.32 ± 0.05 0.16 ± 0.05
Notes.
a The RXTE-PCA and the Chandra HRC-I were used only for the timing analysis.
b These observations were merged in the timing and spectral analysis to improve statistics.
c Absorbed flux in the 0.5–10 keV energy range, and in units of 10−12 erg s−1 cm−2. Errors in the table are at 90% confidence level.
d Fitted model is phabs*bbodyrad; NH= (1.15 ± 0.06) × 1021 cm−2 and χ2ν = 1.19 (for 940 dof).
e The BB radius in km is the square root of this BB normalization, times the distance in units of 10 kpc.
∗ See Section 3.1 for details on the modeling of these observations.
2.4. XMM-Newton Data
SGR 0418+5729 was observed six times with XMM-Newton
(Jansen et al. 2001). Data have been processed using SAS
version 12, and we have employed the most up-to-date cali-
bration files available at the time the reduction was performed
(2012 August). Standard data screening criteria are applied in
the extraction of scientific products. For our spectral analysis
we used only the EPIC-pn camera (Turner et al. 2001) which
provides the spectra with the best statistics, while the MOS cam-
eras (Stru¨der et al. 2001) were added in the timing analysis. The
EPIC-pn camera was set in Small Window (timing resolution of
6 ms) and Full Frame (73 ms) modes in the first two observations,
respectively, and in Large Window mode for all the following
ones (48 ms), with the source at the aim-point of the camera, and
the MOS cameras in Small Window mode (0.3 s). We extracted
the source photons from a circular region of 30′′ radius, and a
similar region was chosen for the background in the same
CCD. We restricted our spectral analysis to photons having
PATTERN6 4 and FLAG = 0 for the EPIC-pn data.
3. RESULTS OF THE X-RAY MONITORING
3.1. X-Ray Spectral Modeling
For the spectral analysis we used source and background
photons from the Swift, Chandra, and XMM-Newton observa-
tions extracted as described in the previous section (we also
checked our results using a larger extraction region for the
background spectra). The response matrices were built using
ad hoc bad-pixel files built for each observation. We used the
XSPEC package (version 12.4) for all fittings, and the phabs ab-
sorption model with the Anders & Grevesse (1989) abundances,
and the Balucinska-Church & McCammon (1992) photoelectric
3
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Figure 1. Left panel: evolution of the pulse phases with time (upper panel). The solid lines represent the timing solution without (linear) and with a P˙ component
(quadratic). The time residuals (lower panel) are relative to the quadratic fit. Right panel: pulsed fraction evolution in the 0.5–10 keV band for the Swift (red), Chandra
(green), and XMM-Newton (blue) observations.
(A color version of this figure is available in the online journal.)
cross-sections. We restricted our spectral modeling to the
0.7–10 keV energy band, excluding bad channels when needed.
The Swift spectra were binned in order to have at least 30 counts
per spectral bin. XMM-Newton spectra were grouped such to
have at least 100, 50, and 40 photons per bin in the first three
observations, respectively, and a minimum of 30 counts in the
subsequent observations. On the other hand, all Chandra spectra
have at least 25 counts per bin.
We started the spectral analysis by fitting all the spectra
together (see Table 1) with a single component model: an
absorbed blackbody or a power-law model. While the former
gave a good fit, a single power law could not reproduce all
the spectra at the same time. Fixing the absorption value to
be the same for all spectra, for a single blackbody model
(phabs*bbodyrad) we find an acceptable fit with NH =
(1.15 ± 0.06) × 1021 cm−2 and χ2ν = 1.19 (940 dof; errors
on the spectral parameters are all reported at 90% confidence
level). However, not unexpectedly, the best collected spectrum
(the first XMM-Newton observation on 2009-08-12; see Table 1)
gave bad residuals at lower and higher energies (see Figure 2,
left panel). We tried to model this observation alone, and indeed
a single absorbed blackbody or power-law components were not
reproducing this spectrum properly (χ2ν > 2). We then used a
composite model. Good fits were found using both an absorbed
blackbody plus a power law (phabs*(bbodyrad + power);
NH = (6.32 ± 0.04) × 1021 cm−2, kT = 0.91 ± 0.07 keV,
Γ = 2.82 ± 0.16, and χ2ν = 0.97 for 392 dof) and an absorbed
resonant cyclotron scattering model (RCS: Rea et al. 2007,
2008, or NTZ: Zane et al. 2009). Two blackbodies were also
producing acceptable reduced chi-square values (χ2ν = 1.01 for
392 dof) but with worse residuals at higher energies (this is
compatible with what was found in Esposito et al. 2011 and
Turolla et al. 2011). The parameters we found for the resonant
cyclotron scattering models are NH = (1.9 ± 0.3) × 1021 cm−2,
τ = 8.8 ± 1.2, β = 0.21 ± 0.08, and kT = 0.63 ± 0.11 keV
(χ2ν = 1.08 for 392 dof) for the RCS model; and NH =
(1.8 ± 0.2) × 1021 cm−2, Δφ = 1.9 ± 1.0, βbulk = 0.13 ± 0.05,
and kT = 0.88 ± 0.07 keV (χ2ν = 1.11 for 392 dof) for the
NTZ model.
We then continued our spectral modeling of all spectra
together by adding a further component only for this observation
(adding a further component for all spectra did not significantly
change the goodness of the fit; χ2ν = 1.13 (938 dof); see
Figure 2, middle and right panels). In Table 1 we report
the values of the single absorbed blackbody model (see also
Figure 2, left panel, and Figures 3 and 4), since when fitting
all the spectra by using a composite model only for the first
XMM-Newton observation, we find no change in the parameters
of the other spectra with respect to the single blackbody fit.
However, although a blackbody plus power-law model gives a
good fit when fitting the first XMM-Newton observation alone, it
is not so when fitting all data together. This is because the power-
law component produces an unrealistic NH increase, which
does not match the value required by all the other observations
modeled by a single blackbody. We then use one of the resonant
cyclotron scattering models, the RCS model, for the joint fit as
an empirical model for the first XMM-Newton observation.18
In addition to the joint spectral modeling, we also fitted all the
spectra individually. Beside the first XMM-Newton observation
discussed above, the last XMM-Newton observation, when fitted
alone with a single blackbody model, did not give a good chi-
square (χ2ν = 2.2 for 16 dof). Given the low number of counts in
the spectrum of this observation (∼400 background-subtracted
counts), this deviation from the blackbody model had only a
marginal effect on the joint fit. A better fit was found adding a
second blackbody (χ2ν = 1.2 for 14 dof) or (with a slightly worse
chi-square) a power-law component (χ2ν = 1.5 for 14 dof).
However, given the reduced number of counts collected in this
18 Note that both the RCS and NTZ models are built for higher surface dipolar
fields, hence the fact that they provide a very good fit to the data is probably
just an indication of the presence of some magnetospheric distortion. However,
no real physical information can be derived from the resulting magnetospheric
parameters. For the purpose of this work, we are mainly interested in the
surface thermal cooling of the source.
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Figure 2. Spectral modeling of all observations listed in Table 1. Left and middle panels: spectra and residuals for all observations (Swift (red), Chandra (green), and
XMM-Newton (blue)) fitted simultaneously with a single blackbody model (left) and using an RCS model only for the first XMM-Newton observation (center). Right
panel: unfolded spectrum relative to the modeling shown in the central panel.
(A color version of this figure is available in the online journal.)
observation, a detailed modeling of the quiescent spectrum
of SGR 0418+5729 will be possible only when more data is
accumulated.
We also tried to (1) model all the spectra with two blackbodies
leaving one of the blackbodies with a fixed area mimicking the
whole surface emission, and (2) fix one blackbody to the value
observed in the last observation (see Table 1) and leave the
second blackbody free to vary. In neither of those two cases
could we find any improvement in the modeling of the data.
Note that although a joint two blackbody model can fit the first
few observations (Turolla et al. 2011), this is no longer the
case when modeling together all the data collected in the entire
1200 day time span.
3.2. X-Ray Timing Analysis
All the Chandra and XMM-Newton event files collected
between 2010 November and 2012 August were used in order
to extend the coherent timing solution we derived in Rea
et al. (2010): P = 9.07838827(4) s 90% c.l., and 3σ first
period derivative upper limit of |P˙ | < 6.0 × 10−15 s s−1 at
epoch 54993.0 MJD. Photon arrival times were corrected to the
barycenter of the solar system.19 Timing analysis was carried out
by means of a phase-fitting technique (details on this technique
are given in Dall’Osso et al. 2003; see also Esposito et al. 2010
for further details on this source). Given the intrinsic variability
of the pulse shape as a function of time (see Figure 6), we
inferred the phase of the modulation by fitting the average pulse
shape of each observation with a number of harmonics, the exact
number of which is variable and determined by requesting that
the inclusion of any higher harmonic is statistically significant
(by means of an F test). All data reported in Table 1 were
folded using a reference period 9.07838880562798 s at epoch
54993 MJD, and fitted with one or more harmonics. In Figure 1
we plot the phases at which the fundamental sine function is
equal to zero in its ascending part (positive derivative).
The fit of the resulting pulse phases with a linear component
gives a reduced χ2r ∼ 3.2 for 26 degrees of freedom (dof
hereafter). The inclusion of a quadratic term, corresponding to
a first period derivative component, was found to be significant
at a confidence level of 3.5σ (by means of an F test). The
resulting best-fit solution corresponds to P = 9.07838822(5) s
19 We have corrected the arrival times of the last XMM-Newton observation
for the 2012 June 30 leap second (see http://xmm.esa.int/sas/current/watchout/
12.0.0/leapsec_2012.shtml for further details).
(1σ c.l., two parameters of interest; epoch 54993.0 MJD) and
P˙ = 4(1) × 10−15 s s−1 with a reduced χ2r ∼ 2.1 (for 25
dof; see also Figure 1). The new timing solution implies an
rms variability of only 0.2 s. As depicted above, the time
evolution of the phase can be described by a relation of the
form φ = φ0 + 2π (t − t0)/P − π (t − t0)2P˙ /P 2.
To further assess the significance of the quadratic component,
reflecting the period derivative, we performed detailed Monte
Carlo (MC) simulations assuming as the null model a simple
linear relation (see Protassov et al. 2002 for further details).
By running 105 MC simulations we verified that the quadratic
component is significant at >99.96% confidence level, which is
in very good agreement with what was estimated by means of the
F test. We notice that examining the simulated data with different
sampling distributions does not significantly change the results.
Furthermore, we performed the same MC simulations using
the whole set of observations but without considering the last
XMM-Newton observation. We find a chance probability for
the addition of a quadratic component of 0.65% (<3σ ). Given
the strong influence of the last of our observations in the
determination of the period derivative, we will perform further
X-ray observations in the next few years in order to increase the
significance of the current P˙ measurement.
Using this P˙ measurement, we infer a surface dipolar mag-
netic field strength of Bdip = (6 ± 2) × 1012 G, calculated at
the neutron star equator. This value is fully consistent with the
3σ upper limit reported in Rea et al. (2010). We also estimate
a characteristic age of τc  P/2P˙ ∼ 35 Myr, and a rotational
power of E˙  3.9 × 1046P˙ /P 3 ∼ 2 × 1029 erg s−1.
Based on the above phase coherent timing solution, we also
studied the pulse shape and pulsed fraction evolution. Figure 1
shows the pulsed fraction evolution as a function of time. There
is an evident increase starting soon after the burst detection with
a recovery toward an asymptotic quiescent value which appears
to be at about the 70%–80% level.
In Figures 1, 5, and 6 we study in detail the shape of the pulse
profile as it evolves in time and in energy. By looking at
the profile shapes of all X-ray observations performed so far,
the source appears to be switching among a triple/double/single
peak shape during the early outburst phases, with no clear trend
in time (Figure 1). The pulse profile stabilizes to a single peak
about three months after the outburst onset. However, studying
in detail the first and the last XMM-Newton observations, a
few key pieces of information can be extracted: (1) at lower
energies (<1 keV), the pulse profile is mainly single peaked,
5
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Figure 3. Spectral evolution with time. Top panel: flux evolution for the
absorbed 0.5–10 keV flux (black), and for the bolometric unabsorbed flux (red).
Middle and bottom panels: evolution of the blackbody temperature and radius,
calculated at infinity (the latter assuming a 2 kpc distance).
(A color version of this figure is available in the online journal.)
while a second, and possibly also a third peak, appears at higher
energies (see Figure 5); (2) the main component of the pulse
profile continues to be at the same phase over the whole outburst
decay (see Figure 7).
3.3. Pulse Phase Spectroscopy
We performed a pulse phase spectroscopy of the first
XMM-Newton observation. A clear pulse phase dependence
of the spectrum is already observed by simply looking at the
pulse profile changes as a function of the energy (see Figure 5).
In order to quantify the spectral variability as a function of
the rotational phase, we performed a pulse phase spectroscopy
extracting the spectra from phases 0–0.4, 0.4–0.6, and 0.6–1.
These phase intervals were chosen by looking at Figure 5 in
order to isolate the dip in the 1–4 keV pulse profiles at phase
∼0.55. In Table 2 we report the results of our modeling. The
phase-averaged spectrum is not well fit by either a single black-
body nor a power law. We then used an absorbed blackbody
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Figure 4. Fitted blackbody models (see Table 1), with the first and last
observations labeled as red squares (see Figure 3 and text for details).
(A color version of this figure is available in the online journal.)
Table 2
Pulse Phase Spectroscopy of the First XMM-Newton
Observation of SGR 0418+5729
Phase Counts s−1 Fluxa Photon Indexb
0.0–0.4 1.46 ± 0.01 7.5 ± 0.1 (1.71 ± 0.02) 2.86 ± 0.15
0.4–0.6 1.00 ± 0.01 5.5 ± 0.1 (1.20 ± 0.02) 4.08 ± 0.44
0.6–1.0 1.26 ± 0.01 6.6 ± 0.1 (1.47 ± 0.02) 3.11 ± 0.21
Notes.
a Absorbed flux in the 0.5–10 keV energy range, and in units of 10−12 erg s−1
(10−3 photons cm−2 s−1). See also Section 3.3.
b Fitted model is phabs*(bbodyrad+power); NH = (6.9 ± 0.5)×1021 cm−2,
kT BB = 0.91 ± 0.01 keV, BB norm= 0.82 ± 0.05, and χ2ν = 0.96 (for 680 dof).
plus power-law modeling (note that the RCS and NTZ models
are not suited for phase resolved analysis since they are intrin-
sically phase-average), using for the photoelectric absorption
model the same cross-section and abundances as for the phase-
average spectrum (see Section 3.1). The blackbody temperature
and radius were consistent in all three spectra, hence we fixed
them to be the same for all spectra (kT BB = 0.91 ± 0.01 keV,
BB norm = 0.82 ± 0.05), while a variability >3σ has been
observed in the photon index (it changed from about 2.9 to 4.1
between the spectra of the first peak and the dip).
However, from Figure 7 it is clear that the main difference in
the spectra is at lower energies. In particular, above 5 keV the
three spectra are very similar, while the 0.4–0.6 phase-resolved
spectrum seems to have less counts than the other below such
energy.
4. GREEN BANK TELESCOPE RADIO OBSERVATIONS
We observed SGR 0418+5729 using the 101 m Green Bank
Telescope (GBT) on 2012 October 4, during the return to
quiescence. Data were acquired with the Green Bank Ultimate
Pulsar Processing Instrument (GUPPI; DuPlain et al. 2008) at
a central frequency of 2.0 GHz (with a bandwidth of 800 MHz,
integration time of ∼5400 s and sampling time of 655 μs) and
820 MHz (with a bandwidth of 200 MHz, integration time
of ∼5600 s, and sampling time of 655 μs). To minimize the
dispersive effects of the interstellar medium, the bandwidths
were split into 2048 and 512 channels, respectively. The working
of the system was checked looking at the pulsar PSR B0450+55.
A mask was first applied to the full resolution data for reducing
the effects of impulsive RFI and of bad channels. Then the
6
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Figure 5. Pulse profile (normalized counts s−1 vs. phase) as a function of energy, relative to the first XMM-Newton observation (see Table 1).
(A color version of this figure is available in the online journal.)
cleaned data were downsampled a factor two in sampling time,
matching the frequency resolution in order to have a maximum
dispersion smearing of order 1.3 ms in each channel for a pulsar
with dispersion measure (DM) ∼100 pc cm−3.
The ephemerides acquired from the X-ray observations (see
Section 3.2), were used to fold the resulting data in ∼3 minutes
long sub-integrations at the known magnetar period. We also
folded the data at half, one-third, and a quarter of the nominal
period in order to detect putative higher harmonics components
of the intrinsic signal, in case the latter were deeply contami-
nated by interference (RFI). Folding was done using dspsr (van
Straten & Bailes 2010). The sub-integrations and the frequency
channels, cleaned from RFI, were then searched around the
pulsar period P and over a wide range of DM values (from 0
to 1000 pc cm−3) to find the P–DM combination maximizing
the signal-to-noise ratio. No dispersed signal was found in the
data down to a signal-to-noise limit of 10 in both data sets.
Given the parameters of the antenna and of the receivers,20
and assuming a pulsar with a duty cycle of 10%, that trans-
lates to flux densities of ∼0.02 mJy and ∼0.05 mJy, for the
2 GHz and 820 MHz observations, respectively. Data were also
blindly searched for a periodic signal in the Fourier domain,
and for single de-dispersed pulses (within a DM range from
0 to 200 pc cm−3). No signal was found in either the Fourier
domain (down to a spectral signal-to-noise ratio of 4) or in the
single pulse searches (down to a signal-to-noise ratio of 5 for
the individual pulses).
No previous search for pulsed radio emission had been
performed at 2 GHz, whereas the flux density value at 820 MHz
20 http://www.gb.nrao.edu/gbtprops/man/GBTpg.pdf
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improves by ∼15% the limit of the observation at 820 MHz
performed on 2009 July 19 (Lorimer et al. 2009, ATel 2096),
when the source was in the phase of outburst. Assuming a typical
pulsar spectral index of 1.7, a typical duty cycle ∼10% and a
distance of 2 kpc (van der Horst et al. 2010), the observations at
820 MHz sampled more than 97% of the luminosity distribution
of the population of known ordinary pulsars with rotational
period longer than 100 ms, as derived from the ATNF pulsar
catalog.21
5. PLATEAU DE BURE MM OBSERVATIONS
SGR 0418+5729 was observed with the Plateau de Bure
Interferometer (PdBI) at 1.8 mm (166.50 GHz) in the D
configuration between 2011 June and July (June 27, and
July 9, 10, 15, and 16). This configuration provides baselines
between 22.1 and 95.6 m. The phase center of the observations
was 04:18:33.867, +57:32:22.910. The dominant track was
July 15 (eight-hour track and excellent weather conditions).
The system temperatures were typically in the 150 to 200 K
range, and the averaged atmospheric precipitable water vapor
was 2 mm. The gain calibration was performed observing
the quasars B0552+398 and J0512+294. After calibration, the
phase rms was 20◦–60◦. The bandpass calibrator used was
B0851+202. The adopted flux density for the flux calibrator
3C273 was 16.57 Jy. Calibration and imaging were performed
using the standard procedures in the CLIC and MAPPING
packages of the GILDAS22 software. The resulting final map,
obtained combining all the data, yields a synthesized beam size
of 3.′′95 × 3.′′16 with a position angle of P.A. = 0.◦0. The rms
noise achieved using the full 3.6 GHz provided by the WideX
correlator is 60 μJy beam−1. The primary beam of the PdBI at
166.50 GHz is 30.′′3.
We did not detect continuum emission within the PdBI
primary beam toward SGR 0418+5729, and obtained an upper
limit of 0.24 mJy beam−1 at a 4σ level (see Figure 8). The only
detected source is at R.A. = 04:18:30.077, decl. = 57:32:52.00,
which corresponds to an offset of (30.′′5, 29.′′1) with respect to
the phase center, or a total offset of 42.′′1. The flux density of this
millimeter source is 0.34 ± 0.06 mJy (from a Gaussian fit in the
uv plane and without correcting for the primary beam response).
In addition, we looked for possible “pulses” of emission at
1.8 mm. In order to do that, we checked the calibrated amplitude
versus time for the longest track (July 15). By averaging the
visibilities in intervals of 1 minute, we found no hints of variable
emission at an upper limit of roughly ∼10 mJy.
We also searched the NRAO Very Large Array Sky Survey at
21 cm and found no source within 15′ of the millimeter source
(Condon et al. 1998; limiting brightness: 2.0 mJy beam−1).
6. WILLIAM HERSCHEL TELESCOPE
OPTICAL OBSERVATIONS
We acquired four 300 s r-band images of the field containing
SGR 0418+5729 on 2009 August 16, using the ACAM imager
mounted at the 4.2 m William Herschel Telescope (WHT) on
La Palma. The average seeing was 1′′ and airmass 1.26. Obser-
vations of a nearby field containing Sloan Digital Sky Survey
calibrated stars were obtained for the absolute photometric cal-
ibration, while astrometry was performed against Two Micron
21 http://www.atnf.csiro.au/research/pulsar/psrcat/
22 The GILDAS data reduction package is available at
http://www.iram.fr/IRAMFR/GILDAS.
All Sky Survey sources, resulting in an accuracy of ∼0.′′1 on
both R.A. and decl.
No source was detected within the 95% confidence down
to a limit of r = 24. PSF photometry reveals that the nearest
object is detected at a magnitude r = 22.7 ± 0.1 and center
coordinates R.A. = 04:18:34.0, decl. = 57:32:23.5. This source
is consistent with the near-infrared source reported by Wachter
et al. (2009), but its distance from the SGR 0418+5729 position
(∼1.′′4), makes the association with the magnetar rather unlikely.
7. FERMI-LAT GAMMA-RAY OBSERVATIONS
We used data from the Large Area Telescope (LAT) on board
Fermi (Atwood et al. 2009) from 2008 August 4 until 2012
October 24. The Fermi science tools sc09-28-00 package was
used to analyze the “source” event class data. We selected
events within a circular region of interest (ROI) of 10◦ radius
centered on the position of SGR 0418+5729, and in the energy
range 100 MeV–100 GeV. The good time intervals are defined
so that the ROI does not fall below the gamma-ray-bright Earth
limb (defined at 100◦ from the zenith angle), and the source is
always inside the LAT field of view, namely in a cone angle of
66◦. The “P7SOURCE_V6” instrument response functions (IRFs)
are applied in the analysis.
The likelihood analysis of SGR 0418+5729 was performed
by means of the binned maximum-likelihood method (Mattox
et al. 1996), using the official tool gtlike released by the
Fermi-LAT collaboration. The spectral-spatial model created for
the likelihood analysis includes the Galactic, and the isotropic
diffuse emission models, as well as all the 2FGL sources within
a radius of 15◦ from SGR 0418+5729. Since there is no 2FGL
source that is positionally associated to the magnetar, we added
in the spectra-spatial model a point-like source modeled with
a simple power-law with the coordinates of SGR 0418+5729.
The 2FGL sources within 3◦ of SGR 0418+5729 (3 sources)
are modeled with the flux parameter allowed to vary, while the
others 34 sources had all their parameters fixed to the value
from the 2FGL catalog. Figure 8 shows the diffuse subtracted
TS map of the 7◦ × 7◦ region centered on SGR 0418+5729.
It was obtained associating to each pixel (of size 0.◦1 × 0.◦1)
the TS value calculated assuming a point-like testing source in
its center. Diffuse subtracted TS map means that the spectral-
spatial model for the null hypothesis includes only the Galactic
and isotropic emission models, so that the point-like sources
should be visible in the map.
As no significant gamma-ray counterpart to SGR 0418+5729
is identified, 95% flux upper limit is derived using the Bayesian
method developed by Abdo et al. (2010). The 95% flux upper
limit for E > 100 MeV is F < 1.3 × 10−8 photons cm−2 s−1,
including systematics.
The non-detection of SGR 0418+5729 at energies >100 MeV
is not surprising, given a similar non-detection of all other known
magnetars (Abdo et al. 2010).
8. DISCUSSION
We have presented here a detailed X-ray study of the outburst
of the low magnetic field soft gamma repeater SGR 0418+5729.
The long-term monitoring we performed over 1200 days allowed
us to measure the period derivative of this pulsar (P˙ = 4(1) ×
10−15 s s−1) with a 3.5σ significance (Figure 1). This yields an
estimate of its dipolar magnetic field of Bdip ∼ 6 × 1012 G,
and confirms this object as the magnetar with the lowest dipolar
magnetic field ever discovered.
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Assuming that SGR 0418+5729 attained its quiescent state in
the last few observations, the X-ray quiescent emission appears
to be dominated by a very small spot at kT ∼ 0.3 keV
and of radius ∼0.16 km (assuming a 2 kpc distance), which
corresponds to a cap of semi-aperture ∼1◦–2◦, similar to what
observed in old radio pulsars. However, in the present case
the rotation power (E˙ ≈ 1029 erg s−1) is about two orders
of magnitude smaller than the observed X-ray luminosity
(≈1031 erg s−1), thus indicating a different origin for the
emission, most likely magnetic. Actually, it is quite likely
that most of the surface is at a much lower temperature and
is therefore invisible at energies between 0.5–10 keV. This
implies that the quiescent bolometric flux may be severely
underestimated (see also below).
The study of the spectral evolution during the outburst
shows the presence of a non-thermal component (probably
magnetospherical) at the beginning of the outburst, which
fades away after a few hundred days. On the other hand, the
temperature of the small region responsible for the surface
anisotropy fades from 0.9 to 0.3 keV within a timescale of a
few years (see Table 1 and Figure 3).
The pulse profile evolution during the outburst decay shows
some interesting features. As Figure 6 shows, there is an overall
trend toward a simplification of the pulse, which starts with a
complex, three-peaked shape and ends with a fairly sinusoidal
pattern. Furthermore, the study of the pulse profiles as a function
of energy (Figure 5) in the first outburst stages, shows a great
variability too. A large dip in an otherwise rather sinusoidal
profile is observed at energies between 1–4 keV.
The large pulsed fraction of 40%–70% (Figure 1), the
evidence of nearly phase aligned spots responsible for the
0.9 keV thermal emission in the early outburst phases, as well as
the 0.3 keV emission at late times, disfavor the presence of two
spots at different temperatures, while favoring the presence of a
single tiny spot cooling down (from 0.9 to 0.3 keV) and reducing
its size (from 0.21 to 0.16 km) during the return to quiescence.
This means that the multi-peaked pulse profile is probably due
to anisotropies in the magnetospheric electrons distribution (on
top of a non-isotropic surface thermal emission).
8.1. SGR 0418+5729 as an Evolved Magnetar
In Turolla et al. (2011) it was shown that the rotational
properties of SGR 0418+5729 can be reproduced if the source
is an aged magnetar, which experienced substantial field decay
but still retains a strong enough internal toroidal field. The most
updated magneto-thermal evolutionary models discussed in
Vigano` et al. (2013; but see also Pons et al. 2009 and Aguilera
et al. 2008), confirm this scenario. The evolution of an initial
dipolar magnetic field of B0dip ∼ 1.5 × 1014 G (surface value at
the pole) correctly provides the observed P and P˙ at an age of
∼550 kyr, which is probably the real age of this source.
Although different combinations of the initial components of
the magnetic field are possible, in all the models the magnetic
field must have been large in the past (&1014 G) to explain at
the same time the long spin period, the bright X-ray emission
at this old age, and the flaring activity of the source. The
characteristic age overestimates the real one by almost two
orders of magnitude. In Figure 9, we show the evolution of
period, period derivative, the source track in the P–P˙ diagram,
and the bolometric thermal luminosity. In this scenario we
estimate that SGR 0418+5729’s mean surface temperature
should now be ∼0.05 keV, unfortunately undetectable by current
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Figure 6. Pulse profiles evolution in the 2–10 keV (RXTE) and 0.5–10 keV
(Chandra and XMM-Newton) energy ranges, for most of the observations
reported in Table 1. Epoch increases from left to right, and top to bottom.
(A color version of this figure is available in the online journal.)
X-ray observations (which are observing only a hot tiny region
on the star surface).
For the evolution of the timing properties, we assume the
magneto-dipole braking formula given by Spitkovsky (2006):
IΩΩ˙ ≈ (B2dR6Ω4/4c3)(1 + sin χ2), where R is the NS radius,
χ is the angle between the rotational and the magnetic axis, c is
the speed of light, Ω = 2π/P is the angular velocity, and I is
the moment of inertia of the star.
An alternative possibility is that the neutron star was born
with an external magnetic field close to the present one, but its
large core poloidal field slowly diffuses out, i.e., by ambipolar
diffusion (Soni 2012). Although from the timing properties
alone it is hard to discriminate between a hidden strong crustal
magnetic field, a hidden strong core field or an intrinsically low-
B neutron star, the magnitude of the X-ray luminosity, and the
spectral properties and light curves may be used to distinguish
the different scenarios.
In particular, the low magnetic field scenario cannot explain
the high luminosity, large pulsed fraction, and the flaring activity
of the source. As a matter of fact, if there is little field decay and
9
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Figure 7. Left panel: pulse profile of the first (blue) and last (black) XMM-Newton observations in the 0.5–10 keV energy band. Right panel: phase-resolved unfolded
spectra for the first XMM-Newton observation. The spectra are relative to phases 0.0–0.4 (black), 0.4–0.6 (red), and 0.6–1 (green). The phase ranges are relative to the
blue pulse profile in the left panel.
(A color version of this figure is available in the online journal.)
Figure 8. Left panel: contours of the 1.8 mm Plateau de Bure emission of the field of SGR 0418+5729. Contours are −4, −2 (dashed gray), 2, and 4 (white) times the
rms noise of the map, 60 μJy beam−1, and they are over-plotted on the Wide-field Infrared Survey Explorer image at 4.6 μm. The star symbol indicates the position
of SGR 0418+5729, and its size corresponds to its positional uncertainty (∼1.′′2 in diameter). The synthesized beam, of 3.′′95 × 3.′′16, at P.A. = 0◦, is shown in the
bottom right corner. The square indicates the field of view of the r-map acquired with the William Herschel Telescope (central panel). Central panel: William Herschel
Telescope r-band field of SGR 0418+5729. Right panel: Fermi-LAT (0.1–100 GeV). Diffuse subtracted TS map of the 7◦ × 7◦ sky region centered on the magnetar
position. The map is calculated for E > 300 MeV. The 2FGL sources are labeled in green, while SGR 0418+5729 in magenta.
(A color version of this figure is available in the online journal.)
the real age corresponds to the characteristic age (which in this
scenario would be needed to reach the present period of 9 s), no
existing non-magnetic cooling model can account for an X-ray
luminosity of ≈1031 erg s−1 at a characteristic age of ≈35 Myr.
The scenario in which a large core field diffuses out has
the same problem: if the real age of the star is similar to
its old characteristic age, no cooling model in the literature
predicts such high quiescent luminosity. In addition, while the
timescales used in Soni (2012) are correct for normal, non-
superfluid nuclear matter, recent work (Glampedakis et al. 2011)
shows that in the presence of superfluidity in the neutron star
core, the timescales for ambipolar diffusion are many orders of
magnitude longer, and therefore ambipolar diffusion does not
play any role during the active age of the star.
8.2. SGR 0418+5729 Outburst Rate
An important question is whether a relatively low dipolar
field is consistent with the star-quake model in which the
primary cause of the outburst is an internal deposition of
energy following a crust fracture. It is often overlooked that the
magnetic stress needed to break the crust is strongly dependent
on density (it is much easier to break the outer crust than the
inner crust) and that the crust thickness grows as the temperature
drops with age. In Figure 10 we show an estimate of the
minimum magnetic field variation required to induce a fracture.
As assumed in Perna & Pons (2011), this estimate is obtained
assuming that the crust moves through a series of equilibrium
states in which its elastic stress balances the (time-dependent)
magnetic stress. The deviation of the magnetic field with respect
to the last unstressed configuration (δBc) may be large enough
to break the crust when
δBc ≈
(
4πσmaxb
)1/2 (1)
where σmaxb is the maximum stress that a neutron star crust can
sustain. For young, relatively hot magnetars (crustal tempera-
tures of 5 × 108 K), only the inner crust is solid, and strong
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Figure 9. Magneto-thermal evolution of a neutron star with an initial poloidal field of Bdip = 1.5 × 1014 G: period (left-top), period derivative (right-top), evolution in
the P − P˙ diagram (left-bottom), and bolometric thermal luminosity (right-bottom). The gray band corresponds to the uncertainty of the angle-dependent spin-down
formula.
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Figure 10. Left panel: minimum variation of the magnetic field required to break the crust by magnetic stresses as a function of density. The vertical dashed lines
delimit the transition from solid to liquid for three different temperatures. Right panel: outburst modeling following Pons & Rea (2012). Black data are the 0.5–10 keV
unabsorbed flux, while red squares are the bolometric unabsorbed flux with the addition of the flux of a thermal component at kT = 0.05 keV from the entire neutron
star. Solid and dashed lines refer to the outburst model for the bolometric and 0.5–10 keV thermal flux, respectively (see text for details).
(A color version of this figure is available in the online journal.)
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field variations δBc & 1014 G are required to fracture the crust.
However, for old, cold neutron stars (crustal temperatures of
108 K), the solid crust extends down to 108 g cm−3, and is much
easier to break, even with variations of the magnetic field of the
order of δBc & 1012 G. Note also that fractures close to the
inner crust are much more energetic (because of both the higher
available elastic energy and larger volume involved) than frac-
tures in the low density region. In the first case, one can reach
up to 1044 erg, while in the second case, events of ≈1041 erg
are expected. A rough prediction of the expected outburst rate
(Perna & Pons 2011; Pons & Perna 2011) for the solution model
mentioned above gives .10−3 star-quakes yr−1 for an object as
SGR 0418+5729. Assuming that there are about 104 neutron
stars in the Galaxy with similar age, and that (approximatively)
10% of them are born as magnetars, a naive extrapolation of
this event rate to the whole neutron star population leads to an
expected low-B magnetar outburst rate of .1 per year. There-
fore, we expect that more and more objects of this class will be
discovered in the upcoming years (as, e.g., Swift 1822.3–1606;
Rea et al. 2012; Scholz et al. 2012).
8.3. SGR 0418+5729 Outburst Decay
By modeling the flux evolution in time we tested if the crustal
cooling model presented in Pons & Rea (2012) can fit the flux
decay of SGR 0418+5729, on the wave of what done for Swift
J1822.3–1606 (Rea et al. 2012). We assume a dipolar field of
6 × 1012 G (equatorial), an internal toroidal field of 1014 G (at
maximum) as inferred in Section 8.1, and an average surface
temperature of 0.05 keV, which is the temperature we expect for
the surface of such an old magnetar (note that in the 0.5–10 keV
band we are only seeing a tiny hot spot). The best modeling was
found by injecting 2.5 × 1026 erg cm−3 in a thin layer in the
outer crust between 4.5×109 and 1010 g cm−3, and in the region
contained within a cone with axis in the direction of the magnetic
pole, and aperture a ≈ 0.4 rad, for a total energy deposition of
2.5 × 1041 erg (compatible with typical magnetar outbursts;
Pons & Rea 2012). The evolution of the bolometric, and of the
0.5–10 keV flux is shown in Figure 10 (solid and dashed lines,
respectively). We have shown with red squares how the observed
flux decay would appear when adding the contribution of a
blackbody component at 0.05 keV, mimicking the entire neutron
star surface. It is clear that crustal cooling can easily explain the
decay only if this further component is taken into account. In
particular, the solid line is fitting the red points because the entire
neutron star surface is taken into account, while it is not in the
observed black data, which in fact cannot be reproduced by the
dashed line. This is indicative of the difficulty of comparing
theoretical cooling curves with data obtained in a certain energy
band. We also note that no theoretical model predicts a surface
temperature as high as 0.3 keV on a timescale of years, unless
a continuous energy release is assumed (e.g., by long-lived
internal currents). We finally mention that all the previous
considerations are based on the (implicit) assumption that the
blackbody temperature is a measure of the physical temperature
of the emitting region. If this turned out not to be the case, e.g.,
because the spectrum is thermal but not Planckian so that a color
correction is required, the physical surface temperature may be
smaller than the measured blackbody temperature.
An alternative model to the crustal cooling scenario consists in
the presence of currents flowing into the magnetosphere through
a gradually shrinking magnetic bundle heating the neutron
star surface from the top. In particular, the deepest available
XMM-Newton observation of SGR 0418+5729, performed two
Figure 11. X-ray luminosity evolution as a function of the blackbody emitting
area and temperature (see also Table 1; we assume a 2 kpc distance).
(A color version of this figure is available in the online journal.)
months after the outburst onset, revealed that the 0.5–10 keV
spectrum of SGR 0418+5729 is best reproduced by a blackbody
component plus an additional non-thermal component, or by a
resonant cyclotron scattering model. This suggests the presence
of twisted magnetic field lines, at least in the first outburst
stages. Furthermore, the limited spatial extent of the heated
region (<1 km) is suggestive of a scenario in which the twist
is confined within a small part of the magnetosphere, a thin
current-carrying bundle, or j-bundle (Beloborodov 2009). As
the j-bundle untwists during the outburst decay, the spectrum
becomes more and more blackbody-like, as indeed observed.
Resonant cyclotron scattering from a thin, decaying j-bundle
appears also capable of explaining (qualitatively) the spectrum
and its evolution during the first outburst stages, but whether
it can explain the double-peaked pulse profiles is unclear.
However, this scenario has some further difficulties: (1) the
total luminosity produced by currents in the bundle is, for such
a low-B and a small thermal spot, well below the one observed
at early times, at least if the spot is at the polar cap (see again
Beloborodov 2009 and also Turolla et al. 2011), (2) the timescale
for the twist decay is much shorter (<1 yr) than that implied by
the long outburst of SGR 0418+5729, and (3) an approximate
relation between the emitting area and the luminosity exists
(A ∼ L2; Beloborodov 2009) if most of the luminosity is
produced by current dissipation, but SGR 0418+5729 data show
a somewhat flatter dependence when the first stages of the
outburst are fitted (see Figure 11).
In summary, the crustal cooling model, when including also
a possible hidden contribution from the entire neutron star
surface, appears favorable in explaining the outburst decay of
12
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SGR 0418+5729. However, it is likely that a combination of
crustal cooling and magnetospheric untwisting bundle can be
operating at the first stages of the outburst.
8.4. Constraints on the Presence of a Fossil
Disk Surrounding SGR 0418+5729
A fallback disk around SGR 0418+5729 was suggested by
Alpar et al. (2011) as a way to aid the spin-down of the pulsar
and explain the 9 s periodicity of this source. As an alternative,
our results show (see Section 8.1) that both the thermal and the
timing properties of this source can be reproduced for a pulsar
age of ∼550 kyr by properly accounting for magnetic field
evolution and dissipation, which also imply that the neutron
star was born with a much higher dipolar field than the one
measured today (see Section 8.1). Hence, in principle, the
timing properties of this source would not necessarily require
an additional spin down torque by a disk. However, given
the suggestion that fallback disks around isolated neutron stars
might be common (Michel 1988; Chevalier 1989; Lin et al.
1991), it is worthwhile to use the current multi-band upper
limits to set constraints on the presence of a fallback disk around
SGR 0418+5729.
Since the pulsar is currently spinning down, any disk-
magnetosphere interaction must probably occur in the propeller
regime, with the pulsar transferring angular momentum to the
disk. For this condition to be satisfied, the inner boundary of
the disk, located at about the magnetospheric radius Rm =
2.5 × 108[M˙/(1016 g s−1)]−2/7(MNS/M
)−1/7[B/(1012 G)]4/7,
must be equal to or larger than the corotation radius Rco =
(GMNS)1/3Ω2/3. The strongest constraint on the disk emission
is obtained when the inner radius of the disk obtains its minimum
value, i.e., Rin = Rm = Rco. For the outer radius, we assume
Rout = 1014 cm. We found that larger values do not result in
appreciably larger emission at the frequency of interest, and
hence this value allows to set the tightest constraint on the disk
emission.
With the inner and outer disk radii fixed as discussed above,
the emission spectra from the fallback disk is computed using
the model of Perna et al. (2000). The disk is assumed to be
optically thick and geometrically thin, and the anisotropy in the
X-ray luminosity from the source (which irradiates the disk)
is neglected, since it is found to be of second order (Perna &
Hernquist 2000). The disk is assumed to be still “active,” i.e.,
viscously accreting (see Menou et al. 2001). The disk emission
is the result of both viscous dissipation and re-radiation of
the pulsar X-ray luminosity. In order for the magnetospheric
radius not to exceed the corotation radius, the accretion rate
must be limited to M˙ <∼ 1015 g s−1. With this value, the disk
luminosity in the millimeter band is dominated by reprocessing
of the pulsar X-ray luminosity. At 166 GHz, the predicted flux
is about 0.01 mJy for a face-on disk, below the measured limit
of 0.24 mJy. Hence the presence of a fossil disk cannot be ruled
out by the current millimeter measurements. Even adding the
contribution from the whole surface of the star by a putative
thermal component at 0.05 keV, would bring the predicted
millimeter flux just around the measured flux limit for a face-on
disk.
The field around SGR 0418+5729 was also observed with
the Grantecan and Hubble telescopes (Esposito et al. 2010;
Durant et al. 2011). In particular, the latter observations were
performed in two wide filters, the optical, with a pivot wave-
length of 5921 Å, and in the NIR, with pivot wavelength of
11534 Å. The source was not detected down to the flux of
fO < 2.3 × 10−31 erg s−1 cm−2 Hz−1 and fNIR < 4.4 ×
10−31 erg s−1 cm−2 Hz−1, respectively. We found that this op-
tical limit (nor the Grantecan or WHT limit) is not sufficiently
constraining for a disk with the properties described above (the
predicted emission for a face-on disk is about a factor of four
below the limit). On the other hand, in the NIR, the observa-
tional limit is already able to rule out a face-on disk, which
would yield an emission about twice larger than the measured
flux limit. However, a disk inclined with respect to the observer
by an angle cos θ <∼ 0.5 would still be allowed by the observa-
tions (although falling short in explaining the X-ray bursts of
this object).
8.5. Conclusions
At the time of this writing, in the ATNF pulsar catalogue
(Manchester et al. 2005) 138 isolated radio pulsars have a dipolar
magnetic field larger than that inferred for SGR 0418+5729.
Our results imply that some of these objects might hide a strong
toroidal component of the internal field, not measurable via the
pulsar timing properties. A hint for such strong fields might be a
high surface temperature, hotter than what would be predicted by
standard cooling models at the pulsar age. However, only a few
of those pulsars have had dedicated X-ray observations, and the
shallow surveys do not suffice to detect such emission (expected
to be as luminous as LX ∼ 1031 erg s−1). Furthermore, our
calculation of the outburst rate of a low magnetic field magnetar
also suggests that roughly once a year a quiet neutron star might
turn on with magnetar-like activity.
On the other hand, if indeed a large number of neutron stars
is hiding a strong magnetic field component, there would be
important consequences also for other branches of astrophysics.
In particular, it would imply that supernova explosions should
generally produce strong magnetic fields, and that most massive
stars are either producing fast rotating cores during the explo-
sion to activate a dynamo, or are strongly magnetized them-
selves. Furthermore, in this scenario a non-negligible fraction
of gamma-ray bursts might be due to the formation of magnetars,
and the gravitational wave background produced by magnetar
births should then be larger than predicted so far (important for
future instruments as the Advanced-LIGO).
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