The problem of estimation of suspended load carried by a river is an important topic for many water resources projects. Conventional estimation methods are based on the assumption of exact observations. In practice, however, a major source of natural uncertainty is due to imprecise measurements and/or imprecise relationships between variables. In this paper, using the Multivariate Adaptive Regression Splines (MARS) technique, a novel fuzzy regression model for imprecise response and crisp explanatory variables is presented. The investigated fuzzy regression model is applied to forecast suspended load by discharge based on two real-world datasets. The accuracy of the proposed method is compared with two well-known parametric fuzzy regression models, namely, the fuzzy least-absolutes model and the fuzzy least-squares model. The comparison results reveal that the MARS-fuzzy regression model performs better than the other models in suspended load estimation for the particular datasets. This comparison is done based on four goodness-of-fit criteria: the criterion based on similarity measure, the criterion based on absolute errors and the two objective functions of the fuzzy least-absolutes model and the fuzzy least-squares model. The proposed model is general and can be used for modelling natural phenomena whose available observations are reported as imprecise rather than crisp.
Introduction and motivations
Estimation of the suspended sediment load carried by a river is an important issue with respect to pollution, reservoir filling, fish habitat, channel navigability, and some environmental impact assessments. Estimation, prediction, and control of the suspended load are required in a wide spectrum of problems such as the design of dams, watershed management, and transport of sediment in rivers and lakes, and river aesthetics. The underestimation of sediment yield results in insufficient reservoir capacity, while overestimation will lead to over-capacity reservoirs. Only the appropriate reservoir design and operation is sufficient to justify every effort to determine sediment yield accurately, but in sanitary engineering the prediction of river sediment load has an additional significance, especially if the particles also transport pollutants. Sediment rating curves are widely used to estimate the sediment load being transported by a river. A sediment rating curve is the relationship between the sediment and river discharges. Such a relationship is usually established by a regression analysis and the curves are generally expressed in the form of a power equation (Kisi 2004 , Cigizoglu and Kisi 2006 , Cobaner et al. 2009 ).
The hydrologic conditions, basin and river characteristics change both temporally and spatially and the difficulties arising in determination of their effects have encouraged the employment of new soft models in suspended sediment load estimations. In particular, there are many situations in which the available data of the suspended load are imprecise (fuzzy) quantities rather than precise (crisp) numbers. In practice, we usually prefer to report observation of the suspended load of a river by "approximately 7.5 t/d", "about 6 t/ d", "near 11.5 t/d", and the like. Fuzzy set theory seems to provide a mathematical framework for characterizing the imprecise data (Zimmermann 2001 , Ross 2005 , Blanco-Fernandez et al. 2013 .
With the inception of fuzzy set theory and other soft computing methods, some new regression models have been investigated and successfully applied in water resources. For instance, Ozelkan and Duckstein (2001) proposed a fuzzy conceptual rainfall-runoff framework to deal with those parameter uncertainties of conceptual rainfall-runoff models that are related to data and/or model structure. Si and Bodhinayake (2005) employed a fuzzy regression method to determine soil hydraulic properties from tension infiltrometer measurements. Cigizoglu and Kisi (2006) proposed a generalized regression neural network and studied its application in modelling river sediment yield. Mathon et al. (2008) developed a modified fuzzy least-squares regression method that uses imprecise pump test data to obtain fuzzy intercept and slope values which are then used in the Cooper-Jacob method. Shrestha and Simonovic (2010) developed a fuzzy nonlinear regression model for stage discharge analysis. proposed an interval approach to fuzzy regression for fuzzy input-output data and studied its application in suspended load estimation. Rabiei et al. (2014) introduced and investigated a novel interval-valued fuzzy regression model and studied its application in soil sciences and hydrological engineering. For recent works on the topic of soft methods in hydrology, which include a lot of valuable references, the reader is referred to Kisi (2005) , Bae et al. (2007) , Lohani et al. (2007) , Cobaner et al. (2009) and Chachi et al. (2014) .
Although the proposed soft methods are suitable for some situations, in cases where the range of data is large we need to develop some new methods for modelling the data. The multivariate adaptive regression splines (MARS) technique is basically an adaptive non-parametric piecewise regression approach that makes no assumptions about the functional relationship between the response variables and explanatory variables, as in the case of multiple regressions, and so is an appropriate technique for modelling a dataset, especially when the range of data is large and the relationship between variables is nonlinear (Friedman 1991) . MARS is a flexible regression technique that uses a modified recursive partitioning strategy to simplify high-dimensional problems, into smaller yet highly accurate models. This is very useful when it is suspected that model inputs have varying optima across different levels of the model inputs. In fact, MARS constructs this relationship from a set of coefficients and basis functions that are entirely driven from the regression data. This technique is more effective in high-dimensional problems especially when a large number of explanatory variable candidates need to be considered, or when a large dataset is available to train the model. Since its inception, MARS has been used for various forecasting and data-mining applications in recent years, e.g. discrimination, classification, global optimization, predictive modelling of binary outcomes, knowledge discovery (Xu and Li 2001) , nonlinear modelling of time series analysis (Lewis and Stevens 1991) , and signal detection (Mukkamala and Sung 2003, Crino and Brown 2007) .
However, to the best of the authors' knowledge, the MARS technique has not yet been developed for when the available data are fuzzy rather than crisp. In the present paper, a novel approach is introduced to combine the MARS technique and fuzzy regression methods in order to analyse the fuzzy data for which a large dataset (with a wide range) is available to derive an optimal model. The proposed method is employed for forecasting the suspended load by values of discharge, using a sample set of real-world data. Then, the results of forecasting suspended load based on the proposed MARS-fuzzy model are compared to the results obtained from two wellknown parametric regression models, the fuzzy leastabsolutes (LA) regression model and the fuzzy leastsquares (LS) regression model. Finally, the performance analyses of the different models are reported in terms of four well-known goodness-of-fit criteria.
The rest of this paper is organized as follows: in the next section, the statement of the main problem is illustrated. In Section 2, the way of modelling the imprecise response through two fuzzy least-squares and fuzzy leastabsolutes models is described. In Section 3, the proposed MARS-fuzzy regression model is introduced. Some goodness-of-fit criteria are recalled in Section 4. Application of the proposed MARS-fuzzy regression model in realworld problems is explained in Section 5 via two real datasets in the field of hydrological engineering. The final section summarizes the main contributions of this paper. Some necessary concepts and theoretical results are provided in Appendices A, B and C.
Statement of the main problem
The main problem investigated in this paper is to provide a suitable method for modelling a large dataset when
• the underlying relationship between output-input variables is nonlinear; • the observations of the response variable are imprecise values rather than crisp values; and • the range of available data is too large to consider only one linear function for modelling the whole dataset.
In this regard, the fuzzy least-squares and fuzzy least-absolutes approaches are the two most studied paradigms in the parametric modelling of imprecise data that perform well for predictive modelling of fuzzy outcomes. While these methods are relatively easy to develop and interpret, they have a limited flexibility and work well only when the true linear underlying relationship is close to the pre-specified approximated function in the model. In practical studies, however, these methods are not suitable and give misleading results while the true underlying relationship is nonlinear. To overcome the weaknesses of the parametric modelling approaches, non-parametric models are developed locally over specific subregions of the data, i.e. the dataset is searched for the optimum number of subregions and then a simple function is optimally fit to the realizations in each subregion. Such methods are able to approximate the underlying nonlinear relationship between a target variable and a set of explanatory variables as well as possible.
The MARS technique is one of the most studied paradigms in the non-parametric modelling approaches, and it perform well for predictive modelling of continuous outcomes. Unlike better-known linear regression techniques, MARS does not assume coefficients are stable across the entire range of each variable and instead uses splines to fit piecewise continuous functions to model responses. This is very useful when it is suspected that model inputs have varying optima across different levels of the model inputs. MARS is highly sensitive to both sample size and design of experiment type. Also, MARS generally under-performs compared to other approximation techniques when used with scarce or small datasets. When MARS is implemented with controlled experimentation, it performs best with medium or large datasets in conjunction with good "space-filling" design of experiments.
The main objective of this paper is to employ the MARS technique to construct a fuzzy regression model for crisp input fuzzy output data. Such a model could be widely used when the underlying relationship between the output-input variables is nonlinear.
Two basic fuzzy regression models
Assume that the observed data on n statistical units are denoted as
where e y nÂ1 ¼ ½ỹ 1 ; . . . ;ỹ n T is a vector of symmetric triangular fuzzy numbers, i.e.ỹ i ¼ ðy i ; δ i Þ T ði ¼ 1; . . . ; nÞ, which determines the fuzzy observed of the dependent variable, and x i ¼ ½x i0 ; x i1 ; . . . ; x ik 2 R kþ1 ði ¼ 1; . . . ; n; k < n; x i0 ¼ 1Þ, forms a ðk þ 1Þ-dimensional vector of crisp observed independent variables. Based on the aforementioned dataset, we will consider the following relationship between e y nÂ1 and X nÂðkþ1Þ e y nÂ1 ¼ X nÂðkþ1Þ e β ðkþ1ÞÂ1 y 1 . . . 
where X nÂðkþ1Þ is the design matrix with rows
. . , and
T is the fuzzy parameter of the model.
For the fuzzy least-squares and fuzzy least-absolutes models, the procedure for estimating the parameter e β ðkþ1ÞÂ1 is based on choosing the best candidate b e β ðkþ1ÞÂ1 instead of e β ðkþ1ÞÂ1 consisting in minimizing the total difference between the observed values of the response variable, e y nÂ1 , and its theoretical counterpart, b e y nÂ1 , defined by b e y nÂ1 ¼ X nÂðkþ1Þ b e β ðkþ1ÞÂ1 with respect to a distance. In the following, for simplicity, we use X instead of X nÂðkþ1Þ , e y and b e y instead of e y nÂ1
and b e y nÂ1 , respectively, and e β and b e β instead of e β ðkþ1ÞÂ1 , and b e β ðkþ1ÞÂ1 , respectively.
The least-squares model
In the following, we briefly illustrate a common leastsquares method for estimating the fuzzy parameter e β.
In the fuzzy least-squares method, using a distance between fuzzy numbers, the parameters of the model are estimated so that the total error would be minimized. A well-known distance between two symmetric triangular fuzzy numbersM ¼ ðm; λ m Þ T andÑ ¼ ðn; λ n Þ T is (see also Xu and Li 2001, Mohammadi and Taheri 2004) :
For estimating the fuzzy parameter e β, the sum of square errors, i.e:
should be minimized through the following optimization problem:
Setting the partial derivatives of the above optimization problem with respect to σ j and β j to 0, j ¼ 0; 1; . . . ; k leads to the following matrix forms of the solutions:
where,
shown that if RankðXÞ ¼ n þ 1, and ðX T XÞ À1 X T δ > 0, then the least-squares optimization problem has unique solutions as follows (Xu and Li 2001) :
Remark: The condition ðX T XÞ À1 X T δ > 0 guarantees that the spread of fuzzy parameters, i.e.σ j , j ¼ 0; 1; . . . ; k will be non-negative. However, it is possible to encounter situations in which ðX T XÞ À1 X T δ < 0. Under this circumstance, which was not considered by Xu and Li (2001) , the feasibility of solutions is not guaranteed. To remove this difficulty, Mohammadi and Taheri (2004) suggested a procedure which will be our reference method if ðX T XÞ À1 X T δ < 0 occurs.
The least-absolutes model
Using the generalized Hausdorff-metric D 1 on symmetric triangular fuzzy numbers (see Appendices A, B and C), a least-absolutes method is introduced to estimate the parameter e β (Hassanpour et al. 2009 , Chachi and Taheri 2013 . In this case, minimizing the sum of absolutes errors, i.e.:
leads to the following least-absolutes optimization problem:
The above constrained nonlinear optimization problem can be rewritten as the following two sub-optimization nonlinear programming problems: min e β SAE ;
In order to simplify the above optimization problems, the nonlinear optimization problems ðAÞ and ðBÞ are changed to linear optimization problems. First, we consider the sub-optimization problem ðAÞ.
. . . ; n represent two non-negative variables such that
Let us consider the following matrix notations:
where I nÂn is an identity matrix of order n, and J denotes the ðn Â 1Þ-vector of 1s. Now, the nonlinear optimization problem ðAÞ becomes equivalent to the following linear optimization problem:
The same method may be easily used to solve the optimization problem (B). In this case, we replace β 2 R kþ1 with σ 2 R þ kþ1 , i.e. all variables are assumed to be non-negative. The software "R-3'' is used for solving optimization problems given in this study (Fox and Weisberg 2011) . 
in which G : ð0; 1Þ ! R is an invertible function.
In the proposed method, we do not impose a nonnegativity condition to the estimation problem to avoid negative estimated spreads, but we use an alternative method proposed by Ferraro et al. (2010) to remove the non-negativity condition. In this method, we propose a transformation of the spread of the response through MARS model (on the explanatory variables). Indeed, using this method, the spread of the response variable is obtained as:
which is always non-negative. A common approach consists in transforming the spread by means of the natural logarithmic transformation, i.e. GðtÞ ¼ lnðtÞ.
We will use this approach in the numerical examples to transform the spreads into real variables without the restriction of non-negativity. Now, by applying the "earth'' package in software R-3, we can estimate the coefficients β 0 ; β 1 ; . . . ; β k , and γ 0 ; γ 1 ; . . . ; γ k .
Method of evaluation of the model
In this study, we use two well-known criteria to evaluate the obtained fuzzy regression models. These criteria are the common indices for evaluating the goodness-of-fit of fuzzy regression models used by many authors (see, e.g. Hojati et al. 2005 , Chen and Dang 2008 , Lu and Wang 2009 , 2013 , 2014 .
Mean of relative errors (MRE)
This criterion initially introduced by Kim and Bishu (1998) 
This index is the ratio of the total difference between the estimated and observed membership values of response variable to the total observed membership values of the response variable.
Mean of similarity measures (MSM)
This index is defined based on the similarity of fuzzy numbers as MSM ¼ 5 Application in hydrology
Example 1: One of the classical problems in hydrological engineering is the measurement of suspended load (t/d) and discharge (m 3 /s) in watersheds to obtain a model for prediction of suspended load based on discharge (Chow et al. 1988) . Based on a study in a part of Darband (situated in the northeast of Iran, see Fig. 1 ), some water characteristics were measured using standard procedures. The natural logarithm of daily discharge and suspended load of the watershed are measured 184 times. But, due to some limitations in experimental environments, the observed values of the suspended load were reported as triangular fuzzy numbers, shown in Table 1. Since, in practical studies, it is important to estimate the amount of suspended load in terms of discharge, we wish to model the relationship between suspended load as the fuzzy dependent variable (ỹ ¼ ðy; δÞ T ) and discharge as the crisp independent variable (x). The scatter plot of centres of suspended load in terms of discharge is shown in Fig. 2 . In addition, the scatter plot of spreads of suspended load in terms of discharge is shown in Fig. 3 . In these figures, a single linear model may not provide an adequate description. Therefore, we apply the proposed MARS-fuzzy regression model to analyse the data. We also examine the fuzzy least-absolutes and fuzzy least-squares regression models for the data. The fuzzy regression models are obtained as follows. 
Fuzzy least-squares regression model

MARS-fuzzy regression model
In the MARS method to estimate the fuzzy response variable there is no need to consider the non-negativity of the observed values of x. In this method, we transformed the spreads by means of the logarithmic transformation. Therefore, by applying the proposed procedure in Section 3, the centres and spreads of fuzzy 
Comparison between the models
To compare the performances of the three fuzzy regression models, the indices SSE, SAE, MRE and MSM are adopted to calculate the errors and similarities in estimating the observed responses. The results are listed in Table 2 for the above three models. The MRE of the proposed MARS-fuzzy model is 1.25, which is smaller than those of 1.77 and 2.20, calculated from the fuzzy least-squares and fuzzy least-absolutes models, respectively. In contrast, the MSM of the MARS-fuzzy model is 0.46, which is greater than those of 0.44 and 0.42, calculated from the fuzzy least-squares and fuzzy least- absolutes models, respectively. Also, the values of SSE and SAE for the MARS-fuzzy model are smaller than those of fuzzy least-squares, and fuzzy least-absolutes models. These results show that the MARS-fuzzy model fits the data better than the fuzzy least-squares and fuzzy least-absolutes models.
Note that all the data processing has been performed on the logarithmically transformed suspended load and discharge data. But at the end, what actually needs to be predicted is the true numbers of suspended load and discharge data. So, for the actual quantities, instead of their logarithms, the models should be exponentiated to obtain estimates of the actual quantities, as follows: Table 3 is presented in which the same results as in Table 2 are listed. According to these results it can also be concluded that, in this numerical example, the performance of the MARS-fuzzy regression is still the best among the three fuzzy regression models. It should be mentioned that the execution time of all three methods was more or less the same and it was about one second.
Forecasting for a new case
The above models can also be adopted for forecasting the associated response for a specific value of the independent variable. For example, suppose that for a new case, we observe x ¼ 2:7 for the discharge, and we want to forecast the associated amount of suspended load.
By substituting this value into the models, the estimated responses based on the LS model, the LA model and the MARS model are obtained as follows: This means that, according to the LS model, the predicted value of suspended load would be about 8.19 with a spread value of 5.05, according to the LA model the predicted value of suspended load would be about 8.33 with a spread value of 3.43, and according to the MARS model the predicted value of suspended load would be about 9.21 with a spread value of 4.03. Note that the above estimations have been performed on the logarithmically transformed suspended load and discharge data. If the real quantity of suspended load needs to be predicted, the above values should be exponentiated to obtain estimates of the actual quantities, as follows: 
Comparison with the non-fuzzy model
It should be mentioned that the fuzzy regression models are used due to ambiguity and vagueness related to the observed data. In such cases, we cannot employ the classical regression models. In fact, there is no alternative method in the class of statistical regression models. However, if there is no such uncertainty (i.e. fuzziness, vagueness, imprecision and so on), we may employ the non-fuzzy regression models. For instance, in the present example, if we observe the suspended load data precisely (non-fuzzy), then we may use classical regression models. In such a case, the leastsquares regression, the least-absolutes regression and the MARS regression models are obtained, respectively, as follows: As a comparison between the above crisp models, the MRE is calculated. The MRE of the MARS model is 0.25, which is smaller than those of 0.35 and 0.37, calculated from the least-squares and least-absolutes models, respectively. This means that the MARS model fits the majority of the data better than the other two models. As a comparison of fuzzy regression models with the non-fuzzy ones we can say that although crisp regression methods have smaller MRE, the fuzzy regression methods (and especially MARS) yield an estimate not only of the quantity of interest but also of the associated uncertainty. This makes an extra cost which results in the greater errors for fuzzy regression models (compare the values of MRE for the fuzzy regression models in Table 2 and with those for the crisp models).
Example 2: Data on bedload transport (dependent variable y) and discharge (independent variable x) used in this application were obtained through a number of field studies conducted on small to medium sized gravel-bedded rivers in Colorado and Wyoming, USA. The characteristics of channels from which the data originate and the methods for collecting the data are fully described in Ryan et al. (2002 Ryan et al. ( , 2005 . Here, we assumed that, due to practical limitations, the observed values of the bedload transport were reported as triangular fuzzy numbers, shown in Table 4 . The scatter plot of centres of bedload transport data in terms of discharge is shown in Fig. 4 . In addition, the scatter plot of spreads of bedload transport in terms of discharge is shown in Fig. 5 . It is clear that for different ranges of discharge, different linear relationships occur which means that a single linear model may not provide an adequate description.
MARS-fuzzy regression model
By applying the MARS-fuzzy technique to the data, the following models are obtained to estimate centres and spreads of dependent variableỹ ¼ ðy; δÞ T :
5.8 Fuzzy least-squares and fuzzy least-absolutes regression model
In the following, the accuracy of MARS-fuzzy model is compared with the following fuzzy least-squares 
Comparison between the models
To compare the performances of the three fuzzy regression models, four indices: SSE, SAE, MRE and MSM are adopted to calculate the errors and similarities in estimating the observed responses. These indices are listed in Table 5 . The results show that the MARS-fuzzy model significantly fits the data better than the other models. 
Conclusion
In this paper, a new fuzzy regression method for modelling crisp input fuzzy output data has been introduced based on the MARS technique. The proposed model was applied to water resources studies to estimate suspended load based on discharge and also to estimate the bedload transport data. The results of the solved numerical examples show that the proposed MARS-fuzzy regression model performs well for predicting the fuzzy suspended load by discharge and for predicting the fuzzy bedload transport data. Then, we reported a performance analysis between the MARS-fuzzy regression model and two other fuzzy regression models known as the fuzzy least-absolutes and fuzzy least-squares regression models based on the particular datasets. The proposed model seems to be able to provide sufficiently accurate results at least for the solved numerical examples in the paper. Therefore, this model was selected from among other better known parametric fuzzy least-absolutes and fuzzy least-squares regression models, because it achieved the best prediction success and accuracy when compared to them. Note that generally talking about the performance of any fuzzy regression model needs a variety of different examples. The proposed method, especially is suitable when:
(a) the relationship between variables is nonlinear; and (b) the range of data is large.
This method is general and can be easily employed in modelling and analysing any dataset with the above limitations. Although the fuzzy numbers used in this paper are assumed triangular, the proposed MARSfuzzy model is still applicable for other forms of fuzzy numbers. In particular, this new model can be used for all kinds of LR type fuzzy data.
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In particular, the generalized Hausdorff-metric between symmetric triangular fuzzy numbersM ¼ ðm; δ m Þ T andÑ ¼ ðn; δ n Þ T is as follows: 
