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sparse  arrays  of  GaAs  nanowires.  Near‐unity  absorption  in  sparse,  5%  fill  fraction  arrays  is 
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Near Unity Absorption  via Dispersive  and Resonant Optics  in  Tandem  for Photovoltaic  and 











Over  the  past  few  decades,  photovoltaic  (PV)  devices  have  been  extensively  researched  and 
developed as a means of directly converting sunlight to electricity. At the end of 2013, the global 
installed  capacity  for  PV was  roughly  140  GW,  and  PV  accounted  for  0.23%  of  U.S.  energy 




Despite  the  increasingly  favorable  outlook  for  solar‐generated  electricity,  the  inherent 
intermittency of the terrestrial solar resource  imposes an upper  limit on  its role  in our current 
energy market.  PV  represents  a  complicated  variable  supply  to  the  electricity  grid, which  is 
dependent upon time of year, time of day, and somewhat unpredictable spatial and temporal 









Unlike  PV,  there  is  no  existing  industry  or  fully  developed  technology  for  integrated 
photoelectrochemical devices. Currently, solar fuels can be produced via a two‐step conversion 
process:  (i)  solar  to electric, using PV, and  (ii) electric  to hydrogen, using an electrolyzer. The 
combination of these two steps into one integrated PEC device could arguably lower the cost of 
solar fuels via (i) reducing materials usage and cost in the device and most notably in the balance 
and  (ii) enabling coupled optimization of  the  individual process steps  for higher overall device 
efficiency. However, the additional materials requirements and operating condition constraints 
that arise from PEC integration present a unique challenge for researchers. 














The  focus  of  this  thesis  is  mesoscale  optoelectronic  design  of  photovoltaic  and 





successful  design  and  (ii)  dimensionless  number  analyses  are  useful  for  the  simplification  of 
complex system modeling. On these “meso” length scales coupling of light absorption, transport 
of  charge  carriers,  reactants, products, and electrolyte  species, and  catalysis occurs and,  in  a 
practical device, these phenomena must all function cooperatively. Due to this inherently coupled 
nature,  design  of  experiments  that  effectively  isolate  one  phenomenon without  altering  the 
nature of the device, is both challenging and time‐intensive. For this reason, it is advantageous to 
employ  a  mesoscale  design  approach  that  capitalizes  on  synergy  between  experiment  and 
simulation.  This  thesis  studies  the  application  of  this  approach  to  both  photovoltaic  and 
photoelectrochemical devices and aims  to  (i) demonstrate  the advantages of using simulation 
tools  to  quickly  identify  and  understand  limiting  factors,  (ii)  subsequently  optimize  design 
parameters, and (iii) apply this knowledge to experimental fabrication. 
1.2	Background	
The  following  section offers  a brief  explanation of  the  governing physics of photovoltaic  and 




Kittel6  for  solid  state  physics,  Sze7  for  semiconductor  device  physics,  and  Bard8  for 
electrochemistry. This brief background begins with photovoltaic device operation, addressing 





Photovoltaic  device  operation  hinges  on  the  properties  of  semiconductor  materials. 
Semiconductors are a class of materials that have electrical and optical properties in the grey area 
between  insulators  and metals. Material  classification  at  the  classical  level  occurs  based  on 
electrical conductivity – metals having nearly  infinite conductivity,  insulators approaching zero 
conductivity,  and  semiconductors  lying  somewhere  in  between.  Quantum mechanically,  the 
relation between the electronic density of states and the Fermi level position, which is defined as 
the energy of an electronic  state  that has 50% probability of occupancy, determines material 
classification. From this perspective, metals are materials  in which the Fermi  level  lies within a 
band, which translates to large free carrier populations and conductivities. Conversely, insulators 
and  semiconductors are materials  in which  the Fermi  level  lies within a gap  in  the electronic 
density of states; smaller gaps (~1 eV at 300 K), in which a small population of free carriers can be 
thermally excited  into  the  conduction band, designate  semiconductors, giving  them  small yet 
significant conductivities. These small electronic bandgaps, and the phenomena that arise as a 
result, are the basis for semiconductor devices, including photovoltaic devices. 





bandgap  is  identical  to  the optical bandgap. Thus,  the bandgap defines  the absorption  region 
because only photons with energy greater than the semiconductor bandgap can excite an electron 
from the valence band to the conduction band. This excitation of an electron creates a hole in the 




specific  system  is  wavelength‐dependent  and  is  determined  by  the  incident  spectrum,  the 
complex refractive index of the materials, and the device architecture. Sections 1.2.1.2 and 2.2 
discuss these details and governing equations in greater detail. 




slightly  disparate  diffusion  rates,  diffusive  current  does  not  have  any  directional  charge 
dependence and  is  therefore not particularly useful  for charge  separation.  In contrast, carrier 
charge is directly proportional to drift current, due to its dependence on electric field, and, thus, 
drift current  is  typically  the driver of charge  separation and current collection  in photovoltaic 
devices.  Semiconductors  do  not  intrinsically  have  electric  fields,  but  an  electric  field  can  be 
established  at  a  semiconductor  interface with  a material  of  differing  Fermi  level,  creating  a 
“junction.”  Many  different  types  of  junctions  exist;  the  work  discussed  herein  includes 
6 
 









varies  with  semiconductor  dopant  concentrations,  with  higher  dopant  concentrations 
corresponding  to  smaller  depletion  regions,  typically  on  the  order  of  100s  of  nanometers  to 
microns, because greater charge carrier densities balance inequities in electrochemical potentials 







potential.  Note  that  this  thesis  adopts  the  device  physicist  convention  for  positive  energy 
direction,  as  indicated  in  the  diagram  of  Figure  1.  When  an  appropriate  n‐type  (p‐type) 























The  same  principles  govern  the  creation  of  a  semiconductor|semiconductor,  buried  p|n 
homojunction,  where  homojunction  refers  to  the  fact  that  both  the  p‐type  and  n‐type 
components are the same material. Initially, the Fermi level of the n‐type semiconductor is greater 
than that of the p‐type semiconductor; when brought into contact, electrons flow from the n‐type 
semiconductor  to  the p‐type  semiconductor  to  establish  equilibrium.  The p‐type bands bend 
down and the n‐type bands bend up with respect to their bulk positions, establishing an electric 
field that directs electrons from the p‐type  into the n‐type semiconductor. A  large  initial Fermi 
level  difference,  attainable  with  high  doping  concentrations,  is  desirable  for  a  p|n  junction 
because  it  generates  a  greater  built‐in  voltage.  Figure  2  illustrates  junction  formation  for  a 
symmetric p|n homojunction. 
Unlike semiconductor|liquid junctions, p|n junctions are not abrupt because band bending occurs 















efficiency.  This  section  outlines  the  limiting  efficiency  for  photovoltaic  devices.  Equation  (1) 
defines the limiting efficiency for a single junction photovoltaic device, ηPV, where VOC is the open 
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k T   .  In  real  systems,  this  ideal  dark  current  density  is  difficult,  if  not 
impossible, to reach due to non‐radiative recombination mechanisms. 
  ( ) ln 1B cell SC
o
k T j jV j
q j
    
  (3)
   


































The  incorporation  of  Equations  (2),  (3),  (5),  and  (6)  into  Equation  (1),  results  in  the  detailed 
balance efficiency  for a single  junction photovoltaic device as a  function of bandgap. Figure 4 
displays the detailed balance efficiency for a single junction photovoltaic device illuminated with 











The  only  losses  accounted  for  in  the  above  limiting  efficiency  analysis  are  thermalization  of 
carriers and  radiative emission  losses. The assumption  is  that  the device absorbs 100% of  the 





long absorption  lengths. Near 100% collection requires a  thickness smaller  than  the collection 
length, which reflects the electronic quality of the material. Therefore, in a real (planar) device, 










A  fuel‐generating  photoelectrochemical  device  is  based  upon  the  same  photovoltaic 
phenomenon as solar cells—the generation and separation of charge. The functional difference 
is  that  its  final  energy  product  is  chemical  fuel  rather  than  electrical  current,  and  thus, 
photoelectrochemical devices have a third critical step: catalysis. The fuel conversion step also 
places a constraint on the output voltage of the photovoltaic component of the device, which 
must  exceed  the  thermodynamic  potential  of  the  desired  reaction.  Additional  requirements, 
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The thermodynamic potential at standard conditions, ΔE°, for this reaction is 1.23 V, and thus, the 
most  basic  requirement  for  the  photoelectrochemical  (PEC)  production  of  hydrogen  is  an 
operating voltage greater  than 1.23 V. Water vapor, via 100% humidity air, can  replace  liquid 
water and reduces the potential difference slightly to 1.19 V.10 The Nernst equation, Equation (8), 
relates this potential to the Gibbs free energy of reaction, ΔG0, where n is the number of electrons 
involved  in  the  reaction,  and  F  is  Faraday’s  constant.  The  absolute  values  signs  remove  the 
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Under  non‐standard  operating  conditions,  the  thermodynamic  potential  shifts  according  to 
Equation  (9), where ΔE  is  the actual potential difference, R  is  the universal gas constant, T  is 
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This  kinetic  driving  force  is  termed  the  catalyst  overpotential.  The  Butler‐Volmer  equation, 
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The photoelectrochemical device efficiency derives  from  chemical  fuel  value,  rather  than  the 
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Examination of the maximum achievable efficiency in photoelectrochemical devices requires the 
development  of  a  j‐V  characteristic  similar  to  the  ideal  diode  equation,  Equation  (3),  for 
photovoltaic devices. The series configuration of this device lends itself to a voltage vs. current 
density, V(j), formulation, as shown in Equation (14), where VPV is the photovoltaic voltage from 
a  variable  number  of  semiconductor  junctions,  i,  ηcat,a  and  ηcat,c  are  the  anodic  and  cathodic 
overpotentials, respectively, and Vseries is the series resistance  loss from  ionic transport through 
solution and membrane. As previously  stated,  in order  for  the  reaction  to proceed,  the  total 
output voltage of the device, VPEC, must be greater than the reaction potential, Erxn. 
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Catalysts  that  have  significantly  disparate  charge  transfer  coefficients  require  the  use  of  a 
















the voltage as a  function of  current density  for a photoelectrochemical device operating at a 
significant overpotential. 
  , 0
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from  the  first  and  second  terms  of  Equation  (17).  The  distinctive  feature  of  the 
photoelectrochemical device is the exponential increase in current density from open circuit. This 
exponential  “turn‐on”  originates  from  the  Butler‐Volmer  kinetics,  and  demonstrates  the 











order  to  arrive  at  a  bandgap‐dependent  efficiency,  paralleling  that  for  photovoltaic  devices 
(Figure 4). Both catalytic exchange current density and charge transfer coefficients are material 
and often deposition method  specific. Catalytic exchange current density and Tafel  slope,  the 
coefficient of Equation (18), are typically experimentally determined. Tafel slopes can vary with 
voltage; therefore, the alternative assumption of α=0.5 is used for the following limiting efficiency 
calculations based on Equation  (17). Additionally,  catalytic exchange  current densities of 0.01 
mA∙cm‐2  and  1x10‐3 mA∙cm‐2  are  assumed  for  the  hydrogen  evolution  and  oxygen  evolution 
reactions,  respectively,  matching  top  values  reported  in  literature.11,12,13,14,15  This  efficiency 
calculation assumes 100% Faradaic efficiency and omits solution resistance because, in an ideal 








function  of  semiconductor  bandgap(s)  calculated  from  Equation  (17),  assuming  AM1.5G 
illumination, T=300 K, Rs=0, ne=2, α=0.5, j0,cat,a=10‐3 mA∙cm‐2, and j0,cat,c=10‐2 mA∙cm‐2. 
Due to the large voltage needed to kinetically drive water‐splitting, a single junction photovoltaic 
unit  requires a  large bandgap  semiconductor, which  severely  limits  its efficiency. The highest 
achievable efficiency with a single junction is 16% using a semiconductor with a 2.04 eV bandgap. 
Dual junction configurations can achieve much higher efficiencies due to their ability to capture a 
more  significant portion of  the AM1.5G  spectrum with  lower  thermalization  losses  and  large 
operating voltages. Based on these calculations, the optimum bandgap combination  is 0.92 eV 
and  1.58  eV,  which  has  an  ideal  efficiency  of  31.8%.  Real  systems  require  larger  bandgap 
semiconductors  because,  in most  cases,  the  ideal  diode  equation  grossly  overestimates  the 
attainable  photovoltage  by  disregarding  entropic  losses  from  unrestricted  angular  emission, 
22 
 
incomplete  light  trapping, and non‐unity  internal quantum efficiency.16 Therefore, considering 
performance of currently available semiconductors which fall about 200‐300 mV shy of their ideal 
voltages, the  limiting efficiency of a single  junction water‐splitting device  is around 12% with a 
2.25 eV bandgap semiconductor, and that of a dual junction device is around 26% with 1.1 eV and 
1.75 eV bandgap semiconductors. 
Unlike  photovoltaic  devices  in which  the  power  output  can  be maximized  by  simultaneously 
adjusting the voltage and current density, the reaction potential sets the photoelectrochemical 
device  voltage.  Consequently,  semiconductor  bandgaps  more  strongly  affect 
photoelectrochemical device efficiencies than photovoltaic device efficiencies. The sharpness of 




Both  buried  junction  and  semiconductor|liquid  junctions  have  advantages  for  application  in 


















sufficiently  off‐set  from  the  redox  potentials  to  supply  the  kinetic  overpotentials.  Figure  9 
illustrates this point with band diagrams for a tandem photoelectrochemical device that consists 









Figure 9: Band diagrams  for  a  tandem photoelectrochemical device  consisting of  an n‐type 
semiconductor|liquid junction for water oxidation and a buried p|n junction for the hydrogen 
reduction  reaction  (a)  in  the dark  in equilibrium with  the water oxidation potential and  (b) 
under illumination with quasi‐fermi levels and overpotentials labeled. 
The power curve analysis  is a simple and useful way to determine  the operating current  for a 
tandem photoelectrode, without integration of the two half cells. Figure 10 illustrates this method 
by overlaying the separate experimental measurements of the j‐V curves of the two exemplary 






For  the  case  of  semiconductor|liquid  junctions,  if  the  band  alignment  and  photovoltage 
requirements  are  not  inherently met  at  pH  0,  it  is  possible  to  alter  the  redox  potentials  by 
changing the pH per Equation (9), thereby modifying the band alignment. However, the available 
pH window depends on material stability and catalyst performance. Additionally, this parameter 












edge  and more  negative  than  the  valence  band  edge,  respectively.  For  kinetic  stability,  the 
reductive and oxidative decomposition potentials must be more positive than the reduction and 
oxidation  reaction potentials,  respectively, so  that  the desired  reaction occurs  faster  than  the 
electrode decomposition.19 Stability is a particularly difficult criterion to meet for the photoanode; 






The  work  discussed  herein  focuses  on  micro‐  and  nano‐structured  photovoltaic  and 
photoelectrochemical devices. Mesostructured designs, and particularly nanowire and microwire 
designs,  have  many  advantages  for  both  applications.  Figure  11  illustrates  a  few  of  these 
advantages  via  a  comparison  of  simplified  schematics  of  a  planar  and  wire‐based 
photoelectrochemical device, where the semiconductor is in red and the membrane is in green. 
The most obvious advantage is that microwire and nanowire arrays can reduce material usage, 








length,  αL,  to  be much  less  than  the  collection  length,  LC;  nanowire  and microwire  designs 
decouple these characteristic lengths, enabling higher efficiencies in slowly absorbing and/or low 
electronic quality materials. Furthermore, nanowires can enable high quality, lattice‐mismatched 
growth.22  The materials  used  in  traditional  planar multijunction  devices must  have matching 




lattice mismatched materials,  thereby  eliminating material  lattice  constant  as  a  constraint  in 
materials selection and device design optimization. Nanowires and microwires also exhibit light 
trapping,  and  it  is  this  quality  that  enables  sparse  arrays,  and  thus  less material,  to  achieve 
equivalent performance  to planar devices.23,24  The  analysis  and manipulation of  these optical 
properties are a primary interest in this thesis. 
 
Figure  11:  Simplified  schematic  of  a  planar  and  a wire‐based  photoelectrochemical  device, 
illustrating the orthogonalization of light absorption and carrier collection and short diffusion 




pathway  for  the  electrolyte.  More  detailed  figures  for  planar  and  wire‐based 
photoelectrochemical devices can be found in Figure 5 and Figure 16, respectively. 
Additional  advantages  exist  for  mesostructured  designs  for  photoelectrochemical  devices. 
Microwires and nanowires have greater surface area for catalyst placement. This advantage can 
be capitalized on in one of two ways—(i) a higher catalyst loading decreases overpotential, which 
consequently  can  enable  higher  efficiencies  or  the  use  of  earth  abundant  catalysts  with 
intrinsically  higher  overpotentials,  and  (ii)  careful  catalyst  placement  can  increase  optical 
transmission  through  the  illumination‐side  catalyst  layer.  The  next  section  (Section  1.2.6.1) 
discusses this tradeoff between optical transmission and catalyst overpotential  in more detail. 
Furthermore,  microwire‐  and  nanowire‐based  designs  allow  for  completely  monolithic 
photoelectrochemical devices by facilitating direct integration of the ion‐conducting membrane 
into  the array. This monolithic  structure also enables  short electrolyte diffusion pathways, as 
illustrated in Figure 11, which minimizes solution resistance losses.25 
1.2.6.1	Mesostructured	Catalyst	
The  section  considers  the  influence  of  an  illumination‐side  catalyst  on  the  performance  of  a 














area  factor,  fSA,  is  used  to  normalize  the  catalyst  surface  area  to  the  planar  device  area,  by 
modifying the catalytic exchange current density term in the Butler‐Volmer kinetics. This factor 
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Figure 12 exhibits the effect of modulating both factors, fT and fSA, on the j‐V characteristic of a 
tandem  (i=2)  photoelectrochemical  device  in  terms  of  the  normalized  voltage  (V/VOC)  and 
normalized current density (j/jSC). A decrease of catalyst surface area by a factor of 10 (blue to red 


















and  rhodium  (Rh) electrocatalysts  that have been employed  in water‐splitting half cells13 with 
demonstrated high efficiency and stability  for water‐splitting(Figure 13).26 Optimization of  this 
system  involves  careful  tuning  of  catalyst  deposition,  typically  experimentally  performed  via 



















10  25  50  100  150  250 
2 (1.57)  0.52  0.53  0.35  0.33  0.20  0.17  0.19  0.10  0.22  0.16  0.11  0.26 
3 (0.70)  0.67  0.71  0.66  0.72  0.48  0.70  0.56  0.40  0.60  0.62  0.45  0.62 
4 (0.39)  0.68  0.72  0.68  0.73  0.56  0.71  0.64  0.57  0.61  0.70  0.55  0.61 















Figure  13  shows  the  j‐V  characteristic  for  a  tandem  InGaAs|InGaP|Rh  photoelectrochemical 
device  for  the p/r values of 2  (blue), 3  (green), and 6  (red). For close‐packed Rh hemispheres 











it  maximizes  the  device    current  density  and,  despite  the  voltage  penalty  associated  with 
decreasing  the  catalyst  loading,  the  voltage  supplied  by  the  two  photodiodes  is more  than 
sufficient  to  drive  the  water‐splitting  reaction  (Ewater‐splitting=1.23  V).  In  general,  the  device 
performance  is more  sensitive  to  changes  in  transmission  than  catalyst  surface  area because 
current density depends linearly on the transmission factor and voltage depends approximately 










of the effect of nanoparticle catalysts on  the photoelectrochemical device performance  in  the 
previous chapter, is to understand the role of and optimize design variables to maximize device 
efficiency by studying device operation on the length scale of tens of nanometers to centimeters. 
In  photovoltaic  devices,  light  absorption  and  carrier  transport  are  coupled  together.  In 
photoelectrochemical devices, the picture is more involved; light absorption, transport of charge 





altering  the  nature  of  the  device,  is  both  challenging  and  time‐intensive.  Therefore,  the 
development of a simulation tool that  integrates all phenomena  is crucial to accurately model 










carrier  transport. Conversely and as previously  stated, a photoelectrochemical device  is much 
more complex. The identification of limiting phenomena in a system enables simplification of the 
model.  Therefore,  it  is  a  useful  exercise  to  identify  the  expected  limiting  phenomena  in  a 
photoelectrochemical device prior to developing a complex mesoscale model. This section covers 






fuel  production  rate.  Additionally,  as  demonstrated  in  Section  1.2.4, which  outlines  limiting 
efficiencies  for  photoelectrochemical  devices,  the  operating  current  density  is  the  primary 
efficiency parameter. While this operating current density can be affected by many things, such 
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The  minority  carrier  is  the  less  abundant  carrier  type  (electrons  or  holes)  in  a  doped 
semiconductor. In an n‐type semiconductor with donor dopants, the minority carriers are holes, 
and in p‐type, they are electrons. Under low level injection conditions, minority carrier transport 





from  approximately  10%  to  17%  due  to  the  orthogonalization  of  carrier  collection  and  light 
absorption  in  the microwire geometry. The gap between  the  two cases widens  for  larger  trap 
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additional  voltage  loss  needs  to  be  counteracted  by  photovoltage  from  the  semiconductor 
junctions. Therefore, large catalytic overpotentials directly translate to the need for large bandgap 
semiconductors  and,  consequently,  lower  absorbed  photocurrent  densities  and  device 
efficiencies.  To  demonstrate  this,  Figure  14  shows  contour  plots  of  water‐splitting  tandem 
photoelectrochemical efficiencies with and without catalytic overpotentials, where the case with 
catalytic overpotentials matches the values used in Section 1.2.4. These calculations also follow 





















array  void  space;  this  arrangement  corresponds  to  a  surface  area  enhancement  factor  of 
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approximately  105.  As  demonstrated  in  Section  1.2.6.1,  catalytic  surface  area  enhancements 
effectively  lower  the  catalytic  overpotential. At  a  105  enhancement  factor  in  surface  area,  a 
catalyst  with  reasonable  performance  has  negligible  overpotential  for  current  densities 




is necessary.  In particular,  a  comparison of  the  achievable photovoltage  for  a  given bandgap 
combination  and  the  kinetic  overpotential  requirements  for  a  given  catalytic  surface  area  is 
instrumental in an evaluation of the effect of catalysis on device efficiency. 
2.1.4	Reactant	and	Product	Transport	
If  the  reaction  is  not  catalytically‐limited,  then  it  is  transport‐limited.  Either  charge  carrier 
transport  or  solution  species  transport  could  be  the  source  of  this  transport  limitation.  This 
section examines the latter, considering water, protons, oxygen, and hydrogen transport in acidic 
conditions. For a device immersed in water, diffusion of water to the OER catalysis site is trivial. 
Additionally,  the  assumption  of  irreversible  reactions  negates  the  issue  of  product  transport 
(oxygen and hydrogen). The assumption of  irreversibility  is valid  for  liquid  junctions as well as 
buried junctions with a catalyst. For the case of liquid junctions, the electric field at the junction 
immediately extracts the charge carriers, thereby preventing the back reaction. For the case of a 
buried  junction  with  a  catalyst,  the  forward  reaction  is  strongly  favored  at  a  sufficient 
overpotential. Consequently, proton  transport  is  the only  potential  issue  for  solution  species 
transport. The most  simple and elegant way  to analyze whether catalysis or proton  transport 
limits  the  HER  reaction  is  the  examination  a modified  Damköhler  number,  a  dimensionless 
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a  microwire  array),  and  a  pH  of  0.  These  parameters  result  in  a  Damköhler  number  of 
approximately 0.12. This value demonstrates that the diffusive rate is approximately an order of 




this  approximation  breaks  down  for  smaller  void  fractions  and more  basic  pHs  and  (ii)  this 




crossover and  the associated efficiency  loss due  to  the  reverse  reaction. Membrane materials 
have  lower conductivities than solution, and therefore  ionic transport across the membrane  is 













valid  in  this  case  because  the  reactant  is  not  depleted  at  either  interface, meaning  that  the 
concentration gradient is an unknown. The calculation of the concentration gradient required to 
drive  proton  diffusion  across  the membrane  uses  an  assumed  value  for  current  density  to 
determine the proton flux. A linear approximation of Fick’s law, Equation (22), in tandem with this 
proton  flux  and  the  Nernst‐Einstein  equation,  Equation  (25),  which  estimates  the  diffusion 
constant, where z is the species valence number, R is the gas constant, and T is the temperature, 
gives the proton concentration gradient across the membrane. 
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Based  on  the  preceding  analysis,  the  most  important  phenomena  to  model  for  device 







Many  computational  electromagnetic  methods  exist,  including  the  transfer  matrix  method 
(TMM), discrete dipole approximation (DDA), rigorous coupled wave analysis (RCWA), and finite 
element method  (FEM),  to name  a  few.  In  this work,  a  finite difference  time domain  (FDTD) 
method  was  selected  to  simulate  light  absorption  in  mesostructured  photovoltaic  and 
photoelectrochemical devices. The FDTD method  solves Maxwell’s equations on a  spatial and 
temporal grid, and while  it  is somewhat computationally expensive,  this method was selected 
because  it  is  intuitive,  versatile,  accurate  and  stable  for many  different  geometries  including 
complex nanostructures. Specifically, the FDTD simulations presented herein used a commercial 
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The  Lumerical  FDTD  simulations  require  the  input  of  the  design  geometry  and  the  complex, 
frequency‐dependent relative permittivity, εr(ω), of each material. In the directions perpendicular 
to  the  wire  axis,  periodic  boundary  conditions  for  normal  incidence  and  Bloch  boundary 
conditions  for  other  angles  of  incidence  simulated  infinitely  periodic  arrays.  Symmetric  and 
antisymmetric  boundary  conditions,  depending  on  field  orientation,  replaced  the  periodic 
boundary conditions in designs with planes of symmetry. The boundary conditions reduced the 
simulation region, and thus, the required computational power, by a factor of four when both 
were  employed.  In  the  axial  direction,  perfectly  matched  layer  (PML)  boundary  conditions 
simulated  infinite  free space, and,  in designs with back reflectors, a metal boundary condition 
simulated  perfect  reflection  at  the  lower  axial  boundary.  All  simulations  used  plane  wave 
illumination.  The  2D  microwire  array  simulations  used  transverse  electric  (TE)  polarization, 
defined as  the electric  field oriented perpendicular  to  the  infinite  slab axis. The 3D nanowire 
simulation results are an arithmetic average of transverse electric (TE) and transverse magnetic 
(TM) simulation results to emulate unpolarized light. Some initial simulations and optimizations 
used broadband  light  sources, but all  final  results employed  single wavelength  simulations  to 
ensure  the  accuracy  of  the  results.  The  largest  source  of  error  that  broadband  simulations 
introduce  is the use of a polynomial fit to the refractive  index; this error  is particularly notable 




capture  coupling  between modes  of  neighboring  structures.  Additionally,  angular  broadband 

























PML,  and Metal),  the  orientation  of  the  fields  for  a  TE  simulation,  the  required material 
parameter  inputs,  εr(ω),  and  the  extension  of  the  structure  in  the  third  dimension  for  2D 
simulations. 
The absorbed current density was calculated via two methods, depending on the device design. 




















W∙m‐2∙nm‐1 as  it  is obtained from the NREL website, and the  1240  factor converts power to 
current.  
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The  spatially  resolved  electric  field  and  relative  permittivity  were  also  necessary  for  the 
calculation of spatially resolved photogenerated carrier density for use  in the carrier transport 














computational  electromagnetics,  many  software  options  exist  for  charge  carrier  transport 
simulation,  including software packages such as AFORS‐HET, Lumerical (FDTD and Device), and 
COMSOL, which can perform coupled optoelectronic simulations.  In  this work, Synopsys TCAD 
Sentaurus  was  selected  for  the  charge  carrier  transport  simulations  because  it  is  versatile, 
accurate, and widely accepted and used by the semiconductor  industry. Specifically, Sentaurus 
has  advanced  functionality  and  allows  the  input  of  detailed  parameters,  such  as  energy‐
dependent and spatially‐variant defect levels, which are not available features in less application‐
specific software. 




where  n  is  the  electron  density, Gn  is  the  electron  generation  rate,  Δn  is  the  excess  carrier 
concentration,  τn  is  the  carrier  lifetime,  and  µn  is  the  electron mobility.  The  hole  transport 
equation is identical except that the diffusion term is negative. In this equation, the generation 
term, Gn, relates to  light absorption and  typically has spatial dependence, and  the 
n
n term 




and the second term,  nD n , represents the diffusive current. 
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The  2D  cross  sections of  the  structures  in  Sentaurus precisely matched  those  constructed  in 
Lumerical  FDTD, and  radial  symmetry was used  for  the  third dimension. To  create a  coupled 





doping  concentration,  lifetime,  and  surface  recombination  velocities,  to mention  a  few.  The 
parameters used  and device physics  enabled  in  specific device designs  are discussed  in  their 
respective sections. 
Solution of the coupled Poisson and charge carrier equations under illumination and no applied 








manifest  at  the  mesoscale,  demonstrating  how  geometric  design  parameters  and  optical 
materials selection can greatly alter the absorption efficiency for a photoelectrochemical device 




This  chapter  explores design  aspects  for  a  tandem, monolithic, microwire‐based  silicon  (Si)  | 
tungsten oxide (WO3) photoelectrochemical device (Figure 16), using an experimentally validated 
model.32  The  recent  development  of  Si  microwire  synthesis  processes  for  photovoltaic 
applications  inspired this design.33 Deposition of a series‐connected photoanode material on Si 
microwires enables the realization of a tandem device with an open circuit voltage suitable for 
water‐splitting.34,35  This  tandem,  microwire  design  affords  many  advantages,  as  detailed  in 
Section 1.2.6. Additionally, silicon is an attractive choice for the photocathode material owing to 
the existing knowledge base for design and fabrication of Si microwire arrays with good fidelity 
















Figure  16:  (a)  Diagram  of  a  monolithic,  tandem,  microwire‐based  PEC  device,  including 
photoanode, photocathode, ohmic contact material between the two photoelectrodes, oxygen 
(OER) and hydrogen  (HER) evolution catalysts, and  ion‐conducting membrane. Reactions are 








WO3  is a difficult material to model because reports  in  literature of  its bandgap, work function 
and  doping  concentration  vary  widely.  Therefore,  the  validation  process  first  matches  the 
experimental and theoretical results of the j‐V characteristic of a planar WO3|liquid junction to 
determine WO3 material  parameters.  Secondly,  a  comparison  of  the  j‐V  characteristic  of  a 
















furnace  at  atmospheric  pressure  using  SiCl4  (Strem,  99.9999+%)  at  25  sccm  flow  rate,  H2 
(Matheson, research grade) at 500 sccm flow rate, and BCl3 (Matheson, 0.25% in H2) at 1 sccm 
flow rate for 20 min or PH3 (Matheson, 100ppm in H2) at 0.3 sccm flow rate for 9 min. This process 
produced Si microwires  that were 40‐70 μm  in  length, 2 μm  in diameter and acceptor doping 
densities on the order of 1017 cm‐3. Following growth, the samples were cooled to approximately 
200 °C under a 500 sccm flow of He.  
To  create  the  boot  and  prevent  junction  shorting  for  the  tandem microwire  structure,  the 
microwire  arrays  were  then  cleaned  using  a  6:1:1  (by  volume)  H2O:HCl  (fuming, 
















microwires. The emitter  layer was  formed via exposure of  the  samples  in a CVD  furnace  to a 
20:400 sccm flow of BCl3 (Matheson, 0.25% in H2):H2(Matheson, research grade) at 950 °C for 30 
min, immediately following a 30 sec etch in 10% BHF. This emitter layer formation step was also 
















the deposition  solution.  Stock  solutions were used  for one week before  and  thereafter were 
freshly prepared. All ITO‐coated samples were used as prepared for deposition of WO3, and were 
contacted directly to the ITO layer using a flat alligator clip. Deposition of WO3 on n|p+‐Si and p‐
































light  intensities  of  either  1  (100  mW‐cm‐2)  or  11  (1080  mW‐cm‐2)  suns  on  a  calibrated  Si 
photodiode.  The  concentration  value  (11x)  was  determined  using  the  AM1.5G  spectrum; 
however, based on the AM1.5D spectrum, it was a 12x concentration. Calibration was performed 
such that the highest light intensity anywhere in the cell was at the cited light intensity and the 





in  the  cathode  compartment at  scan  rates of 20 mV‐s‐1. Pt disc  (0.0314  cm2)  three‐electrode 
measurements were performed with the Pt disc in the cathode compartment and with the SCE 
reference  and  the  Pt  mesh  counter  electrodes  in  the  anode  compartment.  For  Pt  disc 
measurements, the cathode compartment was saturated with either Ar(g) (research grade, Air 


































n‐region with ND=1017cm‐3 and a 0.2 um  thick p+‐region with NA=1020  cm‐3. The p+|n  junction 
microwire array consisted of an 80 µm long wire with a 200 nm radial junction, with a 15 µm SiO2 
boot to emulate the experimentally fabricated structure. The quasi‐neutral bulk of the planar n‐









The WO3  layer  used  the  built‐in  “oxide  as  semiconductor” material  parameter  file with  the 
following  parameters modified  and  their  values  in  parentheses:  bandgap  (Eg=2.6  eV),  work 
function (χ=4.4 eV), relative permittivity (ϵr=5.76), conduction‐ and valence‐band density of states 
(NC=1.8 x 1019 cm‐3, NV=7.1x1019 cm‐3), time constant (τn=τp=10‐8 s) and mobility (µn=µp=40 cm2∙V‐
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to  that  used  for  modeling  the  Si  junction.    These  simulations  used  Shockley‐Reed‐Hall 
recombination and thermionic emission physics. 




The  two  photoelectrode  curves  are measured  separately  and  then  overlaid.  The maximum 
attainable  operating  current  density,  assuming  a  perfect  contact  interface  between  the  two 

















experimental  effort,  the  parameter  values  used  to  capture  these  processes  would  be  fairly 




























conditions as the experimental data shown  in Figure 21.  In each plot,  the green  line  is  the  j‐V 
performance of the silicon p|n junction, the red line incorporates the Butler‐Volmer kinetics of a 
platinum  catalyst with  the  Si  p|n  junction,  and  the  blue  line  is  the  j‐V  performance  of  the 
WO3|liquid  junction. The point at which the red and blue  line cross  is the predicted operating 
current density of the device. The first plot (a) represents the planar tandem device under 1 sun 
illumination, and the second (b) and third (c) plots represent the microwire‐based device under 1 
and 11 suns  illumination,  respectively. These  results demonstrate  that  the model predicts  the 
planar tandem under 1 sun and the microwire tandem under 11 suns to have sufficient voltage to 
split water, while the microwire tandem under  just 1 sun  illumination falls short of the water‐











variations  of microwire  tandem  absorbers  (illustrated  in  Figure  23)  are  initially  explored  and 
design  features  that  increase  light  absorption  without  compromising  carrier  collection  are 
investigated.    The  main  difference  between  the  two  variations  is  the  optical  opacity  or 
transparency  of  the  contact  material  interconnecting  the  two  photoelectrodes.  An  opaque 
contact design increases the photon path length, and thus absorption, in the photoanode (WO3), 



























methods  were  identical  to  those  used  for  model  validation  (Section  3.1.2).  Charge  carrier 
transport simulations were performed only for the WO3|liquid junction because the WO3 limits 
device  performance.  Solution  of  the  coupled  Poisson  and  charge  carrier  equations  under 
illumination and no applied bias determined  the short circuit, bulk recombination and surface 









Solid  lines  represent  the  microwire‐based  designs  and  dashed  lines  represent  the  planar 
equivalent design.  ITO was used as  the contact material  in  these planar comparisons because 
aluminum (w=0.7 µm) would block all light from the silicon. Table 2 displays the normal incidence 
ideal short circuit current densities, ideal day‐integrated hydrogen production densities, normal 
incidence  internal  quantum  efficiencies,  normal  incidence  short  circuit  current  densities,  and 





Figure  24:  (a)  Schematic  of  simulation  unit  cell,  simulated  as  a  2D  infinite  array  using  TE 
polarized illumination at normal incidence; (b) absorption vs. wavelength for the photoanode, 
photocathode,  and  contact  for  the  structure  in  (a) with  an  opaque,  aluminum  contact;  (c) 
absorption vs. wavelength for the photoanode, photocathode, and contact for the structure in 
(a) with a transparent,  indium tin oxide  (ITO) contact. Solid  lines represent microwire‐based 
designs and dashed lines are their planar equivalents. 
Table 2:  Ideal  short  circuit  current densities  (mA∙cm‐2), day‐integrated hydrogen production 
(mmol∙day‐1∙cm‐2),  internal quantum efficiencies and short circuit current densities (mA∙cm‐2) 
for the opaque and transparent contact models and their planar equivalence 
Model  jSi  jWO3  jContact  jRef  jTrans  FH2  IQE  jSC  jBR  jSR 
Opaque  3.21  1.46 16.72 18.07 5.52 0.09 0.86  1.26  0.03 0.17
Transparent  28.31  1.02 2.11 5.69 7.86 0.17 0.88  0.90  0.02 0.20




The  significantly  lower  absorbed  current  density  of WO3  in  comparison  to  Si  in  all  designs 
illustrates  that WO3, due  to  its wide bandgap, absorbs  far  less  light  than  Si and  limits device 
current  density  and  hydrogen  production  in  both  cases.  Because  of  aluminum’s  reflective 
properties,  the opaque  contact design outperforms  the  transparent  contact design at normal 
incidence  due  to  an  increased  photon  path  length  and,  hence,  greater  absorption  in WO3. 
However,  the  transparent  contact  design  outperforms  the  opaque  contact  design  in  day‐











bulk  recombination.  In  fact,  the  dominant  loss  in  the  microstructured  designs  is  surface 
recombination at the ohmic contact rather than the bulk recombination which dominates losses 
in the planar case. The higher internal quantum efficiencies of the two microstructured devices 
underscore  the  advantage  of  orthogonalizing  the  directions  of  light  absorption  and  carrier 



























within an  infinite 2D array of wires  indicating  the coupling  into a surface plasmon‐polariton 









properties  of  the wires.  The most  successful  approach was  the  replacement  of  Al with  Ag, 
resulting in a ~40% reduction in the contact absorption (see Appendix A.2 for details). Silver’s red‐
shifted plasmon resonance and lower absorption coefficient throughout the visible in comparison 
to  aluminum  contribute  to  its  lower  absorption.  Nevertheless,  the  Ag  absorption  loss  (9.68 














experimental  measurements,  the  diffusion  length  of  WO3  is  ~1  µm,42  which  suggests  that 
increasing the thickness of WO3 beyond its current 1 µm thick coverage would have diminishing 
returns. Thus, other alterations  to  the original design are made  iteratively  in order  to  find an 




























in a 140%  increase  in hydrogen production over  the original  transparent contact model and a 
striking  350%  increase  over  the  opaque  contact  model.  Additionally,  the  optimized  model 
outperforms its planar equivalent device in both optical and optoelectronic efficiency, highlighting 





Figure  26:  Schematic  of  (a)  the  original,  (b)  the  partially  optimized,  and  (c)  the  optimized 
microwire  array  designs  with  the  transparent,  indium  tin  oxide  contact;  (d)  plot  of  WO3 
absorption vs. wavelength, demonstrating the absorption enhancement, where solid lines are 
the microwire‐based designs and dashed lines are their planar equivalents. 




Model  jSi  jWO3  jContact  jRef  jTrans  FH2  IQE  jSC  jBR  jSR 
Original  28.31  1.02 2.11 5.69 7.86 0.17 0.88  0.90 0.02 0.20
Planar  16.53  1.75 0.20 16.19 8.86 0.26 0.57  1.00 0.54 0.21
Partial Opt.  28.10  2.10 5.12 1.04 8.70 0.34 0.85  1.79 0.11 0.20
Planar  14.79  2.03 0.58 16.57 9.59  ‐‐ 0.49  1.00 0.88 0.15
Optimized  33.50  3.39 6.06 2.09 0.00 0.40 0.90  3.05 0.12 0.22









absorb  a  substantial  amount  of  light,  thereby  reducing  the  overall  device  efficiency.  Also, 




Additionally,  this  study  reveals  the value of  full wave electromagnetic  simulations  coupled  to 














interest  and  intensive  research  effort,  motivated  by  fundamental  interest  owing  to  their 
remarkable optical properties, including reduced reflectance,46,47,48 increased absorption,49,50,51,52 
and  spectral  selectivity,53,54,55  and  are  also  of  considerable  interest  in  applications  to 
optoelectronic  and  photovoltaic  devices.    For  next  generation  photovoltaics  and  advanced 
photoelectrochemical devices, arrays of  semiconducting nanowires present an opportunity  to 
reduce material  usage  and  cost, while maintaining  or  improving  optoelectronic  performance 
relative to thin film or bulk materials.  In particular nanowires can exhibit light trapping features 













The subject of this chapter  is the  light absorption properties of  individual and sparse arrays of 
semiconductor nanowires. The main focus  is on  III‐V nanowires, but silicon nanowires are also 
studied.  The  chapter  starts  out  with  some  initial  experimental  results  on  the  optical  and 




the  chapter  concludes  with  some  initial  efforts  towards  experimental  fabrication  and 
characterization of optimized array geometries. 



























temperature  step  for nanowire growth at 790˚C  for 30−60 min with disliane  (Si2H6) as  the n‐
dopant source. Figure 27(b) illustrates the gas flow and temperature profiles as a function of time 














To measure  the optical properties of  the nanowire arrays without  substrate contribution,  the 
nanowire  arrays were  embedded  in  poly‐dimethyl‐siloxane  (PDMS)  and  peeled  off  from  the 
substrate. The PDMS was prepared at a 5:1 ratio of base to curing agent and was subsequently 
spin‐coated onto the wire arrays at 1000 rpm for 1 min. The embedded arrays were degassed for 





Figure  27:  MOCVD  growth  process  for  GaAs  nanowire  arrays  on  (a)  silicon  and  (b)  GaAs 
substrates;  (c) SEM  image of as‐grown nanowire arrays at 30°tilt;  (d) TEM of a  single GaAs 










was  used  to  produce  a  beam  size  of  less  than  1 mm  (FWHM)  for  focused  illumination.  The 
divergence angle of the incident beam was 9˚. The internal surfaces of the sphere, baffles, port 





GaAs  nanowire  arrays  embedded  in  PDMS  placed  on  a Ag  back  reflector),  each  sample was 























Prior  to  photoelectrochemical measurements,  the  n‐GaAs  nanowire  array  and  planar  n‐GaAs 
photoelectrodes were etched  in a solution of 0.04%  (v/v) Br2  in methanol  (CH3OH,  low water, 
J.T.Baker) for 15 s, followed by immersion in 1.0 M KOH(aq) for 15 s. The KOH solution was then 
replaced with 2.0 M NH3  in CH3OH, after which the electrode was dried  in a flow of N2(g) and 






O2(g). Bis(cyclopentadienyl)  iron(II)  (ferrocene, FeCp20) was purchased  from Sigma Aldrich and 
was  purified  by  sublimation  in  vacuum.  Bis(cyclopentadienyl)  iron(III)  terafluroborate 
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(ferrocenium,  FeCp2+  ∙ BF4−) was purchased  from  Sigma Aldrich,  recrystallized  in  a mixture of 
diethyl ether and acetonitrile, and dried in vacuum before use. 
A standard three‐electrode potentiostatic setup, with ferrocenium|ferrocene (FeCp2+|FeCp20) as 
the  redox  couple  and  dry  acetonitrile  (CH3CN)  as  the  solvent,  was  used  for  all  of  the 
photoelectrochemical experiments. The reference electrode was a Pt wire poised at the solution 
potential, and the counter electrode was a Pt mesh with an area more than 10 times larger than 
the working  electrode.  The working  photoelectrodes were  oriented  vertically  downward  and 
were  illuminated  by  an  ELH‐type  tungsten‐halogen  bulb  that was  adjusted  in  intensity  using 
neutral  density  filters.  To  obtain  the  photoelectrochemical  data,  all  three  electrodes  were 
immersed in a dry CH3CN solution that contained 0.5 mM ferrocenium, 90 mM ferrocene, and 1M 
LiClO4  as  the  supporting  electrolyte.  The  solution  was  vigorously  stirred  to  minimize  mass 
transport effects on the current density. 
The enhanced optical  absorption of GaAs nanowire  arrays,  in  conjunction with  radial  carrier‐
collection,  resulted  in high external quantum yields  (EQYs) when  these GaAs nanowire arrays 
were used as energy‐conversion devices. To investigate the carrier‐collection efficiency of GaAs 
nanowire arrays, the EQY (Φext) vs. wavelength was measured at normal incidence by forming a 




steps  to create metallurgical  junctions and conformal solid‐state contacts. The  fast,  reversible 
redox  system  was  chosen  to  ensure  that  the  electron‐transfer  kinetics  at  the 
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semiconductor|liquid  interface were  not  rate‐limiting.72,73,74 A  rectifying  junction was  formed 
surrounding each of the nanowires, facilitating radial separation of light‐generated carriers. 
In the next section (Section 4.1.3), Figure 29 shows the external quantum yield results from the 
non‐aqueous  photoelectrochemistry  measurements  alongside  the  corresponding  simulation 













Figure  28 displays both  the  experimental  (a  and b)  and  simulation  (c  and  d)  results  for  light 
absorption  in the GaAs nanowire arrays grown on GaAs substrates under different conditions. 
Specifically,  Figure  28  a  and  c  shows  the  normal  incidence  absorption  spectra  for  the  GaAs 
nanowire arrays on substrate (black), peeled off and mounted on a quartz substrate (green), and 
peeled off with a  silver back  reflector. The nanowires on  substrate  spectrum  reveals  that  the 




fill fraction  is only 4%. Additionally, Figure 28  (c)  includes a simulated spectrum for the planar 
equivalent GaAs layer with a double layer antireflective coating, consisting of 100 nm of TiO2 and 







variations, deviations  from completely vertically‐aligned nanowires due  to disturbances  in  the 










(EQY) of GaAs nanowire arrays on a GaAs  substrate  (a) and a Si  substrate  (b)  in  contact with 
CH3CN‐FeCp2+/0,  with  the  simulated  absorption  in  the  GaAs  nanowire  arrays.  The  solution‐
corrected data accounts for absorption by the solution in the UV. The external quantum yield data 
is useful for comparison to the light absorption because (i) the EQY data is taken on the nanowire 
arrays  prior  to  peel  off, when  the  array  fidelity  is  still  high,  (ii)  the  EQY  data  represents  the 
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Following  its validation,  the model  is used  to understand  the strong, yet spectrally‐dependent 
absorption in the nanowire arrays. The strong absorption in nanowire arrays can be attributed to 
optical waveguide modes, photonic crystal modes, and  longitudinal modes, depending on  the 
array  characteristics.   The bimodal behavior observed  in  these  spectra  immediately  rules out 
longitudinal modes. Longitudinal modes depend on wire length, and within the analyzed spectral 
range  of  400−900  nm,  only modes  of  20th  order  or  greater  exist  in  these  arrays  (L  ≈  3 µm), 
indicating that the modes would be spaced very close together spectrally. To examine whether 
(a) (b)




























the  absorption  spectra  dependence  on  nanowire  radii  and  array  pitch  was  simulated  and 
analyzed. The spectral positions of both  types of modes depend on nanowire radius, but only 
photonic crystal modes have a dependence on the periodicity of the array. The results of these 




































simulations with  Bloch  boundary  conditions  to  simulate  infinite  periodic  arrays  of  nanowire 
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structures  in  two dimensions. The band structure was calculated by determining  the resonant 
frequencies present at each point in a parameter sweep of the photonic crystal wavevector, k. At 
each k‐point, an  individual, broadband simulation was performed  for 0  to 750 THz. The mode 
excitation source was randomly‐positioned and randomly‐oriented dipoles with TM polarization 
were used to extract the TM mode band structure. Time monitors collected the fields. Fast Fourier 
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azimuthal mode  number, m,  their  radial mode  number,  n, which  arises  from  the  oscillatory 










mode transitions from  leaky to guided  (kz  0 as kair  0).78 For a  lossy dielectric, kz  is also a 
measure of the absorptive loss. 
4.2.2.1	Illumination	Perpendicular	to	Wire	Axis	
The  simplest case  for analysis of  this eigenvalue equation  is  illumination perpendicular  to  the 













M  TE  TM  TE  TM 
0  0.58‐0.041i  0.20‐0.089i  1.36‐0.056i  0.99‐0.068i 
1  0.91‐0.044i  0.58‐0.041i  1.73‐0.063i  1.36‐0.056i 
2  1.23‐0.016i  0.93‐0.013i  2.05‐0.069i  1.72‐0.036i 
 
In general,  the  real part of  the eigenvalue  increases and  the  imaginary part of  the eigenvalue 
decreases with increasing mode number, which indicates that higher order modes occur at higher 














due  to material  absorption.  The  distortion  is more  prominent  at  shorter wavelengths where 
silicon absorbs more strongly. The peak spectral positions in Figure 31 indicate that the incoming 
plane wave excites each of  the modes predicted  from Equation  (31); Figure 31 also displays a 
subset of their field profiles at the top for visual verification of coupling into the predicted modes.  
The field profiles of these modes, as determined from analytic theory, can be found in references 
53,  75‐77.  Peak  spectral  widths  are  smaller  for  higher  order modes,  as  expected  from  the 
imaginary  parts  of  the  eigenvalues, which  decrease with  increasing mode  order.  The  overall 





Figure  31:  Simulated  absorption  efficiency  vs. wavelength  for  a  silicon nanowire  (r=75  nm) 
illuminated perpendicular to its axis for both TE (blue) and TM polarized (green) light, with the 
















































kz near k0  is relevant for  illumination parallel to the nanowire axis and explains the red‐shift  in 






























atoms move  together  to  form a crystal,  the  isolated electronic energy  levels of a  single atom 
transition to electronic bands of a crystal. At large inter‐atomic spacings, the crystal lattice only 
slightly perturbs the isolated energy levels of the individual atoms. Similarly, when inter‐nanowire 




spacings,  the density of air mode bands becomes  too high  to distinguish  them  from  the  leaky 
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waveguide modes  that are  localized around  the nanowire. These band structures are overlaid 
with the frequency positions of the TM11, TM21, and TM12 leaky waveguide modes at kz=0 (black, 
flat lines), and the electric field intensity profiles for the photonic crystal bands nearest the leaky 
waveguide mode  resonances are displayed  to  the side.  Independent of nanowire spacing,  the 
mode profiles of  the bands nearest  the  leaky waveguide mode  resonances correspond  to  the 
expected  field  profiles  for  the  leaky  waveguide modes.  This  observation  indicates  that  the 
nanowire array resonant modes do  in fact arise from the  leaky waveguide modes of  individual 
nanowires. Additionally,  for  the  larger nanowire  spacing, 250 nm,  the photonic  crystal bands 
corresponding to the leaky waveguide modes are nearly flat, indicating very weak dependence on 
the periodicity of the  lattice. As the nanowire spacing decreases, these bands curve,  indicating 
perturbation of  the modes by  the  lattice. This perturbation  is expressed  in  the mode profiles, 
which are more confined for close‐packed nanowire arrays. 
 








analysis.83  They  derive  a modified  version,  Equation  (38),  of  the  leaky waveguide  eigenvalue 
equation  for  the  first  order  (m=1) modes  that  accounts  for  nearest  neighbor  interactions  in 
infinitely periodic nanowire arrays. This eigenvalue equation is reproduced here, generalized for 
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Conceptually,  the  red‐shift  and  reduction  in mode  confinement  emulates  the  effects  of  an 
increase in the refractive index of the surrounding medium; this apparent increase in refractive 
index  of  the  surrounding medium  is  a  localized  effect  at  the  nanowire  interface  due  to  the 
constructive  interference  of  the  fields.  The  opposite  trend  (blue‐shifting  and  increased 
confinement) is observed for negative values of S0, stemming from the destructive interference 
of  fields and a  localized effective decrease  in  the  refractive  index of  the medium. For a given 
structure, S0 varies with k‐vector, and therefore, the photonic crystal Bloch mode band can be 
blue‐ and red‐shifted with respect to the leaky waveguide mode to which it corresponds (Figure 
35). As array density  increases,  the magnitude of S0  increases due  to  stronger  inter‐nanowire 
coupling and, consequently, the photonic crystal Bloch mode band becomes more dispersive. The 





using  analytic  waveguide  theory.  The  full  dispersion  relations  derived  from  this  equation 
explained  the  red‐shifting  of  the  HE11  and  HE12  modes  when  illumination  changed  from 
perpendicular to parallel to the nanowire axis, and symmetry arguments explained the selective 
coupling of a plane wave incident parallel to the nanowire axis into only the HE11 and HE12 modes. 






This  section  presents  design methods  for  achieving  near‐unity  broadband  light  absorption  in 
sparse  nanowire  arrays,  illustrated  by  results  for  visible  absorption  in GaAs  nanowires  on  Si 







wavelength  light  trapping phenomena,  such  as  leaky  radial waveguide mode  absorption,  can 
exceed the Lambertian absorption limit over a narrow wavelength range near resonance.55,84,85,86 
However, owing  to  the discrete nature of  resonant modes  in nanowires, achieving near‐unity 




given  the  inherently  spectrally‐dependent  resonant  characteristics of nanowire  radial modes. 
Previous reports on nanowire arrays have demonstrated the ability to alter nanowire array light 
absorption  with  geometric  modification  of  nanowire  diameter,  shape  and 
order.52,59,63,64,66,87,88,89,90,91,92,93,94,95  Specifically,  the  anti‐reflective  properties  of  tapering  silicon 
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nanowires have been discussed  theoretically94  and demonstrated  experimentally.95  This work 
extends the scope of these studies by developing an analysis of the absorption enhancement in 
tapered nanowires  in  the context of  resonant modal absorption. The strategy adopted herein 
takes a directed approach to geometric optimization of nanowire arrays, guided by the theory of 
localized mode excitation  in nanowires,  to achieve near‐unity broadband absorption  in sparse 
arrays. This section proposes  two simple pathways  to achieving a broadband enhancement  in 
nanowire array light absorption: (i) introducing multiple wire radii within a small unit cell array to 
increase  the  number  of  resonant  wavelengths  and  (ii)  tapering  nanowires  to  introduce  a 
continuum of diameters and resonant wavelengths within a single wire. 






















scattering  cross  section.  Figure  36  displays  the  scattering  and  absorption  cross  section 
enhancement factors for a 3 μm long GaAs nanowire with an 80 nm radius, calculated using the 
3D Mie  scattering  setup  in Lumerical FDTD. These cross  section enhancement  factors provide 

















HE11 modes  of  the  45,  55,  65,  and  75  nm  radii  nanowires  are  515,  590,  675,  and  760  nm, 
respectively, as indicated in Figure 37(b) and (c). In this case, the peaks in the absorption curve 
are slightly red‐shifted with respect to the predicted resonant wavelengths. This red‐shifting  is 

























































the  z  axis.  This modulation  in  absorption  is  due  to  longitudinal  resonances,  and  the  overall 
















Using  the  conceptual  understanding  developed  above,  directed  optimization  using  modest 








fraction  (5%)  and  constant  nanostructure  height  (3  µm),  corresponding  to  a  150  nm  planar 
equivalent thin film. For comparison, the planar equivalent thin film absorbs 10.5 mA∙cm‐2 and 
the  uniform  array  of  65  nm  radii  nanowires  absorbs  25.0 mA∙cm‐2.  Figure  39(c)  displays  the 
absorption  curves  for  these  cases  as  the  black  (planar)  and  red  (uniform)  lines.  Note  that 













































scattering cross section, preventing  incident  light  from coupling  into  the appropriate resonant 
structure. 







absorption.  The  truncated nanocone  absorption  equals or  exceeds  that of  the  uniform  array 

















the  relatively  small  difference  in  their  absorption  performance  (<1 mA∙cm‐2),  both  nanocone 
arrays  and  multi‐radii  wire  arrays  are  promising  routes  to  improve  the  optoelectronic 
performance of sparse semiconductor nanowire arrays as solar cells. 
4.4	 Fabrication	 and	 Characterization	 Efforts	 toward	 the	 Optimized	
Structures	
This section discusses initial experimental efforts designed to verify the simulation optimization 
results  and  achieve  near‐unity  absorption  in  sparse  arrays  of  III‐V  nanowires.  Largely  due  to 
equipment and materials availability, these efforts focused on the phosphide family—InP, GaP, 
and  InGaP. Nevertheless,  the  phosphide  family  has  been  reported  to  have  some  interesting 










This  section  presents  a  hybrid  selective  area  and  self‐catalyzed MOCVD  growth method  for 
ordered arrays of vertically‐oriented gallium phosphide  (GaP) nanowires on a silicon  (Si)  (111) 










A  detailed  discussion  of  basic  MOCVD  is  beyond  the  scope  of  this  thesis;  Stringfellow’s 




substrates,  and  the  lowest  growth  temperatures  due  to  the  strong  catalytic  driving  force. 
Depending on the catalyst deposition method, the resulting arrays are either random or periodic 








regime).  The  catalyst  particles  consist  of  the  group  III metal  of  the  desired material  and  are 
nucleated in‐situ. This in‐situ nucleation simplifies the sample preparation, but also results in only 
random arrays and minimal control on nanowire diameter. Self‐catalyzed GaP and InP nanowire 
arrays  have  been  demonstrated,101,102  but  the  ternary  compound,  GaInP,  has  only  been 
















in  the desired 1.8 eV bandgap  for a  tandem partner with Si.106 The patterns used  in  the GaP 
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growths discussed  in the following sections were designed to maximize  light absorption  in the 
In0.61Ga0.39P  nanowire  arrays.  Both  analytic  calculations  from  Equation  (36)  and  full‐wave 






close  to  In049Ga0.51P,  and  (ii)  lack  of  existing  experimental  or  theoretical  data  for  guidance 
otherwise necessitates  it. Therefore, this approximation  is sufficient for  initial calculations and 
can  later be modified when experimental data  is available. Analytic calculations from the  leaky 
mode eigenvalue equation  indicated that a nanowire radius between 55 and 65 nm places the 
HE11 mode within 150 nm of the band edge and a nanowire radius between 130 and 155 nm places 




mA∙cm‐2  (r=55 nm), 15.8 mA∙cm‐2  (r=60 nm), and 10.2 mA∙cm‐2  (r=130 nm). The 130 nm  radii 
nanowire array severely underperforms  in comparison  to  the other  two because  the coupling 
efficiency into the higher order mode, HE12, is lower than that of the HE11 mode, which manifests 
as a sharper resonance peak and less broadband enhancement. Of the two nanowire radii (55 and 
60  nm)  designed  to  achieve  absorption  enhancements  via  the  lower  order  HE11 mode,  the 
nanowire  array  with  60  nm  radii  outperforms  that  with  55  nm  radii  because  its  resonant 










Prior  to deposition of  the nitride mask,  the 6” silicon  (111) wafer  (ρ<0.01 Ω‐cm, phosphorous 
doped,  single side polished, 0.5°miscut, University Wafers) was dipped in buffered hydrofluoric 
acid (BHF) for 10 s to strip the native oxide, rinsed in DI water, and dried with a N2 gun. The wafer 
was  then  immediately  loaded  into  the  plasma‐enhanced  chemical  vapor  deposition  (PECVD) 







were written  at  100  keV,  using  a  2  nA  beam  and  a  1600  μC∙cm‐2  dose.  The  patterns were 
developed in a 1:3 MIBK:IPA solution for 45 s. To transfer the patterns into the nitride mask, the 
wafer was etched for 30 s in an Oxford ICP 380 ICP‐RIE, using a pseudo‐Bosch etch (38 sccm SF6, 
52  sccm C4F8, 23 W  forward power, 1000 W  ICP power, 10 mTorr). The  remaining  resist was 







reactor  under  8  slm  H2  ambient  and  76  torr,  using  tertiarybutylphosphine  (TBP)  and 
triethylgallium  (TEG) as  the group V and group  III precursor molecules, respectively. Substrate 











droplets were  nucleated  into  the  patterned  holes  by  flowing  32  μmol∙min‐1  for  2 min.  The 
substrate temperature was lowered again to either 400, 425 or 450°C for the 20 min growth step. 
During growth, TBP and TEG were flowed simultaneously; flow rates were adjusted to achieve 


























and high V:III  ratio  (100).  This  growth  is  selective, but has no preferred  growth direction,  as 
indicated by  the  low aspect ratio structures and  the  lack of a dominant cross sectional shape, 
meaning there is no dominant axial growth direction. Figure 42(b) displays a top‐down image of 





















The  arrowhead  shaped  tip  is  the  result  of  the  post‐growth  anneal  under  TBP, which  quickly 
consumes the remainder of the gallium droplet. The array grown at 450°C (c) consists of tapered 
nanopillars, which are much wider  than  the patterned  radius. This morphology  indicates  that 
higher growth temperatures enable un‐catalyzed growth on the side facets. 
These results indicate that the growth of self‐catalyzed vertical GaP nanowires occurs in only a 
















gallium during growth due  to  the higher V:III  ratio. The gallium droplet  is partially  consumed 
during the growth step, which results in the arrowhead shaped tip, as previously discussed. The 
array grown at a V:III ratio of 250 (c) consists of strongly tapered nanowires, which have base radii 
matching that of the pattern  (d=120 nm) and taper to a pointed tip. The  increase  in V:III ratio 
results in a strongly gallium‐limited growth, causing the gallium droplet to be consumed during 







These  results  indicate  that  the V:III  ratio  is a useful handle  for  tuning  the morphology of self‐

















In  conclusion,  a  hybrid  growth  method  for  vertically‐oriented  GaP  nanowire  arrays  was 
developed,  using  TBP  and  TEG  as  precursor  molecules.  Additionally,  the  growth  regime 
exploration  led to an optimized growth temperature and established morphological control via 















broaden  the  absorption  peak,  and  that  multiple  radii  in  a  single  array  generate  multiple 
absorption peaks. Therefore, the nanowires were patterned to be 750 nm apart in a square lattice. 
The sparseness of  these arrays  results  in more well‐defined peak  features, which  is especially 
useful in distinguishing peaks of different radii wires within a single array that might otherwise 
become one extended peak due to experimental variation in the fabricated dimensions. Based on 
the  leaky mode eigenvalue equation,  Equation  (36),  and  the  complex  refractive  index of  InP, 












a 440 nm  layer of SiOx was sputtered onto the  InP wafer  from a SiO2 target at 200 W  forward 
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power,  and  in  an Ar  atmosphere  (20  sccm)  at  3 mTorr  for  460 min.  The  SiOx  thickness was 


























A  detailed  discussion  of  RIE  is  beyond  the  scope  of  this  thesis;  a  detailed  explanation  and 
discussion of RIE, specifically for silicon, is covered in Michael David Henry’s thesis ICP Etching of 
Silicon for Micro and Nanoscale Devices.107 A Cl2/H2/CH4 etch was used for the InP nanowire etch 
step.108,109,110  In  this  etch,  Cl2  is  the  primary  chemical  etchant,  forming  InCl3,  and H2  serves  a 
ballistic etchant. InCl3 is non‐volatile at room temperature; therefore, this etch is carried out at 
high  temperature  (200‐300°C). The CH4  is  the  sidewall passivation  species,  similar  to  the C4F8 
species  in a pseudo‐Bosch etch. Etch parameter sweeps  identified  the CH4  flow as  the critical 
parameter for control of the sidewall taper, with low CH4 flow resulting in taper and high CH4 flow 



















Figure 47:  Fabrication process  for  InP nanowire arrays,  starting with an  InP wafer  (purple); 
sputtering a hard mask  layer of SiOx; spinning on MaN‐2403 resist (yellow), doing a direct e‐
beam write, and developing the pattern; transferring the pattern  into the hard mask with a 
pseudo‐Bosch  etch;  performing  a  Cl2/H2/CH4  etch  to  get  InP  nanowires;  embedding  the 
nanowire arrays in PDMS and removing them from the InP substrate. 









Figure  48:  Peeled‐off  arrays;  (a)  photograph  of  two  arrays  embedded  in  PDMS;  (b,c)  5X 
microscope images of the patterned area of the same two arrays. 
4.4.2.5	Characterization	of	InP	Nanowire	Arrays	
Arrays of  InP nanowires with varying morphology were  fabricated and optically  characterized 










Figure  49(c)  and  (d)  display  the  absorption  results,  with  the  three  representative  shapes 
represented by the thin, dashed, and dotted lines and their average represented by the thick line. 
Figure 49(b) and (d) show the reflection spectra for this array on substrate (blue), embedded in 




fraction below 5%. This  low reflection  is a product of the strong coupling  into  leaky waveguide 
modes of the nanowires. Figure 49(a) and (c) display the absorption, transmission, and reflection 

































array  (green  line) exhibits a broadened absorption peak  in comparison  to  that of  the uniform 
nanowire array (blue line). The spectrum for the multi‐radii nanowire array (red line) exhibits two 
peaks,  corresponding  to  the HE11  resonances  of  the  different  nanowire  radii.  Simulated  and 
experimental  results  qualitatively match.  By  design,  these  arrays  do  not  achieve  near‐unity 











designed  to  achieve  near‐unity  absorption  could  be  difficult  to  distinguish.  By  fabricating 
extremely sparse arrays, these features are easy to  identify, which motivates the use of sparse 
arrays herein  for proof of principle. The minimal amount of  InP material used  in  these arrays 
translates  to easily  identifiable  features, as seen  in Figure 51. Most  importantly,  these  results 
confirm the principles governing the simulation‐based optimization of Section 4.3 and  indicate 
that sparse arrays of tapered nanowires or sparse multi‐radii nanowire arrays can achieve near‐









was  also  conducted  to  study  the  lifetime properties of  the etched nanowire  arrays. The  trPL 
measurements were conducted by Dr. Dennis Friedrich. The trPL measurements used the arrays 
embedded in PDMS and peeled off from the substrate to ensure that all measured PL signal was 






by neutral density  filters  to a  typical power of 50 µW at 660 nm. The  luminescence  from  the 
samples  was  collimated  and  focused  onto  the  entrance  slit  of  a  spectrometer  (Princeton 
Instruments Acton SP2300) set to a center wavelength of 850 nm and further detected by a streak 








much  shorter  than  that of  the wafers. These  images  show  that  the clean wafer has  the most 
intense photoluminescence, as expected, and  that  the nanowire arrays have  the  least  intense 
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crystal phase, which has a bandgap of 1.42 eV,  rather  than  the bulk zincblende crystal phase, 
which  has  a  bandgap  of  1.34  eV.68,112  The  formation  of  the wurtzite  crystal  phase  over  the 
zincblende crystal phase in InP nanowire growth has been shown to be dependent on nanowire 
diameter,  growth  temperature,  among  other  parameters.113  A  phase  transformation  during 
reactive  ion  etching  is  unprecedented,  but  not  out  of  the  realm  of  possibility.  Based  on  the 
absorption results which show absorption through 925 nm  (the  typical band edge of  InP), any 
phase change  is  likely only a surface phenomenon. An alternative explanation  is that the InP  is 




























This  thesis  focused  on  the mesoscale  optical  and  optoelectronic  design  of  photovoltaic  and 
photoelectrochemical devices. The work discussed herein demonstrated that simulation‐based 
optical and optoelectronic modeling and optimizations of these devices can have strong predictive 







based  tandem  photoelectrochemical  devices,  using  Si|WO3  as  a model  system  for  a water‐
splitting  device.  Because  the  optoelectronic  properties  of  WO3  are  not  well‐established  in 
literature,  the  first  step  was  validation  of  experimental  and  theoretical  results  for  a  planar 
WO3|liquid  junction.  Coupling  of  Lumerical  FDTD  for  optical  simulations  and  Synopsys  TCAD 
Sentaurus  for  charge  carrier  transport  simulations  led  to  the  development  of  a  coupled 
optoelectronic model with a good match between open circuit voltage and light‐limited current 
density. The application of this model to a microwire‐based WO3|liquid junction achieved a good 
match between experiment and  theory,  validating  the model. Extension of  this model  to  the 
complete  tandem  Si|WO3  system  in planar and microwire  configurations exhibited predictive 











layer,  the  use  of  a  back  reflector  and  an  antireflective  coating,  and  certain  geometric 












catalyst  layer,115  and  cathodic  catalysts  such  as  Pt  or  NiMo will  lower  the  overpotential  for 

















selective  area  growth  MOCVD.  Their  optical  absorption  and  photoelectrochemical  external 
quantum yields  indicated high, yet strongly spectrally dependent  light absorption, approaching 




A detailed understanding of  the  role of  leaky waveguide modes  in nanowire arrays and  their 




only  slightly perturbed by  the periodicity of  the array  in  sparse arrays;  therefore,  these  leaky 
waveguide  modes  were  indeed  photonic  crystal  modes,  but  closely  resembled  the  leaky 





radii within  a  small  unit  cell  array  to  increase  the  number  of  resonant wavelengths,  and  (ii) 
tapering  of  nanowires  to  introduce  a  continuum  of  radii,  thereby  creating  a  corresponding 
continuum  of  resonant  wavelengths.  Both  approaches  resulted  in  improved  broadband 
absorption, and the optimized arrays for both strategies achieved a greater than 15% absorption 
enhancement over the uniform array. 
Experimental  efforts  towards  fabrication  of  these  optimized  nanowire  array  structures were 
twofold:  (i)  bottom‐up: MOCVD  growth  of GaP  nanowires,  and  (ii)  top‐down:  ICP‐RIE  of  InP 
nanowire arrays. Selective area MOCVD growth of GaP nanowire arrays was unsuccessful, leading 
to the use of a hybrid growth method combining selective area growth and self‐catalyzed growth. 
A  parameter  sweep  using  this  hybrid  growth method  resulted  in  convergence  on  a  growth 
temperature optimized  to  favor axial growth and a V:III  ratio  range  that  controlled nanowire 
morphology. High V:III ratios resulted  in tapered nanowires,  low V:III ratios resulted  in  inverse 
tapered nanowires, and a moderate V:III ratio of 50 gave rise to untapered nanowires. Using a 
SiOx mask, InP nanowire arrays were etched with a H2/Cl2/CH4 chemistry using ICP‐RIE. The CH4 




validated  the  simulation‐based  optimization  results  that multiple  radii  in  an  array  results  in 






to  be much more  complex.  Because  III‐V materials  are  unstable  under  photoelectrochemical 
conditions and have poor catalytic properties, they will need a protective coating and a catalyst. 
Therefore,  additional  theoretical  optical  studies  of  interest  include  optical  simulation  of  III‐V 
nanowires with protective coatings and catalysts because both components could significantly 
alter  the  nanowire  array  optical  properties.  A  study  of  III‐V  nanowires with  TiO2  protective 
coatings  that  examines  the  effect  of  the  protective  coating  thickness would  be  of  particular 




















incorporation  to ensure  that  the  simulations consider  reasonable minimal coating  thicknesses 
despite potential optical disadvantages. A similar study of III‐V nanowires with catalyst would also 
be of interest. From the analytic study of the optoelectronic effects of the catalyst layer (Section 










nanowire  arrays  would  also  be  of  interest  for  both  photovoltaic  and  photoelectrochemical 
devices. Device physics modeling of nanowires was neglected  in this work because optical and 
electrical characterization of the MOCVD‐grown GaAs nanowire arrays indicated that the internal 
quantum  efficiency was  near  unity.  In  other  nanowire  arrays, most  notably  the  etched  InP 
nanowire arrays, inferior electronic material quality is observed. Coupled optoelectronic modeling 
of nanowire arrays would be useful  to determine  the necessary electronic properties  for high 
efficiency devices. The  role of surfaces and  their desired degree of passivation  is of particular 
interest because the greater surface area of nanowire arrays with respect to planar devices is the 
primary electronic disadvantage of wire arrays. 
Continued work  on MOCVD  growth  of GaP  nanowire  arrays  is  of  interest  for  CO2  reduction 
photoelectrochemical  devices  because  GaP  in  the  presence  of  pyridine  has  been  shown  to 









requires  investigation.  Further  work  is  also  needed  to  extend  the  MOCVD  growth  of  GaP 
nanowires to InGaP nanowires. InGaP is an ideal tandem partner with Si for both photovoltaic and 
photoelectrochemical applications. 
Further  fabrication  efforts  on  the  InP  nanowire  arrays  should  begin  with  developing  an 
understanding of  the blue‐shift  in photoluminescence. Towards  this end, X‐ray diffraction and 







deposition  method,  thickness)  and  the  pseudo‐Bosch  etch  parameters.  Another  immediate 
research direction for the InP nanowire arrays is investigation of surface passivation techniques 
towards  improved  lifetimes. A  simple  starting point would be a wet  chemical  treatment with 
trioctylphosphine sulfide, which has previously been shown  to passivate GaAs.117 The ultimate 
goal  for  the etched  InP nanowire arrays would be  the  fabrication of a peeled‐off array  into a 




















    (38)
At  the  interface between a dielectric material and a metal, a  surface plasmon  resonance  can 
occur. This resonant frequency, ωsp,  is red‐shifted with respect to the plasmon resonance as a 







     (39)
Light can couple  into a surface plasmon‐polariton  (SPP) mode at wavelengths greater  than or 
equal to the surface plasmon resonant (SPR) frequency. The ability of light to couple into modes 
is determined by the dispersion relations, ω(k), of light and the material; when the frequency and 
momentum  of  light  and  the  material  are  equal,  this  coupling  freely  occurs.  However,  the 







which  is  in  the UV  region of  the spectrum,  like most metals. Using Equation  (39),  the surface 
plasmon‐polariton resonance (SPPR) for an air|Al interface occurs at λ=113 nm. Figure 54 shows 
the dispersion relation for this  interface. The dispersion relation for the SPP  is calculated from 














































original design with  rounded Si and Al;  (i) original design with side edges of Al  removed;  (j) 




Model jSi jWO3 jContact jRef jTrans 
a* 3.21 1.46 16.72 18.07 5.52 
b 2.81 1.51 21.54 12.95 4.84 
c 2.59 1.59 14.96 17.36 6.96 
d 3.61 1.74 17.69 13 7.52 
e 2.79 1.55 23.33 11.25 4.73 
F 1.97 1.95 30.97 4.43 4.27 
g 3.07 1.42 21.06 12.81 5.14 
h 2.79 1.35 13.92 20.65 4.76 
I 12.04 1.15 4.63 16.92 8.66 
J 15.91 1.2 16.51 3.91 6 
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K 3.34 1.39 15.73 19.42 5.72 












Model jSi jWO3 jContact jRef jTrans 
a* 28.31 1.02 2.11 5.69 7.86 
B 25.58 1.91 4.82 2.47 8.83 
c** 28.1 2.1 5.12 1.04 8.7 
D 30.91 2.61 6.66 3.54 0 
E 29.89 2.61 6.1 3.27 1.82 
F 32.66 2.77 6.86 1.43 0 







equations,  in which  E  and H  are  the  electric  and magnetic  vectorial  fields,  respectively,  ε  is 
permittivity, and μ is the magnetic permeability. 
  2 2 0E E      (42)
  2 2 0H H      (43)
The r and θ components of the electric and magnetic fields can be derived from the z components 
of the wave equation, and so the z components are considered below. 
  2 2 2 2
2 2 2 2
1 1 0z z z z zE E E E Er r r r z  
             (44)
  2 2 2 2
2 2 2 2
1 1 0z z z z zH H H H Hr r r r z  
             (45)
General,  separation  of  variables  solutions  can  be  written  for  the  above  partial  differential 
equations. 
      ( , , ) ( ) A cos 'sinj zzE r z R r e m A m      (46)
      ( , , ) ( ) Bcos 'sinj zzH r z R r e m B m      (47)
Symmetry, rotational invariance, and field orthogonality leads to the simplification of these field 
equations. 
   ( , , ) ( ) cosj zzE r z R r e m    (48)
   ( , , ) ( ) sinj zzH r z R r e m    (49)
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Substituting  these  solutions  into  the  partial  differential  equations  for  the  z‐components, 
multiplying each term by r2 and rearranging gives the following equation, which takes the form of 
a cylindrical Bessel’s differential equation. 
    22 2 2 2 22 0R Rr r r m Rr r            (50)
Therefore, the radial dependence of the z field components can be written as a Bessel function. 
At  this  point,  the  solutions  inside  the  cylinder  and  outside  the  cylinder  diverge  because  the 
solution inside the cylinder is real and is best described by a Bessel function of the first kind, J(r), 
and the solution outside the cylinder is complex for leaky modes and is best described by a Hankel 
function of  the  first kind, H(r). Additionally,  the ω2με term  is divided  into ω2μ0ε0 and μrεr and 
substituted with  k02,  the  free  space wavevector,  and  n2,  the  refractive  index.  The  following 
equations, for inside (Ez,cyl) and outside (Ez,out) the cylinder, respectively, are written for the electric 
field, where A1 and A2 are unknown coefficients. 
     0 122 2 2, 1( , , ) cosj zz cyl m cylE r z A J n k r e m         (51)
     0 122 2 2, 2( , , ) cosj zz out m outE r z A H n k r e m         (52)
For further simplification, the transverse components of the wavevector inside and outside the 
cylinder, kcyl and kout, are defined as the radial coefficient in the Bessel argument. 
     , 1( , , ) cosj zz cyl m cylE r z A J k r e m    (53)
     , 2( , , ) cosj zz out m outE r z A H k r e m    (54)
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     , 1( , , ) sinj zz cyl m cylH r z B J k r e m    (55)





, ,z cyl z out r ar aE E     (57)
     1 2m cyl m outA J k a A J k a A    (58)
The  z  components  of  the  electric  and magnetic  fields  can  then  be  re‐written with  only  two 
unknowns, A and B. 
   
   , ( , , ) cosm cyl j zz cyl m cyl
J k r
E r z A e m
J k a
    (59)
   
   , ( , , ) cosm out j zz out m out
H k r
E r z A e m
H k a
    (60)
   
   , ( , , ) sinm cyl j zz cyl m cyl
J k r
H r z B e m
J k a
    (61)
   
   , ( , , ) sinm out j zz out m out
H k r
H r z B e m
H k a
    (62)
The continuity of the θ components of the electric and magnetic fields are used to eliminate the 
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This  appendix  describes  the  general  procedure  for  coupling  Lumerical  FDTD  simulations  to 
Synopsys TCAD Sentaurus. This method is a version of Mike Kelzenberg’s method that has been 
updated to be compatible with later versions of Sentaurus. This appendix includes three separate 
sets of  code  that  are needed  to  insert  the  charge  carrier  generation profiles  calculated  from 
























































































      set rname [TdrRegionGetName $inp $ig $ir] 
      puts "Region $ir is $rname" 
      # loop through datasets 
      set nd [TdrRegionGetNumDataset $inp $ig $ir $is] 
      for {set id 0} {$id < $nd} {incr id} { 
        set dname [TdrDatasetGetName $inp $ig $ir $is $id] 
        puts "Dataset $id is $dname" 
        # loop through data values 
        set nv [TdrDatasetGetNumValue $inp $ig $ir $is $id] 
        puts "Number of Values: $nv" 


































      set rname [TdrRegionGetName $inp $ig $ir] 
      # create file for writing data to be processed 
      # create file for processing this region's data 
      set filename n@node|sde@_optgen_$rname.csv 
      set fileId [open $filename "w"] 
      # loop through data values of x, y, and optgen datasets and modify 
optgen 
      set nv [TdrDatasetGetNumValue $inp $ig $ir $is $ndvog] 
      puts "Now processing $rname region with $nv datapoints..." 
      for {set iv 0} {$iv < $nv} {incr iv} { 
        set xi [TdrDataGetComponent $inp $ig $ir $is $ndvx $iv $ni $ni] 
        set yi [TdrDataGetComponent $inp $ig $ir $is $ndvy $iv $ni $ni] 
        set ni [TdrDataGetComponent $inp $ig $ir $is $ndvog $iv $ni 
$ni] 
        puts $fileId "$xi $yi 0.0" 
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      } 
      # run matlab which processes data 
      close $fileId 
      # tried a couple of things to suppress matlab GUI, but can't get it to 
work properly 
      # global env 
      # set olddisplay $env(DISPLAY) 
      # set env(DISPLAY) "" 
      # exec matlab ‐nojvm ‐nodesktop ‐nodisplay ‐nosplash 
"optgen('$filename'); quit;"   
      exec matlab ‐nosplash ‐r "optgen('$filename'); quit;" 
      # set env(DISPLAY) $olddisplay 












In  Chapter  3,  methods  for  enhancing  the  optoelectronic  performance  of  a  wide  bandgap 
photoanode, WO3, deposited on Si microwires were discussed. This appendix contains a brief 
study  of  light  absorption  enhancement  in  planar  films  of wide  bandgap  photoanodes,  using 
bismuth vanadate (BiVO4) as an example, via the use of cylindrical Mie scatterers. The absorption 
enhancements obtained from cylindrical Mie scatterers arise from the same physics that govern 






















of  the  refractive  index  and  absorption  coefficient  of  the  different  crystalline  orientations  of 
BiVO4.119 The  following  calculations used  the polycrystalline data, but  it may be  important  in 
future experiments with  single  crystal BiVO4  to  consider  its optical anisotropy. This  refractive 
index  data  was  found  to  be  in  good  agreement  with  other  reported  experimental 
measurements.120,121 Refractive index data for spray‐pyrolyzed FTO was obtained from Wang et. 











and  SiO2  cylinders,  respectively.  These  results  reveal  that  all  scatterers  improve  the  light 
absorption in the BiVO4 thin film. In particular, the BiVO4 scatterers are the most effective, but 
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