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Traditionnellement, la modélisation simultanée de variables aléatoires fait appel 
aux techniques classiques basées sur le modèle gaussien ainsi que sur les extensions 
multivariées de distributions univariées telles les lois Gamma et Student. Une 
restriction importante lors de la mise en application de ces distributions est que 
les comportements marginaux des variables sont entièrement déterminés par le 
modèle choisi. Par exemple, dans le modèle de Student d-varié à 1/ degrés de 
liberté, les marges sont nécessairement Student à 1/ degrés de liberté. L'usage de 
ces modèles dans nombre d'applications, notamment en finance, a montré que ces 
lois quelques peu idéalisées sont souvent inaptes à expliquer un phénomène. 
Depuis une quinzaine d'années, une nouvelle approche basée sur les copules s'est 
imposée dans le monde de la modélisation multivariée. La principale utilité de 
cette théorie est qu'elle permet de définir des lois à plusieurs variables avec les 
marges désirées. Dans ce cadre, il est facile de construire une distribution dont la 
structure de dépendance possède les caractéristiques d'une loi de Student, mais 
dont les marges sont normales, Pareto ou exponentielles, pour ne nommer que 
quelques-unes des possibilités offertes par l'emploi des copules. 
L'origine de cette approche remonte à un désormais célèbre théorème dû à Sklar 
(1959). Pour citer ce résultat, supposons un couple (X, Y) de variables aléatoires 
dont la loi conjointe est définie par H(x, y) = P(X ~ x, Y ~ y). On peut 
évidemment en extraire les lois marginales F et G de X et Y par F (x) = H (x, 00 ) 
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et G(y) = H(oo, y). Sklar a montré qu'il existe toujours une fonction C : [0,1]2 ---. 
[0,1] telle que la représentation 
H(x, y) = C {F(x), G(y)} (1.1) 
est valide. La fonction C s'appelle la copule de (X, Y). Dans le cas le plus courant 
où les marges F et G sont continues, la fonction C est unique. Il s'ensuit qu'on 
peut extraire la copule d'une loi bivariée continue par la formule 
C(u,v) = H {F-1(u),G- 1(v)}. (1.2) 
On peut donc en déduire les copules gaussienne et Student, en particulier. La 
représentation (1.1) met en lumière les trois parties constituantes d'une loi bi-
variée, à savoir 
1. la loi de X, caractérisée par la fonction de répartition F; 
2. la loi de Y, caractérisée par la fonction de répartition G; 
3. la structure de dépendance Cde (X, Y). 
Les trois structures précédentes représentent autant d'étapes qu'un statisticien 
peut accomplir indépendamment les unes des autres pour obtenir le meilleur 
modèle explicatif possible. 
Maintenant, il est clair que toute l'information à propos de la dépendance d'un 
vecteur (X, Y) se retrouve dans la copule associée, qui peut être vue comme la 
structure de dépendance. Modéliser efficacement la dépendance dans un vecteur 
soulève quelques problèmes liés à l'inférence. Ces derniers sont autant d'avenues 
possibles de recherche. Une des voies très actuelle et prometteuse réside dans le 
choix d'une copule adéquate pour modéliser la dépendance dans un phénomène 
donné: Statistiquement parlant, on cherche à construire des tests afin de vérifier 
l'hypothèse que C appartient à une certaine famille de copules. Plus formellement, 
on désire confronter les hypothèses nulle et contre-hypothèses 
'Ho: CE{Ce;6IEM} vs. 'H1 :Cr;J.{Ce;6IEM}. 
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Ici, {Go; () E M} représente une famille paramétrique de copules, dont le paramètre 
devra être estimé sur la base d'un échantillon (XI, Yi), ... , (Xn , Yn ) tiré d'une po-
pulation de loi H. Quelques auteurs se sont intéressés à la question de l'adéquation 
à un modèle de copules. Citons notamment Genest & Rivest (1993), Chen & Fan 
(2005), Fermanian (2005) et Genest, Quessy & Rémillard (2006). 
Dans ce projet, le comportement asymptotique d'un processus empirique qui 
généralisera la très populaire mesure non paramétrique de dépendance de Spear-
man sera étudié. La convergence en loi de ce processus permettra de construire de 
nouveaux tests d'adéquation pour des familles de copules. Une particularité de ce 
processus réside dans le fait qu'il est construit à partir des rangs des observations, 
ce qui nécessite l'usage de techniques non classiques. Les étapes de réalisation de 
ce projet de recherche sont énoncées dans la suite. 
1. Définir la fonction de dépendance de Spearman et étudier certaines de ses 
propriétés; 
2. Définir le processus de Spearman et montrer qu'il converge en loi dans un 
certain espace de fonctions; 
3. Construire de nouvelles statistiques d'adéquation comme fonctionnelles de 
ce processus; 
4. Étudier la puissance des nouveaux tests proposés et les comparer à quelques 
procédures concurrentes; 
5. Utiliser les nouvelles statistiques pour analyser de vrais jeux de données. 
La procédure de test proposée dans ce mémoire possède plusieurs avantages : 
• elle fournit un outil graphique pour évaluer l'adéquation visuellement; 
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• plusieurs familles de copules parmi les plus populaires peuvent être testées, 
incluant les copules gaussienne, Clay ton, Frank, Farlie-Gumbel-Morgenstern 
et les modèles appartenant à la famille de Durante (2007); 
• le test proposé est fondé sur une statistique dont la représentation est ex-
plicite en fonction des rangs des observations. 
Au Chapitre 2, on présente une introduction à la théorie des copules et à l'esti-
mation des paramètres de dépendance et on offre une brève revue de littérature 
à propos des tests d'adéquation pour les modèles de copules. Au Chapitre 3, 
on rappelle la définition de la mesure d'association de Spearman et on définit la 
fonction de dépendance de Spearman. Des exemples de calcul de cette fonction 
pour plusieurs familles de copules connues sont présentés. Le Chapitre 4 con-
tient l'article soumis à la revue canadienne de statistique et intitulé On a new 
goodness-of-fit process for families of copulas. On y retrouve la définition de la 
version empirique de la fonction de dépendance de Spearman et la vérification de 
la convergence du processus empirique associé. En outre, les conditions nécessaires 
à ce résultat de convergence sont démontrées pour plusieurs familles de copules. 
La puissance d'un test d'adéquation basé sur une statistique de Cramér-von Mises 
de ce processus est ensuite comparée à celle de quelques procédures concurrentes. 
Deux exemples d'application sur de vrais jeux de données ainsi qu'une discussion 
concluent la partie principale de l'article. Les résultats de nature plus technique 
sont relégués aux Annexes A-D, qui font également partie de l'article qui a été 
soumis. Une conclusion générale et des idées d'explorations futures sont offertes 
à la suite de l'article. Finalement, l'Annexe E apporte quelques ajouts à l'article, 
alors que l'Annexe F présente les programmes informatiques utilisés lors des études 
de simulation et pour les analyses des jeux de données. 
CHAPITRE 2 
, , 
METHODES D'INFERENCE POUR LES 
MODÈLES DE COPULES 
2.1 Définition et exemples de copules 
Le Théorème de Sklar (1959), dont la conséquence est donnée par la formule (1.1), 
implique qu'on peut étudier toute la dépendance d'un vecteur en tenant compte 
uniquement de la copule qu'on peut extraire de la loi conjointe d'un vecteur 
aléatoire. Inversement, le résultat permet de construire des lois avec une copule 
et des marges choisies. On en arrive donc à la question de la construction d'une 
copule. En fait, toute fonction C : [0,1]2 -> [0,1] qui satisfait aux conditions (i) 
et (ii) suivantes est une copule. 
(i) C(u, 0) = C(O, v) = 0, C(u, 1) = u et C(I, v) = v; 
(ii) Pour tout Ul :s; U2 et pour tout VI :s; V2, 
Ces propriétés sont nécessaires et suffisantes pour assurer que C soit une fonction 
de répartition dont les marges sont uniformes sur (0,1). 
Une des copules les plus communes est celle associée à l'indépendance entre deux 
variables aléatoires. Comme l'indépendance est caractérisée par la factorisation 
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de la loi conjointe associée H en le produit de ses marges F et G, i.e. H(x, y) = 
F(x)G(y), il est facile de montrer, par une application de la formule (1.2), que 
la copule associée est II(u, v) = uv. Cette copule caractérise donc l'indépendance 
bivariée. 
Les bornes de Fréchet permettent de définir un intervalle à l'intérieur duquel toutes 
les lois bivariées se situent. En effet, on montre que pour toute loi H, 
max {F(x) + G(y) - 1, o} ::; H(x, y) ::; min {F(x), G(y)}. 
À noter que les bornes sont elles-mêmes des fonctions de répartition, ce qui veut 
dire que ces dernières ne peuvent pas être raffinées. Par une application de (1.2), 
on en déduit que toute copule C est telle que 
W(u,v)::; C(u,v) ::; M(u,v), 
où 
W(u,v)=max(u+v-1,0) et M(u,v) = min(u, v) 
sont appelées respectivement les bornes inférieure et supérieure de Fréchet-Hoeffding. 
Par une autre application de (1.2), on découvre que la copule normale est 
(P-l(u) riP-1(v) 
Cp(u,v) = J-oo J-oo hp(s,t)dtds, 
où 
1 { S2 - 2pst + t 2 } 
hp(s, t) = 27r~ exp - 2(1 _ p2) 
(2.1) 
est la densité d'une loi normale à deux variables de moyennes l!ulles, de variances 
unitaires et de corrélation p. Ici, <I> est la fonction de répartition d'une variable 
aléatoire N(O, 1). 
Comme autre exemple, on retrouve la famille de modèles bivariés de la forme 
Hw(x, y) = F(x)G(y) + wF(x)G(y) {1 - F(x)} {1 - G(y)} , 
qui a souvent été utilisée pour bâtir des contre-hypothèses dans l'étude de l'efficacité 
de tests d'indépendance. En effet, pour w = 0, on retrouve l'indépendance et 
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w =1- 0 crée un écart à la dépendance et permet donc l'étude de la puissance 
de tests sous ces contre-hypothèses. La copule extraite de Hw est la copule de 
Far lie-G umbel-Morgenstern 
Cw(u, v) = uv - wuv(l - u)(l - v), -1::; w ::; 1. (2.2) 
Une classe de copules importante, dont ne font pas parti les copules de Farlie-
Gumbel-Morgenstern et normale, est la famille des copules archimédiennes. Les 
modèles qui appartiennent à cette famille sont de la forme 
Cq,(u,v) = </J-I {</J(u) + </J(v)} , (2.3) 
où la fonction </J : [0, 1] ---t ~+, appelée le générateur, est convexe, décroissante et 
telle que </J(1) = O. Quelques'propriétés faciles à démontrer pour ces copules sont 
énumérées dans ce qui suit. 
1. La distribution est symétrique, c'est-à-dire Cq,(u, v) 
(u, v) E (0,1)2; 
Cq,( v, u) pour tout 
2. Si r > 0 est une constante, alors </J*(t) = r</J(t) engendre la même copule que 
</J, c'est-à-dire Cq,(u,v) = Cq,*(u,v) pour tout (u,v) E (0,1)2; 
3. Cq, est la copule d'indépendance si et seulement si </J(t) ex -logt 
Parmi les modèle de copules archimédiennes, celle dont le générateur est 
est la copule de Clay ton. La loi jointe associée est 
( ) ( 
_() _() ) -l/() C() u, V = U + v - 1 , e> O. (2.4) 
Un autre modèle populaire est la copule de Frank, dont le générateur est 
( 
-{Jt 1) 
</J{J(t) = -ln :-{J ~ 1 ' '!9 > O. 
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L'expression de la copule engendrée est donc 
(2.5) 
Pour les trois modèles précédents, on retrouve la copule d'indépendance à la limite 
lorsque la valeur du paramètre tend vers O. Autrement dit, 
lim C8(u, v) = lim C(J(u, v) = lim C19 (u, v) = uv. 8~O (J~O I9~O 
Une autre famille de lois importante est celle des valeurs extrêmes. Ces modèles 
sont fréquemment utilisés en hydrologie et en finance. Une copule dans cette 
classe prend la forme générale 
CA(U, v) = exp {lOgUVA C~Ogg:v) } 
en terme d'une fonction de dépendance A: [0,1] -+ [0,1] telle que A(O) = A(I) = 1 
et A(t) 2:: max(t, 1 - t). Dans le cas particulier où A(t) == 1, on retrouve la copule 
d'indépendance. Parmi les modèles de dépendance de nature extrême, on retrouve 
la copule de Gumbel de type B, aussi appelée copule logistique, dont la forme est 
Cr(U, v) = exp [- {( -loguY + (_lOgvy}l/r], r 2:: 1. 
La fonction de dépendance associée à Cr est 
La copule de Galambos, ou copule logistique négative, est 
La fonction de dépendance associée est 
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2.2 Estimation des paramètres d'une copule 
Soit une famille de copules {Ce; B E M}, où M ç ll.~p. En considérant que 
le modèle de dépendance du couple aléatoire (X, Y) provient de cette famille, 
on désire souvent estimer le paramètre inconnu f). Pour ce faire, on considère 
n copies indépendantes (Xl, YI),"" (Xn , Yn ) du vecteur (X, Y). Cette section 
présente deux techniques générales d'estimation, à savoir l'inversion d'une statis-
tique d'association et une méthode de pseudo-maximum de vraisemblancè. 
2.2.1 Inversion d'une statistique d'association 
Puisqu'une copule contient toute l'information au sujet de la dépendance dans 
un vecteur aléatoire, une mesure qui tente de saisir l'ampleur de cette association 
devrait dépendre uniquement de la structure de dépendance. De telles mesures 
sont données par le tau de Kendall et le rho de Spearman, dont les expressions en 
terme de la copule C sont respectivement 
T = 41111 C(u,v)dC(u,v)-1 (2.6) 
et 
Ps = 121111 {C(u,v) - uv}dudv. (2.7) 
Sous l'indépendance, on établit facilement que T = 0, alors que pour les copules 
associées aux bornes de Fréchet-Hoeffding, c'est-à-dire W et M, on a respective-
ment T = Ps = -1 et T = Ps = 1. 
Pour les copules archimédiennes, dont la forme générale est donnée à l'équatiùn (2.3), 
Genest & Mackay (1986) ont mis en lumière la relation simple 
rI rp(t) 
T = 1 + 4 Jo rp' (t) dt 
entre le tau de Kendall et le générateur de la famille. Pour la copule de Clay ton, 
on a rp(t)jrp'(t) = (tHl - t) jf) et on trouve alors T = Bj(f) + 2). Des calculs un 
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peu plus complexes permettent de montrer que 
pour la copule de Frank. 
La version empirique du tau de Kendall est donnée par 
4Qn 
Tn = - 1 . n(n - 1) , 
où Qn est le nombre de paires concordantes dans un échantillon bivarié de taille 
n. On dit que deux paires (Xi, Yi) et (Xj , Yj), i i- j, sont concordantes si (Xi -
Xj)(Yi - Yj) > o. La statistique Tn est un cas particulier de U-statistique. Le 
livre de Lee (1990) donne d'ailleurs une excellente introduction au sujet. En 
particulier, on peut y déduire que vin (Tn - T) est asymptotiquement normale de 
moyenne nulle et de variance 0"; = var{2C(U, V) - U - V}, donc qui dépend 
seulement de la copule sous-jacente à la loi H de la population. 
Une version empirique du rho de Spearman est quant à elle donnée par 
(2.8) 
où Ri est le rang de l'observation Xi parmi Xl, ... , X n et Si est le rang de 
l'observation Yi parmi Yi, ... , Yn . 
Soit maintenant une famille {Ce; () E M} dont le paramètre () est univarié, i.e. 
M ç IR. Dans ce cas, une façon de l'estimer consiste à employer un analogue de 
la méthode des moments. Avant de décrire cette technique dans le cas général, 
supposons que la copule sous-jacente à la paire (X, Y) appartient à la famille de 
Farlie-Gumbel-Morgenstern dc;mt les membres sont décrits par l'équation (2.2). 
Dans ce cas, il existe une relation simple entre T et le paramètre w, à savoir 
T = 2w /9. Ainsi, w = 9T /2 et une estimation de west donnée par 
_ 9Tn 
wn=T· 
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Ainsi, comme fo,(Tn - T) converge vers une loi N(O, (7;), alors 
où ici et dans la suite, ."... dénotera la convergence en loi. Un résultat similaire 
s'applique également au rho de Spearman, qui pour ce modèle vaut Ps = w/3. 
Plus généralement, supposons que pour une certaine famille de copules, on a la 
relation T = g( B), où 9 est une fonction continue dont la dérivée première existe. 
Une estimation plausible pour B est en = g-l(Tn). Par un développement en série 
de Taylor d'ordre 1 autour de B, on a 
De là, le Théorème de Slutsky assure que 
où a; = (7;/ {g'(B)}2. Une étude de l'efficacité de cette estimation basée sur le 
tau de Kendall est présentée dans l'article de Genest, Quessy & Rémillard (2006) 
pour plusieurs modèles de copules. 
Une adaptation de cette méthode pour le rho de Spearman est immédiate. En 
effet, si le rho de Spearman se définit en fonction du paramètre B par la relation 
Ps = h(B), alors ên = h-1(Pn) fournit une estimation convergente. La performance 
de cet estimateur est étudiée au Chapitre 4. 
2.2.2 Pseudo-maximum de vraisemblance 
Soit un couple (X, Y) de copule C() et de marges F et G. La fonction de répartition 
jointe est donc H(x, y) = C(){F(x), G(y)} et la densité 
h()(x, y) = c(){F(x), G(y)} f(x)g(y), 
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où f = dF, 9 = dG et ce(u, v) = 82Ce(u, v)/8u8v sont les densités associées 
à F, G et Ce respectivement. Dans le cas de marges connues, la méthode clas-




où K = l:~llog f(Xi)g(Yi) ne dépend pas de (). La solution êMV est l'estimateur 
à maximum de vraisemblance classique de (). 
L'intérêt principal de l'utilisation: des copules tient au fait qu'il n'est pas nécessaire 
de connaître les marges pour effectuer de l'inférence sur la fonction de dépendance. 
Ainsi, comme les marges sont supposées inconnues, on remplace habituellement 
F et G par leurs estimations naturelles 
c'est-à-dire les marges empiriques. Le choix de diviser par n + 1 plutôt que par 
n permet d'éviter des problèmes au bord dans l'équation (2.9). Dans le cas de 
la recherche d'un estimateur issu d'une méthode de la vraisemblance, Genest, 
Ghoudi & Rivest (1995) ont proposé de maximiser la pseudo log-vraisemblance 
n 
f(()) = I)ogce{Fn(Xi), Gn(Yi)}. 
i=l 
À remarquer que nFn(Xi) = Ri et nGn(Yi) = Si, où Ri et Si sont les rangs de Xi 
et Yi dans leurs échantillons univariés respectifs. La méthode du pseudo maximum 
de vraisemblance revient donc à maximiser 
~ (R- 8-) C( ()) = L.." log Ce --,-:,~ . 
i=l n 
L'estimateur ên est en général l'unique racine de l'équation 
~ (R 8-)/ (R- s.) {;;: ëe -;;;:,~ Ce nt, nt = 0, 
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où é() = 8c()/8e. Il est évident que l'estimateur tiré de cette méthode est basé 
sur les rangs des observations. Le calcul de cet estimateur exige habituellement 
un long travail numérique. Cependant, il s'applique aux situations à plusieurs 
paramètres, ce qui n'est pas le cas pour les méthodes d'inversion. 
2.3 Description de quelques procédures d'adé-
quation pour les copules 
Dans cette section, une revue de la littérature sur les tests d'adéquation pour 
les copules sera présentée. Les tests de Malevergne & Sornette (2003), de Brey-
mann, Dias & Embrechts (2003), de Fermanian (2005), de Berg (2007), de Genest, 
Quessy & Rémillard (2006) ainsi que de Genest, Rémillard & Beaudoin (2008) 
seront présentés dans un contexte multivarié général. À cette fin, soit un vecteur 
aléatoire X = (Xl, ... , X d ), d ~ 2, de copule C, de fonction de répartition mu-
tivariée H(Xl, ... ,Xd) = P(Xl ~ Xl, ... ,Xd ~ Xd) et de lois marginales Fi(X) = 
P (Xi ~ x), 1 ~ i ~ d. Une extension directe du Théorème de Sklar assure qu'il 
existe une copule C : [0, l]d ---t [0, 1] telle que 
À partir d'un échantillon (Xu , ... ,Xld), ... , (Xnl , ... ,Xnd ), composé de n copies 
indépendantes de X, nous désirons déterminer si C appartient ou non à une famille 
de copule paramétrique donnée {C(); e E M}. Plus formellement, les hypothèses 
à confronter sont 
Ho: CE{C();eEM} vs. Hl:C~{C();eEM}. 
Autrement dit, les tests d'adéquation pour les copules permettent de valider une 
structure de dépendance adéquate pour X. 
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2.3.1 Approche de Malevergne & Sornette 
Malgré le fait que la normalité multivariée est plus souvent une exception que 
la norme dans beaucoup de phénomènes naturels et financiers, la structure de 
dépendance normale demeure un choix populaire lors d'une modélisation multi-
variée. Dans le cas de la normalité multivariée classique, plusieurs tests existent. 
Pour un article de synthèse sur le sujet, voir Henze (2002). 
Dans un contexte semi-paramétrique où l'on désire établir que la distribution de 
X a une structure de dépendance normale, mais pas nécessairement des marges 
normales, on utilise généralement des méthodes basées sur les rangs. Une telle 
procédure est proposée par Malevergne & Sornette (2003). Ces auteurs ont 
d'abord défini la transformation 
Sous l'hypothèse que la structure de dépendance sous-jacente à la population est 
la copule normale de matrice de corrélation R et que les marges sont Fl, ... , Fd, 
on déduit que le vecteur aléatoire Z(X) suit une loi normale multivariée standard 
de corrélation R. Un résultat classique assure alors que T = Z (X) T R-1 Z (X) suit 
une loi khi-deux à d degrés de liberté. 
Dans le cas plus général où la copule de X est normale mais dont les lois marginales 
sont inconnues, Malevergne & Sornette (2003) ont proposé de remplacer chaque 
Fj par son homologue empirique 
1 n 
Fnj = --1 L l(Xij ~ x), j = 1, ... , d. 
n + i=1 
Ceci revient à considérer la transformation 
(2.10) 
et à former la variable aléatoire Tn = Zn(X) Til;; 1 Zn(X), où Rn est l'estimateur 
de R obtenu par la statistique de van der Waerden. Ils ont ensuite suggéré de 
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baser un test d'adéquation sur les variables 
Selon eux, la distribution de Tnl , . .. , Tnn devrait être approximativement une loi 
khi-carré à d degrés de liberté, en autant que ri soit suffisamment grand. Ils 
proposent ensuite de définir des statistiques d'adéquation en terme de distance 
entre la fonction de répartition de Tnl , . .. ,Tnn et la fonction de répartition d'une 
loi khi-carré à d degrés de liberté. 
2.3.2 Approche de Breymann, Dias & Embrechts 
Définissons pour 2 :::; i :::; d les fonctions de répartitions marginales conditionnelles 
La transformation de Rosenblatt des variables Xl,' .. ,Xd est définie par Zl 
(2.11) 
L'utilité de cette transformation tient au fait que (Zl"'" Zd) est un vecteur 
de variables aléatoires indépendantes, chacune étant distribuée uniformément sur 
l'intervalle (0, 1). 
Breymann, Dias & Embrechts (2003) on exploité cette transformation en remar-
quant que la loi de 
d 
Yc = 2:: {<I>-l(Zi)} 2 
i=l 
est une loi du chi-deux à d degrés de liberté. Ceci vient du fait que si U rv U(O, 1) 
et <I> est la fonction de répartition du variable N(O, 1), alors <I>-l(U) rv N(O, 1). 
Sous Ho, Wc = Fx~(Yc) est de loi uniforme sur (0,1), i.e. 
Fc(w) = P(Wc :::; w) = w et !c(w) = dFc(w) = 1. 
2. MÉTHODES D'INFÉRENCE POUR LES MODÈLES DE COPULES 19 
Pour un échantillon de n observations du vecteur à d dimensions (Z}, . .. ,Zd), la 
version empirique de Fa(w) est égale à 
1 n 
Fa(w) = n + 1 ~ l(Waj ::; w), 
J=l 
1 n W=--, ... ,--. 
n+1 n+1 
Breymann, Dias & Embrechts (2003) proposèrent d'utiliser la statistique d'Anderson-
Darling appliquée à Fa, c'est-à-dire 
j-AD = _n_ t {Fc (;;-h) -;;-h r 
n+ 1 , j ( j) 
J=l n + 1 1 - n + 1 
S'inspirant de ces travaux, Chen & Fan (2005) utilisent une statistique basée sur 
l'estimation par noyau de la densité fa, c'est-à-dire qu'ils utilisent la statistique 
j-L2KDE = ~ t, (Îa C -q1/2) _ 1) 2, 
où q est le nombre de segments utilisés pour l'estimation de fa. 
2.3.3 Approche de Fermanian 
Le test développé par Fermanian (2005) est basé sur l'estimation de la densité 
C associée à une copule C. Cette estimation utilise la méthode du noyau. Pour 
effectuer ce test, on doit choisir le noyau ainsi que la pondération, ce qui rend le 
test difficile à appliquer. On définit d'abord la copule empirique 
(2.12) 
où Fn1 , .. . ,Fnd sont les fonctions de répartition marginales empiriques données 
par l'équation (2.10). Cette fonction a été introduite par Deheuvels (1979) et 
étudiée ultérieurement par Ganssler & Stute(1987) et Tsukahara (2005), entre 
autres. Par définition, l'estimateur par noyau de la densité Co au point u est 
1 ~ (u-y:,) 
cn(u) = nhd f::t K hm, 
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OÙ Yni = (Fnl(Xil), ... ,Fnd(Xid)), 1 :s: i :s: n, K est un noyau à d dimensions 
étant le produit de d noyaux uniformes univariés KT) r = 1,.:., d et h = h(n) est 
la largeur de bande utilisée. Soit ensuite 
où W : [0, l]d ---t lR+ est une fonction de pondération, ên est un estimateur de () et 
Kh(') = K(-jh)jhd. Fermanian (2005) montre que 
nhd/' (Jn - n~d J K'(t) (cw) (u - ht)dtdu + :h J c'w t J K;) 
converge en loi vers une N(O, 20-2 ), où 
0-2 = J c2w J {J K(u)K(u + v)du } 2 dv. 
Ainsi, une statistique de test possible est 
T. _ n2hd {Jn - (nhd)-l J K 2 (t)(cfjnw)(t - ht)dtdu + (nh)-l J ctw 2:;=1 J K;) 2 
n - 2 J ctw J {J K(u)K(u + v)du}2dv 
2.3.4 Approche de Berg 
L'approche proposée par Berg (2007) s'inspire des travaux de Breymann, Dias & 
Embrechts (2003). Soit donc le vecteur (Zl"'" Zd) obtenu suite à la transforma-
tion de Rosenblatt donnée à l'équation (2.11). Soit maintenant la transformation 
Zi ---t zr, 1 :s: i :s: d définie par 
* _ { _ ( 1 _ Zi ) d+l-i) } 
Zi - 1 1 ., 
- ri-l 
1 :s: i :s: d, 
où (Zl"'" Zd) est obtenu du vecteur (Zl,"" Zd) en triant "les composantes en 
ordre'croissant et ri est le rang de Zi parmi Zl,"" Zd' Le test développé s'appuie 
sur la variable 
d 
ç = L "fa (Zi) {<I>-l(Z;)} 2 , 
i=l 
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où la est une fonction utilisée pour pondérer {<1>-I (z;)} 2. Si FE, est la fonction 
de répartition de ç, alors la transformation intégrale de probabilité implique que 
U = FE,(ç) suit une loi uniforme sur (0,1), en autant que l'hypothèse nulle ?-io 
soit vraie. On remarque cependant que comme ç est une combinaison linéaire de 
variables normales au carré, la loi FE, ne se trouve pas explicitement en général. 
Berg (2007) proposent d'estimer la variable U = FE,(ç) sur la base d'un échantillon. 
Sous l'hypothèse nulle, FE,(w) = W et la fonction de densité qui y est associée est 
fE,(w) = 1. Une version empirique de FE,(w) est 
1 n 
w= n~I'''''n+l' 
2.3.5 Approche de Genest, Quessy & Rémillard 
Le processus de Kendall a d'abord été introduit par Genest & Rivest (1993) pour 
vérifier visuellement si un modèle de copules archimédiennes s'ajuste bien à un 
échantillon de données bivariées et son comportement général a été étudié. en 
détail par Barbe, Genest, Ghoudi & Rémillard (1996). Le processus de Kendall 
est donné pour t E [0, 1] par 
où K est la transformation intégrale de probabilité multivariée définie par 
K(t) = P{C(U1 , ... , Up ) ~ t}, 
où la loi de (U1 , • •• ,Ud ) est C. L'estimation Kn de K est 
1 n 
Kn(t) = - L 1 (Vi,n ~ t), 
n i=I 
où pour chaque 1 ~ i ~ n, Vi,n = Rn (XiI, ... , X id ) et 
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Wang & Wells (2000) furent les premiers à utiliser le processus de Kendall afin 
de tester l'adéquation à une famille de copules. Ils ont établi une procédure de 
sélection parmi un ensemble de copules archimédiennes dans le cas de données 
bivariées censurées. Leur idée fut de mesurer la distance entre l'estimateur non 
paramétrique Kn et la fonction Ko calculée sous l'hypothèse nulle 'Ho. Ici, le 
paramètre inconnu f) est estimé par ên . Leur statistique de test est toutefois basée 
sur une version tronquée de lKn , à savoir 
S~n = n il {Kn(t) - K ôJt)}2dt, 
où ç > O. Par la suite, Genest, Quessy & Rémillard (2006) ont suggéré deux 
nouveaux tests d'adéquation basés sur une version non tronquée du processus 
in = y'n (Kn - KôJ, soit 
et· Tn = sup lin(t) 1· 
O::;t::;l 
La statistique Sn est basée sur la distance de Cramér-von Mises, tandis que Tn est 
basée sur la distance de Kolmogorov-Smirnov. Contrairement au test de Wang & 
Wells (2000), ce test s'applique à une grande variété de copules, pas nécessairement 
archimédiennes, il n'a pas à s'embêter d'un paramètre ç dont la sélection est 
arbitraire, et s'applique à des familles de dimension d 2: 2. De plus, ces auteurs 
montrent comment obtenir des valeurs critiques asymptotiquement convergentes 
par l'usage d'une adaptation adéquate de la méthode du bootstrap paramétrique. 
2.3.6 Approche par la copule empirique 
Plutôt que d'utiliser une projection d'une copule multivariée dans un espace de 
fonctions univariées, comme pour les tests d'adéquation présentés précédemment, 
on peut travailler directement avec une estimation de la copule inconnue C, à 
savoir la copule empirique (2.12). On sait que y'n(Cn - C) converge faiblement 
vers un processus gaussien continu lorsque les dérivés partielles existent et sont 
continues. 
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Deheuvels (1979) fut le premier à étudier ce processus dans le cas spécial de 
l'indépendance et à démontrer sa convergence dans ce contexte particulier. Ce 
résultat fut étendu au cas général par Ganssler & Stute (1987), et fut récemment 
reconsidéré par Fermanian, Radulovié & Wegkamp (2004) et Tsukahara (2005). 
L'idée de baser un test d'adéquation sur Cn se retrouve dans Quessy (2005) et a 
été étudiée sous divers scénarios de dépendance par Genest, Rémillard & Beaudoin 
(2008). Ces derniers suggèrent d'utiliser plutôt la version 
où CN est' une approximation par bootstrap de CÔn basé sur un échantillon 
aléatoire artificiel provenant de CÔn. 
CHAPITRE 3 
LA FONCTION DE DÉPENDANCE DE 
SPEARMAN 
Le présent chapitre a pour but de définir la nouvelle fonction de dépendance de 
Spearman. La section 3.1 se veut un rappel sur le rho de Spearman et son lien avec 
les copules. À la section 3.2, la fonction de dépendance de Spearman est introd.uite 
et des exemples de calculs de celle-ci pour différentes familles de copules y sont 
présentés. 
3.1 Rho de Spearman 
Comme il a été vu au Chapitre 2, le rho de Spearman est une mesure non-
paramétrique qui permet d'évaluer la force de la dépendance entre deux variables 
aléatoires. Plutôt que de calculer la corrélation en X et Y, ce coefficient mesure 
la corrélation entre les variables uniformisées U = F(X) et V = G(Y). À noter 
que ces deux variables ont pour espérance 1/2. Ainsi, la définition du rho de 
Spearman est 
= {F(X) G' (Y)} = E(UV) - E(U)E(V) PB cor, 1/2 1/2 . {var(U)} {var(V)} 
Comme les variables F(X) et G(Y) sont uniformes sur (0,1), on calcule aisément 
var(U) = var(V) = 1/12. Ainsi, PB = 12 {E(UV) - E(U)E(V)}. 
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La prochaine définition, qui permettra une représentation de Ps en terme de la 
copule associée à un couple de variables aléatoires, s'appelle l'identité de Hoeffding, 
due à Hoeffding (1948). 
Définition 3.1. Soit (X, Y) de loi H et (X*, Y*) de loi H*. Alors 
E(XY) - E(X*Y*) = 11 11 {H(x, y) - H*(x, y)} dxdy. 
Par définition, le couple (U, V) est distribué selon la copule C. Soit maintenant 
(U*, V*) de loi II(u, v) = uv. Par l'identité 3.1, on peut donc écrire 
Ps = 12 {E(UV) - E(U*V*)} = 1211 11·{C(u, v) -uv} dudv. (3.1) 
Remarque 3.1. Supposons une certaine famille paramétrique {Co; 0 E e} de 
copules dont les membres sont ordonnés par 0, c'est-à-dire que pour tout (u,v) E 
(0,1)2, on a Co(u,v) :S C(;I'(u,v) dès lors que 0 < 0'. On dit alors que 0 est un 
paramètre de dépendance. Dans ce cas, on montre que Ps est monotone croissante 
en fonction de o. En effet, 
ps(O) 121111 {Co(u,v) - uv}dudv 
< 12 t t {C(;I'(u, v) - uv}dudv Jo Jo . 
ps(O'). 
Exemple 3.1. Pour la copule de Farlie-Gumbel-Morgenstern, dont l'expression 
est donnée à l'équation (2.2), on a déjà mentionné au Chapitre 2 que ps(w) = w/3. 
En effet, un calcul direct en utilisant (3.1) permet d'obtenir 
ps(w) = 121111 {Cw(U,V) - uv}dudv 
1211 11 wuv(l - u)(l - v)dudv 
12w {lI u(1- U)dU} 2 
w 
3 
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Exemple 3.2. Si (X, Y) est un couple de loi normale bivariée de coefficient de 
corrélation p, alors 
Ps(p) = 1 arcs in (~) . 
Exemple 3.3. Pour la copule de Frank exprimée à l'équation (2.5), Prees fi 
Valdez (1998) ont présenté les formules 
12 ps(fJ) = 1 + -:a [D2 {fJ} - Dl {fJ}] , k lX tk où Dk(x) = k -t--dt . 
x . 0 e - 1 
Une façon compacte d'écrire cette expression est 
12119 t {2t - fJ} ps(fJ) = 1 + .Q3 t dt. 
v 0 e-1 
L'intégrale dans l'expression précédente ne s'évaluant pas de façon explicite, une 
procédure numérique est nécessaire pour calculer le rho de Spearman. 
Exemple 3.4. Pour la copule de Clay ton, donnée à l'équation (2.4), aucune 
expression simple n'est envisageable pour Ps. Dans les applications ultérieures, 
une procédure d'intégration numérique sur le carré (0,1)2 sera employée. En 
effet, Ps(O) = 121(0) - 3, où 
1(0) = 11 11 (u-O + v-O - 1rl / O dudv. 
3.2 Définition de la fonction de dépendance de 
Spearman 
La version théorique de Ps est basée sur la moyenne de la variable aléatoire ç = 
UV, où U = F(X) et V = G(Y), à savoir E(ç). Plutôt que de baser une notion de 
dépenqance sur la moyenne de ç, on pourrait de façon plus générale considérer la 
distribution de cette variable aléatoire. En d'autres termes, on pourrait mesurer 
la dépendance par la fonction 
S(t) = P (UV "5, t) . 
3. LA FONCTION DE DÉPENDANCE DE SPEARMAN 27 
Cette manière de voir la dépendance généralise donc le rho de Spearman puisque 
E(UV) = 11 tdS(t) = 11 {1 - S(t)} dt. 
Comme Ps = 12E(UV) - 3, alors 
Ps = 9 - 1211 S(t)dt. 
Ainsi, si C est la copule de (X, Y), 
S(t) =t+ Il COl (~,V)dV, 
où COl = aC/ovest la loi conditionnelle de U étant donné V = v. En effet, 
P(UV ::; t) = 11 P(UV ::; tfV = v)dv 
3.3 Exemples 
11 P (u ::; ~ 1 V = v) dv 
11 COl (~, v) dv 
t+ l1cOl(~,v)dv. 
(3.2) 
Dans cette section, des exemples de calculs de S(t) sont présentés pour un grand 
nombre de modèles de copules. 
Exemple 3.5. Pour la copule d'indépendance II(u, v) 
IIOl(U, v) = u. Il s'ensuit que 
Sn(t) = t -11 !dv = t - tlogt. 
t v 
uv, on a facilement 
À noter que dans le cas particulier de l'indépendance, cette fonction est la même 
que la fonction de dépendance de Kendall considérée pour la première fois par 
Genest fj Rivest (1993) et étudié ultérieurement par Barbe et coll. (1996). Ces 
derniers ont en effet défini K(t) = P {C(U, V) ::; tL où (U, V) rv C, si bien que 
sous l'indépendance, on retrouve K n (t) = Sn (t). 
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Exemple 3.6. Pour la famille de copules de Farlie-Gumbel-Morgenstern, dont les 
membres sont représentés à l'équation (2.2), on a C01 (u, v) = u+wu(1-u)(1-2v). 
Ainsi, 
Sw(t) t + 11 {~ + w~ (1 - ~) (1- 2V)} dv 
t + t 11 dv + w {t 11 dv - 2t 11 dv _ t211 dv + 2t211 dV} 
t V t V t t V t 
t - t log t + w { -t log t - 2t(1 - t) + t2 log t + 2t2(1 - t)} 
t - 2wt(1 - t)2 + t log(1/t) {1 + w(1 - t)} . 
Sous l'indépendance, c'est-à-dire lorsque w = 0, on retrouve So(t) = t - tlogt. 
Exemple 3.7. Pour la copule normale à deux variables, on déduit de l'équation (2.1) 
que C01 (u, v) 
j
<I>-l(U) 
-00 CPp {s, <I>-l(v)} {<I>-l(v)}' ds 
1 j<I>-l(U) 1 [ 1 {S2 - 2ps<I>-1(V) + (<I>-1(v))2}] 
---=== exp - - ds 
cp{<I>-l(V)} -00 27l'~ 2 ~ 
e-(<I>-1(v»)2/2 j<I>-l(U) 1 { 1 (s _ P<I>-1(v))2} 
---=== exp -- ds 
cP {<I>-1 (v)}J27T -00 J27T~ 2 ~ 
j
<I>-l(U) 1 {s- p<I>-l(V)} ~cP ~ ds, 
-00 V 1 - p2 V 1 - p2 
où on a utilisé le fait que ' 
En effectuant le changement de variable 
on obtient 
C ( ) =iF.{<I>-l(u)_p<I>-l(v)} 01 U,V '±' ~ • 
V 1- p2 
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Ainsi l'expression de la fonction de dépendance de Spearman pour la copule gaussi-
enne est 
Sp(t) = t + 11 <p {<P-1(t~-1(V) } dv. 
t 1 - p2 
Il est facile de constater que So(t) = t - t logt, tel qu'attendu. 
Exemple 3.8. Pour la copule de Clay ton, 
La fonction de dépendance de Spearman pour cette copule est donc 
1 {-o } -1/0-1 
So(t) = t - 1 v-0- 1 (~) + v-o - 1 dv. 
Exemple 3.9. Pour la copule de Frank décrite à l'équation (2.5), on trouve 
C01·(! v) = _~J!9,Ol(tjV,V) 
v' {) f!9(tjv, v) , 
où 
On obtient 
Exemple 3.10. Soit (U, V) '" M, où M est la copule de Fréchet-Hoeffding 
supérieure. Alors U = V avec probabilité 1. Ainsi, 
Pour la copule de Fréchet-Hoeffding inférieure W, l'événement V= l-U survient 
avec probabilité 1. Ainsi 
P(UV <; t) = P {U(1- U) <; t} = P { (U -~)' 2: ~ - t} . 
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Quand t ~ 1/4, la probabilité précédente vaut 1, alors que lorsque t < 1/4, 
p{ (u-D' ?-~-t} ~ l-P{ (u-D' S~-t} 
1- P {~- J~ -t < U < ~ + J~ -t} 2 4 - -2 4 




Sw(t) = . 
1, t ~ 1/4. 
Supposons que les membres d'une famille de copules s'écrivent par la combinaison 
linéaire Cp(u, v) = (l-p)C(u, v)+pD(u, v), où p E [0,1] et C, D sont des copules. 
Alors la dérivée partielle de Cp par rapport à v est 
Cp,Ol(U, v) = (1 - p)C01 (u, v) + pDOl(u, v), 
ce qui amène 
Sp(t) = t + (1 - p) Il COl (~, v) dv + p Il DOl (~, v) dv 
t + (1 - p) {Sc(t) - t} + p {SD(t) - t} 
(1 - p)Sc(t) + pSD(t), (3.3) 
où Sc et S D sont respectivement les fonctions de dépendance de Spearman pour 
les copules C et D. Les deux exemples suivants constituent des illustrations de 
cette formule. 
Exemple 3.11. Pour la combinaison linéaire de la copule d'indépendance et de 
la borne supérieure de Fréchet-Hoeffding, i.e. 
C,,(u,v) = (1- 8)rr(u,v) + 8M(u,v), 
on déduit de l'équation (3.3) que 
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Les copules W et M sont entièrement singulières. Il existe aussi des copules qui 
comportent une partie absolument continue et une partie singulière. En fait, toute 
copule C s'écrit sous la forme C(u, v) = Ac(u, v) + As(u, v), où 
l U1V 82 Ac(u, v) = 0 0 8sat C(s, t)dsdt 
est la partie absolument continue et As(u,v) = C(u,v) - Ac(u,v) est la partie 
singulière. La plupart des copules utilisées dans la modélisation de phénomènes 
sont absolument continues, i.e. As == O. 
Exemple 3.12. D'Urante (2007) a décrit une famille générale de copules ayant 
une partie singulière non nulle en général. Ses membres s'écrivent 
Cf(u,v) = (ul\v)f(uVv), 
où la fonction génératrice f : [0,1] -+ [0,1] est croissante, f(l) = 1 et f(t)jt 
est décroissante sur (0, 1]. Ces caractéristiques assurent que Cf est une copule. 
Comme cas particuliers, on retrouve l'indépendance II quand f(v) = v et la bome 
supérieure de Fréchet M lorsque f == 1. Également, la classe des copules de 
Fréchet s'obtient pour f6(V) = (1 - o)v + O. Comme 
{ 
uf'(v), u:S; v 
COl(u, v) = 
f(u), u> v, 
on déduit que la fonction de dépendance de Spearman associée à Cf est 
Sf(t) = 2t - vif (vi) + 2t J~ f~~) dv. 
En effet, notons d'abord que 
vi<v:S;1. 
v 
De la formule (4.4), on déduit 
Sf(t) = t + (Vi f (!) dv + tfl f'(v) dv. lt v· Vi v 
(3.4) 
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D'abord, en effectuant le changement de variable u = tjv dans la première intégrale, 
on obtient 
1.ji f (!) dv = -t ft f(~) du = t f1 f(~) du. t V .jiu .jiu 
En intégrant par partie la deuxième intégrale, on trouve 
f1 f'(v) dv = f(v) Il + f1 f(~) dv = 1 _ f( Vi) + J1 f(~) dv . 
.ji v v.ji.ji v Vi.ji v 
. En rassemblant le tout, on découvre la fonction 8 i annoncée précédemment. 
Quelques calculs permettent de montrer que 
Ainsi, le rho de Spearman est donné par la formule 
Pi = 1211 v 2 f(v)dv - 3, 
tel qu'établi par Durante (2007). 




ON A NEW GOODNESS-OF-FIT PROCESS 
FOR FAMILlES OF COPULAS 
Mots-clés: Copule; statistique de Cramér-von Mises; processus empirique; test 
d'adéquation; pseudo-observation; fonction de dépendance de Spearman; coeffi-
cient de corrélation de rangs de Spearman. 
Résumé: Une procédure d'adéquation est proposée pour des familles paramétriques 
de copules bivariées. Les nouvelles statistiques de test sont des fonctionnelles d'un 
processus empirique fondé sur les versions théorique et empirique de la fonction de 
dépendance de Spearman. Les conditions sous lesquelles ce processus empirique est 
convergent sont satisfaites pour de nombreuses familles dont celles de Gauss, Clay ton, 
Frank, Farlie~Gumbel-Morgenstern ainsi que les modèles à section singulière décrits par 
Durante (2007). Grâce à une méthode de ré-échantillonnage paramétrique qui permet 
une estimation convergente des seuils observés, il est montré empiriquement que les tests 
basés sur la distance de Cramér-von Mises gardent leur seuil sous l'hypothèse nulle. 
Des simulations attestant de la puissance des nouveaux tests, des comparaisons avec 
des procédures concurrentes et des analyses de vraies jeux de données sont présentées. 
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4.1 Introduction 
Many inferential problems involving two random variables with continuous marginal 
distributions are fruitfully resolved considering the dependence structure and the 
marginal behaviors separately. This idea lies in the representation theorem of 
Sklar (1959) that enables to write a bivariate distribution function H as a func-
tion of its marginaIs F and G via 
H(x, y) = C {F(x), G(y)}. 
Here, C : [0,1]2 ---+ [0,1] is called the copula of H. This formulasuggests to 
develop statistical techniques in order to select a dependence function, i.e. a 
copula, that fits correctly to a set of bivariate observations. In other words, one 
wants to choose between the null and alternative hypotheses of belonging or not 
to a given parametric family, namely 
Ho:CE{Ce;OEM} vs. Hl:C~{Ce;OEM}. 
Many goodness-of-fit procedures to confront Ho and Hl have been developed re-
cently, e.g. Breymann, Dias & Embrechts (2003), Chen & Fan (2005), Fermanian 
(2005), Genest, Quessy & Rémillard (2006) and Scaillet (2006). These methods 
consider the univariate marginal distributions as infinite-dimension al nuisance pa-
rameters, and typically the observations are replaced by the maximally invariant 
statistics in that context, i.e. the ranks. 
The fact that the ranks are used instead of the observations themselves can have 
a dramatic impact on the limiting distribution of a test statistic. For example, a 
goodness-of-fit statistic proposed by Breymann, Dias & Embrechts (2003), which 
is distributed as a chi-squared variable in the case of known marginaIs, seems to 
get away from this assumed distribution when using its rank-based version. As 
noted by the authors themselves, this had a significant impact on the observed 
size of the test. Further numerical illustrations of this phenomenon are provided 
in Dobrié & Schmid (2007). 
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In order to enrich the class of possible goodness-of-fit procedures that enable to 
choose an appropriate copula family that fits the data at hand, a new rank-based 
empirical process is proposed in this paper. The latter is developed around a 
sample version of Spearman's dependence function 
S(t) = P {F(X)G(Y) ~ t}, (4.1) 
where (X, Y) '" H. Its name derived from the fact that S is the distribution 
function of the random variable ç = F(X)G(Y) whose mean is an affine trans-
formation of Spearman's rho. The testing procedure developed in this work has 
many advantages : 
• Many of the most popular copula models are testable, including the Gaussian 
copula and the members of the newly proposed family of Durante (2007); 
• The test statistics have explicit representations in terms of the ranks of the 
observations; 
• It is possible to compute valid p-values for the test statistics. 
Moreover, the asymptotic tools used in this paper are typical of the kind of argu-
ments that are necessary to characterize the large sample behavior of goodness-
of-fit statistics in semi-parametric models. In this regard, the works of Ghoudi & 
Rémillard (1998, 2004) about the weak consistency of empirical processes based 
on pseudo-observations are weIl adapted. 
The paper is organized as follows. In Section 4.2, an empirical pro cess based on 
a functional estimation of S is defined and the weak consistency of a suitably 
normalized version is established. In Section 4.3, the assumptions leading to this 
asymptotic result are seen to be verified for a large number of popular copula 
models. In Sèction 4.4, the power of a Cramér-von Mises statistic is compared 
through simulations to that of competing procedures including the empirical cop-
ula goodness-of-fit and Kendall pro cesses as weIl as the method of Malevergne & 
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Sornette (2003). In Section 4.5, the newly proposed methodology is illustrated on 
two real data sets, whereas a multivariate extension of Sn is briefly described in 
Section 4.6. 
4.2 Large-sample behavior of Spearman's good-
ness-of-fit pro cess 
Let (Xl, YI)"'" (Xn , Yn ) be a random sample from a population with continuous 
marginal distributions F -and G. If F and Gare known, a natural estimation of 
Spearman's dependence functiondefined in (4.1) is given by the empirical dis-
tribution S~ of the Li.d. observations 6, ... , Çn, where Çi = F(Xi)G(Yi) f"V S. 
Standard arguments in the theory of empirical pro cesses would th en en able to 
conclude that Dn = ..;n(S~ - S) converges to an S-Brownian bridge D, i.e. a 
continuo us stochastic process on [0,1] such that D(O) = D(l) = 0 and whose 
covariance function is cov {D(x), D(y)} = S(x 1\ y) - S(x)S(y). Here and in the 
sequel, x 1\ y = min(x, y). 
Since in the context of copula inference, one usually wants to keep the marginal 
distributions unknown, one has to rely on estimations of the non-observable vari-
ables Çi, 1 ::::; i ::::; n. Such estimations are provided by replacing F and G by their 
natural empirical versions 
1 n 
and Gn(y) = - 2: 1 (Yi ::::; y), 
n i=l 
which yields the sample of dependent pseudo-observations 6,n,"" Çn,n, where 
Çi,n = Fn(Xi)Gn(Yi). Under assumptions that are verified in many models, it will 
be seen that 
1 n 
Sn(t) = - 2: 1 (Çi,n ::::; t) 
n i=l 
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is a good estimator of Spearman's dependence function So associated to a member 
Co of a given parametric copula family. Specifically, it will be proven that the 
known parameter pro cess Sn,O = vIn(Sn - So) converges weakly to a zero-mean 
Gaussian process under 'Ho. This suggests to define the goodness-of-fit version of 
Sn,O as Sn = vIn(Sn - SoJ, where ên is an estimator of (J. 
The weak consistency of Sn will be obtained in two steps. Firstly, the asymptotic 
behavior of Sn,O will be derived. This will be accomplished using a particular case 
of the general result of Ghoudi & Rémillard (1998) about empirical pro cesses built 
from pseudo-observations. This is the subject of Proposition 1, where Assump-
tions Al and A2 described next are needed. The proof is deferred to Appendix A . 
• Al, For ail (J E M, the density so(t) = 8So(t)/8t is bounded on any compact 
subset of (0, 1] and for ail continuous h : [0, 1]2 ~ [0,1], the mapping 
t f-> f-Lo(t,h) = so(t) E{h(U, V)Iç- = t} (4.2) 
is continuous, where (U, V) rv Co(u, v) and ç- = UV . 
• A 2 • For ail (J E M, so(t) is O{t- I / 2 log- I (1/t)} as t ~ O. 
PROPOSITION 1. If Al and A 2 hold, the empirical process Sn,O = vIn(Sn - So) 
converges in the Skorohod space of càdlàg functions to a Gaussian process having 
representation So(t) = Do(t) - f-Lo(t, IH*) on T = [0,1], and vanishing outside T. 
Here, Do is the li mit of the process 
n 
Dn,o(t) = n- I / 2 L {1(Ç-i ::; t) - So(t)} 
i=l 
and IH*(u, v) = v,Bt(u) + u,B;(v), where ,Bt,. ,B; are Brownian bridges su ch that 
E{,Bt(u),B;(v)} = C(u,v) - uv. 
REMARK 1. The limit So appearing in Proposition 1 does not depend on the 
marginal distributions. To see this, note that IH* is free of F and G and the 
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process Vn,O is based on the independent random variables Çi = F(Xi)G(Yi) = 
UiVi, i = 1, ... ,n, where (Ui, Vi) rv C. 
The study of Sn,O, in particular the conclusion of Proposition 1, is of an indepen-
dent interest since, for example, this process could be used to define statistics for 
a simple hypothesis such as bivariate independence. In our context where () is 
unknown, however, note that 
The convergence of the first summand was the subject of Proposition 1. To 
ensure that the second term is consistent as weIl, and jointly consistent with the 
first term, two more assumptions are needed. To this end, letSo = f)So/f)() and 
en = y'n(ên - ()) . 
• A3' For all () E M, So = aSo/f)() exists and is continuous on [0,1]. More-
over, as E -+ 0, 
sup sup ISo. (t) - So(t) 1-+ O. 
lo*-ol<dE[O,I] 
• A4' The vector (Sn,O, en) converges in law to (So, e). 
The main theoretical result of the paper is now stated. 
PROPOSITION 2. Under Assumptions Al, A2' A3 and A4, the empirical process 
Sn = y'n(Sn - SôJ converges in the Skorohod space of càdlàg functions to a 
Gaussian process whose representation is S(t) = So(t) - eSo(t) on T = [0,1] and 
. vanishing outside T. 
Proof. Let Sn = Sn,O - En' where En(t) = y'n{Sô
n 
(t) - So(t)} for tE [0,1]. First, 
Al and A 2 ensure that Sn,O converges to So, from Proposition 1. It remains to 
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show that 
sup len(t) - eSO(t)1 
tE[a,l] 
converges in probability to 0, which follows by arguments similar to that given in 
Appendix A of Genest, Quessy fj Rémillard (2006). More details can be found in 
Toupin (2008). 
In a semi-parametric context, a popular strategy to estimate e when the latter 
is real-valued consists in inverting a rank statistic. To illustrate in our context, 
suppose there exists a one-to-one relationship between e and the population ver-
sion of Spearman's rho for a given copula family {Co, e E M}. This dependence 
measure can be expressed as p(e) = 12E(ç) - 3, where ç = F(X)G(Y) and the un-
derlying copula of (X, Y) is Co. In term of the associated Spearman's dependence 
function, one can write 
p(e) ~ 1211 {1 - So(t)} dt - 3. (4.3) 
Since by assumption, p(.) is a bijective application from M to [-1,1], a method-
of-moment estimator is given by ên = p-1(Pn), where 
_ 12n2 ë _ (n + 1) Pn - 2 1 <,n 3 1 n - n-
is the sample rank correlation coefficient and en is the mean of the pseudo-
observations 6,n, ... ,çn,n' Next, since 
- ( 12en 6) 11 . r,;; Pn = 12çn - 3 + -2-1 - -- = 12 {1- Sn(w)}dw - 3 + op(l/v n), 
n - n-l a 
one obtains easily 
y'n {Pn - p(e)} = -1211 Sn,o(w)dw + op(I). 
Furthermore, a Taylor expansion of order one enables to write 
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so that provided Al and A2 hold, Assumption A4 is satisfied with 
8 = -12{p'(8)} -1 11 Se(w)dw. 
40 
Thus, in view of Proposition 2, the limiting representation of the process in this 
special case is 
S(t) = Se(t) + 12{p'(8)} -lSe(t) 11 Se(w)dw. 
4.3 Sorne computations of Spearman functions 
Let C be the copula of a random couple (X, Y). Then one can show that 
S(t) = t + 11 COl (~,w ) dw, (4.4) 
where COl is the conditional distribution of F(X) given G(Y) = v, i.e. the partial 
derivative of C with respect to the second component. For absolutely continuous 
copulas, straightforward computations show that 
s(t) = 11 ~ C (~,w) dw, (4.5) 
where c is the density of C. The simplest of cases occurs when X and Y are in-
dependent, Le. when the associated copula is II(u, v) = uv. Using equation (4.4) 
with COl (u, v) = u, it is then straightforward to show that the associated Spear-
man's dependence function is Srr( t) = t - tlog t. 
In this section, Assumptions Al and A 2 are shown to hold for the parametric 
copulas in the families of Gauss, Clay ton, Frank and Farlie-Gumbel-Morgenstern. 
For the latter models, the associated densities c are bounded on any compact 
subset of (0, 1 F, so that in view of equation (4.5), s( t) is bounded on any compact 
subset of T = (0,1]. Next, one deduces from equation (4.2) that for absolutely 
continuous copulas, 
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This mapping is continuous since for any sequence tn ET that converges to tE T, 
lim p,(tn,h) = lim Il h (y,tn ) c (y, tn) !dy 
n-->oo n-->oo tn y y y 
t lim 1 (y ~ tn) h (y, tn) c(y, tn) !dy Jo n-->oo y y y 
by Lebesgue's dominated convergence Theorem and the fact that the integrand 
is bounded. Thus, limn-->oo P,(tn' h) = p,(t, h) and Assumption Al is satisfied for 
the four listed models. The remaining of the section is devoted to the checking 
of Assumption A2 for these models and the members of a family of copulas with 
singular components introduced by Durante (2007). 
4.3.1 The Gaussian copula 
Let <Pp be the probability density of a bivariate normal distribution with zero 
means, unit variances and correlation coefficient p. The density of the Gaussian 
copula is given by cp( u, v) = <Pp ( x, y) / <p(x )<p(y), where <P is the density of a N(O, 1) 
random variable and <I>-l is the percentile function of a N(O, 1) variable. If p = 0, 
one has sp(t) = -logt, which clearly satisfies A2. For ° < p < 1, equa:tion (4.5) 
and a simple change of variable yields 
1o 1 1 { p2Ap (t,W)} sp(t) = 2 t :; JI=P2 exp - 2(1 _ p2) dw, 
where Ap(t,w) = {<I>-1(W)}2 + {<I>-1(t/W)}2 - 2p- l<I>-1 (W)<I>-l (t/w). The next 
lemma, whose proof is deferred to Appendix B, will be instrumental to show that 
sp satisfies Assumption A2 . 
LEMMA 4.1 For ° ::::: t < {<I>( _1)}2, the minimum value of the mapping w 1---> 
Ap(t, w), for w E [t, Ji], is atiained when w = 0, so that the minimum value of 
Ap on this interval is 
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Lemma 4.1 implies that for aU 0::; t < {<I>(-I)P, 
where Mp = (1 - p2)-1/2 (27l')-p/(P+l) < 00. Since for aU x < -1, cp(x) ::; <I>(x) , 
it foUows for aU t < {<I>( -1) P that cp { <I>-l (0)} ::; 0. One conclu des that 
sp(t) ::; Mp rp/(p+l)(-logt) for aU t < {<I>(-1)p. Assumption A2 is hence 
satisfied for aU 0 ::; p < 1. 
4.3.2 The Clay ton family 
The copulas in this class are of the form Co( u, v) = (u- O + v-o - 1) -1/0, where 
B ~ -1. In this article, however, only parameter values corresponding to positive 
dependenee, i.e. B ~ 0, will be considered. Differentiating with respect to both u 
and v and by straightforward algebra, the density can be written 
where a( B) = (2B+ 1) / (B+ 1) is a positive increasing function such that limo--+co a( B) = 
2 and a(O) = 1. Sinee the mapping B f---t Co(u, v) is increasing for aU u, v E [0,1]2 
and the mapping B f---t xa(O) is decreasing for 0 ::; x ::; 1, one deduees that B f---t 
{Co(u,v)}a(O) is decreasing. Consequently, {Co(u,v)}a(O) ::; {Co(u,v)}a(o) = uv, 
so that co(u, v) ::; (B + 1) for aU (u, v) E [0,1]2. An application of formula (4.5) 
then enables to write 
11 1 so(t) ::; (B + 1) - dw = (B + 1) 10g(l/t), t w 
which establishes that so(t) = 0 {r1/ 2 10g-1 (I/t)} when t -+ 0 for aU B < 00. 
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4.3.3 Frank's copula 
For {) =1= 0, the density associated to Frank's copula is 
Note that wh en {) --t 0, one recovers the density associated to ipdependence. 
Consequently, c{} is continuous on [0, IF for all {) ~ ° and c{}(u, v) ~ M for any 
(u, v) E [0,1]2. As a consequence, 
111 s{}(t) ~ M - dv = M(-logt) = O{C1/ 2 10g-1(1/t)} t v as t --t o. 
4.3.4 The Farlie-Gumbel-Morgenstern distributions 
The members ofthis family are of the form Cw(u, v) = uv+wuv(l-u)(l-v), where 
Iwl ~ 1. These copulas can only be used to model small departures from indepen-
den ce , as can be seen from the value of Spearman's rho IPs(w)1 = Iwl/3 ~ 1/3. 
Assumption A2 holds since it is easy to see that sw(t) = (1 - w + 2wt) 10g(1/t) + 
3w(1 - t)(l - 2t) is 0 {r 1/ 2 10g-1(1/t)} as t --t O. 
4.3.5 Durante's class 
Durante (2007) described a family of copulas with a: non vanishing singular part 
in general. The members are written as C'/J(u,v) = min(u,v)1/;{max(u,v)} in 
term of a non-decreasing generator function 1/;: [0,1] --t [0,1] such that 1/;(1) = 1 
and 1/;(t)/t is non-increasing on (0,1]. The class includes, as special cases, the 
independence copula when 1/;(t) = t and the Fréchet-Hoeffding upper bound when 
1/; == 1. See Table 5.1 in Appendix D for a description of sorne models. . 
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Since COl (u, v) = u'ljJ' (v) when u ::; v and COl (u, v) = 'ljJ( u) otherwise, one deduces 
from (4.4) that the associated Spearman's dependence function is 
S1jJ(t) = 2t - t 1/ 2 'ljJ (t 1/ 2 ) + 2t Il 'ljJ(w) dw. 
t 1 / 2 w2 
(4.6) 
Sorne computations enable to show that Jal {l- S1jJ(w)}dw = Jal w2'ljJ(w)dw and an 
application of equation (4.3) yields the value of Spearman's rho as 
already reported by Durante (2007). A pro of that the models in this class satisfy 
Assumption A2 is given in Appendix C. 
4.4 Empirical issues 
4.4.1 Size and power of tests based on the process Sn 
Proposition 2 implies that aU continuous functionals of the process Sn will be con-
sistent. This is a consequence of the continuous mapping Theorem. In particular, 
the Cramér-von Mises distance 
(4.7) 
will provide a consistent goodness-of-fit teststatistic for families of copulas for 
which Assumptions A 1-A4 hold. Another choice for a goodness-of-fit measure js 
the Kolmogorov-Smirnov distance, but evidence provided in the works of Genest, 
Quessy & Rémillard (2002, 2006) suggests that the latter is generaUy not as 
powerful as the Cramér-von Mises distance. Hence, for simplicity, only Vn will 
be considered in the foUowing. Note that in aU subsequent applications, only 
families of copulas having one parameter will be considered, and the latter will be 
estimated by the inversion of Spearman's rho. Simulations to be found in Toupin 
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(2008) show that this method is good in terms of mean squared error, even for 
moderately small sam pIe sizes. 
An interesting feature of Vn is the fact that this goodness-of-fit statistic admits 
an explicit representation as a finite sum involving the ranks of the observations. 
Specifically, developing the square of Sn in equation (4.7) and using standard 
integration taking into account the jumps in this empirical distribution function, 
one finds 
1 n n n 
V = - ""' ""' {l - S, (ç' V ç' )} - ""' {l - S~ (ç. )} + ~ n n L...J L...J On t,n !,n. L...J On t,n 3 ' 
i=1 j=1 i=1 
where Çi,n = n-2 Ri,nSi,n, Ri,n is the rank of Xi among X}, . .. ,Xn and Si,n is the 
rank of Yi among YI,"" Yn . This formula is easily computed when Se admits an 
explicit representation. This is the case for the families of Durante B, Cuadras-
Augé, Fréchet and the Ordinal sum defined in Table 5.1. In Table 4.1, the power 
of the test based on Vn is evaluated with the help of 10 000 replicates. Since the 
distribution of Vn under Ho depends heavily on the unknown parameter value, a 
parametric bootstrap procedure is proposed. Once Vn and ên are computed from 
the original sample, the idea is to generate M samples from CÔn and compute the 
goodness-of-fit statistics Vn,i, 1 ::; i ::; M each time. By suit able adaptations of 
Genest & Rémillard (2008), it should be possible to prove that 
1 M 
PM,n = M L 1 (Vn,i > Vn) 
i=1 
yields a valid p-value as n, M --too. A formaI justification is however beyond 
the scope of this article, though empirical evidence suggests that the result holds 
true. This method was used in the power study presented in Table 4.1, where 
the ability of Vn to reject the null hypothesis under several copula alternatives is 
investigated. 
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Table 4.1: Percent age of rejection, based on 10 000 replicates, of the null hypoth-
esis of belonging to a given family of copulas for the goodness-of-fit test based on 
Vn , n = 100,250 
Il Families under 'Ho 
Families Fréchet Cuadras-Augé Durante B Ordinal sum 
under 'Hl p 100 250 100 250 100 250 100 250 
0.1 5.0 4.7 6.8 7.3 8.9 10.0 17.0 24.4 
0.3 5.7 5.2 10.3 13.2 18.7 30.6 61.5 93.2 
Fréchet 0.5 5.4 5.2 10.7 17.0 25.5 51.1 94.5 .100.0 
0.7 5.8 5.5 9.4 15.5 25.1 57.2 99.8 100.0 
0.9 7.5 6.4 8.1 9.5 10.7 31.7 99.7 100.0 
0.1 4.2 4.4 5.3 5.1 5.7 6.6 12.9 18.8 
0.3 4.2 6.0 5.0 5.0 9.1 11.3 50.6 86.3 
Cuadras- 0.5 6.2 11.0 5.6 5.8 10.8 16.7 88.5 99.9 
Augé 0.7 7.4 12.8 5.5 5.4 11.4 20.2 99.2 100.0 
0.9 10.4 11.9 7.7 6.3 6.6 13.3 99.7 100.0 
0.1 3.7 4.5 4.5 4.4 4.9 4.6 11.0 14.9 
0.3 6.1 15.0 4.5 6.1 5.0 5.2 38.9 76.7 
Durante B 0.5 13.0 37.1 5.5 10.7 5.0 5.2 78.4 99.7 
0.7 19.9 53.6 8.1 16.3 5.3 5.6 96.0 100.0 
0.9 24.3 48.6 14.2 21.5 5.9 6.6 98:4 100.0 
0.1 4.6 11.6 5.3 10.1 5.2 9.3 6.1 5.4 
0.3 48.5 97.1 39.5 93.5 31.3 87.5 5.4 5.4 
Ordinal 0.5 97.6 100.0 93.7 100.0 85.9 100.0 6.1 5.9 
sum 0.7 100.0 100.0 100.0 100.0 99.8 100.0 5.5 5.3 
0.9 100.0 100.0 100.0 100.0 100.0 100.0 6.0 6.0 
0.1 9.1 12.1 12.9 19.5 15.5 26.1 26.1 41.8 
0.3 31.9 58.0 49.8 83.8 65.4 95.2 90.6 99.8 
Clay ton 0.5 64.2 94.2 83.0 99.5 94.2 100.0 100.0 100.0 
0.7 90.4 99.8 96.7 100.0 99.6 100.0 100.0 100.0 
0.9 99.8 100.0 99.9 100.0 99.9 100.0 100.0 100.0 
0.1 4.~ 5.4 6.0 7.1 7.4 10.1 17.3 26.5 
0.3 9.2 15.7 12.4 20.7 20.5 38.8 74.0 98.4 
Frank 0.5 21.7 42.6 23.7 44.6 36.3 66.0 98.2 100.0 
0.7 49.2 79.7 45.5 74.6 50.7 83.4 99.9 100.0 
0.9 93.2 99.7 87.9 98.5 80.7 97.1 99.9 100.0 
0.1 5.3 4.8 7.0 7.1 8.0 11.2 17.6 27.5 
0.3 7.5 8.8 13.1 19.1 21.5 38.8 70.4 97.1 
Gauss 0.5 13.9 17.5 21.1 33.3 38.9 68.2 97.7 100.0 
0.7 30.7 37.4 36.2 51.2 53.8 84.5 99.9 100.0 
0.9 82.9 90.5 78.7 90.1 81.0 97.0 100.0 100.0 
0.1 3.9 6.0 4.3 4.8 4.4 4.6 8.4 10.0 
0.3 13.1 46.0 7.9 23.6 6.0 11.8 19.6 40.4 
Durante A 0.5 43.4 93.7 23.9 70.2 11.7 36.1 36.5 79.1 
0.7 81.1 99.9 55.1 97.7 27.8 75.2 54.9 96.1 
0.9 95.7 100.0 83.8 100.0 53.2 97.1 59.8 98.3 
For the members of the families of Gauss, Clay ton, Frank and Durante A, Spear-
man's dependence function So has an expression that involves an integral to be 
computed by numerical routines. A way to avoid this time-consuming method 
is to rely on a bootstrap version of Sô
n
, which consists of generating an artifi-
cial sample (Xi, Y';.*), ... , (X'N, Y,V), with N sufficiently large, from the bivariate 
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distribution GÔn E {Go; e E M}. Then, SÔn is approximated by 
1 N 
SN(t) = N L 1 (Ç:'N st) , 
i=l 
47 
where Ç~N = N-2 R;,NStN and (R;,N' S~N) are the pairs of ranks deduced from 
the artificial sample. Under conditions to be found in Genest & Rémillard (2008), 
the asymptotic distribution when n, N ~ 00 of the Cramér-von Mises statistic 
computed from a bootstrap version Sn,N = ..jiï(Sn - SN) of Sn, namely 
Wn,N = n 11 {Sn(W) - SN(W)}2 dw 
1 n n 2 n N ; LL (l-.çi,n V çj,n) - N LL (1- Çi,n V Çj,N) 
i=l j=l i=l j=l 
N N 
+ ;2 LL (1- Ç:'N V Çj,N) , 
i=l j=l 
is the same as that of 
where x V y = max(x, y). Thus, Wn,N provides an asymptotically equivalent and 
more computationally tractable version of W n . Note that the latter differs from 
Vn in that the weight function dSôJw) is replaced by dw. In Table 4.2, the power 
of Wn,N is evaluated under many copula alternatives. 
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Table 4.2: Percent age of rejection, based on 10 000 replicates, of the null hypoth-
esis of belonging to a given family of copulas for the goodness-of-fit test based on 
Wn,N, n = 100,250 and N = 500 
Families under ?to 
Families Clay ton Frank Gauss Durante A 
under ?tl p 100 250 100 250 100 250 100 250 
0.1 4.8 4.7 6.9 8.0 7.1 7.3 17.9 23.8 
0.3 5.4 4.7 19.1 29.5 16.3 25.6 75.0 95.5 
Clay ton 0.5 5.2 4.8 30.3 55.2 28.6 50.5 98.9 100.0 
0.7 4.9 4.8 33.5 66.2 39.1 69.6 100.0 100.0 
0.9 5.0 5.3 21.1 44.2 34.8 69.3 100.0 100.0 
0.1 5.6 7.1 4.5 4.5 5.1 5.2 11.2 14.8 
0.3 13.0 25.3 5.0 4.9 6.4 6.9 46.5 73.0 
Frank 0.5 22.9 49.7 5.0 5.1 8.0 9.9 81.2 98.2 
0.7 29.6 58.9 5.1 5.5 10.1 16.7 95.1 99.9 
0.9 12.6 31.4 4.0 5.3 8.7 17.6 98.7 100.0 
0.1 4.9 6.5 4.7 5.0 4 .. 9 4.9 11.8 13.6 
0.3 10.9 21.3 5.6 6.5 5.2 5.2 42.1 65.3 
Gauss 0.5 20.9 44.8 6.8 8.6 5.1 5.1 76.4 95.9 
0.7 28.8 62.3 7.8 14.4 5.1 4.8 93.6 99.8 
0.9 19.2 54.9 7.9 16.8 4.0 4.8 99.3 100.0 
0.1 9.5 19.2 6.5 12.0 6.5 11.2 5.1 4.6 
0.3 59.7 94.0 30.9 68.0 26.0 58.1 5.4 5.6 
Durante A 0.5 94.6 100.0 58.4 95.7 46.8 89.9 5.7 5.2 
0.7 99.3 100.0 62.6 98.7 53.3 96.1 5.1 5.4 
0.9 63.9 100.0 8.1 62.3 11.9 69.6 4.4 5.1 
0.1 5.2 7.0 4.9 5.3 5.2 5.3 10.0 10.8 
0.3 12.3 28.6 6.3 9.9 4.3 5.5 30.4 47.9 
Fréchet 0.5 22.8 59.1 5.6 15.2 2.3 3.9 57'.4 85.8 
0.7 27.6 75.9 3.4 16.2 0.6 1.5 74.5 97.9 
0.9 5.8 46.6 0.3 3.8 0.0 0.1 76.6 98.6 
0.1 6.6 9.8 4.8 5.8 4.7 5.4 8.2 8.4 
0.3 21.7 49.1 7.3 13.7 5.1 9.5 20.0 29.2 
Cuadras- 0.5 40.4 83.6 7.1 20.4 3.9 9.7 39.1 64.1 
Augé 0.7 44.9 91.9 3.8 19.5 4.5 5.1 58.3 88.9 
0.9 10.1 58.9 0.3 4.0 0.0 0.2 63.3 94.6 
0.1 7.3 12.4 4.6 7.3 5.3 6.4 7.3 6.5 
0.3 33.2 69.1 10.4 24.1 8.6 18.4 12.9 16.7 
Durante B 0.5 62.5 96.4 12.9 37.4 9.5 25.9 23.0 36.6 
0.7 68.2 98.8 7.4 33.4 4.4 16.9 35.3 62.8 
0.9 16.0 73.1 0.2 4.3 0.1 1.0 42.8 76.8 
0.1 19.3 42.6 15.5 36.1 14.8 33.4 5.6 9.5 
0.3 93.6 100.0 89.2 99.9 84.4 99.8 24.2 58.8 
Ordinal 0.5 100.0 100.0 99.9 100.0 99.6 100.0 53.0 92.1 
sum 0.7 100.0 100.0 99.7 100.0 99.9 100.0 71.2 98.5 
0.9 91.2 100.0 68.1 100.0 79.3 100.0 66.9 98.5 
Looking at Table 4.1 and Table 4.2, one sees that the statistics Vn and Wn,N 
keep their 5% level in most cases, taking into account the ±1 % uncertainty in 
estimating proportions with 10 000 replicates. As expected, the powers increase 
with the sample size. From Table4.1, one sees that the bivariate distributions 
of Fréchet, Cuadras-Augé and Durante B are similar models, at least in terms 
of their Spearman dependence function, as can be seen from the low power that 
Vn exhibits. The Ordinal sum, however, seems to be very different from aIl the 
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models considered under Ho. Conversely, aIl models are highly rejected un der 
the null hypothesis of belonging to the family of Ordinal sum copulas. A curious 
phenomenon occurs in Table 4.2 for Frank and Gaussian null hypotheses under 
Fréchet, Cuadras-Augé and Durante B alternatives, especially wh en these singular 
models are simulated under moderate and high levels of dependence. Indeed, 
sorne of the estimated powers are less than the 5% nominallevel of the tests. This 
could probably be explained by the particular form of the underlying distribution 
of Wn,N under these alternatives. As the sample size increases, however, this 
problem is less noteworthy. 
4.4.2 Comparisons with Kendall and empirical copula pro-
cesses 
Wang & Wells (2000) and Genest, Quessy & Rémillard (2006) based a goodness-
of-fiftest for copulas on Kendall's dependence function K(t) = P {H(X, Y) :S t}, 
where (X, Y) rv H, whose name derived from the relationship between Kendall's 
measure of association and the mean of K. Note that K depends only on the 
underlying copula C of H since one can show easily that K(t) = P{C(U, V) :S t}, 
with U = F(X) and V = G(Y) having joint distribution C. These authors 
used the empirical pro cess Kn =yTi(Kn - KfjJ defined on [0,1] as a base to 
define goodness-of-fit statistics for families ~f copulas. Here, Kn is the empirical 
distribution function of the pseudo-observations 
1 n 
"'i,n = n _ 1 L 1 (Xj < Xi, Yj < Yi) , 1:S i :S n. 
j=l 
Under conditions that are satisfied for a large number of commonly used copula 
models, Genest, Quessy & Rémillard (2006) show that Kn converges weakly to a 
limiting centered Gaussian process. 
Rather than relying on a projection of a bivariate copula into a space of univariate 
functions, as is the case when using Spearman or Kendall functions SO and 
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K (.), one can work directly with a consistent estimation of an unknown copula 
C. Specifically, the empirical copula 
n ( ) 1 Ri n Si n Cn(u,v) = - LI -' ::; u,-' ::; v 
n n n 
i=l 
is such that y'iï( Cn - C) converges weakly to a continuous Gaussian pro cess pro-
vided the partial derivatives CIO and COI exist and are continuous. Deheuvels 
(1979) was the first to study thisprocess in the special case of independence 
and obtained its weak consistency in that context. This result was extended in 
the general case by Gaenssler & Stute (1987) and have recently been reconsid-
ered by Fermanian, Radulovié & Wegkamp (2004) and Tsukahara (2005). In a 
goodness-of-fit setting, Genest, Rémillard & Beaudoin (2008) suggested to use 
Cn,N = y'iï( Cn - C N ), where C N is a bootstrap estimation of CÔn based on an 
artificial random sample from CÔn' 
In Table 4.3, the results of a power study comparing the Cramér-von Mises statis-
tics derived from Sn, Sn,N, Kn and Cn,N are offered. To apply the test based on 
Kn for a given member of Durante's class with generator function 'Ij;, note that 
{ 
W-l(t) } 
K,p(t)=t-tlogt+tlog 'lj;ow-l(t) , 
where w(x) = x'lj;(x). In particular, K,p(t) = t - 2(1 - 1')(2 - 1')-ltlogt for the 
Cuadras-Augé family. However, the null hypothesis of belonging to this singular 
copula cannot be tested using Cn,N sin ce the first-order partial derivatives are not 
continuous. For the test based on Kn' it is not possible to use it for the Gaussian 
copula, at least in the form presented herein, since no explicit expression is known 
for the associated Kendall's dependence function. A bootstrap version Kn,N of Kn 
has however been proposed by Genest & Rémillard (2008) but willnot be studied 
here. 
4. A NEW GoF PROCESS FOR COPULAS 51 
Table 4.3: Percent age of rejection, based on 10 000 replicates, of the nuU hypoth-
,esis of belonging to a given family of copulas for the Cramér-von Mises goodness-
of-fit statistics computed from Spearman, Kendall and empirical copula processes 
Sn (Cuadras-Augé), Sn,N (Clay ton, Frank, Gauss), Kn and Cn,N when n = 250 
Families under Ho 
Families Clay ton Frank Cuadras-Augé Gauss 
under Hl P Sn,N K,n Cn,N Sn,N K,n Cn,N Sn K,n Sn,N Cn,N 
0.3 4.7 5.1 7.9 29.5 86.4 23.8 83.8 93.1 25.6 22.1 
Clay ton 0.5 4.8 4.8 7.8 55.2 99.3 53.0 99.5 99.9 50.5 49.0 
0.7 4.8 4.7 7.5 66.2 100.0 77.3 100.0 100.0 69.6 74.1 
0.3 25.3 51.4 26.1 4.9 5.7 8.2 20.7 14.0 6.9 9.4 
Frank 0.5 49.7 91.7 53.3 5.1 5.2 7.6 44.6 28.8 9.9 11.8 
0.7 58.9 99.4 76.4 5.5 4.5 7.8 74.6 98.4 16.7 18.9 
0.3 49.1 66.8 55.6 13.7 10.4 19.9 5.0 5.1 9.5 22.7 
Cuadras- 0.5 83.6 98.2 94.3 20.4 49.0 48.8 5.8 5.0 9.7 57.1 
Augé 0.7 91.9 100.0 99.9 19.5 100.0 88.1 5.4 4.4 5.1 92.2 
0.3 21.3 34.3 23.5 6.5 12.2 8.2 19.1 19.0 5.2 7.8 
Gauss 0.5 44.8 77.4 48.2 8.6 21.0 9.5 33.3 36.1 5.1 7.6 
0.7 62.3 97.0 75.5 14.4 35.9 16.0 51.2 99.6 4.8 7.6 
A quick look at Table 4.3 leads to the conclusion that the test based on Kn is 
the best in aU situations, except maybe when testing the null hypothesis of a 
Cuadras-Augé copula under Frank alternatives. The tests based on Sn and Cn,N 
often show equivalent power, but the latter seems to have proble'm keeping its 
nominallevel under 'Ho in aU three situations where it is considered. 
4.4.3 Testing for a bivariate Gaussian dependence struc-
ture 
Despite much evidence suggesting that multivariate normality is rather an ex-
ception than the norm in many natural and financial phenomena, the Gaussian 
dependence structure is still a popular choice for modelers. In the case of classical 
multivariate normality, many invariant test statistics exist. For a review article 
on the subject, see Henze (2002). 
In a more flexible, semi-parametric context where one wants to assess that the 
4. A NEW CoF PROCESS FOR COPULAS 52 
distribution of a pair (X, Y) has a Gaussian dependence structure but not nec-
essarily normal marginaIs, one has to rely in general on rank-based methods. 
One such procedure was introduced by Malevergne & Sornette (2003). These 
authors first defined mR(x, y) = (x, y)R-l(X, y)' and noted that mR(X, Y) fol-
lows a chi-square distribution with two degrees of freedom whenever (X, Y) fol-
lows a standard bivariate normallaw with positive definite correlation matrix R. 
More generally, when the copula of (X, Y) is Gaussian with arbitrary marginaIs 
F and G, mR(X, Y) follows a chi-square law with two degrees of freedom, where 
X = <1>-1 {F(X)} and Y = <1>-1 {G(Y)}. Hence, provided F, Gand Rare known, 
(i = mR(Xi , Yi), 1 :S i :S n are i.i.d. X~. The idea of Malevergne & Sornette (2003) 
was to replace F and G by their empirical counterparts Fn and Gn, thus implicitly 
defining the pseudo-observations (i,n = mk" (Xi,n, Yi,n) , 1 :S i :S n, where 
and Rn is an estimator of R. They then defined Ln as the empirical distribution of 
(l,n,"', (n,n and L(x) = P(X~ :S x). They argued that despite the use of the ranks 
instead of the observations themselves, Ln should accurately estimate L. They 
then proposed to define goodness-of-fit statistics as functional distances between 
Ln and L . . However, showing the weak consistency of the process Ln = Vn (Ln - L) 
seems to be a very difficult problem that is still unsolved. 
Table 4.4 reports the powers of the Cramér-von Mises statistics of Sn,N and Ln 
under observations simulated from the Student copula with 1/ = 3 degrees of 
freedom, as weIl as under Clay ton, Ordinal sum, Durante A and Durante B al-
ternatives. Note that the Student copula, which is derived from the bivariate 
Student distribution, is parameterized in terms of the usual correlation coefficient 
since no closed form expression exists for the relationship between the latter and 
Spearman's rho. 
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Table 4.4: Percent age of rejection, based on 10 000 replicates, of the null hy-
pothesis of a Gaussian copula for the Cramér-von Mises goodness-of-fit statistics 
computed from pro cesses Sn,N and Ln when n = 250 
under 'Hl P Sn,N .en under 'Hl P Sn,N .en 
0.25 25.6 10.2 0.25 99.8 33.8 
Clay ton 0.50 50.5 20.5 Ordinal 0.50 100.0 46.0 
0.75 69.6 63.5 sum 0.75 100.0 98.9 
*0.25 9.7 90.3 0.25 58.1 66.0 
Student *0.50 6.9 89.5 Durante A 0.50 89.9 97.0 
v=3 *0.75 4.5 87.1 0.75 96.1 100.0 
Student 0.25 5.2 5.4 0.25 18.4 85.9 
v = 00 0.50 5.1 4.7 Durante B 0.50 25.9 100.0 
(Gauss) 0.75 4.8 4.6 0.75 16.9 100.0 
* : classlcal correlatlOn coefficient 
From Table 4.4, one can see that these two competitors exhibit sorne kind of 
complementarity. In other words, the power of the test based on Sn;N is often high 
while that using Ln is poor, and vice versa. In future investigations, it could be 
interesting to study goodness-of-fit procedures that combine several test statistics. 
One such possibility, for example, would be to take the maximum among a set of 
goodness-of-fit statistics or to consider lineàr combinations of the latter. 
4.5 Illustrations 
4.5.1 Modelling of a hydrological data set 
This section is devoted to the complete modelling of a data set consisting of thirty-
eight pairs of mean annual flows (in m3 / sec.) taken between 1951 and 1988 at two 
points on St-Maurice's river, located in the south region ofthe Province of Quebec, 
in Canada : at the Gouin station and at the Rapide-blanc station. Specifically, 
goodness-of-fit procedures will be employed in order to find a bivariate model 
with satisfactory marginaIs and copula for X: annual fiow at Gouin station and 
Y: annual fiow at Rapide-blanc station. 
Sklar's theorem puts in highlight the fact that one can fit univariate distributions 
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to X and Y and independently try to find an appropriate copula for the depen-
dence structure of (X, Y). The theory of goodness-of-fit tests in the univariate case 
is weIl developed. See, for instance, Durbin (1973) and Stephens (1974). To test 
for 'H~X) : F E {Fa; 0: E A} and 'H~Y) : G E {G,6;,6 E E}, Cramér-von Mises func-
tionals of the empirical pro cesses with unknown parameters Fn = yfii(Fn - FÔtJ 
and On = yfii( Gn - G ~J will be used as test statistics. Here, Ô:n and Sn are 
estimators of 0: and ,6 respectively, and subject to sorne regularity conditions. As 
a first step, four univariate densities have been proposed to fit the histograms 
of X and Y in Figure 4.1, namely the normal, log-normal, logis tic and Pareto 
distributions. The value of the goodness-of-fit statistics are reported in Table 4.5 
together with an associated p-value estimated with the help of 10 000 parametric 
bootstrap samples. Many models in the list are accepted at the 5 % level, and the 
one having the highest p-value, namely the log-normal distribution, is selected in 
both cases. 
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Figure 4.1: Histograms of X: mean annual flow (m3 / s) at Gouin station and Y: 
mean annual flow (m3 / s) at Rapide blanc station 
In Figure 4.2, the scat ter plot of the original observations, as weIl as that of the 
standardized ranks, i.e. the pairs (Fn(Xi ), Gn(Yi)), are presented. While it is 
not entirely clear which strength of dependence is present in the data looking at 
the left panel alone, one can suspect that the dependence between X and Y is 
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Table 4.5: Results of univariate goodness-of-fit tests for X: mean annual fiow 
(m3 / s) at Gouin station and Y: mean annual fio'lJl (m3 / s) at Rapide blanc station 
x y 
Model Tn p-value Tn p-value 
Normal 0.0363 0.7438 0.1533 0.0210 
Log-normal 0.0267 0.9036 0.0836 0.1853 
Logistique 0.0519 0.5951 0.1210 0.1097 
Pareto 1.5081 0.0004 1.2444 0.0002 
rather high, as indicated by the value of Spearman's rho, namely Pn = 0.62. The 
latter is nothing but the slope of the linear regression using the standardized ranks 
plotted on the right panel of Figure 4.2 and deduced from the pairs plotted on 
the left panel. In order to choose a suit able copula for (X, Y), the goodness-of-fit 
tests based on Vn and Wn,N have been considered for eight families of dependence 
models. The results are reported in Table 4.6. AlI models are accepted at the 5% 
level, except the Ordinal sum copula. 
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Figure 4.2: Mean annual flow at Rapide blanc station versus Gouin station. Left 
panel: scat ter plot of the observations; right panel: scatter plot of the normalized 
ranks. 
An interesting feature of the empirical and theoretical counterparts of Spearman's 
dependence function is the possibility to define a graphical tool for goodness-of-fit 
purposes. The ide a is to graph both the nonparametric and parame tric versions 
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Table 4.6: Results of goodness-of-fit tests for eight copula families for the joint 
behavior of X: mean annual flow at Gouin station and Y: mean annual flow at 
Rapide blanc station -
Model Vn or Estimated 
under 'Ho Ôn Wn,N p-value 
Gauss 0.6346 0.0358 0.6443 
Clayton 1.6032 0.0658 0.1331 
Frank 4.6692 0.0382 0.5838 
Durante A 2.0559 0.0502 0.0910 
Durante B 2.9177 0.0546 0.1454 
Cuadras-Augé 0.6820 0.0450 0.2509 
Fréchet 0.6166 0.0388 0.3263 
Ordinal sum 1.3766 0.1255 0·0067 
Sn and Sôn, which should be close in aIl points of (0, 1) under Ho. For the mean 
annual ftows at Gouin and Rapide-blanc stations, the normal copula was accepted 
as an appropriate model, while the Ordinal sum was strongly rejected. This could 
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Figure 4.3: Graphs of Sn(t) versus the parametric versions SÔn (t) for Gaussian 
(left panel) and Ordinal sum (right panel) copulas. 
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4.5.2 Modelling of a multivariate data set 
Few methods to model efficiently high dimension al data are available in the litera-
ture about copulas. In fact, many of the proposed multivariate extensions of sorne 
of the most popular bivariate copula models have very few parameters. For exam-
pIe, a possible generalization of the members of the two-dimensional Archimedean 
family is 
C •• ( U" ... , Ud) ~ <p,' {t <p,( u;) } . 
In this latter model, aU degrees of dependence, i.e. two-dimensional, three-
dimensional, and so on, are modeUed by the same parameter. This is very restrict-
ing since most situations in practice exhibit more complex dependencepatterns. 
In order to aUeviate this problem, sorne attempts have been made to extend bivari-
ate Archimedean copulas to more complex multivariate structures, e.g. Whelan 
(2004) and Savu & Trede (2006). A limitation for using these models is the many 
restrictions imposed on the parameters, which causes estimation problems. A 
promisihg way based on a pair-copula construction has been described by Aas, 
Czedo, Frigessi & Bakken (2008), but little is known about the validity of the 
estimation and goodness-of-fit procedures they proposed. 
A possibility for multivariate modelling, though not entirely satisfactory, ccmsists 
in fitting appropriate bivariate models to aU the possible pairs of variables. This 
method is illustrated here, where tests based on Vn and Wn,N are performed on a 
data set about six characteristics of 382 small and medium-size company (SME) 
in the province of Quebec. The variables, whose values come from the financial 
statements of each company, are Xl: liquidity expressed as a percentage of the 
sales, X 2 : rate of output of the credit, X 3 : clear margin, X 4 : gross margin, X 5 
: rate of export and X 6 : average growth rate of the sales. For the fifteen possible 
pairs, the quality of the fit to eight dependence models has been investigated. The 
results are presented in Table 4.7. 
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Table 4.7: Results of pairwise goodness-of-fit tests based on Vn and Wn,N for the 
SME data set. The upper triangle indicates the value of Spearman's rho for each 
pair and the lower triangle gives the models among a. Gaussian, b. Clay ton, c. 
Frank, d. Durante A, e. Durante B, f. Cuadras-Augé, g. Fréchet and h. Ordinal 
sum for which the null hypothesis is accepted 
Xl X 2 X3 X4 X 5 X 6 
Xl - 0.66 0.86 0.42 0.28 0.27 
X 2 0 - 0.87 0.33 0.24 0.36 
X3 a a - 0.42 0.27 0.32 
X4 a,b,c,f,g a,c,f,g a,c,e,f,g - 0.28 0.14 
X 5 0 0 0 0 - 0.29 
X 6 a,b a,b,c,g a,b,c a,b,c,d,g 0 -
For aIl the pairs involving X 5 and the pair (Xl, X 2 ), no copula in the list is 
accepted as a suitable model. For a more complete analysis, other dependence 
structure should be tested, e.g. extreme-value copulas. In aU other cases, the 
Gaussian copula is accepted at the 5% level, which indicates that a multivariate 
Gaussian dependence structure cou Id provide a good approximation to the distri-
bution of (Xl, ... ,X6 ). This has to be tested separately for two main reasons : 
firstly, only the pairs are considered here, hence no general conclusions on the joint 
normality is possible and secondly, the size of the pairwise tests would have to be 
adjusted in order to achieve a prescribed globallevel. The assumption of multi-
variate normality cou Id be however tested directly using a multivariate version of 
Spearman's goodness-of-fit process, which is the subject of the next section. 
4.6 Multivariate extension of Sn 
A multivariate version of the pro cess Sn is straightforward. To this end, let 
(Xli, ... ,Xdi ), 1 :S i :S n be independent copies of a random vector (Xl, ... , X d ) 
with marginaIs FI, ... , Fd and copula C. The multivariate version of Spearman's 
dependence function can then be defined as Sd(t) = P {FI (Xl) x ... x Fd(Xd) :S t}, 
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whose empirical counterpart is based on the distribution Sn,d of the pseudo-
observations Ç,i,n,d = Fnl (Xli) x ... x Fnd (Xdi ). Then, under. Assumptions Al-A4 , 
the pro cess Sn,d = y'iï(Sn,d - SôJ converges to a Gaussian limit Sd' In the case 
when () is real-valued, the estimation can be based on an inversion of one of the 
multivariate extensions of Spearman's rho described by Schmid & Schmidt (2007). 
To illustrate the method, take the random vector (Xl, X 3 , X 4 , X 6 ) in the context 
of the dependence modelling of the SME data set of subsection 5.2. As can 
be se en from Table 4.7, the null hypothesis of a Gaussian copula is accepted 
for each of the six possible pairs. Rence it is suspected that the vectorhas a 
multivariate normal dependence structure with sorne correlation matrix R. The 
empirical Spearman dependence function Sn,d based on the 382 independent copies 
of (Xl ,X3 ,X4 ,X6 ) was compared to the approximation of SR,. using N = 10000 
bootstrap samples. The entries of Rn were based on the inversion of Spearman's 
rho for each pair. The value of the Cramér-von Mises statistic computed from 
Sn,d, namely Wn,N = 0.0215, had an estimated p-value of 0.5780 (based on 5 000 
replicates), which suggests that the Gaussian copula is a good model for these 
data. 
CHAPITRE 5 
CONCLUSION ET DISCUSSION 
L'approche par les copules dans le domaine de la modélisation mutivariée s'impose 
depuis plus d'une quinzaine d'années. Quelques auteurs se sont intéressés plus par-
ticulièrement à la question du choix de la copule adéquate qui permet de modéliser 
la structure de dépendance entre des variables aléatoires. Citons notamment Ge-
nest & Rivest (1993), Chen & Fan (2005), Fermanian (2005) et Genest, Quessy & 
Rémillard (2006). Le but principal q.e ce mémoire fut de développer une nouvelle 
procédure d'adéquation pour les copules. À cette fin, la fonction de dépendance 
de Spearman a été introduite et la convergence en loi d'un processus empirique 
associé a été démontrée. Une statistique de test qui s'écrit comme fonctionnelle 
de ce processus a ensuite été définie et étudiée. 
Le test proposé dans ce travail possède quelques avantages. Notamment, plusieurs 
familles populaires de copules peuvent être testées, incluant les copules gaussienne, 
Clay ton, Frank, Farlie-Gumbel-Morgenstern ainsi que les modèles appartenant à 
la famille de Durante (2007). Le test est également facile d'application puisque la 
statistique associée est facilement calculable à partir des rangs des observations. 
De plus, la version empirique de la fonction de dépendance de Spearman fournit 
un outil graphique pour évaluer la qualité de l'ajustement d'un jeu de donnée à 
une famille de copules. 
Malgré que l'étude de puissance montre que le test basé sur le processus de·Kendall 
est souvent plus puissant, le test basé sur le processus de Spearman est néanmoins 
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efficace sous plusieurs contre-hypothèses. De plus, celui-ci permet facilement de 
vérifier l'adéquation des familles de copules qui peuvent difficilement l'être avec 
le test basé sur le processus de Kendall. On pense particulièrement à la copule 
normale et aux modèles de la famille générale de Durante (2007). 
Les outils mathématiques utilisés pour montrer la convergence du processus pro-
posé sont typiques du genre d'arguments nécessaires pour établir le comportement 
asymptotique de statistiques d'adéquation à des modèles semi-paramétriques. 
Ceux-ci pourraient être adaptés afin d'étudier d'autres processus d'adéquation. 
Par exemple, pour J[O, 1]2 ---t [0,1], soient les variables dépendantes 
é - J (~~) 1 ~ i ~ n, 
i,n - n + 1 ' n + 1 ' 
auxquelles on associe la fonction de répartition empirique 
S~ (t) = ~ t 1 (ef,n ~ t) . 
i=l 
Cette fonction est un estimateur de SI (t) = P {J(U, V) ~ t}, où (U, V) f'V Co. 
Lorsque J (u, v) = uv, on retrouve le cas de la fonction de dépendance de Spearman 
mais en général, 
11 { J( )} 1 ~ (Ri' Si) o 1 - Sn t dt = -:;; f=: J --:;;'-:;; 
est la définition d'une statistique linéaire de rangs. En particulier, quand J( u, v) = 
<J>-l(U)<J>-l(V), on retrouve la statistique de Van der Waerden et pour J(u,v) = 
(ln u + 1) (ln v + 1), on a la statistique de Savage. Plus généralement que dans le 
cadre de ce travail, on pourrait étudier le processus linéaire de rangs 
s~ (t) = v'n{S~ (t) - stJt)} 
et considérer la statistique de test 
qui s'écrira explicitement en fonction des pseudo-observations e{,n" .. , e;,n. 
ANNEXE A 
PROOF OF PROPOSITION 1 
Proposition 1 will be established if Hypotheses Il and III of Ghoudi & Rémillard 
(1998) are satisfied, since Hypothesis 1 is an immediate consequence of Assump-
tion Al, To check Hypothesis Il, let Fn and Cn be the empirical functions obtained 
from a linear interpolation between the steps of Fn and Gn- If 1 = [0, 1], it is then 
clear that 
If one defines Hn(x, y) = Fn(x)Cn(y), this version of Hn is continuous and 
)nSUP(X'Y)EI2IHn(X,y) - Hn(x,y)1 
< )nsup ICn(YJI sup IFn(x) - Fn(x)1 + )nsup IFn(x) 1 sup ICn(y) - Gn(y)1 
yEI xEI xEI yEI 
1 1 2 
< )n + )n = )n' 
which establishes the first part of Hypothesis Il. 
Standard arguments that can be found in Billingsley (1968) enable to ob tain that 
the following sequence is tight for any continuous function cp on lR : 
ln particular, 
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converges in probability to 0 for aH compact measurable sets B of (0,1]. The 
next result establishes the joint behavior of (an, lHn), where an = an,1 and lHn = 
fo( Fn Gn - FG), which shows that the last part of Hypothesis II holds. !ts proof, 
which is omitted, uses standard arguments in the theory of empirical processes 
based on i.i.d. observations. The computation of the covariance functions is 
lengthy but straightforward. 
PROPOSITION 3. The empirical processes 
1 n 
an(t) = fo ~ {l (Ç-i ::; t) - S(t)} 
.=1 
and 
converge jointly to a limit (a, lH) with covariance structure 
and 
fa,lH(t,X,y) cov {a(t), lH(x, y)} 
F(x)P (UV::; t, y::; y) + G(y)P (UV::; t,X::; x) 
- 2F(x)G(y)S(t) 
flH.(x, y, x', y') = cov {lH(x, y), lH(X', y')} 
= F(x)F(x')G(y 1\ y') + F(X)G(yl)C{F(X'), G(y)} 
+ F(x')G(y)C{F(x), G(y')} + G(y)G(y')F(x 1\ x') 
- 4F(x)F(XI)G(y)G(y'), 
where U = F(X) and V = G(Y). 
Let Q* be the set of positive and increasing functions in a neighborhood of zero 
such that q* E Q* satisfy that q*(t)!t is decreasing and q*(2t)/qAt) is bounded 
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above. In order to verify Hypothesis III, one needs a function q* E Q* and a 
sequence (tn) of positive numbers that converges to zero for which 
lim vins (tn) = 0, lim q*(tn) = 0 lim s (t) q*(t) = 0 (5.1) 
n-+oo n-+oo tn fo 't-+o 
and such that the sequence 
B { IlHn(x, Y)I} 
n = x~~t q*(xy) n~1 
is tight. To this end, the next lemma will be instrumental. 
LEMMA A.l. If s = So satisfies Assumptions A2' iù(t) = t1/2Iog(1/t) belongs to 
Q* and satisfies the relations (5.1) fortn = (logn)3/n . 
If ;Jnl(X) = fo {Fn(x) - F(x)} and ;Jn2(Y) = fo {Gn(y) - G(y)}, classical results 
in the theory of empirical processes imply that (;Jnl' ;Jn2) converges to (;JI, ;J2), 
where ;Jl,;J2 are centered limiting pro cesses such that E{;Jl(S);Jl'(t)} = F(s 1\ t)-
F(s )F(t), E{;J2( s );J2(t)} = G( sl\t)-G(s )G(t) and E{;Jl (s );J2(t)} = C{ F(s), G(t)} 
-F(s)G(t). If lH(x, y) = G(Y);Jl(X) + F(X);J2(Y)' then one can show that 
lHn(x,y) -lH(x,y) = Fn(x) {;Jn2(Y) - ;J2(y)} + ;J2(Y) {;Jnl(x)/vIn} 
+ y {;Jnl (x) - ;JI (x)} . 
An application of the triangle inequality yields 
I
lHn(X, y) -lH(x, y) 1 
sup ( ) < Bn1 + Bn2 + Bn3, 
(x,y)EI2 ij* xy -
where 
sup Fn(x) r(y) 1 ;Jn2(Y) - ;J2(Y) 1 
(x,y)EI2 X r(xy) ij*(y) , 
sup r(y) I~~(Y) Il;Jnl(X)/vln l, 
(x,y)EI2 r(xy) q (y) x 
r ( x ) 1 ;Jnl (x) - ;JI (x) 1 sup --
(x,y)EI2 r(xy) ij*(x) , 
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with r(x) = ij*(x)jx. On the other side, one deduces from Shorack & Wellner 
(1986) that the processes (3nl and (3n2 converge to (31 and (32 with respect to the 
weighted metric 
if and on1y if 
. q(x) 
hm 1/2 = +00. 
x--+O {x log(1 j x)} 
Since ij* be10ngs to Q*, the function r is decreasing and r(x)jr(xy) ~ 1. By 
repeated applications of Shorack & Wellner's resu1t using the fact that 
1. ij*(x) lm = +00, 
x--+O {x log(1jx)P/2 
one can show that Bnl' Bn2 and Bn3 converge in probabi1ity to O. This shows 
that IHn(x, y)jij*(xy) converges to IH(x, y)jq*(xy) and ensures, in particu1ar, the 
tightness of the sequence Bn. Thus, Hypothesis III of Ghoudi & Rémillard (1998) 
is satisfied. 
ANNEXE B 
PROOF OF LEMMA 4.1 
Note that 8Ap (t,w) = K 1 b1(W) - '1'1 (t/w)} + K 2 b2(W) - '1'2 (t/w)} /8w, where 
and 
( ) _ w<l>-l(W) ( ) _ <jl {<l>-l(W)} <l>-l(W) 
'1'1 W - <jl{<l>-l(W)}' '1'2 W - W 
2 




= 2(t/w) > o. 
p<jl {<l>-l(W)} <jl {<l>-l(t/W)} -
As this derivative clearly vanishes at w = 0, it remains to show that Ap( t, w) is 
decreasing for t ~ w ~ 0. First note that 'l'j(w) ~ 0, j = 1,2, for aIl w ~ 1/2, 
and then in particular for aH w ~ 0 since t < {<l>(-1)}2 < 1/4, by assumption. 
For w ~ 0, one has to show that 'l'j(w) ~ 'l'j(t/w), j = 1,2, for aIl w < <l>( -1), 
which is equivalent to proving that 'l'l, '1'2 are increasing functions since w ~ t/w. 
Using the fact that <l>(.) is increasing, it is equivalent to proving that 
. x<l>(x) _ x<jl(x) '~h(x) = '1'1 {<l>(x)} = <jl(x) and 'l'2(X) = '1'2 {<l>(x)} = <l>(x) 
are increasing for aIl x < -1. Since 
_'() (2 ) <l>(x) . _'() {<jl(X)}2{ (2 )<l>(X)} 
'1'1 x = X + X + 1 <jl(x) and '1'2 x = - <l>(x) x + x - 1 <jl(x) , 
a little algebra indicates that it is sufficient to show that 
-x <l>(x) -x 
--<--<--
x2 + 1 - <jl(x) - x2 - l' 
which holds true for aIl x < -1. 
ANNEXE C 
VERIFICATION OF ASSUMPTION A2 FOR 
MODELS IN DURANTE'S CLASS 
The density associated to S", given in (4.6) is 
s",(t) = 2 - 3C1/27jJ(t1/2) - ~ 7jJ'(t1/2) + 2.11 7jJ(w) dw. (5.2) 
2 t 1 / 2 w2 
As long as 7jJ(t) is o{log-2(ljt)} when t ---+ 0, which is true for the models in 
Table 8 (except in the particular case 7jJ(t) == 1), one can show that Assumption A2 
is satisfied. Indeed, first note that 
limC1/ 27jJ (t 1/ 2 ) t1/ 2Iog(ljt) = {lim7jJ (t 1/ 2 ) log2(ljt)} {limlog- 1(ljt)} = O. 
t--tO . t--tO t--tO 
For the second righthand term of (5.2), the fact that 7jJ(t)jt is non-increasing 
implies 7jJ'(t) ~ 7jJ(t)jt for aIl t E (0,1] and 
o < lim 7jJ'(t1/2)t1/2Iog(ljt) 
t--tO 
< lim 7jJ(t1/2) log(ljt) 
t--tO 
lim 7jJ( t1/2) log2(ljt) lim log-l (ljt) 
t--tO t--tO 
O. 
FinaIly, note that w~l7jJ(W) ~ t-1/27jJ(t1/2) for v E [t1/2,1]. This enables to write 
I l 7jJ(w) dw ~ C 1/27jJ (t1/2) Il dw = ~C1/27jJ (t1/2) log(l/t) t1/2 w2 t1/2 W 2 
and then to conclude that the last righthand term in (5.2) vanishes as t ---+ O. 
ANNEXE D 
SOME MODELS IN DURANTE'S CLASS 
Table 5.1: Generator, Spearrnan's dependence function and Spearrnan's rho for 
sorne rnernbers of Durante's farnily. 
Model 7/;( t) Bt/J(t) Pt/J M 
Durante 1-(1-t)U Jt { 1 + (1 - Jt)u} 24 [1, (0) 1- (a + 1)(a + 2)(a + 3) 
A + 2t 11 w-2(1 - w)Udw 
t l / 2 
Durante cs + 1)t ((3 + t-
1
/
2 ) 1 - 2(3-1 + 6(3-2 + 12(3-3 [0, (0) (3t + 1 2((3 + 1)tlog (3 + 1 
B + 2t _ ((3 + 1)t _ 12(~: 1) log((3 + 1) (3Jt + 1 
Cuadras- t1--y t + (1 - ~) { 1 - ( Jtf-Y} t 3')' [0,1] 4-')' 
Augé 
Fréchet (1 - il)t + il (1- il)(t - tlogt) + ilJt il [0,1] 
Ordinal (",t 1\ 1), ",t { 1 - 2 log (",Jt) }, t S ",-2 1 -3 [1, (0) 
-'" 
surn Jt, t > ",-2 
ANNEXE E 
QUELQUES AJOUTS À L'ARTICLE 
E.l Algorithme de simulation pour la famille de 
Durante 
Pour simuler un couple aléatoire (U, V) dont la loi jointe est C, la méthode basée 
sur la fonction de répartition conditionnelle est souvent employée. À cette fin, 
définissons d'abord Fv(u) = P (U ::; ulV = v) = COl(u, v). Ainsi, si T et V sont 
des variables aléatoires indépendantes de loi uniforme sur (0,1), alors la loi jointe 
de U = F;;l(T) et V est C. 
Pour un modèle dans la classe générale de Durante, on a 
de telle sorte que 





o ::; t < v'lj;' ( v) 
'lj;'(v) , 
Fv-1(t) = v, v'lj;' (v) ::; t < 'lj; ( v) 
'lj;-l(t), 'lj;(v) :::; t ::; 1. 
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E.2 Estimateurs déduits d'une inversion du rho 
de Spearman 
Dans toutes les applications de ce travail, que ce soit lors des simulations et pour 
les analyses des jeux de données, seules des familles de copules à un paramètre 
ont été considérées. Ce paramètre inconnu a été estimé par l'inversion du rho de 
Spearman. Comme on peut le noter par les résultats présentés au Tableau 5.2, 
cette méthode fournit un estimateur avec des propriétés enviables en terme du 
biais (B), du biais relatif (BR) et de l'erreur quadratique moyenne (EQM), même 
pour des tailles d'échantillon relativement petites. 
Table 5.2: Biais (B), biais relatif (BR) et erreur quadratique moyenne (EQM)' 
pour l'estimateur basé sur l'inversion du rho de Spearman 
p = 0.3 p = 0.5 p = 0.7 
Modèle n B RB EQM B BR EQM B BR EQM 
Normale 100 -0.004 -1.153 0.009 -0.005 -1.017 0.006 -0.007 -0.945 0.003 
250 -0.001 -0.406 0.004 -0.001 -0.255 0.003 -0.003 -0.345 0.001 
Clay ton 100 0.014 2.765 0.046 0.026 2.434 0.097 0.042 1.985 0.237 
250 0.009 1.790 0.018 0.012 1.084 0.037 0.019 0.874 0.091 
Frank 100 -0.040 -2.083 0.428 -0.035 -1.027 0.511 0.063 1.084 0.953 
250 -0.055 -2.861 0.173 -0.033 -0.968 0.179 0.055 0.935 0.386 
Durante 100 0.016 1.148 0.025 0.019 1.115 0.050 0.035 1.450 0.123 
A 250 0.003 0.217 0.009 0.006 0.365 0.019 0.014 0.602 0.044 
Durante 100 0.045 6.027 0.149 0.114 6.407 0.562 0.364 8.475 3.585 
B 250 0.019 2.604 0.055 0.044 2.467 0.196 0.150 3.495 1.154 
Cuadras- 100 -0.004 -1.014 0.013 -0.004 -0.755 0.009 -0.004 -0.492 0.005 
Augé 250 -0.002 -0.630 0.005 -0.003 -0.520 0.003 -0.001 -0.117 0.002 
Fréchet 100 -0.002 -0.577 0.011 -0.001 -0.216 0.009 -0.002 -0.260 0.006 
250 -0.000 -0.060 0.004 -0.002 -0.317 0.004 -0.001 -0.078 0.003 
Somme 100 0.004 0.360 0.003 0.005 0.404 0.007 0.012 0.768 0.016 
ordinale 250 0.001 0.113 0.001 0.003 0.250 0.003 0.006 0.378 0.006 
ANNEXE F 
PROGRAMMES EN C 
Toutes les simulations présentées dans ce mémoire ont été faites à partir d'ordinateurs 
de type Pentium 4 sous Windows XP. Les nombres aléatoires ont été générés à par-
tir du compilateur de Visu al Studio. Les programmes en C utilisés sont présentés 
ci-après. 
/********************************************************************* 
** Programme: AdequationCopule.c ** 
** 
** Dernière modification : Octobre 2007 
** Auteur : Marie-Hélène Toupin 
** Courriel : toupimar@uqtr.ca 
** 
** Description : 
** 
** Permet de tester l'adéquation de familles de copules 
** test basé sur le processus de Spearman. Les familles 
** sont : 
** 1. Clay ton 
** 5. Frank 
** 11. Normale 
** 13. Fréchet 
** 16. Cuadras-Augé 
** 17. Somme ordinale 
** 18. Durante A 
























long int hi; 
unsigned long int iO, jOO, kO; 
time_t *tloc; 
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ii = (long int *)malloc(sizeof(long int)); 
tloc=(time_t*)malloc(sizeof(time_t)); 





int it, i, j, k, m, v, w, n, N, model[8]; 
double **Xl, **X2, *R, *8, *el, *e2, **Y; *R_star, *8_star; 
double *e_star, vl, v2; 
double rhol, rho2, thetal, theta2, somme 1 , somme2, somme3; 
double Vl, V2, p_value; 
FILE *fpl, *fp2; 
Il Les 8 familles de copules testées en HO 
model[O] 13; model[l] = 16; model[2] = 19; model[3] = 17; 
model[4] = 1; model[5] = 5; model[6] = 11; model[7] 18; 
72 
fpl fopen("Donnes.txt","r"); Il Fichier contenant les données 
fp2 fopen("Tests_Copules.txt","w"); Il Fichier dans lequel 
lion écrit les résultats 
fprintf(fp2,"Modèle theta Vn p-value \n"); 
n = 382; Il La taille de l'échantillon 
N = 500; Il Taille d'échantillon pour le double-bootstrap 
it=10000; Il nombre d'itérations 
Xl = (double **)malloc(sizeof(double)*2); 
for(j=0;j<2;j++) { Xl[j] = (double *)malloc(sizeof(double)*n); } 
X2 = (double **)malloc(sizeof(double)*2); 
for(j=0;j<2;j++) { X2[j] = (double *)malloc(sizeof(double)*n); } 
R = (double*)malloc(sizeof(double)*n); 
8 = (double*)malloc(sizeof(double)*n); 
el = (double*)malloc(sizeof(double)*n); 
e2 = (double*)malloc(sizeof(double)*n); 
R star = (double*)malloc(sizeof(double)*N); 
8_star = (double*)malloc(sizeof(double)*N); 
e_star = (double*)malloc(sizeof(double)*N); 
y = (double **)malloc(sizeof(double)*2); 
for(j=0;j<2;j++) { Y[j] = (double *)malloc(sizeof(double)*N); } 
for(j=O;j<n;j++) 
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{ 
fscanf(fp1, "%lf %lf \n", &v1, &v2); 
X1[0] [j]= v1; X1[1] [j]= v2 
} 
fclose(fp1); 
rank(n, X1[0], R); rank(n, X1[1], S); 
rho1 = rho(n, R, S); 
for(j=O;j<n;j++) Il Calcul des pseudo-observations 
{ 
e1[j] = (R[j]*S[j]/pow((double)n,2.0)); 
} 
for(m=0;m<8;m++) Il Pour les 8 familles en HO 
{ 
theta1 = rho_theta(model[m], rho1); 
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Il Pour la calcul de Vn (copules sans double-boostrap, i.e. 
Il Fréchet, Cuadras-Augé, somme ordinale et Durante B) 
if(modelHo == 13 or modelHo == 16 or modelHo == 17 
or modelHo == 19 ) 
{ 
V1 = Vn(model[m], n, X); 
} 
Il Pour la calcul de Wn (copules avec double-boostrap, i.e. 
Il Clay ton , Frank, normale, Student et Durante A) 
else 
{ 





sim_copula(n, model[m], theta1, 0.0, X2); 
rank(n, X2[0] , R); rank(n, X2[1], S); 
rho2 = rho(n, R, S); 
for(j=O;j<n;j++) 
{ 
e2[j] = (R[j]*S[j]/pow((double)n,2.0)); 
} 
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} 
} 
theta2 = rho_theta(model[m], rho2); 
Il Pour la calcul de Vn (copules sans double-boostrap, 
Il i.e. Fréchet, Cuadras-Augé, somme ordinale 
Il et Durante B) 
if(modelHo == 13 or modelHo 16 or modelHo == 17 
or modelHo -- 19 ) 
{ 
V2 Vn(model[m], n, X) 
} 
Il Pour la calcul de Wn (copules avec double-boostrap, i.e. 
Il Clay ton , Frank, normale, 8tudent et Durante A) 
else 
{ 
V2 = Wn(model[m], n, N, X); 
} 
if(V2 > Vl){p_value += 1.0/it;} Il Calcul des p-values 






** Programme: Puissance.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr.ca ** 
** 
** Description : 
** 








double **X, *R, *8, *e, **Y, *e_star, *R_star, *8_star; 
double theta_n, rho_n, a, c, tl, t2, bl, b2, r, theta, power; 
double somme 1 , somme2, somme3, t, temp, statistique; 
int i, j, k, l, m, it, n, N, modelHl, modelHo; 
FILE *fpl, *fp2; 
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long int *ii; 
unsigned long int iO, jOO, kO; 
time_t *tloc; 







n = 250; Il Taille d'échantillon 
N = 500; Il Taille d'échantillon pour le double-bootstrap 
it = 10000; Il nombre d'itérations 
modelHl = 18; Il Modèle sous Hl 
theta = 0.50; Il Paramètre de la famille sous Hl 
modelHo = 13; Il Modèle sous HO 
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fp2 = fopen(IIQuantiles. txt", "r");' IlLe fichier des quantiles de 
Il la copule sous HO 
X = (double **)malloc(sizeof(~ouble)*2); 
for(j=0;j<2;j++) { X[j] = (double *)malloc(sizeof(double)*n); } 
R (double*)malloc(sizeof(double)*n); 
S (double*)malloc(sizeof(double)*n); 
e = (double*)malloc(sizeof(double)*n); 
R_star (double*)malloc(sizeof(double)*N); 
S star (double*)malloc(sizeof(double)*N); 
e star = (double*)malloc(sizeof(double)*N); 
y = (double **)malloc(sizeof(double)*2); 
for(j=0;j<2;j++) { Y[j] = (double *)malloc(sizeof(double)*N); } 
power = 0.0; 
for(k=O;k<it;k++) 
{ 
Il Simulation de la copule sous Hl de paramètre theta 
sim_copula(n, modelHl, theta, 0.0, X); 
Il Calcul des rangs 
rank(n, X[O], R); rank(n, X[l], S); 
Il Calcul du rho de Spearman 
rho_n = rho(n, R, S); 
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} 
} 
Il Calcul des pseudo-observations 
for(j=O;j<n;j++) { e[j] = (R[j]*S[j]/pow«double)n,2.0)); } 
Il Inversion du rho de Spearman pour estimer le paramètre 
theta_n = rho_theta(modelHo, rho_n); 
Il Pour la calcul de Vn (copules sans double-boostrap, i.e. 
Il Fréchet, Cuadras-Augé, somme ordinale et Durante B) 
if(modelHo == 13 or modelHo == 16 or modelHo == 17 
or modelHo == 19 ) 
{ 
statistique = Vn(modelHo, n, X); 
} 
Il Pour la calcul de Wn (copules avec double-boostrap, i.e. 
Il Clay ton, Frank, normale, Student et Durante A) 
else 
{ 
statistique Wn(modelHo, n, N, X); 
} 
Il Trouver le bon quantiles dans le fichier 
b2 = -1.0; t2 = 0.0; 
do { tl = t2; bl = b2; 
fscanf (fp2, "%lf %lf %lf %lf %lf \n", &r, &b2, &a, &t2, &c); } 
while (theta_n> b2); 
fclose(fp2); 
Il Rejet de HO si la statistique est supérieure au quantile trouvé 
if (statistique> t2) { power += 1.0/(double)it; } 
fprintf(fpl, "%.4lf \n", power); 
fclose (fp1) ; 
for(i=0;i<2;i++) { free(X[i]); } free(X); 
for(i=0;i<2;i++) { free(Y[i]); } free(Y); 
free(R); free(S); free(e); free(R_star); free(S_star); free(e_star); 
return 0; 
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1********************************************************************* 
** Programme: Quantiles.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin 
** Courriel : toupimar@uqtr.ca 
** 
** Description : 
** 
** Création d'un fichier des quantiles (90e, 95e et 9ge) de la 
** statistique Vn (sans double-bootstrap), pour des rho de 
** Spearman entre 0 et 1 avec un pas de 0.01, pour les familles 
** copules suivantes 
** 
** 13. Fréchet 
** 16. Cuadras-Augé 
** 17. Somme ordinale 
















double Vn(int model, int n, double **X); 
int mainO 
{ 
double **X, *V, theta, rho; 
int i, j, it, n, model, M, Ql, Q2, Q3; 
FILE *fpl; 
long int *ii; 
unsigned long int iO, JOO, kO; 
time_t *tloc; 







fpl = fopen(IQuantiles.txt", "W"); 
n = 250; Il Taille des échantillons 
model = 13; Il Famille de copule choisie 
it = 10000; Il Nombre d'itérations 
M = 100; 
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} 
x = (double **)malloc(sizeof(double)*2); 
for(j=0;j<2;j++) { X[j] = (do~ble *)malloc(sizeof(double)*n); } 
v = (double *)malloc(sizeof(double)*it); 
for(i=O;i<M;i++) 
{ 
rho = (double)i/(double)M; Il entre 0 et 1 avec un pas de 0.01 
theta = rho_theta(model, rho); Il Inversion du rho de Spearman 
for(j=O;j<it;j++) 
{ 
sim_copula(n, model, theta, 0.0, X); 
V[j] = Vn(model, n, X); 
} 
quick_sort(V,O,it-l); 
Ql = (int)(0.90*it); Q2 (int)(0.95*it); Q3 = (int)(0.99*it); 
fprintf(fpl, "%.2f %.2f %.6lf %.6lf %.6lf \n", rho, theta, 
V[Ql-l], V[Q2-1], V[Q3-1]); 
} 
fclose(fpl); 
free(V); for(i=0;i<2;i++) { free(X[i]); } free(X); 
return 0; 
1**********************************************************************1 
1******************** Calcul de la statistique Vn**********************1 
1**********************************************************************1 
double Vn(int model, int n, double **X) 
{ 
int i, j, k; 
double theta_n, rho_n, *R, *S, *e, t, temp, somme 1 , somme2; 
R = (double*)malloc(sizeof(double)*n); 
S = (double*)malloc(sizeof(double)*n); 
e = (double*)malloc(sizeof(double)*n); 
rank(n, X[O], R); rank(n, X[l], S); 
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} 
rho_n = rho(n, R, S); 
for(j=O;j<n;j++) 
{ 
e[j] = (R[j]*S[j]/pow«double)n,2.0)); 
} 




for(j=O; j<n; j++) 
{ 
t = max(e[i] ,e[j]); 
somme 1 += 1. 0 - S (model ,theta_n, t); 
} 




temp = S(model, theta_n, e[i]); 
somme2 += 1.0 - pow(temp, 2.0); 
free(R); free(S); free(e); 
return sommel/(double)n -.somme2 + (double)n/3.0; 
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1********************************************************************* 
** Programme : Quantiles_Double_Bootstrap.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr.ca 
** 






** Création d'un fichier des quantiles (90e, 95e et 9ge) de la ** 
** statistique Wn (avec double-bo.otstrap), pour des rho de Spearman ** 
** entre 0 et 1 avec un pas de 0.01, pour les familles de copules ** 
** suivantes : 
** 
** 1. Clay ton 
** 5. Frank 
** 11. Normale 
** 12. Student 









double Wn(int model, int n, double **X); 
int mainO 
{ 
double **X, *W, theta, rho; 
int i, j, it, n, N, model, M, Ql, Q2, Q3; 
FILE *fpl; 
long int *ii; 
unsigned long int iO, JOO, kO; 
time_t *tloc; 







fpl = fopen(IQuantiles.txt", "W"); 
n = 250; Il Taille des échantillons 
N = 500; Il Taille d'échantillon pour le double-bootstrap 
model = 13; Il Famille de copule choisie 
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} 
it = 10000; Il Nombre d'itérations 
M = 100; 
x = (double **)malloc(sizeof(double)*2); 
for(j=0;j<2;j++) { X[j] = (double *)malloc(sizeof(double)*n); } 




rho = (double)i/(double)M; 




sim_copula(n, model, theta, 0.0, X); 
W[j] = Wn(model, n, X); 
quick_sort(W,0,it-1); 
Q1 = (int)(0.90*it); Q2 (int) (0.95*it); Q3 = (int)(0.99*it); 
fprintf(fp1, "%.2f %.2f %.6lf %.6lf %.6lf \n'l, rho, theta, 
V[Q1-1], V[Q2-1], V[Q3-1]); 
fclose(fp1); 
free(W); for(i=0;i<2;i++) { free(X[i]); } free(X); 
return 0; 
1**********************************************************************1 
1******************** Calcul de la statistique Wn**********************1 
1**********************************************************************1 
double Wn(int model, int n, int N, double **X) 
{ 
int i, j, k; 
double theta_n, rho_n, *R, *S, *e, t, temp, somme 1 , somme2, somme3; 
double **Y, *e_star, *R_star, *S_star; 
R = (double*)malloc(sizeof(double)*n); 
S = (double*)malloc(sizeof(double)*n); 
e = (double*)malloc(sizeof(double)*n); 
R_star = (double*)malloc(sizeof(double)*N); 
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S_star = (double*)malloc(sizeof(double)*N); 
e_star = (double*)malloc(sizeof(double)*N); 
y = (double **)malloc(sizeof(double)*2); 
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for(j=0;j<2;j++) { Y[j] = (double *)malloc(sizeof(double)*N); } 
rank(n, X[O], R); rank(n, X[l], S); 
rho_n = rho(n, R, S); 
theta_n = rho_theta(model, rho_n); 
for(j=O;j<n;j++) 
{ 
e[j] = (R[j]*S[j]/pow«double)n,2.0)); 
} 
sim_copula(N, model, theta_n, 0.0, y); 








for U=O; j <n; j++) 
{ 
somme 1 += 1. 0 - max (e,[i], e [j]) ; 
} 




forU=O; j<N; j++) 
{ 
somme2 += 1.0 - max(e[i],e_star[j]); 
} 
somme3 = 0.0; 
for(i=O;i<N;i++) 
{ 
for(j=O; j<N; j++) 
{ 
somme3 += 1.0 - max(e_star[i] ,e_star[j]); 
} 
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} 
} 
free(R); free(S); free(e); free(R_star); free(S_star); free(e_star); 
for(i=0;i<2;i++) { free(Y[i]); } free(Y); 
return (somme1/(double)n) - (2.0*somme2/(double)N) + 
«double)n*somme3/(pow«double)N,2.0))); 
/********************************************************************* 
** Programme: S.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr.ca ** 
** 




** Donne la valeur de la fonction de dépendance de Spearman Set) ** 








17. Somme ordinale 







doùble S(int model, double theta, double t) 
{ 
double S; 
if (t == 0) { S = 0.0; } 
else if (t == 1) { S = 1.0; } 
el se 
{ 
/******************** Copule de Fréchet **********************/ 
if (model == 13) 
{ 
S = (1.0-theta)*(t-t*log(t)) + theta*sqrt(t); 
} 
/****************** Copule de Cuadras-Augé *******************/ 





0.0) { S t - Ulog(t); } 
S t + (1.0 - (2.0/theta))*(1.0 - pow(sqrt(t),-theta))*t; 





/********************* Somme ordinale ************************/ 
if (model == 17) 
{ 
if ( t > pow(theta,-2.0) ) { S = sqrt(t); } 
else { S = theta*t*(1.0-2.0*log(theta*sqrt(t))); } 
} 
/****************** Copule de Durante B *********************/ 









/ (theta*sqrt(t) + sqrt(t))) + 2.0*t -
«(theta+l.0)*t)/(theta*sqrt(t) + 1.0)); 
return S; 
/******************************************************************** 
** Programme: rho_theta.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr.ca ** 
** ** 
** Description : ** 
** ** 
** Estimation du paramètre par l'inversion du rho de Spearman ** 
** pour une famille de copule parmi les suivantes ** 
** ** 
** 1. Clay ton ** 
** 5. Frank ** 
** 11. Normale ** 
** 12. Student ** 
** 13. Fréchet ** 
** 16. Cuadras-Augé ** 
** 17. Somme ordinale ** 
** 18. Durante A ** 
** 19. Durante B ** 
*********************************************************************/ 
#define pi 3.141592654 
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/********************** Copule de Clay ton **********************/ 
if (model == 1) 
{ 
} 
fpl = fopen(" .. /Librairie/rho_Clayton.txt", "r"); 
double rl, r2, tl, t2; 
t2 = -1.0; r2 = -1.0; 
de;> { tl = t2; rl = r2; fscanfCfpl, "%lf %lf", &t2, &r2); } 
while (rho > r2); 
fclose(fpl); 
theta = «tl - t2)*rho + (rl*t2 - r2*tl))/(rl - r2); 
/*********************** Copule de Frank ***********************/ 
if (model == 5) 
{ 
} 
fpl = fopen(" .. /Librairie/rho_Frank.txt", "r"); 
double rl, r2, tl, t2; 
t2=0.0; r2=0.0; 
do { tl = t2; rl = r2; fscanfCfpl, "%lf %lf", &t2, &r2); } 
while (rho > r2); 
fclose(fpO; 
theta = «tl - t2)*rho + (rl*t2 - r2*tl))/(rl - r2); 
/*********************** Copule normale ************************/ 
if (model == 11) 
{ 
theta = 2.0*sin«pi/6.0)*rho); 
} 
/*********************** Copule de Fréchet *********************/ 
if (model == 13) 
{ 
theta = rho; 
} 
/********************* Copule de Cuadras-Augé *******************/ 
if (model == 16) 
{ 
if (rho<=O){ theta = 0.0; } 
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} 
else { theta = 4.0*rho/(3.0+rho); } 
} 
/************************ Somme ordinale ************************/ 
if (model == 17) 
{ 
if(rho<=O) { theta = 1.0; } 
el se { theta = pow(1.0-rho,-1.0/3.0); } 
} 
/********************** Copule de Durante A ********************/ 
if (model == 18) 
{ 
} 





fpl = fopen(" .. /Librairie/rho_DuranteA.txt", "r"); 
double rl, r2, tl, t2; 
t2 = 1.0; r2 = 0.0; 
do { tl = t2; rl = r2; fscanf (fpl, "%lf %lf", &t2, &r2); } 
while (rho > r2); 
fclose(fpl); 
theta = ((tl - t2)*rho + (rl*t2 - r2*tl))/(rl - r2); 
/********************** Copule de Durante B ********************/ 
if (model == 19) 
{ 
} 
if (rho<=O) {thetaO.O; } 
else 
{ 
fpl = fopen(" .. /Librairie/rho_DuranteB.txt", "r"); 
double rl, r2, tl, t2; 
t2 = 0.0; r2 = 0.0; 
do { t1 = t2; rl = r2; fscanf(fpl, "%lf %lf", &t2, &r2); } 
while (rho > r2); 
f close (fp1) ; 
theta = ((tl - t2)*rho + (rl*t2 - r2*tl))/(rl - r2); 
} 
return theta; 
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/********************************************************************* 
** Programme: sim_copula.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr .. ca ** 
** 





























Génère des échantillons bivariés de taille n provenant des 
familles de copules suivantes : 






17. Somme ordinale 
18. Durante A 
19. Durante B 
*********************************************************************/ 
void biv_student(int n, double nu, double rho, double **X); 
void biv_normal(int n, double rho, double **X); 
void sim_copula(int n, int model, double theta, double beta, double **X) 
{ 
int i; 
double u, v, s, t, a, b, c, d, p, UO, Ul, U2, U3, z, zl; 
double Zl, Tl, w, W, tl, t2, t3, t4, t5, racine; 
/********************** Copule de Clay ton ***********************/ 
if (model == 1) 
{ 





for(i=O;i<n;i++) { X[O] [i] 
for(i=O;i<n;i++) 
{ 
kissO; X[l] [i] = kissO; } 
v = kiss(); t = kiss(); 
a = pow(v, -theta); 
b pow(t,-theta/(theta+l.0)) - 1.0; 




X[O] [i] = pow(a*b+l.0,-1.0/theta); 
X [1] [i] = v; 
/*********************** Copule de Frank ******~******************/ 
if (model == 5) 
{ 
} 










u = kiss(); t = kiss(); 
tl t*exp(-1.0*theta) + (1.0-t)*exp(-1.0*theta*u); 
t2 t + (1.0-t)*exp(-1.0*theta*u); 
X [0] [i] 
X [1] [i] 
u' ,
log(t2/tl)/theta; 
/************************ Copule normale ************************/ 
if (model == 11) 
{ 
} 
if (theta == 0.0) 
{ 
for(i=O;i<n;i++) { X[O] [i] = kiss(); X[l] [i] 
} 
else {.biv_normal(n, theta, X); } 
kissO; } 
/*********************** Copule de Student **********************/ 
if (model == 12) 
{ 
biv_student(n, beta, theta, X); 
} 
/*********************** Copule de Fréchet **********************/ 
if (model == 13) 
{ 
F. PROGRAMMES EN C 89 
} 










t = kiss(); s = kiss(); X[l] [i] = s; 
if (t <= theta) { X[O] [i] = s; } 
el se { X[O] [i] = kiss(); } 
kissO; } 
/********************* Copule de Cuadras-Augé *******************/ 
if (model == 16) 
{ 
} 










t = kiss(); v = kiss(); X[l] [i] = v; 
if (t < (1.0-theta)*pow(v,1.0 - theta)) 
{ 
X[O] [i] = (t*pow(v,theta))/(1.0-theta); 
} 
else if (t < pow(v, 1.0 - theta)) { X[O] [i] = v; } 
else { X[O] [i] = pow(t,(1.0/(1.0-theta))); } 
/************************ Somme ordinale ***********************/ 




t = kiss(); v = kiss(); X[l] [i] = v; 
if ( v <= 1.0/theta ) { X[O] [i] =t/theta; } 
else { X[O] [i] = v; } 
} 
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} 
/********************** Copule de Durante A ********************/ 
if (model == 18) 
{ 
} 






for(i=O;i<n;i++) { X[O] [il 
for(i=O;i<n;i++) 
{ 
kiss 0; X [1] [il 
t = kiss(); v = kiss(); X[l][i] = v; 
if ( t < theta*v*pow(1.0-v,theta-l.0) ) 
{ 
kissO; } 
X [0] [il t/(theta*pow(1.0-v,theta-l.0)); 
} 
} 
else if ( t < 1.0 - pow(1.0-v,theta) ){ X[O] [il v;} 
else { X[O] [il = 1.0 - pow(1.0-t,1.0/theta); } 
/******************** Cqpule de Durante 8 ***********************/ 
if (model == 19) 
{ 





for(i=O;i<n;i++) { X[O] [il 
for(i=O;i<n;i++) 
{ 
kiss(); X[l] [il = kiss(); } 
t = kiss(); v = kiss(); X[l] [il = v; 
if ( t < (theta+l.0)*v/pow(theta*v+l.0,2.0) ) 
{ 
X [0] [il pow(theta*v+l.0,2.0)*t/(theta+l.0); 
} 
else if ( t < «1.0+theta)*v)/(theta*v+l.0) ) 
{ 
X[O] [il = v; 
} 
else { X[O] [il = t/(1.0+theta-theta*t); '} 






/********** Génération d'un vecteur de loi normale bivariée **********/ 
/*********************************************************************/ 








u1 kiss(); u2 = kiss(); 
z1 = cos«clouble)2.0*pi*u1) 
* pow«double)-2.0*log(u2), (double)0.5); 
z2 sin«double)2.0*pi*u1) 
* pow«double)-2.0*log(u2),(double)0.5); 
temp1 = sqrt(0.5+0.5*sqrt(1.0-rho*rho)); 
temp2 = sqrt(0.5-0.5*sqrt(1.0-rho*rho)); 
X [OJ liJ = temp1*z1 + temp2*z2; 
if (rho >= 0.0) { X[1J [iJ = temp2*z1 + temp1*z2; } 
else { X[1J [iJ = -1.0*(temp2*z1 + temp1*z2); } 
/*********************************************************************/ 
/********* Génération d'un vecteur de loi Student bivariée************/ 
/*********************************************************************/ 
void biv_student(int n, double nu, double rho, double **X) 
{ 
int i, j; 
double z1, z2, u1, u2, temp1, temp2, khi, V1, V2; 
for(i=O;i<n;i++) 
{ 
u1' kiss(); u2 = kiss(); 
z1 = cos«double)2.0*pi*u1) 
* pow«double)-2.0*log(u2),(double)0.5); 
z2 = sin«double)2.0*pi*u1) 
* pow«double)-2.0*log(u2),(double)0.5); 
temp1 = sqrt(0.5+0.5*sqrt(1.0-rho*rho)); 
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} 
} 
temp2 = sqrt(0.5-0.5*sqrt(1.0-rho*rho»; 
Vl = templ*zl + temp2*z2; 
if (rho >= 0.0) { V2 = temp2*zl + templ*z2; } 
else { V2 ~ -1.0*(temp2*zl + templ*z2); } 




ul kiss(); u2 = kiss(); 
zl cos«double)2.0*pi*ul) 
* pow«double)-2.0*log(u2),(double)0.5); 
khi += zl*zl; 
X [0] [i] 





** Programme: rho.c ** 
** Dernière modification : Octobre 2007 
** Auteur : Marie-Hélène Toupin 
** Courriel : toupimar@uqtr.ca 
** 








** Calcul du rho de 8pearman empirique pour un échantillon bivarié ** 
** de taille n à partir des deux vecteurs des rangs R et 8 ** 
*************************************************.********************/ 




double somme ~ 0.0; 
for(j=O; j<n; j++) 
{ 
somme += pow«R[j] - 8[j]),2); 
} 
return 1.0 - (6.0/«double)n*(pow«double)n,2.0)-1.0»)*somme;; 
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/******************************************************************** 
** Programme: rank.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr.ca ** 
** ** 
** Description ** 
** ** 
** Retourne le vecteur des rangs pour un échantillon de taille n ** 
*********************************************************************/ 
void rank(int n, double *X, double *r) 
{ 
} 




r[i] = 0; 
for(j=O; j <nô j++) 
{ 
if (X[j] <= X[i]) { r[i] += 1; } 
} 
/******************************************************************** 
** Programme: quick_sort.c ** 
** Dernière modification : Octobre 2007 
** Auteur : Marie-Hélène Toupin 










** Effectue un tri du tableau t ent~e les éléments situés entre ** 
** 10 et hi. ** 
*********************************************************************/ 
void quick_sort(double *t, int 10, int hi) 
{ 




mid = t[ (10 + hi) » 1 ]; /* On choisit le pivot. */ 







while (t[i] < mid) i++; 
while (mid < t[j]) j--; 
if (i <= j) 
{ 
/* On echange deux elements. */ 
tmp = t [i] ; 
t[i++] = t[j]; 
t[j--] = tmp; 
} 
while (i <=j); 
(10 < j) quick_sort(t, 10, j) ; /* 
(i < hi) quick_sort(t, i, hi); /* 
94 
On trie la partie gauche. 
On trie la partie droite. 
/******************************************************************* 
** Programme: phi.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr.ca ** 
** 
** Description : 
** 






double gammln(double xx) 
double gammp(double a, double x) 




temp = gammp(0.5, x*x/2.0); 
if (x<O) { return 0.5 - 0.5*temp; } 
else return 0.5 + 0.5*temp; 
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} 
double gamser, gamIIicf, gln, eps, sum, del, ap, fpmin; 
double an, b, c, d, h, value; 
int n, it; 
it = 100; eps 3.0e-7; fpmin 1.0e-30; 
if (x == 0.0) { return 0.0; } 






gln = gammln(a); ap 
for(n=1;n<=it;n++) 
{ 
a; del sum 1. O/a; 
++ap; del *= x/api sum += del; 
if (fabs(del)<fabs(sum)*eps) 
{ 
gamser = sum*exp(-x + a*log(x) - gln); 
value = gamser; 
} 
} 
gln = gammln(a); 




an = -n*(n-a); b += 2.0; d = an*d + b; 
if (fabs(d) < fpmin) { d = fpmin; } 
} 
c = b + an/ci 
if (fabs(c) < fpmin) {c = fpmin; } 
d = 1.0/d; del = d*c; h *= del; 
if (fabs(del-1.0)<eps) { break; } 
gammcf = exp(-x + a*log(x) - gln)*h; 
value = 1.0 - gammcf; 
return value; 
double gammln(double xx) 
{ 
double x, y, temp, ser; 
95 
F. PROGRAMMES EN C 96 
} 
static double cof[6]={76.1800917294, -86.5053203294, 
24.0140982408, -1.23173957245, 
0.12086509738e-2, -O. 539523938e-5}; 
int j; 
y = x = xx; 
temp = x + 5.5; 
temp -= (x+0.5)*log(temp); 
ser = 1.000000000190015; 
for(j=0;j<=5;j++) { ser += cof[j]/++y; } 
return -temp + log(2.506628274631*ser/x); 
/******************************************************************* 
** Programme: phi_inverse.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr.ca ** 
** ** 
** Description : ** 
** Calcul de phi-l(p) pour p pris dans l'intervalle [0,1], ** 
** en utilisant l'algorithme de Kennedy & Gentle, STATISTICAL ** 
** COMPUTING, p. 95 ** 
********************************************************************/ 
double phi_inverse(double p) 
{ 


















0.5) { value 0.0; } 
-- 0.0) { value -999999; 
1. 0) { value 999999; 














F. PROGRAMMES EN C 
} 
} 
x = y + ((((y*p4 + p3)*y + p2)*y + pl)*y + pO) 
/((((y*q4 + q3)*y + q2)*y + ql)*y + qO); 
value = -1.0*fabs(x); 
} 
el se if (p > 0.5) 
{ 
y = sqrt(-2.0*log(1.0-p)); 
x = y + ((((y*p4 + p3)*y + p2)*y + pl)*y + pO) 
/((((y*q4 + q3)*y + q2)*y + ql)*y + qO); 





** Programme: kiss.c ** 
** Dernière modification : Octobre 2007 ** 
** Auteur : Marie-Hélène Toupin ** 
** Courriel : toupimar@uqtr.ca ** 
** ** 
** Description : ** 
** ** 
** Retourne un nombre aléatoire situé dans l'intervalle [O,lJ. ** 
********************************************************************/ 
struct seed_type { unsigned long int i; unsigned long int j; 
unsigned long int k; } 
seed {274159265L, 392436169L, 721287629L}; 
void kisset(unsigned long int ii,unsigned long int jj, 
unsigned long int kk) 
{ 
seed.i=ii; seed.j=jj; seed.k=kk; 
} 
double kiss 0 
{ 
} 
seed.j = seed.j - (seed.j«17); 
seed.k = (seed.k - (seed.k«18)) & Ox7FFFFFFFL; 
return (1 + (seed.i = 69069L*seed.i + 23606797L) + 
(seed.j -= (seed.j»15)) + (seed.k - (seed.k»13))) 
/ 4294967296.; 
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