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Introduction
Ideally, developers of software for embedded and reactive systems would like to be able to produce high-level designs of their software that are abstract, understandable to domainhpplication experts, executable, and automatically verifiable. They would then be able to automatically generate efficient and certified code from their designs that can run on a wide variety of execution platforms and real-time operating systems (RTOSes). Even if the code produced was not production-quality, it would at least function as a In this paper, we report on work inspired by this ideal. In particular, we present a framework in which systems are specified in VPL, an abstract system design language based on value-passing CCS, Milner's well-known process calculus [ 151. VPL specifications can be processed using the front-end generated generated by the Process Algebra Compiler (PAC) [4] for the Concurrency Workbench of the New Century (CWB-NC, formerly the NCSU Concurrency Workbench) [ 5 ] . The automatic verification and simulation facilities of the CWB-NC, which include model checking, equivalence checking and refinement checking, can then be applied to VPL designs in order to check for correctness.
The tool described in the current paper may be used to generate C++ prototypes automatically from the analyzed designs.
Our code generator, named vplZcxx, utilizes the ACE (ADAPTIVE Communication Environment) network programming interface [17] so that the code it produces is portable to a host of RTOSes. vpl2cxx also implements an efficient, randomized solution to problem of scheduling input and output guards in a distributed system. Therefore, there are no restrictions at the VPL level regarding the use of nondeterminism, and the resulting code is a faithful implementation of the VPL description from which it is derived. Finally, the generated C++ code is highly readableowing largely to the fact that all generated code dealing with low-level interprocess communication issues is encapsulated in a library for synchronous communication-and bears a strong structural resemblance to the corresponding VPL specification. Readability of the generated code facilitates code maintenance and evolution, and it is also important for promoting acceptance of this technology, since engineers can inspect the resulting C++ manually.
To assess the feasibility of the proposed approach, we have applied vpl2cxx to several examples, including the RETHER real-time ethernet protocol for voice and video applications [16] . The code produced by vpl2cxx for RETHER is fully distributed, highly readable, and delivers more-than-acceptable performance for a distributed prototype.
The focus of this paper will be code generation, that is, the rapid prototyping of distributed implementations from VPL designs. A closer examination of the PAC front-end generator and the Workbench's verification and simulation capabilities can be found in [4] and [5], respectively.
In related work, a number of specification and verification tool suites provide some form of code generation, differing in terms of the specification language supported and the language and intended platform (e.g. sequential, sharedmemory, distributed, etc.) for the generated code. [8] , generating C from LOTOS specifications; ACE (Application Construction Environment), generating CORBA and C++ code from TINA models [3] ; PEP, generating C code from Petri nets [IO] ; Promela++, generating C code from Promela specifications [2] ; and the IOA tool [9] , generating Java from I/O Automata.
The rest of the paper develops along the following lines. Section 2 presents the VPL specification language. Section 3 discusses the library for synchronous communication utilized by the code generator to achieve maximal platform independence, and its implementation using the ACE NPI.
Section 4 describes the VPL to C++ translator underlying the code generator. The RETHER case study is the subject of Section 5 while Section 6 offers our concluding remarks. For a fuller account of the code-generation work described here, the reader is referred to Hansel's Diplomarbreit thesis [ 
VPL
VPL is designed for specifying hierarchical systems of concurrent processes that communicate via message passing over typed channels. The VPL type system includes integers of limited range as well as array and record type constructors. There is also a special type synch for channels that transport no data and can only be used for synchronization of processes. Message passing in VPL is binary and synchronous, requiring a handshake between the sender and receiver for communication to occur. The language also has a formal operational semantics; thus, VPL specifications are candidates for model checking and other
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kinds of formal analysis.
The basic structure of a VPL specification is given by system declarations. A system is either a network, defining a collection of subsystems and their connections, or a process, consisting of actual code. Each system specification, whether process or network, consists of a header, local declarations, and body. The header specifies a unique name for the subsystem and a list of "formal channels" that will be bound to actual channels when the subsystem is instantiated within the body of the subsystem. Actual channels must be type-consistent with the formal ones introduced in the header and are declared either as local channels or formal channels of the network immediately containing the subsystem.
Declarations local to a network may include specifications of the subsystems of the network and local channels for communication between subsystems. The body of a network is a parallel composition of its subsystems. A subsystem declared within a network can be instantiated arbitrarily many times within the subsystem's body.
Declarations local to a process consist of variable and procedure declarations. Procedure bodies, like process bodies, are sequences of statements. Simple statements of VPL are assignments of arithmetic or boolean expressions to variables, and input/output operations on channels of the form: cname ! expression, to send a message, and cname ? variable, to receive a message.
Complex statements include sequential composition, ifthen-else, while-do, and nondeterministic choice in the form of the select statement.
To illustrate the language, the VPL specification given in Figure 1 defines a simple network consisting of the parallel composition of three subsystems: processes sender (lines 5-17), receiver (lines 18-24), and buffer (lines 25-32).
Process sender communicates with process buffer over channel cl while buffer and receiver communicate over channel c2.
Library for Synchronous Communication
This section describes the library for synchronous communication and nondeterministic selection of communication guards upon which vp12cxx is built. We were faced with two primary challenges in implementing the library. Firstly, communication in VPL is synchronous, whereas the basic communication primitives accessible from C++ are asynchronous. The second problem is the presence of input and output guards in VPL, i.e. send and receive statements appearing as the first statements in select statement alternatives. In such a setting, obtaining a symmetric, fully distributed, deterministic solution to the inputhutput guard-scheduling problem is known to be impossible [7] . Additionally, our implementation was guided by the following principles.
e Distributability The generated code should be able to run over both local-and wide-area networks using TCP/IP, in such a way that every process can run on a different machine. This means that each VPL process should be translated into a separate executable C++ program that can be run stand-alone, automatically establishing the connections it needs to communicate.
e Portability The generated code should be easily portable to different operating systems. This led to the choice of C++ as the target language for translation and the choice of the ACE library (see Section 3.3) as the portable basis on which this communication library is built.
Readability It should be possible to easily compare the generated code with the input VPL code. Therefore, the syntax of the communication library's exported methods should not differ from the syntax of the corresponding VPL statements more than is syntactically necessary.
Protocol for InputfOutput Guard Scheduling
The protocol implemented in the communication library for scheduling input/output guards relies on randomized polling and is inspired by the randomized algorithms of [7, 131 . Such algorithms achieve a notion of "correctness (freedom from deadlock and starvation) with probability 1".
The protocol is clientherver-based and works as follows.
Upon reaching a select statement at which a certain collection of input/output guards is enabled, a process (client) chooses one of the guards randomly in search of a communication partner. Communication in VPL is channel-based and the implementation of the protocol uses a server process for each channel. The client thus sends a request to the appropriate server indicating the nature of the communication guard. If the server is successful in finding a match, it will return an ACK to the client with the information the client needs to effect the communication. If unsuccessful, it will return a NACK and the client will randomly choose another guard and repeat the protocol.
The server, on the other hand, maintains a pool of pending requests-some of which may have come from clients attempting a communication in a non-guard position, and thus willing to wait "indefinitely"-and upon receiving a new request searches the pool for a match. If a match is found, both clients (communication is binary) are sent an ACK and the matching request dequeued. If a match is not found, the server starts a timer and waits for incoming requests until a match is found or the timer expires. In the former case, an ACK is sent to both clients and the timer is canceled. In the latter case, a NACK is sent to the requesting client and its request is dequeued. The need for randomization in the protocol can be understood by considering a ring network of three processes, each of which attempts to execute a select statement consisting of two communication guards: an input guard targeting the process on the left and an output guard targeting the process on the right. In a distributed, symmetric (all processes execute the same code) environment in which processes are not allowed to toss coins, a potential outcome is that all processes independently choose their input guards, leading to deadlock. Randomization breaks such symmetry and ensures that if a communication between two processes is enabled infinitely often, then some communication will eventually take place with probability 1 [7] .
The API
The API of the synchronous communication library exports the following methods and classes: v Create a name server. Each channel is represented by the IP address of the machine on which the associated server is running and the port of that machine on which the server is listening. Name servers provide the needed mapping from channels names to IP/port addresses.
Create a channel server. Upon creation, the server opens a free port on which it will listen for requests, registers its channel with the name server, waits for clients to connect on the opened port, and then processes client requests until the server is shut down.
The Channel class supplies the basic methods for a client to connect to a server and perform synchronous input and output. In particular, there are methods to create a channel (constructor), open a connection to the server for a channel of a given name, close the connection to a channel, and perform synchronous input and output to a channel.
The Action class implements the VPL select statement and contains methods to instantiate input, output and internal actions, construct an action pool (i.e. pool of requested actions from which one should be selected for execution), add an action to a pool, nondeterministically choose an action from a pool, return the index of the action chosen, and clear a pool. 0 Transform types. Although channels in VPL have a designated type, no type is assigned to a started server.
To send a value over a channel, the sending process must convert the value to a string of bytes which are then transferred to the receiving process. The receiver has to transform the received byte-string back to the channel's data type. The transformations between VPL data types and byte-strings are performed automatically by the VPLTypes class.
The communication library is also equipped with several useful development tools:
e The process simulation tool allows one to connect to a name server, retrieve a list of all channel servers, and connect to them. The user can then interact with the C++ program, writing communication actions as they would appear in a VPL select statement.
e The logging tool can be used to track and record various kinds of events, such as the ids of server threads (and corresponding channel names) and client threads (and corresponding program names) the data values successfully transmitted between sender and receiver threads. A logging-level parameter allows the user to control the density of the log files produced by the logging tool.
e The Message Sequence Chart generator produces a postscript file containing a graphical rendering of the events recorded in one or more log files.
The ACE Network Programming Interface
To render the communication library highly portable, we have based its implementation on the ACE (ADAPTIVE Communication Environment) library [17] . The ACE library is a powerful tool that provides an array of communication services that run on a large variety of underlying execution platforms. The functionality provided by ACE is grouped into three main layers:
e The operating system adaptation layer shields the higher ACE layers from the underlying operating system, making the ACE library platform independent. The methods of this layer are called by our synchronous communication library to leverage ACE'S platform independence. 
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The C++ wrappers layer provides easy-to-use C++ wrapper classes for tasks like concurrency and synchronization (thread management, semaphores, timers).
The framework layer provides high-level components for connection management and communicationrelated event handling and demultiplexing. The synchronous communication library uses components in the framework layer to handle the connections between clients and servers as well as timer scheduling.
The VPL to C++ Translator
The v p 1 2 cxx translator translates VPL processes and networks into stand-alone programs. In the case of a network, the resulting program contains code for starting servers for local channels and for executing the subsystems containing in the network body. The user has the option of generating a Unix shell script or stand-alone C++ program for this purpose. The translation of VPL processes is relatively straightforward due to the presence of the synchronous communication library discussed above. Two VPL control structures, however, required special attention: 0 In VPL, procedures are defined within the definition section of a process and therefore all variables declared within the process and all channels passed to the process are also visible within a procedure. Unfortunately, C++ (unlike C) does not allow the nesting of function definitions. This problem can be worked around by defining all local variables of a process globally in the target file of the process and translating the nested procedures into functions within the same file.
0 select statements in VPL may be nested. In order to determine the relevant set of communication guards, the translator juttens nested s e l e c t statements so that the branches of the inner selects are brought to the outermost level and executed together with the outer-most s e 1 e c t alternatives.
The translator, like the Concurrency Workbench, is implemented in Standard ML using the Standard M L of New Jersey compiler [ I ] . Moreover, it re-uses the Workbench's routines for parsing VPL, which were automatically generated by the PAC [4] . The VPL parsing routines produce a tree of SML structures which the translator recursively processes to generate the target C++ files.
The RETHER Case Study
Rether is a software-based real-time ethernet protocol originally developed at SUNY Stony Brook and now sold commercially at RETHER Networks, Inc. [16] . The purpose of this protocol is to provide guaranteed bandwidth and deterministic, periodic network access to multimedia applications over commodity ethernet hardware. It is designed as a contention-free token bus protocol for the datalink layer of the I S 0 protocol stack, running on top of a CSMA/CD physical layer. In [6] , we modeled RETHER in VPL and verified, for a particular network configuration, that the protocol indeed makes good on its bandwidth guarantees to real-time nodes without exposing non real-time nodes to the possibility of starvation.
To assess the feasibility of our approach to automatically generating distributed prototypes from VPL specifications, we ran v p l 2 c c on the VPL specification of a fournode RETHER network given in [6] . The results were very encouraging. The resulting C++ code is highly readable, bearing a close resemblance to the VPL specification from which it derives. It is fully distributed and runs over TCP/IP.
To gauge the performance of the generated code, we inserted a counter and timer into the C++ code for n o d e 0 , measuring the intervals between receiving the token. The resulting token cycle-time was determined to be 75ms (averaged over 3,000 cycles) on a 10M-bps ethernet with each node running the SunOS 5.6 operating system. This is approximately I O times the value observed for the actual RETHER protocol running on a native execution platform. The primary reason for the increased cycle rotation time can be attributed to the fact that the version of RETHER implemented by the vp12cxx-generated C++ code runs in user mode, as opposed to kernel mode as is the case for the actual RETHER protocol.
Conclusions
We have presented v p l 2 c x x , a translator that automatically generates distributed C++ prototypes from validated VPL specifications. The translator is built around a library for synchronous communication and nondeterministic selection of communication guards, resulting in generated code that is readable and portable.
Due to the randomized nature of the guard-scheduling algorithm implemented in the library, message complexity can become an issue. For a VPL s e l e c t statement having k alternatives, the expected number of messages needed to achieve communication is O(k2)). Alternatively, one can restrict the use of nondeterminism at the VPL level, disallow-ing, for example, output guards. Languages such as Ada 95 and Occam are designed in this manner. In this case, an algorithm for guard scheduling can be devised whose average message complexity is linear in the number of select alternatives. Indeed, w e have produced an alternative implementation of the synchronous communication library based on this approach.
Regarding the correctness of the guard-scheduling algorithms, we have specified them in VPL and used the Workbench's model checker for the modal mu-calculus to analyze several (finite-state) instances, the largest consisting of approximately 10,OO states and 34,000 transitions. We have also used the communication library's simulator and logging tools to monitor the run-time behavior of the generated code for any discrepancies in behavior. A goal of our future work will be to obtain correctness proofs of the general algorithms.
