ABSTRACT. - In this paper, we construct a degree for S1-invariant gradient mappings and consider its application to some bifurcation problems in Elasticity and Hamiltonian Mechanics.
In more detail, we assume that E is a finite-dimensional normed linear space and { Tg is a continuous linear representation of G = S~ on E. We consider maps F : E --~ E which are S ~ -invariant and also are gradient maps. Let ES~ denote the set of fixed points of the group action. If Q c E is bounded, open and Sl-invariant and F(x) on (Q n we construct a special degree F, Q). The n is used to denote normal. The reason for this will be apparent from the definition of the degree. This degree does not agree with the usual Brouwer degree. In fact, the Brouwer degree is necessarily zero for such maps. Our degree resembles the Fuller index for periodic solutions of autonomous ordinary differential equations in that it is only defined if F has no fixed points in Q n Egi. Note that, as we discussed in [22 ] , our degree can not be extended to all S 1-invariant maps. We define our degree by generic arguments. In fact, the main technical result needed to construct our degree is a theorem on « generic » homotopies.
We extend our degree to infinite-dimensional Hilbert spaces and we use it to obtain global bifurcation theorems. For suitable S 1-invariant gradient mappings depending on a parameter, we obtain connected sets of non-trivial solutions which bifurcate at an eigenvalue of the linearized equation and continue globally. This contrasts with the case of general gradient mappings where it is that there is bifurcation (by Rabinowitz [34 ] ) but there may not be connected sets of solutions (as in Bohme [7] ).
We apply our results to three examples. Firstly, we apply thm to an example of Wolfe [40 ] involving elastic conducting rods. We obtain global branches of solutions. Our results considerably improve those in [40 ] . Indeed, the original motivation for this work was to understand an earlier example [39 ] of Wolfe. Secondly, we use our degree to study periodic solutions of fixed period of autonomous Hamiltonian systems. In particular, we obtain a bifurcation theorem which extends one of Alexander and Yorke [3 ] and is related to one of Fadell and Rabinowitz [24] . (We obtain a result under weaker hypotheses; we obtain connected sets of solutions; our result is a global result; but we do not obtain their multiplicity result, which was the main part of their theorem.) Note that Chow, Maller-Paret and Yorke [11 ] proved a closely related bifurcation theorem in a special case. We obtain better global information than [77] ] and our result seems easier to apply than their method in more general situations. Moreover, our proof seems more natural. In It should be noted that the most usual trick when there are symmetries does not work for S 1 symmetries. This is to choose a subgroup A of G and consider for all g E A }. However, since S1 is abelian, one easily sees that EA is invariant under the group action. Hence using EA does not remove the symmetries (unless EA = Esi).
In § 1, we define our degree for S1-invariant gradient maps and study some of its properties. However, we defer the proof of the main technical lemma we need till § 7. In § 2, we discuss bifurcation theorems and, in § 3, we consider generalizations to infinite dimensions. In § 4, we consider applications to Elasticity while, in § 5, we consider applications to periodic solutions of Hamiltonian systems. In § 6, we consider applications to nonlinear elliptic equations on domains with an S1-symmetry.
I should like to thank P. Wolfe for discussions on his elasticity problems. Most of the results were announced in [22 ] .
A convenient reference for group actions is Bredon [8 ] .
§ I . THE BASIC DEGREE
In this section we construct our degree in finite dimensions. However, we defer the proof of the main technical lemma still § 7. Assume that E is a finite-dimensional normed linear space and { Tg is a continuous linear representation of S 1 on E. By this, we mean that Tg is linear and bounded for ge S l, Tgh = TgTh for g, h E S 1, Te = I and the map g -Tgx is continuous for each x E E. Note that the boundedness assumption is redundant in finite dimensions. We will often write G instead of SB If z E E, let Gz == { g E Sl : Tgz = z }. This is known as the isotropy group and is a closed subgroup ofS1. It follows that Gz must be ( e ~ or S 1 or a finite cyclic group Z~ generated by a rotation through 2a~n -1. Here, we think of S~ as { eit : 0 t 2x ~. Elements of E with Gz = G are said to be fixed by G. If A ~ G, let EA == { X E E : Tgx = x for all g in A ~ . We will use G(z) to denote the orbit { Tgz: g E G }. Note that G(z) is a smooth manifold. A map F : E -~ E is said to be G-invariant if F(Tgx) = TgF(x)
for g E G, x E E. Similarly, a map F : E x R -~ E is said to be G-invariant if F(Tgx, À) = TgF(x, À) for g E G, x E E, ~, E R and a map f : E -~ R is said 332 E. N. DANCER in directions tangent to the orbit at x. The above results are proved in Bredon [8 ] . Fix (i ) If F : Q -E is admissible and F, Q) ~ 0, then there is an x in Q such that x = F(x). Assume now that F : E ~ E is S1-invariant and F is a continuous gradient mapping with respect to the scalar product ( , ) on E. As in [15 ] , we can assume without loss of generality that ( Tgx, Tg y ~ -~ x, y ~ for x The proof of (iv) shows that the assumption that N(F'(z)) is one-dimensional implies that is an isolated orbit of fixed points of F, and that BB e could assume that F is differentiable at z rather than F is C 1.
To complete this section, we obtain two additional properties of our degree. The results will be used in later sections. PROPOSITION 
By the additivity of our index, it follows that our expression is the same for D and D1, as required. Obviously, our expression is unchanged if we change the nonlinear term K in such a way that it is still the same for , == Ài + J1. We choose a smooth invariant function r such that r = 0 except near (0, and r =1 in a smaller neighbourhood of (0, Ai ). We then take K(x, A) to be V(r(x, ~)), where V denotes gradient (with respect to x), K(x, and ko(x) will be chosen later such that ko(O) = = = 0 and zero is an isolated solution of [33 ] except that we use our degree rather than the Leray-Schauder degree and we use Lemma 2 here. We sketch it rather briefly. It is convenient in the proof to replace ~ by u { (0, i~~~ ) ~. (8) . Hence (6) and (8) [24 ] . Moreover, unlike [24 ] , we obtain connected sets of bifurcating solutions. (An example in Bohme [7 ] implies that this is not always true for gradient mappings.) Moreover, our branches continue globally. It should be stressed that we do not obtain the multiplicity results in [24] ] though their result is natural from our index calculations. Note that this was the main point of [24 ] . Secondly, our results are more general than the one in [3 and [11 ] and our proof appears much more natural. (Their proof is by a trick which seems to only work easily for particular problems.) Our method seems to work in more general situations and gives more global information. Moreover, our method seems easier to apply when the eigenvalues of M are rationally related. Note that, as in [3 ] , when H(x, À) == ~,H(x), our result is not as good as it looks. Our unbounded set C may have solutions (x~, ~,~) such that ~.~~ as n -oo but the minimal period of the corresponding (scaled) solutions of x' = JVH(x) are bounded.
5. -Lastly, the results on the « signat ure » in [25 ] could be used to remove the diagonalizability assumptions in [4 ] .
To complete this section, we discuss briefly some other uses of our Hence the result follows. Implicit in the above proof is that whether the index is non-zero is independent of the choice of e in the reduction up to sign. This follows from Proposition 2 (ii ) in § 2. In particular if the equation has only a one-dimensional kernel, it follows easily from the reduction that F(wo, has only a one-dimensional kernel. Hence, by the definition of our degree, the index of wo is defined and non-zero. The result above generalizes one in Siegel and Moser [36, p. 145 ].
Secondly, if (xo, ~o) is as in the previous paragraph, we obtain a branch of T-periodic solutions as we vary ~,. More precisely, if D == { (x(t ), ~,) : x E Z, x is a non-constant solution of (18) [5, § 5 ] ). F turns out to be completely continuous, a gradient, 0(2)-invariant (for the obvious action of 0(2)) and Frechet differentiable at 0. Thus we can apply the infinite-dimensional version of Theorem 2 mentioned near the end of § 3. We only have to evaluatẽ~ f i ~ ) for any non-symmetric eigenvalue i J of (26) . By the remarks near the end of § 3, it is c~~ sgn i ~ sgn [ Remarks. It seems probable that most eigenvalues are non-symmetric eigenvalues. To see why we expect this to be true, note that (cp. Agmon [2 ] ) N(~.) ~ ~~ i n for h large where N(i~~) is the number of eigenvalues less than or equal to a (counting multiplicity). On the other hand, we expect that N ~(~,) ~ a~ 2 cn -1 ~, where N ~{~,) denotes the number of symmetric eigenvalues (with multiplicities counted in ~). Thus This follows easily by a slight modification of the proofs of the results in § 4-5 of [14 ] . LEMMA and such that « nearly always » X = ~ (x, t ) : DxH(x, t ) = 0 ~ is a finite union of 2-manifolds and such that each orbit in X is isolated in X n (E x ~ t ~ ).
We successively define H on EGi as # Gi decreases. Let Gi, f = l, .... k, denote the isotropy groups for the action of G=S~ on E where =~ G J >_ =~= GL STEP 1. 2014 
