Abstract. We consider numerical methods for a "quasi-boundary value" regularization of the backward parabolic problem given by
Introduction
Let A be a self-adjoint operator on a Hilbert space H such that −A generates a compact contraction semi-group on H, and 0 is in the resolvent set of −A; perhaps the canonical example is A = −∆, the Laplace operator. We consider numerical solutions to the problem: find u : [0, T ] −→ H such that u (t) + Au(t) = 0 , 0 < t < T u(T ) = f (FVP) for some prescribed final value f in H. Such problems are not well posed; that is, even if a unique solution exists on [0, T ], it need not depend continuously on the final value f .
In the context of analytic approximation for this problem, many approaches have been tried. Such authors as Lattes and Lions [8] , Miller [10] , and Showalter [13] have approximated (FVP) by perturbing the operator A. In their work, Clark and Oppenheimer [4] followed what Showalter [14] did in a more general context, and approximated (FVP) by perturbing the final value condition. This yields the quasi-boundary value problem u α (t) + Au α (t) = 0 , 0 < t < T αu α (0) + u α (T ) = f , (QBVP) where α is a small positive number.
As is shown in [4] , this approximation has many nice properties, some of which we will need here. The operator A has an orthonormal set of eigenfunctions q i , with eigenvalues λ i > 0, such that the set {q i } forms an eigenbasis for H. We will always take the f appearing in (FVP) to have an expansion in this eigenbasis given by f = ∞ i=1 b i q i . It is the use of this eigenstructure that gives the precise estimates in [4] and distinguishes the approach there from that found in [14] .
Our goal in this paper is to implement the abstract approximation scheme of Clark and Oppenheimer numerically. Of course, before we can ask questions about the implementation and accuracy of an approximation, we must first answer the question: Is there anything to approximate? The answer is yes if and only if
2T λi converges. The two theorems from [4] which are most important in the context of this paper bear directly on this question and are given below. 
converges, then u α (t) − u(t) converges to zero with order α −2 , uniformly in t.
Theorem 1 guarantees us that it is worth while to look for a numerical implementation, and Theorem 2 gives us an upper bound on the convergence rate we can expect. Theorem 2 will be re-stated more explicitly and slightly improved in the next section.
It is interesting to note that even when (FVP) fails to have a solution, the regularized solution at t = T still converges to f . Formally, we have: Theorem 3. For all f ∈ H, u α (T ) − f converges to zero as α → 0. This is Theorem 3 of [4] . Note that there is no convergence rate. We close this section with some notation and assumptions that will apply for the rest of the paper.
We assume that −A is a uniformly elliptic differential operator on a bounded, open domain Ω, with homogeneous Dirichlet data imposed on ∂Ω, and we take our Hilbert space H to be L 2 (Ω). Associated with the operator A is the bilinear form a :
(Ω). We assume that a solution to (FVP) actually exists and satisfies the estimate
Here, and in what follows, · will denote the L 2 (Ω) norm, and · r the H r (Ω) norm.
Reformulation of the problem and regularization estimates
In this section we will show that (QBVP) can be written as a Fredholm integral equation of the second kind. This will permit the application of approximation schemes found in [1] .
Let S(t) be the compact contraction semi-group generated by −A. Then we have that
Hence,
which, for fixed t, is a Fredholm integral equation of the second kind. To see this more clearly, let K be the kernel of the operator ∂ t + A so that we have
Therefore, we have
where
We adopt the point of view that we are interested in approximating u only at the specific time t = t * , i.e., we are only interested in computing u α (t * ). For notational simplicity denote φ = u(t * ) and φ α = u α (t * ). We therefore have that φ α satisfies the second kind Fredholm equation
For notational simplicity we write this in operator form as
Since φ = u(t * ) the regularization estimate from Theorem 2 becomes
where · is the L 2 (Ω) norm and we assume that
λiT converges. We can improve this, slightly, as follows:
2T λi converges, we can write
Therefore, for any ∈ (0, 1)
from which both conclusions follow immediately.
from which we still get an error bound of the form
where c(α) = α(α + e −λ1T ) −1 , which goes to 0 quite rapidly as α does.
In particular, taking t = t * (and assuming for simplicity that ∈ (0, 1)) we have
so long as ≤ t * /T . Alternatively, if the initial data f is sufficiently smooth, in the sense that
Finally, we note that taking t = 0 and → 0 yields
Theorem 4 is analogous to Theorem 2.6 of [1] , which was derived using the classic log-convexity argument associated with ill-posed problems. It says, roughly, that to the extent that the solution can be continued further backwards in time, then the regularization will be accurate. Similar results are in Groetsch [6] . In fact, we can modify the kind of argument used in [1] to get analogous results for our problem here.
Proof. We use the classic log-convexity argument as given in [11] . If we subtract (FVP) and (QBVP) we get that the error e(t) = u(t) − u α (t) satisfies
Now define the functional
for which we quickly get
(here a(·, ·) is the bilinear form associated with −A) and
Thus, Schwarz's inequality implies that
is log-convex, from which the inequality
But a direct calculation shows that
uniformly in t, which, together with (3), implies
and we are done.
If we take t = t * and define θ = t * /T , then Theorem 5 implies that
If our data is perturbed by some noise term, then the regularization error can be severely affected. Assume that the data is given by f δ ≈ f , with f − f δ ≤ δ assumed. Let φ δ α be the regularized solution corresponding to data f δ . Then we have that the difference w = φ α − φ
Using the eigenexpansion we can explicitly solve this, getting
where, as before, θ = t * /T ≤ 1. Simple calculus then implies that
from which we get
which should be contrasted with the corresponding result in Ames and Epperson [1] :
This implies that the method studied here should be less sensitive to noise in the data for θ > 1 2 , i.e., for "short-term" problems. Our task now is to construct numerical methods to approximate φ α . Before embarking on that effort, however, we digress slightly to make a comparison between the regularization used here and that used in [1] .
Comparison with the regularization of [1]
It is natural for us to compare the regularization discussed here with that used by Ames and Epperson in [1] . Since they worked with the initial-value problem for the backward form of the operator, the transformation t ← T − t needs to be performed before a fair comparison can be made. Once that is done we have the following.
The regularization used here can be written in terms of the eigenfunction basis as
and is accurate in the sense that (Theorem 5)
The regularization used in [1] can be written as
and is accurate in the sense that
where here we have
Note that some manipulation with the expansion coefficients in (9) lets us write it as
In other words, both methods can be considered as coming from the family of regularizations defined by
where the "regularization weights" η i are given by
for (7), and
for (9) . Now, denote the norm of the regularization error associated with (7) as δ, and the norm of regularization error associated with (9) as δ, so that we have (recall
, using φ α from (7), and
, using φ α from (9). Then we have the following result.
Thus, in the absence of noise in the data, the regularization (7) is more accurate for long-term problems, i.e., for θ < Proof. This is done by a simple calculation working with the squares of the errors. We have that the difference in regularization errors is given by
But the bracketed term simplifies as follows:
, and we are done. Remark. Note that we now have the interesting result that for any value of θ, the more accurate regularization will be more sensitive to noise in the data. This is in fact borne out by the examples that we present later in the paper.
Finally, we note that (9) implies that we can write the regularization from [1] as the solution of the operator equation
where we are implicitly assuming the sum converges. Thus both regularizations can be written as solutions of the operator equation
where L = I, the identity for our regularization, and L = K 3 for that used in [1] . However, a better way to write the regularization from [1] is in the form
This will be needed in §6, where we do a comparison of error estimates.
Numerical approximation via eigenvalues
We now turn our attention to the problem of numerically approximating the solution to (QBVP), using an (approximate) eigenfunction expansion. Since S(t) = e −tA we can work directly with the eigenpairs of the operator A, instead of having to compute the kernel function K itself. Iterative techniques, which are slightly more efficient, are discussed in the next section. Much of what we do here follows §3.1 of [1] .
We can write out the regularized solution in terms of the eigenbasis as
Suppose now that we have a finite-dimensional approximate eigenbasis, i.e., a set of pairs (λ
. We can then define the approximate regularized solution as
If we define the approximate eigenpairs via classical finite element methods, then we have
where S h 0 (Ω) is a finite element approximating subspace [2] and a(·, ·) is the bilinear form associated with the operator −A. We can thus approximate the solution of (QBVP) by solving the matrix eigenvalue problem derived from (12) and then computing the approximate solution via (11) .
As a matter of fact, any set of approximate eigenpairs can be used in (11); however, as we shall see in §6, the accuracy of the approximation is closely tied to the approximation properties of the subspace S h 0 (Ω). From (11) and (1) we can easily show that
from which we get the definitions of the approximate operators
We note in passing that if v h = K j,h v, j = 1, 2, then v h is a semi-discrete finiteelement solution to a forward self-adjoint parabolic problem; hence the results of [3] apply. They will be needed in §6, where we derive error estimates. We also define the approximate operator needed for the regularization from [1]
The one drawback of this method is that the discrete eigenvalue problem can be quite large, especially when the problem is posed in R 2 or R 3 . For this reason we are led to consider iterative methods, as in the next section. However, the presence of the decaying exponentials in the approximate expansion coefficients implies that we can sometimes truncate the expansion. If we let be a truncation tolerance, then we would ignore all terms such that 
from which we can get the (sufficient) condition that
from which we get the (again, sufficient) condition that
The practical implementation of this truncation scheme is discussed in §7.
Numerical approximation via conjugate gradient iteration
Perhaps the best iteration technique to use for solving (1) is the standard conjugate gradient method [5] , [7] , [12] , which converges very quickly for this problem, even in the absence of pre-conditioning. This is based on the work of Winther [15] , who studied CG as applied to operators of the form I +A, where A is compact. It is a very short step from this case to ours, in which the coefficient operator is αI + K 1 , with K 1 compact. Since many of the details are in [1] , we will only summarize here.
Winther's main result is that the error in a CG iteration for problems governed by I + A, A compact, is governed by
where c n −→ 0 as n −→ ∞, thus producing superlinear convergence. The precise formula for c n is [1] 
which clearly goes to 0 as n goes to ∞.
To apply CG to our problem requires only that we construct some approximation to the compact operator K 1 . As in [1] , we note that this does not require a priori knowledge of the kernel of the PDE, since we really do not need to know the operator so much as the operation, i.e., we need to know how to approximate K 1 w for a given w. But this is nothing more than the solution to the forward parabolic problem corresponding to (FVP), so that any finite difference or finite element or spectral method will suffice. The error estimate (13) becomes
α,h , where we have now written the iteration index as a superscript. The convergence rate is now given by
where λ h k is the k th eigenvalue of the approximate form of K 1 . Again, this decays rather rapidly to 0.
Error estimates
Having constructed the numerical approximations, we now turn our attention to estimating the error in each method.
To facilitate discussion of the error estimates, we first give and discuss a set of assumptions to be made (and, in some cases, eventually proved). (A1) Subspace Approximation: Here we assume that the approximate solution is an element of a subspace S h,d (Ω) ⊂ L 2 (Ω) with the following property: for every function ψ ∈ H s (Ω), there is a function
This is a standard result for finite-element approximations [2] . In that context, the parameter d is the degree of polynomial approximation used in constructing the subspace. In the classic case of piecewise linear approximations, we have d = 1 so (14) reduces to
We also note that one choice of ψ I (there are many) is the L 2 -orthogonal projection P h ψ defined by:
(A2) Operator Approximation: Here we assume that the approximate operators K 1,h and K 2,h are accurate in the sense that there exist positive constants C i , i = 1, 2 such that
for some q > 0. We note in passing that since the approximate operators are essentially representations of standard approximations to forward parabolic problems, estimates such as this are well known in the literature. See, for example, Theorems 2.1, 3.2, and 3.3 of [3] . (A3) Smoothness of initial data: We say that the data function f is pre-diffused by γ if there exists a constant M γ such that
where we recall that the b i are the coefficients of f in the eigenfunction basis. This assumption is tantamount to assuming that the initial data is the result of evolving the forward operator over a time interval of length γ, and was first used, in a slighter different form, by Miranker [9] . Note that the assumption that u(0) ≤ m implies that f is pre-diffused by T .
Theorem 7.
Let φ α,h be the approximate solution computed according to the eigenvalue technique described in §4, using the regularization (7) . If (A1), (A2), and (A3) hold, with γ ≥ 2T − t * , and if φ α ∈ H r (Ω), then there exists a constant C > 0 such that
and
, where
Proof. We first note that the triangle inequality and Theorem 4 imply that
for γ as specified, so it only remains to bound the approximation error φ α − φ α,h . We have
Take v h = P h φ α , denote e h = P h φ α − φ α,h , then multiply (15) by e h and take inner products to get
Taking each term on the right in turn, we get
since K 1,h is self-adjoint; and, finally,
At this point, then, we have
However, the left side can be bounded below, very weakly, to get:
So we have
which, combined with the regularization estimate (2), completes the proof.
Remark. If the initial data is not pre-diffused then Theorem 5 can be used to bound the regularization error, making the final estimate
The same basic argument can be applied to obtain an error estimate for approximating the regularization from [1] . The result is
Here we have used the regularization error estimate (10) and we have assumed an approximation result for K 4,h analogous to (A2). The estimate (17) is in slightly different form than given in [1] because the proof there was based on log-convexity arguments rather than the eigenexpansion techniques used here. The principal difference between the estimates for the two regularizations is in the m α,h and m α,h coefficients. Conservative upper bounds for these are
both of which can be bounded above by α −1 . To get a better sense of the convergence rate implied by these results, let us assume we are using linear finite elements, so that we have d = 1, r = q = µ = ν = 2, and also assume that θ = 1. The best we can do with m α,h or m α,h is m α,h ≤ α −1 , which our computational experience tells us is very conservative. Then the estimate is
To "balance" the error contribution from the separate terms we take α = h s and find s so that h s = h 2−s . This yields s = 1 and the final estimate is
The examples in §7 will show that this estimate is somewhat conservative in that the actual error can, on occasion, decrease more rapidly than this would indicate. However, this estimate does indicate how increased smoothness of the initial data -as governed by the size of γ-can influence the error estimate. For a general regularization error of the form α θ , we have that the final estimate is O(h 2 θ 1+θ ) ).
Example computations
Here we simply present the results of some sample calculations which demonstrate how the method works in practice. We are particularly interested in comparing how the method discussed here compares to the method from [1] . All computations were done in Fortran 77 on a variety of Sun workstations; LAPACK routines DSTEVX and DSBEVX were used to solve the eigenproblems.
We look at four different examples. Example 1 considers the very simple backward evolution of a single Fourier mode when perturbed by random noise of different amplitudes. Example 2 looks at a similar problem consisting of several Fourier modes. Example 3 looks at the backward evolution of an initial profile generated by the forward evolution of a non-smooth profile. Finally, in Example 4 we look at the cost of computation for a two-dimensional example.
Example 1. Consider the very simple backward heat equation problem given by
which has the exact solution
Taking T = 5/32 we solved this problem and measured the error at t * = 1/32 (θ = 1/5) and t * = 1/8 (θ = 4/5), then compared our results with the exact solution and the method of [1] for accuracy. In all cases we used linear finite element approximations, the regularization α = h 2 and the sequence of grids defined by h = 2 −j , 2 ≤ j ≤ 10, ∆t = h/8. The approximation was directly constructed from the eigenexpansion, rather than using the conjugate gradient iteration, and the eigenvalue computation was truncated using the tolerance of = h 3 . To measure the sensitivity of the computations to noise, we also added random perturbations to the final data, using a maximum amplitude of δ = 10 −k , k = 2, 4, 6. Results using the method in this paper are labeled ACEO; those based on the method of [1] are labeled AE.
Note that Tables 1-6 do indeed bear out the comparison results obtained in the paper-indeed, that is the main reason for including this example. For θ < 1 2 , the ACEO results are superior to the AE results in the absence of any perturbations. However, when the noise is added to the data, the AE results are better. Table 2 . Error results for Example 1, using (ACEO); α = h 2 , θ = 1/5, perturbation = 10 −k , k = 2, 4, 6. Table 3 . Error results for Example 1, using (AE); α = h 2 , θ = 1/5, perturbation = 10 −k , k = 2, 4, 6. Table 5 . Error results for Example 1, using (ACEO); α = h 2 , θ = 4/5, perturbation = 10 −k , k = 2, 4, 6. Table 6 . Error results for Example 1, using (AE); α = h 2 , θ = 4/5, perturbation = 10 −k , k = 2, 4, 6. from which we get that the exact solution is
Taking τ = T − t * produces the exact solution φ(x) = u(x, t * ) = sin πx + sin 2πx + e −2 sin 3πx. Figure 1 shows the data profile and solution profiles for T = 1/8, t * = 1/32 (θ = 1/4) and t * = 3/32 (θ = 3/4). Tables 7 and 8 show the same information as in Example 1 for the numerical approximations. Two things to note are that the comparison results of §3 are again confirmed, but the errors are substantially higher than in Example 1. 
and evolved it forward in time, using the heat equation, to t = We then considered two problems for the backward heat equation, one defined by taking
, and the other defined by taking
. Figure 2 shows the initial profile (20), the final value profile f (x), and the two "exact solutions". We note that the comparative accuracy of the two methods is the same as was observed for the first example. Also, since the exact solution is not nearly as smooth as in Example 1, we expect less accuracy in general; this is also borne out. For this reason we did not perturb the data with the random noise profile, as was done in the first example. We take T = 5/32 and t * = 1/8. Our primary concern here is with the cost in time of executing the algorithm described here. Our data is summarized in Table  11 . Note that the CG iteration is much more cost effective than the eigenvalue approximation, even though very few eigenvalues are being used. However, this is a little deceptive. The eigensolver used (DSBEVX from LAPACK) is a generalpurpose eigensolver for banded matrices and requires large amounts of storage even if only some of the eigenvalues/vectors are being computed. An eigensolver that was more storage efficient would almost certainly have taken substantially less CPU time.
For the eigenvalue-based approximations, we truncated the expansion when the terms became less than h 3 ; for the CG-based approximations, we terminated the iteration when successive iterates differed by less than h 3 . Table 11 . Timing results in CPU seconds for Example 4; α = h 2 , θ = 4/5, no perturbation. Here M = the number of eigenvalues used in the approximation, and N = the number of conjugate gradient iterations needed for convergence. 
