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Résumé
Ce sujet de doctorat s'inscrit dans un axe d'étude du changement climatique global. Il se
répartit sur deux pôles d'intérêts principaux, à savoir, l'étude du climat passé récent de ces
dernières décennies ainsi que le développement d'outils d'analyse du climat futur.
Étude du climat passé
La première partie s'appuie sur l'interprétation des séries temporelles satellitaires
NOAA-AVHRR {National Oceanic and Atmospheric Administration - Advanced Very High
Resolution Radiometer) sur une échelle spatiale continentale. Ces données constituent une
archive de synthèses décadaires ou hebdomadaires sur plusieurs décennies pour étudier et
suivre l'activité des écosystèmes boréaux du Canada. Cette étude s'inspire des paramètres
classiques issus de la télédétection dans le spectre visible et l'infrarouge thermique (indice
d'activité de la végétation NDVI, Température de surface Ts), et aussi d'indicateurs robustes
aux problèmes liés à la dérive instrumentale et aux raccords inter-satellites (quantification de
la durée de la saison de croissance, somme des degrés-jours de croissance issus de Ts,
déplacement des écotones). L'étude des archives satellitaires NOAA-AVHRR, aujourd'hui
longues d'environ 20 années, permet d'observer les variations récentes du climat qui sont
comparées aux relevés météorologiques quotidiens de température et de précipitation ainsi
qu'à la durée de la période nivale. Il est possible d'observer les phénomènes climatiques de
cycle rapide tel le couple El Nino / La Nina dont les effets sur la température de surface et sur
la durée de saison de croissance semblent plus perceptibles sur la région centrale du Canada.
Les oscillations NAO {North Atlantic Oscillation) et AO (Arctic Oscillation) ont également
une influence sur le régime climatique du Canada. Les effets de ces cycles climatiques sur la
somme des degrés-jours de croissance sont plus accentués sur la région nord-est du Canada au
pritemps. Les tendances climatiques sur les vingt dernières années sont également
perceptibles. On montre à l'aide des indicateurs élaborés dans cette thèse, une disparité nord /
sud sur le Canada. Si la partie située au nord du 55® parallèle semble bien enregistrer une
tendance au réchauffement (augmentation de la somme des degrés-jours, diminution de la
durée de la période nivale, augmentation de la durée de saison de croissance, augmentation de
la température de l'air), le sud du Canada semble se refroidir (suivant ces mêmes indicateurs).
Validation du modèle régional canadien du climat (vers le développement d'outils de
projection climatique future)
Cette seconde partie s'intéresse à la validation des champs de surface du modèle régional
canadien du climat CRCM (Canadian Régional Climate Model) à l'aide de mesures acquises
par télédétection. La comparaison sur une courte échelle de temps entre les valeurs modélisées
de température du sol par le CRCM avec les acquisitions satellitaires thermiques montre la
faisabilité de la validation des modèles climatiques à l'aide de la télédétection. Ces modèles
climatiques devraient permettre de prédire le climat futur avec une bonne précision orientant
ainsi les prises de décision de l'humanité face à un potentiel déséquilibre du climat.
Mots clefs : Changements climatiques, Variations climatiques. Séries temporelles. Modèles
climatiques, Canada, Forêt boréale, NOAA-AVHRR, NDVI, Température de surface Ts,
Somme des degrés-jours, Pergélisol, Durée de saison de croissance. Période nivale, Écotone,
Oscillation Arctique AO, Oscillation nord Atlantique NAO, El-Nino, La-Nina, L'Oscillation
sud pacifique ENSO
Abstract
The subject of the présent thesis fits within the scope of global climate change analysis. It
focuses on two main areas of interest, namely the study of recent past climate over the last few
décades and the development of tools for modelingfuture climate.
Study of past climate
The firstpart of this thesis deals with the interprétation of NOAA-AVHRR (National Oceanic
and Atmospheric Administration - Advanced Very High Resolution Radiometer) time sériés at
the continental spatial scale. The data constitute an archive of decadal or weekly composite
spanning over two décades which was developed for studying and monitoring boréal
ecosystem activity in Canada. This study uses classical parameters derived from remote
sensing in the visible and thermal infrared spectra (NDVI végétation activity index, land-
surface température Ts), as well as indicators chosen for their robustness. The latter
parameters (length of the growing season, annual growing degree-days, and ecotone
displacement) were selected so as to minimize problems related to instrumental drift and
inter-satellite adjustment. The study of the twenty year NOAA-AVHRR satellite archives,
permitted the observation of recent climate variations. There were compared with daily
meteorological surveys of température and précipitation as well as with the length of the snow
cover period. It was possible to observe rapid cycle climatic phenomena such as the
El Niho / La Nina couple whose effect on surface température and the length of the growing
season was found to be more significant over the central région of Canada. The NAO (North
Atlantic Oscillation) and AO (Arctic Oscillation) oscillations were also found to have an
influence on the climatic régime of Canada. The effects of these climatic cycles on the annual
growing degree-days are more accentuated over the Northeastern région of Canada in spring.
Significant climatic trends over the last twenty year s were also observed. We demonstrated,
based on the use of the indicators developed in this thesis, a North / South disparity over
Canada. The région north of the 55'^ parallel indicated a warming trend (increase in the
annual degree-days, réduction in the length of the snow cover period, increase in the length of
the growing season, increase in the air température), southern régions of Canada appeared to
be cooling (based on the same indicators).
Validation of the Canadian régional climate model (towards the development of future
climate prédiction tools)
The second part of this thesis focuses on the validation, using remotely sensed measurements,
of a spécifie surface field of the CRCM model (Canadian Régional Climate Model), namely
the land-surface température. The comparison over a short time scale between the ground
température values modeled by the CRCM with composited satellite températures shows the
feasibility of validating climatic models using remote sensing. The results show a slight under-
estimation of the CRCM ground température during the summer. This is possibly due to an
overestimation of the précipitation rate which in turn générâtes excessive surface wetness and
an excessive evaporation rate (thus cooling the surface). The agreement which was observed
between model and measurements strongly suggest that climate models of the type used in this
work should facilitate reliable prédictions of future climate trends and help in orienting the
décision making process for the world community as we collectively fact the prospect of
climate imbalance.
Key words : Climatic change, Climatic anomalies. Temporal sériés, Climate models, Canada,
Boréal for est, NOAA-AVHRR, Composite database, NDVI, Surface température Ts, Number of
degree-days, Permafrost, Length of growing season, Snow period, Ecotone, Arctic Oscillation
AO, North Atlantic Oscillation NAO, El-Niho, La-Niha, South Pacific Oscillation ENSO
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l'unification de tous les Hommes »
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I. Introduction
1.1 Variations climatiques globales
À l'heure aetuelle, les répercussions potentielles d'un réchauffement climatique mondial sont
de plus en plus discutées. Il est maintenant communément admis que l'accroissement constant
des gaz à effet de serre dans l'atmosphère entraînera, au cours des prochaines déceimies, ime
augmentation importante de la température moyerme mondiale (IPCC, 2001). Les régions de
transitions boréales et subarctiques ou écotones pourraient être beaucoup plus sensibles à court
terme. Cependant, l'analyse et le suivi des interactions biosphère-climat sont difficiles à mettre
en œuvre à l'échelle continentale et dans ces régions aux couverts hétérogènes (taïga).
Parallèlement aux efforts de modélisation récents à partir de la nouvelle génération des
modèles climatiques à haute résolution spatiale, les données issues des satellites d'observation
de la Terre peuvent aussi contribuer de façon significative à la compréhension de ces
phénomènes.
Par leurs caractères homogènes et continus, les données des satellites d'observation de la Terre
offrent une perspective de progression significative pour comprendre et suivre l'évolution des
processus environnementaux aussi bien à l'échelle régionale que globale. Ces données peuvent
ainsi jouer un rôle essentiel dans l'analyse de la variabilité climatique. Ceci est
particulièrement le eas pour l'analyse de la dynamique spatiale et temporelle de certains
paramètres qui sont uniquement accessibles par l'observation spatiale à l'échelle continentale,
tels que la température de surface (Traoré et al, 1997), l'étendue de la couverture de neige
(Cavalieri et al, 1997), les zones de fonte de la neige (Torinesi et al, 2002) et la couverture
du sol (cycle phénologique, position de l'éeotone par exemple) (Zhou et al, 2001 ;
Fillol et Royer, 2001).
De plus, la couverture spatiale des données-images permet l'analyse de la régionalisation et de
la spatialisation des mesures météorologiques ponctuelles. Elle peut permettre, entre autres,
d'étudier la représentativité des stations météorologiques par rapport à la tendance régionale
ou continentale observée à l'aide des données satellitaires.
Enfin, du point de vue spatial, la donnée-image satellitaire est directement compatible avec les
types de données des modèles sur une grille régulière correspondant à la résolution spatiale du
modèle. En ce sens, elle est tout à fait appropriée à la validation du modèle régional du climat.
La dernière décennie a vu l'émergence de plusieurs bases de données satellitaires très
importantes couvrant les 20 à 30 dernières années, suivant le cas. Sous forme de séries de
synthèses temporelles, ces données ont permis de mettre en évidence, de façon significative,
un changement récent de l'environnement dans les hautes latitudes nord. Ces analyses
confirment les observations terrestres montrant un réchauffement des régions arctiques
(Serreze et al, 2000). Par exemple, une baisse de la superficie moyenne de l'étendue de la
glace de mer arctique d'environ -3 % par décennie, a été observée entre 1978 et 1996
(Cavalieri et al, 1997). L'anomalie de la couverture de neige dans l'hémisphère nord est
estimée à -10% depuis 1972 (données AVHRR {Advanced Very High Resolution
Radiometer)) ; elle est attribuée surtout à un déficit au printemps et en été depuis les années
1980 (Serreze et al, 2000 ; Robinson et al, 1993). Enfin, Zhou et al (2001), basés sur une
méthode de seuillage des valeurs du NDVI, ont montré une augmentation de la durée de la
saison de croissance de la végétation de l'ordre de 12 jours entre 1981 et 1999 et sur
l'Amérique du Nord, en accord aussi avec le réchauffement observé.
Ces préoccupations s'inscrivent dans les axes de recherche des programmes internationaux de
compréhension et de surveillance du climat tel l'IGBP {International Geosphere Biosphère
Programme) et le WCRP {World Climate Research Programme).
1.2 Site d'étude : le Canada, généralités climatiques et écologiques
Le Canada est constitué de vastes écosystèmes homogènes où l'action anthropique directe est
modérée. La forêt boréale, présente au Canada comme dans le nord de l'Europe, est une zone
privilégiée d'un point de vue phénologique. Les écosystèmes y sont relativement variés mais
homogènes sur de grands territoires. Bien que l'exploitation de la forêt soit régulière, elle reste
localisée et bien contrôlée. En effet, l'impact direct de l'homme sur la forêt boréale, en
particulier sur la limite entre la taïga et la toundra, est modéré. La région forestière boréale est
caractérisée par une végétation remarquablement uniforme (Potun, 1975). Cette forêt est
surtout peuplée de conifères, l'épinette blanche et l'épinette noire sont les deux principales
espèces caractéristiques communes à toute cette région. Au nord, la forêt est clairsemée, les
arbres sont plus petits et croissent très lentement à cause d'une période sans gel relativement
courte. On donne à cette partie de la forêt boréale le nom de taïga (Smith, 1990). Là où la forêt
cède finalement la place à la toundra, il ne reste que des arbres nains. Par contre, la toundra, ou
toimdra sèche, est une zone généralement non arborée, elle est composée d'espèces
buissonnantes et herbacées (Parent, 1990).
1.2.1 Zones à risque au changement climatique sur le long terme
Comme le montre la figure 1.1, l'augmentation de la température, visible surtout l'hiver, est
significative. Environnement Canada calcule une augmentation actuelle moyenne de la
température hivernale de +1.7°C entre 1948 et 2002. Cependant rien ne prouve encore que
cette tendance, basée sur la réalité du climat passé récent, soit liée à l'augmentation globale.
Pour un doublement de la teneur atmosphérique en dioxyde de carbone, le MCG2 (Boer et al,
1992) prévoit une augmentation +3.5°C de la température moyenne de surface du globe, mais
indique un réchauffement qui est plus substantiel sur le Canada, particulièrement en hiver.
Différents modèles ont différentes projections du changement de température sur le Canada.
Par exemple, le modèle du Geophysical Fluid Dynamics Laboratory (GFDL 91) projette des
augmentations de +2°C à +6°C pendant l'hiver et des températures de +2°C à +3°C durant
l'été, tandis que le modèle du Goddard Institute for Space Studies (GISS 85) prévoit des
augmentations de +2°C à +14°C l'hiver et de +1°C à +2°C l'été.
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Figure I.l - Anomalie ou éeart à la moyerme entre 1948 et 2002 de la température hivemale
nationale canadienne et tendance sur le long terme (ligne pointillée rouge)
(Service météorologique du Canada, 2002)
Selon la saison, les zones à risque de perturbation importante due aux changements
climatiques varient. Selon Envirormement Canada, dans le cas d'un doublement de la quantité
de CO2 atmosphérique, les zones les plus affectées en été seraient la cordillère arctique, où une
augmentation de la température atteignant +16°C est modélisée pour la fin de ce siècle. La
zone du haut Arctique est aussi à risque avec un augmentation possible prévue de +8°C à
+10°C, tandis que la zone du bas Arctique verra probablement vm augmentation plus modérée
de +6°C à +8°C pour la même période (fig. 1.2). Les risques de changements en hiver
n'affecteraient pas les mêmes zones, cependant l'augmentation de la température serait plus
dramatique (fig. 1.3). Les changements du climat ne seront pas distribués également.
Cette augmentation de la température pourrait avoir pour conséquence le déplacement des
frontières des écozones (fig. 1.4). En considérant le climat comme le seul facteur déterminant
le type de végétation présente sur le sol, dans un tel cas d'augmentation de la température, la
zone des Prairies s'étendrait dans ce qui est maintenant la zone des plaines boréales jusqu'au
bouclier boréal. Tandis que la forêt mixte s'étendrait également se déplaçant vers le nord et
franchirait la frontière actuelle avec la forêt boréale.
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Figure 1.2 - Augmentation des températures en été projetée pour 2090
{Adaptation & Impacts Research Group, 1999)
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Figure 1.3 - Augmentation des températures en hiver projetée pour 2090
{Adaptation & Impacts Research Group, 1999)
Dans ces régions du globe, l'augmentation de l'activité de la biosphère résultant d'un
accroissement de la température, pourrait être disproportionnée à un niveau local, en outre ce
phénomène s'accompagnerait d'un effet de rétroaction ou feedback positif, en accélérant la
photosynthèse et la décomposition de la litière (Myneni et al, 1997).
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Figure 1.4 - Évolution pronostiquée de la disposition des écozones au Canada dans le cas d'un
doublement du CO2 atmosphérique entre aujourd'hui (à gauche) et la fin du 21 siècle
(à droite) {Adaptation & Impacts Research Group, 1999)
Ce sont les végétaux qui seront les plus touchés, étant donné qu'ils subissent directement les
effets de la température et des précipitations, et ne peuvent pas migrer si les conditions
climatiques leur deviennent trop rapidement hostiles ou les empêchent de se reproduire. Les
écosystèmes et les diverses espèces doivent s'adapter au changement climatique ou se
déplacer, sans quoi ils disparaissent. Si les changements sont graduels, la migration des
espèces peut se faire sans trop de problèmes. Par contre, les changements rapides, qui laissent
peu de temps à l'adaptation ou à la migration, risquent de décimer certaines espèces. La
croissance et la migration des arbres ne peuvent se faire rapidement. C'est la raison pour
laquelle ils seraient durement touchés par un changement climatique anormalement rapide. On
peut s'attendre à ce que les variations de température que l'on prévoit au Canada poussent les
forêts vers le nord d'environ 100 km pour chaque hausse de température de TC (Institut
forestier du Canada, 1997). Les prospectives pour la fin du 21 siècle dans le cas d un
doublement du CO2 seraient, dans l'ouest du Canada, un déplacement de la limite méridionale
de la forêt boréale vers le nord de près de 1 100 km. Dans l'est du pays et pour les mêmes
conditions, la limite méridionale des forêts pourrait se déplacer de près de 500 km vers le
nord. Nombre d'arbres qui se trouvent à la limite méridionale risquent de mourir et d'être
remplacés par les Prairies, qui prospèrent à des températures plus chaudes
(La voie verte, 2000).
1.2.2 Sensibilité du climat canadien aux cycles courts du climat
Sur le moyen terme, différents phénomènes climatiques sont repérables par leurs périodicités
plus ou moins régulières. Le plus notoire est le couple El Nino / La Nina présentant une
périodicité relativement régulière de 4 ou 5 années durant les dernières décennies. L'oscillation
nord Atlantique ou NAO {North Atlantic Oscillation) ou encore l'oscillation Arctique ou AO
(Arctic Oscillation) imposent également une variabilité climatique sur le Canada. El Nino est
l'un des signaux climatiques les plus forts (Hall et Derome, 2000).
Effets du couple El Nino I La Nina sur le climat canadien
Les phénomènes liés à El Nino, aussi connu sous le nom ENSO {El Nino-Southern
Oscillation), changent les structures météorologiques du globe, causant des pluies
anormalement fortes dans des secteurs qui normalement ne reçoivent pas beaucoup de pluie
(côtes est de l'Amérique du sud, Pérou) et des sécheresses dans des zones habituées à des
précipitations plus abondantes (Australie). Le phénomène La Nina, parfois aussi appelé
El Viejo, ranti-£/ Nino, ou simplement « l'épisode froid », est l'antithèse de El Nino. En règle
générale, les effets de La Nina sont plus directs et plus spectaculaires durant l'hiver de
l'hémisphère nord.
Au Canada, durant l'hiver d'im événement El Nino, la température de l'air tend à être plus tiède
en particulier sur la zone centrale (Manitoba et ouest Ontario) où l'on enregistre des
températures s'éeartant de la moyenne jusqu'à +3°C. Le sud du Canada reçoit moins de
précipitations en particulier le sud de la Colombie Britannique qui bénéficie de moins de neige
(Serreze et al., 2000 ; Hoerling et al., 1997 ; Shabbar et Khandekar, 1996).
Dans le cas d'un événement froid La Nina, les eaux des côtes de la Colombie Britannique
deviennent plus froides. Durant les hivers La Nina, la température de l'air sur le Canada, en
particulier sur la partie à l'ouest du Québec devient plus froide que la normale (Hoerling et al.,
1997), en même temps que la partie sud du Canada devient plus sèche. Par contre, la partie sud
de la Colombie Britannique reçoit plus d'accumulation de neige. Généralement, on note une
baisse de la production de blé provenant des Prairies consécutivement à un événement La Nina
(Hoerling et ai, 1997 ; Shabbar et Khandekar, 1996).
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Tableau 1.1 - Années du début des épisodes El Nino forts à modérés
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Tableau 1.2 - Années du début des épisodes La Nina forts à modérés
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Figure 1.5 - Indice ENSO multi-variables bimensuel de 1950 à 2002 {Climate Diagnostics
Center, 2003 suivant Wolter et Timlin, 1993 ; 1998)
L'indice ENSO multi-variables de Wolter et Timlin (1998 ; 1993) (fig. 1.5) est calculé à partir
de 6 paramètres différents mesurés sur le Pacifique tropical : la pression atmosphérique à la
surface de l'océan, les composantes du vent de surface zonale et méridiennes, la température
de l'air en surface, la température de surface de l'eau et la fraction de couverture nuageuse.
Cet indice quantifie temporellement la force de l'événement El Nino / La Nina sur le Pacifique
Sud. 11 existe cependant un déphasage entre la naissance d'un événement ENSO sur le
Pacifique et l'arrivée des répercussions sur le Canada. Ce déphase peut atteindre plusieurs
mois (flg. 1.6).
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Figure 1.6 - Anomalies moyennes standardisées des précipitations durant les événements
El Nino et La Nina sur le sud du Canada (Service météorologique du Canada, 2002)
La figure 1.6 dresse le comportement typique des précipitations sur le sud du Canada
(moyenne allant du sud de la Colombie-Britannique au sud des Prairies et à la région des
Grands Lacs) à partir du début d'un épisode El Nina ou La Nina et sur plusieurs saisons par la
suite. La réponse la plus forte survient pendant l'hiver qui suit le début de l'épisode. Les
valeurs d'anomalies en précipitations baissent considérablement au cours des saisons
suivantes. Les figures 1.7 et 1.8 présentent d'une maniéré spatiale respectivement le
comportement des anomalies en précipitations durant les événements El Nina et La Nina.
L'intégralité du Canada subit le phénomène, cependant, il apparaît que les zones les plus
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sensibles sont le sud de la Colombie Britannique, le sud des Prairies et le sud du bassin de
Mackenzie. Pour résumer, le couple climatique El Nino / La Nina est un phénomène cyclique
d'une portée globale affectant aussi bien les précipitations que les températures. Le phénomène
est perceptible sur le Canada en particulier sur la zone sud du Canada et sur les Prairies durant
l'hiver succédant l'amorçage du phénomène. Cette variabilité climatique de période avoisinant
4 à 5 armées affecte le cycle météorologique aussi bien que phénologique.
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Figure 1.7 - Anomalie en précipitations hivernales moyeimes pendant un épisode El Nino
typique (Service météorologique du Canada, 2002)
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Figure 1.8 - Anomalie en précipitations hivernales moyennes pendant un épisode La Nina
typique (Service météorologique du Canada, 2002)
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Figure 1.9 - Probabilité de précipitations (à gauche) et de température (à droite) extrêmes en
pourcentage supérieur au hasard pendant les années marquées par El Nino (Service
météorologique du Canada, 2002)
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Figure 1.10 - Probabilité de précipitations (à gauche) et de température (à droite) extrêmes en
pourcentage supérieur au hasard pendant les années marquées par La Nina (Service
météorologique du Canada, 2002)
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L'oscillation atlantique nord : le NAO
La variabilité climatique observée sur le bassin atlantique est généralement associée à
l'oscillation atlantique nord ou NAO (North Atlantic Oscillation) représentant le sehéma
dominant de variabilité de la circulation atmosphérique dans cette région. Le NAO est associé
à l'oscillation méridierme des masses atmosphériques dont le centre d'action se trouve pour
l'une près du Groenland et pour l'autre au-dessus de l'Atlantique subtropieal s'étendant des
Açores jusqu'à la péninsule Ibérique. Lorsque le NAO est en phase positive on enregistre des
pressions à la surface plus basses que la normale sur la zone du Groenland combinées à des
pressions plus hautes dans la zone atlantique subtropicale, ce qui a comme conséquence
d'aceélérer le flux zonal d'ouest. Ces fluetuations atlantiques traduisent les variations de la
circulation atmosphérique aussi bien dans le sens est-ouest que de manière méridienne, ces
variations apportant des petits changements à l'intérieur des saisons mais peuvent surtout
s'imposer de manière interarmuelle (Morel, 1998). Les impacts sont globaux, mais en
particulier sur la partie nord ouest de l'Atlantique, et donc sur l'est du Canada, un indice NAO
positif s'exprime en des conditions climatiques plus froides et plus sèches. Ce phénomène est
particulièrement visible les hivers lors d'événements NAO positifs forts.
Les conséquences sont multiples, par exemple, Post et Stenseth (1999) démontrent une
variabilité de la durée de saison de croissance en Europe associée avec le NAO. Certains
auteurs mettent en relief une modification du régime de la glace de mer et la salinité entre le
Labrador et la mer du Groenland (McPhee et al. 1998 ; Deser et al. 2000). Même l'écosystème
aquatique subit l'influence de ce eycle climatique, Colboume et Drinkwater (2002)
démontrent une anti-corrélation marquée entre le poids moyen des morues péchées sur les
Grands Bancs de Terre Neuve et l'indice NAO.
L'impact de l'oseillation nord Atlantique sur le climat canadien n'est pas flagrant, l'effet le plus
susceptible d'être perçu serait l'anomalie de la température en hiver sur les côtes du Labrador
qui est inversement corrélée à l'indice NAO (fîg. 1.12).
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Figure 1.11 - Indice NAO entre 1960 et 2002 défini comme l'anomalie de la différence entre
les pressions mesurées sur la dépression polaire et sur l'anticyclone subtropical de l'Atlantique
nord durant les mois de décembre à mars par rapport à la moyenne mesurée entre 1964 et 1994
(Osbom, 2002 suivant Hurrell, 1995)
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Figure 1.12 - Facteur de corrélation R entre l'indice NAO et la température (en haut) ainsi
qu'avec la précipitation (en bas) pour les mois de décembre à mars (Cullen et Visbeck, 2002)
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L'oscillation Arctique : l'AO
L'oscillation Arctique AO (Arctic Oscillation) ressemble par beaucoup d'aspects au NAO,
cependant son centre d'action primaire couvre plus l'Arctique lui donnant une apparence
zonale symétrique (Thompson et Wallace, 1998). L'indice AO, définie par Thompson et
Wallace (1998), est la fonction orthogonale empirique (Empirical Orthogonal Function, EOF)
de la pression surfacique moyenne pour les mois d'hiver (janvier à mars) au-dessus du pôle
Nord (fig. 1.14). En outre, il existe un antagoniste de l'AO sur l'hémisphère sud nommé AAO
(Antarctic Oscillation) (Gong et Wang, 1999 dans Kômich et al., 2000). Un indice AO fort est
associé à une anomalie négative de la pression de surfaee au nord de l'hémisphère Nord,
parallèlement à une forte pression au sud de 45 °N. Dans ce schéma positif du AO, le vortex
polaire est plus fort, le régime des vents est modifié accélérant le mouvement des masses d'air
d'ouest en est. L'impact est surtout visible en Eurasie durant l'hiver qui devient plus doux et
humide. En Amérique du nord, les hivers associés à la phase positive du AO sont
généralement plus froids sur la zone est du Canada et plus tièdes sur la partie centrale.
Réciproquement, en phase négative du AO, les vents d'ouest sont particulièrement faibles
causant des hivers humides en Californie et en Espagne (fig. 1.14). Sur le Canada, les
conditions sont inverses à celles décrites pour la phase positive.
Il existe une forte similarité entre l'indice AO et l'indice NAO qui sont très clairement
interconnectés. Un simple calcul de régression entre ces deux indices entre 1960 et 2002
montre un coefficient de corrélation relativement fort (R =0.61).
CDCOOCM -^ CpCOOCM
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Figure 1.13 - Indice AO moyen normalisé entre 1960 et 2002 pour les mois de janvier à mars
par rapport à la moyenne calculée entre 1958 et 1997 {National Weather Service, 2002 suivant
Thompson et Wallace, 1998)
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Figure 1.14 - Représentation de la modification du régime des vents sur l'hémisphère nord
durant les phases positives (à gauche) et négatives (à droite) de l'indice AO, et impact sur la
précipitation et la température (Hodges, 2000)
L'AO est également très intéressant car il expose une forte tendance à un accroissement depuis
les 30 dernières années que Thompson et Wallace (1998) corrèlent très bien avec la
température hivernale moyenne de l'air en surface {Surface Air Température, SAT) sur
l'hémisphère nord et pouvant avoir vme cause anthropique. Cette corrélation semble
néanmoins inverse sur le Canada, en particulier sur le nord-est du Canada (fig. 1.14).
Enfin, l'AO ressemble à bien des aspects au NAO, certains disent que ces deux indices
décrivent le même phénomène (Baldwin et al., 2000), mais le centre d action primaire de
l'AO couvre plus l'Arctique (Thompson et Wallace, 1998) que l'Atlantique. En outre, la
définition plus complexe de l'AO, permet d'expliquer les variations climatiques, telle la
température de l'air en surface, plus précisément qu'avec le NAO (Sigmond et al, 2002). De
plus, la tendance positive du AO depuis 1960, beaucoup plus marquée que celle du NAO,
pourrait être le témoin tangible du changement climatique mondial.
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1.3 Objectifs
Les objectifs de ce projet de doctorat se résument en deux parties distinctes et
complémentaires dont les ambitions sont de répondre à ces deux questions :
•  Est-il possible d'utiliser et d'exploiter le caractère global et l'homogénéité spatiale
des observations satellitaires afin d'élaborer des paramètres spatio-temporels sensibles
aux variations climatiques globales ou locales ?
•  La télédétection des variations climatiques peut-elle être appliquée à la validation de
modèles de circulation générale, véritables laboratoires informatiques du climat pour la
prédiction future de notre environnement ?
1.3.1 Observation des variations climatiques par télédétection
La première étape tente de développer des indicateurs des variations climatiques originaux
accessibles par télédétection et basés sur des mesures de température de surface et de NDVI
(Normalized Différence Végétation Index). Ces indicateurs, s ils reflètent bien les variations
mesurées par les enregistrements météorologiques dans leur amplitude et dans leur spatialité,
justifieront la télédétection comme un outil fiable et adéquat au suivi ou monitoring du climat.
Ces indicateurs originaux, basés sur les mesures de température de surface et du NDVl,
paramètres de surface sensibles à l'état et à l'activité de la végétation, s'appuient sur la
phénologie de la forêt boréale canadienne comme révélateur du changement climatique. L'une
des portées scientifiques de ce projet de doctorat est aussi dans la compréhension de la
réaction de la forêt, puits majeur de carbone, face aux variations climatiques. En résumé, cette
première phase du projet, cherche à évaluer la sensibilité et la validité des mesures satellitaires
pour le suivi du climat.
1.3.2 Validation du modèle climatique CRCM
Cette seconde phase vise à étudier l'exploitabilité des mesures issues de la télédétection pour
valider les sorties des modèles climatiques. Si les données satellitaires représentent bien les
variations climatiques ainsi que les cycles et les tendances du climat sur le moyen terme,
comme tente de le montrer la première partie de ce projet de thèse, alors, il est concevable de
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confronter les sorties de ce modèle avec les observations satellitaires, car les résolutions
temporelles et spatiales des synthèses satellitaires sont absolument comparables avec celles
produites par les modèles climatiques régionaux tel le CRCM (Canadian Régional Climat
Model). Bien évidemment, une comparaison directe ne peut se faire qu'entre des grandeurs
physiquement comparables, ici la température de surface. Une telle comparaison pourra aider
à la conception du modèle lui-même en diagnostiquant ses erreurs de simulation. En ce sens,
la télédétection et les archives satellitaires peuvent aider à la conception d'outils capables de
prédire le climat futur.
1.4 La télédétection et le climat
La télédétection des variations climatiques est une science relativement récente, il fallait en
effet attendre l'acquisition par les satellites d'observations de la Terre de séries temporelles
suffisamment longues. Nous sommes maintenant à l'époque charnière où les durées
d'acquisitions satellitaires deviennent pertinentes d'un point de vue climatique (20 années
utilisables pour NOAA {National Oceanic and Atmospheric Administration), 25 années pour
les programmes américains successifs NASA-SMMR (Scanning Multichannel Microwave
Radiometer) et DMSP-SSM/I {Defense Meteorological Satellite Program - Spécial Sensor
Microwave Imager)) et où les moyens informatiques à disposition sont capables de traiter cette
accumulation d'informations. La télédétection s'impose comme un outil unique et essentiel
dans l'acquisition globale de dormées envirormementales. Sa répétitivité, sa résolution spatiale
et temporelle ainsi que son domaine spectral sont tout à fait adaptés à l'étude des changements
climatiques (Verstraete et al, 1996 ; Cihlar et al, 1998). L'accroissement de la disponibilité
des données issues de la télédétection à différentes échelles spatiales, temporelles et spectrales
offre un potentiel de surveillance des caractéristiques biophysiques de écosystèmes à l'échelle
du paysage (Senay et Llliott, 2000).
La télédétection du climat passe par l'exploitation de différents champs ou indicateurs de
surface reflétant l'état de la surface visée, qui est principalement de la végétation sur la masse
continentale canadienne. L'infrarouge thermique permet de mesurer la température de surface.
La télédétection thermique mesure la température radiométrique et directionnelle qui permet
d'estimer les flux de surface (Guyot, 1999 ; Seguin et al, 1998).
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Le suivi à long terme de paramètres comme la température de surface constitue un élément
clef dans l'étude et le suivi des variations climatiques (Houghton et al, 1990). Ce paramètre
est important car il est directement lié aux échanges d'énergie de surface et joue im rôle
critique dans la modélisation des différents processus écosystémiques prenant place en
réponse aux changements climatiques.
Le NDVI, depuis longtemps exploité, est un indicateur de l'activité chlorophyllienne. Les
études phénologiques sont très souvent basées sur l'analyse de l'évolution temporelle de cet
indicateur (Duchemin et al, 1999a ; Myneni et al, 1997 ; 1998 ; Fischer, 1994). Le couplage
du NDVI à la température de surface permet d'estimer l'évapotranspiration (Boegh et al,
1999 ; Roy et al, 1997) en relation avec la productivité primaire (Liu et al, 1997). Le NDVI
est un indicateur biophysique du climat.
L'énorme difficulté se situe dans l'interprétation de la variabilité des paramètres observés. Ces
paramètres de surface reflètent le comportement de la végétation (forêt boréale, toundra,
cultures), pourtant la relation qui lie le climat à l'activité de la végétation n'est pas forcement
causale (Goward et Prince, 1995) : à l'exception des zones se situant à la limite du hiome
(écotone) où la végétation est à son seuil de tolérance climatique, il peut être difficile d'établir
une correspondance entre les paramètres climatiques ou météorologiques et le fonctionnement
de la végétation.
1.5 La modélisation et le climat
De plus en plus la recherche sur le changement climatique se tourne vers la modélisation. Cet
effort est combiné avec la montée en puissance des ordinateurs maintenant capables de
calculer numériquement l'évolution temporelle des différentes variables du système
d'équations qui dictent le comportement des paramètres météorologiques entre autres. Ces
modèles de circulation générale (GCM, General Circulation Modeï), véritables laboratoires
d'expériences climatiques constituent aujourd'hui les outils les plus sophistiqués pour la
compréhension des processus physiques qui régissent le climat global et sa variabilité (Caya et
al, 1995). L'utilisation des GCM permet de reproduire la circulation à grande échelle avec
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suffisamment de fidélité pour représenter les principales caractéristiques de la distribution et
de l'évolution des climats à la surface du globe (Caya, 1996).
Cependant, les contraintes informatiques reliées à l'emploi de tels modèles limitent encore la
résolution spatiale. Cela empêche la résolution explicite de certains processus de fine échelle
dont l'étude est pourtant essentielle à l'évaluation des impacts environnementaux et socio-
économiques sur les fluctuations climatiques. Une solution à ce problème réside dans le
recours aux modèles climatiques régionaux (RCM, Régional Climate Model) pour lesquels la
résolution spatiale est accrue au-dessus d'une région d'intérêt. Par ailleurs. Les conditions aux
frontières des RCM sont généralement définies par un GCM pilote (nesting strategy). Le
RCM, centré sur la zone d'intérêt, se retrouvent alors imbriqué à l'intérieur d'un modèle GCM
mondial.
1.6 La télédétection et la modélisation
Si, effectivement, les données provenant de la télédétection reproduisent fidèlement le climat
passé, par leurs extensions spatiales, leurs couvertures globales et leurs propriétés
radiométriques spectrales, elles peuvent aussi constituer une base de référence unique pour la
validation des simulations climatiques. Elles apportent un élément nouveau pour la conception
et pour l'amélioration du réalisme de ces modèles climatiques car elles peuvent déterminer
leurs limites de validité et souligner les zones ou périodes problématiques.
L'orientation de ce sujet de doctorat, consiste aussi à confronter les données modélisées et les
mesures issues de la télédétection prises comme référence. Cette phase du projet se concentre
donc essentiellement sur l'élaboration d'ime méthodologie permettant d'aboutir à une
comparaison des données de simulations climatiques (information à valider) et de
télédétection (information de référence). Évidemment, cette étude sera limitée par le choix et
la disponibilité des indicateurs ou champs communs à la sortie des modèles climatiques et à
l'acquisition satellitaire.
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1.7 Positionnement du projet dans le contexte de recherche
De plus en plus, la télédétection s'impose comme un outil pertinent pour l'étude des
changements climatiques, l'extension temporelle des bases de données satellitaires
s'approchant des échelles de temps de la variabilité lente du climat. En outre, l'exploitation
des archives satellitaires, remontant maintenant à plus de 20 années dans le passé, peut
permettre de comprendre l'évolution climatique récente et d'en calculer une tendance sur le
moyen terme.
La plupart des études sur le climat par télédétection se basent sur l'extraction de paramètres de
surface telle la température ou bien les indices de végétation, le NDVI étant le plus populaire.
1.7.1 Exploitation du NDVI
Tueker et al (2001) s'appuyant sur les profils temporels de NDVI issus d'acquisitions
composites NOAA-AVHRfl sur l'hémisphère nord, et utilisant une méthode développée par
Myneni et al (1998 ; 1997), démontrent une augmentation des valeurs de NDVI
correspondant à une accélération de la phénologie entre 1981 et 1999 (fig. 1.15). Cette
augmentation, très notable, est d'après les auteurs, constante durant cette période. Exception
faite de l'intervalle 1991 à 1992 correspondant à l'éruption du volcan Pinatubo (Philippines)
qui a injecté une grande quantité d'aérosols influençant la mesure du NDVI.
Cette augmentation, que Tueker et al (2001) tentent de corréler avec l'hypothèse d'un
réchauffement global, semble être moins évidente sur le nord de l'Amérique du Nord en
particulier sur le Canada. Les auteurs trouvent d'ailleurs une diminution de la durée de saison
de croissance' entre 1982 et 1999, de -6.2 jours entre 35° et 45° de latitude nord, de -0.5 jours
entre 45° et 55°, une augmentation de ce même paramètre de +0.5 jours entre 55° et 65° et une
stabilité sur la période au-delà de 65° de la latitude nord.
'  Saison de croissance ou saison de végétation : Période de l'année pendant laquelle les conditions
météorologiques favorisent la croissance des végétaux (Parent, 1990)
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Figure 1.15 - Évolution entre 1982 et 1999 des valeurs moyennes du NDVI d'avril à octobre
sur l'ensemble de l'hémisphère nord (Tucker et al, 2001)
La diminution sur les côtes du Labrador, à l'est du Canada, des valeurs du NDVl, pourrait être
associée à l'événement positif fort NAO entre 1998 et 1999.
Dans une même optique de surveillance la végétation à partir de longues synthèses NOAA-
AVHRR, Zhou et al (2001) démontrent un accroissement du NDVI de l'ordre +8.44% durant
les mois d'avril à octobre, entre 1982 et 1999, sur la zone nord Amérique entre 40° et 70° de
latitude nord. Les auteurs tentent absolument de corréler cette augmentation avec l'hypothèse
d'un réchauffement global. Néanmoins, cette même étude prouve une tendance à la baisse des
valeurs de NDVI mesurées sur l'Alaska et la forêt boréale canadienne amenant la supposition
d'une sécheresse dans ces zones due à l'augmentation de la température. Ce qui ressort de
cette analyse est que la variabilité des valeurs de NDVl semble assez bien s'accorder avec la
température de l'air, cependant, la tendance enregistrée sur les valeurs de NDVI exagère un
réchauffement climatique beaucoup moins perceptible sur les mesures de température en
particulier sur l'Amérique du nord (fig. 1.16).
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Figure 1.16 - Comparaison entre le NDVl (courbe pointillée) et l'anomalie de la température
de l'air (courbe pleine) entre les mois d'avril à octobre et entre 40°N et 70°N en moyenne sur
l'Amérique du nord et l'Eurasie (Zhou et al, 2001)
Ces études démontrent la pertinence des mesures de NDVI issues des longues synthèses
temporelles satellitaires pour le suivi des variations climatiques. La plupart des auteurs
s'accordent pour affirmer la nécessité du suivi de la phénologie de la végétation pour la
compréhension du climat et de son changement (Myneni et al, 1998 ; Chen et al, 2000 ;
Goïta et Royer, 1997b).
1.7.2 Suivi de la température de surface Ts
Peu d'études portent sur l'exploitation des longues synthèses temporelles de température de
surface sur le sol ou LST {Land Surface Température). Pourtant la température de surface est
un paramètre important car il influence les flux d'énergie et de l'eau à l'interface biosphère-
atmosphère. La température apparaît comme étant le facteur primordial conditionnant
l'activité et la dynamique des forêt de haute latitude en particulier la forêt boréale
(Goïta et Royer, 1997a; 1997b). Les mesures de température de surface provenant
d'acquisitions satellitaires sont particulièrement utiles pour quantifier le stress hydrique de la
végétation ainsi que l'évapotranspiration. Couplée au NDVI, la température de surface donne
des informations sur l'activité bio-végétale (biomasse, feux, etc.).
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Dans une étude portant sur la comparaison de profils temporels ponctuels issus d'acquisition
NOAA-AVHRR et de mesures météorologiques de la température de l'air en différents points
répartis sur le Québec, Traoré et al. (1997) démontrent que les températures de surface
dérivées de la base de données GVI {Global Végétation Index) entre 1985 et 1996 reproduisent
les tendances climatiques, les cycles saisonniers et les variations de la température de l'air.
1.7.3 Originalité de ce projet
Ce projet ici présenté, essaye d'exploiter les mesures satellitaires de paramètres de surface,
comme le NDVI et la température de surface Ts, dans le but de créer des indicateurs du
changement ou de la variation climatique qui seraient insensibles aux phénomènes pertxorbant
la mesure (dérive satellitaire et instrumentale, erreurs de calibration, changement de plate
forme). L'ime des idées clefs, ce qui constitue l'originalité principale de ce projet, est
d'utiliser ces mesures seules ou combinées, non pas dans leurs valeurs absolues mais dans
leurs variations ou évolutions relatives temporelles ou spatiales.
Toutefois, une exception est faite pour l'exploitation de la température de surface Ts pour
laquelle ce travail tentera d'évaluer la pertinence de la mesure dans l'absolu en la comparant
aux références météorologiques en vue de son utilisation comme indicateur climatique valable
(somme des degrés-jours) et comme source de référence aux modèles climatiques régionaux
(validation, pilotage, assimilation).
Enfin, une performance de ce projet, est d'essayer de conserver la résolution spatiale originale
et l'extension temporelle maximale des bases de données satellitaires afin de dresser des cartes
relativement fines et précises des indicateurs créés. L'une des contraintes est alors devenue
d'ordre logistique étant donnée la limite encore existante des capacités informatiques de
stockage et de vitesse de calcul.
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Dans une première partie, après la description des bases de données satellitaires utilisées
(chap. Il), des données auxiliaires météorologiques et de l'extension de neige ainsi que du site
d'étude (chap. III), nous présenterons les résultats obtenus sur la variabilité des cycles
phénologiques des écosystèmes boréaux basés sur des mesures du NDVI (chap. IV), du cumul
annuel des degrés jours issus des mesures de la température de surface Ts (chap. V), et du
régime bioclimatique défini par la combinaison NDVI et Ts (chap. VI). Le modèle régional
canadien du climat est analysé dans ime deuxième partie (chap. VII) par rapport à la
température de surface Ts. Les résultats sont enfin synthétisés et discutés en conclusion
(chap. Vlll).
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II. Bases de données satellitaires
Ce chapitre décrit d'une manière explicite la provenance des données satellitaires utilisées dans
ce projet de doctorat, il amène entre autres les raisons du choix du capteur AVHRR
embarqué sur NOAA, et décrit ses caractéristiques spectrales et spatiales ainsi que ses limites
d'exploitation. Ce chapitre introduit en outre les différentes bases de données utilisées dans
cette étude, au nombre de trois, les bases de données composites globales GVI et PAL
{NOAA / NASA Pathfmder A VHRR Land data), la base de données à pleine résolution spatiale
et temporelle HRPT {High-Resolution Picture Transmission) centrée sur le site d'étude de
BOREAS (BOReal Ecosystem-Atmosphere Study) ainsi que les chaînes de prétraitements
spécifiques à chacune de ces bases de données.
11.1 Le satellite NOAA-AVHRR
11.1.1 Description et généralités
La série de satellites NOAA a été lancée dans le cadre du programme américain POES
{Polar Orbiting Environmental Satellite) débuté en 1960 avec le lancement du premier
satellite TIROS-l. Aujourd'hui, la nouvelle génération de satellites TIROS, renommés NOAA
après lancement, offrent ime couverture globale et quotidienne, et emportent avec eux le
capteur AVHRR offrant des mesures sur 5 canaux multispectraux. Deux séries de satellites
NOAA ont été lancées conjointement, la première est constituée des satellites NOAA-6, 8, 10
et 12 à orbites descendantes car ils survolent la face de la Terre exposée aux rayons solaires
avec xme trajectoire nord-sud et croisent l'équateur dans leur nœud descendant à 7h30 heure
locale ; on appelle également cette série de NOAA les satellites du matin. Les satellites
NOAA-7, 9, 11 et 14, quant à eux, survolent l'équateur en orbite ascendante originellement à
14h20 pour NOAA-7 et 9 et à 13h40 pour NOAA-11 et 14 ; ce sont les satellites du soir. Le
tableau II. 1 résume les heures de passage des satellites NOAA.
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Satellite
Date de
lancement
Nœud ascendant Nœud descendant Période de ser\'ice
NOAA-7 23/06/81 14h30 2h30 24/08/81 - 07/06/86
NOAA-9 12/12/84 14h20 2h20
25/02/85-07/11/88
NOAA-11 24/09/88 13h40 lh40
08/11/88- 13/09/94
NOAA-12 14/05/91 19h30 7h30 14/05/91 - Présent
NOAA-14 30/12/94 13h40 lh40 30/12/94 -15/08/02
Centers, 2001)
Ce projet, basé sur l'extraction de paramètres physiques et biophysiques de surface, n'utilise
que les mesures relevées par les satellites du soir, passant en début d après-midi au-dessus de
l'équateur (Nœud) et vers IShOO heure locale au-dessus du Canada. D'une part, ceci vise à
maximiser l'éclairement en favorisant une incidence solaire normale et, d autre part, il est
essentiel d'observer la végétation dans son état d'activité biologique. En conclusion, seules les
mesures relevées par les satellites 7, 9, 11 et 14 de la série NOAA sont exploitées dans cette
thèse de doctorat.
Le principal attrait dans l'utilisation des observations NOAA est l'extension temporelle et la
disponibilité des données. Effectivement, l'institut de recherche américain NASA
conjointement avec la NOAA, maîtres d'œuvre du programme d'observation POES, mettent à
disposition gratuitement pour des fins de recherche une série de produits issus des acquisitions
NOAA-AVHRR, rendant ces produits très attractifs. De plus, l'extension temporelle de ce
programme d'observation de la Terre atteignant maintenant plus de 20 années, en fait 1 une
des plus longues archives satellitaires existantes.
En outre la gamme de bandes spectrales d'AVHRR est adéquate à l'extraction du NDVI et de
la température de surface ; ces deux paramètres sont prisés pour l'étude et le suivi de la
végétation active.
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11.1.2 Caractéristiques spectrales d'AVHRR
Bandes visible et proche infrarouge
Les deux premiers canaux d'AVHRR, rouge (0.58 pm - 0.68 pm) et proche infrarouge
(0.725 pm - 1.0 pm), mesurent la luminance solaire réfléchie par le système Terre-atmosphère.
Ils sont fortement tributaires de l'éclairement solaire et donc de l'angle zénithal solaire, mais ils
dépendent aussi de l'épaisseur d'atmosphère traversée par le signal et de la géométrie
d'acquisition. L'atmosphère elle-même influence considérablement les mesures de la surface
effectuées dans ces canaux, et cela de deux manières :
•  Par addition d'un rayormement atmosphérique dû à la diffusion par les aérosols
(diffusion de Mie) et par les molécules (diffusion Rayleigh).
•  Par atténuation du rayonnement réfléchi par la surface en raison de la diffusion et
l'absorption des différents gaz (O2, O3, H2O, CO2, CH4 et N2O) et des aérosols.
Il convient donc avant d'exploiter les valeurs de luminances mesurées dans ces canaux
visibles d'effectuer, dans la mesure du possible, une correction atmosphérique afin de
normaliser les valeurs de réflectances.
Canal infrarouge médian
Le canal 3 d'AVHRR mesurant la luminance parvenant au satellite dans l'infrarouge médian
(3.55 pm - 3.93 pm) est délicat et ambiguë à utiliser. En effet, il y a deux contributions au
signal dans l'infrarouge médian, l'une provenant de la réflectance du rayonnement solaire sur
le système Terre-atmosphère et l'autre provenant de l'émission de ce système du fait de sa
température (Goïta et Royer, 1997a). Des applications utilisant ce canal existent mais font
généralement appel à l'utilisation d'images acquises la nuit ou à des couples jour / nuit afin de
dissocier les différentes contributions au signal. À cause de cette complexité, ce canal n'est
pas utilisé dans cette étude.
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Canaux thermiques
Les canaux 4 et 5 d'AVHRR (10.3 ^im - 11.3 ^im et 11.5 ^im - 12.5 ^im) mesurent le
rayonnement émis par le système Terre-atmosphère du fait de sa température. L'infrarouge
thermique mesure la température radiométrique directionnelle (Norman et Becker, 1995) qui
apparaît comme étant le moyen le plus sûr de retrouver les flux de surface car il existe une
relation statistique directe entre la température et le flux de chaleur sensible (Seguin et al,
1998). Les canaux thermiques mesurent la température de brillance du système Terre-
atmosphère. Cette température de brillance ou température radiométrique correspond à la
température d'un corps noir qui, mis à la place du corps visé, fournirait les mêmes mesures
d'énergie. Si l'on ne considère pas les effets de l'atmosphère, l'équation qui lie la température
de surface Ts à la température de brillance Tj mesurée dans l'infrarouge thermique peut être
bien approximée par l'équation suivante (Gastellu-Etchegorry ; Norman et Becker, 1995 ;
Norman et al, 1995) :
Tj4J'"'-Ts (n.i)
Pour chaque bande spectrale j, l'émissivité de surface sj, n'est pas constante mais varie avec le
type de surface ou avec la quantité d'eau présente dans le sol. Pour chaque bande spectrale
encore, le coefficient nj est obtenu par régression sur la fonction de Planck intégrée sur la
bande passante du filtre spectral et varie entre 4 et 5 dépendamment de la bande et de la
température (Norman et al, 1995 ; Goïta et Royer, 1997a) (tableau 11.2).
Canal AVHRR 1 250 K<T<285 K 285 K<T<320 K
4 5.04 4.44
5 4.59 4.05
Tableau 11.2 - Coefficient aj pour les bandes 4 et 5 d'AVHRR et fonction de la température
(Goïta et Royer, 1997a)
Enfin, pour des mesures satellitaires, l'atmosphère, et en particulier la vapeur d'eau, absorbe
une partie du rayonnement infrarouge thermique émis par le sol et contribue également au
rayonnement en fonction de sa température et de son émissivité. Les canaux thermiques sont
sensibles à l'atmosphère. Cependant, en combinant les canaux 4 et 5 d'AVHRR et en
supposant une émissivité fixe correspondant à l'émissivité moyenne de la végétation mesurée
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respectivement dans chacun des canaux, il devient possible de limiter l'effet de l'atmosphère
en estimant l'impact de la vapeur d'eau et de retrouver ainsi la température de surface Ts. Cette
méthode standard de correction atmosphérique appelée split window (Beeker et Li, 1990) est
calibrée à partir d'études de simulations faites à l'aide de modèles de transfert radiatif tel
MODTRAN (MODerate resolution TRANsmittance, Berk et ai, 1989).
11.1.3 Continuité temporelle
Plusieurs satellites de la série NOAA se sont relayés pour offrir une continuité temporelle
adéquate à un suivi régulier des paramètres de surface. Entre 1981 et aujourd'hui,
successivement les satellites NOAA-7, 9, 11 et 14 ont offert une continuité temporelle
relativement constante. Il reste cependant à déplorer un trou d'observation entre le
13 septembre 1994, lors de la perte imprévue de NOA A-11 et le 30 décembre 1994 lors de
mise en service de NOAA-14. Aucun moyen efficace n'existe pour combler ce manque de
données durant l'automne 1994. Kidwell (Kidwell, 1997 ; 1995) explique la possibilité de
remplacer cette absence de données par les mesures dérivées successivement des satellites
NOAA-12 et NOAA-9. Cette méthode reste cependant très palliative et Kidwell explique très
bien qu'il demeure très délicat d'exploiter cette période et même le déconseille.
11.1.4 Caractéristiques orbitales et dérive instrumentale
Le satellite NOAA est un satellite héliosynehrone, donc, au phénomène de dérive près, son
heure locale de passage ne dépend que de la latitude. Son angle d'inclinaison est de 98.7°, la
fauchée du radiomètre AVHRR étant de 110.8° donnant un champ d'observation de 2700 km,
la couverture du globe journalière est presque totale à l'exception de deux zones circulaires
centrées sur les pôles d'environ 500 km de diamètre.
Originellement l'heure de passage à l'équateur se situe vers 14h20 pour NOAA-7 et 9 et 13h40
heure locale pour NOAA-11 et 14 (fig. II. 1), ce qui correspond à une heure approximative de
survol du Canada de 14h00. Cependant, le satellite dérive continuellement durant son
existence, du fait du frottement sur les couches externes de l'atmosphère, il passe de plus en
plus tardivement. On remarque une dérive de l'heure locale de survol d'environ 1 à 2 heures
30
durant les 3 à 5 années de fonctionnement des satellites de la série NOAA ce qui interfère sur
l'estimation du changement sur le long terme des paramètres de surface (Price, 1991 ;
Boulet et al, 2001). En outre, les effets liés à cette dérive seraient plus flagrants sur le sol nu
que sur la végétation en particulier sur les mesures de température du sol EST
(Prince et Xue, 2001).
Cette dérive est particulièrement contraignante car elle modifie d'une part l'incidence solaire
au cours du temps et contrarie ainsi les mesures dans le spectre visible en modifiant l'angle
d'incidence et les effets de BRDF, mais agit aussi sur les mesures de température de surface.
Des efforts concernant la calibration des mesures essayent de minimiser cette dérive, il reste
que les raccords entre les différents satellites successifs sont toujours problématiques.
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Figure II. 1 - Angle zénithal solaire et heure solaire locale associée au moment du survol de
NOAA mesurés à 54°N sur le centre Canada
Toute méthode classique de surveillance sur une longue échelle de temps des paramètres de
surface issus des mesures satellitaires se trouve altérée par le phénomène de dérive. Par
exemple, l'anomalie, ou écart à la moyenne saisonnière, quel que soit le paramètre observé
(NDVI ou Ts), comportera une contribution due à la dérive du satellite. Ou encore, la tendance
temporelle de ce même paramètre, sera également grandement affectée. Ce phénomène
impose, soit de vérifier la pertinence de l'étude de la variation d'un paramètre de surface face à
la dérive instrumentale en le comparant, par exemple, à des mesures issues d'observations
31
indépendantes (météorologie, autres observations satellitaires, etc. ), soit de mettre en place de
nouveaux indicateurs robustes à cette dérive et donc susceptibles d'observer le climat sur une
longue échelle de temps.
Le phénomène de dérive avec l'imprécision de l'étalonnage des capteurs est la principale
limite et contrainte dans l'élaboration des indicateurs des variations climatiques développés
dans cette étude. Les techniques classiques s'appuyant sur les valeurs absolues des paramètres
de surfaces acquis par télédétection sont sujettes à des erreurs provenant de ces phénomènes.
11.1.5 Limites intrinsèques
Une deuxième limite provient de la méthode de suppression des nuages par synthèse
temporelle par maximum de NDVI, appelée aussi compositing MaN, employée pour la
conception des synthèses temporelles. Pour que cette méthode s'appuyant sur le NDVl soit
efficace, il est nécessaire, d'une part, que le site visé soit de la végétation active, d'autre part
qu'il existe un éclairement solaire suffisant. Les mesures effectuées sur la neige en hiver, ou
sur les limites nord, faibles en végétation, sont donc beaucoup plus assujetties à la présence de
nuages résiduels (fig. 11.2). Et encore, l'image composite peut contenir des nuages résiduels si
aucun pixel clair n'a été trouvé sur la période du compositing (Cihlar, 1996). Sur la figure 11.2,
le composé fausses couleurs utilise les réflectances rouge pi, proche-infrarouge p2 ainsi que le
NDVI pour afficher les images. L'image composite prise en hivers (fig. 11.2 en bas) fait
apparaître très nettement les bandes de fauchée du capteur, parallèles à la trajectoire du
satellite.
La pollution nuageuse résiduelle impose la mise en place de méthodes de filtrage temporel du
signal. Ces méthodes sont généralement basées sur la détection et la suppression des variations
brusques et ponctuelles du signal de NDVI ou bien de la température de surface Ts. La
deuxième fonction du filtrage temporel est de limiter le nombre d'erreurs provenant
d'anomalies radiométriques ou d'anomalies sur la mesure. La section sur les traitements de
base de ce même chapitre décrit d'une manière plus approfondie les techniques de filtrage
employées dans les chaînes de prétraitements spécifiques à chacune des bases de données
satellitaires.
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Figure II.2 - Comparaison de deux images eomposites MaN hebdomadaires acquises
respectivement l'été 1994 (en haut) et l'hiver 1994-95 (en bas) sur le Canada
(Composé fausses couleurs : R=p2 , V=NDV1, B=pi)
Dans l'utilisation des bases de données composites il existe une autre contrainte : il n'est
généralement pas donné de savoir quel jour de la période de temps du composite (semaine et
décade) a été finalement retenu comme étant le jour le plus clair (le moins nuageux et
présentant le maximum de NDVl). Cette contrainte est surtout problématique dans
l'exploitation des mesures de température de surface. En effet, le jour sélectionné par la
méthode de compositing est celui présentant le maximum de NDVl, il est considéré
indirectement comme le plus clair. Cependant, la valeur de température de surface associée
n'est pas forcement représentative des valeurs de température sur la période de temps du
composite étant donnée la variabilité temporelle forte et rapide de ce paramètre. La
température sélectionnée correspond plutôt à des conditions anticycloniques et sans nuages.
Par contre, il convient d'affirmer que le NDVl, reflétant l'activité chlorophyllienne de la
végétation, ne varie que d'une manière continue sur des périodes de temps égales à la saison ;
dans cette hypothèse, la valeur finalement retenue s'approche de la valeur moyenne du NDVl
sur la période de temps du composite.
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11.2 Prétraitements appliqués aux bases de données satellitaires
Cette section explique d'une manière théorique les techniques de traitements employées pour
la préparation des bases de données satellitaires issues d'acquisitions NOAA-AVHRR. Ces
techniques sont reprises d'une manière pratique et expérimentale dans les sections relatives à
chacune de ces bases de données.
11.2.1 Calibration
La calibration des canaux visibles et thermiques d'AVHRR tend à pallier les problèmes de
dérive liés au vieillissement des instruments. Plusieurs méthodes de calcul des coefficients de
calibration existent telle la visée de corps terrestres de réflectance connue et stable comme le
désert pour les canaux visibles et l'utilisation de corps noirs embarqués pour les canaux
thermiques (Rao, 1993). Les deux canaux thermiques d'AVHRR possèdent un système de
calibration embarqué qui leur confère une bonne stabilité temporelle (Gutman et al, 1996).
Toutefois, si l'opération de calibration supprime, idéalement, les variations de la mesure dues
au vieillissement des appareils, elle ne permet pas de remédier à la prise de retard de la plate
forme. Il doit rester évident que l'observation du sol est influencée par cette prise de retard.
11.2.2 Le NDVI et l'albédo de surface
Le NDVI est la différence normalisée des réflectances mesurées dans les canaux proche
infrarouge et rouge d'AVHRR :
NDVI=^^ (11.2)
p2-|-pl
Où Pi est la réflectance mesurée dans le canal rouge d'AVHRR et p2 celle dans le proche
infrarouge.
Le NDVI est très largement utilisé dans les études globales de monitoring de la végétation
(Duchemin et al, 1999a; Myneni et al, 1998 par exemple). Sa formulation compense
partiellement des changements des conditions d'illumination, de pente et d'orientation de la
surface visée. L'eau, les nuages et la neige présentant des réflectances assez similaire dans les
bandes rouge et proche infrarouge, le NDVI de ces surfaces est proche de zéro ou négatif. Les
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rochers et le sol nu ont des réflectances similaires dans ces deux bandes, le NDVI associé est
alors proche de zéro. On mesure sur les zones de végétation un NDVI variant entre 0.3 et 0.9,
les valeurs les plus élevées sont associées aux zones de forte densité et de forte activité
photosynthétique de la canopée. Les effets atmosphériques telles la diffusion de Mie causée
par la poussière et les aérosols, la diffusion Rayleigh par les molécules de gaz de
l'atmosphère, et la contamination des pixels par les nuages augmentent la réflectance dans le
canal rouge et réduisent celle mesurée dans le canal proche infrarouge. La conséquence
combinée de ces effets est de réduire la valeur du NDVI mesurée (Kidwell, 1997).
II est possible de trouver une approximation de l'albédo de surfaee^ à partir des réflectances de
surface mesurées à partir des canaux visibles d'AVHRR. Il se traduit par une combinaison
linéaire de ces deux réflectances :
a = a.p, + p.p2 + ô (IL3)
Où les coefficients a, P et ô sont trouvés de manière empirique par visée de sites d'albédo
coimu. Saunders (1990) propose les valeurs suivantes ; a=0.36, P=0.73 et ô=-0.007
II est à retenir que cet albédo de surface n'est qu'une approximation obtenue à partir de
mesures effectuées sur seulement deux longueurs d'onde qui ne couvrent pas entièrement le
spectre solaire, ce qui limite sa validité et le rend imprécis. D'autre part, l'albédo ainsi calculé,
à partir de réflectances directionnelles subissant les effets de BRDF {Bidirectional Réflectance
Distribution Functiens), peut différer largement de l'albédo climatologique calculé à partir de
la réflectance hémisphérique pour l'ensemble du spectre solaire (pratiquement 0.3 à 3.0 pm)
(Guyot, 1999). Enfin, cet albédo subit de manière significative la dérive des instruments. En
résumé, AVHRR ne constitue pas le capteur adéquat pour mesurer l'albédo de surface.
La difficulté dans l'estimation des ees deux paramètres, NDVI et albédo de surface, réside en
la précision des mesures sur les canaux 1 et 2 d'AVHRR. En effet, ces deux canaux
appartenant au spectre solaire sont tributaires de l'éclairement et de la géométrie d'acquisition
en particulier l'angle d'incidence solaire. Kaufmaim (Kaufmann et al., 2000) démontre une
^ L'albédo de surface est le rapport du rayonnement réfléchi par une surface au rayonnement solaire incident, il
peut s'exprimer en pourcentage.
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relation forte liant les réflectances mesurées et donc les indices de végétation et l'angle solaire
quelles que soient la longueur d'onde et la région géographique. De plus l'atténuation
atmosphérique ainsi que les effets de diffusion (Rayleigh et de Mie) et ceux de BRDF sont très
marqués dans ces gammes de fréquences. Par exemple, Di et Hastings (1995) démontrent une
augmentation de la valeur du NDVl en corroboration avec l'âge du satellite. En effet,
l'atmosphère diffuse plus les courtes longueurs d'ondes. En outre du fait de sa dérive, l'angle
zénithal solaire 0s augmente avec l'âge du satellite, augmentant du même coup la quantité
d'atmosphère traversée par le rayormement incident. L'illumination est alors
proportiormellement plus forte dans le proche infrarouge que dans le rouge, et la conséquence
est une augmentation de la valeur de NDVI apparente.
Il convient donc d'apporter beaucoup de précaution dans la calibration mais aussi d'effectuer,
dans la mesure du possible, une correction des effets atmosphériques en utilisant les codes de
transfert radiatif.
11.2.3 Corrections atmosphériques
Le concept de correction atmosphérique réside dans le calcul d'une estimation de la diffusion
et de l'atténuation de l'atmosphère à l'aide d'un modèle de transfert radiatif tel 6S {Second
Simulation of the Satellite Signal in the Solar Spectrum, Vermote et ai, 1997) ou Cam5S
{Canadian Advanced Modifîed Simulation of the Satellite Signal in the Solar Spectrum,
O'Neill et al, 1996). Ce genre de modèle s'appuie sur les paramètres d'acquisition (angles
solaires, angles de visée du capteur, bande et largueur de bande spectrale) et sur l'incorporation
de profils atmosphériques plus ou moins standards en fonction des valeurs de concentration en
gaz et en aérosol dont l'on dispose au moment de la mesure afin d'établir les fonctions de
transfert atmosphérique. Ces modèles permettent de calculer les valeurs de transmission,
d'absorption et de diffusion de l'atmosphère soit d'une manière totale ou séparée des
différents gaz. Ces propriétés optiques de l'atmosphère connues, il est possible de séparer les
différentes contributions au signal de luminance perçue par le satellite et d'en isoler la
contribution seule provenant de la réflectance du sol dans la longueur d'onde considérée. La
réflectance est alors notée px.
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Cette opération préliminaire de correction atmosphérique permet de retrouver la réflectance de
surface normalement épurée des effets atmosphériques et normalisée suivant la géométrie
d'acquisition, l'angle solaire et la constitution de l'atmosphère. Une fonction de la correction
atmosphérique est donc aussi de pallier à la dérive satellitaire en normalisant les réflectances
mesurées dans le spectre solaire quelle que soit l'incidence d'éclairement variant avec l'heure
de passage du satellite.
D'autres phénomènes atmosphériques extraordinaires et ponctuels telle l'éruption volcanique
de El Chichon en 1982 ou celle du Pinatubo en 1991 affectent également les caractéristiques
de l'atmosphère en injectant une quantité significative de suies et d'aérosols (Molineaux et al,
1998 ; Gutman et al, 1996) dont les effets sont perceptibles sur plusieurs mois.
11.2.4 Température de surface et spUt window
Les deux canaux thermiques d'AVHRR combinés permettent de retrouver la température de
surface du site visé. Cette température, obtenue à partir de la luminance émise par le corps
visé, calibrée pour une émissivité moyenne de la végétation, reflète la température des
premiers millimètres du dessus de la surface. Ce sera la température du sommet de la canopée
dans le cas d'un couvert forestier dense, ce sera la température du sol dans le cas d'un milieu
désertique.
La méthode dite du split window (Goïta et Royer, 1997a ; Becker et Li, 1990 ;
Traoré et al, 1997), basée sur l'absorption différentielle par la vapeur d'eau atmosphérique
dans deux bandes thermiques adjacentes, permet de supprimer les effets de la vapeur d'eau
mais nécessite un a priori sur les émissivités dans ces bandes :
Ts=1.274+aT''+T5 ibJ^ (II.4)
Où la température de surface Ts ainsi que les températures radiatives T4 et T5 sont exprimées
en Kelvin.
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Selon Becker et Li (1990), il existe une relation liant les paramètres A et B aux émissivités de
la surface visée ;
A=l+0.15616^=^-0.482^^ (0.5)
s  8^
<■«)B=6.26+3.98l=ï+38.33^^S
£=£4^ (117)
Où 84 et 85 représentent respectivement les émissivités dans les bandes 4 et 5 d'AVHRR. Une
précédente étude effectuée par Goïta et Royer (1997a) permet de fixer ces valeurs pour
l'émissivité moyenne de la végétation en été sur le Québec : 84=0.97 et 85=0.98
Du point de vue terminologique, la température Ts ainsi calculée à partir des canaux
infrarouges thermiques est une température de surface radiative et directionnelle. Elle est le
résultat du bilan du flux radiatif (Norman et al, 1995) mesuré dans le champ de visé du
capteur. Elle s'approche, aux caractéristiques d'émissivité de la surface près, de la température
cinétique de la surface ou moyenne pondérée (agrégation) des températures
thermodynamiques ou températures absolues de tous les éléments compris sur cette surface
(Norman et al, 1995 ; Goïta et Royer, 1997a). Sur un sol où la végétation domine, Ts
s'apparente plutôt à la température de la canopée, qui est la températme aérodynamique
fonction de la température de l'air, mais aussi de la hauteur du couvert végétal et de sa
rugosité aérodynamique (Norman et Becker, 1995).
11.2.5 Filtres temporels
Il est également nécessaire de mettre en place un système d'épuration des nuages résiduels à
l'opération de compositing. La présence d'un nuage occupant totalement ou bien partiellement
un pixel a pour effet de diminuer la valeur de NDVl comme la température de surface. En
outre, le signal temporel peut comporter des erreurs provenant soit de la mesure, soit du
prétraitement. Il convient d'éliminer les mesures qui s'éloignent trop de l'enveloppe du signal.
Pour cette étude, plusieurs filtres ont été développés et appliqués sur les séries temporelles afin
d'en éliminer le bruit parasite. Ces filtres se basent principalement sur le comportement des
séries temporelles de NDVI et de Ts. Puisque l'étude se préoccupe essentiellement des
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variations sur le long terme des valeurs de NDVl et de Ts, ees filtres se veulent plutôt hyper-
sélectifs. Ils sont au nombre de trois, et leurs paramètres, obtenus d'une manière empirique,
dépendent des caractéristiques de la base de données à laquelle ils s'appliquent
(échantillonnage temporel, résolution spatiale, qualité initiale).
Le premier filtre est un filtre passe-bas qui s'applique indépendamment sur les séries de NDVI
et de Ts. Ce filtre supprime tous les points qui s'écartent trop de la moyenne calculée sur une
fenêtre glissante. Le seuil de dépassement est fonction de l'écart type des valeurs mesurées sur
cette même fenêtre.
Le deuxième filtre est l'adaptation directe du filtre BISE {Best Index Slope Extraction) de
Viovy et al. (1992). Le filtre BISE, au départ conçu pour la base de données composite
hebdomadaire GVI, interdit toute chute prononcée des valeurs de NDVI, synonyme de la
présence de nuages résiduels, et supprime l'ensemble des mesures consécutives à cette chute
jusqu'à la plus grande valeur de NDVI rencontrée sur une période de temps paramétrable.
Pour GVI, Voivy préconise un seuil de chute de 20% des valeurs de NDVI et une période
d'interception de la meilleure valeur de NDVI de 5 semaines postérieures à la chute. Ce filtre
supprime d'une manière conjointe les valeurs de Ts associées.
Le dernier filtre se base sur le même concept que le filtre BISE mais adopte un seuil conjoint
sur les valeurs de Ts. Ce filtre rebaptisé BISE modifié, fonctionne suivant un schéma de
détection de chute simultanée de NDVI et de Ts, double critère révélant la présence de nuages
résiduels. L'avantage de ce double critère est de pouvoir raffiner les paramètres de seuillage et
donc d'optimiser la détection d'un nuage. Les valeurs de NDVI et de Ts consécutives à cette
chute sont alors écartées jusqu'à la plus grande valeur de NDVI repérée sur une fenêtre de
temps postérieure à la chute. Les paramètres tels les valeurs de seuil sur le NDVI et sur Ts,
exprimées en pourcentage, ainsi que la taille de la fenêtre sont adaptés pour chaque base de
données d'une manière empirique par visualisation des profils temporels de NDVI et de Ts.
Les valeurs éliminées par cette série de filtres, créant des trous de données, sont alors
remplacées par une opération d'interpolation temporelle linéaire du NDVI et de Ts entre les
valeurs précédant et succédant le trou.
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11.3 Base de données GVI
La base de données GVI {Global Végétation Index) est hebdomadaire composite MaN. Elle est
constituée des 2 canaux visibles en réflectance apparente non calibrée et des 2 canaux
thermiques de température de brillance ainsi que des angles de visées et solaire zénithaux. La
couverture de cette base de données est globale en projection plate carrée, la résolution est
d'environ 16x16 km. Les données, stockées sur CD-ROM, sont disponibles entre les dates du
1®'janvier 1985 et du 31 décembre 1997, soit 13 années complètes.
11.3.1 Présentation de la base de données
Les satellites, n'ayant pas une durée de vie très longue, se sont succédés pour assurer une
continuité. Ils sont principalement au nombre de trois dans l'élaboration des 13 ans de données
GVI, NOAA-9, NOAA-11, NOAA-14 avec une brève utilisation de NOAA-12.
Satellite Date de lancement Période d'activité Données GVI
NOAA-9 12/12/84 25/02/85-07/11/88 09/04/85-07/11/88
NOAA-11 24/09/88 08/11/88- 13/09/94 08/11/88 - 12/09/94
NOAA-12 14/05/91 14/05/91 - présent 13/09/94 - 19/10/94
NOAA-9 12/12/84 réactivé 20/10/94-29/12/94
NOAA-14 30/12/94 30/12/94 - 15/08/02 30/12/94-31/12/97
Tableau 11.3 - Dates d'activité et succession des satellites NOAA dans la base de données GVI
(Kidwell, 1994)
L'année 1994, en particulier l'automne, n'est pas très fiable étant donné les changements
fréquents de satellite. À la suite de la perte inopinée de NOAA-11, NOAA-12, satellite du
matin a continué la prise de données. NOAA-9 à été réactivé pour continuer la série,
cependant, lors de ses six ans d'inactivité, sa dérive a été énorme. Les créateurs de la base de
donnée GVI préconisent d'éviter l'année 1994 (Kidwell, 1997).
40
11.3.2 Calibration
Canaux visible et proche infrarouge
Les canaux doivent tout d'abord être calibrés. Les coefficients de calibration utilisés sont
donnés dans le manuel d'utilisateur de GVI, ils ont été calculés par Rao et Chen (1999 ; 1995).
La calibration pour les canaux visible et proche infrarouge dépend du satellite en activité, mais
aussi de l'année et du jour de l'année (jour Julien) :
NOAA-9
pi=0.105exp[166xl0'\day9-65)](4C8l-37) (II-8)
P2=0.1143exp[98xl0'^(day9-65)](4C82-39.6) (II.9)
day9=18+365(année-1985)+jour Julien (11.10)
NOAA-11
pi=0.106exp[33x 10'^day 11 ](4C81 -40) (IL 11 )
p2=0.1098exp[55xl0'^dayl 1](4C82-40) (n-12)
dayl l=98+365(année-1989)+jour Julien (11.13)
NOAA-14
p 1 =(0.0000232day 14+0.109)(4C81-41) (H. 14)
P2=(0.0000373day 14+0.129)(4C82-41 ) (II. 15)
dayl4=2+365(année-1995)+jour Julien (11.16)
Dans ces équations C8l et C82 correspondent aux comptes numériques brutes sur 8 bits
stockés sur les CD-ROM, pi et p2 sont les valeurs de réflectances calibrées. Pour NOAA-12,
ce sont les valeurs de calibration de pré-lancement qui seront utilisées :
NOAA-12
pi=0.1042x4C8l-4.4 (11.17)
P2=0.1014x4082-4.0 (n.l8)
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Il est nécessaire de se rappeler que les valeurs de réflectances pi et p2 issues de GVI, si elles
sont calibrées, elles ne sont cependant pas corrigées des effets atmosphériques mais seulement
normalisées par l'incidence solaire (Di et Hastings, 1995), par la fonction suivante :
(11-19)
Eoi-cos(0s)-d2
—1 -2
Où Eoi est l'éclairement solaire intégré sur la fonction filtre du canal i mesurée en W.st .m",
*  r -1 -2
L i est la luminance apparente mesurée au capteur dans le canal i et calibrée en W.st .m ,
0s est l'angle d'incidence solaire ou angle zénithal solaire et d la distance Terre-Soleil en unité
astronomique
Les valeurs de NDVI, calculées à partir des réflectances issues de la base de données GVI, ne
sont pas directement utilisées dans cette étude mais seulement dans la chaîne de prétraitement.
Canaux thermiques
Les canaux thermiques 4 et 5 doivent également subir une opération de calibration. Il convient
tout d'abord de traduire les comptes numériques originels GOES {Geostationary Operational
Environmental Satellite) sur 8 bits en valeurs de température de brillance exprimées en degrés
Kelvin (N = 4, 5) :
ChN=4I6-0.99C8N pourC8N>I77 (11.20)
ChN=330-0.5C8N pourC8N<I77 (n.21)
Vient ensuite une opération de calibration non linéaire, les coefficients sont donnés par
Weinreb et al. (1990) dans le tableau II.4. Ces coefficients rentrent dans les équations de
calibration suivantes :
T4=Ch4+Ao+Ai(Ch4-273)+A2(Ch4-273)^+A3(Ch4-273)^ (11.22)
T5=Ch5+Ao+Ai(Ch5-273)+A2(Ch5-273)VA3(Ch5-273)^ (11.23)
Puisque ces coefficients ne sont pas accessibles pour NOAA-12, on se contentera des valeurs
de température de brillance non calibrées (éq. 11.20 et 11.21).
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A„(K) Al A, (K ') A3 (K ')
NOAA Ch4 0.655 0.03 0.00072 0.00000162
9 ChS 0.32 0.018 -0.00003 0.0000062
NOAA Ch4 0.95 0.056 0.0007 0.0000437
11 ChS 0.37 0.019 0.00048 -0.0000217
NOAA Ch4 0.12072 -0.001987 0.0006908 -0.000002597
14 ChS -0.0034136 -0.0067764 0.0003075 -0.0000009349
Tableau 11.4 - Coefficients de calibration non linéaire des canaux thermiques d'AVHRR
(Weinreb et al, 1990)
11.3.3 Filtres temporels, épuration des nuages résiduels
Trois techniques sont appliquées consécutivement pour filtrer le signal (voir II.2.5 - Filtres
temporels) :
• Un filtre passe bas qui interdit tout dépassement supérieur à 2.5 fois l'écart type calculé
sur une fenêtre de 21 semaines du point médian à cette fenêtre par rapport à la moyenne
calculée sur cette fenêtre. 3 passes de ce filtre sont effectuées conjointement sur les deux séries
temporelles de NDVI et de Ts, cela pour renforcer le filtrage.
• Un filtre nommé BISE, basé sur la méthode BISE (Viovy et al, 1992). Ce filtre
interdit toute chute prononcée du NDVI (supérieure à 20%). Si une telle chute est observée,
alors seul le point maximal sur la période est retenu. Ce filtre est pertinent car le NDVI d'un
nuage ou d'un pixel mixte, est plus faible que le NDVI d'un pixel pur. Ce filtre est bien
entendu moins efficace sur un couvert de neige, car le NDVI de la neige est faible. Si un point
est décrété nuageux par cette technique, alors la valeur de NDVI, comme celle de Ts, est
supprimée dans les séries temporelles.
• Un filtre nommé BISE modifié. Sa conception est largement inspirée de la méthode
BISE, cependant, puisque la température du nuage est également plus faible que la
température du sol, un filtre interdisant toute chute simultanée de Ts et du NDVI suivant la
même conception que le filtre BISE, mais avec des critères beaucoup plus sévères (2% pour
Ts et 7% pour NDVI), permet d'éliminer les nuages résiduels avec une bonne efficacité.
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11.4 Base de données PAL
La base de données PAL est composite MaN sur une période décadaire. La couverture de cette
base de donnée, accessible par Internet (http://daac.gsfc.nasa.gov), est globale en projection
Lambert-Conique, la résolution est d'environ 8x8 km. L'extension temporelle est de 18 années
complètes entre l'automne 1981 jusqu'à l'été 2000.
Les réflectances mesurées respectivement dans les canaux 1 et 2 d'AVHRR ont préalablement
été corrigées de la diffusion Rayleigh suivant les codes de transfert radiatif standards. Ces
canaux ont subi une correction de l'absorption de l'ozone, la teneur en ozone étant dérivée du
capteur Total Ozone Mapping Spectrometer sur Nimbus-7. Par contre, aucune correction des
effets atmosphériques dus à la vapeur d'eau et aux aérosols n'a été appliquée.
Il est à noter, pour cette base de données, que les acquisitions sont prises en compte
uniquement pour les angles zénithaux solaires inférieurs à 80°, afin que l'éclairement soit
suffisant pour que le compositing MaN fonctionne efficacement. Ceci signifie que les données
en hiver et dans le nord sont systématiquement absentes. Cela limite d'une part l'étude aux
mesures prises en été, de toute manière plus fiables, mais aussi contraint la continuité
temporelle.
3*'
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1-10 janvier 19951-10 juillet 1994
Figure II.3 - Exemples d'acquisitions AVHRR composites, base de données PAL, décades du
1®' au 10 juillet 1994 et du 1®*^ au 10 janvier 1995 (Composé fausses couleurs : R=p2,
V=NDVI, B=p,)
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11.4.1 Ré-échantillonnage temporel
Il est également important de rétablir la continuité temporelle de la base de données PAL.
Originellement la base de données utilise le mois de l'année comme repère temporel décrivant
les trois décades à partir des 10 premiers jours de chaque mois, puis des 10 jours suivant et
enfin des derniers jours composant le mois. C'est donc que la distance en terme de temps qui
sépare deux échantillons n'est pas fixe mais varie entre 8, 9, 10 ou 11 jours. Pour chaque
bande spectrale prise indépendamment (pi, p2, T4 et T5), une interpolation pondérée par
l'inverse de la distance en terme de temps séparant la référence décadaire et deux dates de la
base de données initiale permet de revenir à un échantillonnage constant décadaire (fig. 11.4).
1 Jan 82 lljan82 21 jan 82 1 fev 82 11 fev 82 21 fev 82 1 mars 82
1  f
1  L
J
temps
Décade d Décade d+1 Décade d+2
T
Décade d+3 Décade d+4 Décade d+5 Décade d+6
^ Référence temporelle réadaptée
Référence temporelle initiale
Figure 11.4 - Schéma de ré-échantillonnage temporel de la base de donnée PAL
11.4.2 Filtres temporels
La même série de filtres décrite précédemment (voir 11.2.5 - Filtres temporels) a été adaptée à
la base de données PAL. Les paramètres, ajustés d'une manière empirique, sont propres à cette
base de données :
• Le filtre passe bas interdit tout écart des valeurs de NDVl et de Ts supérieur à 2 fois
l'écart type par rapport à la moyenne mesurée sur une fenêtre glissante de 11 décades.
• Le filtre BISE détecte toutes les variations brusques du NDVl supérieures à 20% et
supprime l'ensemble des mesures de NDVl et de Ts consécutives à cette chute jusqu'à la plus
grande valeur du NDVl repérée sur une période de 5 décades suivant la chute.
• Le filtre BISE modifié détecte toutes chutes simultanées supérieures à 10% des valeurs
de NDVl et à 3% des valeurs de Ts mesurées en Kelvin, et supprime l'ensemble des points
jusqu'à la plus grande valeur de NDVl retrouvée sur une période de 5 décades succédant la
chute.
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11.4.3 Exemples de profils temporels de NDVI et de Ts issus de PAL
Les figures ILS et II.6 présentent un exemple de profil temporel du NDVl et de la température
de surface Ts pour un point choisi dans la taïga du bouclier. L'amplitude annuelle est très
visible aussi bien pour le NDVl comme pour Ts.
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Figure 11.5 - Profil temporel du NDVl pour un point situé en forêt de conifères de faible
densité dans la taïga des plaines (61°09'N, 121°36'0)
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Figure 11.6 - Profil temporel de la température de surface (Ts) pour un point situé en forêt de
conifères de faible densité dans la taïga des plaines (61°09'N, 121°36'0)
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On remarque également, sur ces deux profils, les trous de données durant les hivers causés par
le seuil sur l'incidence solaire à 80°. Les erreurs, provenant de défauts d'acquisition ou bien de
présence de nuages résiduels, causent des variations brusques et ponctuelles du signal et sont
éliminées grâce aux filtres temporels (figure II.7).
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Figure 11.7 - Exemple de profils temporels de NDVI et de Ts brutes et corrigés
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11.5 Base de données HRPT
Une base de données auxiliaire a également été utilisée. Il s'agit d'une base de données
quotidienne à 1x1 km de résolution en projection polaire stéréographique. La zone couvre le
Manitoba et la Saskatchewan, sur la zone expérimentation intensive BOREAS (Sellers et al,
1995), pour une période de 3 mois en été 1994 (24 mai au 14 août) soit 78 images stockées sur
CD-ROM. Cette base de donnée a été corrigée géométriquement et couvre une zone de
1000x1000 km. Un champ correspondant à la quantité de vapeur d'eau intégrée sur la colonne
mesurée, ainsi qu'un champ de température de l'air au niveau anémométrique, tous deux issus
d'analyses GEM (Global Environnemental Multiéchelle) d'Environnement Canada, sont
également disponibles à la même résolution. Ces deux champs sont très utiles, la vapeur d'eau
pour corriger les deux premiers canaux d'AVHRR des effets atmosphériques à l'aide du code
de transfert radiatif CamSS (O'Neill et al, 1996), la température pour la détection des nuages
par seuillage sur les canaux thermiques (Saunders et Kriebel, 1988).
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Figure 11.8 - Acquisition AVHRR HRPT sur le Manitoba et la Saskatchewan le 21 juin 1994
(Composé fausses couleurs : R=p3, V=p2, B=pi)
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D'autres champs, également issus de d'analyses GEM sont également disponibles provenant
d'archivages toutes les 6 heures, ils concernent la vitesse des vents horizontaux au niveau de
l'anémomètre et l'écart au point de rosée au niveau de l'écran. Ces champs sont utiles pour le
développement d'indicateurs d'activité de la végétation et pour l'étude de leur réaction face à
ces paramètres météorologiques.
Cette base de données quotidienne est intéressante car elle permet en outre d'étudier les
indicateurs développés dans ce projet pour une haute résolution spatiale et temporelle, mais
aussi pour analyser le comportement du compositing MaN.
11.5.1 Corrections des effets atmosphériques
L'opération de correction des effets atmosphériques se fait à l'aide du code de transfert radiatif
Cam5S. Ce modèle permet de calculer les profils atmosphériques de diffusion et d'atténuation
dans le spectre solaire connaissant les différentes caractéristiques de l'atmosphère telle la
concentration en vapeur d'eau et des conditions géométriques d'éclairement et d'observation.
L'entrée du modèle est élaborée suivant le guide d'utilisation (Cam5S v.1.1 Input Help, 1999)
et se défini ainsi :
• Option traçage désactivée, calcul de TAER55Z et haute résolution spectrale (10 cm"')
• Élévation du terrain : 0.5 km (moyenne dans les Prairies canadiennes), altitude du
capteur extra-atmosphérique : 813 km (altitude moyenne de NOAA)
• Géométrie d'acquisition : zénith solaire Os, zénith satellitaire 0v, différence des angles
azimutaux |(ps-(pvl
• Modèle d'atmosphère standard US62 avec spécification de la quantité intégrée de
vapeur d'eau Ch20 dérivée des analyses GEM et exprimée en g.cm"^, eoncentration en
ozone O3 fixée à 0.33 cm.atm
• Modèle d'aérosol continental, profondeur optique des aérosols à 550 nm fixée à 0.15
comme valeur moyenne sur la région (Bokoye, 2000)
• Spécification de la bande spectrale : successivement bande 1 et 2 d'AVHRR
• Sol homogène, négligence des effets directionnels et de BRDF
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En retour, le modèle CamSS fournit les caractéristiques optiques de l'atmosphère intégrées sur
les bandes spectrales suivantes :
• Transmittance gazeuse globale totale (montante+deseendante) : tgas
• Transmittance de la vapeur d'eau totale (montante+deseendante) : xwava
• Réflectance atmosphérique par diffusion Rayleigh : Pray
• Réflectance atmosphérique par les aérosols : Paer
• Transmittance par diffusion Rayleigh : TjoTi (descendante), ttotî (montante)
Ces valeurs sont alors injectées dans l'équation de correction atmosphérique
(Vermote et al, 1997) :
Xtot î "Xtot i 'Xwava
Dans cette équation, où apparaissent chacun des termes sus-cités, xwava(H20/2) correspond au
coefficient de transmission de la vapeur d'eau pour les mêmes caractéristiques de l'atmosphère
mais pour laquelle n'existerait que la moitié de concentration en vapeur d'eau. En effet,
Vermote et al (1997) suggèrent que la réflectance atmosphérique par les aérosols Paer,
provenant de la totalité de l'atmosphère, subit l'absorption que d'une fraction de l'atmosphère.
La principale contrainte dans l'utilisation du modèle CamSS est le temps de calcul. Une
simulation prenant environ 5 secondes sur une station UNIX multiprocesseurs RISC, la
correction d'une image ayant 2 bandes spectrales de 1000x1000 pixels prendrait 115 jours
(5 sec X 2 bandes x 1000 lignes x 1000 pixels), ce qui représente une durée inconcevable.
L'utilisation d'une look-up table dans laquelle sont stockés les résultats de simulations pour
une série de valeurs d'angles (angles zénithaux solaire et d'observation, différence d'angles
azimutaux) et de concentration en vapeur d'eau qui sont les seuls paramètres variant d'un pixel
à l'autre, permet de réduire considérablement le temps de calcul. Le pas de la look-up table ou
valeur d'incrémentation des paramètres d'entrée de CamSS est obtenu par optimisation entre le
temps de calcul requis et la précision sur les valeurs de sortie. Par l'analyse préliminaire de la
série d'images HRPT BOREAS il est possible d'obtenir les fourchettes de variation des
paramètres géométriques d'acquisition et de concentration en vapeur d'eau :
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O°<0v<7O°
35° <05 <70°
0° < I (ps"9v I — 180°
0 g.cm"^ < Ch20^ 6 g.cm"^
2 bandes AVHRR (canaux 1 & 2)
Le choix arbitraire d'un incrément de 5° sur chacun des angles, et de 0.1 g.cm^ sur la
concentration en vapeur d'eau, qui ramène le temps de calcul de la look-up table à environ
25 jours (5 secondes x 14 valeurs d'angle 0v x 7 valeurs d'angle 0s x 36 valeurs d'angle
I (ps-cpv I ^ 60 valeurs de Ch20 ^ 2 bandes), semble être un compromis réaliste.
II convient alors d'interpoler chacun des paramètres de sortie du modèle Cam5S suivant la
localisation exacte dans l'espace à 4 dimensions (0v, 0s, I (ps-9v I, Ch2o) du pixel à corriger
avec les valeurs ponctuelles de la look-up table. Pour ce faire, il est possible d'utiliser une
méthode basée sur la pondération des paramètres les plus proches en terme de distance (seules
les 2''=16 valeurs les plus proches interviennent) par une fonction exponentielle variant avec la
distance normalisée (éq. 11.26) dans cet espace à 4 dimensions (éq. 11.25) (Siqueira, 2000) :
p(0v,0s,|9s~9v[,Ch2o)^'
-DISTl^y,0g,j(PS 9v[^H2o)'
p,
-DIST'(fv>®S.|<Ps 'Pv[Cn2o) (11.25)
DISt(0v,0s,|(Ps~9v[,CH2o)^. Oy—OyA0y
2 /n
0
+
s~Qk
V  J
9s-q>vH<ft-(pv|\2
9s-q>v
Ch20-C'h?q ) (11.26)
.  ACh20 J
Où F corresponds à chacun des paramètres de sortie de Cam5S entrant dans l'équation de
correction atmosphérique (éq. 11.24). Dans l'équation 11.26, l'indice i réfère à l'ensemble des
valeurs stockées Pi dans la look-up table, tandis que A0s, A0s, A|(ps-9v| et ACh20
correspondent aux pas d'incrémentation de celles-ci suivant chacune des variables d'entrée.
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Figure II.9 - Comparaison entre une aequisition brute HRPT et sa version corrigée des effets
atmosphériques, image du 21 juin 1994 (Composé fausses couleurs : R=p3, V=p2, B=pi)
La comparaison entre une image brute et l'image corrigée correspondante, toutes deux
affichées avec la même fonction de rehaussement linéaire, permet de percevoir les effets de la
correction atmosphérique (fig. II.9). Sur l'image corrigée, le contraste a été amélioré car les
effets de la diffusion due aux molécules et aux aérosols ont partiellement été éliminés ; l'image
devient plus nette, la végétation semble plus contrastée. Par contre, les nuages et la fumée
provenant des feux de forêt sont toujours présents.
11.5.2 Détection des nuages et de l'ombre portée des nuages
Détection des nuages
L'un des désavantages dans l'utilisation d'une base de données quotidieime est la présence
d'une couverture nuageuse qu'il convient de détecter puis de supprimer afin de retrouver
uniquement les réflectances de surface. Pour ce faire, une méthode adaptée de Saunders et
Kriebel (1988), basée sur le seuillage du canal rouge d'AVHRR et des canaux thermiques est
employée et se résume par l'organigramme suivant (fig. 11.10) :
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Réflectance rouge : pi
Canaux thermiques (K) : T4 , T5
Temp. de
l'air issue
du GEM : Ta
20Ta
Oui
AlbPi seuil
Oui
diff
Oui
Nuages haute
ait. :
Cumulus
Nuages
blancs :
Stratus
Nuages
diffus :
Cirrus
Pixel
clair
Pixel
nuageux
Figure 11.10 - Chaîne de tests de détection des nuages pour les acquisitions AVHRR HRPT,
adaptée de Saunders et Kriebel (1988)
Les seuils utilisés dans cet organigramme sont inspirés de ceux proposés par Saunders et
Kreibel (1988) et repris par Derrien et al. (1993). Afin d'améliorer la sensibilité des tests, ces
seuils ont été réadaptés d'une manière empirique à la gamme d'images HRPT BOREAS en
observant ponctuellement sur les images la qualité de détection des nuages. Un facteur 0.5
multiplie les valeurs seuils initiales du test de Saunders et Kreibel, et un facteur 0.45 celles du
test de Derrien. Les nuages sont alors mieux détectés sur cette série spécifique d'images. Ici, la
détection des nuages se veut plutôt sur-sélective ou hyper sensible afin d'être certain de ne
récupérer aucun pixels nuageux.
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1/cos 0\
T4 1.0 1.25 1.50 1.75 2.0
260 K 0.28 0.30 0.33 0.45 0.55
270 K 0.29 0.32 0.41 0.52 0.57
280 K 0.65 0.81 0.94 1.07 1.15
290 K 1.53 1.86 1.98 2.14 2.37
300 K 2.89 3.46 3.50 3.71 4.22
310K 4.71 5.61 5.65 5.80 6.70
Tableau II.5 - Valeurs seuils Tdiff en Kelvin (K) variant en fonction de T4 et de l'angle zénithal
de vue 0v, adapté de Saunders et Kreibel (1988)
Âlb:
'Seuil 9% 9% 9% 12.4% 14.2% 15.8%
Tableau II.6 - Valeurs seuils Albseuii variant en fonction de l'angle zénithal solaire 0s, adapté
de Derrien et al (1993)
Afin d'approcher une meilleure précision, les valeurs seuils Tdiff et Albseuii sont obtenues
respectivement à partir des tableaux II.5 et II.6 par interpolation des valeurs suivant le ou les
paramètres d'entrée de ces tableaux.
Si cette méthode de détection des nuages est efficace pour la détection des pixels nuages purs,
les pixels mixtes peuvent passer au travers la série de tests. Pourtant, il reste très important,
pour une étude concernant la phénologie, de ne récupérer que des pixels clairs ou vides de tout
nuage. Une deuxième opération consistant à opérer une dilatation du masque de couverts
nuageux détecté à l'aide de la chaîne de tests, élimine tous les pixels mixtes se trouvant aux
abords des nuages. L'expérience, par inspection visuelle, prouve qu'une dilatation sur une
fenêtre de 5x5 donne d'assez bons résultats en terme de délimitation nette des frontières des
nuages.
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Ombres portée des nuages
Le dernier point concernant la pollution dû aux nuages concerne l'ombre portée.
Effectivement, la présence d'ombre crée im biais sur les mesures de réflectances dans le rouge
comme dans le proche infrarouge, il en résulte une sous estimation du NDVI ainsi que de
l'albédo de surface (Simpson et Stitt, 1998). Par contre les effets de l'ombre sur les canaux
thermiques sont beaucoup moins évidents du fait de la vélocité des nuages et de l'inertie
thermique du sol.
La solution proposée ici est inspirée d'une méthode utilisée par Fillol et al. (2001) pour la
conception d'une image composite SPOT-Végétation. Il existe un a priori sur la position de
l'ombre ; elle se trouve dans l'axe formé par le nuage et le soleil dont l'orientation est donnée
par l'azimut solaire (ps, dans l'hypothèse d'une Terre localement plate c'est-à-dire de rayon
infini dans la perspective de la projection polaire stéréographique utilisée. Cependant, si la
position du nuage est connue, son altitude reste indéterminée, on peut toutefois la supposer
varier entre le niveau du sol et 12 km, altitude maximale standard des clrrostratus.
A
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/  N
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hmax~^2 km h
Figure II. 11 - Schéma géométrique de projection sur le sol de l'ombre portée des nuages
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En résumé, pour chacun des pixels décrétés nuageux par le test de Saunder et Kriebel, il est
possible de créer son ombre portée qui se résume à un segment de droite projeté sur le sol,
partant de la position du pixel « nuage » et s'étendant dans la direction opposée au soleil
donnée par l'angle [l 80°- (ps I- La longueur de ce segment est égale à ;
d—(hmax —h min )tan(9s) (11.27)
Par cette méthode, à chacun des pixels décrété nuageux est assignée une ombre portée, ce qui
provoque une réitération : un pixel peut être décrété « ombre » plus d'une fois. De plus, la
quantité d'ombre est généralement surévaluée du fait de supposer l'altitude maximale de 12 km
des nuages. Cela peut cependant être défendable car d'une part, la limite des nuages, constituée
de pixels mixtes est très certainement sous-estimée, d'autre part, du fait de la mobilité des
nuages il convient de supprimer les pixels ayant été à un moment dormé obscurcis par la
présence de nuages car la variation dans le rayonnement solaire a modifié la quantité d'énergie
reçue et conséquemment la température du sol. De plus, cette méthode, bien que redondante,
n'oblige pas à définir la position du bord du nuage ce qui peut s'avérer en pratique très
hasardeux : une autre méthode consisterait à projeter sur le sol seulement les pixels créant une
ombre qui ne serait pas sous le nuage donc appartenant à la frontière ou bord du nuage.
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Figure 11.12 - Représentation du masque des nuages et de l'ombre sur l'image du 21 juin 1994
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III. Site d'étude et données auxiliaires
Ce chapitre décrit l'ensemble des informations récoltées et pertinentes pour ce projet de suivi
climatique du Canada par télédétection. Des informations sur les caractéristiques écologiques
et phénologiques sont présentées ainsi que les bases de données auxiliaires météorologiques et
concernant le couvert nival servant de référence climatique pour fin de validation. En outre,
dans ce chapitre est expliqué le choix de la subdivision du Canada en différentes zones
éco-climatiques où l'impact attendu des phénomènes climatiques (réchauffement,
El-Nino / La-Nina, AO) devrait être le plus flagrant.
111.1 Les régions écologiques du Canada
Le comité canadien de la classification écologique du territoire (CCCET) décrit 15 écozones
terrestres au Canada, chacune divisée en écorégions et caractérisée par sa distinction
écologique à divers niveaux de généralisation. Les facteurs abiotiques et biotiques suivant
lesquels ont été établies ces divisions sont décrits par Rowe et Sheard (1981). La figure III.l,
dessinée par Wiken (1986), présente le résultat de généralisation des régions écologiques au
Canada.
Les descriptions suivantes donnent une indication du climat et du couvert végétal de chacune
des zones du Canada, décrit par le CCCLT. Ces descriptions ont été relevées à partir du site
Internet suivant : http://www.ec.gc.ca/soer-ree/francais/framework/NarDesc/canada_f.cfm
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Figure III. 1 - La carte des 15 écorégions du Canada (Wiken, 1986)
Ici, sont présentées les écozones d'intérêt pour ce travail d'observation et de mesure de
l'évolution climatique sur le Canada. Les écozones situées au nord (cordillère Arctique et haut
Arctique) ont été écartées car elles se situent au-delà de la limite accessible régulièrement par
les capteurs satellitaires. La cordillère montagnarde est également écartée à cause de
l'influence prononcée de l'élévation sur le climat local et de l'aspect du terrain sur les mesures
satellitaires.
Le bas Arctique
Les 17 écorégions constituant l'écozone du bas Arctique sont principalement situées sur la
côte nord des Territoires du nord ouest. Ici, la température moyenne est d'environ -12°C
(4.5°C en été et -28°C en hiver). Les précipitations moyennes annuelles varient entre 125 mm
et 275 mm. Le couvert du sol consiste en des affleurements rocheux et une toundra arbustive.
On y trouve également des bouleaux de grande taille et des sphaignes en zones humides.
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La taïga des Plaines (bassin de la Mackenzie)
Ici le climat se caractérise par des étés courts mais chauds (jusqu'à 13°C) et des hivers longs et
rigoureux (-19°C en moyenne). La région reçoit de 350 mm à 450 mm de précipitations
annuelles. La végétation est constituée en général d'épinettes noires, de bouleaux glanduleux,
de lichens, de mousses et de plantes tourbières. Dans les zones plus sèches, on découvre aussi
des épinettes blanches, des bouleaux à papier, ainsi que quelques peupliers faux-trembles.
La taïga du bouclier
Cette zone est partagée d'est en ouest par la Baie d'Hudson. Ces deux zones sont encore sous-
divisées en plusieurs écorégions. Généralement, la température annuelle moyenne dans cette
zone avoisine -6°C tandis que l'amplitude saisonnière varie entre 11.5°C en été et -25°C en
hiver. Dans cette zone, se trouvent encore des peuplements d'épinettes noires, de bouleaux
glanduleux, des lichens et des mousses et, tout comme dans l'écozone de la taïga des Plaines,
les zones plus sèches sont constituées de bouleaux à papier, d'épinettes blanches et de
peupliers faux-trembles. Le paysage est clairsemé de petits lacs peu profonds.
Le bouclier boréal
Cette zone s'étend de la plaine de l'Athabasca, surtout en Saskatchewan et touche la frontière
de l'Alberta, jusqu'au sud-est du Labrador. En général, la température moyeime varie entre
12°C en été et -20.5°C en hiver. La précipitation oscille entre 350 mm à 1100 mm par année
(côte maritime). Bien que le pergélisol soit un phénomène présent dans la région, il est épars.
La végétation consiste surtout en pinèdes grises avec une couverture basse d'arbustes et de
lichens couvrant surtout les affleurements rocheux occasionnels. Les endroits plus chauds et
exposés au sud sont couverts de bouleaux à papier, d'épinettes blanches ou noires, de sapins
baumiers et de peupliers faux-trembles. On retrouve aussi ces peuplements dans les endroits
perturbés. Les zones humides sont occupées par des peuplements d'épinettes noires et le sapin
baumier. Dans certaines écorégions, les incendies assurent le renouvellement de l'épinette
noire, mais l'essence dominante du climax est le sapin baumier. Cela dépend de facteurs
tels que la qualité du sol et la température.
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La zone maritime de l'Atlantique
Dans cette zone, sous-divisée en 15 écorégions, les étés sont chauds et humides (env. 14.5°C)
et les hivers neigeux et froids (env. -7.5°C). Il tombe de 1000 mm à 1600 mm (côte maritime)
de précipitations annuelles en moyenne. Le couvert végétal varie avec l'élévation. La forêt,
essentiellement mixte dans les stations plus élevées, est constituée de peuplements d'érables à
sucre, de hêtres à grandes feuilles et de bouleaux jaunes. Dans les vallées, il existe surtout des
sapins baumiers, des pins blancs et des épinettes blanches. Des affleurements rocheux
caractérisent aussi le paysage. Sur la côte est, toujours dans la même zone, il apparaît plus de
brouillard résultant d'une température plus basse assoeiée à plus d'humidité.
Les plaines à forêts mixtes
Cette zone au climat le plus doux du Canada, les plaines à forêts mixtes, voient une
température moyenne annuelle de 8°C à 9°C (18°C en été et -2.5°C en hiver). La précipitation
annuelle varie entre 750 mm à 900 mm, et est également repartie sur toute l'année. La
végétation climatique est l'érable à sucre, le hêtre à grandes feuilles, le chêne blanc, le chêne
rouge, le noyer noir et le noyer cendré, mais la région est surtout développée et également
couverte de cultures et de centres urbains.
Les plaines boréales
Cette zone comprend 19 écorégions réparties entre le nord-est de la Colombie Britannique au
sud-central du Manitoba. Les étés y sont courts et froids et les hivers sont plutôt froids. La
moyenne estivale est d'environ 14°C tandis qu'en hiver, la température tombe à -17°C
environ, dépendamment de l'écorégion. De 400 mm à 550 mm de précipitations tombent en
une année. La végétation prédominante est le peuplier faux-tremble et le peuplier baumier,
avec une couverture basse d'arbustes et de plantes herbacées. Ceux là sont souvent remplacés
par les épinettes blanches, les épinettes noires, et les sapins baumiers aux derniers stades de la
succession, tandis que la couverture basse se transforme en mousses hypnacées. Généralement
les zones mal-drainées sont couvertes de mélèzes laricins et d'épinettes noires. Le pergélisol
est rare et se limite surtout aux tourbières, on y trouve plusieurs petits laes et étangs
permanents ou saisonniers. Dans cette zone, d'une importance particulière à cette étude, il est
important de noter qu'il existe 19 écorégions, divisions qu'il est possible de limiter à trois
régions majeures de la forêt boréale :
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• Forêt ouverte de liehen
•  Typique épinettes-Lichens
•  Conifères-mousses
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Figure in.2 - Paysage commun des plaines boréales
La taïga de la Cordillère
Cette zone se situe au nord-ouest du pays, principalement dans le territoire du Yukon. La
température annuelle est d'environ -6.5°C avec des précipitations annuelles variant entre
400 mm et 450 mm. Des peuplements d'épinettes noires et de mélèzes laricins en grande
quantité, avec des épinettes blanches et une couverture basse de saules, de bouleaux
glanduleux, d'éricacées arbustives, de linaigrettes, de lichens et de mousses en moins grand
nombre caractérisent les 7 régions dans la zone de taïga de la Cordillère.
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Les Prairies
Avec un relief pratiquement inexistant, les Prairies sont reconnues comme une zone agricole
importante. La température moyeime annuelle est de 2.5°C, la température varie entre -12.5°C
en hiver et 16°C en été. De 450 mm à 700 mm de précipitations sont enregistrés en moyenne
dans une année sur les Prairies. Mis à part les terres développées, la végétation dominante est
le peuplier faux-tremble, et bien que les arbres du climax soient l'épinette blanche et le sapin
baumier, ceux-ci ne sont pas présents en grand nombre. Dans les régions mal drainées, on voit
apparaître l'épinette noire, le carex, le saule et aussi quelques fois le mélèze laricin. Le
peuplier baumier, une couverture basse de grands arbustes et de diverses plantes herbacées
constituent la végétation secondaire. Des petits laes et étangs, permanents ou saisonniers, sont
présents en grand nombre. L'agriculture est la principale forme d'utilisation des terres dans les
Prairies. Cette écozone, qu'on appelle parfois le «grenier du Canada», renferme plus de 60 %
des terres arables et 80 % des prairies et pâturages du Canada.
La Cordillère boréale
Les précipitations annuelles moyennes sont de 300 mm à 600 mm fluctuant en fonetion de
l'altitude très variable dans la zone. Les températures varient entre 10.5°C l'été et -20°C
l'hiver pour une moyenne annuelle d'environ -4°C. Des grands peuplements d'épinettes
blanehes dominent le paysage. Le sous-bois est constitué de bouleaux, d'érieaeées arbustives,
de saules et parfois de pins tordus latifoliés rabougris. Les régions mal drainées sont peuplées
d'épinettes noires, de saules arbustifs, de bouleaux et de mousses. Le pergélisol a une haute
teneur en glace et est discontinu dans certains endroits.
Les zones maritimes du Pacifique
La côte ouest de la Colombie Britannique, y compris les îles, fait partie de cette zone. La
température est plutôt douce, environ 9°C en moyenne sur l'armée. Cette zone subit beaucoup
de précipitation : de 850 mm à 2000 mm par année, la plupart sous forme de pluie. La
végétation climatique est constituée de douglas verts avec une couverture basse de salais,
d'épinettes vinettes nervées et de mousses. On peut voir des peuplements mixtes de douglas
verts et de pruehes de l'ouest dans les régions plus sèehes et d'aulnes rouges dans les régions
perturbées, tandis que la végétation prédominante dans les régions humides est un mélange de
douglas verts, de pruehes de l'ouest et de thuyas géants.
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Plaines de Hudson
Dans cette zone constituée de trois écorégions, les étés sont courts et frais et les hivers froids.
De 700 mm à 800 mm de précipitations en moyerme par année. Cette zone est d'un intérêt
particulier pour cette étude puisque qu'elle représente une zone de transition entre les forêts de
conifères et les forêts mixtes au sud, et la toundra au nord. On y trouve des sapins baumiers,
des épinettes blanches, des épinettes noires, des peupliers faux-trembles et des bouleaux à
papier au sud et carex, des mousses et des lichens, avec ou sans strate supérieure d'épinettes
noires et de mélèzes laricins rabougris dans les régions moins bien drainées.
III.2 Classification du Canada
Un important travail de classification a été effectué par Ciblar et Beaubien (1998). Leur
méthode, concernant tout le Canada, s'appuie sur une classification spectrale d'ime mosaïque
d'acquisitions AVHRR de 1995 à pleine résolution HRPT.
Cette carte thématique d'utilisation du sol à 1 km de résolution en 31 classes (fig. 111.3),
constitue une référence unique pouvant aider à la validation des indices bioclimatiques
d'évolution du climat, car chaque écosystème possède sa propre signature phénologique et sa
propre réaction à un changement local ou global du climat.
La projection conforme Lambert-Conique utilisée pour la représentation spatiale de cette
classification est reprise pour l'ensemble des cartes de sortie de ce projet de doctorat. Cette
projection qui conserve les distances est assez bien adaptée pour la visualisation des zones
septentrionales. Elle est d'ailleurs très généralement utilisée pour le Canada. Le prineipal
désavantage est qu'elle ne conserve pas les superficies, cependant ceci n'importe peu car
l'étude se base principalement sur l'aspect temporel et non spatial des mesures satellitaires.
Cette elassifieation a également été ré-échantillonnée vers les résolutions des bases de données
satellitaires et vers celle du modèle climatique CRCM (8 km pour PAL, 16 km pom GVI,
30 km pour CRCM) par la méthode de sélection du plus proche pixel et donc sans opération
d'agrégation. Ceci peut être justifiable par le fait que les écosystèmes canadiens sont
particulièrement homogènes sur de grandes superficies.
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Figure III.3 - Classification du Canada en 1995 (Cihlar et Beaubien, 1998)
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III.3 Distribution du pergélisol sur le Canada
Heginbottom et al. (1995) ont dressé une carte en 7 classes du pergélisol du Canada (fîg. 111.4)
à partir de mesures de profil de température du sol acquis durant des campagnes in-situ de
détection du pergélisol. Cependant, le nombre restreint de mesures limite la validité de cette
carte.
«
Continu (90-100%)
im Discontinu extensif (50-90%)
□ Isolé par morceau (<10%)
n Pergélisol Alpin
m Pergélisol Sous-marin
Discontinu sporadique
□ Sans pergélisol
□ Pays autres
I  I Eau
Figure III.4 - Distribution du pergélisol sur le Canada, type et pourcentage d'occupation en
surface (Heginbottom et al, 1995)
Le pergélisol est un phénomène thermique car sa formation et sa persistance ou disparition
dépendent très étroitement du climat (Commission géologique du Canada, 2001). La réponse
du terrain pergélisolé à un réchauffement climatique dépend de la nature et de la température
des matériaux sous la surface ainsi que des conditions de glace souterraine et est fonction des
changements de la température de l'air, des précipitations, de la couverture nivale et de la
végétation de surface (Burgess et al, 2001).
L'étude de l'évolution des zones de pergélisol est d'un intérêt climatique capital. D'une part la
disposition du pergélisol contribue à l'équilibre écologique et climatique local, d'autre part, sa
modification pourrait être un révélateur du changement climatique global. Les mesures sur le
terrain pour le suivi et l'évolution des zones de pergélisol ont une densité spatiale et
temporelle faible, c'est pourquoi la télédétection thermique ou micro-ondes peut s'avérer être
un outil très efficace.
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III.4 Découpage du Canada
Pour cette étude, qui vise la mise en place de paramètres climatiques et bioclimatiques spatio
temporels sur l'ensemble du Canada, il est important de découper la zone d'étude en secteurs
d'intérêt afin de faciliter la visualisation de l'évolution temporelle de ces indicateurs. Ce
découpage se fait par sélection et regroupement de zones éco-climatiques d'intérêt (fig. III. 1)
suivant des secteurs climatiques (fig. III.5) et en respectant les frontières des écozones.
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Figure III.5 - Découpage du Canada en 7 zones éco-climatiques d'intérêts
La sélection des « zones éco-climatiques » s'est faite suivant différents critères : homogénéité
de la végétation (écozones), zone climatique d'intérêt, zone peu montagneuse pour maximiser
la qualité des données satellitaires. Sept zones sont finalement retenues ainsi que le Canada
entier (à l'exception des zones arctiques non couvertes par le satellite) (tableau III.I). Pour
simplifier la lecture, le terme « zones éco-climatiques » est utilisé en faisant référence aux 7
zones d'intérêts ainsi décrites ainsi qu'au Canada entier.
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• Sud-est comprend les éeozones maritimes et atlantique, les plaines à forêts mixtes et la
partie est du bouelier boréal. Le sud-est du Canada est essentiellement composé de forêts
mixtes (33 %) ou de conifères (42 %), on y trouve aussi des terres agricoles (10 %). C'est
également une région habitée.
• Prairies correspond à l'écozone des Prairies, très majoritairement eomposée de terres
développées (85 %). Ici, l'action anthropique est très présente. C'est également une zone où
l'influenee du cycle climatique El Niho t La Nina serait le plus visible.
• Forêt boréale correspond à la partie ouest du bouclier boréal et est composée de forêts
de eonifères (60 %) et de forêts mixtes (34 %). C'est une région au couvert uniforme, où
l'influenee anthropique est modérée.
• Forêt nord Prairies correspondant à la plaine boréale, est composée de forêts de
conifères (23 %) et de forêts mixtes (32 %) mais aussi de terres développées (31 %). C'est
également une zone qui subit les effets de El Nino / La Nina.
• Nord-est correspond à la partie située à l'est de la Baie d'Hudson de la taïga du
bouclier. Cette zone est majoritairement composée de forêts de conifères (42 %) et, plus au
nord, de terrains ouverts d'arbustes et de lichens (54 %). Cette zone, sous influence de courant
du Labrador, est suseeptible de subir les effets du NAO et du AO.
• Toundra eorrespond à la partie ouest de la taïga du bouclier. On y trouve des forêts de
conifères de moyenne à faible densité (49 %), des terrains ouverts de lichens (31 %) ainsi que
des terres brûlées (20 %). Ici le pergélisol discontinu extensif à continu est présent.
• Mackenzie : situé sur la région de la rivière Mackenzie, correspond à la taïga des
plaines, est constituée de forêts de conifères (42 %) et de terrains ouverts composants la forêt
de transition (36 %). Dans cette zone se trouve le pergélisol discontinu extensif à continu,
c'est par ailleurs un lieu d'étude privilégié du pergélisol et de son évolution
(Smith et al, 2001 ; Heginbottom, 2000).
• Canada : regroupe l'ensemble des éeozones du Canada à l'exeeption de l'écozone du
haut Arctique et celle de la cordillère arctique car trop éloignées et peu couvertes par les
acquisitions satellitaires dans le visibles (incidence solaire trop rasante). On remarque que le
Canada est essentiellement eomposé de forêts de eonifères (34 %) ou mixtes (17 %), mais
aussi de terrains ouverts (32 %) et de terres développés (12 %).
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dustse-
Prairies
Forêt boréale Forêt dron Prairies
drontse-
Toundra
Mackenzi
Canada
Forte densité 14.1 0.0 20.6 4.4 4.2 3.4 2.2 7.3
Moy. dens. F. du sud 8.7 0.0 16.3 4.6 6.4 8.1 8.0 7.4
Forêt de Moy. Dens. F. du nord 0.8 0.0 1.8 0.3 10.1 15.0 7.8 2.9
conifères Faible dens. F. du sud 5.7 0.0 13.0 11.4 1.2 2.5 10.8 7.5
Faible dens. F. du nord 4.0 0.1 4.2 2.6 19.8 20.0 13.6 9.0
Total 33.3 0.1 55.9 23.4 41.8 49.0 42.4 34.2
F. feuillus Total 2.7 0.0 0.3 0.9 0.0 0.0 0.1 0.5
Résineux majoritaires 4.5 0.0 7.8 3.1 0.0 0.0 1.5 2.7
Forêt
mixte
Forêt mixte uniforme 9.8 0.0 5.5 1.4 0.0 0.0 0.2 2.4
Forêt hétérogène 12.3 0.4 13.4 15.2 0.1 0.1 9.5 7.2
Feuillus majoritaires 15.3 0.8 6.9 11.9 0.0 0.0 4.3 5.2
Total 42.0 1.2 33.6 31.6 0.1 0.1 15.6 17.5
Terres
brûlées
Couvert végétal faible 0.0 0.0 1.5 0.1 1.5 12.4 3.2 1.2
Couvert végétal 0.2 0.0 1.4 0.3 2.7 7.6 2.0 1.0
Total 0.2 0.0 2.9 0.4 4.2 20.0 5.1 2.2
Forêt de transition 5.0 0.2 3.9 6.5 6.2 4.9 13.3 7.2
Arbustes forte densité 4.7 1.0 1.4 5.8 2.5 1.7 8.6 5.2
Arbustes faible densité 0.6 0.0 0.0 0.0 0.9 0.3 1.6 2.4
Herbes 0.0 12.1 0.0 0.2 0.0 0.0 0.0 1.0
Terrain
ouvert
Lichens et autres 0.1 0.0 0.4 0.2 9.8 10.9 2.6 3.6
Arbustes et lichens 1.6 0.0 0.2 0.2 26.6 10.6 5.5 8.4
Landes 0.0 0.0 0.0 0.1 7.4 1.9 1.5 2.7
Faible couv. végétale 0.0 0.1 0.0 0.0 0.3 0.0 1.0 0.9
Très faible couv. vég. 0.0 0.0 0.1 0.0 0.1 0.5 0.2 0.5
Sol dénudé et roc 0.0 0.0 0.0 0.0 0.1 0.0 1.7 1.2
1 otal 12.0 13.3 6.0 13.1 53.9 30.9 36.0 33.2
Forte biomasse 2.7 10.7 0.2 6.2 0.0 0.0 0.1 2.0
Moyenne biomasse 0.0 25.8 0.0 11.9 0.0 0.0 0.0 3.5
Terres
dévelop
Faible biomasse 0.0 31.2 0.0 0.3 0.0 0.0 0.0 2.5
Champs et bois 4.2 1.7 0.8 6.8 0.0 0.0 0.1 1.6
Bois et champs 0.1 15.7 0.2 5.4 0.0 0.0 0.3 1.9
pées
Champs et autres 2.5 0.0 0.1 0.0 0.0 0.0 0.0 0.4
Urbain 0.3 0.3 0.0 0.0 0.0 0.0 0.0 0.1
Total 9.8 85.4 1.4 30.7 0.0 0.0 2.2 11.9
Continu (90-100%) 0.0 0.0 0.0 0.0 0.9 31.5 24.0 15.4
Disc, extensif (50-90%) 0.0 0.0 0.0 0.0 7.9 40.2 24.1 9.4
Pei^élisol
Isolé par morceau (<10%) 0.0 0.0 23.4 3.8 30.8 7.9 31.7 13.4
Alpin 0.0 0.0 0.0 3.1 0.0 0.0 0.0 2.6
Discontinu sporadique 22.6 0.0 4.0 11.7 43.9 0.0 2.6 10.4
Total 22.6 0.0 27.4 18.6 83^ 79.6 82.4 51J
Tableau III. I - Composition moyenne relative exprimée en pourcentage des différentes zones
éco-climatiques d'intérêts suivant la classification du Canada de Cihlar et Beaubien (fig. III.3)
et proportion de pergélisol suivant la carte de Heginbottom (fig. III.4)
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III.5 Observations météorologiques
Il est très difficile dans ce type de projet d'obtenir des informations d'une extension spatiale et
temporelle suffisante pour servir de référence. Pourtant, grâce à une méthode sophistiquée
d'interpolation, le krigeage, il a été possible de spatialiser l'ensemble des relevés
météorologiques de température et de précipitation effectués quotidiennement sur 17 ans, entre
le 1^'janvier 1981 et le 31 décembre 1997 (Fisette, 1999). Cette base de données, dont la
résolution calculée à partir du réseau ffactal de distribution des stations est de 16x16 km,
constitue la référence de validation unique pour ce projet.
11 est tout de même important de se rappeler, lors de l'utilisation de ces cartes spatialisées de
température et de précipitation, que la distribution des stations météorologiques n'est
absolument pas homogène sur le territoire du Canada (fig. 111.6). En effet certaines zones se
trouvent dénuées de station notamment dans le nord, les valeurs interpolées à ces endroits
seront donc beaucoup plus approximatives et donc à prendre avec précautions.
L'ensemble des mesures météorologiques fournies par Environnement Canada se limite aux
frontières du Canada. Ces mesures concernent les températures minimales et maximales ainsi
que la précipitation quotidienne toutes trois mesurées sur ime journée climatique s'étalant
entre 6h00 TU (Temps Universel) et 6h00 TU le lendemain. 11 est à noter qu'aucune correction
n'a été employée pour corriger la dérive instrumentale ; les relevés de précipitation ne sont pas
homogénéisées et sont donc sensibles aux changements d'appareil et de technique de mesure.
Même si la température semble plus homogène spatialement et temporellement que la pluie , il
n'en demeure pas moins que sa variabilité spatiale peut être importante selon les régions et les
types de surfaces rencontrées (Courault et Monestiez, 1999). La mesure de la température de
l'air est fortement influencée par l'environnement du poste météo, en particulier l'état hydrique
des surfaces (Allard, 2002), ou bien l'îlot de chaleur urbain près des villes.
Le nombre de stations disponibles n'est pas constant, mais subit une variation saisonnière car
en hivers, dans les zones reculées, seules les stations automatisées continuent à fonctionner.
De plus, il existe une décroissance, visible après 1990, résultat d'un changement de la
politique gouvemementale (fig. 111.7). Pour essayer de garder une certaine cohérence, seules
les stations en fonction pendant au moins 75% du temps pour chaque année sont considérées.
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Figure III.6 - Localisation des stations météorologique en 1994
La disposition spatiale de ces stations concerne surtout le sud du pays, la distribution n'étant
pas homogène (fig. IIL6), ceci impose l'utilisation d'une méthode d'interpolation compatible
avec ce type d'échantillonnage non uniforme.
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Figure IIL7 - Nombre de stations disponibles en fonction du temps
Les relevés météorologiques stockés sur les CD-ROM d'environnement Canada (Données
Climatiques Quotidiennes Canadiennes températures et précipitations, DCQC, Environnement
Canada), sont répertoriés par station. Pour chacune des stations sont données la longitude, la
latitude ainsi que l'altitude.
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III.5.1 Interpolation des données météorologiques
L'interpolation spatiale des données météorologique passe par plusieurs étapes :
• Définition de la projection finale
•  Définition de la résolution spatiale adaptée à la densité et à la distribution des stations
•  Choix d'une méthode adaptée d'interpolation : le krigeage
Choix de la projection
Il est important que le type de projection retenu n'entraîne pas une distorsion trop importante
du territoire. Aucune projection n'étant parfaite, le choix s'est pourtant arrêté sur la projection
conique conforme de Lambert à deux parallèles standards. C'est d'une part la projection la
plus couramment utilisée pour la cartographie sur l'ensemble du Canada, de plus elle s'impose
comme l'une des meilleures projections pour ces latitudes minimisant les distorsions. Les
parallèles standards sont (t)i=49°N, (j)2=79°N, l'origine est située à (t)o=43°N, X,o=100°0 et le
modèle d'ellipsoïde est celui de Clarke 1866 (R=6378206.4 m, e=0.0822719).
Définition de la résolution, caractérisation fractale du réseau
Mandelbrot (1982) a été le premier à introduire le terme de « fractale » qui est maintenant
utilisé pour décrire un phénomène spatial qui présente une corrélation spatiale à différentes
échelles. Un ensemble de points inhomogène dans un espace de dimension E peut être
caractérisé par une dimension fractale de Hausdorff-Besicovitch Dm (Dubois, 2000).
Lovejoy et al. (1986) ont été les premiers à appliquer les ffactales pour décrire l'hétérogénéité
d'un réseau de mesures : pour un réseau de mesure comme nos stations météo, cette dernière
dimension peut limiter les événements pouvant être observés si Dm<E (E=2 dans notre cas ;
c'est que à la surface de la Terre, Dm ne peut être plus grand que E). Tout phénomène dont la
dimension fractale Dp<E-Dm ne peut être détecté par un tel réseau. Pour un ensemble de
points inhomogènes de dimension fractale Dm, le nombre de points dans une région augmente
à un rythme plus faible que la surface disponible (qui augmente selon L ) :
n(L)«L'^ (ni.l)
Pour déterminer Dm, il suffit donc de calculer <n(L)>, soit le nombre moyen de stations à une
distance maximale L l'une de l'autre. Dm est alors la pente de log(<n(L)>) par rapport à
log( L ) (éq. III.2).
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log(<n(L)>)«log(D^)=Dm-log(L) aii.2)
Comme nos stations sont distribuées sur la surface courbe de la Terre, il faut donc adapter
notre définition de L :
S(e)=|-U (0)=27rR2 -(l-co^-ll (III.3)
0 = Angle formé par deux rayons de la Terre passant par deux points à sa surface
R = Rayon de la Terre
S(0) = Surface de la section sphérique définie par nos deux points
<n(L)> est alors le nombre de paires séparées d'une distance au moins égale à L, divisé par le
nombre de stations. La figure III.8 est le tracé de log(<n(L)>) en fonction de log(L) pour les
stations actives au 5 janvier 1981.
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Figure III.8 - Logarithme du nombre de paires de stations séparées d'une distance L en
fonction du logarithme de L exprimée en km
La figure IIL8 montre qu'entre 4 km et 1000 km la croissance de log(<n(L)>) est
proportionnelle à log(L), tandis que pour de plus grandes distances, le nombre limité de
stations et la frontière irrégulière de la distribution (le Canada) commencent à ralentir le
lythme de croissance. Sur cet intervalle <n(L)> est proportionnel à L"^"" et Dm = 1.69. Puisque
le régime est constant jusqu'à la limite inférieure de 4 km, utilisation d'une résolution spatiale
égale à cette limite serait donc valable (Lovejoy et al. (1986). Pour des raisons d'espace
mémoire, mais aussi pour garder une certaine analogie avec la résolution des données
satellitaires, une résolution de 16 km est finalement retenue.
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Interpolation spatiale par krigeage
La méthode d'interpolation par krigeage semble la plus efficace et adaptée à ce type de
disposition des mesures. Dans sa définition la plus générale, le krigeage est un estimateur
construit comme une combinaison linéaire des données, sans biais, et optimal dans le sens où
la variance de l'erreur d'estimation est minimisée. Le principal outil de description de la
variabilité spatiale des données est le variogramme expérimental. Par contre, pour répondre au
problème de l'interpolation, on a besoin d'un modèle de variogramme théorique. Celui-ci ne
peut être quelconque (Allard, 2002). En pratique, on utilise pour cela des fonctions de bases
(modèle de variogramme linéaire par exemple) et leurs combinaisons linéaires positives dont
on sait qu'elles possèdent les propriétés requises.
Le logiciel utilisé. Surfer dans sa version de démonstration, permet d'évaluer
automatiquement les paramètres du variogramme de type linéaire.
Afin d'homogénéiser les relevés, les mesures de chacune des stations de température
maximales et minimales sont ramenées au niveau de la mer préalablement à l'opération
d'interpolation. Pour ce faire, un biais constant de 6.5°C.km"\ correspondant à un taux
mondial moyen (Hanserson-Sellers et McGuffie, 1987), est appliqué, l'altitude de chacune des
stations étant connue. Ensuite, les eartes de températures maximales et minimales obtenues par
l'interpolation sont ramenées à l'altitude vraie grâce à l'utilisation d'im modèle numérique
d'élévation provenant de la NOAA / NASA. Cette approche, simple à mettre en place permet
de standardiser les mesures de températures avant l'interpolation, par contre, le biais utilisé
n'est plus valable lors d'inversion thermique surtout observée le matin et en hivers, ce qui
affecte particulièrement la température minimale quotidienne.
III.5.2 Résultats
La possession de cette base de dormées météo est un atout majeur. Grâce à elle, il devient
possible d'estimer une climatologie moyenne sur l'ensemble du territoire mais également de
visualiser l'écart de la température ou de la précipitation par rapport à cette moyenne
(anomalie ou écart à la normale) pour une année et ime saison particulière.
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Figure III.9 - Normales climatiques entre 1981 et 1997 à Victoria, Colombie Britannique
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Figure III. 10 - Normales climatiques entre 1981 et 1997 à Edmundston, Nouveau Brunswick
La confrontation de ces cartes météorologiques journalières avec les images satellitaires
démontre une bonne cohérence. Par exemple, les maximums de précipitation sont
effectivement mesurés dans les zones nuageuses perçues à partir du satellite (fig. III. 11).
Cette base de données météorologiques spatialisées de températures et de précipitations
constitue une référence climatique. Elle peut servir à valider les différents indicateurs
climatiques issus des acquisitions satellitaires. Cette base de données quotidienne est
indépendante et est censée refléter la variabilité climatique par son impact sur la température
et la précipitation.
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Précipitation au 24 mai 1994
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Image NOAA-AVHRR HRPT du 24 mai 1994, 16h00
Figure III. 11 - Comparaison de la carte de précipitation obtenue à partir des mesures
météorologiques (carte du Canada, en haut) avec une image NOAA-AVHRR HRPT acquise
simultanément (image de la zone BOREAS, en bas)
Cependant, il ne faut pas perdre de vue que ces données météorologiques proviennent d'une
interpolation qui n'est pas faite d'une manière « intelligente » contrairement à une analyse
objective à l'aide d'un modèle environnemental tel le GEM d'Envirormement Canada. Dans
ce cas, les observations météorologiques ponctuelles sont assimilées par le modèle qui se
charge d'opérer l'interpolation suivant sa physique (La voie verte, 1997).
S'il reste certain que la spatialité et la répartition des points de mesures affectent directement
la précision et la qualité de l'interpolation, l'avantage de cette technique est de fourmr, à
moindre coût, une estimation des paramètres météorologiques de températures et de
précipitation, suivant une projection choisie et adaptée, et d'une manière quotidienne ; la plus
part des archives disponibles de données météorologiques interpolées issues d'analyses sont
des moyeimes mensuelles comme celles du Climatic Research Unit (2003).
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III.6 Couverture nivale
La base de données de couverture nivale du NSIDC {National Snow & Ice Data Center),
disponible sur Internet (http://nsidc.org/data/snow.html) ou sur CD ROM, fournit des cartes
d'extension du couvert de neige, d'une manière binaire neige / non-neige entre octobre 1966 et
juin 2001 avec une périodicité hebdomadaire et une résolution spatiale de 175 km
(Armstrong et Brodzik, 2002). Dans cette base de données, la discrimination neige / non-neige
s'est faite par interprétation visuelle d'images composites acquises dans le visible.
L'étude de l'extension du couvert de neige, et sa variation temporelle sur une période longue
de 34 années complètes constitue en elle-même un indice très solide du changement
climatique. Cependant, l'exploitation directe de ce paramètre de couvert nival peut être
délicate étant donné le changement fréquent de plate-forme et de capteurs (principalement
AVHRR et GOES). De plus la télédétection de la neige dans le spectre visible est imprécise
car celle-ci est souvent confondue avec les nuages.
III.6.1 Exemple d'enregistrement de couverture nivale
La projection initiale de cette base de données azimutale équisurface centrée sur le pôle nord
est dénommée EASE-Grid {Egual-Area Scalable Earth Grid) avec une taille de pixel
d'environ 25x25 km.
%
Mers
Terres sans neige
Terres enneigées
Glaces de mer
Figure 111.12 - Couverture nivale, base
de données NSIDC, semaine du
30 novembre au 6 décembre 1987
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III.6.2 Repérage du début et de la fin de la période hivernale
L'exploitation de cette base de données permet de repérer la date correspondant à la
disparition de la neige, définie comme la semaine qui succède la dernière période au printemps
de 3 semaines consécutives de présence de neige. Pareillement, la date de début de saison
nivale est définie comme la première semaine de la période de 3 semaines consécutives de
présence de neige à l'automne. Cette technique permet de quantifier la durée de la saison
estivale (non nivale). Cette méthode est résumée par la figure organigramme 111.13.
Données NSIDC
hebdomadaires de
couverture nivale
Changement de
projection
Début saison
estivale
(fonte neige)
Projection conique
conforme de Lambert
8 km
Repérage début
et fin saison
nivale
Fin saison
estivale
Différence de
dates
Durée saison
estivale
(jour)
Moyennage sur
écozones
T
Profils
temporels moyens
sur écozones
Figure III. 13 - Schéma organigramme d'analyse de la base hebdomadaire de couvert nival
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Cette méthode de détermination de la fin et du début de la saison nivale ainsi que de la durée
de la saison estivale (au sens de non-nivale) est riche d'applications. Le choix d un critère de
sélection de 3 semaines consécutives de présence de neige pour déceler le début comme la fin
de la saison estivale permet en outre de remédier en partie aux problèmes de validité de la base
de données ; si la présence de neige est décrétée sur une si longue période, il y a peu de chance
qu'elle soit due à la pollution nuageuse.
III.6.3 Résultats et analyses des tendances
La figure III. 14 est la représentation spatiale de la durée de la saison estivale en moyenne sur
le Canada entre 1967 et 2000 re-projetée en projection conique conforme de Lambert. Sur
cette figure, on perçoit d'une part, le faible échantillonnage spatial des données de couverture
nivale se traduisant par l'apparition de tuiles d'environ 175x175 km. Le gradient latitudinal est
bien marqué. La zone montagneuse des Rocheuses dans l'ouest, avec une durée estivale plus
courte, ressort également. Dans cette même zone, le plateau de Fraser situé juste à l'est de la
zone montagneuse côtière, contraste également fortement.
250 jours
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Figure 111.14 - Durée moyenne de la période estivale (nombre de jours séparant le début de la
fin de la saison estivale) sur le Canada entre 1967 et 2000
Ce qui est également observé est la bonne corrélation qui existe entre la durée de saison
estivale, paramètre intégrateur climatique, avec la disposition des écosystèmes décrite par la
classification du Canada (fig. 111.3).
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Figure III. 15 - Évolution temporelle de la durée de saison estivale en moyenne sur le Canada
La figure III. 15 montre l'évolution de la durée de saison estivale en moyenne sur l'ensemble
du Canada au long des 34 années que couvre l'archive. Cette figure démontre une
augmentation de la durée de saison estivale de 0.5 ± 0.2 jours par an, ce résultat est en accord
avec l'hypothèse d'un réchauffement climatique global (les tendances sur les différentes zones
éco-climatiques sont reprises dans le tableau III.2). Cependant, si cette augmentation semble
très importante durant les années 1970 à 1987 (+1.0 ± 0.4 jour.an '), la fin de la période, entre
1987 et 2000, semble présenter une inversion de la tendance (-0.8 ± 0.2 jour.an"'). Ceci
démontre très bien que la tendance est largement tributaire de la période de temps concernée.
Les années 1996 et 1997, succédant au fort événement froid La Nina de 1995 sont
particulièrement marquées et accentuent cette tendance négative visible à la fin de la période.
Inversement, les années 1987 et 1988 postérieures à l'événement El Nifio de 1986, présentent
une durée de saison estivale plus longue. En outre, l'analyse spectrale de cette même série
temporelle par transformée de Fourier discrète (fig. 111.16) montre également une relativement
forte réponse spectrale pour les périodes entre 3.8 et 5.7 ans, qui pourrait être associée au
cycle climatique irrégulier El Niho / La Nina. C'est cette observation qui amène l'idée de
comparer l'indice ENSO avec les dates de disparition et d'apparition de la neige. Cependant, il
faut considérer un décalage entre ces indicateurs relatifs à la présence de la neige et avec
l'indice bimensuel ENSO (fig. 1.5 et fig. 111.17) qui met un certain temps à s'installer sur le
Canada. Ce déphasage peut atteindre plusieurs mois (Derome, 2002).
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Figure III. 16 - Analyse de périodicité du profil temporel de saison estivale en moyenne sur le
Canada par transformée de Fourier discrète
Sur l'analyse par transformée de Fourier (fig. 111.16), l'harmonique fondamentale de période
de 34 ans ainsi que les 3 suivantes (17, 11.3 et 8.5 ans) ne sont pas représentées car elles sont
largement tributaires de l'extension temporelle de la base de données ; les phénomènes
climatiques de telles périodicités, s'ils existaient, ne seraient effectivement pas observables sur
une si courte période. En outre, les variations rapides et naturelles du climat, de période
inférieure ou égale à 2 ans, sont résolues avec une périodicité courte (entre 2 et 3 ans) par
l'analyse spectrale (phénomène d'aliasing ou repliement des fréquences).
Le tableau 111.2 résume l'ensemble des tendances sur le début, la fin et la durée de la saison
estivale sur les différentes zones éco-climatiques telles que définies sur la figure 111.5. 11
montre une augmentation de la durée de la saison estivale pour l'ensemble des 7 zones éco-
climatiques ainsi que pour le Canada entier. La région centrale du Canada semble plus
affectée. La zone des Prairies affiche une augmentation significative de 0.8 ± 0.3 jour.an"', et
la forêt au nord des Prairies 0.7 ± 0.3 jour.an"'. Dans ces deux cas, c'est surtout le début de la
période estivale qui arrive de plus en plus tôt. La zone de Toundra semble pourtant se
distinguer, contrairement à ce qui est observé dans les autres zones éco-climatiques, ici le
début de la saison estivale affiche une tendance vers le retard de 0.2 ± 0.2 jour.an"'.
Néanmoins, cette tendance ne semble pas significative à cause d'une faible précision qui ce
reflète sur l'incertitude du coefficient de pente calculée statistiquement à partir du nombre
d'échantillon (nombre d'année) et du coefficient de corrélation R.
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Début saison estivale Fin saison estivale Durée saison estivale
sud-est Canada -0.2 ± 0.1 ±0.2 ±0.1 ±0.4 ± 0.2
Prairies -0.7 ± 0.3 ±0.1 ±0.2 ±0.8 ± 0.3
Forêt Boréale -0.2 ±0.1 ±0.1 ±0.1 ±0.3 ± 0.2
Forêt nord des Prairies -0.6 ± 0.2 ±0.1 ±0.2 ±0.7 ± 0.3
nord-est Canada -0.3 ±0.1 ±0.2 ±0.1 ±0.4 ± 0.2
Toundra ±0.2 ± 0.2 ±0.1 ±0.1 -0.1 ±0.2
Mackenzie -0.3 ± 0.2 ±0.0 ±0.1 ±0.4 ± 0.2
Canada entier -0.3 ±0.1 ±0.2 ±0.1 ±0.5 ± 0.2
Tableau III.2 - Tendances en jour.an"' sur la date de début de saison estivale (1967 à 2001), sur
la date de fin de saison estivale (1966 à 2000) et sur la durée de saison estivale (1967 à 2000)
pour les différentes zones éco-climatiques et pour le Canada entier (fig. III.5)
III.6.4 Calcul du déphase de rindice ENSO sur le Canada
L'extension temporelle de 34 années de cette base de données de neige peut permettre de
quantifier le retard ou déphasage entre le début d'un événement ENSO {El Nino ou La Nina)
dans le Pacifique sud et son impact probable sur le Canada. La disparition et l'apparition de la
neige sont des paramètres intégrateurs du climat, car ils sont sensibles en même temps à la
précipitation et à la température. Basé sur cette hypothèse, il est concevable de penser que ces
paramètres sont sensibles aux événements climatiques El Nino et La Nina, dont l'amplitude est
quantifiée à l'aide de l'indice ENSO (fig. III. 17). L'hypothèse est que dans le cas d'un
événement chaud El Nino, correspondant à un indice ENSO positif, la disparition de la neige
devrait être plus précoce et l'apparition plus tardive, inversement, dans le cas d'un événement
froid La Nina. En résumé, l'indice ENSO devrait être inversement corrélé à la date de
disparition de la neige (r négatif), et être directement corrélé à la date d'apparition de la neige
(r positif). Il est possible de quantifier le retard de phase entre les périodes de disparition et
d'apparition de la neige avec l'indice ENSO par optimisation du coefficient de corrélation
linéaire r (tableau IIL2). La technique tente de retrouver le décalage le plus petit qui optimise
le coefficient de corrélation comme le défini l'hypothèse. Cette méthode est inspirée de la
technique d'optimisation de la corrélation utilisée par Lin et Derome (1998) pour trouver le
déphasage de l'indice NAO avec le PNA {Pacific/North America).
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Figure III. 17 - Comparaison des dates de début de saison estivale (disparition de la neige) et
de fin de saison estivale (apparition de la neige) en moyenne sur la zone de la forêt au nord des
Prairies avec l'indice bi-mensuel ENSO
dustse-
Prairies
Forêt boréale Forêt dr n Prairies
drontse-
Toundra
Mackenzi
Canada
Début décalage 11 mois 10 mois 11 mois 10 mois 13 mois 13 mois 11 mois 11 mois
saison
estivale rmin -0.33 -0.50 -0.33 -0.57 -0.27 -0.22 -0.52
-0.52
Fin saison
décalage 8 mois 6 mois 7 mois 5 mois 7 mois 7 mois 6 mois 6 mois
estivale
rmai 0.37 0.20 0.19 0.39 0.34 0.41 0.24
0.35
disparition et l'apparition de la neige et l'indice ENSO pour différentes zones éco-climatiques
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Le tableau III.3, démontre plusieurs ehoses. D'une part, le début de la saison estivale,
correspondant à la disparition de la neige, est mieux corrélé avec l'indice ENSO que la fin de
la saison estivale. Ceci est vrai en particulier dans les régions centrales comme les Prairies, la
forêt du nord des Prairies et la Mackenzie pour lesquelles les valeurs de corrélation atteignent
respectivement r^=0.25, r^=0.32 et r^=0.27. En effet, les événements climatiques
El Nino / La Nina ont un impact sur la température et la précipitation surtout durant les hivers
des régions centrales du Canada (voir 1.2.2 - Sensibilité du climat canadien aux cycles courts
du climat). D'autre part, le déphasage ou retard par rapport à l'indice ENSO est plus important
pour le début de la saison estivale (11 mois sur le Canada) que pour la fin (6 mois sur le
Canada). Ce qui s'explique par le fait que la disparition de la neige dépend d'une part de la
température instantanée au printemps mais aussi de la quantité de neige acciunulée durant
l'hiver qui, elle, est fonction de la température et de la précipitation intégrées sur tout l'hiver.
La disparition de la neige est un paramètre intégrateur tandis que son apparition est un
paramètre plus instantané. Le début de la saison estivale est donc sensible au climat moyen de
l'hiver dont il marque la fin et se trouve lié à la phase ENSO de cet hiver. Un autre fait allant
dans la même direction est que l'ENSO est généralement plus fort durant les hivers.
III.6.5 Conclusion
Cette analyse est très intéressante et prouve d'ime part que le réchauffement global, quoique
visible sur la figure 111.15, reste très lié à la période de temps sur laquelle se base l'étude. Ce
qui pose la question de l'incertitude du devenir du climat et amène l'utilité de la conception de
modèles climatiques capable de dresser des scénarios du climat futur sur le long terme.
D'autre part, la longue série temporelle de couverture de neige permet de déterminer avec une
répétitivité et cohérence physique le déphasage existant entre l'indice ENSO et le début et la
fin de la durée de saison estivale. Ce déphasage peut être exploité par la suite afin de délimiter
les zones d'influence du couple climatique El Nino ! La Nina sur le Canada à l'aide d'autres
indicateurs et sur une résolution spatiale plus fine. Cependant ce déphasage, qui semble trop
élevé dans l'hypothèse d'un impact direct de l'ENSO sur le Canada, traduit le fait que l'on
observe ime cooccurrence d'événements climatiques ayant lieu plusieurs mois à une année
après l'apparition de El Nina ou La Nina telle que définie par le calcul de l'indice ENSO.
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IV. Analyse de la variabilité phénologique des
régions boréales et subarctiques du Canada
par télédétection
De par leur spatialité et leur continuité, les synthèses temporelles satellitaires peuvent
permettre de suivre l'évolution des processus environnementaux associés aux changements
climatiques globaux (désertification, réchauffement global, etc.) ou aux cycles courts du
climat {El Nino / La Nina ou l'oscillation atlantique nord NAO et l'oscillation Arctique AO).
La base de données PAL fournit des mesures de NDVI sur une hase décadaire (10 jours) sur
l'ensemble du Canada à une résolution spatiale de 8 km sur la période allant de 1981 à
aujourd'hui.
Une méthode originale pour estimer la durée de la saison de croissance, à partir des profils
temporels lissés du NDVI, est présentée dans ce chapitre. Ce paramètre permet de
cartographier les grands écosystèmes du Canada et de faire le suivi des cycles phénologiques
de la végétation sensible aux changements climatiques, qui sont ensuite quantifiés à l'aide de
données météorologiques.
IV.1 Introduction
Le NDVI depuis longtemps exploité, est un indicateur de l'activité chlorophyllienne. Les
études phénologiques sont très souvent basées sur l'analyse de l'évolution temporelle de cet
indicateur (Azzali et Menenti, 2000; Chen et al, 2000; Duchemin et al, 1999a;
Fischer, 1994). Le NDVI est un indicateur biophysique du climat. Les données satellitaires
donnent la possibilité de suivre d'une manière continue la dynamique de la végétation mais
aussi son changement et son impact sur l'environnement (Azzali et Menenti, 2000).
Cependant, l'étude des variations de NDVI n'est pas évidente. La dérive satellitaire et
instrumentale étant omniprésente, on observe malgré les efforts de calihration, un
accroissement systématique des valeurs de NDVI ainsi que des sauts ou décrochements lors
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des changements de plate-forme (Di et Hastings, 1995). La durée de la saison de croissance,
accessible à partir des profils temporels de NDVI, peut être un indicateur des variations
climatiques sensibles à ces problèmes de capteurs. L'analyse de la variation de l'amplitude du
NDVI peut être faussée par des problèmes d'étalormage et de capteur, sauf sur des périodes de
temps plus restreintes (Myneni et al, 1997).
L'objectif de cette étude est de mettre au point une méthode robuste à la dérive instrumentale,
d'estimation de la durée de la saison de croissance basée sur les profils temporels du NDVI.
L'objectif est également de comparer les variations climatiques décelées à l'aide de cet
indicateur avec les relevés météorologiques spatialisés sur l'ensemble du Canada ainsi qu'avec
la couverture de neige issue de la base de données du NSIDC (voir IIL6 - Couverture nivale).
IV.2 Estimation de la durée de la saison de croissance
La plupart des méthodes qui tentent d'exploiter les profils temporels de NDVI afin d'estimer
les durées de la saison de croissance sont essentiellement basées une technique de seuillage
des valeurs du NDVI (Zhou et al, 2001 ; Chen et al, 2000 ; Markon et al, 1995). Cependant,
du fait de la dérive instrumentale, étant donné que les satellites de la série NOAA dérivent et
passent de plus en plus tard, il est difficile de se fier, sur une grande échelle de temps, aux
valeurs absolues du NDVI (fig. IV.l).
La méthode appliquée ici s'appuie uniquement sur l'allure du profil temporel du NDVI car la
dérive instrumentale n'a pas d'effets supposés sur l'enveloppe du signal (Moulin et al, 1997).
Il convient, pour estimer la durée de saison de croissance, de repérer sur ce profil et pour
chaque année, deux références temporelles : la première correspondant au début de la saison
de croissance, lors du débourrement (Budburst) succédant la phase de dormance et la
deuxième à la fin de la saison de croissance ou sénescence. En assimilant le profil temporel du
NDVI à une allure sinusoïdale de période d'une année, il est possible de repérer, de façon
systématique, les sommets minimum et maximum correspondant respectivement à l'hiver et à
l'été, mais aussi les points d'inflexion pour chacune des périodes de transition (printemps et
automne). Cela est réalisable à condition que le signal temporel soit assez stable, continu et
qu'il soit épuré des bruits parasites liés aux défauts d'acquisition et de stockage ou bien plus
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généralement aux nuages résiduels. Les points d'inflexion se traduisent par l'annulation de la
dérivée seconde temporelle discrète (éq. IV. 1) :
A2ND VI NDVI(t+AT)-2-NDVI(t)+NDVI(t-AT)
— <t)= (IV.l)
Où AT est le pas de temps, qui ici est pris minimal, égal à l'échantillonnage temporel
(AT=10 jours). Les valeurs de la dérivée seconde du NDVI s'expriment en NDVI.jour"^.
Pour chaque année, le début de la saison de croissance est associé à la valeur du temps t
exprimée en jour Julien pour laquelle la dérivée seconde du NDVI s'annule en évoluant des
valeurs positives vers les valeurs négatives. La fin de la saison de croissance est définie
réciproquement.
Cette méthode telle que proposée permet de retrouver la durée de la saison de croissance en
s'appuyant sur les profils de la dérivée seconde du signal de NDVI. Elle est donc robuste aux
problèmes de dérive instrumentale car elle est globalement insensible aux variations linéaires
(d'ordre 1) du signal de NDVI causé par la prise de retard du satellite NOAA.
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Figure IV.l - Profil temporel du NDVI filtré du bruit et des nuages résiduels (Filtre passe-bas
& BISE modifié) pour un site en forêt boréale mixte situé en Alberta (56°45'N, II0°40'O),
dans la zone éco-climatique de la forêt au nord des Prairies
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IV.2.1 Lissage du signal temporel
Comme décrit dans le chapitre relatif aux prétraitements des bases de données
(voir II.4.2 - Filtres temporels), une série de filtres temporels est préalablement appliquée aux
profils temporels du NDVl. Ces filtres sont :
•  Filtre passe-bas
•  Filtre BISE
•  Filtre BISE modifié
•  Lissage temporel
La dernière opération de filtrage consiste à lisser le signal temporel du NDVI pour en
supprimer les variations rapides. Pour cela, un filtre basé sur deux passes successives d une
moyenne glissante sur 9 décades est appliqué. Cette opération de lissage permet de rapprocher
le signal du NDVl d'une fonction continue s'apparentant à une sinusoïde (fig. IV.2). 11 est
important de choisir le paramètre de filtrage le plus petit possible afin de ne pas modifier le
profil de NDVI de façon trop importante. Cependant, un paramètre de filtrage trop faible ne
suffirait pas à lisser convenablement le profil du NDVI et le nombre de points d'inflexion
deviendrait multiple durant les périodes de transition. Le désavantage d'un filtrage trop fort,
utilisant une taille de fenêtre trop grande, est de symétriser le profil du NDVI entraînant une
erreur sur le positionnement des points d'inflexion. Ce phénomène est repris plus avant dans la
chronologie méthodologique (voir IV.3.1 - Effet du paramètre de filtrage).
Afin de conserver une continuité temporelle, les trous de données, situés durant les hivers, en
raison du seuillage sur l'angle d'incidence solaire à 80°, sont éliminés et remplacer par une
fonction d'interpolation entre la dernière valeur de NDVI repérée avant le trou et la première
lui succédant. Il est à noter ici que l'automne 1994 reste problématique dû à l'absence de
mesures durant l'automne 1994, après l'arrêt de NOAA-II et avant la mise en fonction de
NOAA-14. L'interpolation linaire comble alors un trou très grand (environ 2 mois Yi), ce qui
rend la technique de repérage des points d'inflexion très imprécise sur cette période. Il est
important de se souvenir que l'année 1994, en particulier l'automne, peut présenter des
résultats anormaux qu'il convient d'associer à cette opération d'interpolation.
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IV.2.2 Repérage des points d'inflexion
Une fois le signal temporel de NDVl épuré des bruits parasites, en particulier ceux liés à la
présence de nuages résiduels, et lissé afin d'en obtenir l'enveloppe principale, les points
d'inflexion, repérés par l'annulation de la dérivée seconde, sont associés soit au début de la
saison de croissance si la dérivée seconde passe des valeurs positives vers les valeurs
négatives, ou bien à la sénescence dans le cas inverse (fig. rV.2).
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Figure IV.2 - Profils temporels du NDVl filtré, du NDVl filtré et lissé et de sa dérivée seconde
pour la même localisation spatiale qu'en figure IV.l
11 existe un a priori sur la position des points d'inflexion, ils doivent se trouver au printemps et
à l'automne, les autres points d'inflexion se trouvant ailleurs ne devant pas être pris en
compte. Ces points « parasites », surtout présents durant les phases ou le NDVl est en palier
(en hiver et en été), sont liés à des variations brusques du signal certainement causées par une
modification de la géométrie d'acquisition et par les effets de BRDF.
Techniquement, la détermination des positions des points d'inflexion se déroule en deux
étapes. La première étape permet de déterminer, d'une manière grossière, ces fourchettes de
temps correspondant au printemps et à l'automne qui varient suivant la localisation (partie 1 de
l'organigramme fig. 1V.3). Pour ce faire, un lissage du profil de NDVl mais avec un fort
paramètre de taille de fenêtre glissante (21 décades sur 2 passes) est utilisé. La date standard
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de débourrement (sénescence) est alors calculée comme la moyenne de toutes les positions de
points d'inflexion entre le 11 mars et le 30 mai (17 septembre et 6 décembre). Dans la
deuxième étape, les cartes de dates standards de débourrement et de sénescence sont alors ré
injectées dans le processus de détermination des dates de débourrement et de sénescence avec
le paramètre de filtrage fin (9 décades sur 2 passes) (partie II de l'organigramme fig. IV.3).
Cette opération permet d'éliminer avec une bonne efficacité tous les points d'inflexion
parasites et augmente ainsi l'applicabilité de la méthode. L'organigramme suivant (fig. rv.3)
résume la technique :
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Différence de
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Figure rV.3 - Organigramme méthodologique de détermination du début (débourrement), de la
fin (sénescence) et de la durée de saison de croissance à partir des profils temporels de NDVI
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IV.3 Résultats, validation et limites
La figure IV.4 illustre un exemple de résultat obtenu pour un point situé dans la forêt mixte
d'Alberta. Elle montre l'évolution temporelle des dates de début et de fin de saison de
croissance ainsi que de durée de saison de croissance.
En premier abord, il apparaît que la durée de la saison de croissance semble afficher une
périodicité d'environ 4 ans. Cette périodicité, si elle existe, pourrait être associée au cycle
court du climat El Nino / La Nina. Particulièrement, les années 1989 et 1996 présentent une
date de débourrement plus tardive (-20 jours) résultat probable des événements La Nina de
1988 et 1995.
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Figure IV.4 - Variations interannuelles des dates de débourrement et de sénescence ainsi que
de la durée de saison de croissance pour la même localisation spatiale qu'en figure IV. 1
La figure IV.5, représentant la durée moyenne de la saison de croissance sur toute la période
(mis à part 1994), présente une assez bonne similitude avec la carte de classification du
Canada (fig. III.3). L'ensemble des grandes écozones y est assez bien décrit. Les zones
agricoles des Prairies avec une période de croissance relativement courte se distinguent de la
forêt mixte plus au nord de période de croissance plus longue. On perçoit également très
nettement le gradient climatique latitudinal entre la forêt de feuillus au sud jusqu'à la toundra
au nord en passant par la forêt de eonifères et la taïga.
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Figure IV.5 - Durée moyenne de la saison de croissance entre 1982 et 1999 calculée à partir de
la méthode de détection des points d'inflexion sur l'ensemble du Canada
La concordance de la carte de durée moyenne de la saison de croissance avec la classification
du Canada valide la méthode dans son aspect global, les variations ponctuelles de la durée de
saison de croissance devant être comparées avec les données météorologiques.
IV.3.1 Effet du paramètre de filtrage
La taille de la fenêtre glissante de la fonction de lissage du signal temporel de NDVI est le
paramètre fondamental de cette technique de détermination du début et de la fin de la saison
de croissance par repérage des points d'inflexion. Cet ajustement est délicat à mettre au point,
ion paramètre de filtrage trop petit ne lisse pas assez le signal temporel et le nombre de points
d'inflexion reste multiple, tandis qu'un paramètre de filtrage trop puissant, modifie trop
fortement le signal du NDVI en le symétrisant entre les valeurs d'hiver et d'automne.
L'optimisation consiste à trouver la taille de la fenêtre glissante la plus petite qui permet
d'appliquer la méthode sur l'ensemble du Canada ou presque. Par expérimentation, on trouve
que la taille de fenêtre minimale qui permet à la méthode de fonctionner sur l'ensemble du
Canada ou presque est de 2 passes sur 9 décades. Les figures IY.6 et rv.7 montrent 1 impact
de la variation de ce paramètre de filtrage sur les dates de débourrement et de sénescence pour
un point situé dans le sud-est (Québec) du Canada.
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Figure IV.6 - Évolution du profil temporel de la date du début de saison de croissance
(débourrement) en fonction de la taille de la fenêtre glissante de la fonction de lissage
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Figure IV.7 - Évolution du profil temporel de la date de fin de saison de croissance
(sénescence) en fonction de la taille de la fenêtre glissante de la fonction de lissage
92
IV.3.2 Validation, comparaisons avec les observations météorologiques
Il est très difficile d'obtenir une validation objective d'un tel travail. Chen et al. (2000)
exploitent une méthode basée sur le seuillage des valeurs de NDVl sur la Chine du nord et
proposent d'utiliser des relevés faits sur un échantillonnage de stations de surveillance de la
phénologie afin de calibrer sa méthode. Si ce type de relevés phénologiques est exploitable sur
une forêt d'arbres à feuilles caduques dont la date de feuillaison est très directement corrélée
avec la température de l'air (Raulier et Bemier, 2000), il est moins évident sur une forêt de
conifères à feuilles persistantes composant la majorité de la forêt boréale canadienne.
La méthode de validation envisagée serait plutôt par comparaison des durées de saison de
croissance avec les variations climatiques ou météorologiques mesurées à 1 aide des valeurs
interpolées de température provenant des relevés des stations météorologiques. Cette
comparaison peut se faire, par exemple, entre les anomalies météorologiques ou l'écart à la
moyenne mesurée sur les 17 années disponibles, prises pour chacune des quatre saisons et
chacune des années, avec d'une part, la durée de saison de croissance, et d autre part, les dates
de début et de fin de saison de croissance. Le paramètre limitant la croissance dans la forêt
boréale canadienne est essentiellement la température. Les figures 1V.8 et 1V.9 démontrent
une assez bonne corrélation existant entre l'anomalie de la température maximale moyenne de
la saison de transition (printemps et automne) avec les dates de début et de fin de saison de
croissance ; plus la moyenne de la température quotidienne maximale Tamax est élevée, plus la
saison de croissance commence tôt (corrélation négative). Le phénomène est inverse à
l'automne, plus la moyenne des Tamax est grande, plus la sénescence intervient tard
(corrélation positive).
Sur les figures 1V.8 et 1V.9 les années d'impact des événements El Nino et La Nina sont
repérées, d'une manière arbitraire, avec une année de différence avec le début de l'événement
(i.e. l'année 1996 succède l'événement La Nina de 1995). Ces figures concernent que les
périodes pour lesquelles les dormées météorologiques et phénologiques sont disponibles en
même temps: 1982-1997 pour le printemps et 1981-1997 pour l'automne. Pour cette
localisation, visuellement, la date de débourrement semble plus sensible aux effets de La Nina
tandis que la date de sénescence est plus assujettie aux événements El Nino.
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Figure IV.8 - Anomalie de la température maximale quotidienne en moyenne durant le
printemps en fonction de la date du début de la saison de croissance pour chacune des années
entre 1982 et 1997 et pour le même site qu'en figure IV.l (les événements ENSO sont repérés
avec un déphasage d'une année)
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Figure 1V.9 - Anomalie de la température maximale quotidienne en moyenne durant
l'automne en fonction de la date de fin de saison de croissance pour chacune des années entre
1981 et 1997 et pour le même site qu'en figure IV. 1 (les événements ENSO sont repérés avec
im déphasage d'une année)
Un autre paramétre important, influençant les dates de début et de fin de saison de croissance,
est respectivement, la disparition et l'apparition de la neige. La neige influence la mesure de
NDVl et sa disparition (apparition) entraîne une hausse (baisse) des valeurs de NDVl. Cela est
particulièrement vrai pour les zones pauvres en végétation telles la toundra et les zones de
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transition. Dans ces régions, c'est certainement la neige qui dicte la date de début et de fin de
saison de croissance comme définie par cette méthode basée sur le NDVl. Les données de
couverture nivale du NSIDC (voir II1.6 - Couverture nivale) permettent de déterminer la date
de disparition de la neige définie comme la date succédant la période de 3 semaines
consécutives sans neige et la date d'apparition de la neige, définie comme la date précédant la
période de 3 semaines consécutives de présence de neige. Ces valeurs obtenues sont reportées
sur la figure rV.12 et comparées aux données correspondantes dérivées du NDVI ainsi que les
moyennes de Tumax en référence météorologique.
La figure IV. 10 présente les variations observées du début, de la fin et de la durée de la saison
de croissance pour chacune des zones éco-climatiques. Elles sont comparées aux variations de
la moyenne de la température maximale quotidienne au printemps pour le début de saison de
croissance, à celles de Tamax à l'automne pour la fin de saison de croissance, et à la somme des
degrés-jours^ de croissance pour la durée de saison de croissance.
L'analyse de la figure TV. 10 montre une multitude de renseignements. Tout d'abord, la
variation interannuelle des paramètres de début, de fin et de durée de saison de croissance est
marquée dans chacune des zones éco-climatiques. Généralement, un printemps plus précoce
est associé à une anomalie de la température quotidienne maximale Tamax moyenne sur le
printemps (mars-avril-mai) élevée (corrélation négative), ainsi qu'à une date de disparition de
la neige également précoce. Par exemple, ce cas est flagrant pour l'armée El Nifio de 1987 sur
la zone de la forêt boréale (fig. lY.lO). Inversement l'armée La Nina de 1996 montre le cas
inverse sur la même zone. Réciproquement, un automne plus tardif est généralement associé à
une température moyenne maximale quotidienne sur l'autonme (septembre-octobre-novembre)
plus chaude (corrélation positive), en même temps qu'une date d'apparition de la neige plus
tardive. Ceci est visible durant l'année 1994 sur la forêt boréale. La durée de saison de
croissance est généralement en accord avec d'une part la somme des degrés-jours de
croissance calculée à partir des Tamax et avec la durée de saison estivale (voir 1II.6.2 -
Repérage du début et de la fin de la période hivernale).
^ La somme des degrés-jours de croissance est un paramètre bio-climatique fortement corrélé à l'activité de la
végétation, cumulant la déviation de la température au-dessus d'une valeur seuil (0°C). Elle se mesure en °C.jour.
Sa définition et son interprétation sont données plus en avant dans le chapitre V.
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Figure IV. 10 - Profils temporels des dates de débourrement, de sénescence et des durées de
saison de croissance pour différentes zones éco-climatiques et comparaison avec les anomalies
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Figure IV. 10 (suite) - Profils temporels des dates de débourrement, de sénescence et des
durées de saison de croissance pour différentes zones éco-climatiques et comparaison avec les
anomalies saisonnières de température de l'air Ta^ax, des dates de fin, de début et de durée de
saison estivale et la somme des degrés-jours
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Figure IV. 10 (suite) - Profils temporels des dates de débourrement, de sénescence et des
durées de saison de croissance pour différentes zones éco-climatiques et comparaison avec les
anomalies saisonnières de température de l'air Tamax, des dates de fin, de début et de durée de
saison estivale et la somme des degrés-jours
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Figure IV. 10 (suite) - Profils temporels des dates de débourrement, de sénescence et des
durées de saison de croissance pour différentes zones éco-climatiques et comparaison avec les
anomalies saisonnières de température de l'air Ta^ax, des dates de fin, de début et de durée de
saison estivale et la somme des degrés-jours
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Un autre fait remarquable, appuyant également la validité de la méthode, est la eohérenee qui
existe entre la date de disparition de la neige (apparition) et la date de début (fin) de saison de
croissanee. Le début de saison de eroissance a toujours lieu après la fonte de la neige, tandis
que la fin de saison de croissance a lieu avant l'apparition de celle-ci. Néanmoins, sur les
zones de forte végétation, le décalage est plus important. On note en moyenne entre 1982 et
2000, 22 jours de décalage entre la fonte de la neige et le début de saison de croissance sur la
zone du sud-est, et 33 jours sur la zone de la forêt au nord des Prairies. Le décalage le plus
important étant pour la zone des Prairies avec 56 jours car cette écozone est beaucoup plus
sensibles aux activités anthropiques des labours et des moissons. Sur les zones de faible
végétation, l'écart est plus faible : 6 jours sur le nord-est, 5 jours sur la Toundra. Le
phénomène inverse est observable entre la fin de saison de croissance et l'apparition de la
neige. Pour les zones à forte végétation comme la forêt du nord des Prairies, le décalage est de
17 jours, tandis que les zones à faible végétation comme la Toundra et la Maekenzie, le
décalage n'est plus que de 7 jours. Sur ces zones à faible végétation c'est donc la neige qui
dicte le début et la fin de la saison de croissance, néanmoins, les résultats restent cohérents.
IV.3.3 Tendances
Cette section amène les résultats des tendances des paramètres obtenus par positionnement des
points d'inflexion (début, fin et durée de saison de croissance) et les compare avec les
références climatiques météorologiques et de couvert de neige. Aussi, cette section tente de
rapprocher ces résultats de ceux trouvés par les méthodes plus conventionnelles de seuillage
duNDVI.
Résultats de tendances obtenus par la méthode des points d'inflexion
Pour chacun des paramètres (début, fin et durée de saison de eroissance) analysés, on a calculé
la carte de coefficient de pente de la régression linéaire en fonction du temps. Ceci permet
d'analyser les variations spatiales de la tendance moyenne observée. Les moyennes spatiales
de ces coefficients de tendance sur les différentes zones éeo-elimatiques ainsi que sur le
Canada entier sont résumées dans le tableau IV. 1.
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La tendance en moyenne sur le Canada de durée de saison de croissance, mesurée entre 1982
et 1999, montre une bonne stabilité (+0.1 ± 0.3 jour.an"'). Cependant, la tendance ne semble
pas homogène sur tout le territoire (fig. IV. 11). La partie nord du Canada semble bien afficher
une tendance à la hausse de la durée de saison de croissance. Ceci est visible en particulier sur
la Mackenzie et la forêt du nord des Prairies avec des accroissements respectifs de
+0.5 ± 0.5 jour.an"' et de +0.4 ± 0.4 jour.an"^ Tandis que la partie sud du Canada, en
particulier la zone au sud de la baie d'Hudson, affiche une tendance à la baisse de la durée de
saison de croissance. Le sud-est présente une diminution de -0.4 ± 0.5 jour.an"'. Ce résultat, en
opposition avec l'hypothèse d'un réchauffement climatique global, est toutefois à prendre avec
précaution car la tendance calculée sur une période relativement courte, reste faible par rapport
à la variabilité interannuelle de la durée de saison de croissanee. Cette variabilité naturelle et
rapide du climat explique aussi pour le eoefficient d'incertitude (erreur sur la pente de
régression caleulée à partir de l'écart type et du nombre d'échantillons) est souvent très élevé.
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Figure IV.ll - Tendance sur la durée de saison de croissance entre 1982 et 1999
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Début Saison
Croissance
Fin Saison
Croissance
Durée Saison 1
Croissance |
sud-est Canada -0.0 ±0.3 -0.5 + 0.3 -0.4 + 0.5
Prairies +0.2 ± 0.2 -0.5 + 0.4 -0.2 + 0.4
Forêt Boréale -0.1+0.4 -0.6 + 0.3 -0.3 + 0.6
Forêt nord des Prairies -0.1+0.3 +0.0 + 0.3 +0.4 + 0.4
nord-est Canada -0.1 + 0.3 -0.2 + 0.3 +0.2 + 0.4
Toundra -0.3 + 0.3 -0.3 + 0.3 +0.0 + 0.5
Mackenzie -0.5 + 0.3 +0.1+0.2 +0.5 + 0.5
Canada entier -0.2 + 0.2 -0.2 + 0.2 +0.1 + 0.3
Tableau IV. 1 - Tendances en jour.an'\ moyennes sur les différentes zones éco-climatiques,
pour le début de la saison de croissance (1982-2000), la fm de la saison de croissance
(1981-1999), la durée de la saison de croissance (1982-1999)
Début Saison estivale Fin Saison estivale Durée Saison estivale
sud-est Canada -0.0 + 0.3 -0.0 + 0.3 -0.0 + 0.6
Prairies -0.5 + 0.5 +0.7 + 0.6 +1.1 + 0.8
Forêt Boréale -0.1 + 0.4 -0.1 + 0.3 -0.1 + 0.7
Forêt nord des Prairies -0.3 + 0.4 +0.6 + 0.5 +0.7 + 0.6
nord-est Canada +0.2 + 0.3 +0.2 + 0.4 +0.0 + 0.5
Toundra -0.0 + 0.4 -0.2 + 0.3 -0.0 + 0.6
Mackenzie -0.4 + 0.4 +0.3 + 0.2 +0.7 + 0.6
Canada entier -0.2 + 0.3 +0.2 + 0.2 +0.4 + 0.5
Tableau 1V.2 - Tendances en jour.an'^ moyennes sur les différentes zones éco-climatiques,
pour le début de la saison estivale (1982-2000), la fin de la saison estivale (1981-1999),
la durée de la saison estivale (1982-1999)
102
Moyenne de Tama, au
printemps
(°C.an'')
Moyenne de Tumax en
automne
(°C.an')
Somme degrés-jours
issue de Tumax
(°C.jour.an')
sud-est Canada -0.1 ±0.1 -0.02 ± 0.04 -2 ±6
Prairies -0.1 ±0.1 ±0.0 ±0.1 -9± 14
Forêt Boréale -0.1 ±0.1 -0.0 ±0.1 -7 ±9
Forêt nord des Prairies -0.0 ±0.1 ±0.0 ±0.1 -3 ±9
nord-est Canada -0.1 ±0.1 ±0.0 ±0.1 ±2 ±5
Toundra -0.1 ±0.1 -0.0 ±0.1 ±2 ±7
Mackenzie ±0.1 ±0.1 ±0.0 ±0.1 ±10 ±8
Canada entier -0.0 ±0.1 ±0.0 ±0.1 ±2 ±6
Tableau rv.3 - Tendances moyennes sur les différentes zones éco-climatiques pour l'anomalie
en température maximale quotidienne Ta^ax en moyenne sur le printemps et sur l'automne et
pour la somme des degrés.jours de croissance entre 1981 et 1997
Les tableaux IV.2 et IV.3 qui représentent respectivement les tendances de périodes de neige
sur une période de temps choisie similaire aux paramètres de saison de croissance, ainsi que de
l'anomalie en température de l'air pour les différentes zones éco-climatiques, sont là en
comparaison avec le tableau analogue sur la saison de croissance (tableau IV. 1). Pour ce
dernier cas, la comparaison reste délicate. En effet, les périodes de temps ne sont pas
parfaitement similaires car les données météorologiques s'arrêtent en 1997.
Concernant le printemps (date de début de saison de croissance et de saison estivale,
température moyenne quotidienne maximale), les tendances sont le moins en accord, sauf sur
la Mackenzie (-0.5 ± 0.3 jour.an"' pour le début de la saison de croissance, -0.4 ± 0.4 jour.an"'
pour le début de la saison estivale et +0.1 ± 0.1 °C.an"' pour la température au printemps).
Cela peut s'expliquer par le fait que l'extension temporelle des données météorologiques
s'arrête en 1997, juste après un événement froid La Nina dont l'impact est plus fort en hiver et
au printemps. L'effet est d'accentuer les tendances de la température vers une diminution.
L'ensemble des zones éco-elimatiques à part les Prairies montrent ime avance de la date de
début de saison de croissance (-0.2 ± 0.2 jour.an'* en moyenne sur le Canada) que confirme le
début de la saison estivale (-0.2 ± 0.2 jour.an"' en moyenne sur le Canada).
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En automne (date de fin de saison de croissance et de saison estivale, température moyenne
quotidienne maximale), l'ensemble des tendances concordent relativement. La zone de la forêt
boréale présente une diminution de la date de sénescence (-0.6 ± 0.3 jour.an"') en même temps
qu'une diminution de la date d'apparition de la neige (-0.1 ± 0.3 jour.an') et une faible
diminution de la température Tumax (-0.0 ± 0.1 °C.an''). Tandis que la Mackenzie affiche une
augmentation de ces trois même paramètres (+0.1 ± 0.2 jour.an"', +0.3 ± 0.2 jour.an ' et
+0.0 ±0.1 °C.an"'). Par contre la zone des Prairies, sur laquelle est mesurée une légère
augmentation de température (+0.0 ± 0.1 °C.an'') entraînant un retard de la date d'apparition
de la neige (+0.7 ± 0.6 jour.an"'), la date de fin de saison de croissance tends à être plus
précoce (-0.5 ± 0.4 jour.an"'). Cela peut s'expliquer par le fait que la fin de saison de
croissance sur cette zone, majoritairement cultivée, est déclenchée lors des moissons et ne suit
pas le régime climatique directement.
Enfin, pour la durée de saison de croissance comparée avec la durée de saison estivale et la
somme des degrés-jours de croissance, les tendances sont sensiblement en accord, sauf pour
les Prairies certainement pour les mêmes raisons que concernant la date de fin de saison de
croissance. Sur l'ensemble du Canada, la durée de saison de croissance augmente
(+0.1 ± 0.3 jour.an"') en même temps que la durée de la saison estivale (+0.4 ± 0.5 jour.an"') et
que la somme des degrés-jours issue de Tumax (+2 ± 6 °C.jour.an"').
Comparaison avec les méthodes classiques de seuillage du NDV!
Quelques études ont déjà tenté de calculer la tendance de la durée de saison de croissance dans
l'hypothèse de visualiser l'effet de serre et d'augmentation de la température par le biais d'un
verdissement des écosystèmes.
Par exemple, Zhou et al. (2003 ; 2001), en utilisant un seuil de 0.3 du NDVI pour définir le
début et la fin de saison de croissance, montrent une accélération de la durée de saison de
croissance, entre 1982 et 1999, égale à +12 ± 5 jour (+0.7 ± 0.3 jour.an"') en moyenne sur le
nord Amérique (40°N - 70°N). Ce dernier résultat est dans l'ordre de grandeur des tendances
mesurées par la méthode des points d'inflexion sur les forêts au nord des Prairies
(+0.4 ± 0.4 jour.an"') et sur la Mackenzie (+0.5 ± 0.5 jour.an"'). Néanmoins, les autems
soulignent le fait que la méthode de seuillage est fortement dépendante du seuil de NDVl
104
choisi. Ce qui peut aussi expliquer la différence entre les tendances observées par les deux
méthodes : dans l'hypothèse où le NDVl évolue positivement avec l'âge du satellite et étant
donnée la méthode de calibration utilisée par les auteurs qui minimise l'évolution du NDVI
mesuré sur un site désertique, la tendance exagérée d'environs 0.2 jour.an"' pourrait être
imputable aux effets de dérive orbitale.
iV.4 Effets du couple El Nino I La Nina sur la saison de croissance
Les effets du couple climatique El Nino / La Nina sur le Canada concernent surtout l'hiver et
le printemps consécutif à l'événement par des biais sur la température et la précipitation
(voir 1.2.2 - Sensibilité du climat canadien aux cycles courts du climat). C'est donc surtout le
début de saison de croissance qui pourrait être influencé par ces événements climatiques. Entre
1982 et 2000, il y a eu en alternance 4 événements El Nina (1982, 1986, 1991, 1997) et
3 La Nina (1988, 1995, 1998). L'utilisation des données de couverture de neige du NSIDC
pour repérer la date de la fonte de la neige et sa comparaison avec l'indice ENSO sur
34 saisons consécutives a permis de quantifier un décalage de la cooccurrence des deux
événements à environ 11 mois en moyenne sur le Canada (tableau 111.3).
La figure IV. 12 illustre la forte anti-corrélation entre l'anomalie en température maximale
quotidieime aux printemps (mars, avril et mai) en 1987 et 1989 et les dates de début de saison
de croissance pour ces mêmes années. Le fait remarquable est que l'année 1987 succède un
événement chaud El Nina de 1986 et l'année 1989, celui de l'événement froid La Nina de
1988. Ce décalage de l'anomalie climatique par rapport au début des événements ENSO
(tableaux I.l et 1.2) se retrouve aussi pour l'année El Nina de 1997 et pour l'année La Nina de
1995 (fig. IV. 10). Par contre l'année La Nina de 1998 n'est pas associées à une anomalie
particulière respectivement en 1999 (fig. IV. 10). Les événements El Nina de 1982 et 1991 ont
vraisemblablement été perturbés par les éruptions volcaniques de El Chichon et du Pinatubo.
Par ailleurs, l'amplitude des effets climatiques directement imputables à l'ENSO peut être du
même ordre de grandeur ou inférieure à celle naturelle du climat. Effectivement, il apparaît
que l'effet sur la température d'im événement ENSO est typiquement de 3°C (Hoerling et al.,
1997 ; Shabbar and Khandekar, 1996). Pour les deux années 1987 et 1989 prises comme
105
exemples (fig. IV. 12), les écarts positifs ou négatifs, par rapport à la moyenne au printemps,
peuvent atteindre 3°C à 4°C sur le sud du Canada (fig. IV. 10). Le signal ENSO peut ainsi être
« noyé » dans la variabilité naturelle du climat.
1987
%% 'A
1989
-25 jour Ojour +25 jour -6°C 0°C +6°C
Figure IV. 12 - Comparaison entre l'anomalie de la date de début de saison de croissance
(à gauche) et l'anomalie de température Tamax au printemps (à droite) pour l'événement
El Nino de 1987 (en haut) et celui de La Nina de 1989 (en bas)
Afin de pouvoir localiser et délimiter l'extension spatiale de la correspondance de l'indice
ENSO avec l'anomalie climatique, il est possible de corréler entre l'indice bimensuel ENSO
(fig. 1.5) et la date de début de saison de croissance. Dans ce cas, le coefficient de corrélation r
devrait être négatif là où l'effet supposé de l'ENSO est visible.
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La figure IV. 13 est une représentation spatiale du coefficient de corrélation r entre la date de
début de saison de croissance et l'indice ENSO pour deux déphasages (6 mois et 11 mois). Ce
qui transparaît de cette figure est d'une part que l'effet de El Niho / La Nina sur le début de
saison de croissance, exprimé par un eoefficient de corrélation négatif, est plutôt situé sur la
zone centrale-ouest du Canada et d'autre part que ce phénomène cyclique s'installe d'abord
sur la partie ouest (décalage de 6 mois) pour ensuite arriver sur la partie centrale au nord des
Prairies (décalage de 11 mois). Mis à part le sud des Prairies, où la corrélation légèrement
positive est difficilement explicable, l'anomalie sur le reste du Canada ne semble pas
particulièrement associée à la variation de l'indice ENSO.
K
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Figure IV. 13 - Variation spatiale du coefficient de corrélation temporelle r entre la date de
début de saison de croissance et l'indice ENSO d'octobre-novembre (à gauche) et de mai-juin
(à droite) de l'année précédente
IV.5 Effets des événements AO et NAO sur la saison de croissance
Les oscillations arctique et atlantique nord quantifiées respeetivement par les indices AO
(fig. 1.13) et NAO (fig. 1.11) influencent le mouvement zonal des masses d'air ce qui a pour
effet de modifier la température sur le Canada (voir 1.2.2 - Sensibilité du climat canadien aux
cycles courts du climat). Certains disent que ces deux indices observent le même phénomène
climatique mais de manière différente, il reste à savoir lequel décrit mieux l'impact de ces
oscillations sur le climat canadien.
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Les figures 1.12 et 1.14 montrent qu'il existe une anti-corrélation entre la température sur le
Canada, en particulier sur la côte à l'est du continent, et les indices AO et NAO. 11 est attendu
alors, lorsque ces indices sont dans leurs phases positives, d'observer d'une part ime date de
début de saison de croissance plus tardive (corrélation positive, r positif) et une date de fin de
saison de croissance plus précoce (corrélation négative, r négatif). Réciproquement, c'est
l'inverse qui est observé dans la phase négative de ces deux indices.
Les figures IV. 14 et IV. 15 sont les représentations spatiales des coefficients de corrélation
temporelle r entre le début et la fin de la saison de croissance et les indices annuels AO et
NAO respectivement. Pour le début de saison de croissance, la corrélation est calculée entre
1982 et 2000, pour la fin entre 1981 et 1999 sauf 1994. Ce qui apparaît sur ces figures est que
la corrélation entre AO et NAO est globalement dans le sens attendu, e'est-à-dire qu'elle est
positive pour la date de début de saison de croissance et négative pour celle de fin de saison de
croissance, ceci conforte la méthode. Cependant, les valeurs de corrélation ne sont pas très
forte, notamment pour la corrélation entre l'indice AO et la date de fin de saison de croissance
(fig. IV.14 droite) et celle entre l'indice NAO et la date de début de saison de croissance
(fig. rV.15 gauche). Ce qui ressort le plus est la corrélation positive qui existe entre la date de
début de saison de croissance et l'indice AO (fig. IV. 14 gauche) qui atteint r=0.6 (r^=0.36) sur
la zone au sud de la Baie d'Hudson et sur toute une bande longeant l'écotone à l'ouest de la
baie d'Hudson.
La corrélation entre la date de sénescence et l'indice NAO est la plus forte sur les côtes du
^  2
Labrador et aux environs de la baie d'Ungava (nord Québec) où elle atteint r=-0.8 (r =0.64)
par endroits. Ce dernier résultat est en accord avec la figure 1.12 qui prédit une température
hivernale dans ces régions plus froide dans le cas d'un épisode NAO fort (phase positive) et
influence aussi la date de fin de saison de croissance.
En résumé, il semble que l'indice AO est plus fortement corrélé avec la variabilité observée du
début de saison de croissance et que l'indice NAO celle de la fin de saison de croissance
notamment sur la partie est du Canada. Cependant, ces corrélations sont à prendre avec
précaution étant donné l'aspect limitatif en raison de l'extension temporelle limitée à environ
20 années des données satellitaires.
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Figure rV.14 - Variation spatiale du coefficient de corrélation temporelle r entre la date de
début de saison de croissance (à gauche), la date de fin de saison de croissance (à droite) et
l'indice AO
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Figure 1Y.15 - Variation spatiale du coefficient de corrélation temporelle r entre la date de
début de saison de croissance (à gauche), la date de fin de saison de croissance (à droite) et
l'indice NAO
IV.6 Conclusion
Cette méthode originale de détermination de la durée de la saison de croissance palliant aux
problèmes liés à la dérive satellitaire, semble fournir des résultats cohérents et validés à l'aide
de sources de références climatiques indépendantes. On remarque la similitude des durées
moyennes de saison de croissance avec la classification du Canada mais aussi l'analogie entre
les variations des périodes de transition et l'anomalie en température maximale, principal
paramètre limitant la croissance de la végétation des zones boréales.
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En outre la méthode donne des résultats en cohérence avec les dates de disparition et
d'apparition de la neige dont le décalage s'exprimant en jours est sensible à la densité de
végétation. Sur les zones fortes en végétation (forêt boréale), le décalage est plus important,
tandis que sur les sols pauvres en végétation (Toundra, zones de transition), c'est la présence
de neige qui détermine le début et la fin de la saison de croissance.
Les tendances aussi obtenues, bien que très imprécises à cause de la courte extension
temporelle, montre un résultat non homogène sur le Canada. Si le nord du Canada semble se
réchauffer comme en témoigne une durée de saison de croissance à la hausse, le sud semble
plutôt afficher une diminution de ce même paramètre. Ce dernier résultat est appuyé par une
diminution faible, sur la même période, de la durée de saison estivale (sans neige) ainsi que
par la diminution de la température moyenne météorologique sur les mêmes zones.
Enfin, et bien que l'extension temporelle limitée reste un handicap, il est possible de délimiter
les zones d'impact des événements climatiques cycliques tel le couple El Nino / La Nina par
corrélation temporelle avec l'indice ENSO. La méthode détermine la zone d'action de ce
couple climatique à la partie ouest-centrale du Canada. Une technique similaire de corrélation
avec les indices AO et NAO prouve une bonne correspondance entre le début de la saison de
croissance de la partie centrale du Canada avec l'indice AO, tandis que la date de fin de saison
de croissance enregistrée au nord Québec semble plus liée à l'indice NAO.
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V. Cumul annuel des degrés-jours de croissance
La somme des degrés-jours est un paramètre intégrateur climatique. Les degrés-jours sont les
valeurs représentatives d'un écart de température d'une joumée par rapport à un seuil donné.
Ils cumulent et quantifient la chaleur ou le froid au-dessus ou au-dessous de certaines valeurs
repères, ces dernières étant sélectionnées en vue de leur application à des secteurs précis
comme l'énergie, l'agriculture ou bien les études phénologiques (Naud et al, 1996). La
température peut être dérivée des acquisitions satellitaires dans l'infrarouge thermique donnant
accès à la température de surface Ts ou encore des relevés météorologiques de la température
de l'air Ta.
Ce chapitre expose le potentiel de la somme des degrés-jours obtenue à partir des valeurs de
température de surface dérivées des acquisitions satellitaires comme indicateur des variations
climatiques. L'activité de la végétation et les caractéristiques de gel du sol sont fortement
contrôlées par la somme des degrés-jours de croissance ou de gel et de dégel.
V.1 Introduction
L'exploitation de la température de surface Ts, obtenue à partir des mesures effectuées dans
les deux canaux thermiques de AVHRR et par l'intermédiaire d'un split window
(voir II.2.4 - Température de surface et split window), donne accès à une cartographie des
valeurs de somme de degrés-jours. La base de données décadaire PAL (voir 11.4 - Base de
données PAL), composite par maximum de NDVI, constitue une archive remontant à la fin de
l'année 1981 jusqu'à aujourd'hui (2000), avec une résolution spatiale de 8 km.
Le calcul des degrés-jours impose le choix d'un seuil sur la température dépendant de
l'application concemée. La sélection d'un seuil sur Ts à 0°C (273.15 K) est pertinent car il
correspond au dégel de la surface du sol généralement associé à la période d'activité de la
végétation, on parle alors de la somme des degrés-jours de croissance.
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Pour un niveau donné du bilan radiatif, l'écart entre la température du sol et la température de
l'air (Ts-Ta) est essentiellement fonction du flux de chaleur latente, c'est-à-dire de
l'évaporation réelle et de la transpiration des végétaux de la zone considérée (Boissard et al.,
1990 dans Guyot, 1999), donc cette différence est fonction de la quantité d'eau disponible. Il
est alors attendu que la somme des degrés-jours issue des acquisitions satellitaires thermiques
soit très similaire à celle obtenue à partir des mesures météorologiques de la température de
l'air Ta, et que le biais calculé entre ces deux grandeurs dépende de la teneur en eau du sol et
donc de la précipitation en même temps que de la densité et du type de végétation.
Le choix d'un critère de seuil sur Ts de 0°C est pertinent pour la détection du pergélisol car le
nombre de degrés-jours correspond à la période de dégel et d'absence de neige.
V.2 Méthodologie
L'accumulation des degrés-jours à partir des séries spatio-temporelles de température de
surface issue d'un split window effectué sur la base de données AVHRR composite décadaire
PAL, traitée et filtrée des nuages résiduels (voir n.4.2 - Filtres temporels) se fait très
directement (éq. V.l) :
^Ts= ^10-(Ts(décade)-273.15K) (V.l)
décades,Ts>273.15K
Le facteur 10 présent dans la somme est nécessaire car la base de données est décadaire
(éehantillonnage de 10 jours).
La principale contrainte technique provient de l'absence ponctuelle de données satellitaires
lors des périodes hivernales lorsque l'angle d'incidence solaire dépasse 80°
(voir 11.4 - Base de données PAL). Il est alors nécessaire de s'assurer que la température de
surface croise au minimum une fois le seuil 273.15 K aussi bien au printemps qu'à l'automne.
Les cartes annuelles de somme des degrés-jours présentent des zones où il n'a pas été possible
d'appliquer la somme car le seuil sur l'incidence solaire intervient après que la température du
sol ait atteint 273.15 K au printemps ou, réciproquement, avant à l'automne. Dans un même
ordre d'idée, l'année 1994 est problématique du fait de l'absence de mesxrres satellitaires
NOAA-AVHRR durant l'automne.
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Pour référence et validation, la somme des degrés-jours calculée à partir des relevés
météorologiques quotidiens de température maximale et mesurée en °C.jour, s'obtient
ainsi (éq. V.2) :
max — ET â.max Gour) (V .2)
Jours,Tamax >0°C
Le choix de la température maximale quotidierme Tamax par rapport à la température minimale
quotidienne ou bien moyenne quotidienne est justifié par le fait que l'heure de passage des
satellites de la série NOAA s'approchant de 15h heure locale, la température de l'air
s'apparente à la température maximale quotidienne.
Pour comparaison, et aussi pour expliquer tout écart important entre les sommes des degrés-
jours issues de Ts et celles issues de Tumax, l'accumulation annuelle des précipitations est
utilisée comme référence climatique. Cette accumulation est la somme des valeurs
quotidiennes de précipitations entre le 1 janvier et le 31 décembre de chaque année.
Un autre facteur influençant la différence calculée entre la somme des degrés-jours issue de Ts
et celle issue de Tumax est que la mesure satellitaire Ts, bar le biais de l'opération de
compositing MaN, se fait toujours, idéalement, dans des conditions d'absence de nuages et
donc anticycloniques. Dans ces conditions, il est fort probable que la somme des degrés-jours
issue de Ts soit généralement supérieure à celle issue de Ta, ce qui est visible les cartes
moyennes de somme des degrés-jours (fîg. V.2).
V.3 Résultats et analyses de tendances
La figure Y.l montre la variation interannuelle de la somme de degrés-jours issue de Ts pour
différentes zones éco-climatiques d'intérêts (fig. IIL5) qui semble être assez bien corrélée avec
celle dérivée des sommes de Tamax- Les valeurs de degrés-jours sont exprimées en anomalies
ou écarts à la moyenne. Pour la somme des Ts, puisque quelque fois il n'est pas possible de
réunir des valeurs pour toutes les années, la moyenne est calculée si au moins 14 mesures sont
effectivement calculées entre 1982 et 1999. Ceci peut se produit quelques fois lorsque la
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température est élevée dans des zones de latitude également élevée comme c'est le cas dans la
zone du nord de l'Alberta (fig. V.2, V.3, V.4 ou V.5).
Les aimées 1990 et 1991 semblent généralement plus chaudes sur l'ensemble du Canada en
terme de degrés-jours, ce qui peut s'expliquer par répercussion de l'épisode chaud et sec du
phénomène El Nino de 1990. Pour ces années, la somme de degrés-jours issue de Ts est très
nettement supérieure à celle issue de Tumax, pour l'ensemble des zones éco-climatiques
représentées, ceci peut être lié au déficit en eau relatif à l'événement El Nino durant l'hiver
précédent ces années ayant pour effet de diminuer la quantité d'eau disponible pour
l'évapotranspiration et augmentant ainsi la température de surface Ts.
En opposition, les années 1996 et 1997 succédant l'épisode froid La Nina de 1995, semblent
plus froides en terme de degrés-jours et plus humides notamment sur les zones éco-
climatiques des Prairies, de la forêt au nord des Prairies et de la Mackenzie.
Les années 1992 et 1993 ressortent également tout particulièrement avec des anomalies
négatives des sommes des degrés-jours sur Ts comme sur Tumax et ceci avec une intensité
similaire sur l'ensemble des zones éco-climatiques et sur le Canada entier. Ces années sont
témoins de forts indices AO (+2) et NAO (+3.5) ce qui peut être une explication de ce
refroidissement notable (voir L2.2-Sensibilité du climat canadien aux cycles courts du climat).
Plus certainement, l'éruption du Pinatubo en 1991, en injectant une forte quantité d'aérosol
stratosphérique, peut également expliquer ce refroidissement. Ce aspect est repris avec un
point de vue spatial à l'aide de la figure V.5.
Un autre élément important qui ressort de l'étude de ces profils temporels moyens est que les
effets de la dérive orbitale semblent être peu ou pas perceptibles. En effet, quelle que soit la
zone éco-climatique considérée, les anomalies en degrés-jours issues de Ts et de Tumax se
suivent et ne font pas apparaître des décrochements particuliers lors des changements de plate
forme satellitaire.
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Figure V.l - Profils temporels des anomalies des sommes des degrés-jours issues de Ts
(entre 1982 et 1999) et de Tumax (entre 1981 et 1997) en moyenne pour différentes zones éco-
climatiques et comparaison avec l'accumulation des précipitations annuelles
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Figure V.l (suite) - Profils temporels des anomalies des sommes des degrés-jours issues de Ts
(entre 1982 et 1999) et de Tumax (entre 1981 et 1997) en moyenne pour différentes zones éco-
climatiques et comparaison avec l'accumulation des précipitations annuelles
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Figure V.2 - Représentation spatiale des moyennes des sommes des degrés-jours issues
respectivement de Ts (à gauche) et de Tumax (à droite)
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Figure V.3 - Représentation spatiale des anomalies des sommes des degrés-jours issues
respectivement de Ts (à gauche) et de Tamax (à droite) pour l'année 1987 successive à un
événement chaud El Nino
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Figure V.4 - Représentation spatiale des anomalies des sommes des degrés-jours issues
respectivement de Ts (à gauche) et de Tamax (à droite) pour l'année 1996 successive à un
événement froid La Nina
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Figure V.5 - Représentation spatiale des anomalies des sommes des degrés-jours issues
respeetivement de Ts (à gauche) et de Tamax (à droite) pour l'année 1992 successive à
l'éruption du Pinatubo et témoin de forts indices NAO et AO
Les cartes moyennes des valeurs des sommes des degrés-jours (fig. V.2) montrent très bien le
gradient latitudinal de température sur l'ensemble du Canada. Les Rocheuses, avec une
accumulation de chaleur plus faible du fait de l'altitude, ressortent également avec contraste.
Ces cartes moyennes sont bien corrélées avec la disposition des écosystèmes qui, elle, est
largement tributaire de la température. La représentation spatiale des anomalies des sommes
des degrés-jours pour les années 1987 (fig. V.3) et 1996 (fig. V.4) prouve une bonne
cohérence entre les accumulations de chaleur calculées à partir des mesures satellitaires de Ts
et celles issues des observations météorologiques de Tamax- Ce qui ressort très fortement dans
ces anomalies spatiales des degrés-jours mesurées en 1987, provenant indifféremment de Ts
ou de Tamax, successif à l'événement chaud El Nino de 1986, est le contraste spatial entre le
nord et le sud du Canada. Si l'ensemble de la partie sud du Canada présente une anomalie
positive des accumulations des degrés-jours, en accord avec l'hypothèse d'un événement
chaud El Nino, le nord, en particulier les éeozones du bas Arctique et de la taïga du bouclier,
est plus froid. Pour l'année 1996, successive à l'événement froid La Nina de 1995, les
anomalies sont exactement inverses. Le sud est plus froid tandis que le nord est plus chaud. En
outre, ce contraste semble beaucoup plus marqué pour l'année 1996.
Les années 1992 et 1993 présentent également une anomalie très froide en terme de degrés-
jours en particulier sur la zone éco-climatique du nord-est (fig. V.l & V.4). Ces années
peuvent être associées avec un événement NAO positif qui induit des températures hivernales
plus faibles dans cette partie du Canada. En outre, en 1991, le Pinatubo est rentré en éruption
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et a injecté une quantité significative d'aérosols dans l'atmosphère. Durant les années qui ont
suivi, l'atmosphère globale est restée relativement opaque à l'éclairement solaire et done à
l'ensoleillement. La diminution de la somme des degrés-jours mesurée en 1992 peut être aussi
consécutive à cet épisode volcanique (fîg. V.5).
Si la validité du caleul des tendanees peut facilement être controversée à cause de la grande
variabilité interannuelle de ce paramètre qu'il provienne de Ts ou de Tumax, l'exercice reste
toutefois fort intéressant. En outre, il ne faut pas perdre de vue que la dérive instrumentale
pourrait avoir une influence sur les mesures de température de surface. Effet, le satellite
NOAA passant toujours de plus en plus tard dans l'après midi tout le long de son existenee
(voir II. 1.4 - Caractéristiques orbitales et dérive instrumentale), la température de surface qu'il
enregistre devrait logiquement déeroître. Cependant, les profils temporels des sommes des
degrés-jours calculées en moyenne sur les différentes zones éco-climatiques (fîg. V.l) ne
semblent pas révéler un phénomène contrasté de dérive qui se manifesterait par un biais qui
dépendrait de l'âge du satellite NOAA et qui évoluerait en « dents de scie » entre chaque
changement de plate-forme.
Les tendances mesurées sur ces différentes zones éco-climatiques de la somme des degrés
jours issue de Ts vont dans le même sens que celles mesurées à partir des valeurs de Tamax
(tableau V.l). Par contre, les valeurs de tendances sont difficiles à considérer à cause de la
forte improbabilité du coefficient de régression dû à la variabilité temporelle élevée du
paramètre, que révèle l'erreur sur la pente, et qui est due à l'extension temporelle limitée de la
base de données. Cependant, le sens de la tendance peut être une source d'information
intéressante. Le tableau V.l dresse l'ensemble des valeurs de tendanee pour les différents
paramètres sur les différentes zones éco-climatiques d'intérêts. Il démontre deux choses : un
réchauffement important de la Mackenzie (+4 ± 12 °C.jour.an '), de la Toundra
(+5 ± 9 °C.jour.an"') et du nord-est du Canada (+2 ± 9 °C.jour.an"'), conjugué à une faible
diminution des précipitations, ainsi qu'un refroidissement notable de la zone sud du Canada en
même temps qu'une augmentation des précipitations. Ces surprenants résultats de tendances,
représentés sous forme de carte (fig. V.6), découpe le Canada en deux zones nord / sud. La
partie nord du Canada, où se situe le pergélisol, semble plus sujet à un potentiel
réchauffement, ee résultat est attendu par la plupart des études sur le changement climatique
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(Stendel et Christensen, 2002). Par contre, le refroidissement démontré sur la partie sud du
Canada végétalisée va à i'encontre de l'hypothèse du réchauffement glohal. L'incertitude sur
la mesure satellitaire, ainsi que la dérive instrumentale peuvent en partie contrarier ce résultat.
Cependant cette tendance est appuyée par celle obtenue à partir des valeurs de température
issues des observations météorologiques. En outre, l'augmentation notable des précipitations
cumulées peut expliquer la différence des tendances mesurées à la baisse dans la partie sud du
Canada par la somme des Tamax mais relativement surestimées par la somme des Ts (fig. V.6).
Somme degrés-jours
issue de Ts
(°C.jour.an'')
Somme degrés-jours
issue de Ta^ax
(°C.jour.an'")
Cumul
Précipitations
(mm.an')
sud-est Canada -9± 10 -2 ±6 +3 ±3
Prairies -9 ±24 -9± 14 +3 ±3
Forêt Boréale -2± 14 -7 ±9 +2 ±3
Forêt nord des Prairies -7± 14 -3 ±9 +4 ±2
nord-est Canada +2 ±9 +2 ±5 -5 ±2
Toundra +5 ±9 +2 ±7 -4±2
Mackenzie +4± 12 +9 ±8 -0±2
Canada entier -2± 10 +2 ± 6 +2± 1
Tableau V.l - Récapitulatif des tendances de la somme des degrés-jours issue de Ts entre 1982
et 1999, de la somme des degrés-jours issue de Tumax entre 1981 et 1997 et du cumul de
précipitations entre 1981 et 1997, pour différentes zones éco-climatiques
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Figure V.6 - Représentation spatiale des tendances des sommes des degrés-jours issues
respectivement de Ts (à gauche) entre 1982 et 1999 et de Tamax (à droite) entre 1981 et 1997
120
La zone située à l'ouest de Rocheuses diffère, les tendances n'y sont pas en accord. Ceci peut
s'expliquer par l'extrême variabilité des précipitations dans cette région et par l'imprécision
sur les mesures satellitaires causée par l'élévation et la pente du terrain.
Ce qui apparaît également est la coïncidence entre la carte de tendance mesurée par
l'accumulation des degrés-jours issue de Ts et la distribution de la végétation. La limite
nord / sud séparant l'inversion des tendances correspond à la limite latitudinale de la
végétation. La conclusion à tirer de cette tendance négative sur les zones de végétation des
sommes des degrés-jours provenant de Ts comme de Tamax n'est pas directe. Dans l'bypotbèse
d'une accélération de l'activité de la végétation causée par un phénomène indépendant telle
l'augmentation de la quantité de CO2, la végétation tendrait à faire décroître la température de
l'air par augmentation de la transpiration.
V.4 Distribution spatiale du pergélisol
Une autre application accessible à partir du calcul de la somme des degrés-jours de la
température de surface, est la détection du pergélisol. Cette étude amène les éléments de base
d'une méthode d'extraction d'une carte de pergélisol à partir de ce paramètre, sans toutefois
en démontrer l'exactitude. Dans le cadre de cette thèse, cette méthode restera exclusivement
qualitative. Selon Nelson et Outcalt (1987), la distribution du pergélisol est intimement liée à
la somme annuelle des degrés-jours de gel et de dégel (sommes des degrés-jours
respectivement en dessous et au dessus de 0°C). La base de données composite PAL n'offre
malheureusement pas de mesure continue durant les hivers à cause du seuil sur l'incidence
solaire à 80°. En outre, la télédétection des sommes des degrés-jours de gel est difficile à cause
de la présence du couvert nival. La température du sol mesurée dans l'infrarouge thermique
correspond généralement à la température de la surface de la neige qui n'est pas
obligatoirement représentative de la température du sol se trouvant en dessous du manteau
neigeux.
L'idée directe est alors de confronter la carte de distribution de pergélisol de Heginbottom
(fig. 111.2), avec les valeurs moyennes de la somme des degrés-jours issues de Ts (fig. V.2).
Cette confrontation, visualisée sous la forme d'un histogramme de fréquence des valeurs
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moyennes des sommes des degrés-jours pour chaque classe de pergélisol, démontre une borme
séparabilité entre les deux classes extrêmes : pergélisol continu et sans pergélisol, la limite se
situant à la valeur seuil de 3300°C.jour (point de croisement des courbes « pergélisol continu »
et « sans pergélisol » sur l'histogramme).
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Figure V.7 - Fréquences de distribution en terme de sommes des degrés-jours pour les
différents types de pergélisol
L'histogramme renseigne sur la séparabilité des deux classes extrêmes de pergélisol : le
pergélisol continu et l'absence de pergélisol. Il est concevable d'établir 3 classes de pergélisol
en discrétisant la carte moyenne de la somme des degrés-jours issue de Ts suivant deux
valeurs seuils. Ces seuils sont trouvés par le calcul de la superficie, exprimée en nombre de
pixels, qu'ils délimitent et en la faisant coïncider avec la superficie initiale de la carte de
Heginbottom servant de référence.
Ce calcul de concordance de superficies permet de fixer trois classes de pergélisol suivant la
somme de degrés-jours : le pergélisol continu ÇTs<2600°C.jour), les zones sans perglisol
(STs>3650°C.jour) et la zone tampon comprenant les zones de perglisol sporadique, isolé ou
discontinu (2600°C.jour < STs < 3650°C.jour). La carte résultante (fig. V.8) est visuellement
assez en accord avec la carte initiale de Heginbottom (fig. 111.2).
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Figure V.8 - Représentation spatiale de la moyenne des sommes de degrés-jours issues de Ts
entre 1982 et 1999 (Discrétisation en trois classes de la figure V.2)
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Figure V.9 - Représentation spatiale de la comparaison des zones classifiées comme de
pergélisol continu (fig. V.8) avec la carte de référence du pergélisol (fig. I1I.2)
La comparaison spatiale des zones classifiées comme étant de pergélisol continu suivant la
discrétisation de la somme des degrés-jours avec la carte de référence de Heginbottom
(fig. V.9) montre deux régimes distincts sur le Canada. Sur l'est, dans le nord du Québec,
l'extension du pergélisol continu semble surestimée (commission), tandis que sur l'ouest on
observe plutôt une sous-estimation (omission).
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La méthode, basée sur l'équivalenee des superfieies, impose que nombre de pixels en
commission soit égale au nombre de pixels en omission : la somme des pixels mal classifiés
sur tout le Canada atteint 23 % des pixels classifiés comme de pergélisol continu.
V.5 Conclusion
Les résultats tirés de l'analyse des sommes des degrés-jours issues de Ts sont relativement
convaincants. La variabilité interannuelle de ce paramètre est très en accord avec les sommes
des degrés-jours issues des observations météorologiques de la température de l'air. Les
années 1987 et 1996, respectivement sous les effets de El Nino et de La Nina, présentent des
anomalies en terme de degrés-jours très marquées qui divisent le Canada en deux secteurs
nord / sud, où les anomalies s'inversent. Les tendances des valeurs des sommes des
degrés-jours, bien que limitées par la courte période analysée, mettent en valeur un
réchauffement des zones nord de taïga et de présence de pergélisol en même temps qu'un
refroidissement notable des zones sud de végétation.
En outre, il existe une très bonne analogie entre les valeurs des sommes de degrés-jours issues
de Ts et celles issues de Tumax utilisées comme valeurs de validation. Les variations sur les
profils temporels dues aux changements de plate-formes ou bien à la dérive instrumentale sont
peu ou pas perceptibles. Ceci suggère que les valeurs de Ts, issues des acquisitions
thermiques, sont exploitables comme mesures absolues de la température de surface.
Enfin, ici démontré d'une manière qualitative, la représentation spatiale des sommes des
degrés-jours issues de la télédétection thermique peut aider à discerner la présence de
pergélisol avec une bonne cohérence et permettrait ainsi de remédier au manque de données
in situ. Ici, bien que l'étude soit menée d'une manière qualitative, elle pose les bases du suivi
du pergélisol par télédétection.
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VI. Analyse de la variabilité du régime
bioclimatique transitoire défini par la
combinaison NDVI / Ts
Ce chapitre expose une méthode originale du suivi du climat par télédétection basée sur la
combinaison locale de mesures du NDVI et de la température de surface Ts. La conception de
ce nouvel indicateur bioclimatique se base sur le phénomène de linéarité observé entre ces
deux paramètres de surface. L'expérience montre que ces deux valeurs sont liées d'ime
manière quasi linéaire suivant une relation influencée par les conditions de température et de
précipitation mais surtout par le type de végétation.
La méthode est tout d'abord démontrée à l'aide d'images AVHRR-NOAA à pleine résolution
spatiale et temporelle HRPT sur BOREAS, corrigées des effets atmosphériques et épurées des
nuages, et ensuite appliquée sur les images synthèses de la base de données multi-annuelle
PAL. Elle permet en outre de déterminer la position de l'écotone séparant la forêt de la
toundra et d'en surveiller les fluctuations liées aux variations climatiques. L'étude amène aussi
quelques éléments d'analyse de l'évolution temporelle de ce paramètre linéaire liant Ts au
NDVI en le comparant aux variables météorologiques.
VI.1 Introduction
Dans sa définition, un écotone est une zone de transition intermédiaire séparant deux
écosystèmes (Parent, 1990). En général, l'existence des écotones au niveau du biome est
souvent corrélée avec la position moyenne climatique des masses d'air (Lafontaine et ai,
1990). C'est surtout l'équilibre hydrique et la température froide hivernale qui contrôle la
position de l'écotone (Neilson, 1993 dans Risser, 1995). Le changement des conditions
environnementales affecte donc la région locale à l'éeotone, mais aussi l'éeotone lui-même
(Risser, 1995). L'étude des modifications de la végétation au niveau de l'écotone peut s'avérer
un indicateur sensible du changement climatique (Churkina et Svirezhev, 1995). Par ailleurs.
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dans le nord du Canada, Sturm et al. (2001a) ont déjà remarqué, à partir de séries d'images
aériennes, une augmentation notable de la densité d'arbustes sur la toundra qui par endroits a
même doublé entre 1948 et 2000.
Cependant, la télédétection sur plusieurs années consécutives et à l'échelle continentale de la
position de l'écotone est un problème difficile. Les deux bandes visible et proche infrarouge
de AVHRR sur NOAA ne sont pas en nombre suffisant pour systématiser une classification
simple de ces zones. Ce travail demanderait un très gros effort de normalisation, de
calibration, de correction des effets atmosphériques et de BRDF, et malgré ceci la dérive
orbitale viendrait toujours influencer le résultat. Néanmoins, beaucoup d'études ont porté leur
attention sur la relation qui lie le NDVI et la température de surface Ts, estimée à l'aide des
canaux thermiques d'AVHRR, sur un milieu de végétation, cela afin d'améliorer la qualité de
classification du milieu forestier (Roy et al, 1997 ; Roy, 1997 ; Kennedy et al, 1996).
D'autres ont tenté d'exploiter l'aspect temporel et phénologique des variations combinées de
NDVI et de Ts pour la cartographie (Lambin et Ehrlich, 1996 ; 1995). Une relation empirique
principalement due à la transpiration du couvert végétal décrit une diminution de la
température de surface lorsque l'indice de végétation (NDVI) augmente (corrélation négative).
Cette relation permet en outre d'estimer et de quantifier la transpiration (Boegh et al, 1999 ;
Seguin et al, 1994 ; Di Bella et al, 2000 ; Moran et al, 1994) qui est un paramètre clef dans
le calcul de l'équilibre hydrique du sol.
Si cette relation de décroissance de Ts en fonction du NDVI est très nette pour un couvert
végétal dense où la transpiration est forte, sur les sols pauvres en végétation, semi-désertiques
ou bien couverts de lichens, la relation peut s'inverser, c'est-à-dire, pour les faibles valeurs de
NDVI, Ts augmente en même temps que le NDVI (corrélation positive) (Royer et al, 1997).
Ce phénomène, par ailleurs, a déjà été observé sur le milieu subarctique dans le nord du
Québec (Goïta et Royer, 1997b). Il provient du fait que, sur ces sols pauvres en végétation et
où l'évaporation est modérée, c'est surtout le bilan net d'énergie lié à l'albédo de surface et
donc au type de sol, qui modifie la température de surface (Sandholt et al, 2002).
La méthode employée s'appuie sur cette relation liant Ts au NDVI qui dépend, entre autres, du
type de surface. Elle se base sur une régression linéaire locale entre les valeurs de Ts et de
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NDVI dans une fenêtre circulaire de quelques pixels de rayon, sur laquelle la dérive
instrumentale est supposée uniforme, et les gradients latitudinaux thermiques et de végétation
sont supposés négligeables. Il devient possible de déterminer le type de végétation d'une
manière binaire suivant le sens de la régression : si celle-ci est négative, le type de surface est
décrété de végétation, et si elle est positive, de sol nu. Méthodologiquement, cette technique
est expérimentée sur des images HRPT quotidiennes épurées des nuages et corrigées des effets
atmosphériques (voir II.5 - Base de dormées HRPT) et ensuite extrapolée sur la base de
données composites PAL. Le but étant de dresser simplement des cartes annuelles
végétation / non-végétation du Canada entier et d'en déduire la position de l'écotone.
VI.2 Contexte théorique
Cette section décrit l'aspect théorique requis pour la compréhension des phénomènes qui lient
Ts au NDVI. La quantité d'eau disponible et l'évaporation influencent également cette
relation. Sandholt et al. (2002) dorment en partie l'ensemble des mécanismes principaux qui
définit la position du pixel AVHRR dans l'espace Ts / NDVI :
•  La fraction de couvert végétal influence d'une manière non nécessairement linéaire
l'indice de végétation NDVI, mais aussi Ts du fait de la différence de température
radiative entre le sol et la végétation.
•  L'évaporation et la transpiration contrôlent la température du sol et tendent à la faire
diminuer par l'équilibre énergétique de la surface. La transpiration de la végétation est
contrôlée par la résistance des stomates des feuilles qui est dépendante en partie de la
quantité d'eau disponible.
•  Les propriétés thermiques de la surface comme l'inertie et la conductivité influencent
Ts dans le cas de sols partiellement couverts de végétation. Elles sont dépendantes du
type de sol ainsi que de l'humidité.
•  La radiation nette et la quantité d'énergie incidente affectent Ts. Le bilan énergétique
dans les courtes longueurs d'ondes est contrôlé par l'albédo de surface. Toutes choses
étant égales, un albédo fort implique une température de surface plus faible. 11 dépend
du type de sol, de l'humidité, de la fraction de couvert végétal. Le rayonnement
incident affecte également la résistance des stomates à la transpiration.
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•  Le forçage atmosphérique ainsi que la rugosité de surfaee affectent la capacité du sol à
transférer la chaleur vers l'atmosphère et contrôlent la température de surface. La
rugosité de surface de la végétation, étant plus élevée que sur le sol nu, les échanges
convectifs y sont plus forts (Guyot, 1999).
Il apparaît ainsi que deux facteurs influencent principalement la relation Ts / NDVI : la
fraction et l'activité du couvert végétal et la quantité d'eau disponible pour la transpiration.
Gupta et al. (1997) démontrent que la pente définie par la régression locale de valeurs de Ts et
de NDVI sur des zones agricoles irriguées dépend de la quantité d'eau disponible pour la
transpiration mais aussi de la maturité de la végétation et donc de la phénologie.
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Figure VI. 1 - Relation simplifiée entre Ts et NDVI (Lambin et Ehrlich, 1996)
Sur la figure schématique et théorique Vl.l, A et B représentent respectivement le sol nu sec
(faible NDVI et fort Ts) et le sol nu humide (faible NDVI et faible Ts). Sur le sol nu, la
température de surface est fortement dépendante de la quantité d'humidité présente dans le sol
(Lambin et Ehrlich, 1996). Les points C et D correspondent à des zones de végétation continue
(fort NDVI) respectivement en résistance à la transpiration due à un manque d'eau (fort Ts) et
pour des surfaces bien irriguées (faible Ts). La ligne B-D correspond au potentiel maximum
d'évapotranspiration'* (conditions humides), tandis que A-C correspond à son potentiel
minimal (conditions sèches).
L'évapotranspiration est la somme de l'évaporation de l'eau du sol et de la surface des feuilles et de la
transpiration des végétaux par l'intermédiaire de l'action des stomates. Dans tous les cas l'eau est effectivement
évaporée (Moran et al, 1994).
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Moran et al. (1994) expliquent, d'une manière empirique, que la variation de
l'évapotranspiration est en relation avec la variation de la différence entre la température du
sol et celle de l'air (Ts-Ta). Cette relation de linéarité liant l'évapotranspiration et Ts-Ta est
valable pour le sol nu comme pour un couvert végétal dans l'hypothèse de négligence des
effets de couplages et d'échanges d'énergie entre le sol et la végétation.
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Figure V1.2 - Schéma représentatif de la relation entre la température du sol Ts et le NDVI,
la partie droite est dérivée du trapézoïde de Moran et al. (1994), tandis que la partie gauche
provient de la proposition de Royer et al. (1997)
Royer et al. (1997) proposent une décroissance de la température de surface en même temps
que le NDVI diminue (partie gauche de la fig. VI.2). Cela serait certainement dû au fait que
sur un sol pauvre en végétation, présentant généralement un albédo élevé, c'est surtout ce
dernier qui influence la température de surface. Le régime radiatif se différencie ainsi du
régime hydrique dû à la transpiration des couverts de végétation.
La position du pixel dans l'espace Ts / NDVI est donc dictée par la disponibilité en eau
influençant l'évapotranspiration ainsi que par la couverture de végétation. L'étude présentée
ici tente d'exploiter l'organisation spatiale et locale des pixels dans l'espace Ts / NDVI
comme indicateur bioclimatique. Localement, cette variation, mesurée comme le coefficient
de pente appelé « alpha » (unité : K.NDVf'), doit être sensible à l'organisation spatiale et au
type de végétation ainsi qu'aux conditions locales météorologiques.
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VI.3 Méthodologie
En pratique, cette étude se base sur une combinaison locale des mesures de température de
surface Ts et de NDVI obtenues à partir d'acquisitions du capteur AVHRR sur NOAA
(voir II.2 - Prétraitements appliqués aux bases de données satellitaires). 11 est important de
prendre des précautions sur le prétraitement des données afin de supprimer le mieux possible
les nuages, l'eau et aussi la neige dont les signatures dans l'espace Ts / NDVI sont très
spécifiques (fig. VI. 1).
Une hypothèse de travail est que l'émissivité de la surface dans les longueurs d'ondes
thermiques ne varie que peu suivant le type de surface. Cette hypothèse peut être justifiée par
le fait que d'une part, on peut facilement montrer que l'incertitude relative de l'émissivité
n'est que 1/5 de celle de la température de brillance suivant les termes de l'expression du
split window (voir 11.1.2 - Caractéristiques spectrales d'AVHRR), et que d'autre part, l'étude
se basant sur la variation locale de Ts, l'émissivité peut alors être considérée comme
localement constante.
Cette méthode expérimentale est tout d'abord exploitée et démontrée à l'aide d'une série
d'image HRPT, centrées sur la zone BOREAS (fig. VI.3), et ayant subi une correction
atmosphérique et ime épuration des nuages (voir ILS - Base de données HRPT). Elle est
ensuite appliquée sur les synthèses temporelles PAL sur l'ensemble du Canada.
Figure VI.3 - Repérage sur le Canada des zones SSA et NSA de BOREAS, du transect et des
zones a et P
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Vl.3.1 Application aux images HRPT
Les 78 images HRPT utilisées sont centrées sur la zone 1000x1000 km BOREAS et couvrent
la période du 24 mai au 14 août 1994. La figure VI.4 correspond à l'utilisation du sol de cette
zone suivant la classification du Canada en 31 classes de Cihlar et Beaubien (1998) (voir 111.2
- Classification du Canada). Sur BOREAS, la végétation évolue des terres agricoles des
Prairies au sud, jusqu'à la toundra au nord en passant par la forêt boréale composée
essentiellement de conifères.
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Figure VI.4 - Occupation du sol en 31 classes à 1 km sur le site BOREAS (Manitoba et
Saskatchewan) suivant la classification du Canada (fig. IIL3)
Pour référence, les deux zones SSA (South Study Areà) et NSA (North Study Area), repérées
sur la figure VL4, correspondent aux deux sites d'études de la campagne de terrain intensive
BOREAS de 1994, toutes deux situées dans la forêt de conifères.
Régressions locales
Sur les sous-zones 1 et 2 de la figure VL4, il a été possible de sélectionner deux sous-images
HRPT relativement claires respectivement celle du 24 juillet et du 4 juin 1994 (fig. V1.5). Ces
deux images, corrigées des effets atmosphériques à l'aide du modèle de transfert radiatif
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CamSS, sont affichées en fausses couleurs (R=P3, V=p2, B=pi) avee la même fonetion de
rehaussement linéaire sur les 3 bandes et entre les deux images. Ceci permet de visualiser très
nettement la différence en couleurs dépendant du type de végétation. Les zones de végétation
(sous-image 1), et en particulier les zones agricoles paraissent beaucoup plus vertes du fait de
leur plus forte réflectance dans la bande proehe infrarouge. Les zones de forêts (zone a) sont
vert-sombre, du fait d'un faible aibédo, tandis que les zones de Toundra, de plus fort albédo,
sont plus claires (zone b).
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Figure VI.5 - Sous-images NOAA-AVHRR HRPT du 24 juillet (zone 1) et du 4 juin (zone 2)
repérées sur la figure V1.4, corrigées des effets atmosphériques et rehaussées linéairement
(Composés fausses couleurs : R=p3, V=p2, B=pi)
Les zones de 51x51 pixels a et b, référencées sur la figure VI.5, ont été sélectionnées
respectivement sur le bouclier boréal et sur les plaines hudsoniennes (fig. III.l). Suivant la
classification du Canada (fig. 111.3), La zone a dans le sud est essentiellement eonstituée de
conifères de faible densité (39 %) à moyenne ou forte densité (37 %), mais aussi de forêts
mixtes et de feuillus (13 %). La zone b dans le nord est composée de conifères à faible densité
(35 %) et de lichens et d'arbustes (58 %). Les diagrammes de dispersion TS / NDVI et
Albédo / NDVl pour le site a en forêt boréale sont représentés en figures V1.6 et V1.7. Ceux
pour le site b sur la toundra, sont reproduits en figures VI.8 et VI.9. Les proportions des
différents types de végétation sont également présentées sur ces figures en légende.
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Figure VL6 - Relation entre la température de surface Ts et le NDVI sur la zone a, repérée en
figure VI.5, pour un couvert de forte végétation
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Figure VI.7 - Relation entre l'albédo et le NDVI sur la zone a, repérée en figure VI.5, pour un
couvert de forte végétation
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Figure VI.8 - Relation entre la température de surface Ts et le NDVI sur la zone b, repérée en
figure VI.5, pour un couvert de faible végétation
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Figure VI.9 - Relation entre l'albédo et le NDVI sur la zone b, repérée en figure VI.5, pour un
couvert de faible végétation
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Sur ces diagrammes de dispersion, les pixels correspondant à l'eau d'après la elassification du
sol sont écartés. Le masque de l'eau a subi une dilatation de 5x5 pixels afin de pallier les
défauts et décalages de ce masque lors du changement de projection.
Concernant la zone a, de végétation dense et où le NDVI varie entre 0.6 et 0.9, la régression
Ts / NDVl est très nettement négative (alpha=-l 1.66 K.NDVf^ R^=0.61). C'est un bon
exemple confirmant que sur un sol de forte végétation, donc de NDVI élevé, la transpiration
des végétaux fait diminuer la température de surfaee. Cet effet est d'autant plus important que
la densité de végétation augmente. Sur cette même zone, l'albédo calculé à partir des bandes 1
et 2 d'AYHRR (voir 11.2.2 - Le NDVI et l'albédo de surface) ne semble pas réellement lié au
NDVI. Cependant, l'albédo des feuillus semble plus élevé : environ 0.25 pour la forêt de
feuillus majoritaires eontre 0.13 pour celle de conifères de moyenne densité.
Sur la zone de toundra b, où la végétation de faible densité est essentiellement eomposée de
lichens et des arbustes, et où le NDVl varie entre 0.2 et 0.7, la régression est inversée
(alpha=+16.02 K.NDVf', R^=0.63). Dans un même temps, l'albédo de surfaee décroît à
mesure que le NDVI augmente (a=-16 Albédo.NDVf', R^=0.31). L'hypothèse est que sur
eette zone, e'est le régime thermique qui s'impose : la quantité de rayonnement solaire
absorbé et donc la température du sol dépendent de l'albédo.
Carte composite du coefficient alpha sur BOREAS
La technique pour dresser la carte du coeffieient alpha se base sur la série des 78 images
HRPT centrées sur BOREAS. Les valeurs de NDVl sont obtenues à partir des valeurs de
réfleetances pi et p2 d'AVHRR, eorrigées des effets atmosphériques et donc normalisées des
conditions géométriques d'acquisitions (voir II.5.1 - Corrections des effets atmosphériques).
Les valeurs de Ts sont obtenues à partir des mesures effectuées dans les canaux thermiques
d'AVHRR (voir 11.2.4 - Température de surface et split window).
11 est important aussi que les nuages et leur l'ombre soient bien discriminés car ils affectent les
mesures de NDVI eomme celles de Ts. La déteetion des nuages par seuillage des eanaux
visibles et thermiques doit être assez sensible, quitte à engendrer une commission sur le
masque des nuages (voir II.5.2 - Détection des nuages et de l'ombre portée des nuages).
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L'eau, par sa signature particulière, affecte également la régression Ts / NDVI. Les pixels
d'eau sont discriminés à l'aide d'un masque de l'eau dilaté de 5x5 provenant de la
classification du Canada (fig. VL4).
La neige également possède une signature propre dans l'espace Ts / NDVI. 11 convient alors
de supprimer tous les pixels de neige. La neige a certainement dû être englobée dans le
masque des nuages, car les nuages comme la neige sont très semblables du point de vue des
tests de détection des nuages par seuillage sur les canaux visibles et thermiques. Cependant,
pour être certain de ne récupérer aucun pixel de neige, la couverture de neige hebdomadaire du
NSIDC (voir 111.6 - Couverture nivale) a été utilisée. Les enregistrements de couverture nivale
à 25x25 km sont ré-échantillonnés vers la projection des images HRPT sur BOREAS. Puisque
les résolutions temporelles des images HRPT quotidiennes et la base de données
hebdomadaire NSIDC ne coïncident pas, le pixel HRPT est déclaré non-enneigé si les pixels
NSIDC précédent et succédant ne le sont pas.
Pour chacun des pixels de chaque image quotidienne HRPT, le coefficient alpha s'obtient
comme la pente de la régression linéaire locale entre les valeurs de Ts en ordonné et de NDVI
en abscisse. Les valeurs sont récoltées sur une fenêtre circulaire de 6 pixels de rayon. Le
coefficient n'est calculé que si le nombre de pixels n'étant ni de l'eau, ni un nuage, ni l'ombre
d'un nuage et ni même de la neige dépasse 30 % du nombre des pixels compris dans la
superficie de la fenêtre circulaire. Cette dernière précaution est nécessaire pour rendre la
régression statistiquement valable et consistante dans le temps. Le choix arbitraire d'une taille
de fenêtre de 6 pixels de rayon est un compromis entre la taille minimale qui conserve la
finesse spatiale et qui permet en même temps à la régression linaire d'avoir une statistique
valable du fait du nombre suffisamment élevé de pixels considérés.
Enfin, pour créer une image du coefficient alpha global de la zone BOREAS, il faut procéder à
un compositing sur l'ensemble des 78 images quotidiennes de ce coefficient alpha. En effet, la
plupart des images ne sont pas complètes à cause de la présence de nuages. La technique
employée reste une simple moyenne médiane de l'ensemble des valeurs de alpha disponibles
dans le temps pour chacun des pixels. La figure VI. 10 résume globalement la technique sous
la forme d'un organigramme méthodologique.
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La figure VI. 11 est le résultat de l'image composite du eoefficient alpha sur la zone BOREAS.
L'analyse de cette image n'est pas aisée. Sur cette image composite, on distingue les grands
patrons de végétation. Les terres agricoles des Prairies au sud ressortent très fortement avec un
coefficient alpha négatif (-15 K.NDVr'). À l'extrême nord-est, au sud de la Baie d'Hudson, la
toundra se différencie en rouge avec un coefficient alpha positif (9 K.NDVl ). Cette zone est
constituée essentiellement de lichens et d'arbustes (50 %) mais aussi de forêts de conifères à
faible densité (45 %). La frange de forêt boréale ressort également avec un coefficient alpha se
situant dans les valeurs négatives (-10 K.NDVL'), mais ces valeurs sont plus élevées (moins
négatives) que celles mesurées sur l'agriculture.
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Figure VI.l 1 - Carte composite du coefficient alpha de la régression linéaire locale Ts / NDVl
obtenue à partir d'images HRPT sur BOREAS
Ce qui reste surprenant ce sont les valeurs relevées au sud du lac Athabasca, qui sont
relativement fortement négatives (-16 K.NDVl ). Cette zone est constituée de forêts de
conifères de faible densité (45 %) à moyenne densité (25 %) et de forêt de transition (15 %).
Étant donné la densité de végétation, des valeurs plus élevées du coefficient alpha étaient
anticipées.
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Il semble que la méthode soit sensible au type et à la densité de la végétation mais aussi à son
agencement spatial. Sur les zones de végétation dense et uniforme, le coefficient alpha tend
vers une valeur nulle tout en restant dans les négatifs. Sur les zones de transition, mais où la
végétation reste dominante, les valeurs sont fortement négatives. Sur les zones désertiques et
de végétation éparse (toundra), le coefficient alpha devient positif. Globalement, il apparaît
que la méthode proposée discrimine clairement les zones bioclimatiques à pentes négatives
(régime hydrique) de celles à pentes positives (régime thermique).
Vl.3.2 Application aux synthèses composites PAL
L'extrapolation de la méthode aux synthèses temporelles PAL se fait techniquement suivant la
même idée méthodologique. L'objectif est de calculer une carte du coefficient alpha pour
chaque année entre 1982 et 2000 ainsi qu'une carte moyenne à ces années. Cependant, le fait
que les images soient des synthèses décadaires obtenues par maximum de NDVl (MaN) peut
influencer le résultat, les valeurs maximales du NDVl étant privilégiées. Toutefois, la
comparaison de la carte du coefficient alpha obtenue pour 1994 avec celle obtenue à 1 aide des
images HRPT sur BOREAS a permis de valider la méthode.
Méthodologie pratique
La technique est résumée par la figure VL12. Elle est similaire en beaucoup de points à celle
exploitée pour les images HRPT sur BOREAS. Les valeurs de Ts et de NDVl, issues de la
base de données PAL, sont tout d'abord épurées des nuages résiduels à l'aide de filtres
temporels (voir 11.4.2 - Filtres temporels), pour que la signature des pixels dans l'espace
Ts / NDVl ne soit pas bruitée. D'une manière semblable aux images HRPT, les pixels
correspondant à l'eau d'après la classification du Canada ré-échantillonnée à 8 km tout comme
ceux de couvert nival d'après la base de dormées de neige du NSIDC sont écartés. Le
coefficient de pente de la régression linéaire locale est ensuite calculé sur une fenêtre glissante
circulaire de rayon égal à 6 pixels. Ce choix, retenu après expérimentation, est un compromis
entre la finesse spatiale du résultat et la validité statistique de la régression : le choix d'une
plus grande fenêtre rend la régression linéaire statistiquement meilleure du fait d'une plus
grande accumulation de points ; cependant, la carte finale se retrouve lissée et les détails de
petite taille disparaissent, le coefficient alpha se retrouve homogénéisé.
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Afin de rendre les eartes annuelles du coefficient alpha plus stables, au sens de moins bruitées,
une opération de moyennage est réalisée. Cette moyenne se calcule, pour chacun des pixels et
pour chacune des années, autour de la date des plus grandes valeurs de NDVI repérées sur le
profil temporel. En fait, cette date est déterminée par l'annulation de la dérivée discrète
première (i.e. le maximum) du profil lissé du NDVI par 2 passes consécutives d une moyenne
glissante sur une fenêtre longue de 9 décades. Cette technique ressemble à celle de repérage du
point d'inflexion utilisée dans le chapitre IV (voir IV.2.2 - Repérage des points d'inflexion).
Ceci permet de normaliser les profils de NDVI, tant bien même la position des maximums
devrait montrer des variations interannuelles (la date du maximum de NDVI pourrait être
sensible aux changements climatiques). Néanmoins, il semble que statistiquement, la date du
maximum de NDVI ne fluctue que très légèrement (moins de 10 jours) d'année en année. Le
tableau VI. 1 montre la moyenne et l'écart type de la date de maximum de NDVI, tous deux
calculés entre 1982 et 2000 en moyenne sur les différentes zones éco-climatiques d'intérêt
(fig. III.5) ainsi que sur le Canada entier.
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sur les différentes zones éco-climatiques et sur le Canada entier
La dernière opération consiste à repérer la zone où le coefficient alpha s annule
(alpha=0 K.NDVr'), c'est-à-dire où il passe des valeurs négatives, correspondant à la forêt
boréale de végétation active, vers les valeurs positives correspondant à la toundra et au sol nu.
Globalement, cette zone devrait correspondre à la position de l'écotone. Pour ce faire, les
cartes composites du coefficient alpha pour chaque année et en moyenne entre 1982 et 2000
sont filtrées spatialement à l'aide d'une moyenne médiane glissante sur une fenêtre circulaire
de rayon de 10 pixels. Cinq passes consécutives de ce filtre sont nécessaires pour que le
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lissage soit suffisamment efficace. Ensuite, la ligne de transition est dessinée suivant le
contour alpha=0 K.NDV^^ créant ainsi des segments de droite. Afin de limiter le nombre de
segment « parasite », ceux dont la longueur linéaire est inférieure à 80 pixels sont supprimés.
Pi / P2
réflectances
corrigées
T4, T5
Températures
radiométriques
Spllt window
NDVI
Maximum de
NDVI
Date de
maximum de
NDVI
Fourchette de tenps
de ±4 décades
Cartes de pente
alpha (K.NDVI"^)
annuelles
Régression
linéaire
locale
1 r
Cartes de pentes
alpha (K.NDVI'^)
décadaires
1 r
Moyenne
ten^orelle
Filtrage
spatial
Classification
Canada 8 km
Masque de
L'eau
Couverture
nivale NSIDC
Limite écotone
(alpha=0
K.NDVI"^)
Figure VI. 12 - Organigramme de calcul des cartes des pentes Ts / NDVI sur les images
composites MaN 8 km décadaires PAL
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Résultat comparatif sur BOREAS
La figure VI. 13 est la carte du coefficient alpha de la régression linéaire locale Ts / NDVI
obtenue à partir des données composites PAL sur BOREAS. Elle est obtenue telle que décrite
précédemment, à l'exception près que le composite est établi sur la période de temps la plus
proche de celle de la base de données d'images HRPT (24 mai au 14 août). Elle est ensuite
ré-échantillonnée sur la zone BOREAS sur la projection des images HRPT. La comparaison
de cette carte avec celle obtenue à l'aide des images quotidiennes (fig. VI.ll) montre une
boime similitude aussi bien du point de vue de l'agencement spatial qu'en terme de grandeur
de la valeur alpha (la différence moyenne pixel à pixel calculée entre les deux images est de
0.22 K.NDVr^). Cette similitude valide la méthode sur les images composites PAL.
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Figure VL13 - Carte composite du coefficient alpha de la régression linéaire locale Ts / NDVl
obtenue à partir des synthèses temporelles PAL sur BOREAS
Néanmoins, l'impact des pixels d'eau est perceptible sur le coefficient alpha. La régression
devient alors positive autour des petits lacs mal définis par le masque de l'eau obtenu à partir
de la classification du Canada ré-échantillonné vers la projection des images PAL.
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Carte moyenne sur le Canada
La carte moyenne du coefficient alpha calculé entre 1982 et 2000 (fig. VI. 14) présente un
résultat cohérent par rapport à la carte de végétation. En la comparant avec la classification du
Canada (fig. III.3), il apparaît que les variations de ce coefficient suivent bien la végétation.
On distingue très bien les Prairies, la forêt de feuillus et la forêt boréale affichant un alpha
négatif. Dans les valeurs positives de alpha, on trouve les Rocheuses et la toundra. D'ailleurs
la limite donnée par alpha=0 K.NDVf', repérée par la ligne bleue, suit d'une manière précise
la limite de la végétation donnée par la classification du Canada (fig. III.3).
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Figure VI. 14 - Carte des valeurs de pente alpha de la régression linéaire Ts / NDVI en
moyenne entre 1982 et 2000, la ligne bleue correspond à la pente nulle (alpha=0 K.NDVf )
L'exploitation de ce paramètre alpha comme indicateur bioclimatique prend maintenant toute
sa signification. Il est une manière relativement simple et robuste à la dérive satellitaire de
différencier les zones au comportement bioclimatique différent à travers le Canada.
Variations interannuelles
Cependant, il reste important de comprendre les phénomènes influençant la variabilité
temporelle de alpha. Les deux zones a et p, repérées sur la figure VL3, et respectivement
situées dans la toundra et dans la forêt boréale, servent de zones tests pour suivre l'évolution
interaimuelle de alpha en comparaison avec la précipitation et la différenee de température
Ts-Ta (fig. VL15). Les valeurs de précipitations comme celles de la différence de température
Ts-Ta sont prises en moyenne sur la même période de compositing du eoefficient alpha.
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Pour cette eomparaison, les valeurs de Ta sont issues des données météorologiques
spatialisées (voir III.5 - Observations météorologiques). C'est la valeur Tamax qui est retenue
car elle s'apparente le mieux à la température de l'air à l'heure de passage du satellite (environ
15h locale). Néanmoins, afin de pouvoir effectuer la différence de température Ts-Ta, il faut
dégrader la résolution temporelle quotidienne des données météorologiques vers celle de la
base de données PAL décadaire. C'est la plus forte valeur de Tumax sur la période de 10 jours
qui est finalement retenue, car e'est eelle qui s'apparente le mieux à la valeur de Ts
sélectionnée par le compositing MaN^.
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Figure VI. 15 - Comparaison des variations interannuelles en moyenne sur les zones a et p
(fig. VI.3) du coefficient alpha avee la différenee de température Ts-Ta et la précipitation
' Ce point de comparaison entre les méthodes de compositng par maximum de NDVI MaN et par maximum de
température MaT est repris plus en avant au chapitre Vil (voir Vll.3.2 - Synthèse temporelle du modèle CRCM).
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Ce qui ressort de la figure VI. 15 est le fort contraste qui existe entre les deux zones a et p. Sur
la zone de toundra a, le coefficient alpha est bien positif et oscille, à l'exception des grosses
anomalies, entre 5 et 15 K.NDVf'. La différence de température Ts-Ta est positive également
(env. +3°C) car le sol nu est généralement plus chaud que l'air. Avec 1.5 mm.jour', la
précipitation est relativement faible. À l'opposé, sur la zone de forêt P, alpha est négatif et
oscille entre -20 et -5 K.NDVf'. Du fait des échanges thermiques entre la végétation et l'air
dus à la forte rugosité de surface, la différence de température Ts-Ta oscille autour de la valeur
nulle (±0°C). La pluviométrie est plus forte ici : 2.3 mm.jour"' en moyenne.
Sur la zone de toundra a, une forte anomalie de alpha en 1994 (alpha=-10 K.NDVf') est
associée à une baisse importante de Ts-Ta et à une anomalie positive des précipitations (aimée
humide). En principe, on devrait effectivement s'attendre à une diminution de alpha pour les
années humides (diminution de Ts et activité végétale plus forte). En 1995, Ts-Ta reste très
faible mais alpha redevient positif, avec une valeur très élevée possiblement en accord avec
une année sèche. Cependant, de si fortes variations interannuelles restent incohérentes avec
une hypothèse qui essaie d'expliquer ces variations associées aux précipitations.
Sur la zone de forêt boréale P, l'année 1992, successive à l'éruption du Pinatubo, se démarque
nettement : alpha » 0 K.NDVf', Ts-Ta élevé, année plus humide. On sait que le NDVl est très
fortement réduit cette année par la diffusion atmosphérique des aérosols volcaniques
(Molineaux et al, 1998). Cela pourrait expliquer l'augmentation du coefficient alpha.
Ces deux exemples ne montrent pas de variations systématiques et vraiment claires. Une
analyse beaucoup plus approfondie serait nécessaire pour exploiter en détail ce paramètre.
Cependant, la variation de la zone de régime bioclimatique transitoire (alpha=0 K.NDVf')
semble intéressante. La comparaison des cartes du coefficient alpha sur le Canada entre le
début (1982) et la fin (2000) de la période satellitaire (fig. VL16) laisse présager un
déplacement vers le nord de la limite donnée par alpha=0 K.NDVf'. Cette variation semble
être même très intense notamment sur le sud de la Baie d'Hudson, elle ne peut pas être
simplement due à une variation de la densité de végétation mais plutôt à une modification des
conditions bio-climatiques.
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Figure VI. 16 - Cartes du coefficient alpha sur le Canada en 1982 et en 2000 ; la ligne bleue
correspond à la limite alpha=0 K.NDVI '
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Figure VI.17 - Coefficient R de la corrélation linéaire locale Ts / NDVI sur le Canada en 1982
et en 2000
L'extrême variabilité de la limite donnée par alpba=0 K.NDVf', notamment visible sur le sud
de la Baie d'Hudson (fig. VI. 16), peut s'expliquer aussi par le fait que le coefficient de
corrélation de la régression linéaire locale cet endroit est faible (R=~0.15) (fig. VI. 17 à
gauche). Effectivement, lorsque la corrélation Ts / NDVI devient moins nette, c'est à dire
lorsque le coefficient de corrélation s'approche de zéro, la pente peut localement s'inverser
tout en restant proche de zéro (si la distribution de points dans l'espace Ts / NDVI était
purement aléatoire, le coefficient de pente serait nul). Pourtant ce point est assez critique car la
méthode tente justement de retrouver la limite où la pente s'annule.
Il serait possible d'établir un niveau de confiance du positionnement de cette limite en
s'appuyant le coefficient de corrélation R de la régression linéaire locale (fig. VI. 17).
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Vl.3.3 Exploitation du paramètre alpha comme indicateur climatique
Afin d'exploiter le coefficient alpha comme indicateur bioclimatique, nous proposons de
suivre la position latitudinale de la limite donnée par alpha=0 K.NDVf'. Pour ce faire, un
transect est défini perpendiculairement à l'écotone (fig. VI.3), sur lequel la position de la
limite est calculée pour chaque année (fig. VI. 18). Sur cette figure, la position de la limite est
quantifiée en degrés de latitude nord (°N) et en distance orthodromique (distance exprimée en
km sur la surface de la Terre supposée sphérique de rayon R=6378 km) par rapport à l'année
1982 prise comme référence.
La position de la limite donnée par alpha=0 K.NDVf' se déplace vers le nord de façon
presque continue et significative. La vitesse mesurée entre 1982 et 2000 est de
+0.09 ± 0.02 °N.an"' soit +12 ± 4 km.an"^ Ce résultat implique un mouvement des conditions
bioclimatiques mesurées par cet indicateur vers le nord. Cette augmentation paraît assez forte
sur la période utilisée. Cependant, il faut souligner que cette valeur est accentuée par les deux
valeurs extrêmes 1983 (59°N) et 2000 (62.5°N). Si l'on supprime ces deux années de la
régression, la pente reste encore significative avec une valeur de +0.04 ± 0.02 °N.an'^ soit
+5 ± 3 km.an'\ Dans ce dernier cas, l'erreur sur la pente est plus forte relativement car le
nombre d'échantillons (d'années) a diminué. Dans tous les cas, la tendance observée sur la
figure VL18 est statistiquement significative. Si on l'interprète comme un déplacement de
l'écotone vers le nord, la vitesse de déplacement observée est légèrement inférieure (-35 %) à
celle des prédictions avancées par Environnement Canada. En effet, dans le cas d'un
doublement du CO2, Environnement Canada (voir 1.2.1 - Zones à risque au changement
climatique sur le long terme) prévoit une augmentation d'environ 10°C de la température
moyenne canadienne pour la fin du 21® siècle entraînant un déplacement des écosystèmes vers
le nord de 1100 km (voir 1.2.1 - Zones à risque au changement climatique sur le long terme),
dans l'hypothèse où seules les conditions climatiques déterminent la présence de la végétation.
Si sur la zone de toundra a, on considère l'augmentation observée de la température maximale
quotidienne en moyenne durant l'été (juin, juillet et août) de +0.17 ± 0.08 °C.an'' entre 1981
et 1997, on aurait un déplacement potentiel de la végétation d'environ 70 km.°C'' sur la
période considérée 1982-2000 (12 km.an"' / 0.17 °C.an"'). Ce dernier résultat est dans l'ordre
de grandeur donnée par Environnement Canada ; 110 km.°C''. Notons par ailleurs que, sur la
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même zone a, la somme des degrés-jours de eroissance issue des mesures météorologiques
entre 1981 et 1997 progresse de +16 ± 9 °C.jour.an"' et celle issue des mesures satellitaires
entre 1982 et 2000 de +15 ± 12 °C. jour.an"' (voir V - Cumul annuel des degrés-jours de
croissance).
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Figure V1.18 - Évolution de la position moyenne de la transition (alpha=0 K.NDVI"') sur le
transect repéré en figure VI.3
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Figure V1.19 - Tendance sur le Canada de la température maximale quotidienne moyenne sur
l'été Ouin-juillet-août) (à gauche) entre 1981 et 1997 et sur l'hiver (décembre-janvier-février)
(à droite) entre 1981-82 et 1996-97
Le déplacement vers le nord de la limite observée par l'indicateur bioelimatique alpha pourrait
donc être une conséquence de l'augmentation des températures estivale et hivernale mesurées
par les relevés météorologiques (fîg. VI. 19) et satellitaires (fîg. V.5) eoneemant surtout le nord
du Canada et donc la limite taïga / toundra.
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Vl.3.4 Comparaison avec une méthode classique de seuiliage du NDVI
Une méthode conventionnelle et beaucoup plus directe consisterait à établir un seuil des
valeurs de NDVI correspondant à la transition de végétation, la valeur de NDVI pouvant être
mesurée durant la période de croissance afin d'obtenir le meilleur contraste de végétation
(NDVI„,ax).
Par exemple, Masek (2001) trouve ime limite de valeurs de NDVI de 0.5-0.6 pour la forêt
boréale du nord du Canada et de 0.3-0.4 pour la toundra, qu'il utilise pour essayer de discerner
une migration de la végétation à partir d'images Landsat-TM. Cependant, de cette étude, il ne
ressort aucun changement notable de la végétation sur les deux zones tests étudiées : le golf de
Richmond au nord Québec et Great Slave Lake au Yukon).
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Figure VI.20 - Évolution des valeurs du NDVI, maximales sur l'été, à la limite dormée par la
position alpba=0 K.NDVF' et en moyenne sur la zone du transect repéré en figure VI.3
La figure VI.20 montre qu'elle devrait être le seuil du NDVI pour délimiter la position de
l'écotone tel que le fait la méthode basée sur les valeurs locales de Ts et du NDVI. Cette
valeur n'est apparemment pas constante mais évolue dans le temps entre 0.40 et 0.53. Mis à
part la période des 3 premières années d'activité de NOAA-11, le NDVI montre une
augmentation sur les périodes d'activité des satellites. Ce signal en « dents de scie » pourrait
être attribuable à la dérive satellitaire qui tends à faire augmenter les valeurs du NDVI avec
l'âge du satellite (voir II. 1.4 - Caractéristiques orbitales et dérive instrumentale).
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VI.4 Conclusion
Cette méthode d'exploitation des mesures combinées et locales de Ts et de NDVI pour la
délimitation de l'écotone forêt / toundra donne des résultats assez probants. Cette expérience
démontre l'hypothèse d'exploitation du coefficient alpha, défini comme la pente de la
régression linéaire Ts / NDVI, pour positionner la limite définissant le type d équilibre
d'échange d'énergie et séparant la végétation en régime hydrique et le sol nu ou la toundra en
régime radiatif. La carte issue des acquisitions HRPT du coefficient alpha décrit bien les
patrons de végétation sur la zone BOREAS. Sur le Canada entier et en moyenne sur 20 années,
la limite de la végétation est nettement établie.
Si le coefficient alpha doit être sensible, en plus du type de surface, à l'évapotranspiration, la
corrélation des variations interannuelles mesurées sur deux zones tests de forêt et de tovmdra,
avec les observations météorologiques de précipitations et de température, n'est pas évidente.
Cependant, la position moyenne de la limite alpha=0 K.NDVI ' coïncide assez bien avec la
limite de la végétation ou écotone. Cela permet la mise au point d'un indicateur bioclimatique
sensible à la réaction de la végétation par rapport aux conditions climatiques. La tendance
observée entre 1982 et 2000 montre un déplacement de cette limite vers le nord à une vitesse
moyenne proche de 12 km.an"'. Ce dernier résultat, quoique montrant une tendance très
élevée, voir exagérée, semble être cohérent avec l'augmentation de la température estivale de
+0.17 °C.an'' mesurée sur la toundra et sur la même période.
Cette méthode de détermination de la limite de la végétation et du déplacement des conditions
bioclimatiques induisant cette limite devrait être facilement applicable sur d'autres zones,
comme par exemple la limite du désert au Sahel. Les propriétés thermiques et l'albédo de
surface du sable et du sol désertique vérifient en effet le même type de relation Ts / NDVI à
deux pentes (positive et négative) (Lambin et Ehrlich, 1995 ; Assad et al, 1986). La
généralisation possible de cette approche à d'autres écosystèmes sensibles aux changements
climatiques rend la méthode proposée très intéressante.
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VII. Comparaison des variations de la température
de surface dérivée des données satellitaires
NOAA-AVHRR et du modèle CRCM
Ce chapitre évalue le potentiel des séries temporelles issues des observations multispectrales
NOAA-AVHRR pour valider le modèle régional canadien du climat (CRCM) sur une base
spatiale et temporelle. L'analyse a porté sur la température du sol calculée par le modèle
CRCM sur la province du Québec et les Maritimes pour deux cycles saisonniers consécutifs,
en comparaison avec la température d'émission dérivée des mesures des bandes thermiques
d'AVHRR de la base de données hebdomadaires GVI. Différents outils de comparaison ont
été mis au point et appliqués : l'analyse temporelle par pixel, l'analyse spatiale des variations
temporelles, l'analyse temporelle des variations spatiales. Ces outils démontrent ime très
bonne corrélation générale entre les deux bases de données, mais ils mettent cependant en
évidence une différence dans l'estimation du cycle annuel suivant un patron circulaire centré
sur le milieu de la zone. L'erreur la plus importante, relevée durant les étés pendant lesquels le
CRCM sous-estime la température du sol, est attribuable à une trop forte estimation des
précipitations et de l'accumulation d'eau par le modèle.
VII.1 Introduction
Aujourd'hui, les plus longues séries temporelles satellitaires telles que les bases de données
issues des acquisitions du capteur AVHRR embarqué sur les plates-formes NOAA permettent
d'accéder à près de 20 ans d'observations quasi ininterrompues. Il commence à être possible
d'envisager leur utilisation pour le suivi et la modélisation des variations du climat global
(Traoré et al, 1997). Le suivi à long terme de paramètres comme la température de surface
constitue un élément clef dans l'étude et la compréhension du réchauffement global observé
depuis quelques décennies (Houghton et al, 1990). Ce paramètre est important, car il est le
résultat des échanges d'énergie de surface et joue un rôle critique dans la modélisation des
différents processus écosystémiques prenant place en réponse aux changements climatiques.
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Les modèles GCM de circulation atmosphérique globaux, couplés aux modèles oeéaniques,
constituent les outils les plus sophistiqués pour la compréhension des processus physiques qui
régissent le climat global et sa variabilité. Cependant, ces modèles sont encore très coûteux
d'un point de vue temps de calcul. Les RCM tel le CRCM (Canadian RCM) développé par
l'équipe du département des sciences de la Terre et de l'atmosphère de l'UQÀM (Université
du Québec à Montréal) apportent une solution originale au problème du temps de calcul à fine
éehelle en augmentant la résolution uniquement sur une petite zone d'intérêt et en imposant
des conditions aux frontières généralement définies par un GCM pilote (nesting strategy) ou
par des analyses météorologiques (Caya et al., 1995). Ces deux stratégies de définition de
conditions aux frontières, ainsi que les erreurs dues aux approximations du modèle, peuvent
diminuer le réalisme des simulations opérées par les RCM, ce qui justifie la nécessité de
valider les sorties de ces modèles.
Les données de télédétection peuvent constituer vme référence climatique unique pour la
validation de certains champs de sorties des modèles RCM accessibles à partir d'observations
spatiales telle la température de surface. D'une part, les données de télédétection constituent le
seul moyen d'estimation de la température de surface à l'échelle régionale au dessus de
surfaces hétérogènes (Goïta et al, 1997b) ; d'autre part, il existe une similarité spatiale et
temporelle des mesures satellitaires et des sorties de simulation des modèles régionaux.
D'autant plus que les données issues de la télédétection offrent une alternative à la validation
des modèles climatiques ; traditionnellement le contrôle du comportement des ces modèles
était fait en quelques points où les outils de mesure existaient (tours de mesures du flux,
stations météorologiques, etc.). Ce faible nombre de points de contrôle engendrant des erreurs
sur l'appréciation des résultats du modèle à valider (Rhoads et al, 2001).
L'objectif de ce chapitre est de proposer une méthodologie pour valider le CRCM à partir de
synthèses temporelles d'images AVHRR-NOAA, et de présenter quelques résultats sur la
comparaison des patrons de variations spatio-temporelles de la température de surface.
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VII.2 Base de données
Vll.2.1 CRCM
Pour cette étude, les sorties d'une simulation du CRCM, sur une période de 93 semaines pour
fin de validation, sont disponibles. La description détaillée du fonctionnement du modèle
CRCM peut être trouvée dans Caya et Laprise (1999) et dans Caya (1996). Les
caractéristiques principales de ce modèle sont l'application de schémas numériques semi-
implicites et semi-lagrangiens (SISL) pour l'intégration des équations non-hydrostatiques
complètes d'Euler (Caya et Laprise, 1999). L'utilisation de schémas semi-implicites et semi-
lagrangiens est un algorithme permettant d'obtenir des résultats aussi précis quavec la
méthode « naturelle » eulérienne explicite, mais à moindre coût en terme de temps de calcul.
Dans sa version 3.5, le CRCM intègre la physique du GCM canadien de seconde génération et
un schéma de précipitation convective de Kain-Fritsch. Le maillage spatial est de 882 km
(30x30 km), la grille est de 100x100 pixels ineluant la zone éponge d'intégration des données
de pilotage. Cette grille est centrée sur la province de Québec suivant une projection
stéréographique polaire. Cette simulation a été pilotée aux frontières par des analyses
objectives du NCEP {National Centers for Environmental Prédiction) dérivées des
observations météorologiques. La période utilisable succédant le Spin-Up (période de 3 mois
permettant au modèle d'atteindre une stabilité et un ajustement des différents paramètres)
s'étale du 1®' septembre 1992 au 30 juin 1994, soit 93 semaines. Le pas de temps du modèle
est de 10 minutes. Cependant, pour l'étude menée dans eette thèse, seules les sorties
synchronisées avec le passage du satellite quotidien héliosynchrone NOAA ont été utilisées.
Il existe plusieurs champs de sorties à deux dimensions : albédo de surface (al), vapeur d eau
intégrée (eau), flux onde longue vers le bas à la surface (fdl), flux onde longue absorbé par
l'atmosphère (fia), flux net onde longue vers le haut au sommet de l'atmosphère (flag), flux
solaire absorbé par l'atmosphère (fsa), flux solaire absorbé par la surface (fsg), flux solaire
réfléchi au sommet de l'atmosphère (fsr), température au sol^ (gt), flux de chaleur sensible en
surface (hfs), taux de précipitation totale (pcp), flux de vapeur d'eau en surface (qfs), neige au
® Pour éviter toute ambiguïté, la température du sol gt du CRCM sera nommée gtcRCM par opposition à la
température de surface Tsgvi satellitaire issue de la base de donnée GVl.
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soi (sno), température au niveau de l'écran (st), couverture nuageuse totale (tcld), fraction
d'eau gelée dans le sol (wf), fraction d'eau liquide dans le sol (wl).
Il est important de se rappeler que le modèle CRCM est piloté par des analyses
atmosphériques; il peut donc être évalué dans une séquence historique d'événements
météorologiques (Frigon et al, 2001). Ce dernier point est important, car il justifie qu'on
puisse comparer les champs de sorties du modèle aux acquisitions satellitaires.
Vll.2.2 Données satellitaires
Les données satellitaires, issues des acquisitions du capteur AVHRR embarqué sur NOAA-14,
proviennent de la hase de données GVI. Cette base de données hebdomadaire, synthèse
temporelle par maximum de NDVI (MaN) (Kidwell, 1997 ; 1995), possède une résolution
spatiale d'environ 255 km^ (16x16 km), et la projection est de type plate-carrée tandis que la
couverture est globale (voir 11.3 - Base de données GVl).
La base de données GVI a été préférée à la hase de données PAL, pourtant également
disponible sur la même période, pour plusieurs raisons :
•  Les GVl sont plus « brutes » ou « purs », il n'y a pas eu prétraitements en particulier
sur les canaux thermiques qui auraient pu altérer d'une manière irréversible les
mesures.
•  La résolution temporelle hebdomadaire est plus fine que la résolution décadaire des
PAL, la comparaison avec le CRCM sur les 93 semaines de sorties de simulation peut
se faire sur plus de points.
•  Il n'y a pas, sur les GVI contrairement au PAL, de seuil sur l'incidence solaire ; la
continuité temporelle (et spatiale) est assurée même sur le nord en hivers.
Une base de données satellitaires AVHRR auxiliaire a également été utilisée pour la mise au
point du compositing du modèle CRCM. Elle est constituée d une série d acquisitions
quotidiennes HRPT à haute résolution spatiale de 1 x 1 km sur une grille de 1000x1000 pixels.
Ces images couvrent la zone d'expérimentation BOREAS durant une période s'étalant sur ime
majeure partie de l'été 1994 (voir 11.5 - Base de données HRPT).
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Vll.2.3 Domaine du CRCM
Le CRCM est centré sur l'est du Canada incluant les provinces Maritimes, le Québec, Terre-
Neuve et le Labrador ainsi qu'une grande partie de Test de TOntano. Sur cette zone, la
végétation évolue des terres agricoles et de forêts de feuillus et mixtes au sud jusqu à la
toundra au nord, en passant par le forêt boréale de conifères (fig. VIl.l).
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Figure Vll.l - Occupation du sol à 1 km en 31 classes d'après la classification du Canada
(fig. 111.3) et suivant la projection stéréographique polaire du CRCM
Vii.2.4 Contexte climatique
Sur la période CRCM entre l'automne 1992 et Tété 1994, les indices AO et NAO sont en
phase positive. L'indice AO varie entre 0.5 et 2.5 (fig. 1.13), tandis que l'indice NAO est
toujours supérieur à 2.5 (fig. 1.11). Cela impliquerait une période plutôt froide sur le nord-est
du Canada, en particulier sur les zones côtières et plus chaude sur le sud (voir 1.2.2 -
Sensibilité du climat canadien aux cycles courts du climat). En outre, en 1991, il y a eu une
injection d'aérosols volcaniques qui a globalement réduit la quantité de rayonnement solaire
atteignant le sol (Molineaux et al, 1998), la température a aussi été affectée vers la baisse. Par
contre, durant cette même période, l'indice ENSO est resté fort (fig. 1.5) ; c'est donc une phase
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El Nino ou événement chaud. En conséquence, mais peut être d'une manière plus modérée sur
l'est du Canada, la température devrait être plus élevée durant les hivers (fîg. 1.9) et la
précipitation plus faible durant les hivers mais plus élevée durant les étés (fig. 1.6, fig. 1.7,
fig. 1.9).
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Figure VII.2 - Anomalie de la température de surface Tsgvi issue d'AVHRR et de la
précipitation météorologique en moyenne sur le Québec par rapport aux normales mesurées
entre 1985 et 1997
L'analyse du profil temporel de l'anomalie de précipitation ou écart à la normale mesurée
entre 1985 et 1997 sur l'ensemble du Québec (fig. VII.2) révèle un hiver 1992-93 plus sec que
la moyenne (env. -0.6 mm.jour"'), tandis que la fin de l'été 1993 est plus humide
(env. +0.4 mm.jouf'). L'anomalie de la température de surface semble être liée à cette
fluctuation de précipitation. Le printemps et l'été 1993 présentent une anomalie positive de la
température de surface d'environ +3 K tandis que l'automne 1993 montre une anomalie
négative d'environ -1 K avec une fluctuation très rapide en novembre certainement due à une
variation de la température de l'air à cette époque. Néanmoins, la température de surface ne
laisse percevoir aucune tendance marquée qui pourrait être associée à la dérive du capteur.
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VII.3 Méthodologie
Vll.3.1 Traitement des données satellitaires GVI
La première étape du traitement des données satellitaires eonsiste à retrouver la température de
surface à l'aide des deux canaux thermiques. La luminance observée dans l'infrarouge
thermique est assujettie, d'une part, à la vapeur d'eau, et d'autre part, à 1 émissivité du sol. En
combinant les deux luminances thermiques mesurées par le capteur AVHRR et en supposant
les émissivités du sol dans ces deux bandes moyennes à la végétation (Goïta et Royer, 1997a)
il devient possible de corriger les données de l'absorption de la vapeur d'eau par la méthode
du split window (Traoré et al, 1997, Becker et Li, 1990) et de retrouver une estimation de la
température de surface Ts (voir 11.2.4 - Température de surface et split window).
Les données satellitaires sont contaminées par les nuages résiduels. Généralement, un nuage se
traduit par un NDVl plus faible qu'un sol même pauvre en végétation et par une température
de surface également plus faible (voir 11.1.5 - Limites intrinsèques).
Un filtre BISE {Best Index Slope Extraction, Viovy et al, 1992) a été appliqué pour éliminer
toute variation brusque temporelle et ponctuelle prononcée supérieure à 20% du NDVI en
interpolant jusqu'à la plus haute valeur rencontrée sur une période de 6 semaines successives à
cette chute mesurée.
Un autre filtre temporel, basé sur le même principe que BISE, a aussi été appliqué pour
éliminer toute chute prononcée simultanée du NDVI et de Ts en interpolant toujours jusqu à la
plus haute valeur de NDVI rencontrée sur la période de 6 semaines. L'intérêt du double test
est de pouvoir diminuer le seuil sur le critère de chute à 7 % pour le NDVI et 2 % pour Ts
exprimée en degrés Kelvin, augmentant ainsi la sensibilité du filtre à la détection des nuages.
Le changement de projection plate-carrée mais surtout de résolution des données satellitaires
vers la projection stéréographique polaire se fait en combinant les fractions de pixels classés
non-eau situés à l'intérieur de chacun des points de grille du CRCM puis en calculant une
moyenne médiane pondérée par ces fractions de pixel (fig. VIL3).
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Figure VII.3 - Changement de projection plate-carrée de la base de données GVI vers la
projection polaire stéréographique de la grille du modèle CRCM
Les problèmes d'agrégation du paramètre de surface Ts sont considérés comme négligeables,
d'une part, étant donné la similitude des résolutions spatiales (16 km pour GVI contre 30 km
pour CRCM), et d'autre part, car il est raisonnable de considérer les écosystèmes relativement
homogènes dans ce domaine de résolution. En résumé, l'approximation donnée par 1 équation
VII. 1 est supposée valable :
N  N
(VII.1)
Cette relation est une approximation de la fonction de Planck sur la fenêtre 8-14 pm avec une
loi puissance 5 (voir II. 1.2 - Caractéristiques spectrales d'AVHRR). En fin de compte, si
l'équation VII. 1 est supposée vraie, alors le processus d'agrégation des pixels est considéré
comme linéaire
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En outre, une autre raison est valable pour ne pas considérer les problèmes d'agrégation. En
effet, la base de données GVI à 16 km de résolution provient déjà d'un ré-échantillonnage de
pixels GAC {Global Area Coverage), chacun des pixels GVI étant représenté par la sélection
d'un unique pixel GAC (Gutman et al, 1995). De ce fait, le passage à la résolution plus
grossière du modèle CRCM ne justifie pas une opération complexe d agrégation.
Vll.3.2 Synthèse temporelle du modèle CRCM
Puisqu'il est impossible de connaître le jour retenu par l'opération de compositing MaN dans
la base de données GVI il a fallu définir un critère adaptable à la synthèse temporelle du
modèle. Pour ceci, une série d'images AVHRR haute résolution HRTP (voir II.5 - Base de
données HRPT), permet l'expérimentation du compositing MaN hebdomadaire. Cette
expérience fait ressortir la forte similarité entre un compositing MaN et un compositing par
maximum de température de surface (MaT). En effet, près de 80 % des pixels retenus sur la
semaine par le compositing MaN correspondent à la plus forte température de surface mesurée
sur les journées sans nuages (fig. VII.4). Cette similarité des méthodes de compositing MaN et
MaT avait déjà été mise en valeur par Roy (1997).
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Figure VII.4 - Position de la valeur de la température de surface retenue par le compositing par
maximum de NDVl (MaN) sur l'ensemble des jours de la semaine non nuageux
Sur la figure VI1.4, les valeurs en abscisse correspondent à un classement des valeurs de
Ts par ordre décroissant : 1 est la température la plus élevée de la semaine du composite.
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C'est ce critère de compositing qui est utilisé pour dégrader la résolution temporelle du modèle
CRCM. Le passage de la résolution initiale quotidienne à la résolution hebdomadaire se fait en
sélectionnant le pixel CRCM présentant le maximum de température du sol gtcRCM sur
l'ensemble des jours de la semaine simulés non nuageux d'après le champ de sortie du modèle
tcld « couverture intégrée de nuages totaux ».
Vll.3.3 Limites
Les limites principales de ce travail de comparaison sont posées par les données satellitaires
prises comme référence. En effet, intrinsèquement, la méthode de compositing MaN est plus
efficace sur un couvert à forte végétation que sur tout autre type de couvert comme le sol nu,
la toundra ou encore la neige. Sur ces types de sol, les synthèses temporelles sont donc
beaucoup plus assujetties à la pollution nuageuse résiduelle. Cette méthode de compositing
s'appuyant sur le NDVl calculé à partir des canaux du domaine visible d'AVHRR nécessite un
éclairement solaire minimum ; les régions à forte latitude ne devraient pas être prises en
compte en hiver. Enfin, le split window est prévu pour retrouver la température de surface
pour un couvert de végétation, car les coefficients d'émissivité sont calibrés pour de tels
couverts. Pour toutes ces raisons, les données recueillies sur des couverts à faible densité de
végétation ou les données mesurées l'hiver sont à prendre avec beaucoup de précaution.
De plus, la méthode de compositing exploitée pour dégrader la résolution temporelle du
CRCM a été mise au point à partir de données satellitaires sur une période estivale ; cela limite
encore la confiance ou la précision des résultats pour les périodes hivernales.
En outre, les grandeurs comparées n'ont pas exactement la même signification physique. La
température Ts issue des acquisitions satellitaires directionnelles est une température de
surface radiométrique résultat de l'agrégation de tous les éléments compris sur cette surface.
Sur les sols de végétation, la température Ts issue des acquisitions satellitaires thermiques
s'apparente plutôt à la température de la canopée (voir 11.2.4 - Température de surface et split
window). La température du sol gtcRCM du modèle CRCM est une température
thermodynamique résultat du bilan d'énergie de surface, c'est la température qui équilibre les
flux radiatif, de chaleur latente et sensible à l'interface sol / atmosphère (pour le modèle.
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gtcRCM correspond à la température à l'interface surface / atmosphère, que le sol soit couvert
de neige ou non). Sur une surface lisse, homogène et isotrope, les deux grandeurs sont égales,
ce qui n'est pas toujours vrai, en principe, sur les sols de végétation ou sur les surfaces
hétérogènes. Cette étude s'appuie sur une approximation qui considère ces deux grandeurs
physiques comparables.
Enfin, il faut considérer dans cette analyse temporelle le problème de dérive inhérent à la
mesure satellitaire. Bien que les données contenues dans la base GVI aient été étaloimées
suivant les consignes décrites par Kidwell (Kidwell, 1997 ; 1995), le satellite passe toujours de
plus en plus tard au-dessus de la même cible. Un biais systématique de basse fréquence durant
toute la vie opérationnelle du satellite est donc sous-jacent (Traoré et ai, 1997). S'il est très
difficile d'estimer et de quantifier ce biais, l'hypothèse utilisée dans cette étude est de
prétendre que ce biais est plus faible sur la végétation que sur le sol nu (Gutman et Ignatov,
1995) et que s'il existait, il devrait être négatif : puisque le satellite passe toujours plus tard
dans l'après midi, la température apparente du sol pourrait donc légèrement diminuer tout au
long de la vie du satellite (Gleason et ai, 2002).
VII.4 Résultats
Cette méthodologie permet d'obtenir la similarité spatiale et temporelle entre les mesures
satellitaires contenues dans la base GVI prises comme référence et les simulations climatiques
fournies par le CRCM. 11 devient alors possible de confronter ces deux bases spatio
temporelles de doimées afin d'observer leurs similitudes ou leurs disparités.
Pour ce faire, deux zones tests sont définies (fig. VII.5), la première englobe toute la grille
CRCM à l'exception de la zone éponge et de l'eau, la deuxième est située en forêt dense de
conifères où les synthèses satellitaires sont les plus précises.
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Figure VII.S - Positions des zones tests : 1 : limites de la zone intervenant dans le calcul de la
corrélation spatiale, cette zone représente 60x60 points de grille éloignés de la zone éponge -
2 : zone de 5x5 pixels situés dans la forêt dense de conifères
Vll.4.1 Corrélation ponctuelle
Ponctuellement, pour le point 2 (fig. VII.5), les deux profils gtcRCM et Tsgvi affichent une
bonne corrélation temporelle (R^=0.87) (fig. V1I.6). La pente de la régression linéaire informe
sur la disparité d'amplitude annuelle (a=0.89) : ici le modèle CRCM sous-estime 1 amplitude
saisonnière.
Toujours sur la même zone, la comparaison des profils temporels montre un retard de phase du
modèle par rapport aux observations satellitaires pouvant atteindre plusieurs semaines
(fig. VII.7). Ce retard est principalement perceptible durant les saisons de transitions au
printemps et à l'automne, périodes pendant lesquelles le modèle affiche un palier de 273.16 K,
point de congélation de l'eau. L'explication est probablement donnée par la logique du modèle
qui doit congeler (décongeler) toute l'eau contenue dans le sol avant de pouvoir continuer à
évoluer, ce qui maintient la température au point de congélation. D'ailleurs, le modèle semble
« rattraper » brusquement son retard consécutivement à ce palier. Maintenant, puisque la
raison pour laquelle le modèle est fautif durant ces périodes plateaux est connue, les valeurs à
273.16 K de gtcRCM ne sont pas prises dans les calculs de régression et de corrélation spatiale
et temporelle.
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Figure VII.6 - Régression linéaire de gtcRCM par rapport à Tsovi, R^ correspond au coefficient
de corrélation temporelle et la pente de la régression correspond au rapport des amplitudes
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Figure V1I.7 - Comparaison pour deux cycles saisonniers sur un point de grille de l'évolution
temporelle des températures gtcRCM et Tsgvi
163
Vll.4.2 Variations spatiales de la corrélation temporelle
En réitérant le calcul des coefficients de régression linéaire pour chacun des points de
grille, il est possible d'observer les variations spatiales de la corrélation temporelle entre les
deux bases de données.
Cette analyse démontre une très bonne corrélation uniforme sur la zone (fig. VU. 8). Le
Groenland fait toutefois exception : cette zone à couvert nival perpétuel et à forte latitude sort
des limites méthodologiques. La corrélation moyenne sur 1 ensemble du territoire, en dehors
de cette zone problématique, est de <R =0.87>.
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La pente de la régression linaire et sa
variation spatiale (fig. VII.9) démontre que
le CRCM sous-estime l'amplitude
saisonnière annuelle décrite par les GVI au
centre de la grille et la surestime sur les
bords de celle-ci, selon un patron qui
semble concentrique et qui ne correspond
pas à l'occupation du sol (fig. Vll.l). A
l'heure actuelle, aucun indice n'a permis de
Figure VII. 10 - Retard du CRCM / GVI (semaines) comprendre ce phénomène.
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Il est possible également de quantifier le retard ou déphasage du profil temporel gtcRCM par
rapport à Tsgvi, la représentation spatiale de ce retard est montrée par la figure VII. 10. Ce
calcul se fait par optimisation suivant le décalage du coefficient de corrélation temporelle R .
Les résultats démontrent un retard significatif du CRCM d'environ une à deux semaines sur
les zones agricoles du sud, mais également une avance du CRCM sur les zones de toundra
(fig. VII. 10). Suivant la même explication donnée dans la section précédente, ce retard et sa
disparité sur la zone peuvent être expliqués par la quantité d eau présente dans le sol. plus le
sol contient d'eau, plus le modèle prend du retard dans les phases de congélation /
décongélation. Le champ prescrit wcap (fig. VII. 11), constituant l'un des paramètres du
schéma de surface du CRCM, caractérise la capacité du sol à retenir l'eau provenant de la
précipitation. Par comparaison du champ wcap avec la carte du retard du CRCM, il apparaît
que les zones possédant la plus grande capacité sont celles qui affichent le plus fort retard
(fig. VII.12).
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Figure VII. 11 - Champ Wcap : capacité en eau prescrite au champ du modèle CRCM
Sur le tableau VII. 1, il apparaît que pour la majorité des pixels (54 %) le déphasage
CRCM / GVI est nul. Par contre, lorsque le déphasage existe et qu'il est positif (CRCM en
retard) la capacité en eau prescrite au champ est plus élevée (+12 %). Cette situation
correspond à une partie importante de la zone étudiée : 28% des pixels. Lorsque le déphasage
est négatif (CRCM en avance pour environ 15% des pixels), la capacité en eau est plus faible
(de -25% à -30%).
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-2
Retard CRCM / GVI (semaines)
-1 0 1 2
Nombre de pixels 113 202 1210 638 80
< wcap > (kg.m'^) 417 444 595 664 642
champ (wcap) et distribution du nombre de pixels en fonction de ce retard
Vll.4.3 Variations temporelles de la corrélation spatiale
Un dernier aspect de l'analyse porte sur l'observation des variations temporelles des indices de
corrélation spatiale. Pour cette étude, les points situés sur les limites extérieures de la grille
sont exclus du calcul de régression linéaire. Ces points sont proches de la zone éponge du
CRCM, où le modèle n'évolue pas librement mais intègre les doimées de pilotage issues des
analyses ; seuls les point situés à l'intérieur de la grille sont retenus (zone 1 de la figure VII.5).
L'évolution temporelle de l'indice de corrélation spatiale sur toute la zone confirme le
problème de la moins bonne réponse du modèle durant l'été (fig. VII. 12) avee une plus forte
sous-estimation (fig. VII. 13). La meilleure similitude entre les simulations CRCM et les
mesures satellitaires durant les périodes de transition s'explique par une augmentation du
gradient latitudinal de la température de surface durant ces périodes (fig. VII. 12). Un autre
facteur d'intérêt est l'évolution temporelle de la différence moyenne spatiale entre les valeurs
gtcRCM et Tsgvi (fig- VILI3).
Cette variation illustre la meilleure similitude absolue entre les deux bases de données durant
les périodes de transition (printemps et automne) avec une différence moyenne sur les
93 semaines de (gtcRCM-Tsgv.)=-1.42 K . Le CRCM semble sous-estimer la température du
sol en hiver et en été, et de plus, cette sous-estimation semble s'aggraver avec le temps. Cela
ne paraît pas résulter de la dérive du satellite en raison du sens de la variation observee. En
effet, la dérive devrait induire une baisse de la température de surface apparente et donc une
hausse de la différence entre la température du sol issue du CRCM et la température issue des
mesures satellitaires. La tendance mesurée sur l'écart des températures est de
-1.510.7 K.an"\
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Sur la figure VII. 13, la forte différence mesurée en fin de période doit être attribuable au fait
que la série se terminent sur une forte anomalie ponctuelle (-7 K) et qui se répercute sur la
moyenne glissante.
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Figure VII. 13 - Évolution temporelle de la différence spatiale moyenne exprimée en Kelvin
entre les simulations CRCM et les observations satellitaires (la ligne épaisse représente la
moyenne glissante)
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VII.5 Interprétation et analyse
Les paramètres qui influencent la température de surface sont nombreux. Au niveau du modèle
CRCM, le sol est constitué d'une couche unique sur laquelle interagissent quatre équations
pronostiques du budget: une pour la chaleur, deux autres concernant respectivement la
quantité d'eau gelée et liquide, une dernière pour la quantité de neige. Les équations du bilan
d'énergie à la surface prennent en compte la quantité de chaleur stockée dans le sol, le flux
solaire net absorbé par le sol, le flux terrestre net vers le sol, le flux terrestre net émis par le
sol, les flux de chaleur latente et sensible (Caya et Laprise, 1999). L'évapotranspiration,
facteur intervenant dans l'estimation de la température du sol, varie, entre autres, suivant la
quantité d'eau disponible, la quantité de neige présente ou encore avec le type de sol et de
végétation.
La figure VIT. 14 démontre la relation inverse qui existe entre la température du sol gt et la
quantité d'eau présente dans le sol exprimée ici en fraction wl de la capacité totale wcap
(fig. VII. 11). La principale hypothèse d'explication de la sous-estimation de la température du
sol par le modèle CRCM en été est que le sol est toujours trop humide, résultat de trop fortes
précipitations et accumulations.
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Figure VIL 14 - Relation de décroissance entre la température du sol gtcacM et la fraction d'eau
liquide présente dans le sol wl pour la zone test 2 de la figure VILS sur 1 ensemble du mois de
juillet 1993
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Figure Vil. 15 - Différence des précipitations (Pcrcm-Pmétéo) en moyenne sur la zone test 1 de
la figure VII.5 (la ligne épaisse correspond à la moyenne glissante)
En comparant l'accumulation de la précipitation mesurée par les stations météorologiques
avec la précipitation quotidienne cumulée estimée par le modèle CRCM (fig. VII. 15) en
moyenne sur une grande zone spatiale (zone test 1 de la figure VII.5), on s'aperçoit que ce
dernier semble surestimer la précipitation en particulier durant les mois d'été. Ce résultat
important est en concordance avee l'étude menée par Frigon et al. (2001) démontrant que le
modèle CRCM recycle trop d'eau par précipitation et évaporation entre les mois d'avril et
d'août, la conséquence est une surestimation des précipitations durant l'été. Il est toutefois
difficile d'établir une comparaison précise sur les données de précipitations étant donné la
forte variabilité spatiale et temporelle de ce paramètre.
La figure VII. 16 compare les températures maximales et minimales quotidiennes modélisées
par le CRCM avec les observations météorologiques spatialisées en moyenne sur le domaine
du CRCM (zone 1 de la figure VII.5). Il ressort que le modèle surestime la température
minimale quotidienne d'environ +4°C sur une période comprise entre le début du printemps et
la fin de l'automne, cette différence pouvant atteindre +6°C l'été. Par contre, la température
maximale quotidienne semble mieux suivre les données météorologiques : l'erreur en été n est
plus que de +2°C avec une sous-estimation en hiver d'environ -2°C. Ces derniers résultats sont
en accord avec les études précédemment menées par l'équipe CRCM qui a compare les
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mêmes champs de températures avec les données de CRU (Climatic Research Unit)
(Frigon, 2003).
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Figure VII.16 - Différences des températures minimale et maximale (Tcrcm-Tmétéo) en
moyenne sur la zone test 1 de la figure VH.S (les lignes épaisses correspondent à des
moyennes glissantes)
Ce dernier résultat, prouvant une surestimation de la température de l'air par le CRCM en été,
n'est pas en désaccord avec la sous-estimation de la température du sol beaucoup plus
accentuée en été. En effet, le fait que le modèle surestime la précipitation durant la période
estivale ainsi que la température de l'air accélère l'évaporation, ce qui diminue la température
du sol. Le phénomène est alors accéléré en établissant une rétroaction positive : si plus d eau
est évaporée, plus de nuages sont formés et alors les précipitations deviennent plus fréquentes.
Ce serait donc bien le cycle de l'eau qui est problématique.
Ceci peut également être un élément d'explication de la surestimation de la température
minimale quotidierme par le CRCM surtout visible l'été (fig. VU. 16). En effet, si le modèle
fabrique trop de nuages en été, le refroidissement nocturne est diminué et la température
minimale, généralement relevée le matin, est augmentée.
De plus, la surestimation de la température de l'air peut être l'explication à la sous-estimation
du couvert de neige modélisé par le CRCM et qui est prouvée par une étude parallèle menée
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par Langlois (2002). Cette étude s'appuie essentiellement sur la comparaison des observations
satellitaires micro-ondes passives et visibles avec le champ sno « neige au sol » du CRCM et
s'inscrit également dans un cadre de validation du modèle.
VII.6 Conclusion
Une attention toute particulière a été portée aux prétraitements des deux bases de données
spatio-temporelles afin de les rendre comparables. Les données satellitaires ont dû être épurées
du bruit et des nuages résiduels avant d'être ré-échantillonnées vers la résolution du modèle.
Une synthèse temporelle du modèle, d'après un critère de sélection basé sur la température du
sol et la présence de nuages, a été mise au point pour dégrader sa résolution temporelle
quotidienne vers celle hebdomadaire de la base de données satellitaires. En ce sens la méthode
est originale car elle adapte aussi les données du modèle à celle du satellite.
D'une part, les principaux résultats de cette étude montrent une très bonne corrélation
temporelle et spatiale mesurée par le coefficient (corrélation temporelle moyenne de 0.87 et
corrélation spatiale fluctuant entre 0.2 en été et 0.6 en hiver et pendant les périodes de
transition), démontrant ainsi la validité méthodologique du prétraitement des données
satellitaires et du compositing appliqué au modèle CRCM. Malgré le caractère limitatif de
l'extension temporelle d'environ deux ans de la période testable, l'analyse fait ressortir un
possible biais du modèle CRCM se traduisant par une sous-estimation de la température du sol
s'aggravant avec le temps en accord avec la surestimation des précipitations prédites par le
modèle durant l'été.
D'autre part, ee travail démontre aussi la pertinence des synthèses temporelles satellitaires de
la température de surface dans la validation des modèles régionaux du climat tel le CRCM.
Cet exercice est très riche en informations sur la validité et pour l'ajustement de tels modèles.
Les mesures satellitaires, du fait de leur spatialité, restent les seules références utilisables dans
l'estimation précise de la température du sol.
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VIII. Conclusion et bilan de l'étude
Pour répondre à la problématique soulevée dans ce projet de thèse, la conclusion aborde et
résume deux points :
• Un récapitulatif des résultats obtenus dans le suivi du climat passé récent à partir des
mesures satellitaires de température de surface Ts et de NDVI, et la conception ainsi
que le rapprochement des différents indicateurs climatiques.
• Une discussion sur la capacité des mesures de température de surface obtenues par
télédétection satellitaire pour valider le modèle climatique CRCM.
La conclusion tente de délimiter les points faibles méthodologiques et de conception des
indicateurs, et apporte quelques solutions et perspectives pour la résolution de ces lacunes.
Enfin, les prospectives et l'extrapolation sur d'autres sites d'études des méthodes utilisées
dans ce projet de thèse sont également mises en valeur.
VIII.1 La télédétection du climat passé
La principale originalité apportée par ce projet de thèse est la conception d'indicateurs
climatiques et bioclimatiques accessibles par télédétection et peu sensibles à la dérive
instrumentale inhérente aux mesures satellitaires. L'étude du climat passé récent est rendue
possible par l'exploitation des synthèses temporelles issues des acquisitions visibles et
thermiques du capteur AVHRR de NOAA constituant une archive de plus de 20 années.
L'exploitation séparée puis combinée des profils temporels du NDVI et de la température de
surface Ts, tous deux accessibles par le capteur AVHRR, a permis la mise en place de
différents indicateurs climatiques et bioclimatiques sensibles aux changements et à 1 évolution
du climat : le début, la fin et la durée de saison de croissance, la somme des degrés-jours ainsi
que la définition d'un régime transitoire bioclimatique symbolisant la position de l'ecotone
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taïga / toundra. Ces indicateurs ont ensuite été comparés aux relevés météorologiques
quotidiens spatialisés de température et de précipitation constituant la référence climatique.
D'une manière auxiliaire, la couverture nivale hebdomadaire obtenue à 1 aide d observations
satellitaires visibles a aussi été mise à contribution comme variable indépendante et intégrateur
du climat. Ce sont les dates de disparition et d'apparition de la neige respectivement au
printemps et à l'autonme qui servaient de témoins climatiques.
Les résultats obtenus dans l'observation et la compréhension du climat passé, par l'ensemble
des indicateurs, se regroupent en deux catégories principales : la sensibilité du climat canadien
aux différents cycles climatiques courts El Nino / La Nina, l'oscillation nord Atlantique NAO,
l'oscillation Arctique AO ainsi que les tendances climatiques sur le court terme.
Vlll.1.1 Sensibilité du Canada aux cycles climatiques courts
On distingue principalement deux phénomènes climatiques de cycle court qui ont un impact
sur le Canada : les phénomènes El Nino et La Nina représentés par l'indice ENSO et les
oscillations AO et NAO.
El Nino / La Nina
Sur toute la période de données satellitaires accessibles, entre 1982 et 2000, il y a eu 4
événements forts El Nina (1982,1986, 1991 et 1997) et 3 événements La Nina (1988, 1995 et
1998). Statistiquement, le cycle ENSO a pu être associée à une anomalie climatique vue sur le
Canada. Cependant, sur cette courte période, et étant donnée l'amplitude des anomalies
observées, on ne peut justifier la cooccurrence de ces deux événements par une relation directe
de cause à effet.
Le cycle El Nina ! La Nina apparaît avec un déphasage variant entre 10 à 12 mois au
printemps (fin de saison nivale, début de saison de croissance) et 6 a 8 mois à 1 autorrme
(début de saison nivale), surtout la partie sud du Canada.
Dans la phase positive de l'ENSO, c'est-à-dire pour un événement ehaud El Nino, la
température de l'air en moyenne sur le printemps est globalement plus élevée et le début de
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saison de croissance plus précoce sur la partie centrale-sud du Canada. Au printemps encore,
la neige disparaît plus tôt surtout sur les Prairies et la forêt au nord des Prairies. Durant un été
successif à £/ Nifio comme 1987, la somme des degrés-jours de croissance, mesurée à partir de
Ts, est également plus élevée sur toute la partie sud du Canada. Dans la phase négative de
l'ENSO, lors d'un événement froid La Nina, globalement les phénomènes inverses sont
observés. La température au printemps est plus froide, le début de saison de croissance plus
tardif sur les régions centrales du Canada, et la neige disparaît également plus tard.
Bien que les effets El Nino / La Nina restent perceptibles à l'automne, la fin de saison de
croissance ainsi que l'apparition de la neige, semblent beaucoup moins liés aux cycles ENSO.
La corrélation entre l'indice ENSO et la date d'apparition de la neige est beaucoup plus faible
qu'avec la date de disparition de la neige.
En résumé, la corrélation de l'indice ENSO avec l'anomalie climatique est surtout visible sur
la partie sud du Canada en hiver et au printemps. Le cycle El Nino ! La Nina est associé aux
anomalies de début de saison de croissance, de disparition de la neige et de la somme des
degrés-jours de croissance.
Cycles NAO et AO
Les effets des cycles NAO et AO sur le climat canadien ne sont pas beaucoup perçus par les
indicateurs utilisés. La période satellitaire étudiée n'est peut-être pas assez longue ou bien la
variabilité de ces paramètres pas tissez élevée. Entre 1982 et 2000, les indices NAO et AO sont
restés globalement positifs. Ponctuellement, sur une période entre 1985 et 1987 et aussi pour
l'année 1996 les indices NAO et AO étaient tous deux négatifs.
L'année 1992, témoin de forts indices NAO et AO, présente une anomalie de la somme
degrés-jours négative en particulier sur le nord et sur l'est du Canada. Néanmoins, cette année
est consécutive à l'éruption du Pinatubo aux Philippines en 1991, ce qui a eu comme impact
un refroidissement global.
Sur les côtes atlantiques du Labrador au nord-est du Canada, la date de fin de saison de
croissance est inversement corrélée avec l'indice AO mais plus fortement avec 1 indice NAO.
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L'impact de ces cycles climatiques sur le climat canadien, bien que faiblement perçu,
concerne surtout le nord du pays et en particulier le printemps des côtes atlantiques.
Vlll.1.2 Tendances climatiques
Entre 1982 et 2000, on observe, sur toute la partie ouest et nord-est du Canada, une
augmentation sensible et significative de la durée de saison de croissance, confortant
l'hypothèse du réchauffement global. À l'inverse, le sud-est et la partie centrale du Canada
montrent une diminution de ce même paramètre. Ce résultat de disparité nord / sud, sur une
limite se situant aux alentours du 55® parallèle, est corroboré par la tendance de la somme des
degrés-jours issue de Ts, validée à son tour par celle de la somme des degrés-jours de
croissance issue de Ta (tendance entre 1981 et 1997).
Sur une période de temps plus longue du fait de la disponibilité des dormées de couverture
nivale, la durée de saison estivale est significativement en augmentation entre 1967 et 2000, et
d'une manière quasi uniforme sur le Canada. L'augmentation est d'environ +0.5 jour.an .
Toutefois, cette tendance semble diminuer sur la fin de la période, notamment à cause de
l'événement froid La Nina de 1998.
Entre 1982 et 2000 et sur une région de la partie centrale du Canada, l'indicateur s appuyant
sur la combinaison des mesures de Ts et du NDVI démontre un déplacement des conditions
bioclimatiques vers le nord du Canada. Par extrapolation, ceci sous-entend une migration vers
le nord de l'écotone séparant la taïga de la toundra à une vitesse estimée d'environ 10 km.an .
Ce dernier résultat est en accord avec les prévisions d'Environnement Canada en ordre de
grandeur étant donnée l'augmentation sur cette zone de 1.7°C.an ' de la température estivale
entre 1981 et 1997.
Ce qui ressort principalement dans le calcul des tendances des différents indicateurs est
l'importance de la période concernée. Notamment, étant donné l'impact positif du cycle
ENSO, la position sur la période des événements chauds El Nino et froids La Nina affecte
directement l'estimation de ces tendances. Ceci pourrait expliquer la disparité nord / sud
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retrouvée par l'ensemble des indicateurs. En effet, la période 1982-2000 commence avec
l'événement chaud El Nino de 1982 pour se terminer avec un événement froid La Nina en
1998. Il a d'ailleurs été démontré que ces phénomènes climatiques concernaient surtout le sud
du Canada.
VIII.2 La télédétection et les modèles climatiques
Ce projet de thèse a aussi démontré la capacité des synthèses temporelles satellitaires pour
comparer et valider les sorties d'un modèle climatique régional tel le CRCM. Seul le champ de
température du sol du modèle a été confronté aux mesures satellitaires. D une part car ce
champ s'apparente à Ts, directement accessible par télédétection, et d'autre part, car c'est un
paramètre très important résultant de l'équilibre thermique sol-atmosphère, l'eau par
l'évaporation joue aussi un rôle dans l'établissement de cet équilibre. Le champ gt
(température du sol) du modèle CRCM est un paramètre pronostique : il résulte de la
combinaison des différents paramètres tels la température de l'air, le rayonnement incident ou
la précipitation.
La grande originalité a été de rendre les bases de données comparables, c est-à-dire ayant les
mêmes résolutions spatiales et temporelles. La méthode a aussi consisté à mettre au point un
composiîing, capable d'adapter les sorties du modèle, au départ quotidiennes et synchronisées
avec le passage du satellite, à la résolution hebdomadaire des synthèses satellitaires.
Les différences analysées du point de vue spatio-temporel sont très riches de renseignement
pour la compréhension du fonctionnement du modèle. Le résultat le plus notable est une sous-
estimation de la température du sol par le modèle, beaucoup plus visible durant les étés et
s'amplifiant tout au long des 93 semaines constituant la période. Cette dérive serait
vraisemblablement due au fait que le modèle prévoit trop de précipitations et recycle trop
d'eau en évaporation. Cette dernière hypothèse est d'ailleurs vérifiée à l'aide des mesures
météorologiques.
Malgré ces différences, la similitude globale entre les valeurs de température du sol, provenant
du modèle et des acquisitions thermiques, prouve la faisabilité de la méthode.
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VIII.3 Discussion : limites et points faibles
Cette section décrit les points faibles méthodologiques dans le concept des indicateurs ou dans
l'exploitation des données satellitaires.
Vlll.3.1 Émissivité thermique
Une critique, d'ordre technique, est à apporter sur l'estimation de la température de surface Ts.
L'opération de split window s'appuyant sur les mesures effectuées dans les deux canaux
thermiques d'AVHRR corrige bien des effets atmosphériques, notamment ceux dus à la
vapeur d'eau, mais il implique de connaître les émissivités dans ces bandes. Ici, afin de
simplifier et aussi limiter le nombre de bases de données mises à contribution et sources
d'erreurs, ces émissivités ont été considérées constantes et les valeurs retenues sont celles de
la végétation en été. Ceci diminue la qualité des mesures de Ts sur les sols nus ou encore sur le
couvert de neige. Pourtant, la classification précise du territoire ainsi que les observations de
couverture nivale et la connaissance des émissivités des différents types de surface pourraient
très largement améliorer la qualité des mesures de Ts.
Vlll.3.2 Faiblesses des synthèses temporelles
Aussi, les synthèses temporelles AVHRR, basées sur un compositing par maximum de NDVI,
sont très bruitées par les nuages résiduels lorsque l'incidence solaire devient trop rasante
comme c'est le cas en hiver. Ceci est vrai à un tel point que les données peuvent être
inexistantes dans le nord en hiver. Si elles existent, les mesures de Ts et du NDVI alors
obtenues deviennent de faible qualité. S'il n'y a pas grand-chose à faire pour le NDVI, qui
nécessite obligatoirement une illumination solaire, la télédétection micro-ondes passive permet
l'estimation de la température de brillance avec une périodicité s'apparentant à celle de
NOAA. Le programme américain DMSP SMMR et SSMri, en activité depuis 1978, fournit
des mesures quotidiennes de température de brillance avec une résolution de 25 km, et peut
permettre un suivi régulier et global de la température de surface (Fillol, 1998).
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Vlll.3.3 Période restreinte
L'autre facteur limitaiit la validité de l'étude des variations climatiques est la période restreinte
de disponibilité des données satellitaires. La base de données PAL remonte à l'automne 1981.
Le nombre de cycles climatiques, même pour des phénomènes rapides comme l'ENSO, n est
parfois pas suffisant pour en délimiter absolument les effets. Les tendances mesurées sur cette
courte période sont également peu précises devant la variabilité climatique. Néanmoins,
l'association de la télédétection avec des outils de modélisation du climat, comme le CRCM
étudié dans cette thèse, peut s'avérer être un outil performant de prédiction du climat futur.
Vlll.3.4 Donnée de validation
Concernant le calcul de la durée de saison de croissance à partir du repérage du début et de la
fin de saison de croissance sur les profils temporels de NDVI, il existe un manque certain de
données de validation. Pourtant, bien que leur présence soit encore sporadique sur l'ensemble
du Canada et concerne surtout les zones accessibles, il existe des placettes-échantillons
capables de surveiller la croissance et le volume des peuplements (Fortin, 2001) et d'en
modéliser la phénologie. Ces observations de terrain pourraient servir de référence sur
quelques zones de contrôles afin valider l'étude phénologique élaborée dans ce projet de
doctorat.
VIII.4 Prospectives
Les travaux détaillés dans ce mémoire laissent prévoir de nombreux développement dans
plusieurs directions.
Vlll.4.1 Extension spatiale
Les techniques employées ici sur le Canada pourraient être testées sur d'autres sites similaires
comme la forêt boréale du nord de l'Europe et de la Russie. Cela pourrait être important pour
la compréhension du climat car la forêt boréale constitue un puits majeur de CO2, gaz à effets
de serre, dont l'augmentation de la concentration pourrait devenir problématique. Une
application directe de ce projet serait d'étendre la superficie d'étude pour englober l'ensemble
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des zones septentrionales. Une plus grande extension spatiale permettrait une meilleure
compréhension des phénomènes climatiques globaux.
Vlll.4.2 Extension sur d'autres zones sensibles
Les méthodes pourraient également s'avérer fonctionnelles pour l'étude et le suivi de la
désertification qu'elle soit d'origine climatique ou anthropique.
Par exemple, le suivi phénologique de la végétation en milieu semi-aride est un paramètre
important pour la compréhension du fonctionnement hydro-écologique de ces régions
(Duchemin et ai, 2001).
En particulier, la méthode de délimitation de la limite séparant la toundra de la taïga pourrait
être adaptable sur la limite de la zone aride pour en surveiller l'évolution. Cela constituerait
une approche nouvelle, car encore aujourd'hui la plupart des études utilisant les images
NOAA-AVHRR se basent uniquement sur l'anomalie du NDVI (Hastings et Di, 2002 ;
Louakfaoui et al, 2001 ; United Nations Division for Sustainable Development, 1999).
Pourtant, l'exploitation combinée du NDVI et de Ts peut permettre de différencier plus
nettement le type de végétation de ces milieux arides et d'en suivre plus facilement le rythme
saisonnier (Achard et Blasco, 1990). Puisque le NDVI peut être utilisé pour quantifier la
réaction de la végétation aux précipitations et que Ts produit un bon indicateur des
fluctuations climatiques saisonnières, la combinaison de ces deux valeurs permet de suivre la
désertification des zones arides (International Arid Lands Consortium, 2001).
Vlll.4.3 Évolution du pergélisol
L'utilisation de la somme des degrés-jours issue de Ts durant la période estivale a permis de
dresser une carte du pergélisol canadien en 3 classes (pergélisol continu, discontinu et absence
de pergélisol). Cette carte serait plus précise si l'on disposait de valeurs de Ts fiables sur
l'hiver, car le pergélisol dépend aussi de la somme des degrés-jours de gel (Nelson et Outcalt,
1987). Encore aujourd'hui, il n'existe pas de méthode fiable pour mesurer la température du
sol par télédétection durant l'hiver, notamment à cause de la présence du couvert nival.
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Pourtant, la télédétection micro-ondes passive, qui ne néeessite a priori aucun éclairement
solaire, et qui n'est quasiment pas perturbée par la présence de nuages, pourrait contribuer à
suivre l'évolution du pergélisol dont la formation et la persistance ou disparition dépendent
très étroitement du climat (Commission géologique du Canada, 2001).
La réponse thermique du pergélisol dépend de différents facteurs comme la couverture nivale,
la végétation, la couche organique, les matériaux de surface (Smith et Burgess, 2001). Certains
de ces facteurs, comme la couverture nivale ou le type de végétation, sont accessibles
directement par télédétection.
Vlll.4.4 Télédétection et modélisation
Avant de parler d'assimilation des paramètres biophysiques acquis par télédétection, peut-être
pourrait-on envisager de comparer d'autres champs de sortie afin de valider d'autres aspects
du modèle climatique.
Par exemple, la neige, paramètre intégrateur du climat, est accessible par télédétection visible
et thermique pour son extension spatiale et temporelle, ou encore par télédétection micro
ondes passive pour les caractéristiques du manteau neigeux comme l'équivalence en eau
(Goïta et al, 2001 ; Smyth et Goïta, 1999 par exemple). La comparaison des observations
satellitaires avec les sorties du modèle climatique régional de la couverture de neige et de ses
caractéristiques peut aussi permettre de valider le modèle (Langlois, 2002).
La télédétection peut aussi aider au paramétrage physique du modèle par la définition des
schémas de surface. Ces schémas décrivent les caractéristiques du sol comme l'albédo, la
rugosité aérodynamique et la capacité du sol à retenir l'eau. Pour le CRCM, ils sont
directement hérités de ceux de modèles globaux à plus faible résolution spatiale. Par exemple,
la classification du Canada à 1 km de résolution, à condition de mettre au point une méthode
d'agrégation appropriée pour retrouver la résolution du modèle, pourrait aider à la définition
des champs de densité de végétation du modèle.
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Les états de surface globaux constituent un élément essentiel de l'interaction de entre la
surface et la circulation générale. Une meilleure caractérisation de ceux-ci permettra
d'améliorer la paramétrisation des modèles climatiques (Boulet et al., 2001).
VIII.5 Conclusion générale et contribution de la thèse
La préoccupation accrue de l'humanité aux changements climatiques a engendré de
nombreuses études de rétrospection et de suivi du climat pour en comprendre les principes et
pour anticiper son évolution.
La région boréale du nord du Canada, presque exclusivement accessible par télédétection, est
une zone privilégiée d'étude de l'impact du changement climatique sur la forêt ou sur le
pergélisol.
Bien que l'extension temporelle des synthèses satellitaires soit encore restreinte, l'exploitation
sur une période de 20 années d'indicateurs climatiques originaux et insensibles à la dérive
instrumentale a permis de mettre en évidence certains cycles climatiques courts (ENSO, NAO,
AO) et aussi d'estimer une tendance du climat canadien confirmant avec parcimonie
l'hypothèse du réchauffement global. Cette tendance, largement dépendante de la période
exploitée, n'est pas uniforme et semble s'inverser durant les dernières années du XX® siècle.
L'apport majeur de ce travail est non seulement méthodologique, avec le développement de
nouveaux indicateurs, mais porte aussi sur la reconstruction du climat passé récent, avec la
mise en évidence sur le Canada de tendances régionales distinctes dont un contraste nord / sud
marqué.
Une autre originalité de ce projet de thèse a été de démontrer que la télédétection peut aussi
servir comme aide à la validation d'outils de projection du climat futur : les modèles
climatiques.
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