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ABSTRACT
Generating large labeled training data is becoming the biggest
bottleneck in building and deploying supervised machine
learning models. Recently, the data programming paradigm
has been proposed to reduce the human cost in labeling train-
ing data. However, data programming relies on designing
labeling functions which still requires significant domain
expertise. Also, it is prohibitively difficult to write labeling
functions for image datasets as it is hard to express domain
knowledge using raw features for images (pixels).
We propose affinity coding, a new domain-agnostic para-
digm for automated training data labeling. The core premise
of affinity coding is that the affinity scores of instance pairs
belonging to the same class on average should be higher
than those of pairs belonging to different classes, according
to some affinity functions. We build the GOGGLES system
that implements affinity coding for labeling image datasets
by designing a novel set of reusable affinity functions for
images, and propose a novel hierarchical generative model
for class inference using a small development set.
We compare GOGGLES with existing data programming
systems on 5 image labeling tasks from diverse domains.
GOGGLES achieves labeling accuracies ranging from a min-
imum of 71% to a maximum of 98% without requiring any
extensive human annotation. In terms of end-to-end per-
formance, GOGGLES outperforms the state-of-the-art data
programming system Snuba by 21% and a state-of-the-art
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1 INTRODUCTION
Machine learning (ML) is being increasingly used by orga-
nizations to gain insights from data and to solve a diverse
set of important problems, such as fraud detection on struc-
tured tabular data, identifying product defects on images,
and sentiment analysis on texts. A fundamental necessity
for the success of ML algorithms is the existence of suffi-
cient high-quality labeled training data. For example, the
current ConvNet revolution would not be possible without
big labeled datasets such as the 1M labeled images from Im-
ageNet [23]. Modern deep learning methods often need tens
of thousands to millions of training examples to reach peak
predictive performance [28]. However, for many real-world
applications, large hand-labeled training datasets either do
not exist, or is extremely expensive to create as manually
labeling data usually requires domain experts [6].
ExistingWork.Weare not the first to recognize the need for
addressing the challenges arising from the lack of sufficient
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Figure 1: Example LFs in data programming [29].
training data. The ML community has made significant
progress in designing different model training paradigms to
cope with limited labeled examples, such as semi-supervised
learning techniques [38], transfer learning techniques [16]
and few-shot learning techniques [3, 10, 32, 35]. In particular,
themost related learning paradigm that shares a similar setup
to us, few-shot learning techniques, usually require users to
preselect a source dataset or pre-trained model that is in the
same domain of the target classification task to achieve best
performance. In contrast, our proposal can incorporate as
many available sources of information as affinity functions.
Only recently, the data programming paradigm [20] and
the Snorkel [19] and Snuba system [29] that implement the
paradigm were proposed in the data management com-
munity. Data programming focuses on reducing the human
effort in training data labeling, particularly in unstructured
data classification tasks (images, text). Instead of asking hu-
mans to label each instance, data programming ingests do-
main knowledge in the form of labeling functions (LFs). Each
LF takes an unlabeled instance as input and outputs a label
with better-than-random accuracy (or abstain). Based on the
agreements and disagreements of labels provided by a set of
LFs, Snorkel/Snuba then infer the accuracy of different LFs
as well as the final probabilistic label for every instance. The
primary difference between Snorkel and Snuba is that while
Snorkel requires human experts to write LFs, Snuba learns a
set of LFs using a small set of labeled examples.
While data programming alleviates human efforts signifi-
cantly, it still requires the construction of a new set of LFs
for every new labeling task. In addition, we find that it is ex-
tremely challenging to design LFs for image labeling tasks pri-
marily because raw pixels values are not informative enough
for expressing LFs using either Snorkel or Snuba. After con-
sulting with data programming authors, we confirmed that
Snorkel/Snuba require images to have associated metadata,
which are either text annotations (e.g., medical notes as-
sociated with X-Ray images) or primitives (e.g., bounding
boxes for X-Ray images). These associated text annotations
or primitives are usually difficult to come by in practice.
Example 1. Figure 1 shows two example labeling func-
tions for labeling an X-Ray image as either benign or ma-
lignant [29]. As we can see, these two functions rely on the
bounding box primitive for each image and use the two prop-
erties (area and perimeter) of the primitive for labeling. We
observe that these domain-specific primitives are difficult to ob-
tain. Indeed, [29] states, in this particular example, radiologists
have pre-extracted these bounding boxes for all images.
Our Proposal.We propose affinity coding, a new domain-
agnostic paradigm for automated training data labeling with-
out requiring any domain specific functions. The core premise
of the proposed affinity coding paradigm is that the affinity
scores of instance pairs belonging to the same class on average
should be higher than those of instance pairs belonging to dif-
ferent classes, according to some affinity functions. Note that
this is quite a natural assumption — if two instances belong
to the same class, then by definition, they should be similar
to each other in some sense.
Figure 2: Affinity score distributions. Blue and yellow
denote the affinity scores of instance pairs from the
same class and different classes, respectively.
Example 2. Figure 2 shows the affinity score distributions
of a real dataset we use in our experiments (CUB) using three of
the 50 affinity functions discussed in Section 3. In this particular
case, affinity function f1 is able to distinguish pairs in the same
class from pairs in different classes very well; affinity function
f2 also has limited power in separating the two cases; and
affinity function f3 is not useful at all in separating the classes.
We build the GOGGLES system that implements the affin-
ity coding paradigm for labeling image datasets (Figure 3).
First, GOGGLES includes a novel set of affinity functions
that can capture various kinds of image affinities. Given a
new unlabeled dataset and the set of affinity functions, we
construct an affinity matrix. Second, using a very small set of
labeled examples (development set), we can assign classes to
unlabeled images based on the affinity score distributions we
can learn from the affinity matrix. Compared with the state-
of-the-art data programming systems, our affinity coding
system GOGGLES has the following distinctive features.
• Data programming systems need some kinds of metadata
(text annotations or domain-specific primitives) associated
with each image to express LFs, while GOGGLES makes
no such assumptions.
• Assuming the existence of metadata, data programming
still requires a new set of LFs for every new dataset. In
contrast, GOGGLES is a domain-agnostic system that lever-
ages affinity functions, which are populated once and can
be reused for any new dataset.
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Figure 3: Overview of the GOGGLES framework.
• Both Snorkel/Snuba and GOGGLES can be seen as sys-
tems that leverage many sources of weak supervision to
infer labels. Intuitively, the more weak supervision sources
a system has, the better labeling accuracy a system can
potentially achieve. In data programming, the number of
sources is the number of LFs. In contrast, affinity coding
uses affinity scores between instance pairs under many
affinity functions. Therefore, the number of sources GOG-
GLES has is essentially the number of instances multiplied
by the number of affinity functions, a significantly bigger
set of weak supervision sources.
Challenges. We address the following major challenges
with GOGGLES:
• The success of affinity coding depends on a set of affinity
functions that can capture similarities of images in the
same class. However, without knowing which classes and
labeling task we may have in the future, we do not even
know what are the potential distinctive features for each
class. Even if we have the knowledge of the particular
distinctive features, they might be spatially located in dif-
ferent regions of images in the same class, which makes it
more difficult to design domain-agnostic affinity functions.
• Given an affinity matrix constructed using the set of affin-
ity functions, we need to design a robust class inference
module that can infer classmembership for all unlabeled in-
stances. This is quite challenging formultiple reasons. First,
some of the affinity functions are indicative for the current
labeling, while many others are just noise, as shown in
Example 2. Our class inference module needs to identify
which affinity functions are useful given a labeling task.
Second, the affinity matrix is high-dimensional with the
number of dimension equals to the number of instances
multiplied by the number of affinity functions. In this high-
dimensional space, distance between any two rows in the
affinity matrix becomes extremely small, and thus making
it even more challenging to infer class assignments. Third,
while we can infer from the affinity matrix which instances
belong to the same class by essentially performing cluster-
ing, we still need to figure out which cluster corresponds
to which class, relying only on a small development set.
Contributions.We make the following contributions:
• The affinity coding paradigm. We propose affinity cod-
ing, a new domain-agnostic paradigm for automatic gener-
ation of training data. Affinity coding paradigms consists
of two main components: a set of affinity functions and a
class inference algorithm. To the best of our knowledge,
we are the first to propose a domain-agnostic approach
for automated training data labeling.
• Designing affinity functions.GOGGLES features a novel
approach that defines affinity functions based on a pre-
trained VGG-16 model [26]. VGG-16 is a commonly used
network for representation learning. Our intuition is that
different layers of the VGG-16 network capture different
high-level semantic concepts. Each layer may show differ-
ent activation patterns depending on where a high-level
concept is located in an image. We thus leverage all 5
max-pooling layers of the network, extracting 10 affinity
functions per layer, for a total of 50 affinity functions.
• Class inference using hierarchical generativemodel.
GOGGLES proposes a novel hierarchical model to iden-
tify instances of the same class by maximizing the data
likelihood under the generative model. The hierarchical
generative model consists of two layers: the base layer con-
sists of multiple Gaussian Mixture Models (GMMs), each
modeling an affinity function; and the ensemble layer takes
the predictions from each GMM and uses another genera-
tive model based on multivariate Bernoulli distribution to
obtain the final labels. We show that our hierarchical gen-
erative model addresses both the curse of dimensionality
problem and the affinity function selection problem. We
also give theoretical justifications on the size of develop-
ment set needed to get correct cluster-to-class assignment.
GOGGLES achieves labeling accuracy ranging from a min-
imum of 71% to a maximum of 98%. In terms of end-to-end
performance, GOGGLES outperforms the state-of-the-art
data programming system Snuba by 21% and a state-of-the-
art few-shot learning technique by 5%, and is only 7% away
from the fully supervised upper bound. We also make our
implementation of GOGGLES open-source on GitHub1.
1https://github.com/chu-data-lab/GOGGLES
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2 PRELIMINARY
We formally state the problem of automatic training data
labeling in Section 2.1. We then introduce affinity coding, a
new paradigm for addressing the problem in Section 2.2.
2.1 Problem Setup
In traditional supervised classification applications, the goal
is to learn a classifier hθ based on a labeled training set
(xi ,yi ), where xi ∈ Xtrain and yi ∈ Ytrain . The classifier is
then used to make predictions on a test set.
In our setting, we only have Xtrain and no Ytrain . Let n
denote the total number of unlabeled data points, and let y∗i
denote the unknown true label for xi . Our goal is to assign
a probabilistic label y˜ki for every xi ∈ Xtrain , where y˜ki =
Pr
([y∗i = k]) ∈ [0, 1], where k ∈ {1, 2, . . . ,K} with K being
the number of classes in the labeling task, and
∑
k y˜
k
i = 1.
These probabilistic labels can then be used to train down-
stream ML models. For example, we can generate a discrete
label according to the highest y˜qi for every instance xi . An-
other more principled approach is to use the probabilistic la-
bels directly in the loss function l(hθ (xi ),y), i.e., the expected
loss with respect to y˜: θˆ = argminθ
∑n
i=1 Ey∼y˜i [l(hθ (xi ),y)].
It has been shown that as the amount of unlabeled data in-
creases, the generalization error of the model trained with
probabilistic labels will decrease at the same asymptotic rate
as supervised models do with additional labeled data [20].
2.2 The Affinity Coding Paradigm
We propose affinity coding, a domain-agnostic paradigm
for automatic labeling of training data. Figure 3 depicts an
overview of GOGGLES, an implementation of the paradigm.
Step 1: Affinity Matrix Construction. An affinity func-
tion takes two instances and output a real value representing
their similarity. Given a library of α affinity functions F =
{ f0, f1, . . . , fα−1}, a set ofn unlabeled instances {x0, . . . ,xn−1},
and a smallm labeled examples {(xn ,yn), . . . , (xn+m−1,yn+m−1)}
as the development set, we construct an affinity matrix A ∈
R(n+m)×α (n+m) that encodes all affinity scores between all
pairs of instances under all affinity functions. Specifically, the
ith row ofA corresponds to instance xi and every jth column
of A corresponds to the affinity function fj/(n+m) and the
instance x j%(n+m), namely, A[i, j] = fj/(n+m)(xi ,x j%(n+m)).
Step 2: Class Inference. Given A, we would like to infer
the class membership for all unlabeled instances. For every
unlabeled instance xi , i ∈ [0,n − 1], we associate a hidden
variable y˜i representing its unknown class. We aim to max-
imize the data likelihood Pr
(A, y˜ |Φ) , where Φ denotes the
parameters of the generative model used to generate A.
Discussion. The affinity coding paradigm offers a domain-
agnostic paradigm for training data labeling. Our assumption
is that, for a new dataset, there exists one or multiple affinity
functions in our library F that can capture some kinds of
similarities between instances in the same class. We verify
that our assumption holds on all five datasets we tested. It is
particularly worth noting that, out of the five datasets, three
of them are in completely different domains than the Ima-
geNet dataset the VGG-16 model is trained on. This suggests
that our current F is quite comprehensive. We acknowledge
that there certainly exists potential new labeling tasks that
our current set of affinity functions F would fail.
3 DESIGNING AFFINITY FUNCTIONS
Our affinity coding paradigm is based on the proposition that
examples belonging to the same class should have certain
similarities. For image datasets, this proposition translates
to images from the same class would share certain visually
discriminative high-level semantic features. However, it is
nontrivial to design affinity functions that capture these high-
level semantic features due to two challenges: (1) without
knowing which classes and labeling task we may have in the
future, we do not even know what those features are. and
(2) even assuming we know the particular features that are
useful for a given class, they might be spatially located in
different regions of images in the same class.
To address these challenges, GOGGLES leverages pre-
trained convolutional neural networks (VGG-16 network [26]
in our current implementation) to transplant the data rep-
resentation from the raw pixel space to semantic space. It
has been shown that intermediate layers of a trained neural
network are able to encode different levels of semantic fea-
tures, such as edges and corners in initial layers; and textures,
objects and complex patterns in final layers [37].
Algorithm 1 gives the overall procedure of leveraging
the VGG-16 network for coding multiple affinity functions.
Specifically, to address the issue of not knowing which high-
level features might be needed in the future, we use different
layers of the VGG-16 network to capture different high-level
features that might be useful for different future labeling
tasks (Line 1).We call each such high-level feature a prototype
(Line 2). As not all prototypes are actually informative fea-
tures, we keep the top-Z most “activated” prototypes, which
we treat as informative high-level semantic features (Line 3).
For every one of the informative prototype vkj extracted
from an image x j , we need to design an affinity function that
checks whether another image xi has a similar prototype
(Line 5). Since these prototypes might be located in different
regions, our affinity function is defined to be the maximum
similarity between all prototypes of xi and vkj (Line 6).
We discuss prototype extraction and selection in Section 3.1,
and the computation of affinity functions based on proto-
types in Section 3.2.
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Algorithm 1 Coding multiple affinity functions
f0, f1, . . . fα−1 based on the pre-trained VGG model
Input: Two unlabeled images xi and x j
Output: Affinity scores between xi and x j under
f0, f1, . . . fα−1.
1: for all each max-pooling layer L in VGG-16 do
2: For image x j , extract all of its prototypes ρ j ={
v(1,1)j ,v
(1,2)
j , . . . ,v
H×W
j
}
by passing it through the
pre-trained VGG until layer L to obtain a filter map
of size C × H ×W , where C , H andW are the num-
ber of channels, height and width of the filter map
respectively and each prototype is vector of lengthC .
3: Selecting Z most activated prototypes of x j , denoted
as
{
v1j ,v
2
j , . . . ,v
Z
j
}
4: Similarly, for image xi , extract all of its prototypes
ρi =
{
v(1,1)i ,v
(1,2)
i , . . . ,v
H×W
i
}
5: for all vkj ∈
{
v1j ,v
2
j , . . . ,v
Z
j
}
, where z ∈ [1,Z ] do
6: f zL (xi ,x j ) ← maxh,w sim(vZj ,v(h,w )i )
7: end for
8: end for
3.1 Extracting Prototypes
In this subsection, we discuss (1) how to extract all prototypes
from a given image xi using a particular layer L of the VGG-
16 network; and (2) how to select top Z most informative
prototypes amongst all the extracted ones.
Extracting all prototypes. To begin, we pass an image xi
through a series of layers until reaching a max-pooling layer
L of a CNN to obtain the Fi = L(xi ), known as a filter map.
We choose max-pooling layers as they condense the pre-
vious convolutional operations to provide compact feature
representations. The filter map Fi has dimensionsC ×H ×W ,
where C , H andW are the number of channels, height and
width of the filter map respectively. Let us also denote in-
dexes over the height and width dimensions of Fi with h
and w respectively. Each vector v(h,w )i ∈ RC (spanning the
channel axis) in the filter map Fi can be backtracked to a
rectangular patch in the input image xi , formally known as
the receptive field ofv(h,w )i . The location of the corresponding
patch of a vector v(h,w )i can be determined via gradient com-
putation. Since any change in this patch will induce a change
in the vector v(h,w )i , we say that v
(h,w )
i encodes the semantic
concept present in the patch. Formally, all prototypes we
extract for xi are as follows:
ρi = {v(1,1)i ,v(1,2)i , . . . ,v(H,W )i }
Example 3. Figure 4 shows the representation of an image
patch in semantic space using a tiger image. An image xi is
passed through VGG-16 until a max-pooling layer to obtain the
Figure 4: Extracting all prototypes in a layer of the
VGG-16 network. Each prototype corresponds to a
patch in the input image’s raw pixel space.
filter map Fi that has dimensionsC ×H ×W . In this particular
example, the yellow rectangular patch highlighted in the image
is the receptive field of the orange prototype v(h,w )i , which as
we can see, captures the “tiger’s head” concept.
Selecting top Z informative prototypes. In an image xi ,
obviously not every patch and the corresponding prototype
v(h,w )i is a good signal. In fact, many patches in an image
correspond to background noise that are uninformative for
determining its class. Therefore, we need a way to intelli-
gently select the topZ most informative semantic prototypes
from all the H ×W possible ones.
In this regard, we first select top-Z channels that have the
highest magnitudes of activation. Note that each channel is
a matrix RH×W , and the activation of a channel is defined to
be the maximum value of its matrix (typically known as the
2D Global Max Pooling operation in CNNs). We denote the
indexes of these top-Z channels as cz , where z ∈ {1, . . . ,Z }.
Based on the top-Z channels, we can thus define the top-Z
prototypes as follow:
vzi = v
(h,w )
i ,where h,w = argmax
h,w
Fi [cz ;h;w]. (1)
The top-Z prototypes we extract for image xi are:
ρi = {v1i ,v2i , . . . ,vZi }
The pair (h,w)may not be unique across the channels, yield-
ing the same concept prototypes. Hence, we drop the dupli-
cate v(h,w )i ’s and only keep the unique prototypes.
Example 4. We illustrate our approach for selecting top-Z
prototypes by an example. Suppose we would like to select top-2
prototypes in a layer that produces the following filter map of
dimension C × H ×W = 3 × 2 × 2. The three channels are:
C1 =
[
1 0.5
0.3 0.6
]
C2 =
[
0.1 0.7
0.4 0.3
]
C3 =
[
0.2 0.9
0.5 0.1
]
First, we sort the three channels by the maximum activa-
tion in descent order i.e. the maximum element in the ma-
trix: C1,C3,C2. Then, we select the first Z=2 channels: C1,C3.
Next, for each of the selected channels we identify the index
5
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Figure 5: An affinity matrix visualized as a heatmap.
of its maximum element on the H and W axis: (h1,w1) =
(0, 0), (h2,w2) = (0, 1). Finally, we obtain the Z=2 prototypes
by stacking the values over all channels that share the same H
and W axis index identified in the last step:
v1 = {C1[h1,w1],C2[h1,w1],C3[h1,w1]} = {1, 0.1, 0.2}, and
v2 = {C1[h2,w2],C2[h2,w2],C3[h2,w2]} = {0.5, 0.7, 0.9}.
3.2 Computing Affinity
Having extracted prototypes for each image, we are ready
to define affinity functions and compute affinity scores for
a pair of images (xi ,x j ). Affinity functions are supposed to
capture various types of similarity between a pair of images.
Intuitively, two images are similar if they share some high-
level semantic concepts that are captured by our extracted
prototypes. Based on this observation, we define multiple
affinity functions, each corresponding to a particular type
of semantic concept (prototype). Therefore, the number of
affinity functions we can define is equal to the number of
max-pooling layers (5) of the VGG-16 network multiplied by
the number of top-Z prototypes extracted per layer.
Let us consider a particular prototype vzj , that is, the zth
most informative prototype of x j extracted from layer L, we
define an affinity function as follows:
f zL (xi ,x j ) = maxh,w sim(v
z
j ,v
(h,w )
i ) (2)
As we can see, we calculate the similarity between a proto-
typevzj ofx j and the vectorv
(h,w )
i ∀(h,w) ∈
{(1, 1), . . . , (H ,W )}
contained in Fi = f (xi ) using a similarity function sim(·),
and pick the highest value as the affinity score. In other
words, our approach tries to find the “most similar patch" in
each image xi with respect to a given patch corresponding to
one of the top-Z prototypes of image x j . We use the cosine
similarity metric as the similarity function sim(·) defined
over two vectors a and b as follows:
sim(a,b) = a
Tb
∥a∥2∥b∥2 . (3)
Example 5. Figure 5 shows an example affinity matrix A
for the CUB dataset we use in the experiments. It only shows
three of the 50 affinity functions, which we also used in Ex-
ample 2. The rows and columns are sorted by class only for
visual intuition. As we can see, some affinity functions are more
informative than others in this labeling task.
Discussion.We use all 5 max-pooling layers from the VGG-
16. For each max-pooling layer, we use the top-10 prototypes,
which we empirically find to be sufficient. Note that while
we choose VGG-16 to define affinity functions in the cur-
rent GOGGLES implementation, GOGGLES can be easily ex-
tended to use any other representation learning techniques.
In summary, our approach automatically identifies seman-
tically meaningful prototypes from the dataset, and leverages
these prototypes for defining affinity functions to produce
an affinity matrix.
4 CLASS INFERENCE
In this section, we describe GOGGLES’ class inference mod-
ule: given the affinity matrix A ∈ RN×αN constructed on
N = n +m examples using s affinity functions, where n is
the number of unlabeled examples and m is a very small
development set (e.g., 10 labeled examples), we would like
to assign a class label for every examples xi ,∀i ∈ [1,n]. In
other words, our goal is to predict P(yi = k |si ), where si
denote the feature vector for xi , namely, the ith row in A,
and yi = k ∈ {1, 2 . . . ,K} is a hidden variable representing
the class assignment of xi .
Generative Modelling of the Inference Problem. Recall
that ourmain assumption of affinity coding is that the affinity
scores of instance pairs belonging to the same class should
be different than affinity scores of instance pairs belonging
to different classes. In other words, the feature vector si of
one class should look different than that of another class.
This suggests a generative approach to model how si is gener-
ated according to different classes. Generative models obtain
P(yi = k |si ) by invoking the Bayes rules:
P(yi = k |si ) = P(yi = k)P(si |yi = k)
P(si ) =
πk × P(si |yi = k)∑K
k ′=1 πk ′ × P(si |yi = k ′)
(4)
where πk = P(yi = k) is known as the prior probability
with
∑K
k ′=1 πk ′ = 1, which is the probability that a randomly
chosen instance is in class k , and P(yi = k |si ) is known as the
posterior probability. To use Equation (4) for labeling, we need
to learn πk and P(si |yi = k) for every class k . P(si |yi = k) is
commonly assumed to follow a known distribution family
parameterized by θk , and is written as P(si |θk ). Therefore,
the entire set of parameter we need to have to compute
Equation (4) isΘ = {π1, . . . ,πK ,θ1, . . . ,θK }. A common way
to estimate Θ is by maximizing the log likelihood function:
L(A,Y |Θ) = log
N∏
i=1
P(si ,yi |Θ) =
N∑
i=1
log
(
P(yi |Θ)P(si |Θ,yi )
)
=
N∑
i=1
K∑
k=1
1yi=k log
(
πkP(si |θk )
)
(5)
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where1. is the identity function that evaluates to 1 if the con-
dition is true and 0 otherwise. Therefore, the main questions
we need to address include (i) what are the generative models
to use, namely, the paramterized distributions P(si |θk ); and
(ii) how do we maximize Equation (5).
Limitations of Existing Models. A commonly used distri-
bution is multi-variate Gaussian distribution, where θk =
{µk , Σk }, where µk is the mean vector and Σk is the covari-
ance matrix, and P(si |θk ) is the Gaussian PDF:
P(si |yi = k) = P(si |θk ) =
exp{− 12 (si − µk )T Σ−1k (si − µk )}
(2π )sn/2det(Σk )1/2
(6)
This yields the popular Gaussian Mixture Model (GMM),
and there are known algorithm for maximizing the likelihood
function under GMM. However, a naive invocation of GMM
on our affinity matrix A is problematic:
• High dimensionality. The number of feature in the affin-
ity matrix A is αN . In the naive GMM, the mean vectors
and covariance matrices for all classes (components) have
K((αN2 )+αN ) number of parameters, which is much larger
than the number of examples N . It is widely known that
the eigenstructure in the estimated covariance matrix Σj
will be significantly and systematically distorted when the
number of features exceeds the number of examples [7, 30].
• Affinity function selection. Not all affinity functions
are useful, as shown in Figure 5. If the number of noisy
functions is small, GMM naturally handles feature selec-
tion as the components will not be well separated by noisy
functions and will be well separated by “good” functions.
However, under such high dimensionality, there could
exist too many noisy features that could form false correla-
tions among them and eventually undermine the accuracy
of GMM or other generic clustering methods.
4.1 A Hierarchical Generative Model
A fundamental reason for the above two challenges when
using GMM is that GMM needs to model correlations be-
tween all pairs of columns, which creates a huge number
of parameters and makes it difficult for GMM to determine
which affinity functions are more informative. In light of
this observation, we propose a hierarchical generative model
which consists of a set of base models and an ensemble model,
as shown in Figure 6. Each base model captures the corre-
lations of a subset of columns in A that originate from the
same affinity function f , and we denote this “subset” matrix
as Af ∈ RN×N . The output of each base model is a label
prediction matrix LPf ∈ RN×K , where the ith row stores the
probabilistic class assignments of xi using affinity function
f . All label prediction matrices are concatenated together to
form the concatenated label prediction matrix LP ∈ RN×αK .
The ensemble model takes LP and models the correlations
Figure 6: The hierarchical generative model.
of all affinity functions, and produces the final probabilistic
labels for each unlabeled instance.
TheBaseModels.Given the part of the affinitymatrixAf ∈
RN×N generated by a particular affinity function f , the base
model aims to predict P(yi = k |sfi ), where sfi denotes the
subset of the feature vector si corresponding to f .
We design a base generative model for computing P(yi =
k |sfi ). As discussed before, a generative model requires spec-
ifying the class generative distributions P(sfi |θk ), parame-
terized by θk . We use the popular GMM for this purpose
with an important modification. Instead of using the full co-
variance matrix Σk that models the correlations between all
pairs of columns in Af , we use the diagonal covariance ma-
trix, which reduces the number of parameters significantly
from
(N
2
)
to N . Note that this simplification is only possi-
ble under the base generative model, as each column of Af
corresponds to an independent example.
The output of the base model for affinity function f is
a label prediction matrix LPf ∈ RN×K , where LPf [i,k] =
P(yi = k |sfi ), namely, the probability that affinity function f
believes example xi is in class k .
The Ensemble Model.We concatenate α label prediction
matrices LPf0 , . . . ,LPfα−1 from α base models to obtain the
concatenated label prediction matrix LP ∈ RN×αK . Let s′i
denote the new feature vector of the ith row in LP . The goal
of the ensemble model is to predict P(yi = k |s′i ).
We again design a generative model for performing the
final prediction. As before, we need to decide on a class
generative distribution P(s′i |θ ′k ) parameterized by θ ′k . The
Gaussian distribution used for the base models is not appro-
priate for the ensemble mode. This is because the values in
the concatenated label prediction matrix LP are very close
to either 0 or 1. Indeed, in an ideal scenario when all base
models work perfectly, all values in LP will be 0 or 1 that cor-
respond to the ground truth. This kind of discrete or close to
discrete data is problematic for Gaussian distribution which
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is designed for continuous data. Fitting a Gaussian distri-
bution on this kind of data typically incurs the singularity
problem and provides poor predictions [2]. In light of this
observation, we convert LP to a one-hot encoded matrix by
converting the highest class prediction to 1 and the rest pre-
dictions to 0 for each instance and each affinity function, and
we propose to use a categorical distribution to model LP .
After converting LP into a true discrete matrix, Multi-
variate Bernoulli distribution is a natural fit for modeling
P(s′i |θ ′k ), which is parameterized by θ ′k = {bk,1, . . . ,bk,αK }:
P(s′i |θ ′k ) =
αK∏
l=1
b
s′i [l ]
k,l (1 − bk,l )1−s
′
i [l ] (7)
where s′i [l] is the l th dimension of the binary vector s′i ,
and we have a total of αK dimensions. The output of the
ensemble model is the final label predictions L ∈ RN×K ,
where L[i,k] = P(yi = k |s′i ), namely, the probability that the
ensemble model f believes example xi is in class k .
Hierarchical Model Address the Two Challenges. First,
the total number of parameters in the hierarchical model is
2αKN + αK , much smaller than the number of parameters
in the naive GMM K((αN2 ) + αN ), effectively addressing the
high-dimensionality problem. Second, by consolidating the
affinity scores produced by each affinity function to produce
a binary LP , the ensemble model can only need to model
the accuracy of the α affinity functions better instead of the
original αN features, and thus can better distinguish the
good affinity functions from the bad ones.
4.2 Parameter Learning
We need to learn the parameters of the base models and the
ensemble model under their respective generative distribu-
tions. Expectation-maximization algorithm is the canonical
algorithm for maximizing the log likelihood function in the
presence of hidden variables [8]. We first show the EM algo-
rithm formaximizing the general data log likelihood function
in Equation (5), and then discuss how it needs to modified
to learn the base models and the ensemble model.
EM forMaximizing Equation (5) Each iteration of the EM
algorithm consists of two steps: an Expectation (E)-step and
a Maximization (M)-step. Intuitively, the E-step determines
what is the (soft) class assignment yi for every instance xi
based on the parameter estimates from last iteration Θt−1. In
other words, E-step computes the posterior probability. The
M-step takes the new class assignments and re-estimates all
parameters Θt by maximizing Equation (5). More precisely,
the M-step maximizes the expected value of Equation (5),
since the E-step produces soft assignments.
(1) E Step. Given the parameter estimates from the previous
iteration Θt−1, compute the posterior probabilities:
γi,k = P(yi = k |si ) = πk × P(si |θk )∑K
k ′=1 πk ′ × P(si |θk ′)
(8)
(2) M Step. Given the new class assignments as defined
by γi,k , re-estimate Θt by maximizing the following ex-
pected log likelihood function:
E{L(A,Y |Θ)} =
N∑
i=1
K∑
k=1
γi,k log
(
πkp(si |θk )
)
(9)
EM forMaximizing the BaseModel. For each base model
associated with affinity function f , P(si |θk ) in the EM al-
gorithm is replaced with P(sfi |θ fk ), which is a multivariate
Gaussian distribution as shown in Equation (6), but with a
diagonal covariance matrix. The entire set of parameters is
Θ = {π fk , µ
f
k , Σ
f
k }, where k = 0, . . . ,K − 1, which update in
each M-step as follows:
Nk =
N∑
i=1
γi,k ;π
f
k = Nk/N ; µ
f
k =
1
Nk
N∑
i=1
γi,k s
f
i
Σ
f
k =
1
Nk
N∑
i=1
γk,i (sfi − µ
f
k )(s
f
i − µ
f
k )T
(10)
EM for Maximizing the Ensemble Model. For the en-
semble model, P(si |θk ) in the EM algorithm is replaced with
P(s′i |θ ′k ), which is a multivariate Bernoulli distribution, as
shown in Equation (7). The entire set of parameters is {πk ,bk,1,
. . . ,bk,αK }, where k = 0, . . . ,K−1, which we update in each
M-step as follows:
Nk =
N∑
i=1
γi,k ;πk = Nk/N
bk,l =
1
Nk
N∑
i=1
γi,k s′i [l], where l ∈ {1, 2, . . . ,αK}
(11)
4.3 Exploiting Development Set
Consider a scenario without any labeled development set, in
this case, the hierarchical model essentially clusters all unla-
beled examples into K clusters without knowing which clus-
ter corresponds to which class. Following the data program-
ming system [29], we assume we have access to a small de-
velopment set that is typically too small to train any machine
learning models, but is powerful enough to determine the
correct “cluster-to-class” assignment. Note that the theory
developed here can also be used to provide theoretical guar-
antees on the mapping feasibility in the “cluster-then-label”
category of semi-supervised learning approaches [17, 38].
Let LSk ′ denote the set of labeled examples for class k ′.
To make our analysis easier, we assume the size of LSk ′ is
the same for all classes. Intuitively, we want to map cluster
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k to class k ′ if most examples from LSk ′ are in cluster k .
However, this simple cluster-to-class mapping strategy may
create conflicting assignments, namely, the same cluster is
mapping to multiple classes. We propose a more principled
way to obtain the one-to-one mapping д : k 7→ k ′. We first
define the "goodness" of the mapping Lд as:
Lд =
K∑
k=1
∑
l ∈LSд(k )
γl,k (12)
To see why Lд can represent the "goodness" of a mapping.We
represent development sets with a one-hot encoded ground
truth matrix T where each element ti,k ′ is obtained by:
ti,k ′ =
{
1, if i ∈ LSk ′
0, otherwise
i = 1, . . . ,N ; k ′ = 1, . . . ,K (13)
Lд is essentially the summation of the element-wise multi-
plication between the ground truth matrix T and label pre-
diction matrix LP under a column mapping defined by д on
the development set. Therefore, Lд is expected to be maxi-
mized when a mapping д makes the two matrices the most
similar under cosine distance. Given Lд , the final mapping д
is obtained by:
д = argmax
д
{Lд}, and д is a one-to-one mapping (14)
In otherwords, the finalmapping is a one-to-onemappings
that maximizes Lд . When K = 2, Equation (14) becomes
д(k) =
{
k, if
∑
l ∈LS1 γl,1 ≥
∑
l ∈LS0 γl,1
1 − k, otherwise (15)
Algorithm for Solving Equation (14). Instead of enumer-
ating all possiblemappingswith a complexity ofO(K !) (which
is actually feasible for a small K ), we convert it to the assign-
ment problemwhich can be solved inO(K3). Letwk,k ′ denote
wk,k ′ =
∑
l ∈ LSk ′γl,k , then Equation (12) becomes:
Lд =
K∑
k=1
wk,д(k) (16)
Finding a д that maximizing Equation (16) is essentially the
Assignment problem, and there are known algorithms [12]
that solve it with a worst case time complexity of O(K3).
This “cluster-to-class” mapping is performed after obtain-
ing base model predictions and the ensemble model predic-
tions. After the mapping is obtained, we rearrange the the
columns in the label prediction matrix LPf produced by each
base model, and the final label matrix L produced by the en-
semble according to the mapping д, so that the true classes
are aligned with the clusters.
Figure 7: Size of the Development Set Needed.
4.4 The Size of Development Set Needed
In this section, we give an analysis about the size of the de-
velopment set needed for GOGGLES to produce the correct
“cluster-to-class” mapping, where the correct mapping is de-
fined to be the mapping that achieves the highest labeling
accuracy, which we denote as η. Intuitively, the higher η is,
the less size we need. Consider an extreme scenario with
K = 2 classes and our hierarchical generative model pro-
duces two clusters that perfectly separate the two classes. In
this case, we only need one labeled example to determine
which cluster corresponds to which class with 100% confi-
dence. Figure 7 shows the size of development set required
when K = 2 based on our theory to be discussed in the fol-
lowing, we can see when η = 0.8, only about 20 examples
are required to produces the correct cluster-class mapping
with a probability close to 1. However, as we will shown in
the experiment section, the number of required development
set size is actually much smaller in practice. This is because
the theoretical lower-bound we will provide is a rather loose
one, for ease of derivation.
A Theory on the Size of the Development Set. let us
first assume the mapping of each class is independent, so
the probability of a completely correct mapping is Pind =∏K
k ′=1 Pk ′ , where Pk ′ denote the probability that class k ′ is
correctly mapped to its corresponding cluster.
To simplify derivation, we further assume "hard" assign-
ment of classes labels: an example is only assigned to one
cluster, in other words, γ only contains 0 and 1. This is a
natural assumption because values in γ will be converted to
be binary anyway when evaluating the accuracy of the algo-
rithm. In the development set, we have a labeled set LSk ′ with
a size of d = m/K for every class k ′. Let dk ′, j , j = 1, . . .K ,
denote the number of examples in the development set LSk ′
that are in the jth cluster, so
∑K
j=1 dk ′, j = d . Under the inde-
pendence assumption, Equation (14) becomes
д−1(k ′) = arg max
1≤j≤K
∑
i ∈LSk′
γi, j (17)
where д−1 denote the inverse mapping of д, that is k ′ 7→ k .
Equation (17) means that each each class is mapped to the
cluster in which its majority lies, so class k ′ is mapped to
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its correct cluster only when the majority of LSk ′ are in that
cluster. Assume the kth cluster is the correct cluster for class
k ′, so the probability of the k ′ class mapped correctly is:
Pk ′ > Plk ′ =
d∑
dk′,k=0
P(dk ′,k > max1≤j≤K, j,k dk ′, j )
=
∑
d1, ...,dK
P(dk ′,1, . . . ,dk ′,K ) s.t. dk ′,k > max1≤j≤K, j,k dk ′, j
(18)
The first > sign is because on the right side we don’t consider
the situations with ties in majority vote (the second > sign),
where we break the ties randomly and a correct mapping is
also possible. The Pind is then lower bounded by:
Pind >
K∏
k ′=1
Plk ′ (19)
Suppose the accuracy of our algorithm η is known, so
the probability of an example being predicted to be its true
label equals to η. An example in the development set LSk ′ is
predicted to be its true label by the algorithm only when it
is in the correct cluster, so the probability of it being in the
correct cluster equals to η. In case of incorrect assignment,
we assume the probability of assigning to every possible
incorrect classes is equal, being ρ = ηK−1 . dk ′,1, . . . ,dk ′,K
follow a multinomial distribution:
P(dk ′1, . . . ,dk ′,K ) =
d!∏K
j=1 dk ′, j !
ηdk′,1ρdk′,2ρdk′,3 . . . ρdk′,K
=
d!∏K
j=1 dk ′, j !
ηdk′,k ρd−dk′,k
(20)
The correct mapping under independent assumption re-
quires the mapping of every class to be correct on their
own. This is a rather strict assumption. Without assuming
independence, Equation (14) is able to produce a completely
correct mapping when some classes would otherwise fail
to be mapped correctly on their own. In other words, the
probability of a completely correct mapping is:
Pcorrect ≥ Pind (21)
Combining Equation (21) and Equation (19), we get the
following theorem.
Theorem 1. The probability that Equation (14) gives the
optimal mapping is lower bounded by Pcorrect >
∏K
k ′=1 Plk ′ ,
where Plk ′ is obtained by Equation (18).
Therefore, the size of development setm∗ that produces an
optimal mapping with a probability of as least p is given by
m∗ = Kd∗, where d∗ is the smallest value of d that makes∏K
k ′=1 Plk ′ ≥ p.
The time complexity of solving the right hand side in
Equation (18) by a brute-force iteration over all combinations
of dj isO(d!), but it can be solved inO(Kd2) using a dynamic
programming based approach.
For ease of of notation, we assume the 1st cluster is the
correct cluster for class k ′. Let S(j,D j ) denote the following:
S(j,D j ) =
∑
dk′, j , ...,dk′,K
P(dk ′,1, ...,dk ′,K )
s.t. max
j≤l ≤K,l,k
dk ′,l < dk ′,1 and
K∑
l=j
dk ′,l = D j
(22)
so Plk ′ = S(1,d), and for each j:
S(j,D j ) =
d∑
dk′, j=0
S(j + 1,D j − dj ) (23)
The time complexity of obtaining Plk by dynamic program-
ming using Equation (23) is O(Kd2).
5 EXPERIMENTS
We conduct extensive experiments to evaluate the accuracy
of labels generated by GOGGLES. Specifically, we focus on
the following three dimensions:
• Feasibility and Performance of GOGGLES (Section 5.2). Is
it possible to automatically label image datasets using a
domain-agnostic approach? How does GOGGLES compare
with existing data programming systems?
• Ablation Study (Section 5.3). How do the two primary inno-
vations in GOGGLES (namely, affinity matrix construction
and class inference) compare against other techniques?
• Sensitivity Analysis (Section 5.4). Is GOGGLES sensitive to
the set of affinity functions? What is the size of the devel-
opment set needed for GOGGLES to correctly determine
the correct “cluster-to-class” mapping?
5.1 Setup
5.1.1 Datasets. We consider real-world image datasets with
varying domains to evaluate the versatility and robustness of
GOGGLES. Since our approach internally uses a pre-trained
VGG-16model for defining affinity functions, we select datasets
which have minimal or no overlap with classes of images
from the ImageNet dataset [23], on which the VGG-16 model
was originally trained. Robust performance across these
datasets show that GOGGLES is domain-agnostic with re-
spect to the underlying pre-trained model. We perform our
experiments on the following datasets, which are roughly
ordered by domain overlap with ImageNet:
• CUB: The Caltech-UCSD Birds-200-2011 dataset [31] com-
prises of 11,788 images of 200 bird species. The dataset
also provides 312 binary image-level attribute annotations
that help explain the visual characteristics of the bird in
the image, e.g., white head, grey wing etc. We use this
metadata information for designing binary labeling func-
tions which are used by a data programming system. To
evaluate the task of generating binary labels, we randomly
sample 10 class-pairs from the 200 classes in the dataset
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and report the average performance across these 10 pairs
for each experiment. These sampled class-pairs are not
present in the ImageNet dataset. However, since ImageNet
and CUB contain common images of other bird species,
this dataset may have a higher degree of domain overlap
with the images that VGG-16 was trained on.
• GTSRB: The German Traffic Sign Recognition Benchmark
dataset [27] contains 51,839 images for 43 classes of traffic
signs. Again, for testing the performance of binary label
generation, we sample 10 random class-pairs from the
dataset and use them for all the experiments. Although
this dataset contains images labeled by specific traffic signs,
ImageNet contains a generic “street sign” class, and hence
this dataset may also have some degree of domain overlap.
• Surface: The surface finish dataset [14] contains 1280 im-
ages of industrial metallic parts which are classified as
having “good” (smooth) or “bad” (rough) metallic surface
finish. This is a more challenging dataset since the metallic
components look very similar to the untrained eye, and
has minimal degree of domain overlap with ImageNet.
• TB-Xray: The Shenzhen Hospital X-ray set [11] has 662
images belonging to 2 classes, normal lung X-ray and ab-
normal X-ray showing various manifestations of tubercu-
losis. These images are of the medical imaging domain and
have absolutely no domain overlap with ImageNet.
• PN-Xray: The pneumonia chest X-ray dataset [13] con-
sists of 5,856 chest X-ray images classified by trained ra-
diologists as being normal or showing different types of
pneumonia. These images are also of the medical imaging
domain and have no domain overlap with ImageNet.
Development Set. GOGGLES uses a small development set
to determine the optimal class mapping for a given label
assignment, the same assumption in Snuba [29]. By default,
we use only 5 label annotations arbitrarily chosen from each
class for this. Hence, for the task of generating binary labels,
we use a development set having a size of 10 images for all
the experiments. We report the performance of GOGGLES
on the remaining images from each dataset.
5.1.2 Data Programming Systems. We compare GOGGLES
with existing systems: Snorkel [19] and Snuba [29].
Snorkel is the first system that implements the data pro-
gramming paradigm [20]. Snorkel requires humans to design
several labeling functions that output a noisy label (or abstain)
for each instance in the dataset. Snorkel then models the
high-level interdependencies between the possibly conflict-
ing labeling functions to produce probabilistic labels, which
are then used to train an end model. For image datasets, these
labeling functions typically work on metadata or extraneous
annotations rather than image-based features since it is very
hard to hand design functions based on these features.
Since CUB is the only dataset having such metadata avail-
able, we report the mean performance of Snorkel on the 10
class-pairs sampled from the dataset by using the attribute
annotations as labeling functions. More specifically, we com-
bine CUB’s image-level attribute annotations (which describe
visual characteristics present in an image, such as white head,
grey wing etc.) with the class-level attribute information pro-
vided (e.g., class A has white head, class B has grey wing etc.)
in order to design labeling functions. Hence, each attribute
annotation in the union of the class-specific attributes acts as
a labeling function which outputs a binary label correspond-
ing to the class that the attribute belongs to. If an attribute be-
longs to both classes from the class-pair, the labeling function
abstains. We used the open-source implementation provided
by the authors with our labeling functions for generating
the probabilistic labels for the CUB dataset.
Snuba extends Snorkel by further reducing human efforts in
writing labeling functions. However, Snuba requires users to
provide per-instance primitives for a dataset (c.f. Example 1),
and the system automatically generates a set of labeling
functions using a labeled small development set.
Since all 6 datasets do not come with user-provided primi-
tives, to ensure a fair comparison with Snuba, we consulted
with Snuba’s authors multiple times. They suggested that we
use a rich feature representation extracted from images as
their primitives, which would allow Snuba to learn labeling
functions. As such, we use the logits layer of the pre-trained
VGG-16 model for this purpose, as it has been well docu-
mented in the domain of computer vision that such feature
representations encode meaningful higher order semantics
for images [9, 15]. For the VGG-16 model trained on Ima-
geNet, this yields us feature vectors having 1000 dimensions
for each image. To obtain densely rich primitives which are
more tractable for Snuba, we project the logits output onto
a feature space of the top-10 principal components of the
entire data determined using principal component analysis
[34]. We use these projected features having 10 dimensions
as primitives for Snuba. Empirical testing revealed that pro-
viding more components does not change the results signifi-
cantly. We also use the same development set size for Snuba
and GOGGLES. We used the open-source implementation
provided by the authors for learning labeling functions with
automatically extracted primitives and for generating the
final probabilistic labels.
5.1.3 Few-shot Learning (FSL). Our affinity coding setup
which uses 5 development set labels from each class is compa-
rable to the 2-way 5-shot setup for few-shot learning from the
computer vision domain. Hence, we compare GOGGLES’s
end-to-end performance with a recent FSL approach [3] that
achieves state-of-the-art performance on domain adaptation.
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We use the same development set used by GOGGLES as the
few-shot labeled examples for training the FSL model.
The original FSL Baseline implementation uses a model
trained on mini-ImageNet for domain adaptation to the CUB
dataset, and achieves better performance than other state-
of-the-art FSL methods. For a more comparable analysis, we
use a VGG-16 model trained on ImageNet, which is the same
pre-trained model GOGGLES uses for affinity coding. Note
that our adaptation of the FSL Baseline method achieved a
much better performance for domain adaptation on CUB
than the original results reported in [3]. The FSL models as
well as all end models are trained with the Adam optimizer
with a learning rate of 10−3, same as in [3].
5.1.4 Empirical upper-bound (supervised approach). We also
would like to compare GOGGLES’ performance with an em-
pirical upper-bound, which is obtained via a typical super-
vised transfer learning approach for image classification.
Specifically, we freeze the convolutional layers of the VGG-
16 model and only update the weights of the fully connected
layers in the VGG-16 architecture while training. We also
modify the last fully connected “logits” layer of the architec-
ture to our corresponding number of classes.
5.1.5 Ablation Study: Other image representation techniques
for computing affinity. GOGGLES computes affinity scores
by extracting prototype representations from intermediate
layers of a pre-trained model. We compare the efficacy of this
representation technique with two other typical methods of
image representation used in the computer vision domain.
We compare the predictive capacity of each representation
technique by constructing an affinity matrix from each candi-
date feature representation using pair-wise cosine similarity,
and then using our class inference approach for labeling.
HOG. We compare with the histogram of oriented gradi-
ents HOG descriptor, which is a very popular feature repre-
sentation technique used for recognition tasks in classical
computer vision literature [33, 36]. The HOG descriptor [4]
represents an image by counting the number of occurrences
of gradient orientation in localized portions of the image.
Logits.We also compare with a modern deep learning-based
approach, leveraged by recent works in computer vision
[1, 25], that uses an intermediate output from a convolutional
neural network as an image’s feature representation. We
use the logits layer from the trained VGG-16 model in our
comparison, which is the output of the last fully connected
layer, before it is fed to the softmax operation.
5.1.6 Ablation Study: Baseline methods for class inference.
The class inference method in GOGGLES consists of a clus-
tering step followed by class mapping. We compare our pro-
posed hierarchical model for clustering with other baseline
methods, including K-means clustering, Gaussian mixture
modeling with expectation maximization (GMM) and spec-
tral co-clustering (Spectral). Since these clustering methods
are incognizant of the structural semantics of our affinity-
based features which are derived from multiple affinity func-
tions, we simply concatenate all affinity functions to create
the feature set for each dataset, and then feed these features
to the baseline methods. As we would like to see the absolute
best performance of the baseline clustering approaches, we
use the optimal “cluster-class” mapping for all baselines.
5.1.7 Evaluation Metrics. We use the train/test split as origi-
nally defined in each dataset. We report the labeling accuracy
on the training set for comparing different data labeling sys-
tems, Snorkel, Snuba, and GOGGLES. We follow the same ap-
proach used in [19, 29] to train an end discriminative model
by using the probabilistic labels generated from each data
labeling system as training data and report the end-to-end
accuracy as the end model’s performance on the held-out test
set. For labeling tasks, all experiments, including baselines,
are conducted 10 times, and we report the average.
5.2 Feasibility and Performance
Table 1 shows the end-to-end system labeling accuracy for
GOGGLES, Snorkel, Snuba, and a supervised approach that
serves as an upper bound reference for comparison. (1) GOG-
GLES achieves labeling accuracies ranging from a minimum
of 71% to a maximum of 98%. GOGGLES shows an average
of 21% improvement over the state-of-the-art data program-
ming system Snuba. (2) To ensure a fair comparison, we
consulted with authors of Snuba and took their suggested
approach of automatically extracting the required primitives.
As we can see, the performances of Snuba on all datasets
are just slightly better than random guessing. This is primar-
ily because Snuba is really designed to operate on human
annotated primitives (c.f. Example 1). Furthermore, Snuba’s
performance degrades if the size of the development set is
not sufficiently high. Our experiments showed that indeed,
if we increase the development set size for Snuba from 10 to
100 (10x increase) for the PN-Xray dataset, the performance
jumps from 55.50% to 67.84%. In comparison, GOGGLES still
performs better with a development set size of only 10 im-
ages. (3) We can only use Snorkel on CUB, as CUB is the only
dataset that comes with annotations that we can leverage as
labeling functions. These labeling functions may be consid-
ered perfect in terms of coverage and accuracy since they
are essentially human annotations. GOGGLES uses minimal
human supervision and still outperforms Snorkel on CUB.
5.3 Ablation Study
We conduct a series of experiments to understand the good-
ness of different components in GOGGLES, including the
proposed affinity functions and the proposed class inference
method. Results are shown in Table 1.
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Dataset GOGGLES Data Programming Representation Class Inference Baselines(our results) Snorkel Snuba HoG Logits K-Means GMM Spectral
CUB 97.83 89.17 58.83 62.93 96.35 98.67 97.62 72.08
GTSRB 70.51 - 62.74 75.48 64.77 70.74 69.64 62.40
Surface 89.18 - 57.86 85.82 54.08 69.08 69.14 60.82
TB-Xray 76.89 - 59.47 69.13 67.16 76.33 76.70 75.00
PN-Xray 74.39 - 55.50 53.11 71.18 50.66 68.66 75.90
Average 81.76 - 58.88 69.30 70.71 73.09 76.35 69.24
Table 1: Evaluation of GOGGLES labeling accuracy on training set. The ‘-’ symbol represents cases where evaluation was not
possible. GOGGLES shows on average an improvement of 23% over the state-of-the-art data programming system Snuba.
Goodness of Proposed Affinity Functions.We compare
GOGGLES affinity functions with the two common methods
of obtaining the distance between two images: HOG and
Logits. We use the two baseline methods to generate affin-
ity matrices and run GOGGLES’ inference module on them.
GOGGLES’ affinity functions outperform the other two on
almost all datasets. This is because GOGGLES’s affinity func-
tions covers features at different scales and locations.
Goodness of ProposedClass Inference.We compare GOG-
GLES’ inference module with three representative clustering
methods: K-means, GMM, and Spectral co-clustering. All
methods use the GOGGLES affinity matrix as input data.
Note that the three clustering methods are not able to map
the clusters to the classes automatically. As we would like
to see the absolute best performance of the baseline cluster-
ing approaches, we use the optimal “cluster-class” mapping
for all baselines. GOGGLES’s inference module has the best
average performance. The primary reason for our improve-
ment over generic clustering methods is that our generative
model adapts to the design of our affinity matrix. Specifi-
cally, our generative model is better at (1) handling the high-
dimensionality through using the hierarchical structure and
reducing the parameters in the base model by using diago-
nal covariance matrices; and (2) selecting affinity functions
through the ensemble model (c.f. Section 4.1).
In terms of running time, without parallelization, our gen-
erative model is α (the number of base models) slower than
the GMM model (the best baseline method). However, in
practice (and in our experiments), we can parallelize all of
the base models using different slices of the affinity matrix.
5.4 Sensitivity Analysis
Varying Size of the Development Set.We vary the size of
the development set from 0 to 40 to understand how it affects
performance (Figure 8). As the development set size increases,
the accuracy increases initially, but finally converges. This is
expected as when the development set is small, the mapping
obtained by Equation (14) has a low probability being the
optimal as predicted in Figure 7. When the development
set size is large enough, the mapping given by Equation (14)
Figure 8: Accuracy w.r.t. development set size.
Figure 9: Accuracy w.r.t. varying # affinity functions.
converges to the optimal mapping, so the accuracy converges.
Another observation is that datasets with higher accuracy
converge at a smaller development set size. For example,
the CUB dataset has an accuracy of 97.63% and its accuracy
converges at a development set size of 2, while the GTSRB
dataset requires a development set size of 8 to converge as it
achieves an lower accuracy of 70.75%. Finally, the empirical
size of the development set required to converge is much
smaller than the theory predicted in Figure 7. A development
set with 5 examples per class enough for all datasets.
VaryingNumber ofAffinity Functions.Wevary the num-
ber of affinity functions to study its affects on the results
(Figure 9). Accuracy increases as the number of affinity func-
tions increases for all datasets. This is understandable as
more affinity functions brings more information that the
inference module can exploit.
5.5 End-to-End Performance Comparison.
We also use the probabilistic labels generated by Snorkel,
Snuba and GOGGLES to train downstream discriminative
models following the similar approach taken in [19, 29].
Specifically, we use the VGG-16 as the downstreamMLmodel
architecture, and tune the weights of the last fully connected
layers using cross-entropy loss. For training the FSL model,
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Dataset FSL Snorkel Snuba GOGGLES UpperBound
CUB 84.74 87.85 56.32 95.30 98.44
GTSRB 90.72 - 70.11 91.54 98.94
Surface 76.00 - 51.67 83.33 92.00
TB-Xray 66.42 - 62.71 70.90 82.09
PN-Xray 68.28 - 62.19 69.06 74.22
Average 77.23 - 60.60 82.03 89.14
Table 2: Comparison of end model accuracy on held-out
test set. GOGGLES uses only 5 labeled instances per class but
is only 7% away from the supervised upper bound (in gray)
which uses the ground-truth labels of the training set.
we use the same development set used by Snuba and GOG-
GLES for labeling. For training the upper bound model, we
use the entire training set labels. The performance of each
approach on hold-out test sets is reported in Table 2.
First, GOGGLES outperforms Snuba by an average of 21%,
a similar number to the labeling performance improvement
of 23% GOGGLES has over Snuba (c.f. Table 1), and the end
model performance of Snuba is worse than FSL. This is be-
cause the labels generated by Snuba (59%) are only slightly
better than random guessing, and having many extremely
noisy labels can be more harmful than having fewer labels in
training an end model. Second, GOGGLES outperforms the
fine-tuned state-of-the-art FSL method (c.f. Section 5.1.3) by
an average of 5%, which is significant considering GOGGLES
is only 7% away from the upper bound. Third, not surpris-
ingly, the more accurate the generated labels are, the more
performance gain GOGGLES has over FSL (e.g., the improve-
ments are more significant on CUB and Surface, which have
higher labeling accuracies compared with other datasets).
This experiment demonstrates the advantage GOGGLES
has over FSL and data programming systems — GOGGLES
has the exact same inputs compared with FSL (both only
have access to the pre-trained VGG-16 and the development
set), and does not require dataset-specific labeling functions
needed by data programming systems.
6 RELATEDWORK
ML Model Training with Insufficient Data. Semi super-
vised learning techniques [38] combine labeled examples and
unlabeled examples for model training; and active learning
techniques aim at involving human labelers in a judicious
way to minimize labeling cost [24]. Though semi-supervised
learning and active learning can reduce the number of labeled
examples required to obtain a competent model, they still
need many labeled examples to start. Transfer learning [16]
and few-shot learning techniques [3, 10, 32, 35] often use
models trained on source tasks with many labeled examples
to help with training models on new target tasks with limited
labeled examples. Not surprisingly, these techniques often
require users to select a source dataset or pre-trained model
that is in a similar domain as the target task to achieve the
best performance. In contrast, our proposal can incorporate
several sources of information as affinity functions.
Data Programming.Data programming [20], and Snuba [29]
and Snorkel [19] systems that implement the paradigm were
recently proposed in the data management community. Data
programming focuses on reducing the human effort in train-
ing data labeling, and is the most relevant work to ours. Data
programming ingests domain knowledge in the form of label-
ing functions. Each labeling function takes an unlabeled in-
stance as input and outputs a label with better-than-random
accuracy (or abstain). As we show in this paper, using data
programming for image labeling tasks is particularly chal-
lenging, as it requires images to have associated metadata
(e.g., text annotations or primitives), and a different set of
labeling functions is required for every new dataset. In con-
trast, affinity coding and GOGGLES offer a domain-agnostic
and automated approach for image labeling.
Other Related Work in Database Community. Many
problems in database community share similar challenges to
our work. In particular,data fusion/truth discovery [18, 22],
crowdsourcing [5], and data cleaning [21], in one form or an-
other, all need to reconcile information frommultiple sources
to reach one answer. While the information sources are as-
sumed as input in these problems, labeling training data
faces the challenge of lacking enough information sources.
In fact, one primary contribution of GOGGLES is the affinity
coding paradigm, where each unlabeled instance becomes
an information source.
7 CONCLUSION
We proposed affinity coding, a new paradigm that offers
a domain-agnostic way of automated training data label-
ing. Affinity coding is based on the proposition that affinity
scores of instance pairs belonging to the same class on aver-
age should be higher than those of instance pairs belonging
to different classes, according to some affinity functions. We
build the GOGGLES system that implements the affinity cod-
ing paradigm for labeling image datasets. GOGGLES includes
a novel set of affinity functions defined using the VGG-16
network, and a hierarchical generative model for class infer-
ence. GOGGLES is able to label images with high accuracy
without any domain-specific input from users, except a very
small development set, which is economical to obtain.
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