Various process utilities are used in the petrochemical industry as auxiliary variables to facilitate the addition/removal of energy to/from the process, power process equipment and inhibit unwanted reaction. Optimisation activities usually focus on the process itself or on the utility consumption though the generation and distribution of these utilities are often overlooked in this regard.
Introduction
Process utilities are used extensively in the operation of any petrochemical plant and may include steam, electricity, compressed air, cooling water, fuel gas and inerts such as nitrogen. A substantial portion of the fixed cost associated with plant operation is attributed to utilities and therefore it is common practice to optimise on the plant's consumption of these utilities [1, 2] . The generation and distribution of these utilities also require energy yet these aspects do not get the deserved attention while studies have shown that the energy losses are in many cases substantial [3, 4] . Furthermore, better control can reduce the variability of the utility which could improve plant stability and reduce the need to run large buffer capacities.
The optimisation of utilities can be very beneficial but usually requires additional capital expenditure which is a main deterrent for many energy efficiency improvement initiatives [5, 6, 7] . Furthermore, with steep increases in energy costs, a solution which is currently deemed infeasible could become feasible in the near future although a re-evaluation of the opportunity will seldom be done which results in missed optimisation opportunities.
In several recent publications, model based control techniques such as optimal control and model predictive control (MPC) are used for energy optimisation which require system models to be developed and an optimisation algorithms capable of solving the optimisation problems (usually as a real-time requirement).
In [5] and [6] , a fuel gas blending system is optimised using model predictive control and real-time optimisation. In [8] , optimal control and model predictive control strategies are used for optimising power flows between the grid and a photovoltaic-battery system using time-of-use tariffs and sell back rates. In [9] , occupancy and weather forecast data is used with an MPC scheme to minimise the energy consumption of a building temperature control system taking into account specified comfort requirements. In [10] , an optimal control strategy is used to optimise water flow rates in a ground source heat pump system. In [11] , [13] and [14] , optimal control is used to optimise energy consumption and costs for belt conveyor systems. In [12] , MPC is used with time-of-use cost data to optimise the energy cost for a run-of-mine ore milling circuit. In [15] , [16] and [18] , optimal control and/or MPC techniques are used to optimise energy costs in a water pumping systems.
In industrial applications, these control techniques typically imply additional software licence fees and computer hardware (or even the installation of additional plant equipment such as variable speed drives). This paper demonstrates a novel way of obtaining significant energy savings on a process utility containing both discrete and continuous dynamics by applying advanced regulatory control (ARC) and switching logic. Furthermore, the proposed ARC and switching strategy does not require the development of a plant model, uses only existing plant equipment, and can be implemented on control system hardware commonly used in industry.
The developed solution is applied to a dual circuit cooling water system in a simulation study and compared to the unoptimised base case to illustrate the potential benefit of utility optimisation. Specific focus is on the reduction of electricity consumed by the system while still taking the process constraints into account.
The cooling water system is an example of a hybrid system where both continuous and discrete handles are present in the same system which complicates the formulation of control and optimisation strategies [19, 20, 21] . Typically, the discrete and continuous portions are treated separately and several studies have been performed recently concerning the former [11, 15, 16] . Therefore, this strategy is particularly useful for these system where the bulk of the possible benefit may be realised without the use of the more advanced control techniques.
A systematic approach is also described to allow the control and switching techniques used in this paper to be extended to other discrete or hybrid systems.
The paper is structured as follows: In Section 2, a brief process description of the cooling water system is given where-after the process model is discussed in Section 3. In Section 4, the control and switching algorithms are described and the simulation schemes for the base case and the ARC are presented. Thereafter, the simulation results are analysed and discussed in Section 5 followed by the concluding statements in Section 6.
Process Description
An example of a utility process is that of a dual circuit cooling water system as shown in Figure 1 . The tempered water (TW) circuit is a closed treated water loop that runs through the plant heat exchanger network where it absorbs energy from the plant. The tempered water is impelled by a bank of parallel pumps.
It transfers the collected energy to the second circuit, the cooling water (CW) circuit, via a bank of plate heat exchangers. The cooling water circuit is also driven by its own bank of parallel pumps. The energy is then expelled from the cooling water through the cooling towers (CTs) where the main mechanism for cooling is the partial evaporation of a portion of the cooling water as it comes into contact with the unsaturated air stream that is induced by the cooling tower fans [22, 23] .
This process is an example of a hybrid system where a combination of continuous and discrete process input variables are present. The continuous inputs are for example the valve openings of the control valves whereas the discrete inputs are the pump and fan running signals. In cases where the discrete and the continuous portions can reasonably be treated separately, a discrete optimiser may be used for the discrete variables whereas an independent continuous optimiser may be used for the continuous part. In cases where these layers are integrated to a great extent (as is the case for the cooling water system), it is desirable to combine the continuous and discrete aspects into a single control and Figure 1 : Dual circuit induced draft counter-flow cooling water system [21] . Refer to Table 1 for the abbreviations.
optimisation solution which complicates the optimisation problem [19, 20, 24] .
Process Model
The model developed by Muller and Craig [21] was extended to include the valves on the discharges of the cooling water pumps (as indicated in Figure 1) with the simplifying assumption that the same value is written to all valves or which the pumps are running. The model is used as a representation of the actual process in the simulation study that follows and is not required for the formulation of the control and switching solution discussed in Section 4.
The model was re-verified using the same verification data used in [21] and the parameters updated by performing the parameter estimation exercise described n [21] .
The process inputs are
• the temperature control valve (TV) opening (OP T V ) (which has a linear characteristic),
• the cooling water pump discharge pressure control valve (PV) openings (OP P V ) (which have equal percentage characteristics -the simplifying assumption is that the same valve opening is sent to the discharge valves of all the running cooling water pumps), and
• the tempered water and cooling water pump and cooling tower fan running signals, u
with i = 1 . . . n T W , j = 1 . . . n CW , and k = 1 . . . n CT where n T W , n CW and n CT are the numbers of tempered water pumps, cooling water pumps and cooling tower fans. The binary running signals are grouped together into discrete integer signals representing the number of pumps or fans running to give
The process disturbances are
• the air wet-bulb temperature, T wb (t) (
• C),
• the make-up water flow to the cooling towers, f mu (t) (t/h), and
• the availability of the pumps, fans, and heat exchangers.
The variables to be regulated are
• the tempered water supply temperature, T T W S ,
• the tempered water differential temperature (
where T T W R is the tempered return temperature), and
• the power consumption of the system (W T ).
The steady-state model equations are given below (with reference to Figure   2 and Table 2 ). To add dynamics to the system, several of the variables are passed through first order filters with time constants as listed in Table 2 The flows (t/h) are calculated as
and
where f T V is the flow through the temperature control valve, f T W I is the intermediate flow through the tempered water side of the heat exchangers, f CW is the flow in the cooling water circuit and f T W is the total flow through the tempered water circuit. The constants are listed in Table 2 . The differential pressures (kPa) are calculated as
with
where ∆P T W P is the differential pressure across the tempered water pumps, ∆P CW P is the differential pressure across the cooling water pumps, ∆P CT is the differential pressure across the cooling towers, ∆P ET W is the differential pressure across the tempered water side of the heat exchangers (including the temperature valve), and h CW and h T W are the head calculations (in m) for the cooling water and tempered water pumps. With reference to Figure 2 , ∆P ET W = P 2 − P 3 , ∆P T W P = P 2 − P 1 , and ∆P CW P = P 8 − P 4 . In addition, ∆P P = P 3 −P 1 is the differential pressures across the plant, and ∆P P V = P 8 −P 5
is the differential pressure across the cooling water pump discharge valves for the pumps that are in operation. The temperatures ( • C) are calculated as
T wb = T a tan −1 (0.151977(RH + 8.313659) 0.5 )
where T CW S and T CW R are the cooling water supply and return temperatures, T T W I is the temperature of the water exiting the tempered water side of the heat exchangers, T a is the ambient air temperature, RH is the relative humidity and f e is the estimated evaporative flow.
The total power (kW) is calculated as
where
is the power consumption of the TW pumps,
is the power consumption of the CW pumps and
that of the cooling tower fans.
Control Design
By applying modern control techniques, the energy consumption of the system can be minimised while simultaneously maintaining the process within predetermined limits. Two cases are considered. The first is a base case to illustrate unoptimised operation. The second makes use of advanced regulatory control (ARC) techniques where specialised software is not required other than the plant's installed distributed control system (DCS) or programmable logic controller (PLC).
The process inputs (manipulated variables, MVs), disturbance variables (DVs) and controlled variables (CVs) are given in Section 3. The tempered water supply temperature (T T W S ) and tempered water differential temperature (∆T T W ) should be maintained within predefined limits whereas the power must be minimised. The constraints on the controlled variables are
• C and
Two simulation studies are presented. The first simulation covers a period of seven days using artificial data, during which step-like and ramp-like changes occur on the plant load and sinusoidal disturbances are introduced on the humidity and ambient temperature which affect the wet-bulb temperature (and therefore the cooling tower efficiency). The duty and wet-bulb temperature are shown in Figure 3 .
For the second simulation, real plant data (as shown in Figure 4 ) was used as input data to illustrate the performance of the control schemes under a real plant operating scenario. The second simulation covers a period of 6 days (144 hours).
Base Case
As mentioned, a base case is established to represent the unoptimised operation. For the purposes of this study, the assumption is that one pump on 
Advanced Regulatory Control
Advanced Regulatory Control (ARC) refers to a set of techniques that are implementable on most modern control systems without the need to purchase additional software or hardware but which go beyond the basic regulatory control provided by proportional integral derivative (PID) controllers. In the case of this study, these include cascade control, override selector control, and cus- tom control algorithms [25, 26] . The custom algorithms consist of condition and time based switching logic.
In comparison to the base case, some optimisation is performed and pumps and cooling towers are switched on/off depending on the operating conditions and equipment availability. The temperature controller on the tempered water side is still operated in the same automatic mode. The control scheme is shown in Figure 7 . The control valves on the cooling water pump discharge lines are used for flow control (FIC-101) which replaces the pressure controllers (PIC-201 to 205). For constraint handling on the tempered water supply temperature, two temperature override controllers were added in a mid-of-three configuration to the flow controller setpoint, f SP CW , to allow the flow setpoint to deviate from the desired set value when the constraints are violated on either the low or high side. A reasonable desired flow setpoint was found to be 3000 t/h. The generic approach for the switching logic is as follows (with reference to the steps for control structure design as suggested in [25] , [27] , [28] , [29] and [30] ): 
Specify the operational objective (the objective function).
2. Determine the controlled variables for the process (with the appropriate constraints).
3. Specify which discrete variables will be used in the switching logic.
4. Establish the effect of the discrete input variables on the controlled variables and the objective function.
5. Established the order of switching of the discrete input variables where more than one discrete variable affects a specific controlled variable. have to be re-evaluated regularly to account for changes in equipment availability).
Establish the limits on the discrete and continuous input variables (may
7. Establish the default switching frequency (the time a condition must be active before a switching event will occur). Some conditions may require shorter delays or immediate switching.
8. Determine the dead-bands required for returning to range of the controlled variables to avoid chattering behaviour.
9. Formulate the rules for switching for each discrete variable based on the information gathered above. In some cases the system may be simple such as a bank of fans used to control the pressure or temperature on a distillation column. In other cases the problem might be more involved and include multiple discrete variables and/or process variables (which is the case is this study).
Following this approach for the cooling water system, the conditions for the switching logic are as follows:
1. The objective is to minimise energy consumption (the objective function to be minimised is the total energy consumption).
2. The controlled variables for the process are T T W S and ∆T T W with constraints as listed earlier.
3. All the discrete variables will be included in the switching logic (U CW , U T W and U CT ).
4. All of the discrete variables influence T T W S , whereas only U T W has a substantial effect on ∆T T W . All the discrete variables affect the power consumption. The nature/direction of these effects can be determined from Section 3.
5. For T T W S , the switching order is first U CW , then U CT and lastly U T W . This is based on the relative effectiveness of each of the discrete variables on manipulating the T T W S .
6. The limits on the discrete variable values are 2 ≤ U CW ≤ 5, 2 ≤ U T W ≤ 5 and 1 ≤ U CT ≤ 4. The value of OP T V must remain below 95%. In this case, changes in equipment availability are not taken into account.
7. If a condition is active for 30 minutes or more on any of the variables, a switching action will be initiated.
8. The dead-band for returning to range on T T W S is 2
• C and 1.75
The conditions for the switching logic grouped per discrete variable are then as follows:
• Cooling water pump switching:
-If (T T W S ≤ 34) and (U CW > 2) for more than 30 minutes, switch a cooling water pump off.
-If (T T W S > 36) and (U CW < 5) for more than 30 minutes, switch a cooling water pump on.
• Cooling tower fan switching:
-If (T T W S > 36) and (U CW = 5) and (U CT < 4) for more than 30 minutes, switch a cooling tower fan on.
-If (T T W S ≤ 34) and (U CW = 2) and (U CT > 1) for more than 30 minutes, switch a cooling tower fan off.
• Tempered water pump switching:
-If (∆T T W < 4.25) and (U T W > 2) and (T T W S > 28) for more than 30 minutes, switch a tempered water pump off.
-If (∆T T W ≥ 6) and (U T W < 5) for more than 30 minutes, switch a tempered water pump on.
-If (T T W S ≤ 26) and (U CW = 2) and (U T W < 5) and (OP T V ≥ 95%) for more than 30 minutes, switch a tempered water pump on. Figures 8 and 9 show the MV and CV values for the ARC case for the first simulation with Figures 10 and 11 showing those for the second simulation.
Simulation Results
From Figures 5 and 6 it is clear that the base case exhibits several sustained constraint violations with no adjustment to the energy usage based on ambient conditions and plant load. Figures 8 and 10 show that the ARC results in a tremendous improvement in energy usage while still honouring constraints better than in the base case. The average power and total energy consumption values over the simulation periods for the two cases are shown in Table 3 . All control is performed on the existing equipment without proposing any additional equipment such as variable speed drives (VSDs) which is often suggested as a requirement for energy optimisation on motorised equipment. Furthermore, no system model was used in the control algorithm. Table 4 gives constraint violation indices for the tempered water supply temperature and differential temperature. This provides a means of comparing the relative abilities of the two schemes to maintain the controlled variables within the specified control limits. The violation of the limits on the main controlled variable (the tempered water supply temperature) is significantly improved with the implementation of the ARC techniques. The violation of the tempered water differential temperature constraint is slightly higher with the ARC as a result of the optimisation pushing towards the upper limit though the violation is still acceptable. 
Conclusion
Utility generation and transmission are often overlooked as optimisation areas although the potential for energy reduction could be substantial in some cases. As illustrated in this paper, the application of advanced regulatory control techniques can be very effective optimisation vehicles for this purpose and a wealth of knowledge exists in this field. These techniques also cater for hybrid systems that contain continuous as well as discrete components and do not require a plant model to be developed. Furthermore, a large benefit may be obtainable by using the existing plant control system with the existing equipment without the need to purchase specialised control software or install additional equipment such as VSDs. This improves the likelihood of getting a solution like this approved and implemented on a plant. If further improvement is required, other advanced process control (APC) techniques may be considered (still without the need for VSDs).
