ABSTRACT. In recent literature, moonshine has been explored for some groups beyond the Monster, for example the sporadic O'Nan and Thompson groups. This collection of examples may suggest that moonshine is a rare phenomenon, but a fundamental and largely unexplored question is how general the correspondence is between modular forms and finite groups. For every finite group G, we give constructions of infinitely many graded infinite-dimensional C[G]-modules where the McKay-Thompson series for a conjugacy class [g] is a weakly holomorphic modular function properly on Γ 0 (ord(g)). As there are only finitely many normalized Hauptmoduln, groups whose McKay-Thompson series are normalized Hauptmoduln are rare, but not as rare as one might naively expect. We give bounds on the powers of primes dividing the order of groups which have normalized Hauptmoduln of level ord(g) as the graded trace functions for any conjugacy class [g], and completely classify the finite abelian groups with this property. In particular, these include (Z/5Z) 5 and (Z/7Z) 4 , which are not subgroups of the Monster.
INTRODUCTION AND STATEMENT OF RESULTS
The theory of moonshine began with the single distinguished example of monstrous moonshine. McKay and Thompson [40, 41] would be modular functions of interest strictly on level dividing h ord(g) for some h| gcd(12, ord(g)), and in particular in the case of the identity T e (τ ) = J(τ ). Here and throughout the paper, we say that a function is strictly on level N if it is invariant under Γ 0 (N) and not any proper divisor of N. Note that this requirement rules out the use of a trivial module made only from copies of the trivial representation, as the graded-trace functions on conjugacy classes of different orders give rise to different modular functions. Moreover, we note that V ♮ has recently been discovered [16] to be asymptotically equal to copies of the regular representation, meaning that Building on Thompson's prediction, Conway-Norton [11] conjectured the precise candidates for the functions T g . For each g ∈ M, there exists a group Γ g < SL 2 (R) commensurable with SL 2 (Z), such that Γ g \H is genus zero and each McKay-Thompson series T g (τ ) is the normalized Hauptmodul for Γ g . The normalized Hauptmodul T g (τ ) is the unique function whose Fourier expansion begins q −1 + O(q) and that generates the field of meromorphic functions on the compactification of Γ g \H. Throughout this paper, when we write the Hauptmodul for a given genus-zero group, we refer to the normalized Hauptmodul. These Γ g are the congruence subgroups Γ 0 (h ord(g)) usually extended by Atkin-Lehner and other involutions. Atkin-Fong-Smith [37] showed the existence of a possibly virtual graded Mmodule with the required properties, where by a virtual module we mean a formal sum of irreducible representations with possibly negative coefficients. Frenkel-Lepowsky-Meurman [22, 23, 24] explicitly constructed the module, with additional algebraic properties, that they conjectured would satisfy Conway and Norton's prediction. Finally, in 1992, Borcherds [3, 4] showed that the construction did satisfy the full Conway-Norton conjecture. In a tour de force, Borcherds provided a refined algebraic description of the module from which he was able to relate the denominator formulas of the module to the replication formulas required of the Hauptmoduln (see Section 2.3 for a discussion of replicability).
These results are naturally formulated in terms of quantum field theory. Here the q-expansion of J(τ ) is the partition function for a physical system with monster symmetry whose states are given by V ♮ ; see [18] section 7 and the references cited therein. Recent work has expanded the horizon of moonshine, discovering modular forms arising as graded traces of infinite-dimensional modules of other finite groups. These finite groups include subquotients of the Monster [8, 11, 31, 33, 36] like M 24 [20, 26] , which is the first example of umbral moonshine [9, 10, 17] , a theory that relates the Niemeier lattices to vector-valued mock modular forms. Moonshine has even been extended to the O'Nan group [19] which is a pariah group, i.e. a sporadic simple group that is not a subquotient of M.
The McKay-Thompson series of the moonshine modules for these finite groups are distinguished: for example, the mock modular forms arising in umbral moonshine have minimal principal parts, analogous to the requirement in monstrous moonshine that the graded-trace functions be Hauptmoduln. In view of these results, it is natural to ask about the ubiquity of moonshine-like phenomena among all finite groups if we allow for more flexibility for the McKay-Thompson series. In fact, building on the results of Zhu [45] , Dong-Li-Mason (see Theorem 3 in [14] ) show that if a vertex operator algebra satisfies some properties, then the graded trace functions for any of its symmetry groups are "generalized modular forms," essentially meaning that these functions and their transforms have q-expansions with fractional powers in q and bounded denominators, and that there are finitely many transforms under certain modular groups up to scalar multiplication. However, in analogy with monstrous moonshine, we would like the graded trace functions to be precisely modular forms. This paper shows that between modular forms and the representation theory of finite groups, there are more prevalent relations than those coming from M and related groups. Specifically, we address two related but in some sense opposite problems: For the first question, we will show that relaxing the requirement for the T g to be Hauptmoduln, a condition which is roughly equivalent to them satisfying the replicability condition defined in Section 2.3, allows construction of infinite dimensional graded modules analogous to V ♮ for every finite group. Further, without relaxing these requirements it is still possible to produce moonshine modules for groups which are not subgroups of the monster.
We say that a finite group G has moonshine of depth d ≥ 1 if the following hold:
(ii) The McKay-Thompson series T g (τ ) on V G is a weakly holomorphic modular function strictly on Γ 0 (ord(g)), and (iii) We have T e (τ ) = J(τ ) | dT (d), where | dT (d) denotes the action of the normalized d th Hecke operator as defined in (2.2). We refer to the smallest d for which such a module exists as the depth of G. The first main result is that every finite group has moonshine of some finite depth. 
such that for all g ∈ G, the McKay-Thompson series Tr(g|V G ) is a modular function strictly of level ord(g), and Tr(e|V
We note that the levels of modular functions in V ♮ are technically h ord(g) where h|(12, ord(g)). Our proof of Theorem 1.1 may be easily altered to handle other levels, so for simplicity we only prove it for the case when the graded trace of g is strictly on level ord(g). 
which is strictly level ord(g). While this module has the structure of a vertex operator algebra and we do not provide one for the construction in the proof of the theorem, we could have replaced V ♮ in this construction with any graded vector space whose graded dimension is f ∈ Z((q)). This construction and the one in the proof show that there are many ways to provide graded C[G]-modules with specified graded trace functions. Although the notion of depth used in this paper was defined for the case where We note that the representation will be asymptotically regular if and only if the coefficients of modular function Tr(e|V G ) are asymptotically larger than coefficients of the graded trace functions associated to the other conjugacy classes. On the other hand, if
where k = | Conj(G)| and mult 1 (n) stands for the multiplicity of the trivial representation in V G n , we call the representation asymptotically trivial. Note that depth one moonshine includes monstrous moonshine if we allow the graded trace function for g ∈ G to have level h ord(g) for h|(12, ord(g)). The graded trace functions of monstrous moonshine, however, are always Hauptmoduln of genus zero groups. As there are only finitely many of these Hauptmoduln, groups whose graded trace functions are Hauptmoduln are rare. In fact, given a set of Hauptmoduln {T n } with each T n of level n, it is possible determine whether a finite group G has an infinite dimensional graded module with McKay-Thompson series T g = T ord(g) , the Hauptmoduln on the genus-zero congruence subgroups Γ 0 (N) ≤ SL 2 (Z). It is well known that Γ 0 (N) is genus-zero if and only if (1.3) N ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 25}.
We obtain necessary bounds on the orders of primes dividing |G| by computationally checking congruences among the Hauptmoduln of the 15 genus-zero congruence subgroups listed above, yielding the following result. 
Then |G| is only divisible by primes p with (p − 1)|24, and furthermore ord p (|G|) ≤ For abelian groups, we obtain an explicit description of the generating function of the multiplicity of an irreducible representation in each homogeneous component of V G in Lemmas 4.2 and 4.3. These are of independent interest and also yield concrete conditions on when such multiplicities are positive integers, from which we obtain a complete classification of all abelian groups having moonshine in the sense of Theorem 1.2. 
Group
Conditions on exponents Having introduced our main results, we now provide an outline of the paper and a description of our methods. Section 2 gives an overview of background material on modular forms and asymptotics of their Fourier coefficients. Section 3 shows that virtual moonshine is possible for any finite group because there is an ample supply for modular forms which can be constructed to satisfy certain congruences that guarantee integral multiplicities. These congruences come from an application of the Schur orthogonalilty relations to the group's irreducible characters and the proposed McKay-Thompson series. Furthermore, we show in Section 4 that the multiplicities can in fact be chosen to be positive, proving Theorem 1.1. This gives an answer to Problem 1, while Theorems 1.2 and 1.3 answer an interesting case of Problem 2. Building on the virtual moonshine shown in Section 3, we construct explicit functions which give rise to moonshine modules for every finite group (Theorem 1.1). We then prove Theorems 1.2 and 1.3 by reducing to a computer-check of congruences among Hauptmodul Fourier coefficients, as well as calling upon asymptotics to show nonnegativity in Theorem 1.3. Section 5 provides two worked examples. First we construct a moonshine module for (Z/7Z) 4 where all the graded-trace functions are Hauptmoduln. This demonstrates our proof of Theorem 1.3 by showing how the congruence and nonnegativity conditions are determined and satisfied. Then we construct a moonshine module of depth 791 for S 4 to demonstrate the proof of Theorem 1.1 by constructing graded-trace functions for a module with only finitely many virtual components and then applying Hecke operators to these initial graded-trace functions to get new graded-trace functions that ensure nonnegativity of multiplicity. In this example, as in Remark 3, we convert the resulting asymptotically trivial representation to an asymptotically regular one.
BACKGROUND
In Section 2.1, we give necessary background for modular forms. In Section 2.2, we give exact formulas for coefficients and asymptotics for specific modular forms. We will use these asymptotics to show the nonnegativity of the multiplicities of the irreducible representations in the moonshine modules we construct in Section 4. In Section 2.3, we describe the notion of replicability, which helps to illuminate what makes monstrous moonshine so special.
2.1. Modular Forms and Functions. We recall the basic theory of modular forms, as detailed e.g. in [35] . The group SL 2 (Z) acts on the upper half-plane H by the map Aτ → 
(iii) f is bounded as τ approaches all the cusps of Γ. If property (iii) is not satisfied and f has at most exponential growth at cusps, then we say f is a weakly holomorphic modular form. Furthermore, if k = 0, then we say f is a modular function.
All groups Γ ≤ SL 2 (Z) considered in this paper have width 1 at infinity, i.e. contain T := 1 1 0 1 .
Hence any modular form on Γ is invariant under τ → τ + 1, so it has a Fourier expansion.
where here and throughout the paper we define q := exp (2πiτ ).
, we define the congruence subgroup
We say that a modular form f is strictly of level N if f is a modular form on Γ 0 (N) and not
) the space of entire (resp. weakly holomorphic) modular forms strictly of level N and weight k.
Recall that the normalized Eisenstein series of weight k is defined by
and B k is the kth Bernoulli number. For even k ≥ 4, it is well-known that
for which
hold. Recall the modular discriminant defined by
is a cusp form. It is well known that ∆(Nτ ) is strictly of level N. We define the normalized j-function,
The action of the m th order normalized Hecke operator on a weight 0 modular form is given by
In particular, for primes p,
The integrality of certain C[G]-modules rests on congruences between Fourier coefficients of modular forms, for which the following notation is convenient. For a modular form
with the convention that ordq m (f ) = ∞ if m|a(n) for all n. Then we have the following result from [39] , which allows finite computations to prove congruences between modular forms:
From this theorem, we obtain the following lemma, allowing us to apply the Sturm bound to weakly holomorphic modular functions: 
Proof. By the Chinese remainder theorem it suffices to prove the result for m = p n a power of a prime. Since the highest order pole of f is s, we know that
Since ordq p (gh) = ordq p (g) + ordq p (h) for all q-series g and h, and since ordq p (∆ s ) = s, we have
From this equality and the hypothesis on ordq p (f ), we immediately get
so by Theorem 2.3, ordq p (f ∆ s ) = ∞ and hence ordq p (f ) = ∞ as well. Thus f /p has integer coefficients so we may make the same argument, and arguing inductively we have that ordq p n (f ) = ∞.
Modular Form Asymptotics.
First, we recall exact formulas and asymptotics for the coefficients of Hauptmoduln and images of J under Hecke operators in Lemmas 2.5 and 2.6, as found in [16, 30] . To do so, we first recall two objects necessary for these formulas: the modified Bessel function of the first kind
and the classical Kloosterman sum
where x · x ≡ 1 (mod c).
Lemma 2.5. If m is a positive integer, then
Moreover, by Theorem 1.2 of [30] , we have that, as n → ∞, In the case of Theorem 1.3, we specify that the McKay-Thompson series T g for any g ∈ G be the Hauptmodul for the genus zero subgroup Γ 0 (ord(g)).
Lemma 2.6. The Hauptmodul for the genus zero subgroup Γ 0 (ord(g)) is given by
where
We now sketch the proofs of Lemmas 2.5 and 2.6, which can be found in, for example, Chapter 6 of [5] or in [30] .
Sketch of Proof of Lemmas 2.5 and 2.6. Lemma 2.5 provides exact formulas for the coefficients of images of J under Hecke operators. Lemma 2.6 provides exact formulas for coefficeints of Hauptmoduln of genus zero congruence subgroups. The Poincaré series on Γ 0 (N) are natural generators for both images of J under Hecke operators and Hauptmoduln of genus zero congruence subgroups as by construction they are invariant under the desired subgroups and have a pole of the desired order at infinity. Following notation as in Chapter 6 of [5] , weight zero Poincaré series on genus zero congruence subgroups with a pole of order m at infinity are given by
where writing τ = x + iy with x, y ∈ R, y > 0, we have
where M µ,ν (w) is the classical M-Whittaker function. In general, the functions P N (φ m ; τ ) are harmonic Maass forms with both holomorphic and nonholomorphic parts, and so are not necessarily weakly holomorphic functions. However, any harmonic Maass form in the kernel of the ξ differential operator ξ w := 2iy w · ∂ ∂z is weakly holomorphic. It is known (see Chapter 5 in [5] ) that
where H w (N) denotes the space of weight w harmonic Maass forms on Γ 0 (N) and S w (N) denotes the subspace of cusp forms. Since we are dealing wtih genus zero subgroups, the space of weight two cusp forms is empty and the weight zero Poincaré series on Γ 0 (N) we construct are assured of being weakly holomorphic. As shown in, for example, Chapter 6 of [5] , the Fourier expansion of the holomorphic part of P N (φ m ; τ ), normalized to remove constants, is given by
We have that P N (φ m ; τ ) is therefore a modular function whose Fourier expansion is q −m + O(q) with no other poles. Such functions are unique, and Lemmas 2.5 and 2.6 follow immediately.
Asymptotics for other functions we will use follow from Ingham's Tauberian theorem [6, 13, 27] :
n be a power series with weakly increasing nonnegative coefficients and radius of convergence equal to 1. If there are constants A > 0, λ, α ∈ R such that
This gives us the following asymptotic.
Then as n → ∞ we have that
Proof. Since q = exp (2πiτ ), we have 2πiτ = −ǫ in the notation of Theorem 2.7. Recall from (2.1) that 24 , and the asymptotic η(in)
n . Together these imply that , which implies that
2.3. Replicability. The formula (2.2) for the Hecke operator applied to f (τ ), where τ is seen as representing the lattice Λ(τ ) = 1, τ ⊂ C, can be seen as the sum
by writing a basis for all sublattices of Λ(τ ) of index n. If we define
for different sublattices, we arrive a a natural generalization of the Hecke operators suited to a remarkable property of the Hauptmoduln called replicability.
Explicitly, the function J(τ ) and the other Hauptmoduln are unique in that they satisfy certain replication formulas [11] . This means that for a function f there exist replicate powers f (a) such that
In the specific case of McKay-Thompson series for moonshine, this takes the form of the equation
In particular, when g = e then (2.8) says
In fact, a distinct generalization of this formula for J exists for genus-zero Hauptmoduln (see Theorem 1.1 of [2] ). The first few Faber polynomials for J are given by
More generally, we have [32] q ∂ ∂q
and in fact the denominator formula for the Monster Lie algebra is equivalent to (see Section 6 of [44] )
Satisfying the replication formula is roughly equivalent to being a Hauptmodul. Precisely, Norton conjectured that replicable functions with integer coefficients are either of the form q −1 +aq or are Hauptmoduln for genus zero congruence subgroups with width 1 at infinity. Cummings and Norton have proven that all such Hauptmoduln with rational coefficients are replicable [12] . This property of the Hauptmoduln is a cornerstone of much research into moonshine [7] . Furthermore, replicability has applications in number theory: Zagier [44] makes striking use of the denominator formula in his proof of Borcherds' theorem on infinite product expansions of modular forms with Heegner divisor.
SOME REPRESENTATION THEORY FOR VIRTUAL MOONSHINE
We prove that there exists "virtual moonshine," in the sense below, for any finite group. 
such that for all g, we have that
is the q-series of a weakly-holomorphic form of weight 0 and level strictly ord(g), with integral coefficients. Specifically, for a specified weakly holomorphic modular function R e , we will show this result for
where f N ∈ M ! 0 (N). 3.1. Multiplicity Generating Functions. Fix a finite group G. Let χ 1 , . . . , χ n be all irreducible characters of G, with χ 1 = 1 the trivial character. The Schur orthogonality relations, as described in Chapter 18 of [15] , allow us to produce a multiplicity generating function for an infinite-dimensional graded
is a Laurent series where mult i (n) is the number of copies in V . . .
To prove Lemma 3.1, we must only show that the multiplicity generating functions given by (3.1) have integral coefficients.
Proof of Lemma 3.1. Define R e to be a Laurent series over Z where R e has leading term q d , and for ord(g) = 1 define
. . , χ n } are the irreducible characters of G, with χ 1 the identity character, then F i (q) (the i th multiplicity generating function) is given by
Note that the χ i (g) are in the ring of integers of Q(ξ |G| ) where ξ |G| is a |G| th root of unity. Furthermore,
and l ∈ (Z/|G|Z) × acts on the character table by the l th power map in the columns. But (l, |G|) = 1 which means (l, ord(g)) = 1 for all g ∈ G so that ord(g l ) = ord(g) and thus the coefficients of F i (q) are fixed by l, so they are rational algebraic integers and hence integers. 
PROOF OF MAIN RESULTS
We
4.1.
Proof of Theorem 1.1. To prove Theorem 1.1, we prove the following theorem which provides modules with only finitely many virtual components. We will then make use of the Hecke algebra to get modules with no virtual components. Proof. For n > 1, let t n = n n−1 h where h := lcm{ord(g) − 1 | g ∈ G, g = e}, making t g := t ord(g) always an integer (where we assume g = e). Let us define R e = J | T (d) for d ∈ Z >0 to be chosen later, as well as and since t g andb ord(g),tg will only depend on the order of g we will sometimes writeb v,tv where v = ord(g).
Lemma 2.8 implies, after multiplying through by m 12tm , that
The choice of the t g gives that this asymptotic is the same for all g = e. Now we will show the existence of V using only the assumptions that theb ord(g),tg (n) are all asymptotically the same as n → ∞ independent of g, that they are positive, and that the depth
we then have
a r R r .
By (4.2) and (4.3), (4.4) implies that
This shows that there are at most finitely many n for which mult i (n) is negative. Now let χ i = χ 1 be trivial. We must show that for all n ≥ 1, the coefficients of
are nonnegative, where ℓ(v) := #{g ∈ G | ord(g) = v}. Equivalently, we need
where c e (d, n) is as in Lemma 2.5. The right hand side is asymptotic to
Choosing d > h, we have by (2.5) that c e (d, n) dominates
asymptotically, completing the proof.
This asymptotic result may be strengthened through a bounding argument.
Proof of Theorem 1.1. Let V G be the graded module guaranteed by Theorem 4.1, ℓ be its depth, and R g = Tr(g| V G ) be the corresponding McKay-Thompson series for g ∈ G. There are finitely many of these, which we will abuse notation and number as R 1 , . . . , R m where m denotes the number of conjugacy classes of G and these R i may be the same on conjugacy classes of the same order. We write R 1 = R e and
n (note that c 1 (n) = c e (ℓ, n)). For each character χ i , we have that the multiplicity mult i (n) of the corresponding representation in the graded component V G n is given by a linear function L i (c 1 (n), . . . , c m (n)). By Theorem 4.1, each L i (c 1 (n), . . . , c m (n)) is asymptotic to a positive function of n, therefore
is finite. By the proof of Theorem 4.1, L i (c 1 (n), . . . , c m (n)) is asymptotic to a monotonically increasing unbounded function as n → ∞. Therefore for each χ i there exists some N i such that for all n > N i ,
Now, for a prime p coprime to ℓ we have
where c i (n/p) = 0 when p ∤ n. In particular, any congruence mod |G| satisfied by all coefficients of the R i is also satisfied by all coefficients of the R i | pT (p), so there is a possibly virtual module V G with graded traces R i | pT (p). Fix p > N ′ ; then for all χ i and n > 0,
For n ≤ 0, the only nonzero coefficient of any R i | pT (p) is a 1 in front of q −pℓ . Therefore the coefficient in front of q −pℓ in each L i is |G| for χ i = 1 and 0 for χ i nontrivial, so it is always nonnegative. This shows that the multiplicities of each irreducible representation in V G are nonnegative. Choosing p also coprime to |G|, we have that pT (p) does not affect the level of any R i , so since the McKay-Thompson series of V G are on the required level we have that those of V G are as well.
Note that applying pT (p) to R i for any p > N ′ results in a moonshine module of depth pℓ with no negative multiplicities. Thus, we have infinitely many such modules. It is not clear from the above proof, however, if for a given group G a moonshine module of every depth greater than some specified depth d necessarily exists, as T e = J | (ℓp)T (ℓp) for some ℓ as chosen in the proof of Theorem 4.1 and some p > N ′ as chosen in the proof above. Thus, we could imagine some very large prime p ′ > h such that moonshine of this depth is not readily apparent from the above proof. A natural question is whether further work could provide insight on what depths of moonshine are possible for a given group G, especially establishing its (minimal) depth. Remark 2 shows that we can always bound the pole of T e (τ ) as iτ → ∞ to have order ≤ |G|, although the graded dimension in this case is J(τ ) |G| and not J | mT (m).
4.2.
Proof of Theorem 1.2. Recall the notation from the statement of Theorem 1.3 that T ord(g) is the Hauptmodul for Γ 0 (ord(g)), and set
We use this notation for consistency with Lemma 2.5, which gives asymptotics for c e (1, n) (and c e (m, n) generally). All groups considered in this Section must, by the hypotheses of Theorems 1.2 and 1.3, have only elements such that Γ 0 (ord(g)) is genus-zero, so we may speak of its Hauptmodul in all cases.
Proof of Theorem 1.2. Let G be a finite group satisfying the hypotheses. For g ∈ G, Γ 0 (ord(g)) must have genus 0 and hence we must have ord(g) ∈ {1, 2, . . . , 10, 12, 13, 16, 18, 25}. The primes dividing elements of this set are 2, 3, 5, 7 and 13; if another prime p divides |G|, then by the first Sylow theorem, G contains a p-group, which contradicts the hypothesis that Γ 0 (ord(g)) always has genus 0. Hence |G| is divisible only by 2, 3, 5, 7 and 13.
By the Schur orthogonality argument of Section 3.1, integrality of the multiplicities of an irreducible representation in each homogeneous component is equivalent to certain congruences between the functions T 1 , T 2 , . . . , T 25 (mod |G|). In particular, the integrality of the multiplicities of the trivial character χ 1 is equivalent to a congruence modulo |G| where T 1 has coefficient 1, which is equivalent to a set of congruences of the form (4.6)
for p ∈ {2, 3, 5, 7, 13}, where a i = ℓ(i) = #{g ∈ G | ord(g) = i}. Therefore, to obtain a bound on the highest power of p which may divide |G|, it suffices to show that there do not exist any congruences of the form 3 of (4.6) modulo p N for some N, for then no such congruences can exist modulo p n for n ≥ N. The final part of the proof consists in computationally finding all congruences between T 1 , T 2 , . . . , T 25 modulo powers of p ∈ {2, 3, 5, 7, 13}. This was carried out with Sage 4 [38] by computing the left kernel of the matrix (1, −1) c 1 (1, 1) . . . c 1 (1, N) c 2 (1, −1) c 2 (1, 1) . . . c 2 (1, N) . . . . . . . . . . . .
It is necessary to consider congruences of this form because there will always be congruences among T 1 , T 2 , . . . , T 25 modulo p N given by multiplying a congruence modulo a lower power of p by the appropriate power of p; however, mandating that the first coefficient is 1 excludes such cases. 4 Code available at https://github.com/nvafa/moonshine-congruences.
We note that, since we are looking for the lowest power of p for which there is not a congruence of the form in (4.6), one may choose any N (at the risk of possibly getting a worse bound); however, N was chosen based on Lemma 2.4 (Sturm bound) so that the congruences obtained below are guaranteed to hold for all coefficients of T 1 , T 2 , . . . , T 25 . The congruences obtained are shown below, where the power of p is the largest such that a congruence of the form in (4.6) exists:
This immediately yields the desired bounds. For abelian groups, it is possible to extend the techniques of the previous proof to obtain explicit formulas for the multiplicity generating functions in terms of the group, allowing a complete classification of abelian groups with (possibly virtual) moonshine. Further analysis shows that the virtual modules obtained are actually modules in all but a few cases.
4.3.
Proof of Theorem 1.3. We begin with several lemmas regarding moonshine for abelian groups. First, in Lemma 4.2, we provide a concrete description of the congruences that must be satisfied amongst Hauptmoduln in the case of finite abelian groups. Recall that the conductor of a character χ on Z/mZ is the smallest m ′ such that χ factors through Z/m ′ Z. Given a character χ on an abelian group G and a prime p |G|, define the p-max conductor of χ to be the largest power p ℓ of p such that χ restricted to some Z/p n Z summand of G has conductor p ℓ . The usefulness of this notion lies in the fact that the multiplicity generating series of a character on an abelian group G is entirely determined by its p-max conductors for each prime dividing |G|. The lemma below explicitly computes, for any abelian group character, the q-series which will be equal to its multiplicity generating function if there is a moonshine module with graded traces equal to the appropriate Hauptmoduln. Therefore the problem of existence of such a module is reduced to checking whether the Fourier coefficients of this function are nonnegative integers. 
Proof. By the assumption that Tr(g|V G ) = T ord(g) and the Schur orthogonality argument of Section 3,
First consider the case where G is a p-group and d = p t . Because a character on a direct product of groups is just a product of characters on the individual groups,
where χ i,j are the characters on the components Z/p j Z of G; the first product counts elements with each coordinate having order at most p t , from which we subtract a product corresponding to all elements with order at most p t−1 . Each term
is equal to p min(t,j) if χ i,j takes value 1 on each of 0, p j−min(t,j) , . . . , (p min(t,j) −1)p j−min(t,j) , and 0 otherwise. Therefore, letting p n be the largest conductor of the χ i,j , we have
for some 0 ≤ n ≤ h p , and this is exactly the form specified. If G is a product of abelian p-groups for p ∈ A, then a character of G is a product of characters on each p-group, and therefore by the same calculation the coefficient of T t in the expansion of F r (q) is the product p∈A c p (n p , t p ) where p np is the p-max conductor of G for each p ∈ A. This shows the result for all finite abelian groups.
Showing the existence of a graded moonshine module for G is equivalent to showing that the coefficients of
are positive and 0 modulo |G|, so that they are integral when dividing out by |G|. The nonnegativity of the coefficients of the multiplicity generating functions F r must be shown directly, and the following lemma shows that the congruences modulo |G| are equivalent to a simpler set of congruences with all dependence on the number of Z/p n Z summands concentrated in the modulus. In the next lemma we refer to the set of all congruences
obtained from Lemma 4.2 as (C1) collectively. 
We refer to this set of congruences collectively as (C2).
Proof. First assume the congruences (C1) hold. For each n = (n p 1 , . . . , n p k ) ∈ Z k with 1 ≤ n p ≤ h p , there exists an irreducible character on G with n p i as its p i -max conductor for each i. Hence (C1) contains all congruences of the form
where e = (e p 1 , . . . , e p k ) ∈ Z k >0 and we take e p i = h p i + 1 for all p i ∈ P and 1 ≤ e p i ≤ h p i for all p i ∈ P . Additionally for e, n ∈ Z >0 , let
Then we claim that
First, substituting the expression for R n and collecting coefficients, the left hand side is equal to
where the ≤ in the index of summation denotes the obvious partial order on
and if
since π p (1) = 1 and the series telescopes. However, if 0 = t p = e p then we have
as desired. Therefore if the congruences (C1) are satisfied then we have p∈A π p (e p ) N S,e ≡ 0 (mod |G|) and dividing out by p∈A π p (e p ) we obtain the congruences (C2), showing one direction. Now suppose the congruences (C2) are satisfied. Because the matrix of ℓ p (e, n) is upper-triangular (for a suitable ordering), has integer entries, and has 1's on the diagonal, it follows that the adjugate of the matrix is its inverse, and hence that it is invertible over Z. Therefore the R n 's are expressible as integer linear combinations of the p∈A π p (e p ) N S,e 's. Hence if the latter are congruent to 0 mod |G| then the former are as well.
Armed with these explicit descriptions of the congruences and nonnegativity conditions which must be checked for an abelian group to have a moonshine module, we may computationally classify all such groups and thus prove Theorem 1.3.   holds for all subsets P ⊂ A. Since the graded trace functions T N are required to be Hauptmoduln for Γ 0 (N) for which X 0 (N) is genus zero, we can consider only the groups with element orders contained in (1.3). Directly applying Lemma 4.3, we can find the highest powers n of each p ∈ P for which
and use this to get bounds on the exponents r p,j by (4.9).
We cannot verify that all coefficients of the T S,n satisfy such a congruence, but we can apply Lemma 2.4 to reduce to a finite check which may be done by computer. We need to check only the first
, where N is the least common multiple of all the levels in a given congruence. This is maximized when we consider congruences with T 9 and T 2 , in which [SL 2 (Z) : Γ 0 (18)] = 36. Thus, checking the first 36 coefficients of all of our congruences uniformly is sufficient for our purposes. Using Sage [38] , APPENDIX A gives the list of all the congruences we obtained, with the maximum possible moduli. From these congruences and Lemma 4.3, we can instantly read off the highest rank finite abelian groups we can get, which show that the groups listed in Table 1 have infinite dimensional graded modules with integral multiplicities of irreducible representations.
Having verified the integrality of the mult i (n), we show nonnegativity to verify the existence of honest modules. By the triangle inequality we have that
So, to show nonnegativity of mult i (n) it suffices to show
for all n sufficiently large, and then check smaller n by computer. From Lemma 2.6 follow the bounds:
Moreover, we have the following elementary bounds:
(0 < x)
.
Applying these elementary bounds to (4.11) gives
which simplifies to
Applying these elementary bounds to (4.12) gives
√ n    , which simplifies to (4.14)
3 ord(g)n 1 8 . Therefore, plugging into (4.10) gives 
simplifies (4.15) to
Now, by the power series for I 1 we have that I 1 (2π √ n) is monotonically increasing in n. Examining the coefficient
we have that
is positive and is monotonically increasing for n ≥ 1, while
decreases monotonically, using the fact that ord(g) ≥ 2 and so the exponent
is increasingly negative with n. Therefore the first of the two summands of (4.16) is monotonically increasing for n ≥ 1, so since the second summand negative and monotonically decreasing, we have that if the inequality of (4.16) is satisfied for some N ≥ 1 then it is satisfied for all n ≥ N. Therefore it suffices to compute this N for a given group and then check nonnegativity up to that bound, which we did with Sage [38] . A computation shows that we can choose N = 100 uniformly for all the groups we are considering.
We note that our requirement that all multiplicities be positive introduced only one additional constraint not already provided by the requirement that all multiplicities be integral; namely, the requirement that Table 1 ).
EXAMPLES AND DISCUSSION
In Sections 5.1 and 5.2, we go through some examples of groups G that explicitly show the existence of the desired C[G]-modules. In Section 5.3, we discuss our results and present further questions.
5.1.
Elementary Abelian 7-group of rank 4. Consider G = (Z/7Z) 4 , which is not a subgroup of M ( [43] ; see also Theorem 7 of [42] ). Theorem 1.3 says that there is an infinite dimensional, graded C[G]-module where the graded trace functions for g ∈ G is T ord(g) , the Hauptmodul for X 0 (ord(g)).
Since G has only elements of order 1 or 7, we need only consider the Hauptmoduln
Let mult i (n) denote the multiplicity of the i th irreducible representation, where 1 ≤ i ≤ 2401 and i = 1 denotes the trivial representation. From (3.1), we know
Since (Z/7Z) 4 is abelian, its character table is easy to compute. It will be the fourth iterated Kronecker product of the character table for Z/7Z with itself, and for brevity, the character table for Z/7Z is FIGURE 1. Character Table for Z/7Z Z/7Z e 1 2 3 4 5 6
where ζ := exp (2πi/7). By the iterated Kronecker product of the above table, or directly from Schur's orthogonality relations, we get
Thus
Since T 1 and T 7 have integral coefficients, in order for these multiplicities to be integral for all cases, it suffices to show that
Lemma 2.4 says that we only need to the check the first
coefficients. We can do this explicitly. Sage [38] gives us that
Now, to show nonnegativity, it suffices to show that the coefficients of T 1 (q) − T 7 (q) and T 1 (q) + (7 4 − 1)T 7 (q) are nonnegative. By the triangle inequality, Also, since we have chosen the graded trace functions to be J and the Hauptmodul for X 0 (7), these functions are replicable (see Section 2.3 for more details).
5.2.
Symmetric group on 4 letters. To demonstrate our proof for Theorem 1.1, we will construct a moonshine module for the nonabelian group G = S 4 .
Before proceeding, we note that 1 ≤ ord(g) ≤ 4 for all g ∈ G. One can construct a moonshine module that assigns the graded trace functions to be Hauptmoduln for X 0 (ord(g)). That is, S 4 has depth one. Using an argument similar to the previous example, one can check the desired congruences up to the Sturm bound, which can be uniformly chosen to be 23 since all modular functions can be viewed on level 12. A bounding argument like the one above shows that the necessary coefficients of the required relations are nonnegative.
Also, with regards to the construction in Remark 2, a quick computation shows that the graded trace assignments
We now demonstrate our method of proof for Theorem 1.1. In order for the asymptotics for our (nonidentity) graded trace functions to be equal, we choose the smallest h ∈ Z >0 such that
for all g ∈ G, ord(g) > 1. Thus we choose h = lcm{ord(g) − 1 : g = e} = 6. Since we need
We now define the graded trace functions
Lemma 3.1 says that these graded trace functions will satisfy the congruences required for the multiplicities of representations to be integral, no matter our choice of R 1 (τ ) andB m,tm (τ ), as long as they are Laurent series with coefficients in Z (which these are). We can look at the character table for S 4 to verify this: (1) (6) (3) (8) (6) S 4 e (12) (12)(34) (123) (1234)
In fact, all characters are integers here so the coefficients of
will be integral by construction of our R m (τ ). For nonnegativity, we have to check that five q-series will be positive, each corresponding to different irreducible characters of S 4 . DenotingB m,tm byB m for brevity, the irreducible representation multiplicity generating functions will be
As we can see, these are concretely integral. In terms of nonnegativity, for i = 1,
(see (4.5) for details), which is asymptotically positive. By (2.5) for i = 1,
since we have chosen d = 7 > 6. Thus, we can choose some N ∈ Z >0 for which mult i (n) ≥ 0 for all n > N and all i ∈ {1, 2, 3, 4, 5}. In order to make mult i (n) ≥ 0 for all n ∈ Z >0 , we can hit all graded trace functions with the 113 th normalized Hecke operator. We can illustrate the proportions of the first few irreducible representations explicitly: 
we can define
for a prime p > 791. In particular, we can choose p = 797. Now, the left hand term of R e will asymptotically dominate all other terms, making the coefficient of R e , which is dim(χ i ), the proportion of i th irreducible representations as n → ∞. We can now illustrate the proportions of irreducible representations explicitly: (1) is essentially bounding the order of pole at i∞ for Tr(e|V G ). It is natural to ask more generally about the full polar divisors of the graded trace functions. In particular, for a given m, we considered graded trace functions of the form where a, b ∈ Z >0 and a b denotes a cusp of X 0 (m). Note that this description of cusps comes from Proposition 2.6 of [28] . One can derive a similar formula for the polar parts of divisors to the functions we use to prove Theorem 1.1, where we apply a Hecke operator to all graded trace functions.
In this light, one way in which monstrous moonshine is so special is that all of its graded trace functions have a simple pole at i∞ and are holomorphic at all other cusps. The existence of these modular functions in itself is rare since there are finitely many subgroups of SL 2 (R) commensurable with SL 2 (Z) that give rise to genus zero modular curves; the fact that these Hauptmoduln are naturally related to conjugacy classes of M is, in this view, astonishing.
We pose a few natural questions based on our results: 
