In this paper we present a technique for object recognition and modelling based on local image features matching. Given a complete set of views of an object the goal of our technique is the recognition of the same object in an image of a cluttered environment containing the object and an estimate of its pose. The method is based on visual modeling of objects from a multi-view representation of the object to recognize. The first step consists of creating object model, selecting a subset of the available views using SIFT descriptors to evaluate image similarity and relevance. The selected views are then assumed as the model of the object and we show that they can effectively be used to visually represent the main aspects of the object.
Introduction
The problem of automatically learning object models for recognition is one of the classical challenges in the field of Computer Vision. Object recognition can be formulated in terms of shape, appearance, or feature matching. In this paper we address object recognition as a features model matching problem. More particularly, we analyze the matches between local keypoints in multiple views of the same object to extract a model of the object. The SIFT [1] keypoints descriptors are used to address object recognition problem. Research in object recognition is increasingly concerned with the ability to recognize specific instances or generic classes of objects. We focus our attention on the problem of the recognition of specific instances of objects into the images. Many methods in object recognition separate processing into two main steps: feature extraction and matching. In the first stage, discrete primitives, or features are detected. In the second stage, stored models are matched against those features.
From a neuroscientific perspective, object recognition is one of the most fascinating abilities that humans possess. It is easy (for human being) to generalize from observing a set of objects to recognizing objects that have never been seen before. On the contrary, it is not simple to develop vision systems that match the cognitive capabilities of human beings. The relative pose of an object to a camera, the lighting variation of a scene, and generalization from a set of exemplar images are some of the development of a vision system for object recognition should cope with. A good object recognition system should be able to extract and recognize the regularities of images, taken under different lighting and pose conditions. Object models and representations capture the most important features of the same object; furthermore the models for object recognition should be as more compact as possible to allow a lower computational complexity in the recognition phase. The representations can be either 2D or 3D. The recognition process is carried out by matching the test image against the stored object representations or models.
In this paper we present a new method for automatically learning object models for recognition. We used a dataset in which each object is subjected to rotation of 180 degrees, in steps of 5 degrees along yaw-axis, and 90 degrees along pitch-axis, in steps of 5 degrees (703 image samples for each object). We analyze the number of matches between nearby images (rotations of 5 degrees) by choosing, as a model of the object, only the most representative images (the criterion of choice of the images will be described in greater detail in section 3). As result we create a model for each object that has a compact representation (a few images instead of 703). After the model is built, we use the models for object recognition; the pose of the object is also estimated with a good level of accuracy.
The contributions of this paper are a new method for automatically learning object models, and a new method for object recognition and pose estimation. The rest of the paper is organized as follows: section 2 gives an overview of the state of the art, sections 3 describe in detail the proposed method, and the datasets used for testing and training our system, in section 4 the experimental results are shown, section 5 ends the paper with conclusions e future works.
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State of the Art
The most important object recognition approaches can be subdivided in three main categories:
1)Geometry-based approaches [2] [3]; 2)Appearance-based algorithms [4] ;
3)Feature-based algorithms [5] [6] .
In Geometric based approaches the main idea is that the geometric description of a 3D object allows the projected shape to be accurately analyzed in a 2D image under projective projection, thereby facilitating recognition process using edge or boundary information.
The most notable appearance-based algorithm is the eigenface method [4] applied in face recognition. The underlying idea of this algorithm is to compute eigenvectors from a set of vectors where each one represents one face image as a raster scan vector of gray-scale pixel values. The central idea of feature-based object recognition algorithms lies in finding interest points, often occurred at intensity discontinuity, that are invariant to change due to scale, illumination and affine transformation.
3D object recognition is an important area in computer vision and pattern recognition and mainly include two steps: Object Detection and Object Recognition.
Object recognition algorithms based on views or appearances are a hot research topic [7] [8] . In [9] Pontil et al. proposed a method that recognize the objects also if the objects are overlapped. In recognition system based on view, the dimensions of the extracted features may be of several hundreds. After obtaining the features of 3D object from 2D images, the 3D object recognition is reduced to a classification problem and features can be considered from the perspective of pattern recognition. In [10] the recognition problem is formulated as one of appearance matching rather than shape matching. The appearance of an object depends on its shape, reflectance properties, pose in the scene and the illumination conditions. Shape and reflectance are intrinsic properties of the object, on the contrary pose and illumination vary from scene to scene. In [10] the authors developed a continuous and compact representation of object appearance that is parameterized by object pose and illumination (parametric eigenspace, constructed by computing the most prominent eigenvectors of the set) and the object is represented as a manifold. The exact position of the projection on the manifold determines the object's pose in the image. The authors suppose that the objects in the image are not occluded by others objects and therefore can be segmented from the remaining scene.
In [11] the author developed an object recognition system based on SIFT descriptors [1] . The features of SIFT descriptors are invariant to image scaling, translation and rotation, partially invariant to illumination changes and affine or 3D projection. SIFT are efficiently detected through a filtering approach that extract stable points in scale space. The SIFT keypoints are used as input to a nearestneighbor indexing method, this identifies candidate object matches.
In [12] the authors analyzed the features which characterize the difference of similar views to recognize 3D objects. Principal Component Analysis (PCA) and Kernel PCA (KPCA) are used to extract features and then classify the 3d objects with Support Vector Machine (SVM). KPCA-SVM, PCA-SVM performances on Columbia Object Image Library (COIL-100) have been compared. The best performance is achieved by SVM with KPCA. KPCA is used for feature extraction in view-based 3D object recognition. In [12] different algorithms are shown by comparing the performances only for four angles of rotation (10° 20° 45° 90°). Furthermore, the experimental results are based only on images with dimensions 128 x 128.
Peng Chang et al. [13] used the color co-occurrence histogram (that adds geometric information to the usual color histogram) for recognizing objects in images. The authors computed model of Color Co-occurrence Histogram based on images of known objects taken from different points of view. The models are then matched to sub-regions in test images to find the object. Moreover thy developed a mathematical probabilistic model for adjusting the number of colors in Color Co-occurrence Histogram.
Many object recognition methods perform also object pose estimation. In [14] Kouskorida et al. proposed a solution to the problem of 3D object pose estimation. More particularly, the authors build an architecture based on appearance and geometrical attributes. The feature extraction procedure is accompained by a clustering scheme over the key-points. The clusters are considered to establish representative manifolds. In [15] Viksten et al. performed comparison of local image descriptors for full 6 Degree-of-Freedom Pose Estimation. In [16] Pose Estimation is treated as a regression problem. In [17] the authors addressed the challenging problem of pose recognition using simultaneous color and depth information. They used a multi-kernel approach to incorporate depth information to perform more effective pose recognition on table-top objects.
Our method is a new object recognition algorithm based on visual object models, it also performs pose estimation of the object. In [11] SIFT keypoints and descriptors are used as input to a nearest-neighbor indexing method that identifies candidate object matches, we, instead, used SIFT for obtaining the object model for multiple views and multiple images of the same object. In our method the recognition of the object is performed by matching the keypoints of the query image only with the keypoints of the objects models. Similarly to the Peng Chang et al. method [13] we used object modeling for object recognition but we preferred to extract local features (SIFT) rather than global features such as the color Co-occurrence histogram.
Once recognition phase is done, we estimate the pose of the object by matching the SIFT of the query image with the SIFT keypoints of all the views of that object. On the other side, Kouskurida et al. [14] proposed a method for pose estimation in which appearance and geometrical attributes are extracted and clustered over keypoints.
Object Modeling and Recognition
The proposed method is a recognition algorithm based on visual object models. Object models are pre-calculated starting from a particular type of image dataset.
Objects Image Dataset
The method works with a particular type of dataset, that is a collection of multi angle views of each objects. For each object, the dataset contains N views from a fixed camera generated rotating the object by a fixed angle, having only one degree of Fig. 1 . If the N images cover only a specific range of views of the object (i.e. 0-180 degrees), the recognition algorithm is reliable on this range.
For each object, the model is obtained as follows:
1.
SIFT keypoints and descriptors are calculated for every view; 2.
For each view, only the union of the subsets of the keypoints that match with the previous and the next view is used as view descriptor; 3.
Starting from image 1 to N, the number of matching keypoints of the selected subset and the subset of next view is calculated and associated to the current image; 4.
The views corresponding to local minima and maxima of this sequence are selected as model of the object.
Fig. 2.
Complete object view in our dataset. Squares are the subset of the image selected for the object model. Fig. 3 . The higher line is the number of detected SIFT keypoints, the middle line is the number of filtered keypoints, the lower line is the number of match between a view and the next. Circles represents maxima and minima included in the model.
Step 2 performs a filtering on keypoints keeping only those that are present in a filtering sliding window of 3 images. So only repeated and not occluded points are present in the resulting subset. In step 3 the visual continuity of the sequence is evaluated for each image looking at the match between the image and next view, so calculating the similarity in SIFT descriptors.
Taking local minima of this similarity, the corresponding images are the most dissimilar in their neighborhood, so representing views that contains a visual change of the object. Local maxima, conversely, correspond to images that contains common feature in their neighborhood, so being representative of this.
The views corresponding to local maxima and minima, so taking the images that contain "typical" views (maxima) and visual breaking views (minima). The number M of this image is lower than original N dimension of starting dataset. The value of M depends on the shape of the object.
Although the visual model for recognition is composed of the selected images, the filtered subset of descriptors is also stored to describe completely the objects and to perform pose estimation.
Dataset
To evaluate the performance of modeling objects, a dataset has been created. It contains 18 objects and 19 views for each of this, in the range [-90 90] degrees with a change of 10 degree at each step. An example of this dataset is shown in Fig. 2 . The squares represent the images forming the model: the brighter ones are the one associated to local maxima, the darker ones those associated to minima. The 18 objects are different in shape and color and so cover a very large number of possible typology of recognition scenarios.
Using this dataset the overall amount of images of the models is 93, starting from a full dataset dimension of 342.
Recognition
The recognition algorithm is based on the models of objects obtained with the procedure of the previous paragraph. Having a new query image, containing (or not) an object present in the dataset, the recognition algorithm is:
1. Calculate the SIFT keypoints and descriptors for the query image; 2. Match the keypoints with all the filtered keypoints of the images of all models; 3. Select the object referring to the best match (over a fixed threshold, 15 in our experiments) as the recognized object.
Using this method, the number of the match to calculate is reduced to the dimension of model dataset. In the case of our dataset, the reduction is from 342 to 93, so having only the 27% of matches to calculate compared to the full dataset. Object models on average are made of 5.1 images.
Pose Estimation
Having a well-defined type of dataset, where the pose of the object is known, it is possible to have a pose estimation of the recognized object without taking explicitly into account the shape characteristics of the query image (i.e. segmentation and 3d structure of the object). In fact, once the object is recognized this can be compared with the original full model of N images of the dataset (without model filtering) to recover the best match and so the pose. In summary, given a query image, the process of recognition and pose estimation is the following: The overall process consist of a number of comparison that is the sum of the models images and N. In our dataset this number is 112, so only the 33% of the comparison using the entire dataset.
Results
Datasets are a key factor in recognition task when the method doesn't use external knowledge on objects (i.e. 3D information on shape and geometry). Ponce et al. in [19] shows that current datasets suffer some limitation in the number of objects available and in objects views variability. To avoid this limitation the presented method uses only a well-defined type of dataset. To analyze the recognition performance of the proposed method the algorithm has been tested on using the dataset present in [18] . This is composed of 16 object with views with 2 degrees of freedom: the object is rotated using a turntable with shifts of 5 degree from 0 to 180 and the camera is rotated from frontal view (0 degrees) to upper view (90 degrees) with shifts of 5 degree. So there are 37 images from 19 point of views, obtaining 703 images for each object.
In our test we used only the images from the middle (45 degrees) vertical camera position and all the horizontal camera position. The overall number of image of the extracted dataset is 592.
In [18] , the same images are taken with a black background and a cluttered background. In this case the testset is composed by the cluttered images from the same or from shifted camera position. In Fig. 5 are shown images from dataset and testset.
Recognition and Pose Estimation Performances
The algorithm has been tested with our dataset and the reduced version of [18] . In the first case, testset is composed by query images containing objects of the dataset. Using this, the recognition performance is 80% and the pose estimation performance is 75%.
In the second case, testset is composed by cluttered images taken from vertical camera position in range [30 60], so having a displacement of 15 degrees from the fixed dataset point of view of 45 degrees. Recognition and pose estimation accuracy for central point of view is both 86%. Fig. 6 shows how performances change when the camera position of test image change respect to the original dataset position.
The same experiment was repeated with the same testset but with a random resize of the images with a proportion from 0.2 to 1. In Fig. 7 there is the plot of the results in this case. Accuracy is uniformly lower than in the first case (73% for recognition and 72% for pose estimation) but the trend of results is very similar.
Modeling the [18] dataset, the original (592) number of images for the recognition is reduced to 217 images, with an average value of 13,5 images for object. So, the recognition task is performed with only the 36% of the total comparison. The pose estimation step adds 37 match, so the total reduction of the complete elaboration is to 43%. Table 1 and 2 report the performance for the used datasets. As shown in Fig. 8 accuracy of recognition for each object is very close to one if it has shape characteristics recognizable by SIFT keypoints. Only a few objects show poor accuracy and actually they have not sufficient visual features to be recognized Fig. 7 . Accuracy for randomly resized images of testset using SIFT. Removing these objects from the dataset the proposed recognition method performance increases. For example, using [18] testset without the two objects shown in Fig.8 , recognition accuracy increases to 96% for the same camera point of view of dataset. Fig. 8 . Performance results versus object id number. Accuracy is low only with two objects (id 10 and 13, shown from left to right under the chart). Straights lines show average accuracy without (the higher) and with (the lower) these objects.
Conclusions and Future Works
We have presented an object recognition technique based on object modeling using local features. For this task, we used a multiview dataset of objects. The method performs modeling selecting only a subset of the views, creating in this way a compact representation. View selection is done by analyzing views similarity for each object by comparing SIFT descriptors. Recognition is done by comparing a query image to the extracted models, reducing the number of comparisons with respect to the full dataset. Only pose estimation step needs to be performed using all views of the object.
Our method shows good performance in terms of accuracy for both object recognition and pose estimation. The construction of the model of objects with different shape and appearance was performed using the SIFT descriptors which extract informations only when the objects show texture surfaces, contours, edges, local maxima and minima of intensity. The worst results in term of precision for object recognition correspond to those objects that do not show regions with texture. As consequence, these objects include a few SIFT points and then it is not possible to construct a valid model for the object. In future work it would be appropriate to use descriptors of features that are present in objects that do not show texture (e.g. color descriptors, histogram, etc.) in the construction of the object model. The approach used in this paper may be easily extended to the recognition and modeling of objects in video or by using datasets with multiple degrees of freedom. Furthermore, it would be interesting to extend our work to a setting with different local keypoint descriptors such as ASIFT, MSER, Harris Affine, Hessian Affine and SURF, described in [20] [21] . A performance evaluation of different local descriptors could give important informations, in order, to know which of them works better. These possible extensions are currently under development in our lab.
