For differentiable F, when the domain shrinks to a point, the condition number of F is shown to reduce to that of the derivative at that point.
This result has many uses in numerical linear algebra. It also points to the condition number of A as an indicator for the sensitivity of the solution of (1.1) under small changes of the matrix on the right-hand side.
In Section 2 below, we show that the estimate (1.4) allows a direct generalization to nonlinear equations on normed linear spaces. In particular, a condition number for nonlinear mappings is introduced which now depends also on the domain. Moreover, special considerations are needed to determine the existence of the solution of the perturbed equation in this domain. For shrinking domains the condition number decreases, and this suggests a study of the asymptotic behavior when the domain reduces to a point. This is the topic of Section 3, where also some other related results are obtained. Note that in (2.1b) the value t = °° is specifically included. For any finite-dimensional affine mapping Fx = Ax -b Vjc G R", with nonsingular A G LiR") and C = {x G R"; \\x\\ < r}, r > 0, or C = Rn, we obtain i>(F, C) = lUH, and piF, C) = \\A~lH"1, using the induced norms on LiR"). If solutions x*, y* G CofEqs. (2.3), (2.4), respectively, exist, then they are unique in C and, with any x° G C, x° ¥= x*, the estimate \\x*-y*\\ k(F, C) f HA -ell + *E, C) + \\Ex°\\ 1 ' } ||jc* -jc°|| " ! -«F> C>(E' OKF C) \\\b -Fx°\\ KF C) p -ßc°||J holds.
Proof. For any x, y G C we have
and, hence,
This proves the injectivity of G on C and hence the uniqueness of the solutions x*,y*. Now observe that p(G, OH** -y*\\ < IICx* -C^*|| < IIFc* -Gy*\\ + ||F*° -£**|| + ||C*° -F*°|| <\\b-c\\ + v(E,C)\\x*-x0\\ + \\Ex0\\, and (2.9) ||A -Fx°\\ < viF, OH** -*°ll.
From these estimates it follows that
Together this proves (2.7).
As in the matrix case, the estimate (2.7) shows that the condition number (2.2) of F represents an indicator for the sensitivity of a solution of Eq. (2.3) to small changes of F and b. In particular, let k(F, C) < °°, and suppose that by some numerical process we have obtained an approximation y* G C of the exact solution ** G C of (2.3). Then Theorem 2.1 applies and (2.7) reduces to the a posteriori estimate ftim II**-7*11 < ,n ~ IMI , _-
In other words, even if the norm of the residual r is small, the relativized error between ** and y* may be large if F has a large condition number. In the case of the matrix equations (1.1), (1.2), with nonsingular A G L(R") and A # 0, we may take, say, C = R" and *° = 0. Then, (2.6) is exactly the condition (1.3) and (2.7) reduces to (1.4). However, note that in Theorem 2.1 the existence of the solutions ** and y* in C had to be assumed. In the matrix case, this follows immediately from the injectivity of the mappings. .3) has a solution x* in the closed set C C DF and that K°iF, C, **) < °°. Let G: DG C X -> Y, with C C DG, be any mapping for which the difference (2.5) satisfies (3.5) v°iE, C, **) < p°iF, C, **).
Then, for any solution y* G C of (2.4) and any *° G C, *° =£ **, the estimate ll**-^*!!^ AFC,**) ("llA-cll ^v°jE,C,x*) ^ ||F*°|| "I ll**-*°ir 0 ifi{E,C.x*,\\\b-Fx°\\ v\F,C,x*) ||A-F*°||J
holds.
The proof is analogous to that of Theorem 2.1 and is omitted.
The localized quantities (3.3) are closely related to the derivative of F at z, if it exists.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Conversely, for any h G X, we have x = z + th G C fox some f > 0, and thus,
This shows that ||F'(z)|| < v°(F, C, z) + e, \\F'(z)-lTl > P°iF C z) -e, which, together with (3.8), gives (3.7).
For the basic quantities (2.1) the same result holds under the stronger assumption that F is continuously F-differentiable on D. The details of the result should be selfevident.
From (3.7) we obtain after some computation that
where k(F'(z)) = IIF'(z)|| ||F'(z)_1|| is the condition number of the derivative on X. These results show that asymptotically near z the conditioning of the nonlinear mapping F and its derivative F'iz) are the same. This has various consequences. For example, if Newton's method is used for the solution of Eq. (2.3) then at the fcth step the linear equation (3.9) F\xk)y = Fxk, k = 0,l,..., has to be solved. If F is badly conditioned near the solution ** of (2.3) then the same will be true for the derivatives in (3.9) once xk comes closer to **. In other words, we may expect the solution of (3.9) to be susceptible to errors, and, as a result, the iteration to slow down or even fail. This is a frequently observed phenomenon.
We end the discussion with a comment about the conditions (2.6) or (3.5) which are not always easily verifiable. These conditions are only used to guarantee that the lower bounds v(G, C) or v°(G, C, **) are greater than zero. Actually, we may derive an estimate for ||** -7*11 without these assumptions. Theorem 3.3. Let F: DF C X -* Y be such that niF, C)<°° on some closed set CG Dp and that (2.3) Aas a solution ** G C. Then, for any G:DG C X -* Y, C C DG, for which (2.4) has a solution y* G C, we have (3,o) M!^ < m c)\ J!^£L + J!£z£kl ll**-*°ll Lllö-F*°|| ||A-F*°||J Here *° G C, *° ¥= **, is any point, and \\G -F\\c = sup{||F* -G*|| V* G C}. The proof follows directly from ju(F, OH** -7*11 < 11^** -^7*11 < Wb -c\\ + \\Gy* -Fy*\\ < ||A -c|| + ||G -F||c and (2.9).
Clearly, the result also holds with k°(F, C, **) in place of niF, C). The estimate (3.10) is certainly weaker than (2.7) but reduces to the latter one for G = F.
In the setting of Theorem 3.3, degree theory may be used to guarantee the existence of the solution of the perturbed equation. We show this for the case of mappings on R"; under suitable compactness assumptions on the operators, the result may also be extended to Banach spaces. and, hence, there is a y > 0 which depends only on the norm (e.g., y = 1/7 for the Euclidean norm [2] ) such that (3.11) implies deg(G, C, A) = deg(F, C, A). This ensures the existence of a (not necessarily unique) solution y* G C of (2.4); and hence, by Theorem 3.3, the validity of (3.10).
Once again the result also holds with the localized quantities k° and p° in place of K and p. As a simple example involving the latter form of the theorem, consider the polynomials 
