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Objective functionAbstract A ﬁrst study on the continuous adjoint formulation for aerodynamic optimization design
of high pressure turbines based on S2 surface governed by the Euler equations with source terms is
presented. The objective function is deﬁned as an integral function along the boundaries, and the
adjoint equations and the boundary conditions are derived by introducing the adjoint variable vec-
tors. The gradient expression of the objective function then includes only the terms related to phys-
ical shape variations. The numerical solution of the adjoint equation is conducted by a ﬁnite-
difference method with the Jameson spatial scheme employing the ﬁrst and the third order dissipa-
tive ﬂuxes. A gradient-based aerodynamic optimization system is established by integrating the
blade stagger angles, the stacking lines and the passage perturbation parameterization with the
quasi-Newton method of Broyden–Fletcher–Goldfarb–Shanno (BFGS). The application of the
continuous adjoint method is validated through a single stage high pressure turbine optimization
case. The adiabatic efﬁciency increases from 0.8875 to 0.8931, whilst the mass ﬂow rate and the
pressure ratio remain almost unchanged. The optimization design is shown to reduce the passage
vortex loss as well as the mixing loss due to the cooling air injection.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
With the increasing need for high performance gas turbines to
reduce the emission and the engine weight, the emerging trendis to use mathematical optimization techniques as an integral
part of the aerodynamic design toolkit. Stochastic and
gradient-based methods are the normal mathematical opti-
mization algorithms. The stochastic method searches for a glo-
bal optimal solution by monitoring the magnitude of the
objective function, while the gradient-based method searches
for a local optimal solution by monitoring the sensitivity of
the objective function to the changes in the design variables.
Both of the stochastic and the gradient-based methods tend
to consume considerably computational resources for the cases
with a large number of design variables.
The adjoint method is another gradient-based approach
especially for the optimization with numerous design variables.
Fig. 1 Injection types of the cooling air.
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way as that in the optimal control problems. By introducing
the adjoint variable vectors, the gradients of the objective func-
tion with respect to the design variables are calculated indi-
rectly by solving the adjoint equations. Therefore, the
sensitivity analysis is almost independent of the numbers of
the design variables, and solving two sets of ﬂow equations
in one design cycle is nearly the total computing cost. When
the ﬂow equations and the adjoint equations are fully con-
verged, the ﬁnal gradients of the objective function with
respect to the design variables can be obtained efﬁciently.
Pironneau1 was the ﬁrst to use the adjoint method in ﬂuid
mechanics, and then Jameson2 applied adjonit method in the
aeronautical ﬁeld. Combining the continuous adjoint method
with CFD technology, Jameson developed the optimization
design method which was applied to the transonic wing-body
combinations.3 Moreover, the discrete adjoint method was
also developed.4 ‘‘Continuous’’ and ‘‘discrete’’ methods sym-
bolize two alternative approaches to deriving adjoint equa-
tions. As there is no clear quantitative comparison between
the two approaches,5,6 they seem to achieve the same optimal
goals. Both of the methods have performed well in the opti-
mization for airfoils,7 wings,8 wing-body conﬁgurations9 and
business jets.10
The adjoint method has been utilized in the area of turbo-
machinery. Li et al.11,12 used the continuous adjoint method
based on Navier–Stokes and Euler equation respectively to
conduct the aerodynamic optimization design for turbine
blades, and the optimization system was validated by several
numerical cases. Papadimitriou and Giannakoglou13 devel-
oped the continuous adjoint formulation to improve the aero-
dynamic performance of a 3D peripheral compressor blade
cascade. Wang and He14 ﬁrst proposed the adjoint non-
reﬂective mixing-plane treatment method, and carried out
the aerodynamic blading shape optimization design in a
multi-stage turbomachinery environment. Luo et al.15 used
the adjoint optimization method to reduce the secondary ﬂow
loss of turbine blades by redesigning the blade. Ji et al.16
combined the continuous adjoint method with thin shear-
layer Navier–Stokes equations to construct an efﬁcient
sensitivity analysis optimization system for multi-stage
turbomachinery blades, and the adjoint optimization code
was validated through two compressor blades design cases.
Zhang and Feng17 used the automatic differentiation tool to
develop a discrete adjoint solver, and the optimization system
was validated via a turbine cascade under the viscous ﬂow
environment.
For the aerodynamic design of gas turbines, S2 surface
design plays a crucial role in the entire design system.18
Blade design is based on the simulation results of S2 surface
through ﬂow calculation. This paper presents the results of
the ﬁrst study on the adjoint method applied to the S2
surface through ﬂow calculation including the cooling air
effect. The adjoint method is combined with the Euler
equation with the source term to develop an efﬁcient
sensitivity analysis model for turbine blades (stagger angles
and stacking lines) and the passage in a speciﬁed objective
function. The validation of the optimization system is
carried out via the case of aerodynamic optimization of a
high pressure turbine.2. Flow equations and solution methods
The steady Euler equations of the curvilinear coordinates sys-
tem are utilized to predict the aerodynamic performance of the
gas turbine on S2 surface. The effects of the viscous losses, the
leakages and the cooling air on the ﬂow are concerned as the
source terms in the right part of the Eq. (1).
@
@t
rU
J
 
þ @
@n
eF þ @
@g
eG ¼ eQ ð1Þ
where U is the conservative ﬂow variable vector; eF; eG are the
convective ﬂux vectors in the curvilinear coordinate systems; eQ
is the source term of the ﬂow equations.
Kij ¼ @ni
@xj
 
; J ¼ detðKÞ
eF ¼ r
J
Fnz þ Gnr þH
1
r
nu
 
eG ¼ r
J
Fgz þ Ggr þH
1
r
gu
 
; eQ ¼ h
J
þ h1
h ¼
rm

rm

vz þ fz
rm

vr þ fr þ qðwþ xrÞ2
rm

vu þ fu  qvðwþ 2xrÞ
rm

H0 þ x2r2qv
2
66666664
3
77777775
h1 ¼ 
0
r
J
fz
@p
@f
 
þ p @
@f
r
J
fz
 	
r
J
fr
@p
@f
 
þ p @
@f
r
J
fr
 	
fu
J
@p
@f
 
þ p @
@f
fu
J
 
0
2
666666664
3
777777775
where terms nz; nr; nu; fz; fr; fu represent the partial derivatives
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; @f
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; @f
@u; F, G and H are the convective ﬂux vectors in
the cylindrical coordinate system; m

is the mass ﬂow rate of the
cooling air; vz; vr and vu are the velocity components of the
cooling air, and the injection of the cooling air is classiﬁed into
nine types as shown in Fig. 1; H0 is the total enthalpy of cool-
ing air; (fz; fr; fu) are for accounting of viscous losses effects,
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ðu; v;wÞ, / ¼ qT dr
dt
; r is the entropy generation calculated by
the loss coefﬁcient, and there are four loss models (blade
proﬁle loss model, secondary ﬂow loss model, trailing edge loss
model and the angle of attack loss model) adopted in the code;
u; v;w are the velocity in the axial, the radial and the tangential
direction respectively; p is the static pressure and x is the
angular velocity of rotor; h1 is for calculating the impact of
blade thickness on the ﬂow ﬁeld; dx
dt
is for the initial accelera-
tion of the rotor.
j is the number of the injection (1 6 j 6 9). j= 1: cooling
air injection at the leading edge; j= 2: cooling air injection
upstream the throat section; j= 3: cooling air injection at
the trailing edge; j= 4: cooling air injection at the hub
between the blade rows; j= 5: cooling air is injected upstream
the blade row at the hub and then injected downstream the
blade row; j= 6: cooling air is injected between the blade rows
at the shroud; j= 7: cooling air is injected upstream the blade
row at the shroud and then injected downstream the blade
row; j= 8: cooling air is injected within the blade row at the
hub; j= 9: cooling air is injected within the blade row at the
shroud.
Three types of boundary conditions are used to complete
the numerical solution of the ﬂow equation. Span-wise distri-
butions of the total pressure, total temperature and velocity
directions are set at the inlet, and the static pressure of the root
is set at the outlet. It is the no ﬂow through the boundary con-
dition for the hub and the shroud.
The Euler equation is numerically solved by using the high-
order accurate Godunov scheme, and the explicit numerical
scheme is employed ﬁrst, followed by the implicit scheme.
The implicit operator solves the linear systems of equations
by scalar three diagonal solvers. Finally, the ﬂow ﬁeld is
time-marched to a steady state in a pseudo time via the
Euler time-marching approach.3. Adjoint equations and solution methods
Due to its lower memory requirements and easy implementa-
tion compared to the discrete adjoint method, the continuous
adjoint approach is employed here. The detailed derivation of
the adjoint equations from the Euler equations with source
term (cooling air injection included) in a partial differential
form is shown as below.
3.1. Adjoint equations
The objective function can be expressed as an integral along
the boundaries in the following general form,
I ¼
Z
S
MdS ð2Þ
whereM is a function of the ﬂow variables and the design vari-
ables, then
dI ¼
Z
S
MIdUdSþ
Z
S
MIIðddSÞ ð3Þ
where MI ¼ @M@U.
The subscripts I and II are used to distinguish the contribu-
tions due to the variations of @U and @S respectively.The Euler ﬂow Eq. (1) can be written as
1
J
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@t
þ RðU;SÞ ¼ 0 ð4Þ
For the fully converged ﬂow equation, the variation of
RðU;SÞ is
dR ¼ @
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Then yields,
dR ¼ dRI þ dRII
deF ¼ dfFI þ dfFII ¼ AdUþ dfFII
deG ¼ dfGI þ dfGII ¼ BdUþ dfGII
deQ ¼ dfQI þ dfQII ¼ fQIdUþ dfQII
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where A and B are the Jacobian matrices,
A ¼fFI ¼ @eF@U ; B ¼ fGI ¼ @eG@U ; fQI ¼ @eQ@U :
Integrating the Eq. (5) over the whole computational
domain and introducing the adjoint variable vectors w into
both sides of the equationsZ
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components of normal direction.
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Subtracting Eq. (10) from Eq. (3) does not change the gra-
dient in Eq. (3)
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Introducing the Jacobian matrices A and B of Eq. (6) into
Eq. (11)
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Regrouping the subscripts I and II,
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Eliminating the dependence of dI on dU achieves the
adjoint equation and the boundary condition equation
respectively
@wT
@n
Aþ @w
T
@g
Bþ wT eQI ¼ 0 ð14Þ
MI  wTðAnn þ BngÞ ¼ 0 ð15Þ
To solve the adjoint Eq. (14), a conservative form is ﬁrstly
adopted and a pseudo time derivative term is added to conduct
the Runge–Kutta time marching scheme. In addition, the char-
acteristics of the adjoint equation are opposite to those of the
Euler ﬂow equation. Therefore, the adjoint equation shares the
same Jacobian matrixes as those of the Euler ﬂow equation
with an additional negative sign, as shown in Eq. (16).
@
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J
w
 
 AT @w
@n
 BT @w
@g
 eQTw ¼ 0 ð16Þ3.2. Adjoint boundary conditions
The physical adjoint boundary conditions are deﬁned by Eq.
(15). Moreover, the propagation of the adjoint characteristics
is in the opposite way to the physical information of the
Euler equations. Thus, one physical boundary condition is
required at the subsonic inlet and four are required at subsonic
exit, and the other numerical boundary conditions (four condi-
tions at the inlet and one condition at the outlet) are extrapo-
lated from the interior ﬂuid domains. The velocity vector k of
the adjoint equation is also opposite to that of the ﬂow
equation
k ¼ Vn;Vn;Vn;ðVn þ aÞ;ðVn  aÞ½ T ð17Þ
where Vn is the normal component of velocity, and a is the
local speed of sound.
Normally, it is assumed that the geometry of the inlet and
the outlet is frozen during each optimization cycle; therefore,
the subsonic inlet boundary condition is
@M
@p
 wT @
eF
@p
nn ¼ 0 ð18Þ
and the inlet plane is assumed to be normal to the X axis. The
adjoint variables w1;w2;w3;w4 are extrapolated from the inte-
rior ﬂuid domain, while w5 is calculated through Eq. (18).The subsonic outlet boundary condition is
@M
@q
 wT @
eF
@q
nn ¼ 0 ð19Þ
where q ¼ q; u; v;w, and the adjoint variables w1;w2;w3;w4 are
calculated by Eq. (19), while w5 is extrapolated from the inte-
rior ﬂuid domain.
At the wall boundary, Vn ¼ 0, and only one equation is
required. The wall boundary is
w2ng1 þ w3ng2 þ w4ng3 ¼
@M
@p
ð20Þ3.3. Objective function
Entropy generation is deﬁned as the objective function, which
is a weighted sum of mass ﬂow rate and it can be formulated as
I ¼ s
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þ #
R
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 2
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where s is the entropy generation given by
s ¼
Z
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Z
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and s0 is the original entropy generation; m0 is the original
mass ﬂow rate of the gas; eu ¼ unz þ vnr þ w nur ;# is a weight
factor chosen to be 60 in the case.
Then, the ﬁnal expression of the objective function is
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where dfQII is related to the variations of blade and passage
geometry, and its formulation is
dfQII ¼ ½dfQ1 ; dfQ2 ; dfQ3 ; dfQ4 ; dfQ5 
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Fig. 2 Stagger angle of the cascade.
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The ﬁnite difference method is employed. The time derivative
term is time-marched by the second order Runge–Kutta time
method, and the space derivative term is discretized by the
Jameson’s spatial scheme employing the ﬁrst and the third
order artiﬁcial dissipative ﬂux. The discretized equation is
1
J
 ðw
nþ1  wnÞ
Dt
¼ A
T
i;jðwiþ1;j  wi1;jÞ
2Dn
þ B
T
i;jðwi;jþ1  wi;j1Þ
2Dg
þ eQTi;jwi;j þ ed ð24Þ
where ed ¼ diþ12; j  di12; j þ di; jþ12  di; j12 and
diþ12; j ¼ t
ð2ÞKiþ12; jðwiþ1; jwi; jÞt
ð4ÞKiþ12; jðwiþ2; j3wiþ1; jþ3wi; jwi1; jÞ
di12; j ¼ t
ð2ÞKi12; jðwi; jwi1; jÞ t
ð4ÞKi12; jðwiþ1; j3wi; jþ3wi1; jwi2; jÞ
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di; j12 ¼ t
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tð2Þ is the ﬁrst order dissipative ﬂux, while tð4Þ is the third order
dissipative ﬂux. The formulation of
tð2Þ is tð2Þi; j ¼ eð2Þ maxðri; j; riþ1; jÞ; eð2Þ is the coefﬁcient of the
ﬁrst order dissipative ﬂux coefﬁcient and unity is the typical
value for it and ri; j ¼ piþ1; j2pi; jþpi1; jj jpiþ1; jþ2pi; jþpi1; j . The formulation of t
ð4Þ is
tð4Þ ¼ max½0; ðeð4Þ  tð2ÞÞ; eð4Þ normally equals 1
32
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2
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2
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ki
kj
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kj ¼ 1þ kjki
 2
3
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kj, and k is the spectral radius of Jacobian
matrices.
The discretization of the time term can be written as below
dw
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þ Pi;j ¼ 0 ð25Þ
where
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Then, the second order Runge–Kutta time method is
w0i; j ¼ wni; j
w1i; j ¼ w0i; j þ DtP0i; j
w2i; j ¼ w1i; j þ 12Dt P0i; j þ P1i; j
 
wnþ1i; j ¼ w2i; j
8>>>><
>>>>:
ð26Þ
where n and n+1 represent the current and the new time steps
respectively.4. Optimization design
Hicks-Henne hump functions19 are used as the parameteriza-
tion method. In addition, the optimization algorithm adopts
the quasi-Newton method of Broyden–Fletcher–Goldfarb–Sh
anno (BFGS)20 together with a line search method.
4.1. Geometry parameterization
Three Hicks-Henne functions Eqs. (27)–(29) are used for the
parameterization: one for passage perturbations, another one
for blade stagger angle perturbations of different sections from
hub to shroud, and the last one for the stacking line
perturbations.
DyðxÞ ¼
XK
k¼1
dkfkðxÞ ð27Þ
DbðrÞ ¼
XK
k¼1
dkfkðrÞ ð28Þ
DstðrÞ ¼
XK
k¼1
dkfkðrÞ ð29Þ
where fkðxÞ ¼ sincxðpxeðkÞÞ; eðkÞ ¼ lg 0:5lg xk ; fkðrÞ ¼ sin
crðprpðkÞÞ;
pðkÞ ¼ lg 0:5
lg rk
 dk is the kth design variable, and its initial value
is zero in every optimization cycle. x and xk are dimensionless
axial coordinates, while r and rk are dimensionless radial
coordinates; the indexes cx and cr are used to control the
perturbation hump.
The stagger angle b of the cascade and the stacking line of
the blade are shown in Figs. 2 and 3 respectively.
Once the values of the design variables dk are calculated, the
perturbations (DyðxÞ;DbðrÞ and DstðrÞ) of the passage, the
stagger angles and the stacking lines are achieved.
4.2. Optimization algorithm
The quasi-Newton method of BFGS is employed to calculate
the step values of the design variables when the ﬂow equation
and the adjoint equation are fully converged. The step values
are deﬁned as DS; ðDS ¼ e dI
dS
;where e controls the step size
and is determined by the line search methodÞ.
To prevent drastic changes of the ﬂow passage, stagger
angles of the blade sections and the stacking lines, their
Table 1 Parameters of the cooling air.
Injection
types
Mass ﬂow
rate (kg/s)
Total
temperature
(K)
Velocity ratio of
local gas velocity
Stator 1 3.28 700 0.3
762 L. Chen, J. Chenmaximum perturbations are respectively set to be 0.2 mm, 0.2
and 0.15 mm in every design cycle.
5. Results and discussions
5.1. Validation of the S2 surface calculation
3 1.31 700 0.3
4 0.57 700 0.3
6 0.57 700 0.3
8 0.41 700 0.3
9 0.41 700 0.3
Rotor 1 2.05 700 0.3
3 0.82 700 0.3
4 0.61 700 0.3
6 0.61 700 0.35.1.1. Mesh independence study of S2 surface calculation
The validation of the S2 surface calculation is conducted
through a single stage high pressure turbine with cooling air
injection. The blades for S2 surface calculation is shown in
Fig. 4.
The injection types of cooling air for the stator and the
rotor are (1, 3, 4, 6, 8 and 9) and (1, 3, 4 and 6) respectively,
as shown in Fig. 1. The parameters of the cooling air are
shown in Table 1.
The mesh independence study is conducted using two types
of mesh as shown in Fig. 5.
The comparison of the aerodynamic performance calcu-
lated from the two types of mesh above is shown in Table 2.
The maximum deviation of the mass ﬂow rateM calculated
by Mesh 1 and Mesh 2 is 0.63%, and it is 0.42% and 0.09% for
pressure ratio p and adiabatic efﬁciency g respectively.
The distribution of the dimensionless velocity V calculated
via the mesh above is presented in Fig. 6.
It is obvious that the distribution of the velocity V in the
radial direction simulated from the mesh is almost the same.Fig. 5 High pressure turbine mesh for S2 surface calculation.
Table 2 Mesh independence study for high pressure turbines.
Mesh M (kg/s) p g
1 89.21 2.878 0.8879
2 88.65 2.890 0.8871Fig. 3 Stacking line of the blade.
Fig. 4 High pressure turbine blades for S2 surface calculation.The high gradient of the velocity area is concentrated at the
leading edge of the rotor due to the rise in the diverging level
of the passage. There are slight changes in the velocity contour
of the stator. The zone with the lowest value of the velocity V
is at the mid-span of the rotor, where the minor variations of
the velocity only happen in the center of the contour lines.
According to the discussion above, there is little variation
in the results calculated from Mesh 1 and Mesh 2. Thus,
Mesh 1 is adopted during the next optimization design step.
5.1.2. Comparisons of S2 surface and 3D simulation
Three-dimensional steady numerical simulation of the high
pressure turbine with cooling is carried out by the solver
NUMECA. Reynolds averaged Navier–Stokes equations are
Fig. 6 Comparison of the distributions of the dimensionless
velocity on the S2 surface.
Fig. 7 Cooling air injection for 3D simulation.
Fig. 8 Distribution of static pressure on S2 surface from original
design.
Fig. 9 Distribution of total pressure from hub to shroud at inlet
and outlet for S2 calculation and 3D simulation.
Table 3 Aerodynamic performance from S2 surface and 3D
simulation.
Case M (kg/s) p g
S2 calculation 89.21 2.878 0.8879
3D simulation (S–A) 88.76 2.883 0.8875
3D simulation (SST k x) 88.77 2.879 0.8878
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lence model and SST (Shear Stress Transport) k x model
to check the 3D simulation accuracy. The space discretization
is based on a cell-centered ﬁnite volume approach, and the
fourth order Runge–Kutta method is used for time marching.
The types of the cooling air injection for the 3D numerical sim-
ulation are shown in Fig. 7, which should be the same as those
for the S2 surface calculation.The comparison of the simulation results of S2 surface cal-
culation and 3D simulation has been made to validate the sim-
ulation accuracy of the S2 surface calculation. The
aerodynamic performance parameters of S2 surface calculation
and 3D simulation are shown in Table 3.
As can be seen from the table above, the maximum devia-
tion of the mass ﬂow rate M calculated by S2 surface, 3D sim-
ulation S–A turbulence model and SST k x turbulence
model is 0.51%, and is 0.17% and 0.05% for pressure ratio
p and adiabatic efﬁciency g respectively. There is little change
in the results for S–A and SST k x turbulence models.
The comparison analysis of detailed information of the ﬂow
ﬁeld from S2 surface calculation and the 3D simulation using
S–A turbulence model is shown below. The static pressure dis-
tribution on the meridional plane is presented in Fig. 8. It is
obvious that the overall distributions of the static pressure cal-
culated by the two methods are the same. The static pressure
764 L. Chen, J. Chendecreases when the gas passes the passage of the stator and
rotor due to the expansion work from the gas on the turbine
blade. The distribution lines of the static pressure of the tur-
bine are uniform in the radial direction, and it is a clear eche-
lon in the stream wise direction with non-uniform contour
lines between the blade rows, where the gas starts expanding
more greatly due to the rise in the diverging level of the shroud.
The distributions of total pressure at the inlet and the outlet
with S2 surface calculation and 3D simulation are presented in
Fig. 9. There is a little discrepancy in the total pressure at the
hub and shroud section for S2 surface calculation and 3D sim-
ulation. Meanwhile, the total pressure enjoys the same values
at the sections from 20% to 80% span, with the averaged devi-
ation being 0.26%. In addition, the total pressure curves of the
two simulation methods have the same variation tendency at
the outlet. There is a minor change in the total pressure
between 10% and 40% span and the averaged deviation is
1.1%, which means that the results of S2 surface calculation
have a good agreement with those of 3D simulation.
5.2. Validation of the aerodynamic optimization system
The stagger angles of all the blades, the passage geometry and
the stacking line of the stator are changed in the optimization,
while the stacking line of the rotor is frozen due to theFig. 10 Variations of objective function and convergence history
of adjoint equations during optimization. Fig. 11 Distribution of adjoint variable vectors on S2 surface.
Fig. 12 Distribution of dimensionless static pressure of turbine
on S2 surface.
Fig. 13 Distribution of dimensionless total temperature on S2
surface.
Fig. 14 Comparison of passage geometry between the original
design and the optimized design.
Fig. 15 Comparison of blades at hub section, mid-section and
shroud section before and after optimization.
Table 4 Aerodynamic performance before and after
optimization.
Case M (kg/s) p g
Original design 88.76 2.883 0.8875
Optimized design 89.10 2.872 0.8931
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shroud, staggering angles of each blade and stacking line of
the stator respectively. The variations of the objective functionduring the optimization and the convergence history of adjoint
equations during its iteration are presented in Fig. 10.
The distribution of adjoint variable vectors
w1;w2;w3;w4;w5 on the S2 surface is given in Fig. 11.
The partial gradient information of ﬂow variables with
respect to the design variables can be denoted by the adjoint
ﬂow ﬁeld. Due to the cooling air injection, the gradients of
the adjoint variable vector are large at the trailing edge of
the stator and the rotor (especially the area near the shroud),
which indicates that the change of the design variables brings
more variations of ﬂow variables.
The dimensionless static pressure distributions on the S2
surface before and after optimization are shown in Fig. 12.
It is apparent that the distribution of the static pressure of
the high pressure turbine is uniform in the radial direction, and
Fig. 16 Comparison of the contours of the static pressure and the limiting streamlines on the blades before and after optimization.
766 L. Chen, J. Chenit is a clear echelon in the axial direction with only non-
uniform contour lines between the blade rows due to the
diverging passage. There are obvious changes in the passage
after optimization. The radial coordinates of the shroud
decrease greatly, while those of the hub rise between the blade
rows, meaning that the converging level of the passage
becomes stronger. According to the contour lines below, the
static pressure contour lines from the optimized design bend
to the high pressure side near the hub area of the blade, mean-
ing an increase in the velocity of the main gas ﬂow near the
end-wall zone. It can restrain the accumulation of the ﬂuid
with low kinetic energy, resulting in carrying more of the ﬂuid
to the main gas ﬂow and decreasing the secondary ﬂow loss.
The dimensionless total temperature distributions on the S2
surface before and after optimization are shown in Fig. 13.
It can be seen that the total temperature of the stator has
the following distributions: the high temperature zone concen-
trates on the mid-section and the area of the high temperature
decreases obviously compared to that of the high temperature
zone at the inlet, which is caused by the cooing air injection of
different types. The high temperature area at the mid-section
of the rotor decreases as well, with the reduction of the temper-
ature of the ﬁrst stator. The total temperature from the origi-
nal design shows the distribution at the inlet: the temperature
is higher at the mid-section and lower at the end-wall due to
the non-uniform temperature boundary condition, and there
is a large gradient of temperature at the shroud corner. With
the optimized high pressure turbine, the more internal energy
of the gas ﬂow are converted into kinetic energy which makes
the high temperature area at the inlet decrease because of thechanges of the diverging type in the passage, and the large gra-
dient of the temperature is eliminated at the shroud corner to
improve the total temperature distribution and reduce the gra-
dient of the temperature at the end-wall.
The original passage geometry and the optimized one are
shown in Fig. 14, whereas the comparison between the original
blades and the optimized ones of different sections is shown in
Fig. 15. Normally, the design of the high pressure turbine pas-
sage is the ‘‘converging-diverging’’ type which can effectively
restrain the development of the passage vortex and reduce
the secondary ﬂow loss including the loss caused by the cooling
air injection. According to Fig. 14, there are minor changes in
the hub geometry, while there are great variations of the
shroud after optimization. The radial coordinate of the shroud
falls apparently, and the converging level at the stator position
increases with the reduction of the diverging level at the rotor
position, which constrains the development of the boundary
layer of the end-wall and the suction surface of the blade.
The stagger angles and the stacking line of the stator
change obviously after optimization, while there are slight
variations of the stagger angles for the rotor as shown in
Fig. 15. For the stator, the decrease of the stagger angles can
make the outlet ﬂow angle become bigger, so as to reduce
the expansion level of the gas ﬂow in the passage and lower
the blade load whilst matching the mass ﬂow rate. It is beneﬁ-
cial to constrain the development of the boundary layer of the
blade suction surface. Moreover, the stacking line of the stator
bends to the pressure surface direction to form the positive
bowed blade, and the static pressure along the radial direction
is thus redistributed, making the pressure lower at the
Fig. 17 Contours of the Mach number and the streamlines on different spans of the stator before and after optimization.
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static pressure distribution could bring more secondary ﬂow
near the end-wall to the main gas ﬂow and thus reduce the
secondary ﬂow loss.5.3. Three dimension numerical simulation veriﬁcation
As shown in Table 3, the calculation results of 3D simulation
using S–A turbulence model and SST k x turbulence model
are almost the same. Thus, the S–A turbulence model is
adopted to conduct the veriﬁcation in this section.
The aerodynamic performance parameters of the original
design and the optimized one are given in Table 4. As can be
seen from Table 4, the adiabatic efﬁciency g has increased from
0.8875 to 0.8931 and the variation of the pressure ratio p is
0.38%, while the change of the mass ﬂow rate M is 0.38%.
The contours of the static pressure and the limiting stream-
lines on the blade before and after optimization are presented
in Fig. 16. For the original design, there is apparent separation
on the suction surface of both stator and rotor near the end-
wall, and the secondary ﬂow of the rotor is stronger than that
of the stator. A small separation occurs at the inlet of thepressure surface of the rotor, and the ﬂow of the stator pres-
sure surface near the shroud and hub is impacted due to the
cooling air injection. Moreover, the scale of the passage vortex
(the upper and the lower vortex) at the suction surface of the
stator is obviously smaller than that of the rotor because of
the converging type design of the passage for stator.
Meanwhile, the cooling air injection at the end-wall has a large
effect on the ﬂow of the suction surface, which contributes to
the increase of the intensity of the secondary ﬂow loss.
According to the contour of the optimized design, the vari-
ations of the passage and the stacking lines allow the main gas
ﬂow to have more kinetic energy near the end-wall and thus to
constrain the development of the boundary layer and the sec-
ondary ﬂow. The decrease of the stagger angles of the stator
reduces the turning angles of the gas ﬂow in the passage, result-
ing in a higher static pressure of the peak at the suction sur-
face. For the rotor, the reduction of the diverging level of
the passage restrains the growth of the boundary layer at the
end-wall and reduces the intensity of the passage vortex as well
as the mixing loss caused by the cooling air injection, so as to
improve the ﬂow on the pressure surface of the rotor.
The contours of the Mach number and the streamlines on
the 5% span section, 50% span section and the 95% span
Fig. 18 Contours of the Mach number and the streamlines on different spans of the rotor before and after optimization.
768 L. Chen, J. Chensection of the stator before and after optimization are pre-
sented in Fig. 17. According to the original design, the ﬂow
condition at the 5% and the 95% span section is greatly inﬂu-
enced by the passage vortex and the cooling air injection from
the upstream, leading edge and the end-wall within the blade
row. There is apparent separation at the upstream, leading
edge and the blade surface,triggered by the cooling air injec-
tion. The mixing of the cooling air injected from the upstream
end-wall with the main gas ﬂow causes large separation, while
the cooling air injection from the trailing edge has minor
impact on the ﬂow. The ﬂow condition at the 50% span is bet-
ter than that of the end-wall sections with only separation bub-
ble at the leading edge. However, the Mach number of the
50% span is up to 1.3 running through the whole passage
and the supersonic area is large. According to the optimized
design, the mixing of the cooling air injected from the
upstream and the end-wall within the blade row with the main
gas ﬂow is obviously reduced due to the variations of the pas-
sage, stagger angles and the stacking line. In addition, the sep-
aration bubble of the leading edge caused by the cooling air
injection diminishes at the 95% span, while there are slight
changes at the leading edge for the other sections. The maxi-
mum Mach number decreases and the supersonic area reduces
apparently, lowering the shock wave loss.
The contours of the Mach number and the streamlines on
the 5% span, the 50% span and the 95% span of the rotor
before and after optimization are shown in Fig. 18. It can be
seen from the original design that the high intensity passage
vortex makes a poor ﬂow at the 5% span and the 95% span,
and the mixing of the cooling air injected from the upstream
and the leading edge with the main gas ﬂow results in theseparation at the upstream and the leading edge, which con-
tributes to the increase of the secondary ﬂow loss. Moreover,
the cooling air injection at the trailing edge has almost no
inﬂuence on the ﬂow ﬁeld. The Mach number of the 50% span
is up to 1.2 running through the whole passage. According to
the optimized design, the mixing of the cooling air injection
from the upstream and the leading edge with the main gas ﬂow
is reduced due to the new diverging passage, and the separa-
tion bubble at the leading edge near the end-wall diminishes.
The intensity of the passage vortex is decreased as well and
the Mach number at different sections changes slightly com-
pared to that in the original design because of the minor vari-
ations of the stagger angles of the rotor.6. Conclusions
This paper presents an aerodynamic optimization design for
high pressure turbines including the cooling air injection using
the continuous adjoint method based on S2 surface Euler
equation with source terms. From the analysis above, the fol-
lowing conclusion is made:
(1) The aerodynamic optimization design system using the
continuous adjoint method based on the S2 surface is
practicable and effective to optimize the high pressure
turbine with cooling air injection for the case with a large
number of design variables. In the optimization system,
the ﬂow equation and the adjoint equation are solved
independently, and the objective function sensitivities
are then obtained by the mesh perturbations efﬁciently.
Aerodynamic optimization design for high pressure turbines based on the adjoint approach 769(2) The cooling air injections from the leading edge,
upstream position between the blade rows and end-
wall within the blade row have substantial impact on
the main gas ﬂow, causing huge separation near the
leading edge and the blade surface, while the cooling
air injection from the trailing edge has almost no inﬂu-
ence on the ﬂow ﬁeld.
(3) The optimization of the stagger angles, the stacking line
and the passage geometry restrains the growth of the
boundary layer near the end-wall and reduces the inten-
sity of the passage vortex as well as the mixing loss
caused by the cooling air injection. The optimized design
redistributes the static pressure on the blade surface and
improves the state of the attack angles, constraining the
development of the boundary layer at the suction sur-
face and the secondary ﬂow loss drops.
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