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Abstract. In this paper, we are interested in the following singular stochastic differential
equation (SDE)
dXt = b(t, Xt)dt+ dBt, 0 ≤ t ≤ T, X0 = x ∈ R
d,
where the drift coefficient b : [0, T ] × Rd −→ Rd is Borel measurable, possibly unbounded and
has spatial linear growth. The driving noise Bt is a d−dimensional Brownian motion. The
main objective of the paper is to establish the existence and uniqueness of a strong solution
and a Sobolev differentiable stochastic flow for the above SDE. Malliavin differentiability of the
solution is also obtained (cf.[17, 20]). Our results constitute significant extensions to those in
[28, 27, 11, 17, 20] by allowing the drift b to be unbounded. We employ methods from white-
noise analysis and the Malliavin calculus. As application, we prove existence of a unique strong
Malliavin differentiable solution to the following stochastic delay differential equation
dX(t) = b(X(t − r), X(t, 0, (v, η))dt + dB(t), t ≥ 0, (X(0), X0) = (v, η) ∈ R
d × L2([−r, 0],Rd),
with the drift coefficient b : Rd × Rd → Rd is a Borel-measurable function bounded in the first
argument and has linear growth in the second argument.
1. Introduction
The purpose of this paper is twofold: First, it aims at studying existence, uniqueness and
Malliavin regularity of solutions of stochastic differential equations with singular drift coefficients
satisfying linear growth condition. Second, it studies existence of Sobolev differentiable flows for
this class of SDEs. More specifically, we consider the following SDE
dXt = b(t,Xt)dt+ dBt, 0 ≤ t ≤ T, X0 = x ∈ Rd, (1.1)
where the drift coefficient b : [0, T ] × Rd −→ Rd is a Borel measurable function and Bt is a
d−dimensional Brownian motion on a probability space (Ω,F , P ).
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2When the drift coefficient b in (1.1) is globally Lipschitz continuous and of linear growth, it
is known that the SDE (1.1) admits a unique strong solution. However, the Lipschitz continuity
condition is not always satisfied in many interesting SDEs used in practice. Consequently, the
study of SDEs with non-Lipschitz (singular) drift coefficients has received a lot of attention in
recent year.
Assuming that the drift coefficient b is bounded and measurable, Zvonkin [28] proved existence
of a unique strong solution of (1.1) in the one dimensional case. It should be noted that, under
the above condition, the one-dimensional deterministic ordinary differential equation
dXt = b(t,Xt)dt, 0 ≤ t ≤ T, X0 = x ∈ Rd
may not have a unique solution even when one exists. Zvonkin’s result was generalised to the
d-dimensional case by Veretenikov [27]. For other results in this direction, the reader may consult
Gyo¨ngy, Krylov [7] or Gyo¨ngy, Mart´ınez [8], Krylov, Ro¨ckner [11] and Portenko [24]. The proofs
of the latter results are based either on estimates of solutions of parabolic partial differential equa-
tions, the Yamada-Watanabe principle, the Skorohod embedding or a technique due to Portenko
[24].
Recently Meyer-Brandis and Proske [18] developed a new technique for the construction of
strong solutions of SDEs with singular drift coefficients. This method is based on Malliavin calculus
and white noise analysis. Assuming that the drift coefficient in (1.1) is bounded and measurable
and satisfies a certain symmetry condition (see [18, Definition 3]), they showed the existence of a
unique strong solution. The argument in [18] is not based on a pathwise uniqueness argument but
it rather gives a direct construction of a strong solution of the SDE. Menoukeu-Pamen et al [17]
further developed this approach and derived the results obtained in [18] by relaxing the symmetry
condition on the drift coefficient. A striking fact when using this technique is that the strong
solution of the SDE with a bounded and measurable drift coefficient is Malliavin differentiable.
The first objective of this paper is to study existence and uniqueness of the solution of the SDE
(1.1) when the drift coefficient is Borel measurable and satisfies a linear growth condition. This
problem was studied by Engelbert and Schmidt [5] in the one-dimensional time autonomous case.
See also Nilssen [21] for the time dependent case. In this article, we extend the results obtained in
[5, 21] to the multidimensional case assuming that the drift coefficient is time dependent and has
spatial linear growth. This result constitute a notable extension to the unbounded case of existing
results.We develop estimates on the Malliavin derivatives for solutions to the SDE (1.1) when the
drift b is smooth and has linear growth. These estimates are obtained on a time interval that
depends only on the linear growth rate of the dift b and is independent of the initial condition.
A continuation argument together with uniqueness of the solution is then used to show that the
estimates still hold for any finite time horizon. See Lemma 4.1 and Proposition 4.3 (cf. [17,
Lemma 3.5]). Using successive integration by parts, we are able to show that the estimates are
independent of the spatial derivative of the drift coefficient.
The second objective of the paper is to establish spatial Sobolev regularity of the strong solution
of the SDE
Xs,xt = x+
∫ t
s
b(u,Xs,xu )du +Bt −Bs, s, t ∈ R and x ∈ Rd, (1.2)
when the drift coefficient b : [0, 1] × Rd → Rd is a Borel measurable function with spatial linear
growth. More specifically, we obtain a two-parameter stochastic flow for the SDE (1.2) defined by
R× R× Rd ∋ (s, t, x) 7→ φs,t(x) := Xs,xt ∈ Rd
which is pathwise Sobolev differentiable in the spatial variable x. Moreover, each flow map
R
d ∋ x 7→ φs,t(x) ∈ Rd
is a Sobolev diffeomorphism in the sense that
φs,t(x) and φ
−1
s,t (x) ∈ L2(Ω,W 1,p(Rd, p))
for all s, t ∈ R and all p ∈ (0,∞). The symbol W 1,p(Rd, p) stands for the weighted Sobolev
space with the weight function p having exponential of the 2nd moment with respect to Lebesgue
3measure on Rd. The above result is an extension to the case of unbounded drifts of the results in
[20]. Cf. also [12]
As application of our results, we study the following stochastic delay differential equation
dX(t) = b(X(t− r), X(t, 0, (v, η))dt+ dB(t), t ≥ 0, (X(0), X0) = (v, η) ∈ Rd × L2([−r, 0],Rd),
(1.3)
when the drift coefficient b : Rd × Rd → Rd is a Borel-measurable function bounded in the first
argument and has linear growth in the second argument. We prove that there exists a unique
strong Malliavin differentiable solution to the above delay equation.
The paper is organized as follows: In Section 2, we recall some basic definitions and facts
on Malliavin calculus, Gaussian white noise theory and stochastic flows. We also give some
preliminary results in this section. In Section 3, we present the main results of the paper. Section
4 is devoted to the proof of the main results.
2. Preliminary Background
In this section we briefly review some facts from Gaussian white noise analysis, Malliavin
calculus and stochastic dynamical systems. These facts will be used in establishing our results in
the forthcoming sections. We refer the reader to [9, 23, 13] for more information on white noise
theory. For the Malliavin calculus the reader may consult [22, 15, 4]. For stochastic flow theory,
see [12].
2.1. Basic facts of Gaussian white noise theory. In this section, we recall the definition of
the Hida distribution space; See T. Hida et al. [9]. This space plays a crucial role in our proof of
the construction of a unique strong solution for the singular SDE (1.1).
Let us fix a time horizon 0 < T <∞. Consider a positive self-adjoint operator A on L2([0, T ])
with discrete eigenvalues greater that 1.
Denote by S([0, T ]) the standard nuclear countably Hilbertian subspace of (L2([0, T ]), A) con-
structed in [23]. Denote by S ′([0, T ]) its topological dual. Denote by B(S ′([0, T ])) the Borel
σ−algebra of S ′([0, T ]). It follows from the Bochner-Minlos theorem that there exists a unique
probability measure π on B(S ′([0, T ])) such that∫
S′([0,T ])
ei〈ω,φ〉π(dω) = e−
1
2‖φ‖2L2([0,T ])
is valid for all φ ∈ S([0, T ]), where 〈ω, φ〉 is the action of ω ∈ S p([0, T ]) on φ ∈ S([0, T ]). The
d-dimensional white noise probability measure P is defined as the product measure
P =
d×
i=1
π (2.1)
on the measurable space
(Ω,F) :=
(
d∏
i=1
S ′([0, T ]), d⊗
i=1
B(S ′([0, T ]))
)
. (2.2)
For ω = (ω1, . . . , ωd) ∈ (S ′([0, T ]))d and φ = (φ(1), . . . , φ(d)) ∈ (S([0, T ]))d let
e˜(φ, ω) = exp
(
〈ω, φ〉 − 1
2
‖φ‖2L2([0,T ];Rd)
)
,
be the stochastic exponential. Here 〈ω, φ〉 :=∑di=1 〈ωi, φi〉 .
In what follows, denote by
(
(S([0, T ]))d)⊗̂n the n−th complete symmetric tensor product of
(S([0, T ]))d with itself. Since e˜(φ, ω) is holomorphic in φ around zero, there exist generalized
Hermite polynomials Hn(ω) ∈
((
(S([0, T ]))d)⊗̂n)′ satisfying
e˜(φ, ω) =
∑
n≥0
1
n!
〈
Hn(ω), φ
⊗n〉 (2.3)
4for φ in a neighbourhood of zero in (S([0, T ]))d. One can prove that{〈
Hn(ω), φ
(n)
〉
: φ(n) ∈ ((S([0, T ]))d)⊗̂n , n ∈ N0} (2.4)
is a total subset of L2(P ). Moreover, for all n,m ∈ N0, φ(n) ∈
(
(S([0, T ]))d)⊗̂n , ψ(m) ∈(
(S([0, T ]))d)⊗̂m, we have the following orthogonality relation∫
S′
〈
Hn(ω), φ
(n)
〉〈
Hm(ω), ψ
(m)
〉
P (dω) = δn,mn!
(
φ(n), ψ(n)
)
L2([0,T ]n;(Rd)⊗n)
. (2.5)
Let L̂2([0, T ]n; (Rd)⊗n) be the space of square integrable symmetric functions f : [0, t]n → (Rd)⊗n)
with values in (Rd)⊗n. It follows from (2.5) that we can uniquely extend the action 〈Hn(ω), φ(n)〉
of Hn ∈
((
S([0, T ])d
)⊗̂n )′
on φ(n) ∈
(
S([0, T ])d
)⊗̂n
to the action of Hn ∈
((
S([0, T ])d
)⊗̂n )′
on
φ(n) ∈ L̂2([0, T ]n; (Rd)⊗n) for ω a.e and for all n. Denote by In this extension, then In(φ(n)) can be
viewed as n-fold iterated Itoˆ integral of φ(n) ∈ L̂2([0, T ]n; (Rd)⊗n) with respect to a d-dimensional
Wiener process
Bt =
(
B
(1)
t , . . . , B
(d)
t
)
(2.6)
on the white noise probability space
(Ω,F , P ) . (2.7)
Using (2.3) and (2.5), we deduce the Wiener-Itoˆ decomposition of square integrable Brownian
functional that is
L2(P ) =
⊕
n≥0
In(L̂
2([0, T ]n; (Rd)⊗n)). (2.8)
The construction of the Hida stochastic test function and distribution space is based on the
decomposition (2.8). To this end let
Ad := (A, . . . , A) , (2.9)
with A being the self-adjoint operator introduced earlier. It follows from a second quantization
argument that the Hida stochastic test function space (S) can be defined as the space of all
f =
∑
n≥0
〈
Hn(·), φ(n)
〉 ∈ L2(P ) such that
‖f‖20,p :=
∑
n≥0
n!
∥∥∥((Ad)⊗n)p φ(n)∥∥∥2
L2([0,T ]n;(Rd)⊗n)
<∞ (2.10)
for all p ≥ 0. Endowed with the seminorm ‖·‖0,p , p ≥ 0, the space (S) is a nuclear Fre´chet algebra
with respect to multiplication of functions. One sees from (2.3) that
e˜(φ, ω) ∈ (S) (2.11)
for all φ ∈ (S([0, T ]))d.
The Hida stochastic distribution space (S)∗ is the topological dual of (S). Hence we get the
Gel’fand triple
(S) →֒ L2(P ) →֒ (S)∗.
By construction, the Hida distribution space (S)∗ contains the the time derivatives of the d-
dimensional Wiener process Bt i.e.,
W it :=
d
dt
Bit ∈ (S)∗, i = 1, . . . , d. (2.12)
We will also need the definition of the S-transform, see [25]. Let S(Φ) be the S-transform of
Φ ∈ (S)∗ then S(Φ) is defined by the following dual pairing
S(Φ)(φ) := 〈Φ, e˜(φ, ω)〉 (2.13)
5for φ ∈ (SC([0, T ]))d (SC([0, T ]) denotes the complexification of S([0, T ]).) The S−transform is an
injective map from (S)∗ to C i.e., if
S(Φ) = S(Ψ) for Φ,Ψ ∈ (S)∗,
then
Φ = Ψ.
Furthermore,
S(W it )(φ) = φ
i(t), i = 1, . . . , d (2.14)
for φ = (φ(1), . . . , φ(d)) ∈ (SC([0, T ]))d.
Finally, we recall the concept of the Wick-Grassmann product. Let Φ,Ψ ∈ (S)∗ be two distri-
bution then the Wick product Φ ⋄Ψ of Φ and Ψ is the unique element in (S)∗ such that
S(Φ ⋄Ψ)(φ) = S(Φ)(φ)S(Ψ)(φ) (2.15)
for all φ ∈ (SC([0, T ]))d. As an example, we have〈
Hn(ω), φ
(n)
〉
⋄
〈
Hm(ω), ψ
(m)
〉
=
〈
Hn+m(ω), φ
(n)⊗̂ψ(m)
〉
(2.16)
for φ(n) ∈ ((S([0, T ]))d)⊗̂n and ψ(m) ∈ ((S([0, T ]))d)⊗̂m . Using (2.16) and (2.3), we get
e˜(φ, ω) = exp⋄(〈ω, φ〉) (2.17)
for φ ∈ (S([0, T ]))d. Here the Wick exponential exp⋄(X) of an element X ∈ (S)∗ is defined as
exp⋄(X) =
∑
n≥0
1
n!
X⋄n, (2.18)
where X⋄n = X ⋄ . . . ⋄ X, assuming that the sum on the right hand side of (2.18) converges in
(S)∗.
2.2. The Malliavin Derivative. Here we recall the definitions of the Malliavin derivative within
the context of white noise theory. Without loss of generality we assume that d = 1. Let F ∈ L2(P ).
Then using (2.8), there exists a unique sequence φ(n) ∈ L̂2([0, T ]n), n ≥ 1 such that
F =
∑
n≥0
〈
Hn(·), φ(n)
〉
. (2.19)
Suppose that ∑
n≥1
nn!
∥∥∥φ(n)∥∥∥2
L2([0,T ]n)
<∞ (2.20)
and denote by DtF the Malliavin derivative of F in the direction of the Brownian motion. Then
DtF :=
∑
n≥1
n
〈
Hn−1(·), φ(n)(·, t)
〉
. (2.21)
Denote by D1,2 the family of all F ∈ L2(P ) which are Malliavin differentiable. Define the norm
‖·‖1,2 on D1,2 by
‖F‖21,2 := ‖F‖2L2(P ) + ‖D·F‖2L2([0,T ]×Ω,λ×P ) . (2.22)
Endowed with this norm, D1,2 is a Hilbert space and the following chain of continuous inclusions
are satisfied:
(S) →֒ D1,2 →֒ L2(P ) →֒ D−1,2 →֒ (S)∗, (2.23)
where D−1,2 is the dual of D1,2.
62.3. Some basic facts on stochastic flows. In this section we state some basic facts needed to
describe the Sobolev differentiable flow generated by the singular SDE (1.1).
Definition 2.1. The P -preserving (ergodic) Wiener shift θ(t, ·) : Ω 7→ Ω is defined by
θ(t, ω)(s) := ω(t+ s)− ω(t), ω ∈ Ω, t, s ∈ R. (2.24)
Note that the Brownian motion satisfies the following perfect helix property:
Bt1+t2(ω)−Bt1(ω) = Bt2(θ(t1, ω)). (2.25)
The above perfect helix property expresses, in a pathwise manner, the fact that the Brownian
motion B has stationary ergodic increments.
Next, consider the SDE
Xs,xt = x+
∫ t
s
b(u,Xu) du+Bt −Bs, s, t ∈ R and x ∈ Rd, (2.26)
where the drift coefficient b : [0, T ]× Rd −→ Rd is a Borel measurable function satisfying a linear
growth condition. The following definition describes the dynamics of the SDE (2.26):
Definition 2.2. A stochastic flow of homeomorphisms for the SDE (2.26) is a map
φ : R× R× Rd → Rd × Ω
(s, t, x, ω) 7→ φs,t(x, ω)
with a universal set Ω∗ ∈ F of full Wiener measure such that, for all ω ∈ Ω∗, the following
statements hold:
(1) For any x ∈ Rd, the process φs,t(x, ω), s, t ∈ R, is a global strong solution to the SDE
(2.26).
(2) φs,t(x, ω) is continuous in (s, t, x) ∈ R× R× Rd.
(3) φs,t(·, ω) = φu,t(·, ω) ◦ φs,u(·, ω) for all s, u, t ∈ R.
(4) φt,t(x, ω) = x for all x ∈ Rd and t ∈ R.
(5) φs,t(·, ω) : Rd → Rd are homeomorphisms for all s, t ∈ R.
We next define a class of weighted Sobolev spaces. Let p : Rd → (0,∞) be a Borel measurable
function satisfying ∫
Rd
e|x|
2
p(x)dx <∞. (2.27)
Denote by Lp(Rd, p) the Banach space of all Borel measurable functions u = (u1, . . . , ud) : R
d → Rd
satisfying ∫
Rd
|u(x)|pp(x)dx <∞ (2.28)
and equipped with the norm
‖u‖Lp(Rd,p) :=
[ ∫
Rd
|u(x)|pp(x)dx
] 1
p
. (2.29)
Moreover, denote byW 1,p(Rd, p) the space of functions u ∈ Lp(Rd, p) with weak partial derivatives
∇ju ∈ Lp(Rd, p) for j = 1, . . . , d. For each u ∈W 1,p(Rd, p), define its norm ‖u‖1,p,p as follows
‖u‖1,p,p := ‖u‖Lp(Rd,p) +
∑
d
i,j=1‖∇jui‖Lp(Rd,p). (2.30)
Equipped with the norm (2.30), the space W 1,p(Rd, p) is a Banach space.
Definition 2.3. A stochastic flow φs,t(·, ω) of homeomorphisms is said to be Sobolev-differentiable
if for all s, t ∈ R, the maps φs,t(·, ω) and φ−1s,t (·, ω) belong to W 1,p(Rd, p).
7Definition 2.4. Let θ(t, ·) : Ω → Ω be a P -preserving Wiener shift for each t ∈ R. A stochastic
flow is a perfect Sobolev-differentiable cocycle φ0,t(·, θ(t, ·)) if it satisfies the following property
φ0,t1+t2(·, ω) = φ0,t2(·, θ(t1, ω)) ◦ φ0,t1(·, ω) (2.31)
for all ω ∈ Ω and t1, t2 ∈ R.
In the next section, we recall some preliminary facts results which will be useful in the proof of
our main results.
2.4. Preliminary Facts. Our method of constructing the strong solution for the singular SDE
employs the following result which is an extension of the result in [14].
Proposition 2.5. Let T > 0 be sufficiently small. Assume that the drift coefficient b : [0, T ] ×
Rd−→ Rd in (1.1) is Lipschitz continuous and of linear growth. Then the unique strong solution
Xt = (X
1
t , ..., X
d
t ) of (1.1) has the following representation
ϕ
(
t,X it(ω)
)
= EP˜
[
ϕ
(
t, B˜it(ω˜)
)
E⋄T (b)
]
(2.32)
for all ϕ : [0, T ]×R −→ R such that ϕ (t, Bit) ∈ L2(P ) for all 0 ≤ t ≤ T, i = 1, . . . , d,. The symbol
E⋄T (b) stands for
E⋄T (b)(ω, ω˜) := exp⋄
(∑d
j=1
∫ T
0
(
W js (ω) + b
j(s, B˜s(ω˜))
)
dB˜js(ω˜)
− 12
∫ T
0
(
W js (ω) + b
j(s, B˜s(ω˜))
)⋄2
ds
)
. (2.33)(
Ω˜, F˜ , P˜
)
,
(
B˜t
)
t≥0
is a copy of the quadruple (Ω,F , P ) , (Bt)t≥0 in (3.1). Moreover EP˜ denotes
the Pettis integral of random elements Φ : Ω˜ −→ (S)∗ with respect to the measure P˜ . The Wick
product ⋄ in the Wick exponential of (2.33) is taken with respect to P and W jt is the white noise
derivative of Bjt in the Hida space (S)∗ The stochastic integrals
∫ T
0
φ(t, ω˜)dB˜js(ω˜) in (2.33) are
defined for predictable integrands φ with values in the conuclear space (S)∗, and the second integral
in (2.33) is in the sense of Pettis.
Proof. It follows as in [14] using Beneˇs theorem. 
In the following, we denote by Y i,bt the expectation on the right hand side of (2.32) for ϕ(t, x) =
x, that is
Y i,bt := EP˜
[
B˜
(i)
t E⋄T (b)
]
for i = 1, . . . , d. We set
Y bt :=
(
Y 1,bt , . . . , Y
d,b
t
)
. (2.34)
The next result gives an exponential estimate of the square of solution to the SDE (1.1) and
plays a vital part in the proof of our main results.
Lemma 2.6. Let t0 ∈ [0, 1] and Y : Ω → Rd be a Ft0-measurable random variable independent
of the P -augmented filtration generated by the Brownian motion Bt. Let b : [0, 1]× Rd → Rd be a
smooth coefficient with compact support satisfying a global linear growth condition; that is
k := ess sup
{ |b(t, z)|
1 + |z| : t ∈ [0, T ], z ∈ R
d
}
<∞.
Denote by Xt0,Yt the unique strong solution (if it exists) to the SDE (1.1) starting at Y and with
drift coefficient b. Then there exists a positive number δ0 independent of t0 and Y (but may depend
on k) such that
E exp{δ0 sup
t0≤t≤1
|Xn,t0,Yt |2} ≤ C1E exp{C2δ0|Y |2}, (2.35)
where C1, C2 are positive constants independent of Y , but may depend on k. In addition, C1 may
depend on δ0. This expectation is finite provided that the right hand side of (2.35) is finite.
8Proof. Start with the almost sure (a.s.) relation
Xt0,Yt = Y +
∫ t
t0
b(u,Xt0,Yu )du +Bt −Bt0 , t0 ≤ t ≤ 1. (2.36)
Using the above equation, we get the following a.s. estimates using Ho¨lder’s inequality
|Xt0,Yt |2 ≤ 3|Y |2 + 3
∣∣∣ ∫ t
t0
b(u,Xt0,Yu )du
∣∣∣2 + 3|Bt −Bt0 |2
≤ 3|Y |2 + 3
(∫ t
t0
k(1 + |Xt0,Yu |)du
)2
+ 3|Bt − Bt0 |2
≤ 3|Y |2 + 3
(∫ t
t0
k(1 + |Xt0,Yu |)du
)2
+ 3|Bt − Bt0 |2
≤ 3|Y |2 + 6k2(t− t0)2
∫ t
t0
{1 + |Xt0,Yu |2}du+ 3|Bt −Bt0 |2
≤ 3|Y |2 + 6k2(t− t0)3 + 6k2(t− t0)2
∫ t
t0
|Xt0,Yu |2du+ 3|Bt −Bt0 |2. (2.37)
Taking the supremum on both sides and multiplying by δ0, we have
δ0 sup
t0≤t≤1
|Xt0,Yt |2 ≤ 3δ0|Y |2 + 6k2δ0 + 3δ0 sup
t0≤u≤1
|Bu −Bt0 |2 + 6k2
∫ 1
t0
δ0 sup
0≤u≤s
|Xt0,Yu |2ds, a.s.
(2.38)
Applying Gronwall’s lemma to the last inequality, we get
δ0 sup
t0≤t≤1
|Xt0,Yt |2 ≤
[
3δ0|Y |2 + 6k2δ0 + 3δ0 sup
t0≤u≤1
|Bu −Bt0 |2
]
e6k
2
, a.s. (2.39)
Denote C2 := 3e
6k2 . Then from the above inequality, we get
exp{δ0 sup
t0≤t≤1
|Xt0,Yt |2} ≤ exp{2C2δ0k2} · exp{δ0C2|Y |2} · exp{C2δ0 sup
t0≤u≤1
|Bu −Bt0 |2}, a.s.
(2.40)
Taking expectations in the above inequality and using the fact that Y and |Bu−Bt0 |, u ≥ t0, are
independent, we obtain
E exp{δ0 sup
t0≤t≤1
|Xt0,Yt |2} ≤ exp{2C2k2δ0} ·E exp{C2δ0|Y |2} · E exp{C2δ0 sup
t0≤u≤t
|Bu −Bt0 |2}.
(2.41)
The result will follow if we can find δ0 independent of Y and t0 such that
E exp{C2δ0 sup
t0≤u≤1
|Bu −Bt0 |2} <∞. (2.42)
In order prove (2.42), we use the exponential series expansion of the left hand side followed by
Doob’s maximal inequality to obtain the following estimates:
E exp{C2δ0 sup
t0≤u≤1
|Bu − Bt0 |2} ≤1 +
∞∑
n=1
Cn2 δ
n
0
n!
E
[
sup
t0≤u≤t0+(1−t0)
|Bu −Bt0 |2n
]
=1 +
∞∑
n=1
Cn2 δ
n
0
n!
( 2n
2n− 1
)2n (2n)!
2n.n!
(1 − t0)n
≤1 +
∞∑
n=1
Cn2 δ
n
0
n!
( 2n
2n− 1
)2n (2n)!
2n.n!
.
9Apply the ratio test to the above series
∞∑
n=1
an, where an :=
Cn2 δ
n
0
n!
( 2n
2n− 1
)2n (2n)!
2n.n!
, n ≥ 1 to get
lim
n→∞
an+1
an
= lim
n→∞
Cn+12 δ
n+1
0 [2(n+ 1)]!
(n+ 1)!2(n+1)(n+ 1)!
n!2nn!
Cn2 δ
n
0 (2n)!
(
2(n+ 1)
2(n+ 1)− 1
)2(n+1)( 2n
2n− 1
)−2n
= lim
n→∞
Cn+12 δ
1+n
0 [2(n+ 1)]!
(n+ 1)!2(n+1)(n+ 1)!
n!2nn!
Cn2 δ
n
0 (2n)!
= lim
n→∞
C2δ0
2
(2n+ 2)(2n+ 1)
(n+ 1)2
= 2C2δ0.
(2.43)
By the ration test, it follows that the series
∞∑
n=1
an converges for δ0 <
1
2C2
(e.g. for δ0 :=
1
12C2
).
With this choice of δ0, take
C1 := exp{2C2k2δ0} ·E exp{C2δ0 sup
t0≤u≤1
|Bu −Bt0 |2} <∞. (2.44)
Therefore (2.41) gives
E exp{δ0 sup
t0≤t≤1
|Xn,t0,Yt |2} ≤ C1EeC2δ0|Y |
2
. (2.45)
Note that C1, C2 and δ0 are independent of Y and t0 (but may depend on k). Thus the claim
(2.35) holds for the above choice of δ0. 
Remark 2.7. Note that for Y deterministic, the above expectation is finite. If Y is for example
independent drifted Brownian motion, the above expression is also finite given the choice of δ0.
3. Statements of the Main Results
3.1. Existence and uniqueness of the strong solution. Let Bt be a d-dimensional Brownian
motion with respect to the stochastic basis
(Ω,F , P ) , {Ft} ,0≤t≤T (3.1)
with {Ft}0≤t≤T the P−augmented filtration generated by Bt. In this section, we will extend the
results in [18] to cover singular drifts with linear growth. In particular, we establish the existence
and uniqueness of a strong solution of the singular SDE
dXt = b(t,Xt)dt+ dBt, 0 ≤ t ≤ 1, X0 = x ∈ Rd , (3.2)
where the drift coefficient b : [0, T ]× Rd −→ Rd is a Borel measurable function which has linear
growth; that is
k := ess sup
{ |b(t, z)|
1 + |z| : t ∈ [0, T ], z ∈ R
d
}
<∞. (3.3)
One of the main results of our article is the following:
Theorem 3.1. Suppose that the drift coefficient b : [0, T ] × Rd → Rd in the SDE (3.2) is a
Borel-measurable function such that k := ess sup
{ |b(t, z)|
1 + |z| : t ∈ [0, T ], z ∈ R
d
}
< ∞. Then there
exists a unique global strong solution X to the SDE (3.2) adapted to the filtration {Ft}0≤t≤T .
Furthermore, the solution Xt is Malliavin differentiable for all 0 ≤ t ≤ T .
Remark 3.2. In the one dimensional autonomous case, existence and uniqueness for the solution
of (3.2) was first obtain by Engelbert and Schmidt [5]. Malliavin differentiability of the solution in
the one dimensional case was obtained by Nilssen in [21] for small time intervals. Thus Theorem
3.1 extends the above results to the multidimensional case on any time horizon.
Theorem 3.1 can further be generalized to cover a class of non-degenerate d−dimensional Itoˆ-
diffusions as follows:
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Theorem 3.3. Consider the autonomous Rd−valued SDE
dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x ∈ Rd, 0 ≤ t ≤ T, (3.4)
where the coefficients b : Rd −→ Rd and σ : Rd −→ Rd× Rdare Borel measurable. Suppose that
there exists a bijection Λ : Rd −→ Rd, which is twice continuously differentiable and satisfies the
following requirements. Let Λx : R
d −→ L (Rd,Rd) and Λxx : Rd −→ L (Rd × Rd,Rd) be the
corresponding derivatives of Λ and assume that
Λx(y)σ(y) = idRd for y a.e.
and
Λ−1 is Lipschitz continuous.
Suppose that the function b∗ : Rd −→ Rd given by
b∗(x) := Λx
(
Λ−1 (x)
) [
b(Λ−1 (x))
]
+
1
2
Λxx
(
Λ−1 (x)
) [ d∑
i=1
σ(Λ−1 (x)) [ei] ,
d∑
i=1
σ(Λ−1 (x)) [ei]
]
satisfies the conditions of Theorem 3.1, where ei, i = 1, . . . , d, is a basis of R
d. Then the SDE (3.4)
has a stochastic flow φs,t ∈ L2(Ω,W 1,p) for all p > 1. Furthermore, each map φs,t : Ω→W 1,p is
Malliavin differentiable.
Proof. The proof can be directly obtained from Itoˆ’s Lemma. See [18]. 
3.2. Existence of a Sobolev differentiable stochastic flow. In this section, we aim at showing
existence of a Sobolev differentiable stochastic flow for the following d-dimensional SDE
Xs,xt = x+
∫ t
s
b(u,Xu)du+Bt −Bs, s, t ∈ R and x ∈ Rd (3.5)
where the drift coefficient b : [0, T ] × Rd → Rd is a measurable function satisfying ‖b˜‖∞ < ∞,
where b˜(t, z) :=
b(t, z)
1 + |z| , t ∈ [0, T ], z ∈ R
d.
By Theorem 3.1, the SDE (3.5) has a unique strong solution which we will denote by Xs,x· .
The following theorem gives the existence of a Sobolev differentiable flow for the SDE (3.5), and
is the main result of this section.
Theorem 3.4. Assume that the drift coefficient b in the SDE (3.5) is Borel-measurable and
has linear growth. Then the SDE (3.5) has a Sobolev differentiable stochastic flow φt,s : R
d →
Rd, s, t ∈ R; that is
(1) φt,s(·) and φ−1t,s (·) ∈ L2(Ω,W 1,p(Rd; p)) for all s, t ∈ R and p ∈ (1,∞);
(2) φt,u(·, ω) = φt,s(·, ω) ◦ φs,u(·, ω), for a.a. ω ∈ Ω and t ≤ s ≤ u;
(3) φt,t(·, ω) = idRd , for a.a. ω ∈ Ω and all t ∈ R.
We also have the following cocycle property in the autonomous case.
Corollary 3.5. Consider the autonomous SDE
Xs,xt = x+
∫ t
s
b(Xs,xu )du+ Bt −Bs, s, t ∈ R, x ∈ Rd, (3.6)
where b : Rd → Rd is Borel measurable and has linear growth. Then the stochastic flow of the
SDE (3.6) has a version which generates a perfect Sobolev-differentiable cocycle (φ0,t, θ(t, ·)) where
θ(t, ·) : Ω → Ω is the P -preserving Wiener shift. More specifically, the following perfect cocycle
property holds for all ω ∈ Ω and all t1, t2 ∈ R
φ0,t1+t2(·, ω) = φ0,t2(·, θ(t, ω)) ◦ φ0,t1(·, ω). (3.7)
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Remark 3.6. Similar results were proved in [20], assuming that the drift coefficient b is measurable
and globally bounded. Considering unbounded drift coefficients, Nilssen in [21] proves similar result
in one dimension and only for small time interval. Note however that the technique, based on the
Itoˆ’s-Tanaka formula used in [21], cannot be applied here since the local time for multidimensional
Brownian is not defined.
Theorem 3.7. Consider the autonomous d-dimensional SDE
dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x ∈ Rd, 0 ≤ t ≤ T, (3.8)
where the coefficients b : Rd −→ Rd and σ : Rd −→ Rd× Rd are Borel measurable. Assume that
σ(x) has an inverse σ−1(x) for all x ∈ Rd. Moreover, suppose that σ−1 : Rd → Rd × Rd is in
C1(Rd) and
∂
∂xk
σ−1lj =
∂
∂xj
σ−1lk
for all l, k, j = 1, . . . , d. Furthermore, suppose that the function Λ : Rd → Rd defined by
Λ(x) :=
∫ 1
0
σ−1(tx) · xdt
has a Lipschitz continuous inverse Λ−1 : Rd → Rd. Suppose Λ is C2 with derivatives DΛ : Rd →
L(Rd,Rd) and D2Λ : Rd → L(Rd × Rd,Rd). Suppose that the function b∗ : Rd −→ Rd given by
b∗(x) := DΛ
(
Λ−1 (x)
) [
b(Λ−1 (x))
]
+
1
2
D2Λ
(
Λ−1 (x)
) [ d∑
i=1
σ(Λ−1 (x)) [ei] ,
d∑
i=1
σ(Λ−1 (x)) [ei]
]
satisfies the conditions of Theorem 3.4, where ei, i = 1, . . . , d, is a basis of R
d. Then there exists
a stochastic flow (s, t, x) 7→ φs,t(x) of the SDE (3.8) such that
φs,t(x) ∈ L2(Ω,W p(Rd, p))
for all 0 ≤ s ≤ t ≤ 1 and for all p > 1.
Proof. The proof can be directly obtained from Itoˆ’s Lemma. See [20]. 
Need conditions on Λ and b such that b∗ has linear growwth.
We also have the following proposition which is essential for the proof of Theorem 3.4.
Proposition 3.8. Let b : R × Rd → Rd be measurable and and has linear growth. Le U be an
open a bounded subset of Rd. Then for each t ∈ R and p > 1 we have
X ·t ∈ L2(Ω;W 1,p(U)).
4. Proofs of the Main Results
4.1. Proof of existence and uniqueness of the strong solution. We first prove Theorem 3.1
on a small time interval [0, t1]. Since t1 is necessarily independent of the initial point, the result
will then follow by a continuation argument on successive intervals of length t1 (using random
non-anticipative initial conditions and Lemma 2.6).
The proof of Theorem 3.1 is performed in two steps. In first step, we consider a sequence
bn : [0, t1]×Rd → Rd, n ≥ 1 of smooth coefficients with compact support satisfying a global linear
growth condition and converging a.e. to b. Using the relative compactness criteria (Corollary
A.3), we prove that for each 0 ≤ t ≤ t1 the sequence of corresponding strong solutions Xnt = Y bnt ,
n ≥ 1, of the SDEs
dXnt = bn(t,X
n
t )dt+ dBt, 0 ≤ t ≤ t1, Xn0 = x ∈ Rd, n ≥ 1, (4.1)
is relatively compact in L2(P ;Rd).
In the second step of the argument, we show that for a measurable drift coefficient b satisfying
linear growth condition, the solution Y bt , 0 ≤ t ≤ t1, of (3.2) is a generalized process in the Hida
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distribution space. Then using the S-transform (2.13), we show that for a sequence {bn}∞n=1 of a.e.
compactly supported smooth coefficients approximating b and satisfying a uniform global linear
growth condition, there exists a convergent subsequence of the corresponding strong solutions
Xnj ,t = Y
bnj
t satisfying
Y
bnj
t → Y bt in L2(P,Rd)
for 0 ≤ t ≤ t1. We then check that the limiting process Y bt is a strong solution of the SDE (3.2),
using a transformation property for Y bt .
The following lemma is an essential part of the first step of our procedure.
Lemma 4.1. In the SDE (3.2), let b : [0, t1] × Rd → Rd be a smooth function with compact
support. Then the corresponding strong solution X of (3.2) satisfies
E
[|DtXs −Dt′Xs|2] ≤ Cd( ess sup(u,z)∈[0,t1]×Rd |b(u, z)|1 + |z| )|t− t′|α
for 0 ≤ t′ ≤ t ≤ t1, α = α(s) > 0 with t1 small and
sup
0≤t≤t1
E
[|DtXs|2] ≤ Cd( ess sup(u,z)∈[0,t1]×Rd |b(u, z)|1 + |z| ),
where Cd,t1 : [0,∞)→ [0,∞) is an increasing, continuous function, | · | a matrix-norm on Rd×d.
Combination of Lemma 4.1 and Corollary A.3 yields the following result
Corollary 4.2. Let bn : [0, t1] × Rd → Rd, n ≥ 1, be a sequence of smooth coefficients with
compact support and with supn≥1 ess sup(u,z)∈[0,t1]×Rd
|bn(u,z)|
1+|z| < ∞ Then for each 0 ≤ t ≤ t1 the
sequence of corresponding strong solutions Xn,t = Y
bn
t , n ≥ 1, is relatively compact in L2(P ;Rd).
The following crucial estimate which generalises those in [3, 17] and plays an important role in
deriving our results:
Proposition 4.3. Let B be a d-dimensional Brownian motion starting from the origin and
b1, . . . , bn be compactly supported continuously differentiable functions bi : [0, 1] × Rd → R for
i = 1, 2, . . . n. Let αi ∈ {0, 1}d be a multiindex such that |αi| = 1 for i = 1, 2, . . . , n. Then there
exists a universal constant C (independent of {bi}, n, and {αi}) such that∣∣∣∣∣E
[∫
t0<t1<···<tn<t
(
n∏
i=1
Dαibi(ti, B(ti))
)
dt1 . . . dtn
]∣∣∣∣∣ ≤ Cn
∏n
i=1 ‖b˜i‖∞(t− t0)n/2
Γ(n2 + 1)
, (4.2)
where Γ is the Gamma-function and b˜(t, z) := b(t,z)1+|z| , (t, z) ∈ [0, 1]×Rd satisfies ‖b˜(t, z)‖ ≤ 1. Here
Dαi denotes the partial derivative with respect to the jth space variable, where j is the position of
the 1 in αi.
Proof. See Appendix B

We are now ready to give the proof of Lemma 4.1.
Proof of Lemma 4.1. The chain-rule for the Malliavin derivatives (see [22]) yields
DtXs = Id +
∫ s
t
b′(u,Xu)DtXudu, (4.3)
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P -a.e., for all t ≤ s ≤ t1. Here Id is the d × d identity matrix and b′ =
(
∂
∂xi
b(j)(t, x)
)
1≤i,j≤d
is
the spatial Jacobian derivative of b. Then, we get for t1 ≥ s ≥ t ≥ t′,
Dt′Xs −DtXs =
∫ s
t′
b′(u,Xu)Dt′Xudu−
∫ s
t
b′(u,Xu)DtXudu
=
∫ t
t′
b′(u,Xu)Dt′Xudu+
∫ s
t
b′(u,Xu) (Dt′Xu −DtXu) du
= Dt′Xt − Id +
∫ s
t
b′(u,Xu) (Dt′Xu −DtXu) du. (4.4)
Iterating (4.4) leads to
Dt′Xs −DtXs
=
(
Id +
∞∑
n=1
∫
t<s1<···<sn<s
b′(s1, Xs1) : · · · : b′(sn, Xsn)ds1 . . . dsn
)(
Dt′Xt − Id
)
(4.5)
in L2(P ), where “:” denotes matrix multiplication. On the other hand we also have that
Dt′Xt − Id =
∞∑
n=1
∫
t′<s1<···<sn<t
b′(s1, Xs1) : · · · : b′(sn, Xsn)ds1 . . . dsn . (4.6)
Let | · | be the maximum norm on Rd×d. Applying Girsanov’s theorem, Ho¨lder’s inequality and
the Beneˇs condition in relation to (4.5) and (4.6), we get
E
[
|Dt′Xs −DtXs|2
]
=E
[∣∣∣(Id + ∞∑
n=1
∫
t<s1<···<sn<s
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
)
×
( ∞∑
n=1
∫
t′<s1<···<sn<t
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
)∣∣∣2
× exp
( d∑
j=1
∫ t1
0
b(j)(u,Bu)dB
(j)
u −
d∑
j=1
∫ t1
0
(b(j)(u,Bu))
2du+
1
2
d∑
j=1
∫ t1
0
(b(j)(u,Bu))
2du
)]
≤E
[
exp
(
2
d∑
j=1
∫ t1
0
(b(j)(u,Bu))
2du
)] 1
4 × E
[
exp
(
2
d∑
j=1
∫ t1
0
b(j)(u,Bu)dB
(j)
u − 2
d∑
j=1
∫ t1
0
(b(j)(u,Bu))
2du
)] 1
2
×
∥∥∥Id + ∞∑
n=1
∫
t<s1<···<sn<s
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn
∥∥∥2
L16(P ;Rd×d)
×
∥∥∥ ∞∑
n=1
∫
t′<s1<···<sn<t
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . .dsn
∥∥∥2
L16(P ;Rd×d)
. (4.7)
The term E
[
exp
(
2
∑d
j=1
∫ t1
0
b(j)(u,Bu)dB
(j)
u − 2
∑d
j=1
∫ t1
0
(b(j)(u,Bu))
2du
)]
is equal to one,
by Beneˇs theorem applied to the martingale 2
∑d
j=1
∫ t1
0
b(j)(u,Bu)dB
(j)
u . In addition, the term
E
[
exp
(
2
∑d
j=1
∫ t1
0
(b(j)(u,Bu))
2du
)]
is also finite for small t1 (see for example proof of Lemma
4.4). Hence, there is a positive constant Ct1 such that for all t
′ ≤ t ≤ s ≤ t1, we have
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E
[
|Dt′Xs −DtXs|2
]
≤Ct1
∥∥∥Id + ∞∑
n=1
∫
t<s1<···<sn<s
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . .dsn
∥∥∥2
L16(P ;Rd×d)
×
∥∥∥ ∞∑
n=1
∫
t′<s1<···<sn<t
b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . .dsn
∥∥∥2
L16(P ;Rd×d)
≤Ct1
(
1 +
∞∑
n=1
d∑
i,j=1
d∑
l1,...ln−1=1
∥∥∥ ∫
t<s1<···<sn<s
∂
∂xl1
b(i)(s1, Bs1)
∂
∂xl2
b(l1)(s2, Bs2) . . .
. . .
∂
∂xj
b(ln−1)(sn, Bsn)ds1 . . .dsn
∥∥∥
L16(P ;R)
)2
×
( ∞∑
n=1
d∑
i,j=1
d∑
l1,...ln−1=1
∥∥∥ ∫
t′<s1<···<sn<t
∂
∂xl1
b(i)(s1, Bs1)
∂
∂xl2
b(l1)(s2, Bs2) . . .
. . .
∂
∂xj
b(ln−1)(sn, Bsn)ds1 . . .dsn
∥∥∥
L16(P ;R)
)2
. (4.8)
Consider the following the expression
A :=
∫
t′<s1<···<sn<t
∂
∂xl1
b(i)(s1, Bs1)
∂
∂xl2
b(l1)(s2, Bs2) . . .
∂
∂xln
b(ln)(sn, Bsn)ds1 . . . dsn. (4.9)
It follows from repeated use of (deterministic) integration by parts that A2 is equal to a sum of
at most 22n summands of the form∫
t′<s1<···<s2n<t
g1(s1) . . . g2n(s2n)ds1 . . .ds2n , (4.10)
where gl ∈
{
∂
∂xj
b(i)(·, B·) : 1 ≤ i, j ≤ d
}
, l = 1, 2 . . .2n. Since A4 = A2A2, then by a similar
argument there are at most 28n such summands (of length 4n). Applying the same concept to
A16, one gets that it can be represented as a sum of at most 2128n terms of the form (4.10) with
length 16n.
Using this fact and Proposition 4.3 we obtain∥∥∥∥∫
t′<s1<···<sn<t
∂
∂xl1
b(i)(s1, Bs1)
∂
∂xl2
b(l1)(s2, Bs2) . . .
∂
∂xj
b(ln−1)(sn, Bsn)ds1 . . . dsn
∥∥∥∥
L16(µ;R)
≤
(
2128nC16n‖b˜‖16n∞ |t− t′|8n
Γ(8n+ 1)
)1/16
≤2
8nCn‖b˜‖n∞|t− t′|n/2
(8n!)1/16
. (4.11)
Combining (4.8) and (4.11) we get
E
[|DtXs −Dt′Xs|2] ≤ Ct1
(
1 +
∞∑
n=1
dn+228nCn‖b˜‖n∞|t− s|n/2
(8n!)1/16
)2
×
( ∞∑
n=1
dn+228nCn‖b˜‖n∞|t− t′|(n−1)/2
(4n!)1/16
)2
|t− t′|
≤ Cd,t1(‖b˜‖∞)|t− t′|
for t′ ≤ t ≤ s ≤ t1 and a function Cd,t1 as claimed in the theorem.
Similarly, we get the estimate for sup0≤t≤sE[|DtXs|2]. This completes the proof of Lemma
4.1. 
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The next step based on White-noise analysis will be used to identify the process Y b defined by
(2.34) as the Malliavin differentiable solution to (3.2). Assume that b is Borel measurable function
satisfying the linear growth condition. We first show that Y bt is a well-defined element in the
Hida distribution space (S)∗, 0 ≤ t ≤ t1. Then we show that for a.e. approximating sequence
of smooth coefficients bn with compact support and satisfying a uniform linear growth condition,
a subsequence of the corresponding strong solutions Xnj ,t = Y
bnj
t , satisfies Y
bnj
t → Y bt in L2(P )
for 0 ≤ t ≤ 1. Finally, we identify Y bt as a strong solution to (3.2) by applying a transformation
property for Y bt .
Lemma 4.4. Assume that the sequence {bn}∞n=1 satisfies conditions of Corollary 4.2. Then the
expectation E
[{
512 exp
(
1
2
∫ t1
0
|bn(u,Bu)|2du
)}]
is finite for a small time t1 independent of n.
Proof.
E
[{
exp
(
512
∫ T
0
|bn(u,Bu)|2du
)}]
≤E
[
exp
(
512
∫ T
0
k2(1 + |Bu|2)du
)]
≤ exp
(
512k2T
)
× E
[
exp
(
512k2T max
0≤u≤T
|Bu|2
)]
.
The process |Bu|2 is a non negative submartingale. Using the Doob’s martingale inequality and
the exponential expansion, one can show as in the proof of Lemma 2.6 that for t1 ≤ 132√2k2 the
expectation is finite.

From now on, we assume that t1 ≤ 132√2k2 . The next lemma gives a condition under which the
process Y bt belongs to the Hida distribution space.
Lemma 4.5. Suppose that the drift b : [0, t1] × Rd−→ Rd is Borel measurable and satisfies the
linear growth condition (3.3). Then the coordinates of the process Y bt defined in (2.34), by
Y i,bt := EP˜
[
B˜
(i)
t E⋄t1(b)
]
, (4.12)
belong to the Hida distribution space.
Proof. Since t1 ≤ 132√2k2 , using the same argument as in the proof of Lemma 4.4, the result follows
in a similar way as in [18, Lemma 11]. 
Lemma 4.6. Let bn : [0, t1]× Rd−→ Rd be a sequence of Borel measurable functions with b0 = b
and satisfying supn≥1 ess sup(u,z)∈[0,t1]×Rd
|bn(u,z)|
1+|z| <∞. Then the following estimate holds∣∣∣S(Y i,bnt − Y i,bt )(φ)∣∣∣ ≤ C · E[Jn] 12 · exp(34 ∫ t1
0
|φ(s)|2ds), t ∈ [0, T ]
for all φ ∈ (SC([0, t1]))d, i = 1, . . . , d, where Jn is given by
Jn :=
d∑
j=1
(
2
∫ t1
0
(
b(j)n (u,Bu)− b(j)(u,Bu)
)2
du
+
(∫ t1
0
∣∣∣(b(j)n (u,Bu))2 − (b(j)(u,Bu))2∣∣∣ du)2
)
, n ≥ 1. (4.13)
More specifically, if bn approximates b in the following sense
E[Jn]→ 0 as n→∞, (4.14)
then
Y bnt → Y bt in (S)∗ as n→∞
for all 0 ≤ t ≤ t1, i = 1, . . . , d.
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Proof. The proof follows in a similar way as in [18, Lemma 11] and the conclusion follows since t1
is sufficiently small, using the same reasoning as in the proof of Lemma 4.4. 
Lemma 4.7. Let bn : [0, t1] × Rd−→Rd be a sequence of Borel-measurable, smooth functions
with compact support such that lim
n→∞ ess sup(t,z)∈[0,T ]×Rd
|bn(t,z)|
1+|z| <∞ which approximates a Borel-
measurable, coefficient b : [0, T ] × Rd−→Rd (satisfying ess sup(t,z)∈[0,T ]×Rd |b(t,z)|1+|z| < ∞). Then
there exists a subsequence of the corresponding strong solutions Xnj ,t = Y
bnj
t , j = 1, 2, . . . , such
that
Y
bnj
t −→ Y bt , 0 ≤ t ≤ t1,
in L2(µ) as j →∞. In particular, Y bt ∈ L2(P ) for 0 ≤ t ≤ t1.
Proof. Corollary 4.2 guarantees existence of a subsequence Y
bnj
t , j = 1, 2..., converging in L
2(P ).
Hence, using the uniform linear growth property of the bn’s, it follows by the dominated conver-
gence theorem that E[Jnj ] → 0 in (4.14), and hence Y
bnj
t → Y bt in (S)∗. Therefore, it follows by
the uniqueness of the limit that Y
bnj
t → Y bt in L2(P ) for all t ∈ [0, t1]. 
Lemma 4.8. Assume that b : [0, t1] × Rd−→ Rd is Borel-measurable and satisfies
ess sup(t,z)∈[0,T ]×Rd
|b(t,z)|
1+|z| <∞. Then
ϕ(i)
(
t, Y bt
)
= EP˜
[
ϕ(i)
(
t, B˜t
)
E⋄t1(b)
]
, a.e. (4.15)
for all 0 ≤ t ≤ t1, i = 1, . . . , d and ϕ = (ϕ(1), . . . , ϕ(d)) such that ϕ(Bt) ∈ L2(P ;Rd).
Proof. Assuming that t1 is small, the proof follows in a similar way as in [26, Lemma 16]. 
We now turn out to the proof of Theorem 3.1. We first prove the result for a particular T ≤ t1
Proof of Theorem 3.1.
Case 1: We assume first that T = δ0
64
√
2k2
≤ t1, where δ0 is given in Lemma 2.6. We will
use (4.15) of Lemma 4.8 to verify that Y bt is a unique strong solution of the SDE (3.2). Set∫ t
0
ϕ(s, ω)dBs :=
∑d
j=1
∫ t
0
ϕ(j)(s, ω)dB
(j)
s and x = 0. Suppose the sequence {bn}∞n=1 satisfies the
conditions of Lemma 4.7. We first show that Y b· has a continuous modification. Since each Y
bn
t is
a strong solution of the SDE (3.2) with b = bn, we obtain, from Girsanov’s theorem (using Beneˇs
condition [1]) and our assumptions, that
EP
[(
Y i,bnt − Y i,bnu
)4]
=EP˜
[(
B˜
(i)
t − B˜(i)u
)4
E
(∫ T
0
bn(s, B˜s)dB˜s
)]
≤C · |t− u|2
for all 0 ≤ u, t ≤ T , n ≥ 1, i = 1, . . . , d. Although the sequence
{
E
(∫ T
0
bn(s, B˜s)dB˜s
)}
n≥1
may
not be bounded in L2(P˜ ,Rd) for all T > 0, we can still get an upper bound when T = δ0
64
√
2k2
≤ t1
(as in (4.7)), using the supermartingale property of the Dole´ans-Dade exponential and the proof
of Lemma 4.4.
From Lemma 4.7, we have that
Y
bnj
t −→ Y bt in L2(P ;Rd), 0 ≤ t ≤ T,
for a subsequence of {Y bnt }∞n=1 and hence almost sure convergence holds for a further subsequence,
0 ≤ t ≤ T . Therefore Fatou’s Lemma yields
EP
[(
Y i,bt − Y i,bu
)4]
≤ C · |t− u|2 (4.16)
for all 0 ≤ u, t ≤ T , i = 1, . . . , d. Thus Y bt has a continuous modification from the Kolmogorov’s
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Now B˜t is a weak solution of (3.2) with respect to the measure dP
∗ =
E
(∫ T
0
(
b(s, B˜s) + φ(s)
)
dB˜s
)
dP when the drift coefficient b(s, x) is replaced by b(s, x) + φ(s).
Thus we get
S(Y i,bt )(φ) = EP˜
[
B˜
(i)
t E
( ∫ T
0
(
b(s, B˜s) + φ(s)
)
dB˜s
)]
= EP∗
[
B˜
(i)
t
]
= EP∗
[ ∫ t
0
(
b(i)(s, B˜s) + φ
(i)(s)
)
ds
]
=
∫ t
0
EP˜
[
b(i)(s, B˜s)E
( ∫ T
0
(
b(u, B˜u) + φ(u)
)
dB˜u
)]
ds+ S
(
B
(i)
t
)
(φ)
for i = 1, 2, . . . , d. Applying the transformation property (4.15) to b, we get
S(Y i,bt )(φ) = S
(∫ t
0
b(i)(u, Y i,bu )du
)
(φ) + S(B
(i)
t )(φ), i = 1, 2, . . . , d.
Since S is injective, we get
Y bt =
∫ t
0
b(s, Y bs )ds+Bt .
The Malliavin differentiability of Y bt follows from the fact that
sup
n≥1
∥∥∥Y i,bnt ∥∥∥
1,2
≤M <∞
for all i = 1, . . . , d and 0 ≤ t ≤ T. See e.g. [22].
On the other hand, using Beneˇs condition, we can apply Girsanov’s theorem to any other strong
solution. Then the proof of Proposition 2.5 (see e.g. [26, Proposition 1]) implies that any other
solution must be equal to Y bt .
The result is given for T = δ0
64
√
2k2
independent of the initial condition. We will use induction
and a continuation method with random non-anticipative initial conditions to iterate the above
argument on successive intervals of lengths δ0
64
√
2k2
and show that the result is valid for all 0 ≤
T ≤ 1.
Case 2: We prove by induction that the unique solution to is Malliavin differentiable. Since
there exist a unique strong solution to (3.2) in small time interval, combination of Gronwall Lemma
and linear growth condition guarantee non explosion of the unique strong solution. The result will
follow if we show that its Malliavin derivative is finite in the L2(P ) norm. We will prove this by
induction.
Choose once more δ0 as in Lemma 2.6 and set τ :=
δ0
64
√
2k2
, si = iτ, xi := X
n,0,x
si ,
∂
∂xi
Xn,si,xisi+1 :=
∂
∂xX
n,si,x
si+1
∣∣∣∣
x=xi
, i ≥ 1. For 0 ≤ t ≤ s1, the result is true. Assume that there exists a Malliavin
differentiable solution {Xt, 0 ≤ t ≤ sm}. Set t such that sm ≤ t < sm+1.
Let Xnt , n ≥ 1 be the approximating sequence defined by (4.1) and let start with the almost
sure (a.s.) relation
Xnt = X
n
sm +
∫ t
sm
bn(u,X
n
u )du+Bt −Bsm , sm ≤ t ≤ sm+1.
Using once more the chain-rule for the Malliavin derivatives, it follows that
DsX
n
t =
{
DsX
n
sm +
∫ t
sm
b′n(u,Xu)DsX
n
udu if s ≤ sm
Id +
∫ t
s b
′
n(u,Xu)DsX
n
udu if s > sm
(4.17)
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P -a.e., for all 0 ≤ s ≤ t, that is
DsX
n
t =
{ (
Id +
∑∞
q=1
∫
sm<u1<···<uq<t b
′
n(u1, X
n
u1) : · · · : b′n(uq, Xnuq )du1 . . .dun
)
DsX
n
sm if s ≤ sm
Id +
∑∞
q=1
∫
s<u1<···<uq<t b
′
n(u1, X
n
u1) : · · · : b′n(uq, Xnuq )du1 . . . duq if s > sm
(4.18)
P -a.e., for all 0 ≤ s ≤ t. We only consider the first term in (4.18).
E
[
|DsXnt |2
]
=E
[
E
[∣∣∣(Id + ∞∑
q=1
∫
sm<u1<···<un<t
b′n(u1, X
n
u1) : · · · : b′n(uq, Xnuq )du1 . . .dun
)
DsX
n
sm
∣∣∣2∣∣∣Fsm]]
=E
[
E
[∣∣∣(Id + ∞∑
q=1
∫
sm<u1<···<un<t
b′n(u1, X
n
u1) : · · · : b′n(uq, Xnuq )du1 . . .duq
)∣∣∣2∣∣∣Fsm]∣∣∣DsXnsm ∣∣∣2]
≤C1E
[(
1 +
∞∑
q=1
d∑
i,j=1
d∑
l1,...,lq−1=1
∥∥∥ ∫
sm<u1<...<uq<t
∂
∂xl1
b(i)n (u1, Xsm +Bu1)
∂
∂xl2
b(l1)n (u2, Xsm +Bu2) : . . .
. . . :
∂
∂xj
b(lq−1)n (uq, Xsm +Buq )du1 . . . duq
∥∥∥
L16(P,Rd,Fsm)
)2
× exp
(
12k2τ(1 + |Xsm |2)
)∣∣∣DsXnsm∣∣∣2].
The last inequality follows from Girsanov transform and Ho¨lder inequality. One can show as
in Proposition 4.11 (see also (4.29)) that there exist a positive constant and an increasing and
continuous function Cp : [0,∞)→ [0,∞) such that(
1 +
∞∑
q=1
d∑
i,j=1
d∑
l1,...,ln−1=1
∥∥∥ ∫
sm<u1<...<uq<t
∂
∂xl1
b(i)n (u1, Xsm +Bu1)
∂
∂xl2
b(l1)(u2, Xsm +Bu2) : . . .
. . . :
∂
∂xj
b(lq−1)(uq, Xsm +Buq )du1 . . .dun
∥∥∥
L16(P,Rd,Fsm)
)2
≤ CCp(|Xsm |, ‖b˜‖∞). (4.19)
Therefore, using Cauchy-Schwartz inequality, we obtain that there exists C > 0, which may change
from one line to the other and such that
E
[
|DsXnt |2
]
≤CE
[
Cp(|Xsm |, ‖b˜‖∞) exp
(
12k2τ(1 + |Xsm |2)
)∣∣∣DsXnsm ∣∣∣2]
≤CE
[
C2p (|Xsm |, ‖b˜‖∞)
]1/4
E
[
exp
(
48k2τ(1 + |Xsm |2)
)]1/4
E
[∣∣∣DsXnsm∣∣∣4]1/2
≤C1 exp{C2δ0|x|2}E
[∣∣∣DsXnsm ∣∣∣4] ≤ C. (4.20)
Let us notice that E[|DsXnsm |4] < C. In fact, one can show (see for example Proposition 4.11)
that E[|DsXns1 |p] < C for all p ≥ 1. Hence using continuation argument on the successive intervals
and Lemma 2.6, the fourth moment of the Malliavin derivative DsX
n
sm can be controlled. 
Remark 4.9. One limitation in our argument is the use of Girsanov transform (via Beneˇs The-
orem) in the sense that we cannot cover SDEs with superlinear growth drift coefficients at the
moment.
4.2. Proof of existence of a Sobolev differentiable stochastic flow. In order to prove
Theorem 3.4, we first need to prove Proposition 3.8.
We first consider a smooth drift coefficient b : [0, T ] × Rd → Rd with compact support. We
estimate the norm of X ·t ∈ L2(Ω;W 1,p(U)) in terms of ‖b˜‖∞, where U is a bounded open subset
of Rd.
Second, we consider a sequence of smooth functions bn : [0, T ]×Rd → Rd with compact support
and such that bn(t, x)→ b(t, x) dt× dx-a.e. and there is a positive k with
sup
n≥1
|bn(t, x)| ≤ k(1 + |x|)
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for all (t, x) ∈ [0, T ]×Rd. Let {Xn,s,x· }∞n=1 be the sequence of solutions of (3.5) when b is replaced
by bn, n ≥ 1. We will show that {Xn,s,x· }∞n=1 is relatively compact in L2(Ω) when integrated
against test functions on Rd.
One can show (see [12]) that when b is continuously differentiable with a bounded derivative,
the process Xxs is differentiable in x and its spatial derivative is given by the following linear ODE
∂
∂x
Xxs = Id +
∫ s
0
b′(u,Xxu)
∂
∂x
Xxudu. (4.21)
Observe that (4.21) is analogous to (4.3) when t = 0 with the Malliavin derivative of Xxs replaced
by the spatial derivative ∂∂xX
x
s . Therefore, similar assertions to Lemmas B.1-B.4 also hold for
the spatial derivative ∂∂xX
x
s . Using this observation and the proof of Proposition 4.3, we get the
following proposition.
Proposition 4.10. Let B be a d-dimensional Brownian motion starting from the origin and
b1, . . . , bn be compactly supported continuously differentiable functions bi : [0, 1] × Rd → R for
i = 1, 2, . . . n. Let αi ∈ {0, 1}d be a multiindex such that |αi| = 1 for i = 1, 2, . . . , n. Then there
exists a universal constant C (independent of {bi}i, n, and {αi}i) such that
∣∣∣E[ ∫
t0<t1<···<tn<t
( n∏
i=1
Dαibi(ti, x+B(ti))
)
dt1 . . .dtn
]∣∣∣ ≤ Cn|x|n∏ni=1 ‖b˜i‖∞(t− t0)n/2
Γ(n2 + 1)
, (4.22)
where Γ is the Gamma-function and b˜(t, z) := b(t,z)1+|z| , (t, z) ∈ [0, 1] × Rd. Here Dαi denotes the
partial derivative with respect to the j′th space variable, where j is the position of the 1 in αi.
The following result gives a key estimate on the spatial weak derivative in terms of ‖b˜‖∞.
Proposition 4.11. Let b : [0, 1]×Rd → Rd be a smooth function with compact support. Then for
any p ∈ [1,∞) and t ∈ [0, T ], the following estimate holds
E
[∣∣∣ ∂
∂x
Xxt
∣∣∣p] ≤ Cd(|x|2)Cp(|x|, ‖b˜‖∞), (4.23)
where Cp, Cd : [0,∞)→ [0,∞) are increasing, continuous functions, |·| a matrix-norm on Rd×d, ‖·
‖∞ the supremum norm.
Proof. We prove this in two steps. We first prove the result for T ∈ [0, 1] sufficiently small. Then
we show that there does not exists a maximal interval [0, T1] ⊂ [0, 1] for which estimate (4.23)
holds.
Let t ∈ [0, T ] for T sufficiently small. Iterating (4.21) gives
∂
∂x
Xxt = Id +
∞∑
i=1
∫
0<s1<...<sn<t
b′(s1, Xxs1) : . . . : b
′(sn, Xxsn)ds1 . . . dsn, (4.24)
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where b′ is the spatial Jacobian matrix of b. Applying Beneˇs’ Theorem to the martingale
2
∑d
j=1
∫ t
0 b
(j)(u,Bu)dB
(j)
u , and using Girsanov’s theorem and Ho¨lder’s inequality, we have
E
[∣∣∣ ∂
∂x
Xxt
∣∣∣p] =E[∣∣∣Id + ∞∑
n=1
∫
0<s1<...<sn<t
b′(s1, x+Bs1) : . . . : b
′(sn, x+Bsn)ds1 . . . dsn
∣∣∣p
× E
( ∫ T
0
b(u, x+Bu)dBu
)]
=E
[∣∣∣Id + ∞∑
n=1
∫
0<s1<...<sn<t
b′(s1, x+Bs1) : . . . : b
′(sn, x+Bsn)ds1 . . . dsn
∣∣∣p
× exp
( d∑
j=1
∫ T
0
b(j)(u, x+Bu)dB
(j)
u −
d∑
j=1
∫ T
0
(b(j)(u, x+Bu))
2du
+
1
2
d∑
j=1
∫ T
0
(b(j)(u, x+Bu))
2du
)]
≤C
∥∥∥Id + ∞∑
n=1
∫
0<s1<...<sn<t
b′(s1, x+Bs1) : . . . : b
′(sn, x+Bsn)ds1 . . .dsn
∥∥∥p
L4p(P,Rd×d)
× E
[
exp
(
2
d∑
j=1
∫ T
0
(b(j)(u, x+Bu))
2du
)] 1
4
≤C
∥∥∥Id + ∞∑
n=1
∫
0<s1<...<sn<t
b′(s1, x+Bs1) : . . . : b
′(sn, x+Bsn)ds1 . . .dsn
∥∥∥p
L4p(Ω,Rd×d)
× exp
(
12k2T (1 + |x|2)
)
E
[
exp
(
12k2T max
0≤u≤T
|Bu|2
)]
≤C1
(
1 +
∞∑
n=1
d∑
i,j=1
d∑
l1,...,ln−1=1
∥∥∥ ∫
0<s1<...<sn<t
∂
∂xl1
b(i)(s1, x+Bs1)
∂
∂xl2
b(l1)(s1, x+Bs2) : . . .
. . . :
∂
∂xj
b(ln−1)(sn, x+Bsn)ds1 . . . dsn
∥∥∥
L4p(P,Rd)
)p
× exp
(
12k2T (1 + |x|2)
)
≤C1
(
1 +
∞∑
n=1
d∑
i,j=1
d∑
l1,...,ln−1=1
∥∥∥ ∫
0<s1<...<sn<t
∂
∂xl1
b(i)(s1, x+Bs1)
∂
∂xl2
b(l1)(s2, x+Bs2) : . . .
. . . :
∂
∂xj
b(ln−1)(sn, x+Bsn)ds1 . . . dsn
∥∥∥
L4p (P,Rd)
)p
× exp
(
12k2T (1 + |x|2)
)
,
(4.25)
where the positive constant C1 is obtained in a similar way with the choice of T small as in Lemma
4.4. The last inequality follows from Ho¨lder’s inequality since 4p ≤ 4p.
As in the proof of Lemma 4.1, we consider the expression
A :=
∫
0<s1<···<sn<t
∂
∂xl1
b(i)(s1, x+Bs1)
∂
∂xl2
b(l1)(s2, x+Bs2) . . .
∂
∂xln
b(ln)(sn, x+Bsn)ds1 . . . dsn.
(4.26)
Repeated use of deterministic integration by part shows that A2 can be written as a sum of at
most 22n summands of the form∫
0<s1<···<s2n<t
g1(s1) . . . g2n(s2n)ds1 . . . ds2n , (4.27)
where gl ∈
{
∂
∂xj
b(i)(·, B·) : 1 ≤ i, j ≤ d
}
, l = 1, 2 . . . , 2n. We deduce by induction that A4
p
is the
sum of at most 4p4
pn terms of the form (4.27) with length 4pn. Using this fact and Proposition
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4.10, we have that∥∥∥∥∫
t′<s1<···<sn<t
∂
∂xl1
b(i)(s1, x+Bs1) . . .
∂
∂xj
b(ln−1)(sn, x+Bsn)ds1 . . . dsn
∥∥∥∥
L4
p
(µ;R)
≤
(4p4pnC4pn|x|4pn‖b˜‖4pn∞ |t|4p2n
Γ(4p2n+ 1)
)4−p
≤ 4
pnCn|x|n‖b˜‖n∞
((4p2n)!)4−p
, (4.28)
from which we get
E
[∣∣∣ ∂
∂x
Xxt
∣∣∣p] ≤C1 exp(12k2T (1 + |x|2))(1 + ∞∑
n=1
4pnCn|x|n‖b˜‖n∞
((4p2n)!)4−p
)p
= Cd,p(|x|2)Cp(|x|, ‖b˜‖∞). (4.29)
Hence for T sufficiently small, the above expectation is finite. Note also that Cp(|x|, ‖b˜‖∞) can
be bounded by 2p−1(1 + exp{Cp‖b˜‖∞|x|}).
Next, assume that there exists a maximal interval [0, T1] for which (4.23) holds and let show
that there exists 1 ≥ T2 > T1 such that conclusion of Proposition 4.11 is valid.
Choose δ0 as in Lemma 2.6 and set τ :=
δ0
64
√
2k2
, si = iτ, xi := X
n,0,x
si ,
∂
∂xi
Xn,si,xisi+1 :=
∂
∂xX
n,si,x
si+1
∣∣∣∣
x=xi
, i ≥ 1. There exists m positive integer such that mτ ≤ T1 < (m + 1)τ . Let
show that the conclusion of Proposition 4.11 is valid for T2 = (m+ 1)τ .
Consider the times 0 < sm < t ≤ sm+1. Then by the flow property
Xn,0,xt = X
n,sm,·
t (X
n,0,x
sm )
a.s. By the chain rule
∂
∂x
Xn,0,xt =
∂
∂xm
Xn,sm,xmt ·
∂
∂x
Xn,0,xsm
a.s., where · denotes matrix multiplication for the Jacobian derivatives.
Let {Ft}t≥0 denote the filtration generated by the driving Brownian motion B. Taking condi-
tional expectation w.r.t to .Fsm in the above equality, using (4.29) and Lemma 2.6, we get
E
∣∣∣ ∂
∂x
Xn,0,xt
∣∣∣p =E(E[∣∣∣ ∂
∂xm
Xn,sm,xmt ·
∂
∂x
Xn,0,xsm
∣∣∣p∣∣∣Fsm])
= E
(
E
[∣∣∣ ∂
∂xm
Xn,sm,xmt
∣∣∣p∣∣∣Fsm] · ∣∣∣ ∂∂xXn,0,xsm ∣∣∣p)
≤ CE
(
Cp(|xm|, ‖b˜‖∞)e6k
2τ |xm|2
∣∣∣ ∂
∂x
Xn,0,xs1
∣∣∣p)
≤ C
(
E
[
C2p (|xm|, ‖b˜‖∞)
])1/4(
Eeδ0|xm|
2
)1/4(
E
[∣∣∣ ∂
∂x
Xn,0,xsm
∣∣∣2p])1/2
≤ C
(
Eeδ0|xm|
2
)1/4(
E
[∣∣∣ ∂
∂x
Xn,0,xsm
∣∣∣2p])1/2
≤ C
(
C1e
C2δ0|x|2
)1/2
· Cd(|x|2)Cp(|x|, ‖b˜‖∞)
≤ C1,δ0Cd,p(‖b˜‖∞, |x|2, |x|), (4.30)
where C1, C2 are positive constants independent of x, but may depend on k. 
This complete the first step of the proof of Theorem 3.4.
We now fix a measurable coefficient b : [0, T ]×Rd → Rd satisfying the linear growth condition.
By Theorem 3.1, the SDE (3.5) admits a (Malliavin differentiable) unique strong solution. Let
Xs,x· be that solution. Consider the approximating sequence bn introduced at the beginning of the
section and denote by Xn,s,x· the corresponding sequence of solutions of the SDE. We then have
the following result
Lemma 4.12. Fix s, t ∈ R and x ∈ Rd. Then the sequence Xn,s,xt converges weakly in L2(Ω;Rd)
to Xs,xt .
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Proof. We assume here without loss of generality that d = 1 and s = 0. We know that the set
{
E
( ∫ T
0
h(u)du
)
: h ∈ C1b (R)
}
generates a dense subspace of L2(Ω;Rd). Hence it is enough to show that
E
[
Xn,xt E
( ∫ T
0 h(u)du
)]
→ E
[
Xxt E
( ∫ T
0 h(u)du
)]
. Noting that the function (t, x) 7→ b(t, x)+h′(t)
is of linear growth in x, it follows by the Cameron-Martin theorem and the uniqueness in law for
the SDE (3.5) that
E
[
Xn,xt E
(∫ T
0
h(u)dBu
)]
− E
[
Xxt E
(∫ T
0
h(u)dBu
)]
=E
[
(x+Bt)
{
E
(∫ T
0
bn(u, x+Bu) + h
′(u)dBu
)
− E
( ∫ T
0
b(u, x+Bu) + h
′(u)dBu
)}]
=E
[
(x+Bt)
{
exp
( ∫ T
0
bn(u, x+Bu) + h
′(u)dBu − 1
2
∫ T
0
(bn(u, x+Bu) + h
′(u))2du
)
− exp
(∫ T
0
b(u, x+Bu) + h
′(u)dBu − 1
2
∫ T
0
(b(u, x+Bu) + h
′(u))2du
)}]
.
Using the inequality |ea − eb| ≤ |ea + eb||a− b|, we get
E
[
Xn,xt E
(∫ T
0
h(u)dBu
)]
− E
[
Xxt E
(∫ T
0
h(u)dBu
)]
≤E
[
(x+Bt)
{
exp
( ∫ T
0
bn(u, x+Bu) + h
′(u)dBu − 1
2
∫ T
0
(bn(u, x+Bu) + h
′(u))2du
)
+ exp
(∫ T
0
b(u, x+Bu) + h
′(u)dBu − 1
2
∫ T
0
(b(u, x+Bu) + h
′(u))2du
)}
×∣∣∣ ∫ T
0
bn(u, x+Bu)− b(u, x+Bu)dBu + 1
2
∫ T
0
(
(b(u, x+Bu) + h
′(u))2 − (bn(u, x+Bu) + h′(u))2
)
du
∣∣∣].
Using Ho¨lder inequality, we get
E
[
Xn,xt E
(∫ T
0
h(u)dBu
)]
− E
[
Xxt E
( ∫ T
0
h(u)dBu
)]
≤E
[{
exp
(∫ T
0
bn(u, x+Bu) + h
′(u)dBu − 1
2
∫ T
0
(bn(u, x+Bu) + h
′(u))2du
)
+ exp
(∫ T
0
b(u, x+Bu)dBu − 1
2
∫ T
0
(b(u, x+Bu) + h
′(u))2du
)} 3
2
] 2
3 × E
[
(x+ Bt)
12
] 1
12
× E
[{∫ T
0
bn(u, x+Bu)− b(u, x+Bu)dBu
+
1
2
∫ T
0
(
(b(u, x+Bu) + h
′(u))2 − (bn(u, x+Bu) + h′(u))2
)
du
}4] 14
.
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It follows from Cauchy and Burkholder-Davis-Gundy inequality that there exists a constant C
such that
E
[
Xn,xt E
(∫ T
0
h(u)dBu
)]
− E
[
Xxt E
( ∫ T
0
h(u)dBu
)]
≤CE
[{
exp
(∫ T
0
bn(u, x+Bu) + h
′(u)dBu −
∫ T
0
(bn(u, x+Bu) + h
′(u))2du
+
1
2
∫ T
0
(bn(u, x+Bu) + h
′(u))2du
)} 3
2
+
{
exp
(∫ T
0
b(u, x+Bu)dBu −
∫ T
0
(b(u, x+Bu) + h
′(u))2du
+
1
2
∫ T
0
(b(u, x+Bu) + h
′(u))2du
)} 3
2
] 2
3
× E
[{∫ T
0
(
bn(u, x+Bu)− b(u, x+Bu)
)2
du
}2
+
{∫ T
0
(
(b(u, x+Bu) + h
′(u))2 − (bn(u, x+Bu) + h′(u))2
)
du
}4] 14
≤C
(
E
[{
exp
( ∫ T
0
bn(u, x+Bu) + h
′(u)dBu −
∫ T
0
(bn(u, x+Bu) + h
′(u))2du
)}2] 12
× E
[{
exp
(1
2
∫ T
0
(bn(u, x+Bu) + h
′(u))2du
)}6] 16
+ E
[{
exp
(∫ T
0
b(u, x+Bu) + h
′(u)dBu −
∫ T
0
(b(u, x+Bu) + h
′(u))2du
)}2] 12
× E
[{
exp
(1
2
∫ T
0
(b(u, x+Bu) + h
′(u))2du
)}6] 16)
× E
[{∫ T
0
(
bn(u, x+Bu)− b(u, x+Bu)
)2
du
}2
+
{∫ T
0
(
(b(u, x+Bu) + h
′(u))2 − (bn(u, x+Bu) + h′(u))2
)
du
}4] 14
.
The terms E
[{
exp
( ∫ T
0
bn(u, x + Bu) + h
′(u)dBu −
∫ T
0
(bn(u, x + Bu) + h
′(u))2du
)}2]
and
E
[{
exp
( ∫ T
0
b(u, x + Bu) + h
′(u)dBu −
∫ T
0
(b(u, x + Bu) + h
′(u))2du
)}2]
are finite and equal
to one by the Beneˇs condition applied to the stochastic integrals with drift 2b or 2bn.
Moreover, the terms E
[{
exp
(
1
2
∫ T
0 (b(u, x+Bu) + h
′(u))2du
)}6]
and
E
[{
exp
(
1
2
∫ T
0 (bn(u, x+Bu) + h
′(u))2du
)}6]
are finite for small time T . In fact
E
[{
exp
(1
2
∫ T
0
(b(u, x+Bu) + h
′(u))2du
)}6]
≤E
[
exp
(
6
∫ T
0
(k(1 + |x+Bu|)2 + h′(u)2)du
)]
≤C exp(12k2T (1 + |x|2))E
[
exp
(
12k2T max
0≤u≤T
|Bu|2
)]
.
This expectation is finite for T sufficiently small and independent on the initial condition of the
solution. We can once more use conditioning, induction an a continuation argument with random
non-anticipative initial conditions to iterate the above argument on successive intervals of lengths
τ . Hence the above result holds for all T > 0. 
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As a consequence of the compactness criteria, we have by combining Corollary A.3 and Propo-
sition 4.10, the following result
Theorem 4.13. For any fixed s, t ∈ R and x ∈ Rd, the sequence {Xn,s,xt }∞n=1 converges strongly
in L2(Ω,Rd) to Xs,xt .
The next result is a consequence of Proposition 4.11.
Corollary 4.14. Let Xs,x be the unique strong solution to the SDE (1.1) and q > 1 an integer.
Then there exists a constant C = C(d, k, q) <∞ independent of of x1, x2 in every bounded subset
of Rd such that
E
[∣∣∣Xs1,x1t1 −Xs2,x2t2 ∣∣∣q] ≤ C(|s2 − s1|q/2 + |t2 − t1|q/2 + |x2 − x1|q) (4.31)
for all s2, s1, t2, t1, x2, x1.
In particular, there exists a locally Ho¨lder continuous version of the random field (s, t, x) 7→ Xs,xt
with Ho¨lder constant α < 12 in s, t and α < 1 in x.
Proof. Assume that the above condition holds. Moreover, without loss of generality, assume that
0 ≤ s1 < s2 < t1 < t2. Then
Xn,s1,x1t1 −Xn,s2,x2t2 =x1 − x2 +
∫ t1
s1
bn(u,X
n,s1,x1
u )du −
∫ t2
s2
bn(u,X
n,s2,x2
u )du
+ (Bt1 −Bs1)− (Bt2 −Bs2)
=x1 − x2 +
∫ s2
s1
bn(u,X
n,s1,x1
u )du −
∫ t2
t1
bn(u,X
n,s2,x2
u )du
+
∫ t1
s2
(
bn(u,X
n,s1,x1
u )− bn(u,Xn,s1,x2u )
)
du
+
∫ t1
s2
(
bn(u,X
n,s1,x2
u )− bn(u,Xn,s2,x2u )
)
du
+ (Bt2 −Bt1)− (Bs2 −Bs1).
Using Ho¨lder’s inequality, we get
E
[∣∣∣Xn,s1,x1t1 −Xn,s2,x2t2 ∣∣∣q] ≤7q−1(|x1 − x2|p + E[∣∣∣ ∫ s2
s1
bn(u,X
n,s1,x1
u )du
∣∣∣q]
+ E
[∣∣∣ ∫ t2
t1
bn(u,X
n,s2,x2
u )du
∣∣∣q]
+ E
[∣∣∣ ∫ t1
s2
(
bn(u,X
n,s1,x1
u )− bn(u,Xn,s1,x2u )
)
du
∣∣∣q]
+ E
[∣∣∣ ∫ t1
s2
(
bn(u,X
n,s1,x2
u )− bn(u,Xn,s2,x2u )
)
du
∣∣∣q]
+ E
[∣∣∣Bs2 −Bs1 ∣∣∣q]+ E[∣∣∣Bt2 −Bt1 ∣∣∣q])
≤7q−1 (2q)!
2qq!
(
|x1 − x2|q + |t2 − t1|q/2 + |s2 − s1|q/2
+ E
[∣∣∣ ∫ s2
s1
bn(u,X
n,s1,x1
u )du
∣∣∣q]+ E[∣∣∣ ∫ t2
t1
bn(u,X
n,s2,x2
u )du
∣∣∣q]
+ E
[∣∣∣ ∫ t1
s2
(
bn(u,X
n,s1,x1
u )− bn(u,Xn,s1,x2u )
)
du
∣∣∣q]
+ E
[∣∣∣ ∫ t1
s2
(
bn(u,X
n,s1,x2
u )− bn(u,Xn,s2,x2u )
)
du
∣∣∣q]). (4.32)
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The assumption on bn and Ho¨lder’s inequality yield
E
[∣∣∣ ∫ s2
s1
bn(u,X
n,s1,x1
u )du
∣∣∣q] ≤ ∫ s2
s1
E
[∣∣∣bn(u,Xn,s1,x1u )∣∣∣q]du× |s1 − s2|q−1
≤
∫ s2
s1
E
[
2q−1kq + 2q−1kq|Xn,s1,x1u |q
]
du× |s1 − s2|q−1
= 2q−1kq|s1 − s2|q−1
(
|s1 − s2|+
∫ s2
s1
E
[
|Xn,s1,x1u |q
]
du
)
.
Using again Ho¨lder’s inequality and Gronwall’s Lemma, we get
∫ s2
s1
E
[
|Xn,s1,x1u |q
]
du ≤
∫ s2
s1
|x1|qdu +
∫ s2
s1
E
∣∣∣ ∫ u
s1
bn(r1, X
n,s1,x1
r1 )dr1
∣∣∣qdu
+
∫ s2
s1
E
[∣∣∣Bu −Bs1 ∣∣∣q]du
≤|x1|q|s1 − s2|+
∫ s2
s1
∫ u
s1
E
∣∣∣bn(r1, Xn,s1,x1r1 )∣∣∣qdr1(u− s1)q−1du
+
(2q)!
2qq!
∫ s2
s1
|u− s1|q/2du
≤|x1|q|s2 − s1|+ 2
q−1kq
q
|s2 − s1|q+1 + (2q)!
2qq!(q/2 + 1)
|s2 − s1|q/2+1
+ 2q−1kq
∫ s2
s1
(u− s1)q−1
(∫ u
s1
E
[
|Xn,s1,x1r1 |q
]
dr1
)
du
≤
(
|x1|q|s2 − s1|+ 2
q−1kq
q
|s2 − s1|q+1 + (2q)!
2qq!(q/2 + 1)
|s2 − s1|q/2+1
)
× exp
{
2q−1kq
∫ s2
s1
(u − s1)q−1du
}
≤Cq|s2 − s1|
(
|x1|q + 2
q−1kq
q
|s2 − s1|q + (2q)!
2qq!(q/2 + 1)
|s2 − s1|q/2
)
× exp
{2q−1kq
q
|s2 − s1|q
}
.
Thus
E
[∣∣∣ ∫ s2
s1
bn(u,X
n,s1,x1
u )du
∣∣∣q] ≤|s1 − s2|q/2C(q, k, |x1|), (4.33)
where
C(q, k, |x1|) =
(
1 + Cq
{
|x1|q + 2
q−1kq
q
|s2 − s1|q + (2q)!
2qq!(q/2 + 1)
|s2 − s1|q/2
}
exp
{2q−1kq
q
|s2 − s1|q
})
× 2q−1kq|s1 − s2|q/2.
A similar bound holds for E
[∣∣∣ ∫ t2t1 bn(u,Xn,s2,x2u )du∣∣∣q].
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By the Mean Value Theorem and Proposition 4.3, we have
E
[∣∣∣ ∫ t1
s2
(
bn(u,X
n,s1,x1
u )− bn(u,Xn,s1,x2u )
)
du
∣∣∣q]
=|x2 − x1|qE
[∣∣∣ ∫ t1
s2
∫ 1
0
b′n(u,X
n,s1,x1+τ(x2−x1)
u )
∂
∂x
Xn,s1,x1+τ(x2−x1)u dudτ
∣∣∣q]
≤|x2 − x1|q
∫ 1
0
E
[∣∣∣ ∫ t1
s2
b′n(u,X
n,s1,x1+τ(x2−x1)
u )
∂
∂x
Xn,s1,x1+τ(x2−x1)u du
∣∣∣q]dτ
=|x2 − x1|q
∫ 1
0
E
[∣∣∣ ∂
∂x
X
n,s1,x1+τ(x2−x1)
t1 −
∂
∂x
Xn,s1,x1+τ(x2−x1)s2
∣∣∣q]dτ
≤Cq|x2 − x1|q sup
t∈[s1,1],x∈B(0,|x1|+|x2|)
E
[∣∣∣ ∂
∂x
Xn,s1,xt1
∣∣∣q]
≤C(k, q, d)|x2 − x1|q. (4.34)
Using the Markov property, we obtain
E
[∣∣∣ ∫ t1
s2
(
bn(u,X
n,s1,x2
u )− bn(u,Xn,s2,x2u )
)
du
∣∣∣q]
≤
∫ t1
s2
E
[∣∣∣(bn(u,Xn,s1,x2u )− bn(u,Xn,s2,x2u ))∣∣∣q]du
=
∫ t1
s2
E
[
E
[∣∣∣(bn(u,Xn,s2,yu )− bn(u,Xn,s2,x2u ))∣∣∣q]∣∣∣
y=X
n,s1,x2
s2
]
du
≤CE
[∣∣∣Xn,s1,x2s2 − x2∣∣∣q]
≤C(q, k)|s2 − s1|q/2. (4.35)
Combining (4.32)-(4.35), we get (4.31) with X replaced by Xn.
Since Xn,s2,x2t2 → Xs2,x2t2 and Xn,s1,x1t1 → Xs1,x1t1 strongly in L2(Ω : Rd) as n→∞, it follows that
there exists subsequences of {Xn,s2,x2t2 }n≥1 and {Xn,s1,x1t1 }n≥1 that converge almost everywhere.
The result then follows from Fatou’s lemma. 
In the next Lemma, we prove that the sequence defined by {Xn,xt }n≥1 := {Xn,0,xt }n≥1 converges
to Xxt := X
0,x
t .
Lemma 4.15. For any ϕ ∈ C∞0 (Rd;Rd) and t ∈ [0, T ], T > 0 the sequence
〈Xnt , ϕ〉 =
∫
Rd
〈Xn,xt , ϕ(x)〉Rddx
converges to 〈Xt, ϕ〉 in L2(Ω,Rd).
Proof. Let Ds be the Malliavin derivative and let U be the compact support of ϕ. Then we have
E
[
|Ds〈Xnt , ϕ〉|
]
≤‖ϕ‖2L2(Rd)|U | sup
x∈U
E
[
|DsXn,xt |2
]
and
E
[
|Ds1〈Xnt , ϕ〉 −Ds2〈Xnt , ϕ〉|
]
≤‖ϕ‖2L2(Rd)|U | sup
x∈U
E
[
|Ds1Xn,xt −Ds2Xn,xt |2
]
.
Using the compactness criteria (Corollary A.3), there exists a subsequence 〈Xn(k)t , ϕ〉 converging
in L2(Ω,Rd) as k → ∞ to a limit Y (ϕ). Hence as in the proof of Lemma 4.12, one can show
that E
[
〈Xnt , ϕ〉E
( ∫ T
0 h(u)du
)]
converges to E
[
〈Xt, ϕ〉E
( ∫ T
0 h(u)du
)]
for all h ∈ C1b (R;Rd).
Therefore 〈Xt,n, ϕ〉 converges weakly to 〈Xt, ϕ〉 and the uniqueness of the limits implies that
Y (ϕ) = 〈Xt, ϕ〉.
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Using contradiction, suppose that the full sequence does not converge. Then there exist ε0 > 0
and a subsequence 〈Xt,n(k), ϕ〉 for which
‖〈Xt,n(k), ϕ〉 − 〈Xt,n, ϕ〉‖ ≥ ε0 (4.36)
for every k. But using once more Lemma 4.12, one can show that there exist a further subsequence
〈Xt,n(ki), ϕ〉 of 〈Xt,n(k), ϕ〉 that converges to 〈Xt, ϕ〉. This is a contradiction to (4.36).

We are now ready to conclude the proof of Proposition 3.8.
Proof Proposition 3.8. For each bounded set B of Rd, we have
sup
n
sup
x∈B
E
[∣∣∣ ∂
∂x
Xn,xt
∣∣∣p] <∞.
From this, it follows that there exists a subsequence ∂∂xX
n(k),x
t that converges to an element Y in
the weak topology of L2(Ω, Lp(U)). Hence for any A ∈ F and ϕ ∈ C∞0 (U ;Rd)
E[1A〈Xt, ϕ′〉] = lim
k→∞
E[1A〈Xn(k)t , ϕ′〉]
=− lim
k←∞
E[1A〈 ∂
∂x
X
n(k)
t , ϕ〉]
=− E[1A〈Xt, ϕ〉].
Hence for any ϕ ∈ C∞0 (U ;Rd),
E[1A〈Xt, ϕ′〉] = −E[1A〈Xt, ϕ〉] P -a.s. (4.37)
We now construct a measurable set Ω0 ⊂ Ω of full measure such that X ·t has a weak derivative
∂
∂xX
x
t on this subset. Let {ϕn} be a sequence in C∞0 (U ;Rd) dense in W 1,20 (U ;Rd). Replace ϕ by
ϕn and choose a measurable subset Ωn of Ω with full measure such that (4.37) holds on Ωn. Set
Ω0 = ∩
n≥1
Ωn, then Ω0 satisfies the required property. 
We get the following result for a weighted Sobolev space.
Lemma 4.16. For all p ∈ (1,∞), we have
X ·t ∈ L2(Ω,W 1,p(Rd; p(x)dx)).
Proof. Without loss of generality, we assume that d = 1. We first show that
E
[( ∫
Rd
∣∣∣ ∂
∂x
Xxt
∣∣∣pp(x)dx)2/p] <∞. (4.38)
We prove this by successive conditioning on the filtration generated by the Brownian motion and
successive use of the flow property and Lemma 2.6. Let Xn,xt be the sequence as defined in Lemma
4.15.
Choose once more δ0 as in Lemma 2.6 and set τ :=
δ0
64
√
2k2
, si = iτ, xi := X
n,0,x
si ,
∂
∂xi
Xn,si,xisi+1 :=
∂
∂xX
n,si,x
si+1
∣∣∣∣
x=xi
, i ≥ 1. There exists m positive integer such that sm ≤ t < sm+1.
For p ≥ 2, using Ho¨lder inequality with respect to the measure P and Fubini Theorem, we have
E
[(∫
Rd
∣∣∣ ∂
∂x
Xn,xt
∣∣∣pp(x)dx)2/p] ≤(E[ ∫
Rd
∣∣∣ ∂
∂x
Xn,xt
∣∣∣pp(x)dx])2/p
≤
(∫
Rd
E
[∣∣∣ ∂
∂x
Xn,xt
∣∣∣pp(x)]dx)2/p.
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Using the flow property, the chain rule, the Cauchy inequality and Proposition 4.11, we have
E
[∣∣∣ ∂
∂x
Xn,0,xt
∣∣∣p] =E(E[∣∣∣ ∂
∂xm
Xn,sm,xmt ·
∂
∂xm−1
Xn,sm−1,xm−1sm · · ·
∂
∂x
Xn,0,xs1
∣∣∣p∣∣∣Fsm])
=E
(
E
[∣∣∣ ∂
∂xm
Xn,sm,xmt
∣∣∣pFsm] · ∣∣∣ ∂∂xm−1Xn,sm−1,xm−1sm · · · ∂∂xXn,0,xs1
∣∣∣p)
≤CE
(
Cp(|xm|, ‖b˜‖∞)e6k
2τ |xm|2
∣∣∣ ∂
∂xm−1
Xn,sm−1,xm−1sm · · ·
∂
∂x
Xn,0,xs1
∣∣∣p)
≤Cp,k
(
Eeδ0|xm|
2
)1/4[
E
{∣∣∣ ∂
∂xm−1
Xn,sm−1,xm−1sm · · ·
∂
∂x
Xn,0,xs1
∣∣∣2p}]1/2
≤C
(
C1e
C2δ0|x|2
)1/2[
E
{∣∣∣ ∂
∂xm−1
Xn,sm−1,xm−1sm · · ·
∂
∂x
Xn,0,xs1
∣∣∣2p}]1/2, (4.39)
where the last inequality comes from Lemma 2.6 with C1, C2 positive constants independent of x,
but may depend on k. Successive application of the previous step on the second term of the right
hand side of (4.39) gives
E
[∣∣∣ ∂
∂x
Xn,0,xt
∣∣∣p] ≤Cp,m,k,δ0(eC2δ0|x|2)1/4(eC2δ0|x|2)1/8 · · ·(eC2δ0|x|2)1/2(m+1)[E{∣∣∣ ∂∂xXn,0,xs1 ∣∣∣2mp}]1/2(m+1)
≤Cp,m,k,δ0
(
eC2δ0|x|
2
)1/4(
eC2δ0|x|
2
)1/8
· · ·
(
eC2δ0|x|
2
)1/2(m+1)(
eC2δ0|x|
2
)1/2(m+1)
≤Cp,m,k,δ0eC
′
m,k,δ0
|x|2. (4.40)
Thus
E
[(∫
Rd
∣∣∣ ∂
∂x
Xn,xt
∣∣∣pp(x)dx)2/p] ≤Cp,m,k,δ0(∫
Rd
eC
′
m,k,δ0
|x|2
p(x)dx
)2/p
.
It follows that (4.38) is satisfied for p ≥ 2.
Now, choose 1 ≤ p ≤ 2, it follows from the Ho¨lder’s inequality with respect to the measure
p(x)dx that
E
[(∫
Rd
∣∣∣ ∂
∂x
Xn,xt
∣∣∣pp(x)dx)2/p] ≤(∫
Rd
p(x)dx
) 2−p
2
(
E
[ ∫
Rd
∣∣∣ ∂
∂x
Xn,xt
∣∣∣pp(x)dx]).
From this, we get that (4.38) holds for 1 ≤ p ≤ 2.
Independently of the choice of p, there exists a subsequence converging to an object Y ∈
L2(Ω, Lq(Rd; p(x)dx)) in the weak topology. More specifically, for every A ∈ F and f ∈
Lq(Rd; p(x)dx) (with q such that 1p +
1
q = 1), such that fp ∈ Lq(Rd; dx), we have
lim
n←∞
E
[
1A
∫
Rd
∂
∂x
X
n(k),x
t f(x)p(x)dx
]
= E
[
1A
∫
Rd
Y (x)f(x)p(x)dx
]
.
Hence Y must be equal to the weak derivative of Xxt and the results follows. 
Proof of Theorem 3.4. Let R× R×Rd ∋ (s, t, x) 7→ φs,t(x) ∈ Rd be the continuous version of the
map R×R×Rd ∋ (s, t, x) 7→ Xs,xt given in Proposition 4.14. Denote by Ω∗ the set of all ω ∈ Ω for
which there exists a unique spatially Sobolev differentiable family of solutions to equation (3.5).
Since (Ω,F , P ) is a complete probability space, we get that Ω∗ ∈ F and P (Ω∗) = 1. Moreover,
the uniqueness of solutions to the SDE (3.5), implies the following two-parameter group property
φs,t(·, ω) = φu,t(·, ω) ◦ φs,u(·, ω), φs,s(·, ω) = x, (4.41)
is satisfied for all s, u, t ∈ R, all x ∈ Rd and all ω ∈ Ω∗. In fact, without loss of generality, we can
assume that u < s < t and for s, t ∈ R, there exists an integer m such that sm < t − s ≤ sm+1
and one can verify that the flow property (4.41) holds in this case. Repeated use of (4.41) in
small intervals of length τ and the uniqueness of the solution gives the above two-parameter group
property for all s, u, t ∈ R.
The proof of the theorem is completed by applying Lemma 4.16 and using the relation
φs,t(·, ω) = φ−1t,s (·, ω). 
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Proof of Theorem 3.5. Let Ω∗ be as in the proof of Theorem 3.4. We will show that θ(t, ·)(Ω∗) =
Ω∗ for t ∈ R. Fix t ∈ R and let ω ∈ Ω∗. The relation (3.6) yields
Xt1,xt+t1(ω) = x+
∫ t+t1
t1
b(Xt1,xr (ω))dr +Bt+t1(ω)−Bt1(ω), t1, t ∈ R. (4.42)
Using the helix property of B and a change of variable we get from (4.42)
Xt1,xt+t1(ω) = x+
∫ t
0
b(Xt1,xr+t1(ω))dr +Bt(θ(t1, ω)), t ∈ R. (4.43)
Substituting ω by θ(t1, ω), the relation (4.43) suggests that the SDE (3.5) has a Sobolev differ-
entiable family of solutions. Therefore, θ(t1, ω) ∈ Ω∗ and hence θ(t, ·)(Ω∗) ⊆ Ω∗. Since this holds
for arbitrary t1 ∈ R, we have θ(t, ·)(Ω∗) = Ω∗ for all t ∈ R.
Moreover,the uniqueness of solutions of the integral equation (4.42) gives
Xt1,xt+t1(ω) = X
0,x
t2 (θ(t1, ω)) (4.44)
for all t1, t2 ∈ R, all x ∈ Rd and all ω ∈ Ω∗.
To prove the perfect cocycle property (3.7), note that (4.44) can be rewritten as
φt1,t+t1(x, ω) = φ0,t2(x, θ(t1, ω)), t1, t2 ∈ R, x ∈ Rd, ω ∈ Ω∗. (4.45)
The perfect cocycle property (3.7) now follows by replacing x in the relation (4.45) by φ0,t1(x, ω)
and using the two parameter flow property (4.41). 
5. Application to stochastic delay differential equation
In this section we consider the following stochastic delay differential equation{
dX(t) = b(X(t− r), X(t, 0, (v, η))dt + dB(t), t ≥ 0
(X(0), X0) = (v, η) ∈M2 := Rd × L2([−r, 0],Rd) (5.1)
Theorem 5.1. Suppose that the drift coefficient b : Rd × Rd → Rd in the SDE (5.1) is a Borel-
measurable function bounded in the first argument and has linear growth in the second argument.
Then there exists a unique global strong solution X to the SDE (5.1) adapted to the filtration
{Ft}0≤t≤T . Furthermore, the solution Xt is Malliavin differentiable for all 0 ≤ t ≤ T .
The proof of Theorem 5.1 also uses the relative compactness criteria. Let consider a sequence
bn : R
d×Rd → Rd, n ≥ 1 of smooth coefficients with compact support such that bn(v1, v2) is Borel
measurable, bounded in v1 ∈ Rd and has linear growth in v2 ∈ Rd. We will view the semiflow
X˜n(t, 0, (v, η)) := (Xn(t), Xnt ) as a process with values in the Hilbert state space M2 in order
to use Malliavin calculus. The symbol Xnt ∈ L2([−r, 0], Rd) stands for the segment Xnt (s) :=
Xn(t+s), s ∈ [−r, 0] and r > 0 is the delay. For brevity, we will often denote z := (v, η) ∈M2 and
by p1 : M2 → Rd, p2 : M2 → L2([−r, 0],Rd) the natural projections onto Rd and L2([−r, 0],Rd).
For any t1 > 0 denote by X
n(·, t1, z) the solution of the following approximating SDDE starting
at t1:
Xn(t, t1, z) :=
p1(z) +
∫ t
t1
bn(X
n(u− r, t1, z), Xn(u, t1, z))du+B(t)−B(t1) for t1 ≤ t,
p2(z)(t− t1) for t ∈ [t1 − r, t1).
(5.2)
By the continuation property, we have
Xn(t, 0, (v, η)) := Xn(t, t1, X˜
n(t1, 0, (v, η))) t ≥ t1, (v, η) ∈M2. (5.3)
Apply the chain rule (for Mallliavin derivatives) to the above relation and get:
DsX
n(t, 0, (v, η)) = DsX
n(t, t1, z)
∣∣∣∣
z=X˜n(t1,0,(v,η)))
+DXn(t, t1, z)
∣∣∣∣
z=X˜n(t1,0,(v,η)))
·DsX˜n(t1, 0, (v, η))
(5.4)
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for 0 < s < t and each deterministic initial data (v, η) ∈M2.
Let t1 be the supremum of all t ≥ r such that there exist Cd > 0 and the following two estimates
hold: 
sup
n≥1
E‖DsXn(t, 0, (v, η))−Ds′Xn(t, 0, (v, η))‖2 ≤ Cd|s− s′| for 0 ≤ s, s′ ≤ t,
sup
n≥1
sup
0≤s≤t
E‖DsXn(t, 0, (v, η))‖2 ≤ Cd
(5.5)
for all deterministic initial data (v, η) ∈M2.
Claim: We claim that t1 =∞.
Proof. Use contradiction: Suppose t1 < ∞. We will show by continuation and a conditioning
argument that there exist t2 ∈ (t1, t1 + r) (with t2 − t1 possibly small) such that the inequalities
(5.5) hold for t = t2. This will contradict the choice of t1 as a supremum.
Consider the following cases:
Case 1: t1 ≤ s ≤ t ≤ t1 + r:
For deterministic z ∈M2, take the Malliavin derivative Ds in (5.2) to obtain
DsX
n(t, t1, z) =
∫ t
s
D2bn(p2z(u− r), Xn(u, t1, z))DsXn(u, t1, z)du+ I. (5.6)
Using successive iterations in the above integral equation, the Girsanov theorem and integrations
by parts, we obtain t2 > t1 with t2− t1 possibly small and a positive constant Cd (independent of
z ∈M2, n ≥ 1) such that
sup
t1≤s≤t
E‖DsXn(t, t1, z)‖2 ≤ Cd. (5.7)
Next, we use (5.4), conditioning on z = X˜n(t1, (v, η)), and (5.7) to get the following:
E‖DsXn(t, 0, (v, η))‖2 = E
(
E
(
‖DsXn(t, t1, z)‖2
∣∣∣∣
z=X˜n(t1,0,(v,η)))
∣∣X˜n(t1, 0, (v, η))) ≤ Cd (5.8)
for t1 < s ≤ t ≤ t2.
Therefore, from the above inequality, we get
sup
n≥1
sup
t1≤s≤t
E‖DsXn(t, 0, (v, η))‖2 ≤ Cd (5.9)
for t1 ≤ t ≤ t2.
Case 2: 0 ≤ s ≤ t1 ≤ t ≤ t2:
Taking Malliavin derivatives Ds for s ≤ t1 in the integral equation (5.2), we get
DsX
n(t, t1, z) =
∫ t
t1
D2bn(p2z(u− r), Xn(u, t1, z))DsXn(u, t1, z)du. (5.10)
The above linear integral equation implies that
DsX
n(t, t1, z) = 0, a.s., s ≤ t1 ≤ t, n ≥ 1 (5.11)
for any deterministic z ∈M2.
As before, we apply the chain rule in (5.4) followed by conditioning with respect to
X˜n(t1, 0, (v, η)) together with the above equality, to get
E‖DsXn(t, 0, (v, η))‖2 ≤ 2E
(
E
(
‖DsXn(t, t1, z)‖2
∣∣∣∣
z=X˜n(t1,0,(v,η)))
∣∣X˜n(t1, 0, (v, η)))
+2E
(
E
(
‖DXn(t, t1, z)
∣∣∣∣
z=X˜n(t1,0,(v,η)))
·DsX˜n(t1, 0, (v, η))‖2
∣∣X˜n(t1, 0, (v, η)))
= 2E
(
E
(
‖DsXn(t, t1, z)‖2
∣∣∣∣
z=X˜n(t1,0,(v,η)))
∣∣X˜n(t1, 0, (v, η)))
= 0
(5.12)
for s ≤ t1 ≤ t ≤ t2 and all deterministic (v, η) ∈M2..
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Now combine the second estimate in (5.5) (for t = t1) with (5.9) and (5.12) to get
sup
n≥1
sup
0≤s≤t
E‖DsXn(t, 0, (v, η))‖2 ≤ Cd (5.13)
for t1 < t ≤ t2 with a positive constant Cd (denoted by the same symbol). This shows that the
second estimate in (5.5) still holds for t2 ≥ t ≥ t1 and therefore contradicts the maximality of t1
if t1 <∞.
It remains to show that the first estimate in (5.5) also holds for t1 ≤ t ≤ t2. To do this consider
the following cases:
Case 3: t1 < s
′ < s ≤ t ≤ t2:
Using the chain rule in (5.4) gives
DsX
n(t, 0, (v, η))−Ds′Xn(t, 0, (v, η)) = [DsXn(t, t1, z)−DsXn(t, t1, z)]
∣∣∣∣
z=X˜n(t1,0,(v,η)))
. (5.14)
For any fixed z ∈M2, consider the expression
DsX
n(t, t1, z)−Ds′Xn(t, t1, z)
=
∫ t
t1
D2bn(p2z(u− r), Xn(u, t1, z))[DsXn(u, t1, z)−Ds′Xn(u, t1, z)]du. (5.15)
The above linear integral equation implies that
[DsX
n(t, t1, z)−Ds′Xn(t, t1, z)] = 0 (5.16)
for any fixed z ∈M2.
Now taking E(‖ · ‖2) on both sides of (5.14), conditioning with respect to Xn(t1, 0, (v, η)) and
using (5.16), gives
E‖DsXn(t, 0, (v, η))−Ds′Xn(t, 0, (v, η))‖2 = 0 ≤ Cd|s− s′|, t1 < s′ < s ≤ t ≤ t2 (5.17)
for any (v, η) ∈M2.
Case 4: s′ < t1 < s ≤ t ≤ t2:
Fix any z ∈M2 and use (5.6) and (5.10) to get
DsX
n(t, t1, z)−Ds′Xn(t, t1, z)
=
∫ t
s
D2bn(p2z(u− r), Xn(u, t1, z))DsXn(u, t1, z)du+ I
−
∫ t
t1
D2bn(p2z(u− r), Xn(u, t1, z))Ds′Xn(u, t1, z)du
=
∫ t
s
D2bn(p2z(u− r), Xn(u, t1, z))[DsXn(u, t1, z)−Ds′Xn(u, t1, z)]du+ I
+
∫ t
s
D2bn(p2z(u− r), Xn(u, t1, z))Ds′Xn(u, t1, z)du
−
∫ t
t1
D2bn(p2z(u− r), Xn(u, t1, z))Ds′Xn(u, t1, z)du
=I −Ds′Xn(s, t1, z)
+
∫ t
s
D2bn(p2z(u− r), Xn(u, t1, z))[DsXn(u, t1, z)−Ds′Xn(u, t1, z)]du. (5.18)
Using successive iterations in the last equality above, the Girsanov Theorem and successive in-
tegrations by parts, we obtain t2 > t1 (with (t2 − t1) possibly small) and a positive constant
C˜d = C˜d(‖b˜‖∞), independent of z ∈M2 and n ≥ 1 such that
sup
n≥1
E‖DsXn(t, t1, z)−Ds′Xn(t, t1, z)‖2 ≤ C˜d|s− s′| for s′ < t1 < s < t < t2. (5.19)
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Next, we use the above estimate, the chain rule (as in (5.12)), and conditioning on z =
X˜n(t1, (v, η)), to get
E‖DsXn(t, 0, (v, η))−Ds′Xn(t, 0, (v, η))‖2
≤2E
(
E
(
‖[DsXn(t, t1, z)−DsXn(t, t1, z)]‖2
∣∣∣∣
z=X˜n(t1,0,(v,η)))
∣∣∣∣X˜n(t1, (v, η)))
≤Cd|s− s′| for s′ < t1 < s < t < t2, (5.20)
where Cd = 2C˜d.
Case 5: s′ < s < t1 < t ≤ t2:
In this case, for fixed z ∈M2, we have
[DsX
n(t, t1, z)−Ds′Xn(t, t1, z)]
=
∫ t
t1
D2bn(p2z(u− r), Xn(u, t1, z))[DsXn(u, t1, z)−Ds′Xn(u, t1, z)]du, (5.21)
which implies that
[DsX
n(t, t1, z)−Ds′Xn(t, t1, z)] = 0, a.s. (5.22)
Therefore, using similar arguments as before (chain rule and conditioning), we obtain
E‖DsXn(t, 0, (v, η))−Ds′Xn(t, 0, (v, η))‖2 = 0 for s′ < s < t1 < t < t2. (5.23)
Finally, putting together the first estimate in (5.5) with t = t1, (5.17), (5.20) and (5.23), it follows
that the first estimate in (5.5) holds for t1 < t < t2. This contradicts the maximal choice of t1
and completes the proof of the proposition. Thus t1 =∞. 
Further application of the results in Section 3 are given in [16]
Appendix A. Compactness criteria
The proposed construction of the strong solution and the stochastic flow for the SDE (1.1) is
based on the following relative compactness criteria from Malliavin calculus due to [2].
Theorem A.1. Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is a prob-
ability space and H a separable closed subspace of Gaussian random variables in L2(Ω), which
generate the σ-field A. Denote by D the derivative operator acting on elementary smooth random
variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
Further let D1,2 be the closure of the family of elementary smooth random variables with respect
to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .
Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0 the
set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
∥∥C−1DG∥∥
L2(Ω;H)
≤ c
}
is relatively compact in L2(Ω).
The relative compactness criteria in our setting required the subsequent result (see [2, Lemma
1]).
Lemma A.2. Let vs, s ≥ 0 be the Haar basis of L2([0, 1]). For any 0 < α < 1/2 define the
operator Aα on L
2([0, 1]) by
Aαvs = 2
kαvs, if s = 2
k + j
for k ≥ 0, 0 ≤ j ≤ 2k and
Aα1 = 1.
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Then for all β with α < β < (1/2), there exists a constant c1 such that
‖Aαf‖ ≤ c1
‖f‖L2([0,1]) +
(∫ 1
0
∫ 1
0
|f(t)− f(t′)|2
|t− t′|1+2β
dtdt′
)1/2 .
The next compactness criteria whoch plays a key role in the proof of our results is a direct
consequence of Theorem A.1 and Lemma A.2.
Corollary A.3. Let Xn ∈ D1,2, n = 1, 2..., be a sequence of F1-measurable random variables
such that there exist constants α > 0 and C > 0 with
sup
n
E
[|DtXn −Dt′Xn|2] ≤ C|t− t′|α
for 0 ≤ t′ ≤ t ≤ 1, and
sup
n
sup
0≤t≤1
E
[|DtXn|2] ≤ C .
Then the sequence Xn, n = 1, 2, . . ., is relatively compact in L
2(Ω).
Appendix B. Proof of Proposition 4.3
Here we give the proof of Proposition 4.3. Before we proceed, we need some notations and
intermediate results.
Without loss of generality, assume that ‖b˜i‖∞ ≤ 1 for i = 1, 2 . . . , n. Let z = (z(1), . . . z(d)) be
a generic element of Rd and | · | be the Euclidean norm. Let P (t, z) = (2πt)−d/2e−|z|2/2t be the
Gaussian kernel, then the left hand side of (4.2) can be written as∣∣∣∣∣
∫
t0<t1<···<tn<t
∫
Rdn
n∏
i=1
Dαibi(ti, zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn
∣∣∣∣∣ .
Define
Jαn (t0, t, z0) :=
∫
t0<t1<···<tn<t
∫
Rdn
n∏
i=1
Dαibi(ti, zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn,
with α = (α1, . . . αn) ∈ {0, 1}nd. To prove the proposition, it is enough to prove that t
|Jαn (t0, t, 0)| ≤ Cn(t− t0)n/2/Γ(n/2 + 1).
To this end, we shift the derivatives from the bi’s onto P by using the integration by part. This
is done by introducing the alphabet A(α) = {P,Dα1P, . . . , DαnP,Dα1Dα2P, . . .Dαn−1DαnP}.
Here Dαi , DαiDαi+1 stands for the derivative of P (t, z) with respect to the space.
Choose a string S = S1 · · ·Sn in A(α) and define
IαS (t0, t, z0) :=
∫
t0<···<tn<t
∫
Rdn
n∏
i=1
bi(ti, zi)Si(ti − ti−1, zi − zi−1)dz1 . . .dzndt1 . . . dtn .
In the following, we say that a string is allowed if, when all the DαiP ’s are taken out from the
string, a string of type P ·DαsDαs+1P · P ·Dαs+1Dαs+2P · · ·P ·DαrDαr+1P for s ≥ 1, r ≤ n− 1
remains. Moreover, assume that the first derivatives DαiP are written in an increasing order with
respect to i.
Lemma B.1. The following representation holds
Jαn (t0, t, z0) =
2n−1∑
j=1
ǫjI
α
Sj (t0, t, z0),
where each ǫj is either −1 or 1 and each Sj is an allowed string in A(α).
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Proof. We use induction on n ≥ 1. Clearly, the representation holds for n = 1. Now assume that
it holds for n ≥ 1, and let b0 be another function satisfying the assumptions of the proposition.
as well as α0. Then
J
(α0,α)
n+1 (t0, t, z0) =
∫ t
t0
∫
Rd
Dα0b0(t1, z1)P (t1 − t0, z1 − z0)Jαn (t1, t, z1)dz1dt1
=−
∫ t
t0
∫
Rd
b0(t1, z1)D
α0P (t1 − t0, z1 − z0)Jαn (t1, t, z1)dz1dt1
−
∫ t
t0
∫
Rd
b0(t1, z1)P (t1 − t0, z1 − z0)Dα0Jαn (t1, t, z1)dz1dt1 .
Moreover
Dα0IαS (t1, t, z1) = −I(α0,α)S˜ (t1, t, z1),
with
S˜ =
{
Dα0P · S2 · · ·Sn if S = P · S2 · · ·Sn
Dα0Dα1P · S2 · · ·Sn if S = Dα1P · S2 · · ·Sn .
Clearly, S˜ is not an allowed string in A(α). Using the induction hypothesis Dα0Jαn (t0, t, z0) =∑2n−1
j=1 −ǫjI(α0,α)S˜ (t0, t, z0) and we have
J
(α0,α)
n+1 =
2n−1∑
j=1
−ǫjI(α0,α)Dα0P ·Sj +
2n−1∑
j=1
ǫjIP ·S˜j .
One verifies that both Dα0P · Sj and P · S˜j are allowed strings in A(α0, α) whenever Sj is an
allowed string in A(α). 
Assuming that S is a allowed string, we will give an upper bound of IαS , thus the proof of
Proposition 4.3 will be completed using the above representation.
Lemma B.2. Let φ, h : [0, 1]×Rd → R be measurable functions satisfying |φ(s,z)|1+|z| ≤ e−|z|
2/3s and
‖h˜‖∞ ≤ 1, with h˜(s, y) := h(s,y)1+|y| . Let α, β ∈ {0, 1}d be multiindices satisfying |α| = |β| = 1. Then
one can find a universal constant C (independent of φ, h, α and β) satisfying
|I| ≤ C,
where
I =
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
φ(s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt. (B.1)
Proof. Let l,m ∈ Zd and define [l, l + 1) := [l(1), l(1) + 1) × · · · × [l(d), l(d) + 1) and similarly for
[m,m+ 1). Moreover, define φl(s, z) := φ(s, z)1[l,l+1)(z) and hm(t, y) := h(t, y)1[m,m+1)(y).
We denote by Il,m the integral defined in (B.1) when φ, h are replaced by φl, hm. Then
I =
∑
l,m∈Zd Il,m. In the following, C denotes a constant that may change from one line to the
other.
We rewrite Il,m as:
Il,m :=
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
φl(s, z)hm(t, y)D
αDβP (t− s, y − z)dydzdsdt
≤
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
|φl(s, z)|
1 + |z| (1 + |z|)
|hm(t, y)|
1 + |y| (1 + |y − z|+ |z|)D
αDβP (t− s, y − z)dydzdsdt
≤I1l,m + I2l,m, (B.2)
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where
I1l,m :=
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
|φl(s, z)|
1 + |z| (1 + |z|)
|hm(t, y)|
1 + |y| (1 + |y − z|)D
αDβP (t− s, y − z)dydzdsdt,
I2l,m :=
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
|φl(s, z)|
1 + |z| (1 + |z|)
2 |hm(t, y)|
1 + |y| D
αDβP (t− s, y − z)dydzdsdt.
We only give an estimate of I1l,m. The corresponding estimate for I
2
l,m follows similarly.
suppose that ‖l −m‖∞ := maxi |l(i) −m(i)| ≥ 2. For z ∈ [l, l+ 1) and y ∈ [m,m+ 1) we have
|z − y| ≥ ‖l −m‖∞ − 1.
Assume α 6= β, then
|(1 + |y − z|)DαDβP (t− s, z − y)| =| (z
(i) − y(i))(z(j) − y(j))
(t− s)2 |(1 + |y − z|)P (t− s, y − z)
≤C| (z
(i) − y(i))(z(j) − y(j))
(t− s)2 |P˜ (t− s, y − z)
for appropriate choice of i, j, where P˜ (t, z) = (2πt)−d/2e−|z|
2/4t. Then there exists a positive
constant C such that
|(1 + |y − z|)DαDβP (t− s, z − y)| ≤ Ce−(‖l−m‖∞−2)2/8.
Assume α = β, then
(1 + |y − z|)(Dα)2P (t− s, y − z) =
(
(y(i) − z(i))2
t− s − 1
)
(1 + |y − z|)P (t− s, y − z)
t− s
and similarly there exists a positive constant C such that
|(1 + |y − z|)(Dα)2P (t− s, y − z)| ≤ Ce−(‖l−m‖∞−2)2/8 .
Using once more the fact that (1 + |z|)e−|z|2/3s is bounded by Ce−|z|2/6s for s ∈ [0, 1], we get in
both cases |I1l,m| ≤ Ce−‖l‖
2/16e−(‖l−m‖∞−2)
2/8; thus∑
‖l−m‖∞≥2
|I1l,m| ≤ C.
Suppose that ‖l−m‖∞ ≤ 1 and denote by φˆl(s, u) and hˆm(t, u) the Fourier transform of φ and
h in the second variable. Then
hˆm(t, u) := (2π)
−d/2
∫
Rd
hm(t, x)e
−i(u,x)dx,
and similarly for φˆl(s, u). It follows from the Plancherel theorem that∫
Rd
φˆl(s, u)
2du =
∫
Rd
φl(s, z)
2dz
=
∫
Rd
φl(s, z)
2
(1 + |z|)2 (1 + |z|)
2dz
≤
∫
Rd
e−2|z|
2/3s(1 + |z|)21[l,l+1)(z)dz
≤C
∫
Rd
e−|z|
2/6s1[l,l+1)(z)dz
≤Ce−‖l‖2/24
for all s ∈ [0, 1] and ∫
Rd
hˆm(t, u)
2du =
∫
Rd
hm(t, y)
2dy.
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We have
Il,m =
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)hˆm(t,−u)u(i)u(j)(t− s)e−(t−s)|u|
2/2dudsdt. (B.3)
This can be seeing by applying the Fubini’s theorem to the righ hand side of (B.3) to get
∫
Rd
hˆm(t,−u)φˆl(s, u)uiuj(t− s)e−(t−s)|u|
2/2du
= (2π)−d
∫
Rd
∫
Rd
∫
Rd
hm(t, x)e
i(u,x)φl(s, y)e
−i(u,y)uiuj(t− s)e−(t−s)|u|2/2dudxdy
=
∫
Rd
∫
Rd
hm(t, x)φl(s, y)(t− s)
[
(2π)−d
∫
Rd
ei(u,x−y)uiuje−(t−s)|u|
2/2du
]
dxdy.
Consider the expression in the square brackets. Substituting v =
√
t− su, we get
(2π)−d
∫
Rd
ei(u,x−y)uiuje−(t−s)|u|
2/2du
= (2π)−d(t− s)−d/2
∫
Rd
e
i( v√
t−s ,x−y) v
i
√
t− s
vj√
t− se
−|v|2/2dv
= (2π)−d(t− s)−d/2(t− s)−1
∫
Rd
e
i(v, x−y√
t−s )vivje−|v|
2/2dv.
Set f(v) = e−|v|
2/2 and p(v) = v(i)v(j). The properties of the Fourier transform yield p̂f = DαDβ fˆ
and fˆ = f . Hence, the above expression can be written by
(2π)−d/2(t− s)−d/2(t− s)−1DαDβf
(
x− y√
t− s
)
= (t− s)−1DαDβP (t− s, x− y),
from which we obtain (B.3).
Using the inequality ab ≤ 12a2c + 12b2c−1 with a = φˆl(s, u)u(i), b = hˆm(t,−u)u(j) and c =
e‖l‖
2/48, we have
|Il,m| ≤ 1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2(u(i))2e‖l‖
2/48e−(t−s)|u|
2/2dudsdt
+
1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2(u(j))2(t− s)2e−‖l‖
2/48e−(t−s)|u|
2/2dudsdt
≤ 1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2|u|2e‖l‖2/48e−(t−s)|u|2/2dudsdt
+
1
2
∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2|u|2(t− s)2e−‖l‖
2/48e−(t−s)|u|
2/2dudsdt.
Integrating the first term of the right hand side in the above inequality with respect to t gives∫ 1
1/2
∫ t
t/2
∫
Rd
φˆl(s, u)
2|u|2e‖l‖2/48e−(t−s)|u|2/2dudsdt ≤ Ce−‖l‖2/48.
Now let assume m = 0 that is m(i) = 0 for i = 1, . . . , d then we have hm = h0 and∫
Rd
hˆ0(t, u)
2du =
∫
Rd
h0(t, y)
2dy ≤ C(1 + d).
Hence, integrating the second term with respect to s gives∫ 1
1/2
∫ t
t/2
∫
Rd
hˆ0(t,−u)2|u|2(t− s)2e−‖l‖
2/48e−(t−s)|u|
2/2dudsdt ≤ C(1 + d)e−‖l‖2/48
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Let now assume that ‖m‖ 6= 0, then ‖m‖ ≥ 1 and we have∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2|u|2(t− s)2e−‖l‖
2/48e−(t−s)|u|
2/2dudsdt
=
∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2(t− s)
(
|u|
√
(t− s)
)2
e−‖l‖
2/48e−(t−s)|u|
2/2dudsdt
≤Ce−‖l‖2/48
∫ 1
1/2
∫ t
t/2
∫
Rd
hˆm(t,−u)2(t− s)e−(t−s)|u|
2/8dudsdt
≤Ce−‖l‖2/48
∫ 1
1/2
∫ t
t/2
∫
Rd
hm(t,−u) ∗ hm(t,−u) 2
d
(t− s)d/2 e
−2|u|2/(t−s)dudsdt
=Ce−‖l‖
2/48
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
hm(t, v)hm(t, v − u) 2
d
(t− s)d/2 e
−2|u|2/(t−s)dvdudsdt
=Ce−‖l‖
2/48
∫ 1
1/2
∫ t
t/2
∫
[m,m+1)d
∫
[m,m+1)d
(1 + |v|)(1 + |u− v|) 2
d
(t− s)d/2 e
−2|u|2/(t−s)dvdudsdt
≤Ce−‖l‖2/48(1 + ‖m+ 1‖2)2d
∫ 1
1/2
∫ t
t/2
1
(t− s)d/2 e
−2‖m‖2/(t−s)dsdt.
We show that when we integrate first with respect to s, the integral is bounded above. We split
the proof in several cases.
• For d = 1∫ t
t/2
1
(t− s)1/2 e
−2‖m‖2/(t−s)ds =
[
− 2√t− se−2‖m‖2/(t−s)
]t
t/2
−
∫ t
t/2
4‖m‖2
(t− s)3/2 e
−2‖m‖2/(t−s)ds
≤
[
− 2√t− se−2‖m‖2/(t−s)
]t
t/2
≤ 2e−4‖m‖2.
• For d = 2, we have∫ t
t/2
1
(t− s)e
−2‖m‖2/(t−s)ds =
[−(t− s)
2‖m‖2 e
−2‖m‖2/(t−s)
]t
t/2
− 1
2‖m‖2
∫ t
t/2
e−2‖m‖
2/(t−s)ds
≤
[−(t− s)
2‖m‖2 e
−2‖m‖2/(t−s)
]t
t/2
≤ 1
4‖m‖2 e
−4‖m‖2 .
• For d = 3, we have∫ t
t/2
1
(t− s)3/2 e
−2‖m‖2/(t−s)ds =
∫ t
t/2
(t− s)1/2
(t− s)2 e
−2‖m‖2/(t−s)ds
≤
∫ t
t/2
1
(t− s)2 e
−2‖m‖2/(t−s)ds
=
[ −1
2‖m‖2 e
−2‖m‖2/(t−s)
]t
t/2
≤ 1
4‖m‖2 e
−4‖m‖2 .
• For d = 4, we have∫ t
t/2
1
(t− s)2 e
−2‖m‖2/(t−s)ds =
[ −1
2‖m‖2 e
−2‖m‖2/(t−s)
]t
t/2
≤ 1
4‖m‖2 e
−4‖m‖2 .
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• For d > 4, we use induction. Let Jd =
∫ t
t/2
1
(t−s)d/2 e
−2‖m‖2/(t−s)ds. Assume that Jd−1 ≤
C
4‖m‖2 e
−4‖m‖2 . We will show that Jd ≤ C4‖m‖2 e−4‖m‖
2
.
Jd =
∫ t
t/2
1
(t− s)d/2−2+2 e
−2‖m‖2/(t−s)ds
=
[−(t− s)−d/2+2
2‖m‖2 e
−2‖m‖2/(t−s)
]t
t/2
+
(d/2− 2)
2‖m‖2
∫ t
t/2
1
(t− s)d/2−1 e
−2‖m‖2/(t−s)ds
≤
[−(t− s)−d/2+2
2‖m‖2 e
−2‖m‖2/(t−s)
]t
t/2
+ (d/2− 2)
∫ t
t/2
1
(t− s)(d−1)/2 e
−2‖m‖2/(t−s)ds
≤ C
4‖m‖2 e
−4‖m‖2 ,
which gives
|Il,m| ≤C(1 + ‖m+ 1‖2)e−‖l‖
2/48e−4‖m‖
2
≤C(1 + ‖m‖2 + d2)e−‖l‖2/48e−4‖m‖2 .
In any cases, we have |Il,m| ≤ C(1 + ‖m‖2 + d2)e−‖l‖2/48e−4‖m‖2 . Thus∑
‖l−m‖∞≤1
|Il,m| ≤ C.

Corollary B.3. Let g, h : [0, 1]×Rd → R be measurable functions satisfying ‖g˜‖∞ ≤ 1, ‖h˜‖∞ ≤ 1
where g˜(s, y) := g(s,y)1+|y| and h˜(s, y) :=
h(s,y)
1+|y| for (s, y) ∈ [0, 1]×Rd. Then there is a positive constant
C such that ∣∣∣∣∣
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt
∣∣∣∣∣ ≤ C
and ∣∣∣∣∣
∫ 1
1/2
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)DγP (s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt
∣∣∣∣∣ ≤ C .
Furthermore,
∫
Rd
P (t, z)dz = 1 and∫
Rd
|DαP (t, z)|dz ≤ Ct−1/2 , (B.4)
∫
Rd
|DαDβP (t, z)|dz ≤ Ct−1 . (B.5)
Lemma B.4. We can find an absolute constant C such that for every Borel-measurable functions
g and h such that h˜ and g˜ are bounded by 1, and r ≥ 0∣∣∣ ∫ t
t0
∫ t1
t0
∫
Rd
∫
Rd
g(t2, z)P (t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t− t1)rdydzdt1dt2
∣∣∣
≤C(1 + r)−1(t− t0)r+1
and ∣∣∣ ∫ t
t0
∫ t1
t0
∫
Rd
∫
Rd
g(t2, z)D
γE(t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t− t1)rdydzdt1dt2
∣∣∣
≤C(1 + r)−1/2(t− t0)r+1/2 .
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Proof. We first prove the estimate for t = 1, t0 = 0. Using Corollary B.3 it follows that for each
k ≥ 0∣∣∣ ∫ 2−k
2−k−1
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
∣∣∣ ≤ C(1 − 2−k−1)r2−k .
In fact, put t′ = 2kt and s′ = 2ks and use the fact that P (at, z) = a−d/2P (t, a−1/2z), then
substitute z′ = 2k/2z and y′ = 2k/2y. The result follows by sing h1(t, y) :=
(1−t)r
(1−2−k−1)r h(t, y) in
Corollary B.3.
Summing the above inequalities over k gives∣∣∣∣∣
∫ 1
0
∫ t
t/2
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
∣∣∣∣∣ ≤ C(1 + r)−1.
Using the bound (B.5), we get∫ 1
0
∫ t/2
0
∫
Rd
∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt
≤
∫ 1
0
∫ t/2
0
∫
Rd
∫
Rd
|g(s, z)|
1 + |z| (1 + |z|)P (s, z)
|h(t, y)|
1 + |y| (1 + |y|)D
αDβP (t− s, y − z)(1− t)rdydzdsdt
≤2
(∫ 1
0
∫ t/2
0
∫
Rd
∫
Rd
(1 + |z|2)P (s, z)DαDβP (t− s, y − z)(1− t)rdydzdsdt
+
∫ 1
0
∫ t/2
0
∫
Rd
∫
Rd
(1 + |z|)P (s, z)(1 + |y − z|)DαDβP (t− s, y − z)(1− t)rdydzdsdt
)
≤C
∫ 1
0
∫ t/2
0
(t− s)−1(1 − t)rdsdt ≤ C(1 + r)−1, (B.6)
where in the third inequality, we used the following estimates:
• (1 + |z|)P (s, z) ≤ CP˜ (s, z) = C(2πs)−d/2e−|z|2/4s,
• (1 + |z|2)P (s, z) ≤ CP1(s, z) = C(2πs)−d/2e−|z|2/8s,
• (1 + |y − z|)DαDβP (t − s, y − z) ≤ CDαDβP˜ (t − s, y − z) and one can also show that∫
Rd
|DαDβP˜ (t, z)|dz ≤ Ct−1.
Combination of these bounds gives the first assertion for t = 1, t0 = 0. For general t and t0 use
the change of variables t′1 =
t1−t0
t−t0 , t2 =
t2−t0
t−t0 , y
′ = (t− t0)−1/2y and z′ = (t− t0)−1/2z.
The second assertion of the lemma follows similarly. 
We are now ready to give a proof of Proposition 4.3.
Proof of Proposition 4.3. : We prove that there is a constant M such that for each allowed string
S in the alphabet A(α) we have
IαS (t0, t, z0) ≤
Mn(t− t0)n/2
Γ(n2 + 1)
.
We use induction on n. The case n = 0 is straightforward. Assume n > 0 and that the above
inequality is valid for all allowed strings of length less than n. There are three possibilities.
(1) S = Dα1P · S′ where S′ is a string in A(α′) and α′ := (α2, . . . , αn)
(2) S = P ·Dα1Dα2P · S′ where S′ is a string in A(α′) and α′ := (α3, . . . , αn)
(3) S = P · Dα1P · · ·DαmP · Dαm+1Dαm+2P · S′ where S′ is a string in A(α′) and α′ :=
(αm+3, . . . , αn).
In each possibility, S′ is an allowed string in the given alphabet.
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(1) Use the inductive hypothesis to get an upper bound for Iα
′
S′ (t1, t, z1) and using (B.4), we
have
|IαS (t0, t, z0)| =
∣∣∣∣∫ t
t0
∫
Rd
b1(t1, z1)D
α1P (t1 − t0, z1 − z0)Iα
′
S′ (t1, t, z1)dz1dt1
∣∣∣∣
≤
∫ t
t0
∫
Rd
|b1(t1, z1)|
1 + |z1| (1 + |z1|)D
α1P (t1 − t0, z1 − z0)Iα
′
S′ (t1, t, z1)dz1dt1
≤ M
n−1
Γ(n+12 )
∫ t
t0
(t− t1)(n−1)/2
∫
Rd
(1 + |z1|)|Dα1P (t1 − t0, z1 − z0)|dz1dt1
≤ M
n−1
Γ(n+12 )
∫ t
t0
(t− t1)(n−1)/2
( ∫
Rd
(1 + |z0|)|Dα1P (t1 − t0, z1 − z0)|dz1dt1
+
∫
Rd
(1 + |z1 − z0|)|Dα1P (t1 − t0, z1 − z0)|dz1
)
dt1
≤M
n−1C
Γ(n+12 )
(1 + |z0|)
∫ t
t0
(t− t1)(n−1)/2(t1 − t0)−1/2dt1
=
Mn−1C
√
π(t− t0)n/2
Γ(n2 + 1)
(1 + |z0|),
where the last inequality is similar to (B.4) and follows as in (B.6). The result follows if
M is large enough.
(2) Here, write
IαS (t0, t, z0) =
∫ t
t0
∫ t
t1
∫
Rd
∫
Rd
b1(t1, z1)b2(t2, z2)
× P (t1 − t0, z1 − z0)Dα1Dα2P (t2 − t1, z2 − z1)Iα
′
S′ (t2, t, z2)dz1dz2dt2dt1.
Define h(t2, z2) := b2(t2, z2)I
α′
S′ (t2, t, z2)(t − t2)1−n/2. Hence it follows from the inductive
hypothesis that
|h(t2, z2)|
1 + |z2| ≤M
n−2/Γ(n/2).
Use the above bound in the first part of Lemma B.4 with g = b1 and integrating first with
respect to t2, we get
|IαS (t0, t, z0)| ≤
CMn−2(t− t0)n/2
nΓ(n/2)
and the result follows if M is large enough.
(3) We have
IαS (t0, t, z0) =
∫
t0<...tm+2<t
∫
R(m+2)d
P (t1 − t0, z1 − z0)
m+2∏
j=1
bj(tj , zj)
×
m+1∏
j=2
DαjP (tj − tj−1, zj − zj−1)Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)
× Iα′S′ (tm+2, t, zm+2)dz1 . . . dzm+2dt1 . . . dtm+2 .
Define h(tm+2, zm+2) = bm+2(tm+2, zm+2)I
α′
S′ (tm+2, t, z)(t − tm+2)(2+m−n)/2. It follows
from the induction hypothesis that
|h(tm+2, zm+2)|
1 + |zm+2| ≤M
n−m−2/Γ((n−m)/2).
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Let
Ω(tm, zm) :=
∫ t
tm
∫ t
tm+1
∫
R2d
bm+1(tm+1, zm+1)h(tm+2, zm+2)
× (t− tm+2)(n−m−2)/2DαmP (tm+1 − tm, zm+1 − z)
×Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)dzm+1dzm+2dtm+1dtm+2 .
Using Lemma B.4, we have
|Ω(tm, zm)| ≤ C(n−m)
−1/2Mn−m−2(t− tm)(n−m−1)/2
Γ(n−m2 )
.
Using the above bound in
IαS (t0, t, z0) =
∫
t0<...tm+2<t
∫
R(m+2)d
P (t1 − t0, z1 − z0)
m∏
j=1
bj(tj , zj)
×
m−1∏
j=1
DαjP (tj − tj−1, zj − zj−1)Ω(tm, zm)dz1 . . .dzmdt1 . . . dtm ,
and using (B.4) repeatedly, we get
|IαS (t0, t, z0)| ≤ Cm+1(n−m)−1/2
Mn−m−2
Γ((n−m)/2)
×
∫
t0<...tm<t
(t2 − t1)−1/2 . . . (tm − tm−1)−1/2(t− tm)(n−m−1)/2dt1 . . . dtm
= Cm+1(n−m)−1/2M
n−m−2π(m−1)/2Γ(n−m+12 )
Γ(n−m2 )Γ(
n
2 + 1)
(t− t0)n/2
and the result follows when M is large enough, thus completing the induction argument.
The proof of Proposition 4.3 is now completed.

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