We consider the following prescribed scalar curvature problem on S N
Introduction
Consider the standard N -sphere (S N , g 0 ), N 3. LetK be a fixed smooth function. The prescribed curvature problem asks if one can find a conformally invariant metric g such that the scalar curvature becomesK. The problem consists in solving the following equation on S N : Problem (1.1) does not always admit a solution. A first necessary condition for the existence is that max S NK > 0, but there are also some obstructions, which are said of topological type. For example, a necessary condition is the following Kazdan-Warner condition:
(1.
2)
The problem of determining whichK admits a solution to (1.1) has been studied extensively. See [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [13] [14] [15] [16] [17] [18] [19] [20] [21] 23, 24, 30] and the references therein. Some existence results have been obtained under some assumptions involving the Laplacian at the critical point ofK, see Chang and Yang [9] , Bahri and Coron [3] and Schoen and Zhang [29] for the case N = 3, and Y. Li [19] for the case N 4. For example, in Bahri and Coron [3] , it is assumed that N = 3,K is a positive The result has been extended to any S N , N 3 by Y. Li in [18, 19] . Roughly, it is assumed that there exists β, N − 2 < β < N such that where D 1,2 (R N ) denotes the completion of C ∞ 0 (R N ) under the norm R N |∇u| 2 . Much less is known about the multiplicity of the solutions of (1.6). Amrosetti, Azorero and Peral [1] , and Cao, Noussair and Yan [7] proved the existence of two or many solutions if K is a perturbation of the constant, i.e. K = K 0 + εh(x), 0 < ε 1.
K(ξ )
(1.7)
On the other hand, Y. Li proved in [16] that (1.6) has infinitely many solutions if K(x) is periodic, while similar result was obtained in [30] if K(x) has a sequence of strict local maximum points tending to infinity. Note that this condition for K(x) at the infinity implies that the corresponding functionK defined on S N has a singularity at the south pole.
In this paper, we consider the simplest case, i.e.,K is rotationally symmetric, K = K(r), r = |y|. It follows from the Pohozaev identity (1.2) that (1.6) has no solution if K (r) has fixed sign. Thus we assume that K is positive and not monotone. On the other hand, Bianchi [5] showed that any solution of (1.6) is radially symmetric if there is an r 0 > 0, such that K(r) is non-increasing in (0, r 0 ], and non-decreasing in [r 0 , +∞). Moreover, in [6] , it was proved that (1.6) has no solutions for some function K(r), which is non-increasing in (0, 1], and nondecreasing in [1, +∞) . Therefore, we see that to obtain a solution for (1.6), it is natural to assume that K(r) has a local maximum at r 0 > 0. The purpose of this paper is to answer the following two questions:
Q1. Does the existence of a local maximum of K guarantee the existence of a solution to (1.6)?
Q2. Are there non-radially symmetric solutions to (1.6)?
(Question Q2 has been asked by Bianchi [5] .) The aim of this paper is to show that if K(r) has a local maximum at r 0 > 0, then (1.6) has infinitely many non-radial solutions. This answers Q1 and Q2 affirmatively. As far as we know, we believe our result is the first on the existence of infinitely many solution for (1.6).
We assume that K(r) satisfies the following condition:
uniformly bounded and the distance between bubbles is uniformly bounded from below. See [29] (for N = 3) and Theorem 0.10 of [19] (for N = 4). On the other hand, if
for N 5, the energy of solutions is also be bounded. See [19] . So our assumptions on N and m are almost optimal in the construction of the solutions in this paper.
Remark 1.4.
The radial symmetry can be replaced by the following weaker symmetry assumption: after suitably rotating the coordinate system, Before we close this introduction, let us outline the main idea in the proof of Theorem 1.1. Let us fix a positive integer
where k 0 is a large integer, which is to be determined later. Set
to be the scaling parameter.
(1.8)
It is well known that the functions
are the only solutions to the problem
where 0 is the zero vector in R N −2 , and let
In this paper, we always assume that
and 
where ω k ∈ H s , and
We will use the techniques in the singularly perturbed elliptic problems to prove Theorem 1.6. We know that there is always a small parameter in a singularly perturbed elliptic problem. In Theorem 1.6, we only know that the number of the bubbles in the solutions are large. This suggests that although there is no parameter in (1.6), we can use k, the number of the bubbles of the solutions, as the parameter in the construction of bubbles solutions for (1.6) . This is the new idea of this paper. This is partly motivated by recent paper of Lin, Ni and Wei [22] where they constructed multiple spikes to a singularly perturbed problem. There they allowed the number of spikes to depend on the small parameter.
The main difficulty in constructing solution with k-bubbles is that we need to obtain a better control of the error terms. Since the number of the bubbles is large, it is very hard to carry out the reduction procedure by using the standard norm as in [2, 25] . Noting that the maximum norm will not be affected by the number of the bubbles, we will carry out the reduction procedure in a space with weighted maximum norm. Similar weighted maximum norm has been used in [12, [26] [27] [28] . But the estimates in the reduction procedure in this paper are much more complicated than those in [12, [26] [27] [28] , because the number of the bubbles is large.
Finite-dimensional reduction
In this section, we perform a finite-dimensional reduction. Let
and
where τ = 1 +η andη > 0 is small. Let 
and φ k * c > 0. We may assume that φ k * = 1. For simplicity, we drop the subscript k.
We rewrite (2.3) as
Using Lemma B.3, we have
It follows from Lemma B.2 that 6) and
Next, we estimate c l , l = 1, 2. Multiplying (2.3) by Z 1,l and integrating, we see that c t satisfies
It follows from Lemma B.1 that
On the other hand,
Similar to the proof of Lemma B.3, we obtain
Thus,
which, together with (2.9), gives
But there is a constantc > 0,
Thus we obtain from (2.8) that
Since φ * = 1, we obtain from (2.12) that there is R > 0, such that
for some i. Butφ(y) = φ(y − x i ) converges uniformly in any compact set to a solution u of
, and u is perpendicular to the kernel of (2.14). So, u = 0. This is a contradiction to (2.13). 2
From Lemma 2.1, using the same argument as in the proof of Proposition 4.1 in [12] , we can prove the following result:
Now, we consider
We have
where σ > 0 is a small constant. 17) where
Rewrite (2.16) as
r,Λ φ ,
In order to use the contraction mapping theorem to prove that (2.17) is uniquely solvable in the set that φ * is small, we need to estimate N(φ) and l k . Firstly, we consider N 6. Using the Hölder inequality, we obtain
Thus, the result follows.
It remains to prove the result for N = 5. Similar to (2.18), we have
Next, we estimate l k .
Lemma 2.5. Assume that
Proof. Define
From the symmetry, we can assume that y ∈ Ω 1 . Then,
Using Lemma B.1, for any 0 < α min(4, N − 2), we obtain
(2.20)
Since τ < 2, we can choose α > N −2
On the other hand, for y ∈ Ω 1 , using Lemma B.1 again,
Thus, we have proved
. Now, we estimate J 2 . For y ∈ Ω 1 , and j > 1, using Lemma B.1, we have
For y ∈ Ω 1 and ||y| − μr 0 | δμ, where δ > 0 is a fixed constant, then
As a result,
If y ∈ Ω 1 and ||y| − μr 0 | δμ, then
and |y| − |x 1 | |y| − μr 0 + μr 0 − |x 1 | 2δμ.
As a result, 
Now, we are ready to prove Proposition 2.3.
Proof of Proposition 2.3. Let us recall that
Then, (2.17) is equivalent to
where L k is defined in Proposition 2.2. We will prove that A is a contraction map from E to E. In fact,
Thus, A maps E to E. On the other hand,
If N 6, then
Thus, A is a contraction map. The case N = 5 can be discussed in a similar way. It follows from the contraction mapping theorem that there is a unique φ ∈ E, such that
Moreover, it follows from Proposition 2.2 that
Finally, the estimate of c t comes from (2.15). See also (2.11). 2

Proof of Theorem 1.6
Let
F (r, Λ) = I (W r,Λ + φ),
where r = |x 1 |, φ is the function obtained in Proposition 2.3, and
Proposition 3.1. We have
where σ > 0 is a fixed constant, B i > 0, i = 1, 2, 3, is some constant.
Proof. Since
I (W r,Λ
there is t ∈ (0, 1) such that
So, we have proved
Proposition 3.2. We have
where σ > 0 is a fixed constant.
Proof. We have
Thus, using Proposition 2.3,
and the result follows from Proposition A.2. 2
Since
So, there is a constant B 4 > 0, such that
Thus, we obtain
Let Λ 0 be the solution of
, whereθ > 0 is a small constant. For any (r, Λ) ∈ D, we have
So,
Now, we defineF
, where η > 0 is a small constant. LetF
Then Proposition 3.3. The flow (r(t), Λ(t))
does not leave D before it reaches F α 1 .
, noting that |r − μr 0 | 1 μθ
, we obtain from (3.2) that
So, the flow does not leave D.
, then we obtain from (3.2) that
, we see
So, using (3.1), we obtain
Proof of Theorem 1.6. We will prove thatF , and thus F , has a critical point in D. Define
We claim that c is a critical value ofF . To prove this, we need to prove
To prove (ii), let h ∈ Γ . Then for anyr with |r − μr 0 | = 
Now we prove (i). It is easy to see that
c < α 2 .
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Appendix A. Energy expansion
In all of Appendixes A and B, we always assume that
where 0 is the zero vector in R N −2 , and r ∈ [r 0 μ − ] for some smallθ > 0.
Let recall that
, and
In this section, we will calculate I (W r ).
Proposition A.1. We have
where B i , i = 1, 2, 3, is some positive constant, A > 0 is a constant, and r = |x 1 |.
Proof. By using the symmetry, we have
.
Then,
Note that for y ∈ Ω 1 , |y −x i | |y −x 1 |. Using Lemma B.1, we find that for any α ∈ (1,
If we take the constant α with max(1,
On the other hand, it is easy to show
On the other hand, if y ∈ B |x 1 |/2 (0), y = (y 1 , y * ), y * = (y 2 , . . . , y N ), then |x 1 | − y 1
Thus, using
we obtain
We also need to calculate
∂Λ .
Proposition A.2. We have
where B i , i = 1, 2, 3, is same positive constant in Proposition A.1.
Proof. The proof of this proposition is similar to the proof of Proposition A.1. So we just sketch it.
So, we obtain the desired result. 2
Appendix B. Basic estimates
For each fixed i and j , i = j , consider the following function
where α 1 and β 1 are two constants.
Lemma B.1. For any constant 0 < σ min(α, β), there is a constant C > 0, such that
Similarly, we can prove
As a result, Proof. The result is well known. For the sake of completeness, we give the proof.
We just need to obtain the estimate for |y| 2. Let d = If |z| 2|y|, then |z − y| |z| − |y| 
