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Abstract of thesis entitled: 
Estimation of Value at Risk Using Parametric Regression Techniques 
Submitted by Chan Wing Man 
for the degree of Master of Philosophy in Statistics 
at The Chinese University of Hong Kong in June 2003. 
Abstract 
Value at Risk (VaR) is a fundamental tool for managing market risks. It 
measures the worst loss to be expected of a portfolio over a given time horizon 
under normal market conditions at a given confidence level. Calculation of VaR 
frequently involves estimating the volatility of return processes and quantiles of 
standardized return. A statistical challenge is to predict the volatility of multi-
period return. The conventional method is to employ the so-called square-root 
law. An aim of this thesis is to introduce some parametric models by using 
piecewise constant and piecewise linear techniques to estimate the volatilities 
of multi-period returns and to use them to predict the VaR. comparisons with 
RiskMetrics are made to see if there has any improvement. 
With estimated volatilities, the standardized returns for a model can be 
formed and a quantile of this return process is needed for estimating VaR. This 
can be done by estimating the quantiles from the standardized return process. 
In this thesis, besides using the quantile of the standard normal distribution, a 
nonparametric technique based on the symmetric assumption on the distribution 
of the return process is also employed in order to examine which technique has a 
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In the last two and a half decades, firm operations face a high level of in-
stability in the environment due to different exposures to fundamental economic 
variables, such as the instability of interest rates and exchange rates, the fluctu-
ation of energy prices because of political reasons, the rapid advance in the state 
of information technology, the huge increase in trading activity and the unex-
pected outbreak of serious virus and disease around the world. All these factors 
subsequently incur different risk and therefore, cause the stock market extremely 
volatile and corporation earning unpredictably. 
The need for sound risk management was highlighted by a number of high-
profile risk management disasters in 1990s, for example, Metallgesellschaft (in 
1993), Orange County (in 1994), Barings and Daiwa Banks (in 1995) as well as 
Sumitomo Corporation (in 1996) and Asian Countries (due to the Asian financial 
crisis in 1997). The firms involved then suffered very large losses. Risk manage-
ment is then regarded as an important part of operations to the financial firms 
and multinational corporations. In response to a series of financial catastrophes, 
1 
regulators, investment bankers, and chief executive officers have embraced the 
notion of risk management as one of the primary fiduciary responsibilities of the 
corporate management. One of the risk measures used today is the Value at Risk 
(VaR) introduced by J.P. Morgan (1996). 
VaR is a fundamental tool for managing market risks. It measures the maxi-
mum expected loss on a portfolio over a given period of t ime under normal market 
conditions at a certain confidence level and has been popularly used to control 
and manage risk. VaR provides us with a common risk yardstick which makes 
it possible for institutions to manage their risks in a variety of new ways tha t 
were not possible before. It can also be used to guide investment decisions as well 
as being extended to measure and manage risks including liquidity risks, credit 
risks，cashflow risks and even some operational and legal risks. The basic concept 
of VaR was well described by Linsmeier and Pearson (1996). On behalf of this, 
the books edited by Alexander (1998) and written by Dowd (1998) and Jorion 
(2000) provide an informative introduction to this topic. 
Many different estimation methods and techniques have been proposed to 
the calculation of VaR. Examples include the variance-covariance approach in-
troduced by Dave and Stahl (1997), whose distinctive feature is the use of a 
variance-covariance matrix to estimate VaR numbers; the historical simulation 
approaches which uses the standard deviation of historical da ta and their mod-
ifications (Hendricks 1996, Mahoney 1996); parametric models such as GARCH 
models based on techniques introduced by Wong and So (2000); estimates based 
on Monte Carlo simulation (Pritsker, 1996); methods based on extreme value 
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theory (Danielsson and de Vires, 2000). Various VaR estimates result in different 
comparisons and studies. 
Calculation of VaR frequently involves estimating the volatility of return pro-
cesses and quantiles of the standardized return. A particular application of these 
models is the exponential smoothing approach adopted by J.P. Morgan for Risk-
Metrics system. RiskMetrics applies a square-root law to compute the risks of 
multi-period returns based on that of one-period return. Variance of one-period 
return is, however, estimated by using an exponentially weighted moving aver-
age (EWMA) method, called the exponential smoothing. RiskMetrics approach 
assumes the standardized returns follow a normal distribution, which is fully 
summarized by its mean and standard deviation. Hence, the core problem is to 
estimate the variance of multi-period return. 
A statistical challenge is to predict the volatility of multi-period return. The 
conventional method introduced by J.P. Morgan is to employ the so-called square-
root law. Diebold, Hickman, Inoue and Schuermann (1998) criticized that using 
square-root law is inappropriate to predict multi-period volatility. In an illus-
tration of additive modeling techniques, Fan and Yao (2003) introduced additive 
model to improve the prediction of multi-period volatility. However, no sys-
tematic study has been given. Therefore, the aim of this thesis is to propose 
alternative methods to improve the square-root law that are based on paramet-
ric estimation and systematically study the gain and losses of such approaches. 
We at tempt to choose the piecewise constant and piecewise linear techniques to 
estimate the volatilities of multi-period returns and to use them to predict the 
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VaR. To illustrate the techniques, we apply our estimates to daily stock returns 
of S&P500, together with other seven stock indices throughout the thesis. Com-
parisons with RiskMetrics are made to see if there has any improvement. 
With estimated volatilities, the standardized returns for a model can be 
formed and a quantile of this return process is needed for estimating VaR. This 
can be done by estimating the quantiles from the standardized return process. 
In this thesis, besides using the quantile of the standard normal distribution, a 
nonparametric technique based on the symmetric assumption on the distribution 
of the return process (see Fan and Gu, 2001) is also employed in order to ex-
amine how the interactions between the methods of volatility estimation and the 
approaches of quantile estimation on the accuracy of VaR forecast. 
Before proceeding further, we give a brief outline of the thesis. In Chapter 
2，we present a brief review of RiskMetrics approach and methods for assessing 
the effectiveness of volatility estimator. The key idea of the thesis is outlined 
therein. In Chapter 3, we formally introduce the univariate prediction using 
piecewise constant and piecewise linear techniques. A bivariate prediction along 
with the selection of subsets from large model is employed in Chapter 4. Chapter 
5 summarizes the conclusions of this thesis. 
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Chapter 2 
Estimation of Volatility 
Let St be the price of a portfolio at time t. Let 
n � iog(>V>gH) J t : St-i (2.1) 
be the observed return at time t. The aggregate return at time t for a predeter-
mined holding period r is 
Rt, 丁 = \0g{St+r-l/St-i) = rt + ... + Tt+r-l- (2.2) 
The VaR 
measures the extreme loss 14+i’t, in terms of percentage, of the portfolio 
over a predetermined holding period r with a prescribed confidence level 1 -a， 
namely 
P(Rt+i,T > Vt+i^r\^t) = l - a, 
where fit be the historical information generated by the process namely the 
cr-field generated by St, S t - i , • • • . 
5 
2.1 A revisit to the RiskMetrics 
RiskMetrics is the technique introduced by J.P. Morgan(1996) to forecast VaR. 
The following three steps are used. First, it estimates the one-period volatility 
dt according to 
均 - ( 1 - + A吃 1 
= ( 1 - A) ( r i i + X t I , + X ' r l , + …•). （2.3) 
This is the exponential smoothing of the series {r f }. For further discussion of this 
approach, see Gijbels et al(1999) and Fan and Gu (2001). Next, for a r-period 
return, the square-root rule is used for computing the volatilities of r-period 
returns Rty. 
Kr = V^ 知 (2.4) 
� P . Morgan recommends using (2.4) respectively with A = 0.94 and A = 0.97 
for forecasting the daily (r = 1) and monthly (r = 25 trading days) volatilities 
of aggregate returns. The last step is to forecast the VaR through the normality 
assumption on the standardized return process { i ^ f ’ ^ / � ’ � } . That is, the r - period 
VaR is forecasted as 
K+i’t = <I>-i(Q!威” （2.5) 
The most important step in the RiskMetrics is the estimation of the multi-
period volatility by (2.4). The normality assumption in (2.5) is merely for tech-
nical convenience. 
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2.2 Predicting Multiple-period of Volatilities 
The RiskMetrics has been scrutinized by many practitioners and regulators. For 
example, Diebod, Hickman, Inoue and Schuermann (1998) criticized the square-
root rule in the practice of converting 1-day volatility estimates to r-day estimates 
by scaling y/r is inappropriate and produces overestimates of the variability of 
long-horizon volatility; Fan and Gu (2001) showed that the normal quantile in 
(2.5) can be improved by using a symmetric nonparametric method while the 
volatility estimate in (2.3) can be meliorated; Fan and Yao (2003) showed that 
additive model can be used to improve the prediction of multi-period volatility. 
According to many practitioners and regulators, there is still a lot of room to 
improve the RiskMetrics. The aim of this thesis is to see whether or not it is 
possible to improve the square-root rule by using the regression techniques. In 
particular, we can focus on the piecewise constant and piecewise linear techniques. 
To be more specific, we will compute the monthly (r = 25 trading days) VaR 
using the Standard and Poor's 500 index and other seven stock indices detailed 
in Table 2.1. The in-sample period is set from January 2, 1990, which consists 
of a series of length 1500 and the out-sample period ends on December 31, 1999. 
The confidence level is taken to be 1 - a = 0.95. Let a^^ be the estimated r-day 
volatility through the exponential smoothing of the aggregate return Rty. 
= + (2.6) 
This provides a useful estimate of r-day volatility. However, at time t, we can 
only observe a r-day lag. 
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Table 2.1: Volatility estimation methods to the daily returns of eight stock indices 
Country Index In-sample period starts from Out-sample period ends on 
Australia AORD Jan 2，1990 Dec 31, 1999 
France CAC 40 Mar 1, 1990 Dec 31，1999 
Germany DAX Nov 26, 1990 Dec 31, 1999 
H.K. HSI Jan 2, 1990 Dec 31, 1999 
Japan Nikkei 225 Jan 4, 1990 Dec 31，1999 
U.K. FTSE Jan 2, 1990 Dec 31, 1999 
U.S.A. S&P 500 Jan 2, 1990 Dec 31, 1999 
U.S.A. Dow Jones Jan 2’ 1990 Dec 31, 1999 
In the following illustration, we use A = 0.97 to compute the monthly volatility. 
In an a t tempt to improve the square-root rule (2.4), we apply the regression 
techniques. Two pieces of information are very relevant to the volatility of the 
multi-period returns: the observed one-day volatility (5f or its rescaled form 
and the observed r-period volatility defined by (2.6). To examine their 
associations with R l ” Figures 2.1 and 2.2 present the scatter plots and their 
associated linear fits. Tha t is, we predict Rl^ from the following simple linear 
regression models using the observed 1-day volatility: 
= (2.7) 
and the observed 25-day volatility: 
Rlr � A) + + � (2 .8) 
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See §8.7.4 of Fan and Yao (2003) for the related idea. Although the volatility can 
be predicted by the scale model such as 
Rl =饭 + 
Er]t = 0,Var{r]t) = l, 
this can also be written as the mean regression (2.7) with 
In Figure 2.1, we show the scatter plot using data from January 2，1991 (the 
initial year's estimates were discarded to avoid boundary effects) to April 30， 
1996 between the aggregate squared return R" ,^” and the estimated volatility 
Shown in the figure includes the regression lines by using the least-squares fit. 
As evidenced in the figure, the outliers have also high leverages. This pools the 
least-squares estimate up significantly. 
s 
S “ —— o „ 
� s lope 1 .358 o 
Intercept - 0 . 0 0 0 4 8 � ^ § - o 
<=) 
ir> 
5 — d 
O O O o 
^ Oo°o°ocPo o o o <=> - O O o o o 
i ^ M j i M i i i rV r ^ ^ g O c ^ 
I I 1 1 1 1 
0 . 0 0 0 5 0 . 0 0 1 0 0 . 0 0 1 5 0 . 0 0 2 0 0 . 0 0 2 5 0 . 0 0 3 0 
Figure 2.1: Observed 1-day volatility versus future square returns 
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The volatility for the aggregated return Rt�? is also related to the observed 
r-period volatility at time t. The relation between this observed r-period 
volatility and the future squared return Rl^ is depicted in Figure 2.2. 
Clearly, we can see that the observed values and (3f—�’� are relevant for pre-
dicting the volatility of unobserved squared aggregate return R�’?. By collecting 
these information { (辟� ’ 斤?-t’t,辟r)} in the in-sample period, from January 2’ 
1991 to April 30, 1996, our aim is to build a regression model to predict multiple 
period volatility. More precisely, we aim to find a regression function f in the 
model 
= + (2.9) 
that will facilitate the prediction of r-day volatility. As mentioned before, the 
scale model 
Rlr = f{0lr,^lrMr 
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can also be accomodated into our study. Hence, only the model (2.9) will be 
considered. 
2.3 Performance Measures 
To compare the different procedures for estimating the volatility with a hold-
ing period of r-day, we need to define assessment criteria for performance. These 
criteria will be applied to the eight stock indices (including Standard and Poor's 
500 index). 
Measure 1 (Exceedence ratio against confidence level, ER) 
This is the commonly-used measure for the effectiveness of volatility estima-
tion. This measure counts the number of the events for which the loss of asset 
exceeds the loss predicted by an estimated V ^ t r - For each estimated VaRtr, 
the Exceedence Ratio (ER) is computed as: 
T+n _ 
ER = n - i < VSlt.r), 
t=T+l 
for a post sample of size n, where T + 1 and T+n are the first and the last day 
of the out-sample period. With an estimated volatility dr�,” under the normal 
model，the r-day VaR is estimated by <E>—i(a)�” where is the o� quantile 
of the standard normal distribution. This gives an indication of how effective 
volatility can be used for estimating the r-period VaR. Note that a confidence 
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level (1-Q�) = 95% is used throughout the thesis. 
From statistical point of view, this measure checks only the accuracy of the 
coverage probability, not the value of the lower confidence limit. Therefore, we 
need additional measure. 
Measure 2 (Mean Square Error, MSE) 
Another measure of the effectiveness of r-day volatility estimate 对、丁 is the 
mean square errors: 
T+n 
MSE = n - E ( R l - a i r . 
t=T+l 
Letting aj.^ = E(Rl^ \n t ) be the true multiple period volatility, the expected value 
can be decomposed as 
T+n T+n 
E(MSE) = r r i E E i a l - a i r + n-' E " 
t=T+l t=T+l 
This follows directly from the martingale structure. The first term reflects the 
effectiveness of the estimated volatility while the second term is the size of the 
stochastic error which is independent of the estimators. As in all staistical pre-
diction problems, the second term is usually of an order magnitude that is larger 
than the first term. Therefore, a small improvement on MSE could have much 
improvement over the estimated volatility. However, due to the well-known fact 
that financial time series contain outliers due to large market movements, the 
mean-square error is not a robust measure. This motivates us to define the fol-
lowing measure. 
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Measure 3 (Mean Absolute Deviation Error, MADE) 
As using mean-square error is not a robust measure for evaluation of the 




This is a more robust measure than the MSE. 
2.4 Nonparametric Estimation of Quantiles 
The distribution of the multiple period return Rt^r may not necessarily follow 
a normal distribution. Besides using the quantile of the standard normal distri-
bution, a nonparametric technique based on the symmetric assumption on the 
distribution of the return process is also employed. This method is introduced 
by Fan and Gu (2001). 
Let dt�T be an estimated r-period volatility and = Rt,T/^t,T be a residual. 
Denoted by q{a, r ) , the sample a-quantile of the residuals t = Tq + I, • • • 
r } . This yields an estimated multiple period VaR as VaRf+i’^ = q(a,T)at+i,r-
The nonparametric estimates of quantiles are robust against mis-specification 
of parametric models. However, they are not as efficient as parametric meth-
ods when parametric models are correctly given. To improve the efficiency of 
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nonparametric estimates, Fan and Gu (2001) assume the distribution of � ’ J is 
symmetric about the point zero. This implies that 
where q{a, r) is the population quantile. Thus, an improved nonparametric esti-
mator is 
Denoted by 
to be the corresponding estimated VaR. It is not difficult to show (see Fan and 
Gu, 2001) that the estimator � i s a factor that is as efficient as 
the simple estimate q(a, r) for a < 0.5. This nonparametric technique will be 





In the previous chapter, we see that the observed 1-day volatility is relevant 
to predict the volatility of unobserved squared aggregate return In fact, the 
� P . Morgan's "square-root law" takes simply = §1^. In an at tempt 
to see whether it is feasible to improve the "square-root rule", in this chapter, 
we are going to use piecewise constant and piecewise linear techniques to fit the 
following univariate regression model 
R l = f x - h f { e l ) ^ e t . (3.1) 
Our prediction of multi-period volatility is simply 
where / is fitted function and jl is an estimated parameter. In particular, the 
J.P. Morgan's square-root law corresponds to fi = 0 and f{x) = x. 
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3.1 Piecewise Constant Technique 
In this section, we try to improve the prediction of multiple period volatility 
on the observed 1-day volatility. This prediction function can be nonlinear. One 
approach is to divide the interval into a collection of subintervals and construct 
a (generally) different approximating polynomial on each subinterval. Approxi-
amtion by functions of this type is called a piecewise polynomial approximation, 
or spline approximations when certain degree of continuity is satisfied. 
The simplest piecewise polynomial approximation is to approximate nonlinear 
functions by the piecewise constant approximation. The positions where piecewise 
constant technique can possibly change their values are called knots. 
Let ti, tn he n given knots with < … < tn. A straight forward 
parametric technique for determining a piecewise constant approximation is to 
introduce dummy variables Xi = < 91,. < U), i = 1, 2, • • n with t^ = - o o . 
Then, the piecewise constant model can be written as 
f0lr) = A ^ l + A A + … + PnOOn-
The locations of knots will be based on the percentiles of the observed 1-day 
volatility in the in-sample period. 
There is flexibility in choosing the location of knots parameter, and we will 
choose the (knots) points {U} equally spaced in the sample quantiles of 
in the in-sample period. As the first attempt, we divide the observed 1-day 
volatility, say, using the S&P500 index, into 4 fixed knots, namely, and 
U are respectively 0th, 25th, 50th and 75th percentile of {§1^} in the in-sample 
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period. Then, the function of the piecewise constant technique with 4 knots is 
f(Olr) = PiXi + P2X2 + PsXs + Pax 4- (3.2) 
Now, we fit the model (3.1) according to the function (3.2) by using simple 
linear regression. And we apply function (3.2) to forecast the volatility in the in-
sample period and out-sample period. Note that in order to reduce the influence 
of outliers, 5% of data points in the eight stock indices, whose aggregate returns 
are at both tails, were discarded if necessary when using the piecewise constant 
and piecewise linear techniques. 
The results are shown in Figure 3.1. Shown in Figure 3.1(b) is 1.645 
when returns are negative. They indicate the extent to which the negative returns 
exceed the forecasted VaR. Following the recommendation by J.P. Morgan, the 
multiple-period VaR is simply calculated by (2.5). This can be ameliorated by 
using the symmetric nonparametric estimation of quantiles method which has 
been introduced in Chapter 2. 
According to Figure 3.1, from the in-sample period, it can be seen that the 
RiskMetrics performs worse than the piecewise constant technique. In terms of 
exceedence ratio, the RiskMetrics in the in-sample period gives an exceedence 
ratio of less than 1%. The RiskMetrics is based on the time-domain smoothing, 
which does not depend on the "training period". This means that the RiskMetrics 
has very low predictability during this period, overestimating the risk under study. 
For the same period, the multiple period volatility produced by the piecewise 
constant technique gives the exceedence ratio 1.31%. These results indicate that 
the square-root rule tends to overestimate the multiple-period volatility and VaR 
17 
Predicted 25 -day volatility in the in-sample period 
S J I 
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( a ) 
Predicted 25 -day volatility 
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(b) 
Figure 3.1: Predicted 25-day volatility, (a) In-sample period, (b) Out-sample 
period. Solid curves: J.P.Morgan's forecast; dashed curves: Volatility forecasted 
by the model (3.2). The bars in (a) k (b) are when returns are 
negative. 
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when comparing with the piecewise constant technique. This may be due to the 
influence of outliers in RiskMetrics approach. 
In the out-sample period (Note that the J.P. Morgan estimate of multiple-
period volatility �’了 does not depend on the in-sample training), it gives the ER 
of 3.09% while piecewise constant technique gives the ER of 9.46%, which seems 
to underestimate the multiple-period volatility (The estimate of multiple-period 
volatility using piecewise contant technique depends on the in-sample training). 
The underestimate may be related to the number of knots. On the other hand, 
the approach based on the proposed technique (MADE 2.22 * 10一3) outperforms 
the RiskMetrics (MADE 2.41 * 10一” in terms of the mean absolute deviation 
error, which is more robust to the outliers caused by large market movements. 
To examine the effect of the number of knots, we use a 9-knot (equally spaced 
in the domain of quantiles) piecewise constant technique to model the function f 
in order to compare the prediction result. Therefore, the function of the piecewise 
constant technique with 9 knots is 
f{Olr) = PlXi + + . . . + P9X9. (3.3) 
Function (3.3) is also applied to forecast the volatility in the in-sample period and 
out-sample period. The above piecewise constant technique is used to estimate 
the volatility of the daily returns of the other seven stock indices (see Table 
2.1) and compare the performance for multiple-period volatility estimates with 
RiskMetrics, the method introduced by J.P. Morgan (1996). The performance 
of the multiple-period volatility estimates is summarized in Table 3.1, including 
the exceedence ratio (ER*) calculated by using the symmetric nonparametric 
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Table 3.1: Comparisons of volatility estimation methods 
Index Method ER(ER*) ( x l O - ” MSE (xlO-5) MADE (xlO-�） 
RiskMetrics 5.76 0.712 1.76 
AORD P - Constant 
(4-knot) 5.26(5.26) 0.581 1.59 
(9-knot) 5.56(5.56) 0.596 1.63 
RiskMetrics 5.04 4.796 4.61 
CAC 40 P - Constant 
(4-knot) 6.22(6.11) 5.691 4.39 
(9-knot) 6.75(6.75) 5.713 4.42 
RiskMetrics 6.37 7.350 5.92 
DAX P - Constant 
(4-knot) 13.40(12.33) 8.348 5.64 
(9-knot) 13.53(13.00) 8.397 5.70 
RiskMetrics 6.71 59.55 13.42 
HSI P - Constant 
(4-knot) 0(8.39) 23115 463 
(9-knot) 0(8.49) 23381 463 
RiskMetrics 6.17 3.982 4.76 
Nikkei225 P - Constant 
(4-knot) 4.47(2.98) 3.048 4.22 
(9-knot) 4.36(3.09) 2.976 4.14 
RiskMetrics 3.39 0.997 2.16 
FTSE P - Constant 
(4-knot) 6.08(5.08) 1.089 2.03 
(9-knot) 6.18(5.18) 1.102 2.05 
RiskMetrics 3.09 1.161 2.41 
S&P500 P - Constant 
(4-knot) 9.46(10.46) 1.472 2.22 
(9-knot) 9.76(9.96) 1.475 2.22 
RiskMetrics 3.29 1.194 2.36 
Dow Jones P - Constant 
(4-knot) 9.67(9.97) 1.546 2.27 
(9-knot) 9.67(9.77) 1.548 2.29 
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estimation of quantiles method. 
From Table 3.1, the smallest MADE are obtained by using piecewise constant 
method in seven out eight times. In terms of mean-square errors, the RiskMetrics 
approach performs better in general. For the effect of the number of knots, 
increasing in knots cannot necessarily reduce the MADE and MSE in these eight 
stock indices according to the given period by using piecewise constant method. 
When comparing the exceedence ratio, the proposed method outperforms the 
RiskMetrics in AORD, Nikkei225 and FTSE indices together with the smallest 
MADE. However, in other indices, RiskMetrics seems to have a more stable esti-
mation on volatility in terms of ER. This may be due to the fact that its measure 
does not depend on the in-sample training. But, the proposed method has the 
assumption that the data being estimated are stationary, which against the true 
condition that there are always changes in stock price dynamics. These changes 
lead to different fluctuation of stock price between in-sample and out-sample pe-
riods. Therefore, prediction that depends on the in-sample training can be very 
accurate in the in-sample period but may not be very accurate in the out-sample 
period. Our method can be adapted to have time-dependent future, but it can be 
computationally intensive. In consideration to the comparison of quantile esti-
mators, the symmetric nonparametric estimation of quantiles is more robust than 
the normal quantiles. For FTSE, using symmetric quantile method gives a very 
accurate measure of VaR. 
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3.2 Piecewise Linear Technique 
Using piecewise constant technique to predict the multiple-period volatility 
is quite a crude approximation. It cannot outperform RiskMetrics' "square-root 
rule” in all the stock indices being studied. Therefore, instead of using the piece-
wise constant technique, we also use the piecewise linear technique and a t tempt 
to improve the prediction of multiple-period volatility on the observed 1-day 
volatility. 
Similar to the piecewise constant technique, we let 艺1，. • • ， b e the knots 
for approximating the unknown function f 俠,丁)• Then, model the function f as 
f i x ) = PlX + p2{x - ti)+ + ••• + Pn(x - + , 
where 
, � 00 ——t “ if 工 � t “ 
( 工 - 力 _ 7 ) + = ” 
0, otherwise. 
\ 
After the spline approximation with the given knots, one can estimate parameters 
by the least-squares fit. 
As a first a t tempt , we use four knots. Then the function of the piecewise 
linear technique with 4 knots is 
f �=Pi工 + M工-ti)+ + Ps(x -力2)+ + P4(x - + p“工-u)+. (3.4) 
We fit the model (3.1) according to the specification in function (3.4) by 
using multiple linear regression. After estimating the parameters, we apply (3.4) 
to forecast the volatility in the in-sample period and out-sample period. The 
results for S&P500 index are shown in Figure 3.2. 
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Predicted 25 -day volatility in the in-sample period 
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Figure 3.2: Predicted 25-day volatility, (a) In-sample period, (b) Out-sample 
period. Solid curves: J.P.Morgan's forecast; dashed curves: Volatility forecasted 
by the model (3.4). The bars in (a) k (b) are - R t ^ / l M b when returns are 
negative. 
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In Figure 3.2, for the S&P500 index in terms of exceedence ratio, the perfor-
mance based on the piecewise linear method for 4 knots is better in both in-sample 
(ER 1.39%) and out-sample (ER 3.98%) periods. When using the symmetric es-
t imation of quantile method, the ER in in-sample period can improve to 2.37% 
while in out-sample period can improve to 5.28%. These indicate tha t symmetric 
quantile method performs better than normal quantile in this case. 
In terms of the mean-square errors, RiskMetrics (1.161*10—5) performs better 
than the proposed method (1.437* 10一5). In addition, the approach based on the 
piecewise linear technique with 4 knots underperforms the RiskMetrics which has 
MADE 2.53*10一3 and 2.41*10"^ respectively in the out-sample period. This may 
be due to the insufficient number of knots which results in the large approximation 
error in estimating the multiple-period volatility. 
To reduce the approximation error in modeling the function / , we now use 
9 knots. They are equally spaced in the domain of quantiles. Therefore, the 
function of the piecewise linear technique with 9 knots is 
fix) = Pix + /h(工—ti)+ + . •. + Pio(x -力9)+. ( 3 . 5 ) 
We apply the above function to forecast the multiple-period volatility. The per-
formance of the multiple-period volatility estimates with eight stock indices is 
summarized in Table 3.2. 
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Table 3.2: Comparisons of volatility estimation methods 
Index Method ER(ER*) (xlQ-^) MSE (xlO"^) MADE (x 10-3) 
RiskMetrics 5.76 0.712 1.76 
AORD P - Linear 
(4-knot) 6.95(6.95) 0.650 1.67 
(9-knot) 7.65(7.55) 0.671 1.66 
RiskMetrics 5.04 4.796 4.61 
CAC 40 P - Linear 
(4-knot) 4.93(4.93) 5.647 4.87 
(9-knot) 7.40(7.40) 4.905 6.11 
RiskMetrics 6.37 7.350 5.92 
DAX P - Linear 
(4-knot) 17.24(14.59) 8.983 8.10 
(9-knot) 0.27(0.27) 13.264 10.38 
RiskMetrics 6.71 59.55 13.42 
HSI P - Linear 
(4-knot) 0(5.87) 76134 765 
(9-knot) 0(5.24) 80978 778 
RiskMetrics 6.17 3.982 4.76 
Nikkei225 P - Linear 
(4-knot) 4.68(3.40) 3.049 4.20 
(9-knot) 15.96(0.64) 4.794 6.10 
RiskMetrics 3.39 0.997 2.16 
FTSE P - Linear 
(4-knot) 1.50(0.60) 1.281 2.82 
(9-knot) 0.50(0.40) 1.464 3.01 
RiskMetrics 3.09 1.161 2.41 
S&P500 P - Linear 
(4-knot) 3.98(5.28) 1.437 2.53 
(9-knot) 5.68(7.17) 1.301 2.38 
RiskMetrics 3.29 1.194 2.36 
Dow Jones P - Linear 
(4-knot) 9.47(9.57) 1.450 2.32 
(9-knot) 12.56(12.66) 1.472 2.22 
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For S&P500 index, it is observed that there is improvement of performance 
in both exceedence ratio, mean-square errors and mean absolute deviation error 
with the increased number of knots to estimate the multiple-period volatility. 
However, the smallest MADE are obtained only in half of the eight stock indices. 
And, the smallest MADE cannot be always obtained with the increased in number 
of knots. These results indicate that the increase in number of knots is not 
effective to reduce the approximation error in some of the indices being studied. 
In terms of the mean-square errors, only in two indices, the proposed method can 
outperform RiskMetrics. 
When comparing the exceedence ratio, Nikkei225 (4-knot) and S&P500 (4-
knot & 9-knot) using piecewise linear technique perform better than using Risk-
Metrics, but the proposed technique has underestimate or overestimate in other 
stock indices. These indicate that the performance is very unstable for the pro-
posed method when compared with RiskMetrics' "square-root law". In addition, 
piecewise constant technique's prediction is more stable than piecewise linear 
technique. 
To summarize, the problem of determining the multiple-period volatility by 
using piecewise constant and piecewise linear techniques with univariate variable, 
observed 1-day volatility, is approximately the same. In the next chapter, we 
would like to involve observed 25-day volatility together with observed 1-day 
volatility to predict the multiple-period volatility and examine whether there will 




From chapter 3, it was observed that using observed 1-day volatility §】丁 may 
not be very accurate to predict the volatility of unobserved squared aggregated 
return 均丁. On the other hand, we know that observed r-day volatility ^ 
is also relevant to predict Rf .^ .. Therefore, in this chapter, we are going to use 
piecewise constant and piecewise linear techniques to fit the following bivariate 
regression model 
i ? ? ’ … + � ) + / 2 ( � _ T ’ T ) + (4.1) 
As in the previous chapter, we will model the functions / i and f ] by using piece-
wise constant and piecewise linear methods. This would result in a model up to 
20 parameters. To enhance the predictability, we will employ a variable selection 
criterion to select statistically significant variables. 
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4.1 Model Selection 
Before we use the piecewise constant technique and piecewise linear technique 
to predict using and we need to use a variable selection method 
to delete some of the predictors from the full model containing all variables. The 
full model may be too large and there may exist collinearity which will typically 
lead to large variances for estimated coefficients and hence poor predictability. 
Deletion of predictors from a model can improve the predictability of a model 
and reduce collinearity. Therefore, the goal of selection is to delete predictors 
that are irrelevant or not very useful, given the presence of other predictors. 
We are going to introduce criterion-based methods to select the variables. 
Criterion-based subset selection has two parts. First, one must choose a criterion 
statistic for comparing subsets. Second, a computational procedure must be 
available to find subsets that are best on the criterion. In this section, we consider 
criteria based on prediction errors: a subset model will be preferred if it gives 
better predictions in some sense. One possibility is to measure the total or average 
estimated mean square error of prediction for some future point or a set of points 
of interest. 
As a comprehensive measure of fit, we consider the mean square error for each 
fitted value, say, mse(众)• Define Jp for a given p predictor model by 
1 “ 
Jp = —Y^mseiv i ) . (4.2) 
�1=1 
Good subsets should have small values of Jp. The use of Jp places special emphasis 
on the observed data. If one point is replicated, then the mse at that point will 
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receive large weight in Jp. The value of Jp depends on several unobservable 
parameters, so it must be estimated by using data. One estimate of Jp can be 
formed, due to Mallows (1973), by Cp, defined as 
1 “ 一 
^V = (4.3) 
a i=i 
= ^ + 2 p - n (4.4) 
such tha t it depends only on usual regression calculations, namely RSSp, p, 
and n, and can be easily computed. This is the basis for the use of Cp in fast 
all-possible regression algorithms. Like Jp, good subsets should have small values 
of Cp. 
4.2 Piecewise Linear with Discontinuity 
In this section, we a t tempt to improve the prediction of multiple period 
volatility by using piecewise constant technique on the observed 1-day volatility 
and observed 25-day volatility. 
Similar to Chapter 3，the observed 25-day volatility is also divided into fixed 
knots using sample quantiles in the in-sample period. Now we let Ai(xi) be the 
basis functions of piecewise constant splines induced by the knots in the observed 
1-day volatility. Similarly, let Bi{x2) be the basis functions induced by the knots 
in the observed 25-day volatility. As in Chapter 3，the knots will be placed evenly 
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in the domain of quantiles. Assuming n knots are used, then, we model 
fl{00l) = PlXi + (32Ai(Xi) + . • • + PriAn-l{Xi), 
and 
f2 � = 7 l � 2 + 72^1 fe) + ••• + 7nBn-l(x2), 
where x： and X2 are the observations of the observed 1-day volatility and observed 
25-day volatility, respectively. We include the terms Xi and X2 in the model be-
cause of their importance in prediction. For example, Xi is related to the RiskMet-
rics predictor and X2 is the same as unobserved multi-period volatility should the 
risks have not changed over time. As a result, we reduce the problem to a linear re-
gression model with variables {xi, ^1(5:1), . . . , An-i(xi),X2, B办2 ) , • • •，Bn-i(x2)}. 
The Cp-criterion can be applied to select significant variables. 
Now, we first carry out model selection using the Cp criterion with initial 
number of knots 4. According to the smallest Cp value, let us say the terms 
{rci, 2^(2:1), ^ 4(2:1), Bi{x2), B2(X2)} 
are selected. The predictive function of the piecewise constant technique with 4 
knots is 
f = Pixi + + p3A2{xi) + ^sAiixi) + 71^2 + 72^1(^2) + 73B2(巧).(4.5) 
A ys 
By using the least square fit, we obtain the fitted functions j \ and /2, displayed in 
Figure 4.1, using the S&P500 index data. Then we forecast the multiple-period 
volatility in both in-sample period and out-sample period using function (4.5). 
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A A 
Figure 4.1: Estimated functions for function (4.5). (a) /i； (b) /之. 
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Predicted 25 -day volatility in the in-sample period 
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Figure 4.2: Predicted 25-day volatility, (a) In-sample period, (b) Out-sample 
period. Solid curves: J.P.Morgan's forecast; dashed curves: Volatility forecasted 
by the model (4.5). The bars in (a) & (b) are when returns are 
negative. 
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The results are shown in Figure 4.2. They show clearly that our method in general 
gives smaller VaR. 
From the in-sample period, the performance of bivariate model in terms of 
exceedence ratio is better than RiskMetrics and univariate piecewise constant 
technique, which has 1.88%. For the same period, the multiple-period volatility 
produced by RiskMetrics gives the exceedence ratio less than 1%. In the out-
sample period, the exceedence ratio of the proposed method is 5.08%, which 
has prominent improvement than univariate prediction using piecewise constant 
technique and it performs better than RiskMetrics (ER 3.09%). In terms of mean-
square errors, the model being selected (1.118 � 10—5) outperforms both unviarate 
prediction and RiskMetrics (1.161*10—5). On the other hand, the approach based 
on the proposed method (MADE 2.16 * 10"^) further improves the performance 
of the univariate prediction (MADE 2.22 * 10"^) in terms of the mean absolute 
deviation error. 
In order to examine whether there will increase in performance with the in-
crease in knots for both variables, and we have 20 parameters with 9 
knots in each variables. To enhance the predictability, a variable selection cri-
terion is employed to select statistically significant variables. We proceed the 
proposed method to forecast the multiple-period volatility with the estimation 
of the other seven stock indices. The performance of the multiple-period volatil-
ity estimates is summarized in Table 4.1, including the exceedence ratio (ER*) 
calculated by using the symmetric nonparametric estimation of quantiles method. 
In terms of exceedence ratio, there are significant improvement in four out 
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Table 4.1: Comparisons of volatility estimation methods with discontinuity 
Index Method ER(ER*)(xlO-2) MSE(xlO-^) MADE(xlO-^) 
RiskMetrics 5.76 0.712 1.76 
AORD P - Linear i 
(4-knot) 5.86(5.86) 0.607 1.62 
(9-knot) 5.96(5.56) 0.647 1.73 
RiskMetrics 5.04 4.796 4.61 
CAC 40 P - Linear 
(4-knot) 8.57(8.57) 5.985 4.50 
(9-knot) 8.15(8.36) 5.979 4.53 
RiskMetrics 6.37 7.350 5.92 
DAX P - Linear 
(4-knot) 16.18(15.38) 9.070 5.96 
(9-knot) 15.92(15.78) 9.043 6.05 
RiskMetrics 6.71 59.55 13.42 
HSI P - Linear 
(4-knot) 11.53(15.62) 15092 305 
(9-knot) 0.21(13.84) 16370 328 
RiskMetrics 6.17 3.982 4.76 
Nikkei225 P - Linear 
(4-knot) 4.68(3.30) 3.188 4.33 
(9-knot) 5.85(5.21) 3.395 4.42 
RiskMetrics 3.39 0.997 2.16 
FTSE P - Linear 
(4-knot) 6.38(6.08) 1.127 2.07 
(9-knot) 6.68(6.48) 1.212 2.11 
RiskMetrics 3.09 1.161 2.41 
S&P500 P - Linear 
(4-knot) 5.08(5.08) 1.118 2.16 
(9-knot) 4.08(4.08) 1.128 2.23 
RiskMetrics 3.29 1.194 2.36 
Dow Jones P - Linear 
(4-knot) 4.79(4.99) 1.162 2.17 
(9-knot) 4.19(4.49) 1.169 2.22 
1 Piecewise Linear with Discontinuity 
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eight indices by the proposed method upon the univariate prediction using piece-
wise constant technique. When comparing the mean-square errors, half of the 
indices can outperform the estimation of the RiskMetrics. While in terms of the 
mean absolute deviation error, it achieves the smallest value in six out eight times. 
These results demonstrate that the addition of observed 25-day volatility with 
model selection by the proposed method can effectively improve the performance 
for some indices. In consideration of the quantile estimator, it is observed that 
the ER estimation in AORD, CAC 40 and S&P500 are the same both in the nor-
mal quantile estimation and symmetric nonparametric estimation of quantiles. 
These indicate that the multiple-period returns of the indices almost follow nor-
mal distribution. 
4.3 Piecewise Linear Technique 
The method introduced in the previous section can improve the multi-period 
volatility estimation for some indices. Therefore, we further progress the estima-
tion by using piecewise linear technique. 
With slight abuse of notation, we still use . . . , 0:2, Bi{x2), 
. . . , B k { x 2 ) } to denote the basis functions induced by linear spline with k-1 knots. 
Applying the technique to the S&P500 data, according to the smallest Cp value, 
the prediction function of the piecewise linear technique with 4 knots is 
f = A 成(2^1) + P^Asixi) + P^Aiixi) + 72^1 (0:2) + 73^2 (2:2) • (4.6) 
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Figure 4.3: Estimated functions for function (4.6). (a) /i； (b) /之. 
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Predicted 25 -day volatility in the in-sample period 
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Figure 4.4: Predicted 25-day volatility, (a) In-sample period, (b) Out-sample 
period. Solid curves: J.P.Morgan's forecast; dashed curves: Volatility forecasted 
by the model (4.6). The bars in (b) are when returns are negative. 
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The fitted functions f i and / � a r e displayed in Figure 4.3 and they are applied to 
forecast the multi-period volatility . The results are shown in Figure 4.4. Again, 
our method yields a lower VaR estimation than that of RiskMetrics. 
Although from the in-sample period, the proposed method obtains the ex-
ceedence ratio 3.19% and performs much better than using RiskMetrics, it is 
observed that the proposed model tends to underestimate the multiple-period 
volatility and VaR in the out-sample period. In terms of exceedence ratio, the 
proposed model using piecewise linear technique gives 11.55% in the out-sample 
period, which has worse performance than using univariate prediction. While 
for the mean-square errors, it obtains 1.33x10—5 and performs better than both 
RiskMetrics and univariate prediction in the out-sample period. In addition, the 
mean absolute deviation error is also the smallest which equals to 2.30x10一3. 
In an a t tempt to improve the volatility estimation and approximation error, 
we increase the model with 20 parameters and choose a new model by the model 
selection technique with the Cp criterion. This approach is extended to estimate 
the volatility in every indices being investigated. 
From Table 4.2, we can see that the exceedence ratio of S&P500 index has 
significant improvement by increasing the knots, together with a elimination in 
mean-square errors and mean absolute deviation error. For Nikkei225, the excee-
dence ratio using nonparametric estimation of quantiles gives a perfect result of 
5%. However, performance in most indices using the proposed method are not ap-
preciated. Although the mean absolute deviation errors have been improved when 
compared with RiskMetrics for some indices, they are not necessarily translated 
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Table 4.2: Comparisons of volatility estimation methods for large models 
Index Method ER(ER*)(xlO-2) MSE(xlO-5) MADE(xlO-3) 
RiskMetrics 5.76 0.712 1.76 
AORD P - Linear 
(4-knot) 3.97(2.28) 0.730 2.02 
(9-knot) 1.00(1.00) 0.718 1.71 
RiskMetrics 5.04 4.796 4 61 
CAC 40 P - Linear 
(4-knot) 5.36(5.47) 5.597 5.08 
(9-knot) 9.97(9.97) 6.349 5.06 
RiskMetrics 6.37 7.350 5.92 
DAX P - Linear 
(4-knot) 17.24(15.92) 8.601 7.88 
(9-knot) 8.75(8.62) 7.340 5.49 
RiskMetrics 6.71 59.55 13.42 
HSI P - Linear 
(4-knot) 0(10.17) 21329 461 
(9-knot) 0.84(14.47) 14583 324 
RiskMetrics 6.17 3.982 4.76 
Nikkei225 P - Linear 
(4-knot) 5.85(5.00) 3.259 4.37 
(9-knot) 2.34(2.23) 6.703 7.11 
RiskMetrics 3.39 0.997 2.16 
FTSE P - Linear 
(4-knot) 4.49(3.99) 9.841 3.98 
(9-knot) 6.28(4.29) 3.741 3.23 
RiskMetrics 3.09 1.161 2.41 
S&P500 P - Linear 
(4-knot) 11.55(11.25) 1.330 2.30 
(9-knot) 5.68(5.48) 1.208 2.30 
RiskMetrics 3.29 1.194 2.36 
Dow Jones P - Linear 
(4-knot) 11.86(12.36) 1.444 2.36 
(9-knot) 12.36(13.06) 1.431 2.31 
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into VaR prediction. The performance and improvement are not as conspicuous 
as the method used in previous section. 
As we know, the estimation of multiple-period volatility in the out-sample 
period depends on the in-sample training according to the method we proposed. 
There are always changes in stock price dynamics which result in a fluctuation 
of stock price over time. Our prediction function totally depends on the past 
observed values, therefore, it may have larger fluctuation in forecasting the multi-
period volatility. As a result, the performance of the piecewise linear technique 





We have proposed parametric method for estimating multiple-period volatility, 
using the piecewise constant and piecewise linear techniques. The performance 
comparisons are studied. 
For volatility estimation, it is evident from our study that both proposed 
methods have significant improvement in some of the stock indices. However, 
the improvement in performance to estimate the multiple-period volatility may 
occur by using either one of the proposed methods for some indices being studied. 
It is observed that in many indices being studied, two proposed techniques can 
outperform RiskMetrics in the in-sample period, but there are unpredictable fluc-
tuations in the out-sample period. These lead to overestimate or underestimate 
of volatility relative to RiskMetrics. Overall, our predictions of VaR tend to be 
more conservative in the sense that they give smaller values of VaR. This might 
be due to the fact that the RiskMetrics does not depend on the "training pe-
riod", while the two proposed methods do. Together with the assumption on the 
stationary stock price being violated, the multiple-period volatility is difficult to 
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predict stably. On average, the performance of the piecewise constant technique 
is more stable than that of the piecewise linear technique, with relatively smaller 
approximation error. 
On the other hand, including both observed 1-day volatility and observed 25-
day volatility with the application of model selection in bivariate prediction may 
not be definitely better than just using observed 1-day volatility in univariate 
prediction. 
For quantile estimation, our study shows that the symmetric nonparametric 
estimation of quantiles method in VaR prediction is more robust compared with 
the quantile of the standard normal distribution. 
To conclude, the square-root rule is more robust in volatility estimation when 
compared with the piecewise constant and piecewise linear techniques. The pro-
posed methods are better adapted to situations where the market conditions do 
not change abruptly. Further improvements are possible when time-dependent 
models are used. 
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