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Pollicott’s Algorithm for Markovian Products of Positive
Matrices
Fan Wang∗ David Steinsaltz†
Abstract
We consider the problem of estimating top Lyapunov exponents for Markovian products
of positive matrices. We define the new transfer operator as a matrix of classical transfer op-
erators and prove its spectral properties. And based on the spectral properties, we generalize
(and in a few minor ways correct) a formula based on dynamical zeta functions introduced
by Pollicott.
1 Introduction
LetA1(ω), A2(ω), . . . be an i.i.d. sequence of random matrices taking values inGL(d,R), satis-
fying the finite expectation condition E[sup{log ‖A(ω)‖, 0}] <∞. Defining Sn(ω) := An(ω) . . . A1(ω),
Fekete’s sub-additivity lemma [4] implies that
γ := lim
n→∞
1
n
E[log ‖Sn(ω)‖]
exists and takes values in R ∪ {−∞}. Moreover, because matrix norms are equivalent, the limit
does not depend on the choice of ‖ · ‖. This limit was called the Lyapunov exponent associated
with the random matrix products and is of great importance, as it describes the stability of a
system.
The asymptotic behaviour of non-commutative products is intensively studied during the
latest 60 years. The first significant result dates back to 1960 when Furstenberg and Kesten [6]
proved that, under the finite expectation condition,
lim
n→∞
1
n
log ‖Sn(ω)‖ exists and equals γ, P-a.s.
Furstenberg and Kifer [5, 7] showed that when x is a non-zero vector in Rd, under the same
condition
lim
n→∞
1
n
log ‖Sn(ω)x‖ exists and equals γ, P-a.s.,
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and the Lyapunov exponent can be written as
γ =
∫∫
log ‖A(ω)x‖P(dω)ν(dx),
where ν is the invariant measure supported on the projective space RP d−1 with respect to P;
that is, ν satisfies ∫∫
f
(
A(ω)x
‖A(ω)x‖
)
P(dω)ν(dx) =
∫
f(x)ν(dx),
for any Borel bounded function f on the projective space RP d−1. This closed-form repre-
sentation turns out, unfortunately, not to be of much use for actually evaluating the Lyapunov
exponent, as the invariant measure can be explicitly computed only in exceptional cases [11].
In 2010 Pollicott [13] proposed an alternative algorithm for computing Lyapunov expo-
nents, based on Ruelle’s theory of transfer operators [15] and Grothendieck’s classic work on
nuclear operators [8]. Starting from a probability measure µ =
∑m
i=1 piδMi on a finite set
{M1,M2, . . . ,Mm} of positive matrices, he defined an associated family of transfer operators
Lt on a space G of complex-valued functions on an appropriate subset of RP
d−1 by the expres-
sion
(Ltf)(x) =
m∑
i=1
pie
tE[log ‖A(ω)x‖]f
(
Mix
‖Mix‖
)
, f ∈ G,
where t is a real perturbation parameter and E is the expectation with respect to the random
choice of ω. It can be shown that Lt possesses an isolated and simple top eigenvalue λ(t),
and that λ′(0) = γ. This transforms the problem of computing the Lyapunov exponent into
a question about the top eigenvalue of the transfer operator Lt, more accessible to analytic
methods.
These Lt are trace-class operators, which made it possible for Pollicott to defined the deter-
minant function
d(z, t) := det(I − zLt),
and so to obtain the top eigenvalue of Lt by calculating the largest zero of d(z, t). If we expand
the analytic function d(z, t) in powers of z
d(z, t) = 1 +
∞∑
i=1
ai(t)z
i, (1)
and truncate to the first p terms in eq. (1), we obtain estimates for λ′(0), hence for the Lyapunov
exponent
γ(p) =
∑p
i=1 a
′
i(0)∑p
i=1 iai(0)
. (2)
Pollicott shows, in addition, that |γ(p) − γ| ∼ O(e−θp
1+1/d
) for some θ > 0 [13, 10].
It is worth mentioning that there a few small gaps in Pollicott’s original paper [13]:
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• The choice of the function space G, or more precisely, the existence of the domain U on
which G can be defined, is not clearly stated for the case of dimension d ≥ 3;
• The explicit formula for the determinant function (Lemma 4.2 in [13]) does not hold when
d ≥ 3;
• the proof of the Perron–Frobenius–Ruelle Theorem is incomplete.
Moreover, in [13] the choice of weight function would force us to average k separate calcula-
tions, when working with a set of k matrices, where it would be possible, by choosing a different
weight function, to reduce this to a single calculation.
In the present work we repair these issues in the course of generalising Pollicott’s algorithm
to the setting of matrix products that are Markovian rather than i.i.d.
Given a finite set {Mi}1≤i≤k of positive matrices in GL(d,R), a k × k stochastic matrix
P = (pij)1≤i,j≤k, and an initial probability vector p0. Then on the probability space (Ω,F ,P)
of shift over k symbols, we can construct a Markov chain A(ω) of random matrices such that
P
(
A(σω) = Mj
∣∣ A(ω) = Mi) = pij , 1 ≤ i, j ≤ k,
where σ denotes the shift map on Ω. In words, if the current matrix is Mi, then we have prob-
ability pij to choose Mj to be the next matrix. In this article, we always assume the transition
matrix P is strictly positive. We write An(ω) := A(σ
nω), n ≥ 1.
Subadditivity still implies that the Lyapunov exponent γ associated with this problem, de-
fined by
γ := lim
n→∞
1
n
E[log ‖Sn(ω)‖],
exists, and takes values in {−∞} ∪ R, where Sn(ω) := An(ω)An−1(ω) · · ·A1(ω). The sub-
additive ergodic theorem implies that the limit
lim
n→∞
1
n
log ‖An(ω)An−1(ω) · · ·A1(ω)‖
exists P-almost surely, and equals the Lyapunov exponent when the finite expectation condition
E[log+ ‖A(ω)‖] <∞ holds.
The next four sections will lay out the definitions and fundamental properties for the transfer
operators. Section 2 aims at proving the existence of a uniformly contracting domain, stated as
Corollary 2.3. This is required for defining the function space G. In Section 3 we prove the con-
traction property of positive matrices under different metrics on the projective space. Section 4
defines the basic transfer operators, including the description of the relevant function spaces,
leading up to the crucial spectral results, most importantly a Perron–Frobenius–Ruelle theorem,
collected in Theorem 4.3. These results are then extended in Section 5 to the parametrised family
of transfer operators, with the corresponding results in Theorem 5.1. The extension of Pollicott’s
algorithm can then be stated and proved in Section 6.
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We had set ourselves the goal of fully generalising Pollicott’s algorithm to Markovian se-
quences of random invertible (rather than positive) matrices. This has not been fully achieved.
The present article describes the framework for generalising the algorithm to Markovian se-
quences of positive matrices. In the subsequent article [17], we consider Markovian products
of general invertible matrices, but in that general setting there is no formula of equivalent sim-
plicity to Pollicott’s. What is proved therethat, if the matrix set satisfies the strong irreducibility
and the contracting property, then after properly choosing the new function space G defined on
Ω+ × RP d−1 (where Ω+ denotes the one-sided full shift space) and defining the corresponding
transfer operator in the following form
(Lgw)(ω, x) =
∑
σω′=ω
p(ω, ω′)eg(ω
′,M(ω′)·x)w(ω′,M(ω′) · x), w ∈ G,
the spectral properties still hold. That is, when g(ω, x) = −t log ‖M(ω)x‖ (t ∈ C) the transfer
operator Lg has an isolated and simple top eigenvalue λ(t), and λ
′(0) = γ.
What we elucidate in the present paper is the crucial role played by the uniformly contracting
property of positive matrices (see Corollary 2.3, also see Proposition 3.2) in turning this general
spectral representation into a practical algorithm, as Pollicott did. We rely on defining the trans-
fer operators on complex analytic functions on a specific domain and in proving the nuclearity
of the transfer operators [15]. However, in the more general case considered in [17], without
the uniformly contracting property, we have to rely upon the “contracting-in-average” property,
which is insufficient to imply that the corresponding transfer operators are nuclear. This prevents
us from developing an analogue of Pollicott’s algorithm in the more general setting of [17].
Finally, we remark that, similar to [13] in which Pollicott commented that the condition of
matrices being positive can be weakened to matrices preserving a positive cone, the results in
this paper can also be easily adapted to this weaker assumption.
2 Projective Actions
Given an invertible matrix A ∈ GL(d,R), we can define a map
A˜ : RP d−1 → RP d−1
π(x) 7→ π(Ax),
where π is the natural quotient map from Rd to RP d−1. In this section, we always assume
the given matrix A is positive, and we investigate the analytic properties of this induced map.
Note that, A(Rd+) ⊂ R
d
+ for any positive matrix A, so A˜ is well defined when restricted to
∆ = π(Rd+).
As the representation of RP d−1 as a quotient manifold of Rd is awkward for computation,
it is conventional to choose representatives of ∆ in Rd+ in one of the two following ways:
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(1) Identify a point xˆ ∈ ∆ with its unique representative in Sd−1+ = S
d−1 ∩ Rd+, where S
d−1
is the unit sphere in Rd. Given a positive matrix A, the induced map A¯
A¯ : Sd−1 → Sd−1, x¯ 7→ Ax¯/‖Ax¯‖2 (3)
may be identified with A˜|∆.
(2) Given x = (x1, . . . , xd) ∈ R
d
+, since x1 6= 0 we may take this as the normalisation
constant, thus identifying RP d−1 with
Rd−1+ := {x = (x1, . . . , xd) ∈ R
d
+ : x1 = 1}, (4)
The map A˜ on∆ may be identified with
Â : Rd−1+ → R
d−1
+ , x = (1, x2 . . . , xd) 7→ Ax/(Ax)1, (5)
where we denote by (Ax)i (1 ≤ i ≤ d) the i-th entry of the vector (Ax). We can naturally
identify Rd−1+ with
R
d−1
+ := {(x2, . . . , xd) ∈ R
d−1 : xi > 0, 2 ≤ i ≤ d}.
We will say a (real or complex) analytic function ψ maps an open set U1 strictly inside U2 if
ψ(U1) ⊂ U2, where ψ(U1) is the closure of the image of U1.
Lemma 2.1. LetM be a positive matrix and M̂ be its induced normalised action onRd−1+ . Then
there exists an open, convex and bounded set V in Rd−1+ such that M̂ maps V strictly inside V ,
and M̂ |V is a real analytic function.
Proof. Note the image of M̂ : Rd−1+ → R
d−1
+ is bounded and convex in R
d−1
+ . Thus closure of
im M̂ is a bounded and convex closed subset of Rd−1+ . So there is a bounded and convex open
neighbourhood V satisfying im M̂ ⊂ V ⊂ Rd−1+ .
The real map M̂ induced by the positive matrix M can be extended naturally to a complex
map. Let
Cd−1 := {z = (1, z2, . . . , zd) : zi ∈ C, 2 ≤ i ≤ d},
Cd−1+ := {z = (1, z2, . . . , zd) : Re z ∈ R
d
+}.
Then we can define M̂ : Cd−1 → Cd−1 by
z = (1, z2, . . . , zd) 7→
Mz
(Mz)1
.
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It is well defined, as (Mz)1 6= 0, since Re(Mz)1 = (M Re z)1 6= 0. IfM =
(
aij
)
1≤i,j≤d
, we
may write M̂ explicitly as a projective transformation
(z2, . . . , zd) 7→
a21 +∑dj=2 a2jzj
a11 +
∑d
j=2 a1jzj
, . . . ,
ad1 +
∑d
j=2 adjzj
a11 +
∑d
j=2 a1jzj
 .
Lemma 2.2. Let M be a positive matrix, and M̂ be the induced map of M acting on Cd−1.
Then there exsits a bounded and connected open set U in Cd−1+ such that M̂ |U maps U strictly
inside U and M̂ |U is a complex analytic function. Moreover, U can be chosen such that M̂ |V
maps V ⊂ Rd−1+ strictly inside V as a real analytic map, where V = ReU .
Proof. Denote
U0 := {(z2, . . . , zd) ∈ C
d−1
+ : Re(zj/zi) > 0, 2 ≤ i, j ≤ d}. (6)
If we write zj = xj + iyj , where xj ∈ R+, yj ∈ R for each 2 ≤ j ≤ d, then Re(zj/zi) > 0
implies that
xixj + yiyj > 0, 2 ≤ i, j ≤ d. (7)
We first notice M̂ |U0 : U0 → U0 as a complex map. In fact, if we write M̂ in the form of
(z2, . . . , zd) 7→
a21 +∑dj=2 a2jzj
a11 +
∑d
j=2 a1jzj
, . . . ,
ad1 +
∑d
j=2 adjzj
a11 +
∑d
j=2 a1jzj
 =: (w2, · · · , wd),
whereM = (aij)1≤i,j≤d. Then,
wγ
wδ
=
(aγ1 +
∑
j 6=1 aγjxj) + i
∑
j 6=1 aγjyj
(aδ1 +
∑
j 6=1 aδjxj) + i
∑
j 6=1 aδjyj
, 2 ≤ γ, δ ≤ d.
Therefore,
Re
(
wγ
wδ
)
=
(aγ1 +
∑
j 6=1 aγjxj)(aδ1 +
∑
j 6=1 aδjxj) +
∑
j 6=1 aγjyj
∑
j 6=1 aδjyj
(aδ1 +
∑
j 6=1 aδjxj)
2 + (
∑
j 6=1 aδjyj)
2
=
aγ1aδ1 +
∑
i,j 6=1 aγiaδj(xixj + yiyj) +
∑
j 6=1 aδ1aγjxj +
∑
j 6=1 aγ1aδjxj
(aδ1 +
∑
j 6=1 aδjxj)
2 + (
∑
j 6=1 aδjyj)
2
> 0,
by aij > 0, xj > 0 (1 ≤ i, j ≤ d), and (7).
For each 2 ≤ γ ≤ d, by (7)∣∣∣∣∣∣aγ1 +
∑d
j=2 aγjzj
a11 +
∑d
j=2 a1jzj
∣∣∣∣∣∣
2
=
(aγ1 +
∑
j aγjxj)
2 + (
∑
j aγjyj)
2
(a11 +
∑
j a1jxj)
2 + (
∑
j a1jyj)
2
6
=
a2γ1 +
∑
j,l aγjaγl(xjxl + yjyl) + 2
∑
j aγ1aγjxj
a211 +
∑
j,l a1ja1l(xjxl + yjyl) + 2
∑
j a11a1jxj
≤ max
1≤j,l≤d
{
aγjaγl
a1ja1l
}
=: Cγ .
Hence M̂ maps U0 strictly inside a bounded open set
U =
{
(w2, . . . , wd) ∈ C
d−1
+ : |wγ | < Cγ + 1, 2 ≤ γ ≤ d
}
∩ U0.
Thus M̂ maps U strictly inside U .
Finally, note ReU0 = R
d−1
+ and im M̂ |Rd−1+
⊂ U . Therefore M̂ |ReU maps ReU strictly
inside ReU .
Corollary 2.3. Let {Mi}i∈I be a finite set of positive matrices, and M̂i be the induced map of
Mi on C
d−1. Then there exists a bounded and connected open set U ⊂ Cd−1+ such that for each
i ∈ I , M̂i|U maps U strictly inside U and each M̂i|U is a complex analytic function. Moreover,
U can be chosen such that M̂i|V maps V ⊂ R
d−1
+ strictly inside V as a real analytic map, where
V = ReU .
Proof. By the proof of Lemma 2.2, for each i ∈ I , we can find Ui ⊂ C
d−1
+ such that M̂i maps
U0 to U0 ∩ Ui, where U0 is given by (6). Now take U =
(⋃
i∈I Ui
)
∩ U0, then obviously M̂i
maps U0 strictly inside U , and thus maps U strictly inside U .
For the rest of the article, we will call an open connected set in Cd (or in Rd) a domain.
3 Contraction Property
Some common choices of norms on Cd, all equivalent, are
‖z‖∞ := max
i
|zi|, ‖z‖1 :=
d∑
i=1
|zi|, ‖z‖2 :=
 d∑
i=1
|zi|
2
1/2 ,
where z = (z1, . . . , zd). The norms extend toC
d−1 via the homeomorphism that identifies Cd−1
with Cd−1. Similarly, the same norms are defined on Rd−1, hence also on Rd−1.
The angle distance on the real projective space is defined by
d(x, y) =
(
1−
〈x, y〉2
‖x‖2‖y‖2
)1/2
= | sinα(x, y)| =
‖x ∧ y‖
‖x‖‖y‖
, x, y ∈ RP d−1, (8)
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where α(x, y) is the angle starting from direction x to y (mod 2π) such that α(x, y) = −α(y, x).
Restricted to a bounded domain V ⊂ Rd−1+ this distance is also equivalent to the distances
induced by the norms mentioned above.
Lemma 3.1. Let W be a bounded domain in Rd−1+ . Then there exist constants κ1, κ2 > 0
such that for any x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ R
d with x1, y1 6= 0, if xˆ := x/x1 and
yˆ := y/y1 are both inW then
κ1‖xˆ− yˆ‖ ≤ d(x, y) ≤ κ2‖xˆ− yˆ‖.
Proof. By the equivalence of norms on Rd, we can without loss of generality choose ‖ · ‖ to be
the ℓ2-norm in this proof. Apply the law of cosines to the triangle formed by xˆ, yˆ and the origin
in Rd, then we have
‖xˆ− yˆ‖2 = ‖xˆ‖2 + ‖yˆ‖2 − 2‖xˆ‖‖yˆ‖ cosα(x, y)
= (‖xˆ‖ − ‖yˆ‖)2 + 2‖xˆ‖‖yˆ‖(1− cosα(x, y))
≥ 2‖xˆ‖‖yˆ‖(1− cosα(x, y)).
Note ‖xˆ‖ ≥ 1, ‖yˆ‖ ≥ 1 and
1− cosα(x, y) =
d(x, y)2
1 + cosα(x, y)
≥
d(x, y)2
2
,
we have ‖xˆ− yˆ‖ ≥ d(x, y).
On the other hand, applying the law of sines to the same triangle inRd shows that ‖xˆ− yˆ‖/d(x, y)
is the diameter of this triangle’s circumcircle. AsW is bounded, the diameter must have an upper
bound.
There is another well-known metric on the real projective space, theHilbert metric orHilbert
projective metric, first defined in Birkhoff’s geometric proof of the Perron–Frobenius theorem
[1] to obtain a contraction property for positive linear maps. For x, y ∈ Rd+ we define
dH(x, y) := log
max1≤i≤d{xi/yi}
min1≤i≤d{xi/yi}
.
This dH is well defined as a distance on R
d−1
+ . Moreover, for any positive matrix A, we have
dH(Ax,Ay) ≤ k(A)dH (x, y), x, y ∈ R
d
+, (9)
where k(A) = tanh(∆(A)/4) < 1 and ∆(A) := sup{dH(Ax,Ay) : x, y ∈ R
d
+}.
Proposition 3.2. Let {Mi}i∈I be a finite set of positive matrices and (An) a sequence of matri-
ces taking values in {Mi}i∈I . Define Sn = AnAn−1 · · ·A1. Then
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(a) there exists a constant 0 < r < 1 such that for any x, y ∈ Rd+, we have
dH(Snx, Sny) ≤ r
ndH(x, y);
(b) there exist constants 0 < r < 1, κ > 0 such that for any x, y ∈ Rd+, when n is sufficiently
large, we have
‖S¯nx− S¯ny‖ ≤ κr
ndH(x, y),
where S¯n is the induced map on S
d−1 defined by (3);
(c) there exist constants 0 < r < 1, κ > 0 such that for any x, y ∈ Rd+, when n is sufficiently
large, we have
d(Ŝnx, Ŝny) ≤ κr
ndH(x, y),
where Ŝn is the induced map on R
d−1
+ and d is the angle distance given by (8);
(d) for a bounded domain W ⊂ Rd−1+ , there exist constants 0 < r < 1, κ > 0 such that for
any x, y ∈W , when n is sufficiently large, we have
‖Ŝnx− Ŝny‖ ≤ κr
ndH(x, y),
where Ŝn is the induced map on R
d−1
+ .
All the r above can be chosen to be independent of the choice of the sequence (An)n.
Proof. (a) Choose r = maxi∈I k(Mi) < 1. The conclusion follows by (9).
(b) Here we choose ‖ · ‖ to be the ℓ2-norm. Observe first that for any x¯ = (x1, . . . , xd) and
y¯ = (y1, . . . , yd) in S
d−1
+ we have
min
1≤i≤d
xi
yi
≤ 1 ≤ max
1≤i≤d
xi
yi
.
Therefore
‖x¯− y¯‖ =
 d∑
i=1
|xi − yi|
2
1/2
≤ max
1≤i≤d
∣∣∣∣xiyi − 1
∣∣∣∣
 ∑
1≤i≤d
y2i
1/2
≤
∣∣∣∣max1≤i≤d xiyi − min1≤i≤d xiyi
∣∣∣∣
≤ exp(dH(x, y))− 1.
(10)
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Now we have,
‖S¯nx− S¯ny‖ ≤ exp(dH(Snx, Sny))− 1 ≤ dH(Snx, Sny) exp(dH(Snx, Sny)).
When n is sufficiently large, by (a), there exists r < 1 such that
dH(Snx, Sny) < r
ndH(x, y) and exp(dH(Snx, Sn, y)) < 2.
Thus ‖S¯nx− S¯ny‖ ≤ 2r
ndH(x, y).
(c) We only need to prove that for x, y ∈ Rd, there exists some constant κ0 > 0 (not
depending on x, y) such that
d(x, y) ≤ κ0‖x¯− y¯‖.
We choose ‖ · ‖ to be the ℓ2-norm. Then applying the law of sines to the triangle formed by x¯, y¯
and the origin O in Rd, then we can see ‖x¯ − y¯‖/d(x, y) equals the diameter of this triangle’s
circumcircle. As this circle has a chord of length 1 = ‖x¯−O‖, the diameter must be no smaller
than 1. That is to say, d(x, y) ≤ ‖x¯− y¯‖. Thus by applying (b),
d(Ŝnx, Ŝny) = d(S¯nx, S¯ny) ≤ ‖S¯nx− S¯ny‖ ≤ κr
ndH(x, y).
(d) This conclusion follows easily from Lemma 3.1.
Properties of the Hilbert projective metric, including the inequality (10), may be found in
[3].
As we will see below, this uniform contracting property is essential for proving the nuclearity
and the spectral properties of transfer operators. In our subsequent article [17] we show that
the spectral properties — but, crucially, not nuclearity — follows from a property “uniform
contracting in average” that does not depend on the matrices being positive. For the case of
i.i.d. matrix products sufficient conditions for uniform contracting on average are derived in [2,
Proposition V.2.3]. The proof is generalized to the case of Markovian products in [17].
4 Markovian Transfer Operators
By Corollary 2.3 we can find proper domains U ⊂ Cd−1+ and V = ReU ⊂ R
d−1
+ that are
mapped strictly inside themselves by each M̂i, where {Mi}1≤i≤k is a finite set of positive ma-
trices. Denote by Cω(V ) the set of real analytic functions on V , and by A∞(U) the set of
complex analytic functions on U with continuous extensions to ∂U . A∞(U) equipped with the
supremum norm, ‖f‖ := supz∈U |f(z)| = supz∈∂U |f(z)| is a Banach space.
For each pair (i, j) such that 1 ≤ i, j ≤ k, we can define an operatorMij : A∞(U)→ A∞(U)
by
(Mijw)(z) = pijw(M̂jz). (11)
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We note here that the same formula defines an operator on Cω(V ), which we also denote by
Mij . For the rest of this chapter, unless otherwise indicated, whenever we define an operator
on A∞(U), we will also be defining an operator on C
ω(V ), for which the same notation wil be
used.
Now denote by A⊕k∞ (U) the direct sum of k copies of A∞(U). Let q = (q1, . . . , qk) be the
stationary distribution for P . For eachw = (w1, . . . , wk) ∈ A
⊕k
∞ (U), define ‖w‖ :=
∑k
i=1 qi‖wi‖.
For each 1 ≤ i ≤ k, define the operator Ei : A∞(U) → A
⊕k
∞ (U) by lifting w ∈ A∞(U) to
an element in A⊕k∞ (U) with i-th entry w and all other entries 0; define Pi : A
⊕k
∞ (U)→ A∞(U)
to be the natural projection onto the i-th component.
Define the operatorM : A⊕k∞ (U)→ A
⊕k
∞ (U) by
M =
∑
1≤i,j≤k
EiMijPj , (12)
whereMij is given by (11).
The main goal of this section is to prove Theorem 4.3, which states some key spectral prop-
erties of these transfer operators. The following lemma in complex analysis will be frequently
used in the proof of Theorem 4.3 and in later sections. It is sometimes referred to as Montel’s
Theorem [14, Theorem 14.6].
Lemma 4.1. Let W be a domain of Cd and Λ a bounded subset of A∞(W ). Then for any
compact subset K ⊂W , Λ is equicontinuous on K .
In other words, for any ǫ > 0, there exists δ > 0 (not depending on w) such that whenever
z, z′ ∈ K satisfies ‖z− z′‖ < δ, we have |w(z)−w(z′)| < ǫ, for any w ∈ Λ. In fact, there exist
δ′ > 0 and CK > 0 (both not depending on w) such that whenever ‖z − z
′‖ < δ′, we have
|w(z)− w(z′)| ≤ CK‖z − z
′‖.
Consequently, there exists some C ′K > 0 (not depending on w) such that∣∣∣∣∂w∂zi (z)
∣∣∣∣ ≤ C ′K , 1 ≤ i ≤ d, z ∈ K.
Lemma 4.2. LetM be a positive d×d matrix, and M̂ be the induced map on a bounded domain
W ⊂ Cd−1+ . Then there exist constants 0 < DM <∞ and η > 0 such that whenever z, z
′ ∈W
satisfies ‖z − z′‖ < η, we have ‖M̂z − M̂z′‖ ≤ DM‖z − z
′‖.
Proof. IfM = (aij)1≤i,j≤d, and write M̂ as
(z2, . . . , zd) 7→
a21 +∑dj=2 a2jzj
a11 +
∑d
j=2 a1jzj
, . . . ,
ad1 +
∑d
j=2 adjzj
a11 +
∑d
j=2 a1jzj
 .
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For fixed k ∈ {2, . . . , d} write αl = ak1 +
∑
j 6=l akjzj , βl = akl, γl = a11 +
∑
j 6=l a1jzj ,
δl = a1l, for each l ∈ {2, . . . , d}. Then
∂(M̂z)k
∂zl
=
∂
∂zl
ak1 +∑dj=2 akjzj
a11 +
∑d
j=2 a1jzj
 = ∂
∂zl
(
αl + βlzl
γl + δlzl
)
=
βlγl − αlδl
(γl + δlzl)2
.
AsW ⊂ Cd−1+ is bounded |αl| and |γl| are also bounded. Since for z ∈ W we have Re zj > 0
for j ∈ {2, . . . , d} andM is positive, we have
|γl + δlzl|
2 ≥
∣∣Re(γl + δlzl)∣∣2 ≥ a211,
thus ∣∣∣∣∣∂(M̂z)k∂zl
∣∣∣∣∣ = |βlγl − αlδl||γl + δlzl|2 ≤ |βl||γl|+ |δl||αl|a211 < bk <∞, (13)
for some constant bk > 0 (independent of z ∈ W or l ∈ {2, . . . , d})). By (13) and the Mean
Value Theorem there exists ηl > 0 such that whenever |∆zl| < ηl,∣∣∣∣(M̂(z2, . . . , zl +∆zl, . . . , zd))k − (M̂ (z2, . . . , zl, . . . , zd))k
∣∣∣∣ ≤ bk|∆zl|.
If we choose ‖z‖ := max2≤i≤d |zi| and let η = min2≤l≤d ηl, andDM := d ·max2≤k≤d bk, then
when ‖z − z′‖ < η, we have for each 2 ≤ k ≤ d
|(M̂z − M̂z′)k| ≤ DM‖z − z
′‖.
Theorem 4.3. LetM be the operator on A⊕k∞ (U) defined by (12). Then
(a) M is a bounded operator with ‖M‖ = 1;
(b) The function 1⊕k := 1 ⊕ · · · ⊕ 1 ∈ A⊕k∞ (U) is the unique eigenfunction of M corre-
sponding to the eigenvalue 1;
(c) The spectrum ofM contains the single isolated eigenvalue 1 (of algebraic multiplicity 1),
with the rest of the spectrum contained in a closed subset of {z ∈ C : |z| < 1};
(d) M is nuclear of order zero;
(e) There exist unique bounded positive linear functionals ν1, . . . , νk on A∞(U), such that
‖νi‖ = 1 for each 1 ≤ i ≤ k, and such thatM
′ν = ν, whereM′ denotes the dual ofM,
ν = ⊕ki=1qiνi and q = (q1, . . . , qk) is the stationary distribution for P ;
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(f) For functions w1, . . . , wk ∈ A∞(U), denoting w = (w1, . . . , wk), we have
Mnw → (ν1(w1), . . . , νk(wk)) in the uniform topology as n→∞,
where ν1, . . . , νk are the linear functionals given in (e).
Moreover, whenM is regarded as acting on C(V ,R)⊕k, then
(g) There exist k unique probability measures ν∗1 , . . . , ν
∗
k on V , such that∫
Mf dν∗ =
∫
f dν∗, f = (f1, . . . , fk) ∈ C(V ,R)
⊕k, (14)
where ν∗ = ⊕ki=1qiν
∗
i and q = (q1, . . . , qk) is the stationary distribution for P ;
(h) For any f = (f1, . . . , fk) ∈ C(V ,R)
⊕k,
Mnf →
(∫
f1 dν
∗
1 , . . . ,
∫
fk dν
∗
k
)
in the uniform topology, as n→∞,
where ν∗1 , . . . , ν
∗
k are the probability measures given in (g).
Proof. Because we do not plan to prove the results strictly in order, in the following we separate
the proof in parts for convenient reference.
Part 1. For any w ∈ A⊕k∞ (U), we have
‖Mw‖ =
k∑
i=1
qi
∥∥∥ k∑
j=1
Mijwj
∥∥∥
≤
k∑
i=1
qi sup
z∈U
∣∣∣ k∑
j=1
pijwj(M̂jz)
∣∣∣
≤
k∑
i=1
k∑
j=1
qipij‖wj‖
= ‖w‖.
Since ‖M1⊕k‖ = ‖1⊕k‖ = 1 this proves that ‖M‖ = 1, hence (a) is proved.
Part 2. It is obvious that 1⊕k is an eigenfunction corresponding to the eigenvalue 1. Suppose
w is another eigenfunction corresponding to the eigenvalue 1. Then sinceMw = w, we have,
for each i ∈ {1, . . . , k},
wi(z) =
k∑
j=1
(Mijwj)(z) =
k∑
j=1
pijwj(M̂jz).
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Choose a compact set K such that
⋃k
i=1 M̂iU ⊂ K ⊂ U . Assume |wi(z)| attains its supremum
at ζi ∈ ∂U , note M̂jζi ∈ K , we have
‖wi‖ = |wi(ζi)| =
∣∣∣∣∣∣
k∑
j=1
pijwj(M̂jζi)
∣∣∣∣∣∣ ≤
∑
j 6=i
pij‖wj‖+ pii sup
z∈K
|wi(z)| ≤
k∑
j=1
pij‖wj‖. (15)
Then
‖w‖ =
k∑
i=1
qi‖wi‖ ≤
k∑
i,j=1
qipij‖wj‖ = ‖w‖.
Therefore the inequalities in (15) must be equalities. Then by the maximum modulus principle,
each wi has to be a constant function. Then w is a right eigenvector of P corresponding to the
eigenvalue 1, which has to be 1⊕k.
Part 3. By [15], eachMij is nuclear of order zero. By [8], I, p.84, and II, p.9, each EiMijPj
is nuclear of order zero. ThereforeM is nuclear of order zero. This proves (d).
Part 4. As M is nuclear, it is also compact. Therefore, by the Schauder-Tychonoff fixed-
point theorem [16], there exists ν ∈ [A⊕k∞ (U)]
′ = [(A∞(U))
′]⊕k such thatM′ν = ν and ν(1⊕k) = 1,
where M′ denotes the dual of M. Write ν = ⊕ki=1riνi such that νi ∈ (A∞(U))
′, νi(1) = 1
for each 1 ≤ i ≤ k, and
∑k
i=1 ri = 1. If we let w be a vector with 1 in the j-th entry and 0
elsewhere in the equation ν(w) = ν(Mw), we obtain
rj = ν(w) =
k∑
l=1
rlνl(Mlj1) =
k∑
l=1
rlpljνl(1) =
k∑
l=1
rlplj.
This shows that r = (r1, . . . , rk) is a left eigenvector of P associated with the eigenvalue 1.
Thus r = q and
ν(w) =
k∑
i=1
qiνi(wi). (16)
Part 5. Note for 1 ≤ j ≤ k and w = (w1, . . . , wk) ∈ A
⊕k
∞ (U),
‖Pjw‖ = ‖wj‖ ≤ q
−1
j ‖w‖. (17)
By part 1 of the proof, we have
‖PjM
nw‖ ≤ q−1j ‖M
nw‖ ≤ q−1j ‖w‖. (18)
That is to say, {PjM
nw} is uniformly bounded by q−1j ‖w‖. Applying Lemma 4.1, we see that
{PjM
nw}n≥1 is equicontinuous. Hence the Arzela`–Ascoli Theorem implies it is relatively
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compact, so for any subsequence (Mnαw)α we may choose a further subsequence (M
nαlw)l
which is convergent. We write w∗ = (w∗1 , . . . , w
∗
k) as the limit point of (M
nαl )l as l→∞.
SinceM is bounded, for any w ∈ A⊕k∞ (U) we have ‖M
nw∗‖ ≤ ‖w∗‖ for each n ≥ 1. At
the same time, for n ≥ 1,m ≥ 0, ‖w∗‖ ≤ ‖Mn+mw‖, which implies that ‖w∗‖ ≤ ‖Mnw∗‖.
Hence for each n ≥ 1,
‖w∗‖ = ‖Mnw∗‖
In particular, when n = 1 assume |w∗i | attains its supremum at ζ
(i)
0 ∈ ∂U and |(Mw
∗)i| at
ζ(i) ∈ ∂U . Then
‖w∗‖ =
k∑
i=1
qi|w
∗
i (ζ
(i)
0 )| =
k∑
i=1
qi|(Mw
∗)i(ζ
(i))|
≤
∑
1≤i,j≤k
qipij|w
∗
j (M̂jζ
(i))| ≤
k∑
j=1
qj|w
∗
j (ζ
(j)
0 )| ≤ ‖w
∗‖.
Therefore the inequalities above must be equalities, implying that |w∗j | also attains its supremum
at M̂jζ
(i) (as we have assumed that all pij > 0). These points are all in the interior of U , and
consequently, by the maximum modulus principle, w∗i (z) is a constant function on U for each
1 ≤ i ≤ k.
By part 4 we have for any w ∈ A⊕k∞ (U),
ν(w) = lim
ℓ→∞
ν(Mnαℓw) = ν(w∗) =
k∑
i=1
qiw
∗
i νi(1) =
k∑
i=1
qiw
∗
i . (19)
Comparing (19) with (16) gives w∗i = νi(wi). We have shown then that every subsequence in
{Mnw} has a further subsequence that converges to the same limit w∗, hence that
lim
n→∞
Mnw = w∗ = (ν1(w1), . . . , νk(wk)) (20)
in the uniform topology. Thus (f) is proved.
Moreover, as the evaluations of each νi (1 ≤ i ≤ k) on A∞(U) are completely determined
by (20), each νi (1 ≤ i ≤ k) is unique.
Notice if we let wi be a vector with wi in the i-th entry and 0 elsewhere, then
|νi(wi)| = lim
n→∞
|(Mnwi)i| ≤ lim
n→∞
q−1i ‖M
nwi‖ ≤ q
−1
i ‖wi‖ = ‖wi‖.
Together with νi(1) = 1, we have ‖νi‖ = 1 for each 1 ≤ i ≤ k.
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Part 6. Define
Γ := {w ∈ A⊕k∞ (U) : ‖w‖ ≤ 1, ν(w) = 0}, MΓ := {Mw : w ∈ Γ} ⊂ Γ.
For each w ∈ Γ, ν(w) = 0 shows that limn→∞M
nw = 0. As was shown in part 5, MΓ is
relatively compact. Thus this convergence of ‖Mng‖ is uniform for g ∈ MΓ ⊂ Γ. Thus for
some 0 < r < 1, there existsN > 0 such that ‖MNg‖ ≤ r < 1 for any g ∈MΓ. That is to say
‖MN+1w‖ ≤ r < 1 for any w ∈ Γ. Thus ‖(M|Γ)
N+1‖1/(N+1) ≤ r1/(N+1), i.e., the spectral
radius ofM|Γ is strictly smaller than 1. Since Γ is the unit ball of a subspace of co-dimension
1, and 1 is an eigenvalue, it follows that Spec(M) = {1} ∪ Spec(M|Γ).
Part 7. We consider now the uniqueness of a probability measure satisfying (14). If ν∗ is
any probability measure satisfying (14) then by (20), for any w ∈ Cω(V )⊕k ∩ A⊕k∞ (U),
ν∗(w) = lim
n→∞
ν∗(Mnw) = ν∗(ν(w)) = ν(w).
As Cω(V )⊕k∩A⊕k∞ (U) is dense in C(V ,R)
⊕k with respect to the topology induced by the norm
| · |∞ on C(V ,R)
⊕k, the evaluations of ν∗ are fully determined, therefore a probability measure
ν∗ satisfying (14) is unique.
By (16), ν = ⊕ki=1qiνi. Denote by ν˜ the restriction of ν to C
ω(V ) ∩ A∞(U), if f
(α) is a
sequence in Cω(V )⊕k ∩A⊕k∞ (U) such that |f
(α)− f |∞ → 0 as α→∞ for f ∈ C(V ,R)
⊕k, then
ν∗(f) = lim
α→∞
ν˜(f (α)). (21)
If f (α) = (f
(α)
1 , . . . , f
(α)
k ) is a sequence in C
ω(V )⊕k ∩ A⊕k∞ (U) such that |f
(α)|∞ → 0 as
α→∞, then for each j ∈ {1, . . . , k},
qj|(M
nf (α))j| ≤ |M
nf (α)|∞ ≤ |f
(α)|∞ → 0, (α→∞).
Therefore, by the uniform convergence with respect to n above, for each 1 ≤ j ≤ k
lim
α→∞
|ν∗j (f
(α)
j )| = limα→∞
lim
n→∞
|(Mnf (α))j | = lim
n→∞
lim
α→∞
|(Mnf (α))j | = 0.
This shows that the limit given by (21) always exists and does not depend on the choice of the
sequence of functions.
Now if f ∈ C(V ,R) is a non-negative function, for each i ∈ {1, . . . , k} let f (α) ∈ Cω(V )⊕k ∩ A⊕k∞ (U)
be a sequence such that each f (α) has f (α) in the i-th entry and 0 elsewhere and that |f (α) − f |∞ → 0.
Then
ν∗i (f) = limα→∞
(Mnf (α))i ≥ 0.
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Therefore ν∗i (1 ≤ i ≤ k) is a positive linear functional on C(V ,R) with ν
∗
i (1) = 1. By the
Riesz representation theorem, we know there exist probability measures (which we still denote
by ν∗i , 1 ≤ i ≤ k) on V such that
ν∗i (f) =
∫
f dν∗i , f ∈ C(V ,R).
For any f ∈ C(V ,R)⊕k let f (α) ∈ Cω(V )⊕k ∩ A⊕k∞ (U) be a sequence satisfying |f
(α) −
f |∞ → 0 as α→∞. Then we have
|ν∗(f)− ν∗(Mf)| ≤|ν∗(f)− ν∗(f (α))|+ |ν∗(f (α))− ν∗(Mf (α))|+ |ν∗(Mf (α))− ν∗(Mf)|
≤|ν∗(f)− ν˜(f (α))|+ |ν(f (α))− ν(Mf (α))|+ |ν˜(Mf (α))− ν∗(Mf)|
→ 0 (as α→∞),
by applying (21) and noticing
|Mf (α) −Mf |∞ ≤ |f
(α) − f |∞ → 0, α→∞.
That is to say, ν∗(Mf) = ν∗(f) for f ∈ Cω(V )⊕k ∩ A⊕k∞ (U).
Part 8. For f = (f1, . . . , fk) ∈ C(V ,R)
⊕k and a sequence f (α) = (f
(α)
1 , . . . , f
(α)
k ) ∈
Cω(V )⊕k ∩ A⊕k∞ (U) with |f
(α) − f |∞ → 0 as α → ∞, letting n → ∞ in the following
inequality For any n and α we have by (18)∣∣∣(Mnf)i − ∫ fi dν∗i ∣∣∣
∞
≤q−1i |f − f
(α)|∞ +
∣∣∣∣(Mnf (α))i − ∫ f (α)i dν∗i ∣∣∣∣
∞
+
∣∣∣∣∫ f (α)i dν∗i − ∫ fi dν∗i ∣∣∣∣
∞
.
Letting n go to∞ and applying (20) we see that
lim sup
n→∞
∣∣∣∣(Mnf)i − ∫ fi dν∗i ∣∣∣∣
∞
≤ q−1i |f − f
(α)|∞ +
∣∣∣∣∫ f (α)i dν∗i − ∫ fi dν∗i ∣∣∣∣
Then letting α→∞ implies |(Mnf)i − ν
∗
i (fi)|∞ → 0 by (21). This proves (h).
5 Parametrised Markovian Transfer Operators
We now define the parametrised transfer operators associated with Markovian products of posi-
tive matrices, and describe their spectral properties.
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For each i, j ∈ {1, . . . , k} and t ∈ R define the operator Lij,t : A∞(U)→ A∞(U) by
(Lij,tw)(z) = pije
t log ‖Mjz‖w(M̂jz), (22)
and Lt : A
⊕k
∞ (U)→ A
⊕k
∞ (U) by
Lt =
∑
1≤i,j≤k
EiLij,tPj . (23)
Theorem 5.1. Let Lt : A
⊕k
∞ (U) → A
⊕k
∞ (U) be defined as in (23) for t ∈ R. Then when |t| is
sufficiently small,
(a) Lt is a bounded linear operator on A
⊕k
∞ (U);
(b) Lt possesses a maximal eigenvalue β(t) > 0 of geometric multiplicity 1. The correspond-
ing eigenfunction h = (h1, . . . , hk) may be chosen such that each hi is strictly positive on
V ;
(c) Lt is nuclear of order zero;
(d) The maximal eigenvalue β(t) is continuous at t = 0, and the strictly positive eigenfunction
ht is continuous as a function of t at t = 0, with h0 = 1
⊕k;
(e) There exist unique bounded positive linear functionals ν1, . . . , νk on A∞(U) such that
ν(Ltw) = β(t)ν(w), for any w ∈ A
⊕k
∞ (U),
where ν = ⊕ki=1qiνi and q = (q1, . . . , qk) is the stationary distribution for P ;
(f) For any w = (w1, . . . , wk) ∈ A
⊕k
∞ (U), we have
1
β(t)n
Lntw →
(
h1ν1(w1), . . . , hkνk(wk)
)
, uniformly as n→∞,
where h is the eigenfunction given in (b), normalised so that νi(hi) = 1 for 1 ≤ i ≤ k;
(g) Spec(Lt) \ {β(t)} is contained in a closed subset of {z ∈ C : |z| < β(t)};
Moreover, when Lt is regarded as acting on C(V ,R)
⊕k,
(h) There exist unique probability measures ν∗1 , . . . , ν
∗
k on V such that for each f ∈ C(V ,R)
⊕k,∫
Ltf dν
∗ = β(t)
∫
f dν∗,
where ν∗ = ⊕ki=1qiν
∗
i ;
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(i) For any f = (f1, . . . , fk) ∈ C(V ,R)
⊕k, we have
1
β(t)n
Lnt f →
(
h1(x)
∫
f1 dν
∗
1 , . . . , hk(x)
∫
fkν
∗
k
)
, uniformly as n→∞,
where h is the eigenfunction given in (b) (restricted to V ) satisfying
∫
hi dν
∗
i = 1 for
1 ≤ i ≤ k.
Proof. Same as the previous theorem, we separate the proof in parts for the sake of convenience
when referring.
Part 1. For each w ∈ A⊕k∞ (U), we have
‖Ltw‖ =
k∑
i=1
qi
∥∥∥ k∑
j=1
Lijwj
∥∥∥
≤
k∑
i,j=1
qipije
|t|η(Mj)‖wj‖
≤ max
j
e|t|η(Mj)‖w‖.
where η(M) := supz∈U
∣∣log ‖Mz‖∣∣. This proves part (a).
Part 2. We now construct compact subsets of A⊕k∞ (U) that are mapped to themselves, and
hence will contain an eigenfunction. Writing ϕj(z) = log ‖Mjz‖,
PiLtw(z) =
k∑
j=1
Lij,tPjw(z) =
k∑
j=1
pije
tϕj (z)wj(M̂jz).
Therefore, by Lemmas 4.1 and 4.2, there is a constant D′, η > 0 such that for anyw ∈ A⊕k∞ (U)
with ‖wj‖ ≤ 1 for each j ∈ {1, . . . , k},
∣∣∣∣(PiLt)
(
w +
1⊕k
n
)
(z)− (PiLt)
(
w +
1⊕k
n
)
(z′)
∣∣∣∣
=
∣∣(PiLt) (w) (z)− (PiLt) (w) (z′)∣∣ ≤ D′‖z − z′‖, (24)
for any z, z′ ∈ U such that ‖z − z′‖ ≤ δ. Moreover, if w is non-negative when restricted to V
then
sup
z∈U
∣∣∣∣∣∣(PiLt)
(
w +
1⊕k
n
)
(z)
∣∣∣∣∣∣ ≥ 1n
k∑
j=1
pije
−|tϕj |∞ ≥
1
n
min
j
e−|tϕj |∞ =: Dn,
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for some Dn > 0 not depending on w or 1 ≤ i ≤ k. Thus∥∥∥∥∥∥Lt
(
w +
1⊕k
n
)∥∥∥∥∥∥ =
k∑
i=1
qi
∥∥∥∥∥∥(PiLt)
(
w +
1⊕k
n
)∥∥∥∥∥∥ ≥ Dn. (25)
Let Θ := max1≤i≤k q
−1
i . (Recall that the transition matrix P = (pij) is strictly positive, so
all qi are nonzero.) Define
Λn :=
{
w = (w1, . . . , wk) ∈ A
⊕k
∞ (U) : ‖wi‖ ≤ 1, ‖∂wi/∂zj‖ ≤ D
′/ΘDn, 2 ≤ j ≤ d,
and wi is real and non-negative on V for each 1 ≤ i ≤ k.
}
For w ∈ Λn we have ‖w‖ =
∑n
i=1 qi‖wi‖ ≤ 1, and when z, z
′ ∈ U are sufficiently close
‖w(z) −w(z′)‖ :=
k∑
i=1
qi|wi(z)− wi(z
′)| ≤ (D′/Dn)‖z − z
′‖.
Therefore Λn is compact, by the Arzela`–Ascoli theorem.
We now define a map Ln on Λn by
Ln(w) =
Lt(w + 1
⊕k/n)
Θ‖Lt(w + 1⊕k/n)‖
.
Note that
‖PiLn(w)‖ =
‖PiLt(w + 1
⊕k/n)‖
Θ‖Lt(w + 1⊕k/n)‖
≤
q−1i
Θ
≤ 1,
by (17), and also
|PiLn(w)(z) − PiLn(w)(z
′)| ≤ (D′/ΘDn)‖z − z
′‖
for z, z′ ∈ U sufficiently close, by (24) and (25). It follows that Ln(Λn) ⊆ Λn
Since Λn is convex, by the Schauder–Tychonoff fixed point theorem [16] it contains a fixed
point h(n) of Ln; that is,
Lt
(
h(n) +
1⊕k
n
)
= βnh
(n), (26)
where
βn = Θ‖Lt(h
(n) + 1⊕k/n)‖ ≥ 0. (27)
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Write h(n) = (h
(n)
1 , . . . , h
(n)
k ) ∈ Λn. As h
(n)
i is real and non-negative on V , for each i ∈ {1, . . . , k},
we have
βnh
(n)
i (x) =
k∑
j=1
pije
tϕj(x)
(
h
(n)
j (M̂jx) +
1
n
)
≥
k∑
j=1
pije
tϕj(x)
(
inf
V
h
(n)
j +
1
n
)
, (28)
≥
1
n
min
1≤j≤k
e−|tϕj |∞ , for any x ∈ V .
Therefore infx∈V h
(n)
i > 0 for each 1 ≤ i ≤ k. Moreover, (28) implies
βn inf
x∈V
h
(n)
i ≥
k∑
j=1
pije
tϕj(x)
(
inf
x∈V
h
(n)
j +
1
n
)
,
and so
βn
k∑
i=1
qi inf
x∈V
h
(n)
i ≥
k∑
i,j=1
qipije
tϕj(x)
(
inf
x∈V
h
(n)
j +
1
n
)
≥
k∑
j=1
qj
(
inf
x∈V
h
(n)
j +
1
n
)
min
1≤l≤k
e−|tϕl|∞ .
As
∑k
i=1 qi infx∈V h
(n)
i > 0, writing D
′′ := min1≤j≤k e
−|tϕj |∞ we have
βn ≥
∑k
i=1 qi infV h
(n)
i + 1/n∑k
i=1 qi infV h
(n)
i
min
1≤j≤k
e−|tϕj |∞ ≥ D′′ > 0. (29)
Now define
Λ′′ := {w ∈ A⊕k∞ (U) : ‖wi‖ ≤ 1, ‖∂wi/∂zj‖ ≤ D
′/D′′, 2 ≤ j ≤ d,
and wi is real and non-negative on V for each 1 ≤ i ≤ k}.
Then by (24) and (27), we have for each n ≥ 1, h(n) ∈ Λ′′. As Λ′′ is compact (by the Arzela`–
Ascoli theorem) there exists a subsequence (h(nα))α in Λ
′′ converging uniformly to h ∈ Λ′′ as
α→∞. By (26), (27), and (29)
Lth = β(t)h,
where
β(t) = Θ‖Lth‖ ≥ D
′′ > 0. (30)
Moreover, as h ∈ Λ′′, each component of h is non-negative on V .
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Part 3. Now we show that all components of h = (h1, . . . , hk) are strictly positive on V .
Denote by Zi the zero set of hi. Suppose for some i0 ∈ {1, . . . , k} there exists x0 ∈ Zi0 . Then
0 = β(t)hi0(x0) =
k∑
j=1
pi0je
tϕj (x)hj(M̂jx0).
This shows that hj(M̂jx0) = 0 for each 1 ≤ j ≤ k. Iterating this calculation we see that
{M̂jM̂in · · · M̂i1x0 : n ≥ 1, 1 ≤ i1, . . . , in ≤ k} ⊂ Zj,
for any 1 ≤ j ≤ k.
As h ∈ Λ′′, we have ‖∂hi/∂zj‖ ≤ D
′/D′′ =: D′′′ for 1 ≤ i ≤ k, 2 ≤ j ≤ d. By
Proposition 3.2 (d) we can choose N1 > 0, κ > 0 and 0 < r < 1 such that when n > N1,
E
[∥∥∥M̂ (σnω) · · · M̂(ω)x− M̂ (σnω) · · · M̂(ω)y∥∥∥] ≤ κrndH(x, y).
Set ρ := max1≤i≤k |ϕi(x)|∞. For any j ∈ {1, . . . , k} and |t| < γ := − log r/ρ, and ǫ > 0,
set N = max{N1, log(ǫ/κD
′′′)/(log δ + |t|ρ)}. Then for any x ∈ V, y ∈
⋃
1≤j≤k Zj , and any
n > N ,
|hj(x)| ≤
∑
i1,...,in
pi0i1pi1i2 · · · pin−1ine
|t|nρ|hin(M̂in · · · M̂i1x)|
=
∑
i1,...,in
pi0i1pi1i2 · · · pin−1ine
|t|nρ|hin(M̂in · · · M̂i1x)− hin(M̂in · · · M̂i1y)|
≤ e|t|nρD′′′E
[∥∥∥M̂in · · · M̂i1x− M̂in · · · M̂i1y∥∥∥]
≤ κD′′′e|t|nρrndH(x, y)
< ǫdH(x, y).
As ǫ > 0, x ∈ V are arbitrary, hj(x) is the constant function 0 on V for each 1 ≤ j ≤
k. The analytic extension to U is unique, hence h is identically zero on U . This contradicts
β(t) = Θ‖Lth‖ > 0.
Part 4. Now we prove the uniqueness of the eigenvector h (up to complex scalars) corre-
sponding to the eigenvalue β(t). Suppose there were another non-zero eigenfunction g = (g1, . . . , gk) ∈ A
⊕k
∞ (U)
such that Ltg = β(t)g. Then we would have on V
Lt(Reg) = β(t)Reg, Lt(Im g) = β(t) Img.
Since hi is strictly positive on V for each i ∈ {1, . . . , k}, we may define
u := inf
1≤i≤k, x∈V
(Re gi)(x)
hi(x)
.
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Assume this infimum is attained at 1 ≤ i0 ≤ k, x0 ∈ V . Then we have (Re gi)(x)−uhi(x) ≥ 0
for any 1 ≤ i ≤ k, x ∈ V and (Re gi0)(x0) − uhi0(x0) = 0. By the same argument applied
above to prove the positivity of h, the existence of a zero point implies that (Re gj)(x)− uhj(x)
is identically zero on V . Similarly, there exists v ∈ R such that (Im gj)(x) = vhj(x) for each
1 ≤ j ≤ k, x ∈ V . Therefore g = (u+ iv)h on V and therefore on U .
Part 5. By [15], Lij,t is nuclear of order zero. Thus EiLij,tPj is nuclear of order zero by [8].
And Lt is nuclear of order zero. This proves (c).
Part 6. We now prove part (d). To clarify the dependence on t we will denote the top eigen-
function by ht = (ht,1, . . . , ht,k) and the set Λ
′′ by Λ′′t , for |t| < γ. By (29)
β(t) ≥ D′′ = min
1≤i≤k
e−|t||ϕi|∞ ≥ min
1≤i≤k
e−γ|ϕi|∞ =: B. (31)
As ht ∈ Λ
′′
t for each |t| < γ, we have ‖ht‖ ≤ 1, so {ht : |t| < γ} is uniformly bounded.
By Lemma 4.1, for a compact set K satisfying
⋃k
i=1 M̂iU ⊂ K ⊂ U , there exists C
′
K > 0 (not
depending on t) such that whenever z, z′ ∈ K are sufficiently close, for 1 ≤ i ≤ k,
|ht,i(z)− ht,i(z
′)| ≤ C ′K‖z − z
′‖.
Therefore, for z, z′ ∈ U sufficiently close
|ht,i(z) − ht,i(z
′)| =
1
β(t)
k∑
j=1
pi,je
tϕj(z)|ht,j(M̂jz)− ht,j(M̂jz
′)|
≤
1
β(t)
k∑
j=1
pi,j‖e
tϕj‖ · C ′K‖M̂jz − M̂jz
′‖
≤
C ′K
B
(
sup
1≤i≤k
eγ‖ϕi‖
)(
sup
1≤i≤k
DMi
)
‖z − z′‖.
This shows that {ht : |t| < γ} is equicontinuous, hence by the Arzela`–Ascoli Theorem that it is
relatively compact.
Let {tm} be a sequence in {|t| < γ} converging to 0, and let {htm}m be a subsequence
{htmα }α converging uniformly to a function h˜ = (h˜1, . . . , h˜k) ∈ A∞(U) as α → ∞. By (30)
and (31), we have β(t) = Θ‖Ltht‖ ≥ B for each |t| < γ. Then letting t = tmα and α → ∞
shows that
β˜ := lim
α→∞
βtmα = Θ‖L0h˜‖ ≥ B > 0.
Therefore h˜ is not identically zero. Moreover, letting α→∞ in
βtmαhtmα ,i(z) =
k∑
j=1
pi,je
tmαϕj(z)htmα ,j(M̂jz)
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gives that
β˜h˜i(z) =
k∑
j=1
pi,jh˜j(M̂jz). (32)
On the one hand, (32) and that h˜ is non-zero shows that h˜ is an eigenfunction of L0 = M,
thus by Theorem 4.3, we have β˜ ≤ 1; on the other hand, letting t = tmα → 0 in (31), we have
β˜ ≥ 1. Thus β˜ = 1 and by the uniqueness of the top eigenfunction for L0 = M, we have
h˜ = limt→0 ht = 1
⊕k. This proves the continuity of β(t) and ht at t = 0.
Part 7. We may now conclude that when |t| < γ, hj does not take values in {0} ∪ R−, so
that log hj is analytic on U for each 1 ≤ j ≤ k. This will allow us to define
φij(t, z) := t log ‖Mjz‖+ log hj(M̂jz)− log hi(z)− log β(t) ∈ A∞(U), 1 ≤ i, j ≤ k.
Then we can consider transfer operators L˜ij : A∞(U)→ A∞(U) given by
(L˜ijw)(z) = pije
φij(t,z)w(M̂jz)
and define L˜t =
∑
i,j EiL˜ijPj . Observe that
k∑
j=1
pije
φij(t,z) =
1
β(t)
k∑
j=1
pije
t log ‖Mjz‖
hj(M̂jz)
hi(z)
= 1.
That is, L˜ij1 = 1. Moreover, by part 3 of the proof, we know that hj (1 ≤ j ≤ k) is strictly
positive when restricted to V . Therefore φij(t, x) is also well-defined on V , and its restriction
to V lies in Cω(V ).
Observe that L˜t = β(t)
−1M
−1
h
LtMh, where Mh : A
⊕k
∞ (U) → A
⊕k
∞ (U) is the multipli-
cation operator sending w = (w1, . . . , wk) to (h1w1, . . . , hkwk). Thus the spectrum of L˜t is
the spectrum of Lt scaled by β(t)
−1, and 1⊕k is the eigenfunction of L˜t corresponding to its
maximal eigenvalue 1. The rest of the Theorem follows exactly as for Theorem 4.3 for L˜t, hence
also for Lt.
Now we are ready to derive key results about the spectrum of Markovian transfer operators.
Theorem 5.2. Given a Markovian product of positive matrices (that is, specifying a finite matrix
set, a k×k stochastic matrix, and an initial probability vector), let Lt be the associated operator
on A⊕k∞ (U) defined as in (23) and β(t) be its maximal eigenvalue as given by Theorem 5.1 (b).
Then β is differentiable at 0, andβ′(0) equals the Lyapunov exponent corresponding to this
random matrix product.
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Proof. For each i ∈ {1, . . . , k} define L
(0)
i : A∞(U)→ A∞(U) by
(L
(0)
i w)(z) = pie
t log ‖Miz‖w(M̂iz),
where p0 = (p1, . . . , pk) is the initial probability vector. Let
L(0) :=
k∑
i=1
L
(0)
i Pi : A
⊕k
∞ (U)→ A∞(U).
Now we have for each w ∈ A⊕k∞ (U),
(L(0)Lnt w)(z) =
∑
i0,i1,...,in
(L
(0)
i0
Li0i1Li1i2 · · · Lin−1inwin)(z)
=
∑
i0,i1,...,in
pi0pi0i1 · · · pin−1ine
t log ‖Min ···Mi0z‖win(M̂in · · · M̂i0z).
Applying this to 1⊕k(V ) on V we obtain L(0)Lnt 1
⊕k = E[et log ‖ϕ(n,ω)x‖].
Define an operator Q(t) by
Q(t)w = νt[w]ht,
where νt and ht are given by Theorem 5.1 with the index t indicating their dependence on
t. Then we can write Lt = β(t)Q(t) +R(t), and R(t) = Lt − β(t)Q(t) has spectral radius
strictly smaller than β(t). Note Q(t)R(t) = R(t)Q(t) = 0. Then we have
E[et log ‖ϕ(n,ω)x‖] = β(t)nL(0)Q(t)1⊕k +R(t)n1⊕k
Similar to [13] or Chapter 5 of [2], let γ be the Lyapunov exponent associated to this problem,
then
γ = lim
n→∞
1
n
E[log ‖ϕ(n, ω)‖] = lim
n→∞
1
n
d
dt
(
β(t)nL(0)Q(t)1⊕k +R(t)n1⊕k
)
= β′(0).
6 The Trace, the Determinant, and Pollicott’s Algorithm
By Theorem 5.2 the problem of computing top Lyapunov exponents has been converted to the
computation of β(t), the top eigenvalue of the Markovian transfer operator Lt. Note that by
section (c) of Theorem 5.1 Lt is a nuclear operator of order zero. Therefore the Fredholm
determinant det(I − zLt) is an entire function with respect to z, and the trace-determinant
formula (cf. [9, Sec 5.3],[8])
det(I − zLt) = exp
− ∞∑
n=1
tr(Lnt )
n
zn

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provides an explicit expansion through which we may calculate arbitrarily precise approxima-
tions, if only we can compute tr(Lnt ) for each n ≥ 1.
Lemma 6.1. Let L be a nuclear operator on A∞(U). Then
tr(EiLPj) = δij tr(L),
where δij is the Kronecker symbol, taking the value 1 when i = j and 0 otherwise.
Proof. Assume L has the Schmidt representation L =
∑∞
n=1 ρnun ⊗ fn, with the trace given
by
tr(L) =
∞∑
n=1
ρnfn(un),
by Fredholm theory (cf. [9, Chap 4],[8]). Then
EiLPj =
∞∑
n=1
ρn(Eiun)⊗ (P
∗
j fn),
and Fredholm theory then implies
tr(EiLPj) =
∞∑
n=1
ρn(P
∗
j fn)(Eiun) =
∞∑
n=1
ρnfn(PjEiun) = δij tr(L).
The trace formula follows immediately.
Theorem 6.2. Let Lt be the operator on A
⊕k
∞ (U) given by (23), then
tr(Lt) =
k∑
i=1
tr(Lii,t) =
piiλ
t
i
det(I −DM̂i(si))
. (33)
Moreover,
tr(Lnt ) =
∑
|i|=n
tr(Li1i2,t · · · Lin−1in,tLini1,t) =
∑
|i|=n
p∗iλ
t
i
det(I −DŜi(si))
, (34)
where for each n-length sequence i = (i1, . . . , in), p
∗
i denotes the cyclic probability pi1i2 · · · pin−1inpini1 ,
Ŝi denotes the product M̂in · · · M̂i1 , si denotes the unique fixed point of Ŝi and λi denotes the
top eigenvalue of Si := Min · · ·Mi1 .
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Proof. The first equality of (33) follows from the definition (23) and Lemma 6.1. And the second
follows from the trace formula for transfer operators (cf. [12, 13]).
For (34), we notice
Lnt =
 k∑
i,j=1
EiLij,tPj
n = ∑
i0,i1,...,in
Ei0Li0i1,t · · · Lin−1in,tPin ,
since PjEi = δij idA∞(V ). Therefore by Lemma 6.1,
tr(Lnt ) =
∑
i1,...,in
tr(Lini1,tLi1i2,t · · · Lin−1in,t).
Note
(Lini1,tLi1i2,t · · · Lin−1in,tw)(x) = p
∗
i e
t log ‖Six‖w(Ŝix),
thus the rest follows from trace formula for transfer operators.
Now we are ready to give the following algorithm.
Theorem 6.3. Given a finite set {Mi}1≤i≤k of positive and invertible matrices, a k× k positive
stochastic matrix P = (pij)1≤i,j≤k and an initial probability vector p0. On a probability space
(Ω,F ,P), define a Markov chain A(ω) of random matrices with P(A(σω) = Mj |A(ω) =
Mi) = pij for any 1 ≤ i, j ≤ k. Let γ be the Lyapunov exponent associated with this random
matrix product problem. Then we have
γ =
∑∞
n=1 a
′
n(0)∑∞
n=1 nan(0)
,
where for each n ≥ 1, an(t) is given by
an(t) =
∑
1≤l≤n
(−1)l
l!
∑
n1+···+nl=n
tr(Ln1t ) · · · tr(L
nl
t )
n1 · · ·nl
,
and tr(Lmt ) is given by Theorem 6.2, for each m ≥ 1. Moreover, the p-th estimate of γ can be
given by
γ(p) =
∑p
n=1 a
′
n(0)∑p
n=1 na
′
n(0)
.
Remark 6.4. Once we have established the spectral properties of the Markovian transfer opera-
tors and the trace formula, the rest is exactly the same as described in [13]. We can also notice
this algorithm contains Pollicott’s algorithm [13] as its special case. With the same reason as
for Pollicott’s algorithm, we know this estimation also has |γ(p)− γ| = O(rn
1+1/(d−1)
) for some
0 < r < 1.
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Remark 6.5. An area for further exploration is to generalise the results in this section to Marko-
vian shifts over countable (or uncountable) symbols. Moreover, in the definition (23), we con-
struct L to be a k × k matrix of simple transfer operators. In fact, matrices of operators are
intensively studied in operator K-theory. And Lt andM are in fact homotopic. We expect that
there are deeper connections to be drawn between these two areas.
7 Modified Determinant Lemma
The goal of this section is to provide a general formula to compute the denominator det(I −DŜi(si))
of (34), where for each sequence i = (i1, i2, . . . , in), Ŝi denotes M̂inM̂in−1 · · · M̂i1 and si de-
notes the fixed point of Ŝi.
In [13], Lemma 4.2 states the following identity
det(I −DŜi(si)) =
(
1−
detSi
λ2i
)
,
where λi denotes the top eigenvalue of Si := MinMin−1 · · ·Mi1 . However, we will see that this
equation is valid only for 2 × 2 matrices with determinant 1. A generalised formula that holds
for all positive matrices is given here.
Lemma 7.1. (Modified Determinant Lemma) For any d× d positive matrix A, we have
det(I −DÂ(x)) =
d∏
i=2
(
1−
λi
λ1
)
,
where λ1 and x denote the maximal simple positive eigenvalue and the associated eigenvector
of A, and λ2, · · · , λd are the other eigenvalues.
Proof. Let (1 t2 · · · td)
T be a coordinate system around the point x¯ = (1 x2 · · · xd)
T ,
denote ∼ to be the equivalence relation on Rd \ {0} given by α ∼ β if and only if there exists
λ 6= 0 such that α = λβ.
a11 a12 · · · a1d
a21 a22 · · · a2d
...
...
. . .
...
ad1 ad2 · · · add


1
t2
...
td
 =

a11 +
∑d
j=2 a1jtj
a21 +
∑d
j=2 a2jtj
...
ad1 +
∑d
j=2 adjtj
 ∼

1
b2
...
bd

where bk =
ak1 +
∑d
j=2 akjtj
a11 +
∑d
j=2 a1jtj
, k = 2, 3, · · · , d. Therefore,
∂bk
∂ti
=
aki(a11 +
∑d
j=2 a1jtj)− a1i(ak1 +
∑d
j=2 akjtj)
(a11 +
∑d
j=2 a1jtj)
2
.
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At the point x¯, the derivative is
∂bk
∂ti
∣∣∣∣
x¯
=
aki − a1ixk
λ1
, k, i = 2, 3, · · · , d.
(DÂ(x))i,j =
ai+1,j+1 − a1,j+1xi+1
λ1
, i, j = 1, 2, · · · , d− 1.
So,
det(I−DÂ(x)) = λ
−(d−1)
1 det

λ1 − a22 + a12x2 −a23 + a13x2 · · · −a2d + a1dx2
−a32 + a12x3 λ1 − a33 + a13x3 · · · −a3d + a1dx3
...
...
. . .
...
−ad2 + a12xd −ad3 + a13xd · · · λ1 − add + a1dxd

Since a11 +
∑d
j=2 a1jxj = λ1, we have
d∏
i=1
(λ− λi) = det

λ− a11 −a12 · · · −a1d
−a21 λ− a22 · · · −a2d
...
...
. . .
...
−ad1 −ad2 · · · λ− add

= det

λ− λ1 +
∑
a1jxj −a12 · · · −a1d
−a21 λ− a22 · · · −a2d
...
...
. . .
...
−ad1 −ad2 · · · λ− add

= det

λ− λ1 −a12 · · · −a1d
−a21 + λx2 −
∑
a2jxj λ− a22 · · · −a2d
...
...
. . .
...
−ad1 + λxd −
∑
adjxj −ad2 · · · λ− add

= det

λ− λ1 −a12 · · · −a1d
(λ− λ1)x2 λ− a22 · · · −a2d
...
...
. . .
...
(λ− λ1)xd −ad2 · · · λ− add

= (λ− λ1)
d det

1 −a12 · · · −a1d
x2 λ− a22 · · · −a2d
...
...
. . .
...
xd −ad2 · · · λ− add

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= (λ− λ1) det

1 −a12 · · · −a1d
0 λ− a22 + a12x2 · · · −a2d + a1dx2
...
...
. . .
...
0 −ad2 + a12xd · · · λ− add + a1dxd

Therefore
det(I −DÂ(x)) =
1
λd−11
(λ− λ1)(λ− λ2) · · · (λ− λd)
λ− λ1
∣∣∣∣
λ=λ1
=
d∏
i=2
(
1−
λi
λ1
)
.
When d = 2, since λ1λ2 = det(A) = 1, we have
det
(
I −DÂ(x)
)
= 1−
λ2
λ1
,
which coincides with Pollicott’s formula.
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