In arXiv:1607.06679, Marcus proved that certain functions of multiple matrices, when summed over the symmetries of the cube, decompose into functions of the original matrices. In this note, we generalize the results from the Marcus paper to a larger class of functions of multiple matrices. We also answer a problem posed in the Marcus paper.
If |S − (S ∩ V )| ≥ 2, then the terms of the sum will add to zero since there will be the same number of 1 and −1 terms in the sum. This is because [P π ] S,T = −[P π ′ ] S,T for every π that satisfies the conditions (*), where π ′ is the permutation obtained from π by transposing the values of π for the least two elements of S − (S ∩ V ), and π ′ also satisfies the conditions (*).
Therefore the sum will be zero unless |S ∩V | = |T ∩U| ≥ k−1, π(S ∩V ) = T ∩ U, π(S − (S ∩ V )) = T − (T ∩ U), and π(V − (S ∩ V )) = U − (T ∩ U).
There are j!((k − j)!) 2 (n − 2k + j)! ways to select π such that
, and
If j = k, then the formula in the lemma reduces to the formula proved
then each nonzero term of the sum is equal to (−1) s(T,U )+s(S,V ) since (P π ) S,T can be transformed into (P π ) V,U using s(S, V ) row swaps and s(T, U) column swaps.
2 Generalizing the results from arXiv:1607.06679
As in [1] , define Q n to be the class of n×n sign matrices over the commutative ring K. Note that a sign matrix is a diagonal matrix with all diagonal entries equal to either 1 or −1.
We use the following lemma from [1] to prove a generalization of the determinant sums in [1] .
The next lemma generalizes Section 4 of [1] , which had formulas for the cases when d ≤ 2.
In order to have all the δs satisfied, we must have
Observe that P j ∈Pn j :j=0,..
Now combining everything, we get Q j ∈Qn j :j=0,...,d−1 P j ∈Pn j :j=0,...,d−1
For the next corollary, we use this lemma from [1] .
This next corollary generalizes Section 5 of [1] , which had formulas for the cases when d ≤ 2.
Q n j and P j ∈ P n j , let P = (P 0 , . . . , P d−1 ) and let Q = (Q 0 , . . . , Q d−1 ).
Define the matrices M(P, Q)
Proof. By Lemma 5, it is equivalent to show that P,
where
As in [1] , we write We finish with an unsolved question from Marcus: Question 7. Is it possible to derive versions of the last few results in this paper with permutation matrices P in the sums but no sign matrices Q?
This question is open even in the case that d = 2.
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