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Abstract
The existence of positive single rupture solutions to the semilinear elliptic equation u = f (u) with f (0) = ∞
in a finite ball is obtained via the Pohozaev identity.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
We study the existence of positive single rupture solutions to the semilinear elliptic equation
u = f (u) in Ω \ {0}, (1.1)
with
lim|x |→0 u(x) = 0, (1.2)
where Ω = BR = {x ∈ Rn, |x | < R} (n ≥ 3) is a ball. The nonlinear function f ∈ C1(R1 \ {0})
satisfies the following condition:
(H) There are q > 1, A > 0 such that
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(q − 1)F(u) ≤ u f (u) for 0 < u ≤ A and F(A) > 0, where F(u) = ∫∞u f (s) ds.
It will be seen later that the condition (H) implies that u = 0 is a singular point of f , i.e.,
limu→0 f (u) = ∞.
By a positive single rupture solution U of (1.1) in Ω , we mean that for any compact subset
K ⊂ Ω \ {0}, U ∈ C2(K ) satisfies (1.1) in K , U > 0 in Ω \ {0} and U satisfies (1.2).
The main result of this paper is the following theorem.
Theorem 1.1. Assume that f satisfies (H). Then (1.1) has a positive single rupture solution on BR for
some R ∈ (0,∞).
Eq. (1.1) appears in several applications in mechanics and physics, and in particular it can be the
equation of equilibrium states in thin films. Equations of the type
ut = −∇ · ( f (u)∇u)−∇ · (g(u)∇u) (1.3)
have been used to model the dynamics of thin films of viscose fluids, where z = u(x, t) is the height of
the air/liquid interface. The zero set Σ = {u = 0} is the liquid/solid interface and is sometimes called
set of ruptures. The coefficient f (u) reflects surface tension effects—a typical choice is f (u) = u3. For
background on the equation in (1.3), we refer to [1–7] and the references therein.
In particular, let us assume that f (u) = u, g(u) = −um , where ,m ∈ R. Then a steady-state
equation for (1.3) becomes
u − u
κ
κ
− C = 0, (1.4)
where κ = m − + 1 and C is some constant. (Here we have assumed that κ = 0. If κ = 0, we have to
replace uκ
κ
by log u.) If we choose f (u) = u3, g(u) = −um with m < 1, then κ = m − 2 < −1. Then
we get the equation
u = u−p, p > 1 (1.5)
by choosing C = 0 and a simple scaling. We easily see that the solutions of (1.5) can explain the
behaviours of steady-states for (1.3) in some special cases. The one-dimensional steady-state problem of
(1.3) has been studied thoroughly in [5–7] and the references therein. It is seen that the nonlinearity u−p
with p > 1 satisfies (H) and (1.5) is a special case of (1.1). The existence and properties of solutions
of (1.5) in lower dimensions have been studied in [8]. The structure of positive solutions of (1.5) with
−1 < p < 0 has been studied in [9,10]. Note that, in the latter case, the nonlinearity is non-Lipschitz
continuous at u = 0. A different type of equation from (1.5)
−u = q(x)u−γ x ∈ Ω, u|∂Ω = 0
has also been studied in [11] and the references therein.
2. Proof of Theorem 1.1
To prove Theorem 1.1, we consider the initial value problems:
u′′(r)+ n − 1
r
u′(r)− f (u(r)) = 0, r > 0,
u(0) = α > 0,
u′(0) = 0.
(2.1)
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It is known from the theory of ordinary differential equations that, for each α > 0, (2.1) has a unique
solution u(r, α) in an interval of [0,∞).
By a simple computation, we have the following Pohozaev identity.
Lemma 2.1. Let u(r) be a solution of the equation of (2.1) in (r1, r2) ⊂ (0,∞) and let a be an arbitrary
constant. Then for each r ∈ (r1, r2), we have
d
dr
{
rn
[
1
2
u′2(r)+ F(u(r))+ a
r
u(r)u′(r)
]}
= rn−1
[
nF(u(r))+ a f (u(r))u(r)+
(
a + 1 − n
2
)
u′2(r)
]
. (2.2)
Definition 2.2. For each α ∈ (0,∞) and B ≥ α, let R(α, B) be the first r ∈ [0,∞) such that
u(r, α) = B. If there is no such r , we shall adopt the convention that R(α, B) = ∞. We also denote that
R1(α) = R(α, A).
Definition 2.3. For q, A, f (u), F(u) given in (H) and 0 < B < A, letting γ = n−2+2n/(q−1)(> 0),
we define two positive functions R∗(B) and R∗(B) in (0, A] by
R∗(B)2 = 2γ B˜M(B˜)−1,
R∗(B)2 = 2
(
n
q − 1 B
)2
F(B)−1,
where B˜ = n−22γ B ∈ (0, B), M(B˜) = maxu∈[B˜,A] f (u).
In the following proposition, we show that for a fixed 0 < B < A, we can obtain an upper bound and
a lower bound for R(α, B). This is crucial in proving Theorem 1.1.
Proposition 2.4. Assume that f satisfies (H). Then for any 0 < B < A and α ∈ (0, B˜), we have:
R∗(B) < R(α, B) < R∗(B), (2.3)
q − 1
n
F(B)
B
R∗(B) < u′(R(α, B), α) <
2n
q − 1 B R∗(B)
−1. (2.4)
Proof. In (2.2), letting u(r) = u(r, α), a = n/(1 − q) and integrating (2.2) from 0 to r , by (H), we
obtain
1
2
u′2(r, α)+ F(u(r, α))+ n
1 − q
u(r, α)u′(r, α)
r
< 0, (2.5)
if 0 < u(r, α) < A. We claim that (H) implies that F(u) > 0 for all 0 < u < A. Otherwise, there exists
u1 ∈ (0, A) such that F(u1) ≤ 0. Thus,
F(u1) =
∫ ∞
u1
f (s) ds =
∫ A
u1
f (s) ds +
∫ ∞
A
f (s) ds =
∫ A
u1
f (s) ds + F(A) ≤ 0. (2.6)
Since F(A) > 0 and f (A) > 0 (by (H)), we see that ∫ Au1 f (s) ds < 0 and there exists a maximal
point u0 ∈ (u1, A) where f vanishes. It follows from (H) that F(u0) ≤ 0. On the other hand,
F(u0) = F(A) +
∫ A
u0
f (s) ds > 0. This clearly contradicts F(u0) ≤ 0 and our claim holds. This
claim and the condition (H) imply that f (u) > 0 for 0 < u < A and limu→0 f (u) = ∞. Therefore,
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for any α ∈ (0, A), it follows from (2.5) that u′(r, α) > 0 for r ∈ (0, R1(α)). Furthermore, we have
R1(α) < ∞ for all α ∈ (0, A). Indeed, it is seen from (H) that there is τ > 0 such that
f (u) ≥ τ for 0 < u ≤ A.
Thus, we see from (2.1) that
rn−1u′(r, α) =
∫ r
0
sn−1 f (u(s, α)) ds ≥ τ
n
rn
which implies that
R21(α) ≤
2n
τ
(A − α).
On the other hand, we see from (2.5) that for 0 < α < B,
1
2
u′2(R(α, B), α) < n
q − 1
B
R(α, B)
u′(R(α, B), α), (2.7)
F(B) <
n
q − 1
B
R(α, B)
u′(R(α, B), α). (2.8)
(2.7) implies that
u′(R(α, B), α)R(α, B) <
2n
q − 1 B, (2.9)
or
u′(R(α, B), α)R(α, B) < (γ − n + 2)B. (2.10)
From (2.8) and (2.9), we obtain an upper bound for R(α, B):
R(α, B)2 < 2
(
n
q − 1 B
)2
F(B)−1 (2.11)
for all α ∈ (0, B). This shows the second inequality of (2.3).
To prove the first inequality of (2.3), there are two cases to consider: (i) R(α, B˜) ≥ R∗(B) and
(ii) R(α, B˜) < R∗(B). For the first case, since R(α, B) > R(α, B˜), we see R(α, B) > R∗(B). For the
second case, we need the following comparison argument.
Let vα(r) ≡ v(r, α, B˜) be the solution of the initial value problem
v′′(r)+ n − 1
r
v′(r) = c˜, for r > R(α, B˜)
v(R(α, B˜)) = B˜,
v′(R(α, B˜)) = u′(R(α, B˜), α),
(2.12)
where c˜ = M(B˜). Then vα(r) can be written explicitly as
vα(r) = B˜ + 1
n − 2
[
R˜u′(R˜, α)− c˜
n
R˜2
]
− 1
n − 2
[
R˜n−1u′(R˜, α)− c˜
n
R˜n
]
r2−n + c˜
2n
r2 − c˜
2n
R˜2, (2.13)
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where R˜ = R(α, B˜). Thus,
vα(r) ≤ B˜ + 1
n − 2 R˜u
′(R˜, α)+ c˜
n(n − 2) R˜
nr2−n + c˜
2n
r2
<
1
n − 2
[
γ B˜ + c˜
2
r2
]
= B − 1
n − 2
[
γ B˜ − c˜
2
r2
]
≤ B
for all r ∈ [R(α, B˜), R∗(B)]. Therefore, (2.3) follows if we can show that u(r, α) ≤ vα(r) on
[R(α, B˜), R∗(B)]. Let w(r) = vα(r)− u(r, α). Then
(rn−1w′(r))′ = rn−1(c˜ − f (u(r))) ≥ 0 (2.14)
as long as B˜ ≤ u ≤ A. Moreover,
w(R(α, B˜)) = 0 = w′(R(α, B˜)). (2.15)
Integrating (2.14) from R˜ to r twice and using (2.15), we obtain
u(r, α) ≤ vα(r) ≤ B for r ∈ [R(α, B˜), R∗(B)].
This implies that the first inequality of (2.3) holds. (2.4) follows from (2.3), (2.8) and (2.9). This
completes the proof of Proposition 2.4. 
An immediate consequence of the estimates in (2.3) and (2.4) is the following existence result for
(1.1) and (1.2).
Lemma 2.5. Assume that f satisfies (H). If {αk} is a sequence with limk→∞ αk = 0 and
limk→∞ R(αk , A) = R ≤ ∞, then there is a subsequence {α′k} of {αk} and a nonnegative function U
such that u(·, α′k) converges to U pointwise in (0, R) and also in C2[a, b] for [a, b] ⊂ (0, R). Moreover,
U is a positive single rupture solution of the equation of (2.1) in BR.
Proof. We first claim that for any compact subinterval [a, b] ⊂ (0, R), u( j)(·, αk) are uniformly bounded
on [a, b], for j = 0, 1, 2, 3. We easily know that
lim
B→0(R
∗(B))2 = lim
B→0 2(nB/(q − 1))
2F(B)−1 = 0. (2.16)
Therefore, there is a 0 < B < A such that R∗(B) ≤ a. Proposition 2.4 and the monotonicity of u(·, αk)
imply that R(αk , B) ≤ a and u(a, αk) ≥ B for large k. On the other hand, using our assumption
R(αk , A) → R as k →∞, we have b < R(αk , A) for large k, i.e., u(b, αk) ≤ u(R(αk, A), αk) = A for
large k. Thus, we obtain that
B ≤ u(r, αk) ≤ A in [a, b] for large k. (2.17)
Now for any solution u(r) of (2.1) and 0 < r1 < r2 < R, u(r) satisfies:
u′(r2)rn−12 = u′(r1)rn−11 +
∫ r2
r1
tn−1 f (u(t)) dt. (2.18)
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Choosing r1 = R(αk , B), r2 = r ∈ (R(αk , B), b] and u(r) = u(r, αk) in (2.18) and using (2.17), we
obtain
|u′(r, αk)| ≤ 1
r
u′(R(αk , B), αk)R(αk , B)
{
R(αk , B)
r
}n−2
+ M(B)
n
r. (2.19)
By (2.3) and (2.9), there is a positive constant c = c(a, b, B) > 0 such that:
|u′(r, αk)| ≤ c in [a, b] for large k. (2.20)
Hence, by the equation in (2.1) and (2.20), we can easily obtain that u( j)(·, αk) are uniformly bounded
on [a, b], for j = 0, 1, 2, 3.
Now, the Ascoli–Arzela theorem and the diagonal process imply that there are a subsequence {α′k}
of {αk} and a C2 nonnegative function U(r) such that u(·, α′k) converges to U(r) pointwise in (0, R)
and also in C2[a, b] for any compact subinterval [a, b] of (0, R). Since f (0) = ∞, we see that U ≡ 0
in (0, R). Moreover, the strong maximum principle implies that U > 0 in (0, R). It is clear that U(r)
satisfies (2.1) in (0, R). Now we claim that (2.3) implies that U(r) tends to 0 as r → 0+. For any B < A,
if r ≤ R∗(B), then u(r, α′k) ≤ B, which implies that U(r) ≤ B in [0, R∗(B)]. Since R∗(B) → 0 as
B → 0, we have U(r) → 0 as r → 0+. Therefore, U(r) is a positive single rupture solution of (2.1) in
BR. This completes the proof of Lemma 2.5. 
We are now ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. Let {αk} be a sequence with limk→∞ αk = 0. Since R21(αk) ≤ 2nτ (A − αk), we
can assume that limk→∞ R(αk , A) = R < ∞. By arguments similar to those in the proof of Lemma 2.5,
we see that there is a positive single rupture solution U of (1.1) in BR. 
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