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Abstract
This paper is concerned with a class of quasilinear parabolic equations with singularity and arbi-
trary degeneracy. The existence and uniqueness of generalized solutions to a kind of boundary value
problem is established.
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1. Introduction
Consider the initial and boundary value problem
∂u
∂t
= ∆A(u)+ div(B(u)x), (x, t) ∈ B1(0)× (0, T ),
u(x,0)= u0(x), x ∈ B1(0),
u(x, t) = 0, x ∈ ∂B1(0), t ∈ (0, T ),
where B1(0) = {x ∈RN : |x| < 1},
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s∫
0
a(τ) dτ, Bi(s) =
s∫
0
bi(τ ) dτ, a(s) 0,
B(s) = (B1(s), . . . ,BN(s))
and a(s), bi(s) (i = 1, . . . ,N) are appropriately smooth.





























where (r, t) ∈ QT = (0,1)× (0, T ). Besides the initial value condition
u(r,0) = u0(r), r ∈ (0,1) (1.2)
and the boundary value condition at r = 1,
u(1, t) = 0, t ∈ (0, T ), (1.3)











= 0 if N = 2,
t ∈ (0, T ), (1.4)
which is different from the usual form due to the singularity of (1.1) at r = 0.
The assumption a(s) 0 allows the set of degeneracy E = {s: a(s) = 0} to have interior
points, that is, the equation might be arbitrarily degenerate. Quasilinear parabolic equations
with arbitrary degeneracy have been studied by many authors. See, e.g., [1–8,11–13,15].
In the present paper the equation considered has a singularity at r = 0 in addition to the
arbitrary degeneracy. For such an equation, special consideration is required both in the
formulation of the boundary value problem and in the proof of solvability. For instance,
in the proof of existence, what we can obtain are BV estimates and other estimates with
suitable weights for solutions of the regularized problems (see Lemmas 2.2–2.5).
The problem (1.1)–(1.4) has in general no classical solutions. So we study its general-
ized solutions.
Definition 1.1. A function u(r, t) is said to be a generalized solution of the problem (1.1)–
(1.4) if the following conditions are fulfilled:
(a) rN−1u ∈ BV (QT )∩L∞(QT ), rN−1 ∂A(u)∂r ∈ L∞(QT );(b) limt→0+ |u(r, t) − u0(r)|dr = 0;
(c) (rN−1 ∂A(u)
∂r
)r (0, t) = 0, if N > 2, (r2 ∂A(u)
∂r
)r (0, t) = 0, if N = 2, A(ul(1, t)) = 0, a.e.
in (0, T );
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dr dt  0. (1.5)
Here vr(r, t)(vl(r, t)) denotes the right (left) approximate limit of v(r, t) as a function
of r . By BV (QT ), we mean the set of all functions of locally bounded variation.
Our main results are the following theorems.
Theorem 1.1. Let u0(r) be appropriately smooth on [0,1] and satisfy certain compatibility
conditions at r = 0,1. Assume that b(s) is bounded. Then problem (1.1)–(1.4) admits a
generalized solution.
Theorem 1.2. Let u1, u2 be generalized solutions of problem (1.1)–(1.4) with initial data
u10, u20, respectively. Then
1∫
0




for almost all t ∈ (0, T ).
The uniqueness of generalized solutions of problem (1.1)–(1.4) is an immediate conse-
quence of Theorem 1.2.
Remark 1.1. By virtue of the estimates obtained for solutions of the regularized problems
(see Section 2) and the uniqueness of generalized solutions, we may conclude that any
generalized solution u(r, t) of problem (1.1)–(1.4) possesses the following property: for
any 0 < δ < 1, there exists a constant M = M(δ), such that∣∣A(u(r1, t1))−A(u(r2, t2))∣∣M(|r1 − r2| + |t1 − t2|1/2)
for any (r1, t1), (r2, t2) ∈ (δ,1)× (0, T ).
A similar result (see [10]) is proved for Eq. (1.1) with B(s) ≡ 0 in (1,2) × (0, T ) by
using the maximum principle. Since 1 < r < 2, the equation considered in [10] has no
singularity.
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+ (r + ε)∂B(uε)
∂r
+NB(uε),
(r, t) ∈ QT , (2.1)
uε(r,0)= u0(r), r ∈ (0,1), (2.2)
uε(1, t) = 0, ∂uε(0, t)
∂r
= 0, t ∈ (0, T ), (2.3)
where Aε(s) =
∫ s
0 aε(τ ) dτ , aε(s) = a(s)+ ε.
By the classical theory of parabolic equations, problem (2.1)–(2.3) admits a classical
solution uε(r, t). To prove the existence of generalized solutions to problem (1.1)–(1.4),
we need a series of estimates on uε . The first lemma we need follows from the maximum
principle
Lemma 2.1. Let uε(r, t) be the solution of (2.1)–(2.3). Then∣∣uε(r, t)∣∣M ∀(r, t) ∈ QT , (2.4)
where M = eαT maxQT |u0| with α >N sup |b|.





∣∣∣∣dy  C(r + ε) ∀r ∈ (0,1), t ∈ (0, T ), (2.5)
where C is a constant independent of ε.

















η→0 shη(s) = 0, limη→0Hη(s) = sgn s, limη→0Θη(s) = |s|. (2.6)












+ (r + ε)∂b(uε)vε
∂r
+Nb(uε)vε, (2.7)
where vε = ∂uε/∂t .
For any r ∈ (0,1) and any 0  ϕ ∈ C∞0 (0, r), multiplying (2.7) by (r + ε)αϕHη(vε)
(α > 0 is to be chosen) and integrating the resulting relation with respect to y over (0, r),
we obtain



























By integrating by parts, we get
r∫
0



























































(y + ε)α−1ϕ)aε(uε)vεHη(vε) dy,
and
















(y + ε)α+1ϕ)b(uε)vεHη(vε) dy.




















(y + ε)α+1ϕ)b(uε)+N(y + ε)αϕb(uε)
]∣∣vε(y, t)∣∣dy.
Choosing α = 1 and integrating over (0, t) yield
r∫
0















(y + ε)2b(uε)|vε|ϕ′ dy ds + (N − 2)
∫∫
Qr,t
(y + ε)b(uε)|vε|ϕ dy ds, (2.9)
where Qr,t = (0, r)× (0, t).
Let ϕλ(y) =
∫ y−2λ
−∞ jλ(s) ds −
∫ y−r+2λ
−∞ jλ(s) ds, where jλ(s) is the kernel of a mollifier
in one dimension, namely, jλ(s) = 1λj ( sλ ), 0  j (s) ∈ C∞0 (R), suppj (s) ⊂ [−1,1], and∫ +∞
−∞ j (s) ds = 1.
Take ϕ = ϕλ in (2.9) and notice that
lim









(y + ε)∣∣vε(y, t)∣∣dy 
y∫
0















with constant C independent of ε.




























∣∣B(u0)∣∣(y + ε) dy
 C(r + ε).
The lemma is proved. 











∣∣∣∣dy  C(r + ε)eCt if N = 2, (2.11)
with constant C independent of ε.















Differentiating (2.12) with respect to r , multiplying both sides of the resulting relation by
























where wε = ∂uε/∂y and as above 0 ϕ ∈ C∞(0, r) for fixed r ∈ (0,1).0




































(y + ε)N−1a′ε(uε)w2εhη(wε) dy

































ϕHη(wε)(y + ε)N−1b(uε)wε dy.





(y + ε)N−1ϕΘη(wε) dy
−(N − 1)
r∫
(y + ε)N−2ϕ sgnwεvε dy +
r∫
ϕ′′ sgnwε(y + ε)N−1aε(uε)wε dy0 0
P. Lei et al. / J. Math. Anal. Appl. 296 (2004) 209–225 217−
r∫
0








ϕ sgnwε(y + ε)N−1b(uε)wε dy.
Now we integrate this inequality with respect to t and choose ϕ = ϕλ, where ϕλ is as in the
proof of Lemma 2.2. Then letting λ → 0 leads to
r∫
0




































(y + ε)N−1∣∣wε(y, s)∣∣dy ds.





(y + ε)N−2|vε|dy ds  C(r + ε)N−2.
Thus
r∫
(y + ε)N−1∣∣wε(y, t)∣∣dy  C(r + ε)N−2 +C
t∫ r∫
(y + ε)N−1∣∣wε(y, s)∣∣dy ds0 0 0





∣∣∣∣dy  C(r + ε)N−2eCt ∀r ∈ (0,1), t ∈ (0, T )
by Gronwall’s lemma, where C is a constant independent of ε.
In case N = 2, we cannot obtain the estimate (2.11) in the same manner as above. In














by (r +ε)ϕHη(wε) instead of ϕHη(wε) and proceed in a similar way to derive the estimate
(2.11), which is somewhat weaker than the estimate (2.10). 
Lemma 2.4. Let uε(r, t) be the solution of (2.1)–(2.3) and ωε(r, t) = (r + ε)N−1Aε(uε).
Then there exists a constant C independent of ε, such that
∣∣ωε(r1, t) −ωε(r2, t)∣∣ C(|r1 − r2| + |t1 − t2|1/2) ∀(r1, t1), (r2, t2) ∈ QT .
(2.14)





(y + ε)N−1 ∂Aε(uε)
∂y
)∣∣∣∣dy  C(r + ε)N−1 for N  2.
By virtue of the second boundary condition of (2.3), we further obtain













C(r + ε)N−1 ∀(r, t) ∈ QT , N  2. (2.15)
Obviously, (2.15) implies that for some constant C independent of ε,
∣∣ωε(r1, t) −ωε(r2, t)∣∣ C|r1 − r2| ∀t ∈ (0, T ), r1, r2 ∈ (0,1). (2.16)
It remains to prove that for some constant C independent of ε,
∣∣ωε(r, t1)−ωε(r, t2)∣∣ C|t1 − t2|1/2 ∀t1, t2 ∈ (0, T ), r ∈ (0,1). (2.17)
Suppose that t1 < t2, ∆t = t2 − t1, and (∆t)1/2 < 1/2. (The other cases can be treated
similarly.) Integrating Eq. (2.12) over (t1, t2) × (r, r + (∆t)1/2) and using (2.4), (2.15) to
estimate the right-hand side of the resulting relation give
∣∣∣∣∣
r+(∆t)1/2∫
(y + ε)N−1[uε(y, t2)− uε(y, t2)]dy
∣∣∣∣∣r











r + (∆t)1/2, t))











r + ε + (∆t)1/2)NB(uε(r + (∆t)1/2, t))
− (r + ε)NB(uε(r, t))]dt
∣∣∣∣∣
 C∆t. (2.18)
By the mean value theorem for integrals, there exists a point r∗ ∈ [r, r + (∆t)1/2], such
that




(y + ε)N−1[uε(y, t2)− uε(y, t2)]dy,
which together with the estimate (2.18) implies that
(
r∗ + ε)N−1∣∣uε(r∗, t2)− uε(r∗, t1)∣∣ C|t2 − t1|1/2
and hence∣∣ωε(r∗, t1)−ωε(r∗, t2)∣∣ C|t1 − t2|1/2.
Thus, by (2.16),
∣∣ωε(r, t1)−ωε(r, t2)∣∣ C∣∣r∗ − r∣∣+C|t2 − t1|1/2  C|t2 − t1|1/2,
and (2.17) is proved. 
Lemma 2.5. Let uε(r, t) be the solution of (2.1)–(2.3) and zε(r, t) = (r + ε)N−1 ∂Aε(uε)∂r if
N > 2, zε(r, t) = (r + ε)2 ∂Aε(uε)∂r if N = 2. Then∫∫
QT
∣∣zε(r +∆r, t)− zε(r, t)∣∣dr dt  C|∆r|, (2.19)
∫∫
QT
∣∣zε(r, t +∆t) − zε(r, t)∣∣dr dt  C|∆t|1/2, (2.20)
with constant C independent of ε. Here the value of zε(r, t) outside QT is regarded as zero.




∣∣∣∣dr dt  C for N  2,




























uε(r, t +∆t)s + uε(r, t)(1 − s)
)
ds
· (r + ε)N−1(uε(r, t +∆t) − uε(r, t)) dr dt








uε(r, t +∆t)s + uε(r, t)(1 − s)
)
ds
· (r + ε)N−2(uε(r, t +∆t) − uε(r, t)) dr dt.























whenever N > 2. In case N = 2, (2.21) can be proved similarly.
Based on (2.19), (2.21), we can derive (2.20) immediately by an application of
Kruzhkov’s lemma (see [9]). The proof of Lemma 2.5 is complete. 
3. Proof of Theorem 1.1
By virtue of Lemmas 2.1–2.5, we can select a subsequence of {uε}, which, for simplic-
ity, we suppose to be {uε} itself, and a function u ∈ L∞(QT ), such that




)→ rN−1A(u(r, t)) uniformly in QT , (3.2)
(r + ε)N−1 ∂Aε(uε(r, t))
∂r
→ rN−1 ∂A(u(r, t))
∂r
a.e. in QT if N > 2, (3.3)
(r + ε)2 ∂Aε(uε(r, t))
∂r
→ r2 ∂A(u(r, t))
∂r
a.e. in QT if N = 2 (3.4)
as ε → 0.
Now we prove that the limit function u(r, t) is a generalized solution of problem
(1.1)–(1.4).
(a) rN−1u ∈ BV (QT ) follows from Lemmas 2.2–2.3 and rN−1 ∂A(u(r,t))∂r ∈ L∞(QT ) fol-
lows from Lemmas 2.4, (3.3), and (3.4).
(b) Using Lemmas 2.1–2.2, it is easy to see that
1∫
0
∣∣u(r, t)− u0(r)∣∣dr → 0 as t → 0+.




)→ A(u(r, t)) uniformly in any compact subset K ⊂ (0,1] × (0, T ),
which together with uε(1, t) = 0 and A(0)= 0 implies A(ul(1, t)) = 0 a.e. in (0, T ).
From (2.15), we see that, for any δ > 0, there exists r0 = r0(δ) > 0, such that∣∣∣∣(r + ε)N−1 ∂Aε(uε(r, t))∂r
∣∣∣∣ δ ∀r ∈ (0, r0), ε ∈ (0, r0). (3.5)
Let ε → 0. We get from (3.3) that∣∣∣∣rN−1 ∂A(u(r, t))∂r
∣∣∣∣ δ a.e. in (0, r0)× (0, T ) if N > 2.
In case N = 2, we use (3.4), (3.5) to derive∣∣∣∣r2 ∂A(u(r, t))∂r
∣∣∣∣ δ a.e. in (0, r0)× (0, T ).
Thus the boundary condition at r = 0 is fulfilled.
(d) Finally we prove that u(r, t) satisfies the integral inequality (1.5) in Definition 1.1.
For any 0  ϕ1 ∈ C∞(Q¯T ) with suppϕ1 ⊂ [0,1] × (0, T ), multiplying Eq. (2.12) by
ϕ1Hη(uε − k) and integrating over QT , we obtain
∫∫
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∫∫
QT
ϕ1Hη(uε − k) ∂
∂r
[













Treat each term in (3.6) by integrating by parts and passing to limit. Using (2.6), we can
derive∫∫
QT


























For any 0 ϕ2 ∈ C∞(Q¯T ) with ϕ2(0, t) = ϕ1(0, t), ϕ2(1, t) = ϕ1(1, t), and suppϕ2 ⊂


























































Combining (3.7) and (3.8) and applying the boundary condition (2.3) for uε , we derive∫∫
QT






































Letting ε → 0, we get the integral inequality (1.5) immediately. The proof of Theorem 1.1
is complete.
4. Proof of Theorem 1.2
To prove Theorem 1.2, we need the interior and boundary discontinuity conditions,
which should be satisfied by the generalized solutions.
Choosing ϕ1 ∈ C∞0 (QT ) and ϕ2 ≡ 0 in the integral inequality in Definition 1.1, similar
to the proof of [14, Theorems 3.4.1 and 3.4.2], we can show the following.
Lemma 4.1 (The interior discontinuity conditions). Let u be a generalized solution of
Eq. (1.1). Then H -almost everywhere on Γu,
(
u+ − u−)γt − r(B(u+)−B(u−))γr − (wr −wl)|γr | = 0, (4.1)
a(u) = 0 ∀u ∈ [u∗, u∗], (4.2)
and for any k ∈R,
sgn
(
u+ − k)[(u+ − k)γt − r(B(u+)−B(k))γr − (wr sgn+ γr −wl sgn− γr)γr]
 sgn(u− − k)[(u− − k)γt − r(B(u−)−B(k))γr
− (wl sgn+ γr −wr sgn− γr)γr], (4.3)
where w = ∂A(u)
∂r
, Γu denotes the set of jump points of u, H the Hausdorff measure on Γ ,
(γr, γt ) the unit normal vector to Γu, u+(x0, t0) and u−(x0, t0) the approximate limits of
u at the point (r0, t0) ∈ Γu from the side of half-planes (r − r0)γr + (t − t0)γt > 0 and
(r − r0)γr + (t − t0)γt > 0, respectively, u∗ = min{u+, u−}, u∗ = max{u+, u−}, and
sgn+ =
{
1, for s > 0,
0, for s  0, sgn
− =
{
0, for s  0,
−1, for s < 0.
Lemma 4.2 (The boundary discontinuity conditions). Let u be a generalized solution of
Eq. (1.1). Then there exists a subset G ⊂ (0, T ) with mes((0, T )\G) = 0, such that for any
t ∈ G and any k ∈R1, there holds(
sgn
(
ul(1, t)− k)+ sgnk)(B(ul(1, t))−B(k) +wl(1, t)) 0. (4.4)
224 P. Lei et al. / J. Math. Anal. Appl. 296 (2004) 209–225Proof. Set ϕλ(r) =
∫ r−1+2λ
−∞ jλ(s) ds, where jλ(s) is the kernel of a one-dimensional mol-
lifier used as in Section 2. For fixed 0 ψ(t) ∈ C∞0 (0, T ), we take ϕ1(r, t) = ϕ2(r, t) =





· ((u− k)ϕλψ ′ − r(B(u) −B(k) −w)ϕλ′ψ +NB(k)ϕλψ) dr dt  0.
Then by letting λ → 0, we get (4.4).
The main step in the proof of Theorem 1.2 is to show the following lemma. 
Lemma 4.3. Let u1, u2 be two generalized solutions of problem (1.1)–(1.4). Then for any
0 ϕ ∈ C∞(QT ) with suppϕ ⊂ [0,1] × (0, T ),













dr dt  0, (4.5)
where









λu1 + (1 − λ)u2
)
dλ.
Proof. If 0  ϕ ∈ C∞0 (QT ), then (4.5) can be proved based on the interior discontinu-
ity conditions (4.1)–(4.2) and most of the proof is similar to that of [14, Lemmas 3.4.1
and 3.4.2].
Now suppose 0  ϕ ∈ C∞(QT ) with suppϕ ⊂ [0,1] × (0, T ). Set ϕλ(r) = 1 −∫ r−2λ
−∞ jλ(s) ds +
∫ r−1+2λ
−∞ jλ(s) ds. Then since
0 ϕλ(r) 1, 1 − ϕλ ∈ C∞0 (0,1),
we have J (u1, u2, (1 − ϕλ)ϕ) 0, and hence
J (u1, u2, ϕ) = J (u1, u2, ϕλϕ)+ J
(
u1, u2, (1 − ϕλ)ϕ
)
 J (u1, u2, ϕλϕ).
Letting λ → 0 and using the boundary condition at r = 0 (see (c) in Definition 1.1), we
derive





β|z|)l (1, t)+ (w sgn z)l(1, t)]dt. (4.6)
By a method similar to that used in [16], we can obtain(
β|z|)l (1, t)+ (w sgn z)l(1, t) 0 a.e. in (0, T ), (4.7)
which together with (4.6) implies (4.5). 




|u1 − u2|ψ ′ dt dr  0, from which (1.6) follows immediately. Theorem 1.2 is
proved. 
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