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I. Introduction
Several empirical studies have attempted to analyze the process by which firms, plants and the entire industry structure evolves over time, or what can be termed as intra-industry dynamics. Orr (1976) carried out an empirical investigation of entry and its determinants over a broad cross section of U.S. manufacturing industries. Audretsch (1889a and 1989b) examined the extent and determinants of small-firm entry in U.S. manufacturing industries.
More recently, Geroski and Schwalbach (1991) examined the nature of the entry process and constructed models to compare the causes and consequences of the observed entry flows recorded for several countries. These studies attempted to identify more clearly the determinants of entry into manufacturing industries, but they did not explore what happens to the new-firm start-ups subsequent to entry. This question has been addressed by Evans (1987a and 1987b) and Phillips and Kirchoff (1989) , and they found that the probability of survival 1 increases with the age of the firms. Dunne et. el.(1989) examined the patterns of post-entry employment growth and failure rates. They found that plant failure rates decline with size and age as do the growth rates of surviving plants. One of their conclusions, which they found in their analysis of postentry performance, was that entering firms that are most likely to survive and grow are firms that are diversifying from other industries. Recently Audretsch (1991) addressed the question of survival in order to identify the extent to which new-firm survival varies across a broad spectrum of manufacturing industries, along with the determinants of new-firm survival. More recently, Audretsch and Mahmood (1991) applied a hazard duration model to 1976 start-ups in U.S. manufacturing. They tested the hypothesis that the hazard rate confronting new establishments is influenced not only by their evolution over time, but also by scale economies, initial start-up size, ownership structure and the underlying technology.
The purpose of this paper is to examine how the hazard rates vary between low-and high-tech industries as well as to explain the effect of market structure characteristics, such as the minimum efficient scale, growth and R&D intensity on the hazard rate. The following section describes the longitudinal data base. The third section presents the estimation method to be implemented. The fourth section describes the data and the variables. Empirical results are then presented in section five and finally, the last section provides conclusions.
The major findings of this paper are: Jovanovic (1982) provides another explanation why establishment survival varies.
1) :
The risk confronting new'establishments-tends t© be elevated only;in^' low-tech industries but is reduced in high-tech-industries^n'theepTesence-offscale" economies.
2)
The exposure-to risk can only-be reduced in both low-andMgh-^tecH industries-ib'.y • increasirig-the initial plant size.
3)
Market growth does not reduce the risk-offailuredneitherlow^ orfhigh-tectf inv dustries.
4)
For most industries R&DHntensity exerts-no influence onitheriskt of'failure : fronting new establishments.
ILTHe Longitudinal Data Base
A 16ngitudinal ; data ; set 2 is used-based onthe actual •start-upand'clbsure'dates-oFnewly* established' plants; This data set provides-biannual 1 observations on; all the; firms-and" plants in the U.S. Small Business-Administration's SmallJBusiness^Data; Base"(SBDB).-The data base is derived from Dun^and Bradstreet (DUNS) marMetudbntifier:file(©MI); which provides a virtual cerisus-on about 4i5 million:U.Si-business establishments:'for everyyear between 1976aridU986(Acs and'AxidretsehU990] ShaptepTwo);
Trie datfc baselinks : the-ownerships oft alls establishments to their"' parent firms> thereby enablih'g: the performance-of : the. establishments which are independent firms to be distinguished from= those; which are; branches and subsidiesi of parent~ firm's, Tlius,-the data base makes itpossibleto identifyif each record-or establishment; is: a siri'gle-establishment'^firrh,in whicrieasetheestablisHment is an/independents legal' entity, lM>estaBB esides a detailed identification of the ownership' structure of. each establishment;, the Dunne, Robert and Samuelson. (1988^ arid 198^ Evans-(:1987a an# WWl¥) y Hal (1987) , Macdohald (1980) v Phillies' and Kifchofl (I989)v and BaMwin; and Gbrecki (1991) all had access to such a lbngitudnal data base
III.Method of Estimation:
The method I employ analyzes the life (event) histories of plants. The life history covers two states, "birth" and "death". In our analyses, only one event occurs, i.e. the firm's state changes from birth to death. It is assumed that observations are homogeneous in the probability distribution over duration time, i.e. transition (from birth to death) varies in some unknown way over time but the variation is the same for firms at risk of the event. Censoring presents a special problem in analyzing event history data. I focus here on analysis that is censored on the right (it is not known what will happen in the future). Cox's (1972 and 1975 ) and Kiefer's (1988) method of partial likelihood (PL) is used to capture the influence of a set of covariates on the duration of establishments survival time or hazard rate, which is the dependent variable. The advantage of this method is that consistent estimation can be obtained if the data also contain censored observations. The following function describes the relationship:
The first term, h(t), on the right-hand side of equation (1) is an unspecified time dependent function, which affects the rate of every member of the population in the same way. The second component of equation (1) describes the covariates xj, X2,..,x n ( possibly time varying) and empirically estimatable parameters Bj, B2,.-,B n -
The influence of the variables are specified as log-linear to avoid negative rates.
A positive coefficient can be interpreted as increasing the value of the hazard function and therefore indicates a negative relationship with survival. A negative coefficient implies the reverse interpretation. In order to explain the effect of covariates on hazard, equation (1) can be reformulated as follows:
where aj = e"j. Then (a^-1) * 100 can be interpreted as the percentage effect on the death rates. If a>l, the effect of the variable on the rate is positive. For a<l the effect is negative, and for a=l the effect does not exist.
IV. Explanatory Variables
Minimum Efficient Scale (MES): The Comanor-Wilson (1967) proxy is used for measuring MES and is defined as the mean size of the largest plants in each industry accounting for one-half of the industry value of shipments, 1977. This measure has proven in numerous studies at least to reflect the extent to which scale economies play an important role in an industry (Scherer and Ross, 1990) . This variable should exert a po sitive influence on the hazard rate, because new firms typically operate,at.a-scale*of output that is less than the MES level (Audretsch, 1991 
V. Empirical Results
Using the actuarial method of Cutler and Ederer the survival and hazard functions 4 are compiled and plotted. The survival rate gives for,each time period the share of those establishments founded in 1976 which still existed. The hazard rate-gives for each'time point the risk of failure, i.e. the (conditional) probability that an establishment will exit in the next short time interval, on the condition that this establishment had survived up to the begining of the time interval.
This measure should show the importance of technology in the industry. Acs and Audretsch (1990) studied the innovative activity of what Winter (1984) termed the technological regime. Industries where small-firms have the innovative advantage tend to correspond to the "entrepreneurialregime", while the industries where large firms have the innovative advantage correspond more closely to the "routinised regime". Under the entrepreneurial regime,-or where innovative activity tends to emanate more from the small firms than more large .enteitpris.es ; , v :the hazard rate is expected to have a positive sign in contrast to the routinised rejipie, where large firms tend to have the innovative advantage.
Our results include all types of plants of various sizes (number of firms).
•Bruderl and Schiisler (1990) estimated different survival and hazard functions pattern and classified them by the number of employees,and legal form. My results seems to be similar to their hypothesis of "liability of adolesence". Figure 1 presents the survival rates for new plants in five low-tech industries and figure 2 presents survival rates for three high-tech industries. The plants were classified into the following five low-tech industries: -textiles, leather, apparel, printing and lumber & wood-, if their R&D/Sales ratio was less than one percent and high-tech industries: -non-elect, machinery, electrical equipment and instruments-, if the R&D/Sales ratio is at least five percent. The important observation from these figures is that the survival rates of all low-and high-tech industries declined over time. The dispersion of the survival rates of the plants between the low-tech industries tends to be slightly higher than the plants of the high-tech industries and it differs across low-tech industries. The survival rates of apparel is found to be the highest among other industries over the decade. The dispersion becomes wider after the recession of 1982.
The survival rates of the plants in low-and high-tech industries tend to be different from each other. The extent to which the technological environment, or what Scherer (1991) terms as the technological opportunity class, influences the ability of new establishments to survive is not found to be similar between low-and high-tech industries.
Figures 3 and 4 present the estimated hazard rates for low-and high-tech industries. Figure 3 shows that the hazard rate differs across low-tech industries. The dispersion of the hazard rate becomes quite visible from the year 1978. It becomes wider from 1980 and shows a peak in the recession year 1982. The most severe effect is found for the leather industry in the recession year. We see that the hazard rate declines at a lower rate after 1984.
Among the three high-tech industries, the electrical equipment industry exhibits the highest hazard rate, and it still remains higher than the other industries after a decade. The general pattern of hazard among low-and high-tech industries seems to be quite similar. Industries in both low-and high-tech oportunity classes show a peak in the recession year 1982. This implies that the recession year 1982 has affected both low-and high-tech industries quite similarly.
The hazard rate was estimated using the Cox-model described in the third section, and the results for the low-tech industries are shown in Table 1 . Of the nine low-tech industries, a positive and statistically significant coefficient on MES (at the 95% level of confidence for a two-tailed test) is found only for the lumber and printing industries. The effect of a unit ($1000) increase in the minimum efficient scale (MES) would increase the risk of failure confronting new establishment by 2.8 percent 5 in the lumber industry and 2.7 percent in the printing industry. For the remaining industries no significant relationship is evident, implying that only in two industries do scale economies play an important role, while in the other industries it does not matter. For these in
The estimated coefficient from equation one was converted according to equation two to explain the percentage effect. dustries the hypothesis that the hazard rate tends to be elevated where economies of scale play an important role is not confirmed.
The start-up size of the establishment is found to be negatively related to the hazard rate for all nine low-tech industries, but it is statistically significant only for food and apparel. The effect of an increase of one employee would be to decrease the risk of failure by 1 percent for both industries. This indicates that the exposure to risk confronting the establishments in those two industries can be reduced by increasing the initial start-up size. For'the remaining seven industries the risk tends to be higher than in the food^and apparel industries.
The t-ratios of the coefficients for the variable measuring growth are not high enough to be considered statistically significant at the 95 percent level of significance for all ninelow-tech industries. Thus, the empirical results are ambiguous for this industry characteristic. They do not support the hypothesis that the hazard rate tends to be lower for establishments founded in high-growth industries and greater for those in industries with low or even negative growth.
The coefficient of the industry R&D/Sales ratio is positive for the lumber industry and negative for the apparel industry. Perhaps it can be concluded that the risk tends to be lower because more establishments operating in apparel are branches of existing firms and they have higher R&D expenditures. An increase in R&D intensity of one percent in the apparel industry would reduce the hazard rate by about 50 percent whereas an increase of one percent R&D intensity in lumber increases the hazard by 65.2 percent. For the remaining industries the coefficients are not statistically significant and the sign varies. Table 2 reports the results for the high-tech industries. The existence of scale economies raises the exposure to risk confronting new establishments in both the machinery and electric equipment industries and moderately as well in the instruments industry.
All the coefficients of start-up size are negative but are statistically significant at the 95 percent significance level only for the machinery industry. In the electrical equipment industry the risk faced by new establishments is not strongly influenced by the startup size. A one unit (one employee) increase in start-up size would reduce the risk of failure by five percent in the machinery industry.
For the new establishments operating in high-growth industries, the risk of failure is expected to be lower. The results indicate that in the machinery and instrument industries growth has no significant effect on the hazard rate, while in the electrical equipment industry the probability of failure is reduced by a high growth rate.
Of the three high-tech industries, the coefficient of R&D/Sales is positive and statistically significant for machinery, whereas for the other two industries the coefficient is negative but not significant. An increase in one unit of R&D/Sales, that is one percentage point, would increase the hazard rate by one percent in the electrical equipment industry. This implies that R&D/sales exerts a negative influence on the ability of new establishments to survive.
The results from these tables suggest that the exposure to risk confronting new establishments is less influenced by external effects such as scale economies and R&D for the low-tech industries, whereas the influence is found to be stronger for high-tech industries. Start-up size tends to be important in reducing the hazard rate in both low and high-tech industries.
Conclusions
This study used the semi-parametric hazard duration model to analyze the influence of scale economies, initial start-up size, industry growth and technology on the new-plant hazard rate and examined whether these influences differ between low-and high-tech industries. The findings of this paper suggest that the hazard rate tends not to elevated in the presence of scale economies in low-tech industries, whereas exposure to risk is found to be positively related to scale economies in high-tech industries. While the influence of start-up size tends to be similar between low and high-tech industries, its role is found to be less important in low-technological industries than in high-tech industries. The rate of growth and R&D intensity has no apparent effect on the hazard rate in either the low-or high-tech industries.
I did not separate branches and subsidiaries opened by existing firms from independent firms, but the effect of ownership structure might play an important role in determining the risk confronting any given plant. Further research is needed to examine the manner in which the ownership structure of plants affects their ability to survive over time. 
