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Abstract—Recent advances in the field of machine learning
and computer vision have enabled the development of fast and
accurate road detectors. Commonly such systems are trained
within a supervised learning paradigm where both an input
sensor’s data and the corresponding ground truth label must
be provided. The task of generating labels is commonly carried
out by human annotators and it is notoriously time consuming
and expensive. In this work, it is shown that a semi-supervised
approach known as co-training can provide significant F1-score
average improvements compared to supervised learning. In
co-training, two classifiers acting on different views of the data
cooperatively improve each other’s performance by leveraging
unlabeled examples. Depending on the amount of labeled data
used, the improvements ranged from 1.12 to 6.10 percentage
points for a camera-based road detector and from 1.04 to 8.14
percentage points for a lidar-based road detector. Lastly, the
co-training algorithm is validated on the KITTI road benchmark,
achieving high performance using only 36 labeled training
examples together with several thousands unlabeled ones.
I. INTRODUCTION
An important step towards the realization of fully
autonomous road vehicles is the development of robust and
accurate road detectors. Once the road is correctly identified,
it is possible to plan where to go and how to get there. This
problem (i.e., free road surface detection) has been studied
for decades and many approaches have been developed. Until
recently, most methods relied on hand-crafted features (e.g.,
edge detectors, color appearance, local shape descriptors) [1]
that often provide poor generalization because they are based
on assumptions about the road geometry or appearance that
might be valid in some settings but not in others.
A more promising strategy is to use approaches such
as deep neural networks (DNNs) that can automatically
learn from the data the features that are most important
for solving a given task. For example, the authors of [2]
proposed a fully convolutional neural network (FCN) to
carry out road segmentation, by fusing lidar and camera
data, that achieved state-of-the-art performance. The dominant
paradigm for training DNNs, like the FCN mentioned above, is
supervised learning, which relies on the availability of ground
truth labels, such as the class describing the content of an
image, or the segmentation mask defining the boundaries of
the road. Supervised learning has shown to be very effective;
however, the annotation process needed for generating the
labels is time consuming and expensive.
Considering that unlabeled data is often much easier to
obtain, semi-supervised learning [3] approaches have been
developed that can exploit it, together with labeled data, in
order to improve classification accuracy. By learning from
unlabeled data, smaller labeled data sets are needed in
order to achieve comparable performance to a system trained
only in a supervised fashion. For example, Laine et al. [4]
set new records on two popular semi-supervised learning
benchmarks by using an approach called temporal ensembling,
where multiple predictions, obtained at different time steps,
are aggregated and then used as labels for computing an
unsupervised loss. Recently, Yalniz et al. [5] showed that
semi-supervised learning can also boost performance when
large labeled training sets are available. By leveraging billions
of unlabeled images, their approach was able to improve
the accuracy of image classifiers pretrained with millions of
labeled examples. That work relied on the teacher-student
paradigm, where a teacher network generates labels for
unlabeled data that are afterwards used for training a student
network.
This paper considers the problem of road detection in lidar
point clouds and camera images, and makes the following
two contributions. First, a semi-supervised learning algorithm,
inspired by the teacher-student paradigm, is proposed in order
to leverage the complementarity of the two sensing modalities
for improving performance. This approach is a variant of
the co-training algorithm [6], where the teacher-student roles
are alternated between the lidar- and the camera-based
road detectors. Second, it is shown that the co-training
algorithm can provide significant performance improvements
by leveraging unlabeled data, especially in settings where
few labeled examples are available. This is demonstrated by
carrying out an extensive study that considers multiple sizes of
labeled data sets. The proposed approach is further validated
on a well-known benchmark. To the best of our knowledge,
this work presents the first application of the co-training
algorithm to the problem of road detection.
The paper is organized as follows: In Section II, the original
co-training algorithm and the modified version proposed in
this work are described in detail. The data sets and data
preprocessing are discussed in Section III. The experiments
and discussion of the results are provided in Section IV. Lastly,
the conclusions and future work are presented in Section V.
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Algorithm 1 Co-Training [6]
Require: A two-view set T of labeled examples
Require: A two-view set U of unlabeled examples
Require: Two classifiers f1 and f2
Sample random subset U ′ ⊂ U
for each iteration do
Train classifier f1 on view 1 of T
Train classifier f2 on view 2 of T
for each example (x1, x2) ∈ U ′ do
Compute prediction y˜1 = f1(x1)
Compute prediction y˜2 = f2(x2)
end for
Select most confident p positive examples and n negative
examples classified by f1
Select most confident p positive examples and n negative
examples classified by f2
Add the selected 2p+ 2n self-labeled examples to T
Add 2p+ 2n randomly selected examples from U to U ′
end for
II. CO-TRAINING
Co-training is a semi-supervised learning algorithm that
can be applied to problems where the instance space is
partitionable into two independent views. The instance space is
an abstraction of the input space (e.g., a road scene) associated
with a classification problem, whereas the views contain the
actual data (e.g., point clouds, color images, etc.) that will
be consumed by the classifiers. Within this framework, the
predictions obtained in one view are used as labels in the
other view and can be leveraged for boosting performance. For
example, the predictions of a lidar-based road detector, which
is generally unaffected by the environment illumination, could
be exploited by a camera-based detector in order to learn more
discriminative features in challenging lighting conditions.
A. Original co-training algorithm
The co-training algorithm was first introduced by Blum
and Mitchell [6] who applied it to the problem of web-page
classification. In this approach, it is assumed that the
instance space can be partitioned into two views that
are individually sufficient for a correct classification and
conditionally independent given the label. Under these
assumptions, Dasgupta et al. [7] proved that by minimizing
the disagreement on unlabeled data, the classifiers’ respective
generalization errors are also decreased. This result formally
describes the consensus principle, one of two principles
that ensures the success of co-training and more generally
multi-view learning [8]. The other principle is known as
the complementary principle, which states that each view
might contain useful information not available to the other.
During co-training, this knowledge is exchanged through the
unlabeled examples and can lead to better generalization.
It is worthwhile to point out that the assumption of
conditional independence of the two views given the label
is very strong and rarely satisfied in real problems. In this
regard, Abney [9] demonstrated that a weak rule dependence
is sufficient for the success of co-training. Balcan et al. [10]
proposed a weaker expansion assumption on the underlying
data distribution and proved that it is also sufficient for
iterative co-training to succeed. When two independent
views of the instance space are not available, it is still
possible to use variants of the co-training algorithm that
instead rely on classifiers with different inductive biases to
bootstrap learning. For example, Wang et al. [11] presented a
probably-approximately-correct (PAC) analysis showing that
co-training can improve generalization as long as the two
classifiers have large difference.
The original co-training algorithm [6] is presented in
Algorithm 1: Given a labeled set T and an unlabeled set
U , two classifiers f1 and f2 are first trained in a supervised
fashion using examples drawn from T . Afterwards, each
classifier is used to predict the labels of examples drawn from
a random subset U ′ of U . The most confident predictions are
then added to the labeled set T . The two steps of supervised
training and unsupervised labeling are then repeated for a fixed
number of iterations.
B. Modified co-training algorithm
Deep neural networks commonly require long training
time and heavy computational resources, in particular when
working with high resolution inputs such as images and
considering tasks like semantic segmentation. The original
formulation of the co-training algorithm requires re-training
the classifiers from scratch several times which would be too
time-consuming in our case.
For this reason, the algorithm has been modified by having
one supervised learning phase followed by a semi-supervised
phase where the two classifiers alternatively assume the
role of teacher and student. The semi-supervised phase is a
training loop consisting of two steps. The first step involves
a supervised update of the student with a labeled example.
In the second step, an unlabeled example drawn from U is
shown to both the teacher and the student classifiers. The
teacher’s prediction is then used as label for the student. In this
formulation of the co-training algorithm, the labeled training
set T is therefore not expanded with the labels generated
by the classifiers. Considering that their predictions become
increasingly more accurate over time, it is more appropriate
to regenerate the labels instead of fixing them once and for all.
The modified version of the co-training algorithm is presented
in Algorithm 2.
C. Loss function
The co-training algorithm tries to accomplish two different
objectives: (1) error minimization on the manually labeled
examples, and (2) agreement maximization on the unlabeled
examples. Let us consider a teacher classifier ft and a student
classifier fs, parametrized by weights θt and θs, respectively.
Let us also consider a labeled example (xs, xt, y) ∈ T , where
xs is the student’s view of the input, and xt is the teacher’s
view. The supervised loss is then given by the cross entropy,
Algorithm 2 Modified Co-Training
Require: A two-view set T of labeled examples
Require: A two-view set U of unlabeled examples
Require: A CNN classifier f1 with parameters θ1.
Require: A CNN classifier f2 with parameters θ2.
Train classifier f1 on view 1 of T
Train classifier f2 on view 2 of T
Set f1 as student, fs, and f2 as teacher, ft
for each iteration do
Get example (xs, xt, y) ∈ T and compute the student
prediction y˜s = fs(xs; θs)
Update θs using the cross-entropy loss and label y
Get example (xs, xt) ∈ U . Compute the teacher
prediction y˜t = ft(xt; θt) and the student prediction
y˜s = fs(xs; θs)
Update θs using the KL-divergence loss weighted by
factor λcot and by considering y˜t as the target distribution
Swap student-teacher roles
end for
denoted as H , between the student’s prediction fs(xs; θs) and
the label y, that is:
Lsup = E(xs,y)∈T [H(fs(xs; θs), y)]. (1)
Let us now consider an unlabeled example (xs, xt) ∈ U .
Both the student’s prediction fs(xs; θs) and the teacher’s
prediction ft(xt; θt) represent probability distributions over
the possible classes. Here, the teacher’s prediction is
considered as the true distribution whereas the student’s
prediction is regarded as an approximation. The maximization
of their agreement can be then achieved by bringing the
student’s prediction closer to the teacher’s. By considering that
the Kullback-Leibler divergence, denoted as DKL, is a natural
measure of difference between probability distributions, the
co-training loss is implemented as follows:
Lcot = E(xs,xt)∈U [DKL(ft(xt; θt)||fs(xs; θs))]. (2)
It should be noted that teacher-student roles are switched
at the end of each iteration, so it is not assumed that one
view is better than the other. Compared to the original
co-training algorithm (see Algorithm 1), this approach
considers soft-labels (continuous values) instead of hard-labels
(discrete values) for the target distribution. This makes the
formulation of the loss function simpler by removing the need
of manually setting classification thresholds. The total loss is
then given by the weighted sum:
L = Lsup + λcotLcot, (3)
where the hyperparameter λcot is a weight factor that must be
tuned according to the problem at hand.
D. Related work
Recently, Qiao et al. [12] trained deep neural networks for
image classification using the co-training algorithm. Given
that two independent views were not available, the authors
instead generated adversarial examples to enforce diversity
of the two classifiers. Peng et al. [13] extended the previous
work in order to carry out semantic segmentation of medical
images. The co-training algorithm was also used in [14] for
the task of object classification in RGB-D images acquired
with a Kinect sensor. Color and depth features were learned
using unsupervised learning and classification was carried out
using linear SVMs. Lastly, Han et al. [15] proposed weakly
supervised and semi-supervised training procedures based on
generative adversarial networks to boost the performance of
camera-based road detectors.
III. DATA SET
This work makes use of two data sets, the KITTI raw data
set [16] and the KITTI road data set [17]. The raw data set
consists of many driving sequences recorded over several days
in urban, rural, and highway roads in daytime and fair weather
conditions. The sensor setup used for recording the sequences
included four cameras and a high-resolution lidar Velodyne
HDL-64E. In this work, only one of the color cameras and
the lidar are considered. Therefore, each example in a driving
sequence consists of an RGB image and a point cloud. It
should be noted that the road ground truth is not available for
most of the examples in the raw sequences. In this work, only
a subset of the raw data set is considered which includes 59
sequences ranging in length from few seconds to few minutes,
for a total of 41 896 examples
The road data set contains 289 labeled examples. As for the
previous data set, each example consists of a color image and a
point cloud; however, in this case the road ground truth is also
available. Figure 1 shows an example of a road scene and its
corresponding road label. The road data set is split into three
balanced broad categories, urban marked (UM), urban multiple
marked (UMM), and urban unmarked (UU) according to the
presence and number of marked lanes or lack thereof. It is
important to remark that the road data set is a subset of the
raw data set, that is, each labeled example can be mapped to a
specific frame in a driving sequence. This makes possible (see
Sect. IV-B) to find all the frames that are temporally adjacent
to the labeled example.
A. Data preprocessing
Several strategies have been developed to process point
clouds with deep neural networks, see for example [2] and
[18]. In this work, the lidar point cloud is simply projected
into the camera plane in order to generate a three-channel
tensor with the same width and height of the RGB image,
and such that each channel encodes one of the 3D spatial
coordinates [19]. By doing so, it is straightforward to establish
a one-to-one correspondence between the color information
contained in the RGB image and the spatial information in
the point cloud.
A point cloud acquired with a Velodyne HDL-64E consists
of approximately 100k points where each point p is specified
by its spatial coordinates in the lidar coordinate system, that is
p = [x, y, z, 1]T. Given the lidar-camera transformation matrix
Fig. 1: Labeled example from the KITTI road data set.
The top panel shows the camera RGB image. The middle
panel contains the corresponding Z-coordinate image (see
Sect. III-A). Lastly, the bottom panel shows the road ground
truth, where the magenta pixels denote road, the red pixels are
not-road, and the black pixels are ignored.
T, the rectification matrix R, and the camera projection matrix
P, it is possible to calculate the column position, u, the row
position, v, and the scaling factor α, where the projection
of p intersects the camera plane, by solving the following
expression α [u, v, 1]T = P R T p. This procedure is applied
to every point in the point cloud, while discarding points such
that α < 0 or when [u, v] falls outside the image. By using
the above procedure, three images denoted as X, Y, and Z are
generated where each pixel contains the x, y, and z coordinates
of the 3D point that was projected into it (see Fig. 1 for an
example of Z-coordinate image).
IV. EXPERIMENTS AND DISCUSSION
A. Model and Training procedure
The experiments reported in this work were carried
out using two popular semantic segmentation networks,
U-Net [20] for the main study described in Sect. IV-C and
FCN-ResNet50 [21] for generating the results submitted to
the KITTI road benchmark reported in Sect. IV-D. Both
neural networks were implemented and trained using the deep
learning library PyTorch [22].
The initial supervised phase (see Sect. II-B) was carried
out for 65 000 steps. Each step corresponds to one example
fed to the network, so the total number of training iterations
depended on the batch size. The semi-supervised phase was
carried out for 200 000 steps (batch size = 9, λcot = 1) for
the main experiment, and for 300 000 steps (batch size = 3,
λcot = 10) for the KITTI benchmark. In all cases, Adam
optimization [23] was used. The learning rate η was decayed
using the poly learning policy [24] implemented as η(i) =
η0(1 − iM )α, where i denotes the current step number, η0 is
the starting learning rate which was set to 0.0005, M is the
maximum number of training steps, and α was set to 0.9.
Data augmentation was also carried out by applying random
rotations in the range [−20◦, 20◦] about the center of the
images and random color (brightness, contrast, saturation, and
hue) jittering. The evaluation measure used in the experiments
is the F1-score, computed as F1 = 2 · (PRE · REC)/(PRE +
REC), where PRE and REC denote precision and recall
respectively.
The color images have variable sizes of approximately
1 242×375 pixels. For the main experiment, in order to reduce
the memory requirements, all the images were downsampled
by a factor of 2 and cropped to a size of 608 × 160 pixels.
Vertical cropping preserved the bottom part of the image given
that the upper part usually contains the sky, buildings, and tree
tops. For the KITTI benchmark, the images were instead kept
at full resolution and zero-padded to a size of 1 248 × 384
pixels. Additional information about the experiments can be
found online1.
B. Data set splits
As mentioned in Sect. III, the road data set consists of 289
labeled examples whereas the raw data set contains 41 896
unlabeled examples. Out of these two data sets, 20 random sets
Si = {Ti,Vi,U} were generated, each containing a labeled
training set Ti, a labeled validation set Vi, and an unlabeled
set for semi-supervised learning denoted as U .
The labeled training and validation sets contained 144
examples each, balanced with respect to the three coarse
categories UU, UM, and UMM. Additionally, in order to
better assess generalization to novel scenarios, the examples
in the training and validation sets were enforced to belong
to different driving sequences within each category. Each
training set Ti was further split into six subsets such that
T 9i ⊂ T 18i ⊂ T 36i ⊂ T 72i ⊂ T 108i ⊂ T 144i = Ti
where the superscript indicates the subset cardinality. The
examples in each subset were drawn randomly from Ti without
replacement.
The unlabeled set U was the same for all the splits and was
obtained from the raw sequences described in Sect. III where
all the frames temporally adjacent to the 289 labeled examples
were removed. The considered time interval extended from
10 seconds before a given labeled example occurred in the
corresponding driving sequence to 10 seconds after. This was
done in order to avoid showing to the networks examples
that are too similar to the ones found in the validation set
but, at the same time, to include examples that belong to the
same domain. Lastly, the driving sequences were sampled by
considering only every fifth frame, given that temporally close
frames are generally quite similar to each other. At the end of
this procedure, the unlabeled set U contained 4 420 examples.
1https://github.com/luca-caltagirone/cotrain
C. Main experiment
The goal of the main experiment was to investigate the
performance improvement that the co-training algorithm can
provide and its relation to the amount of labeled data available.
For this purpose, Algorithm 2 was applied to the 20 sets Si
described in the previous section. The supervised learning
baseline was obtained by applying the second phase of
Algorithm 2 without including the co-training loss.
As shown in Table I, the co-training algorithm increased
the validation average F1-score in all the considered cases.
When the training sets contained only 9 labeled examples,
the road detectors showed rather low performance after
supervised learning. Despite their initial poor generalization,
the co-training algorithm was able to boost both detectors’
average F1-score, with an average improvement of 8.14
percentage points for the lidar-based detector and 6.10
percentage points for the camera-based one. As more labeled
examples were included in the training sets, both the
supervised baseline and the co-training algorithm performance
improved; however, co-training consistently achieved higher
average F1-scores.
The best performance overall was obtained when
considering training sets with 144 labeled examples. In
that case, the co-trained lidar-based road detector achieved
96.57% average F1-score, with an improvement of 1.04
percentage points over the supervised baseline. As can be
noticed in Table I, another advantage of co-training was
that the F1-score standard deviation decreased in all the
considered cases. This result suggests that the co-training
algorithm was able to compensate for the performance gap of
data set splits where the domain of the training set and the
domain of the validation set were quite different from each
other thus resulting in low supervised F1-scores.
D. KITTI benchmark
The purpose of this experiment was to evaluate how well
the co-trained road detectors can generalize to the unseen data
of the KITTI road test set. The co-training algorithm was
applied by considering 90 labeled examples randomly drawn
from the KITTI road data set, where 36 were assigned to the
training set and 54 to the validation set. The unlabeled data
set was obtained by considering all the KITTI raw sequences
sampled at 2 Hz where the frames temporally close (from 3
seconds before to 3 seconds after) to the labeled examples
were removed. By following this procedure, the unlabeled
data set contained 6 445 examples. Two FCN-Resnet50, one
consuming only lidar data and the other only camera images,
were first trained individually in a supervised fashion for
65 000 steps and then co-trained for 300 000 additional steps.
As for the previous experiment, the baseline supervised
networks were obtained by applying the second phase of
Algorithm 2 without including the co-training loss.
Only the camera-based road detectors were considered
for evaluation on the KITTI road test set. The first one,
RGB36-Super, was the CNN trained exclusively with labeled
examples, whereas the second one, RGB36-Cotrain, was
TABLE I: Main results showing the validation average
F1-score and standard deviation obtained by applying
supervised learning and co-training to the 20 splits described
in Sect. IV-B). The experiment considered multiple training
set sizes N ∈ {9, 18, 36, 72, 108, 144} while the validation
sets always included 144 examples. The unlabeled set was the
same for all the splits and consisted of 4 420 examples. The
numbers within parentheses denote the average improvement
with respect to the supervised baseline.
Supervised baseline Co-training
N=9
lidar 84.25± 2.86 92.39± 1.34 (8.14)
camera 86.52± 1.67 92.62± 0.99 (6.10)
N=18
lidar 87.89± 2.49 93.87± 1.15 (5.98)
camera 89.92± 1.24 93.86± 1.05 (3.94)
N=36
lidar 91.71± 1.52 95.38± 0.35 (3.67)
camera 92.43± 0.63 95.21± 0.46 (2.78)
N=72
lidar 94.30± 0.77 96.11± 0.34 (1.81)
camera 93.97± 0.61 95.92± 0.34 (1.95)
N=108
lidar 95.07± 0.55 96.44± 0.35 (1.37)
camera 94.79± 0.57 96.23± 0.43 (1.44)
N=144
lidar 95.53± 0.49 96.57± 0.26 (1.04)
camera 95.28± 0.50 96.40± 0.40 (1.12)
TABLE II: KITTI road benchmark results (in %) on the
URBAN ROAD category. Only results of published methods
are reported. Training can either be super for supervised
learning, or semi for semi-supervised learning. The numbers
within parentheses denote the number of labeled training
examples used. MaxF is the maximum F1-score.
Rank Method Sensor Training MaxF PRE REC
1 PLARD [25] lid-cam super (289) 97.03 97.19 96.88
2 LidCamNet [19] lid-cam super (239) 96.03 96.23 95.83
4 RGB36-Cotrain cam semi (36) 95.55 95.68 95.42
5 SSLGAN [15] cam semi (266) 95.53 95.84 95.24
10 LoDNN [2] lidar super (259) 94.07 92.81 95.37
15 RGB36-Super cam super (36) 92.94 93.14 92.74
the CNN trained also with unlabeled data. The underlying
motivation was to simulate the scenario where the data
collection vehicle is equipped with both cameras and lidars,
that can be leveraged for using co-training, but the consumer
vehicle has only cameras available.
As shown in Table II, RGB36-Super achieved 92.94%
F1-score and ranked 15th among published methods.
RGB36-Cotrain instead reached 95.55% F1-score, an
improvement of 2.61 percentage points compared with the
supervised baseline, and ranked 4th in the benchmark. Some
qualitative results of road detections are shown in Fig. 2.
V. CONCLUSIONS AND FUTURE WORK
This work introduced a variant of the co-training algorithm
that is suitable for training deep neural networks. The proposed
approach was applied to the problem of road detection
by considering two complementary and independent views
of the environment obtained with a color camera and a
high-resolution lidar, respectively. An extensive study that
considered multiple sizes of labeled training sets was carried
Fig. 2: Road detections obtained with RGB36-Super, a CNN
trained in a purely supervised fashion (left column), and
with RGB36-Cotrain, a CNN trained with the co-training
algorithm (right column). The reported results show that
RGB36-Cotrain can better deal with scenarios presenting
challenging illumination or road pavements.
out. The results highlighted the significant performance boost
that co-training can provide, with respect to supervised
learning, ranging in average from 1.04 to 8.14 percentage
points F1-score in the case of a lidar-based detector and from
1.12 to 6.10 percentage points for a camera-based one. The
proposed approach was also evaluated on the KITTI road
benchmark and ranked among the top-performing methods
while using only a small amount of labeled data.
For future work, it would be of interest to evaluate the
co-training algorithm by considering a larger data set with
broader variability in terms of illumination, weather, and road
types, and more semantic classes. It would also be of interest
to extend the proposed approach to include larger ensembles
of networks or to combine it with other semi-supervised and
unsupervised methods.
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