INTRODUCTION
The history of skeletonization of digital objects/ images is almost as old as digital image analysis itself. Thinning and skeletonization have numerous applications in image analysis and computer vision. The purpose is to reduce 2D discrete objects to (1D) linear representations preserving topological and geometrical information. The literature on 2D skeletonization of digital images is very rich. An outline of various thinning and skeletonization methodologies can be found in Ref. [1] . Reducing discrete structures to lower dimensions is even more desirable when dealing with (3D) volume images. The skeleton could be a promising tool for an increasing number of applications, especially in biomedical imagery. However, compared to the literature on 2D skeletonization, the articles published on 3D skeletonizations are still not very numerous, especially on 3D gray scale skeltonization. The main reason for this seems to be the difficulty to address and efficiently solve essential problems, such as topology preservation, in more than two dimensions. In fact, although many concepts such as Euler characteristics, simple points and connectivity have been studied in the past years (e.g. Refs.
[2}6]), the implementation of skeletonization methods based on their use is rather complicated. The general strategy for 3D skeletonization does not differ significantly from the strategy in the 2D case. For several applications significant amount of information is lost during the process of binarization. Applying thinning directly to gray scale images is motivated by the desire of directly processing images with gray levels distributed over a range of intensity values. This will avoid shape distortions that may irremediably affect the presence of features in the binary image generated even if an optimal thresholding algorithm is used to produce the binary image. The gray skeleton is a connected subset of a gray scale pattern which consists of a network of lines and arcs centrally placed along local higher intensity regions. Unfortunately, there is no one single agreed upon definition for gray skeletons [1] , [2] , [8] .Skeletons are classically associated as a medial axis representation that is regenerative (i.e. could be used to generate the object back exactly). Skeletons are not easily digitizable. It is not possible to have a representation that is a medial axis, preserves connectivity, preserves homotopy and exists on the square digital grid. One of these four restrictions has to be relaxed. This has opened the way to several approximations. We can group most of the published gray scale skeletonization algorithms under one of the two approaches. The first approach considers the image as a continuous surface in the 3D Euclidean space and use the first and second partial derivatives of this surface to assign the proper topographical label to each voxel [3] , [15] . The second approach is based on the repeated application of a removal process that erodes the gray scale pattern until only one voxel thick object is obtained in the center of the high intensity region. The algorithm proposed in this paper is a parallel thinning algorithm that preserves connectivity and belongs to the latter family. The algorithm has been tested on a variety of images from different applications and produced satisfactory results that proved to be useful for compression and recognition applications. Aside from this introductory section, the rest of the paper is composed of 4 more sections. In section 2 we give a quick review of previously published work in this field under the heading of literature survey. Details of the suggested algorithm are presented in section 3. Section 4 shows results of applying the algorithm to 3 different images. Out of three images , two are form standard test data set and the other is real time MRI data set. We finally conclude in section 5 with observations and recommendations for future work.
II. LITERATURE SURVEY
Thinning and skeletonization of binary images have been studied extensively since the early sixties. In the case of gray scale images, the literature does not provide a general agreement on the requirements for a gray skeleton in order to constitute a meaningful representation. The result of an algorithm is dependent on the definition of connectivity. Different definitions of local gray scale connectivity were presented. One definition, [14] , states that the neighborhood of a voxel, p, is connected if the connective strength of any pair in the neighborhood of p is not less than p. A slightly different definition given in [4] considers the neighborhood of a voxel, p, to be connected if the connective strength of any pair in the neighborhood is not less than both values of the pair even if these values are less than the value of p. While in [1] the condition was imposed such that it is not less than both the pair and p. Another approach taken by [7] is to threshold the neighbors of p, then use the binary connectivity definition. In this section we will present some of the gray scale skeletonization and thinning algorithms documented in the literature almost in historical order. Levi and Montanari [8] presented a gray weighted skeleton based on the concept of gray weighted distance. The gray weighted distance is proportional to the sum of the gray levels along the path. The skeleton is the set of all points which do not belong to any minimal gray weighted path from any other point to the background. The skeleton resulting from this algorithm does not guarantee the connectivity. Dyer and Rosenfeld [4] presented a parallel algorithm. Their definition of connectivity does not provide global connectivity of the skeleton, moreover the skeleton does not lie along the high gray values but it is positioned in a central place determined by the boundary of the image. Peleg and Rosenfeld in [13] proposed a Min-Max medial axis transformation. Salari and Siy, [14] , presented a two phase sequential algorithm. In the first phase they computed the contextual gray distance transformation (CGDT). In the second phase they removed the boundary voxels which satisfied a set of conditions. The algorithm required the input image to be segmented into zero and non-zero voxels. The resulting skeleton is one voxel wide positioned in the ridge areas. Abe et al., [1] , point out the problems and resulting defects with the Salari and Siy algorithm, [14] , due to its pure sequential processing nature and presented a combined sequential and parallel algorithm. Their algorithm is considered an extension of the Hilditch algorithm, [5] . Maragos and Ziff, [10] , compute the gray skeleton by summing the skeletons of the binary images that result from thresholding the gray scale image at each value of the gray scale. Low, [9] , defined gray skeleton in terms of gray mathematical morphology. Pal and Ghosh, [12] , used three functions h(p), v(p) and f(p) which represent the horizontal, vertical membership functions and the degree of brightness respectively. The three functions are combined in different ways to define g(p) which denotes if the voxel belongs to the core line in the objects. Arcelli and Ramella, [2] , presented a parallel thinning algorithm. They put two implementation based on the operations R1 and R2. R1 denote the sequence of four parallel operations, each operation remove voxels that satisfy certain conditions. Thinning is accomplished by repeatedly applying the sequence of the four operations to remove north, east, south and west border points respectively. The process terminates when no voxel is removed during a whole sequence. While R2 is a parallel operation that removes voxels which satisfy another set of conditions. The thinning is accomplished by repeatedly applying R2 until no further voxel is removed. They observed that the two operations R1 and R2 produce largely similar skeletons. Once difference is that the algorithm based on operation R1 is more prone to the creation of skeleton branches than the algorithm based on R2. Skeletonization algorithms based on a topographic approach were presented in [3] and [12] . These algorithms are aimed at avoiding object distortion, reducing deformation on junctions of a skeleton.
III. PROPOSED ALGORITHM
Skeletonization is the extended version of thinning. The given 3-D digital image is plane-wise raster-scanned by the seven-neighborhood window. On each move, the 3X3X3 sub image covered by this window is examined to see whether the gray-distance, say D, which is the difference between the maximum and the minimum gray value corresponding to that sub image is less than or equal to the user specified threshold value, say T. If D is less than or equal to T, then the gray-value 0 is assigned to all the cells other than the central cell and the corner cells in the given image. For D greater than T, the original values contained in these cells are left undisturbed. This procedure is continued till the entire image is scanned. The overall effect is that the boundary removed components of various 3-D solid regions in the given image that appear to be uniform, are obtained. This procedure is repeatedly applied till there is no component with boundary is detected. The pseudo code for this algorithm is given below.
Input: 3-D image, threshold Output: Skeletonized version of 3-D image
Steps:
Step 1: Perform image smoothing.
Step 2: Perform hollow detection and introduce a background voxel in each hollow.
Step 3: Read the 3-D data and place voxel values in a 1-D array called input_array.
Step 4: Copyinput_array to output_array
Step 5: Repeat sliding the 7-neighborhood window over the image(input_array) {
Step 5(a): find the maximum gray value GMax;
Step 5(b): find the minimum gray value GMin;
Step 5(c): find the difference D = GMax -GMin;
Step 5(d): if(D <= threshold)then retain the central voxel as well as corner voxels and remove the boundary voxels in output_array else slide the 7-neighborhood } Until the structuring element spans whole of the image
Step 6:Copy output_array to input_array and repeat step 3 until there is no boundary left for removal
Step 7:Pass the output_arrayto VolumeRenderer() method
Image smoothing
This step is used to remove non-significant hollows. It is accomplished by a min-max procedure. Median filters could also be used.
Hollow detection
We use the gradient operators of Sobel or Prewitt [6] to compute the partial derivatives fx and fy in the x and y directions respectively. The gradient is calculated as g(x,y) = |fx + fy|. The voxel p(x,y) is declared as edge point if g(x,y) exceeds a threshold value t which is selected so that less than 5 percent of the voxels are declared as edges. Each voxel detected as an edge voxel its value is subtracted from all its 4-neighbors. The neighbor voxel which result in the maximum absolute difference is changed to zero if its gray value less than p(x,y) otherwise p(x,y) itself is changed to zero. This step is necessary to introduce a background voxel inside the hollow to start eroding from the inside out.
Boundary voxel removal
The erosion operation is an iterative procedure that removes certain border voxels, i.e. change their gray level value to zero. Rules imposed on the removal or erosion operation must guarantee that it neither destroys connectivity nor reduces the gray scale connective strength. In the proposed algorithm, connectedness is accomplished by a method similar to the method used in the binary algorithm reported in [16] . The gray connectivity strength is preserved by retaining ridge voxels. As defined above, identification of ridge voxels is based on the value of gray distance.
Threshold Value Selection
The variance of the given 3D image is chosen as the threshold. It has been known that histogram produces substantial and consistent gap between object and the background. From the histogram we will select threshold value. The histograms itself is produced by the probability (frequency) of each level of grayness.
Selection of Structuring Element
The concept of the don't care voxels makes it possible to implement the arbitrarily shaped structuring element, the point set S, with an image S with fixed size and shape (3 x3 , 5x5, 3x3x3, 5x5x5 ; . . .). The choice of structuring elements are varying in most applications using mathematical morphology, like feature extraction, edge detection, skeletonization, etc, depending heavily on the image to be processed. For example, the choice of the structuring element to extract features depends on the size of the interested features and the requirement of how accurate the boundary localization is. If the size of the structuring element is too small, noise as well as unnecessary details may be extracted. If it is too large some small features may not be extracted. At the same time shape of the structuring element is also important in geometry preserving. 
IV. RESULTS
The algorithm has been tested on a variety of images. In this paper we report results on three test sets. The first test set is 3-D MRI image of aneurism. The second set is solid 3-D hexagonal prism. The third set is solid 3-D rectangular prism. The data set is real time MRI image where as remaining two data sets are standard test images. For the processing of these three dataset we have used seven neighborhood structuring element. 
V. CONCLUSION
No doubt that for several applications there are several advantages to be able to thin the gray level objects without converting the image into a binary image. In this paper we have proposed a robust parallel thinning algorithm for 3D gray scale images. The algorithm is based on eroding objects iteratively by removing certain border voxels without affecting the connectivity. The algorithm was tested on images from different domains and produced satisfactory results.
