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ABSTRACT
This research is centered around improving and developing forward and inverse models to
characterize a class of wave scattering configurations. The improvement is based on a project
suggested by a group (P-23) at the Los Alamos National Laboratory (LANL). The scattering
configuration is determined by a set of parameters. The main aim of the project is to
develop data oriented forward and associated efficient inverse wave configuration parameter
estimation algorithms. A key constraint associated with the project is that the input data
is from a single incident wave impinging on the configuration. Based on a set of LANL
experiments, the LANL group developed a preliminary configuration parameter estimation
model by making strong assumptions about the experimentally determined configurations.
The initial LANL model is based on the assumption that all particles in a dynamic blast
configuration have the same simple (spherical) shape and also that the wave interaction
between particles is weak. Such assumptions are not practical for the experimental data,
leading to the research project investigated in this report. The main components of this
research comprise the following: (i) Develop a forward computer model for multiple particle
wave propagation that allow various shapes and material properties to facilitate collection
of synthetic data from general configurations. (ii) Using the synthetic data, quantify the
validity of the preliminary LANL inversion model. (iii) Develop an efficient inversion model
to characterize an associated class of configurations. We achieve the objectives in our research
by first implementing a high-order algorithm and developing a high performance computing
(HPC) code for generating synthetic data for various configurations. The forward algorithm
is based on an efficient non-polynomial finite element method that facilitates data generation
from configurations with smooth and non-smooth particles. Then we generalize a multiscale
inverse algorithm for a class of multiple particle configurations. Consequently, we develop
an efficient inverse multiple parameter wave propagation model for our application.
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This research is motivated by the need to characterize configurations arising from a class
of experiments conducted by the P-23 LANL group. The instrument and related experi-
mental setup that induce the configurations are discussed in Section 1.1. There are several
parameters that determine each such configuration. The inverse problem of estimating each
configuration parameter is the main aim of this project. The inverse estimation problem
requires data from the associated forward model/experiment. In Section 1.2 we motivate
the need for a forward mathematical modeling framework and we conclude this introductory
section with a framework for the inverse model
1.1 Experimental data
Figure 1.1: A side view of the experimental setup.
2
Figure 1.2: A view of the top of the experimental set up showing the laser on the right and
the sensors on the left.
Figure 1.3: The tin wafer with etchings.
Experimental data provided by P-23 was collected by emitting a .638µm wavelength
laser beam at a stream of ‘ejecta’ made from detonating explosives underneath a wafer of
tin. The tin has a diameter of 50mm and a strip of triangular features of width, w, and a
depth of 3mm etched into it. The data consists of the intensity of the E field recorded at
twelve different sensors all placed in a circle parallel and above the wafer of tin Figure 1.1,
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Figure 1.2, and Figure 1.3. The twelve sensors lie on a circle of radius 38mm from the center
of the tin disk at angles (in degrees) 5, -7.5,10,-12.5,15, -17.5, 20, -22.5, 25, -27.5, 30, and
-32.5 with respect to the direction of laser propagation.
1.2 Motivation for a wave propagation computer model
In the interest of deriving more accurate and versatile schemes for reconstructing config-
urations based on the intensity of the electric field—and to analyze the parameter estimation
method already in use by the LANL group—a computer model capable of simulating light-
wave propagation in a wide range of scenarios is necessary. While the Mie scattering series
can simulate light-wave propagation through a configuration consisting of many spheres,
when a configuration contains objects with corners or non-spherical smooth boundaries, the
Mie scattering series will fail to accurately simulate the behavior of the electromagnetic
field. We address this limitation with an efficient computer model which can simulate wave
propagation though a more general class of configurations. The model, which is discussed in
Chapter 2, allows for configurations with diverse properties including:
• multiple objects
• objects with corners
• objects with smooth boundaries
• objects with arbitrary locations
The computer model is valuable for both developing and evaluating configuration re-
construction techniques. In Section 2.1, we show that the solutions to the boundary value
problem (BVP) used by our computer model are solutions to the Maxwell equations. In
Section 2.4, we discuss the notation of the standard scattering problem. In Section 2.5, we
describe the wave propagation method in terms of acoustic waves. In Section 2.6 we show
how the method changes to incorporate light-wave scattering and in Section 2.7, we outline
the boundary condition associated with light-wave propagation in the exterior of any perfect
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conductor. In Section 2.8, we specify the convergence bounds for wave propagation within
a disk and state the proposed convergence bounds for any smooth or polygonal object. In
Section 2.9 we provide multiple examples of the method applied to configurations consisting
of perfect conductors. We present an example of the method used for a mix of dielectrics and
perfect conductors in Section 2.10. Then in Section 2.11, we discuss the high performance
aspects of the computer model and analyze the efficiency.
1.3 Motivation for new parameter estimation schemes
The P-23 LANL group has been utilizing a reduced chi-square parameter estimation
method that is capable of estimating the number of obstacles and the mean radius of ob-
stacles within a configuration at a fixed time. The approximate configurations from such an
approach have yielded far-field patterns that are very similar to experimental data, see [1].
However, there has so far been no analysis into the accuracy of these parameter estimates.
Furthermore, the method can only estimate these two parameters of the configurations.
We devote Chapter 3 to parameter estimation schemes. In Section 3.1 we define the
overall problem along with some basic notation to be used throughout this Chapter. We
describe the method used by the LANL group in Sections 3.3.1-3.3.2 and analyze the accuracy
of the method for configurations that both satisfy and do not satisfy the assumptions in
Sections 3.4-3.5. In Section 3.6 we describe a modification of this scheme that can circumvent
the assumptions of the method, and in Sections 3.7, 3.9 we use examples to compare the
accuracy of the original and the modified scheme.
In Sections 3.10-3.15 we motivate and introduce a new scheme that is capable of estimat-
ing the location of scatterers for configurations consisting entirely of small obstacles. We give
the details of a variant of this scheme that is more accurate, and finally we end the discus-
sion of this scheme by giving an example that underlines the comparison in accuracy of the
variant scheme and the original scheme. Section 3.16 contains the motivation and definition
of a scheme that can identify the location, shape, scaling, and orientation of obstacles within
configurations consisting of regularly sized scattering obstacles. Finally in Sections 3.19-3.22
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we define a multiscale scheme that is the concatenation of the original small sized location
scheme and the regular-sized scattering scheme. We also propose a variant of this scheme
that is a substantial improvement upon the original scheme, and provide an example that
demonstrates the improvements in accuracy and utility of the variant multiscale scheme.
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CHAPTER 2
FORWARD WAVE PROPAGATION COMPUTER MODELS
This chapter is devoted entirely to the efficient two-dimensional deterministic computer
model. In Section 2.1 we show that solutions to the scalar Helmholtz equation can be
used to form solutions to the Maxwell equations. Within the same section we also derive
the boundary conditions that describe the propagation of waves at the boundary between
two media, effectively defining the BVP for two-dimensional light-wave propagation through
multiple homogeneous materials. In the remainder of the Chapter we discuss the wave
propagation computer model in detail. This includes a description of the mathematical
method utilized by the model, numerous examples, and an evaluation of the high performance
aspects of the model.
2.1 Light-wave scattering and the Maxwell equations
Inside a medium, the Maxwell equations as defined on [2, Page.1] in S.I. units are:
∇×H− Ḋ = j, (2.1)
∇× E + Ḃ = 0, (2.2)
∇ · D = ρ, (2.3)
∇ · B = 0, (2.4)
where ρ is the electric charge density, j is the free electric current density, E is the electric
field, B is the magnetic induction, D is the electric displacement, and H is the magnetic field.
Assuming that the medium is isotropic and homogeneous, the governing material equations
defined on [2, Page. 3] are
j = σE , D = εE , B = µH, (2.5)
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where σ ∈ R is the electric conductivity, ε ∈ R is the dielectric constant (permittivity) and
µ ∈ R is the magnetic permeability. Both ε and µ are constant in any homogenous medium
but may have a discontinuity at the border of any two media.
By substituting the material properties into the Maxwell equations, the electromagnetic
field satisfies:
∇×H− εĖ = σE , (2.6)
∇× E + µḢ = ~0, (2.7)
∇ · E = ρ
ε
, (2.8)
∇ · H = 0. (2.9)
2.1.1 Electromagnetic wave propagation in a non-conducting material with no
electric charge density
For this research, non-conducting materials with no electric charge density are of partic-
ular interest. Inside a non-conducting material with no electric charge density, σ = 0, and
ρ = 0, so (2.6) - (2.9) are,
∇×H− εĖ = ~0, (2.10)
∇× E + µḢ = ~0, (2.11)
∇ · E = 0, (2.12)
∇ · H = 0. (2.13)
By taking the curl of (2.11) and the partial derivative with respect to time of (2.10) and
substituting (2.10) into (2.11),
∇×∇× E + εµË = 0. (2.14)
Using the vector calculus identity, curlcurl = grad div - ∆ and ∇ · E = 0,
∆E − εµË = ~0, (2.15)
similarly,
∆H− εµḦ = ~0. (2.16)
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These two equations have solutions of the time-harmonic form,
E = E(~x)e−iωt, (2.17)
H = H(~x)e−iωt, (2.18)
where ω ≥ 0 is the frequency of the wave [2, Page.34]. By substituting (2.17) and (2.18) into
(2.10) - (2.13), E and H satisfy,
∇×H + iωεE = ~0, (2.19)
∇× E− iωµH = ~0, (2.20)
∇ · E = 0, (2.21)
∇ ·H = 0. (2.22)
2.1.2 Electromagnetic wave propagation in metals
Metals are another material that is of particular interest for this research. Taking the
divergence in (2.6), using the vector calculus identity, div curl A = 0, and substituting (2.8)
into the right side, we obtain
−ε∇ · Ė = σρ
ε
. (2.23)




ρ = ~0. (2.24)
Which has solutions of the form, ρ = ρ0e
−t/τ , where τ = ε
σ
[2, (14.1.6)]. This τ is called
the relaxation time and for most metals is typically around 10−18s shorter than the periodic
time of vibration of the wave. Thus we may approximate ρ by zero [2, Page.739]
By assuming E and H are time harmonic solutions,
E(~x, t) = E(~x)e−iωt, (2.25)
H(~x, t) = H(~x)e−iωt. (2.26)
E and H are solutions only if E and H satisfy,
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∇×H + iωεE = σE, (2.27)
∇× E− iωµH = 0, (2.28)
∇ · E = 0, (2.29)
∇ ·H = 0. (2.30)
2.1.3 Boundary conditions where two materials meet
Let Ω1 and Ω2 be the domains of two materials and T denote the surface where Ω1 and
Ω2 meet. At T , µ and ε may abruptly change value since the medium changes and so it
is expected that E ,H may also change value abruptly. To ensure that E ,H are continuous
at T , we let ~x ∈ T and construct a disk of radius δ on T around ~x, denoted (B(δ, ~x)), and
replace T in this disk with a thin transition layer with a height of 2δh within which ε and µ
may now change values in a continuous manner. The roof of this transition layer is defined
by a disk, (B(δ, ~x1)), of radius δ centered at point ~x1 = ~x − δh(n1(~x)) where n1(~x) is the
normal of ~x at T pointing away from Ω1. Similarly, the floor of the transition layer is defined
by the set, B(δ, ~x2), where ~x2 = ~x+ δh(n1(~x)) ∈ Ω2, see Figure 2.1.
Figure 2.1: The transition cylinder centered at ~x from material Ω1 to material Ω2.
Now because ε and µ are continuous within the transition cylinder, it follows that E ,H,B,
and D are also continuous along with their derivatives. Thus by applying Gauss’ theorem
to the integral of ∇ · B and ∇ · D in the cylinder and using the material equations,
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∫
∇ · B dV =
∫
B · n dS = 0, (2.31)∫
∇ · D dV =
∫
D · n ds =
∫
ρ dV. (2.32)
The surface charge density, ρ̂, is thought of as the limit of the volume charge as the







We select δ to be small enough such that within δA1 and δA2, B ≈ B( ~x1), and B( ~x2)
respectively. These two values are denoted as B(1) and B(2), and similarly D ≈ D(1) and D(2).
The cylinder surface integrals are now equal to:
(B(1) · n(~x1))|δA1|+ (B(2) · n(~x2))|δA2|+ contribution from walls = 0, (2.34)
(D(1) · n(~x1))|δA1|+ (D(2) · n(~x2))|δA2|+ contribution from walls = ρ̂(~x)|δA|, (2.35)
where |δAi|, i = 1, 2 denotes the area of the corresponding subdomains.
Taking the limit as δh→ 0 in (2.34) and (2.35) yields,
(B(1) · n1(~x))|δA|+ (B(2) · n2(~x)|δA| = 0, (2.36)
(D(1) · n1(~x))|δA|+ (D(2) · n2(~x))|δA| = ρ̂(~x)|δA|. (2.37)





δh(n1(~x)) = ~x. Likewise, lim
δh→0
~x2 = ~x.
Let n(~x) = n2(~x), then n1(~x) = −n(~x) and (2.36),(2.37) are,
(B(2) − B(1)) · n = 0, (2.38)
(D(2) −D(1)) · n = ρ̂, (2.39)
where B(1)(~x) is the value at ~x given by the B field in the Ω1 media for a given time. These
equations characterize a ‘jump’ from one media to the next and are denoted as [∗] · n, so at
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T,
[µH] · n = 0, (2.40)
[εE ] · n = ρ̂. (2.41)
Now, we look at the tangential components of E ,H. The discontinuous surface T is again
replaced by a continuous transition layer. However instead of a cylinder, we build a rectangle
centered at ~x with sides orthogonal and parallel to T at ~x, whose corners are at P1, Q1 ∈ Ω1
and P2, Q2 ∈ Ω2. The sides parallel to T have length δS and the sides perpendicular to T
have length 2δh, see Figure 2.2.
Figure 2.2: The transition rectangle centered at ~x from material Ω1 to material Ω2.
In Figure 2.2 n is the normal vector at ~x pointing from Ω1 into Ω2, ~x1 = ~x − δhn1(x),
~x2 = ~x+ δhn1(x) and b is the unit norm to the plane containing the rectangle. By using the
first two Maxwell equations and Stokes theorem,
∫
∇× E · b dS =
∫
E · dr =
∫
Ḃ · b dS, (2.42)∫
∇×H · b dS =
∫
H · dr =
∫
j · b dS +
∫
Ḋ · b dS. (2.43)
Now taking the limit as δh→ 0 and factoring out δs gives,
E (1) · t1 + E (2) · t2 = 0, (2.44)
H(1) · t1 +H(2) · t2 = ĵ(~x) · b, (2.45)
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where ĵ is the surface current density. Since t1 and t2 are the unit tangent lines along the
surface, t1 = −b× n1 and t2 = b× n1, and expanding out (2.44), (2.45) yields,
E (1) · (−b× n1) + E (2) · (b× n1) = (E (2) − E (1)) · (b× n1) = 0, (2.46)
H(1) · (−b× n1) +H(2) · (b× n1) = (H(2) −H(1)) · (b× n1) = ĵ(~x) · b. (2.47)
Which are equivalent to,
b · (n1 × (E (2) − E (1))) = 0, (2.48)
b · (n1 × (H(2) −H(1))) = b · ĵ(~x), (2.49)
The orientation of the transition rectangle is arbitrary which implies b is arbitrary, see
Figure 2.3. Therefore,
n1 × (E (2) − E (1)) = 0 =⇒ n1 × [E ] = 0, (2.50)
n1 × (H(2) −H(1)) = ĵ(~x) =⇒ n1 × [H] = ĵ. (2.51)
Figure 2.3: The orientation of the rectangle, and hence b is arbitrary. r1, r2 are different
transition rectangles and b1, b2 are the corresponding perpendicular normal vectors
We refer the reader to [2, Page.1-7] for further information on deriving the boundary
conditions for electromagnetic propagation at the boundary between two objects. Another
argument involving the conservation of energy can be found in [3, Section 3.1.1]
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2.2 The vector Helmholtz equation
For both metals and non-conducting materials with no electric charge density, (2.27) -
(2.30) fully describe the propagation of electromagnetic waves through the material. By
taking the curl of (2.27) and (2.28), using the vector calculus identity curl curl = grad div
- ∆,(2.29), and (2.30), E and H satisfy,
∆H− (iωε− σ)(∇× E) = ~0, (2.52)
∆E + iωµ(∇×H) = ~0. (2.53)
Then by substituting (2.27) and (2.28) into the above, we get the Helmholtz equation for
both E and H, where the wavenumber, k, is defined as k2 = µω2(ε + iσ
ω
), and (ε + iσ
ω
)µ is
known as the refractive index,
∆E + k2E = 0, (2.54)
∆H + k2H = 0. (2.55)
Therefore, solutions to the Maxwell equations with the material equations for either met-
als, or non-conducting materials with no electric charge density also satisfy the Helmholtz
equation.
[4, Theorem 6.4] states:
if E (or H) is a solution to the vector Helmholtz equation and is divergence free, then E
and H := curlE/ik (or H and E := −curlH/ik) are the spatial terms for time harmonic
solutions to the Maxwell equations.
Thus describing electromagnetic wave propagation from one medium into another is
equivalent to finding the solution to the vector Helmholtz equation, E, that is divergence
free and also satisfies the boundary conditions derived in section 2.1.3 on the boundary
shared by any two media, where H = (∇×E)/ik assuming that any media is either a metal
or a non-conducting material with no electric charge density. For the spatial terms of the
electromagnetic field, the boundary conditions are,
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n× [E] = 0, (2.56)
n× [H] = 0, (2.57)
n · [εE] = 0, (2.58)
n · [µH] = 0, (2.59)
where again n is the normal vector for points on the surface defining the boundary between
two differing media that points from one media into the next.
2.3 Two-dimensional time harmonic electromagnetic wave propagation and the
scalar Helmholtz equation
For this section, it is helpful to first define different components of the E and H vectors
and to re-express iωε− σ as one term,
E⊥ : = (0, 0, Ez), (2.60)
E‖ : = (Ex, Ey, 0), (2.61)
H⊥ : = (0, 0, Hz), (2.62)
H‖ : = (Hx, Hy, 0), (2.63)
ε′′ : = iωε− σ, (2.64)
where E = (Ex, Ey, Ez) = E‖ + E⊥ and H = (Hx, Hy, Hz) = H‖ + H⊥.
Theorem 1. If solutions to the Maxwell equations have no dependence on z, then the zth
components of E and H are solutions to the scalar Helmholtz equation.




+ ε′′Ex) + ĵ(−
∂Hz
∂x


















+ ε′′Ez = 0. (2.68)











− µ′Hz = 0, (2.71)
where µ′ = iωµ. Substituting (2.69) and (2.70) into (2.68) and (2.66), and (2.67) into (2.71),
Ez and Hz satisfy,
∆Ez + k
2Ez = 0, (2.72)
∆Hz + k
2Hz = 0, (2.73)
which is the scalar Helmholtz equation for both Ez and Hz.
Theorem 2. Let Ez and Hz have no z dependence and be solutions to the scalar Helmholtz
equation, then there exist Ex, Ey, Hx, Hy such that E = (Ex, Ey, Ez) and H = (Hx, Hy, Hz)
form a solution to the Maxwell equations.
Proof. Taking the curl curl of E⊥ yields,










= î0 + ĵ0− k̂∆Ez. (2.75)
(2.76)
Because Ez satisfies the Helmholtz equation,
∇×∇× E⊥ − k2E⊥ = 0, (2.77)
and Ez has no z dependence so,











By using the vector identity curlcurl = grad div - ∆ and ∇ · E⊥ = 0 in (2.77),
∆E⊥ + k
2E⊥ = 0, (2.79)
and by [4, Theorem 6.4], E⊥ and H
′ := (∇×E⊥)/ik is a solution to the Maxwell equations.
The same argument may also be applied for H⊥ and thus, H⊥ and E
′ := −(∇×H⊥)/ik is
also a solution to the Maxwell equations. Further more, since all the Maxwell equations are
linear,
E = E⊥ + E
′, (2.80)
H = H⊥ + H
′, (2.81)




























and Ez, Hz solve scalar helmholtz equation, then E and H form a solution to the Maxwell
equations.
2.3.1 Boundary Conditions for two-dimensional time harmonic electromagnetic
wave propagation where two media meet
To derive the boundary conditions for Ez and Hz, we start with (2.56), n × [E] = 0.
Recalling that n is the normal vector for points on the boundary surface pointing from one
medium into the next, and since both mediums have no z dependence, n = (n1, n2, 0). So
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the component form of (2.56) is,
în2[Ez]− ĵn1[Ez] + k̂(n1[Ey]− n2[Ex]) = î0 + ĵ0 + k̂0. (2.86)
Similarly, the component form of (2.57) is,
în2[Hz]− ĵn1[Hz] + k̂(n1[Hy]− n2[Hx]) = î0 + ĵ0 + k̂0. (2.87)
Now substituting (2.69) and (2.70) into (2.86), and (2.66), and (2.67) into (2.87), we get the
following boundary conditions for Ez and Hz,
[Ez] = 0, (2.88)





























To find E‖, all that is required is to solve
∆Hz + k








with the boundary conditions where two media meet,








since E‖ and H⊥ are coupled by (2.69) and (2.70). Similarly to calculate H‖, all that is
required is to find a solution to scalar Helmholtz for Ez, with boundary conditions (2.88)
and (2.91) then to use the coupling equations (2.84) -(2.85).
2.4 Total field and incident waves
In scattering problems, it is common to think of any general solution, u, known as the
total field as having three terms. One term generally denoted as uinc called the incident
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wave, which describes the initial wave propagating through the outer material and is zero
inside any inner material. A term that describes the scattering of the incident wave off
any inner material back into the outer material, generally denoted as uscat and is called the
scattered wave. A third term, uint, describes the propagation of the incident wave into any
inner material and is zero in the outside material.
2.4.1 Plane waves
The type of incident wave we use in our computer models are plane waves, defined in [3,
Page.57] after omitting the time harmonic portion (e−iwt) as,
U(~x) = ~u0e
ik~d·~x, ~d ∈ S2, ~u0, ~x ∈ R3, (2.96)
where k =
√
νω is the wavenumber, ν is the refractive index of the medium, ω is the frequency
of the plane wave, ~d points in the direction of propagation of the the plane wave, and ~u0 is
perpendicular to ~d. Plane waves satisfy the Maxwell equations and so if the plane wave and
the field is independent of z, then the z’th components are solutions to the scalar Helmholtz
equation. Furthermore ~d points in the xy plane and so, ~u0 = 0̂i + 0ĵ + u0k̂. Thereby we
instead use in this thesis the scalar plane wave equation in two dimensions,
u(~x) = uoe
ik~d·~x, u0 ∈ R, ~d ∈ S, ~x ∈ R2, (2.97)
which is also the definition of a plane wave for acoustic scattering.
2.4.2 Green’s function
Before we discuss the mathematical method our computer model utilizes, we first give a
description of greens functions which will be integral in the formulation of the model.
A function, G(~x, y∗) is a Green’s function in the domain Ω to the differential linear







δ(y∗ − ~x)φ(y∗)dy∗ = φ(~x), (2.98)
where δ is the Dirac delta function.
19
Theorem 3. If ~x 6= y∗, then LG(~x, y∗) = 0
Proof. By definition of the Dirac delta function, let ε > 0,




δ(~x− y∗) = 0, ~x ∈ Ω \ lim
ε→0
B(ε, y∗),










δ(~x− y∗)φ(y∗)dy∗ = 0.
Implying that, ∫
Ω\limε→0B(ε,y∗)
LG(~x, y∗)φ(y∗)dy∗ = 0,
and since φ(y∗) is an arbitrary test function, LG(~x, y∗) = 0.
So the Green’s function of linear differential equations are always solutions to the homo-
geneous equation, except at the charge point, and so in Ω\{y∗}, ∆G(~x, y∗)+k2G(~x, y∗) = 0.






0 (k|~x− y∗|), ~x 6= y∗, (2.99)





, ~x 6= y∗. (2.100)
The vector y∗ is known as the charge point.
2.5 Acoustic wave scattering in two dimensions
The mathematical method we incorporate in the computer model for calculating the prop-
agation of electromagnetic waves through multiple materials in two dimensions is a hybrid
method introduced in [5, 6]. It is used for calculating solutions to the scattering problem in
two dimensions for multiple obstacles that either have an analytic parameterization of their
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boundary or have a polygonal boundary where every polygonal bounded obstacle is sound
soft (has Dirichlet boundary conditions) or sound hard (Neumann boundary conditions).
To describe the method, we consider the following model problem. Let there be N
obstacles within a subset of R2 with Na number of obstacles with analytic boundaries and
Robin boundary conditions and Np number of obstacles with polygonal boundaries and
sound soft boundary conditions. We denote each interior domain of every obstacle with an
analytic boundary as the simply connected set, Ωai , i = 1, . . . , Na and the interior domain of










i , and Ω := Ω
a ∪ Ωp, and u = uscat + uinc be the total field. u
is the solution to,




= 0, on ∂Ωa, (2.102)
u = 0, on ∂Ωp, (2.103)
∂uscat
∂r
− ikuscat = o(r−1/2), (2.104)
where a, b ∈ C and (2.104) is the Sommerfield radiation condition, k = 2π/λ is the wavenum-
ber, λ is the wavelength of the incident wave, and ν is the normal vector on ∂Ωa pointing
towards Ωa. In addition, let uinc be a plane wave propagating in the ~d direction, that is,
uinc(~x) = eik
~d·~x. The method uses a combination of the method of fundamental solutions
(MFS) for obstacles with analytic boundaries [5] and a non-polynomial finite element scheme
for obstacles with polygonal boundaries [6]. The main idea behind the method is to define
new domains around every polygonal corner. Then in each new domain we find an approx-
imation to the real solution, u, in a space spanned by a set of basis functions that satisfy
the scalar Helmholtz equation and the sound soft boundary condition, by minimizing the
discontinuities at the borders of the new domains. In the exterior domain, outside of all the
new domains around the corners, we find an approximation to the scattered field in the space
spanned by a set of basis functions that satisfy the scalar Helmholtz equation by minimizing
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the error caused by the robin boundary conditions and the ’jump’ at the boundaries of the
new domains.
2.5.1 Acoustic wave scattering by polygonal boundaries
For the union of polygonal bounded object domains, Ωp, with q =
∑Np
i=1 qi corners,
where qi is the number of corners of Ω
p
i , i = 1, . . . , Np at points {pi,1, . . . , pi,qi}
Np
i=1, around
every polygon, Ωpi , we construct domains with analytic boundaries that encapsulate Ω
p
i by
constructing one new domain around each corner, pi,1 . . . , pi,qi , i = 1, . . . Np
2.5.2 Edges and domains
Figure 2.4: An example of a subdomain with five corners
Before describing the method, we formalize the notation for describing the edges and
domains and provide the necessary definitions, see Figure 2.4. Let Γi be the boundary of
Ωpi , and the artificial exterior boundary, Γi,e := ∂Ωi,e be an analytic Jordan curve whose




i ,Γi,e) > 0, i = 1, . . . Np. In








and let Ii := Ωi,e \Ωpi denote
the part of Ωi,e exterior to Ω
p
i and I :=
⋃Np
i=1 Ii be the union of all Ii’s. I is then subdivided
into q simply connected subdomains, Ii,j, with boundary Γi,j := ∂Ii,j, j = 1, . . . , qi, i =
1, . . . , Np such that,
• each Γi,j contains pi,j
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j Ii,j) = I
• Γi,j ∩ ∂Ωpi consists of two straight lines which meet at the corner pi,j.
2.5.3 Trefftz-type elements in Ii,j
Trefftz-type elements are defined as elements comprising of basis functions within a sub-
domain that satisfy the governing differential operator. In each Ii,j, we approximate the
total field u by a linear combination of Ni,j basis functions that satisfy Helmholtz equation














l = 0, in Ii,j, (2.106)
φ
(i,j)







l be the approximation to u in Ii,j, then v is in Vi,j = Span{φ
(i,j)
l , l =
1, . . . , Ni,j}
2.5.4 Basis functions for Ii,j
It is well known that the Fourier Bessel functions satisfy the scalar Helmholtz equation
[6]. To acquire basis functions that satisfy (2.107), these kinds of functions are modified
such that we may ignore the non-analytic behavior of Bessel functions at the corner points.
We accomplish this by shifting our coordinate system so that the boundary conditions are
satisfied by the Fourier terms, see Figure 2.5.
Let φi,j denote the angle corresponding to corner pi,j. In Ii,j the basis function φ
(i,j)
l =
Jlαi,j(kr) sin (lαi,jπθ), l = 1, . . . , Ni,j, where αi,j = 1/φi,j, [6, (1.31)] which ensures that on
the two edges of our corner, Γi,j∩Γi, φ(i,j)l = 0 (i.e. Jlαi,j(kr) sin (0) = 0 and Jlαi,j(kr) sin (l( πφi,j (−φi,j))) =
Jlαi,j(kr) sin (−lπ) = 0)
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Figure 2.5: An example of a corner on an equilateral pentagon, where α1,3 = 5/8 = α1,1 · · · =
α1,5
2.5.5 Trefftz-type basis in Ω+e
In Ω+e since we have already defined u
inc as a function that satisfies the scalar Helmholtz
equation, only uscat is approximated by a linear combination of Ne basis functions that satisfy





















− ikψ(e)l = o(r
−1/2). (2.110)
Let v be the approximation to uscat then v ∈ Ve = Span{ψ(e)l , l = 1, . . . , Ne} in the subdo-
main Ω+e , and the total field in Ω
+










We combine the sets Ve, and Vi,j, j = 1, . . . , qi, i = 1, . . . , Np to form the trial space V of
the Finite Element Method (FEM) scheme such that if, v ∈ V .
v(x) ∈
{
Vi,j if ~x ∈ Ii,j
Ve if ~x ∈ Ω+e
(2.112)





2.5.6 Basis functions in Ω+e
Within Ω+e , each Ωi,e, i = 1, . . . , Np and Ω
a
j , j = 1, . . . , Na have an analytic boundary.
For acoustic scattering off analytic boundaries, each basis function, ψ
(e)
l , l = 1, . . . Ne, is a
24
slightly modified Green’s function for the Helmholtz equation in two dimensions centered at


















0 (k|~x− y∗|), ~x, y∗ ∈ R2 \ Ω, (2.113)
and have been modified to improve stability when k is small [5]. In this equation H
(1)
0 is the
Hankel function of zeroth order, ν(y) is the normal vector facing away from Ω centered at y,
and η 6= 0 is a real parameter. By theorem 3, the Green’s function for the Helmholtz equation
is a solution to the Helmholtz equation if y∗, the charge point, is not in the domain. Thus
ψ
(e)
l = G(~x, y
∗
l ), l = 1 . . . Ne where each y
∗






Figure 2.6: An example of a domain with a smooth boundary and the ∂Ω curve from which
the charge points y∗j , j = 1 . . . N are selected.
Let Ω be a subdomain of C and Ω′ ⊂ Ω be an open simply connected subset, see Fig-
ure 2.6, the fundamental solutions we define in C \Ω are a combination of Henkel functions
with charge points selected in the domain of the analytic extension of the Green’s functions
but not in C \ Ω. For the hybrid method, each Ωai , i = 1, . . . , Na and Ωj,e, j = 1, . . . , Np,
has either Nai or N
p
j number of basis functions and consequently charge points uniformly
selected from a scaled parametrization of the boundary. That is for,
Ωe ∈ {Ωai , i = 1, . . . , Na}
⋃
{Ωj,e, j = 1, . . . , Np},
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Let Γ(t) be the parametrization of ∂Ωe with t ∈ [0, 1], and N e be the corresponding number
of charge points for the Ωe obstacle then the charge points are,
y∗j = rmfsΓ(j/N
e), j = 1, . . . N e, rmfs < 1.
2.5.8 Error functional
For the trial space V , the least square finite element solution is the element of V that
minimizes the error functional,
J(v) = Jp(v) + Ja(v), v ∈ V, (2.114)
where Jp(v) is the contribution to the error functional from I and Ja(v) is the error functional
contribution from Ωa.
2.5.9 Jp(v) error functional for all Ii,j subdomains
Figure 2.7: An example of a jump from one Ii,j to Ii,j+1
Let Γi,l,j := Γi,j
⋂
Γi,l, 1 ≤ l < j ≤ qi, 1 ≤ i ≤ Np and ν(x) be a unit normal to the
curve Γi,l,j pointing away from the domain Ii,j. The ’jump’ of a function u between Ii,j and
Ii,l, see Figure 2.7, is defined as:
[u(x)] := lim
ε→0
u(x+ εν(x))− u(x− εν(x)), x ∈ Γij. (2.115)
















|[∂ν(uinc + v)]|2 + k2|[uinc + v]|2ds
)
,
which the argument minimum, arg min
v∈V
Jp(v), is the least squares finite element method
solution (LSFEM) for the Neumann boundary condition [7], and is stated to be the (LSFEM)
solution for Dirichlet boundary conditions in [6, (2.6)].
2.5.10 Ja(v) error functional on every analytic boundary
For the boundary of all analytic obstacles, ∂Ωa, the error functional Ja(v), is,
Ja(v) :=






Ja(v) is the solution in V that best satisfies the boundary conditions on ∂Ω
a.
2.5.11 Least squares formulation of the error functional
In this subsection we discretize and derive the matrix representation of J(v). Letting
v ∈ V , there exists, c(i,j)l ∈ C, l = 1, . . . , Ni,j and c
(e)
l ∈ C, l = 1, . . . , Ne, j = 1, . . . , qi, i =













p (x), if x ∈ Ii,j.
We use the Clenshaw-Curtis rule quadrature scheme to approximate the J(v) contribution
on every Γi,l,j, for our scheme let ξτ , τ = 1, . . .Mi,l,j denote the quadrature points and wτ




































where for each j = 1, . . . , qi, and i = 1, . . . , Np, (Ai,j)τp = φ
(i,j)
p (ξτ ), (∂νAi,j)τp = ∂νφ
(i,j)
p (ξτ )
and Wi,l,j is a diagonal matrix with entries (Wi,l,j)ττ = w
1/2
τ , τ = 1, . . . ,Mi,l,j.
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On each Γi,l ∩ Γi,e, l = 1, . . . , qi, i = 1, . . . , Np we again use the Clenshaw-Curtis rule
quadrature scheme to approximate J(v). Let ξτ , τ = 1, . . . ,Mi,l,e be the quadrature points











































where (Ae)τp = ψ
(e)
p (ξτ ), (∂νAe)τp = ∂νψ
(e)
p (ξτ ), with ξτ ∈ Γi,l ∩ Γi,e, l = 1, . . . , qi, i =
1, . . . Np. The entries in be and ∂νbe vectors are (be)τ = u
inc(ξτ ), and (∂νbe)τ = ∂νu
inc(ξτ )
for τ = 1, . . . ,Mi,l,e. For each ∂Ω
a
i , i = 1, . . . , Na, we approximate the J(v) contributions
with the periodic trapezoidal rule quadrature scheme where ξτ τ = 1, . . .Mi,e denote the


















≈ ‖We(Ai,ec(e) − bi,e)‖22,
where We is a diagonal matrix with entries, (We)ττ = w
1/2





and (bi,e)τ = −auinc(ξτ )− b∂νuinc(ξτ ), τ = 1, . . . ,Mi,e.
Then by stacking up all the contributions from the differing interfaces,
J(v) ≈ ‖W (Ac− b)‖22,
where A consists of the Ai,l, Ae and Aj,e blocks as described above for l = 1, . . . , qi, i =
1, . . . Np, j = 1, . . . , Na, andW is a diagonal matrix consisting of all correspondingWi,l,j, Wi,l,e
and We blocks. b is zero except for the rows corresponding to the quadrature points on each






is the same as finding the least squares solution to ‖W (Ac− b)‖22.
2.6 The error functional for dielectric boundary conditions
Recall that by theorem 2, if electromagnetic field has no z dependence, then the solutions
to the scalar Helmholtz equation in any homogeneous materials that satisfy (2.88)-(2.91)
are sufficient to find the electromagnetic field. Assuming there is no z dependence in the
electromagnetic field, let Ω1, and Ω2 be the domain of two different homogeneous materials
that are either a metal or a non-conducting material with no electric charge density and
denote Ω1
⋂
Ω2 as ∂Ω2. Let u = Ez (or Hz), with an incident wave, u
inc = Eincz or H
inc
z
propagating though Ω1, the boundary value problem is,
∆u+ k2u = 0, in Ω1
⋃
Ω2, (2.117)




] = 0, on ∂Ω2, (2.119)
where k = k(1), α = α(1), and u = uinc + uscat in Ω1. k = k
(2), α = α(2), and u = uint
in Ω2. In Ω1 we approximate the scattered wave, u
scat, by the Green’s function for the
scalar Helmholtz equation as outlined in Section 2.5.5 centered around N e charge points. In
Ω2, since there are no corners, we approximate u = u
int by the Green’s function centered
at N in charge points, denoted as ψ
(in)
j , j = 1, . . . N
in, but this time we use the analytic
continuation of the Green’s functions to select uniformly spaced charge points outside of Ω2.
So the charge points lie on the curve, rmfsΓ where rmfs > 1 (normally selected to be 1.2 for
this thesis) and Γ = Γ(t) is the parametrization of the boundary. Let V = Span{ψ(e)j , j =
1, . . . , N e}
⋃
{ψ(in)j , j = 1, . . . , N in} be the trail space. For v ∈ V , let u′ = v + uinc, x ∈ Ω1
and u′ = v, x ∈ Ω2 be denoted as vin, the error functional is defined as,















We approximate J(v) on ∂Ω2 by the periodic trapezoidal rule quadrature scheme and let
τj, j = 1, . . . ,M be the quadrature points on the boundary between the subdomains, ∂Ω2,
with corresponding weights, wτ . Then the ∂Ω2 contribution to the error functional, J(v),


















































































J(v) = arg min
~c
‖A~c−~b‖22. (2.122)
We may also stack these types of matrices like those in 2.5.11. To fully simulate electro-
magnetic scattering, we would need to use this method twice. Once to calculate Hz where
α = 1
ε+iε′
and once for Ez where α =
1
µ
. The dielectric boundary conditions and subse-
quent matrix form have not been given for polygonal boundaries. This is because at the
present time, there is no known method for non analytic boundaries and dielectric boundary
conditions.
2.7 Perfect Conductors
A perfect conductor is defined as a homogeneous material in which the electric conduc-
tivity, σ, is unbounded. The scattering problem for waves scattered by perfect conductors is
defined as solutions to the Maxwell equations with the boundary conditions n× E = 0 and
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n×H = 0 on the boundary of any perfect conductor where n is the normal vector for points
on the boundary surface that point from one media into the next [4]. If we also assume that
there is no z dependence for E and H, then n × E = 0 implies that Ez = 0 and similarly
n ×H = 0 implies that Hz = 0. Let Ω be the domain of a perfect conductor and let the
incident wave be propagating outside of Ω, the governing equations for u = Ez or Hz that
define the scattering problem are,
∆u+ k2u = 0, x ∈ C \ Ω, (2.123)
u = 0, x ∈ ∂Ω, (2.124)
which are identical to the Dirichlet boundary conditions for acoustic wave scattering prob-
lems. If we assume that all polygonal bounded objects within a configuration are perfect
conductors, then the model in conjunction with (2.88)-(2.91) can simulate light-wave prop-
agation within the configuration.
2.8 Theoretical Convergence of smooth and non-smooth boundaries
Assume that we have an object, Ω with a smooth parametrization of its boundary. Let
uN ≈ u be the MFS approximate solution to the scalar Helmholtz equation with the given
linear boundary condition, H(u) = 0 on ∂Ω. In addition assume the actual solution,u, is
known. Define w := uN − u. Since the left hand side of Helmholtz equation is a linear














where k is fixed and Ej is a domain’s Dirichlet eigenvalue, and CΩ is a constant, where both
depend on the domain Ω but not the number of basis functions. By expanding out w and
substituting H(u) = 0,







where d = minj
∣∣∣∣k2−EjEj
∣∣∣∣ and is constant for a given domain. In [5, Theorem 3], it is stated and
proven that for the scattering of an incident wave propagating in a disk of radius one with
boundary conditions u = v, that there exist C > 1 such that min
v∈V
J(v) = ‖uN − v‖L2(∂Ω) =
O(C−αN), where the value of C and α > 0 depend on if the radius of the singularities of
the analytic continuation of uN is less than the radius of the charge points. In the same
article, the authors conjecture and show for many objects, including an ellipse, that for the
scattering of waves within any smoothly bounded domain, there exist C > 1 and α > 0
such that J(v) = O(C−αN). If we have a polygonal domain, by [6, Theorem 5.4] there exists
C > 1, α > 0 such that the minimum functional error, min
v∈V
J(v) = O(C−αN). In this case
however, it has not been proven that ‖uN − u‖L2(Ω) ≤ min
v∈V
J(v). A similar result was shown
in [9, theorem 3.1], but in this theorem, the outer boundary Γ1,e had the impedance condition
imposed on it, and there did not exist fundamental solution basis functions beyond Γ1,e.
2.9 Experimental convergence for perfect conductors
In this Section we will use the mixed MFS/NPFEM method for calculating the Ez com-
ponent of the electric field by solving the scalar Helmholtz equation with an incident wave
of plane wave kind for configurations consisting of perfect conductors within a vacuum. In
this case, each perfect conductor either has a circular, elliptical, square, or a dented cir-
cular boundary. For each example, we demonstrate the proposed convergence rate for the
functional error, J(v), as well as showing that the forward and backward portions of the Ez
far-fields also converge for X = 0.1, 0.5, and 1 unless specified otherwise, where X is the





where D is the diameter of the smallest object and λ is the wavelength of the plane wave.
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Figure 2.8: An example of Eincz , E
scat
z , and Ez in a configuration consisting of one perfect
conductor with a circular boundary surrounded by vacuum with 10 basis functions and X
= 1
2.9.1 Perfect conductors: circle
For the first numerical example, we simulate Ez for an electromagnetic wave propagating
through a configuration consisting of one perfect conductor with a circular boundary of
radius one, surrounded by vacuum, with the number of basis functions ranging from 1 to 80
by a step size of 1 for the three different X values (see Figure 2.8). The entries of Table 2.1
are the ratios between two consecutive boundary error terms, ‖W (A~c − b)‖22, for N basis
functions, denoted as E(N). For example, the first entry for each of the three X values is
E(10)/E(9). The ratios between two consecutive terms are fairly stable and converges to .8
for all three wavelength sizes. This implies that there exists some M such that if N ≥ M ,
E(N) ≈ .8N−ME(M). So the convergence does appear to be exponential as proposed.
The log plots in Figure 2.9 are very linear and suggest that log(E(N)) = −αN+β and
so E(N) = Ce−αN , for all three X values.
By looking at the Ez far-field forward and back direction data for the three X values
in tables in Appendix A, we can see that the far-fields are converging in these directions.
Figure 2.10 are of the absolute value of the Ez far-field for the three X values.
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(a) X = .1
(b) X = .5
(c) X = 1
Figure 2.9: The three log plots of the boundary error,‖W (A~c− b)‖22, from simulating Ez in a
configuration consisting of a perfect conductor with a circular boundary of radius one with
X = .1, .5 and 1 34
(a) X = .1
(b) X = .5 (c) X = 1
Figure 2.10: The three plots for the absolute value of the Ez far-field for a configuration
consisting of a perfect conductor with a circular boundary with X = 0.1, 0.5 and 1, and 80
basis functions
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Table 2.1: The ratio of boundary error for consecutive number of basis functions for a
configuration consisting of a perfect conductor with a circular boundary and X = .1, X =
.5 and X = 1
N X = .1 X = .5 X = 1
10 0.79381 0.79048 0.72711
20 0.79989 0.79886 0.79480
30 0.79998 0.79962 0.79835
40 0.79999 0.79982 0.79923
50 0.80000 0.79989 0.79956
60 0.80000 0.79993 0.79972
70 0.80000 0.79995 0.79980
80 0.80000 0.79996 0.79985
Figure 2.11: An example of Eincz ,E
scat
z , and Ez for an electromagnetic wave propagation
through a configuration consisting of a perfect conductor with an elliptical boundary sur-
rounded by vacuum with X = 1
2.9.2 Perfect conductors: ellipse
In this example, we simulate Ez for an electromagnetic wave propagating through a
configuration consisting of a single perfect conductor with an elliptical boundary, and sur-
rounded by vacuum, see Figure 2.11. The ratio of boundary error from the computer model
for consecutive terms for the three X values, Table 2.2 is virtually constant and about .8.
This implies that the error is converging exponentially to 0 as postulated. The table in Ap-
pendix B shows that the far-field of Ez for all three X values are converging in the forward
and backward directions. Figure 2.12 are the plots of the absolute value of the Ez far-field
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Table 2.2: The ratio of boundary error for consecutive number of basis functions, N , for a
configuration consisting of a single perfect conductor with an elliptical boundary surrounded
by vacuum, for X = .1, X = .5 and X = 1
N X = .1 X = .5 X = 1
10 0.80076 0.79984 0.75564
20 0.79989 0.79894 0.79852
30 0.79996 0.79950 0.79786
40 0.79998 0.79976 0.79896
50 0.79999 0.79986 0.79942
60 0.79999 0.79991 0.79963
70 0.80000 0.79994 0.79975
80 0.80000 0.79995 0.79982
for the three X values and 80 basis functions.
2.9.3 Perfect conductors: square
Table 2.3: The ratio of consecutive terms of the boundary error for a configuration consisting
of a single perfect conductor with a square boundary surrounded by vacuum for X = 0.1,
X = 0.5, and X = 1
N X = .1 X = .5 X = 1
10 0.85086 0.71702 0.71252
20 0.67045 0.67512 0.67433
30 0.66425 0.66337 0.66533
40 0.65705 0.65773 0.65693
50 0.65789 0.70483 0.78501
In this example, we simulate Ez for an electromagnetic wave propagating through a
configuration consisting of a single perfect conductor with a square boundary Figure 2.13 for
all three X values and for N ranging from 5 to 80 by 1 inside each subdomain. The ratio in
Table 2.3 are converging to somewhere between 0.7 and 0.6 for X = 0.1 and X = 0.5. For
X = 1, however, it seems that as the last term would indicate, the ratio is not converging,
but after about 10 basis functions, the log plot of the error is linear, except for the last few
entries Figure 2.14. This is because the convergence for polygons is only exponential up to
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(a) X = .1
(b) X = .5 (c) X = 1
Figure 2.12: The three plots are of the absolute value of the Ez far-field for a configuration
consisting of one perfect conductor with an elliptical boundary surrounded by vacuum for
80 basis functions with X = 0.1, 0.5, and 1
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Figure 2.13: An example of Eincz ,E
scat
z , and Ez for an electromagnetic wave propagating
through a configuration consisting of a perfect conductor with square boundary and a diam-
eter of one surrounded by vacuum for 80 basis functions, with X = 1
a certain point, at which the boundary error then tapers out and begins to decrease at a
much slower rate or possibly even slightly increases [6]. For this example, that point was not
reached until the boundary error was on the order of 10−7.
The far-field tables in Appendix C show that for these three problems the far-fields of
Ez are converging in the forward and backward directions. Figure 2.15 shows the absolute
value of Ez for the three X values and 80 basis functions.
2.9.4 Perfect conductors: dented circle
We simulate Ez for an electromagnetic wave propagating through a configuration consist-
ing of a single perfect conductor with a boundary consisting of a dented circle, is surrounded
by vacuum, for three X values and N from 1 to 80. The incident wave enters at an angle of
zero, see Figure 2.16. The ratio of boundary error terms Table 2.4 are a non-constant ratio;
the error between consecutive terms may even increase slightly. This table does not suggest
that the boundary error is decreasing at an exponential rate. However, the plots of the ratio
of the error terms are fairly constant and slightly below one with a secondary step pattern
as evident in Figure 2.17. This is because the parametrization of the dented circle has two
distinct mappings based on the value of t ∈ [0, 1],
f(t) =
{
e2πit, .25 ≤ t < .75,
1
1.5
(1 + .5(1 + cos(4πt+ π)))e2πit, otherwise.
(2.128)
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(a) X = .1
(b) X = .5 (c) X = 1
Figure 2.14: The three plots of the boundary error, E(N) for a configuration consisting of
one square bounded perfect conductor surrounded by vacuum for X = 0.1, 0.5, and 1 values.
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(a) X = .1
(b) X = .5 (c) X = 1
Figure 2.15: The three plots of the absolute value of the Ez far-field for a configuration
consisting of one square bounded perfect conductor surrounded by vacuum with 80 basis
functions inside each subdomain for X = .1, .5, 1.
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Figure 2.16: An example of simulated Eincz , E
scat
z , and Ez for an electromagnetic wave prop-
agating through a configuration consisting of a perfect conductor with a boundary consisting
of a dented circle with a radius of one surrounded by vacuum with X = 1
Table 2.4: The ratio of boundary error for consecutive terms for a configuration consisting
of a single perfect conductor with a dented circular boundary of radius one surrounded by
vacuum for X = .1, X = .5 and X = 1
N X = .1 X = .5 X = 1
10 1.03917 0.86397 0.62723
20 0.86348 0.84362 0.81697
30 1.08349 1.01547 0.93879
40 0.94514 0.94302 0.92920
50 0.82895 0.83809 0.86395
60 1.15224 1.03679 0.95032
70 0.92926 0.96736 0.99797
80 0.81342 0.86568 0.87336
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(a) X = .1
(b) X = .5 (c) X = 1
Figure 2.17: The three ratios of consecutive terms in the boundary error,E(N + 1)/E(N),
for a configuration consisting of one dented circular bounded perfect conductor surrounded
by vacuum for X = .1,.5 and 1.
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The charge points that are obtained by scaling down this shape by .8, do not keep a uniform
distance in all regions from the original parametrization ( Figure 2.18). In Appendix D
Figure 2.18: Points lying on the parametrization of a dented circle with radius one and points
lying on the corresponding charge point curve.
we show that the far-fields of Ez for all three X values are converging in the forward and
backward directions. Figure 2.19 shows the absolute value of the Ez far-field for all three X
values and 80 basis functions.
2.9.5 Perfect conductors: 100 circles
In this example we use our model to simulate Ez for electromagnetic wave propagation
through a configuration. The configuration consists of 100 perfect conductors with bound-
aries consisting of circles of radius one, within a box whose proportion spacing is 0.2, see
Figure 2.20. The ratio of the boundary error, E(10j)/E(10(j − 1)) for j = 2, . . . 8 for
X = 10, 20, and 25 with the basis functions for each circle ranging from 10 by 10 to 80 are
in Table 2.5. The ratio is fairly constant and E(10j)/E(10(j− 1)) ≈ .107 although the ratio
does appear to be still slowly increasing but at a decreasing rate for all three X values. This
implies that the rate of convergence is exponential, and E(N) = O(C−αN). We plot the log
plot of the errors in Figure 2.21 and the linear nature of these plots also suggest that the
boundary error is decreasing exponentially.
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(a) X = .1
(b) X = .5 (c) X = 1
Figure 2.19: The three absolute far-field plots of Ez for a configuration consisting of one
dented circle surrounded by vacuum for X = 0.1, 0.5 and 1 with 80 basis functions
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Figure 2.20: An example of Eincz , E
scat
z , and Ez for an electromagnetic wave propagating
through a configuration consisting of 100 perfect conductors with circular boundaries sur-
rounded by vacuum where every object has 10 basis functions for X = 10
The absolute value of the far-fields of Ez are converging to Figure 2.22, which we show
for both the real and imaginary parts in the forward and back scattering tables in Appendix
E, for all three X values.
2.9.6 Perfect conductors: mixed circles and ellipses
In this example, we simulate Ez for an electromagnetic wave propagating through a
configuration of 100 perfect conductors. They have boundaries consisting of a mix of ellipses
and circles see Figure 2.23 for the three X values. Basis functions are looped over from 10
to 80 by 10. For the three X values, 10 ,20, 25, we give the ratio of consecutive boundary
terms in Table 2.6. For these values, the ratio is between .10710 and .10783 and is fairly
constant.
In Appendix F it is evident that the far-field for Ez is converging in the forward and
backward directions. Figure 2.24 is of the absolute value of the Ez far-field for all three
X values. The far-fields themselves have very strong forward and backward scattering, but
very weak scattering in other directions.
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Table 2.5: The ratio of boundary Error terms, E(10(j))/E(10(j − 1)), for a configuration
consisting of 100 perfect conductors with a boundary consisting of circles of radius one
surrounded by vacuum for for X = 10, 20, 25
N X = 10 X = 20 X = 25
20 0.10201 0.11240 0.26280
30 0.10513 0.09918 0.16187
40 0.10645 0.10327 0.10218
50 0.10689 0.10527 0.10392
60 0.10708 0.10611 0.10533
70 0.10718 0.10653 0.10602
80 0.10723 0.10678 0.10642
Table 2.6: The ratio E(10j)/E(10(j − 1)) for a configuration consisting of 100 perfect
conductors with a boundary consisting of a mix of circles and ellipses for X = 10, 20, 25
N X = .1 X = .5 X = 1
20 0.09957 0.11633 0.23133
30 0.10593 0.09764 0.18506
40 0.10632 0.10235 0.12159
50 0.10710 0.10712 0.10533
60 0.10783 0.10785 0.10680
70 0.10713 0.11132 0.10668
80 0.10769 0.10628 0.10994
47
(a) X = 10
(b) X = 20 (c) X = 25
Figure 2.21: The three plots show the log plot of the Error for N = 10 to 80 basis functions
per circle for a configuration of 100 perfect conductors with circular boundaries with radius
one surrounded by vacuum, for the three X = 10, X = 20, X = 25
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(a) X = 10
(b) X = 20 (c) X = 25
Figure 2.22: The absolute value of the Ez far-field plots for a configuration consisting of 100
perfect conductors with circular boundaries of radius one surrounded by vacuum with 80
basis functions per circle for X = 10, X = 20, X = 25.
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Figure 2.23: An example of Eincz , E
scat
z , and Ez for an electromagnetic wave propagating
through a configuration consisting of 100 perfect conductors with boundaries consisting of
a mix of circles and ellipses and surrounded by vacuum for X =1, where every circle and
ellipse has 10 basis functions
2.9.7 Perfect Conductors: Mixed Circles, Ellipses, and Squares
In this example, we calculate Ez for an electromagnetic wave propagating through a
configuration. The configuration consists of perfect conductors with boundaries consisting
of ellipses, squares, and circles and surrounded by vacuum, ( Figure 2.25) for X = 10, 20
and 25, and N ranging from 10 to 80 by 10. The entries in Table 2.7 show that from about
N = 50 to N = 70 the ratio again seems to be nearly constant and around the value .107.
Again the slight increase for N = 80 in all three different problems suggests that before
N = 80, the rate of decrease in value of E(N) to 0 is exponential, but at N = 80 the rate of
decrease is beginning to slow down.
The log plots in Figure 2.26 show that the convergence appears to be very linear and is
further evidence of exponential decay. Furthermore, the log plots show that at worst, the
convergence rate begins to taper off after a tolerance of 10−5 has been met.
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(a) X = 10
(b) X = 20 (c) X = 25
Figure 2.24: The three plots show the absolute value of the far-field of Ez for a configuration
of 100 perfect conductors with a boundary consisting of a mix of circles and ellipses with N
= 80 for X = 10, 20, 25
51
Figure 2.25: An example of Eincz , E
scat
z , and Ez for an electromagnetic wave propagating
through a configuration consisting of 100 perfect conductors with a mix of circles, squares,
and ellipses for boundaries surrounded by vacuum for 10 basis functions per object and X
= 10
The tables in Appendix G show that for the forward and backward direction, the Ez far-
fields are converging. The absolute value for the Ez far-fields all share the same characteristic
of strong forward and backward scattering, but weak scattering from other angles; however,
there is more prominent scattering for angles around 120, and 240 degrees, see Figure 2.27.
2.9.8 Perfect conductors: mixed circles, ellipses, dented circles and squares
In this example, Ez is found for an electromagnetic wave propagating through a con-
figuration of 100 perfect conductors. They have boundaries consisting of circles, ellipses,
squares, and dented circles in vacuum, see Figure 2.28, for N = 10 to 80 by 10 and X = 10,
20, and 25. As Table 2.8 shows, up to at least 50 basis functions, the ratio between terms is
fairly constant and provides evidence of exponential decay. Then at N = 60, the ratio begins
to grow and the rate at which the boundary error decreases to zero begins to decrease, see
Figure 2.29.
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Table 2.7: The ratio, E(10j)/E(10(j − 1)) ∀j = 2 . . . 8 for a configuration of 100 perfect
conductors with a boundary consisting of circles, ellipses and squares lying in vacuum.
N X = 10 X = 20 X = 25
20 0.08003 0.10900 0.23654
30 0.10337 0.09753 0.15908
40 0.10638 0.10299 0.10435
50 0.10691 0.10611 0.10643
60 0.10716 0.10685 0.10663
70 0.10724 0.10634 0.10545
80 0.11241 0.11195 0.11076
Table 2.8: The ratio, E(10j)/E(10(j − 1)) ∀j = 2 . . . 8, for a configuration of 100 per-
fect conductors with boundaries consisting of circles, ellipses, squares, and dented circles in
vacuum.
N X = 10 X = 20 X = 25
20 0.09884 0.11501 0.23694
30 0.10595 0.15545 0.18947
40 0.10731 0.19638 0.25202
50 0.11162 0.10943 0.26938
60 0.12484 0.11202 0.51251
70 0.47334 0.23770 0.59504
80 0.22431 0.33681 0.66359
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(a) X = 10
(b) X = 20 (c) X = 25
=
Figure 2.26: Log plots of E(N) for N = 10, 20, . . . , 80 for a configuration of 100 perfect
conductors with a boundary consisting of circles, ellipses, and squares in vacuum for X =
10, 20 and 25
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(a) X = 10
(b) X = 20 (c) X = 25
Figure 2.27: The absolute value of the Ez far-field for a configuration of 100 perfect conduc-
tors with a boundary consisting of a mix of circles, ellipses and squares in vacuum for N =
50 and X = 10, 20 and 25
55
Figure 2.28: An example of Eincz , E
scat
z , and Ez for an electromagnetic wave propagating
through a configuration consisting of 100 perfect conductors with a boundary consisting of
circles, squares, ellipses, and dented circles in vacuum for N = 10 and X = 10
While the error may exhibit poor convergence, the tables in Appendix H provide evidence
that the forward and backward directions of the Ez far-fields are converging for the X values.
Figure 2.30 shows the absolute value of the Ez far-field for the three X values and N = 50.
2.10 Example of mixed perfect conductors and dielectrics
In this example, Ez is calculated for a configuration of nine objects with one of them being
a perfect conductor with a square boundary and the others being circles and ellipses with
ε = 2, µ = 1, and σ = 0 in vacuum for X = 10, N = 80 see Figure 2.31. The configuration
has a .2 proportion spacing of the bounding box with 10 wavelengths within the box that
contains all the obstacles.
The decrease in Figure 2.32 of the boundary error is linear after N = 10 and so the error
is decaying exponentially. However the error is decaying at a slow rate, since for N = 80 the
error has not dropped below the 10−3 tolerance level.
Looking at the far-field table below, we see that the Ez far-field is converging in the
forward and backward direction Table 2.9. Figure 2.33 is the polar plot for the absolute
value of the Ez far-field.
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(a) X = 10
(b) X = 20 (c) X = 25
Figure 2.29: Log plots of E(N) for N = 10, 20 . . . 80 for X = 10, 20 and 25 for a configuration
of 100 perfect conductors with boundaries consisting of circles, ellipses, squares, and dented
circles in vacuum.
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(a) X = 10
(b) X = 20 (c) X = 25
Figure 2.30: The absolute values of the Ez far-field for a configuration of 100 perfect con-
ductors with boundaries consisting of circles, ellipses, squares, and dented circles in vacuum
N = 50 and X = 10, 20 and 25.
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z , and Ez for an electromagnetic wave propagating through
a configuration of nine objects with one of them being a perfect conductor with a square
boundary and the others being circles and ellipses with ε = 2, µ = 1, and σ = 0 in vacuum
for X = 10, N = 80.
2.11 Parallel aspects of computer model
The parallel aspects of the computer model are restricted to the construction of the
matrix A and the vector ~b for the least squares problem. We allocate to each core a certain
number of smoothly bounded objects and squares. Then each core sets up the rows of A and
~b corresponding to the quadrature points on the boundaries of those objects that have been
allocated to that core. The core then sends those rows to the master core that constructs
A and b, and solves the linear system. MPI send and receive is used to send each portion
of A and ~b from each core to the master core. In addition, MPI gather is used to send the
number of rows for which every core has evaluated the basis functions, see Figure 2.34.
2.11.1 Load balance
We load balance the model by separating squares and objects with smooth boundaries
and then dividing the number of smooth objects between cores and giving each cores whose
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Figure 2.32: The log plot of boundary error for a configuration of nine objects with one of
them being a perfect conductor with a square boundary and the others being circles, and
ellipses with ε = 2, µ = 1 and σ = 0 in vacuum for X = 10, N = 80.
Table 2.9: The real and imaginary values of the Ez far-field pattern for the configuration of
nine obstacles in the direction and opposite of propagation (d and −d) of this incident wave.
k = 8.38 N ReFar(d) ImFar(d) ReFar(−d) ImFar(−d)
10 -5.551219575 3.659382154 -0.210643317 -0.890726994
20 -5.518151588 4.764341969 1.566944600 -1.041608777
30 -5.853648231 2.855880095 2.049478726 0.059814810
40 -5.796569359 2.846353387 1.810578562 -0.006646794
50 -5.784424299 2.849278941 1.791571338 -0.006422293
60 -5.784053048 2.849270294 1.790998836 -0.006491700
70 -5.784044827 2.849269928 1.790985592 -0.006492268
80 -5.784044641 2.849269839 1.790985238 -0.006492361
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Figure 2.33: The absolute value for the Ez far-field for a configuration of nine objects with
one of them being a perfect conductor with a square boundary and the others being circles,
and ellipses with ε = 2, µ = 1 and σ = 0 in vacuum for X = 10, N = 80.
rank is less than the remainder one more smooth object. Square objects are divided between
the last cores whose total number of cores minus that cores rank is less than the number
of squares. If the number of cores is greater then the number of squares, then at maximum
a core will have only one square. In addition, because squares are allocated out from the
highest rank to the lowest and circles are allocated out from the lowest ranks to the highest,
if the number of cores is large, then it is unlikely for a core to get one of the remaining circles
and a square.
2.11.2 Performance
We apply the computer model to the same lattice structure of 100 perfect conductors
with boundaries consisting of circles, ellipses and squares as in Section 2.9.7. This is done
on 1, 24 ,36, 48, 60 number of Colorado School of Mines, MIO cores with the number of
basis per object varying from N = 10 by 10 to 80. We record the time it takes to set up the
matrix for each of the separate 8 runs and then add together the run time for all 8 times,
denoted as T (P ) where P is number of cores. Using 60 cores, the algorithm is 25 times faster
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Figure 2.34: The steps taken by every core when calculating the coefficients that minimize
‖A~c−~b‖22
than it was on one core see Table 2.10. The efficiency for 24 cores is 0.9440, and even after
doubling the number of cores the efficiency is still about 0.6. In all, even as the number of
cores increase, the efficiency is better than 1
ln(p)
.
Table 2.10: The values of T (P ) along with the speed up and efficiency for the high perfor-
mance aspects of the model for a configuration of 100 circles, ellipses, and squares all perfect
conductors for P = 1, 12, 24, 36, 48, 60 processors
P = 1 P = 24 P = 36 P = 48 P = 60
T(P) 2.90e+ 03 128.18 117.91 101.13 113.83
speed up 22.6566 24.6291 28.7168 25.5110
Efficiency 0.9440 0.6841 0.5983 0.4252
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CHAPTER 3
INVERSE MULTIPLE PARAMETER COMPUTER MODELS
In this chapter we focus on parameter estimation techniques for far-field patterns from
a single incident wave. The first part of this chapter will be focused on the parameter
estimation method in use by the P-23 LANL group. This will include an analysis of the
method, and an analysis of a new variant of the method that can circumvent some of the
assumptions of the method. Then we focus on two deterministic location schemes and
variations of each scheme.
3.1 Inverse acoustic scattering problem, assumptions, and definitions
We restrict incident waves to be time-harmonic plane waves of the form,
uinc(x) := eikx·d, x ∈ R2. (3.1)
We denote the set of all scatterers in a configurations as O, and we let Ω denote the union
of all scattering object domains. In addition, we assume that all obstacles are homogeneous
media with the same known refractive index of ν. Thus the configuration of scatterers can
be characterized by O = (Ω, ν).
The total field, u, satisfies the scalar Helmholtz equation,
∆u(x) + k2u(x) = 0 x ∈ R2 \ ∂Ω. (3.2)
where k = 2π
λ
if x ∈ R2 \ Ω and k = 2π
λ
√
ν if x ∈ Ω. u also satisfies the ‘jump’ boundary








If we recall from Chapter 2, solving this problem is sufficient for finding the TM and TE
solutions of the electromagnetic field. The scattering field is a solution to the Helmholtz
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equation that satisfies the Sommerfield radiation condition, and thus exhibits the following









, x̂ ∈ S, (3.4)
where u∞(x̂) is the far-field pattern. In order to distinguish the far-field patterns imposed by
different configurations of scatterers, O, we further denote the far-field pattern as u∞(O, x̂)
or in some cases where it is appropriate to do so we will denote the far-field pattern as
u∞(Ω, x̂). Let F (O, x̂) be the mapping from the configuration of scattering obstacles to the
far-field pattern in the x̂ direction. The overall inverse scattering problem is formulated as
inverting the operator equation,
F (O, x̂) = u∞(Ω, x̂), (3.5)
which is non-linear and ill-posed [4].
3.2 Reduced chi-square minimization inversion parameter estimation method
In this section, we analyze the reduced chi-square minimization method in use by Dr.
Schauer and the P-23 LANL group. The method estimates the number of objects and the
average radius of objects within a two-dimensional configuration of scatterers at a given
time, based on light-wave scattering. This technique has two assumptions. The first is that
the intensity far-fields for each object within a configuration are linear. The second is that
all objects are spheres. In this section, we include descriptions of the Mie scattering series
computer model that the method utilizes, the reduced chi-square minimization parameter
estimation technique, and how we modify the method for two-dimensions. We then give
numerous examples using the reduced chi-square minimization technique in two-dimensions
for simulation data, including examples when the two assumptions are not satisfied. Next,
we slightly modify the two-dimensional method so that the two assumptions are no longer
necessary. We give examples for this modification, and we conclude by analyzing how well
the methods perform in differing scenarios.
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3.3 An overview of the reduced chi-square minimization inversion method
The reduced chi-square minimization parameter estimation method uses both a Mie
scattering series computer model for developing the differential scattering cross sections of
possible fitting models, and the reduced chi-square minimization technique for selecting the
model with the highest probability of generating the differential scattering cross sections of
the data [1].
3.3.1 Mie scattering series computer model
The Mie scattering series is an analytic series solution for electromagnetic waves inter-
acting with a sphere, see [3, Ch.3]. The Mie scattering series computer model calculates
the differential scattering cross-sections for a single sphere scattering a .638µm laser at the
sensor angles listed in section 1.1, with respect to the direction of the laser propagation.
In the parameter estimation method for the LANL experiments, we calculate 31 differential
scattering cross-sections for single spheres where each sphere has a radius ranging from .3
to 1.8 by 0.05 and a refractive index of 2.2 + 5.4i. Then for each sphere, we calculate the
differential scattering cross-sections at each sensor angle for 221 possible configurations of n
number of spheres ranging from 5 to 1600 by 5, by multiplying the differential scattering cross
sections of each sphere by n. We make the assumption that all objects in the configuration
are spheres by only including fitting models with spheres. We also make the assumption that
the differential cross sections of the spheres are additive when we multiply the differential
scattering cross-section for a single sphere by n. More precisely for this method, let the finite
sets,
R = {rj| j = 1, . . . ,MR} and N = {nj| j = 1, . . . ,MN}, (3.6)
be correspondingly the set of all possible radius and number of objects for the fitting config-
uration, where MR and MN are the corresponding number of elements. We define the fitting
configuration of scatterers as,
Ofit(r, n) := {Ofit` (r)| ` = 1, . . . , n}, (r, n) ∈ R×N, (3.7)
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where each Ofit` (r), ` = 1, . . . , n is a sphere with radius r. The intensity of the far-field
pattern is approximated as,
|u∞(Ofit(r, n), x̂)|2 ≈ n|u∞(Ofit1 (r), x̂)|2, (r, n) ∈ R×N, x̂ ∈ S2 (3.8)
3.3.2 Reduced chi-square minimization method
The reduced chi-square value is often used to measure goodness-of-fit of a model to data.
Minimizing the reduced chi-square value is done to find the best fitting model from a set
of fitting models and in so doing, estimate parameters. The experimental 11 × 12 matrix
far-field intensity data Dij, i = 1, . . . , 11, j = 1, . . . , 12 from the P-23 LANL group was
based on measurements at the 12 distinct sensor angles in 1.1, φj j = 1, . . . , 12 at each of
the 11 short-time periods ti = t0 + (i− 5)∆t for i = 0, . . . , 10 with ∆t = 0.0025. Because of
the LANL group’s choice to use a time-harmonic (and hence time-independent) frequency
domain inversion model, the LANL group chose to use an average for the time-independent
single column data as the observed data in the reduced chi-square fitting routine. For reasons
of practicality the group incorporated an extra term into the standard deviation to better
suit the reduced chi-square method. More precisely, the problem reduces to finding the






(Dj − |u∞(Ofit(r, n), X̂j)|2)2
σ2j
, (r, n) ∈ R×N, (3.9)
where Dj =
∑11
i=1Dij/11 is the average far-field pattern intensity for the sensor at angle
φj, j = 1, . . . , 12, and X̂j := cos(φj )̂i+ sin(φj)ĵ + 0k̂, j = 1, . . . , 12 is the point on the unit




j is the perturbed










is the unbiased sample variance of the 11 time samples, and R ×N is the parameter space
defined in (3.6). Since we are estimating two parameters using twelve observations the
degrees of freedom is ten which is in the denominator of (3.9). We assume that the observed
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far-field pattern data measured at various sensor angles are independent.
3.3.3 Two-dimensional reduced chi-square parameter estimation method
For the purposes of attaining a two-dimensional, reduced chi-square minimization, pa-
rameter estimation technique, we replace the Mie scattering series computer model with the
forward light-scattering two-dimensional computer model described in Chapter 2. We retain
the same assumptions of the three-dimensional method by using the forward light-scattering
model for a single object with a circular boundary, and by multiplying the intensity of the
far-field by the number of objects within a fitting model to approximate the intensity of the
far-field pattern induced by each fitting model.
3.3.4 Far-field simulation data
We construct simulation two-dimensional intensity far-field data for the purposes of an-
alyzing and developing light-scattering inversion techniques. To match the experimental set
up as much as possible, these configurations have the following characteristics,
• The wavelength of incident wave is λ = 0.638µm.
• Objects in a configuration have a random speed and direction of movement, unless
otherwise specified.
• Each configuration has 11 time steps outlined in section 3.3.2 with a time step size of
0.0025µs.
• The refractive index of any object in a configuration that is not a sound-soft obstacle
is 2.2 + 5.4i .
• Obstacles in the configuration have circular, elliptical, square or dented circular bound-
aries.
For multiple objects the far-fields are highly oscillatory, numerous example of which can
be seen in Chapter 2. We, therefore, take averages over 2001 uniformly-spaced angles in the
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intervals ±5 degrees around each sensor-angle for the simulation intensity far-field data.
3.3.5 Intensity of scattering field
In the three-dimensional and two-dimensional reduced chi-square minimization parameter
estimation method, we make the assumption that the intensity of the far-field is linear. If we
assume the scattering field from N objects is the linear combination of the scattering fields





where uscati , i = 1, . . . , N is the scattering field induced by a configuration consisting of only



























where (3.13) is the intensity of the interactions of the scattering fields, and (3.12) is the
intensity of the scattering field that is not caused by the interaction of objects. In the reduced
chi-square minimization fitting method, we assume the interaction terms are negligible. If
the spacing between all two neighboring objects is large relative to the wavelength of the
incident wave, then this is not an unreasonable assumption to make since the scattering field
from each object satisfies the Sommerfield radiation condition.
68
3.4 Examples for the reduced chi-square minimization method with varying
spacing
To estimate how much spacing is necessary for the reduced chi-square minimization
method, we use the method on configurations that consist of 25 sound-soft obstacles, equally
spaced, δ wavelengths apart. Each obstacle has a circular boundary of radius one and is non-
moving.
Figure 3.1: Minimum reduced chi-square values for simulation far-field data of configurations
with a plane wave as an incident wave. The configurations consist of 25 sound-soft obstacles.
They are equally spaced, δ wavelengths apart, in a row parallel to the direction of propagation
of the incident wave. Each obstacle has a circular boundary of radius one and is non-moving.
The example for Figure 3.1-Figure 3.2, we place all objects in a row, parallel to the
direction of propagation of the incident plane wave. As seen in Figure 3.4, the intensity
of the far-field is strongest in this direction. As a result, there is more interaction between
objects for configurations of this kind than any other. The oscillating behavior is caused
by local minima in the approximation of the parameters, see Figure 3.2 and Figure 3.3.
The overall pattern shows that the minimum reduced chi-square value is decreasing as the
amount of spacing increases, see Figure 3.1.
The example for Figure 3.5-Figure 3.7, the 25 objects are all placed in a column, per-
pendicular to the direction of propagation of the incident wave, see Figure 3.8. The reduced
chi-square values decrease quickly and a nearly everywhere lower than the values for the
parallel row example. The spacing required for the same level of accuracy is less than that
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Figure 3.2: Number of objects of the fitting model with the minimum reduced chi-square
values for simulation far-field data of configurations with a plane wave as an incident wave.
The configurations consist of 25 sound-soft obstacles. They are equally spaced, δ wavelengths
apart, in a row parallel to the direction of propagation of the incident wave. Each obstacle
has a circular boundary of radius one and is non-moving.
Figure 3.3: Average radius of the fitting model with the minimum reduced chi-square values
for simulation far-field data of configurations with a plane wave as an incident wave. The
configurations consist of 25 sound-soft obstacles. They are equally spaced, δ wavelengths
apart, in a row parallel to the direction of propagation of the incident wave. Each obstacle
has a circular boundary of radius one and is non-moving.
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Figure 3.4: The incident wave field, the scattering field, and the full-field for two sound-soft
obstacles, with a circular boundary. They are placed in a row, parallel to the direction of
propagation.
Figure 3.5: Reduced chi-square values for simulation far-field data of configurations with
a plane wave as an incident wave. The configurations consist of 25 sound-soft obstacles
equally spaced δ wavelengths apart, in a row perpendicular to the direction of propagation
of the incident wave. Each sound-soft obstacle has a circular boundary of radius one and is
non-moving.
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Figure 3.6: Number of objects of the fitting model with the minimum reduced chi-square
value for simulation far-field data of configurations with a plane wave as an incident wave.
The configurations consist of 25 sound-soft obstacles equally spaced δ wavelengths apart, in
a row perpendicular to the direction of propagation of the incident wave. Each sound-soft
obstacle has a circular boundary of radius one and is non-moving.
Figure 3.7: Average radius of objects estimate for configurations consisting of 25 sound-
soft obstacles. They are equally spaced δ wavelengths apart, in a row perpendicular to
the direction of propagation of the incident wave. Each sound-soft obstacle has a circular
boundary of radius one and is non-moving.
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required for obstacles aligned parallel to the incident wave for all δ values, see Figure 3.6
and Figure 3.7.
Figure 3.8: The incident wave field, the scattering field, and the full-field for two sound-
soft obstacles with circular boundaries. They are placed in a column, perpendicular to the
direction of propagation.
3.5 Examples of the reduced chi-square minimization method with randomly
spaced circles
The amount of spacing necessary in the direction perpendicular to the incident wave
direction is much smaller than the parallel direction for the same level of accuracy. As a
result, the likelihood of two neighboring objects lying in a geometry where the scheme will
give poor results appears to be small. We use the fitting method for simulation far-field data
of configurations. The configurations consist of 100 sound-soft obstacles. All sound-soft
obstacles have a circular boundary of radius one, are not moving, and have a random center
within a rectangle. The rectangle has a width of 50mm in the direction of propagation of
the incident wave and a length of δµm. In Figure 3.9, we give the reduced chi-square values
of the fitting models with the minimum reduced chi-square value. In Figure 3.10, we provide
the number of objects for the fitting models with the minimum reduced chi-square value for
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Figure 3.9: The reduced chi-square values of the fitting model with the minimum reduced chi-
square value for simulation far-field data of configurations with a plane wave as an incident
wave. The configurations consist of 100 sound-soft obstacles. All sound-soft obstacles have
a circular boundary of radius one, are not moving, and have a random center within a
rectangle. The rectangle has a width of 50mm in the direction of propagation of the incident
wave and a length of δµm.
Figure 3.10: The number of objects of the fitting model with the minimum reduced chi-
square value for simulation far-field data of configurations with a plane wave as an incident
wave. The configurations consist of 100 sound-soft obstacles. All sound-soft obstacles have
a circular boundary of radius one, are not moving, and have a random center within a
rectangle. The rectangle has a width of 50mm in the direction of propagation of the incident
wave and a length of δµm.
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Figure 3.11: The average radius for objects of the fitting model with the minimum reduced
chi-square value for simulation far-field data of configurations with a plane wave as an inci-
dent wave. The configurations consist of 100 sound-soft obstacles. All sound-soft obstacles
have a circular boundary of radius one, are not moving, and have a random center within a
rectangle. The rectangle has a width of 50mm in the direction of propagation of the incident
wave and a length of δµm.
varying δ. In Figure 3.11 we give the average radius estimates for the fitting models with the
minimum reduced chi-square value. The minimum spacing in the perpendicular direction
for the minimum chi-squared value to be below the α = 0.1 level is approximately 800µm.
We use the reduced chi-square fitting routine for simulation far-field data of configura-
tions consisting of differing numbers of stationary sound-soft obstacles. Each obstacle has a
circular boundary of radius one, and a random center within a box of size 50mm by 0.8mm.
There is a very linear pattern in Figure 3.12. The only fit that has a reduced chi-square
value below the α = 0.1 level is that for the 100 object configuration. If this pattern holds
for larger numbers of objects, then the maximum number of objects that may be present
in any random configuration is about 439 before the fits become significant at the α = .01
level. Figure 3.13 contains the number of objects of the fitting model with the minimum
reduced chi-square value. The numbers of objects for the best-fitting model have a fairly
linear progression but with a slope of about 1/2 and a y-intercept of 90. This means that
the approximations are only off by 10 objects for a configuration of 100 objects but become
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more inaccurate as the number of objects increases. Figure 3.14 contains the average radii
of the best-fitting models which are all about 0.9.
Figure 3.12: The reduced chi-square values of the fitting model with the minimum reduced
chi-square value for simulation far-field data of configurations consisting of differing numbers
of stationary sound-soft obstacles. Each sound-soft obstacle has a circular boundary of radius
one and a random center within a box of size 50mm by 0.8mm.
3.6 A modification of the reduced chi-square minimization parameter estima-
tion method
We modify the reduced chi-square minimization method by changing the configurations
for the fitting models. Instead of calculating the far-field for a single object with a circular
boundary and assuming the electric scattering fields of multiple objects do not interact,
we use the forward scattering model to calculate the far-field for configurations consisting
of multiple objects directly. We also include fitting models for configurations that contain
objects with boundaries that are circular, square, dented circular, or elliptical. For the
construction of these configurations, we place all the objects in a lattice structure within a
rectangle of predefined boundaries. For instance, if the rectangle has a width of W in the
direction of propagation for the incident wave and a length of L defined by the experimental
setup, and we have n ∈ N objects of radius r ∈ R in the fitting model, then we place
n1 = b
√
nc objects, spaced W−2n1r
n1




n − n1n2 6= 0 (then we space the rows W−2n2rn2+1 apart). If n − n1n2 6= 0 then we only place
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Figure 3.13: The number of objects of the fitting model with the minimum reduced chi-
square value for simulation far-field data of configurations with a plane wave as an incident
wave. The configurations consist of differing numbers of stationary sound-soft obstacles.
Each sound-soft obstacle has a circular boundary of radius one and a random center within
a box of size 50mm by 0.8mm.
Figure 3.14: The average radius of the fitting model with the minimum reduced chi-square
value for simulation far-field data of configurations with a plane wave as an incident wave.
The configurations consist of differing numbers of stationary sound-soft obstacles. Each
sound-soft obstacle has a circular boundary of radius one and a random center within a box
of size 50mm by 0.8mm.
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n−n1n2 objects in the last row. We now are no longer approximating the intensity far-field
pattern for the fitting configurations as,
n|Ofit1 (r)|2, (3.14)
and so no longer is the linearity assumption for the far-field pattern required. In addition each
Ofit` (r), ` = 1, . . . , n no longer needs to be a disk, but can now have a differing shape. For
these fitting models we do however keep the shape of all scatterers in a fitting configuration
constant.
3.7 Examples of the modified reduced chi-square minimization method with
varying number of obstacles
In the previous examples, we have used obstacles with sound-soft boundaries because
they are equivalent to perfect conductors for electromagnetic scattering and because they
are computationally inexpensive. Therefore, we were able to use a large number of obstacles
when analyzing the reduced-chi-square method. However, for comparison of this modified
fitting method with the un-modified fitting method, we use two-dimensional configurations
consisting of obstacles with a refractive index of 2.2 + 5.4i. Furthermore the configuration is
within a rectangle with width 5mm and length 80µm. The configurations consist of obstacles
with circular boundaries, that are moving at a random speeds between 90m/s to 110m/s in




, and have random radii ranging from 0.9 to 1.1. With regards
to the following results it is important to know that the step size in number of objects for
the lattice configurations is 5, which gives the number of objects estimates a step structure.
In Figure 3.15, the reduced chi-square values stay low for the modified method, around
.5. In Figure 3.16, we see that the number of objects estimates are more accurate for the
modified method and do not begin to diverge as the number of objects within the box
increases. In addition Figure 3.17 shows that the mean radius estimates are comparable for
both methods.
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Figure 3.15: Reduced chi-square for both routines for configurations consisting of varying
number of obstacles with a refractive index of 2.2 + 5.4i. Each obstacle has a circular
boundary of radius between .45 and .55, and random velocity with speed between 90 and




Re-running the above simulations but with 10% Gaussian noise added to the far-field
data, we see that except for a few outliers, the reduced chi-square values do not change
significantly, see Figure 3.18. In fact, the parameter estimates are fairly invariant to the
addition of 10% noise as well, see Figure 3.19 and Figure 3.20.
3.8 Gaussian Noise
We add 10% Gaussian noise to the intensity of the simulated far-field pattern in the
following manner. Let Ω be the unknown configuration of scatterers, and let Di be the
average intensity of the far-field data for 11 time steps centered around t0 for the observation
angles φi, i = 1, . . . , 11. We denote the noise in the sensor measurement at angle φi as, εi,
and we obtain the pertubed stochastic data:
Di + εi, i = 1, . . . , 11. (3.15)
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Figure 3.16: The number of objects in the fitting models with the minimum reduced chi-
square value for both methods with simulation data for configurations inside a rectangle with
length 5mm and width 80µm. We use a plane wave for the incident wave. The configurations
consist of N = 1, . . . , 50 obstacles with circular boundaries and refractive indices of 2.2+5.4i,





, and have random radii ranging from 0.45 to .55.
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Figure 3.17: The Mean radius estimate for both routines for configurations consisting of
varying number of obstacles with a refractive index of 2.2+5.4i. Each obstacle has a circular
boundary of radius between .45 and .55, and random velocity with speed between 90 and




Figure 3.18: Reduced chi-square for both routines for configurations consisting of varying
numbers of obstacles with a refractive index of 2.2 + 5.4i. Each obstacle has a circular
boundary of radius between .45 and .55, and random velocity with speed between 90 and




. The data has 10% Gaussian noise added.
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Figure 3.19: The Number of objects in the fitting models with the minimum reduced chi-
square value for both methods with simulation data for configurations inside a rectangle with
length 5mm and width 80µm. We use a plane wave for the incident wave. The configurations
consist of N = 1, . . . , 50 obstacles with circular boundaries and refractive indices of 2.2+5.4i,




, and have random radii ranging from 0.45 to .55. The data has 10% Gaussian noise
added.
Figure 3.20: The mean radius estimate for both routines for configurations consisting of
varying number of obstacles with a refractive index of 2.2+5.4i. Each obstacle has a circular
boundary of radius between .45 and .55, and random velocity with speed between 90 and




. That data has 10% Gaussian noise added to it.
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We assume that this sensor noise is independent of the location of other sensors with a
normal distribution around 0, and standard deviation of 0.1Di,
εi ∼ N(0, (0.1Di)2), i = 1, . . . , 11. (3.16)
3.9 Examples of obstacles with varying shapes
The other assumption for the reduced chi-square method is that all objects are spheres.
In this section we test if either method may be extended to obstacles shaped similarly to
a sphere, and if the modified method can estimate the average shape of an obstacle within
a configuration. The configurations consist of spheres and ellipses with refractive indices of
2.2 + 5.4i, where each obstacle is selected to have either a circular or elliptical boundary
based on fixed probabilities for each run. The range of probability of an obstacle having a
circular boundary ranges from 0 to 1 by .1. Furthermore for the obstacles, all are moving
at random speeds between 90 to 110m/s in a random direction like the above problem. The
radius of each object varies from .4 to .6. The positions of each obstacle are random and lie
within a rectangle of dimension 5mm by 80µm.
Figure 3.21: The number of objects estimate for obstacles with a refractive index of 2.2+5.4i
that have varying probability of having a circular of elliptical boundary
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Figure 3.22: The mean radius estimate for obstacles with a refractive index of 2.2+5.4i that
have varying probability of having a circular of elliptical boundary
The number of objects estimates are fairly accurate, although the modified scheme is
slightly more accurate, see Figure 3.21. The average radius estimates are also fairly accurate,
but the un-modified method appears to be more accurate. All of the average shape estimates
are circle for all but the configuration consisting entirely of circles, see Figure 3.22. This
example shows that for scatterers with boundaries very similar to a circle, the method cannot
distinguish between shape, but that the other estimate may still be accurate.
3.10 Location Scheme for small obstacles
With the reduced chi-square method in Section 3.2, we are capable of estimating the
number of objects, but not information about the distribution of obstacles. In this section
we are concerned solely with a parameter estimation method capable of reconstructing the
location of scatterers for configurations of small scatterers if some base assumptions are sat-
isfied. The assumptions are that obstacles are small, and that the spacing between obstacles
is large. Let (Ωi, ν) and (Ωj, ν), i 6= j be two obstacles in a configuration of obstacles. We
consider (Ωi, ν) to be small if,
diam(Ωi) << λ, (3.17)
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and we consider the spacing between any two scatterers to be large if,
dist(Ωi,Ωj) >> λ. (3.18)
3.11 Definition of the small scatterer location scheme
Let Ω = ∪Ni=1Ωi be the union of all scattering obstacle domains in a configuration. Recall
that the scatterer corresponding to the Ωi domain is characterized as Oi = (Ωi, ν), i =
1, . . . , N . The location scheme is equivalent to finding the N local maxima in neighborhoods










∣∣∣∣2, z ∈ R2 (3.19)
where < u, v >L2(S)=
∫
S u · vds(x̂), d ∈ S is the direction of the incident wave, x̂ =
(cos θ, sin θ), c0,0 =
1
4π




3.11.1 Justification for small scatterer location scheme
The justification of this scheme is found in Theorem 2.1 of [11], which we reiterate below.
Theorem 4. Let Ω = ∪Nj=1Ωj be a configuration of small scatterers centered at points zj j =




, j = 1, . . . , N. (3.20)










where M0j is a positive number independent of L and ρ and there exists an open neighborhood






for z ∈ neigh(zj) (3.22)
where the equality holds only at z = zj. zj is a local maximum of I1(z) in neigh(zj)
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3.12 Steps for small scatterer location scheme
For an unknown configuration of scatterers, O = (Ω, ν), the steps for the small objects
location scheme are:
1. Collect far-field data for a single incident plane wave, eikx·d.
2. Construct a mesh τh containing Ω.
3. For each sampling point, z ∈ τh compute I1(z).
4. Find local maxima of I1(z) on τh. Local maxima represent centers of scatterers.
3.12.1 Variation of the small scatterer location scheme
In practice, the location scheme must utilize some form of thresholding to identify local
maxima locations. The main problem is that this thresholding value depends on the param-
eters of the configuration and thus can lead to a poor scheme for an unknown configuration.
We have developed a new scheme that is independent of thresholding by first using the mod-
ified reduced chi-square scheme to estimate the number of obstacles within a configuration,
Nest. Then we estimate the locations of the objects within the configuration as the first Nest
local maxima of I1(z).
3.13 Number of obstacle estimation scheme
Let R denote a finite set of all possible radius for each scatterer with the fitting con-
figurations of scatterers, and N denote a finite set containing the number of scatterers for
all considered fitting configurations. For an unknown set of scatterers, O, we calculate the






(|u∞(O, X̂j)|2 − |u∞(Ofit(r, n), X̂j)|2)2
0.04|u∞(O, X̂j)|2
, (r, n) ∈ R×N, (3.23)
where Ofit(r, n), (r, n) ∈ R × N is defined in (3.6). This scheme is equivalent to the
modified reduced chi-square algorithm for a single time with the sample variance omitted.
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This similarity to the reduced-chi square statistic suggests lower values of IA(r, n) indicate
a better fit. We use the observed data in the denominator as opposed to the expected data
which is the common approach for the Pearson’s chi-square test for frequency data. Thus
the scheme is more robust with respect to the model misspecification since the values of
IA(r, n) depend less upon the far-field patterns for the ‘fitting’ configurations. Because of
the differences between IA(r, n) and the reduced chi-square test statistic and a possible
dependence on the data with respect to far apart observation angles, rigorous statistical
statements of goodness of fit will require future statistical analysis.
3.14 Steps for variant of small scatterer scheme
For an unknown configuration of scatterers, O, the steps for the variant of the small sized
location scheme are:
1. Select the parameter space R×N .
2. Find arg min
R×N
IA(r, n) to obtain Nest.
3. Collect far-field data for a single incident plane wave, eikx·d.
4. Construct a mesh τh containing Ω.
5. For each sampling point, z ∈ τh compute I1(z).
6. Find the first Nest largest local maxima of I1(z) on τh. Local maxima represent centers
of scatterers.
3.15 Example: 15 randomly placed small obstacles
In this example, the incident wave has a wavelength of λ = .638µm. Within the configu-
ration, the number of obstacles is 15. Each obstacle has a circular boundary with a refractive
index of 2.2 + 5.4i. The radius of each obstacle is .01. The mesh points are taken along both
the x and y directions with step sizes of .25, .125, and .0625. Figure 3.23, Figure 3.24,
and Figure 3.25 shows the location of the actual scatterers and the estimated location of
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scatterers from the un-modified scheme and Figure 3.26, Figure 3.27, and Figure 3.28 show
the estimated locations of scatterers from the modified scheme. We can see that the location
estimates for the modified method are much more accurate and furthermore all objects are
being located.
Table 3.1: The 2-norm of the error between the location of actual obstacles and the location
of estimated obstacles for the small scattering obstacle scheme and its variant. An N/A in
a column means that not all obstacles were detected




Figure 3.23: The locations of the actual objects and the estimated locations from the small
scattering location scheme with a mesh of step size .25
To better describe the results from this example, in Table 3.1 we have supplied the 2-
norm of the error between all the estimated location of obstacles and the actual location of
obstacles. We see that the modified method is detecting all obstacles and the 2-norm location
error is decreasing as the mesh size decreases. Whereas the original scattering scheme fails
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Figure 3.24: The locations of the actual objects and the estimated locations from the small
scattering location scheme with a mesh of step size .125
Figure 3.25: The locations of the actual objects and the estimated locations from the small
scattering location scheme with a mesh of step size .0625
to locate all obstacles for all three mesh sizes.
The variant is an improvement upon the original scheme and can extend the scheme to
a larger configuration of obstacles.
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Figure 3.26: The locations of the actual objects and the estimated locations from the variant
of the small scatterer location scheme with a mesh of step size .25
Figure 3.27: The locations of the actual objects and the estimated locations from the small
scatterer location scheme with a mesh of step size .125
3.16 Location scheme for regularly sized obstacles
With the two schemes already detailed in this report, we can now estimate the number of
obstacles and the location of obstacles if all obstacles in the configuration are small and the
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Figure 3.28: The locations of the actual objects and the estimated locations from the small
scatterer location scheme with a mesh of step size .0625
spacing between them is large. We are still unable to estimate the shape, size and orientation
of obstacles. In this Section, we are concerned with a parameter estimation method capable
of reconstructing the location, shape, size, and orientation of scatterers within configurations
of regularly sized scatterers, if a few base assumptions are satisfied. These are that obstacles
are regularly sized and that the spacing between them is large. We also assume that the
shape of obstacles belong to a known library of shapes. Let (Ωi, ν) and (Ωj, ν), i 6= j be two
obstacles in a configuration of obstacles. We consider (Ωi, ν) to be of regular size if,
diam(Ωi) ≈ λ, (3.24)
and we consider the spacing between any two scatterers to be large if,
dist(Ωi,Ωj) >> λ. (3.25)
3.17 Necessary definitions and notation for the regularly sized scattering loca-
tion scheme
Let A be a library of known domains centered around 0 of size `′. For instance A could
contain a disk, peanut, and ellipse. Let τ1 be a finite set of known rotation matrices. For
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example, τ1 could contain the rotation matrices for the corresponding angles, 0, π/2, π
and let τ2 be a finite set of known scalings. For instance τ2 could contain .5, 1, 2. Let
G ∈ A, U ∈ τ2, r ∈ τ1. We define ΠUG := {Ux| x ∈ G} and ΛrG := {rx| x ∈ G}. Next we
define ΠG := {ΠujG}uj∈τ1 and ΛG := {ΛrjG}rj∈τ2 . We denote, ΠΛA :=
⋃`′
j=1{ΠΛGj} and
define the set Ã ⊂ ΠΛA of size ` such that for Ãi, Ãj ∈ Ã, i 6= j,
u∞(Ãi, x̂) 6= u∞(Ãj, x̂) (3.26)
for some x̂ ∈ S. Furthermore we index Ã such that,
‖u∞(Ãi, x̂)‖L2(S) ≤ ‖u∞(Ãi+1, x̂)‖L2(S), 1 ≤ i ≤ `− 1. (3.27)
Ã is now a library of known objects with varying scalings, and orientations. We denote the
elements of Ã as Ai := (Gj; rp, Uq) = ΠUqΛrpGj, Gj ∈ A, Uq ∈ τ2, rp ∈ τ1
3.18 Definition of the regularly sized scattering location scheme
Let Ω be a set of known scatterers that satisfy the assumptions in 3.16 with a refractive
index, ν. We let u∞(Ω, x̂) denote the far-field pattern of Ω and we define the index function
for this scheme as,
Ij2(z) :=




, Ãj ∈ Ã, j = 1, . . . `, z ∈ R2. (3.28)
The locations of objects correspond to local maxima of Ij2(z) ≈ 1. In addition, the shape,
size, and orientation estimates for the now located object are given by the shape, size, and
orientation of Ãj.
3.18.1 Justification for the regularly sized scatterer scheme
The justification is from Theorem 3.1 of [11] which we provide below.
Theorem 5. Let O = (Ωr, ν) be a configuration of regularly sized scatterers, Ωrj , j =
1, . . . , N centered around points zj that satisfy the assumptions in Section 3.16. Suppose
that G̃1 ∈ Ã is of the form,
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G̃1 = (Gj0 ; rp0 , Uq0) = ΠuqOΛrp0Gj0 , Gj0 ∈ A, Uq0 ∈ T1, rp0 ∈ T2.
Suppose that in Ωr there exists J0 ⊂ {1, . . . , N} such that for j ∈ J0, Ωrj = (Σj; zj, rj, Uj)
satisfies,
(i) Σj = Gj0 ; (ii) ‖Uj − Uq0‖ ≤ θ; (iii) ‖rj − rp0‖ ≤ τ. (3.29)
Whereas for j ∈ {1, . . . , N} \ J0 one of these conditions is not satisfied by Ωrj .
For each zj, j = 1, . . . , N there exists an open neighborhood of zj, neigh(zj), such that
the following holds;
1. If j ∈ J0, then
I12 (z) ≤ 1 +O
( 1
L
+ θ + τ
)
∀z ∈ neigh(zj). (3.30)
and the equality only holds when z = zj. So zj is a local maximum of I
1
2 (z).
2. If j ∈ {1, . . . , N} \ J0, then there exists ε0 > 0, such that,
I12 (z) ≤ 1− ε0 +O
( 1
L
+ θ + τ
)
∀z ∈ neigh(zj). (3.31)
3.18.2 Steps for the regularly sized object location scheme
Given the far-field for an unknown configuration of scatterers of regular size O = (Ω, ν).
1. For the admissible scatterer class A, construct Ã.
2. Collect the far-field patterns for each scatterer in the space Ã, corresponding to a single
incident plane wave with fixed k and d, and re-order Ã so assumptions are satisfied.
3. Set the thresholding value, α < 1 but around one.
4. Select a sampling region with a mesh τh.
5. Set j = 1 and compute Ij2(z).
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6. Locate all significant local maxima of Ij2(z) satisfying I
j
2(z) > α for the scatterer
components of the form z + Ãj.
7. Remove all the sampling points inside those Nid identified components of z+ Ãj found
in (6) and their locations zj from the far-field as follows;




8. If j = ` (the maximum number of unknown components is reached), then stop. Else
set j := j + 1 and go to (6).
3.19 Multiscale location scheme for obstacles
We have now outlined a scheme capable of estimating the location of obstacles within
configurations of multiple small obstacles, and a scheme capable of estimating the shape,
size, location and orientation of obstacles within configurations of regularly sized obstacles.
In this section we focus on a deterministic parameter estimation method capable of
reconstructing the location of small scatterers, and the location, shape, size, and orientation
of regularly sized scatterers. For this scheme the configuration must consist of scatterers
with both scalings. The scatterers must satisfy the assumptions of the scheme exclusive to
its scaling. In Section 3.20 we define the multiscale scheme from [12]. We also provide the
details of a variation of this scheme in Section 3.21. In Section 3.22 we supply an example
for a configuration of six obstacles that displays the utility of the variant, and highlights the
improvement in accuracy of the variant.
3.20 Definition of the multiscale scattering location scheme
The multiscale scheme works in the following manner. First we use the regularly sized
location scheme to generate initial parameter estimates for all large objects. These parameter
estimates include location, shape, scaling, and orientation of all regularly sized obstacles. We
then use a local tuning technique from [12] to generate a better estimate for the parameters
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and to locate all small scatterers.
3.20.1 Local tuning method
Let Ω = Ωr
⋃
Ωs denote the domain of a configuration of obstacles, let Ωr denote the
domain of all regularly sized obstacles, and Ωs denote the domain of all small sized obstacles
in the configuration. Given the parameter estimates for all regularly sized obstacles from






j=1(Gj; Ûj, r̂j, ẑj).
Let τh, τ1, and τ2 be respectively the mesh, the set of all possible rotation matrices, and
the set of all possible scalings. In addition, let Nid be the number of objects identified, Gj
be the shape estimate, Ûj be the rotation matrices estimate corresponding to angle θ̂j, r̂j
be the scaling, and ẑj be the location estimate of the jth identified obstacle. Let τh be the
mesh for the regular sized obstacles. Let δ ∈ R+ and N j1 , N
j
2 , and N
j
3 respectively be delta




2′} be an arbitrarily refined mesh of,
{τh ∩N j1 , τ1 ∩N
j
2 , τ2 ∩N
j
3 }. (3.33)
The far-field of Ωs can be approximated as,
u∞(Ω
s, x̂) ≈ u∞(Ω, x̂)− u∞(Ω̂r, x̂)− (u∞(Ωr, x̂)− u∞(Ω̂r, x̂)). (3.34)
So if the estimate of Ω̂r 6≈ Ωr is inaccurate then the behavior of the small scatterers can be






U j, ̂̂rj, ̂̂zj). (3.35)
Where
̂̂
θj ∈ τ j1′ , ̂̂rj ∈ τ j2′ , ̂̂zj ∈ τ jh′ is the element such that the small scattering scheme for
û∞(Ω
s, x̂) = u∞(Ω, x̂)− u∞(Ω̂r, x̂), (3.36)
produces clustering of of local maximum points. Furthermore, the location of clustered local
maxima are the locations of small objects.
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3.20.2 Steps for the multiscale location scheme
Let Ω = Ωr
⋃
Ωs be a configuration of scatterers of size N , Ωr be the configuration of all
regularly sized components of Ω, and Ωs be the configuration of all small sized components
of Ω. Furthermore, let Nr be the size of Ω
r, and Ns be the size of Ω
s. The steps for the
multiscale scheme are as follows.
1. Select a sampling region with a mesh τh containing Ω.
2. Apply the regular sized location scheme to u∞(Ω, x̂) and acquire each Ω̂rj , j = 1, . . . , Nr.
3. Apply the local tuning technique, to Ω̂r.
(a) For each Ω̂rj , calculate τh′ , {Uj}θj∈τ1′ , and {rj ∈ τ2′}.
(b) Calculate û∞(Ω
s, x̂), x̂ ∈ S2.





(d) Repeat (b) and (c) for all possible local tune-ups relative to {τh′ , {Uj}θj∈τ1′ , {rj ∈




1 are the positions
corresponding to the scatterer components of Ωs.
(e) Update Ω̂r with Ω̂r which generates the clustered local maximum points in (d).
3.21 Variation of the multiscale location scheme
We now present a different multiscale location scheme than the one outlined previously.
In this scheme we use a different local tuning technique that uses both the small sized location
scheme and the regular sized location scheme. We use the regular sized scheme first to acquire
initial estimates of each regularly sized obstacle. Then we utilize an adaptive thresholding




The parameter estimates for all regularly sized obstacles given by the regular sized lo-






j=1(Gj; Ûj, r̂j, ẑj). Let τh, τ1, and τ2 be
respectively the mesh, the set of all possible rotation matrices, and the set of all possible




2′} to be an arbitrarily refined mesh
of,
{τh ∩N j1 , τ1 ∩N
j
2 , τ2 ∩N
j
3 }. (3.37)








2′ , along with A, to construct a new library of shapes,
Ã′. We define τh′ =
⋃Nid
j=1 τh′ and set an arbitrary threshold value α < 1. Then we use the
regular sized location scheme with τh′ , α, and Ã′ to get an updated estimate of the regularly
sized scatterers, Ω̂r. We calculate,
û∞(Ω
s, x̂) = u∞(Ω, x̂)− u∞(Ω̂r, x̂), x̂ ∈ S2, (3.38)
and locate all local maxima of I1(z), z ∈ τh′ . If these local maxima lie within any Ω̂rj, j =
1, . . . , Nid, we set α closer to one and calculate a new Ω̂r.
3.21.2 Steps for variant of multiscale scheme
Let Ω be an unknown configuration of multiscale scatterers.
1. Use the regularly sized location scheme and find Ω̂r.
2. Generate τh′ , τ1′ , τ2′ .
3. Construct Ã′ using A, τ1′ , and τ2′ .
4. Set the threshold to an arbitrary value, α < 1.




7. Use the small sized scattering scheme with τh′ and û∞(Ω
s) and find all the estimated
locations of small scatterers, zj, j = 1, . . . ,M .
8. If any zi ∈ Ω̂rj, i = 1, . . . ,M, j = 1, . . . , Nid, then set α := α + ε and go to step (5).
Else update the estimates for the regularly sized obstacles as Ω̂r and stop.
3.22 Example: six multiscale obstacles
Figure 3.29: The incident wave propagating left to right. Obstacles in the configuration are
also visible.
We compare the variant and the original multiscale scheme for an example consisting
of six obstacles. Two of them are small-sized, see Figure 3.29. The wavenumber for this
example is 5. In this example, all obstacles are sound-soft. The initial mesh step size in
both the x and y directions is .5. In Table 3.2, we see that the variant multiscale scheme
has identified both small scatterers accurately, whereas the original scheme fails to locate
the small scatterers and gives worse estimates of the regularly sized obstacles. In addition,
the image of the I1(z) values for the original scheme reveal that for poor estimates of Ω
r,
û∞(Ω
s) can be dominated by the error of the estimate, see Figure 3.30. This can then cause
the small sized location scheme to produce clustered points around regularly sized obstacles
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that dominate the locations of the small sized obstacles. For the variant scheme, we see that
the final iteration produces I1(z) whose values are not dominated by the error between the
estimation of the regular sized obstacts and the regular sized obstacles, see Figure 3.31.
Table 3.2: The location, shape, orientation, and scaling of the six obstacles and the parameter
estimations from both methods
object location shape orientation scaling
configuration
1 (-10,-14) peanut π
2
1
2 (10,12) kite π
4
1
3 (10,-8) circle 0 2
4 (-15,5) ellipse π
4
1
5 (18,18) circle 0 .3
6 (1,1) circle 0 .3
original scheme
1 (-10.25,-13.75) peanut 1.3744 1
2 (9.75,12.25) kite .5890 1
3 (9.75,-7.75) circle −.1963 2




1 (-10,-14) peanut π
2
1.02
2 (9.85,12) kite π
4
.95
3 (10,-8) circle 0 2.07






Figure 3.30: I1(z) values for the original multiscale scheme for the multiscale configuration
of six obstacles.
Figure 3.31: I1(z) values for the last iteration in the variant multiscale scheme for the




In this thesis, substantial progress has been made towards achieving the main objectives
of the project motivated the LANL P-23 group. We have developed a high performance
forward wave propagation model. It is a key component to quantify the validity of a current
LANL inversion model, and hence develop a new inversion model. For the inversion part of
the project, we have validated and quantified the parameter estimation method developed
by the LANL group. In addition, we have developed an improved version of the LANL
inversion model by avoiding certain strong assumptions in the model. A key feature of this
improvement is that the modified model can efficiently estimate parameters that determine
wave propagation configurations comprising objects with various shapes. Two such param-
eters are the number of particles in the configuration and the approximate diameter of each
particle. Estimations of various other configuration parameters are crucial to the project.
We achieve this by developing a new inversion model that is a generalization of the multiscale
inversion scheme in [11]. Our investigation of the scheme in [11] highlights the limitation of
this scheme to only configuration with few particles. However, configurations in our LANL
motivated project comprise several particles and our new algorithms are especially suited
for such large number of particle configurations. Our first new algorithm is a hybrid of the
improved LANL scheme and a method proposed in [11]. Our second new algorithm is a
based on two other variants proposed in [11]. In this thesis, we demonstrated that both
our new inversion model can estimate several key parameters (such as location, scaling size,
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FAR-FIELD PATTERN RESULTS FOR ONE CIRCULAR SHAPE
In this appendix for X = 0.1, 0.5 and 1, we provide the real and imaginary portions of
the far-field for Ez in the forward and backward direction for a configuration consisting of a
single perfect conductor with a circular boundary surrounded by vacuum.
A.1 Far-field table for a single perfect conductor with a boundary consisting of
a 0.1 wavelength circle
___________________________________________________________________
|k= 0.31| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.241584980| 0.002296908| -0.930096203| 0.268271785|
| | 20| -1.259950571| -0.006563628| -0.957465094| 0.256031349|
| | 30| -1.260170383| -0.006671192| -0.957787629| 0.255884907|
| | 40| -1.260172920| -0.006672427| -0.957791352| 0.255883226|
| | 50| -1.260172949| -0.006672442| -0.957791395| 0.255883207|
| | 60| -1.260172950| -0.006672442| -0.957791396| 0.255883207|
| | 70| -1.260172950| -0.006672442| -0.957791396| 0.255883207|
| | 80| -1.260172950| -0.006672442| -0.957791396| 0.255883207|
|_______|___|_____________|_____________|_____________|_____________|
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A.2 Far-field table for a single perfect conductor with a boundary consisting of
a 0.5 wavelength circle
___________________________________________________________________
|k= 1.57| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
| | 10| -1.417892434| 0.517095919| 0.717245983| 0.104917745|
| | 20| -1.420652731| 0.500544162| 0.739241152| 0.115049223|
| | 30| -1.420681876| 0.500353531| 0.739500666| 0.115162846|
| | 40| -1.420682218| 0.500351339| 0.739503666| 0.115164122|
| | 50| -1.420682222| 0.500351314| 0.739503700| 0.115164136|
| | 60| -1.420682222| 0.500351313| 0.739503701| 0.115164136|
| | 70| -1.420682222| 0.500351313| 0.739503701| 0.115164136|
| | 80| -1.420682222| 0.500351313| 0.739503701| 0.115164136|
|_______|___|_____________|_____________|_____________|_____________|
A.3 Far-field table for a single perfect conductor with a boundary consisting of
a 1 wavelength circle
___________________________________________________________________
|k= 3.14| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.600365304| 0.855703248| -0.673483882| -0.050012563|
| | 20| -1.635046536| 0.822191988| -0.719527502| -0.063414151|
| | 30| -1.635300815| 0.821850419| -0.719702962| -0.063350095|
| | 40| -1.635303499| 0.821846634| -0.719704951| -0.063349324|
| | 50| -1.635303529| 0.821846591| -0.719704974| -0.063349314|
| | 60| -1.635303530| 0.821846591| -0.719704974| -0.063349314|
| | 70| -1.635303530| 0.821846591| -0.719704974| -0.063349314|




FAR-FIELD PATTERN RESULTS FOR ONE ELLIPTICAL SHAPE
In this appendix for X = 0.1, 0.5 , and 1, we provide the real and imaginary portions of
the far-field for Ez in the forward and backward direction for a configuration consisting of a
single perfect conductor with an elliptical boundary surrounded by vacuum.
B.1 Far-field table for a single perfect conductor with a boundary consisting of
a 0.1 wavelength ellipse
___________________________________________________________________
|k= 0.31| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.250167381| 0.034363541| -0.981658047| 0.269373136|
| | 20| -1.270422236| 0.025050997| -1.007715790| 0.257364070|
| | 30| -1.270663398| 0.024938260| -1.008023389| 0.257220674|
| | 40| -1.270666182| 0.024936965| -1.008026940| 0.257219027|
| | 50| -1.270666214| 0.024936950| -1.008026981| 0.257219008|
| | 60| -1.270666214| 0.024936950| -1.008026981| 0.257219008|
| | 70| -1.270666214| 0.024936950| -1.008026981| 0.257219008|
| | 80| -1.270666214| 0.024936950| -1.008026981| 0.257219008|
|_______|___|_____________|_____________|_____________|_____________|
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B.2 Far-field table for a single perfect conductor with a boundary consisting of
a 0.5 wavelength ellipse
___________________________________________________________________
|k= 1.57| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.478525165| 0.672338896| 0.815253014| 0.475062066|
| | 20| -1.483617438| 0.647186184| 0.820674354| 0.484547077|
| | 30| -1.483671600| 0.646879979| 0.820840641| 0.484716889|
| | 40| -1.483672213| 0.646876451| 0.820842570| 0.484718822|
| | 50| -1.483672220| 0.646876410| 0.820842593| 0.484718844|
| | 60| -1.483672220| 0.646876410| 0.820842593| 0.484718844|
| | 70| -1.483672220| 0.646876410| 0.820842593| 0.484718844|
| | 80| -1.483672220| 0.646876410| 0.820842593| 0.484718844|
|_______|___|_____________|_____________|_____________|_____________|
B.3 Far-field table for a single perfect conductor with a boundary consisting of
a 1 wavelength ellipse
___________________________________________________________________
|k= 3.14| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.677686058| 1.078919985| -0.405238367| -0.878457636|
| | 20| -1.770154735| 1.035828246| -0.515533064| -0.913199980|
| | 30| -1.771247224| 1.034942741| -0.515347908| -0.913141329|
| | 40| -1.771259249| 1.034932546| -0.515347741| -0.913142307|
| | 50| -1.771259381| 1.034932433| -0.515347739| -0.913142318|
| | 60| -1.771259382| 1.034932431| -0.515347739| -0.913142318|
| | 70| -1.771259382| 1.034932431| -0.515347739| -0.913142318|




FAR-FIELD PATTERN RESULTS FOR NON-SMOOTH PARTICLES
In this appendix for X = 0.1, 0.5 and 1, we provide the real and imaginary portions of
the far-field for Ez in the forward and backward direction for a configuration consisting of a
single perfect conductor with a square boundary surrounded by vacuum.
C.1 Far-field table for a single perfect conductor with a boundary consisting of
a 0.1 wavelength square
___________________________________________________________________
|k= 0.31| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -0.561695954| -0.066809277| -0.495925280| -0.004515368|
| | 20| -0.989349857| -0.112596532| -0.882488215| -0.011124381|
| | 30| -0.989738108| -0.112637047| -0.882837264| -0.011125952|
| | 40| -0.989738232| -0.112637057| -0.882837350| -0.011125938|
| | 50| -0.989738232| -0.112637057| -0.882837350| -0.011125937|
|_______|___|_____________|_____________|_____________|_____________|
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C.2 Far-field table for a single perfect conductor with a boundary consisting of
a 0.5 wavelength square
___________________________________________________________________
|k= 1.57| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.002086923| 0.240675584| 0.077050830| 0.613211283|
| | 20| -1.015745060| 0.239728993| 0.081819521| 0.619275658|
| | 30| -1.015751902| 0.239727272| 0.081821682| 0.619280056|
| | 40| -1.015751914| 0.239727279| 0.081821691| 0.619280043|
| | 50| -1.015751914| 0.239727279| 0.081821691| 0.619280043|
|_______|___|_____________|_____________|_____________|_____________|
C.3 Far-field table for a single perfect conductor with a boundary consisting of
a 1 wavelength square
___________________________________________________________________
|k= 3.14| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.130292841| 0.445269583| 0.679065324| -0.315504706|
| | 20| -1.135671965| 0.445823516| 0.681228628| -0.317240521|
| | 30| -1.135675507| 0.445823675| 0.681230623| -0.317242712|
| | 40| -1.135675515| 0.445823680| 0.681230626| -0.317242714|




FAR-FIELD PATTERN FOR ONE DENTED CIRCULAR SHAPE
In this appendix for X = .1, .5 and 1, we provide the real and imaginary portions of
the far-field for Ez in the forward and backward direction for a configuration consisting of a
single perfect conductor with a dented circular boundary surrounded by vacuum.
D.1 Far-field table for a single perfect conductor with a boundary consisting of
a 1 wavelength dented circle
___________________________________________________________________
|k= 0.31| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.200320244| -0.011332562| -0.844841444| 0.251775895|
| | 20| -1.183455368| -0.021428602| -0.934382492| 0.274876383|
| | 30| -1.183403578| -0.022087952| -0.950265971| 0.279810266|
| | 40| -1.184405979| -0.021973115| -0.950103995| 0.279408121|
| | 50| -1.184407621| -0.021991104| -0.950414102| 0.279503269|
| | 60| -1.184414579| -0.021992348| -0.950439688| 0.279508780|
| | 70| -1.184416712| -0.021992025| -0.950439753| 0.279508120|
| | 80| -1.184416723| -0.021992084| -0.950440602| 0.279508390|
|_______|___|_____________|_____________|_____________|_____________|
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D.2 Far-field table for a single perfect conductor with a boundary consisting of
a 0.5 wavelength dented circle
___________________________________________________________________
|k= 1.57| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.288134206| 0.507631118| 0.698769231| 0.102622560|
| | 20| -1.328653055| 0.510414453| 0.738172456| 0.116253229|
| | 30| -1.332137501| 0.513498892| 0.742518342| 0.119626334|
| | 40| -1.331571845| 0.512943843| 0.742458180| 0.119559613|
| | 50| -1.331628110| 0.513019577| 0.742529108| 0.119639966|
| | 60| -1.331629116| 0.513022999| 0.742535358| 0.119646798|
| | 70| -1.331628232| 0.513022216| 0.742535042| 0.119646901|
| | 80| -1.331628386| 0.513022440| 0.742535289| 0.119647209|
|_______|___|_____________|_____________|_____________|_____________|
D.3 Far-field table for a single perfect conductor with a boundary consisting of
a 1 wavelength dented circle
___________________________________________________________________
|k= 3.14| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10| -1.496627916| 0.918909335| -0.645447727| 0.002702480|
| | 20| -1.563768374| 0.846865434| -0.717307379| -0.059302955|
| | 30| -1.566135439| 0.840616301| -0.719907881| -0.062919109|
| | 40| -1.565936435| 0.841543853| -0.719865585| -0.062768789|
| | 50| -1.565983304| 0.841434385| -0.719934622| -0.062827310|
| | 60| -1.565984741| 0.841428734| -0.719936671| -0.062830719|
| | 70| -1.565984870| 0.841431197| -0.719937328| -0.062830386|




FAR-FIELD PATTERN FOR MANY CIRCULAR SHAPES
In this appendix for X = 10, 20 and 25, we provide the real and imaginary portions of
the far-field for Ez in the forward and backward direction for a configuration consisting of
100 perfect conductors all with circular boundaries surrounded by vacuum.
E.1 Far-field table for 100 perfect conductors with boundaries consisting of
circles in a 10 wavelength container
___________________________________________________________________
|k= 2.51| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-13.858671833| 10.824404842| 5.365789424| 12.459932908|
| | 20|-13.877775538| 10.817340357| 5.504283025| 12.829959571|
| | 30|-13.877950583| 10.817266877| 5.506750724| 12.834094802|
| | 40|-13.877952521| 10.817266013| 5.506778860| 12.834141576|
| | 50|-13.877952543| 10.817266003| 5.506779182| 12.834142112|
| | 60|-13.877952543| 10.817266003| 5.506779186| 12.834142118|
| | 70|-13.877952543| 10.817266003| 5.506779186| 12.834142118|
| | 80|-13.877952543| 10.817266003| 5.506779186| 12.834142118|
|_______|___|_____________|_____________|_____________|_____________|
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E.2 Far-field table for 100 perfect conductors with boundaries consisting of
circles in a 20 wavelength container
___________________________________________________________________
|k= 5.03| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-18.265927678| 15.357462183| -5.029581381|-16.311696971|
| | 20|-18.385184707| 15.381923909|-11.327912075|-15.468748856|
| | 30|-18.387790218| 15.383427968|-11.315127921|-15.651073208|
| | 40|-18.387811863| 15.383469948|-11.314157308|-15.654248379|
| | 50|-18.387812082| 15.383470403|-11.314146815|-15.654282582|
| | 60|-18.387812084| 15.383470408|-11.314146699|-15.654282962|
| | 70|-18.387812084| 15.383470408|-11.314146698|-15.654282966|
| | 80|-18.387812084| 15.383470408|-11.314146698|-15.654282966|
|_______|___|_____________|_____________|_____________|_____________|
E.3 Far-field table for 100 perfect conductors with boundaries consisting of
circles in a 25 wavelength container
___________________________________________________________________
|k= 6.28| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-19.785125378| 16.971654263| -3.655790462| -9.911570291|
| | 20|-19.618849584| 17.712883729| -1.121244146| -5.871021691|
| | 30|-15.343932207| 21.766735142| -2.674630021| -7.654188028|
| | 40|-15.140946212| 21.965031915| -2.790504070| -7.769446427|
| | 50|-15.138816036| 21.967128668| -2.791734460| -7.770683074|
| | 60|-15.138793044| 21.967151321| -2.791747734| -7.770696435|
| | 70|-15.138792789| 21.967151572| -2.791747881| -7.770696583|




FAR-FIELD PATTERN FOR MANY CIRCULAR AND ELLIPTICAL SHAPES
In this appendix for X = 10, 20 and 25 we provide the real and imaginary portions of the
far-field for Ez in the forward and backward direction for a configuration consisting of 100
perfect conductors with mixed circular and elliptical boundaries surrounded by vacuum.
F.1 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles and ellipses in a 10 wavelength container
___________________________________________________________________
|k= 2.51| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-13.869728276| 10.859014005| 5.042121259| 12.582158428|
| | 20|-13.893825461| 10.851823595| 5.223277759| 12.950867540|
| | 30|-13.894109265| 10.851793548| 5.226084752| 12.955089886|
| | 40|-13.894112518| 10.851793192| 5.226120694| 12.955136901|
| | 50|-13.894112555| 10.851793188| 5.226121108| 12.955137438|
| | 60|-13.894112555| 10.851793188| 5.226121113| 12.955137444|
| | 70|-13.894112555| 10.851793188| 5.226121113| 12.955137444|
| | 80|-13.894112555| 10.851793188| 5.226121113| 12.955137444|
|_______|___|_____________|_____________|_____________|_____________|
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F.2 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles and ellipses in a 20 wavelength container
___________________________________________________________________
|k= 5.03| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-18.273385264| 15.383681691| -4.328376229|-14.615262352|
| | 20|-18.407722148| 15.428417658| -9.875249188|-12.564047890|
| | 30|-18.411540675| 15.428921094| -9.913886065|-12.604595202|
| | 40|-18.411591155| 15.428901072| -9.913924352|-12.605038009|
| | 50|-18.411591704| 15.428900855| -9.913924861|-12.605043269|
| | 60|-18.411591710| 15.428900853| -9.913924862|-12.605043317|
| | 70|-18.411591710| 15.428900852| -9.913924862|-12.605043317|
| | 80|-18.411591710| 15.428900852| -9.913924862|-12.605043317|
|_______|___|_____________|_____________|_____________|_____________|
F.3 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles and ellipses in a 25 wavelength container
___________________________________________________________________
|k= 6.28| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-19.828824355| 17.024528113| -3.213620859| -9.960000934|
| | 20|-20.215431114| 17.277531706| -1.987243692| -6.887825408|
| | 30|-20.297519910| 17.257174814| -2.769059855| -8.275069483|
| | 40|-20.309593739| 17.254582292| -3.352047361| -8.773416309|
| | 50|-20.309769133| 17.254627340| -3.363042597| -8.781937380|
| | 60|-20.309770804| 17.254628261| -3.363161671| -8.782028694|
| | 70|-20.309770823| 17.254628270| -3.363163027| -8.782029705|




FAR-FIELD PATTERN FOR A CONFIGURATION COMPRISING CIRCULAR, ELLIPTICAL
AND SQUARE PARTICLES
In this appendix for X = 10, 20, and 25, we provide the real and imaginary portions of the
far-field for Ez in the forward and backward direction for a configuration consisting of 100 perfect
conductors with mixed circular, elliptical and square boundaries surrounded by vacuum.
G.1 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles, ellipses, and squares in a 10 wavelength container
___________________________________________________________________
|k= 2.51| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-13.849522435| 10.841814667| 2.503019685| 10.727485697|
| | 20|-13.871611582| 10.835033026| 2.545443788| 11.084075613|
| | 30|-13.871858244| 10.834994238| 2.547260169| 11.088382675|
| | 40|-13.871861050| 10.834993785| 2.547281525| 11.088431332|
| | 50|-13.871861081| 10.834993780| 2.547281769| 11.088431887|
| | 60|-13.871861082| 10.834993780| 2.547281772| 11.088431894|
| | 70|-13.871861082| 10.834993780| 2.547281772| 11.088431894|
| | 80|-13.871861082| 10.834993780| 2.547281772| 11.088431894|
|_______|___|_____________|_____________|_____________|_____________|
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G.2 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles, ellipses, and squares in a 20 wavelength container
___________________________________________________________________
|k= 5.03| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-18.233998014| 15.351980528| -4.234735857|-13.831259447|
| | 20|-18.380470289| 15.402023468| -9.513491090|-13.422056970|
| | 30|-18.383724532| 15.403341320| -9.560867637|-13.510777858|
| | 40|-18.383766893| 15.403359727| -9.561217245|-13.511810562|
| | 50|-18.383767354| 15.403359931| -9.561220953|-13.511821622|
| | 60|-18.383767359| 15.403359934| -9.561220996|-13.511821748|
| | 70|-18.383767359| 15.403359934| -9.561220996|-13.511821750|
| | 80|-18.383767359| 15.403359934| -9.561220996|-13.511821750|
|_______|___|_____________|_____________|_____________|_____________|
G.3 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles, ellipses, and squares in a 25 wavelength container
___________________________________________________________________
|k= 6.28| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-19.807510530| 16.998299923| -4.244433860| -7.105914121|
| | 20|-20.178686478| 17.254843468| -2.284570773| -2.085753671|
| | 30|-20.110676780| 17.170786080| -4.179076823| -2.746158288|
| | 40|-20.085862697| 17.155506941| -4.416335655| -2.730191263|
| | 50|-20.085539950| 17.155321180| -4.419166046| -2.729965796|
| | 60|-20.085536587| 17.155319024| -4.419197579| -2.729963281|
| | 70|-20.085536549| 17.155319001| -4.419197932| -2.729963252|




FAR-FIELD PATTERN FOR A CONFIGURATION COMPRISING CIRCULAR,
ELLIPTICAL, SQUARE AND DENTED CIRCULAR PARTICLES
In this appendix for X = 10, 20, and 25, we provide the real and imaginary portions of
the far-field for Ez in the forward and backward direction for a configuration consisting of
100 perfect conductors with mixed circular, elliptical, square, and dented circular boundaries
surrounded by vacuum.
H.1 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles, ellipses, squares, and dented circles in a 10 wavelength
container
___________________________________________________________________
|k= 2.51| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-13.849061840| 10.827200406| 5.063422030| 12.538321860|
| | 20|-13.869179218| 10.820475826| 5.244406839| 12.912469215|
| | 30|-13.869381821| 10.820415761| 5.247202942| 12.916631850|
| | 40|-13.869384727| 10.820414765| 5.247238816| 12.916678145|
| | 50|-13.869384727| 10.820414804| 5.247239211| 12.916678660|
| | 60|-13.869384726| 10.820414805| 5.247239215| 12.916678665|
| | 70|-13.869384728| 10.820414805| 5.247239215| 12.916678665|
| | 80|-13.869384728| 10.820414805| 5.247239215| 12.916678665|
|_______|___|_____________|_____________|_____________|_____________|
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H.2 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles, ellipses, squares, and dented circles in a 20 wavelength
container
___________________________________________________________________
|k= 5.03| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-18.244250456| 15.356325408| -4.272100050|-14.516319345|
| | 20|-18.374347014| 15.388315900| -9.883255500|-12.557117124|
| | 30|-18.377146593| 15.388381838| -9.848573892|-12.682735861|
| | 40|-18.376846897| 15.387794230| -9.573398467|-12.936524484|
| | 50|-18.376832325| 15.387754181| -9.557346619|-12.951272694|
| | 60|-18.376832633| 15.387753168| -9.557157109|-12.951447147|
| | 70|-18.376832696| 15.387753082| -9.557154922|-12.951449156|
| | 80|-18.376832710| 15.387753066| -9.557154895|-12.951449183|
|_______|___|_____________|_____________|_____________|_____________|
H.3 Far-field table for 100 object mixture of perfect conductors with boundaries
consisting of circles, ellipses, squares, and dented circles in a 25 wavelength
container
___________________________________________________________________
|k= 6.28| N| ReFar(d) | ImFar(d) | ReFar(-d) | ImFar(-d) |
|-------|---|-------------|-------------|-------------|-------------|
| | 10|-19.783979791| 16.982853732| -3.086356540|-10.015887237|
| | 20|-20.120070011| 17.231043109| -2.119662930| -6.895921138|
| | 30|-19.771080311| 17.193226369| -2.714133372| -5.645626252|
| | 40|-19.829623163| 17.205266825| -2.850744808| -5.260609343|
| | 50|-19.835995624| 17.186200502| -2.871130301| -5.227388192|
| | 60|-19.835855999| 17.184229610| -2.872321720| -5.226065115|
| | 70|-19.836142515| 17.184079943| -2.872606890| -5.225423104|
| | 80|-19.836142733| 17.184005699| -2.872644765| -5.225288877|
|_______|___|_____________|_____________|_____________|_____________|
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