Abstract -In this paper, we introduce a numerical method for solving the spacetime fractional telegraph equation. The numerical method is based on a quadrature formula approach and a stability condition for the numerical method is obtained. Two numerical examples are given and the stability regions are plotted. 2010 Mathematical subject classification: 65N20; 65M25.
Introduction
We will consider the stability of a numerical method for a space-time-fractional telegraph equation. Telegraph equations can be used in modeling reaction-diffusion problems and in signal analysis for the transmission and propagation of electrical signals. subject to some suitable initial and boundary conditions, where a, b, c are positive constants, see Debnath [3] . It is natural to consider a space-time-fractional telegraph equation: fractional derivatives can be more effective than their integer order counterparts for modelling the telegraph because fractional order derivatives can describe memory and hereditary properties, see Podlubny [19] . A space-or time-or space-time-fractional telegraph equation may be obtained from the classical telegraph equation (1.1) by replacing the second order time derivative by a fractional time derivative of order α : 1 < α < 2, and the first order time derivative by a fractional time derivative of order γ : 0 < γ < 1, and the second order space derivative by a fractional space derivative of order β : 1 < β < 2. Cascaval et al. [1] discussed the timefractional telegraph equation, dealing with well-posedness and presenting a study involving asymptotics by using the Riemann-Liouville approach. Orsingher and Beghin [17] studied the fundamental solutions of the time-fractional telegraph equation. Chen et al. [2] also discussed and derived the analytic solution of the time-fractional telegraph equation with three kinds of nonhomogeneous boundary conditions by the method of separation of variables. Orsingher and Zhao [18] considered the space-fractional telegraph equation, obtaining the Fourier transform of its fundamental solution. The analytical and approximate solutions of the space-time-fractional telegraph equations were studied by using the so called Adomain decomposition method, Momani [16] , the variational iteration method, Sevimlican [20] , the homotopy perturbation method, Yildirim [21] , and the generalised differential transform method, Garg et al. [8] , where the space and time fractional derivatives are both considered in the Caputo sense. The existence and uniqueness of solutions of the space-time-fractional telegraph equation were studied by Yakubovich and Rodrigues [22] , where the space and time fractional derivatives are both in the Riemann-Liouville sense.
We will consider numerical methods for the following space-time-fractional telegraph equation, with 1 < α < 2, 0 < γ < 1 and 1 < β < 2,
where
denote the time and space Caputo fractional derivatives which we will define in the next section, a, b, c are positive constants and u t (0, x) denotes the time derivative of u(t, x) at t = 0.
In Garg et al. [8] , the authors consider the following space-time-fractional telegraph equation
By using the generalised differential transform method, the authors obtain the following exact solution for α = 3/2, β = 3/2, γ = 1/2,
Space-time-fractional telegraph equations are a particular type of fractional partial differential equation. Numerical methods for fractional partial differential equations have been studied by several authors. Finite difference methods have been used to solve time-fractional partial differential equations, see Liu et al. [13] , Langlands and Henry [9] , Yuste and Acedo [23] , Meerschaert and Tadjeran [15] . Lin and Xu [12] proposed a finite difference scheme in time and Legendre spectral method in space for time-fractional partial differential equations. Finite element methods for time-fractional partial differential equations were considered by Ervin et al. [6] , Li et al. [10] , Deng [4] , McLean and Thomée [14] and Ford et al. [7] . A space-time spectral method for space-time-fractional partial differential equations was studied recently by Li and Xu [11] .
In this paper, we first discretise the space and time fractional derivatives in (1.2) by using the finite difference method based on a quadrature formula approach, see Diethelm [5] . Then we write the discretisation equations in a matrix form and a stability condition for the numerical method is obtained. This paper is organised as follows. In the preliminaries section we recall some basic properties of fractional derivatives. Then, in Section 3, we show how the numerical method is constructed to deal with the space-time discretisation of the fractional telegraph equation. In Section 4, we prove the stability of the numerical method. Finally, in Section 5, we give some numerical examples.
Preliminaries
In this section, we will introduce the definitions of Riemann-Liouville and Caputo fractional differential operators and the relations between them. We refer to Podlubny [19] and Diethelm [5] for further details.
for 0 t T , is called the Riemann-Liouville fractional integral operator of order q. dt n denotes the n-th order derivative. Definition 3. Let n − 1 q < n, n 1. The operator
2) for 0 t T , is called the Caputo fractional differential operator of order q.
The following lemma gives the relation between the Riemann-Liouville and Caputo fractional differential operators.
3)
is the Taylor expansion of function f (t) about the origin up to (n − 1)th order, that is,
We remark that the Riemann-Liouville fractional derivative of t k is, see Podlubny [19] 
Discretisation of the space-time fractional telegraph equation
In this section, we will consider the discretisation of the space-time fractional telegraph equation (1.2)-(1.4). Let us first recall how to approximate a Riemann-Liouville fractional derivative R 0 D q t f (t) for 0 < q < 2, q ̸ = 1 at some fixed point based on a quadrature formula approach, see Diethelm [5] . For a fixed positive integer n, let 0 = t 0 < t 1 < · · · < t j < · · · < t n be a partition of [0, T ] and let ∆t denote the time step size. We then have the following lemma, Diethelm [5] Lemma 3.1. Let 0 < q < 2, q ̸ = 1. For the fixed t j = j n , where n is fixed, we have
is the remainder and the approximate bound of R (q) j is given in [5] .
Let us consider the discretisation of the time-space telegraph equation (1.2)-(1.4). In order to apply the algorithm to approximate fractional derivatives proposed in Diethelm [5] , we would need the values of the solution at t = 0 and x = 0 and the values of the derivatives of the solution at t = 0 and x = 0, that is we need u(0, x), u t (0, x) and u(t, 0), u x (t, 0). Note that u x (t, 0) is not given for our problem. However we know the boundary value u(t, x) at x = X. It turns out to be possible to obtain the unique value u x (t, 0) at time t in our numerical approximation by using the boundary value u(t, x) at x = X. We will discuss this idea later. Therefore we will consider for the moment the initial value problem and obtain stability conditions for our numerical method. The stability condition only depends on the time and space steps and the coefficients of the approximations of the fractional derivatives. It is independent of the values of the solution and its derivative at t = 0 and x = 0.
Hence let us consider the following initial-value problem
where α ∈ (1, 2), γ ∈ (0, 1) and β ∈ (1, 2), and u t (0, x) denotes the time derivative of u(t, x) at t = 0 and u x (t, 0) denotes the space derivative of u(t, x) at x = 0. We rewrite the equation (3.1)-(3.3) by using the Riemann-Liouville fractional derivatives and obtain, with α ∈ (1, 2), γ ∈ (0, 1) and β ∈ (1, 2),
where a, b, c are some positive constants. Let 0 < t 0 < t 1 < t 2 < · · · < t m < · · · < t M = T be the time partition and let ∆t be the time step size. Let 0 < x 0 < x 1 < x 2 < · · · < x n < · · · < x N = X be the space partition and let ∆x be the space step size. Here T > 0 and X > 0 are some positive real numbers. At the grid point (t m , x n ), by Lemma 3.1, we have, with 1 < α < 2,
and, with 1 < β < 2,
and, with 0 < γ < 1,
m denote the remainders. Further, by (2.4), we have, with 1 < α < 2,
Removing the remainder terms, we obtain the following discretisation scheme for (3.4): 5) and, for n 1, m 1,
that is, for n 1, m 1,
From Lemma 3.1, let s = α, β, γ, we have, with 0 < s < 2 and s ̸ = 1,
We remark that the numerical method (3.7) is an explicit scheme. The stability analysis of the scheme (3.7) will be given in the next section. Remark 3.1. As we pointed out earlier, in practice we shall focus on equations where the values u x (t, x) at x = 0 are unknown, but instead the values u(t, x) at x = X are given. We can adapt the approach in the following way: we use the values of u x (t, x) at x = 0 for t ∈ {0, ∆t, 2∆t, . . . , T } as unknown parameters for our method. We then evaluate the solution in terms of these unknown function values. Finally we use the known values of u(t, x) at x = X t ∈ {0, ∆t, 2∆t, . . . , T } to set up a system of equations for the values of u x (t, x) at x = 0 by solving a finite linear system. In the numerical examples in Section 5 we use this idea.
Stability analysis
The key to our stability analysis is that we may write (3.6) in the following matrix form
and
Then we obtain, with λ = ∆t α /∆x β ,
We seek conditions under which (4.2) has a unique solution. Note that we can write (4.2) in the following form,
Applying the Picard iteration approach to (4.4), we get
= CU
which implies that, with some suitable norm ∥ · ∥ in R N ,
Hence we see that (4.4) has a unique solution if
Thus we obtain the following stability condition for the numerical method (4.2),
Following the analysis above, we come to the following stability theorem for the numerical method (3.7). 
Theorem 4.1. Let t 0 < t 1 < · · · < t m < · · · < t M = T be the time partition and ∆t be the time step size. Let
x 0 < x 1 < · · · < x n < · · · < x N = X
Numerical examples
In this section, we will introduce two examples of telegraph equations of fractional order. We compare the numerical solutions with the exact solutions and consider the convergence orders of the numerical method. 
Let the right hand function f (t, x) be defined by where
, α > 0, β > 0 denotes the Mittag-Leffler function and the MATLAB function "mlf.m "is available to compute the Mittag-Leffler function, see "MathWorks " in the internet.
The analytical solution is given by
Since we do not know u x (t, 0) we need to use the boundary value u(t, X) to determine the values u x (t, 0) in each time level in the numerical approximation. To see this, let us rewrite (3.6) into We choose ∆t = 0.01, ∆x = 0.3, and T = 3 and X = 2, the graphs of analytical and approximate solutions for α = 1.4, β = 1.9 and γ = 0.5 are given in Fig. 1 . The right hand function f (t, x) has the form
The analytical solution is given as
We use the MATLAB function "quad.m" from "MathWorks" to compute the above integrals in our numerical simulations.
We choose ∆t = 0.02, ∆x = 2π/40 and T = 3 and X = 2π. The graphs of analytical and approximate solutions for α = 1.4, β = 1.6 and γ = 0.5 are given in Fig. 2 .
Below we will show the convergence orders of this method numerically. From the numerical experiments, as we would expect from the fractional ordinary differential equation case, we find that the convergence order is 2 − β with respect to the space step size ∆x. The details of the parameters in these experiments have been given in Tables 1 -3 , where we chose T = 3 and X = 2π. We can see the different convergence orders at T = 3 in Fig. 3 . Similarly we can observe that the convergence order is 2 − α with respect to the time step size ∆t, again as expected.
Next we describe the stable region of the numerical method. Recall that the numerical method is stable if 1 − ∥C∥ 2 0.1805 Table 3 . Example 5.2, α = 1.4, β = 1.9, γ = 0.5 and ∆t = 0.001
We provide some stability regions with respect to the different step sizes in Tables 4-6.  Comparing the Tables 4 with 5 , we observe, by using similar parameters α = 1.4, β = 1.6, γ = 0.5 and ∆t = 0.01, that the stable region when b = 50 is wider than that with respect to b = 10 which is because the right hand side of (4.8) increases as b increases. On the other hand, in Tables 5 and 6 , for fixed b = 50, we obtain some clear information concerning the stable region of ∆x with the different ∆t = 0.01 or 0.001. We can observe that, in Table 6 1 − ∥C∥ 2 ∥D∥ 2 < 0 when ∆x = 0.1, which means the solution is unstable. In other words, the stable region of ∆x with ∆t = 0.01 is wider than that with ∆t = 0.001, which can be observed in Fig. 6 . In this Fig., In Fig. 7 , we plot the stable region in the case of b = 0. In this case, the stability condition is
which is the boundary of the stable region. On the upper side of this curve, the numerical method is stable for pairs (∆t, ∆x). On the other side of the curve, the numerical method is unstable for pairs (∆t, ∆x).
In Figs 5-8 We observe that the stable region for b = 10 becomes bigger and wider than that for b = 0. In Fig. 8 and Fig In Fig. 5 , we plot the different stability boundaries for the different parameters b. We observe that the stable region grows when the parameter b increases. Finally, we consider how the stable region for α, β varies for different values of the step sizes.
In Fig. 11 . we chose T = 3, a = c = 1, b = 10 and ∆x = 0.25, and we plotted the stable region for α and β for Example 5.2 when ∆t = 0.001. The stars denote the stable region. In other words, when α and β lie in the starred region, the numerical method is stable, i.e., the stability condition ∥C∥∥D∥ < 1 holds.
In Fig. 12 . we chose T = 3, a = c = 1, b = 10 and ∆x = 0.25. We plotted the stable region for α and β for Example 5.2 when ∆t = 0.01. We observe that the stable region when ∆t = 0.001 is larger than the stable region when ∆t = 0.01 as we would expect from the theory for other classes of equation. 
