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Prologue
Quantum mehanis is weird. I had never realized this until the spring of 2003, when
dr. Maassen learly and arefully explained to me, in a two-hour leture, why quantum
mehanis annot be a simple hidden variables theory.
This was something of a shok to me. But as the shok subsided, I realized that
weirdness and lak of objetive determinism were the least of my problems. There is the
horrible threat of inonsisteny!
Quantum mehanis is intrinsially probabilisti. Observation however involves a sin-
gle outome. In order to handle this onsistently, quantum systems must exhibit a so-
alled ollapse of the wave funtion. There are loads of spei theoretial models whih
show ollapse on a measured system. But is this really neessary? Or would it be possible
to perform a measurement without ollapse?
Let's kill the tension right away. The answers are yes and no respetively. If you bear
with me for 60 short and exiting pages, I'll prove to you that transfer of information
out of a system always auses ollapse on that system. Along the way, we will gain
quantitative insight into the balane between information gain and state disturbane.
Well then. Now that I've skillfully triked you into reading the rest of this thesis, I am
left with the pleasant task of thanking people. It goes without saying that I am grateful
to my friends and family for suh diverse matters as giving birth or money (whih only
goes for a fairly restrited lass of family members) and tolerating or even supporting
my (rather obnoxious) enthusiasm. (The latter goes for anyone having had even remote
ontat with me over the past year.)
But here and now, I would like to express my gratitude to those who made a diret
ontribution to this thesis: Prof. Ronald Kleiss for agreeing to be my oial rst and
unoial seond supervisor. Prof. Klaas Landsman for a areful reading of this text, and
for many useful suggestions. Ma˘da˘lin Guta˘ for suggesting a simple proof of lemma (11) in
the ase of ompletely positive maps, putting me on trak for proposition (25). Janneke
Blokland for useful advie on the editing. And most of all, I would like to thank dr. Hans
Maassen.
i
The two-hour leture I told you about was part of his ourse in `Quantum Probability,
Quantum Information Theory and Quantum Computing' whih lies at the very heart of
this thesis. Indeed, insiders will reognize hapter 3 as a mere extension of the leture
notes [Maa℄. I am thankful for the exellent guidane and for the ountless onversations
we had, shaping my pereption of quantum mehanis into its present state. They were
sometimes slightly onfusing, but always pleasant and fertile. I have learnt muh from
Hans over the past year, and I would be proud if his style may be seen, reeted in my
writing.
Bas Janssens
Deember 2004
ii
Denitions and Conventions
P Generially denotes a lassial probability distribution.
EP(a) EP(a) =
∫
Ω
a(ω)P(dω), the expetation of random variable a
under P.
VarP(a) VarP(a) = EP(a
2) − EP(a)2, the variane under P of random
variable a.
CovP(a, b) CovP(a, b) = EP(ab)−EP(a)EP(b), the ovariane under P of
a and b.
C (V ) If V ⊂ C, then C (V ) is the spae of ontinuous funtions
on V .
A ,B,C ,D Sript letters denote C∗-algebras.
α Automorphisms are usually denoted by α. By an automor-
phism of a C
∗
-algebra, we always mean a C
∗
-automorphism,
i.e. we assume α(A)† = α(A†).
C (A) If A ∈ A , then C (A) ⊂ A is the C∗-sub-algebra generated
by A and I.
S (A ) Denotes the onvex state spae of normalized positive linear
funtionals A → C.
z The omplex onjugate of a omplex number z ∈ C.
A† The Hermitean onjugate of A ∈ A .
ℜA ℜA = 12 (A+A†): the real part of A ∈ A .
ℑA ℑA = 12i (A−A†): the imaginary part of A ∈ A .
M∗ If M is a positive linear mapping B → A , then its dual M∗
is a S (A )→ S (B) mapping dened by M∗(ρ) = ρ ◦M.
Varρ(A) Varρ(A) = ρ(A
†A) − ρ(A)ρ(A), the variane under ρ of
A ∈ A .
Covρ(A) Covρ(A,B) = ρ(A
†B)−ρ(A)ρ(B), the ovariane under ρ of
A,B ∈ A .
Spec(A) The spetrum of A ∈ A .
Y ′ Y ′ = {A ∈ A | [A, Y ] = 0 }, the relative ommutant of Y .
iii
Mn The algebra of n× n-matries ating on Cn.
ψ+ ψ+ =
(
1
0
)
in C2
ψ− ψ− =
(
0
1
)
in C2
σx σx =
(
0 1
1 0
)
in M2.
σy σy =
(
0 −i
i 0
)
in M2.
σz σz =
(
1 0
0 −1
)
in M2.
P+ P+ =
(
1 0
0 0
)
in M2.
P− P− =
(
0 0
0 1
)
in M2.
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Introdution
In the prologue, I already made a brief sketh of the subjet of this thesis. Allow me to
add a few details.
This is a Master's thesis in mathematial physis, written in the period September
2003  Otober 2004 at the Radboud University Nijmegen, under supervision of dr. Hans
Maassen. Its aim is twofold:
- First of all, I intend to prove general theorems, showing that state ollapse on a
measured system is a neessary onsequene of transporting information out of that
system.
- Afterwards, we shall investigate the balane between information gain and state
disturbane in a more quantitative way.
The rst point is in ontrast with authors like Joos, Zeh and Zurek who, if I understand
orretly, endeavour to nd spei models of deoherene on a system, independent of
the information transfer.
Another group of authors (Hepp, Lieb, Sewell, Riekers) transports information to a
entral pointer in an innite system. Although entrality of the pointer enables them to
model a global ollapse on all observables, it inhibits them from using automorphi time
evolution.
I on the other hand will use nite (not neessarily nite dimensional) systems, trans-
porting information to non-entral pointers. I do not restrit attention to automorphi
time evolution, but it is allowed as a speial ase in eah proposition in this thesis. We
will see that ollapse of the wave funtion then automatially ours on the examined
system. But we will also show that an approximate ollapse ours on a muh wider
range of observables, inluding the observables of the measurement apparatus.
This brings us to the similarities with this seond group of authors. Most of hapter 2
is based on a most original idea, due to Hepp, that ollapse has to do with the dierene in
size between the pointer (marosopi) and the observable on whih ollapse is supposed
to our (mirosopi). In fat, the whole point of using nite systems was originally just
to get a quantitative estimate of how the idealization of innite systems is reahed in the
realisti ase of a large but nite system. Exatly how large must the system be? What
observables defy ollapse? You will nd answers in hapter 2.
vii
But before entering the bulk of this thesis, I would like to aution the reader about
two points whih might seem essential at rst sight, but are in fat merely a matter of
personal preferene of the author:
- In the postulates of quantum mehanis, systems are modelled by C
∗
-algebras. This
is not essential: I might just as well have hosen von Neumann algebras. If you
are not familiar with operator algebra tehniques altogether, you may take in mind
B(H ), the algebra of all bounded operators on the Hilbert spae H . This example
will serve you well throughout the text.
- I also wield a rather unorthodox interpretation of quantum mehanis. I do this
simply beause it is in my eyes the simplest possible interpretation. Do not be
distrated: the issue of interpreting quantum mehanis is quite separate from the
issue of state ollapse after information transfer. If you do not like my interpretation
of quantum mehanis, simply take your own favourite interpretation and apply it
to the mathematis in this thesis. The result will probably be satisfatory.
Finally, a short note on soure material. This thesis ontains a grand total of 26
lemmas and propositions, plus another 10 orollaries. Of ourse not all of these are new.
There are three possibilities.
Sometimes, I prove theorems already proven by others before. In that ase of ourse,
I refer to this person expliitly. I have also formulated a number of results whih have
been widely known for a long time. In that ase I expliitly mention that it is a `standard
result'. This leaves a total of 19 lemmas and propositions plus 7 orollaries that are neither
attributed to one partiular person nor expliitly labelled `standard result'. These are of
my own invention. The reader will understand however that there exist no guarantees
that no one else has invented them before. If so, I have not been able to trak this down.
Now, without more ado, we nally move from the dislaimer to the atual physis.
Enjoy the ride. . .
viii
Chapter 1
Quantum Measurement
In order to investigate quantum measurement, we dwell on the foundations of quantum
mehanis for a short while.
1.1 Postulates of Quantum Mehanis
Regardless of their interpretation, we will postulate the existene of the three mathemat-
ial protagonists of quantum theory: an algebra, a state and a one-parameter group of
automorphisms.
Postulate 1 A quantum mehanial system will be modelled mathematially by a unital
C
∗
-algebra A , the algebra of observables.
Quite often, A = B(H ), the algebra of all bounded linear operators on some Hilbert
spae H . If you're not familiar with C∗-algebras, this is a good example to keep in mind.
In general, any C
∗
-algebra A has a faithful representation on some Hilbert spae H , see
[K&R, p. 281℄.
Postulate 2 A physial state of this system will be modelled mathematially by a (nor-
malized) positive linear funtional ρ on A .
The set of all possible states on A makes up state spae, S (A ). A unit vetor |ψ〉 ∈ H ,
for example, indues a state ρ on B(H ) by ρ(A) def= 〈ψ|A|ψ〉. Respeting onventional
abuse of language instead of ommon sense, we will not always distinguish between vetor
states and vetors.
But these are not the only states allowed for the system. If for eah positive integer i,
we have a normalized vetor |ψi〉 ∈ H and a number pi ∈ [0, 1] suh that
∑∞
i=1 pi = 1,
we may form the state ρ(A) def=
∑∞
i=1 pi〈ψi|A|ψi〉 on B(H ). This is a positive linear
funtional on A as well, and thus perfetly aeptable as a physial state. This partiular
state happens to be normal, i.e. ontinuous in the weak operator topology. But we also
aept non-normal funtionals as states, aording to the postulate above.
Postulate 3 Time evolution in an isolated system is modelled mathematially by a one-
parameter group of automorphisms of A : t 7→ αt. That is, αt+s = αt ◦αs for all t, s ∈ R.
Let α∗ : S (A )→ S (A ) denote the dual ation of α on state spae: α∗(ρ) def= ρ ◦α. Then
a state ρ on time t0 will evolve to a state α
∗
(t1−t0)ρ on time t1.
A unitary U ∈ A indues an automorphism α of A by α(A) = U †AU . Usually the
one-parameter group of automorphisms desribing time-evolution is indued by a one-
parameter group of unitaries t 7→ Ut ∈ A . So after a time t the observable A will evolve
to αt(A) = U
†
t AUt. Translating to the Shrödinger piture, a state ρ will evolve to ρt:
ρt(A) = α
∗
t ρ(A) = ρ(U
†
tAUt). If ρ is the vetor state indued by |ψ〉, then it evolves to
ρt(A) = 〈ψ|U †t AUt|ψ〉. In other words, ρt is the vetor state indued by Ut|ψ〉.
Indued Probability Measures
States on a C
∗
-algebra have the pleasant property of induing probability measures. This
is lear from the following standard result:
Proposition 1 (Indued Probability Measure) Let A be a C ∗-algebra. Let X ∈ A
be Hermitean. Then eah state ρ ∈ S (A ) denes uniquely a probability measure Pρ,X
on the Borel σ-algebra of Spec(X) suh that ρ(f(X)) =
∫
f(x)Pρ,X(dx) for all f ∈
C (Spec(X)).
Proof :
By the Gel'fand transform (see e.g. [K&R, p. 271℄), we have an injetive C
∗
-
homomorphism f 7→ f(X) of C (Spec(X)), the ontinuous funtions on the
spetrum of X , into A . We ompose this with the state ρ : A → C to yield
a funtional E on C (Spec(X)). In short, E(f) def= ρ(f(X)). E is positive: if
f ≥ 0, then f(X) ≥ 0 in the operator ordering, hene E(f) = ρ(f(X)) ≥ 0
sine ρ is a positive funtional.
By the Riesz representation theorem (see [Coh, p. 209℄), E denes a unique
Borel measure Pρ,X on Spec(X) satisfying E(f) =
∫
f(x)Pρ,X(dx). That this
is a probability measure indeed an be seen from Pρ,X(Spec(X)) = ρ(I) = 1.
q.e.d.
For example, onsider the physially relevant ase of a normal (i.e. weakly ontinuous)
state ρ on a von Neumann algebra A . Then X denes1 a projetion valued measure
V 7→ P(V ). In this setting, Pρ,X is simply dened by Pρ,X(V ) def= ρ(P(V )). In ase
ρ is a vetor state |ψ〉 and X has disrete spetrum with non-degenerate eigenspaes,
X =
∑
i xi|ψi〉〈ψi|, this amounts to Pρ,X({xi}) = |〈ψi|ψ〉|2.
1
V is a Borel subset of Spec(X). In this thesis, all subsets of spetra will be assumed Borel measurable.
2
1.2 Interpretation of the Postulates
Up until now, we only have the existene of mathematial objets. In order to link
mathematis to physial experiment, we seek an interpretation of the postulates above.
1.2.1 An Inonsistent Interpretation
Proposition (1) ries out for an interpretation of postulates (1) and (2). The rst that
omes to mind would be:
Interpretation 1
- A quantum mehanial system will be represented by a unital C
∗
-algebra A , the
algebra of observables.
- Eah random variable a is represented by a Hermitean A ∈ A .
- The random variable a objetively takes values in Spec(A). If the system is in state
ρ ∈ S (A ), then the probability that a takes value in V is Pρ,A(V ).
This interpretation allows us to interpret the state ρ(A) =
∑∞
i=1 pi〈ψi|A|ψi〉 as a
system in state |ψi〉 with probability2 pi.
Unfortunately, the interpretation above is inonsistent, at least for A = M2⊗M2. For
eah Borel subset V ⊂ Spec(A), Pρ,X(V ) gives the probability that a takes value in V .
Therefore a is a random variable on the probability spae (Spec(A),Pρ,A(V )). Similarly,
b is a random variable on the probability spae (Spec(B),Pρ,B(V )).
But if a and b both take objetive values, then there must exist some probability
distribution P on Spec(A) × Spec(B) suh that P(V ×W ) is the probability that a lies
in V and b in W . So a and b must be random variables on the same probability spae
(Spec(A)× Spec(B),P), having Pρ,A and Pρ,B as marginal probability distributions.
This means that eah set of random variables has to satisfy Bell's inequalities. (See
[Jau, p. 116℄ for a very thorough and [B&J, p. 673℄ for a very aessible version.) But in
M2 ⊗M2, Bell's inequalities are violated for ertain hoies of ρ. As a result, interpreta-
tion (1) is inonsistent.
This is not exlusively the ase for A = M2 ⊗M2. Interpretation (1) is inonsistent
for A = B(H ) with dim(H ) > 2 (see [K&S℄).
Indued Joint Probability Measures
In order to pave the way for a onsistent interpretation, we will extend proposition (1)
with the following standard result:
2
This interpretation of ρ is slightly less straightforward than it seems at rst sight, sine the deom-
position of ρ into pure states may not be unique.
3
Proposition 2 (Indued Joint Probability Measures) Let X,Y ∈ A be Hermitean
suh that [X,Y ] = 0. Then eah state ρ ∈ S (A ) denes uniquely a probability mea-
sure Pρ,X,Y on the Borel σ-algebra of Spec(X) × Spec(Y ) suh that ρ(f(X)g(Y )) =∫
f(x)g(y)Pρ,X,Y (dx, dy). In partiular:
EP(X) = ρ(X), EP(Y ) = ρ(Y )
covP(X,Y ) = ρ(XY )− ρ(X)ρ(Y )
Proof
For ontinuous f and g on the spetra of X and Y , we have one again
f(X) and g(Y ) by the Gel'fand transform (see [K&R, p. 271℄). We dene
a funtional E on C (Spec(X) × Spec(Y )) = C (Spec(X)) ⊗ C (Spec(Y ))
by E(f ⊗ g) def= ρ(f(X)g(Y )). E is positive: if f ⊗ g ≥ 0, hoose f, g ≥
0. Then, beause [f(X), g(Y )] = 0, f(X)g(Y ) =
√
f(X)g(Y )
√
f(X) ≥ 0
in the operator ordering. Now sine ρ is a positive funtional, E(f ⊗ g) =
ρ(
√
f(X)g(Y )
√
f(X)) ≥ 0.
By the Riesz representation theorem (see [Coh, p. 209℄), E denes a unique
Borel measure Pρ,X,Y on Spec(X)× Spec(Y ) satisfying E(f ⊗ g) =∫
f(x)g(y)Pρ,X,Y (dx, dy). Of ourse Pρ,X,Y (Spec(X)×Spec(Y )) = ρ(I) = 1.
q.e.d.
For example, let ρ be a normal (i.e. weakly ontinuous) state on a von Neumann
algebra A . Then X and Y dene ommuting projetion valued measures V 7→ P(V ) and
W 7→ Q(W ). In this setting, Pρ,X,Y is simply dened by the formula Pρ,X,Y (V ×W ) def=
ρ(P(V )Q(W )).
1.2.2 A Traditional Interpretation
A standard interpretation of postulates (1) through (3) is the following:
Interpretation 2
- A quantum mehanial system will be represented by a unital C
∗
-algebra A , the
algebra of observables
3
.
- At any xed time, there is one state ρ ∈ S (A ), representing all knowledge onern-
ing A .
- Eah observable is represented by a Hermitean element A of A 4.
- There is an ation alled `measurement'. Observables only take on objetive val-
ues if they are measured. Joint measurement of ommuting observables A and B
yields values of A in V ⊂ Spec(A) and of B in W ⊂ Spec(B) with probability
Pρ,A,B(V ×W ).
3
In this ase, we will denote both system and algebra by A .
4
Again, both the observable and the Hermitean element will be referred to by A.
4
- Time evolution on an undisturbed system A is represented by a one-parameter group
of automorphisms of A : t 7→ αt. A state ρ at time t0 will evolve to the state α∗(t1−t0)ρ
at time t1.
Bell's inequalities do not apply here beause it is not possible to perform a simultaneous
measurement on non-ommuting observables. One problem solved.
In order to interpret a state ρ on a system A , an outside observer is introdued,
performing this abstrat `measurement of A'. This has the eet of foring A to take on
an objetive value. Neither the observer, nor the measurement are desribed within the
framework of quantum mehanis. But they do have a physially observable eet on the
system.
State Redution
We will demonstrate this with a simple example. Let A be M2, the algebra of 2 × 2-
matries ating on H = C2. This desribes an eletron, having only spin-properties. Let
the observable A be σz ∈M2, the spin in the z-diretion5. σz has spetrum Spec(σz) =
{1,−1}. Suppose that σz is measured. Aording to interpretation (2), either σz = 1 or
σz = −1. (With probabilities Pρ,σz ({1}) and Pρ,σz ({−1}) respetively.)
Suppose that the measurement is repeatable. This means that a seond measurement
of σz , performed immediately after the rst, would yield the same result. Then after
measurement, knowledge of the system has inreased: if the measurement has revealed
σz = 1, then we know that any future measurement of σz will yield σz = 1 again. Aord-
ing to interpretation (2), we must now desribe the system by a dierent mathematial
state than before, one yielding σz = 1 with ertainty. The only state on A whih does
this is the vetor state |ψ+〉. This hange of state fored by measurement is alled state
redution.
Classial State Redution
In lassial probability theory measurement is also possible, and the redution it produes
is alled 'onditioning'. A lassial spin-system is desribed by a probability distribution P
on a lassial probability spae Ω = {+1,−1}. Repeatable measurement an be performed
on the random variable σz : Ω → R dened by σz(ω) = ω. If σz = 1, the observer will
update P to the onditioned probability distribution P( • |[σz = 1]) dened by
P( V |[σz = 1]) def= P( V ∩ [σz = 1])
P([σz = 1])
= δ+1(V ) (1.1)
where δ+1 is the point measure on ω = +1. Another observer, unaware of the measurement
outome, will desribe the system by a distribution P′ =
∑
x=±1 P([σz = x])P(•|[σz = x]).
This equals the original distribution P. So in a lassial probability spae, state redution
is subjetive. It an be attributed entirely to the inrease of knowledge of the rst observer.
5
For notation on spin systems, see page iv.
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Quantum State Redution
In quantum mehanis the situation is radially dierent: objetive ollapse after mea-
surement an be veried experimentally. Suppose M2 is in vetor state α|ψ+〉 + β|ψ−〉.
Repeatable σz-measurement is then performed on M2. σz = 1 will our with probability
|α|2 and σz = −1 with probability |β|2. So after measurement, the system is in state
ψ+ with probability |α|2 and in state ψ− with probability |β|2. The situation is now
objetively dierent from the one before: whether we know the value of σz or not, we may
perform σx-measurement. In both ψ+ and ψ−, the probability of nding σx = 1 equals
1/2. But before measurement, in the state α|ψ+〉 + β|ψ−〉, this probability would have
been 1/2 + ℜ(αβ).
So experimental veriation of ollapse an be ahieved as follows: start with a system
in state 1/
√
2|ψ+〉 + 1/
√
2|ψ−〉. The rst observer measures σz , the seond σx. This is
repeated a number of times. As soon as the seond observer measures σx = −1, the point
is made. Collapse is veried objetively.
In summary, repeatable measurement of σz always auses the state of M2 to jump:
- If the observer learns that σz = +1, the state jumps from α|ψ+〉+β|ψ−〉 to ψ+. We
will all this hange `state redution'
- If the observer is ignorant of the outome, the state jumps from the vetor state
α|ψ+〉 + β|ψ−〉 to the mixed state |α|2|ψ+〉〈ψ+| + |β|2|ψ−〉〈ψ−|. We will all this
hange `state ollapse'
In the literature, eah jump is ommonly referred to as both ollapse and redution. In
order to avoid onfusion, we shall keep these notions separate.
Comments
There is a sharp and physially observable shism between the situation before and after
measurement. Therefore, it is important to know if measurement takes plae and if so,
exatly when
6
. In pratie, there is hardly any doubt as to when it takes plae. And if
you feel omfortable with interpretation (2), you may read the rest of this thesis as an
attempt to explain why, in pratie, the exat point in time where the atual redution
takes plae is not of muh importane.
But personally, I feel rather unomfortable with the need for outside observers, not
desribed within quantum theory, exerting inuene on a system that is desribed by
quantum theory. I would like my physial theory to be a universe in itself. It should
desribe all the observables that an be measured. But also all observers, and the at of
measurement itself.
1.2.3 My Favourite Interpretation
First of all then, we want to desribe all interferene with a system A within the frame-
work of quantum mehanis. This does not mean that time evolution on A is always
6
J.Bell puts it like this (see [Bel℄): ... so long as the wave paket redution is an essential omponent,
and so long as we do not know exatly when and how it takes over from the Shrödinger equation, we do
not have an exat and unambiguous formulation of our most fundamental physial theory.
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automorphi. But it does mean that there is always a system D ⊇ A suh that time
evolution is automorphi on D . Think of D as the entire universe, if you have to.
Seondly, observables never take on objetive values at all. Physis is not about
objetive events. Physis intends to predit the observations made by observers. So a
physial theory should have:
- A list of all observers C .
- For eah C , a list of observables that are diretly observed by C .
Then it should predit the probabilities of the observations made by eah separate observer
without having to make any referene to other observers or objetive reality.
Interpretation 3
- There is one largest universal system. It is represented by a C
∗
-algebra D .
- Eah observable is represented by a Hermitean element A of D . Eah observer is
represented by an abelian C
∗
-subalgebra C ⊂ D . C diretly observes all Hermitean
A in C . C annot diretly observe A if A 6∈ C .
- At any xed time, there is one ρ ∈ S (D) representing the physial state of D . Eah
diret observation of any A ∈ C made by C has a value in Spec(A), the spetrum
of A. If A,B ∈ C , then the probability that C observes a value of A in V ⊂ Spec(A)
and a value of B in W ⊂ Spec(B) is given by Pρ,A,B(V ×W ).
- Even while observation takes plae, time evolution is represented by a one-parameter
group of automorphisms of D : t 7→ αt. A state ρ at time t0 will evolve to the state
α∗(t1−t0)ρ at time t1.
All A ∈ C are observed by C and all probabilities of nding joint values are given by the
theory. This means that the observables in C may be onsidered random variables on
some lassial probability spae. If A ∈ D and B ∈ D do not ommute, then they annot
be diretly observed by the same observer. Both are random variables, but not on the
same probability spae. Therefore Bell's inequalities do not apply.
Eah subsystem of D is of ourse represented by some subalgebra A ⊂ D . If this
subsystem happens to be invariant under the time evolution of D , then we an regard A
as an isolated system with time evolution αt|A .
Diret and Indiret Observation
Notie that one single observer C annot diretly observe all A ∈ D if D is not abelian.
Suppose for example that the observer is an eye. This eye observes diretly the voltage
on eah of its neurons. Indiretly, it an also observe say a painting on the other side
of the room: rays of light arry information from the painting to the retina and the eye
observes voltages in the retina diretly. There is a radial dierene between diret and
indiret observation.
Diret observation is the most primitive form. It is needed to link mathematis to
experiene. It is restrited to observables A in the observer C , and it does not result in
any objetive ollapse.
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Indiret observation of observables outside C is possible. However, this requires some
pre-formed image of the outside world: the eye must trust photons to travel in straight
lines. We will all this indiret observation measurement, and we will ome to it later on.
Redution and Collapse
Given a state ρ on A , we now formally dene its redued state ρY on A :
Denition 1 (Redued State) Let A be a C ∗!-algebra. Let Y ∈ A , let ρ ∈ S (A )
and let ρ(Y †Y ) 6= 0. Then we dene7 the state ρY on A by
ρY (A)
def
=
ρ(Y †AY )
ρ(Y †Y )
.
Suppose that a ountable deomposition {Vi | i ∈ I } of the spetrum of Y is given.
This means that Vi are Borel subsets of Spec(Y ) suh that Vi ∩ Vj = 0 for i 6= j, and⋃
i∈I Vi = Spec(Y ). Then we also have a ollapsed state C
∗ρ:
Denition 2 (Collapsed State) Let A be a von Neumann algebra. Let Y ∈ A be
Hermitean, and let {Vi | i ∈ I } be a ountable deomposition of its spetrum. Then if
ρ ∈ S (A ), its ollapsed state C∗(ρ) is dened by
C∗(ρ)(A) def= ρ
(∑
I
P(Vi)AP(Vi)
)
where V 7→ P(V ) is the projetion valued measure of Y .
Note that C∗(ρ)(A) =
∑
I Pρ,Y (Vi)ρP(Vi)(A). The ollapsed state is the sum of redued
states, weighed over the probability distribution.
Conditioning
Suppose that ρ is a normal state on a von Neumann algebra A . Suppose C diretly
observes both A and B so that [A,B] = 0. Then A has projetion valued measure
V 7→ P(V ) and B has ommuting projetion valued measure W 7→ Q(W ). One an then
alulate the probability distribution of B ∈ C provided that C observes a value of A in
V ⊂ Spec(A):
Pρ,A,B( [B inW ] | [A inV ] ) def= Pρ,A,B([B inW and A inV ])
Pρ,A,B([A in V ])
=
ρ
(
P(V )Q(W )
)
ρ
(
P(V )
)
=
ρ
(
P(V )Q(W )P(V )
)
ρ
(
P(V )
)
= ρP(V )
(
Q(W )
)
= PρP(V ),B([B inW ]).
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We will see that if ρ(Y †Y ) = 0, there will never be any need for a redued state. From now on, when
mentioning redued states, I will taitly assume their existene. Even in theorems.
8
The redued state ρP(V ) indues the onditional probability measure on any B ∈ A′, i.e.
any B suh that [B,A] = 0. We thus have an interpretation of ρP(V ) onsidered as a
state on A′.
A Benevolent Word of Caution to the Reader
Sine this is my thesis, I will proeed with my favourite interpretation. But keep in mind
that this is merely a way of interpreting the mathematis to ome. As suh, theorems are
universal and do not hinge on any interpretation.
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1.3 Measurement
We have stated that an observer C an observe X ∈ D indiretly, even if X 6∈ C . This is
aomplished by transferring information from X to some Y ∈ C , the so-alled `pointer
observable', and then observing Y diretly. If D is in state ρ, time evolution αt must be
suh that Pα∗t (ρ),Y
= Pρ,X : the probability distribution that C nds when observing Y at
time t exatly equals the one any C˜ ∋ X would nd when observing X at time 0.
Sine we only need the automorphism αt at the xed time t when measurement is
ompleted, we will drop the sux t from now on.
1.3.1 Automorphi Measurement
If α is suh that α(Y ) = X , then Pα∗(ρ),Y = Pρ,X for all ρ ∈ S (D). It is immedi-
ately lear that the averages are the same, α∗(ρ)(Y ) = ρ(α(Y )) = ρ(X). But sine α is
an automorphism, α(f(A)) = f(α(A)) for all A ∈ D and f ∈ C (Spec(A)). Therefore
the expetation values E used in the proof of proposition (1) to onstrut the probabil-
ity measures are automatially idential: α∗ρ(f(Y )) = ρ(f(X)). Then the probability
distributions themselves must be idential.
Example
Let D = M2⊗M2. Think ofM2⊗I as an eletron with spin. X = σz⊗I will be measured.
Think of I⊗M2 as a small omputer memory, apable of storing one bit of information.
C is the ommutative algebra generated by Y = I ⊗ σz : the atual memory. α is the
automorphism dened by α(A ⊗ B) = B ⊗ A. Then α∗(ρ)(Y ) = ρ(α(Y )) = ρ(X): the
information that was in the eletron prior to measurement has now arrived inside C .
Of ourse this is not repeatable: the states of the eletron and the omputer memory
are interhanged, so that a seond measurement of X will in general yield a dierent
result.
1.3.2 More General Measurement
For automorphi measurement, we require that Pα∗(σ),Y = Pσ,X holds for all σ in S (D).
But this may only be neessary for a restrited lass of states σ in S (D). An experiment
often onsists of two parts: a system A to be examined in an unknown state ρ and a mea-
surement apparatus B in a known default-state8 τ . A ontains the observable X that is
to be measured. B ontains some `pointer-observable' Y . Automorphi time evolution on
D = A ⊗B may now take plae in suh a way that Pα∗(ρ⊗τ),I⊗Y = Pρ⊗τ,X⊗I = Pρ,X .
Then Y is observed, diretly or indiretly. The set of states σ in S (D) for whih
Pα∗(σ),I⊗Y = Pσ,X⊗I must hold is in this ase { σ = ρ⊗ τ | ρ ∈ S (A ) }.
We dene M∗ : S (A )→ S (A ⊗B) by M∗(ρ) def= α∗(ρ⊗ τ). Beause it is ane, M∗
an be extended to a linear mapping A ∗ → (A ⊗B)∗ on all ontinuous linear funtionals
on A . It is therefore the dual of a linear map M : A ⊗B → A . (Hene the notation
M∗.) Beause M∗ respets normalization, M is unital: M(I) = I. And beause M∗ maps
8
This default-state τ ertainly need not be pure.
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states to states, M is positive: B ≥ 0⇒M(B) ≥ 0. M is even ompletely positive. (See
hapter 3.)
In summary, an ane map M∗ : S (A )→ S (A ⊗B) of the form M∗(ρ) def= α∗(ρ⊗ τ)
is by denition a perfet measurement i PM∗(ρ),Y = Pρ,X for all ρ ∈ S (A ).
Example
This example is basially due to Hepp (see [Hep℄): let D = M2 ⊗M2. M2 ⊗ I is as an
eletron with spin X = σz ⊗ I. It is in an unknown state ρ ∈ S (M2). I ⊗M2 is again
a omputer memory, apable of storing one bit of information. It is in the default-state
τ = ψ+. The atual memory C is generated by Y = I⊗ σz.
In the notation of page iv, α is indued by the unitary operator P+⊗I+P−⊗σx. It is
the ontrolled not-gate. One easily heks that α(Y ) equals σz⊗σz and not X . However,
for all ρ in S (M2) we have
M∗(ρ)(Y ) = α∗(ρ⊗ τ)(Y ) = ρ⊗ ψ+(σz ⊗ σz) = ρ⊗ ψ+(σz ⊗ I) = ρ(X).
C an now observe Y diretly, nding the same probability distribution that diret ob-
servation of X would have delivered.
Unbiased Measurement
We will also onsider unbiased measurement: the average is transferred from X to Y ,
but not neessarily the entire probability distribution. Automorphi measurement is au-
tomatially perfet.
Now M∗(ρ)(Y ) = ρ(X) ∀ρ ∈ S (A ) ⇔ M(Y ) = X . This haraterizes unbiased
measurement. In ontrast to automorphi measurement, this does not imply M
(
f(Y )
)
=
f(X) for all ontinuous f . This means that in general PM∗(ρ),Y 6= Pρ,X , although the
averages do oinide. For perfet measurement, equality holds: PM∗(ρ),Y = Pρ,X or
equivalently M(f(Y )) = f(X) ∀f ∈ C (Spec(X)). Yet even for perfet measurement, it
may well be that α(Y ) 6= X . In the example above, M∗ is an unbiased measurement of
X : M(Y ) = X . It is even perfet: M(f(Y )) = f(X) for funtions on Spec(X). But it is
not automorphi: α(I⊗ σz) = σz ⊗ σz , so α(Y ) 6= X .
In summary: all automorphi measurements are perfet. All perfet measurements
are unbiased. And both statements annot be reversed.
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1.4 State Redution
Before plunging into the generalities of state redution, let us look at an example.
1.4.1 An Example of Redution
Let D = M2 ⊗M2 ⊗M2. Again, M2 ⊗ I⊗ I is an eletron in unknown state ρ ∈ S (M2).
It has spin X = σz ⊗ I⊗ I to be measured. I⊗M2⊗M2 is a omputer memory in default
state τ = ψ+⊗ψ+. It is apable of storing two bits of information. C is the ommutative
algebra generated by Y1 = I⊗ σz ⊗ I and Y2 = I⊗ I⊗ σz .
First, in exatly the same way as above, X is measured and the information is stored
on Y1: αt1 is indued by the unitary operator P+ ⊗ I ⊗ I + P− ⊗ σx ⊗ I. Then an-
other, similar measurement of X is performed using Y2 as pointer: αt2−t1 is indued
9
by
P+ ⊗ I⊗ I+P− ⊗ I⊗ σx.
Finally, C diretly observes Y1 and Y2 in state M
∗(ρ) = α∗t2(ρ ⊗ τ). The results will
be distributed aording to the probability distribution PM∗(ρ),Y1,Y2 :
M∗(ρ)(I ⊗P+ ⊗P+) = ρ(P+) , 0 = M∗(ρ)(I ⊗P+ ⊗P−)
M∗(ρ)(I ⊗P− ⊗P+) = 0 , ρ(P−) = M∗(ρ)(I ⊗P− ⊗P−)
In other words, C observes:
Y1 = +1 and Y2 = +1 with probability Pρ,X({+1})
Y1 = −1 and Y2 = −1 with probability Pρ,X({−1})
Y1 = −1 and Y2 = +1 with probability 0
Y1 = +1 and Y2 = −1 with probability 0.
C may interpret this orrelation ausally: the rst measurement outome inuenes
the seond. Correlation an also be seen with the help of the redued state:
(M∗(ρ))I⊗P+⊗I(A) =
=
ρ⊗ τ
(
αt2
(
(I⊗P+ ⊗ I)A(I ⊗P+ ⊗ I)
))
M∗(ρ)(I ⊗P+ ⊗ I)
=
ρ⊗ τ
((
(P+ ⊗P+ +P− ⊗P−)⊗ I
)
αt2(A)
(
(P+ ⊗P+ +P− ⊗P−)⊗ I
))
ρ⊗ τ(P+ ⊗P+ ⊗ I+P− ⊗P− ⊗ I)
=
ρ⊗ τ
((
(P+ ⊗ I)⊗ I
)
αt2(A)
(
(P+ ⊗ I)⊗ I
))
ρ(P+)
= α∗t2(ρP+ ⊗ τ)(A)
= M∗(ρP+)
In the third step, we have made speial use of τ = ψ+ ⊗ ψ+. Aording to the disussion
following denition 1, the above equation has the following signiane:
Observations made by C , onditioned on the rst measurement outome Y1 = +1,
will be as if the eletron had originally been in the redued state ρP+ .
9
In realisti models, αt1 and αt2−t1 belong to the same dynamial semi-group, so that αt1 ◦αt2−t1 =
αt2−t1 ◦ αt1 . This is satised in this example.
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Sine ρP+ = ψ+ for all ρ in S (M2), and beause M
∗(ψ+) = ψ+ ⊗ ψ+, this explains that
if, aording to C , the rst measurement yields +1, so does the seond.
Nota Bene
One would be tempted to pose the following question:
Suppose that C observes Y1 = +1 at time t1. Does C then neessarily observe
Y1 = +1 at time t2?
This question is metaphysial in nature beause it annot be answered by experiment. At
time t2, how do you know what you observed at time t1? You must onsult some memory.
Any experiment one ould possibly devise involves a memory (possibly external; a
piee of paper or a hard-disk) storing information on Y1. Above, this memory is simply
Y1 itself. And just as above, the result of observing this memory at time t2 will never
yield disrepanies within the memory, independent of the observation made at time t1.
1.4.2 Redution as a Consequene of Measurement
Many examples of the kind above have been desribed ([Hep℄, [Böh, p. 292℄, [B&J, p. 678℄).
But in fat, redution is not just possible, as has been known for a long time (see [Neu℄).
It is a neessary onsequene of transferring information from X to some pointer Y .
The Origin of Redution and Collapse
Let M : A ⊗B → A be suh that M∗(ρ) = α(ρ ⊗ τ) for some automorphism α and
τ ∈ S (B). Suppose M is a perfet measurement of X ∈ A with10 pointer Y ∈ A ⊗B.
Suppose that A and B are von Neumann algebras, as in the previous example. Then
X and Y have projetion valued measures V 7→ P(V ) and W 7→ Q(W ) respetively. If
ρ is normal, then PM∗(ρ),Y = Pρ,X implies M
∗(ρ)(Q(V )) = ρ(P(V )) for all subsets V of
Spec(X): the spetral projetions of X are measured, using the orresponding ones of Y
as pointers. In this situation we an apply:
Proposition 3 (Redution) Let A and B be C ∗-algebras, P ∈ A and Q ∈ A ⊗B
projetions. For ρ ∈ S (A ), let M∗(ρ) def= α∗(ρ⊗ τ) for some automorphism α of A ⊗B
and τ ∈ S (B). Suppose M∗(ρ)(Q) = ρ(P) for all ρ ∈ S (A ). Then for any ρ ∈ S (A ):
(M∗(ρ))Q = M∗(ρP).
Proof :
By moving to the GNS-representation, we may assume ρ ⊗ τ to be a vetor
state |ψ〉. Now by assumption,
α∗(ρP ⊗ τ)(Q) = M∗(ρP)(Q) = ρP(P) = 1.
10
This inludes automorphi measurement if B happens to be I and M automorphi.
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Sine (ρP ⊗ τ) = (ρ⊗ τ)P⊗I orresponds to the vetor state P⊗I|ψ〉‖P⊗I|ψ〉‖ ,
we have
α∗(ρP ⊗ τ)(Q) = 〈P⊗ Iψ|α(Q)|P ⊗ Iψ〉‖P⊗ I|ψ〉‖2 = 1. (1.2)
α(Q) is a projetion. Therefore equation (1.2) implies
‖α(Q)P⊗ I|ψ〉‖2 = ‖P⊗ I|ψ〉‖2
whih entails, again beause α(Q) is a projetion, that
α(Q)P⊗ I|ψ〉 = P⊗ I|ψ〉. (1.3)
In a similar fashion, M∗(ρI−P)(Q) = ρI−P(P) = 0 leads to
α(Q)
(
(I−P)⊗ I)|ψ〉 = 0. (1.4)
Equations 1.3 and 1.4 imply
α(Q)|ψ〉 = P⊗ I|ψ〉.
Thus for all D ∈ A ⊗B:
(M∗(ρ))Q(D) =
ρ⊗ τ(α(QDQ))
M∗(ρ)(Q)
=
〈α(Q)ψ|α(D)|α(Q)ψ〉
ρ(P)
=
〈(P⊗ I)ψ|α(D)|(P ⊗ I)ψ〉
ρ⊗ τ(P ⊗ I)
= (ρ⊗ τ)P⊗I
(
α(D)
)
= α∗(ρP ⊗ τ)(D)
= M∗(ρP)(D).
q.e.d.
State Redution
This has two major onsequenes. The rst is subjetive:
Suppose that a perfet measurement of X ∈ D is performed with pointer
Y ∈ C ⊂ D . If D was in state ρ ∈ S (A ) before measurement, then all
observations made by C after measurement, onditioned on the observation
that the measurement outome Y is in the set V , will be as if the system had
originally been in the redued state ρP(V ) instead of ρ.
We now have an interpretation of the redued state ρP(V ) outside Y
′
. Perhaps the fol-
lowing ommutative diagram says more than a thousand words:
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redution
ρ
❄
✲
ρP(V )
❄
✲
M∗(ρ) ✲
(M∗(ρ))Q(V )
=
M∗(ρP(V )) ✲
PM∗(ρ),Y
❄
PM∗(ρ),Y ( • | [Y inV ] )
=
PM∗(ρP(V )),Y
onditioning
The map ρ → ρP(V ) is alled state redution. The fat that we observe state redu-
tion (left hand side of the diagram) results from harmless onditioning on the physially
relevant probability distributions (right hand side).
State Collapse
The seond onsequene is objetive. It is summarized in the diagram below:
ollapse
ρ
❄
✲
C∗(ρ) ✲
M∗(ρ)
M∗ ◦C∗(ρ)
= on Y ′
Corollary 3.1 (Collapse) Let A and B be von Neumann algebras, X ∈ A , Y ∈
A ⊗B Hermitean. Let {Vi | i ∈ I } be any ountable deomposition of Spec(X). Let
M∗ : S (A ) → S (A ⊗B) be dened by M∗(ρ) def= α∗(ρ ⊗ τ) for some automorphism α
of A ⊗B and normal state τ ∈ S (B). Suppose M∗ is a perfet measurement of X with
pointer Y , i.e. PM∗(ρ),Y = Pρ,X for all ρ ∈ S (A ). Then for all normal ρ ∈ S (A ), and
for all D ∈ Y ′:
M∗(ρ)(D) = (M∗ ◦C∗)(ρ)(D),
where C∗ is the ollapse operation for X and {Vi | i ∈ I }, as in denition 2.
Proof :
Let V 7→ P(V ) and V 7→ Q(V ) be the spetral measures of X and Y respe-
tively. Sine
⋃
I Vi = Spec(X), we have
∑
I Q(Vi) = I. Suppose [D,Y ] = 0.
Then also [D,Q(Vi)] = 0 for all i ∈ I. Therefore
M∗(ρ)(D) = M∗(ρ)
((∑
I
Q(Vi)
)
D
)
= M∗(ρ)
(∑
I
Q(Vi)DQ(Vi)
)
=
∑
I
PM∗(ρ),Y (Vi) · (M∗(ρ))Q(Vi)(D)
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=
∑
I
Pρ,X(Vi) ·M∗(ρP(Vi))(D)
=
∑
I
ρ
(
P(Vi)M(D)P(Vi)
)
= (M∗ ◦C∗)(ρ)(D).
q.e.d.
Normally, a system A will be examined by an observer C ⊂ B outside A . This means
that Y is of the form I ⊗ Y˜ . Then all A ∈ A ⊗B of the form A˜ ⊗ I will ommute with
the pointer. So regarded as a state on the examined system A ⊗ I, we have
M∗(ρ) = M∗ ◦C∗(ρ).
In other words:
Suppose that a perfet measurement of X ∈ A is performed by an observer
C ⊂ B outside A , using a pointer Y ∈ I⊗B. Then all measurements of any
A ∈ A made by any seond observer C˜ will be as if the system had originally
been in the ollapsed state C∗(ρ) instead of ρ.
For example, suppose that A = M2 is in vetor state α|ψ+〉 + β|ψ−〉, and σz is
measured perfetly by an outside observer. Then all subsequent measurement of A will
be as if A had originally been in the mixed state |α|2 · |ψ+〉〈ψ+|+ |β|2 · |ψ−〉〈ψ−|.
Summary
Redution is subjetive. It involves only one observer. Redution ours after both diret
and indiret observation.
Collapse is objetive. It involves at least two observers. Note the ruial role of
[A, Y ] = 0: if the rst observer had been inside A instead of outside, none of the above
would hold. Collapse only ours with indiret observation. Both are not just possible,
but neessary onsequenes of measurement.
1.4.3 Imperfet Redution after Imperfet Measurement
Suppose an unbiased measurement is not perfet, but still rather good. Then one does not
expet a perfet redution, but still a rather good one. Proposition (3) allows suh a gen-
eralized version. In ontrast to generalized ollapse (whih omes along quite naturally),
generalized redution is rather thorny and unomfortable. But in the end, if we work hard
enough, we do obtain a hard estimate of the redution, even for biased measurement:
Proposition 4 (Generalized Redution) Let A and B be C ∗-algebras, P ∈ A and
Q ∈ A ⊗B projetions. For ρ ∈ S (A ), let M∗(ρ) def= α∗(ρ⊗ τ) for some automorphism
α of A ⊗B and τ ∈ S (B). Suppose there is a ∆ ≥ 0 suh that |M∗(ρ)(Q)− ρ(P)| ≤ ∆
for all ρ ∈ S (A ). Then for any ρ ∈ S (A ):
‖(M∗(ρ))Q −M∗(ρP)‖ ≤
√
∆
M∗(ρ)(Q)
(
1 + 2
√
∆+
√
1 + (1 + 2
√
∆)2
)
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Proof :
For notational onveniene, dene P0 = P, P1 = I − P. Dene ǫ2i =
|ρPi(P)−M∗(ρPi)(Q)| = |δi,0−M∗(ρPi)(Q)|. Here ǫ2i is the probability that
a measurement of P in state ρPi yields the wrong outome. The ǫi depend
on ρ, but are always less than
√
∆. By onstruting the GNS representation
of ρ ⊗ τ , we may assume ρ ⊗ τ to be a vetor state |ψ〉. Then the ǫi have
geometrial signiane: they regulate the length of the vetor
|χi〉 def= α(Q)Pi ⊗ I|ψ〉 −PPi ⊗ I|ψ〉
= (α(Q)− δi,0)Pi ⊗ I|ψ〉 (1.5)
by
‖χi‖2 def= ‖α(Q)Pi ⊗ I|ψ〉 − δi,0Pi ⊗ I|ψ〉‖2
= 〈Pi ⊗ Iψ|(α(Q) − δi,0)†(α(Q) − δi,0)|Pi ⊗ Iψ〉
= 〈Pi ⊗ Iψ|(1 − 2δi,0)α(Q) + δi,0|Pi ⊗ Iψ〉
= (1− 2δi,0)ρ⊗ τ((Pi ⊗ I)α(Q)(Pi ⊗ I)) + δi,0ρ⊗ τ(Pi ⊗ I)
= ρ(Pi)((1 − 2δi,0)α∗(ρ⊗ τPi⊗I)(Q) + δi,0)
= ρ(Pi)(|α∗(ρ⊗ τPi⊗I)(Q)− δi,0|)
= ρ(Pi)(|M∗(ρPi)(Q)− δi,0|)
= ǫ2i ρ(Pi). (1.6)
With this we will estimate
M∗(ρ)(QXQ)−M∗(ρP)(X) ·M∗(ρ)(Q) = (1.7)
= α∗(ρ⊗ τ)(QXQ)− α∗(ρP ⊗ τ)(X) · α∗(ρ⊗ τ)(Q)
= α∗(ρ⊗ τ)(Q(X − α∗(ρP ⊗ τ)(X))Q)
= ρ⊗ τ(α(Q)α(X − α∗(ρP ⊗ τ)(X))α(Q))
=
∑
k,l
ρ⊗ τ(Pk ⊗ Iα(Q)α(X − α∗(ρP ⊗ τ)(X))α(Q)Pl ⊗ I)
=
∑
k,l
〈α(Q)Pk ⊗ Iψ|α(X − α∗(ρ⊗ τP⊗I)(X))|α(Q)Pl ⊗ Iψ〉
=
∑
k,l
〈δk,0Pk ⊗ Iψ + χk|α(X − α∗(ρ⊗ τP⊗I)(X))|δl,0Pl ⊗ Iψ + χl〉.
The last step goes by denition of χk: from equation (1.5), we see that
α(Q)Pk ⊗ Iψ = δk,0Pk ⊗ Iψ + χk. We will examine the smallness of eah
term separately.
〈P⊗ Iψ|α(X − α∗(ρ⊗ τP⊗I)(X))|P⊗ Iψ〉 =
= ρ⊗ τ(P⊗ Iα(X)P⊗ I)− ρ⊗ τ(P ⊗ I)α∗(ρ⊗ τP⊗I)(X)
= 0. (1.8)
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That's one down. We will estimate the ross-terms with the Cauhy-Shwarz
inequality. For that, we need the length of both ‖χk‖ and the vetor
‖α(X − α∗(ρ⊗ τP⊗I)(X))P⊗ Iψ‖2 =
= 〈P⊗ Iψ|α(X − α∗(ρ⊗ τP⊗I)(X))†
α(X − α∗(ρ⊗ τP⊗I)(X))|P ⊗ Iψ〉
= 〈P⊗ Iψ|α(X)†α(X)− 2ℜ(α(X)†α∗(ρ⊗ τP⊗I)(X))+
+|α∗(ρ⊗ τP⊗I)(X)|2|P⊗ Iψ〉
= 〈P⊗ Iψ|α(X)†α(X)|P⊗ Iψ〉 − |〈P⊗ Iψ|α(X)|P ⊗ Iψ〉|
2
‖|P⊗ Iψ〉‖
= 〈P⊗ Iψ|α(X)†(I− |P⊗ Iψ〉〈P⊗ Iψ|〈P⊗ Iψ|P ⊗ Iψ〉 )α(X)|P⊗ Iψ〉
≤ ‖P⊗ Iψ‖2‖X‖2. (1.9)
Now that we have the length of both vetors, we see by Cauhy-Shwarz:
‖〈χk|α(X −α∗(ρ⊗ τP⊗I)(X))P⊗ Iψ〉‖ ≤ ‖X‖ · ‖P⊗ Iψ‖ǫk‖Pk⊗ Iψ‖. (1.10)
And similarly
‖〈P⊗ Iψ|α(X −α∗(ρ⊗ τP⊗I)(X))|χl〉‖ ≤ ‖X‖ · ‖P⊗ Iψ‖ǫl‖Pl ⊗ Iψ‖. (1.11)
Finally, from ‖α(X)− α∗(ρ⊗ τP⊗I(X)‖ ≤ 2‖X‖ we see that
‖〈χk|α(X − α∗(ρ⊗ τP⊗I)(X))|χl〉‖ ≤ 2‖X‖ǫk‖Pk ⊗ Iψ‖ǫl‖Pl ⊗ Iψ‖. (1.12)
Putting inequalities (1.8), (1.10), (1.11) and (1.12) into (1.7), we nally obtain
‖M∗(ρ)(QXQ)−M∗(ρP)(X) ·M∗(ρ)(Q)‖ ≤
≤ 2‖X‖‖P0 ⊗ Iψ‖(ǫ0‖P0 ⊗ Iψ‖+ ǫ1‖P1 ⊗ Iψ‖) +
2‖X‖(ǫ0‖P0 ⊗ Iψ‖ + ǫ1‖P1 ⊗ Iψ‖)2
= 2‖X‖(ǫ0‖P0 ⊗ Iψ‖ + ǫ1‖P1 ⊗ Iψ‖)×
(‖P0 ⊗ Iψ‖+ ǫ0‖P0 ⊗ Iψ‖ + ǫ1‖P1 ⊗ Iψ‖).
To estimate this last expression, note that P0 and P1 are omplementary
projetions, and |ψ〉 is of norm one. Therefore, there exists an angle θ suh
that cos θ = ‖P0 ⊗ Iψ‖ and sin θ = ‖P1 ⊗ Iψ‖. Sine both ǫ0, ǫ1 ≤
√
∆, we
have ∥∥∥∥M∗(ρ)(QXQ)M∗(ρ)(Q) −M∗(ρP)(X)
∥∥∥∥ ≤ ‖X‖
√
∆
M∗(ρ)(Q)
f(θ) (1.13)
with f(θ) = 2(cos θ + sin θ)(cos θ +
√
∆(cos θ + sin θ)). With standard ana-
lysis and goniometry, one an verify that f takes maximal value 1 + 2
√
∆ +√
1 + (1 + 2
√
∆)2, proving the proposition.
q.e.d.
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Proposition (3) is ontained in the above as the speial ase ∆ = 0. Note that the
bound disappears if the probability of observing measurement outome +1 beomes less
than 1/2
√
∆. This means that exellent measurement (∆ ∼ 0) without redution (upon
nding +1) is not exluded, provided that the probability of outome +1 remains small.
Of ourse there is onservation of misery: the probability of outome 0 is large, and upon
nding 0 there is very good redution.
Nonetheless, this priniple an be used niely in so-alled `knowingly reversible mea-
surement' (see [DAr℄). This is a non-perfet measurement, leaving the state xed with a
ertain probability. The observer obtains not only a measurement outome, but also the
information whether or not the state is onserved suessfully.
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1.5 State Collapse
On page 15, we have obtained ollapse from redution in order to show the link between
the two. But there is an easier way of proving the neessity of ollapse, more suitable for
generalization.
1.5.1 Perfet Collapse after Perfet Measurement
The setting is slightly dierent: an observer C ⊂ B attempts to deide whether a system
A is in state ψ1 or in ψ2. In order to do that, a measurement M
∗
: S (A )→ S (A ⊗B)
is performed (of the form M∗(ρ) = α∗(ρ⊗ τ)) in suh a way that observation of a ertain
pointer-observable Y ∈ C yields with ertainty y1 in stateM∗(ψ1) and y2 in stateM∗(ψ2).
Lemma 5 Let |φi〉 (i = 1, 2) be vetor states on some algebra D . Let Y ∈ D be Hermitean
suh that
Varφi(Y ) = 0 and 〈φi|Y |φi〉 = yi (i = 1, 2)
with y1 6= y2. Then for all A ∈ D suh that [A, Y ] = 0:
〈φ1|A|φ2〉 = 0.
Proof :
|φ1〉 and |φ2〉 must be eigenvetors of Y with eigenvalues y1 and y2. Sine
[A, Y ] = 0, A respets the eigenspaes of Y . We therefore have |φ1〉 ⊥ |Aφ2〉:
(y1 − y2)〈φ1|A|φ2〉 = 〈y1φ1|A|φ2〉 − 〈φ1|A|y2φ2〉 = 〈φ1|[Y,A]|φ2〉 = 0.
q.e.d.
This standard result an be used in the following way:
Proposition 6 (Collapse) Let M∗ : S (A )→ S (A ⊗B) be of the form M∗(ρ) =
α∗(ρ ⊗ τ) for some automorphism α of A ⊗B and τ ∈ S (B). Let ψi, (i = 1, 2) be
vetor states on A , let |α|2 + |β|2 = 1 and let Y ∈ A ⊗B be Hermitean suh that
VarM∗(ψi)(Y ) = 0 and M
∗(ψi)(Y ) = yi (i = 1, 2)
with y1 6= y2. Then for all A ∈ A ⊗B suh that [A, Y ] = 0:
M∗(|αψ1 + βψ2〉〈αψ1 + βψ2|)(A) = M∗(|α|2|ψ1〉〈ψ1|+ |β|2|ψ2〉〈ψ2|)(A).
Proof:
By the GNS-representation, we assume τ to be a vetor state |τ〉. Thus
|M∗(|αψ1 + βψ2〉〈αψ1 + βψ2|)(A) −M∗(|α|2|ψ1〉〈ψ1|+ |β|2|ψ2〉〈ψ2|)(A)|
= |〈(αψ1 + βψ2)⊗ τ |α(A)|(αψ1 + βψ2)⊗ τ〉 −(|α|2〈ψ1 ⊗ τ |α(A)|ψ1 ⊗ τ〉+ |β|2〈ψ2 ⊗ τ |α(A)|ψ2 ⊗ τ〉) |
≤ 2|α||β||〈ψ1 ⊗ τ |α(A)|ψ2 ⊗ τ〉|
≤ |〈ψ1 ⊗ τ |α(A)|ψ2 ⊗ τ〉|. (1.14)
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The last step uses that 2|α||β| ≤ 1 sine |α|2 + |β|2 = 1.
Finally, we ome to lemma (5), here with the vetors |ψi ⊗ τ〉, (i = 1, 2) and
with the observable α(Y ):
ψi ⊗ τ(α(Y )) = M∗(ψi)(Y ) = yi (1.15)
and
Varψi⊗τ (α(Y )) = ψi ⊗ τ(α(Y )2)− ψi ⊗ τ(α(Y ))2
= ψi ⊗ τ(α(Y 2))− ψi ⊗ τ(α(Y ))2
= VarM∗(ψi)(Y )
= 0. (1.16)
Thus 〈ψ1 ⊗ τ |α(A)|ψ2 ⊗ τ〉 = 0.
q.e.d.
If Y is of the form I⊗ Y˜ , then [A⊗ I, I ⊗ Y˜ ] = 0 for any A ∈ A . This means that after
the measurement is performed on A in vetor state |αψ1+ βψ2〉, further measurement of
any A ∈ A by other observers will be as if the state had originally been |α|2|ψ1〉〈ψ1| +
|β|2|ψ2〉〈ψ2|.
Of ourse the same holds for other observables ommuting with Y , suh as observables
in C for example, or11 in A ⊗C . All of this has an immediate generalization for the ase
of a less perfet measurement, and for observables not quite ommuting with Y .
1.5.2 Imperfet Collapse after Imperfet Measurement
Lemma 7 Let φi, (i = 1, 2) be vetor states on some algebra D . Let Y be a Hermitean
element of A suh that φ1(Y ) 6= φ2(Y ). Let
φi(Y ) = yi and Varφi(Y ) = σ
2
i (i = 1, 2)
be the expetation and variane of Y in the state φi, (i = 1, 2). If A is a Hermitean
observable suh that ‖[A, Y ]‖ ≤ δ‖A‖, then
|〈φ1|A|φ2〉| ≤ δ + σ1 + σ2|y1 − y2| ‖A‖.
11
If the measuring devie happens to be lassial (B is ommutative), then a omplete and rigorous
ollapse has been ahieved. This was proposed by Jauh (see [Jau, p. 174℄). Although this is an extremely
useful remark (see e.g. [Hep℄), I do not hold this to be a fundamental solution to the problem of
measurement for the following reasons:
- Measurement apparatuses onsist of partiles. Partiles have momentum and position. These do
not ommute, so Abelian B an only be an idealization.
- Automorphi time evolution always onserves purity of states (see [Hep, lemma 2℄). Even on
Abelian algebras.
In hapter 2, we will examine this idealization more losely.
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Proof :
For i = 1, 2,
σ2i = 〈φi|Y †Y |φi〉 − 〈φi|Y †|φi〉〈φi|Y |φi〉.
So
σ2i = 〈Y φi|I−P//|Y φi〉
whereP// denotes the projetion onto the one-dimensional vetor-spae spanned
by |φ〉. So I −P// is the projetion orthogonal to |φi〉. We denote it by P⊥.
From P2⊥ = P
†
⊥ = P⊥ we see that
σi = ‖P⊥Y φi‖.
Deomposing Y |φi〉 into omponents parallel and perpendiular to |φi〉 we nd
Y |φi〉 = P//Y |φi〉+P⊥Y |φi〉.
Denoting P⊥Y |φi〉 by |χi〉, bearing in mind ‖χi‖ = σi:
Y |φi〉 = 〈φi|Y †|φi〉|φi〉+ |χi〉 = yi|φi〉+ |χi〉.
We use this in the following:
(y2 − y1)〈φ1|A|φ2〉 = 〈φ1|A|y2φ2〉 − 〈y1φ1|A|φ2〉
= 〈φ1|AY |φ2〉 − 〈φ1|A|χ2〉 − 〈φ1|Y A|φ2〉+ 〈χ1|A|φ2〉
= 〈φ1|[A, Y ]|φ2〉+ 〈χ1|A|φ2〉 − 〈φ1|A|χ2〉.
Estimating with the Cauhy-Shwarz-inequality and the operator norm in eah
term we obtain
|(y2 − y1)| · |〈φ1|A|φ2〉| ≤ (δ + σ1 + σ2)‖A‖.
q.e.d.
We use lemma (7) in the same way as lemma (5):
Proposition 8 (Generalized Collapse) LetM∗ : S (A )→ S (A ⊗B) be of the form
M∗(ρ) = α∗(ρ⊗τ) for some automorphism α of A ⊗B and τ ∈ S (B). Let ψi, (i = 1, 2)
be vetor states on A , let |α|2 + |β|2 = 1 and let Y ∈ A ⊗B be Hermitean suh that
VarM∗(ψi)(Y ) = σi and M
∗(ψi)(Y ) = yi (i = 1, 2)
with y1 6= y2. Then for all A ∈ A ⊗B suh that [A, Y ] ≤ δ‖A‖:
|M∗(|αψ1 + βψ2〉〈αψ1 + βψ2|)(A) −M∗(|α|2|ψ1〉〈ψ1|+ |β|2|ψ2〉〈ψ2|)(A)|
≤ δ + σ1 + σ2|y1 − y2| ‖A‖.
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Proof:
As the proof of proposition (6), but we now estimate equation (1.14) with
lemma (7) instead of lemma (5).
q.e.d.
The ratio
σ1+σ2
|y1−y2| is an indiator of the quality of measurement: suppose you know that,
prior to measurement, A is either in state ψ1 or ψ2. To nd out whih, you perform
measurement. Suppose y1 < y2, then you onlude that the state was ψ2 if the pointer
Y takes value ≥ y1+y22 . The probability of deiding ψ2 while the state was really ψ1 is
less than
4σ21
|y1−y2|2 by Chebyshev's inequality: PM∗(ψ1),Y (|Y − y1| ≥
|y1−y2|
2 ) ≤ 4σ
2
1
|y1−y2|2 .
Of ourse the same goes for 1 ↔ 2, so that σ1|y1−y2| + σ2|y1−y2| indiates the quality of
measurement indeed.
Conlusions
For the ase of a pointer outside A , I will summarize some onsequenes of measurement
whih will ome in handy in the next hapter:
- Collapse takes plae on the ommutant Y ′ of the pointer. This inludes the original
algebra A ⊗ I.
- An imperfet ollapse will also our on observables A ommuting well with the
pointer Y in the sense that ‖[A, Y ]‖ ≤ δ‖A‖ for some small δ.
- If the measurement is imperfet ( a |ψi〉-measurement yields outome ai only with
high probability ), then also an imperfet ollapse will our on the ommutant of
the pointer.
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Chapter 2
Marosopi Observables
Suppose that an outside observer C ⊂ B performs measurement on a system A . Then
we have seen that a ollapse must always take plae on the original system A ⊗ I. This
simple and rigorous law of nature is, I believe, the ollapse of the wave funtion usually
alluded to in elementary textbooks on quantum mehanis (e.g. [B&J℄, [Dir℄, [Böh℄, [Neu℄
and even [Jau, p. 184℄).
But on the ombined system A ⊗B there always remain observables with respet to
whih no ollapse ours. Indeed, Hepp and later Bell (see [Hep℄ and [Bel℄) have pointed
out that all one has to do to trak these down is to run time evolution bakwards.
On M2, the observable σx may serve to distinguish ψ+/ψ− mixtures from super-
positions (p. 6). But if an outside observer C ⊂ B performs a ψ+/ψ− measurement
M∗ : S (M2)→ S (M2 ⊗B) of the form M∗(ρ) = α∗(ρ⊗ τ), then
M∗(ρ)(α−1(σx ⊗ I)) = ρ⊗ τ(σx ⊗ I) = ρ(σx)
so by performing an α−1(σx ⊗ I)-measurement on M2 ⊗B, a seond observer C˜ , outside
M2 and B, an indeed asertain that a full ollapse has not taken plae
1
. In pratie
however, ollapse is observed after measurement, even by the seond observer.
In my view (interpretation 3), ollapse on losed systems simply does not our. Ever.
Whih leaves me to answer:
Question 1 Why are the remaining oherenes so hard to observe in pratie?
Suppose one were to take the point of view that a rigorous ollapse on losed systems
does our after measurement. (Interpretation 2.) Then one needs to answer the following
question:
Question 2 Exatly when does ollapse replae unitary time evolution on losed systems,
and why is it so hard, in pratie, to see the dierene between ollapse at one time rather
than another?
Whih point of view to take is merely a matter of taste, not of importane. An answer
to question (1) entails an answer to the last part of question (2): If it is hard to see the
1
This in ontrast to state redution, whih involves only one observer. See also p. 60
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dierene between unitary time evolution and ollapse, it is ertainly hard to see when
the former goes into the latter.
To question (1), I see three answers. Two of them testify to the weirdness of the
observables on whih no ollapse ours. Or rather, to the ourrene of ollapse on
lasses of ordinary observables:
2.1 Collapse on the Measurement Apparatus
First of all, we have seen how ollapse omes about on A ⊗I: one simply applies lemma (7)
to φ1 = M
∗(ψ1) and φ2 = M∗(ψ2).
Collapse on the Original System
The measurement is perfet if, starting with with ψi, (i = 1, 2), the pointer position
after measurement is always yi = M
∗(ψi)(Y ): then the orresponding varianes σ2i of the
pointer observable Y = I⊗Y˜ equal 0. This results in a perfet ollapse on A ⊗I ⊂ (I⊗Y˜ )′:
proposition (6).
Suppose the measurement is awed, i.e. the input ψi, (i = 1, 2) does not absolutely
guarantee the pointer output yi. Then it may still be possible to draw reliable onlusions
from the pointer about the examined system, provided that σi ≪ |y1− y2| for i = 1, 2, or
briey
σ1+σ2
|y1−y2| ≪ 1.
We no longer have any reason to expet the `lean' ollapse disussed above, but still
an imperfet measurement must surely indue some imperfet ollapse on A ⊗ I ⊂ Y ′.
This is proposition (6).
Collapse on the Measurement Apparatus
But a wider range of ollapse an be obtained with the same ease: assume for example
that a measurement M∗ distinguishes two eigenstates ψx1 and ψx2 of some X ∈ A in a
repeatable fashion. This means that another measurement of X ⊗ I (perhaps by another
observer) in state M∗(ψxi), (i = 1, 2) will one again yield xi with ertainty:
M∗(ψxi)(X ⊗ I) = xi and VarM∗(ψxi )(X ⊗ I) = 0 (i = 1, 2).
Then we an apply proposition (6) to the measured observableX⊗I instead of the pointer
I⊗ Y˜ . Collapse then ours not only on (I⊗ Y˜ )′, but also on (X ⊗ I)′, whih inludes the
algebra of the measurement apparatus, I⊗B.
In exatly the same manner as above, an approximate state ollapse on (X⊗I)′ ⊃ I⊗B
follows from proposition (8), provided that
VarM∗(ψx1)(X ⊗ I) +VarM∗(ψx2)(X ⊗ I)≪ |x1 − x2|2.
So the thoroughness of ollapse on (X⊗I)′ is not regulated by the quality of measurement,
but by how well M∗(ψi), (i = 1, 2) remain eigenstates of X . Already, we have a rst
answer to question (1):
Answer 1 In a repeatable measurement, the remaining oherene an neither
be deteted on the original system, nor on the measurement apparatus alone.
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2.2 Collapse on Loal and Global Observables
We have seen that there are observables on whih no ollapse ours, but if the measure-
ment is repeatable they lie neither in the original system A ⊗ I nor in the measurement
apparatus I⊗B. Moreover, the vetor spae (Not the algebra!) spanned by the ommu-
tant of the pointer Y and that of the measured observable X , denoted X ′+ Y ′, allows no
oherenes to be deteted. This already testies to the weirdness of the observables we
are looking for: I for one would be very interested to learn about atual measurements
performed (with the help of a seond measurement apparatus) on observables in A ⊗B,
but outside X ′ + Y ′. If they do exist, they are ertainly quite exoti.
But there are two more lasses of ordinary observables on whih ollapse takes plae:
the loal ones and the marosopi ones. This, I believe to be the main point of Klaus
Hepp's 1972 artile
2
`Quantum Theory of Measurement and Marosopi Observables'
[Hep℄.
2.2.1 K. Hepp: Quasiloal Algebras
Hepp investigates the possibility of modelling time evolution by a weak limit of auto-
morphisms and, as the title suggests, pointers by so alled `marosopi observables' in a
quasiloal algebra.
Let me try to suppress my sense of guilt about not explaining these notions properly
by giving an example: imagine a ountably innite hain of quantum spins M2 indexed
by n ∈ N, their position on the real line. Loal observables are supposed to aet only
a nite amount of spins. For example, the spin in the z-diretion of atom number i,
σiz
def
= I ⊗ . . . ⊗ I ⊗ σz ⊗ I ⊗ I ⊗ . . . , is a loal observable. So is 1N
∑N
i=1 σ
i
z , the average
z-spin over the rst N atoms. Now a quasiloal observable is almost loal in the sense
that, outside a nite amount of sites, it is arbitrarily lose to I in norm.
Marosopi observables however are not supposed to lie in the quasiloal algebra. We
would like them to be something like `averages': let Yn be a uniformly bounded sequene
of loal observables `onverging to innity' in the sense that Yn has to do with spins
arbitrarily far away from the origin for n suiently large. Then it would be pleasant
to all limN→∞ 1N
∑N
i=0 Yi a marosopi observable. For example, take Yn = σ
n
z . Then
Sz = limN→∞ 1N
∑N
i=0 σ
i
z is the average spin in the z-diretion.
Unfortunately, this limit does not exist. At least not in norm. But if we hoose one
partiular state on the algebra, we may form its GNS-representation. (See [K&R, p. 278℄.)
Then we have at our disposal a weak topology, oarser than the norm topology, in whih
the limit may well exist.
In short, marosopi observables lie in the weak losure of some represented quasiloal
algebra, but not in the algebra itself. The rux of Hepp's artile is marosopi dierene:
2
The author himself did not, for as far as I an tell, seek to make this partiular point. I take the liberty
of interpreting his results in a dierent fashion, utilizing Hepp's onsiderable mathematial ahievements
in a ontext slightly dierent from the one originally intended. The following digression should not be
seen as a summary of [Hep℄, but as a highly personal interpretation.
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Denition 3 (Marosopi Dierene) Let ω1 and ω2 be states on a quasiloal alge-
bra D . Then ω1 and ω2 are alled marosopially dierent if there exists a uniformly
bounded sequene of observables Yn onverging to innity, and real numbers y1 6= y2 suh
that
lim
N→∞
1
N
n=N∑
n=1
ωi(Yn) = yi (i = 1, 2).
and the upshot is formed by the following two lemmas:
Lemma 9 (Lemma 6 of [Hep℄) Let ω1 and ω2 be marosopially dierent states on a
quasiloal algebra D having short range orrelations. Then ω1 and ω2 are disjoint.
Lemma 10 (Lemma 3 of [Hep℄) Consider two disjoint states ω1 and ω2 on a quasilo-
al algebra D , and two (not neessarily disjoint) sequenes ω1,t and ω2,t suh that
limt→∞ ωi,t = ωi (i = 1, 2). Let (πt,Hπt) be representations of D and ψ1,t, ψ2,t ∈ Hπt
suh that ωi,t(A) = 〈ψi,t|πt(A)|ψi,t〉 (i = 1, 2) for all A ∈ D . Then for all quasiloal
D ∈ D :
lim
t→∞〈ψ1,t|πt(D)|ψ2,t〉 = 0.
These lemmas may be used as follows: we are attempting to measure, say, the observable
σz in the algebra M2. We do this by oupling M2 to a quasiloal algebra B in a state
τ . We now seek automorphisms αt of D = M2 ⊗ B suh that limt→∞ α∗t (ψi ⊗ τ) = ωi
(i = 1, 2), where ω1 and ω2 are short-range orrelated, marosopially dierent states on
the quasiloal algebra D . (Hepp gives several expliit examples of suh onstrutions.)
We may now use lemmas (9) and (10) onseutively to see that for eah xed quasiloal
A ∈M2 ⊗B, all the `ross-terms' go to zero:
lim
t→∞
〈ψ1,t|πt(D)|ψ2,t〉 = 0
in the sense of lemma (10), with ωi,t = α
∗
t (ψi ⊗ τ) for i = 1, 2.
The relevane of this all to question (1) is lear:
Pointers used in real life are often marosopi.
Furthermore, marosopi information is more easily deteted than mirosopi informa-
tion. This is the very reason for using marosopi pointers. A ray of light shining onto
a measurement apparatus is almost ertain to reord the (marosopi) position of the
pointer, i.e. the average position of some 1023 atoms. It may even aidentally reord the
position of one single atom. But it is very unlikely to reord the detailed exitation of
eah of these atoms from their respetive equilibrium positions.
In other words: Hepp points out the lasses of quasiloal and marosopi observables
as ordinary ones. In his spirit, an answer to question (1) ould be:
`In the ourse of measurement with a marosopi pointer, redution ours
inreasingly well on all quasiloal observables'
However, it is not easy to pinpoint the exat physial relevane of Hepp's weak-operator
limit proedure:
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- First of all, the notion of a 'Marosopi' observable is only mathematially dened
on a quasiloal algebra. In reality, the algebra desribing an atual measurement
apparatus is usually extremely large, but not quasiloal. In what way, if at all, are
Hepp's result approximately valid?
- Seondly, we only ome 'lose' to marosopially disjoint states in the weak topol-
ogy. At eah xed time t, αt is still automorphi. So there remain quasiloal
observables A for whih the ross-terms are large. On the other hand, for eah xed
quasiloal observable A, the ross-terms do beome small in the ourse of time.
Putting it more preisely and less learly:
∀ǫ > 0 ∀A ∈ A ⊗B ∃t ∈ R : t′ ≥ t⇒ |〈ψ+,t|πt(A)|ψ−,t〉| ≤ ǫ ,
yet
∃ǫ > 0 ∀t ∈ R ∃A ∈ A ⊗B ∃t′ ≥ t : |〈ψ+,t|πt(A)|ψ−,t〉| > ǫ .
2.2.2 Loal Algebras
We'll give up quasiloal algebras all together, and with it the sharp distintion between
loal and marosopi observables. Then we will give estimates on the amount of state
ollapse on `loal' observables, yet to be dened, based on:
- Exatly how loal the observable is.
- Exatly how marosopi the pointer is.
- Exatly how muh marosopi dierene there is.
Instead of utilizing Hepp's mahinery, we shall resort to lemma (7). Let us desribe our
ombined system D by a large but nite number N of possibly dierent atoms, eah
desribed by an algebra Di: D =
⊗N
i=1 Di. Suh an algebra, plus its (non-unique)
subdivision into atoms
3
may be alled a loal algebra.
Let X i ∈ Di. We will denote by Xi the observable I1⊗ . . .⊗ Ii−1⊗X i⊗ Ii+1⊗ . . .⊗ IN
in D . Although no sharp distintion an be made between marosopi and mirosopi
observables, it is intuitively lear that for eah set {X i | i ∈ {1, . . . , N}, X i ∈ Di }:
-
1
N
∑N
i=1Xi is an average, or very global observable. It might well be observed by
aident.
- X37 is a very loal observable, representing detailed information about one partiular
atom. (Number 37.) A measurement of X37 would probably ost a lot of eort, and
is unlikely to be performed by aident.
- X1 ⊗X2 ⊗ . . .⊗XN−1 ⊗XN represents an observable giving detailed information
about all atoms in the measurement apparatus. It is unlikely that suh a measure-
ment an ever be performed at all, let alone aidentally.
3
By `atom', I just mean some small part of the algebra. It may represent an eletron, atom or moleule,
or any other struture small ompared to D. The same algebra D =
⊗6×1023
i=1 (DH⊗DO⊗DH), desribing a
mole of water, must be onsidered a dierent loal algebra aording to whether one hooses the hydrogen
and oxygen atoms DH and DO as loal atoms, or the water moleules DH ⊗ DO ⊗DH.
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So we would like to show that, if the pointer is Y = 1N
∑N
i=1Xi, some very global
observable, then observables with respet to whih no ollapse takes plae are ertainly
not very global, nor very loal, and typially of the third variety mentioned above. We
will start by quantifying these rather vague notions:
- Denition 4 (n-loal) A Hermitean X is alled n-loal i there exist integers
1 ≤ i1 < . . . in ≤ N suh that X ∈ Di1 ⊗ . . .⊗Din ⊂ D .
An observable X ∈ D is `n-loal' if it only aets n atoms. X37 is 1-loal. Of ourse,
eah n-loal observable is also n˜-loal if n˜ ≥ n.
- Denition 5 (κ-global) A Hermitean Y ∈ D is alled κ-global i there exist
M ∈ N, 1 ≤ i1 < . . . < iM ≤ N and Hermitean Y ik ∈ Dik suh that:
• Y = 1M
∑M
k=1 Yik .
• κ ≥ ‖Y ik‖M for all k.
For example,
1
N
∑N
1 σ
i
z as on page 27 is N
−1
-global. X37 is ‖X37‖-global, for exam-
ple beause it equals X37 =
1
1 (X37), or, if you happen to be in a troublesome mood,
beause X37 =
1
N (0+ . . .+0+NX37+0 . . .+0). An observable will be alled global
if it is κ-global for some κ ∈ R. Not all observables are global.
- The amount of dierene between two states φ1 and φ2 on some global Hermitean
Y an easily be quantied by the ratio σ1+σ2|y1−y2| , where yi = φi(Y ) and σ
2
i =
φi(Y
2)− φi(Y )2, (i = 1, 2).
These denitions allow us to apply lemma (7) in the situation of a measurement using a
global pointer to distinguish ψi from ψj : M
∗(ψi) and M∗(ψj) are globally dierent.
Corollary 7.1
4
Let φ1, φ2 ∈ S (D) be κ-globally dierent vetor states, i.e. there is a κ-
global Hermitean Y ∈ D suh that φ1(Y ) 6= φ2(Y ). Let y1,2 = φ1,2(Y ) be the expetation
of Y in φ1,2, and σ
2
1,2 = Varφ1,2(Y ) the variane. Let α, β ∈ C be suh that |α|2+|β|2 = 1.
Then, for every n-loal A:
|〈αφ1 + βφ2|A|αφ1 + βφ2〉 − (|α|2〈φ1|A|φ1〉+ |β|2〈φ2|A|φ2〉)| ≤ 2nκ+ σ1 + σ2|y1 − y2| ‖A‖.
And for every global observable Y ′ = 1M ′
∑M ′
l=1 Yjl with ‖Yjl‖ ≤ y′:
|〈αφ1 + βφ2|Y ′|αφ1 + βφ2〉 − (|α|2〈φ1|Y ′|φ1〉+ |β|2〈φ2|Y ′|φ2〉)| ≤ 2κ+ σ1 + σ2|y1 − y2| y
′.
4
Consider the example of a loud of N partiles, with positions xi and momenta pi. These observables
are not bounded, but sine [xi, pj ] is, this is merely a tehnial problem whih may be averted by,
for example, a ut-o. The position of the loud, X = 1
N
∑N
i=1 xi, is inreasingly marosopi for
inreasing N . However, the total momentum of the loud, P =
∑N
i=1 pi, is ‖pi‖-global, irrespetive of N .
So sine [X,P ] = i~, it would seem that redution on X, using P as pointer, is good beause ~ is small,
and not beause N is large. This is not the ase however: of importane is the ratio ~/|p1 − p2|, and
typial momentum dierenes do grow as N inreases.
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Proof :
Sine 2|α||β| ≤ 1, all we have to do is apply lemma (7) to 〈φ1|A|φ2〉. For the
rst inequality, we write Y = 1M
∑M
k=1 Yik . Sine at most n of the Yik do not
ommute with A, we have ‖[Y,A]‖ = ‖ 1M
∑M
k=1[Yik , A]‖ ≤ 2n‖A‖maxk ‖Y
ik‖
M ≤
2nκ‖A‖. For the seond inequality, we use that ‖[Yik , Yjl ]‖ ≤ 2κMy′, and that
it equals zero if ik 6= jl. We obtain ‖[Y, Y ′]‖ = ‖ 1M ′M
∑k=M,l=M ′
k=1,l=1 [Yik , Yjl ]‖ ≤
1
M ′M
∑k=M,l=M ′
k=1,l=1 δ(ik, jl)2κMy
′ ≤ 2κy′. Of ourse ‖Y ′‖ ≤ y′.
q.e.d.
Bear in mind that κ, for a typial pointer, will have values in the order of 10−23. For a per-
fet measurement (σ1,2 = 0) this means one may probe detailed information about billions
and billions of atoms simultaneously without running the slightest risk of enountering
any lak of ollapse.
Furthermore, in the ase of non-perfet measurement using a κ-global pointer, as long
as nκ ≪ σ1 + σ2, all experimentally observed oherene may be attributed to the poor
quality of measurement. All of this onstitutes a seond answer to question (1):
Answer 2 When using a very global pointer, the oherene remaining after
measurement an neither be deteted on very global observables, nor on very
loal ones.
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2.3 Global Information Leakage
So suppose we are in the irumstane of a repeatable measurement with the help of
a very global `pointer', say an atual pointer. We have seen that observables on whih
no ollapse ours are present on the ombined system, but they an neither be entirely
inside the measurement-apparatus, nor entirely in the atom. They an also not be very
global, nor very loal. All in all, they are pretty weird indeed. Yet in priniple, they do
exist and they an be measured by a seond observer.
2.3.1 Information Leakage After Measurement
One should be extremely areful with this kind of reasoning, however. Imagine, for
example, that M2 represents a two-level atom, and B desribes some large measuring
apparatus, measuring eigenstates of σz ⊗ I with pointer I⊗ Y whih represents, literally,
the position of a pointer. (The average position of all atoms in the pointer is of ourse
rather global.) Then as soon as I⊗ Y is measured (with the help of an anillary system,
e.g. light reeting on the pointer and reahing our eyes), ollapse on the ombined
atom-apparatus system takes plae. It is of ourse immaterial whether or not someone
is atually looking at the photons. If even the smallest spek of light were to fall on the
pointer, the information about the pointer position would already be enoded in the light,
ausing full ollapse on the atom-apparatus system.
So as soon as the information about the pointer position has reahed our eyes, we an
be mathematially ertain that ollapse on the atom-apparatus-system has taken plae,
even on those extraordinary observables that ommute poorly with the pointer of the
measurement apparatus. However, if no suh information has reahed our eyes, we may
still be pratially sure that all measurement on the ombined atom-apparatus will reveal
that ollapse has taken plae, unless extreme measures (e.g. shielding, extreme ooling)
have been taken to prevent pointer-information from leaking out of the system. A similar
line of reasoning may provide a third answer to question (1), again due to lemma (7):
Answer 3 If information leaks from the pointer into the outside world, ol-
lapse unavoidably takes plae on the ombination of system and measurement
apparatus. In pratie, global pointers onstantly leak information.
2.3.2 Information Leakage in General
A Marosopi system may be modelled by some loal algebra D =
⊗N
i=1 Di. If this
system is interating normally with the outside world, (the oasional photon happens to
satter on it, for instane) then one may imagine a number of very global observables being
measured ontinually, with a ertain measurement unertainty
5 σ. For a deent denition
of this `measurement unertainty' or `quality' σ, I will have to refer to hapter 3, denitions
(11) and (12). But it entails the σ1 and σ2 of lemma (7) being ≤ σ for eigenstates of X .
5
Aording to proposition (15), simultaneous perfet measurement is not possible, but global observ-
ables normally ommute well enough for the limits of auray imposed by proposition (16) to remain
well below the marosopi sale.
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This enables us to apply lemma (7). It tells us that all oherenes between eigenstates
ψx1 and ψx2 of global observables X are ontinually vanishing on all of D , (the pointer,
e.g. a beam of light, is outside the system), provided their eigenvalues x1 and x2 satisfy
|x1 − x2| ≫ 2σ.
Take for example a olletion of N spins, D =
⊗N
i=1M2. Suppose that for α =
x, y, z, the observables Sα =
1
N
∑N
i=1 σ
i
α are ontinually being measured with an auray
N−1 ≪ σ ≪ 1. For N in the order of Avogadro's number, N ∼ 6 × 1023, this allows for
extremely aurate measurement. Then between globally dierent eigenstates of Sα, i.e.
states for whih the eigenvalues |sα − s˜α| ≫ σ, oherenes are onstantly disappearing.
However, the measurement need not have any eet
6
on states whih only dier on a
small sale. Take for instane ρ ⊗ |+〉 and ρ ⊗ |−〉, with ρ some state on N − 1 spins.
Indeed, |sα − s˜α| ≤ 2/N ≪ σ, so lemma (7) is vauous in this ase.
We see how σ produes a smooth boundary between the marosopi and the miro-
sopi world: global proesses (involving Sα-dierenes ≫ σ) ontinually suer from loss
of oherene, while loal proesses (involving Sα-dierenes ≪ σ) are unaeted.
6
Of ourse it is possible for a measurement to destroy oherene between ρ ⊗ |+〉 and ρ ⊗ |−〉. Just
take any old measurement, and add a `deoherene operation' by hand. The net result is a measurement
destroying oherene.
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2.4 Conlusion
In order for a seond observer to notie the lak of ollapse after a rst observer has
measured X ∈ A with a global pointer, he or she must do the following:
- Keep the original system A and the system B, ontaining the rst observer, from
interating with the outside world, for instane by shielding or extreme ooling.
- Then perform a measurement on an observable X˜ ∈ A ⊗B whih does not om-
mute with the global pointer: it annot be in the original system A , it annot be
very global and it annot be very loal. If the rst measurement is repeatable, it
annot lie entirely in B either.
- The outome of the rst measurement must remain unknown to the seond observer.
Suppose that an observable in the seond observer serves as a pointer to the rst
measurement. The net situation would then be a measurement of X ∈ A by an
observer outside of A ⊗B. A seond measurement will then always show ollapse
on A ⊗B.
Under these irumstanes, it annot be exluded that oherenes are experimentally
deteted by the seond observer.
Paradox
All of this leaves us with one glaring paradox: surely the rst observer, remembering the
outome of X-measurement, an perform X˜-measurement and observe that there is no
ollapse, let alone redution, ontraditing proposition (3)?
The answer is no. The rst observer annot simultaneously measure X˜ and remember
a value of X . We will elaborate this in proposition (26), where we will have some more
tools at our disposal.
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Chapter 3
Measurement Inequalities
There are many dierent onepts of measurement. Up until now, we have investigated
mappings S (A )→ S (A ⊗B) of the form M∗(ρ) = α∗(ρ ⊗ τ) for some automorphism
α of A ⊗B and τ ∈ S (B). But other points of view are possible. For instane, von
Neumann (see [Neu℄) and Holevo (see [Hol℄) dene measurement as an ane mapping
from S (A ) to S (C (Ω)), the spae of probability measures on the Borel σ-algebra in
Ω ⊂ R.
In order to over all onepts of measurement at the same time, we will investigate
ompletely positive operations. With their help, we will dene perfet measurement
and we will dene unbiased measurement. We will then rigorously dene the quality of
unbiased measurement
1
.
After this, the way will be leared for quite general statements on the trade-o between
measurement quality and the amount of disturbane
2
.
3.1 Completely Positive Operations
What do we expet from any physial operationT∗ : S (A )→ S (B) from one (quantum)
probability spae into another? We formulate three natural requirements (opied from
[Maa℄):
- The stohasti equivalene priniple is ommon to all interpretations of postulates
(1) and (2). It states that a system that is in state ρ1 with probability λ1 and in state
ρ2 with probability λ2 annot be distinguished from a system in state λ1ρ1 + λ2ρ2.
Therefore, T∗ must be ane: for all 0 ≤ λ1, λ2 ≤ 1 suh that λ1 + λ2 = 1,
λ1T
∗(ρ1) + λ2T∗(ρ2) = T∗(λ1ρ1 + λ2ρ2)
1
The attentive reader may have notied the grotesque ugliness of proposition (4). This results from
the ad ho use of |M∗(ρ)(Q) − ρ(P)| as a measure of quality.
2
Although propositions and proofs will be dierent from the ones enountered before, their interpre-
tation will be similar if not the same. In order not to disturb the ow of reasoning, I've hosen to one
again go over details exhaustively mentioned before. My apologies to the reader.
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T∗ an thus be extended to a linear mapping between the full duals of A and B,
so that T∗ is the dual of a linear map T : B → A . This justies our notation:
T∗(ρ) = ρ ◦T.
- In order for T∗ to map states to states, it must respet normalization and positiv-
ity: T∗(ρ)(I) = 1 and T∗(ρ)(B†B) ≥ 0 ∀ B ∈ B, ρ ∈ S (A ). Equivalently,
T(I) = I and B ≥ 0⇒ T(B) ≥ 0.
- So T∗ is linear, normalized and positive. But it was realized by K. Krauss in the
1970's that it must be possible to ouple A and B to another system C and perform
the operation T∗ on A , leaving C untouhed. This leads us to the last requirement
(see [Kra℄).
An operationT∗ is alled n-positive if the map id∗n⊗T∗ : S (Mn⊗B)→ S (Mn⊗A )
dened by τ ⊗ ρ 7→ τ ⊗ (T∗(ρ)) is linear, normalized and positive. An operation is
alled ompletely positive if it is n-positive for all n ∈ N.
There exist positive operations whih are not ompletely positive. Formulating the above
in the Heisenberg piture, we dene a linear, ontinuous map idn⊗T : Mn⊗B →Mn⊗A
by idn⊗T(A ⊗B) = A⊗T(B) for all A ∈Mn and B ∈ B.
Denition 6 (Complete Positivity) Let A and B be unital C ∗-algebras. A linear
map B → A is alled ompletely positive if 3 T(I) = I and if for all D ∈Mn⊗B, n ∈ N:
D ≥ 0 =⇒ idn⊗T(D) ≥ 0.
The lass of ompletely positive operations was invented to enompass every physial
operation you ould ever want. For example, it ontains all automorphisms, *-homo-
morphisms and states, as well as dilations to automorphisms. A positive operation from or
to an abelian algebra is automatially ompletely positive, and it hardly needs mentioning
that both onepts of measurement mentioned above are ompletely positive too.
We will proeed to investigate ompletely positive operations. It is surprising how
muh an be said about so general an objet.
3
We assume all ompletely positive operations to be automatially unital: T(I) = I. This is not always
so in the literature.
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3.2 A Cauhy-Shwarz Inequality
If A , B are C∗-algebras, one an dene a sesquilinear map FT : B ×B → A .
Denition 7 Let T : B → A be a 4-positive unital operation. Let A,B ∈ B. Then
FT(A,B)
def
= T(A†B)−T(A†)T(B).
If no onfusion is possible, we will often omit the subsript. F is a sesquilinear positive
semidenite A -valued form on B, i.e.
- F is linear in the seond argument, anti-linear in the rst.
- F(A,B)† = F(B,A) for all A,B ∈ B.
- F(B,B) ≥ 0 as an operator inequality for all B ∈ B.
The rst and seond point follow immediately from T(A)† = T(A†). We will derive this
and the third point shortly, along with an A -valued Cauhy-Shwarz-inequality. There is
also a fourth point of interest, lear from the denition:
- F(I, B) = F(B, I) = 0 ∀B ∈ B
The likeness of F to an inner produt inites us to introdue a semi-norm on B:
Denition 8 (T-norm) Let T : B → A be a 4-positive unital operation. Let B ∈ B.
Then
‖B‖T def= ‖
√
FT(B,B)‖.
‖B‖T is alled the T-norm of B. Sine T is always a ontration, we have ‖B‖T ≤ ‖B‖.
Of ourse it is possible that ‖B‖T = 0 for B 6= 0. If, for example, T happens to be a
C
∗
-homomorphism, then FT is identially zero and ‖B‖T = 0 for all B ∈ B. FT is in
many ways a measure of how well T respets multipliation.
Real and Imaginary Part
Like any element of A we an split FT(A,B) into a Hermitean and an anti-Hermitean
part:
FT(A,B) = ℜFT(A,B) + iℑFT(A,B)
with
2ℜFT(A,B) = T(A†B +B†A)−
(
T(A)†T(B) +T(B)†T(A)
)
2iℑFT(A,B) = T(A†B −B†A)−
(
T(A)†T(B)−T(B)†T(A)).
The ommutator of A and B is dened by [A,B]
def
= AB −BA. The anti-ommutator by
{A,B}+ def= AB +BA. In ase of Hermitean A and B the above boils down to:
2ℜFT(A,B) = T({A,B}+)− {T(A),T(B)}+
2iℑFT(A,B) = T([A,B]) − [T(A),T(B)].
On Hermitean A and B, ℜFT(A,B) indiates how well T respets the anti-ommutator,
while ℑFT(A,B) indiates how well it respets the ommutator. (ℑFT is identially zero
on the Hermiteans if and only if T is a Lie-algebra homomorphism.)
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A Cauhy-Shwarz Inequality
This sesquilinear, positive semidenite FT allows for an A -valued Cauhy-Shwarz
4
in-
equality:
Lemma 11 (C
∗
-Cauhy-Shwarz inequality) Let T be a four-positive unital opera-
tion B → A . Then for all A,B ∈ B, we have in operator ordering:
FT(A,B)FT(B,A) ≤ ‖FT(B,B)‖FT(A,A).
Proof :
First we prove that T(A)† = T(A†) and that F(A,A) ≥ 0 ∀A ∈ B. Sine T
is two-positive on B, id2 ⊗T is positive on M2 ⊗B, and we see that
id2 ⊗T
((
A† 0
I 0
)(
A I
0 0
))
≥ 0
or (
T(A†A) T(A†)
T(A) I
)
≥ 0
in the operator ordering. In partiular it must be Hermitean so that T(A)† =
T(A†). For eah X ≥ 0, also Y †XY ≥ 0 for any Y. Making a onvenient
hoie for Y :
Y =
(
I 0
−T(A) 0
)
we obtain (
T(A†A)−T(A)†T(A) 0
0 0
)
≥ 0
so that F(A,A) ≥ 0 for all two-positive T. Now sine T is four-positive on B,
id2⊗T is again two-positive on M2⊗B. Consequently, making a onvenient
hoie of `A' in M2 ⊗B:
Fid2⊗T
((
A B
0 0
)
,
(
A B
0 0
))
≥ 0 ∀ A,B ∈ B.
Working out this expression expliitly:
Fid2⊗T
((
A B
0 0
)
,
(
A B
0 0
))
=
= id2 ⊗T
((
A† 0
B† 0
)(
A B
0 0
))
−
id2 ⊗T
((
A† 0
B† 0
))
id2 ⊗T
((
A B
0 0
))
4
Reminisent of the Cauhy-Shwarz inequality for Hilbert C
∗
-modules (see [Lan℄), but not quite the
same: the result is idential, but the onditions dier.
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=(
T(A†A) T(A†B)
T(B†A) T(B†B)
)
−
(
T(A†)T(A) T(A†)T(B)
T(B†)T(A) T(B†)T(B)
)
=
(
F(A,A) F(A,B)
F(B,A) F(B,B)
)
≥ 0.
One again using X ≥ 0⇒ Y †XY ≥ 0, this time with
Y =
(
I 0
−F(B,A) 0
)
we obtain, proeeding as above:
F(A,A)− 2F(A,B)F(B,A) + F(A,B)F(B,B)F(B,A) ≥ 0. (3.1)
In the ase that F(B,B) = 0, we need to prove that F(A,B)F(B,A) = 0.
Now F(NB,NB) = 0 for N ∈ N. Applying inequality 3.1 to A and NB, we
see that
N2F(A,B)F(B,A) ≤ F(A,A)
for all N , so that F(A,B)F(B,A) = 0. In the ase that F(B,B) 6= 0, we
rephrase inequality 3.1 as
F(A,B)F(B,A) ≤ F(A,A) + F(A,B)(F(B,B) − I)F(B,A).
So, putting B′ = B/‖√F(B,B)‖ and noting F(B′, B′)− I ≤ 0:
F(A,B)F(B,A)
‖F(B,B)‖ ≤ F(A,A) + F(A,B
′)(F(B′, B′)− I)F(B′, A) ≤ F(A,A)
yielding the required expression.
q.e.d.
Covariane and Unertainty
We shall give a few easy orollaries to larify the nature of F. First of all, it resembles
the ovariane of a state. Classially, a probability distribution P on a probability spae
(Ω,B,P) indues a ovariane on pairs of random variables a, b:
CovP(a, b) = EP(ab)− EP(a)EP(b). (3.2)
Where EP is the expetation with respet to P. In a quantum probability spae, observ-
ables are not represented by random variables, but by Hermitean elements of a C
∗
-algebra.
If one hooses to represent the produt observable of A and B by (AB +BA)/2, one an
generalize (3.2) to arbitrary C
∗
-algebras.
Denition 9 (Covariane) Let ρ ∈ S (B). Let A,B ∈ B Hermitean. Then the o-
variane of A and B in ρ is dened by:
covρ(A,B) = ρ
(
1
2 (AB +BA)
)− ρ(A)ρ(B) .
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Of ourse there is no onit with proposition (2) for ommuting A and B. From the
C
∗
-Cauhy-Shwarz inequality, we now have two easy orollaries. The rst is a standard
result, known as the `ovariane inequality':
Corollary 11.1 (Covariane Inequality) Let ρ ∈ S (B). Then for all Hermitean
A,B ∈ B:
|covρ(A,B)|2 ≤ varρ(A)varρ(B).
The seond standard result is known as the `Heisenberg unertainty relation':
Corollary 11.2 (Heisenberg Inequality) Let ρ ∈ S (B). Then for all Hermitean
A,B ∈ B: ∣∣∣ρ( [A,B]2i )∣∣∣2 ≤ varρ(A)varρ(B).
In partiular, if A = i~∂x and B = x, It follows
5
that σAσB ≥ ~/2. We prove both
orollaries at the same time:
Proof :
A state ρ on B is just a ompletely positive map B → C. So we an form Fρ
and note that
ℜFρ(A,B) = 12
(
Fρ(A,B) + Fρ(B,A)
)
= covρ(A,B),
ℑFρ(A,B) = 12i
(
Fρ(A,B)− Fρ(B,A)
)
= ρ
(
[A,B]
2i
)
.
Therefore, both |covρ(A,B)|2 ≤ |Fρ(A,B)|2 and |ρ( [A,B]2i )|2 ≤ |Fρ(A,B)|2.
The two orollaries above now follow from the C
∗
-Cauhy-Shwarz inequality:
|Fρ(A,B)|2 ≤ |Fρ(A,A)||Fρ(B,B)| = varρ(A)varρ(B).
q.e.d.
In words, orollary (11.1) is the real part of the C
∗
-Cauhy-Shwarz inequality, orol-
lary (11.2) its imaginary part.
Multipliation Theorems
Up to this point, we've used a state ρ to onstrut Fρ, but we will enounter F desen-
dant from more general positive operations B → A later on. The C∗-Cauhy-Shwarz
inequality was inspired by a `multipliation theorem' due to R. Werner (see [Wer℄):
Corollary 11.3 (Multipliation Theorem) Let T be a four-positive unital operation
B → A . Let B ∈ B suh that ‖B‖T = 0. Then for all A ∈ B:
FT(A,B) = FT(B,A) = 0
i.e. T(A†B) = T(A)†T(B) and T(B†A) = T(B)†T(A).
5
Sine ∂x and x are not bounded, we are not allowed to apply the C∗-Cauhy-Shwarz inequality
diretly. The statement is true nonetheless.
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The proof is immediate from the following generalization, the `almost multipliation the-
orem'.
Corollary 11.4 Let T be a four-positive unital operation B → A . Let B ∈ B. Then
for all A ∈ B:
‖FT(A,B)‖ ≤ ‖A‖‖B‖T.
Proof :
For anyA,B ∈ B we have by the C∗-Cauhy-Shwarz inequalityFT(A,B)FT(B,A) ≤
FT(A,A)‖B‖2T, so ertainly ‖FT(A,B)‖ ≤ ‖A‖T‖B‖T. But sine 0 ≤ F(A,A) ≤
T(A†A) ≤ ‖A‖2I, we also have ‖A‖T ≤ ‖A‖. The orollary follows.
q.e.d.
This is the form of the C
∗
-Cauhy-Shwarz inequality we will utilize most often.
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3.3 Quantum Measurement
With the help of the C
∗
-Cauhy-Shwarz inequality we will investigate quantum measure-
ment. But we will rst dene it.
3.3.1 Introdution
We will distinguish perfet and unbiased measurement. The former is a speial ase of
the latter.
Perfet Measurement
In order for an operation to be a measurement, it must transport information from X ,
the observable to be measured, to Y , the pointer-observable. Observation of Y in state
M∗(ρ) must be equivalent to observation of X in state ρ:
Denition 10 (Perfet Measurement) Let X ∈ A , Y ∈ B be Hermitean. A perfet
measurement of X with pointer Y is by denition a ompletely positive map M : B → A
suh that
PM∗(ρ),Y = Pρ,X ∀ρ ∈ S (A ).
In the Heisenberg piture, this makes MC (Y ) an injetive
∗
-homomorphism:
Proposition 12 Let M : B → A be ompletely positive. Let X ∈ A , Y ∈ B be
Hermitean. Then M is a perfet measurement of X with pointer Y if and only if
Spec(X) = Spec(Y ) and M
(
f(Y )
)
= f(X) ∀f ∈ C (Spec(Y )).
Proof :
If Pρ,X = PM∗(ρ),Y , then they ertainly live on the same measure-spae:
Spec(X) = Spec(Y ). By the proof of proposition (1), Pρ,X = PM∗(ρ),Y
i their expetation values on f ∈ C (Spec(Y )) are the same. This is so for
all ρ ∈ S (A ) i ρ(M(f(Y ))) = ρ(f(X)) ∀ρ ∈ S (A ), or equivalently, i
M(f(Y )) = f(X).
q.e.d.
In partiular, a pointer Y measures only one X = M(Y ).
Unbiased Measurement
We shall broaden our view to inlude `measurements' that do not transfer the entire
probability distribution from X to Y , but only the average.
Denition 11 (Unbiased Measurement) Let X ∈ A , Y ∈ B be Hermitean. An
unbiased measurement M of X with pointer Y is by denition a ompletely positive map
M : B → A suh that
M∗(ρ)(Y ) = ρ(X) ∀ρ ∈ S (A ) or equivalently M(Y ) = X.
42
Equivalene is easily established with [K&R, p. 257℄. Observing Y in state M∗(ρ) results
in the same average as observing X in state ρ. But the probability distributions need not
be the same.
Take any operation T : B → A . Take any Y ∈ B. Then T is automatially a
measurement of T(Y ) with pointer Y . Unbiased measurements are not hard to nd.
Quality of Unbiased Measurement
Next, we dene the quality σ of this unbiased measurement:
Denition 12 (Quality) Let M : B → A be an unbiased6 measurement of X with
pointer Y . Then its quality σ is dened by
σ2 def= sup{varM∗(ρ)(Y )− varρ(X) | ρ ∈ S (A ) }.
So σ tells us how muh the unertainty of the measurement result maximally exeeds the
unavoidable amount of unertainty inherent in the state ρ. In partiular, when measuring
an eigenstate of X , the variane in the measurement outome will be less than or equal
to σ2. It is intuitively lear (and we will prove shortly) that σ2 ≥ 0: the unertainty of ρ
in X is inherent and an never be diminished by some lever hoie of measurement.
Lemma 13 The quality σ of an unbiased measurement M : B → A with Hermitean
pointer Y ∈ B is ‖Y ‖M.
Proof :
If M is a measurement of X , then X equals M(Y ). This is apparent from
ρ(M(Y )−X) = 0 for all ρ ∈ S (A ). Now for all ρ ∈ S (A )
varM∗(ρ)(Y )− varρ
(
M(Y )
)
=
=
(
M∗(ρ)(Y 2)− (M∗(ρ))(Y )2
)
−
(
ρ
(
M(Y )2
)− ρ(M(Y ))2)
= ρ
(
M(Y 2)
)− ρ(M(Y )2)
= ρ
(
F(Y, Y )
)
so that
σ2 = sup{ ρ(F(Y, Y )) | ρ ∈ S (A ) } = ‖Y ‖2M .
This proves the assertion, as well as the positivity of σ2.
q.e.d.
From this, it is lear that if a measurement is perfet (in the sense of denition (10)),
then it has optimal quality: σ = 0. One need only apply proposition (12) with f(x) = x2.
It is time to look at some examples of unbiased measurement.
6
In order to laim omplete generality, we ould abandon the demand that a measurement be unbiased:
we would then introdue a maximal bias ǫ = sup{ |M∗(ρ)(Y ) − ρ(X)| | ρ ∈ S (A ) } = ‖M(Y ) − X‖.
This would make any ompletely positive operation M : B → A a measurement of any X ∈ A with any
pointer Y ∈ B and with a ertain quality σ and maximal bias ǫ. The interested reader may onsider it a
home exerise to adapt the estimates to ome, adding ǫ's along the way. Good luk.
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3.3.2 Examples of Unbiased Measurement
1. A diret
7
observation of X ∈ A , denoted M : C (Spec(X)) → A is dened by
f 7→ f(X). In the dual (Shrödinger) piture, M∗ maps S (A ) to S (C (Spec(X))),
the probability distributions on Spec(X). It is ompletely positive. Aording to
proposition (1), M∗(ρ) = Pρ,X . If x in C (Spec(X)) is the random variable x(λ) = λ,
then M is a perfet measurement of X with pointer x. Its quality is therefore σ = 0.
2. Indiret observation is also measurement: If M∗ : S (A )→ S (A ⊗B) is dened
by M∗(ρ) = α∗(ρ⊗τ) for some automorphism α of A ⊗B and for some τ ∈ S (B),
then it is ompletely positive. If M∗(ρ)(Y ) = ρ(X) for all ρ ∈ S (A ), then it
is an unbiased measurement of X with pointer Y . It is perfet in the sense of
denition (10) if and only if it is perfet in the sense of page 11.
3. Eah automorphism is ompletely positive. If α is an automorphism of D suh that
α(Y ) = X , then it is a perfet measurement of X with pointer Y . Its quality is
automatially σ = 0.
4. Let U ⊂ R be ompat in the Eulidean topology, and let A be some von Neumann
algebra. A `Positive Operator Valued Measure' (POVM) (see [Hol, p. 51℄) is dened
8
as a mapping M from the Borel-measurable subsets of U into A satisfying:
- M(∅) = 0, M(U) = I
- M(V ) ≥ 0 as an operator inequality for all measurable V ⊂ U .
- Suppose {Vj | j ∈ J } is a ountable deomposition of V , then M(V ) =∑
j∈J M(Vj), where the sum onverges in the weak sense.
By integrating bounded measurable funtions L∞(U) on U over the POVM, M
may be extended to a unital, positive operation M : L∞(U) → A . In short:
M(f)def=
∫
f(x)M(dx). It is ompletely positive due to the ommutativity of L∞(U).
Thus, we have an unbiased measurement of
∫
xM(dx) with pointer f : x 7→ x and
quality σ2 = ‖ ∫ x2M(dx) − (∫ xM(dx))2)‖. The POVM is projetion-valued i
σ = 0. It then redues to the diret observation of example (1).
5. Davies (see [Dav, h. 3℄) also adopts the POVM as measurement. He gives a par-
tiularly nie example of an unbiased position measurement: Let H = L2(R), and
A = B(H ). Then the position observable X is dened by (Xψ)(x) = xψ(x).
X has spetral measure V 7→ P(V ), dened by (P(V )ψ)(x) = IV (x)ψ(x).
Let f be a probability density on R with zero mean. For Borel-sets V ⊂ R, M(V ) is
dened
9
byM(V ) =
∫∞
−∞(f ∗IV )(x)P(dx). f has the eet of blurring the outome.
In the limiting ase that f is the Dira δ-distribution on zero, M(V ) = P(V ).
M turns out to be a measurement of the position observable X indeed:∫
xM(dx) = X. Furthermore, Davies shows that the quality of M is exatly the
r.m.s. value of f : σ2 = Var(f).
7
This kind of measurement is often alled `von Neumann measurement'. We will reserve this designa-
tion for example 6 instead.
8
In [Dav℄ and [Hol℄ even for non-ompat U.
9f ∗ g is the onvolution of f and g. Expliitly, (f ∗ g)(x) = ∫∞
−∞
f(y)g(x − y)dy.
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6. Suppose that the observable being measured has disrete spetrum, X =
∑
i xiPi.
Then there exists a so-alled von Neumann measurementN : C (Spec(X))⊗A → A .
It is dened by f ⊗A 7→∑i f(i)PiAPi. Constrained to C (Spec(X))⊗ I, it redues
again to diret observation. But N also gives information about how the system is
left behind.
N is a perfet measurement of X with pointer x ⊗ I (where x(i) = xi) and quality
σ = 0. The stateN∗(ρ)|A⊗I is exatly the ollapsed state of ρ after X-measurement:
N∗(ρ)(A ⊗ I) = ρ(∑iPiAPi) = C∗(ρ)(A).
Note that if [A,X ] = 0 for some A ∈ A , then A =∑iPiAPi sine it also ommutes
with the spetral projetions. Consequently,N(A⊗I) = A andN∗(ρ)(A⊗I) = ρ(A).
7. Let M : M2 ⊗ C2 →M2 (C2 are the 2× 2-diagonal matries) be dened by
M(A⊗D) =
∑
i=0,1
diiX
†
iAXi
with the matries (0 ≤ ǫ ≤ 1/2)
X0 =
( √
1− ǫ 0
0
√
ǫ
)
X1 =
( √
ǫ 0
0
√
1− ǫ
)
M2 ⊗ C2 is isomorphi to M2 ⊕M2. There M reads
M(A⊕B) = X†0AX0 +X†1BX1
From whih one an verify omplete positivity of M. It is an unbiased measurement
of σz with pointer (1 − 2ǫ)−1I⊗ diag( 1,−1 ) and quality σ = 2
√
ǫ(1−ǫ)
1−2ǫ . For ǫ = 0,
M redues to the (perfet) von Neumann measurement of example 6. For ǫ = 1/2,
it has beome ompletely useless: It produes a random outome on C2, unrelated
to the measured objet. We'll ome bak to this example after proposition (19).
8. There are also silly examples of measurement: The identity is a perfet (σ = 0)
measurement of any observable X with pointer X .
9. Any ompletely positive operation is a perfet (σ = 0) measurement of I with
pointer I.
Denition (11) even seems to admit operations one would not all measurement. In spite
of its generality though, muh an be said about unbiased measurement and its quality.
We shall give some examples of this, leaning heavily on lemmas (13) and (11).
3.3.3 Struture of a Perfet Measurement
But before that, we will exploit the fat that any ompletely positive operation M ats
as a homomorphism on the elements of M-norm 0. For any Hermitean H we will denote
by C (H) the C∗-algebra generated by I and H .
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Lemma 14 Let M : B → A be a 4-positive operation, let B ∈ B be Hermitean. Among
1. ‖B‖M = 0.
2. M is an isomorphism C (B)→ C (M(B)).
3. Spec(B) = Spec
(
M(B)
)
and M
(
f(B)
)
= f
(
M(B)
)
for all f ∈ C (Spec(B)).
4. ‖f(B)‖M = 0 for all f ∈ C
(
Spec(B)
)
.
5. M maps the relative ommutant B′ into M(B)′.
The following relations hold:
(1) ⇐⇒ (2) ⇐⇒ (3) ⇐⇒ (4) =⇒ (5)
Proof :
(1)⇒ (2) : C (B) is the norm-losure in B of the olletion of polynomials in B.
Similarly, C (M(B)) is the norm-losure in A of the polynomials in M(B). By
the multipliation theorem (11.3), we see that M(Bn) = M(B)n. From this and
linearity, one veries that M(p(B)) = p(M(B)) and ‖p(B)‖M = 0 for all polynomi-
als p.
Now let Q ∈ C (B). By the Weierstrass theorem, there exist polynomials pn suh
that pn(B) → Q in norm. Sine M is automatially norm-ontinuous and sine it
maps C (B) densely into C (M(B)), we an verify that M(Q) ∈ C (M(B)):
M(Q) = lim
n→∞
M
(
pn(B)
)
= lim
n→∞
pn
(
M(B)
) ∈ C (M(B)).
Similarly, ‖Q‖M = 0 sine
M(Q2) = M
(
lim
n→∞ p
2
n(B)
)
= lim
n→∞M
(
p2n(B)
)
= lim
n→∞ p
2
n
(
M(B)
)
=
(
lim
n→∞
pn
(
M(B)
))2
=
(
M(Q)
)2
.
This means that the restrition of M to C (B) is a C∗-isomorphism: if Q ∈ C (B),
then even M(QA) = M(Q)M(A) for any A ∈ B by the multipliation theo-
rem (11.3). Its image is therefore automatially norm-losed (see [K&R, p. 242℄),
and thus equal to C (M(B)).
(2)⇒ (3) : By the anonial isomorphism f 7→ f(B) known as the Gel'fand trans-
form, C (B) is isomorphi to C (Spec(B)), the C∗-algebra of ontinuous funtions
on Spec(B) equipped with the supremum norm (see [K&R, p. 271℄). Similarly,
C (M(B)) ∼ C (Spec(M(B))). M ats as a ontinuous isomorphism mapping poly-
nomials p on Spec(B) to the same p on Spec(M(B)) sine M(p(B)) = p(M(B)).
By ontinuity of M|C (B) and M−1|C (M(B)), polynomials onverge on Spec(B) if
and only if they do on Spec(M(B)). Sine the spetra are losed they must be the
same, and by ontinuity of M and the theorem of Stone-Weierstrass (the polyno-
mials form a norm-dense set in the spae of ontinuous funtions), we now see that
eah ontinuous funtion is mapped to itself.
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(3)⇒ (4) : Let f ∈ C (Spec(B)). Let g(x) = f(x)2. Then by (3) we haveM(f(B)2) =
M(g(B)) = g(M(B)) = f(M(B))2 = M(f(B))2.
(4)⇒ (1) : Trivial: hoose f(x) = x.
(1)⇒ (5) : Suppose that A ∈ B′, i. e. [A,B] = 0. Then by the multipliation theo-
rem (11.3),
[M(B),M(A)] = M([A,B])− [M(A),M(B)] = 2iFM(A,B) = 0.
q.e.d.
It is lear that perfet measurement (in the sense of denition (10)) satises σ = 0. But
ombining lemma (14) with proposition (12), we also obtain the onverse:
Corollary 14.1 Unbiased measurement (in the sense of denition (11)) is perfet (in the
sense of denition (10)) if and only if it has quality σ = 0.
Whih is the moral obligation of any denition of quality. In the partiular ase of von
Neumann algebras:
Corollary 14.2 Let A and B be von Neumann algebras, and A ∈ A , B ∈ B Hermitean.
Suppose M : B → A measures X with pointer Y and quality σ = 0. Then M is also
a perfet measurement of all spetral projetions P(V ) of X, with pointer Q(V ), the
orresponding spetral projetion of Y .
Proof :
For any Borel set V and for any ρ ∈ S (A ), we have seen that Pρ,X(V ) =
PM∗(ρ),Y (V ). In partiular, for all normal states ρ, this means that ρ(P(V )) =
M∗(ρ)(Q(V )), or ρ
(
P(V ) −M(Q(V ))) = 0 for all normal states ρ. There-
fore M(Q(V )) = P(V ). Automatially, ‖Q(V )‖M = 0, sine M(Q2(V )) =
M(Q(V )) = P(V ) = P2(V ).
q.e.d.
I hope that the paragraph above has given some redibility to our denitions of mea-
surement and quality. They will form the basis of the rest of this thesis.
3.3.4 Simultaneous Measurement
As an appetizer, we'll use the C
∗
-Cauhy-Shwarz inequality to generalize a well-known
theorem. Perfet simultaneous measurement (i.e. measurement of two observables using
two ommuting pointers) an only be performed on ommuting observables. The math-
ematial formulation below is based on Werner (see [Wer℄), but the physial statement
was known long before, see e.g. [Neu℄.
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Proposition 15 (Joint Measurement) LetM : B → A be a perfet (σY = ‖Y ‖M = 0,
σY˜ = ‖Y˜ ‖M = 0) measurement of both X ∈ A and X˜ ∈ A with ommuting pointers
Y, Y˜ ∈ B respetively. (All Hermitean.) Then
[X, X˜] = 0.
For example, let M∗ be an ane map from S (A ) to the spae of probability distributions
on Spec(X)×Spec(X˜) suh that Pρ,X and Pρ,X˜ are the marginal probability distributions
of M∗(ρ). By the proof of proposition (1), the spae of probability distributions on a
probability spae Ω an be identied with S (C (Ω)), the state-spae of the C∗-algebra
C (Ω). Due to the abelianness of C (Ω), M∗ must be the dual of a ompletely positive
map. It is therefore a joint measurement in the sense of proposition (15). We see that the
kind of mapping onstruted in proposition (2), vital to the interpretation of quantum
mehanis, simply does not exist if [X, X˜] 6= 0.
We'll prove proposition (15) along with a Heisenberg relation-like generalization
10
,
relating the produt of both measurement qualities with the lak of ommutativity.
Proposition 16 (Generalized Joint Measurement) Let M : B → A be an unbiased
measurement of X ∈ A and X˜ ∈ A , both Hermitean, with ommuting Hermitean pointers
Y, Y˜ ∈ B respetively. Then for the qualities σY = ‖Y ‖M and σY˜ = ‖Y˜ ‖M the following
relation holds:
2σY σY˜ ≥ ‖[X, X˜]‖ .
Proof :
‖[X, X˜]‖ = ‖M([Y, Y˜ ])− [M(Y ),M(Y˜ )]‖ = ‖2ℑ(F(Y, Y˜ ))‖ ≤ 2‖Y ‖M‖Y˜ ‖M =
2σY σY˜ , proving both propositions (15) and (16).
q.e.d.
10
[Hol, p. 90℄ already gives a generalization for POVM's. However, this involves only VarM∗(ρ)(Y )
instead of VarM∗(ρ)(Y )−Varρ(X), thus staying muh loser to the Heisenberg unertainty relations.
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3.4 The Heisenberg Priniple
The so-alled Heisenberg priniple
11
may be formulated as follows:
When an outside observer extrats quantum-information from a system, it is
impossible to leave all states unaltered.
As for a mathematial formulation and proof, due to R. Werner (see [Wer℄):
Proposition 17 (Heisenberg Priniple) Let M : A ⊗B → A be an unbiased mea-
surement of any Hermitean X ∈ A with any Hermitean pointer I⊗ Y ∈ I⊗B. Suppose
that M leaves states on A undisturbed: M∗(ρ)(A ⊗ I) = ρ(A) ∀A ∈ A ∀ρ ∈ S (A ).
Then X is in the entre of A .
Proof :
In irumstanes above, M(A ⊗ I) = A for all A ∈ A . Therefore also
M(A†A⊗ I) = A†A for all A ∈ A . Thus ‖A ⊗ I‖2M = 0, whih entails
[M(A⊗ I),M(I⊗ Y )] = 0, i.e. [A,X ] = 0 for all A in A .
q.e.d.
So the only information (of any quality) that an be obtained without disturbing the
original system is information about entral elements.
We have good reason to onsider `entral information' as `lassial information': In the
fully lassial ase, the algebra A is abelian. All observables are entral, so all information
is freely aessible. In the arhetypal quantum ase however, the algebra A in question is
B(H ), the algebra of bounded linear operators on some Hilbert spae H . In this ase,
I is the only entral element (modulo C), so that no information an be gained without
disturbing the system.
3.4.1 Global Generalization
So we have grounds to examine the norm distane of X to the entre, d(X,Z ) =
inf{ ‖X − Z‖ |Z ∈ Z }. One may think of d(X,Z ) as quantifying the amount of `quan-
tumness' in X , as it determines the maximal amount of non-ommutativity with X in the
sense below:
Lemma 18 Let X be a Hermitean element of a nite-dimensional von Neumann algebra A .
Then d(X,Z ) is the smallest number c suh that ‖[A,X ]‖ ≤ 2c ‖A‖ for all A ∈ A .
Proof :
Finite or innite dimensional algebra, it is lear that for anyA ∈ A , ‖[A,X ]‖ =
‖[A,X − Z]‖ ≤ 2‖A‖‖X − Z‖ for any Z ∈ Z (A ). Taking the inmum over
Z, we obtain ‖[A,X ]‖ ≤ 2d(X,Z )‖A‖. This means that we are nished if we
nd A ∈ A , A 6= 0 suh that ‖[A,X ]‖ = 2d(X,Z )‖A‖.
11
Not to be onfused with the Heisenberg unertainty relations in orollary (11.2).
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Now for any von Neumann algebra A , there exists a so-alled deomposition
over the entre (see [K&R, h. 14℄). For nite-dimensional von Neumann
algebras, this simply means that A is isomorphi to Mn1 ⊕ . . . ⊕ Mnk for
some k;n1, . . . nk ∈ N, where Mni is the algebra of ni × ni matries. So
X = X1⊕ . . .⊕Xk with Xk ∈Mnk . Eah Xk an be brought in diagonal form
by some unitary transformation Uk. So by the isomorphism U1⊕ . . .⊕Uk, we
may think of X as
diag(λ(1,1), . . . , λ(1,n1))⊕ . . .⊕ diag(λ(k,1), . . . , λ(k,nk))
with λ(i,1) ≥ . . . ≥ λ(i,ni) the eigenvalues of Xi in dereasing order. Let
ri
def
= 12
(
λ(i,1) − λ(i,ni)
)
be the spetral radius of Xi. Let ti
def
= 12
(
λ(i,1) + λ(i,ni)
)
.
Let
X˜ def= X − (t1I⊕ . . .⊕ tkI)
= diag
(
λ˜(1,1), . . . , λ˜(1,n1)
)
⊕ . . .⊕ diag
(
λ˜(k,1), . . . , λ˜(k,nk)
)
with λ˜(i,1) = ri, λ˜(i,ni) = −ri. X˜ and X dier only by the entral element
t1I⊕ . . .⊕ tkI ∈ Z . Furthermore, ‖X˜‖ = maxi ri. Take that maximal ri and
isolate the highest and lowest eigenvetors
0⊕ . . .⊕ 0⊕ ψ+,− ⊕ 0⊕ . . .⊕ 0
in Cn1 ⊕ . . .⊕ Cnk . Construt
A = 0⊕ . . .⊕ 0⊕ (|ψ+〉〈ψ−|+ |ψ−〉〈ψ+|)⊕ 0⊕ . . .⊕ 0
in A . Now, sine X − X˜ ∈ Z , we see that
[X,A] = [X˜, A] = 0⊕ . . .⊕ 0⊕ 2ri(|ψ+〉〈ψ−| − |ψ−〉〈ψ+|)⊕ 0⊕ . . .⊕ 0.
So ‖[X,A]‖ = ‖[X˜, A]‖ = 2ri = 2‖X˜‖‖A‖. But sine already d(X,Z ) ≤ ‖X˜‖
and ‖[X˜, A]‖ ≤ 2d(X,Z )‖A‖, we see that
2d(X,Z )‖A‖ ≤ 2‖X˜‖‖A‖ = ‖[X,A]‖ ≤ 2d(X,Z )‖A‖.
So ‖X˜‖ = d(X,Z ) and ‖[X,A]‖ = 2d(X,Z )‖A‖.
q.e.d.
We are now looking for generalizations of proposition (17) of the following form: suppose
you allow some (small) disturbane of the states on the original algebra. How muh
information an be gained maximally? Note that in the proposition below, all that is
used about the pointer is that it ommutes with A ⊗ I.
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Proposition 19 (Generalized Heisenberg Priniple) Let A be a nite-dimensional
von Neumann algebra with entre Z . Let B be an arbitrary von Neumann algebra and
let Y ∈ B, X ∈ A Hermitean. Let M be ompletely positive A ⊗B → A suh that:
- M(I⊗ Y ) = X and ‖I⊗ Y ‖M = σ, i. e. M is an unbiased measurement of X with
pointer I⊗ Y and quality σ.
- ‖M∗(ρ)|A⊗I − ρ‖ ≤ ∆ ∀ρ ∈ S (A ) for some 0 < ∆ < 1.
Then
σ ≥ d(X,Z )1 −∆√
3∆
.
Proof :
We move to the Heisenberg piture: ‖M(A ⊗ I) − A‖ ≤ ∆‖A‖ beause
ρ(M(A⊗ I)−A)≤ ∆‖A‖ for all ρ ∈ S (A ). For notational onveniene,
we introdue an operation T : A → A dened by T(A) def= M(A⊗ I) and the
map D : A → A dened by D(A) def= T(A) − A. The former is the eet of
measurement on the measured system A , the latter satises ‖D(A)‖ ≤ ∆‖A‖.
Sine D(A)†D(A) ≥ 0, we may estimate
‖A⊗ I‖2M = ‖FT(A,A)‖
≤ ‖FT(A,A) +D(A)†D(A)‖
= ‖T(A†A)−T(A†)T(A) +D(A)†D(A)‖
= ‖(D(A†A) +A†A)− (D(A) +A)†(D(A) +A) +D(A)†D(A)‖
= ‖(D(A†A)−D(A)†A−A†D(A)‖
≤ 3∆‖A‖2.
Sine ∆ < 1, T must be injetive beause it is linear and beause
T(A) = 0 =⇒ ‖A‖ = ‖D(A)‖ ≤ ∆‖A‖ =⇒ ‖A‖ = 0.
Sine A is nite-dimensional, this implies that T is onto. Furthermore,
‖T(A) − A‖ ≤ ∆‖A‖ implies |‖T(A)‖ − ‖A‖| ≤ ∆‖A‖ and hene ‖A‖ ≤
‖T(A)‖/(1−∆). By the C∗-Cauhy-Shwarz inequality, we dedue
‖ [X,T(A)] ‖ = ‖ [M(I⊗ Y ),M(A⊗ I)] ‖
≤ 2‖(I⊗ Y )‖M‖(A⊗ I)‖M
≤ 2σ
√
3∆‖A‖
≤ 2σ
√
3∆
1−∆‖T(A)‖.
So, sine T is onto, σ
√
3∆
1−∆ is a number c suh that ‖[X,A]‖ ≤ 2c‖A‖ ∀A ∈ A .
By lemma (18), d(X,Z ) is the smallest suh number. Thus d(X,Z ) ≤ σ
√
3∆
1−∆ .
q.e.d.
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If ∆ = 0, the last line of the proof redues to proposition (17) for nite dimensional
algebras: unbiased measurement is only possible if X is entral.
If ∆ 6= 0, proposition (19) says that σ ≥ d(X,Z ) 1−∆√
3∆
: given a non-entral X ∈ A to
be measured with maximal disturbane ∆. Then the attainable measurement quality σ
is worse than d(X,Z ) 1−∆√
3∆
. We see that σ beomes deplorable if ∆ is lowered to zero.
For example, let's look again at the unbiased measurement M : M2 ⊗ C2 → M2, dis-
ussed in example 7 on page 45. Expliit alulation shows that M satises the onditions
of proposition (19) for ∆ = 1 − 2√ǫ(1− ǫ). It yields the estimate σ ≥ 2√ ǫ(1−ǫ)
3−6
√
ǫ(1−ǫ)
whereas the real quality of M equals
2
√
ǫ(1−ǫ)
1−2ǫ . In this ase (and probably in general) the
estimate is rather rude
12
. But it does ontain some general features of the urve σ(ǫ),
notably limǫ↑ 12 σ(ǫ) =∞ and limǫ↓0 σ(ǫ) = 0.
3.4.2 Loal Generalization
We have extended the Heisenberg priniple by demanding that all states on A are per-
turbed in norm only slightly instead of not at all. Another way of `extending' it is by
demanding that all states are left exatly in plae, but only with respet to some obser-
vables:
Proposition 20 (Generalized Heisenberg Priniple) Let X ∈ A , Y ∈ B be Her-
mitean. Let M : A ⊗B → A be an unbiased measurement of X with pointer I⊗ Y and
quality σ. Let 0 6= A ∈ A with ‖[X,A]‖ = δ‖A‖ be suh that
M∗(ρ)(A⊗ I) = ρ(A) ∀ρ ∈ S (A ).
Then
σ ≥ δ/2.
Proof :
Of ourse M(A⊗ I) = A. By the C∗-Cauhy-Shwarz inequality,
δ‖A‖ = ‖[X,A]‖ = ‖[M(I⊗ Y ),M(A⊗ I)]−M ([I⊗ Y,A⊗ I]) ‖
= ‖2iℑFM(I⊗ Y,A⊗ I)‖ ≤ 2‖I⊗ Y ‖M‖A⊗ I‖M ≤ 2σ‖A‖.
q.e.d.
For example, let A =
⊗N
i=1M2. Let σx, σy , σz be the Pauli spin-matries in M2, and
denote by σiα the observable I ⊗ . . . ⊗ I ⊗ σα ⊗ I ⊗ . . . ⊗ I. Let X = 1N
∑N
i=1 σ
i
x and
A = 1N
∑N
i=1 σ
i
y be the average spin in the x- and y-diretions. Then ‖[X,A]‖ = 2N ‖A‖,
so that any measurement of X leaving A untouhed automatially has quality σ ≥ 1N .
Aurate average spin measurement in all diretions simultaneously is only possible in
large systems.
12
Note that the hideous
√
3∆ omes from the estimate ‖A ⊗ I‖M ≤
√
3∆‖A‖. This is the part of
the proof where the rudeness omes in: In this partiular example ‖A ⊗ I‖M ≤ (1 − 2ǫ)‖A‖ ∀A ∈ A .
Taking the proof of proposition (19) from there would yield the true σ as an estimate.
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3.5 State Redution and Collapse
Until now we have only looked upon the Heisenberg priniple from one side: given a ertain
amount of disturbane, how muh information an one gain from a system? On the ip
side, we may onsider the following question. Given a measurement of a ertain quality,
how does this perturb the system? In ase of a perfet measurement (σ = ‖Y ‖M = 0),
lemma (14) and its orollaries give fairly detailed restritions on the struture of M. For
example, M has to map Y ′ into M(Y )′. In the Shrödinger piture, this translates into
a partiularly nie answer to the above question known as `state ollapse'.
3.5.1 State Redution
Let ρ be a state on A , and X ∈ A . In denition (1), we have dened the state ρX on A
by
ρX(A) =
ρ(X†AX)
ρ(X†X)
.
Let A and B be von Neumann algebras, and let M : B → A be a measurement of
X ∈ A with pointer Y ∈ B and quality σ = 0. Let P(V ) be the spetral projetions
of X , Q(V ) those of Y . In orollary (14.2), we have seen that M measures perfetly
the spetral projetions of X with the orresponding ones of Y : M(Q(V )) = P(V ) and
‖Q(V )‖M = 0. Under these irumstanes, and if both ρ and M are normal (i.e. weakly
ontinuous), we have seen 2 examples of the above denition:
- We may look at the normal state M∗(ρ) resulting from measurement. An observer
C ∋ Y may ondition all its observations on the pointer outome V . On page 9, the
onditioned probability is shown to be indued by the state (M∗(ρ))Q(V ):
PM∗(ρ),B,Y ([B inW ] | [Y inV ]) = P(M∗(ρ))Q(V ),B([B inW ]).
- If any perfet measurement of Y yields outome in V , the system is experimentally
known to be in state ρP(V ) prior to measurement. This is alled the redued state.
We prove proposition (3) in the ompletely positive setting, showing that the ommuting
diagram on page 15 remains valid for all ompletely positive perfet measurements M:
Proposition 21 (Redution) Let M : B → A be a measurement of X ∈ A with
pointer Y ∈ B and quality σ = 0. Then for all states ρ ∈ A :
(M∗ρ)Y = M∗(ρX).
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Proof :
Writing out the denitions, we need to prove that for all A ∈ A :
ρ
(
M(Y †AY )
)
ρ(Y †Y ) = ρ
(
X†M(A)X
)
ρ
(
M(Y †Y )
)
.
Sine ‖Y ‖M = 0, M(Y †Y ) = X†X . By the multipliation theorem (11.3),
M(Y †AY ) = X†M(A)X . Letting ρ at on the above proves the assertion.
q.e.d.
Taking Q(V ) for Y and P(V ) for X in the above proposition, (M∗(ρ))Q(V ) = M∗(ρP(V )):
reduing a measured state aording to pointer outome and measuring a redued state
amounts to the same thing. In partiular, for [B, Y ] = 0,
PM∗(ρ),B,Y ([B inW ] | [Y inV ]) = P(M∗(ρP(V )),B([B inW ]).
If you measure X with pointer Y and register an outome in V , then diret observation
of all B ∈ C will be as if, prior to measurement, the system had been in the redued
state ρP(V ).
Of ourse this is also true for all indiret observations, as long as the outome is not
erased from the original pointer Y . If, after M∗, an operation N∗ takes plae, leaving the
pointer Y and its projetions untouhed, then we may simply apply proposition (21) to
N∗ ◦M∗ instead of M∗. This explains why state redution ρ 7→ ρP(V) is observed by C
as long as C observes the outome X in V indiretly.
3.5.2 State Collapse
Note the essential dierene between onditioning on the outome [X in V ℄ and forming
the X-redued state: the former an only be done on X ′, the latter on all of A . Let
X have spetral measure V 7→ P(V ). On X ′, ρ is a harmless lassial superposition of
X-redued states:
ρ(A) =
∑
I
ρ
(
P(Vi)A
)
=
∑
I
ρ
(
P(Vi)AP(Vi)
)
=
∑
I
ρ
(
P(Vi)
)
ρP(Vi)(A) ∀A ∈ X ′.
As far as A ∈ X ′ is onerned, a system in state ρ is simply in state ρP(Vi) with probabi-
lity ρ(P(Vi)). On page 8, we have introdue the ollapse operation C : A → A , dened
by C(A) def=
∑
I P(Vi)AP(Vi). Then C
∗(ρ) is known as the ollapsed state: C∗(ρ) =∑
I ρ(P(Vi))ρP(Vi).
When you remove the restrition A ∈ X ′, ρ is not just the lassial superposition of its
redued states. The dierene between ρ and C∗(ρ) on A is experimentally13 observable,
e.g. by two-slit-experiments or along the lines of page 6.
In summary, a state ρ is only a lassial superposition of the X-redued states ρP(Vi)
on X ′, the ommutant of X . But proposition (21) shows that after measurement the
13
Of ourse, redution on lassial (entral) observables is the exeption to the rule. For a entral
observable Z, the relative ommutant Z′ equals A , and any state may at any time be safely onsidered
a lassial superposition of Z-redued states.
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tables are turned: M∗(ρ) is a lassial superposition of the M∗(ρP(Vi)) on Y
′
, not X ′. In
other words, M∗(ρ) = M∗◦C∗(ρ) on Y ′. This an also be seen diretly from the struture
of M.
Proposition 22 (Collapse) Let A , B be von Neumann algebras. Let M : B → A be a
perfet (σ = 0) measurement of a Hermitean X ∈ A with pointer Y ∈ B. Let V 7→ P(V )
be the spetral measure of X. Let {Vi | i ∈ I } be a ountable deomposition of Spec(X).
Then a ollapse operation C : A → A is dened by C(A) def= ∑I P(Vi)AP(Vi). In this
situation, we have for any ρ ∈ S (A ):
M∗(ρ) = M∗◦C∗(ρ) on Y ′.
Proof :
M maps Y ′ into X ′, and C leaves X ′ pointwise xed. Therefore, if B ∈ Y ′,
we have M∗◦C∗(ρ)(B) = ρ(C ◦M(B)) = ρ(M(B)) = M∗(ρ)(B).
q.e.d.
The above proposition states that when you measure X in state ρ, and then restrit
attention to the ommutant of the pointer, then the system will behave as if it had been
in the ollapsed state C∗(ρ) prior to measurement. It generalizes the diagram on page 15
to all ompletely positive perfet measurements.
A measurement of X with pointer Y is alled repeatable if immediate repetition of
the measurement would yield the same result, i.e. if M∗(ρ) = ρ on C (X). Then ‖X‖M
must be
14
0, so aording to the denitions M is also a perfet measurement of X with
pointer X. Aording to the above proposition then, M∗(ρ) equals M∗◦C∗(ρ) not only
on Y ′, but also on X ′.
For example, if M : A ⊗B → A measures X with pointer I⊗Y in a repeatable way,
then the distintion between states that are ollapsed or intat prior to measurement
an, after measurement, neither be made by observables of the form A ⊗ I nor of the
form I⊗B.
3.5.3 Generalized State Collapse
Very well. For perfet (σ = 0) measurements of X with pointer Y , the essene of state-
ollapse is that M maps Y ′ into X ′. The way to think of X ′ is the following: in a
nite-dimensional algebra, X an be deomposed into projetions as X =
∑
i λiPi. And
of ourse M(B) =
∑
i,j PiM(B)Pj for any B ∈ Y ′. Now M(B) ∈ X ′ means M(B) =∑
iPiM(B)Pi; then M(B) ontains only diagonal bloks, like
X =


λ1 0 0 0 0
0 λ1 0 0 0
0 0 λ2 0 0
0 0 0 λ2 0
0 0 0 0 λ2

 =⇒ M(B) =


∗ ∗ 0 0 0
∗ ∗ 0 0 0
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗

 .
14
Sine M(f(X)) = f(X) for all ontinuous f on Spec(X), this is ertainly true for f(x) = x2, whene
F(X,X) = 0.
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And of ourse this is just the disappearane of oherenes between eigenstates of X with
dierent eigenvalues. In this light, an approximate ollapse proposition would have to be
something that says how small the `o-diagonal bloks' of M(B) get, provided that B
ommutes rather well with the pointer Y , and that the quality of measurement σ is not
too bad. In other words: a Heisenberg-equivalent of lemma (7).
Proposition 23 (Generalized Collapse in the Heisenberg-Piture) Let A be a
von Neumann algebra. Let M : B → A be an unbiased measurement of X ∈ A with
pointer Y ∈ B (both Hermitean) and quality σ. Let Spec(X) ⊇ V 7→ P(V ) denote the
projetion valued measure belonging to X. Suppose B ∈ B is a Hermitean element suh
that ‖[Y,B]‖ = δ‖B‖. Then
‖P([x, x+ ǫ])M(B)P([y, y + ǫ])‖ ≤ δ + 2σ + ǫ|x− y| ‖B‖.
Proof :
By the C
∗
-Cauhy-Shwarz inequality,
‖[X,M(B)]‖ = ‖M([Y,B]) + 2iℑF(B, Y )‖
≤ ‖[Y,B]‖+ 2‖Y ‖M‖B‖M
≤ (δ + 2σ)‖B‖. (3.3)
In order to dehorrify our formulas, we introdue some notation. First of all,
we dene un
def
= u + nǫ for u,∈ R, n ∈ Z/2. Seondly, Pu,n def= P
(
[un, un+1]
)
.
And nally, we dene Xu =
∑
n∈Z un+ 12Pu,n. This is an approximation of X
by a step funtion operator, so that
‖X −Xu‖ ≤ ǫ/2 (3.4)
This leads us to
‖XxM(B)−M(B)Xy‖ =
= ‖[X,M(B)] +M(B)(X −Xy)− (X −Xx)M(B)‖
≤ (δ + 2σ)‖B‖+ ǫ‖M(B)‖
≤ (δ + ǫ+ 2σ)‖B‖. (3.5)
Now for any 2 projetions P and Q and for any A in A , we have ‖PAQ‖ ≤
‖P‖‖A‖‖Q‖ ≤ ‖A‖. We use this in the seond step below. In the rst step,
we use that Pu,nPu,0 = δn,0Pu,0 for n ∈ N. And in the third step, we make
use of
∑
n∈ZPu,n = I. We then obtain
|x− y| ‖P([x, x+ ǫ])M(B)P([y, y + ǫ])‖ =
=
∥∥∥∥Px,0
( ∑
m,n∈Z
(
xn+ 12 − ym+ 12
)
Px,nM(B)Py,m
)
Py,0
∥∥∥∥
≤
∥∥∥∥ ∑
m,n∈Z
(
xn+ 12 − ym+ 12
)
Px,nM(B)Py,m
∥∥∥∥
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=∥∥∥∥∑
n∈Z
xn+ 12Px,nM(B)−
∑
m∈Z
ym+ 12M(B)Py,m
∥∥∥∥
=
∥∥XxM(B)−XyM(B)∥∥. (3.6)
With inequality (3.5), we now have what we wanted.
q.e.d.
Even if δ = 0, the norm distane between M(B) and X ′ does not go to zero as σ ↓ 0.
Suppose that X has a ontinuous spetrum. If σ 6= 0, however small, we an always
hoose x and y in Spec(X) so that |x − y| ≤ 2σ. The above proposition then beomes
trivial. It allows for large o-diagonal elements as long as they are lose to the diagonal.
This is physially relevant: suppose that the internal energy X of a blok of iron
is measured with an auray σ of few mirojoules. Clearly this measurement does not
produe deoherene between energy-states inside the atoms, i.e. eigenstates with energies
x and y diering several eV . Indeed, the estimates `kik in' only if the energy dierene
approahes the quality of measurement: |x− y| ∼ σ.
Almost Classial Observables
Collapse with respet to a entral observable X is meaningless. This has nothing to do
with measurement whatsoever: sine the spetral projetions P(V ) of a entral observable
X are entral, we see that C∗(ρ)(A) = ρ (
∑
iP(Vi)AP(Vi)) = ρ (
∑
iP(Vi)A) = ρ(A).
Thus C∗(ρ) = ρ for all states ρ.
This an be generalized for almost lassial observables X , i. e. observables for whih
d(X,Z ) is small.
Proposition 24 Let A be a von Neumann algebra with entre Z . Let A,X ∈ A , X
Hermitean. Let P(V ) be the spetral projetions of X. Then
∥∥P([x, x+ ǫ])AP([y, y + ǫ])∥∥ ≤ ǫ+ 2d(X,Z )|x− y| ‖A‖.
Proof :
Pretty muh the same as that of proposition (23). Under the assumptions
above, inequality (3.4) remains valid, as does (3.6) with M(B) replaed by A.
Inequality (3.3) is replaed by
‖ [X,A] ‖ ≤ 2d(X,Z )‖A‖ (3.7)
and (3.5) by
‖XxA−AXy‖ = ‖[X,A] +A(X −Xy)− (X −Xx)A‖
≤ (2d(X,Z ) + ǫ)‖A‖. (3.8)
q.e.d.
The same aveat as before applies: if d(X,Z ) is non-zero, then o-diagonal bloks lose
to the diagonal an remain large, so that no bound for ‖ρ−C∗(ρ)‖ is obtained.
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3.5.4 Generalized State Redution
In view of proposition (21), it is tempting to speulate that for measurements with
good quality (σ ≪ 1), perhaps also ‖(M∗(ρ))Y − M∗(ρX)‖ ≪ 1 for all ρ. Alas, na-
ture is ruel and hard: onsider again the 7
th
example on page 45. M (also) measures
X =
(
1− ǫ 0
0 ǫ
)
with pointer Y = I⊗
(
1 0
0 0
)
. One easily alulates σ =
√
ǫ(1− ǫ).
But, taking for ρ the spin-down state with density matrix
(
0 0
0 1
)
, one may gure
out (identifying M2 ⊗ C2 with M2 ⊕M2) that (M∗(ρ))Y is represented by the density
matrix
(
0 0
0 1
)
⊕
(
0 0
0 0
)
and M∗(ρX) by
(
0 0
0 ǫ
)
⊕
(
0 0
0 1− ǫ
)
. Consequently
‖(M∗(ρ))Y −M∗(ρX)‖ = 1 − ǫ. Thus, by hoosing ǫ small, it is possible to have mea-
surements with σ ≪ 1 yet ‖(M∗(ρ))Y −M∗(ρX)‖ ≈ 1. In the example above however,
the ratio
varM∗(ρ)(Y )−varρ(X)
varM∗(ρ)(Y )
equals 1 for all ǫ. And smallness of this ratio does fore
an approximate redution, as we will see below. One again it is not the quality σ `an
sih' that regulates redution, but the quality divided by the typial variations in pointer
outome, f. proposition (23).
Proposition 25 (Generalized redution) Let X ∈ A , Y ∈ B be Hermitean. Let
M : B → A be an unbiased measurement of X with pointer Y . Then
‖(M∗(ρ))Y−M∗(ρX)‖ ≤ 2
√
varM∗(ρ)(Y )− varρ(X)
M∗(ρ)(Y †Y )
(
1 +
√
varM∗(ρ)(Y )− varρ(X)
M∗(ρ)(Y †Y )
)
.
Proof :
Brutally applying the C
∗
-Cauhy-Shwarz inequality would get the job done.
That is to say it yields ‖(M∗(ρ))Y −M∗(ρX)‖ ≤ 3‖B‖ σ√
M∗(ρ)(Y †Y )
. Partly
beause I don't like the numerator being independent of ρ (allowing σ
2
M∗(ρ)(Y †Y )
to blow up whereas
varM∗(ρ)(Y )−varρ(X)
M∗(ρ)(Y †Y )
is niely bounded by 1) and partly to
keep you from dozing o, we'll go about it another way
15
for a hange. By the
GNS-representation (see [K&R℄[p. 278℄), we may assume A to be an algebra
of operators on some Hilbert spae Hρ, with ρ a vetor state ψρ. By the
Stinespring theorem (see [Tak, p. 194℄), we may assume B to be an algebra
of operators on some Hilbert spae R, and the existene of a ontration
V : Hρ → R suh that M is of the form M(B) = V †BV . Then M∗ρ is a
vetor state with vetor V ψρ, sine M
∗(ρ)(B) = 〈ψρ|V †BV |ψρ〉. In the proof
of lemma (13), we have seen that
varM∗(ρ)(Y )− varρ
(
M(Y )
)
= ρ
(
F(Y, Y )
)
.
If we introdue the notation W
def
=
√
(I− V †V ), we have
ρ(F(Y, Y )) = 〈V ψρ|Y †W 2Y |V ψρ〉 = ‖WY V ψρ‖2.
15
I was put on this trak by Ma˘da˘lin Guta˘, who suggested a simple proof of the C∗-Cauhy-Shwarz
inequality in the ase of ompletely positive maps.
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The rest is hardly exhilarating: for any B ∈ B,
M∗ρ(Y †BY )− ρ(M(Y †)M(B)M(Y )) =
= 〈V ψρ|Y †BY − Y †V †V BV †V Y |V ψρ〉
= 〈V ψρ|Y †W 2BY + Y †BW 2Y − Y †W 2BW 2Y |V ψρ〉
≤ 2‖B‖‖Y V ψρ‖‖WY V ψρ‖+ ‖B‖‖WY V ψρ‖2.
So, sine
M∗(ρ)(Y †Y ) = ρ
(
M(Y )†M(Y )
)
+ ‖WY V ψρ‖2
we see that
‖(M∗(ρ))Y (B)−M∗(ρM(Y ))(B)‖ =
=
∥∥∥∥∥M
∗ρ(Y †BY )ρ
(
M(Y )†M(Y )
)− ρ(M(Y )†M(B)M(Y ))M∗(ρ)(Y †Y )
ρ
(
M(Y )†M(Y )
)
M∗(ρ)(Y †Y )
∥∥∥∥∥
=
∥∥∥∥ρ
(
M(Y )†M(Y )
)(
M∗ρ(Y †BY )− ρ(M(Y )†M(B)M(Y )))
ρ
(
M(Y )†M(Y )
)
M∗(ρ)(Y †Y )
− ρ
(
M(Y )†M(B)M(Y )
)∥∥WY V ψρ∥∥2
ρ
(
M(Y )†M(Y )
)
M∗(ρ)(Y †Y )
∥∥∥∥
≤ 2‖B‖‖WYV ψρ‖‖Y V ψρ‖ + 2‖B‖
‖WY V ψρ‖2
‖Y V ψρ‖2
= 2‖B‖
(√
varM∗(ρ)(Y )− varρ
(
M(Y )
)
M∗(ρ)(Y †Y )
+
varM∗(ρ)(Y )− varρ
(
M(Y )
)
M∗(ρ)(Y †Y )
)
.
q.e.d.
Sine 0 ≤ varM∗(ρ)(Y ) ≤M∗(ρ)(Y †Y ), we may also write down a weaker version, starring
the ratio
varM∗(ρ)(Y )−varρ(X)
varM∗(ρ)(Y )
disussed above:
Corollary 25.1 Let X ∈ A , Y ∈ B be Hermitean. Let M: B → A be an unbiased
measurement of X with pointer Y ∈ B suh that varM∗(ρ)(Y ) 6= 0. Then
‖(M∗(ρ))Y−M∗(ρX)‖ ≤ 2
√
varM∗(ρ)(Y )− varρ(X)
varM∗(ρ)(Y )
(
1 +
√
varM∗(ρ)(Y )− varρ(X)
varM∗(ρ)(Y )
)
.
If M is a measurement with outome 0 or 1, i.e. Y is a projetion, then automatially
varM∗(ρ)(Y ) = p(1 − p) if p is the probability of measuring outome 1. From this and
varM∗(ρ)(Y )− varρ(X) ≤ σ2, we obtain another orollary.
Corollary 25.2 Let X ∈ A be Hermitean. Let M: B → A be an unbiased measurement
of X of quality σ whih only allows outomes 0 and 1, i.e. the pointer Y is a projetion.
Then for all states ρ with probability p of measuring outome 1:
‖(M∗(ρ))Y −M∗(ρX)‖ ≤ 2 σ√
p(1− p)
(
1 +
σ√
p(1− p)
)
.
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3.6 A Paradox Resolved
Imagine the following thought experiment. The universe is desribed by the algebra
D = A ⊗B. An observer C ⊂ B ontains two separate pointers Y1 and Y2. (One may
think of a omputer memory onsisting of 2 lassial bits, for example.) A perfet mea-
surement M : C → A ⊗B is performed on X ∈ A using Y1 as a pointer. (Information is
stored in the rst bit.) Sine all time-evolution is automorphi, M must have as dilation
some automorphism α of D . Then there must still be observables D ∈ A ⊗B on whih
no ollapse ours.
Having learnt the outome of the rst measurement, C performs a seond perfet
measurement N : C → A ⊗B but now on D, using Y2 as pointer. (This information is
stored in the seond bit.) Comparing information stored on Y1 with that on Y2, C has
solved the riddle of redution one and for all:
- Either there is a full and objetive redution after the rst measurement, and the
state of D jumps into an eigenstate of X .
- Or all time evolution is automorphi, and purity on D is onserved
The dierene annot be seen on observables ommuting with Y1, but it an be seen on D.
(Un?)fortunately, suh a ruial experiment is not possible: apply the next proposition
to α ◦N.
Proposition 26 Suppose Y1, Y2 ∈ B are Hermitean elements suh that [Y1, Y2] = 0. Sup-
pose M : C → A ⊗ B is a measurement of D ∈ A ⊗ B with pointer Y2 suh that
M(Y1) = I⊗ Y1. Then
[D, I⊗ Y1] = 0.
Proof :
σ2 = ‖Y2‖M = 0, so 0 = M([Y1, Y2]) = [M(Y1),M(Y2)] = [I⊗ Y1, D]
q.e.d.
It is true that a measurement an be performed on D 6∈ (I ⊗ Y1)′. But this neessarily
erases the information that was gained on X from the pointer Y1.
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Epilogue
The subjet of quantum measurement is partiularly suseptible to misunderstanding.
I would therefore like to larify (perhaps superuously) my view on the so-alled `mea-
surement problem' in relation to the interpretation of quantum mehanis ventilated on
page 7. The problem of measurement is ommonly dened as follows:
How and when do observables take one partiular value out of all the possibil-
ities allowed by quantum mehanis?
On page 3 as well as on page 48, I have briey skethed some of the problems one would
have to overome when answering this question. I do not make any attempt to do so. In
my mind, a more relevant question seems to be:
How and when is one partiular value of an observable observed by one par-
tiular observer, out of all the possibilities allowed by quantum mehanis?
In order to onsider this question, one needs a theory with mathematial represen-
tatives of both the primitive notion of `observable' and of `observer'. Observables are
ommonly modelled by Hermitean elements. This seems rather sensible to me. But how
to model an observer?
In my mind, the key property of any `observer' is that it is able to diretly observe a
number of observables. I therefore represent an abstrat `observer' by the set C ⊂ D of all
observables whih it an detet diretly. Sine an observer an onstrut sums, produts
and limits from the observed values of observables in C , it seems plausible that C is a
C
∗
-algebra. And sine simultaneous observation of observables in C neessarily indues a
map of the form disussed in the example following proposition (15), C may only ontain
ommuting observables. C is an Abelian C∗-algebra.
One would like to assign a value to eah D ∈ D . This annot be done in a onsistent16
manner. But with the interpretation on page 7, onsisteny is only neessary within
Abelian algebras. It sues to have a random generator do the following:
- At time 0, hoose an Abelian C ⊂ D .
- Assign values to all Hermitean C ∈ C in a onsistent manner, aording to the joint
probability measures indued by ρ. These are the values observed by C at time 0.
16
At least if D = B(H ) with dim(H > 2). See [K&S℄.
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- Repeat this for all possible abelian C ⊂ D . Quantum mehanis does not presribe
joint probability distributions for non-ommuting observables, so we have some free-
dom in our hoie of random generator. The proedure need not be independent for
dierent observers: there may well be some onsisteny in their observations. But
aording to [K&S℄, full onsisteny is impossible in general.
Now the question `What value of C ∈ C is observed by C at time t?' is answered
as follows. Look at the Abelian algebra αt(C ) at time 0. The Hermitean observable
αt(C) gets assigned a value in Spec(αt(C)) = Spec(C) with probability distribution
Pρ,αt(C) = Pα∗t (ρ),C . This is the value of C observed by C at time t.
This is a deterministi proedure: at time 0, the random generator determines what
eah observer gets to observe at time t. But observations are not objetive. If A ∈ C
and A ∈ C˜ , it may well be that A gets dierent values with C and C˜ : dierent observers
observe dierent values of the same observable at the same time. From this, you see
that the same observer C may also observe dierent values of the same C at dierent
times. The trik is to show that these observations are always onsistent with all other
observations of the same observer at the same time, and that they allow an observer
to store information about the world around it. This an be done entirely within the
framework of (quantum) probability theory, without any referene to the nature of the
random generator, .f. page 12, proposition 3, proposition 21 and page 60.
This is my way to interpret these propositions. But I would like to emphasize for one
last time that the interpretation above is merely a tool. Any onsistent interpretation
is just as good as any other. The struture of nature is engraved in mathematis, and
interpretations only serve to tie abstrat struture to daily experiene. This is why I have
hosen to be brief in explanation and tedious in alulation. In partiular, it explains why
the above exposition is mued away in this epilogue.
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