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Abstract
In this paper, we consider the limit behavior for the solution of the Cauchy problem of the energy-critical
complex Ginzburg–Landau equation in Rn, n  3. In lower dimension case (3  n  6), we show that its
solution converges to that of the energy-critical nonlinear Schrödinger equation in C(0, T , H˙ s(Rn)), T > 0,
s = 0,1, as a by-product, we get the regularity of solutions in H 3 for the nonlinear Schrödinger equation.
In higher dimension case (n > 6), we get the similar convergent behavior in C(0, T ,L2(Rn)). In both cases
we obtain the optimal convergent rate.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We are interested in the inviscid limit behavior between the energy-critical complex
Ginzburg–Landau equation (CGL)
ut − (μ+ i)u+ (a + i)|u|αu = 0, u(0, x) = u0(x), (1.1)
and the nonlinear Schrödinger equation (NLS)
vt − iv + i|v|αv = 0, v(0, x) = v0(x), (1.2)
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i = √−1, μ > 0, a > 0, ut = ∂u/∂t, vt = ∂v/∂t ,  = ∂2/∂2x1 + · · · + ∂2/∂2xn, u0 and v0
are known complex-valued functions of x ∈ Rn. In Eqs. (1.1) and (1.2), 0 < α < 4/(n − 2)
(0 < α < ∞, if n = 1,2) is said to be an energy-subcritical power, α = 4/(n− 2) is said to be an
energy-critical power. Eq. (1.1) was first discovered by Ginzburg and Landau for a phase tran-
sition in superconductivity [8], which was also subsequently derived in many other areas, such
as instability waves in hydrodynamics and pattern formation; cf. [11]. When α is an energy-
subcritical or an energy-critical power, the global well-posedness of (1.1) has been established,
see for instance, Ginibre and Velo [7] and references therein. Eq. (1.2) is a basic model equation
for diverse physical phenomena, including Bose–Einstein condensates, description of the envelop
dynamics of a general dispersive wave in a weakly nonlinear medium (cf. [10,16]). The global
well-posedness of solutions of (1.2) has been studied by many authors (cf. [3–5,13]). When α is
an energy-subcritical power, the global well-posedness of (1.2) can be found in Kato [12]. When
α is an energy-critical power, Bourgain [3] and Grillakis [9] showed the global well-posedness
and the existence of scattering operators for Eq. (1.2) with radial and finite energy data in three
spatial dimension, and the radial condition was removed by Colliander, Keel, Staffilani, Takaoka
and Tao [5]. Tao [17] showed the global well-posedness of Eq. (1.2) with radial and finite energy
data in higher spatial dimensions. Recently, the radial condition in higher spatial dimensions was
removed by Ryckman and Visan (cf. [15,19]).
In this paper, we consider the following question: does the solution of (1.1) tend to the solution
of (1.2) as the parameters μ and a tend to zero? This problem has been studied by several authors;
cf. Wu [23], Bechouche and Jüngel [1], Wang [20] and Machihara and Nakamura [14]. But as
far as the authors can see, in the energy-critical case α = 4/(n − 2), except that Bechouche and
Jüngel [1] obtained the convergent behavior in the weak-star topology, the inviscid limit behavior
in the strong topology between (1.1) and (1.2) remains unsolved; cf. [20]. When α = 4/(n− 2),
(1.1) and (1.2) can be rewritten as
ut − (μ+ i)u+ (a + i)|u| 4n−2 u = 0, u(0, x) = u0(x), (1.3)
vt − iv + i|v| 4n−2 v = 0, v(0, x) = v0(x). (1.4)
We will show that when the spatial dimension n  3, the solution of (1.3) strongly converges
to that of (1.4) in C(0, T ;L2) for any T > 0. Moreover, when 3  n  6, we can prove the
stronger convergent behavior in C(0, T ; H˙ 1) for any T > 0. Let Lr(Rn) be the Lebesgue space,
‖f ‖r := ‖f ‖Lr(Rn), ‖f ‖H˙ kr := ‖∇kf ‖r , H˙ k := H˙ k2 , Hk := L2 ∩ H˙ k . Put
E
(
u(t)
)= ∫
Rn
1
2
∣∣∇u(t, x)∣∣2 + n− 2
2n
∣∣u(t, x)∣∣ 2nn−2 dx, (1.5)
which is said to be the energy for the CGL (1.3) and the NLS (1.4). E(u) is invariant under the
scaling
u(t, x) → uλ(t, x) = λn−22 u(λ2t, λx), λ > 0. (1.6)
Our main results are the following.
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 1. Assume that T > 1 is arbitrary
and
‖u0 − v0‖H 1  δ, 0 < μT,a  δ. (1.7)
Then the solutions of (1.3) and (1.4) satisfy the following approximate behavior:
∥∥∇k(u− v)∥∥
L∞t L2x([0,T ]×Rn)  C
(∥∥∇k(u0 − v0)∥∥2 +μT + a), k = 0,1, (1.8)
where C := C(‖u0‖H 1,‖v0‖H 3) denotes a constant that depends only on ‖u0‖H 1 and ‖v0‖H 3 .
Theorem 1.2. Let n 5. Let u0 ∈ H 1, v0 ∈ H 1, 0 < δ 
 1. Assume that T > 1 is arbitrary and
‖u0 − v0‖H 1  δ, 0 < μT,a  δ. (1.9)
Then the solutions of (1.3) and (1.4) satisfy the following approximate behavior:
‖u− v‖L∞t L2x([0,T ]×Rn)  C
(‖u0 − v0‖2 + (μT )1/2 + a), (1.10)
where C := C(n,‖u0‖H 1,‖v0‖H 1) denotes a constant that depends only on n, ‖u0‖H 1 and
‖v0‖H 1 .
Theorem 1.3. Let n > 6. u0 ∈ H 1, 0 < a,μ 1. Then the solutions u of (1.3) have the following
upper bound estimate:
‖u‖
L
2(n+2)
n−2
t,x (R
+×Rn)
C
(
E(u0)
)
, (1.11)
where C(E(u0)) denotes a constant that depends only on E(u0) and is independent of μ,a.
We now first briefly sketch the proofs of Theorems 1.1 and 1.2. On the basis of our earlier
work [20], if we get the upper bounds of the solutions u and v of Eqs. (1.3) and (1.4) in the spaces
L2(n+2)/(n−2)(R+×Rn), then we can prove our Theorems 1.1 and 1.2 by iteration method. Using
Bourgain’s, Colliander, Keel, Staffilani, Takaoka and Tao’s, and Ryckman and Visan’s results (cf.
[3,5,15,19]), we see that v in the space L2(n+2)/(n−2)(R+ ×Rn) has an upper bound that depends
only on ‖v0‖H˙ 1 . A natural idea seems to apply a similar way as in [5,15,19] obtaining a uniform
upper bound of u in L2(n+2)/(n−2)(R+ × Rn) for all 0 < μ,a 
 1. However, in [5,15,19], the
proofs of the global well-posedness of (1.4) rely upon the symmetric property of the Schrödinger
semi-group eit (i.e., eit has the same dispersive properties in the cases t < 0 and t > 0) and
this symmetric property is invalid for the Ginzburg–Landau semi-group e(μ+i)t. Moreover, the
proof will become very complicated if we imitate the procedures as in [5,15,19].
When 3 n 6, we will give a simple proof of Theorem 1.1 by using the perturbation anal-
ysis method, i.e., treating the NLS as a perturbative equation of the CGL:
wt − (μ+ i)w + g(v,w) = 0,
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it suffices to show that w is uniformly bounded in L2(n+2)/(n−2)(R+ × Rn) for all 0 < μ,a 
 1
as the initial data w0 is small enough. Following the idea as in [20], we treat μv as a part of
the nonlinear terms. We consider the following integral equation:
w = e(μ+i)tw0 −
t∫
0
e(μ+i)(t−τ)g(v,w)(τ) dτ.
In view of the Strichartz type estimates for the Ginzburg–Landau semi-group (which are similar
to those for the Schrödinger semi-group), in order to control w in the space L2(n+2)/(n−2)(R+ ×
R
n), we need to control v in H 3. For n = 3,4, the upper bound of v in H 3 can be easily obtained,
since the nonlinearity |v|4/(n−2)v is a C∞ function (cf. [3,20]). For n = 5,6, |v|4/(n−2)v is only
two-times differentiable, we need to use the “formal time-differentiation method” to overcome
the regularity loss of the nonlinearity. After showing the upper bound of v in H 3, we can perform
the perturbation analysis and finally obtain our result, as desired. For higher spatial dimensions
n > 6, since |v|4/(n−2)v is not two-times differentiable, the “formal time-differentiation method”
seems invalid to get the upper bound of v in H 3. This is why we assume that n  6 in Theo-
rem 1.1.
When n > 6, we shall bound u in L2(n+2)/(n−2)(R+ × Rn) by applying the ideas as in Bour-
gain [3], Colliander, Keel, Staffilani, Takaoka and Tao [5], and Visan [19], i.e., the induction
method on the energy E. In detail, for any energy E  0 and T > 0, define
MT (E) := sup‖u‖
L
2(n+2)
n−2
t,x ([0,T ]×Rn)
,
where u ranges over all of the S˙1 solutions of (1.3) on [0, T ] × Rn with E(u)  E and the
parameters 0 μ,a  1. Put
M(E) := sup{MT (E): T > 0}.
Noticing that both E(u) and MT (E) are invariant under the scaling (1.6), we immediately have
Proposition 1.4. For any E,T > 0, we have
M(E) = MT (E) ≡ M1(E). (1.12)
For E < 0, define M(E) = 0. Our goal is to show M(E) < ∞ for any energy E. To be more
comprehensive, we write
Q = {E: M(E) < ∞}.
The perturbation analysis implies that if E ∈ Q then E + ε ∈ Q for some 0 < ε 
 1, and so,
Q is open, see Lemma 2.9 below for details. Moreover, Q contains zero and is connected. We
use the induction-on-energy argument as in [3,5,19]. Assume for contradiction that M(E) can be
infinite, consider the minimal energy
Ec = inf
{
E: M(E) = ∞}< ∞,
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this critical energy Ec, we can construct a near blowup solution whose energy is near to Ec with
an enormous L
2(n+2)
n−2
t,x norm. We will prove that such near blowup solution does not exist, then
eventually we get a contradiction. In detail, by the critical property of Ec and Lemma 2.9, we
have
Lemma 1.5 (Induction hypothesis). Let 0 < μ,a  1 be variable parameters. Let t0 ∈ R+, sup-
pose u(t0) is an H˙ 1 function with E(u(t0)) Ec − η for some η > 0, then there exists a global
solution u to (1.3) on [t0,+∞)× Rn with initial data u(t0) at time t0 satisfying
‖u‖
L
2(n+2)
n−2
t,x ([t0,+∞)×Rn)
M(Ec − η). (1.13)
We need eight small parameters
1  η0  η1  η2  η3  η4  η5  η6  η7 > 0
where each ηj is chosen sufficiently small depending on previous η0, . . . , ηj−1 and the critical
energy Ec. Since M(Ec) is infinite, we can find an S˙1 solution u of (1.3) with Ec/2E(u)Ec
such that for some T > 0, μ,a ∈ (0,1],
‖u‖
L
2(n+2)
n−2
t,x ([0,T ]×Rn)
= 1
η7
, (1.14)
which leads to the following definition.
Definition 1.6. A minimal energy blowup solution (MEBS for short) to (1.3) is an S˙1 Schwartz
solution which satisfies (1.14) and with energy
1
2
Ec E(u)Ec. (1.15)
Using the energy estimate for the CGL, we claim that for the MEBS, both μ and a must be
very small. In fact, we have
Proposition 1.7. If u is a MEBS, then we have max(μ,a) η6.
Proof. By the energy estimate for the CGL (see Theorem 2.7 below), we have
μ
T∫
0
∫
Rn
∣∣u(τ, x)∣∣2 dx dτ + a
T∫
0
∫
Rn
∣∣u(τ, x)∣∣ 2(n+2)n−2 dx dτ E(u0).
If a  η6, we see that
‖u‖ 2(n+2)
n−2 n

(
E(u0)
η6
)(n−2)/2(n+2)
,Lt,x ([0,T ]×R )
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2(n+2)
n−2
t,x be-
tween L∞t L
2n
n−2
x and L2t L
2n
n−4
x , we have
‖u‖
L
2(n+2)
n−2
t,x ([0,T ]×Rn)
 ‖u‖4/(n+2)
L∞t L
2n
n−2
x
‖u‖(n−2)/(n+2)
L2t L
2n
n−4
x
E(u0)4/(n+2)‖u‖(n−2)/(n+2)
L2t,x
E(u0)4/(n+2)
(
E(u0)
η6
)(n−2)/2(n+2)
,
which also contradicts (1.14). 
In the following we always assume that
0 μ,a  η6.
By choosing a subinterval [0, T ∗] ⊂ [0, T ], such that
‖u‖
L
2(n+2)
n−2
t,x ([0,T ∗]×Rn)
= 1
η5
. (1.16)
We divide
[0, T ∗] = I0 ∪ I1 (1.17)
with each subinterval containing half of the L
2(n+2)
n−2
t,x ([0, T ∗] × Rn) norm. We want to show that
‖u‖
L
2(n+2)
n−2
t,x (I0×Rn)
 C
(
η1, . . . , η4,E(u0)
)
. (1.18)
Following [5,19], the proof of (1.18) proceeds in the following four steps. (1) Using the same
way as in [5,19], we can show that the MEBS is localized in physical and frequency space for
any time t ∈ I0. (2) We generalize the frequency localized Morawetz estimate (FLME) of the
NLS to the CGL and get a uniform version of the FLME which is independent of μ,a. Our
idea is to apply the known Morawetz estimate for the NLS [5,19] and treat μu and a|u| 4n−2 u
as the perturbative terms, which can be controlled by the energy estimates for the CGL. (3) We
show the frequency-localized L2 mass conservation law to prevent energy evacuation to the high
frequency. Comparing with the NLS, the new difficulty lies in the fact that the L2 norm of the
solutions of the CGL has some dissipation (see (2.13) for details) and we need to show that this
dissipation vanishes when μ,a ↘ 0. Another difficulty is that the Ginzburg–Landau semi-group
e(μ+i)t is not symmetric with respect to time t , one needs to carefully deal with the backward
case t < 0. (4) Following [5] and using the perturbation analysis, we can finish the proof of (1.18).
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In this section, we recall some notations, basic facts and the Strichartz estimates for the NLS
and the CGL.
2.1. Notations
Let I ⊂ R be an interval. We use Lqt Lrx to denote the space–time norm:
‖u‖Lqt Lrx(I×Rn) :=
(∫
I
( ∫
Rn
∣∣u(t, x)∣∣r dx)q/r dt)1/q (2.1)
with the usual modification when q or r is equal to infinity. We denote ‖u‖Lq(I,H˙ kr ) :=
‖∇ku‖Lqt Lrx(I×Rn). If there is no confusion, we will write L
q
t∈ILrx := Lqt Lrx(I ×Rn) and Lrt∈I,x :=
Lrt L
r
x(I × Rn).
We introduce the Littlewood–Paley projection operators in following way. Let ϕ(ξ) be a radi-
ally symmetric bump function adapted to the ball {ξ ∈ Rn: |ξ | 2} which equals 1 on the unit
ball. Let ψ(ξ) := ϕ(ξ)− ϕ(2ξ). For each dyadic number N , we define the Fourier multipliers:
PNf :=F−1ϕ(ξ/N)Ff,
P>Nf :=F−1
(
1 − ϕ(ξ/N))Ff,
PNf :=F−1ψ(ξ/N)Ff.
Recall that for any dyadic number N , there hold the telescoping identities
PNf =
∑
MN
PMf ; P>Nf =
∑
M>N
PMf ; f =
∑
M
PMf,
for all Schwartz f , where M ranges over dyadic numbers. Define
PM<·N := PN − PM =
∑
M<N ′N
PN ′ ,
where N ′, M N are all dyadic numbers. Similarly we define P<N , PN and PM·N , etc. It
is easy to verify that the Littlewood–Paley operators satisfy the following Bernstein inequalities
for s  0, 1 p  q ∞:
‖PNf ‖Lp N−s
∥∥|∇|sPNf ∥∥Lp , (2.2)∥∥PN |∇|sf ∥∥Lq Ns+n( 1p − 1q )‖PNf ‖Lp , (2.3)∥∥PN |∇|±sf ∥∥Lp ∼ N±s‖PNf ‖Lp . (2.4)
We define the S˙0(I × Rn) Strichartz norm by
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⎧⎪⎨
⎪⎩
‖u‖
L∞t L2x∩L2t L
2n
n−2
x (I×Rn)
, n 6,
(∑
N∈2Z ‖PNu‖2
L∞t L2x∩L2t L
2n
n−2
x (I×Rn)
)1/2
, n > 6,
and for any s > 0, we define the Strichartz norm S˙s(I × Rn) by
‖u‖S˙s (I×Rn) :=
∥∥|∇|su∥∥
S˙0(I×Rn).
One can easily check that for any admissible pairs (q, r),
∥∥∇ku∥∥
L
q
t L
r
x(I×Rn)  ‖u‖S˙k(I×Rn), k = 0,1.
2.2. Strichartz inequalities
Denote
2∗ = 2 + 4
n
, 2∗∗ = 2n
n− 2 , n 3.
Throughout this paper, p′ will stand for the dual number of p ∈ [1,∞], i.e. 1/p + 1/p′ = 1. Let
us follow Cazenave and Weissler’s notation (cf. [4]):
Definition 2.1. Let n  3. (q, r) is said to be an admissible pair if 2/q = n(1/2 − 1/r), 2 
q, r  2∗∗. We say that (q ′, r ′) is a dual admissible pair if (q, r) is an admissible pair.
From the definition above, we can easily find that (∞,2), (2∗,2∗), (2,2∗∗) and
(q, r) =
(
2(n+ 2)
n− 2 ,
2n(n+ 2)
n2 + 4
)
are admissible pairs and (1,2), ((2∗)′, (2∗)′), (2, (2∗∗)′) are dual admissible pairs.
We denote
S(t) := eit = F−1e−it |ξ |2F , A :=
t∫
0
S(t − τ) · dτ,
Sμ(t) := e(μ+i)t = F−1e−(μ+i)t |ξ |2F , Aμ :=
t∫
0
Sμ(t − τ) · dτ.
Eqs. (1.3) and (1.4) can be formally rewritten as
u(t) = Sμ(t)u0 +Aμ
(
ut − (μ+ i)u
)
, (2.5)
v(t) = S(t)v0 +A (vt − iv). (2.6)
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known that S(t) satisfies the decay estimate
∥∥S(t)ϕ∥∥
p
 |t |−n(1/2−1/p)‖ϕ‖p′, 1/p + 1/p′ = 1, 2 p ∞. (2.7)
Since e−|ξ |2 is an Lp multiplier, i.e., e−|ξ |2 ∈ Mp , Mp is Hörmander’s multiplier space, and
Mp is isometrically invariant under surjective affine transformation, we have ‖e−|ξ |2‖Mp =
‖e−μt |ξ |2‖Mp (cf. [2]). It follows from (2.7) that for any 2 p < ∞ and t > 0,∥∥Sμ(t)ϕ∥∥p  C∥∥S(t)ϕ∥∥p  Ct−n(1/2−1/p)‖ϕ‖p′, (2.8)
where C is independent of μ and t , ϕ ∈ Lp′,1/p + 1/p′ = 1. Combining (2.8) with the stan-
dard Strichartz estimates for the Schrödinger equation, one can prove the following time–space
Lp–Lp
′
estimates. We omit the details here, one can see Wang [20] for nonendpoint case and
[21] for endpoint case.
Lemma 2.2. Let n 3, k ∈ N ∪ {0}. Let (q, r) be any admissible pair and (q ′1, r ′1) be any dual
admissible pair. Then we have
∥∥Sμ(t)ϕ∥∥Lq(0,∞;H˙ kr )  ‖ϕ‖H˙ k , (2.9)
‖Aμf ‖Lq(0,T ;H˙ kr )  ‖f ‖Lq′1 (0,T ;H˙ k
r′1
)
, (2.10)
for all ϕ ∈ H˙ k , f ∈ Lq ′1(0, T ; H˙ k
r ′1
), 0 < T  ∞. When μ = 0, it reduces to the standard
Strichartz estimates for the Schrödinger equation (see [13]).
We emphasize that the estimates (2.9) and (2.10) are independent of μ > 0. Using Lemma 2.2
together with Duhamel’s formula (2.5) and the triangle inequality, we can verify the following
multi-linear form of the Strichartz estimates.
Corollary 2.3. Let I be a time interval, k = 0,1, and let u : I × Rn → C be a solution to
ut − (μ+ i)u =
M∑
m=1
Fm
for some functions F1, . . . ,FM , where μ 0, then for any admissible pair (q, r),
∥∥∇ku∥∥
L
q
t L
r
x(I×Rn)  C
(∥∥u(t0)∥∥H˙ k(Rn) +
M∑
m=1
∥∥∇kFm∥∥
L
q′m
t L
r′m
x (I×Rn)
)
, (2.11)
where t0 = min I , (q ′1, r ′1), . . . , (q ′m, r ′m) are dual admissible pairs.
We need the following improved Strichartz estimate for the nonhomogeneous term, which can
be proved by following the method in [6] and the Strichartz estimates for the CGL.
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Schrödinger-acceptable pairs satisfying the scaling condition 1
q
+ 1
q˜
= n2 (1 − 1r − 1r˜ ) and ei-
ther
1
q
+ 1
q˜
= 1, n− 2
n
<
r
r˜
<
n
n− 2 ,
1
r
 1
q
, and
1
r˜
 1
q˜
or
1
q
+ 1
q˜
< 1,
n− 2
n
 r
r˜
 n
n− 2 .
Then ∥∥∥∥
∫
s<t
e(μ+i)(t−s)F (s) ds
∥∥∥∥
L
q
t L
r
x(I×Rn)
 ‖F‖
L
q˜′
t L
r˜′
x (I×Rn)
.
Here we say (q, r) Schrödinger-acceptable means that 1
q
< n( 12 − 1r ),1 q, r ∞, or (q, r) =
(∞,2).
Remark 2.5. We point out here that the pairs (q, r) = (2, 2n(n−2)
n2−3n−2 ), (q˜, r˜) = (2, 2n(n−2)n2−5n+10 ) sat-
isfying the hypothesis in Proposition 2.4.
Remark 2.6. When we prove a property of the CGL, if we only use the (improved) Strichartz
estimates and solve the integral equation (2.5) forward, then we can use an analogous way to the
NLS, for the CGL satisfies the same (improved) Strichartz estimates as the NLS. This fact is very
important for our later discussion.
2.3. Global well-posedness
Theorem 2.7 (Global well-posedness for CGL). (Cf. [7,20].) Let μ,a  0, 0 < max(μ,a) < ∞,
u0 ∈ H˙ 1. Then there exists a unique global solution u with ∇u ∈ CtL2x ∩ L2t L
2n
n−2
x to (1.3) such
that
E
(
u(t)
)+μ
t∫
0
∫
Rn
∣∣u(τ, x)∣∣2 dx dτ + a
t∫
0
∫
Rn
∣∣u(τ, x)∣∣ 2(n+2)n−2 dx dτ E(u0). (2.12)
Moreover, if u0 ∈ L2, then u ∈ CtL2x ∩L2t L
2n
n−2
x and
1
2
∥∥u(t)∥∥22 +μ
t∫
0
∥∥∇u(τ)∥∥22 dτ + a
t∫
0
∥∥u(τ)∥∥ 2nn−22n
n−2
dτ = 1
2
‖u0‖22. (2.13)
In [7], the upper bound of ‖u‖
L
2(n+2)
n−2
t,x (R
+×Rn)
in Theorem 2.7 relies upon max(μ,a) and it
tends to infinity as max(μ,a) → 0 (which can be seen from the proof of Proposition 1.7).
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and Tao [5] for n = 3, and Ryckman and Visan (cf. [15,19]) for n 4.
Theorem 2.8 (Global well-posedness for NLS). Let n  3. If E(v0) < ∞, then there exists a
unique global solution v ∈ CtH˙ 1x ∩L
2(n+2)
n−2
t,x to (1.4) such that∥∥v(t, x)∥∥
L
2(n+2)
n−2
t,x ∩S˙1(R×Rn)
 C
(
E(v0)
)
for some constant C(E(v0)) depending only on the energy.
2.4. Perturbation lemma
We need the following perturbation lemma which is useful in the proof of the main Theo-
rem 1.3.
Lemma 2.9 (Long-time perturbation theory). Let n > 6. Let I ⊂ [0,+∞) be a compact time
interval and let u˜ be an approximate solution to (1.3) on I × Rn in the sense that
iu˜t + (1 −μi)u˜ = (1 − ai)|u˜| 4n−2 u˜+ e,
for some function e. Assume that
‖u˜‖
L
2(n+2)
n−2
t,x (I×Rn)
M,
‖u˜‖L∞t H˙ 1x (I×Rn) E
for some constants M,E > 0. Let t0 = min I and let u(t0) close to u˜(t0) in the sense that∥∥u(t0)− u˜(t0)∥∥H˙ 1(Rn) E′ (2.14)
for some E′ > 0. Assume also the smallness conditions
(∑
N
∥∥∇PNe(μ+i)(t−t0)(u(t0)− u˜(t0))∥∥2
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I×Rn)
) 1
2
 ε, (2.15)
‖∇e‖
L2t L
2n
n+2
x (I×Rn)
 ε, (2.16)
for some 0 < ε < ε1, where ε1 = ε1(E,E′,M) > 0 is a small constant. Then there exists a
solution u to (1.3) on I × Rn with initial data u(t0) satisfying
∥∥∇(u− u˜)∥∥
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I×Rn)
 C(E,E′,M)
(
ε + ε
7
(n−2)2
)
, (2.17)
‖u− u˜‖S˙1(I×Rn)  C(E,E′,M)
(
E′ + ε + ε
7
(n−2)2
)
, (2.18)
‖u‖ ˙1 n  C(E,E′,M). (2.19)S (I×R )
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Remark 2.10. Recall that the Ginzburg–Landau semi-group Sμ(t) satisfies the same Strichartz
estimates as the corresponding Schrödinger semi-group S(t). Noticing that t0 = min I , we only
need to consider the CGL forward in Lemma 2.9, then the proof is parallel to that of the NLS
(see Tao and Visan [18]) and we omit the details of the proof.
3. Proof of Theorem 1.1
In this section, we prove the main Theorem 1.1. We will use the perturbation analysis to give
a short proof of Theorem 1.1 when 3 n 6.
3.1. Nonlinear estimates
The purpose of this subsection is to derive some nonlinear estimates, which will be applied in
the next subsection. Write F(z) = |z| 4n−2 z, let Fz,Fz¯ be the complex derivatives
Fz := 12
(
∂F
∂x
− i∂F
∂y
)
, Fz¯ := 12
(
∂F
∂x
+ i∂F
∂y
)
,
then we see that
Fz(z) = n
n− 2 |z|
4
n−2 , Fz¯(z) = 2
n− 2 |z|
4
n−2 z
2
|z|2 , (3.1)
which implies that Fz(z) and Fz¯(z) are both O(|z| 4n−2 ). Note that the difference of two nonlinear
terms satisfies the integral identity:
F(u)− F(v) =
1∫
0
Fz
(
v + θ(u− v))(u− v)+ Fz¯(v + θ(u− v))(u− v)dθ. (3.2)
Hence,
∣∣F(u)− F(v)∣∣ |u− v|(|u| 4n−2 + |v| 4n−2 ). (3.3)
Observe that F(u) obeys the fractional chain rule:
∇F (u(x))= Fz(u(x))∇u(x)+ Fz¯(u(x))∇u(x). (3.4)
By (3.1), (3.4) and Hölder’s inequality, we can get the following estimate.
Proposition 3.1. For k = 0,1, we have.
∥∥∇kF (u)∥∥
L2t L
2n
n+2
x (I×Rn)
 ‖u‖
4
n−2
L
2(n+2)
n−2
t,x (I×Rn)
∥∥∇ku∥∥
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I×Rn)
. (3.5)
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Proposition 3.2. For k = 0,1, we have
∥∥∇kF (u)∥∥
L
(2∗)′
t,x (I×Rn)  ‖u‖
4
n−2
L
2(n+2)
n−2
t,x (I×Rn)
∥∥∇ku∥∥
L2
∗
t,x (I×Rn), (3.6)
∥∥F(u)− F(v)∥∥
L
(2∗)′
t,x (I×Rn) 
(‖u‖ 4n−2
L
2(n+2)
n−2
t,x (I×Rn)
+ ‖v‖
4
n−2
L
2(n+2)
n−2
t,x (I×Rn)
)‖u− v‖
L2
∗
t,x (I×Rn). (3.7)
Now we estimate the difference with one-order derivative. Write w = u − v. When n 6, in
view of the chain rule (3.4), we calculate
∣∣∇(F(u)− F(v))∣∣
= ∣∣Fz(u)∇u+ Fz¯(u)∇u¯− Fz(v)∇v − Fz¯(v)∇v¯∣∣
= ∣∣(Fz(u)− Fz(v))∇v + (Fz¯(u)− Fz¯(v))∇v¯ + Fz(u)∇(u− v)+ Fz¯(u)∇(u− v)∣∣

(∣∣Fz(u)− Fz(v)∣∣+ ∣∣Fz¯(u)− Fz¯(v)∣∣)|∇v| + ∣∣Fz(u)+ Fz¯(u)∣∣∣∣∇(u− v)∣∣
 |∇v||u− v|(|u| 6−nn−2 + |v| 6−nn−2 )+ ∣∣∇(u− v)∣∣|u| 4n−2
 |∇v||w|(|v| 6−nn−2 + |w| 6−nn−2 )+ |∇w||w + v| 4n−2 . (3.8)
Therefore by Hölder’s inequality and (3.8), we get
Proposition 3.3. When n 6, there hold
∥∥∇(F(u)− F(v))∥∥
L
(2∗)′
t,x
 ‖∇v‖
L2
∗
t,x
(‖v‖ 6−nn−2
L
2(n+2)
n−2
t,x
+ ‖w‖
6−n
n−2
L
2(n+2)
n−2
t,x
)‖w‖
L
2(n+2)
n−2
t,x
+ ‖∇w‖
L2
∗
t,x
(‖v‖ 4n−2
L
2(n+2)
n−2
t,x
+ ‖w‖
4
n−2
L
2(n+2)
n−2
t,x
)
, (3.9)
∥∥∇(F(u)− F(v))∥∥
L2t L
2n
n+2
x
 ‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x
(‖v‖ 6−nn−2
L
2(n+2)
n−2
t,x
+ ‖w‖
6−n
n−2
L
2(n+2)
n−2
t,x
)‖w‖
L
2(n+2)
n−2
t,x
+ ‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x
(‖v‖ 4n−2
L
2(n+2)
n−2
t,x
+ ‖w‖
4
n−2
L
2(n+2)
n−2
t,x
)
. (3.10)
We need the following estimates.
Proposition 3.4. We have
∥∥F(u)∥∥
L2 C‖u‖
4
n−2
H˙ 1
‖u‖H˙ 2, (3.11)∥∥∇F(u)∥∥
L2  C‖u‖
6−n
n−2
H˙ 1
‖u‖2
H˙ 2
C‖u‖
4
n−2
H˙ 1
‖u‖H˙ 3, n 6. (3.12)
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∥∥F(u)∥∥
L2  C‖u‖
n+2
n−2
L
2n+4
n−2
 C
(‖∇u‖ 4n+2
L2
‖u‖
n−2
n+2
L2
) n+2
n−2 .
Similarly when n 6,
∥∥∇F(u)∥∥
L2 C
∥∥|u| 4n−2 ∇u∥∥
L2  C
∥∥|u| 4n−2 ∥∥
Ln
‖∇u‖
L
2n
n−2
 C‖u‖
4
n−2
L
4n
n−2
‖u‖L2
C
(‖u‖ 6−n4
H˙ 1
‖u‖
n−2
4
H˙ 2
) 4
n−2 ‖u‖H˙ 2 . (3.13)
When n 6, we need to compute F(u). Noticing that Fzz(z) = 2n(n−2)2 |z|
6−n
n−2 |z|
z
, Fzz¯ = Fz¯z =
2n
(n−2)2 |z|
6−n
n−2 z|z| , Fz¯z¯ = 8−2n(n−2)2 |z|
6−n
n−2 z3|z|3 , we find that F(u(x)) obeys the chain rule:
F
(
u(x)
)= Fzz(u(x))(∇u(x))2 + 2Fzz¯(u(x))∣∣∇u(x)∣∣2 + Fz¯z¯(u(x))(∇u(x))2
+ Fz
(
u(x)
)
u(x)+ Fz¯
(
u(x)
)
u(x). (3.14)
Therefore, it satisfies the estimate:
∣∣F (u(x))∣∣ C(|u| 6−nn−2 |∇u|2 + |u| 4n−2 |u|), n 6.  (3.15)
3.2. Proof of Theorem 1.1
Suppose that u and v are solutions of (1.3) and (1.4), respectively. Defining w = u − v, then
we see that w satisfies:
{
wt − (μ+ i)w −μv + (a + i)
(|w + v| 4n−2 (w + v)− |v| 4n−2 v)+ a|v| 4n−2 v = 0,
w(0) = w0.
w can be rewritten as
w = Sμ(t)w0 −Aμ
[−μv + (a + i)(|w + v| 4n−2 (w + v)− |v| 4n−2 v)+ a|v| 4n−2 v]. (3.16)
If the initial data w0 is small enough, then we can prove the following estimate for the solution
of (3.16), whose proof will be given in the end of this section.
Proposition 3.5. Let 3  n  6. Suppose that w is a solution to (3.16), T > 0 is arbitrary,
‖w0‖H 1  δ 
 1, u0 ∈ H 1, v0 ∈ H 3, 0 < μT,a  δ. Then we have
‖w‖
L
2(n+2)
n−2
t,x ([0,T ]×Rn)
 C
(‖u0‖H 1,‖v0‖H 3).
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0,1,2,3,
∥∥v(t)∥∥
L∞t H˙ kx (R+×Rn) C. (3.17)
Proof. If n = 3,4, (3.17) is shown by Bourgain [3]. If n = 5,6, since |v|4/(n−2)v is not three-
times differentiable, we need to use the “formal time-differentiation method” to overcome the
regularity loss of the nonlinearity. This method has been used by Kato [12], Cazenave and
Weissler [4]. The case k = 0,1 follows immediately from the mass and energy preserving fact
‖u(t)‖2 = ‖u0‖2 and E(v(t)) = E(v0)∥∥∇kv∥∥
L∞t L2x(R+×Rn)  C
∥∥∇kv0∥∥2, k = 0,1. (3.18)
When k = 2, v can be written as the following integral form,1
v = S(t)v0 − i
t∫
0
S(t − τ)F(v)dτ.
In view of Theorem 2.8, we see that
‖v‖
L
2(n+2)
n−2
t,x (R
+×Rn)
+ ‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (R
+×Rn)
 C
(‖v0‖H˙ 1). (3.19)
So, for a given small parameter 0 < η 
 1, we can divide R+ into J disjoint intervals Ij such
that R+ =⋃Jj=1 Ij and
‖v‖
L
2(n+2)
n−2
t,x (Ij×Rn)
+ ‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
 η, j = 1, . . . , J. (3.20)
By Corollary 2.3 and (3.15),
‖v‖S˙0(Ij×Rn) 
∥∥v(min Ij )∥∥2 + ∥∥|v| 4n−2 v∥∥L(2∗)′t,x (Ij×Rn)
+ ∥∥|v| 6−nn−2 |∇v|2∥∥
L2t L
2n
n+2
x (Ij×Rn)
. (3.21)
Using Hölder’s inequality and Sobolev’s embedding, one has that
∥∥|v| 6−nn−2 |∇v|2∥∥
L2t L
2n
n+2
x (Ij×Rn)
1 Strictly speaking, in order to guarantee the following the a priori estimates hold, we should first show the local well-
posedness of solutions in H 3 by using the standard contraction mapping argument, namely, one needs to construct a
metric space in which every norm of the solution appeared in the following estimates is finite, see Remark 3.7 below.
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6−n
n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
‖∇v‖
L
2(n+2)
n−2
t,x (Ij×Rn)
‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
 ‖v‖
6−n
n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
∥∥∇2v∥∥
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
 η
4
n−2 ‖v‖S˙0(Ij×Rn), (3.22)
and
∥∥|v| 4n−2 v∥∥
L
(2∗)′
t,x (Ij×Rn)  ‖v‖
4
n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
‖v‖
L2
∗
t,x (Ij×Rn)
 η
4
n−2 ‖v‖S˙0(Ij×Rn). (3.23)
Hence, in view of (3.20)–(3.23), we have
‖v‖S˙0(Ij×Rn) 
∥∥v(min Ij )∥∥2 + η 4n−2 ‖v‖S˙0(Ij×Rn). (3.24)
Taking j = 1 and noticing that v(min I1) = v0, we obtain that
‖v‖S˙0(I1×Rn)  2‖v0‖H˙ 2, ‖v‖L∞t L2x(I1×Rn)  2‖v0‖H˙ 2, (3.25)
which implies that ‖v(min I2)‖2  2‖v0‖H˙ 2 . Repeating the procedure above, we have
‖v‖S˙0(I2×Rn)  22‖v0‖H˙ 2, ‖v‖L∞t L2x(I2×Rn)  22‖v0‖H˙ 2 .
By iteration, for any j = 1, . . . , J , we see that
‖v‖S˙0(Ij×Rn)  2j‖v0‖H˙ 2, ‖v‖L∞t L2x(Ij×Rn)  2j‖v0‖H˙ 2 .
Hence,
‖v‖L∞t L2x(R+×Rn) C
(‖v0‖H˙ 1)‖v0‖H˙ 2, (3.26)
which concludes the conclusion in the case k = 2.
Finally, we consider the case k = 3 and use the equation
∇vt − i∇v = −i∇
(|v| 4n−2 v)= −i∇F(v) (3.27)
to estimate ‖v‖H˙ 3 . It suffices to calculate ‖∇vt‖2 and ‖∇(F (v))‖2. It is easy to see that ∇vt
satisfies the following integral equation:
∇vt = iS(t)∇v0 − iS(t)∇F(v0)− i
t∫
S(t − τ)∇∂τ
(
F
(
v(τ)
))
dτ. (3.28)0
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‖∇vt‖S˙0(Ij×Rn) 
∥∥v(minIj )∥∥H˙ 3 + ∥∥∇F (v(min Ij ))∥∥2 + ∥∥|v| 4n−2 ∇vt∥∥L(2∗)′t,x (Ij×Rn)
+ ∥∥|v| 6−nn−2 ∇vvt∥∥
L2t L
2n
n+2
x (Ij×Rn)
. (3.29)
Using the same way as in Proposition 3.2, we get
∥∥|v| 4n−2 ∇vt∥∥
L
(2∗)′
t,x (Ij×Rn)
 ‖v‖
4
n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
‖∇vt‖L2∗t,x (Ij×Rn)
 η
4
n−2 ‖∇vt‖S˙0(Ij×Rn). (3.30)
In view of Hölder’s inequality and Sobolev’s embedding, we have
∥∥|v| 6−nn−2 ∇vvt∥∥
L2t L
2n
n+2
x (Ij×Rn)
 ‖v‖
6−n
n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
‖vt‖
L
2(n+2)
n−2
t,x (Ij×Rn)
 ‖v‖
6−n
n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
‖∇vt‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
 η
4
n−2 ‖∇vt‖S˙0(Ij×Rn). (3.31)
Inserting the estimates above into (3.29) and using Proposition 3.4, we conclude that
‖∇vt‖S˙0(Ij×Rn) 
∥∥v(min Ij )∥∥H˙ 3 + ∥∥∇F (v(min Ij ))∥∥2

∥∥v(min Ij )∥∥H˙ 3(1 + ∥∥v(min Ij )∥∥4/(n−2)H˙ 1 ). (3.32)
Taking notice of v(min I1) = v0, we have
‖∇vt‖L∞t L2x(I1×Rn)  ‖v0‖H˙ 3
(
1 + ‖v0‖
4
n−2
H˙ 1
)
. (3.33)
On the other hand, from Proposition 3.4, (3.18) and (3.26), it follows that for any t > 0,
∥∥∇F (v(t))∥∥
L2 
∥∥v(t)∥∥ 6−nn−2
H˙ 1
∥∥v(t)∥∥2
H˙ 2  C
(‖v0‖H˙ 1)‖v0‖H˙ 3 . (3.34)
Hence, by Eq. (3.27),
‖∇v‖L∞t L2x(I1×Rn)  ‖∇vt‖L∞t L2x(I1×Rn) +
∥∥∇F (v(t))∥∥
L∞t L2x(I1×Rn)
 C
(‖v0‖ ˙ 1)‖v0‖ ˙ 3 . (3.35)H H
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∥∥v(min I2)∥∥H˙ 3  C(‖v0‖H˙ 1)‖v0‖H˙ 3 . (3.36)
Combining (3.32) with (3.34) and (3.36), we have
‖∇vt‖S˙0(I2×Rn)  C
(‖v0‖H˙ 1)‖v0‖H˙ 3 .
Again, using the same way as in (3.35), we obtain that
‖∇v‖L∞t L2x(I2×Rn)  C
(‖v0‖H˙ 1)‖v0‖H˙ 3 .
Using standard iteration method, we get for any j = 1, . . . , J ,
‖∇v‖L∞t L2x(Ij×Rn)  C
(‖v0‖H˙ 1)‖v0‖H˙ 3,
which implies that
‖∇v‖L∞t L2x(R+×Rn)  C
(‖v0‖H˙ 1)‖v0‖H˙ 3 . (3.37)
This completes the conclusion. 
Remark 3.7. In order to guarantee Proposition 3.6 holds, we should first prove the local well
posedness in H 3, which can be shown by using a standard contraction mapping argument (see
[4], for instance) and combining the proof of Proposition 3.6. Define
T : v → S(t)v0 − i
t∫
0
S(t − τ)F (v(τ))dτ.
Now let η,T be sufficiently small numbers, M = 4C‖v0‖H 3 . Define
D = {v: ∥∥∇j v∥∥
S˙0([0,T ]×Rn) M, j = 0,1,2, ‖∂tv‖S˙1([0,T ]×Rn) M,
‖∇v‖
L2
∗
t,x∩L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x ([0,T ]×Rn)
 η, ‖∇v‖L∞t L2x([0,T ]×Rn) M
}
equipped with the metric
d(u, v) = ‖u− v‖
L∞t L2x∩L2∗t,x ([0,T ]×Rn).
Then (D, d) is a complete metric space. We claim that T : D → D . Indeed, for any v ∈ D , by
the Strichartz estimate and
‖∇v‖
L2
∗
t,x ([0,T ]×Rn)∩L
2(n+2)
n−2
t∈[0,T ] L
2n(n+2)
n2+4
x
 η 
 1.
Following the proof of Proposition 3.6, one has that
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S˙0([0,T ]×Rn) M, 0 j  2,
‖∇T v‖
L2
∗
t,x ([0,T ]×Rn)∩L
2(n+2)
n−2
t∈[0,T ] L
2n(n+2)
n2+4
x
 η.
Taking formal time derivative and spatial derivative with respect to T v, we have
i∂t∇T v + ∇T v = ∇F(v).
Using the same way as in (3.29)–(3.31), we estimate
‖∂tT v‖S˙1([0,T ]×Rn)  C‖v0‖H˙ 3 +Cη
4
n−2 M.
Since Cη
4
n−2 
 1, we get ‖∂tT v‖S˙1([0,T ]×Rn)  3M/4. In (3.34), we have verified that‖∇F(v)‖L∞t L2x([0,T ]×Rn) M/4, therefore ‖∇T v‖L∞t L2x([0,T ]×Rn) M . So, T : D → D . For
any u,v ∈ D ,
d(T u,T v)
(‖u‖ 4n−2
L
2(n+2)
n−2
t,x ([0,T ]×Rn)
+ ‖v‖
4
n−2
L
2(n+2)
n−2
t,x ([0,T ]×Rn)
)‖u− v‖
L2
∗
t,x ([0,T ]×Rn).
So T : D → D is strictly contractive, then there exists a unique fixed point v ∈ D . We have
shown that there exists a solution v ∈ C([0, T ];H 3) to (1.4). We can repeat the above procedures
step by step, then find a T ∗ > 0 such that v ∈ C([0, T ∗);H 3) is a solution of (1.4).
Now we can prove our main result.
Proof of Theorem 1.1. First, we consider the convergence in L2 space. In view of Corollary 2.3
and Proposition 3.2, we have
‖w‖S˙0(I×Rn) C
∥∥w(min I )∥∥2 +μC‖v‖L1t L2x(I×Rn) + aC∥∥|v| 4n−2 v∥∥L(2∗)′t,x (I×Rn)
+C∥∥|w + v| 4n−2 (w + v)− |v| 4n−2 v∥∥
L
(2∗)′
t,x (I×Rn)
C
∥∥w(min I )∥∥2 +μC|I |‖v‖L∞t L2x(I×Rn) + aC‖v‖ 4n−2
L
2(n+2)
n−2
t,x (I×Rn)
‖v‖
L2
∗
t,x (I×Rn)
+C(‖w + v‖ 4n−2
L
2(n+2)
n−2
t,x (I×Rn)
+ ‖v‖
4
n−2
L
2(n+2)
n−2
t,x (I×Rn)
)‖w‖
L2
∗
t,x (I×Rn). (3.38)
By Theorem 2.8 and Proposition 3.5, we can divide [0, T ] into N = N(‖u0‖H 1,‖v0‖H 3) disjoint
time intervals {Ik}Nk=1 such that
C
(‖w + v‖ 4n−2
L
2n+4
n−2
t,x (Ik×Rn)
+ ‖v‖
4
n−2
L
2n+4
n−2
t,x (Ik×Rn)
)
 1
2
, 1 k N. (3.39)
Replace I by Ik in (3.38), and with (3.39), then
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+ a
2
‖v‖
L2
∗
t,x (Ik×Rn) +
1
2
‖w‖
L2
∗
t,x (Ik×Rn). (3.40)
Using iteration, we get
‖w‖S˙0(Ik×Rn)
 2C‖w‖L∞t L2x(Ik−1×Rn) + 2Cμ|Ik|‖v‖L∞t L2x(Ik×Rn) + a‖v‖L2∗t,x (Ik×Rn)
 2C
(
2C‖w‖L∞t L2x(Ik−2×Rn) + 2Cμ|Ik−1|‖v‖L∞t L2x(Ik−1×Rn) + a‖v‖L2∗t,x (Ik−1×Rn)
)
+ 2Cμ|Ik|‖v‖L∞t L2x(Ik×Rn) + a‖v‖L2∗t,x (Ik×Rn)
 · · · (2C)k‖w0‖2 +μ(2C)|Ik|‖v‖L∞t L2x(Ik×Rn) +μ(2C)2|Ik−1|‖v‖L∞t L2x(Ik−1×Rn)
+ · · · +μ(2C)k|I1|‖v‖L∞t L2x(I1×Rn) + a‖v‖L2∗t,x (Ik×Rn)
+ 2Ca‖v‖
L2
∗
t,x (Ik−1×Rn) + · · · + (2C)
ka‖v‖
L2
∗
t,x (I1×Rn)
 (2C)k
(
‖w0‖2 +μ
∑
jk
|Ij |‖v‖L∞t L2x(⋃jk Ij×Rn)
)
+ a
(
sup
jk
‖v‖
L2
∗
t,x (Ij×Rn)
)(
1 + 2C + · · · + (2C)k)
 (2C)k+1
(
‖w0‖2 +μ
∑
jk
|Ij |‖v‖L∞t L2x(⋃jk Ij×Rn) + a sup
jk
‖v‖
L2
∗
t,x (Ij×Rn)
)
. (3.41)
In view of Corollary 2.3 and inequality (3.39), one can easily check that
sup
jk
‖v‖
L2
∗
t,x (Ij×Rn)  2C
(
E(v0)
)‖v0‖2. (3.42)
Summarizing the above discussion, we obtain that
‖w‖L∞t L2x([0,T ]×Rn)  (2C)N+2
(‖w0‖2 +μT ‖v‖L∞t L2x([0,T ]×Rn) + a‖v0‖2), (3.43)
where N = N(‖u0‖H 1,‖v0‖H 3) is a large constant that depends only on‖u0‖H 1 and ‖v0‖H 3 , and
is independent of μ and a. Combining (3.43) with (3.26), we get for any T > 0
‖w‖L∞t L2x([0,T ]×Rn)  (2C)N+2
(‖w0‖2 +μT ‖v0‖H 2 + a‖v0‖2) (3.44)
which implies the desired results. The proof of (1.8) for k = 1 proceeds in a similar way as that
for k = 0, which is essentially implied by the proof of Proposition 3.5, see below and we omit
the details. 
Proof of Proposition 3.5. Let T > 0 and 0 < η 
 1 be a sufficiently small parameter. Following
the proof of Proposition 3.6, we can divide [0, T ] into J (depending on ‖v0‖H 3 ) disjoint intervals
{Ij }J such that on each interval Ij there holdsj=1
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L
2(n+2)
n−2
t,x (Ij×Rn)
+ ‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
 η. (3.45)
Choose 0 < δ 
 1 small enough satisfying (4C)J δ  η. Let ‖w0‖H 1  δ/2,0 < μT,a  δ/4.
By Sobolev’s embedding, Corollary 2.3, Propositions 3.1–3.3 and 3.6,
‖w‖
L
2(n+2)
n−2
t,x (Ij×Rn)
+ ‖∇w‖L∞t L2x(Ij×Rn)
 ‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
+ ‖∇w‖L∞t L2x(Ij×Rn)
 C
∥∥w(min Ij )∥∥H˙ 1 +μC‖∇v‖L1t L2x(Ij×Rn) +Ca∥∥∇F(v)∥∥
L2t L
2n
n+2
x (Ij×Rn)
+C∥∥∇(F(u)− F(v))∥∥
L2t L
2n
n+2
x (Ij×Rn)
 C
∥∥w(min Ij )∥∥H˙ 1 +μC|Ij |‖∇v‖L∞t L2x(Ij×Rn)
+Ca‖v‖
4
n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
‖∇v‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
+C‖∇v‖
L
2(n+2)
n−2
t∈Ij L
2n(n+2)
n2+4
x
(‖v‖ 6−nn−2
L
2(n+2)
n−2
t∈Ij ,x
+ ‖w‖
6−n
n−2
L
2(n+2)
n−2
t∈Ij ,x
)‖w‖
L
2(n+2)
n−2
t∈Ij ,x
+C‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
(‖v‖ 4n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
+ ‖w‖
4
n−2
L
2(n+2)
n−2
t,x (Ij×Rn)
)
 C
∥∥w(min Ij )∥∥H˙ 1 +Cδ
+Cη(η 6−nn−2 + ‖∇w‖ 6−nn−2
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
)‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
+C‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
(
η
4
n−2 +C‖∇w‖
4
n−2
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
)
 C
∥∥w(min Ij )∥∥H˙ 1 +Cδ +Cη 4n−2 ‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
+Cη‖∇w‖
4
n−2
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
+C‖∇w‖
n+2
n−2
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
. (3.46)
Taking j = 1 and noticing that w(min I1) = w0, by the standard continuity method, we get
‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I1×Rn)
+ ‖∇w‖L∞t L2x(I1×Rn)  2Cδ, (3.47)
where the constant C depends only on ‖u0‖H 1 and ‖v0‖H 3 . By (3.47), ‖∇w(min I2)‖2  2Cδ.
Again, it follows from (3.46) that
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L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I2×Rn)
+ ‖∇w‖L∞t L2x(I2×Rn)
 4C2δ +Cη 4n−2 ‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I2×Rn)
+Cη‖∇w‖
4
n−2
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I2×Rn)
+C‖∇w‖
n+2
n−2
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I2×Rn)
. (3.48)
The continuity method yields that
‖∇w‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (I2×Rn)
+ ‖∇w‖L∞t L2x(I2×Rn)  (4C)2δ.
Noticing that (4C)J δ  η, we can repeat the procedure above step by step and finally get the
result, as desired. 
4. Proof of Theorem 1.3
4.1. Concentration for the MEBS
Using the induction hypothesis (Lemma 1.5) and bilinear estimate, we construct a near so-
lution to (1.3), then applying the long-time perturbation lemma, one can prove the following
proposition which means that the MEBS cannot be included in this class, that is to say, the
MEBS can only concentrate in one particular frequency in the phase space. Since the proof is
similar to NLS (1.4) as in [5,19], we omit the details.
Proposition 4.1 (Frequency localization of energy at each time). Let u be a minimal energy
blowup solution to (1.3), then for any t ∈ I0, there exists a dyadic frequency N(t) ∈ 2Z such that
for every η4  η η0, we have
∥∥Pc(η)N(t)u(t)∥∥H˙ 1x  η, (4.1)∥∥PC(η)N(t)u(t)∥∥H˙ 1x  η, (4.2)
and
∥∥Pc(η)N(t)<·<C(η)N(t)u(t)∥∥H˙ 1x ∼ 1, (4.3)
where 0 < c(η) 
 1 
 C(η) < ∞.
On the other hand, the minimal energy blowup solution is concentrated in physical space.
First, we show that:
Proposition 4.2 (Potential energy is bounded below). For any minimal energy blowup solution
to (1.3), for any t ∈ I0, there holds ‖u(t)‖ 2n
n−2
 η1.Lx
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‖u(t0)‖
L
2n
n−2
x
< η1. Normalize N(t0) = 1. Since u is a MEBS, by Lemma 2.9, we may assume
that
∥∥e(μ+i)(t−t0)u(t0)∥∥
L
2(n+2)
n−2
t,x ([t0,+∞)×Rn)
 1.
Define Plo = P<c(η0), Phi = P>C(η0), Pme = 1−Plo −Phi, Strichartz estimate and Proposition 4.1
imply that for any t > t0,∥∥e(μ+i)(t−t0)Plou(t0)∥∥
L
2(n+2)
n−2
t,x ([t0,+∞)×Rn)
+ ∥∥e(μ+i)(t−t0)Phiu(t0)∥∥
L
2(n+2)
n−2
t,x ([t0,+∞)×Rn)
 η0.
Hence
∥∥e(μ+i)(t−t0)Pmeu(t0)∥∥
L
2(n+2)
n−2
t,x ([t0,+∞)×Rn)
∼ 1.
On the other hand, by the Strichartz estimate,
∥∥e(μ+i)(t−t0)Pmeu(t0)∥∥
L
2(n+2)
n
t,x ([t0,+∞)×Rn)

∥∥Pmeu(t0)∥∥L2x  C(η0).
The above two estimates together with Hölder’s inequality implies that
∥∥e(μ+i)(t−t0)Pmeu(t0)∥∥L∞t,x ([t0,+∞)×Rn)  c(η0).
Hence, there exist a time t1 > t0, and a point x1 ∈ Rn such that∣∣e(μ+i)(t1−t0)Pmeu(t0)(x1)∣∣ c(η0). (4.4)
Choosing time t2 which is symmetric to t1 with respect to t0, i.e., t0 − t2 = t1 − t0. Define f (t2) :=
Pmeδx1 , where δx1 is the Dirac mass at x1. Define f (t) := e(μ+i)(t−t2)f (t2) for any t > t2. Then
we can easily check that for any t > t2, 1 p ∞, there holds ‖f (t)‖Lpx  C(η0)〈t − t2〉
n
p
− n2
.
Hence
c(η0)
∣∣〈e(μ+i)(t0−t2)Pmeu(t0), δx1 〉∣∣= ∣∣〈u(t0), f (t0)〉∣∣

∥∥f (t0)∥∥
L
2n
n+2
x
∥∥u(t0)∥∥
L
2n
n−2
x
 η1C(η0)〈t1 − t0〉, (4.5)
which means that both t1 and t2 are far from t0. Hence
‖f ‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x ([t0,∞)×Rn)
 C(η0)
∥∥〈· − t2〉− n−2n+2 ∥∥
L
2(n+2)
n−2
t ([t0,∞))
 C(η0)|t2 − t0|−
n−2
2(n+2) C(η0)η
n−2
2(n+2)
. (4.6)1
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‖u‖
L
2(n+2)
n−2
t,x ([t0,+∞)×Rn)
 C(η0, η1).
Since [t0,+∞) contains the interval I1, this contradicts (1.16). 
We now state an interpolation lemma which is useful in proving the spatial concentration of
energy.
Lemma 4.3. (See [22, Corollary 4.2].) Suppose that 1 p0 < p < ∞, −∞ < s1 < s < s0 < ∞,
0 < θ < 1 and
1
p
= θ
p0
+ 1 − θ∞ , s = θs0 + (1 − θ)s1,
then we have
‖u‖H˙ sp (Rn)  C‖u‖θB˙s0p0,p0 (Rn)‖u‖
1−θ
B˙
s1∞,∞(Rn)
.
Using the ideas in Bourgain [3] and Lemma 4.3, we can prove the following.
Proposition 4.4 (Spatial concentration of energy at each time). For any minimal energy blowup
solution u to (1.3) (or only suppose ‖u‖
L
2n
n−2
x
 η1, ‖u‖H˙ 1x  1), and for any t ∈ I0, there exist a
dyadic number M(t) and a position x0(t) ∈ Rn such that
η
n/2
1 M(t)
n−2
2 
∣∣PM(t)u(t, x0(t))∣∣M(t) n−22 .
Furthermore, there holds the inverse Sobolev inequality:
M(t)
n−2
2 p−n+kp 
∥∥PM(t)(−)k/2u(t, x)∥∥pLp(|x−x0(t)|C(η1)/M(t))
 ηnp/21 M(t)
n−2
2 p−n+kp, k = 0,1, (4.7)
for all 1 < p < ∞. In particular, we have
∫
|x−x0(t)|C(η1)/M(t)
∣∣∇PM(t)u(t, x)∣∣2 dx  ηn1 . (4.8)
Proof. We only prove the second inequality in (4.7), by Proposition 4.2 and Lemma 4.3, we have
for any t ∈ I0,
η1  ‖u‖
L
2n
n−2
 ‖u‖
n−2
n
H˙ 1x
‖u‖
2
n
˙− n−22
 ‖u‖
2
n
˙− n−22
. (4.9)x B∞,∞ B∞,∞
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∣∣PM(t)u(t, x0(t))∣∣M(t) n−22 η n21 .
Recall that PN = F−1ψ(ξ/N)F . Define φ(ξ) = ψ(ξ/2) + ψ(ξ) + ψ(2ξ), then φ is a smooth
function with compact support in [1/4,4]. Thus
M(t)
n−2
2 η
n
2
1

∣∣PM(t)u(t, x0)∣∣
= ∣∣F−1(φ(ξ/M(t))|ξ |−k) ∗ PM(t)(−)k/2u(t, x0)∣∣
= M(t)n−k
∣∣∣∣
∫ (F−1(|ξ |−k φ))(M(t)(x0 − x))PM(t)(−)k/2u(t, x) dx
∣∣∣∣
M(t)n−k
∣∣∣∣
∫
|x−x0|C(η1)/M(t)
(F−1(|ξ |−kφ))(M(t)(x0 − x))PM(t)(−)k/2u(t, x) dx
∣∣∣∣
+M(t)n−k
∣∣∣∣
∫
|x−x0|>C(η1)/M(t)
(F−1(|ξ |−kφ))(M(t)(x0 − x))PM(t)(−)k/2u(t, x) dx
∣∣∣∣
M(t)
n
p
−k(∥∥PM(t)(−)k/2u∥∥Lp(|x−x0|C(η1)/M(t))∥∥F−1(|ξ |−kφ)∥∥Lp′
+ ∥∥PM(t)(−)k/2u∥∥L2∥∥F−1(|ξ |−kφ)∥∥L2(|x−x0|>C(η1)/M(t))). (4.10)
Since φ is a rapidly decreasing function, we can choose C(η1) sufficiently large such that the
second term in the last inequality is smaller than M(t)
n−2
2 − np +kη
n
2
1 /2, which implies that
∥∥PM(t)(−)k/2u∥∥Lp(|x−x0|C(η1)/M(t)) M(t) n−22 − np +kη n21 /2,
thus the conclusion follows. 
Remark 4.5. M(t) in Proposition 4.4 is equivalent to N(t) in Proposition 4.1. More precisely,
M(t) ∈ [c(η1)N(t),C(η1)N(t)].
Proof. By Proposition 4.4, for any t ∈ I0, there exists a dyadic number M(t) such that∥∥PM(t)u(t, x)∥∥ 2n
n−2
 ηn/21 . (4.11)
While Proposition 4.1 tells us that there exists dyadic number N(t) satisfying∥∥Pc(η1)N(t)u(t)∥∥ 2n
n−2
+ ∥∥PC(η1)N(t)u(t)∥∥ 2n
n−2
 η100n1 . (4.12)
Then
M(t) ∈ [c(η1)N(t),C(η1)N(t)]. (4.13)
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Corollary 4.6. Let I0 be defined as in (1.17), then
|I0| η−15 N−2min. (4.14)
Proof. By Proposition 4.4, we know that
N2min N(t)2  C(η1)
∫
|x−x0(t)|C(η1)/N(t)
|PN(t)u|
2(n+2)
n−2 dx.
Integrating it on I0, and together with (1.16), we get
|I0|N2min  C(η1)
∫
I0
∫
|x−x0(t)|C(η1)/N(t)
|PN(t)u|
2(n+2)
n−2 dx C(η1)η−15 ,
which is the result, as desired. 
Remark 4.7. If we normalize Nmin = 1, this corollary tells us that the length of I0 on which the
MEBS is defined is not too long, in fact it can be controlled by Cη−15 .
4.2. N(t) takes finitely many values
Lemma 4.8. Let u be a MEBS. Let I = [t1, t2] be any subinterval of I0 with
|I |N(t1)2  ηn/21 /4C.
Then we have
c(η1)N(t1)N(t)C(η1)N(t1), ∀t ∈ I.
Proof. By Proposition 4.4 we see that for any t = t1, there exists N(t1) such that
N(t1)
− n−22
∥∥PN(t1)u(t1)∥∥L∞x  ηn/21 . (4.15)
On the other hand, for any t2  t1, we use Bernstein’s and Hölder’s inequalities to estimate
N(t1)
− n−22
∥∥PN(t1)u(t1)− PN(t1)u(t2)∥∥L∞x
N(t1)−
n−2
2 + n2
∥∥PN(t1)[u(t1)− u(t2)]∥∥2
N(t1)
t2∫ ∥∥PN(t1)∂τ u(τ )∥∥2 dτ
t1
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t2∫
t1
∥∥PN(t1)u(τ)∥∥2 + ∥∥PN(t1)|u| 4n−2 u∥∥2 dτ
N(t1)2|t1 − t2|‖∇u‖L∞([t1,t2],L2) +N(t1)
t2∫
t1
N(t1)
∥∥|u| 4n−2 u∥∥ 2n
n+2
dτ
 CN(t1)2|t1 − t2| +CN(t1)2|t1 − t2|‖u‖
n+2
n−2
L∞t L
2n
n−2
x ([t1,t2]×Rn)
.
Since the energy is conserved, we obtain
N(t1)
− n−22
∥∥PN(t1)u(t1)− PN(t1)u(t2)∥∥L∞x  ηn/21 /2, t1, t2 ∈ I. (4.16)
(4.15) and (4.16) yield
N(t1)
− n−22
∥∥PN(t1)u(t2)∥∥L∞x  ηn/21 /2.
Following the same step as in Proposition 4.4, we can show that for p = 2n
n−2 ,∫
|x−x′0(t2)|C(η1)/N(t1)
∣∣PN(t1)u(t2, x)∣∣p dx  ηnp/21 N(t1) n−22 p−n,
which gives that
∥∥PN(t1)u(t2)∥∥ 2n
n−2
 ηn/21 . (4.17)
On the other hand, Proposition 4.1 tells us that
∥∥Pc(η1)N(t2)u(t2)∥∥ 2n
n−2
+ ∥∥PC(η1)N(t2)u(t2)∥∥ 2n
n−2
 η100n1 . (4.18)
By (4.17) and (4.18), we get
N(t1) ∈
[
c(η1)N(t2),C(η1)N(t2)
]
,
which is the result, as desired. 
Corollary 4.9. Let {Ij }Jj=1 be a pairwise disjoint decomposition of I0 with Ij = [tj , tj+1] and
|Ij |N(tj )2  ηn/21 /4C.
Then we have N(t) ≡ N(tj ) for any t ∈ Ij , i.e., N(t) is a step function.
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N(t) ≡ N(tj ), t ∈ [tj , tj+1].
So, the result follows. 
Corollary 4.10. We have
Nmin := min
t∈I0
N(t) > 0
and N(t)−1 is a Lebesgue integrable function on I0.
Proof. Since N(t) takes finitely many values N(tj ) (1  j  J ) and each N(tj ) is a dyadic
number, we have the result. 
4.3. Energy is almost conserved as μ,a → 0
By Theorem 2.7, we see that the energy has a dissipation for the solutions of the CGL. How-
ever, for the MEBS u, we show that the energy E(u(t)) tends to Ec as μ,a → 0. More precisely,
we have
Lemma 4.11. Let u be a minimal energy blowup solution, then
μ
∫
I0
∫
Rn
∣∣u(τ, x)∣∣2 dx dτ + a ∫
I0
∫
Rn
∣∣u(τ, x)∣∣ 2(n+2)n−2 dx dτ  η4.
Proof. Let I0 = [0, t0]. Since u is a solution of Eq. (1.3), we see from Theorem 2.7 that
E
(
u(t0)
)+μ
t0∫
0
∫
Rn
∣∣u(τ, x)∣∣2 dx dτ + a
t0∫
0
∫
Rn
∣∣u(τ, x)∣∣ 2(n+2)n−2 dx dτ Ec.
If the conclusion of Lemma 4.11 does not hold, then
E
(
u(t0)
)
Ec − η4.
Therefore the induction hypothesis Lemma 1.5 tells us that
‖u‖
L
2(n+2)
n−2
t,x (I1×Rn)
M(Ec − η4),
which contradicts the definition of minimal energy blowup solution on interval I1. 
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Proposition 4.12. Suppose n > 6. Let u be a minimal energy blowup solution to (1.3) and N∗ <
c(η2)Nmin, Nmin := inft∈I0 N(t), suppose furthermore that 0 < a, μ < η6, then
∫
I0
∫
Rn
∫
Rn
|PN∗u(t, y)|2|PN∗u(t, x)|2
|x − y|3 dx dy dt
+
∫
I0
∫
Rn
∫
Rn
|PN∗u(t, y)|2|PN∗u(t, x)|
2n
n−2
|x − y| dx dy dt  η1N
−3∗ . (4.19)
To prove this proposition, we first recall a known statement for general Schrödinger equation:
iφt +φ =N . (4.20)
Proposition 4.13. (Interaction Morawetz inequality for general NLS [19].) Let φ be a solution
to (4.20), then φ satisfies
(n− 1)(n− 3)
∫
I0
∫
Rn
∫
Rn
|φ(t, y)|2|φ(t, x)|2
|x − y|3 dx dy dt
+ 2
∫
I0
∫
Rn
∫
Rn
∣∣φ(t, y)∣∣2 x − y|x − y| {N , φ}p(t, x) dx dy dt
 4‖φ‖3
L∞t L2x
‖φ‖L∞t H˙ 1x + 4
∫
I0
∫
Rn
∫
Rn
∣∣{N , φ}m(t, y)∣∣∣∣∇φ(t, x)∣∣∣∣φ(t, x)∣∣dx dy dt, (4.21)
where we denote the mass bracket {f,g}m := Im(f g¯) and the momentum bracket {f,g}p :=
Re(f∇g¯ − g∇f¯ ).
It is easy to see that the CGL equation (1.3) can be rewritten as iut + u = μiu +
(1 − ai)|u| 4n−2 u := |u| 4n−2 u + N ′. We can regard N ′ as an additional nonlinear term for the
NLS, then we need to compute the new terms {N ′, u}p and {N ′, u}m. On the other hand, the
first term ‖φ‖L∞t L2x in the right-hand side of (4.21) is not scaling invariant and it can become
very large after scaling, so we should throw away the low frequency part of φ when we apply
Proposition 4.13. Let us now take up the main business of this section.
Proof of Proposition 4.12. Writing the left-hand side of (4.19) as L(N∗, u), we claim that we
only need to consider the case N∗ = 1, i.e., L(1, u) η1 for any minimal energy blowup solution
u to (1.3) on I0. In fact, if u is a minimal energy blowup solution to (1.3) on I0, then by the scaling
invariance of L
2(n+2)
n−2
t,x norm and energy norm, uλ = λ−
n−2
2 u( t
λ2
, x
λ
) is a minimal energy blowup
solution to (1.3) on λ2I0. So there holds L(1, uN∗) η1, that is
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(
1, uN∗
)= ∫
N2∗ I0
∫
Rn
∫
Rn
|P1uN∗(t, y)|2|P1uN∗(t, x)|2
|x − y|3 dx dy dt
+
∫
N2∗ I0
∫
Rn
∫
Rn
|P1uN∗(t, y)|2|P1uN∗(t, x)| 2nn−2
|x − y| dx dy dt
 η1, (4.22)
in which
P1uN∗(t, x) = N1−
n
2∗ (PN∗u)
(
t
N2∗
,
x
N∗
)
. (4.23)
By (4.22), we obtain the result, as desired. So our main task is to show the following
L(1, u) =
∫
I0
∫
Rn
∫
Rn
|P1u(t, y)|2|P1u(t, x)|2
|x − y|3 dx dy dt
+
∫
I0
∫
Rn
∫
Rn
|P1u(t, y)|2|P1u(t, x)| 2nn−2
|x − y| dx dy dt
 η1. (4.24)
To do this, we define uhi = P1u, ulo = P<1u. By assumption 1 = N∗ < c(η2)Nmin, we have
1 < c(η2)N(t) for any t ∈ I0. Choosing c(η2) small enough, say, 1 < c(η2)N(t) < η2c˜(η2)N(t),
c˜(η2) is another small number depends on η2, then combining Proposition 4.1 with Sobolev
embedding, we have
‖uη−12 ‖L∞t H˙ 1x (I0×Rn) + ‖uη−12 ‖L∞t L
2n
n−2
x (I0×Rn)
 η2. (4.25)
This in particular implies
‖ulo‖L∞t H˙ 1x (I0×Rn) + ‖ulo‖
L∞t L
2n
n−2
x (I0×Rn)
 η2. (4.26)
(4.25) and Bernstein’s inequality yield
‖uhi‖L∞t L2x(I0×Rn)  ‖P1·η−12 u‖L∞t L2x(I0×Rn) + ‖P>η−12 u‖L∞t L2x(I0×Rn)
 ‖P1·η−12 u‖L∞t H˙ 1x (I0×Rn) + η2‖P>η−12 u‖L∞t H˙ 1x (I0×Rn)
 η2. (4.27)
Our goal is to prove (4.24), which implies particularly that
∫ ∫
n
∫
n
|uhi(t, y)|2|uhi(t, x)|2
|x − y|3 dx dy dt  η1, (4.28)I0 R R
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∥∥|uhi|2∥∥
L2t H˙
− n−32
x (I0×Rn)
 η
1
2
1 . (4.29)
By the standard continuity argument, it suffices to prove (4.29) under the bootstrap hypothesis:
∥∥|uhi|2∥∥
L2t H˙
− n−32
x (I0×Rn)
 (C0η1)
1
2 , (4.30)
where C0 is a large constant depending on energy but not on any ηi . We claim that (4.30) implies
∥∥|∇|− n−34 uhi∥∥L4t,x (I0×Rn)  (C0η1) 14 , (4.31)
as can be seen by taking f = uhi in the following lemma.
Lemma 4.14. (See [19, Lemma 5.6].)
∥∥|∇|− n−34 f ∥∥
L4x

∥∥|∇|− n−32 |f |2∥∥ 122 .
To prove Proposition 4.12, we first prove a weaken form.
Proposition 4.15. Under the same assumption as Proposition 4.12, we have
∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2|uhi(t, x)|2
|x − y|3 dx dy dt +
∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2|uhi(t, x)| 2nn−2
|x − y| dx dy dt
 η2 + η2
∫
I0
∫
Rn
∣∣uhi(t, x)∣∣∣∣Phi(|u| 4n−2 u− |uhi| 4n−2 uhi − |ulo| 4n−2 ulo)(t, x)∣∣dx dt (4.32)
+ η2
∫
I0
∫
Rn
∣∣uhi(t, x)∣∣∣∣Plo(|uhi| 4n−2 uhi)(t, x)∣∣dx dt (4.33)
+ η2
∫
I0
∫
Rn
∣∣uhi(t, x)∣∣∣∣Phi(|ulo| 4n−2 ulo)(t, x)∣∣dx dt (4.34)
+ η22
∫
I0
∫
Rn
∣∣∇ulo(t, x)∣∣∣∣ulo(t, x)∣∣ 4n−2 ∣∣uhi(t, x)∣∣dx dt (4.35)
+ η22
∫
I0
∫
Rn
∣∣∇ulo(t, x)∣∣∣∣uhi(t, x)∣∣ n+2n−2 dx dt (4.36)
+ η22
∫ ∫
n
∣∣∇Plo(|u| 4n−2 u)(t, x)∣∣∣∣uhi(t, x)∣∣dx dt (4.37)
I0 R
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∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2|ulo(t, x)| n+2n−2 |uhi(t, x)|
|x − y| dx dy dt (4.38)
+
∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2|ulo(t, x)||uhi(t, x)| n+2n−2
|x − y| dx dy dt (4.39)
+
∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2|Plo(|uhi| 4n−2 uhi)(t, x)||uhi(t, x)|
|x − y| dx dy dt. (4.40)
Proof. We apply Proposition 4.13 with φ = uhi,N = Phi(|u| 4n−2 u)+μiuhi−aiPhi(|u| 4n−2 u) :=
N1 +N2 +N3, then we obtain
(n− 1)(n− 3)
∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2|uhi(t, x)|2
|x − y|3 dx dy dt
+ 2
∫
I0
∫
Rn
∫
Rn
∣∣uhi(t, y)∣∣2 x − y|x − y| {N1 +N2 +N3, uhi}p dx dy dt
 4‖uhi‖3L∞t L2x‖uhi‖L∞t H˙ 1x
+ 4
∫
I0
∫
Rn
∫
Rn
∣∣{N1 +N2 +N3, uhi}m(t, y)∣∣∣∣∇uhi(t, x)∣∣∣∣uhi(t, x)∣∣dx dy dt. (4.41)
By energy conservation and (4.27),
4‖uhi‖3L∞t L2x‖uhi‖L∞t H˙ 1x  η
3
2.
Visan [19] has shown that
∫
I0
∫
Rn
∫
Rn
∣∣{N1, uhi}m(t, y)∣∣∣∣∇uhi(t, x)∣∣∣∣uhi(t, x)∣∣dx dy dt  (4.32)+ (4.33)+ (4.34),
∫
I0
∫
Rn
∫
Rn
∣∣uhi(t, y)∣∣2 x − y|x − y|
∣∣{N1, uhi}p(t, x)∣∣dx dy dt

∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2|uhi(t, x)| 2nn−2
|x − y| dx dy dt + (4.35)+ · · · + (4.40).
So, it suffices to consider the corresponding estimates for N2 and N3. We first begin with the
momentum bracket term:
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= −μ Im[∇(uhiuhi)− 2∇uhiuhi], (4.42)
and
{N3, uhi}p = a
{−i|u| 4n−2 u,uhi}p − a{−iPlo(|u| 4n−2 u), uhi}p
= a{−i|u| 4n−2 u,u}p − a{−i|ulo| 4n−2 ulo, ulo}p
− a{−i(|u| 4n−2 u− |ulo| 4n−2 ulo), ulo}p − a{−iPlo(|u| 4n−2 u), uhi}p
= −a{−i(|u| 4n−2 u− |ulo| 4n−2 ulo), ulo}p − a{−iPlo(|u| 4n−2 u), uhi}p
:= I1 + I2, (4.43)
where in the last equality, we use the fact that {−i|u| 4n−2 u,u}p = 0. This can be seen in the
following:
{−i|u| 4n−2 u,u}p = Re(−i|u| 4n−2 u∇u¯− u∇(−i|u| 4n−2 u))
= Im[|u| 4n−2 u∇u¯− u∇(|u| 4n−2 u¯)]= 0.
Now we handle the mass bracket term,
{N2, uhi}m = μ Im(iuhiuhi) = μRe(uhiuhi), (4.44)
and
{N3, uhi}m = −a RePhi
(|u| 4n−2 u)uhi
= −a Re[Phi(|u| 4n−2 u)uhi − (|uhi| 4n−2 uhi)uhi]− a|uhi| 2nn−2
= −a Re[Phi(|u| 4n−2 u− |uhi| 4n−2 uhi − |ulo| 4n−2 ulo)uhi]
+ a RePlo
(|uhi| 4n−2 uhi)uhi − a RePhi(|ulo| 4n−2 ulo)uhi − a|uhi| 2nn−2 . (4.45)
Then (4.42) corresponds to∫
I0
∫
Rn
∫
Rn
∣∣uhi(t, y)∣∣2 x − y|x − y| {N2, uhi}p(t, x) dx dy dt
= (n− 1)μ
∫
I0
∫
Rn
∫
Rn
∣∣uhi(t, y)∣∣2 1|x − y| Im(uhiuhi) dx dy dt
+ 2μ
∫
I0
∫
Rn
∫
Rn
∣∣uhi(t, y)∣∣2 x − y|x − y| Im
(∇uhiuhi(t, x))dx dy dt
= II1 + II2.
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II1 = (n− 1)μ
∫
I0
∫
Rn
(
1
| · | ∗ |uhi|
2
)
(x) Im(uhiuhi) dx dt
 μ
∫
I0
∥∥∥∥ 1| · | ∗ |uhi|2
∥∥∥∥
L
p
x
‖uhiuhi‖
L
p′
x
dt
 μ
∫
I0
∥∥|uhi|2∥∥Lqx‖uhi‖
L
2p′
2−p′
x
‖uhi‖L2x dt
 μ
∫
I0
‖uhi‖2
L
2q
x
‖uhi‖
L
2p′
2−p′
x
‖uhi‖L2x dt, (4.46)
where p is chosen large enough (at least p > n), and 1
q
= 1
p
+ n−1
n
. Using interpolation,
‖uhi‖L2qx  ‖uhi‖
θ1
L2x
‖∇uhi‖1−θ1L2x , ‖uhi‖
L
2p′
2−p′
x
 ‖uhi‖θ2L2x‖∇uhi‖
1−θ2
L2x
,
where 0 < θi < 1, i = 1,2. For convenience, we choose p = 32n, then q = 3n3n−1 , θ1 = 56 , θ2 = 13 .
Bernstein’s inequality tells us that ‖uhi‖2  ‖∇uhi‖2  ‖uhi‖2. Replace the above estimates
into (4.46), and applying the energy estimate in Theorem 2.7, μ‖u‖2
L2t,x
E(u0), we get
II1  μ
∫
I0
‖uhi‖
5
3
L2x
‖∇uhi‖
1
3
L2x
‖uhi‖
1
3
L2x
‖∇uhi‖
2
3
L2x
‖uhi‖L2x dt
 η
5
3
2 μ
∫
I0
‖uhi‖22 dt  η
5
3
2 . (4.47)
The second term can be bounded by
II2  μ
∫
I0
‖∇uhi‖L2x‖uhi‖L2x‖uhi‖2L2y dt
 μη22
∫
I0
‖uhi‖22 dt  η22.
In the sequel, we deal with the contribution of the momentum bracket (4.43). We denote by =˙
that we omit the conjugate symbols in the equality. Writing {f,g}p =˙ ∇(fg)+ f∇g, then
I1 = −a
{−i(|u| 4n−2 u− |ulo| 4n−2 ulo), ulo}p
=˙ a∇[i(|u| 4n−2 u− |ulo| 4n−2 ulo)ulo]+ a[i(|u| 4n−2 u− |ulo| 4n−2 ulo)∇ulo]. (4.48)
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∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2||u| 4n−2 u− |ulo| 4n−2 ulo|(t, x)|ulo(t, x)|
|x − y| dx dy dt  (4.38)+ (4.39).
The second term corresponds to
∫
I0
∫
Rn
∫
Rn
∣∣uhi(t, y)∣∣2∣∣|u| 4n−2 u− |ulo| 4n−2 ulo∣∣(t, x)∣∣∇ulo(t, x)∣∣dx dy dt  (4.35)+ (4.36).
Now we estimate I2 in (4.43), when the derivative is taken on Plo(|u| 4n−2 u), we estimate it by
a
∫
I0
∫
Rn
∫
Rn
|uhi(t, y)|2|∇Plo(|u| 4n−2 u)||uhi(t, x)|dx dy dt  (4.37), while when the derivative
falls on uhi, it is a bad term, so we integrate by parts, then we obtain
a
∫
I0
∫
Rn
∫
Rn
∣∣uhi(t, y)∣∣2∣∣∇Plo(|u| 4n−2 u)(t, x)∣∣∣∣uhi(t, x)∣∣
+ |uhi(t, y)|
2|Plo(|u| 4n−2 u)(t, x)||uhi(t, x)|
|x − y| dx dy dt
 (4.37)+ · · · + (4.40).
Now let us deal with the mass bracket as in (4.41). (4.44) corresponds to
Cμ
∫
I0
∫
Rn
∫
Rn
∣∣Reuhiuhi∣∣(t, y)∣∣∇uhi(t, x)∣∣∣∣uhi(t, x)∣∣dx dy dt
 ‖uhi‖L∞t L2x‖uhi‖L∞t L2yμ
∫
I0
‖∇uhi‖L2x‖uhi‖L2y dt  η22. (4.49)
(4.45) corresponds to
∫
I0
∫
Rn
∫
Rn
∣∣{N3, uhi}m(t, y)∣∣∣∣∇uhi(t, x)∣∣∣∣uhi(t, x)∣∣dx dy dt
 (4.32)+ (4.33)+ (4.34)+ a
∫
I0
∫
Rn
∫
Rn
|uhi| 2nn−2 (t, y)
∣∣∇uhi(t, x)∣∣∣∣uhi(t, x)∣∣dx dy dt
 (4.32)+ (4.33)+ (4.34)+ a
∫
I0
‖∇uhi‖L2x‖uhi‖L2x‖uhi‖
2n
n−2
L
2n
n−2
y
dt
 (4.32)+ (4.33)+ (4.34)+ aη2
∫
‖uhi‖
2n
n−2
L
2n
n−2
y
dt,I0
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a
∫
I0
‖uhi‖
2n
n−2
L
2n
n−2
y
dt  a‖uhi‖L2x,t (I0×Rn)‖uhi‖
n+2
n−2
L
2(n+2)
n−2
t,x (I0×Rn)
 a1/2|I0|1/2η2
(
a
n−2
2(n+2) ‖uhi‖
L
2(n+2)
n−2
t,x (I0×Rn)
) n+2
n−2
 η1/26 η
−1/2
5 η2η
1/2
4  η2, (4.50)
where in the last second inequality we apply Corollary 4.6 and Lemma 4.11. Up to now, we finish
the proof of Proposition 4.15. 
Now let us develop estimates on the low and high frequency parts to u, which we will use to
bound the error terms in Proposition 4.15.
Proposition 4.16. The low frequency part of u satisfies
‖ulo‖S˙1(I0×Rn)  C1η
4
(n−2)2
2 . (4.51)
The high frequency part of u can be split into a good and a bad term, i.e., uhi = g+b, they satisfy
the estimates
‖g‖S˙0(I0×Rn)  C1η
2
n−2
2 , (4.52)
‖g‖S˙1(I0×Rn)  C1, (4.53)∥∥|∇|− 2n−2 b∥∥
L2t L
2n(n−2)
n2−3n−2
x (I0×Rn)
 C1η
1
4
1 . (4.54)
Proof. We define g and b to be the unique solutions to the following initial value problems
respectively
{(
i∂t + (1 −μi)
)
g = G+ PhiF(ulo)+ Phi
(
F(ulo + g)− F(g)− F(ulo)
)
,
g(t0) = uhi(t0)
and {(
i∂t + (1 −μi)
)
b = B + Phi
(
F(u)− F(ulo + g)
)
,
b(t0) = 0
where F(z) = (1−ai)|z| 4n−2 z, G+B = Phi(F (g)). The aim of defining b(t0) here is to make use
of the improved Strichartz estimate (Proposition 2.4). Then following the same way as in [19],
using bootstrap argument, we can prove our Proposition 4.16. 
With Proposition 4.16 at hand, we can bound the error terms in the right-hand side of Propo-
sition 4.15, we note here that ulo is a good term, we apply the estimation (4.51) directly, while
C. Huang, B. Wang / Journal of Functional Analysis 255 (2008) 681–725 717uhi is a bad term, we split it into g and b, making use of (4.52)–(4.54), we can also treat it, since
the argument is the same as in [19], we omit it. So, we get that (4.32)–(4.40) can all be bounded
by η1, then Proposition 4.12 is proven. 
By Proposition 4.16 and scaling, there holds
Corollary 4.17. Suppose n > 6, u is a minimal energy blowup solution to (1.3), N∗ < c(η2)Nmin.
Then we can split PN∗u = g + b satisfying:
‖g‖S˙0(I0×Rn)  η
2
n−2
2 N
−1∗ , (4.55)
‖g‖S˙1(I0×Rn)  1, (4.56)∥∥|∇|− 2n−2 b∥∥
L2t L
2n(n−2)
n2−3n−2
x (I0×Rn)
 η
1
4
1 N
− 32∗ . (4.57)
Upon scaling, we can prove
‖b‖
L
2n
n−2
t L
2n2
(n+1)(n−2)
x (I0×Rn)

(
η
1
4
1 N
− 32∗
) n−2
n , (4.58)
‖b‖
L
2(n+2)
n−2
t L
2n(n+2)
(n−2)(n+3)
x (I0×Rn)

(
η
1
4
1 N
− 32∗
) n−2
n+2 , (4.59)
‖PN∗u‖
L3t L
6n
3n−4
x (I0×Rn)
 η
1
6
1 N
−1∗ . (4.60)
4.5. Contradiction argument
Proposition 4.18. Let u be a minimal energy blowup solution to (1.3), 0 < a,μ η6. Then for
any t ∈ I0, we have
N(t)C(η4)Nmin.
Proof. N(t) is a step function, therefore there exists tmin ∈ I0 such that N(tmin) = Nmin. By
Bernstein inequality and energy conservation, we have
∥∥Pc(η0)Nmin<·<C(η0)Nminu(tmin)∥∥L2x  c(η0)N−1min,∥∥P>C(η0)Nminu(tmin)∥∥L2x  c(η0)N−1min. (4.61)
Suppose for contradiction that there exists tevac ∈ I0 such that N(tevac)  C(η4)Nmin, we may
assume tmin < tevac (since the case tevac < tmin is more easier). By Proposition 4.1, for any η4 
η  η0 and for every t ∈ I0, ‖P<c(η)N(t)u(t)‖H˙ 1x  η. Therefore, if we take C(η4) large enough,
we have
∥∥P −1 u(tevac)∥∥ ˙ 1  η4. (4.62)<η4 Nmin Hx
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∥∥uh(tmin)∥∥L2x  η1N−1min. (4.63)
If we could show
∥∥uh(tevac)∥∥L2x  12η1N−1min, (4.64)
noticing that the Bernstein inequality tells us
∥∥P>C(η1)Nminuh(tevac)∥∥L2x  c(η1)N−1min (4.65)
then (4.64) and (4.65) together with the triangle inequality imply
∥∥PC(η1)Nminuh(tevac)∥∥L2x  14η1N−1min.
Again by Bernstein, we have
∥∥PC(η1)Nminu(tevac)∥∥H˙ 1x  η10n3 Nmin∥∥PC(η1)Nminuh(tevac)∥∥L2x  c(η1, η3),
which would contradict with (4.62) if we choose η4 small enough.
So now we only need to prove (4.64). We use the standard continuity method, suppose that
there exists a time t∗ satisfying tmin  t∗  tevac and
inf
tmintt∗
‖uh‖L2x 
1
2
η1N
−1
min. (4.66)
We will show that this can be bootstrapped to
inf
tmintt∗
‖uh‖L2x 
3
4
η1N
−1
min. (4.67)
Then {t∗ ∈ [tmin, tevac]: (4.66) holds} is both open and closed in [tmin, tevac], then (4.64) holds.
Now we show that (4.66) implies (4.67). Define L(t) = ∫
Rn
|uh(t, x)|2 dx. By (4.63), we have
L(tmin) η21N
−2
min. If we could show that
∫ t∗
tmin
|∂tL(t)| 1100η21N−2min, then
L(t) L(tmin)−
t∫
tmin
∣∣∂tL(t)∣∣dt  99100η21N−2min,
which means that (4.67) holds. Note that
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∫
Rn
{
Ph
(|u| 4n−2 u), uh}m dx − 2a
∫
Rn
Re
(
Ph
(|u| 4n−2 u)uh)dx − 2μ
∫
|∇uh|2 dx
= 2
∫
Im
[(
Ph
(|u| 4n−2 u)− |uh| 4n−2 uh)uh]dx
− 2a
∫
Rn
Re
[(
Ph
(|u| 4n−2 u)− |uh| 4n−2 uh)uh]dx
− 2a
∫
Rn
|uh| 2nn−2 dx − 2μ
∫
Rn
|∇uh|2 dx, (4.68)
then we only need to bound the following three terms respectively:
t∗∫
tmin
∫
Rn
∣∣Ph(|u| 4n−2 u)− |uh| 4n−2 uh∣∣|uh|dx dt  1100η21N−2min, (4.69)
a
t∗∫
tmin
∫
Rn
|uh| 2nn−2 dx dt  1100η
2
1N
−2
min, (4.70)
μ
t∗∫
tmin
∫
Rn
|∇uh|2 dx dt  1100η
2
1N
−2
min. (4.71)
To estimate (4.69), we need to prove the following Stirchartz estimate for low frequencies.
Proposition 4.19. Under the assumptions above, there holds
‖PNu‖S˙1([tmin,tevac]×Rn)  η4 + max
{
η
− 32
3 N
3
2 , η
− n+2
n−2
3 N
n+2
n−2
}
,
for all N  η3Nmin.
To prove Proposition 4.19, we now set up an inverse Strichartz estimate for the low frequency
part of the solution of the CGL (1.3). That is to say, when restricting to low frequency, we in fact
can solve the CGL backward:
Lemma 4.20. Suppose u is a minimal energy blowup solution to (1.3), 0 < a < μ  η6. Let
[t, tevac] ⊂ I0. Then for any admissible pairs (q, r) and (q1, r1), there holds
∥∥PNu(s)∥∥S˙1([t,tevac]×Rn)  ∥∥PNu(tevac)∥∥H˙ 1x + ∥∥∇PN (|u| 4n−2 u)∥∥Lq′1s Lr′1x , (4.72)
for any N  η3Nmin.
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and PM to (1.3), we have
∂tPMPNu− (μ+ i)PMPNu+ (a + i)PMPNF = 0 (4.73)
holds for any dyadic number M . Then (4.73) can be rewritten as
PMPNu(s) = e(μ+i)(s−tevac)PMPNu(tevac)− (a + i)
s∫
tevac
e(μ+i)(s−τ)PMPNF(τ) dτ,
where t  s  tevac. Hence, for any admissible pair (q, r), we have
‖∇PMPNu‖Lqs Lrx 
∥∥e(μ+i)(s−tevac)∇PMPNu(tevac)∥∥Lqs Lrx
+
∥∥∥∥
s∫
tevac
e(μ+i)(s−τ)∇PMPNF(τ) dτ
∥∥∥∥
L
q
s L
r
x
. (4.74)
Claim. Let 1 < p < ∞. Suppose that the conditions of Lemma 4.20 are verified. Then
ϕ(ξ/2N)eμ(tevac−s)|ξ |2 , ϕ(ξ/2N)e−μs|ξ |2 , ϕ(ξ/2N)eμτ |ξ |2 ∈ Mp.
Claim is a direct consequence of the Mihlin multiplier estimate and Corollary 4.6. Combining
this claim with the Strichartz estimate for the NLS, we get
∥∥e(μ+i)(s−tevac)∇PMPNu(tevac)∥∥Lqs Lrx  ∥∥P2Neμ(s−tevac)∇PMPNu(tevac)∥∥L2x

∥∥PMPNu(tevac)∥∥H˙ 1x ,
and
∥∥∥∥∥
s∫
tevac
e(μ+i)(s−τ)∇PMPNF(τ) dτ
∥∥∥∥∥
L
q
s L
r
x

∥∥∥∥∥P2Neμs
s∫
tevac
ei(s−τ)P2Ne−μτ∇PMPNF(τ) dτ
∥∥∥∥∥
L
q
s L
r
x

∥∥∥∥∥
s∫
tevac
ei(s−τ)P2Ne−μτ∇PMPNF(τ) dτ
∥∥∥∥∥
L
q
s L
r
x

∥∥P2Ne−μτ∇PMPNF(τ)∥∥
L
q′1
τ L
r′1
x

∥∥∇PMPNF(τ)∥∥ q′1 r′1 . (4.75)Lτ Lx
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‖∇PMPNu‖Lqs Lrx 
∥∥PMPNu(tevac)∥∥H˙ 1x + ∥∥∇PMPN (|u| 4n−2 u)∥∥Lq′1s Lr′1x .
Squaring and summing this inequality over all M , we obtain (4.72). 
With this lemma together with (4.62), following the same step as in Visan [19], we can prove
Proposition 4.19 and then the estimate (4.69).
Now let us bound (4.70), by Corollary 4.6, we get
a‖uh‖
2n
n−2
L
2n
n−2
t,x (I0×Rn)
 a|I0|‖uh‖
2n
n−2
L∞t L
2n
n−2
x
 1
100
η21N
−2
min. (4.76)
Now we estimate (4.71). By Bernstein’s inequality and Lemma 4.11, we have
μ
t∗∫
tmin
∫
Rn
|∇uh|2 dx dt  η−20n3 N−2minμ
t∗∫
tmin
∫
Rn
|uh|2 dx dt  η−20n3 N−2minη4 
1
100
η21N
−2
min,
which is (4.71), as desired. 
Now we have enough estimates to complete the contradiction argument.
Lemma 4.21. For any minimal energy blowup solution u to (1.3), we have
∫
I0
N(t)−1  C(η1, η2)N−3min. (4.77)
Furthermore, by Proposition 4.18, we have
|I0| C(η1, η2, η4)N−2min. (4.78)
Proof. By (4.60), we have
∫
I0
( ∫
Rn
|PN∗u|
6n
3n−4 dx
) 3n−4
2n
dt  η
1
2
1 N
−3∗ , ∀N∗ < c(η2)Nmin. (4.79)
Let N∗ = c(η2)Nmin, then
∫
I0
( ∫
Rn
|PN∗u|
6n
3n−4 dx
) 3n−4
2n
dt  C(η1, η2)N−3min. (4.80)
On the other hand, Bernstein and energy conservation tell us that
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∫
|x−x(t)|C(η1)/N(t)
∣∣P<N∗u(t)∣∣ 6n3n−4 dx  C(η1)N(t)−n∥∥P<N∗u(t)∥∥ 6n3n−4L∞x
 C(η1)N(t)−nN(t)
3n(n−2)
3n−4 c(η2)
∥∥P<N∗u(t)∥∥ 6n3n−4
L
2n
n−2
x
 c(η2)N(t)−
2n
3n−4 . (4.81)
By Proposition 4.4, we have
∫
|x−x(t)|C(η1)/N(t)
∣∣u(t)∣∣ 6n3n−4 dx  c(η1)N(t)− 2n3n−4 . (4.82)
Hence the triangle inequality offers
c(η1)N(t)
− 2n3n−4 
∫
|x−x(t)|C(η1)/N(t)
∣∣PN∗u(t, x)∣∣ 6n3n−4 dx. (4.83)
Integrating over I0 and comparing with (4.80), we get (4.77).
Proposition 4.22. Suppose u is a minimal energy blowup solution, then
‖u‖
L
2(n+2)
n−2
t,x (I0×Rn)
 C(η0, η1, η2, η4). (4.84)
Proof. Let δ = δ(η0,Nmax) > 0 be chosen later. Divide I0 into O(|I0|/δ) subintervals I1, . . . , IJ
with |Ij | δ. Let tj = min Ij . Since N(tj )Nmax, by Proposition 4.1∥∥PC(η0)Nmaxu(tj )∥∥H˙ 1x  η0. (4.85)
Let u˜(t) = e(μ+i)(t−tj )P<C(η0)Nmaxu(tj ), then the above bound becomes∥∥u(tj )− u˜(tj )∥∥H˙ 1x  η0, (4.86)
which implies on each time–space interval Ij × Rn,
(∑
N
∥∥e(μ+i)(t−tj )PN∇(u(tj )− u˜(tj ))∥∥2
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x (Ij×Rn)
) 1
2
 η0. (4.87)
Bernstein, Sobolev inequalities, together with energy conservation yield
∥∥u˜(t)∥∥
L
2(n+2)
n−2
x
 C(η0)N
n−2
n+2
max
∥∥u˜(tj )∥∥
L
2n
n−2
x
 C(η0)N
n−2
n+2
max ,
hence
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L
2(n+2)
n−2
t,x
 C(η0)N
n−2
n+2
max δ
n−2
2(n+2) . (4.88)
Similarly,
∥∥∇(∣∣u˜(t)∣∣ 4n−2 u˜(t))∥∥
L
2n
n+2
x

∥∥∇u˜(t)∥∥
L
2n
n−2
x
∥∥u˜(t)∥∥ 4n−2
L
2n
n−2
x
 C(η0)Nmax
∥∥∇u˜(t)∥∥
L2x
∥∥u˜(t)∥∥ 4n−2
H˙ 1x
 C(η0)Nmax,
which means that
∥∥∇(∣∣u˜(t)∣∣ 4n−2 u˜(t))∥∥
L2t L
2n
n+2
x (Ij×Rn)
 C(η0)Nmaxδ
1
2 .
With the above preparation, by Lemma 2.9 with e = −(1 − ai)|u˜| 4n−2 u˜, we find that
‖u‖
L
2(n+2)
n−2
t,x (Ij×Rn)
 1.
Adding them together, we get
‖u‖
L
2(n+2)
n−2
t,x (I0×Rn)
 C(η0)N2max|I0| C(η0, . . . , η4). 
This proposition contradict with the definition of minimal energy blowup solution, hence
Theorem 1.3 is proven.
5. Proof of Theorem 1.2
Suppose u, v are solutions to (1.3) and (1.4), respectively, let w = u − v, then w satisfies the
following equation:
wt − iw + i
(|u| 4n−2 u− |v| 4n−2 v)−μu+ a|u| 4n−2 u = 0, w0 = u0 − v0. (5.1)
Applying the Strichartz estimate for NLS on any time–space interval I × Rn, we obtain
‖w‖
L∞t L2x∩L2∗t,x (I×Rn) C
∥∥w(min I )∥∥2 +μC‖u‖L1t L2x + aC‖u‖
4
n−2
L
2(n+2)
n−2
t,x
‖u‖
L2
∗
t,x
+C(‖u‖ 4n−22(n+2)
n−2 n
+ ‖v‖
4
n−2
2(n+2)
n−2 n
)‖w‖
L2
∗
t,x
. (5.2)
Lt,x (I×R ) Lt,x (I×R )
724 C. Huang, B. Wang / Journal of Functional Analysis 255 (2008) 681–725Owing to Theorems 1.3 and 2.8, for any T > 0, we can divide [0, T ] into K (depends on
E(u0) andE(v0)) mutually disjoint intervals Ik such that [0, T ] =⋃Kk=1 Ik satisfying
C
(‖u‖ 4n−2
L
2(n+2)
n−2
t,x (Ik×Rn)
+ ‖v‖
4
n−2
L
2(n+2)
n−2
t,x (Ik×Rn)
)
 1
2
, ∀1 k K. (5.3)
Then on each Ik × Rn, there holds
‖w‖L∞t L2x(Ik×Rn)
 2C‖u− v‖L∞t L2x(Ik−1×Rn) + 2C
(
μ|Ik|
) 1
2
(
μ
1
2 ‖u‖L2t,x (Ik×Rn)
)+ 2Ca‖u‖
L2
∗
t,x (Ik×Rn)
 (2C)k‖u0 − v0‖2 + 2C
(
μ|Ik|
) 1
2
(
μ
1
2 ‖u‖L2t,x (Ik×Rn)
)
+ (2C)2(μ|Ik−1|) 12 (μ 12 ‖u‖L2t,x (Ik−1×Rn))+ · · · + (2C)k(μ|I1|) 12 (μ 12 ‖u‖L2t,x (I1×Rn))
+ 2Ca‖u‖
L2
∗
t,x (Ik×Rn) + (2C)
2a‖u‖
L2
∗
t,x (Ik−1×Rn) + · · · + (2C)
ka‖u‖
L2
∗
t,x (I1×Rn)
 (2C)k
(
‖w0‖2 +
∑
jk
(
μ|Ij |
) 1
2
(
μ
1
2 ‖u‖L2t,x (Ij×Rn)
))
+ a
(
sup
jk
‖u‖
L2
∗
t,x (Ij×Rn)
)(
1 + 2C + · · · + (2C)k)
 (2C)k+1
(
‖w0‖2 +
∑
jk
(
μ|Ij |
) 1
2 E(u0)+ a sup
jk
‖u‖
L2
∗
t,x (Ij×Rn)
)
. (5.4)
In view of Corollary 2.3 and inequality (5.3), one can easily check that
sup
jk
‖u‖
L2
∗
t,x (Ij×Rn)  2C
(
E(u0)
)‖u0‖2. (5.5)
Summarizing the above discussion, we obtain that for any T > 0,
‖w‖L∞t L2x([0,T ]×Rn)  (2C)K+2
(‖w0‖2 + (μT )1/2 + a‖u0‖2), (5.6)
where K = K(E(u0),E(v0)) is a large constant that is independent of μ and a. This implies the
desired results. 
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