Algoritmos de filtrado estocástico para sistemas polinomiales con ruido de Poisson by Maldonado Ortiz, Juan José
UNIVERSIDAD AUTÓNOMA DE NUEVO LEÓN 
DIVISIÓN DE ESTUDIOS DE POSGRADO E INVESTIGACIÓN CIENTÍFICA  
DE LA FACULTAD DE CIENCIAS FÍSICO MATEMÁTICAS 
 
 
 
ALGORITMOS DE FILTRADO ESTOCÁSTICO PARA SISTEMAS 
POLINOMIALES CON RUIDO DE POISSON 
 
TESIS PRESENTADA POR: 
JUAN JOSÉ MALDONADO ORTIZ 
 
PARA OBTENER EL GRADO DE: 
DOCTOR EN INGENIERÍA FÍSICA INDUSTRIAL 
 
 
      SAN NICOLÁS DE LOS GARZA, NUEVO LEÓN                             AGOSTO 2012 
A mis padres
por apoyarme siempre y
confiar en mis decisiones,
por inspirar mis logros.
i
Agradecimientos
Quiero agradecer al grupo de extraordinarias personas que han formado parte de mi
equipo de apoyo durante estos an˜os de mi carrera.
A mi asesor, el Doctor Mikhail Valentinovich Basin por su ensen˜anza, gu´ıa y apoyo
durante mi formacio´n, a quien admiro por su trayectoria y logros como investigador.
Al Doctor Vadim Azhmyakov Grudnikov por sus observaciones de rigor matema´tico y
por las ideas que aporto´ a mi trabajo.
Al Doctor Rodolfo Mart´ınez Zu´n˜iga por el apoyo brindado y por sus acertados comen-
tarios y observaciones.
Al Doctor Francisco Javier Almaguer Mart´ınez por sus observaciones en la parte apli-
cada de mi tesis.
Al Doctor Manuel Alejandro Jime´nez Liza´rraga por sus comentarios constructivos en
la revisio´n de mi tesis.
Al Doctor Jose´ Rube´n Morones Ibarra por su apoyo en todo momento y por brindarme
su confianza apoya´ndome en la realizacio´n de mi estancia en el extranjero.
A la Licenciada Gabriela Valentina Medell´ın Gonza´lez por todo su apoyo en la real-
izacio´n de los tra´mites ante el CONACyT.
A la Doctora Lilia Lo´pez Vera por darme la oportunidad de impartir clases en la
Facultad de Ciencias F´ısico Matema´ticas durante mis estudios de posgrado.
A la Doctora Nataliya Ivanovna Kalashnikova por sus ensen˜anzas durante mis estudios.
Al Doctor Mario Ce´sar Osorio Abraham por apoyarme siempre, particularmente en los
momentos ma´s dif´ıciles de la carrera.
Al M.C. Mauricio Torres Torres por su apoyo en los momentos en que pensaba aban-
donar mis estudios de posgrado.
Al Lic. Pedro Marcelo Soto Pe´rez por su compan˜erismo.
iii
A la M.C. Perla Cecilia Herna´ndez Lara, porque au´n en la distancia siempre me ha
mostrado su apoyo, siempre tiene las palabras ma´s acertadas en los momentos indicados.
A la M.C. Nidia Lizette Go´mez Duarte por confiar en mı´ y ser una gran fuente de
apoyo durante todos estos an˜os.
A la M.C. Mo´nica Guadalupe Elizondo Amaya, porque charlar con ella una hora me
proporciona fuerza espiritual durante varias semanas.
A la M.C. Yadira Isabel Silva Soto por su amistad y apoyo.
A la Lic. Sandra Egu´ıa Egu´ıa y su familia por el invaluable apoyo que me brindaron
desde el inicio de mi estancia en Monterrey.
A la Lic. Carolina Lozano Banda y su esposo, el M.C. Bruno Rodrigo Fuentes Lo´pez
por su amistad y apoyo constante durante mis estudios.
Al Lic. Julio Cerrillo por su apoyo en los diversos momentos de dificultad.
A mi gran amiga Je´sica Michel Botello Zertuche por creer en mı´, apoyarme y moti-
varme a dar lo mejor siempre.
A todos y cada uno de mis amigos de preparatoria, universidad y posgrado, que han
confiado en mı´, que han celebrado conmigo los logros y me han brindado su apoyo en los
momentos complicados.
A la familia Garc´ıa Molina por su hospitalidad, motivacio´n y apoyo en todo momento.
A mi familia por su comprensio´n y apoyo en la realizacio´n de cada uno de mis objetivos.
Al CONACyT por el apoyo econo´mico brindado durante mis estudios.
I would like to thank Professor Hamid Reza Karimi for his support in making my
research stay in Norway possible.
I would like to express my gratitude to PhD student Knut Berg Kaldestad who always
supported me during my research stay in Norway.
Sin el apoyo de cada uno de Ustedes, esto no hubiera sido posible, gracias.
iv
Resumen
Este trabajo de tesis aporta importantes resultados a la teor´ıa de filtrado estoca´stico,
a trave´s del estudio de sistemas dina´micos sujetos a perturbaciones consideradas ruido
blanco de Poisson, a´rea que no ha sido tratada consistentemente. De esta manera se
extiende el estudio de aquellos casos que se limitan a considerar solamente perturbaciones
de naturaleza Gaussiana.
Se desarrollaron cuatro teoremas que proporcionan los algoritmos que permiten la
obtencio´n de los filtros e identificadores o´ptimos y un controlador o´ptimo para sistemas
con ruido de Poisson, detallando el procedimiento de la obtencio´n de los mismos, apor-
tando as´ı las bases teo´ricas para la aplicacio´n en diversas a´reas, tales como la fotograf´ıa,
centellograf´ıa, reconocimiento de objetos en video, telecomunicaciones, etc.
Se obtuvo el filtro o´ptimo para sistemas no lineales incompletamente medidos sobre
observaciones lineales con ruido de Poisson en el estado y en las observaciones, partiendo
de la expresio´n general de la diferencial estoca´stica Ito del estimado o´ptimo y la varianza
del error, y aplicando propiedades de las variables aleatorias de Poisson con la finalidad de
obtener un sistema cerrado de las ecuaciones de filtrado o´ptimo. Despue´s se disen˜o´ un filtro
y un identificador de para´metro para sistemas lineales con ruido de Poisson, introduciendo
nuevas variables que permitieron reducir el problema al caso previamente resuelto, mod-
v
elando los para´metros desconocidos como procesos de Poisson e incorpora´ndolos como
variables de estado. Despue´s se disen˜o´ un controlador o´ptimo para sistemas lineales con
ruido de Poisson con para´metros desconocidos, utilizando el principio de separacio´n donde
primero se introdujeron nuevas variables para reducir el problema al caso resuelto previ-
amente y as´ı poder aplicar el filtro que ya hab´ıa sido obtenido, para despue´s aplicar un
control al sistema ya filtrado. Finalmente, se disen˜o´ un filtro para sistemas polinomiales
con ruido de Poisson donde las observaciones son polinomiales, introduciendo un cambio
de variable y aplicando la diferencial estoca´stica Ito al nuevo proceso estoca´stico que se
introdujo para as´ı reformular el problema original, reduciendo el caso a aque´l donde las
observaciones son lineales, para de esta manera aplicar uno de los filtros o´ptimos obtenidos
previamente, obteniendo el filtro deseado.
Los algoritmos obtenidos como resultado de los teoremas fueron aplicados en casos
particulares para mostrar su rendimiento. Se compararon los resultados obtenidos por
la aplicacio´n de los algoritmos disen˜ados en esta tesis con los resultados obtenidos por
la aplicacio´n de los algoritmos o´ptimos disen˜ados en contexto Gaussiano, a trave´s de
simulaciones computacionales realizadas en MATLAB. Se presentan las gra´ficas de los
errores en cada caso para ilustrar las ventajas que se obtienen al aplicar los algoritmos
disen˜ados en este trabajo de investigacio´n.
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Cap´ıtulo 1
Introduccio´n
1.1. Introduccio´n
En el procesamiento de sen˜ales, un filtro es una funcio´n o procedimiento que remueve
las partes no deseadas de una sen˜al, tales partes indeseadas son los ruidos o perturba-
ciones que afectan el proceso. Estas sen˜ales pueden ser modeladas por sistemas dina´micos
cuyo comportamiento puede ser, en cierta medida, monitorizado. Dentro de los sistemas
estoca´sticos tienen especial relevancia aquellos sistemas cuyas ecuaciones de estado son
lineales, au´n as´ı existe un gran nu´mero de problemas donde el modelo lineal no repre-
senta de forma adecuada la evolucio´n temporal del feno´meno objeto de estudio, siendo
preciso recurrir a modelos no lineales, lo que supone una mayor complejidad en el ca´lculo
matema´tico asociado. Los ruidos que afectan el sistema pueden ser de distintos tipos, en
esta tesis se aborda el caso donde el ruido que altera a los sitemas dina´micos es modelado
como ruido blanco. El ruido blanco, es una sen˜al aleatoria caracterizada porque sus val-
ores en instantes de tiempo distintos no tienen relacio´n alguna entre s´ı, es decir, no existe
correlacio´n estad´ıstica entre sus valores. En la pra´ctica es comu´n encontrar que dichos
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ruidos son en su mayor´ıa representados como ruido blanco Gaussiano, que es aque´l cuya
funcio´n de densidad responde a una distribucio´n normal, es comu´n encontrar en la liter-
atura que en la mayor´ıa de los casos se asume que el ruido alterando el sistema dina´mico
corresponde a ruido Gaussiano, debido a la gran cantidad de feno´menos que presentan
este tipo de disturbio. Por otro lado, el ruido blanco de Poisson, que a diferencia del
ruido blanco Gaussiano, se presenta u´nicamente en momentos aleatorios aislados en el
tiempo , tambie´n esta´ presente en una considerable cantidad de feno´menos en la natu-
raleza, en procesos industriales, telecomunicaciones, etce´tera y au´n as´ı no ha sido tratado
consistentemente. El nu´mero de publicaciones encontrado en la literatura sobre filtrado
en promedio cuadra´tico para sistemas con ruido de Poisson, es relativamente pequen˜o, en
[20, 32, 40, 41, 47, 72, 73] se pueden encontrar algunos resultados obtenidos relacionados
con sistemas no lineales perturbados por ruido de Poisson, por lo que en esta tesis se cen-
tra el estudio en el desarrollo de algoritmos de filtrado para sistemas que son alterados por
ruido blanco de Poisson. El disen˜o de filtros para sistemas con ruido blanco de Poisson,
es de gran importancia tanto en la teor´ıa de filtrado como en la pra´ctica, pues permite
estudiar problemas de estimacio´n en promedio cuadra´tico para sistemas no lineales que
son perturbados con ruido blanco no necesariamente Gaussiano. Existen muchas situa-
ciones en la pra´ctica donde los ruidos que perturban los sistemas dina´micos no podr´ıan ser
modelados como ruidos blancos Gaussianos, actuando uniformemente, como por ejemplo
una serie de impulsos electromagne´ticos. Este tipo de ruido blanco podr´ıan ser modelado
como ruido blanco de Poisson, actuando de forma aleatoria en ciertos momentos aislados
del tiempo.
Por otro lado, en las de´cadas de 1960 y 1970 se dieron una gran cantidad de aplica-
ciones de las te´cnicas de control moderno, en especial el control o´ptimo, lo cual dio origen
a te´cnicas de disen˜o sistema´ticas como LQR, LQG y LTR, conocidas como las te´cnicas
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posmodernas. Au´n as´ı, el problema del controlador o´ptimo LQP (de sus siglas en ingle´s,
Linear Quadratic Poisson controller, esto u´ltimo viene de la caracterizacio´n estad´ıstica del
ruido empleado) para sistemas lineales con para´metros desconocidos y ruido de Poisson
no ha sido tratado consistentemente. De hecho podr´ıa parecer no tener sentido buscar
una solucio´n o´ptima para este problema, pues algunos de los para´metros no son deter-
minados. El planteamiento del problema empieza a tener sentido cuando los para´metros
desconocidos son modelados, para esto se toman en cuenta especificaciones estoca´sticas
de Poisson del problema o´ptimo LQP, as´ı los para´metros desconocidos son representados
como procesos de Poisson.
Esta tesis presenta los algoritmos de filtrado en promedio cuadra´tico o´ptimo para
resolver los problemas de sistemas lineales y no lineales estoca´sticos con presencia de ruido
de Poisson. Se realiza una comparacio´n de los resultados obtenidos con el caso donde los
algoritmos son desarrollados considerando que el ruido a filtrar es de tipo Gaussiano. Esta
comparacio´n se realiza con el fin de resaltar la importancia del disen˜o de estos filtros y
mostrar que dichos filtros permiten obtener un resultado o´ptimo.
1.2. Antecedentes
Aproximadamente al mismo tiempo en que la teor´ıa de filtrado se estaba desarrol-
lando usando ecuaciones diferenciales estoca´sticas lineales, un desarrollo ana´logo para el
control o´ptimo de sistemas dina´micos lineales con una funcio´n de costo cuadra´tica estaba
tomando lugar. Este trabajo fue inspirado por el desarrollo de la Programacio´n Dina´mica
de Bellman [17] y fue desarrollado por Kalman [37]. El resultado ma´s famoso, el filtro de
Kalman Bucy [39], aborda el caso donde el estado y las observaciones son lineales, donde
solamente dos momentos, el estimado mismo y su varianza, forman un sistema cerrado de
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las ecuaciones de filtrado. Tiempo ma´s tarde, una extensio´n del problema de control o´pti-
mo con funcio´n de costo cuadra´tica para sistemas dina´micos lineales en presencia ruido
blanco aditivo llevo´ a considerar el problema de costo cuadra´tico para sistemas dina´micos
estoca´sticos lineales. Este problema en algunas situaciones especializadas fue examinado
y resuelto por Florentin [25, 26] y por Kushner [43]. Fue Kushner tambie´n [42] quien
un par de an˜os ma´s tarde dio la solucio´n o´ptima al problema de filtrado en promedio
cuadra´tico para sistemas no lineales con ecuacio´n de observacio´n no lineales considerando
los disturbios como ruido blanco Gaussiano, a trave´s de la llamada ecuacio´n de Kushner,
por la densidad condicional de un estado no observado con respecto a las observaciones.
Existen muy pocos ejemplos conocidos de sistemas no lineales donde la ecuacio´n de Kush-
ner puede reducirse a un sistema cerrado de dimensio´n finita de las ecuaciones de filtrado
para un cierto nu´mero de momentos condicionales. En [1, 18, 24, 61, 64, 65, 70, 71] se
pueden encontrar algunos otros filtros en promedio cuadra´tico no lineales de dimensio´n
finita, as´ı como tambie´n existe una considerable bibliograf´ıa sobre filtrado robusto para
sistemas lineales y no lineales en presencia de ruido blanco Gaussiano (ver por ejemplo
[19, 30, 31, 34, 48, 49, 54, 56, 57, 58, 63, 67]). Con un enfoque distinto, tambie´n la teor´ıa
de filtrado H-Infinito ha sido ampliamente estudiada en una variedad de art´ıculos para
sistemas estoca´sticos lineales [27, 28, 29, 50, 55, 60, 62, 66, 68, 69, 74]. Los me´todos de
H-Infinito tambie´n son utilizados en la teor´ıa de control para lograr un rendimiento robus-
to o de estabilizacio´n en los controladores y aunque el problema del controlador o´ptimo
LQG para sistemas lineales fue resulto en la de´cada de 1960, basada en las soluciones
para el problema de filtrado o´ptimo [39] y el regulador o´ptimo [23, 44], el problema del
controlador o´ptimo LQP para sistemas lineales con para´metros desconocidos y ruido de
Poisson alterando el sistema no ha sido tratado consistentemente. Otro de los proble-
mas correspondientes a la teor´ıa de filtrado, es el llamado problema de identificacio´n de
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para´metros, el problema de obtener simulta´neamente el estimador o´ptimo y el identifi-
cador de para´metro para sistemas estoca´sticos Gaussianos con para´metros desconocidos
ha sido tratado sistema´ticamente partiendo desde el art´ıculo seminal [3]. El resultado
o´ptimo fue obtenido en [3] para un sistema lineal en tiempo discreto con para´metros de-
sconocidos constantes dentro de un intervalo de filtrado en tiempo finito, utilizando el
principio de ma´xima verosimilitud, en vista de un intervalo finito del estado y los valores
del para´metro en instantes del tiempo. La aplicacio´n del principio de ma´xima verosimili-
tud se extendio´ despue´s para sistemas lineales en tiempo discreto [22] y sistemas lineales
en tiempo continuo en [21]. Sin embargo, el uso del principio del ma´xima verosimilitud
presenta ciertas limitaciones en el resultado final: a) los para´metros desconocidos se con-
sideran constantes para evitar complicaciones en el problema de optimizacio´n generado,
b) no se pueden obtener ecuaciones dina´micas directas que puedan dar seguimiento tanto
al estado y a los estimados del para´metro en la situacio´n general, sin poner restricciones
especiales en la estructura del sistema. Por otro lado, el nu´mero de publicaciones en el
a´rea de filtrado en promedio cuadra´tico para sistemas con ruido blanco de Poisson es rel-
ativamente pequen˜o. Se sabe que el filtro en promedio cuadra´tico para sistemas lineales
con ruido blanco de Poisson coincide con el filtro de Kalman-Bucy [46, 53]. Au´n as´ı, los
filtros en promedio cuadra´tico para sistemas polinomiales con ruido blanco de Poisson,
similares a esos obtenidos en [4, 11, 14], no hab´ıan sido disen˜ados hasta ahora. Hasta
este momento se ha tratado con sistemas donde la ecuacio´n de estado pueden ser lineales
o no lineales, pero la ecuacio´n de observaciones es lineal en ambos casos, recientemente
el problema de filtrado para sistemas donde tanto el estado como las observaciones son
polinomiales, fue resuelto en [15] pero considera u´nicamente el caso donde el ruido blanco
que altera tanto la ecuacio´n de estado y las observaciones es Gaussiano, por lo que en esta
tesis se ampliara´ la situacio´n al caso en un contexto de sistemas de Poisson.
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1.3. Motivacio´n
El nu´mero de publicaciones encontradas en la literatura sobre filtrado en promedio
cuadra´tico para sistemas con ruido de Poisson es relativamente pequen˜o. La principal
causa puede ser que, a pesar de que la naturaleza de los ruidos Gaussianos y de Poisson es
muy distinta, conforme la intensidad del ruido aumenta, la distribucio´n Gaussiana puede
utilizarse para aproximar la distribucio´n de Poisson bajo algunas consideraciones. Au´n
as´ı existe una gran cantidad de ejemplos y aplicaciones que requieren del disen˜o de filtros
que consideren con rigor la naturaleza de las variables aleatorias y procesos involucrados
en el sistema para obtener un resultado lo ma´s parecido al resultado deseado, libre de
perturbaciones. En la pra´ctica no suele hacerse una diferencia entre la naturaleza real del
ruido que esta´ afectando el sistema, pues teo´ricamente no hay las suficientes herramien-
tas que lo permitan, por lo que disen˜ar filtros e identificadores para sistemas con ruido
de Poisson representa un gran aporte a la teor´ıa de filtrado estoca´stico y a la pra´cti-
ca. El desarrollo de teor´ıa en este contexto permitira´ mejorar los resultados deseados en
aplicaciones de gran importancia tales como las telecomunicaciones, fotograf´ıa, centel-
lograf´ıa, reconocimiento de objetos en video, entre otras, donde hasta ahora se aplican
filtros convencionales por el hecho de que han sido estudiados ampliamente. Sin embargo
la aplicacio´n de filtros que consideran las caracter´ısticas concretas de la naturaleza del
ruido que afecta los sistemas permitira´ una mejora en los resultados esperados.
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1.4. Aportaciones
1.4.1. Filtrado O´ptimo para Estados Polinomiales Incompleta-
mente Medibles con Ruido de Poisson
Este cap´ıtulo presenta el disen˜o del filtro o´ptimo de dimensio´n finita para sistemas poli-
nomiales incompletamente medibles que incluyen ruidos de Poisson, sobre observaciones
lineales. El problema de filtrado o´ptimo es tratado partiendo de la expresio´n general para
la diferencial estoca´stica Ito del estimado o´ptimo y la varianza del error [53]. Como primer
resultado, se derivan las diferenciales Ito y la correspondiente varianza del error del proble-
ma planteado. Despue´s se introduce una trasformacio´n de la ecuacio´n de observacio´n para
reducir el problema original a uno con una matriz de observacio´n invertible. Finalmente
se muestra que, utilizando la te´cnica de representar los momentos de orden superior de
una variable aleatoria de Poisson como funciones de su esperanza y su varianza, puede
obtenerse un sistema cerrado de dimensio´n finita de las ecuaciones de filtrado o´ptimo con
respecto a un nu´mero finito de variables de filtrado, para una ecuacio´n de estado poli-
nomial y observaciones lineales con una matriz de observacio´n arbitraria. En este caso,
se establece el procedimiento correspondiente para el disen˜o de las ecuaciones de filtrado
o´ptimo. Finalmente, el sistema cerrado de las ecuaciones de filtrado o´ptimo con respecto
a las dos variables, el estimado o´ptimo y la varianza, se deriva en la forma expl´ıcitca en
el caso particular de una ecuacio´n de estado de tercer grado.
Los resultados de este cap´ıtulo han sido publicados en [8].
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1.4.2. Filtrado O´ptimo e Identificador de Para´metro para Sis-
temas Lineales con Ruidos de Poisson
Este cap´ıtulo presenta el filtro o´ptimo e identificador de para´metro para sistemas
estoca´sticos lineales con parametros aditivos y multiplicativos desconocidos sobre obser-
vaciones lineales, donde los para´metros desconocidos son modelados como procesos de
Poisson. El problema de filtrado se formaliza considerando a los para´metros desconocidos
como estados adicionales del sistema que satisfacen ecuaciones diferenciales estoca´sti-
cas lineales con te´rmino drif igual a cero y difusio´n uno. As´ı, el problema se reduce al
problema de filtrado para sistemas polinomiales medibles incompletamente con ruido de
Poisson sobre observaciones lineales, cuya solucio´n es obtenida en [7]. Esto presenta el al-
goritmo o´ptimo simulta´neamente para el estimado o´ptimo del estado e identificacio´n del
para´metro en sistemas lineales de Poisson con para´metros desconocidos multiplicativos y
aditivos sobre observaciones lineales. Los resultados de este cap´ıtulo fueron publicados en
[12].
1.4.3. Controlador O´ptimo LQP para Sistemas Estoca´sticos Lin-
eales con Para´metros Desconocidos y Ruido de Poisson
Este cap´ıtulo presenta la solucio´n al problema del controlador o´ptimo LQP para sis-
temas lineales con ruido de Poisson y para´metros desconocidos. El problema primero se
reduce al problema del controlador o´ptimo para un estado bilineal sobre observaciones
lineales y un criterio cuadra´tico. Por el principio de separacio´n para sistemas lineales y un
criterio cuadra´tico, el cual se plantea y fundamenta en el art´ıculo [44] ana´logamente para
sistemas lineales sin incertidumbre, el problema original del controlador o´ptimo se divide
en dos partes, una el problema de filtrado o´ptimo para estados bilineales incompletamente
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medibles sobre observaciones lineales y otra, el problema de control o´ptimo (regulador)
para el estimado del filtro disen˜ado. Finalmente, puede ser demostrado fa´cilmente que la
solucio´n al problema original del controlador o´ptimo se compone de las dos soluciones.
Los resultados de este cap´ıtulo fueron publicados en [10].
1.4.4. Filtro Aproximado de Dimensio´n Finita para Estados Poli-
nomiales con Ruido de Poisson sobre Observaciones Poli-
nomiales
Este cap´ıtulo presenta un filtro aproximado de dimensio´n finita para estados polino-
miales con ruidos de Poisson sobre observaciones polinomiales, continuando la investi-
gacio´n en el a´rea de filtrado en promedio cuadra´tico para sistemas polinomiales iniciada
en ([4, 6, 11, 13, 16]). Se aborda el caso general donde la ecuacio´n de estado y las ob-
servaciones son no lineales, y son afectadas con ruido de Poisson. Disen˜ar un filtro de
dimensio´n finita en forma cerrada para sistemas con ruido de Poisson sobre observaciones
polinomiales presenta una significativa ventaja en la teor´ıa de filtrado y en la pra´ctica,
pues permite tratar problemas donde tanto la ecuacio´n de estado como las observaciones
son de naturaleza no lineal y el ruido aditivo no es necesariamente Gaussiano, tal como
el problema del sensor cu´bico [33] para varios sistemas polinomiales en contexto de Pois-
son. Incluso, el resultado principal de este cap´ıtulo permite disen˜ar un filtro subo´ptimo
en promedio cuadra´tico de dimensio´n finita para cualquier estado polinomial perturbado
por ruido de Poisson sobre observaciones lineales. Por lo tanto, como cualquier funcio´n no
lineal puede ser aproximada, con cierta precisio´n, por un polinomio de cierto grado, esto
potencialmente permitir´ıa tratar con el disen˜o de filtros para cualquier estado no lineal
con ruido de Poisson con observaciones y te´rmino drift no lineales.
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Los resultados de este cap´ıtulo fueron publicados en [9].
1.5. Organizacio´n de la Tesis
La tesis se divide en siete cap´ıtulos. En el Cap´ıtulo 2 se presenta una s´ıntesis de la
teor´ıa de probabilidad y estad´ıstica, procesos estoca´sticos, los procesos de Wiener y de
Poisson, ca´lculo estoca´stico y teor´ıa de filtrado. En el Cap´ıtulo 3 se plantea y se resuleve
el problema de filtrado o´ptimo para estados polinomiales incompletamente medibles con
ruido de Poisson. En el Cap´ıtulo 4 se plantea y se resuleve el problema de filtrado o´ptimo
e identificador de para´metro para sistemas lineales con ruido de Poisson. En el Cap´ıtulo
5 se plantea y se resuleve el problema del controlador o´ptimo LQG para sistemas es-
toca´sticos lineales con para´metros desconocidos y ruido de Poisson. En el Cap´ıtulo 6 se
desarrolla el filtro aproximado de dimensio´n finita para estados polinomiales con ruido de
Poisson sobre observaciones polinomiales. Finalmente, en el Cap´ıtulo 7 se presentan las
conclusiones y los trabajos futuros que pueden desarrollarse siguiendo esta l´ınea, as´ı como
las recomendaciones para mejorarlo.
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Cap´ıtulo 2
Marco Teo´rico
2.1. Probabilidad y Estad´ıstica
2.1.1. Variables Aleatorias
Una variable aleatoria X es una funcio´n real cuyo dominio es Ω y el cual es δ−medible,
esto es, para cada nu´mero real x, {w ∈ Ω/X(w) ≤ x} ∈ Ω. En otra forma, es una variable
la cual asume como valores uno de los resultados de una prueba, y es imposible saber que
valor tomara´ y al valor de una variable aleatoria en algu´n punto dado w del espacio Ω
( i.e. el valor el cual se asume cuando aparece un resultado de la prueba y se obtiene el
evento w) es llamado una realizacio´n de esta variable aleatoria.
Si Px es la medida de probabilidad de la variable aleatoria X. La funcio´n
F(x) = P (X ∈ (−∞, x)) = Px(−∞, x) es llamada una funcio´n de distribucio´n de la
variable aleatoria X.
11
Propiedades de la Funcio´n de Distribucio´n
Una funcio´n de distribucio´n es una funcio´n no decreciente de x.
F (−∞) = 0;F (∞) = 1
F(x) es continua por la izquierda, es decir F (x) = F (x− 0).
La funcio´n de distribucio´n de una variable aleatoria discreta con saltos en los puntos
x1, x2, ...xN igual a p1, p2, ..., pN respectivamente y es constante en algu´n intervalo el
cual no contiene alguno de los valores x1, x2, ...xN , como la probabilidad del evento
X < x no cambia si x var´ıa en cada intervalo. Entonces la funcio´n de distribucio´n
de una variable aleatoria discreta, es representada por una funcio´n escalo´n.
La funcio´n de distribucio´n de una variable aleatoria continua es continua y diferen-
ciable a lo largo de eje nume´rico.
La funcio´n de distribucio´n de una variable aleatoria continua discreta tiene puntos
de discontinuidad x1, x2, ...xN con saltos p1, p2, ..., pN respectivamente y es continua
y diferenciable en todos los otros puntos del eje nume´rico.
Diferenciando la fo´rmula anterior con respecto a x en el caso de una variable aleatoria
continua escalar y aplicando el Teorema Fundamental del Ca´lculo, se obtiene
f(x) = F ′(x)
As´ı la densidad de una variable aleatoria es la derivada de su funcio´n de distribucio´n.
El l´ımite de la proporcio´n de la probabilidad de la ocurrencia de una variable escalar
aleatoria X en un intervalo [x, x + ∆x) con longitud ∆x cuando ∆x −→ 0 es llamado
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densidad o densidad de probabilidad de la variable aleatoria X en el punto x.
f(x) = lim∆x−→0
P (x ≤ X < x+∆x)
∆x
= F ′(x)
.
Propiedades de la Densidad de Probabilidad
f(x) ≥ 0
∫∞
−∞
f(x)dx = 1
La densidad de Y = X + a esta´ dada por
f(y−a) = lim∆y−→0
P (y ≤ X + a < y +∆y)
∆y
= lim∆y−→0
P (y − a ≤ X < y − a+∆y)
∆y
.
La probabilidad de ocurrencia de una variable aleatoria X en el dominio A es deter-
minada por la fo´rmula
P (X ∈ A) =
∫
A
f(x)dx
si la densidad f(x) es continua parte por parte y acotada en el dominio A. La funcio´n de
distribucio´n de la variable aleatoria X esta´ dada por F (x) = P (X ≤ x) . Utilizando la
densidad,
F (x) = P (−∞ < X < x) =
∫ x
−∞
f(u)du
cuando X es una variable aleatoria continua escalar.
El valor esperado de una funcio´n φ(X) de la variable aleatoria continua X con densidad
f(x) esta´ dado por
E(X) =
∫ ∞
−∞
φ(x)f(x)dx
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La varianza de una variable aleatoria escalar es definida como
σ2 = E(x−E(x))2
Una probabilidad condicional relativa a la variable aleatoria X = x(w) en el espacio
(Ω, S) es llamada probabilidad condicional relativa a la σ-a´lgebra Sx inducida por esta
variable aleatoria. Sea Y = y(w) una nueva variable aleatoria en el espacio (Y,B). La
funcio´n:
µy/x(B/x) = Qx(y
−1(B)/x), B ∈ B
es llamada distribucio´n condicional de la variable aleatoria Y relativa a la variable aleatoria
X.
La esperanza condicional de una funcio´n dada ϕ(X) de una variable o vector aleatorio
escalar X dado el valor de una variable o vector escalar aleatorio Y , esta´ dada por:
E[ϕ(X)|Y ] =
∫ ∞
−∞
ϕ(x)f(x|y)dx,
donde f(x|y) es la densidad condicional de la variable aleatoria X dado el valor y de la
variable aleatoria Y .
Dado un vector aleatorio X , el momento de segundo orden esta´ dado por Γx = EXX
T
y la matriz de covarianza es determinada por la fo´rmula
Kx = EX
0X0T
donde X0 = X −mx y mx = EX . Adema´s
Γx = Kx +mxm
∗
x.
Donde el ∗ indica la tansposicio´n de una matriz, cambiando sus elementos complejos
por sus conjugados correspondientes. Para dos vectores aleatorios X y Y , la matriz del
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momento de segundo orden Γxy y la matriz de covarianza cruzada Kxy esta´n dadas por
las fo´rmulas
Γxy = EXY
T ,
Kxy = EX
0Y 0T
Y adema´s
Γxy = Kxy +mxm
∗
y.
Para los momentos centrales e iniciales de o´rdenes superiores, la fo´rmula esta´ dada
por
µr = E(X
0)r, αr = EX
r, (r = 1, 2, ...)
αr = αr1,...,rn = EX
r1
1 ...X
rn
n ,
µr = µr1, ..., rn = E(X
0
1 )
r1 ...(X0n)
rn ,
(| r | = r1 +∆∆∆+ rn, | r |= 1, 2, ...).
La funcio´n caracter´ıstica de una variable aleatoria X esta´ determinada por el valor
esperado de la variable aleatoria eiλ
TX [53] y es considerada como una funcio´n de la
variable real λ. Su fo´rmula esta´ dada por
g(λ) = E(eiλ
TX) =
∫ ∞
−∞
eiλ
T xf(x)dx.
La dimensio´n de la variable λ coincide con la dimensio´n de la variable X .
Propiedades de la Funcio´n Caracter´ıstica
La funcio´n caracter´ıstica es continua y | g(λ) |≤ 1, g(0) = 1, g(−λ) = g(λ). Donde
indica el conjugado.
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La funcio´n caracter´ıstica es positiva definida, esto es: para algunos valores λ1, ..., λN
de una variable λ y algunos nu´meros complejos ξ1, ..., ξN
N∑
p,q=1
g(λp − λq)ξpξq ≥ 0.
La funcio´n caracter´ıstica g2(µ) de una variable aleatoria Y = AX + a obtenida
como el resultado de una transformacio´n de una variable aleatoria X es expresada
en te´rminos de la funcio´n caracter´ıstica g1(λ) de la variable aleatoria X por
g2(µ) = e
iµT ag1(A
Tµ)
La funcio´n caracter´ıstica de la proyeccio´n de un vector aleatorio en algu´n subespacio
G es igual a la contraccio´n de su funcio´n caracter´ıstica en este espacio. Si a = 0 y A
es la matriz proyeccio´n en G, entonces AT = A,Aλ = λ para algu´n λ ∈ G y Aλ = 0
para algu´n vector λ ortogonal a G.
La funcio´n caracter´ıstica g(λ) de la suma de variables aleatorias independientes
X1, ..., Xn es igual al producto de sus funciones caracter´ısticas gk(λ), (k = 1, ..., n) :
g(λ) = Πnk=1gk(λ).
Si X1, ...Xn son variables aleatorias independientes, entonces la funcio´n cracter´ısti-
ca correspondiente g(λ), λ = [λ1, ..., λn]
T de el vector compuesto aleatorio X =
[XT1 , ..., X
T
n ]
T es igual al producto de las funciones caracter´ısticas gk(λk), (k = 1, ..., )
de las variables aleatorias X1, ..., Xn :
g(λ) = ΠnK=1gk(λk).
El inverso tambie´n se cumple.
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2.1.2. Convergencia de Variables Aleatorias
Sea {Xr}, Xr = xr(w) un conjunto arbitrario de variables aleatorias con valores en un
espacio dependiente del para´metro r el cual toma valores de algu´n conjunto R.
Se dice que la variable aleatoria Xr converge casi seguro (o con probabilidad 1) a la
variable aleatoria X = x(w) con r → r0 si
P (Xr → X) = P (w : xr(w)→ x(w)) = 1. (2.1)
.
Se dice que la variable aleatoria Xr converge en probabilidad a X si para algu´n ǫ > 0
limr→r0P (‖Xr −X‖ ≥ ǫ) = limr→r0P (w : ‖xr(w)− x(w)‖ ≥ ǫ) = 0 (2.2)
.
Consideremos un conjunto de variables aleatorias {Xr}, Xr = xr(w) con valores en
el espacio X . Se dice que Xr converge en media cuadrada a la variable aleatoria X ,
Xr
−−→m.s.X si
E ‖ X ‖2, E ‖ Xr ‖
2<∞ (2.3)
y
E ‖ Xr −X ‖
2→ 0 (2.4)
cuando r → r0.
La convergencia estoca´stica es la ma´s de´bil de las tres anteriores, se puede verificar que
se cumplen las siguientes implicaciones:
(2,1)⇒ (2,2)⇐ (2,3).
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Cuando | Xn |≤ Y, para algu´n Y ∈ L2(Ω,F , P ) (2.24) es el ma´s fuerte de los modos de
convergencia y los dos restantes resultan ser equivalentes:
(2,1)⇒ (2,2)⇔ (2,3)⇐ (2,1).
La implicacio´n (2,1) ⇒ (2,3), bajo las condiciones dadas, es lo que se conoce como el
Teorema de la Convergencia Dominada.
2.2. Procesos Estoca´sticos
2.2.1. Procesos Estoca´sticos
Un proceso estoca´stico es una coleccio´n de variables aleatorias, Xt, t ∈ T , definidas
sobre el mismo espacio de probabilidad, donde T es un conjunto indizado y Xt es una
variable aleatoria para cada t. Xt tambie´n se denota por X(t) y los valores que esta
variable aleatoria asigna al evento elemental w se denotara´n por X(t, w).
Las funciones del momento de segundo orden de la variable aleatoria X(t), t ∈ T1
(matriz Γx(t1, t2)) y la funcio´n de covarianza (matriz Kx(t1, t2) son determinadas por las
siguientes fo´rmulas
Γx(t1, t2) = EX(t1)X(t2)
T (2.5)
Kx(t1, t2) = EX
0(t1)X
0(t2)
∗,
adema´s,
Γx(t1, t2) = Kx(t1, t2) +mx(t1)m
∗
y(t2),
donde el ∗ indica la transposicio´n de una matriz, cambiando sus elementos por sus con-
jugados. El momento cruzado de segundo orden (matriz Γxy(t1, t2)) y la funcio´n de co-
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varianza cruzada (matriz Kxy(t1, t2)) para dos funciones aleatorias X(t), Y (t), t ∈ T1 son
determinadas por
Γx(t1, t2) = EX(t1)Y (t2)
T , (2.6)
Kx(t1, t2) = EX
0(t1)Y
0(t2)
∗,
y adema´s,
Γxy(t1, t2) = Kxy(t1, t2) +mx(t1)m
∗
y(t2).
Ana´logamente, los momentos superiores para funciones reales, escalares aleatorias
X(t), t ∈ T1 son determinados por las siguientes fo´rmulas
αr(t1, t2, ...tr) = EX(t1)...X(tr) = (2.7)∫ ∞
−∞
∆∆∆
∫ ∞
−∞
x1...xrfr(x1, ...xr; t1...tr)dx1...dxr
µr(t1, ...tr) = EX
0(t1)...X
0(tr) =∫ ∞
−∞
∆∆∆
∫ ∞
−∞
[x1 −mx(t1)]...[xr −mr(tr)]fr(x1, ...xr; t1...tr)dx1...dxr
El proceso aleatorio X(t) con esperanza cero y funcio´n de covarianza la cual contiene
como un mu´ltiplo la funcio´n δ ,
mx(t) = 0,K(t1, t2) = ν(t1)δ(t1 − t2)
es llamado ruido blanco, en sentido amplio. Tomando en consideracio´n que δ(t1 − t2) = 0
en t1 6= t2 el multiplicador ν(t1) puede ser reemplazado por el multiplicador ν(t2) o por el
multiplicador sime´trico
√
ν(t1)ν(t2). El multiplicador ν(t) de la funcio´n δ es llamado la
intensidad del ruido blanco X(t). La intensidad de un ruido blanco escalar es positiva. La
intensidad del ruido blanco vector representa una matriz sime´trica definida no negativa.
Si la variable
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/Kx(t1, t2)/
Kx(t1, t1)
para el proceso aleatorio escalar X(t) puede ser asumida pra´cticamente igual a cero como
/t1 − t2/ > τk y la variable τk es suficientemente pequen˜a entonces el proceso aleatorio
X(t) puede ser asumido como un ruido blanco no estacionario con intensidad igual a
ν(t) =
∫ ∞
−∞
Kx(t, t+ τ)dτ.
2.2.2. Procesos con Incrementos no Correlacionados
Se dice que un proceso aleatorio X(t) es llamado proceso con incrementos no cor-
relacionados si para todos los intervalos disjuntos [t1, t2), [t3, t4), t1 < t2 ≤ t3 < t4 los
incrementos correspondientes Xt2−Xt1 , y Xt4−Xt3 del proceso X(t) son no correlaciona-
dos. De aqu´ı se sigue que los incrementos de cada proceso o algunos intervalos finitos
tienen momentos finitos de segundo orden y consecuentemente de primer orden. En este
caso, el proceso X(t) puede no tener media ni momento de segundo orden. Pero si en
algu´n instante t0 el valor del proceso con incrementos no correlacionados X(t) es igual a
cero con probabilidad 1, entonces el proceso X(t) tiene esperanza finita y momento de
segundo orden como el valor Xt que en algu´n instante coincide con su incremento en el
intervalo [t0, t) con t > t0 y con su incremento en el intervalo [t, t0) tomado en forma
inversa si t < t0.
El proceso aleatorio Y (t) = X(t) − Xt0 representa un proceso con incrementos no cor-
relacionados los cuales tienen la propiedad Yt0 = 0. Adema´s, si Xt0 = 0 (con probabilidad
1) entonces el valor Xt del proceso X(t) en algu´n instante t es no correlacionado con sus
futuros incrementos en los intervalos en los cuales sigue el instante t0 y con sus previos
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incrementos en el intervalo el cual precede al instante t0 : EX
0
t (X
0∗
t2
− X0
∗
t1
) = 0 con
t ≤ t1 < t2, t1 ≥ t0 o t1 < t2 ≤ t, t2 ≤ t0, donde X
0
t = Xt −mt; (mt = EXt).
Consideremos la siguiente fo´rmula:
k(t) = EX0tX
0∗
t ; t > t0, (2.8)
= 0; t = t0,
= −EX0tX
0∗
t ; t < t0.
Donde el asterisco indica el vector transpuesto cuyos componentes son los conjugados. La
matriz de covarianza del incremento Xt2 − Xt1 del proceso X(t) en algu´n intervalo y la
funcio´n de covarianza del proceso X(t) son determinadas por las siguientes fo´rmulas:
E(X0t2 −Xt1)(X
0∗
t2
X0
∗
t1
) = k(t2)− k(t1), (2.9)
Kx(t1, t2) = k(max(t1, t2)); t1, t2 > t0,
= 0; t ≤ t0 ≤ t2, t2 ≤ t0 ≤ t1,
= −k(min(t1, t2)); t1, t2 < 0.
El proceso aleatorio con incrementos no correlacionados es continuo por el criterio de
media cuadrada si y so´lo si la funcio´n k(t) es continua.
Por otro lado, si k(t) es no so´lo continua, sino adema´s diferenciable, en este caso la fo´rmula
(2.10) puede ser escrita ( con t1, t2 > t0) en la forma:
k(t) =
∫ t
t0
ν(τ)dτ, (2.10)
donde ν(t) es una funcio´n no negativa la cual es llamada la intensidad de un proceso X(t)
con incrementos no correlacionados.
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2.2.3. Procesos con Incrementos Independientes
Se dice que un proceso aleatorio X(t) es un proceso con incrementos independientes si
para cualquier N , t0 < t1 < ... < tN las variables aleatorias Xt0 ,Xt1−Xt0 , ...,XtN −XtN−1 ,
son independientes.
Teorema. La funcio´n caracter´ıstica del incremento de un proceso con incrementos
independientes esta´ completamente determinada por su funcio´n caracter´ıstica en una di-
mensio´n, i.e. su distribucio´n uni-dimensional (ver demostracio´n en [53]).
Todo proceso con incrementos independientes y con funcio´n de covarianza diferenciable
tiene una derivada de´bil (en el criterio media cuadrada), la cual representa un ruido blanco.
El ruido blanco obtenido por diferenciacio´n de un proceso con incrementos independientes
es llamado un ruido blanco en el sentido estricto.
2.2.4. Proceso de Wiener
Un escalar o un proceso aleatorio real con incrementos independientes W (t), t > 0, es
llamado un proceso de Wiener si satisface las siguientes condiciones:
Todas las realizaciones w(t) del proceso W (t) son continuas y w(0) = 0.
La distribucio´n uni-dimensional del proceso W (t) es normal.
La esperanza del proceso W (t) es cero y su funcio´n de covarianza es determinada
por la fo´rmula
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Kw(t1, t2) =
∫ min(t1,t2)
0
ν(τ)dτ,
donde ν(t) es una funcio´n no negativa la cual representa la intensidad del proceso de
Wiener W (t). El ruido blanco representando la derivada de´bil por media cuadra´tica de
un proceso de Wiener es llamado ruido blanco normalmente distribuido. Un proceso de
Wiener como un proceso con incrementos independientes el cual posee media cero y mo-
mento de segundo orden finito k(t) para cada instante t, genera una medida estoca´stica
en el eje real con valores independientes en intervalos disjuntos. Esta medida estoca´stica
es determinada por la fo´rmula Z((t1, t2]) = W (t2)−W (t1).
Fo´rmula para la Funcio´n χ(µ, t) para el Proceso de Wiener
Una forma espec´ıfica para la funcio´n χ = χ(µ; t) en las ecuaciones obtenidas para
las funciones caracter´ısticas es determinada por el cara´cter del proceso con incrementos
independientes W (t). Aqu´ı es obtenida cuando W (t) es un proceso de Wiener, pero se
puede calcular para cualquier proceso, aunque este ca´lculo puede ser ma´s complicado. Si
W (t) es el proceso de Wiener, entonces su funcio´n caracter´ıstica uni-dimensional h1(µ, t)
es determinada por la fo´rmula
h1(µ, t) = exp{−
1
2
µT
∫ t
0
ν(τ)dτµ} (2.11)
Ya que la funcio´n χ(µ; t) representa la derivada logar´ıtmica de la funcio´n caracter´ıstica
h1(µ; t) con respecto a t : χ(µ; t) =
∂
∂t
[lnh1(µ; t)]. Sustituyendo aqu´ı la expresio´n de la
funcio´n h1(µ; t), se obtiene
χ(µ; t) = −µTν(t)µ/2 (2.12)
23
Ecuaciones para las Densidades en el Caso Multi-Dimensional del Proceso de
Wiener
En el caso de un proceso de Wiener W (t), de acuerdo con (2.12), es obtenida la
siguiente ecuacio´n
χ(b(η, t)Tλ; t) = −
1
2
λT b(η, t)ν(t)b(η, t)Tλ. (2.13)
La ecuacio´n (2.12) toma la forma
∂f1(y, t)
∂t
=
1
(2π)p
∫ ∞
−∞
∫ ∞
−∞
[iλTa(η, t)−
1
2
λT b(η, t)ν(t)b(η; t)T ] (2.14)
×eiλ
T (η,y)f1(η; t)dηdλ.
Tomando en cuenta que uTAu = tr(uuTA) para un n-vector u y una matriz An×n, es
obtenida la siguiente fo´rmula
∂f1(y, t)
∂t
=
1
(2π)p
∫ ∞
−∞
∫ ∞
−∞
iλTa(η, t)−
1
2
tr[λλT b(η, t)ν(t)b(η; t)T ] (2.15)
×eiλ
T (η−y)f1(η; t)dηdλ.
Utilizando la fo´rmula integral de la funcio´n delta
1
(2π)p
∫ ∞
−∞
eiλ
T (η−y)dλ = δ(η − y) (2.16)
Diferenciando (2.16) con respecto a η son obtenidas las siguientes fo´rmulas
1
(2π)p
∫ ∞
−∞
iλeiλ
T (η−y)dλ =
∂
∂η
δ(η − y) = δ′(η − y), (2.17)
−
1
(2π)p
∫ ∞
−∞
λλT eiλ
T (η−y)dλ =
∂
∂η
∂T
∂η
δ(η − y) = δ′′(η − y).
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En base con las u´ltimas tres fo´rmulas anteriores, es posible escribir
∂f1(y, t)
∂t
=
1
(2π)p
∫ ∞
−∞
∫ ∞
−∞
iλTa(η, t)eiλ
T (η−y)f1(η; t)dηdλ = (2.18)∫ ∞
−∞
δ˙(η − y)Ta(η, t)f1(η; t)dη = −
∂T
∂y
[a(y, t)f1(y, t)],
−
1
(2π)p
∫ ∞
−∞
λλT b(η; t)ν(t)b(η; t)T eiλ
T (η−y)f1(η; t)dηdλ =∫ ∞
−∞
δ′′(η − y)b(η; t)ν(t)b(η; t)Tf1(η; t)dη =
∂
∂y
∂T
∂y
[b(η; t)ν(t)b(η; t)Tf1(η; t)]
Usando las fo´rmulas (2.14), es posible representar la ecuacio´n (2.15) en la forma
∂f1(y, t)
∂t
=
∂T
∂y
[a(y, t)f1(y, t)] +
1
2
tr
∂
∂y
∂T
∂y
[b(y, t)ν(t)b(y; t)Tf1(y, t)] (2.19)
Esta ecuacio´n (2.19) es llamada la ecuacio´n de Fokker-Planck-Kolgomorov. La cual es
obtenida so´lo para el proceso de Wiener. La ecuacio´n (2.19) tambie´n es va´lida para para
la densidad n-dimensional fn(y1, ..., yn; t1, ..., tn) si la diferenciacio´n con respecto a t y a y
es considerada como la diferenciacio´n respecto a tn y yn.
2.2.5. Proceso de Poisson
Distribucio´n de Poisson
En la pra´ctica ocurren eventos en instancias de tiempo aleatorias. Estas forman una
secuencia de eventos que usualmente llamamos flujo de eventos. Frecuentemente podemos
asumir que un flujo de eventos satisface las siguientes condiciones:
1. Para cualesquier dos intervalos de tiempo que no se intersectan, la probabilidad de
cualquier nu´mero de eventos durante uno de ellos es independiente del nu´mero de eventos
durante el otro.
2. La probabilidad de la aparicio´n de un evento durante un intervalo infinitesimal de tiem-
pos (t, t+∆t) es un infinitesimal de orden ∆t.
25
3. La probabilidad de la aparicio´n de ma´s de un evento durante el intervalo de tiempo (t,
t+∆t) es un infinitesimal de orden ∆t.
Denotemos como pm(t1, t2) a la probabilidad de aparicio´n de m eventos en el intervalo de
tiempo (t1, t2). Entonces las condiciones 2 y 3 toman la forma
p1(t, t +∆t) = λ(t)∆t +O(∆t) (2.20)
∞∑
k=2
pk(t, t+∆t) = O(∆t) (2.21)
donde λ(t) es una funcio´n no negativa.
Si tenemos el caso de un flujo de eventos que satisfacen las condiciones anteriores 1, 2 y 3
consideremos la probabilidad de que en un intervalo de tiempo dado (t0, t) aparecera´n los
eventos (x = 0, 1, 2, ...). Si consideramos el instante t0 fijo denotamos las probabildiades
desconocidas px, (x = 0, 1, 2, ...).
Para evaluar p0(t) notemos que p0(t, t + ∆t) es la probabilidad de la interseccio´n de dos
eventos: ninguno de los eventos ocurren en el intervalo (t0, t) y ninguno de los eventos
ocurre en el intervalo (t, t + ∆t). De acuerdo a la condicio´n 1 mencionada en 2.2, estos
eventos son independientes. Consecuentemente
p0(t+∆t) = p0(t)p0(t, t+∆t) (2.22)
de esto tenemos:
p0(t, t+∆t) = 1−
∞∑
k=1
pk(t, t +∆t) = 1− λ(t)∆t +O(∆t) (2.23)
Para un intervalo de tiempo dado (t0, t) tenemos el conjunto contable de eventos
elementales: ninguno en el intervalo, un evento, dos eventos, etc., y las probabilidades de
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estos eventos esta´n determinadas por la fo´rmula
p(x;λ) =
λx exp−λ
x!
x = 0, 1, 2, ...
Por lo tanto esta fo´rmula, es llamada Distribucio´n de Poisson. Por esta razo´n el flujo
de eventos que satisface las condiciones mencionadas anteriormente es llamado Flujo de
Poisson. El para´metro λ de la distribucio´n de Poisson es el nu´mero promedio de eventos
que ocurren en el intervalo (t0, t).
Proceso de Poisson
Un Proceso de Poisson, denotado por N(t), es un proceso con incrementos independi-
entes y su funcio´n de distribucio´n unidimensional es la distribucio´n de Poisson. El proceso
de Poisson simple P (t) es un proceso aleatorio escalonado con incrementos por unidades
en cualquier momento de la ocurrencia de un evento de un flujo de Poisson, donde se tiene
que para cualquier t, el valor del proceso P (t) es igual al nu´mero de eventos de un flujo de
Poisson en el intervalo de tiempo [0, t]. Debido a esto el proceso de Poisson simple puede
ser llamado como el contador de eventos del flujo de Poisson.
Sea P (t) un proceso simple de Poisson. El proceso aleatorio
N(t) =
P (t)∑
k=1
Xk
donde Xk es una secuencia de variables aleatorias independientes igualmente distribuidas
del proceso general de Poisson. Este es un proceso con incrementos independientes.
Su derivada es considerada como un ruido blanco. Debido a que la representacio´n gra´fi-
ca de un proceso de Poisson es una funcio´n escalonada, centralizando, es decir, restando
su esperanza, es posible obtener una representacio´n gra´fica del ruido blanco de Poisson,
(ya que la esperanza del proceso de Poisson simple es λ 6= 0).
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2.3. Ca´lculo Estoca´stico
2.3.1. La Integral de Ito
SeaW (t) un proceso escalar con incrementos independientes con esperanza cero y mo-
mento de segundo orden k(t); sea X(t) un proceso aleatorio continuo por media cuadrada
(m.s.), escalar con momento de segundo orden finito cuyo valor en todo t es independi-
ente de los incrementos futuros del proceso W (t), W (t2)−W (t1), t ≤ t1 < t2; sea Pn una
secuencia de particiones del intervalo (a, b],
Pn : (a, b] =
Nn⋃
k=1
(t
(n)
k−1, t
(n)
k ], t
(n)
0 = a, t
(n)
Nn
= b,
tal que maxk(t
(n)
k − t
(n)
k−1) −→ 0 cuando n −→∞.
El l´ımite por media cuadra´tica de la secuencia de sumas integrales {Yn},
Yn =
Nn∑
k=1
X(t
(n)
k−1)[W (t
(n)
k )−W (t
(n)
k−1)],
si este l´ımite existe, es llamado la Integral estoca´stica de Ito de la funcio´n aleatoria X(t)
con respecto al proceso con incrementos independientes W (t) sobre el intervalo (a, b]:
Y =
∫ b
a
X(t)dW (t) = limn−→∞Yn
Teorema La integral estoca´stica de Ito existe si y so´lo si la integral∫ b
a
E|X(t)|2ν(t)dt = E|Y |2 = DY
existe en cuyo caso esta es igual a la varianza DY de la integral de Ito Y .
Definiendo una θ−integral estoca´stica para algu´n θ ∈ [0, 1] por la siguiente fo´rmula:
Yθ =
∫ b
a
X(τ)dθW (τ) = (1− θ)Y + θY1
siendo un caso particular de la integral de Ito cuando θ = 0. Cuando θ = 1/2 la integral
estoca´stica anterior representa la integral estoca´stica de Stratonovich.
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2.3.2. Ecuaciones Diferenciales Estoca´sticas
La ecuacio´n diferencial
X˙ = a(X, t) + b(X, t)V (2.24)
es llamada ecuacio´n diferencial estoca´stica si la funcio´n aleatoria (generalizada) V = V (t)
representa un ruido blanco en el sentido estricto. Sea X0 un vector aleatorio de la misma
dimensio´n que X(t). La ecuacio´n (2.24) con la condicio´n inicial X(t0) = X0 determina el
proceso aleatorio X(t). La ecuacio´n anterior tambie´n puede escribirse como
X(t) = X0 +
∫ t
to
a(X(τ), τ)dτ +
∫ t
to
b(X(τ), τ)V (τ)dτ (2.25)
donde la primera integral existe por el criterio de media cuadra´tica. Introduciendo el
proceso con incrementos independientes W (t) cuyas derivadas son un ruido blanco V (t)
la ecuacio´n anterior se puede reescribir como
X(t) = X0 +
∫ t
to
a(X(τ), τ)dτ +
∫ t
to
b(X(τ), τ)dW (τ). (2.26)
La ecuacio´n (2.26) tiene un sentido exacto. La ecuacio´n (2.24) con la condicio´n inicial
X(t0) = X0 representa una forma concisa de la ecuacio´n (2.26). La ecuacio´n (2.26) en la
cual la segunda integral una integral estoca´stica de Ito, es llamada la ecuacio´n Integral
estoca´stica de Ito, y la ecuacio´n (2.24) y la que se forma sustituyendo dW por V en (2.24)
son llamadas ecuaciones diferenciales estoca´sticas de Ito. Un proceso aleatorio X(t) el
cual satisface la ecuacio´n (2.26) en el cual las integrales representan l´ımites por el criterio
de media cuadra´tica de la correspondiente suma de integrales, es llamado solucio´n de la
ecuacio´n integral estoca´stica (2.26) y de la ecuacio´n diferencial estoca´stica correspondiente
(2.24) con la condicio´n inicial X(t0) = X0.
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Momentos
Consideremos el sistema lineal
Y˙ = aY + a0 + bV, (2.27)
donde a = a(t), a0 = a0(t), b = b(t) pueden ser funciones en el tiempo t, y V es un ruido
blanco cuya intensidad ν puede ser una funcio´n de tiempo t. Resolviendo la ecuacio´n
(2.27) es decir, obtenido el vector Y , el cual esta´ dado por la fo´rmula
Y (t) = u(t, t0)Y0 +
∫ t
t0
u(t, τ)b(τ)V (τ)dτ +
∫
u(t, τ)a0(τ)dτ, (2.28)
donde u(t, τ) es la matriz determinada como una funcio´n de t por la ecuacio´n diferencial
homoge´nea du
dt
= a(t)u y la condicio´n inicial u(τ, τ) = I.
Momentos de Segundo Orden
Tomando en cuenta que la esperanza del un ruido blanco es igual a cero, en virtud de
(2.28), es encontrada la siguiente fo´rmula para la esperanza del vector estado del sistema
Y (t)
m(t) = u(t, t0)m0 +
∫ t
t0
u(t, τ)a0(τ)dτ (2.29)
donde mo es la esperanza del valor inicial Y0 del vector de estado Y . La funcio´n de
covarianza del vector de estado Y es determinada por la fo´rmula
K(t1, t2) = u(t1, t0)K0u(t2, t0) + (2.30)
+
∫ min(t1,t2)
t0
u(t1, τ)b(τ)ν(τ)b(τ)
T u(t2, τ)
∗dτ
donde K0 es la matriz de covarianza del valor inicial Y0 del vector de estado Y . Dadas las
funciones de valores reales m(t) y K(t1, t2), sigue la fo´rmula para el momento de segundo
30
orden.
Γ(t1, t2) = K(t1, t2) +m(t1)m(t2)
T . (2.31)
La ecuacio´n diferencial para la esperanza del vector Y es obtenida diferenciando (2.29):
m˙(t) = ut(t, t0)m0 +
∫ t
t0
ut(t, τ)a0(τ)dτ + a0(t) (2.32)
= a(t)[u(t, t0)m0 +
∫ t
t0
ut(t, τ)a0(τ)dτ ] + a0(t)
pero la expresio´n entre corchetes es igual a m = m(t) por(2.29). Por lo tanto la ecuacio´n
(2.32) se puede escribir en la forma
m˙ = am+ a0. (2.33)
Integrando la ecuacio´n (2.33) con la condicio´n inicial m(t0) = m0 se puede calcular la
esperanza del vector aleatorio Y en el sistema lineal estoca´stico (2.27).
La ecuacio´n para la matriz de la varianza K(t) del vector Y en (2.30) t1 = t2 = t :
K(t) = K(t, t) = u(t, t0)K0u(t, t0)
∗ + (2.34)∫ t
t0
u(t, τ)b(τ)ν(τ)b(τ)Tu(t, τ)∗dτ
Diferenciando esta fo´rmula respecto a t y sustituyendo ut(t, τ) = a(t)u(t, τ), ut(t, τ)
∗ =
u(t, τ)∗a(t)T se obtiene
K˙(t) = a(t)[u(t, t0)K0u(t, t0)
∗ + (2.35)∫ t
t0
u(t, τ)b(τ)ν(τ)b(τ)T u(t, τ)∗dτ ] + [u(t, t0)K0u(t, t0)
∗
∫ t
t0
u(t, τ)b(τ)ν(τ)b(τ)T u(t, τ)∗dτ ]a(t)T + b(t)ν(t)b(t)T .
Dado que la expresio´n en corchetes es igual a K = K(t) entonces
K˙ = aK +KaT + bνbT . (2.36)
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Integrando la ecuacio´n (2.36) con la condicio´n inicial K(t0) = K0 se puede calcular la
matriz de la varianza del vector aleatorio Y para el sistema lineal estoca´stico (2.27). La
ecuacio´n diferencial para el momento de segundo orden Γ(t) del vector Y con t1 = t2 = t
se puede obtener en base a la fo´rmula
Γ(t) = K(t) +m(t)m(t)T , (2.37)
diferenciando la fo´rmula anterior se obtiene
Γ˙ = K˙ + m˙mT +mm˙T . (2.38)
Sustituyendo aqu´ı las expresiones para m˙ y K˙ para las ecuaciones (2.33) y (2.36) y usando
la fo´rmula (2.37) se llega a
Γ˙ = aΓ + ΓaT + bνbT + a0m
T +maT0 . (2.39)
Integrando la ecuacio´n (2.39) despue´s la ecuacio´n (2.33) la cual determina la esperanza m
con la condicio´n inicial Γ(t0) = Γ0 = K0 +m0m
T
0 se puede calcular el momento inicial de
segundo orden del vector aleatorio Y en el sistema lineal estoca´stico (2.27). La ecuacio´n
para la funcio´n de covarianza K(t1, t2) del proceso aleatorio Y considerada como una
funcio´n de t1 y algu´n t1 fijo , con el caso t1 < t2 :
K(t1, t2) = u(t1, t0)K0u(t2, t0)
∗ +
∫ t1
t0
u(t1, τ)b(τ)ν(τ)b(τ)
T u(t2, τ)
∗dτ (2.40)
Diferenciando la fo´rmula anterior respecto a t2 :
∂K(t1, t2)
∂t2
= u(t1, t0)K0ut2(t2, t0)
∗ + (2.41)∫ t1
t0
u(t1, τ)b(τ)ν(τ)b(τ)
T u(t2, τ)
∗dτ = u(t1, t0)K0u(t2, t0)
∗aT (t2) +∫ t1
t0
u(t1, τ)b(τ)ν(τ)b(τ)
Tu(t2, τ)
∗aT (t2)dτ,
= K(t1, t2)a(t2)
T , t1 < t2.
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con la condicio´n inicial K(t1, t1) = K(t1).
Integrando la ecuacio´n (2.41) con varios valores de t1 se obtiene el nu´mero de secciones
de la matriz de covarianza K(t1, t2) con t1 < t2. Al obtener K(t1, t2) con t2 < t1 se usa
K(t1, t2) = K(t2, t1)
T
Funcio´n Caracter´ıstica Uni-dimensional
Considere el sistema cuyo vector de estado es descrito por la ecuacio´n estoca´stica
diferencial de Ito
Y˙ = a(Y, t) + b(Y, t)V, (2.42)
donde V es un ruido blanco en el sentido estricto. El problema es encontrar la distribu-
cio´n multidimensional del estado del sistema Y (t), suponiendo que la distribucio´n uni-
dimensional del proceso con incrementos independientes
W (t) =W (t0) +
∫ t
t0
V (τ)dτ (2.43)
es conocida. La ecuacio´n de la funcio´n caracter´ıstica uni-dimensional esta´ dada por
∂g1(λ, t)
∂t
= E{iλTa(Y, t) + χ(b(Y, t)Tλ; t)}eiλ
T Y (2.44)
La ecuacio´n multidimensional de la funcio´n caracter´ıstica de un vector estado Y de
un sistema esta´ dada por
gn(λ1, ..., λn; t1, ..., tn) = Eexp{i
n∑
k=1
λTk Y (tk)} (2.45)
Supongamos que la densidad uni-dimensional f1(y, t) para el vector estado del sistema
existe. Entonces la ecuacio´n (2.44) puede escribirse como
∂g1(λ, t)
∂t
=
∫ ∞
−∞
[iλTa(y, t) + χ(b(y, t)Tλ; t)]eiλ
T yf1(y; t)dy (2.46)
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Por la Transformada de Fourier
f1(y; t) =
1
(2π)p
∫ ∞
−∞
e−iµ
T yg1(µ, t)dµ (2.47)
donde p es la dimensio´n del vector de estado Y, y la integral con respecto a todos los
componentes del vector p-dimensional µ es asumida como el valor principal de la integral
en el sentido de Cauchy si g1(µ, t) es no integrable absolutamente. Sustituyendo la ecuacio´n
(2.47) en la ecuacio´n (2.46) es obtenida la ecuacio´n integro diferencial lineal
∂g1(λ, t)
∂t
=
1
(2π)p
∫ ∞
−∞
∫ ∞
−∞
[iλTa(y, t) + χ(b(y, t)Tλ; t)]× (2.48)
ei(λ
T−µT )yg1(µ; t)dµdy
Ana´logamente, suponiendo que la densidad multidimensional del proceso Y (t) existe,
es obtenida la ecuacio´n integro diferencial relativa a gn(λ1, ..., λn; t1, ..., tn) :
∂
∂tn
gn(λ1, ..., λn; t1, ..., tn) (2.49)
=
1
(2π)np
∫ ∞
−∞
...
∫ ∞
−∞
[iλTa(yn, tn) + χ(b(yn, tn)
Tλn; tn)]
×exp{i
n∑
k=1
(λTk − µ
T
k )yk}gn(µ1, ..., µn; t1, ..., tn)
×dµ1∆∆∆dµndy1∆∆∆dyn
Ecuaciones Uni-Dimensionales para las Densidades
Reemplazando en la ecuacio´n (2.46) la variable de integracio´n y por η, multiplicando
esta ecuacio´n por (2π)−pe−iλT y e integrando esto con respecto a λ es obtenida la ecuacio´n
integro-diferencial para la densidad de una dimensio´n f1(y, t)
∂f1(y, t)
∂t
=
1
(2π)p
∫ ∞
−∞
∫ ∞
−∞
[iλTa(η, t) + χ(b(η, t)Tλ; t)]eiλ
T (η−y)f1(η; t)dηdλ (2.50)
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2.4. Teor´ıa de Filtrado O´ptimo
2.4.1. Filtro de Wiener
Planteamiento del Problema
El filtro de Wiener probablemente representa la primera presentacio´n de terminolog´ıa
en el cual dos importantes ideas han sido rescatadas: sistemas dina´micos y estimacio´n
o´ptima en la presencia de ruido. Se considera una sen˜al y(˙) la cual contiene un ruido v(˙) y
una medida z(˙). y(˙), v(˙), y z(˙) pueden originar un problema del tipo continuo, o discreto
en el tiempo dependiendo de la naturaleza de los mismos. Las sen˜ales de tiempo son con-
sideradas como escalares continuos definidos en el intervalo (−∞,∞) so´lamente. Se asume
que y(˙), y v(˙), son funciones simples de procesos aleatorios estacionarios. Normalmente
ellos son independientes y tienen media cero. Posteriormente ellos son considerados para
la obtencio´n de φyy(jw) y φvv(jw), w ∈ R-espectra. La tarea del filtro de Wiener es utilizar
las mediciones z(˙) para estimar y(˙). Ma´s precisamente, se requiere que la estimacio´n sea
causal, en l´ınea y o´ptima. Causal significa que y(t) va a ser estimada usando z(s) para
algu´n s < t; en l´ınea significa que al tiempo t el estimado de y(t) deber´ıa de desempen˜arse
o´ptimamente. O´ptimo significa que yˆ(t), deber´ıa de presentar un error cuadrado mı´nimo,
i.e. E[y(t)− yˆ(t)]2 el cual debe de ser minimizado. Si y(˙), y v(˙) son Gaussianos, esto
significa que yˆ(t) es el estimado condicional, E[y(t)/z(s), s ≤ t].
Solucio´n
La solucio´n a este problema esta´ dada en la siguiente explicacio´n: El filtro de Wiener
es un sistema lineal, invariante en el tiempo, causal, estable, cuya relacio´n entrada-salida
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esta´ dada por una funcio´n de transferencia h(˙) :
yˆ(t) =
∫ t
−∞
h(t− s)z(s)ds (2.51)
La sen˜al y(˙) y el ruido v(˙) son representados como la salida de un sistema lineal
excitado por ruido blanco. Si εy (˙), εv(˙) son ruidos blancos con media cero y la intensidad
de la varianza 1, entonces
E[εy(t)εy(s)] = E[εv(t)εv(s)] = δ(t− s), (2.52)
y por lo tanto
φyy(jw) = /Wy(jw)/
2, φvv(jw) = /Wv(jw)/
2 (2.53)
La clave del problema es la obtencio´n de φyy(jw), φvv(jw) para la funcio´n de respuesta
al impulso h(t) o su funcio´n de transferencia H(jw). El paso crucial es la te´cnica de
factorizacio´n espectral. El espectro de z(˙) cuando y(˙) y v(˙) son independientes esta´ dado
por
φzz(jw) = φyy(jw) + φvv(jw) (2.54)
La factorizacio´n espectral requiere de la determinacio´n de una funcio´n de transferencia
Wz(jw) tal que Wz(s) y W
−1
z (s) son anal´ıticas en R, s ≥ 0 y tal que
φzz(jw) = /Wz(jw)/
2, (2.55)
En [38] esta operacio´n de factorizacio´n espectral es presentada como un paso crucial
en la obtencio´n de H (˙), la cual en [36] es la clave para la determinacio´n del filtro o´ptimo.
A continuacio´n se procede de la siguiente manera. Se define una sen˜al εz (˙) como la salida
de un sistema lineal de una funcio´n de transferencia W−1z (jw) conducida por z(˙). Si existe
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W−1z (˙) entonces εz (˙) es equivalente a z(˙), es decir la estimacio´n de y(t) usando εz(s) para
s < t deber´ıa dar el mismo resultado como estimacio´n de y(t) usando z(s) para s < t y
adema´s εz (˙) es un ruido blanco. Esta simplificacio´n es muy importante y es utilizada para
la obtencio´n del filtro o´ptimo en [45].
Adema´s, es notable que la construccio´n deWz (˙) satisface las condiciones de estabilidad
y (2.55) y es un paso importante para la construccio´n de H (˙). La pregunta es ¿co´mo puede
ser hecho esto si φzz (˙) es racional?, la clave es la factorizacio´n polinomial. En otro caso,
utilizar:
Wz(jw0) = minε−→0exp{
1
2π
∫ ∞
−∞
logφzz(jw)
−j(w − w0)− ε
dw} (2.56)
Otra forma de resolver el problema de filtrado, en el dominio del tiempo, es utilizando
la funcio´n de respuesta al impulso h(t), la cual corresponde a la transformada inversa de
Laplace de la funcio´n H(jw), mediante la ecuacio´n
h(t) +
∫ t
0
h(τ)K(τ − s)ds = K(t), t ≥ 0, (2.57)
dondeK(τ) es la funcio´n de covarianza de y(t). Esta ecuacio´n es conocida como la ecuacio´n
de Wiener-Hopf.
2.4.2. Filtro de Kalman-Bucy (Caso Discreto)
Pra´cticamente, todo lo establecido para el filtro de Kalman en el tiempo continuo, se
traslada al caso del filtro con tiempo discreto. La teor´ıa en el caso continuo se aprecia
ma´s transparente que en el caso discreto, ya que presenta aplicabilidad a ma´s problemas.
37
Planteamiento del problema
El modelo esta´ dado por
xk+1 = Fkxk +Gkwk (2.58)
zk = H
Tkxk + vk
con
E

 wk
vk

[ wTl vTl
]
=

 Qk 0
0 Rk

 δkl
y {wk}, {vk} son secuencias con media cero. Por convencionalismo, se considera el tiempo
inicial k = 0. Agregando que la media x0 y la varianza P0 de x0, son independientes de
{wk}, {vk}. Todas las variables son Gaussianas. La idea principal es distinguir el efecto de
dina´micas y mediciones en el filtro. Ma´s precisamente, sea x̂k/k el estimado o´ptimo, una
media estimada de xk dada zl, l ≤ k, y sea x̂k+1
k
dado por E[kk+1/zl, l ≤ k],el primer paso
en la prediccio´n del estimado.
Solucio´n
Dado que wk es independiente de zl para l ≤ k, se tiene
x̂k+1
k
= Fkx̂k
k
(2.59)
Esto demuestra como actualizar un estimado como resultado de sistemas dina´micos, cuan-
do no aparecen mediciones extras. (2.59) se apoya en
∨
k+1
k
= Fk
∨
k/k
F Tk +GkQkG
T
k (2.60)
Aqu´ı
∨
k+1
k
, y
∨
k/k son las covarianzas del error asociadas con x̂k
k
y x̂k+1
k
. Actualizar las
ecuaciones de los estimados equivale a pasar de x̂k+1
k
y
∨
k+1
k
a x̂k+1
k+1
y
∨
k+1
k+1
. Y esto se
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muestra a continuacio´n
x̂k+1
k+1
= x̂k+1
k
+
∨
k+1
k
Hk+1[H
T
k+1
∨
k+1
k
Hk+1 +Rk+1]
−1 (2.61)
×[zk+1 −H
T
k+1x̂k+1
k
]∨
k+1
k+1
=
∨
k+1
k
−
∨
k+1
k
Hk+1[H
T
k+1
∨
k+1
k
Hk+1 +Rk+1]
−1HTk+1
∨
k+1
k
2.4.3. Filtro de Kalman-Bucy (Caso Continuo)
Planteamiento del Problema
La representacio´n del modelo esta´ dada por
dx(t)
dt
= F (t)x(t) +G(t)w(t) (2.62)
z(t) = HT (t)x(t) + v(t) (2.63)
en el cual F,G,H son matrices n× n, n×m, y n× p respectivamente. El proceso w(˙) y
v(˙) son ruidos blancos Gaussianos con media cero tales que
E

 w(t)
v(t)

[ wT (s) vT (s) ] =

 Q(t) S(t)
ST (t) R(t)

 δ(t− s)
con R(t) = R′(t) > 0 para toda t. Muy frecuentemente, S(t) ≡ 0, i.e. w(˙) y v(˙) son
independientes. Lo cual es supuesto. Entonces Q(t) = QT (t) ≥ 0. Se asume un tiempo
inicial finito t0. Por otro lado x(t0) sera´ asumida como variable aleatoria Gaussiana con
media x0 y varianza p0. La tarea de la estimacio´n es usar mediciones de z(s) para s < t
para estimar x(t), este estimado es llamado x̂(t), el cual minimiza E[‖ x(t)− x̂(t) ‖2]. Esto
significa que x̂(t) es necesariamente una estimacio´n de la media condicional, con respecto
a las observaciones.
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Solucio´n
La solucio´n es obtenida de la siguiente manera. Definamos P (t) = P T (t) ≥ 0 como la
solucio´n de
P˙ = PF T + FP − PHR−1HTP +GQGT , P (t0) = P0 (2.64)
Y x̂(t) es la solucio´n de
dx̂
dt
= F (t)x̂(t) + P (t)H(t)R−1(t)[z(t)−HT (t)x̂(t)] (2.65)
Donde P (t)H(t)R−1(t) denota la ganancia de Kalman. E[x(t)− x̂(t)][x(t)− x̂(t)]T =
P (t). La efectividad del estimador o´ptimo es medida por la covarianza del error, la cual
es dada por la solucio´n de la ecuacio´n (2.64), y la existencia de la solucio´n a esta ecuacio´n
en (t0,∞) esta´ garantizada.
Algunas diferencias del filtro de Kalman con respecto al de Wiener son dadas en la
siguiente tabla.
Filtro de Wiener Filtro de Kalman
t0 = −∞ t0 ≥ −∞
Estacionario Acepta no estacionario.
Infinito dimensional Finito dimensional
Ruido no necesariamente blanco Ruido blanco
Factorizacio´n espectral Solucio´n de la ecuacio´n de Riccati
Estimacio´n de la sen˜al Estimacio´n del estado
El problema de prediccio´n es resuelto por la teor´ıa de filtrado. Esto consiste en calcular
x(t+△) para algu´n △ positivo, dado z(s) para s < t, esto es:
x̂(t+△) = Φ(t +△)x̂(t) (2.66)
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2.4.4. Filtro O´ptimo Polinomial
Sea (Ω, F, P ) un espacio completo de probabilidad con una familia creciente y continua
por la derecha de σ-algebras Ft, t ≥ t0, y sean (W1(t), Ft, t ≥ t0) y (W2(t), Ft, t ≥ t0)
procesos independientes de Wiener. El Ft medible proceso aleatorio (x(t), y(t)) es descrito
por una ecuacio´n diferencial no lineal con un te´rmino drift polinomial para el estado del
sistema
dx(t) = f(x, t)dt+ b(t)dW1(t), x(t0) = x0, (2.67)
y una ecuacio´n diferencial lineal para el proceso de observacio´n
dy(t) = (A0(t) + A(t)x(t))dt+B(t)dW2(t). (2.68)
Aqu´ı, x(t) ∈ Rn es el vector de estado y y(t) ∈ Rm es el vector de observacio´n lineal,
m ≤ n. La condicio´n inicial x0 ∈ Rn es un vector Gaussiano tal que x0, W1(t) ∈ Rp,
y W2(t) ∈ R
q son indepenientes. Donde la matriz de observacio´n A(t) ∈ Rm×n no se
supone que sea invertible o incluso cuadrada. se asume que B(t)BT (t) es una matriz
definida positiva, por lo tanto, m ≤ q. Todos los coeficientes en (2.67)-(2.68) son funciones
determin´ısticas de dimensiones apropiadas.
Las ecuaciones de filtrado o´ptimo pueden ser obtenidas usando la fo´rmula para la
diferencial de Ito de la esperanza condicional m(t) = E(x(t) | F Yt )
dm(t) = E(f(x, t) | F Yt )dt+ E(x(t)[A(t)(x(t)−m(t))]
T | F Yt )×
(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t)), (2.69)
Donde f(x, t) es el te´rmino del drift polinomial en la ecuacio´n de estado.
dm(t) = E(f(x, t) | F Yt )dt+ P (t)A
T (t)(B(t)BT (t))−1×
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(dy(t)− (A0(t) + A(t)m(t))dt), (2.70)
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))
T ) | F Yt )+
b(t)bT (t)− P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt, (2.71)
Con las condiciones iniciales m(t0) = E(x(t0) | F
Y
t0 ) y P (t0) = E[(x(t0) −m(t0))(x(t0) −
m(t0))
T | F Yt0 ].
En el caso particular donde (f(x, t)) toma la forma
f(x, t) = a0(t) + a1(t)x+ a2(t)xx
T + a3(t)xxx
T
Las siguientes ecuaciones de filtrado o´ptimo en forma cerrada son obtenidas en [11]:
dm(t) = (a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t)+
3a3(t)m(t)P (t) + a3(t)m(t)m(t)m
T (t))dt+
P (t)AT (t)(B(t)BT (t))−1[dy(t)− (A0(t) + A(t)m(t))dt],
m(t0) = E(x(t0) | F
Y
t )),
dP (t) = (a1(t)P (t) + P (t)a
T
1 (t) + 2a2(t)m(t)P (t) + (2a2(t)m(t)P (t))
T+
3(a3(t)[P (t)P (t) +m(t)m
T (t)P (t))+
3(a3(t)[P (t)P (t) +m(t)m
T (t)P (t))T+
b(t)bT (t))dt− P (t)AT (t)(B(t)BT (t))−1A(t)P (t)dt.
P (t0) = E((x(t0)−m(t0))(x(t0)−m(t0))
T | F Yt )).
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2.4.5. Ecuacio´n General de Filtrado O´ptimo
Considere el proceso continuo estoca´stico descrito por la ecuacio´n
X˙ = ϕ(X, t) + ψ(X, t)V (2.72)
donde X es el vector de estado n−dimensional del sistema, V es un vector r−dimensional
que representa el ruido blanco Gaussiano, y ϕ(X, t), ψ(X, t) son funciones conocidas del
estado del sistema y del tiempo. Los valores de la funcio´n ϕ(X, t) son vectores n− di-
mensionales y los valores de la funcio´n ψ(X, t) son matrices n× r. Si el vector de estado
del sistema X es medido continuamente, entonces el proceso aleatorio n−dimensional
Y (t) = X(t) + U(t) ser´ıa el resultado de las mediciones, donde U(t) es el error de la
medicio´n, el cual representa usualmente una funcio´n aleatoria del tiempo. Por otro lado,
si esto no se cumple con el vector de estado, pero si algunas funciones del vector de estado
son medidas por alguno de los componentes del vector de observacio´n, el resultado de las
mediciones es determinado en forma general por la fo´rmula
Y = Y (t) = ϕ0(X,U, t), (2.73)
donde Y es un vector n1−dimensional, U es el error de la medicio´n, representando una
funcio´n vectorial aleatoria de tiempo de dimensio´n r ≥ n1 y ϕ0(x, u, t) es una funcio´n
conocida del estado del sistema, medicio´n del error y del tiempo. El modelo general de
mediciones las cuales son llevadas a cabo en un sistema puede ser descrito por la ecuacio´n
diferencial
Y˙ = ϕ1(Y,X, U, t). (2.74)
El resultado de las mediciones representa el proceso aleatorio Y . El problema de filtrado
es planteado para el vector de estado del sistema X en cada instante t > t0, usando los
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resultados de mediciones continuas del proceso Y determinado por la ecuacio´n (2.74) en
el intervalo de tiempo [t0, t].
Sea un vector aleatorio de un proceso [Y TXT ]T determinado por las ecuacio´nes difer-
enciales estoca´sticas de Ito
dY = ϕ1(Y,X, t)dt+ ψ1(Y,X, t)dW, (2.75)
dX = ϕ(Y,X, t)dt+ ψ(Y,X, t)dW,
donde Y es un proceso aleatorio n1−dimensional, X es un proceso n−dimensional, W
es un proceso n−dimensional, ϕ1(y, x, t) y ϕ(y, x, t) son funciones vectoriales que mapean
el espacio Rn1×Rn×R en los espacios Rn1 y Rn respectivamente y ψ1(y, x, t) y ψ(y, x, t) son
matrices de funciones conocidas que mapean Rn1×Rn×R en Rn1r y Rnr respectivamente.
Esto constituye el planteamiento del problema de filtrado para el vector estado del sistema
en algu´n instante t > t0 usando los resultados de mediciones continuas del proceso Y en
el intervalo de tiempo [t0, t].
La solucio´n general al problema de filtrado o´ptimo se obtiene de la siguiente propiedad
para los momentos de segundo orden: el menor de todos los momentos de segundo orden de
una variable aleatoria escalar es su varianza. De aqu´ı se sigue que la mejor aproximacio´n de
una variable aleatoria por una variable no aleatoria mediante el criterio de media cuadrada
es dada por su esperanza condicional respecto a las observaciones. Sea Y tto el conjunto de
valores del proceso medido en el intervalo de tiempo [t0, t], Y
t
to = {Y (τ) : τ ∈ [t0, t]}.
Entonces el estimado o´ptimo del vector Xu = X(u), el cual da la solucio´n del problema
para u = t es determinado por la fo´rmula
X̂u = E[Xu/Y
t
t0
] (2.76)
Esta fo´rmula determina el estimado o´ptimo del valor Xu para alguna funcio´n aleatoria
X(u) usando los resultados de las mediciones de otra funcio´n aleatoria Y (t) en el intervalo
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[t0, t]. Tambie´n es va´lida para el caso de un vector con argumento t y la medicio´n de la
funcio´n Y (t) en algu´n conjunto T de valores de t. La aplicacio´n de la fo´rmula (2.76) es
necesaria para encontrar la distribucuo´n condicional de Xu. Este puede ser un problema
que en ocasiones no se pueda resolver. En el caso particular en el que Y (t) y X(t) son
determinados por las ecuaciones (2.75), este puede ser resuelto bajo algunas restricciones
adicionales. La fo´rmula general para el diferencial estoca´stico del estimado o´ptimo de una
funcio´n del vector de estado dado es la base de la teor´ıa de filtrado o´ptimo. Sea f(Xt, t)
alguna funcio´n escalar del vector de estado n−dimensional de un sistema y de tiempo.
Su estimado o´ptimo usando los resultados de observacio´n Y tto de acuerdo con (2.76) es
determinado por la fo´rmula
f̂(t) = E[f(Xt, t)/Y
t
to ]. (2.77)
Este estimado representa un funcional del proceso aleatorio Y (t) en el intervalo de tiempo
[t0, t], y consecuentemente es por si mismo una funcio´n de t. Un problema matema´tico
que sirve de ayuda es encontrar la diferencial estoca´stica de Ito de este proceso aleatorio.
Este problema puede ser resuelto bajo la condicio´n que W (t) en las ecuaciones (2.75)
representa el proceso de Wiener cuya dimensio´n r es no menor que n1 que es la dimensio´n
del proceso de medicio´n Y (t), y que la funcio´n ϕ1 en las ecuacio´nes (2.75) no depende de
X . El sistema (2.75) toma la forma
dY = ϕ1(Y,X, t)dt+ ψ1(Y, t)dW, (2.78)
dX = ϕ(Y,X, t)dt+ ψ(Y,X, t)dW,
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Diferencial de Ito para una Funcio´n del Estimado O´ptimo
La ecuacio´n diferencial estoca´stica del estimado o´ptimo de la variable aleatoria f(Xt, t)
para las ecuaciones (2.75) esta´ dada por la fo´rmula
df̂ = E[ft(X, t) + fx(X, t)
Tϕ(Y,X, t) (2.79)
+
1
2
tr{fxx(X, t)(ψνψ
T )(Y,X, t)}/Y tt0]dt+ E[f(X, t){ϕ1(Y,X, t)
T − ϕ̂T1 }
+fx(X, t)
T (ψνψT1 )(Y,X, t)/Y
t
t0 ](ψ1νψ
T
1 )
−1(Y, t)(dY − ϕ̂1dt),
donde
(ψνψT )(x, y, t) = ψ(y, x, t)ν(t)ψ(y, x, t)T , (2.80)
(ψνψT1 )(y, x, t) = ψ(y, x, t)ν(t)ψ1(y, t)
T ,
(ψ1νψ
T
1 )
−1(y, t) = [ψ1(y, t)ν(t)ψ1(y, t)
T )]−1,
ϕ̂1 =
∫ ∞
−∞
ϕ1pt(x)dx = E[ϕ1(Xt, Yt, t/Y
t
t0
],
pt(x) es la densidad condicional de Xt relativa a Y
t
t0
; las derivadas ft, fx, fxx y todas las
esperanzas condicionales del lado derecho existen.
Ecuacio´n para la Funcio´n Caracter´ıstica
Sustituyendo en la ecuacio´n (2.79) f(x, t) = eiλ
TXt se obtendra´ la ecuacio´n estoca´stica
para la funcio´n condicional caracter´ıstica del vector aleatorio Xt :
gt(λ) = E[e
iλTXt/Y tt0 ]. (2.81)
Haciendo las sustituciones
ft = 0, fx = iλe
iλT x, fxx = −λλ
T eiλ
T x, (2.82)
tr{λλT (ψνψT )(y, x, t)} = λT (ψνψT )(y, x, t)λ,
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de la ecuacio´n (2.79) se obtiene
dgt(λ) = E[iλ
Tϕ(Y,X, t)−
1
2
(ψνψT )(Y,X, t)λ}eiλ
TX/Y tt0 ]dt (2.83)
+E[{ϕ1(Y,X, t)
T − ϕ̂T1 + iλ
T (ψνψT1 )(Y,X, t)}
×eiλ
TX/Y tt0 ](ψ1νψ
T
1 )
−1(Y, t)(dY − ϕ̂1dt).
El lado derecho representa una funcio´n de λ. La distribucio´n condicional del vector aleato-
rio X es completa y u´nicamente determinada por su funcio´n caracter´ıstica. Resolviendo
la ecuacio´n (2.83) es posible evaluar el estimado o´ptimo X̂t del vector de estado Xt de-
terminado por la fo´rmula (2.76). Mediante estas fo´rmulas es posible obtener la expresio´n
para la esperanza en te´rminos de la funcio´n caracter´ıstica.
X̂t = E[Xt/Y
t
t0
] = [
∂gt(λ)
∂λ
]λ=0 (2.84)
Ecuacio´n para la Densidad Condicional
La ecuacio´n estoca´stica para la densidad condicional pt(x) del vector aleatorio Xt es
derivada a continuacio´n
dpt(x) = −
∂T
∂x
[ϕ(Y, x, t)pt(x)]dt (2.85)
+
1
2
tr{
∂
∂x
∂T
∂x
[(ψνψT )(Y,X, t)pt(x)]}(ψ1νψ
T
1 )
−1(Y, t)(dY − ϕ̂1dt)
o
dpt(x) = L
∗pt(x)dt+ {[ψ1(Y, x, t)
T − ϕT1 ]pt(x) (2.86)
−
∂T
∂x
[(ψνψT )(Y, x, t)pt(x)]}(ψ1νψ
T
1 )
−1(Y, t)(dY − ϕ̂1dt),
donde L∗ es el operador adjunto del operador
L = ϕ(Y, x, t)T
∂
∂x
+
1
2
tr[(ψνψT )(Y, x, t)
∂
∂x
∂T
∂x
]. (2.87)
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Observando la u´ltima ecuacio´n de (2.80), se concluye que la ecuacio´n (2.85) representa
una ecuacio´n integro-diferencial relativa a la densidad condicional pt(x). Como el momento
inicial to la funcio´n pt0(x) sirve como la condicio´n inicial para la ecuacio´n (2.85). Despue´s
de resolver la ecuacio´n (2.85), se puede encontrar de acuerdo con la fo´rmula (2.76) el
estimado o´ptimo X̂t del vector de estado Xt del sistema
X̂t = E[Xt/Y
t
t0 ] =
∫ ∞
−∞
xpt(x)dx. (2.88)
Como la fo´rmula (2.75) determina la diferencial estoca´stica de Ito del proceso aleato-
rio f̂(t), las ecuaciones (2.83) y (2.85) representan ecuaciones estoca´sticas de Ito. La
ecuacio´n (2.85) fue originalmente obtenida en otra forma y bajo restricciones ma´s r´ıgidas
en (Stratonovich1961, 1966) referida como la ecuacio´n estoca´stica de Stratonovich. Al mis-
mo tiempo, la ecuacio´n para pt en la forma de Ito fue obtenida en (Kushner1964a, b, 1967)
tambie´n bajo restricciones ma´s r´ıgidas. Por lo tanto es usualmente llamada la ecuacio´n
de Stratonovich-Kushner.
Diferencial Estoca´stica de la Esperanza Matema´tica
La fo´rmula (2.76) determino´ el estimado o´ptimo como la esperanza condicional de X̂
de la variable aleatoria correspondiente X . El estimado o´ptimo obtenido como resultado
de mediciones es caracterizado por la matriz de covarianza condicional R. Estas fo´rmulas
se pueden obtener de la fo´rmula general (2.79). Como la fo´rmula (2.79) determina la
diferencial estoca´stica de una funcio´n escalar del estado del sistema, es necesario aplicarla
para cada elemento de las matrices X̂ y R por separado. Sustituyendo en (2.79) f(X, t) =
Xl, ft = 0, fx = [0, ..,1, ...]
T , fxx = 0, y la fo´rmula (2.79) toma la forma
dX̂l = ϕ̂ldt+ E[Xl(ϕ
T
l − ϕ̂
T
l ) (2.89)
+(ψνψTl )l/Y
t
t0
](ψlνψ
T
l )
−1(dY − ϕ̂ldt)(l = 1, ..., n)
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donde de acuerdo con la u´ltima ecuacio´n de (2.79) ϕ̂l = E[ϕl(Y,X, t)/Y
t
t0
], (ψνψTl )l, siendo
la lera columna de la matriz ψνψTl y los argumentos de las funciones ϕl, ψνψ
T
l y ψlνψ
T
l )
−1
son omitidos por brevedad. Entonces la matriz para el diferencial estoca´stico del estimado
o´ptimo X̂ del vector de estado del sistema X esta´ dada por
dX̂ = ϕ̂dt+ E[X{(ϕl(Y,X, t)
T − ϕ̂Tl )} (2.90)
+(ψνψTl )(Y,X, t)/Y
t
t0 ](ψlνψ
T
l )
−1(Y, t)(dY − ϕ̂ldt)
Diferencial Estoca´stica del Momento Condicional de Segundo Orden
Sustituyendo en (2.79) f(X, t) = XkXl con k < l, ft = 0, fx = [0, ...Xl...Xk..,0]
T ,
fxx =


0 · · · 0 · · · 0 · · · 0
. .. . .. . .. .
0 · · · 0 · · · 1 · · · 0
. .. . .. . .. .
0 · · · 1 · · · 0 · · · 0
. .. . .. . .. .
0 · · · 0 · · · 0 · · · 0


Siendo las dos columnas y renglones centrales conteniendo unos, los correspondientes
a k, y l respectivamente, de la fo´rmula (2.79) se tiene
dΓkl = E[Xkϕl +Xlϕk + (ψνψ
T )kl/Y
t
t0 ]dt (2.91)
+E[XkXl(ϕ
T
l − ϕ̂
T
l ) +Xk(ψνψ
T
l )l
+Xl(ψνψ
T
l )k/Y
t
t0 ](ψlνψ
T
l )
−1(dY − ϕ̂1dt)(k, l = 1, ..., n),
donde dΓkl = E[XkXlϕk/Y
t
t0
], y (ψνψT )kl es el elemento correspondiente de la matriz
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(ψνψT ). Re-escribiendo la fo´rmula (2.91) como
dΓkl = E[Xkϕl +Xlϕk + (ψνψ
T )kl/Y
t
t0
]dt (2.92)
+
r∑
ρ=1
E[XkXlaρ +Xkblk +Xlbkρ/Y
t
t0
](dYρ − ϕ̂1ρdt),
donde aρ es el ρ−e´simo elemento de la matriz (ϕT1 − ϕ̂
T
1 )(ψ1νψ
T
1 )
−1 y bkρ es el elemento del
k−e´simo renglo´n y de la ρ−e´sima columna de la matriz ψνψT1 (ψ1νψ
T
1 )
−1. Denotando por
bρ la ρ−e´sima columna de la matriz ψνψT1 (ψ1νψ
T
1 )
−1, bρ = [b1ρ, ..., bρρ]
T (ρ = 1, ..., r), se
obtiene la siguiente fo´rmula diferencial estoca´stica del momento condicional de segundo
orden Γ del vector estado del sistema:
dΓ = E[Xϕ(Y,X, t)T + ϕ(Y,X, t)XT (2.93)
+(ψνψT )(Y,X, t)/Y tt0 ]dt+
r∑
ρ=1
E[XXTaρ(Y,X, t)
+Xbρ(Y,X, t)
T + bρX
T/Y tt0 ](dYρ − ϕ̂1ρdt),
Diferencial Estoca´stica de la Matriz de Covarianza
Para encontrar la diferencial estoca´stica de la matriz de covarianza condicional R
del vector estado del sistema se usara´ la fo´rmula conocida que relaciona la esperanza, el
momento de segundo orden, y la matriz de covarianza del vector aleatorio R = Γ− X̂X̂T ,
o en la forma escalar Rkl = Γkl−X̂kX̂l. Derivando en ambos lados de la u´ltima fo´rmula, se
obtiene la expresio´n dRkl = dΓkl− d(X̂kX̂l). Para encontrar d(X̂kX̂l) se utiliza la fo´rmula
d(Z1Z2) = Z1dZ2 + Z2dZ1 + Y1νY
T
2 dt, (2.94)
Z(t) = [Z1, Z2] es un proceso de Ito, el cual esta´ dado por
dZ(t) = x(t)dt + Y (t)dW (t). (2.95)
50
Aqu´ı t0 > 0,W (t) es un proceso de Wiener, donde Y1 y Y2 representan la primera y
segunda columnas de la matriz Y = [Y1, Y2] respectivamente. X(t), Y1(t), Y2(t) son fun-
ciones aleatorias que satisfacen las condiciones de existencia. Z1, Z2 son los componentes
del vector aleatorio Z(t). De acuerdo con (2.90)
E[Xk(ϕ
T
1 − ϕ̂
T
1 ) + (ψνψ
T
1 )k/Y
t
t0 ](ψ1νψ
T
1 )
−1ψ1, (2.96)
E[Xl(ϕ
T
1 − ϕ̂
T
1 ) + (ψνψ
T
1 )l/Y
t
t0
](ψ1νψ
T
1 )
−1ψ1,
juegan el rol de los renglones Y1, Y2 de la matriz, en este caso se llega a
d(X̂kX̂l) = X̂kdX̂l + X̂ldX̂k (2.97)
E[Xk(ϕ
T
1 − ϕ̂
T
1 ) + (ψνψ
T
1 )k/Y
t
t0
](ψ1νψ
T
1 )
−1ψ1νψ
T
1 (ψ1νψ
T
1 )
−1
×E[Xl(ϕ
T
1 − ϕ̂
T
1 ) + (ψ1νψ
T )l/Y
t
t0 ]dt.
Sustituyendo aqu´ı las expresiones para dX̂k y dX̂l de la ecuacio´n (2.89), se tiene
d(X̂kX̂l) = {X̂kϕ̂l + X̂lϕ̂k (2.98)
+E[Xk(ϕ
T
1 − ϕ̂
T
1 ) + (ψνψ
T
1 )k/Y
t
t0 ](ψ1νψ
T
1 )
−1E[Xl(ϕ
T
1 − ϕ̂
T
1 ) + (ψνψ
T
1 )
T
l /Y
t
t0 ]}dt
+E[(X̂kXl + X̂lXk)(ϕ
T
1 − ϕ̂
T
1 ) + X̂k(ψνψ
T
1 )l
+X̂l(ψνψ
T
1 )k/Y
t
t0 ](ψ1νψ
T
1 )
−1(dY − ϕ̂ldt).
Substrayendo esta fo´rmula de (2.92) y adicionando el te´rmino
E[(X̂kX̂l)(ϕ
T
1 − ϕ̂
T
1 )/Y
t
t0
] = X̂kX̂l(ϕ̂
T
1 − ϕ̂
T
1 ) = 0, (2.99)
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se obtiene
dRkl = {E[(Xk − X̂k)ϕl + (Xl − X̂l)ϕk + (ψνψ
T
1 )kl/Y
t
t0
] (2.100)
−E[Xk(ϕ
T
1 − ϕ̂
T
1 ) + (ψνψ
T
1 )k/Y
t
t0 ](ψ1νψ
T
1 )
−1E[Xl(ϕ1 − ϕ̂1)
+(ψνψT1 )
T
l /Y
t
t0
]}dt+ E[(Xk − X̂k)(Xl − X̂l)(ϕ
T
1 − ϕ̂
T
1 )
+(Xk − X̂k)(ψνψ
T
1 )l + (Xl − X̂l)(ψνψ
T
1 )k/Y
t
t0 ](ψ1νψ
T
1 )
−1
×(dY − ϕ̂ldt)(k, l = 1, ...n).
Haciendo algunas transformaciones en la fo´rmula anterior (2.100), obtenemos la fo´rmula
de la matriz diferencial estoca´stica para la matriz de covarianza como la solucio´n de
dR = {E[(X − X̂)ϕ(Y,X, t)T + ϕ(Y,X, t)(XT − X̂T )− E[X{(ϕ1(Y,X, t)
T − ϕ̂T1 )}+
(ψνψT1 )(Y,X, t)/Y
t
t0 ](ψ1νψ
T
1 )
−1(Y, t)E[{(ϕ1(Y,X, t)− ϕ̂1)}X
T (2.101)
+(ψ1νψ
T )(Y,X, t)/Y tt0 ]}dt
+
r∑
ρ=1
E[(X − X̂)(XT − X̂T )aρ(Y,X, t) + (X − X̂)bρ(Y,X, t)
T
+(X − X̂)T/Y tt0 ](dYρ − ϕ̂lρdt).
Hasta aqu´ı se ha establecido el planteamiento del problema y solucio´n para el caso
de un sistema representado por ecuaciones de estado lineales, y de observaciones lineales,
ambas con la presencia de disturbios los cuales se comportan como ruidos blancos Gaus-
sianos, lo cual fue desarrollado por Kalman-Bucy.
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Cap´ıtulo 3
Filtrado O´ptimo para Estados
Polinomiales Incompletamente
Medibles con Ruido de Poisson
3.1. Planteamiento del Problema
Sea (Ω, F, P ) un espacio completo de probabilidad con una familia de σ-a´lgebras
Ft, t ≥ 0 creciente y continua por la derecha, y sean (N1(t), Ft, t ≥ 0) y (N2(t), Ft, t ≥ 0)
dos procesos de Poisson centralizados independientes. El proceso aleatorio Ft-medible
(x(t), y(t)) es descrito por una ecuacio´n diferencial estoca´stica no lineal con un te´rmino
drift polinomial para el estado del sistema
dx(t) = f(x, t)dt+ b(t)dN1(t), x(0) = x0, (3.1)
y una ecuacio´n diferencial lineal para el proceso de observacio´n
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dy(t) = (A0(t) + A(t)x(t))dt+B(t)dN2(t). (3.2)
Aqu´ı, x(t) ∈ Rn es el vector de estado y y(t) ∈ Rm es el vector de observacio´n lineal,
de lo que sigue que m ≤ n. La condicio´n inicial x0 ∈ Rn es un vector de Poisson tal
que x0, N1(t) ∈ Rp, y N2(t) ∈ Rq son independientes entre s´ı. La matriz de observacio´n
A(t) ∈ Rm×n no es necesariamente invertible, inclusive no se requiere que sea una matriz
cuadrada. Se asume que B(t)BT (t) es una matriz definida positiva, y por lo tanto, m ≤
q. Todos los coeficientes en las ecuaciones (3.1)–(3.2) son funciones determin´ısticas de
dimensiones apropiadas.
La funcio´n no lineal f(x, t) sera´ considerada una funcio´n polinomial de n variables,
donde las componentes del vector de estado x(t) ∈ Rn, son coeficientes que dependen
del tiempo t. Como x(t) ∈ Rn es un vector, se requiere una definicio´n especial para el
polinomio en el caso donde n > 1. De acuerdo con [14], un polinomio de grado p de un
vector x(t) ∈ Rn se considera de la forma p-lineal de n componentes de x(t) y se puede
expresar de la siguiente manera
f(x, t) = a0(t) + a1(t)x+ a2(t)xx
T + . . .+ ap(t)x . . .p veces . . . x, (3.3)
donde a0(t) es un vector de dimensio´n n, a1 es una matriz de dimensio´n n×n, a2 es un 3D
tensor de dimensio´n n×n×n, ap es un (p+1)D tensor de dimensio´n n×. . .(p+1) veces . . .×n,
y x× . . .p veces . . .× x es un pD tensor de dimensio´n n× . . .p veces . . .× n que se obtiene al
multiplicar el vector x(t), p veces por s´ı mismo. Tal polinomio tambie´n puede ser expresado
en la forma de la siguiente sumatoria
fk(x, t) = a0 k(t) +
∑
i
a1 ki(t)xi(t) +
∑
ij
a2 kij(t)xi(t)xj(t) + . . .
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+
∑
i1...ip
ap ki1...ip(t)xi1(t) . . . xip(t), k, i, j, i1 . . . ip = 1, . . . , n.
El problema de estimacio´n consiste en encontrar el estimado o´ptimo xˆ(t) del estado
del sistema x(t), basado en el proceso de observacio´n Y (t) = {y(s), t0 ≤ s ≤ t}, que
minimice la segunda norma Euclideana
J = E[(x(t)− xˆ(t))T (x(t)− xˆ(t)) | F Yt ]
para cada t. Aqu´ı, E[z(t) | F Yt ] representa el valor esperado condicional de un proceso
estoca´stico z(t) = (x(t) − xˆ(t))T (x(t) − xˆ(t)) con respecto a la σ - a´lgebra F Yt generada
por el proceso de observacio´n Y (t) en el intervalo de tiempo [t0, t]. Como se sabe de [53],
este estimado o´ptimo esta´ dado por el valor esperado condicional
xˆ(t) = m(t) = E(x(t) | F Yt )
del estado del sistema x(t) con respecto a la σ - a´lgebra F Yt generada por el proceso de
observacio´n Y (t) en el intervalo de tiempo [t0, t]. Como es usual, la funcio´n matricial
P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ]
es la estimacio´n de la varianza del error de estimacio´n.
La solucio´n propuesta a este problema de filtrado o´ptimo se basa en las fo´rmulas de
las diferenciales Ito del valor esperado condicional E(x(t) | F Yt ) y de su varianza P (t)
(citado despue´s de [53]) y sera´ desarrollado en la siguiente seccio´n.
3.2. Disen˜o del Filtro O´ptimo
Las ecuaciones de filtrado o´ptimo se obtendra´n utilizando la fo´rmula de la diferencial
Ito del valor esperado condicional m(t) = E(x(t) | F Yt ) en el caso del te´rmino drift lineal
A0(t) + A(t)x(t) en la ecuacio´n de observacio´n (ver [53])
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dm(t) = E(f(x, t) | F Yt )dt+ E(x(t)[A(t)(x(t)−m(t))]
T | F Yt )× (3.4)
(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t)),
donde f(x, t) es el te´rmino drift polinomial en la ecuacio´n de estado.
La ecuacio´n (3.4) debe complementarse con la condicio´n inicial m(t0) = E(x(t0) | F Yt0 ).
Tratando de formar un sistema cerrado de las ecuaciones de filtrado, la ecuacio´n (3.4)
podr´ıa ser complementada con la ecuacio´n para la varianza del error P (t). Para esto, se
puede utilizar la fo´rmula para la diferencial Ito de la varianza P (t) = E((x(t)−m(t))(x(t)−
m(t))T | F Yt ) en el caso del te´rmino drift lineal A0(t) + A(t)x(t) en la ecuacio´n de obser-
vacio´n (citada despue´s de [53]):
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))
T ) | F Yt )+
b(t)bT (t)− (E(x(t)(x(t)−m(t))T | F Yt )A
T (t)×
(B(t)BT (t))−1A(t)E((x(t)−m(t))xT (t)) | F Yt ))dt.
Usando la fo´rmula de la varianza P (t) = E((x(t) − m(t))xT (t)) | F Yt ), la u´ltima
ecuacio´n puede representarse como
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))
T ) | F Yt )+
b(t)bT (t)− P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt. (3.5)
La ecuacio´n (3.5) debe ser complementada con la condicio´n inicial
P (t0) = E[(x(t0)−m(t0))(x(t0)−m(t0))T | F Yt0 ].
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Las ecuaciones (3.4) y (3.5) para los estimados o´ptimos m(t) y P (t) respectivamente,
au´n no forman un sistema cerrado de las ecuaciones de filtrado para el estado no lineal
(3.1) sobre las observaciones lineales (3.2). Esto significa que el sistema (3.4), (3.5) incluye
te´rminos que dependen de x, tales como E(f(x, t) | F Yt ) y E((x(t)−m(t))f
T (x, t)) | F Yt ),
los cuales au´n no esta´n expresadas como funciones de las variables del sistema, m(t) y
P (t).
Como se muestra en [4, 11], en el caso de ruido blanco Gaussiano en el estado y
las ecuaciones de observacio´n, es posible obtener un sistema cerrado de las ecuaciones de
filtrado para el estado del sistema (3.1) con el te´rmino drift polinomial sobre observaciones
lineales. En el caso que se esta´ considerando, de ruido blanco de Poisson, se introducira´ la
siguiente transformacio´n:
Primero, note que siempre se puede asumir que la matriz A es de rango completo e
igual a m, que representa la dimensio´n de las observaciones linealmente independientes
y(t) ∈ Rm, de no ser as´ı, debera´n eliminarse las filas linealmente dependienetes de la
matriz A correspondientes a las observaciones excesivas linealmente dependientes. Una
vez haciendo esto, el nu´mero de procesos de Poisson en las ecuaciones de observacio´n
pueden ser reducidas a m, la dimensio´n de las observaciones linealmente independientes,
sumando y reenumerando los procesos de Poisson en cada ecuacio´n de observacio´n (3.2).
Por lo tanto, siempre se puede asumir que la matriz B es una matriz cuadrada de di-
mensio´n m × m, tal que B(t)BT (t) es una matriz definida positiva (ver la Seccio´n 3.1
para esta condicio´n). Despue´s, las nuevas matrices A¯(t) y B¯(t) se definen de las siguiente
manera: La matriz A¯(t) ∈ Rn×n se obtiene a partir de la matriz A(t) ∈ Rm×n, agre-
gando n − m renglones linealmente independientes tales que la matriz resultante A¯(t)
sea invertible. La matriz B¯(t) ∈ Rn×n se obtiene a partir de la matriz B(t) ∈ Rm×m,
colocando B(t) en la esquina superior izquierda de B¯(t), y definiendo las dema´s n − m
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entradas de la diagonal principal de B¯(t) igual a infinito, y haciendo cero todas las dema´s
entradas de B¯(t) fuera de la diagonal principal y de la submatriz B(t). En otras palabras,
B¯(t) = diag[B(t), βI(n−m)×(n−m)], donde β =∞, y I(n−m)×(n−m) es la matriz identidad de
dimensio´n (n−m)× (n−m). Entonces, la nueva ecuacio´n de observacio´n esta´ dada por
y¯(t) = (A¯0(t) + A¯(t)x(t))dt + B¯(t)dN2(t), (3.6)
donde y¯(t) ∈ Rn, A¯0(t) = [AT0 (t), 0n−m]
T ∈ Rn, y 0n−m es un vector de n−m ceros.
El punto clave de la transformacio´n que se realizo´ es que el nuevo proceso de obser-
vacio´n y¯(t) es f´ısicamente equivalente al antiguo proceso y(t), pues las u´ltimas n − m
componentes ficticias de y¯(t), las correspondientes n − m ecuaciones, y las primeras m
componentes de y¯(t) coinciden con y(t). Adicionalmente, la matriz de observacio´n A¯(t)
es invertible, y la matriz (B¯(t)B¯T (t))−1 ∈ Rn×n existe y es igual a la matriz cuadrada de
dimensio´n n× n, la cual se forma al ocupar la esquina superior izquierda con la submatriz
(B(t)BT (t))−1 ∈ Rm×m y todas las dema´s entradas son ceros.
En te´rminos de la nueva ecuacio´n de observacio´n (3.6), las ecuaciones de filtrado (3.4)
y (3.5) toman la forma
dm(t) = E(f(x, t) | F Yt )dt+ P (t)A¯
T (t)(B¯(t)B¯T (t))−1×
(dy¯(t)− (A¯0(t) + A¯(t)m(t))dt), (3.7)
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))
T ) | F Yt )+
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b(t)bT (t)− P (t)A¯T (t)(B¯(t)B¯T (t))−1A¯(t)P (t))dt. (3.8)
con las condiciones iniciales m(t0) = E(x(t0) | F Yt0 ) y P (t0) = E[(x(t0)−m(t0)(x(t0)−
m(t0)
T | F Yt0 ].
Como la nueva matriz A¯(t) es invertible para cualquier t ≥ t0, la variable aleatoria
x(t)−m(t) es condicionalmente Poisson con respecto al nuevo proceso de observacio´n y¯(t),
y por lo tanto con respecto al proceso de observacio´n original y(t), para cualquier t ≥ t0
(ver [53]). Por lo tanto, las siguientes consideraciones son aplicables a las ecuaciones de
filtrado (3.4), (3.5).
Si la funcio´n f(x, t) es una funcio´n polinomial del estado x con coeficientes que de-
penden del tiempo t, entonces las expresiones para los te´rminos E(f(x, t) | F Yt ) en (3.7)
y E((x(t) − m(t))fT (x, t)) | F Yt ) en (3.8) incluir´ıan so´lo te´rminos polinomiales de x.
Entonces, estos te´rminos polinomiales pueden ser representados como funciones de m(t)
y P (t) usando la siguiente propiedad de una variable aleatoria de Poisson x(t) − m(t):
todos los momentos de una variable aleatoria de Poisson pueden ser representados co-
mo funciones de la varianza P (t). Por ejemplo, m1 = E[(x(t) − m(t)) | Y (t)]= 0,
m2 = E[(x(t) − m(t))2 | Y (t)] = P, m3 = E[(x(t) − m(t))3 | Y (t)] = P , m4 =
E[(x(t)−m(t))4 | Y (t)]=3P 2+P , etc. Despue´s de representar todos los te´rminos polino-
miales en (3.7) y (3.8), es posible obtener una forma cerrada de las ecuaciones de filtrado,
que se genera al expresar E(f(x, t) | F Yt ), y E((x(t)−m(t))f
T (x, t)) | F Yt ) como funciones
de m(t) y P (t).
Finalmente, en vista de la definicio´n de las matrices A¯(t) y B¯(t) y del nuevo proceso
de observacio´n y¯(t), las ecuaciones de filtrado (3.7),(3.8) pueden reescribirse en te´rminos
de la ecuacio´n de observacio´n original (3.2) usando y(t), A(t), y B(t)
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dm(t) = E(f(x, t) | F Yt )dt+ P (t)A
T (t)(B(t)BT (t))−1 × (dy(t)− (A0(t) + A(t)m(t))dt),(3.9)
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))
T ) | F Yt )+
b(t)bT (t)− P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt, (3.10)
con las condiciones iniciales m(t0) = E(x(t0) | F Yt0 ) y P (t0) = E[(x(t0) −m(t0))(x(t0) −
m(t0))
T | F Yt0 ].
Adema´s, se obtendra´ la forma cerrada de las ecuaciones de filtrado de (3.9) y (3.10)
para una funcio´n de tercer orden f(x, t) en la ecuacio´n (3.1), como sigue. No´tese, de
cualquier manera, que la aplicacio´n del mismo procedimiento resultara´ en el disen˜o de un
sistema cerrado de las ecuaciones de filtrado para cualquier funcio´n polinomial f(x, t) en
(3.1).
3.2.1. Filtro O´ptimo para un Estado Polinomial de Tercer Orden
Sea
f(x, t) = a0(t) + a1(t)x+ a2(t)xx
T + a3(t)xxx
T (3.11)
una funcio´n polinomial de tercer orden, donde x es un vector de dimensio´n n, a0(t) es
un vector de dimensio´n n, a1(t) es una matriz de dimensio´n n× n, a2(t) es un 3D tensor
de dimensio´n n× n× n, a3(t) es un 4D tensor de dimensio´n n× n× n× n.
En este caso, la representacio´n para E(f(x, t) | F Yt ) y E((x(t)−m(t))(f(x, t))
T | F Yt )
como funciones de m(t) y P (t) se deriva de la siguiente manera
60
E(f(x, t) | F Yt ) = a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t)+ (3.12)
3a3(t)m(t)P (t) + a3(t)m(t)m(t)m
T (t) + a3(t)P (t) ∗ 1,
E(f(x, t)(x(t)−m(t))T ) | F Yt ) + E((x(t)−m(t))(f(x, t))
T | F Yt ) = (3.13)
a1(t)P (t) + P (t)a
T
1 (t) + 2a2(t)m(t)P (t) + a2(t)P (t) ∗ 1 + (a2(t)(2m(t)P (t) + P (t) ∗ 1))
T+
a3(t)[(P (t) ∗ (1 ∗ 1T )) + 3P (t)P (t) + 3m(t)mT (t)P (t) + 3(m(t)P (t)) ∗ 1T ]+
(a3(t)[(P (t) ∗ (1 ∗ 1T )) + 3P (t)P (t) + 3m(t)mT (t)P (t) + 3(m(t)P (t)) ∗ 1T ])T .
Aqu´ı, el vector 1 representa un vector de dimensio´n n con todas sus componentes
iguales a 1, y el vector a3P (t) ∗ 1 ∈ Rn y las matrices a3(t)P (t) ∗ 1 ∗ 1T ∈ Rn×n y
a3(t)m(t)P (t) ∗ 1T ∈ Rn×n se definen como
(a3(t)P (t) ∗ 1)i =
∑
j,k,l
a3 ijkl(t)Pjk(t)1l, i = 1, . . . , n,
(a3(t)P (t) ∗ 1 ∗ 1
T )ij =
∑
h,k,l
a3 ihkl(t)Phk(t)1l1j , i, j = 1, . . . , n,
(a3(t)m(t)P (t) ∗ 1
T )ij =
∑
h,k,l
a3 ihkl(t)mh(t)Pkl(t)1j, i, j = 1, . . . , n.
Sustituyendo la expresio´n (3.12) en (3.9) y la expresio´n (3.13) en (3.10), se obtienen
las siguientes ecuaciones de filtrado para el estimado o´ptimo m(t) y la varianza del error
P (t)
dm(t) = (a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t)+
3a3(t)m(t)P (t) + a3(t)m(t)m(t)m
T (t) + a3(t)P (t) ∗ 1+
P (t)AT (t)(B(t)BT (t))−1[dy(t)− (A0(t) + A(t)m(t))dt], (3.14)
61
m(t0) = E(x(t0) | F Yt )), dP (t) =
(a1(t)P (t) +P (t)a
T
1 (t) + 2a2(t)m(t)P (t) + a2(t)P (t) ∗ 1+ (a2(t)(2m(t)P (t) +P (t) ∗ 1))
T+
a3(t)[(P (t) ∗ (1 ∗ 1T )) + 3P (t)P (t) + 3m(t)mT (t)P (t) + 3(m(t)P (t)) ∗ 1T ]+
(a3(t)[(P (t) ∗ (1 ∗ 1T )) + 3P (t)P (t) + 3m(t)mT (t)P (t) + 3(m(t)P (t)) ∗ 1T ])T+
b(t)bT (t))dt− P (t)AT (t)(B(t)BT (t))−1A(t)P (t)dt. (3.15)
P (t0) = E((x(t0)−m(t0))(x(t0)−m(t0))T | F Yt )).
Por medio de la derivacio´n anterior, se probara´ el siguiente resultado.
Teorema 3.1. El filtro o´ptimo de dimensio´n finita para el estado de tercer orden
(3.1), donde la funcio´n polinomial f(x, t) de tercer orden definida por (3.11), sobre las
observaciones lineales incompletas (3.2), esta´ dado por la ecuacio´n (3.14) para el estimado
o´ptimo m(t) = E(x(t) | F Yt ) y la ecuacio´n (3.15) para el estimado de la varianza del error
P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ].
As´ı, basado en el sistema general no cerrado de las ecuaciones de filtrado (3.7),(3.8),
se prueba que el sistema cerrado de las ecuaciones de filtrado pueden ser obtenidas para
cualquier estado polinomial (3.1) sobre observaciones lineales incompletas (3.2). Por lo
tanto, se deriva la forma espec´ıfica (3.14),(3.15) del sistema cerrado de las ecuaciones de
filtrado correspondiente a un estado de tercer orden. En la siguiente seccio´n, se verificara´ el
rendimiento del filtro o´ptimo disen˜ado para un estado de tercer orden sobre observaciones
lineales incompletas en contra de un filtro en promedio cuadra´tico convencional para
sistemas polinomiales estoca´sticos con ruidos Gaussianos, obtenido en [11].
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3.3. Ejemplo
En esta seccio´n se presenta un ejemplo del disen˜o del filtro o´ptimo para un estado
bidimensional de tercer orden y para observaciones lineales escalares, y se comparara´ con
un filtro en promedio cuadra´tico convencional para sistemas polinomiales estoca´sticos con
ruidos Gaussianos [11].
Sea x(t) un estado real bidimensional que satisface el siguiente sistema de tercer orden
x˙1(t) = x2(t), x1(0) = x10, (3.16)
x˙2(t) = 0,1x
3
2(t) + ψ1(t), x2(0) = x20,
y y(t)el proceso escalar de observacio´n dado por la siguiente ecuacio´n lineal
y(t) = x1(t) + ψ2(t), (3.17)
donde ψ1(t) y ψ2(t) son ruidos blancos de Poisson, que son las derivadas de´biles de dos pro-
cesos esta´ndar de Poisson independientes (ver [53]). Las ecuaciones (3.16),(3.17) presentan
la forma convencional de las ecuaciones (3.1),(3.2), las cuales, de hecho, son utilzadas en
la pra´ctica [2, 35].
El sistema de filtrado (3.16),(3.17) incluye dos componentes del estado
x(t) = [x1(t), x2(t)]
T ∈ R2 y so´lamente un canal de observacio´n y(t) ∈ R, midiendo la
componente del estado x1(t). Por lo tanto, la matriz de observacio´n A = [1 0] ∈ R(1×2) y es
no invertible. Ma´s au´n, la componente no lineal del estado x2(t) no es medible. El problema
de filtrado consiste en encontrar el estimado o´ptimo para el estado de tercer orden (3.16),
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usando observaciones lineales incompletas (3.17) perturbadas con disturbios aleatorios,
independientes con impulsos aislados modelados como ruidos blancos de Poisson.
Mostraremos co´mo calcular los coeficientes del vector polinomial(3.3) para el sistema
(3.16). Incluso, los coeficientes de la matriz a1 es una matriz de dimensio´n 2 × 2 , igual
a a1 = [0 1 | 0 0], el coeficiente del 3D tensor a2 consta so´lamente de ceros, pues no hay
te´rminos cuadra´ticos o bilineales en (3.16), y el coeficiente del 4D tensor a3 tiene so´lo
una entrada diferente de cero, a3 2222 = 0,1, y todas las dema´s entradas son ceros. Por lo
tanto, de acuerdo con (3.14),(3.15), este u´nico te´rmino diferente de cero deber´ıa entrar
en la ecuacio´n para m2, multiplcado por 3m2P22 +m
3
2 + P22, la ecuacio´n para P21 = P12,
multiplicado por 3m22P21 + 3P22P21 + P22 + 3m2P22 = 3m
2
2P12 + 3P22P12 + P22 + 3m2P22,
en vista de la simetr´ıa de la matriz de la varianza P , y la ecuacio´n para P22, multiplicada
por 2P22 + 6P
2
22 + 6m2P22 + 6m
2
2P22.
Como resultado, las ecuaciones de filtrado (3.14),(3.15) toman la siguiente forma par-
ticular para el sistema (3.16),(3.17)
m˙1(t) = m2(t) + P11(t)[y(t)−m1(t)] (3.18)
m˙2(t) = 0,1m
3
2(t) + 0,3P22(t)m2(t) + 0,1P22(t) + P12(t)[y(t)−m1(t)],
con la condicio´n inicial m(0) = E(x(0) | y(0)) = m0,
P˙11(t) = 2P12(t)− P
2
11(t), (3.19)
P˙12(t) = 1,1P22(t) + 0,3m
2
2(t)P12(t) + 0,3m2(t)P22(t) + 0,3P22(t)P12(t)− P11(t)P12(t),
P˙22(t) = 1 + 0,2P22(t) + 0,6m
2
2(t)P22(t) + 0,6m2(t)P22(t) + 0,6P
2
22(t)− P
2
12(t),
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con la condicio´n inicial P (0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)) = P0.
Los estimados obtenidos al resolver las ecuacioens (3.18)–(3.19) son comparados con
los estimados que satisfacen las ecuaciones del filtro en promedio cuadra´tico convencional
para el estado de tercer orden (3.16) sobre observaciones lineales incompletas (3.17) (ver
[11]):
m˙k1(t) = mk2(t) + Pk11(t)[y(t)−mk1(t)], (3.20)
m˙k2(t) = 0,1m
3
k2(t) + 0,3Pk22(t)mk2(t) + Pk12(t)[y(t)−mk1(t)],
con la condicio´n inicial m(0) = E(x(0) | y(0)) = m0,
P˙k11(t) = 2Pk12(t)− P
2
k11(t), (3.21)
P˙k12(t) = Pk22(t) + 0,3m
2
k2(t)Pk12(t) + 0,3Pk22(t)Pk12(t)− Pk11(t)Pk12(t),
P˙k22(t) = 1 + 0,6m
2
k2(t)Pk22(t) + 0,6P
2
k22(t)− P
2
k12(t),
Los resultados de la simulacio´n nume´rica son obtenidos resolviendo los sistemas de las
ecuaciones de filtrado (3.18)–(3.19), y (3.20)–(3.21). Los valores obtenidos de los estima-
dos m1(t), m2(t), mk1(t) y mk2(t) que satisfacen las ecuaciones (3.18) y (3.20), respecti-
vamente, son comparados con los valores reales de las variables de estado x1(t) y x2(t) en
(3.16). Para cada uno de los dos filtros (3.18)–(3.19) y (3.20)–(3.21), y el sistema de refer-
encia (3.16)–(3.17), envueltos en simulacio´n, se asignaron los siguientes valores iniciales:
x10 = −2,5, x20 = −0,35, m10 = −14,6, m20 = −1,38, P110 = 20, P120 = 0,9, P220 = 0,06.
Las realizaciones de los ruidos blancos de Poisson ψ1(t) y ψ2(t) en (3.20) se generaron
utilizando la tabla en Simulink sugerida en [5].
65
Se obtuvieron las siguientes gra´ficas: las gra´ficas de los errores entre las componentes
del estado de referencia x1(t) y x2(t), que satisfacen las ecuaciones (3.16), y las compo-
nentes del estimado del filtro o´ptimo m1(t) y m2(t), que satisfacen (3.18), se muestran en
las Figuras 1 y 2; las gra´ficas de los errores entre las componentes del estado de referencia
x1(t) y x2(t), que satisfacen las ecuaciones (3.16), y las componentes del estimado del
filtro polinomial en promedio cuadra´tico convencional mk1(t) y mk2(t), que satisfacen las
ecuaciones (3.20), se muestran en las Figuras 3 y 4. Se puede observar que el error de
estimacio´n dado por el filtro o´ptimo ra´pidamente alcanza y despue´s mantiene sus valores
cercanos al cero. Esto presenta una definitiva ventaja del filtro o´ptimo disen˜ado. Por el
contrario, el error de estimacio´n dado por el filtro polinomial en promedio cuadra´tico
convencional diverge a infinito en el tiempo T = 1,7842. Esto lleva a la conclusio´n bien
justificada, de que el filtro polinomial en promedio cuadra´tico convencional disen˜ado para
sistemas Gaussianos es inaplicable para sistemas polinomiales corrompidos con ruidos
blancos de Poisson, en tal caso deber´ıa utilizarse el filtro disen˜ado en este cap´ıtulo.
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Figura 3.1: Gra´fica del error entre el estado real x1(t), que satisface (3.16), y el estimado
del filtro o´ptimo m1(t), que satisface (3.18), en el intervalo de simulacio´n [0, 2].
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Figura 3.2: Gra´fica del error entre el estado real x2(t), que satisface (3.16), y el estimado
del filtro o´ptimo m2(t), que satisface (3.18), en el intervalo de simulacio´n [0, 2].
Note que la varianza del error del filtro o´ptimo P (t) no converge a cero conforme el
tiempo tiende al punto de tiempo asinto´tico, pues la dina´mica polinomial de tercer orden
es ma´s fuerte que los te´rminos cuadra´ticos de Ricatti en el lado derecho de las ecuaciones
(3.19).
As´ı, se puede concluir que el filtro o´ptimo obtenido (3.18)–(3.19) para un estado bidi-
mensional de tercer orden sobre observaciones lineales incompletas definitivamente propor-
ciona mejores estimados que el filtro convencional para sistemas polinomiales con ruidos
Gaussianos.
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Figura 3.3: Gra´fica del error entre el estado real x1(t), que satisface (3.16), y el estimado
mk1(t), que satisface (3.20), en el intervalo de simulacio´n [0, 1,7842].
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Figura 3.4: Gra´fica del error entre el estado real x2(t), que satisface (3.16), y el estimado
mk2(t), que satisface (3.20), en el intervalo de simulacio´n [0, 1,7842].
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Cap´ıtulo 4
Filtrado O´ptimo e Identificacio´n de
Para´metro para Sistemas Lineales
con Ruidos de Poisson
4.1. Planteamiento del Problema
Sea (Ω, F, P ) un espacio completo de probabilidad con una familia de σ-a´lgebras Ft, t ≥
t0 creciente y continua por la derecha , y sean (N1(t), Ft, t ≥ t0) y (N2(t), Ft, t ≥ t0)
dos procesos de Poisson centralizados independientes. El proceso aleatorio Ft medible
(x(t), y(t)) es descrito por una ecuacio´n diferencial lineal con un para´metro del vector
desconocido θ(t) para el estado del sistema
dx(t) = (a0(θ, t) + a(θ, t)x(t))dt + b(t)dN1(t), x(t0) = x0, (4.1)
y una ecuacio´n diferencial lineal para el proceso de observacio´n
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dy(t) = (A0(t) + A(t)x(t))dt+B(t)dN2(t). (4.2)
Donde, x(t) ∈ Rn es el vector de estado, y(t) ∈ Rm es el proceso de observacio´n , m ≤ n,
y θ(t) ∈ Rp, p ≤ n×n+n, es el vector de entradas desconocidas de la matriz a(θ, t) y las
componentes desconocidas del vector a0(θ, t). Esto u´ltimo significa que ambas estructuras
contienen componentes desconocidas a0i(t) = θk(t), k = 1, . . . , p1 ≤ n y aij(t) = θk(t), k =
p1+1, . . . , p ≤ n×n+n, as´ı como componentes conocidas a0i(t) y aij(t), cuyos valores son
funciones conocidas que dependen del tiempo. La condicio´n inicial x0 ∈ R
n es un vector
de Poisson tal que x0, N1(t) y N2(t) son independientes. Se asumira´ que B(t)B
T (t) es una
matriz definida positiva. Todos los coeficientes en (4.1)–(4.2) son funciones determin´ısticas
del tiempo de dimensiones apropiadas.
Se considerara´ que no hay informacio´n u´til sobre los valores de los para´metros descono-
cidos θk(t), k = 1, . . . , p, incluso esta incertidumbre sigue creciendo conforme el tiempo
tiende a infinito. En otras palabras, los para´metros desconocidos pueden ser modelados
como procesos de Poisson Ft medibles
dθ(t) = dN3(t), (4.3)
con condiciones iniciales desconocidas θ(t0) = θ0 ∈ Rp, donde (N3(t), Ft, t ≥ t0) es un
proceso de Poisson independiente de x0, N1(t), y N2(t).
El problema de estimacio´n consiste en encontrar el estimado o´ptimo zˆ(t) = [xˆ(t), θˆ(t)]
del vector combinado de los estados del sistema y los para´metros desconocidos z(t) =
[x(t), θ(t)], basado en el proceso de observacio´n Y (t) = {y(s), 0 ≤ s ≤ t}. Como se sabe
[53], este estimado o´ptimo esta´ dado por el valor esperado condicional
zˆ(t) = m(t) = E(z(t) | F Yt )
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del estado del sistema z(t) = [x(t), θ(t)] con respecto a la σ - a´lgebra F Yt generada por
el proceso de observacio´n Y (t) en el intervalo de tiempo [t0, t]. Como es usual, la funcio´n
matricial
P (t) = E[(z(t)−m(t))(z(t)−m(t))T | F Yt ]
es la matriz de la varianza del error .
La solucio´n propuesta a este problema de filtrado o´ptimo se basa en las ecuaciones de
filtrado o´ptimo para estados polinomiales que no son completamente medibles con ruido
de Poisson sobre observaciones lineales , presentadas en el cap´ıtulo anterior [8].
4.2. Disen˜o del Filtro O´ptimo e Identificador
Para aplicar las ecuaciones de filtrado o´ptimo para el vector de estado z(t) = [x(t), θ(t)],
gobernado por las ecuaciones (4.1) y (4.3), sobre las observaciones lineales (4.2) (ver [8]),
la ecuacio´n de estado(4.1) deber´ıa escribirse en su forma polinomial. Para esto, se intro-
ducira´ una matriz a1(t) ∈ R(n+p)×(n+p), un tensor cu´bico a2(t) ∈ R(n+p)×(n+p)×(n+p), y un
vector c0(t) ∈ R
(n+p) de la siguiente manera:
La ecuacio´n para la i-e´sima componente del vector de estado esta´ dada por
dxi(t) = (a0i(t) +
n∑
j=1
aij(t)xj(t))dt+
n∑
j=1
bij(t)dN1j (t), xi(t0) = x0i .
Entonces:
1. Si la variable a0i(t) es una funcio´n conocida, entonces la i-e´sima componente del
vector c0(t) sera´ ocupada por esta funcio´n, c0i(t) = a0i(t). De lo contrario, si la variable
a0i(t) es una funcio´n desconocida, entonces la (i, n + i)-e´sima entrada de la matriz a1(t)
sera´ ocupada por un 1. Como se ha sen˜alado, el nu´mero de componentes desconocidas del
vector a0 es igual a p1 ≤ n.
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2. Si la variable aij(t) es una funcio´n conocida, entonces la (i, j)-e´sima componente de
la matriz a1(t) se ocupara´ con esta funcio´n, a1ij (t) = aij(t). De lo contrario, si la variable
aij(t) es una funcio´n desconocida, entonces la (i, n + p1 + k, j)-e´sima entrada del tensor
cu´bico a2(t) contendra´ un 1, donde k esta´ contando las entradas desconocidas actuales en
la matriz aij(t) desde la primera hasta la n-e´sima entrada en cada renglo´n. El nu´mero de
entradas desconocidas en la matriz a1 es igual a p− p1 ≤ n2, donde p1 ≤ n es el nu´mero
de componentes desconocidas del vector a0, y p ≤ n2 + n es el nu´mero total de variables
desconocidas.
3. Todas las entradas no asignadas de la matriz a1(t), el tensor cu´bico a2(t), y del
vector c0(t) sera´n igualadas a cero.
Usando la notacio´n introducida, las ecuaciones de estado (4.1),(4.3) para el vector
z(t) = [x(t), θ(t)] ∈ Rn+p pueden reescribirse como
dz(t) = (c0(t) + a1(t)z(t) + a2(t)z(t)z
T (t))dt+ (4.4)
diag[b(t), Ip×p]d[N
T
1 (t), N
T
3 (t)]
T , z(t0) = [x0, θ0],
donde la matriz a1(t), el tensor cu´bico a2(t), y el vector c0(t) ya han sido definidos, y
Ip×p es la matriz identidad de dimensio´n p× p. La ecuacio´n (4.4) es bilineal con respecto
al vector de estado extendido z(t) = [x(t), θ(t)].
Entonces, el problema de estimacio´n ahora es reformulado como encontrar el estimado
o´ptimo zˆ(t) = m(t) = [xˆ(t), θˆ(t)] para el vector de estado z(t) = [x(t), θ(t)], gobernado por
la ecuacio´n bilineal (4.4), basada en el proceso de observacio´n Y (t) = {y(s), 0 ≤ s ≤ t},
que satisface la ecuacio´n (4.2). La solucio´n a este problema se obtiene utilizando las
ecuaciones de filtrado o´ptimo para estados lineales-bilineales con la parte lineal medible
so´lo parcialmente sobre observaciones lineales [8] dada por
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dm(t) = (c0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t))dt+ (4.5)
P (t)[A(t), 0m×p]
T (B(t)BT (t))−1[dy(t)− (A0(t) + A(t)m(t))dt],
m(t0) = [E(x(t0) | F Yt ), E(θ(t0) | F
Y
t )],
dP (t) = (a1(t)P (t) + P (t)a
T
1 (t) + 2a2(t)m(t)P (t) + a2(t)P (t) ∗ 1+ (4.6)
(a2(t)(2m(t)P (t) + P (t) ∗ 1))T + (diag[b(t), Ip])(diag[b(t), Ip]T ))dt−
P (t)[A(t), 0m×p]
T (B(t)BT (t))−1[A(t), 0m×p]P (t)dt,
P (t0) = E((z(t0)−m(t0))(z(t0)−m(t0))
T | F Yt ),
donde el vector 1 es un vector de dimensio´n n con todas sus componentes iguales a 1;
0m×p es la matriz de ceros de dimensio´n m×p; P (t) es la varianza condicional del error de
estimacio´n z(t)−m(t) con respecto a las observaciones Y (t); y la expresio´n a2(t)P (t) ∗ 1
se define de la siguiente manera:
(a2(t)P (t) ∗ 1)ih =
∑
j,k
a2 ijk(t)Pjk(t)1h
Teorema 1. El filtro o´ptimo de dimensio´n finita para el vector de estado extendido
z(t) = [x(t), θ(t)], gobernado por la ecuacio´n (4.4), sobre las observaciones lineales (4.2)
esta´ dado por la ecuacio´n (4.5) para el estimado o´ptimo zˆ(t) = m(t) = [xˆ(t), θˆ(t)] =
E([x(t), θ(t)] | F Yt ) y la ecuacio´n (4.6) para la varianza del error de estimacio´n P (t) =
E[(z(t) −m(t))(z(t) −m(t))T | F Yt ]. Adema´s, este filtro aplicado al subvector θ(t), sirve
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como el identificador o´ptimo para el vector del para´metro desconocido θ(t) en la ecuacio´n
(4.1), produciendo el subvector estimado θˆ(t) como el estimado del para´metro o´ptimo.
Demostracio´n. La demostracio´n sigue directamente de los pasos 1-3 para disen˜ar
los coeficientes en la ecuacio´n (4.4), la nueva ecuacio´n del estado extendido (4.4), y las
ecuaciones de filtrado o´ptimo (4.5),(4.6) para estados bilineales incompletamente medibles
sobre observaciones lineales, las cuales fueron obtenidas en [8].
Por lo tanto, basado en las ecuaciones de filtrado o´ptimo para estados bilineales med-
ibles incompletamente sobre observaciones lineales, el filtro de estado o´ptimo y el iden-
tificador de para´metro es obtenido para estado del sistema lineal (4.1) con para´metros
desconocidos, modelado por (4.3), sobre las observaciones lineales (4.2). Dado que el prob-
lema de identificacio´n original se reduce al problema de filtrado para el estado del sistema
extendido incluyendo ambos, el estado y los para´metros, la condicio´n de identificabili-
dad para el sistema original coincide con la condicio´n de observabilidad para el sistema
extendido.
4.3. Ejemplo
En esta seccio´n se presenta un ejemplo de disen˜o de filtrado o´ptimo e identificacio´n para
un estado bilineal con un para´metro multiplicativo desconocido, basado en mediciones del
estado lineal y es comparado con un filtro convencional en promedio cuadra´tico para
sistemas polinomiales estoca´sticos con ruidos Gaussianos.
Sea x(t) un estado real bidimensional que satisface el siguiente sistema bilineal con un
para´metro escalar desconocido θ ∈ R
x˙1(t) = x2(t) (4.7)
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x˙2(t) = θx1(t) + ψ1(t),
y el proceso escalar de observacio´n y(t) ∈ R esta´ dado por la ecuacio´n lineal
y(t) = x1(t) + ψ2(t), (4.8)
donde ψ1(t) y ψ2(t) son ruidos blancos de Poisson, los cuales son las derivadas de´biles en
promedio cuadra´tico de procesos esta´ndar de Poisson (ver [53]). Las ecuaciones (4.7),(4.8)
presentan la forma convencional para las ecuaciones (4.1)–(4.2), los cuales son utilizados
en la pra´ctica [2]. El para´metro θ es modelado como un proceso esta´ndar de Poisson, i.e.,
satisface la ecuacio´n
dθ(t) = dN3(t), θ(0) = θ0,
la cual tambie´n puede escribirse como
θ˙(t) = ψ3(t), θ(0) = θ0, (4.9)
donde ψ3(t) es un ruido blanco de Poisson. Los ruidos ψ1(t) y ψ3(t) en el estado y las
ecuaciones del para´metro se asume que son ruidos blanos de Poisson independientes.
El problema de filtrado consiste en encontrar el estimado o´ptimo para para el esta-
do lineal-bilineal (4.7),(4.9), usando observaciones lineales (4.8) con disturbios aleatorios
independientes aislados en el tiempo, modelados como ruidos blancos de Poisson.
Las ecuaciones de filtrado (4.5),(4.6) toma la forma particular para el sistema (4.7)–
(4.9)
m˙1(t) = m2(t) + P11(t)(y(t)−m1(t))
m˙2(t) = P13(t) +m1(t)m3(t) + P12(t)(y(t)−m1(t)) (4.10)
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m˙3(t) = P13(t)(y(t)−m1(t)),
con las condiciones iniciales m1(0) = E(x10 | y(0)) = m10, m2(0) = E(x20 | y(0)) =
m20 y m3(0) = E(θ0 | y(0)) = m30,
P˙11(t) = 2P12(t)− P 211(t)
P˙12(t) = P13(t) + P22(t)− P11(t)P12(t) + 2P11(t)m3(t) (4.11)
P˙13(t) = P23(t)− P11(t)P13(t) P˙22(t) = 1 + 2P13(t) + 4m3(t)P12(t)− P 212(t)
P˙23(t) = P13(t)− P12(t)P13(t) + 2P13(t)m3(t)
P˙33(t) = 1− P 213(t),
con la condicio´n inicial P (0) = E(([x0, θ0]−m(0))([x0, θ0]−m(0))
T | y(0)) = P0.
Los estimados obtenidos al resolver las ecuaciones (4.10),(4.11) sera´n comparados con
los estimados que satisfacen las ecuaciones del filtro polinomial convencional para ruidos
Gaussianos para los estados (4.7),(4.9) sobre observaciones lineales incompletas (4.8):
m˙G1(t) = mG2(t) + PG11(t)(y(t)−mG1(t))
m˙G2(t) = PG13(t) +mG1(t)mG3(t) + PG12(t)(y(t)−mG1(t)) (4.12)
m˙G3(t) = PG13(t)(y(t)−mG1(t)),
con las condiciones iniciales mG1(0) = E(x10 | y(0)) = mG10 , mG2(0) = E(x20 |
y(0)) = mG20 y mG3(0) = E(θ0 | y(0)) = mG30,
P˙G11(t) = 2PG12(t)− P 2G11(t)
P˙G12(t) = PG22(t)− PG11(t)PG12(t) + 2PG11(t)mG3(t) (4.13)
P˙G13(t) = PG23(t)− PG11(t)PG13(t) P˙G22(t) = 1 + 4mG3(t)PG12(t)− P
2
G12(t)
P˙G23(t) = 2PG13(t)mG3(t)− PG12(t)PG13(t) P˙G33(t) = 1− P 2G13(t).
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Los resultados de la simulacio´n nume´rica se obtienen al resolver los sistemas de ecua-
ciones de filtrado (4.10),(4.11) y (4.12),(4.13). Los valores obtenidos de m1(t), m2(t),
m3(t), mG1(t), mG2(t) y mG3(t) que satisfacen las ecuaciones (4.10), y (4.12), respectiva-
mente, son comparados con los valores reales de las variables de estado x1(t), x2(t) y el
para´metro θ(t) en (4.7),(4.9).
Para cada uno de los dos filtros (4.10),(4.11) y (4.12),(4.13), y el sistema de referencia
(4.7)–(4.9) se asiganron los siguientes valores iniciales: x10 = 3, x20 = 3 m10 = 1, m20 = 1,
m30 = −0,44, P110 = P220 = P330 = 10, P120 = P130 = P230 = 1. El para´metro desconocido
θ se asigna como θ = −0,1 en la primer simulacio´n, y como θ = 0,1 en la segunda
simulacio´n, entonces considerando el sistema (4.7) estable e inestable, respectivamente.
Los ruidos de Poisson ψ1(t) y ψ2(t) en (4.9) fueron generados utilizando un diagrama en
Simulink sugerido en [5].
Se obtuvieron las siguientes gra´ficas: Las Figuras 1 y 2 muestran las gra´ficas de las
variables del estado de referencia x1(t), x2(t) y los estimados o´ptimos del estado m1(t),
m2(t) y el estimado del para´metrom3(t), que satisface la ecuacio´n (4.10), en el caso estable
(θ = −0,1) y en el caso inestable (θ = 0,1) respectivamente; Las Figuras 3 y 4 muestran
las gra´ficas de las variables del estado de referencia x1(t), x2(t) y los estimados del filtro
convencional Gaussiano mG1(t), mG2(t) y mG3(t), que satisfacen la ecuacio´n (4.12), en el
caso estable (θ = −0,1) y en el caso inestable (θ = 0,1) respectivamente. En los casos
donde el sistema es estable el tiempo de simulacio´n se fijo´ en T = 50 y para el caso donde
el sistema se comporta inestable el tiempo se fijo´ en T = 10 con el fin de apreciar un
mejor rendimiendo en cada uno de los casos.
Se puede observar que, en ambos casos, los estimados del estado, m1(t) y m2(t) las
variables de estado reales x1(t), x2(t) y el estimado del para´metro m3(t) convergen al valor
real (0.1 or -0.1) del para´metro desconocido θ(t). Este comportamiento puede clasificarse
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como muy confiable, especialmente tomando en cuenta grandes desviaciones en las condi-
ciones iniciales para el estado real y su estimado y grandes valores de la varianza del error
inicial.
Otra ventaja que se puede mencionar es que el filtro disen˜ado y el identificador del
para´metro trabajan correctamente en ambos casos sin importar la estabilidad o inestabil-
idad del sistema, lo cual corresponde a la operacio´n de sistemas bilineales en condicionnes
nomianles bajo la presencia de disturbios externos persistentes., respectivamente. Por el
contrario, puede observar que los estimados del estado mG1(t) y mG2(t) ni siquiera se
aproximan a las variables de estado reales x1(t) y x2(t) en ambos casos, para el sistema
estable e inestable (4.7), y el estimado del para´metro mG3(t) no converge al valor real (0,1
or −0,1) del para´metro desconocido θ(t).
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Figura 4.1: Gra´ficas de las variables de estado de referencia x1(t) y x2(t) (l´ınea gruesa en
la primera y segunda gra´fica), estimados del estado o´ptimo m1(t) y m2(t) (l´ınea delgada
en la priemra y segunda gra´fica) y estimado o´ptimo del para´metro m3(t) (l´ınea gruesa en
la tercera gra´fica), que satisfacen (4.10), para el sistema estable (4.7) en el intervalo de
simulacio´n [0, 50].
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Figura 4.2: Gra´ficas de las variables del estado de referencia x1(t) y x2(t) (l´ınea gruesa en
la primera y segunda gra´fica), estimados o´ptimos del estado m1(t) y m2(t) (l´ınea delgada
en la priemra y segunda gra´fica) y el estimado o´ptimo del para´metro m3(t) (l´ınea gruesa
en la tercera gra´fica), que satusfacen (4.10), para el sistema inestable (4.7) en un intervalo
de simulacio´n [0, 10].
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Figura 4.3: Gra´ficas de las variables del estado de referencia x1(t) y x2(t) (l´ınea delgada en
la primera y segunda gra´fica), estimados del estado mG1(t) y mG1(t) (l´ınea delgada en la
primera ys egunda gra´fica) y el estimado del para´metro mG3(t) (l´ınea gruesa en la tercera
gra´fica), que satisface (4.12) para el sistema estable (4.7) en el intervalo de simulacio´n
[0, 50].
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Figura 4.4: Gra´ficas de las variables del estado de referencia x1(t) y x2(t) (l´ınea gruesa
en la primera y segunda gra´fica), estimados o´ptimos del estado mG1(t) y mG2(t) (l´ınea
delgada en la primera y segunda gra´fica) y estimado del para´metro mG3(t) (l´ınea gruesa
en la tercera gra´fica), que satisface (4.12), para el sistema inestable (4.7) en el intervalo
de simulacio´n [0, 10].
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Cap´ıtulo 5
Controlador O´ptimo LQP para
Sistemas Estoca´sticos Lineales con
Para´metros Desconocidos y Ruido
de Poisson
5.1. Planteamiento del Problema
Sea (Ω, F, P ) un espacio completo de probabilidad con una familia creciente de σ-a´lge-
bras Ft, t ≥ t0, y sean (N1(t), Ft, t ≥ t0) y (N2(t), Ft, t ≥ t0) dos procesos independientes
de Poisson centralizados. El proceso aleatorio Ft medible (x(t), y(t)) es descrito por una
ecuacio´n diferencial lineal con un para´metro desconocido θ(t) para el estado del sistema
dx(t) = (a(θ, t)x(t))dt+B(t)u(t)dt+ b(t)dN1(t), x(t0) = x0, (5.1)
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y una ecuacio´n diferencial para el proceso de observacio´n
dy(t) = (A0(t) + A(t)x(t))dt+G(t)dN2(t). (5.2)
Donde, x(t) ∈ Rn es el vector de estado , u(t) ∈ Rl es la entrada del control, y(t) ∈
Rm es el proceso de observacio´n, y θ(t) ∈ Rp, p ≤ n × n, es el vector de entradas
desconocidas de la matriz a(θ, t). Esto u´ltimo significa que a(θ, t) contiene las componentes
desconocidas aij(t) = θk(t), k = 1, . . . , p ≤ n × n, as´ı como las componentes conocidas
aij(t), cuyos valores son funciones conocidas que dependen del tiempo. La condicio´n inicial
x0 ∈ Rn es un vector de Poisson tal que x0, N1(t), y N2(t) son independientes. Se asume
que G(t)GT (t) es una matriz definida positiva. Todos los coeficientes en (5.1)–(5.2) son
funciones determin´ısticas que dependen del tiempo, de dimensiones apropiadas.
Se considera que no existe informacio´n u´til sobre los valores de los para´metros de-
sconocidos θk(t), k = 1, . . . , p. En otras palabras, los para´metros desconocidos puedesn
ser modelados como procesos de Poisson Ft medibles
dθ(t) = β(t)dN3(t), (5.3)
con condiciones iniciales desconocidas θ(t0) = θ0 ∈ Rp, donde (N3(t), Ft, t ≥ t0) es un
proceso de Poisson independiente de x0, N1(t), y N2(t), y β(t) ∈ Rp×p es una funcio´n de
intensidad.
La funcio´n de costo cuadra´tica J ha ser minimizada se define de la siguiente manera
J = 1
2
E[xT (T )Φx(T ) +
∫ T
t0
uT (s)R(s)u(s)ds+∫ T
t0
xT (s)L(s)x(s)ds], (5.4)
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donde R es definida positiva y Φ, L son matrices sime´tricas definidas no negativas, T > t0
es un tiempo espec´ıfico, el s´ımbolo E[f(x)] representa el valor esperado de la funcio´n f
que depende de una variable aleatoria x, y aT denota la transpuesta de un vector (matriz)
a.
El problema del controlador o´ptimo consiste en encontrar el control u∗(t), t ∈ [t0, T ],
que minimice el criterio J con la trayectoria no observable x∗(t), t ∈ [t0, T ], generada al
sustituir u∗(t) en la ecuacio´n de estado (5.1).
5.2. Disen˜o del Controlador O´ptimo
5.2.1. Reduccio´n del Problema
Para tratar el problema planteado del controlador, las ecuaciones (5.1) y (5.3) deber´ıan
ser reordenadas. Para esto, se introducira´n una matriz a1(t) ∈ R(n+p)×(n+p) y un tensor
cu´bico a2(t) ∈ R(n+p)×(n+p)×(n+p) de la siguiente manera:
Note que la ecuacio´n para la i-e´sima componente del vector de estado (5.1) esta´ dada
por
dxi(t) = (
n∑
j=1
aij(t)xj(t))dt+
n∑
j=1
bij(t)dN1j (t), xi(t0) = x0i ,
entonces, si la variable aij(t) es una funcio´n conocida, entonces la (i, j)-e´sima compo-
nente de la matriz a1(t) correspondera´ a esta funcio´n, a1ij (t) = aij(t); de lo contrario, si la
variable aij(t) es una funcio´n desconocida, entonces la (i, n+k, j)-e´sima entrada del tensor
cu´bico a2(t) se igualara´ a 1, donde k es el nu´mero actual de entradas desconocidas en la
matriz aij(t), contando el nu´mero de entradas consecutivamente por filas desde la primera
hasta la n-e´sima entrada en cada fila. Todas las entradas que no han sido asignadas de la
matriz a1(t) y el tensor cu´bico a2(t) se igualara´n a 0.
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Usando la notacio´n que se acaba de introducir, las ecuaciones de estado (5.1),(5.3)
para el vector z(t) = [x(t), θ(t)] ∈ Rn+p pueden reescribirse como
dz(t) = (a1(t)z(t) + a2(t)z(t)z
T (t))dt+
diag[b(t), β(t)]d[NT1 (t), N
T
3 (t)]
T , (5.5)
z(t0) = [x0, θ0],
donde la matriz a1(t) y el tensor cu´bico a2(t) ya han sido definidos. La ecuacio´n (5.5) es
bilineal con respecto al vector de estado extendido z(t) = [x(t), θ(t)].
5.2.2. Principio de Separacio´n
Se puede observar que el principio de separacio´n sigue siendo va´lido para un sistema
estoca´stico lineal con para´metros desconocidos. Incluso, reemplacemos el estado bilineal
no medible z(t) = [x(t), θ(t)], que satisface (5.1),(5.3), con su estimado o´ptimo m(t)
sobre las observaciones lineales y(t) (5.2), el cual es obtenido utilizando el siguiente filtro
o´ptimo para estados bilineales sobre observaciones lineales (ver [7] para el correspondiente
problema de filtrado planteado y su solucio´n)
dm(t) = (a1(t)m(t) + a2(t)m(t)m
T (t)+ (5.6)
[B(t) | 0p×l]u(t)dt+ a2(t)P (t))dt+ P (t)[A(t), 0m×p]T (G(t)GT (t))−1[dy(t)−A(t)m(t)dt],
m(t0) = [E(x(t0) | F Yt ), E(θ(t0) | F
Y
t )],
dP (t) = (a1(t)P (t) + P (t)a
T
1 (t) + 2a2(t)m(t)P (t)+
a2(t)P (t) ∗ 1 + (a2(t)(2m(t)P (t) + P (t) ∗ 1))
T+
(diag[b(t), βp])(diag[b(t), βp]
T ))dt− (5.7)
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P (t)[A(t), 0m×p]
T (G(t)GT (t))−1[A(t), 0m×p]P (t)dt,
P (t0) = E((z(t0)−m(t0))(z(t0)−m(t0))
T | F Yt ),
donde (a2(t)P (t) ∗ 1)ih =
∑
j,k
a2 ijk(t)Pkj(t)1h, 0m×p es la matriz cero, de dimensio´n m× p;
P (t) es la varianza condicional del error de estimacio´n z(t) − m(t) con respecto a las
observaciones Y (t).
Recuerde que zˆ(t) = m(t) = [xˆ(t), θˆ(t)] es el estimado o´ptimo para el vector de estado
z(t) = [x(t), θ(t)], basado en el proceso de observacio´n Y (t) = {y(s), t0 ≤ s ≤ t}, que
minimiza la norma Euclidiana
H = E[(z(t)− zˆ(t))T (z(t)− zˆ(t)) | F Yt ] (5.8)
a cada momento del tiempo t. Aqu´ı, E[ξ(t) | F Yt ] representa el valor esperado condicional
de un proceso estoca´stico ξ(t) = (z(t) − zˆ(t))T (z(t) − zˆ(t)) con respecto a la σ - a´lgebra
F Yt generada por el proceso de observacio´n Y (t) en el intervalo [t0, t]. Como se sabe [53],
este estimado o´ptimo esta´ dado por el valor esperado condicional
zˆ(t) = m(t) = E(z(t) | F Yt )
del estado del sistema z(t) con respecto a la σ - a´lgebra F Yt generada por el proceso de
observacio´n Y (t) en el intervalo [t0, t]. La funcio´n matricial
P (t) = E[(z(t)−m(t))(z(t)−m(t))T | F Yt ]
es el estimado de la varianza del error.
Se puede verificar fa´cilmente (ver [44]) que el problema de control o´ptimo para el
estado del sistema (5.1) y la funcio´n de costo (5.4) es equivalente al problema de control
o´ptimo para el estimado (5.6) y la funcio´n de costo J representada como
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J = E{1
2
mT (T )Φ1m(T ) +
1
2
∫ T
t0
uT (s)R(s)u(s)ds+
1
2
∫ T
t0
mT (s)L1(s)m(s)ds+ (5.9)
1
2
∫ T
t0
tr[P (s)L1(s)]ds+
1
2
tr[P (T )Φ1]},
donde Φ1 = diag[Φ, 0p×p], L1 = diag[L, 0p×p], y tr[A] denotan la traza de una matriz A.
Dado que los primeros tres te´rminos de J son independientes del estimado del para´metro
desconocido θˆ(t), la funcio´n de costo (5.9) puede minimizarse mediante dos pasos consecu-
tivos: Primero, los primeros tres te´rminos de J se minimizan asumiendo que el para´metro
θ(t) es una funcio´n conocida que depende del tiempo, i.e, la funcio´n de costo reducida
M = E{1
2
xˆT (T )Φxˆ(T ) + 1
2
∫ T
t0
uT (s)R(s)u(s)ds+
1
2
∫ T
t0
xˆT (s)L(s)xˆ(s)ds} (5.10)
se emplea en el primer paso. Como resultado, el control o´ptimo es obtenido minimizando
la funcio´n de costo reducida M (5.10) para el estimado del estado m(t) (5.6) bajo la
asumcio´n de que el para´metro θ(t) es conocido. Segundo, los u´ltimos dos te´rminos de
J son minimizados disminuyendo la norma de la varianza del error de estimacio´n P (t)
en cada momento del tiempo t. Finalmente, el valor mı´nimo del criterio J se determina
utilizando (5.9). Esta seccio´n presenta el principio de separacio´n para sistemas lineales
con para´metros desconocidos.
5.2.3. Solucio´n del Problema de Control O´ptimo
Como primer paso, se debe notar que la ecuacio´n del estimado o´ptimo del estado
(5.6) es lineal en m bajo la suposicio´n de que el para´metro θ(t) es una funcio´n conocida
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que depende del tiempo. Incluso, en este caso, a2 = 0 por construccio´n, y las ecua-
ciones (5.6),(5.7) se convierten en las ecuaciones del filtro lineal o´ptimo de Kalman-Bucy
([39]). Por lo tanto, la solucio´n o´ptima esta´ dada por el controlador o´ptimo LQG para
sistemas lineales ([44]), el cual se aplica a la ecuacio´n del estimado (5.6), asumiendo que
el para´metro θ(t) es conocido y a2 = 0, y la funcio´n de costo reducida(5.10). La corre-
spondiente ley de control o´ptimo esta´ dada por
u∗(t) = (R(t))−1BT (t)Q(t)m(t), (5.11)
donde la funcio´n matricial Q(t) es la solucio´n de la siguiente ecuacio´n de Riccati
Q˙(t) = −aT (θ, t)Q(t)−Q(t)a(θ, t) + L(t)−
Q(t)B(t)R−1(t)BT (t)Q(t),
con la condicio´n final Q(T ) = Φ.
Como segundo paso, recordando que el para´metro θ(t) es desconocido, el estimado
para θ(t) deber´ıa ser asignado para minimizar la funcio´n de costo (5.9). De cualquier
manera, el mejor estimado que minimiza la norma de la varianza del error de estimacio´n
P (t), y en consecuencia la funcio´n de costo (5.9) para todo tiempo t, esta´ dado por θˆ(t), la
segunda componente de m(t) = zˆ(t), en vista de (5.8). Por lo tanto, la matriz de ganancia
de la ecuacio´n de Riccati toma la forma
Q˙(t) = −aT (θˆ(t), t)Q(t)−Q(t)a(θˆ(t), t) + L(t)−
Q(t)B(t)R−1(t)BT (t)Q(t), (5.12)
con la condicio´n final Q(T ) = Φ.
Al sustituir el control o´ptimo (5.11) en la ecuacio´n (5.6), se obtiene la siguiente
ecuacio´n del estimado controlado de manera o´ptima.
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dm(t) = (a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t))dt+ (5.13)
[B(t) | 0p×l](R(t))−1BT (t)Q(t)m(t)dt+
P (t)[A(t), 0m×p]
T (G(t)GT (t))−1[dy(t)− A(t)m(t)dt],
con la condicio´n inicial m(t0) = [E(x(t0) | F
Y
t ), E(θ(t0) | F
Y
t )].
Por lo tanto, la ecuacio´n del estimado del estado controlado o´ptimamente (5.13), la
ecuacio´n de la matriz de ganancia (5.12), la ley de control o´ptimo (5.11), y la ecuacio´n de
la varianza (5.7) proporcionan la solucio´n completa al problema del controlador o´ptimo
para sistemas lineales con para´metros desconocidos.
5.3. Ejemplo
Esta seccio´n presenta un ejemplo del disen˜o del controlador o´ptimo para el sistema
bilineal (5.1) con un para´metro desconocido θ (5.3) sobre observaciones lineales (5.2),
empleando el esquema (5.11)–(5.13), y compara´ndolo con el controlador para el sistema
de referencia (5.1),(5.2) con exactamente un para´metro conocido θ.
Considere un sistema bilineal con la ecuacio´n de estado dada por
x˙1(t) = x2(t), x1(0) = x10, (5.14)
x˙2(t) = θx1(t) + u(t) + ψ1(t), x2(0) = x20,
y el proceso de observacio´n dado por
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y(t) = x1(t) + ψ2(t), (5.15)
donde ψ1(t) y ψ2(t) son ruidos blancos de Poisson, los cuales son la derivada de´bil
en promedio cuadra´tico de procesos estandar de Poisson (ver [53]), y x0 es una variable
aleatoria de Poisson. Las ecuaciones (5.14) y (5.15) presentan la forma convencional para
las ecuaciones (5.1) y (5.2), las cuales son utilizadas en la pra´ctica [2].
El problema del controlador consiste en encontrar el control u(t), t ∈ [0, T ], T = 1,6,
que minimiza el criterio
J =
1
2
E[
∫ T
0
u2(t)dt+
∫ T
0
x2(t)dt]. (5.16)
En otras palabras, el problema de control consiste en minimizar la energ´ıa total del
estado x utilizando la mı´nima energ´ıa del control u.
Primero se construira´ el controlador donde la ley de control y las matrices P (t) y Q(t)
se calculan en la misma manera que para el controlador lineal o´ptimo para un sistema
bilineal con exactamente un para´metro conocido θ, que es u∗(t) = (R(t))−1BT (t)Q(t)m(t)
(ver [44]). Como B(t) = 1 en (5.12) y R(t) = 1 en (5.16), la ley de control es igual a
u(t) = Q(t)m(t); (5.17)
donde m(t) satisface la ecuacio´n
m˙(t) = a(θ, t)m(t) +B(t)u(t)+
P (t)AT (t)G(t)GT (t))−1(y(t)− (A0(t) + A(t)m(t))),
91
m(t0) = m0 = E(x0 | F
Y
t0
);
Q(t) satisface la ecuacio´n de Riccati
Q˙(t) = −aT (θ, t)Q(t)−Q(t)a(θ, t) + L(t)−
Q(t)B(t)R−1(t)BT (t)Q(t),
con la condicio´n final Q(T ) = Φ; y P (t) satisface la ecuacio´n de Riccati
P˙ (t) = P (t)aT (θ, t) + a(θ, t)P (t) + b(t)bT (t)−
P (t)AT (t)(G(t)GT (t))−1A(t)P (t),
con la condicio´n inicial P (t0) = E((x0 −m0)(x0 −m0)
T | y(t0)).
Como t0 = 0, a(t) = 1, B(t) = 1, b(t) = 0 en (5.14), A0(t) = 0, A(t) = 1, G(t) = 1 en
(5.15), y L = 1 y Φ = 0 en (5.16), las u´ltimas ecuaciones se transforman en
m˙1(t) = m2(t) + P11(t)(y(t)−m1(t)),
m˙2(t) = m1(t) + P12(t)(y(t)−m1(t)) + u(t), (5.18)
con m1(0) = E(x10 | y(0)) = m10 y m2(0) = E(x20 | y(0)) = m20,
Q˙11(t) = 1− 2Q12(t)−Q212(t),
Q˙12(t) = −Q11(t)−Q22(t)−Q12(t)Q22(t), (5.19)
Q˙22(t) = 1− 2Q12(t)−Q222(t),
con la condicio´n final Q(1,6) = 0.
P˙11(t) = 2P12(t)− P 211(t),
P˙12(t) = P11(t) + P22(t)− P11(t)P12(t), (5.20)
P˙22(t) = 1 + 2P12(t)− P 212(t),
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con la condicio´n inicial P (0) = E(([x0, θ0]−m(0))([x0, θ0]−m(0))T | y(0)) = P0.
Al sustituir el control (5.17) en (5.18), la ecuacio´n del estimado controlado toma la
forma
m˙2(t) = m1(t) + P12(t)(y(t)−m1(t)) +m1(t)Q12 +m2(t)Q22. (5.21)
Para la simulacio´n nume´rica del sistema (5.14),(5.15) y el controlador (5.17)–(5.21), se
asigaron los siguientes valores iniciales x1(0) = x2(0) = 4,2, m1(0) = m2(0) = 1, P12(0) =
10 y P11(0) = P22(0) = 100 y el valor del para´metro conocido θ = 1. Los disturbios
de Poisson ψ1(t) y ψ2(t) en (5.14) y (5.15) respectivamente, se realizaron utilizando el
diagrama en Simulink sugerido en [5]. Note que el controlador (5.17)–(5.21) es de hecho
no realizable, pues el valor del para´metro real θ = 1 es desconocido, y esta simulacio´n se
lleva a cabo so´lo con propo´sitos de comparacio´n.
Los resultados de aplicar el controlador (5.17)–(5.21) al sistema(5.14),(5.15) se mues-
tran en la Figura 1, la cual presenta la gra´fica del control u(t) obtenido en (5.17), el error
de estimacio´n entre las variables de estado (5.14) x1(t) y x2(t) y los estimados controlados
(5.21) m1(t) y m2(t) y la gra´fica del criterio (5.16) J(t) en el intervalo [0, 1,6]. El criterio
(5.16) en el tiempo final T = 1,6 toma el valor de J(1,6) = 70,85.
Ahora se aplicara´ el controlador o´ptimo (5.11)–(5.13), (5.7) para sistemas con para´met-
ros desconocidos para el sistema (5.14), (5.15), asumiendo β(t) = 1 en (5.3). La ley de
control (5.11) toma la forma
u∗(t) = Q(t)xˆ(t), (5.22)
donde
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˙ˆx1(t) = xˆ2(t) + P11(t)(y(t)− xˆ1(t)), x1(0) = x10, (5.23)
˙ˆx2(t) = P13(t) + xˆ1(t)θˆ(t) + u
∗(t) + P12(t)(y(t)− xˆ1(t)), x2(0) = x20
˙ˆ
θ(t) = P13(t)(y(t)− xˆ1(t)), θˆ(0) = θˆ0, (5.24)
y
Q˙11(t) = 1− 2θˆ(t)Q12(t)−Q212(t),
Q˙12(t) = −Q11(t)− θˆ(t)Q22(t)−Q12(t)Q22(t), (5.25)
Q˙22(t) = 1− 2Q12(t)−Q22(t),
con la condicio´n final Q(1,6) = 0,
P˙11(t) = 2P12(t)− P 211(t),
P˙12(t) = P13(t) + P22(t)− P11(t)P12(t) + 2P11(t)θˆ(t), (5.26)
P˙13(t) = P23(t)− P11(t)P13(t), P˙22(t) = 1 + 2P13(t) + 4θˆ(t)P12(t)− P
2
12(t),
P˙23(t) = P13(t)− P12(t)P13(t) + 2P13(t)θˆ(t), P˙33(t) = 1− P 213(t),
con la condicio´n inicial P (t0) = E((z(t0) −m(t0))(z(t0) −m(t0))T | F Yt ), and z(t) =
[x1(t), x2(t), θ(t)].
Al sustituir el control (5.22) en (5.23), la ecuacio´n del estimado controlado toma la
forma
˙ˆx2(t) = P13(t) + xˆ1(t)θˆ(t) + xˆ1(t)Q12(t) + xˆ2(t)Q22(t)+
P12(t)(y(t)− xˆ1(t)) (5.27)
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Los estimados obtenidos al resolver las ecuaciones (5.23)–(5.26) tambie´n se comparan
con los estimados que satisfacen las ecuaciones del controlador convencional polinomial
Gaussiano para el estado (5.14) sobre observaciones lineales incompletas (5.14):
˙ˆxG1(t) = xˆG2(t) + PG11(t)(y(t)− xˆG1(t)),
˙ˆxG2(t) = PG13(t) + xˆG1(t)θˆ(t) + xˆG1(t)QG12(t)+ (5.28)
xˆG2(t)QG22(t) + PG12(t)(y(t)− xˆG1(t)),
˙ˆ
θ(t) = PG13(t)(y(t)− xˆG1(t)), θˆ(0) = θˆ0, (5.29)
y
Q˙G11(t) = 1− 2θˆ(t)QG12(t)−Q2G12(t),
Q˙G12(t) = −QG11(t)− θˆ(t)QG22(t)−QG12(t)QG22(t), (5.30)
Q˙G22(t) = 1− 2QG12(t)−QG22(t),
P˙G11(t) = 2PG12(t)− P 2G11(t),
P˙G12(t) = PG22(t)− PG11(t)PG12(t) + 2PG11(t)θˆ(t), (5.31)
P˙G13(t) = PG23(t)− PG11(t)PG13(t), P˙G22(t) = 1 + 4θˆ(t)PG12(t)− P 2G12(t),
P˙G23(t) = −PG12(t)PG13(t) + 2PG13(t)θˆ(t), P˙G33(t) = 1− P 2G13(t),
Para cada uno de los controladores (5.23)-(5.26) y (5.28)-(5.31) y el sistema de referencia
(5.14), (5.15) involucrados en la simulacio´n, se asiganron los siguientes valores iniciales:
x1(0) = x2(0) = 4,2, xˆ1(0) = xˆ2(0) = 1, θˆ(0) = 0,535, P12(0) = P13(0) = P23(0) = 10
y P11(0) = P22(0) = P33(0) = 100. El para´metro real se asigna como θ = 1 . Los ruidos
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de Poisson ψ1(t) y ψ2(t) en (5.14) y (5.15) respectivamente, se generaron utilizando el
diagrama en Simulink sugerido en [5].
Los resultados al aplicar el controlador (5.11)–(5.13),(5.7) al sistema (5.14), (5.15)
usando el controlador disen˜ado (5.23)–(5.26) se muestran en la Figura 2, la cual presenta
la gra´fica del control u(t) obtenido en (5.22), los errores de estimacio´n entre las variables
reales del estado (5.14) x1(t) y x1(t), y los estimados controlados (5.23) xˆ1(t) y xˆ2(t), la
gra´fica del estimado del para´metro θˆ(t) (5.24), y la gra´fica del criterio (5.16) J(t) en el
intervalo [0, 1,6]
Los valores del estimado del para´metro θˆ(t), y el criterio (5.16) en el tiempo final T = 1,6
son θˆ(1,6) = 0,99 y J(1,6) = 73,38.
Por otro lado, los resultados de aplicar el controlador (5.11)-(5.13), (5.7) al sistema (5.14),
(5.15) usando el controlador convencional disen˜ado para sistemas con ruidos Gaussianos
(5.28)–(5.31) se muestran en la Figura 3, la cual presenta la gra´fica del control u(t)
obtenido en (5.22), los errores de estimacio´n entre las variables reales del estado (5.14)
x1(t) y x1(t), y los estimados controlados (5.28) xˆG1(t) y xˆG2(t), la gra´fica del estimado
del para´metro θˆ(t) (5.29), y la gra´fica del criterio (5.16) J(t) en el intervalo [0, 1,6]. Los
valores del estimado del para´metro θˆ(t), y el criterio (5.16) en el tiempo final T = 1,6 son
θˆ(1,6) = 1,01 y J(1,6) = 78,14.
Aunque el valor final del estimado del para´metro en ambos casos es muy cercano al valor
real θ = 1, en el caso del controlador disen˜ado, el valor del criterio J tiene un error de
so´lo el 3,5% del valor real, en contra del controlador convencional usado para sistemas
con ruidos blancos Gaussianos el cual proporciona un error del 10,29% del valor real del
criterio para sistemas con un valor de para´metro conocido. Esto verifica exito´samente el
rendimiento general para sistemas con para´metros desconocidos y ruidos de Poisson.
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Figura 5.1: Gra´fica del control u(t) (5.17), el error entre las variables de estado reales
x1(t) y x2(t), que satisfacen (5.14), y los estimados o´ptimos controlados m1(t) y m2(t)
que satisfacen (5.18), y gra´fica del criterio (5.16) J(t) en el intervalo [0, 1,6].
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Figura 5.2: Gra´fica del control u(t) (5.22), el error entre las variables de esatado reales
x1(t) y x2(t), que satisfacen (5.14), y los estimados o´ptimos controlados xˆ1(t)(t) y xˆ2(t)
que satisfacen (5.23)–(5.26), la gra´fica del estimado del para´metro θˆ que satisface (5.24)
, y la gra´fica del criterio (Ec. (5.16)) J(t) en el intervalo [0, 1,6].
98
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
−18
−15
−12
−9
−6
−3
0
time
Co
nt
ro
l u
(t)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
−1
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
time
Es
tim
ati
on
 er
ror
 fo
r x
1(t)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
−3
−2
−1
0
1
2
3
4
time
Es
tim
ati
on
 er
ror
 fo
r x
2(t)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
time
Pa
ra
m
et
er
 e
sti
m
at
e
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0
10
20
30
40
50
60
73.38
80
time
Cr
ite
rio
n
Figura 5.3: Gra´fica del control u(t) (5.22), el error entre las variables de estado reales x1(t)
y x2(t), que satisfacen (14), y los estimados controlados xˆG1(t)(t) y xˆG2(t) que satisfacen
(5.28)–(5.31), la gra´fica del estimado del para´metro θˆ satisfying (5.29) , y la gra´fica del
criterio (Ec. (16)) J(t) en el intervalo [0, 1,6].
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Cap´ıtulo 6
Filtro Aproximado de Dimensio´n
Finita para Estados Polinomiales con
Ruido de Poisson sobre
Observaciones Polinomiales
6.1. Planteamiento del Problema
Sea (Ω, F, P ) un espacio completo de probabilidad con una familia de σ-a´lgebras Ft, t ≥
t0 crecient y continua por la derecha , y sean (N1(t), Ft, t ≥ t0) y (N2(t), Ft, t ≥ t0)
dos procesos independientes de Poisson centralizados. El proceso aleatorio Ft-medible
(x(t), y(t)) es descrito por una ecuacio´n diferencial estoca´stica no lineal con un te´rmino
drift polinomial para el estado del sistema
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dx(t) = ρ(x, t)dt+ σ(x, t)dN1(t), x(t0) = x0, (6.1)
y el proceso de observacio´n
dy(t) = h(x, t)dt+B(t)dN2(t), (6.2)
donde, x(t) ∈ Rn es el vector de estado y y(t) ∈ Rm es el vector de observacio´n. La
condicio´n inicial x0 ∈ Rn es un vector de Poisson tal que x0, N1(t) ∈ Rp, y N2(t) ∈
Rq son independientes. Se asume que B(t)BT (t) es una mattiz definida positiva, por
lo tanto m ≤ q. Todos los coeficientes en (6.1)–(6.2) son funciones determin´ısticas de
dimensiones apropiadas. Las soluciones de las ecuaciones diferenciales estoca´sticas de Ito
(6.1) y (6.2) se consideran como soluciones de´biles (ver, por ejemplo, [51] para definicio´n).
La misma definicio´n se mantiene para las soluciones para las otras ecuaciones diferenciales
estoca´sticas de Ito durante todo el cap´ıtulo.
Las funciones no lineales ρ(x, t) ∈ Rn, σ(x, t) ∈ Rn, y h(x, t) ∈ Rm se consideran
polinomios de n variables, donde las componentes del vector de estado x(t) ∈ Rn, son
coeficientes que dependen del tiempo. Como x(t) ∈ Rn es un vector, esto requiere una
definicio´n especial del polinomio para n > 1. De acuerdo con [4], un polinomio de grado
p del vector x(t) ∈ Rn se considera como una forma lineal p de n componentes de x(t)
ρ(x, t) = α0(t) + α1(t)x+ α2(t)xx
T + . . .+ αp(t)x . . .p veces . . . x, (6.3)
donde α0(t) es un vector de dimensio´n n, α1 es una matriz de dimensio´n n× n, α2 es un
tensor de dimensio´n n×n×n, αp es un (p+1)D tensor de dimensio´n n×. . .(p+1) veces . . .×n,
101
y x × . . .p veces . . . × x es un pD tensor de dimensio´n n × . . .p veces . . . × n obtenida de
multiplicar el vector x(t), p veces por s´ı mismo (ver definicio´n [4]). Tal polinomio puede
ser expresado en la siguiente forma de sumatoria
ρk(x, t) = α0 k(t) +
∑
i
α1 ki(t)xi(t) +
∑
ij
α2 kij(t)xi(t)xj(t) + . . .
+
∑
i1...ip
αp ki1...ip(t)xi1(t) . . . xip(t), k, i, j, i1, . . . , ip = 1, . . . , n.
El problema de estimacio´n consiste en encontrar el estimado en promedio cuadra´tico
xˆ(t) del estado del sistema x(t), basado en el proceso de observacio´n Y (t) = {y(s), 0 ≤
s ≤ t}, que minimice el valor esperado condicional para la norma Euclidiana
J = E[(x(t)− xˆ(t))T (x(t)− xˆ(t)) | F Yt ]
para cada momento del tiempo t. Donde, E[ξ(t) | F Yt ] representa el valor esperado condi-
cional del proceso estoca´stico ξ(t) = (x(t) − xˆ(t))T (x(t) − xˆ(t)) con respecto a la σ -
a´lgebra F Yt generada por el proceso de observacio´n Y (t) en el intervalo [t0, t]. Como se
sabe [53], el estimado en promedio cuadra´tico esta´ dado por el valor esperado condicional
xˆ(t) = mx(t) = E(x(t) | F
Y
t )
del estado del sistema x(t) con respecto a la σ - a´lgebra F Yt generada por el proceso de
observacio´n Y (t) en el intervalo [t0, t]. La funcio´n matricial
P (t) = E[(x(t)−mx(t))(x(t)−mx(t))
T | F Yt ]
es la matriz de covarianza del error de estimacio´n. De aqu´ı en adelante, el problema de
filtrado formulado se considerara´ en un intervalo de tiempo [t0, T1], donde la solucio´n de
la ecuacio´n de estado (6.1) existe y es casi acotada. Aparentenmente, T1 < T
∗, donde T ∗
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es un tiempo de escape para el sistema (6.1). Note que dado que la condicio´n inicial x0 es
una variable aleatoria de Poisson, los momentos condicionales del proceso x(t) permanecen
acotados para cualquier t ≤ T1 ([53]).
La solucio´n propuesta para el problema de filtrado planteado se basa en las fo´rmulas
para las diferenciales Ito del estimado en promedio cuadra´tico y la varianza del error de
estimacio´n (citado despue´s de [53]), la cual se dara´ en la siguiente seccio´n.
6.2. Disen˜o del Filtro
El problema de filtrado es resulto en el siguiente teorema.
Teorema 1. El filtro en promedio cuadra´tico para el estado polinomial x(t) (6.1)
sobre observaciones polinomiales y(t) (6.2) esta´ dado por las siguientes ecuaciones para el
estimado en promedio cuadra´tico m(t) = [mz(t), mx(t)] = E([z(t), x(t)] | F Yt ) y la matriz
de covarianza del error de estimacio´n P (t) = E[([z(t), x(t)]−m(t))([z(t), x(t)]−m(t))T |
F Yt ]:
dm(t) = E(f¯(x, t) | F Yt )dt+ P (t)[I, 0]
T (B(t)BT (t))−1(dy(t)−mz(t)dt), (6.4)
dP (t) = (E(([z(t), x(t)]−m(t))(f¯(x, t))T | F Yt ) + E(f¯(x, t)([z(t), x(t)] −m(t))
T ) | F Yt )+(6.5)
E(g¯(x, t)g¯T (x, t) | F Yt )− P (t)[I, 0]
T (B(t)BT (t))−1[I, 0]P (t)),
con las condiciones iniciales m(t0) = [mz(t0), mx(t0)] = E([z0, x0] | F Yt0 ) and P (t0) =
E[([z0, x0] − m(t0)([z0, x0] − m(t0)T | F Yt0 ]. Aqu´ı, f¯(x, t) = [f(x, t), ρ(x, t)], g¯(x, t) =
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[g(x, t), σ(x, t)]T ,
f(x, t) =
∂h(x, t)
∂x
ρ(x, t)dt +
∂h(x, t)
∂t
dt+
1
2
∂2h(x, t)
∂x2
σ(x, t)σT (x, t)dt, g(x, t) =
∂h(x, t)
∂x
σ(x, t),
y el estado polinomial adicional z(t) = h(x, t) satisface la ecuacio´n
dz(t) =
∂h(x, t)
∂x
ρ(x, t)dt +
∂h(x, t)
∂t
dt+ (6.6)
1
2
∂2h(x,t)
∂x2
σ(x, t)σT (x, t)dt+ ∂h(x,t)
∂x
σ(x, t)dN1(t), z(0) = z0.
Si la condicio´n inicial [z0, x0] para el vector de estado extendido es condicionalmente
de Poisson con respecto a las observaciones, el sistema de las ecuaciones de filtrado
(6.4),(6.5) se convierte en un sistema de dimensio´n finita en forma cerrada despue´s de
expresar los momentos condicionales de orden superior del estado del sistema x(t) con re-
specto a las observaciones y(t) como funciones so´lamente de los primeros dos momentos
condicionales, m(t) y P (t).
Demostracio´n. Se reformulara´ el problema, introduciendo el proceso estoca´stico
z(t) = h(x, t). Usando la fo´rmula Ito (ver [53]) para la diferencial estoca´stica de la funcio´n
no lineal h(x, t), donde x(t) satisface la ecuacio´n (6.1), la ecuacio´n (6.6) es obtenida para
z(t)
dz(t) =
∂h(x, t)
∂x
ρ(x, t)dt+
∂h(x, t)
∂t
dt+
1
2
∂2h(x, t)
∂x2
σ(x, t)σT (x, t)dt +
∂h(x, t)
∂x
σ(x, t)dN1(t), z(0) = z0.
Note que la expresio´n 1
2
∂2h(x,t)
∂x2
σ(x, t)σT (x, t) aparece en vista de la segunda derivada en
x en la fo´rmula Ito.
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Se asume que la condicio´n inicial [z0, x0] para el vector de estado exctendido es un
vector aleatorio condicionalmente de Poisson con respecto a las observaciones. Esta su-
posicio´n es admisible en el a´rea de filtrado, pues las distribuciones reales de x(t) y z(t)
son desconocidas. Incluso, como se ve en [52], si solamente esta´n disponibles los primeros
dos momentos condicionales, la esperanza m0 y la varianza P0, de un vector aleatorio
[z0, x0], la mejor aproximacio´n para la distribucio´n condicional desconocida de [z0, x0] con
respecto a las observaciones, es la distribucio´n de Poisson con los mismos para´metros,
m0 y P0. Esto es tambie´n un corolario del teorema del l´ımite central [59] en la teor´ıa de
probabilidad.
Un punto clave para derivaciones adicionales es que el lado derecho de la ecuacio´n
(6.6) es un polinomio en x. De hecho, como h(x, t) es un polinomio en x, las funciones
∂h(x,t)
∂x
, ∂h(x,t)
∂x
x(t), ∂h(x,t)
∂t
, y ∂
2h(x,t)
∂x2
son tambie´n polinomios en x. As´ı, la ecuacio´n (6.6) es
una ecuacio´n de estado polinomial con ruido multiplicativo polinomial. Puede escribirse
en la forma compacta
dz(t) = f(x, t)dt+ g(x, t)dN1(t), z(t0) = z0, (6.7)
donde
f(x, t) =
∂h(x, t)
∂x
ρ(x, t)dt +
∂h(x, t)
∂t
dt+
1
2
∂2h(x, t)
∂x2
σ(x, t)σT (x, t)dt, g(x, t) =
∂h(x, t)
∂x
σ(x, t).
En te´rminos del proceso z(t), la ecuacio´n de observacio´n (6.2) toma la forma
dy(t) = [I, 0][z(t), x(t)]dt+B(t)dN2(t). (6.8)
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El problema de estimacio´n reformulado consiste ahora en encontrar el estimado en
promedio cuadra´tico [mz(t), mx(t)] del estado del sistema [z(t), x(t)], basado en el proceso
de observacio´n Y (t) = {y(s), 0 ≤ s ≤ t}. Este estimado en promedio cuadra´tico esta´ dado
por el valor esperado condicional
m(t) = [mz(t), mx(t)] = [E(z(t) | F
Y
t ), E(x(t) | F
Y
t )]
del estado del sistema [z(t), x(t)] con respecto a la σ - a´lgebra F Yt generada por el proceso
de observacio´n Y (t) en el intervalo [t0, t]. La funcio´n matricial
P (t) = E[([z(t), x(t)]− [mz(t), mx(t)])([z(t), x(t)]− [mz(t), mx(t)])
T | F Yt ]
es la matriz de covarianza del error de estimacio´n para este problema reformulado.
El sistema de filtrado obtenido incluye las dos ecuaciones, (6.6) (o (6.7)) y (6.1), para
el estado parcialmente medible [z(t), x(t)] y la ecuacio´n (6.8) para las observaciones y(t),
donde z(t) es un estado polinomial completamente medible con un ruido multiplicativo
polinomial, x(t) es un estado polinomial no medible, y y(t) es un proceso de observacio´n
lineal directamente midiendo al estado z(t). Aplicando el filtro en promedio cuadra´tico
para estados polinomiales incompletamente medibles con un ruido multiplicativo polino-
mial sobre observaciones lineales (ver [7, 16]) para el sistema (6.7),(6.1),(6.8) se producen
las ecuaciones de filtrado deseadas (6.4),(6.5). Finalmente, despue´s de representar los mo-
mentos condicionales de orden superior del estado del sistema como funciones de el valor
esperado m(t) y la varianza del error P (t) usando la propiedad de una variable aleatoria
de Poisson x(t)−m(t) de representar los momentos condicionales superiores del estado del
sistema como funciones de la varianza P (t), (ver [4, 7, 11] para detalles), se puede obtener
un sistema de dimensio´n finita de las ecuaciones de filtrado, cerrado con respecto a m(t) y
P (t), si la condicio´n inicial [z0, x0] para el vector de estado extendido es condicionalmente
de Poisson. 
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Nota. Observe que algunos casos particulares del Teorema 1, como sistemas lineales
o bilineales con ruidos dependientes, fueron previamente considerados en [4, 7, 16], donde
fueron obtenidas las ecuaciones de filtrado en promedio cuadra´tico de dimensio´n finita
expl´ıcitas. Por otro lado, el resultado general del Teorema 1, permite disen˜ar un filtro
sub-o´ptimo en promedio cuadra´tico de dimensio´n finita para cualquier estado polinomial
con ruido blanco de Poisson sobre observaciones polinomiales. Ma´s au´n, como cualquier
funcio´n no lineal puede ser aproximada por un polinomio de cierto grado con cierta pre-
cisio´n, el resultado obtenido en el Teorema 1 es potencialmente u´til para tratar el disen˜o
de un filtro sub-o´ptimo en promedio cuadra´tico de dimensio´n finita para cualquier estado
no lineal con ruido blanco de Poisson sobre observaciones con un te´rmino drift no lineal.
En la siguiente seccio´n se presenta un ejemplo, donde se obtendra´n las ecuaciones de
filtrado en forma cerrada para un caso particular de funciones polinomiales escalares de
segundo y tercer orden ρ(x, t), σ(x, t) y h(x, t) en las ecuaciones (6.1) y (6.2). As´ı, la
aplicacio´n del mismo procedimiento resultar´ıa en el disen˜o de un sistema cerrado de las
ecuaciones de filtrado para cualesquier funciones polinomiales ρ(x, t), σ(x, t), y h(x, t) en
(6.1),(6.2).
6.3. Ejemplo: Problema de Filtrado para el Sensor
de Tercer Grado para un Sistema Cuadra´tico
Esta seccio´n presenta un ejemplo del disen˜o de un filtro de dimensio´n finita en forma
cerrada para un estado cuadra´tico sobre observaciones polinomiales de tercer grado, donde
la condicio´n inicial para el vector de estado extendido se asume condicionalmente de
Poisson con respecto a las observaciones.
Sean x(t) un estado escalar no medible que satisface la ecuacio´n cuadra´tica
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dx(t) = x2(t)dt + dn1(t), x(0) = x0, (6.9)
y y(t) el proceso de observacio´n dado por la ecuacio´n escalar del sensor de tercer grado
dy(t) = x3(t)dt+ dn2(t), (6.10)
donde n1(t) y n2(t) son procesos de Poisson independientes entre ellos y de una variable
aleatoria de Poisson x0 que servira´ como condicio´n inicial en (6.9). El problema de filtrado
consiste en encontrar el estimado en promedio cuadra´tico para el estado cuadra´tico(6.9),
usando las observaciones del sensor de tercer grado (6.10).
El problema sera´ reformulado, introducienndo el proceso estoca´stico z(t) = h(x, t) =
x3(t). Utilizando la fo´rmula Ito (ver [53]) para la diferencial estoca´stica de la funcio´n
cu´bica h(x, t) = x3(t), donde x(t) satisface la ecuacio´n (6.9), se obtienen las siguientes
ecuaciones para z(t)
dz(t) = (3x(t) + 3x4(t))dt+ 3x2(t)dn1(t), z(0) = z0.
Tomando en cuenta que z(t) = x3(t), la u´ltima ecuacio´n toma la forma
dz(t) = (3x(t)(1 + z(t)))dt + 3x2(t)dn1(t), z(0) = z0. (6.11)
Aqu´ı, ∂h(x,t)
∂x
= 3x2(t), 1
2
∂h2(x,t)
∂x2
= 3x(t), y ∂h(x,t)
∂t
= 0, dado que h(x, t) no depende de
t, entonces, f(x, t) = 3x(t) + 3x4(t) = 3x(t)(1 + z(x)) y g(x, t) = 3x2(t). La condicio´n
inicial [z0, x0] se considera condicionalmente de Poisson con respecto a las observaciones
(ver el pa´rrafo anterior a (6.7) para detalles). En te´rminos del proceso z(t), la ecuacio´n
de observacio´n (6.10) toma la forma
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dy(t) = z(t)dt + dn2(t). (6.12)
El sistema de filtrado obtenido incluye dos ecuaciones, (6.11) y (6.9), para el esta-
do parcialmente medible [z(t), x(t)] y una ecuacio´n (6.12) para las observaciones y(t),
donde z(t) es un estado de segundo grado completamente medible con un ruido multi-
plicativo cuadra´tico, x(t) es un estado cuadra´tico no medible, y y(t) es un proceso de
observacio´n lineal que mide directamente al estado z(t). Por lo tanto, el filtro disen˜ado
en promedio cuadra´tico puede ser aplicado para resolver este problema. Las ecuaciones
de filtrado(6.4),(6.5) toman la forma particular para el sistema (6.11),(6.9),(6.12)
dm1(t) = (3m2(t) + 3m1(t)m2(t) + 3P12(t))dt+ P11(t)[dy(t)−m1(t)dt], (6.13)
dm2(t) = (m
2
2(t) + P22(t))dt+ P12(t)[dy(t)−m1(t)dt], (6.14)
con las condiciones iniciales m1(0) = E(z0 | y(0)) = m10 y m2(0) = E(x0 | y(0)) = m20,
P˙11(t) = 12P12(t) + 9m
4
2(t) + 9P22(t) + 36P22(t)m2(t) + 54P22(t)m
2
2(t)+ (6.15)
27P 222(t) + 12P11(t)m2(t)− P
2
11(t),
P˙12(t) = 3P12(t) + 7P22(t) + 8P12(t)m2(t) + 3m
2
2(t)− P11(t)P12(t), (6.16)
P˙22(t) = 1 + 2P22(t) + 4P22(t)m2(t)− P
2
12(t), (6.17)
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con la condicio´n inicial P (0) = E(([z0, x0]
T −m(0))([z0, x0]T −m(0))T | y(0)) = P0. Aqu´ı,
m1(t) es el estimado para el estado z(t) = x
3(t) y m2(t) es el estimado para el estado x(t).
Los estimados obtenidos al resolver las ecuaciones (6.13)–(6.17) se comparan con los
estimados que satisfacen las ecuaciones de filtrado disen˜adas para sistemas con ruido
blanco Gaussiano para el estado cuadra´tico (6.11) sobre las observaciones polinomiales de
tercer orden (6.10), los cuales son obtenidos al aplicar el Teorema 8.1 en [35]:
dmG1(t) = (3mG2(t) + 3mG1(t)mG2(t) + 3PG12(t))dt+ PG11(t)[dy(t)−mG1(t)dt], (6.18)
dmG2(t) = (m
2
G2(t) + PG22(t))dt+ PG12(t)[dy(t)−mG1(t)dt], (6.19)
con las condiciones iniciales mG1(0) = E(z0 | y(0)) = mG10 y mG2(0) = E(x0 | y(0)) =
mG20,
P˙G11(t) = 6PG12(t) + 9m
4
G2(t) + 9PG22(t) + 36PG22(t)mG2(t) + 54PG22(t)m
2
G2(t)+(6.20)
27P 2G22(t) + 12PG11(t)mG2(t)− P
2
G11(t),
P˙G12(t) = 6PG22(t) + 8PG12(t)mG2(t) + 3m
2
G2(t)− PG11(t)PG12(t), (6.21)
P˙G22(t) = 1 + 4PG22(t)mG2(t)− P
2
G12(t), (6.22)
con la condicio´n inicial PG(0) = E(([z0, x0]
T −mG(0))([z0, x0]T −mG(0))T | y(0)) = PG0.
Los resultados de la simulacio´n nume´rica se obtienen al resolver los sistemas de las
ecuaciones de filtrado (6.13)–(6.17) y (6.18)–(6.22).
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Los valores obtenidos de los estimados del estado m2(t), que satisfacen la ecuacio´n
(6.14), y mG2(t), que satisface la ecuacio´n (6.19), se comparan con los valores reales de la
variable de estado x(t) en (6.9).
Para los filtros (6.13)–(6.17), (6.18)–(6.22) y el sistema de referencia(6.11),(6.9),(6.12)
envueltos en simulacio´n, se asiganan los siguientes valores iniciales: x0 = 0, z0 = 18,m10 =
mG10 = 1000, m20 = mG20 = 10, P11(0) = PG11(0) = 15, P12(0) = PG12(0) = 3, P22(0) =
PG22(0) = 1. Los ruidos de Poisson dn1(t) y dn2(t) fueron generados utilizando el diagrama
de simulacio´n sugerido en [5]. Note que el poder del ruido puede ser cambiado variando
los te´rminos σ(x, t) y B(t) en (6.1),(6.2), lo que llevar´ıa a cambiar los correspondiente
te´rminos de las ecuaciones de filtrado (6.4),(6.5). El intervalo de simulacio´n se establece
como [0, 4,0575], pues el error de estimacio´n dado por el filtro disen˜ado para sistemas con
ruido blanco Gaussiano diverge a infinito en este tiempo.
La figura 1 muestra las gra´ficas de los errores entre el estado de referencia x(t) (6.9) y
su estimado m2(t) (6.14), y el estado de referencia z(t) = x
3(t) (6.11) y su estimado m1(t)
(6.13), en todo el intervalo de simulacio´n de t0 = 0 a T = 4,0575. Se puede observar que los
errores de estimacio´n convergen a los estados reales muy ra´pidamente y despue´s mantienen
el valor promedio de cero, a pesar de un error considerable en las condiciones iniciales,
m20 − x0 = 10, m10 − z0 = 982. El error de estimacio´n del estado x(t) al tiempo final
T = 4,0575 es igual a m2(4,0575)−x(4,0575) = 0,1646. La Figura 2 muestra la gra´fica de
los errores entre el estado de referencia x(t) (6.9) y el estimado mG2(t) (6.19), y el estado
de referencia z(t) = x3(t) (6.11) y su estimado mG1(t) (6.18), en el intervalo de simulacio´n
de t0 = 0 a T = 4,0575. Note que aunque las ecuaciones del sistema (6.13)–(6.14) coinciden
con el sistema (6.18)–(6.19), el filtro disen˜ado muestra un completo rendimiento para cada
momento del tiempo t, mientras que el error de estimacio´n del estimado mG2(t) del filtro
disen˜ado para sistemas con ruido blano Gaussiano diverge a infinito al tiempo T = 4,0575
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.As´ı, se puede concluir que el filtro obtenido (6.13)–(6.17) resuelve el problema de
filtrado del sensor de tercer orden para el sistema (6.9),(6.10), donde el estado y las
observaciones son polinomiales y ambas contienen ruido blanco de Poisson, y proporciona
un estimado confiable del estado no medible.
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Figura 6.1: Arriba. Gra´fica del error de estimacio´n entre el estado de referencia x(t) (15)
y su estimado o´ptimo m2(t) (6.20) en el intervalo [0, 4,0575]. Abajo. Gra´fica del error de
estimacio´n entre el estado de referencia z(t) (6.17) y su estimado o´ptimo m1(t) (6.19) en
el intervalo [0, 4,0575].
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Figura 6.2: Arriba. Gra´fica del error de estimacio´n entre el estado de referencia x(t)
(6.15) y su estimado mG2(t) (6.25) en el intervalo [0, 4,0575]. Abajo. Gra´fica del error
de estimacio´n entre el estado de referencia z(t) (6.17) y el estimado mG2(t) (6.24) en el
intervalo [0, 4,0575].
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Cap´ıtulo 7
Conclusiones y Trabajos Futuros
7.1. Conclusiones
En esta tesis se ha realizado un estudio comparativo entre dos algoritmos disen˜ados
o´ptimamente, uno en contexto Gaussiano y el que se ha disen˜ado en este trabajo en
contexto de Poisson. Este estudio se ha realizado sobre sistemas dina´micos con presencia
de ruido blanco de Poisson tanto en el estado como en las observaciones.
Se han estudiado distintas te´cnicas, casos con estados no observables, para´metros
desconocidos, sistemas estables e inestables. Los puntos concretos de intere´s en que se ha
centrado el ana´lisis han sido:
◦ Estudiar que´ algoritmos proporcionan mejores resultados en el caso de tener estados
no observables en presencia de ruido dePoisson, medidos en relacio´n a un criterio
de costo definido.
◦ Estudiar que´ algoritmos proporcionan mejores resultados en el caso de tener vari-
ables de estado no observables y para´metros desconocidos.
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◦ Estudiar que´ algoritmos proporcionan un mejor controlador para sistemas lineales
en presencia de ruido de Poisson, medidos en relacio´n a un criterio de costo definido.
◦ Estudiar que´ algoritmos proporcionan mejores resultados en el caso de tener obser-
vaciones polinomiales en presencia de ruido de Poisson, medidos en relacio´n a un
criterio de costo definido.
Los resultados y conclusiones que se obtuvieron tras la aplicacio´n de los algoritmos
disen˜ados en esta tesis pueden resumirse en los siguientes puntos:
1. Es necesaria la aplicacio´n de un filtro o´ptimo para estados incompletamente medibles
en presencia de ruidos de Poisson, teniendo en cuenta la naturaleza del ruido, pues
los filtros convencionales no presentan un buen rendimiento.
2. Los filtros e identificadores Gaussianos para sistemas con ruidos de Poisson tienen
un muy mal rendimiento, por lo que es necesario la aplicacio´n de los filtros e iden-
tificadores en contexto de Poisson.
3. El controlador disen˜ado para sistemas lineales con para´metros desconocidos y ruido
de Poisson mejoro´ el rendimiento del controlador convencional Gaussiano.
4. El filtro aproximado de dimensio´n finita disen˜ado para sistemas no lineales sobre
observaciones polinomiales mostro´ una gran ventaja sobre los filtros convencionales,
donde estos u´ltimos no mostraron un buen desempen˜o en el caso planteado.
En general, el disen˜o de algoritmos de filtrado para sistemas en presencia de ruido de
Poisson, merece ser estudiado consistentemente, pues a trave´s de los resultados puede
observarse que hay diferencias significativas entre tomar en cuenta las consideraciones de
Poisson y hacer aproximaciones a una distribucio´n Gaussiana.
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7.2. Trabajos Futuros
De los resultados obtenidos se abre un conjunto amplio de posibles l´ıneas de investi-
gacio´n. Se citan a continuacio´n algunas de intere´s en relacio´n con el presente trabajo:
• Aplicar los resultados obtenidos en este trabajo de investigacio´n a a´reas como la
fotograf´ıa, centellograf´ıa, telecomunicaciones, etc.
• Ampliar el procedimiento de estimacio´n, a trave´s del disen˜o de filtros para sistemas
polinomiales en presencia de ruido blanco de Poisson, utilizando te´cnicas de filtrado
H-Infinito.
• Ampliar el procedimiento de identificacio´n de para´metros para sistemas en presencia
de ruido blanco de Poisson, utilizando te´cnicas de filtrado H-Infinito.
• Disen˜ar un filtro para sistemas polinomiales bajo observaciones lineales, donde el
estado y la ecuacio´n de observacio´n son alterados por ruido aditivo de tipo Poisson
y Gaussiano simulta´neamente.
Adema´s se sugiere utilizar plataformas distintas a MATLAB, puesto que no existen
bloques para simular ruido de Poisson. Para simularlo, como se menciona en la tesis, se
utilizo´ el diagrama en Simulink sugerido en [5]. Actualmente se cuenta con una herramien-
ta llamada LabVIEW, que adema´s tiene la capacidad de interactuar con MATLAB y que
tiene incluida entre sus herramientas un bloque para simular ruido blanco de Poisson.
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Ape´ndice A
Glosario
Definicio´n: La observacio´n de algu´n feno´meno bajo algunas condiciones y acciones,
en un per´ıodo de tiempo dado, es llamada una prueba.
Definicio´n: Una caracter´ıstica cualitativa de una prueba consiste en registrar si los
resultados de un experimento presentan algu´n efecto o no. Este efecto es llamado evento.
Definicio´n: Una caracter´ıstica cuantitativa de una prueba consiste en determinar los
valores de algunas variables obtenidas como un resultado de una prueba. Cada una de
estas variables asume diferentes valores como resultado de una prueba, los cuales son
imposibles de predecir. A estas variables se les llama variables aleatorias. Los valores
espec´ıficos que toma una variable aleatoria son llamados valores simples o realizaciones
de la variable aleatoria.
Definicio´n: La proporcio´n de el nu´mero de apariciones de un evento respecto al
nu´mero total de pruebas es llamada la frecuencia del evento. As´ı si un evento aparece m
veces en n pruebas, entonces la frecuencia en esta serie de pruebas es igual a m/n.
Definicio´n: Dada la estabilidad de la frecuencia de un evento, y asumiendo que a
todo evento le es asociado un nu´mero, a este nu´mero se le llama la probabilidad de este
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evento. Esto es, el nu´mero en el cual la frecuencia tiende a ser estable. P (A) denota la
probabilidad del evento A.
Definicio´n: Un evento elemental es aquel que no contiene algunos sub-eventos, ex-
cepto el evento imposible (φ) y a s´ı mismo.
Definicio´n: El conjunto de todos los eventos elementales asociados con una prueba,
es llamado el espacio de eventos elementales y usualmente es denotado por Ω.
Definicio´n: Sea Ω un espacio de eventos elementales. Sea δ un conjunto de subcon-
juntos de Ω. δ es llamada una σ−a´lgebra si:
Para toda δi ∈ δ, δ
c
i ∈ δ,donde δ
c
i = {x ∈ R/x no esta´ en δi, } es el evento comple-
mentario al evento δi.
Si δ1, δ2, ...δn, ... es una secuencia contable de elementos de δ, entonces
⋃
δn ∈ δ.
φ ∈ δ.
Definicio´n: Sea Ω un espacio de eventos elementales y A un evento de δ, la σ−a´lgebra
definida en Ω.La funcio´n P (A) es llamada probabilidad ( o medida de probabilidad de A)
si se cumplen las siguientes condiciones:
P (A) ≥ 0;
P (Ω) = 1;
Si A1, A2, ... es una secuencia finita o infinita de eventos mu´tuamente excluyentes
Ai
⋂
Aj = φ para todas i, j tales que i 6= j entonces: P (A1
⋃
A2
⋃
A3
⋃
...) =
P (A1) + P (A2) + P (A3) + ...
(Ω, δ, P ) forman un espacio de probabilidad.
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Definicio´n: Un espacio de eventos elementales Ω con una a´lgebra o σ-a´lgebra dada
de conjuntos δ, y una probabilidad en δ definida como una medida no negativa P (A),
A ∈ δ, es llamado un espacio de probabilidad y denotado por (Ω, δ, P ). As´ı, el espacio
de probabilidad sirve como un modelo matema´tico de algu´n feno´meno aleatorio en teor´ıa
moderna de probabilidad.
Definicio´n: La correspondencia entre algu´n conjunto de eventos y sus probabilidades
es usualmente llamada distribucio´n de probabilidad. As´ı, la probabilidad P (A) como una
funcio´n de un conjunto A ∈ δ define una distribucio´n de probabilidad en δ.
Definicio´n: Al conjunto de eventos, de los cuales es determinada su probabilidad, es
llamado σ−a´lgebra de eventos y es denotado por δ.
Definicio´n: Un conjunto contable de eventos Ak es llamado un conjunto completo de
eventos si hasta el u´ltimo de ellos aparece como resultado de una prueba. Es decir, los
eventos A1, ..., An, n <∞, forman un conjunto completo si
⋃
Ak = Ω.
Definicio´n: Si P (B) 6= 0, B ∈ S entonces la probabilidad condicional de algu´n evento
A ∈ S relativo al evento B es determinada por la siguiente fo´rmula:
P (A/B) =
P (A
⋂
B)
P (B)
El evento A es independiente de B si P (A/B) = P (A) Y adema´s
P (A
⋂
B) = P (A)P (B/A) = P (B)P (A/B)
Definicio´n: Un proceso estoca´stico es una coleccio´n de variables aleatorias, Xt, t ∈ T ,
definidas sobre el mismo espacio de probabilidad, donde T es un conjunto indizado y Xt
es una variable aleatoria para cada t. Xt tambie´n se denota por X(t) y los valores que
esta variable aleatoria asigna al evento elemental w se denotara´n por X(t, w).
Definicio´n: Un proceso aleatorio X(t) es llamado proceso con incrementos no cor-
relacionados si para todos los intervalos disjuntos [t1, t2), [t3, t4), t1 < t2 ≤ t3 < t4 los
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incrementos correspondientes Xt2−Xt1 , y Xt4−Xt3 del proceso X(t) son no correlaciona-
dos.
X(t) es un proceso con incrementos independientes si para cualquier N , t0 < t1 < ... <
tN las variables aleatorias Xt0 ,Xt1 − Xt0 , ...,XtN −XtN−1 , son independientes.
Dada la funcio´n aleatoria X(t) = [X1(t1), ..., Xn(tn)], se define su funcio´n de densidad
multidimensional f(x1, ..., xn; t1, ..., tn) como la densidad conjunta del vector aleatorio
X(t) = [X1(t), ...xn(t)], la cual toma los valores de X1, ..., Xn, en los tiempos t1, ..., tn.
Definicio´n: Para la funcio´n aleatoria X(t) con valores independientes, los valores
de las variables Xt1 , ..., Xtn son independientes para algu´n t1, ...tn ∈ T y algu´n nu´mero
natural n. Para la funcio´n aleatoria X(t) con valores independientes para n = 1, 2, ... es
presentada la siguiente relacio´n
fn(x1, ..., xn; t1, ...tn) = f1(x1, t1)f1(x2, t2)...f1(xn, tn)
As´ı, todas las distribuciones multi-dimensionales de una funcio´n aleatoria con los valores
independientes es determinada u´nicamente por sus distribuciones uni-dimensionales.
Definicio´n: Dada la funcio´n aleatoria X(t), t ∈ T1 los conjuntos de funciones carac-
ter´ısticas uni-dimensional g1(λ; t) y multi-dimensional gn = gn(λ1, λ2, ..., λn; t1, ...tn) con
los para´metros t y t1, ..., tn son determinados respectivamente por:
g1(λ, t) = E(e
iλTX(t)),
gn(λ1, λ2, ..., λn; t1, ..., tn) = E(eiλ
T
1X(t1) + ...+ iλ
T
nX(tn))(n = 2, 3, ...)
Definicio´n: La probabilidad Px es llamada la medida de probabilidad o la distribu-
cio´n de la variable aleatoria X, y esta´ dada por:
Px(A) = P (X ∈ A) = P (X
−1(A)), A ∈ A
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