INTRODUCTION
Recently, F. Giannessi [ 1 l] introduced the vector variational inequality in a finite dimension Euclidean space with further application. In the paper [4] we have proposed the vector variational inequality (VVIP) and have applied it to the vector optimization problem. In the scalar case the variational inequality, the complementary problem, and the extremum problem are equivalent under some conditions. C. W. Cryer [6] discussed the equivalence among the complementary problem, nonlinear program, least element problem, and the unilateral minimization problem in Hilbert space and showed the existence of a common solution of these live problems. R. C. Riddell [ 161 extended the results to a Banach lattice. J. M. Borwein [3] proposed the following forms of the complementary problem.
Let X, Y be paired topological vector spaces with associated bilinear form ( ., .), let C be a closed convex cone in A', the operator T: C -+ Y. One asks for a solution to If X is a vector lattice space with positive cone C, the operator T: C -+ X, one asks for a solution to (T(x)+q) A X=0, for q in X. This is called the order complementary problem. With these two kinds of complementary problems it may be difficult to discuss their relative equivalences with the vector variational inequality and the vector extremum problem.
In this paper, we attempt to give the equivalence and the existence of the vector complementary problem (VCP), the vector variational inequality (VVIP), the vector extremum problem (VEP), the weak minimal element problem (VMEP), and the vector unilateral minimization problem (VUMP) in the Banach space.
Let X be a Banach space over R and A be a subset in X, the coset of A denoted by A". A nonempty subset C in X is called a convex cone if C + C = C, and K' c C, for any I > 0, 2 E R. C is called a pointed cone if C is a cone and Cn(-C)= {0), C is called connected if C u ( -C) = X, and C is called reproduced if C-C = X. The polar cone is defined as C* = {x* E X*: (x*, x) 3 0, for any x E C}, where X* is the conjugate space of X. The partial order in X is denoted by f and is defined as x < y iff y-x E C, for any x, y in X. A linear order in X is such a partial order which is induced by a convex cone; C is called the positive cone in X. A ordered Banach space X means a real Banach space with a linear order, denoted by (X, C). For any x, y in X, [x, ~1 = (x + C) n (y -C) is called an order interval. The topological interior of a subset A in X is denoted by int A. Let (X, C) be an ordered Banach space, int C z 0, and for any x, y in X define x 4 y iff y -x 4 int C. We usually call 4: a weak order. The following properties are elementary: x4y iff x+zCy+z, for any x, y, z in X; x4y iff Ax+%y, for any i>O. Given two subsets A and B in X, we define A<B iffallaeA,beB,adb;
A4B
iffallaEA,bcB,a+b.
Let Y be a real Banach space over R and L(X, Y) be the set of all linear bounded operators from X to Y. We denote the value of 1 E L(X, Y) on x E X by (1, x) .
Let A be a subset of a ordered Banach space (X, C). If there is a point a E X such that A c a + C, A is called bounded below; a point a E A is said to be a lower (upper) efficient point of the set A if there exists no a' E A such that a' #a, and a' 6 a (a' 2 a). Suppose that int C # 0, a point a E A is said to be a weak lower(upper) efficient point if a >,4 (a+:A). We denote the set of all lower(upper) efficient points by LEXT A (UEXT A), and the set of all weak lower(upper) efficient points by WLEXT A (WUEXT A).
Let X be a real Banach space and (Y, P) be an ordered Banach space, where P is a positive cone in Y, the mapping T: X-r L(X, Y), (1) T is said to be monotone, if (T(x) -T(y), x -y) 3 0 (all x, y in 9;
(2) T is said to be strictly monotone, if
Let f: A'-+ Y, f is said to be convex, if
for all x, y in X, 0 < 1, < 1. Sis said to be strictly convex, if
for all x, y in X, x#y, O<L<l. Let X, Y be Banach spaces, the map f: X -+ Y, x0 E X. f is said to be Frechet differentiable at x0 E A', if there exists a linear bounded operator Df(x,), such that lim Ilf(xo +x)-.0x0) -(Who), xMxll = 0, i -0 Df(x,) is said to be the Frechet derivative offat x,.fis said to be Frechet differentiable on X if f is Frtchet differentiable at each point of X.
If for any y E X, the limit
exists, f is said to be Gateaux differentiable. This limit is said to be the Gateaux derivative off at x, denoted by (f'(x), y). If f is Frtchet differentiable on X, then the following propositions are equivalent:
( 1) f is convex; (2) 
KNASTER, KURATOWSKI, AND MAZURKIEWICZ THEOREM (KKM Theorem [ 151) . Let E be a subset of the topological vector space X. To each x E E, let a closed set F(x) in X be given such that F(x) is compact for at least one x E X. Zf the convex hull of every finite subset {x1, . . . . x,} of E is contained in the corresponding union lJy= I F(x,), then nxcE F(x) # 0.
In this paper, we introduce the vector complementary problem. Let (X, C) and ( Y, P) be ordered Banach spaces, int P # a. We define the weak dual cone of C with respect to P as Cw+={lEL(X, Y)~(l,x)~O,all.w~C}. This is the usual complementary problem (CP).
In this paper, we consider the following three kinds of vector complementary problems. Let int P # 0, map T: X + L(X, Y). The sets of solutions of (VCP), (PVCP), (SVCP) are denoted with N, N,, N,, respectively. Obviously, we have that C;' c CF+, and CL' is a convex cone.
EXISTENCE OF A SOLUTION TO THE VECTOR VARIATIONAL INEQUALITY
In this section, we extend the linearization lemma [2] , in the sense of the weak order, then we prove the existence theorem of the solution of the vector variational inequality by means of the extended linearization lemma and the KKM theorem.
Let (X, C) and (Y, P) be ordered Banach spaces, int P = @, T: X-+ L(X, Y), K be a nonempty subset in X. We consider the vector variational inequality problem (VVIP),:
Find a vector x E K, such that (T(x), y -x) 40, all y in K, DEFINITION 2.1. Let X, Y be normed spaces and T be a map from X to L(X, Y); T is called a u-hemicontinuity if for every x, y in X the map t -+ (T(x+ ty), y) is continuous at O+. ProoJ Let x be the solution given by (I). Since T is monotone,
By the Corollary in the preliminaries, we produce Let X be a Banach space, (Y, P) a ordered Banach space with int P* # 121, and let K be a convex unbounded set in X. We shall say that the T: K + L(X, Y) is weak coercive on K if there exists x0 E K and an stint P* such that
It is easy to see that if Y= R, L(X, Y) = X*, int P* = R, , the weak coercive condition coincides with the coercive condition in the "scalar" variational inequality.
Let
(the power set of K). We have F,(y) c F,(y) for all y in K. Indeed, let x E P,(y), so that (T(x), y -x)+0. By the monotonicity of T we have
that is, x E F2( y). Thus F2 is also the KKM map on K. By Lemma 2.1 we have
Obviously, for each y E K, F,(y) is the closed subset since T(y) E L(X, Y) and r\int P is closed. We now equip X with the weak topology. Then K, as a closed bounded convex subset in X, is weakly compact. Thus F2(y) is the weakly compact subset in K since F,(y) c K for each y E K. By the KKM theorem
Herewith there exists an X' E K such that
Consider case (ii). First, we prove the following conclusion: if s E int P* and x0 is a solution of the variational inequality
then x0 is the solution of (VVIP),. Indeed, suppose that x0 is not the solution of (VVIP),, then (7(x,), y -x0) < 0 for some y in K. Thus, by s E int P* (so T(x,), y -x0) < 0 i.e., x0 is not the solution of (VI),.
for some y in K, So it is suficient to prove that there exists the solution of (VI),, where s is as in the weak coercive condition. Let B, denote the closed ball of center 0 and radius r in X (for the norm in X). By the Hartman-Stampacchia theorem there exists the solution x, of the variational inequality
all y in Kn B,.
Choose ra I(xOll with x0 as in the weak coercive condition. Then we have (s 0 T(x,), x0 -x,) > 0. Moreover,
x, -xo)/llxr-xoll + IIS Wo)ll). Now if IIx,II = Y for all r we may choose r big enough so that the above inequality and the weak coerciveness of T imply (so T(x,), x0-x,) < 0, which contradicts (so T(x,), x0-x,) > 0. So there exists an r such that llxlll < r. Now for every x E K we can choose E > 0 small enough such that x,+&(x-xX,)eKnB, and thus (got, E(X-xX,))>O, for all XEK, i.e., (so T(x,), x-x,) 2 0, all x in K, which proves that x, is the solution of (VI),. So x, is the solution of (VVIP),.
Remark. If Y = R, so int P* = {r E R 1 r > 0}, the weak coercive condition coincides with the usual coercive condition in the variational inequality, then Theorem 2.1 coincides with the Hartman-Stampacchia theorem. Proof: We can establish that F, is a KKM map on K as in Theorem 2.1. We next prove that for each y E K, F,(y) is closed. Indeed, let {xn} c F,(y), x,+x (strongly) for any y in K. We have T(x,) + T(x) (uniformly) since T is continuous on K.
so that (T(x), y -x) +O. Thus we derive F,(y) is closed for all y in K, which is bounded. We now equip X with the weak topology. Then, K is the weakly compact set in X, so F,(y) is the weakly compact subset since F,(y) c K for all y in K and Fl(y) is closed. Using the KKM theorem we have (I y E K F,(y) # /zr. This shows the existence of x in K such that
The proof is complete. Let f(x) = (T(x), x), all x in C. We consider the vector extremum problem
x is called a weak lower efficient solution of (VP), iff(x) is a weak lower efficient point of (VP); we will write the set of all weak lower efficient solutions (point) E,.(H,): f(E,) = H,. Proof. Let z E H, and z>O. There exists a point x E C such that T(x) E C;', z = f(x) = (T(x), x)+0. So x is the solution of (VCP). Proof: Let xi be the solution of (VCP). If x1 E E,, we are done. If xi 4 E,, by the definition of the weak efficient solution, there exists x2 E C such that T(x,) E Cr' and (T(x,), x2) < (T(x,), xi) 2-O. Thus we obtain (T(x,), xd+O, hence x2 is the solution of (VCP) and x, #x2. Continuing this process, by the finiteness of the solution of (VCP), there exists x, E C such that x, is the solution of (VCP), x, E E,, z = (T(x,), x,) >O, z E H,.
Conversely, we finish the proof from Theorem 3.1.
Remark. The equivalent relation in Theorem 3.2 is a generalization of the equivalence in J. M. Borwein [3] . If Y= R, we obtain the results in c31.
We next consider when H, #O. For convenience, we consider the following vector extremum problem stronger than the vector extremum problem (VP), LEXT{f(x)lx~9}, (VP), that is, the set of the efficient point of (VP) rather than the set of the weak efficient point. We denote the set of the efficient point and the efficient solution of (VP), with Ho and E", respectively.
Let g(x) = -f(x), all x in 5.
Then (VP), is equivalent to
Denoted the set of the efficient point and the efficient solution of (VP)' with H' and E'. We have E,=,E'=E'; H,. 2 Ho = -Hf.
Thep dual cone of P is P*= {1~R"'I(l,x)dO, all x in P}. Let int P* # @. In fact by [ 11, intP*=(I~Rm~(I,x)<O,allx~P\{O}}. Let 2 be any element fixed in 9 and lo be in int P*.
Let G= {xdlg(x)-g(Q -P} = {xEFl((T(X),x)-(T(X),X)E -P}.
Since X E G, G # 0. Generally, G is not a convex subset. If x' is the solution of(P), then x' is the solution of (VP)', hence the solution of (VP). 
We make the hypothesis also that
It is obvious that (A,) and (A,) imply (A).
Thus, we prove the following important results. Proof. In fact, x0 =X is satisfied with the conditions in Theorem 3.5. The vector extremum problem is
We will write the set of all efficient points HP and the set of all efficient solutions E,. Similarly, we can prove the following results. Notice that we don't use properties of CT' when we discuss the sufficient conditions of the (VCP). But the distinction between the (VCP) and the (PVCP) is that the definition of CT+ is different from C;'. Hence we may give the sufficient conditions of the (PVCP) without the proof. THEOREM 3.8. Let X= R", Y= R", and (X, C), (Y, P) be ordered Euclidean spaces, int P* # 0, X in 9 fixed. Zf there exists x0 E 9 such that one of the following conditions holds,
(1) (T(X), X) + (T(x'), x0) 3 2( T(x), x) all x E C, T(x) E C;', (2) (T(Z), X) 2 (T(x), x), all x E C, T(x) E Cf', then E,#@, i.e., Hp# 0.
THE EQUIVALENCES BETWEEN THE VECTOR COMPLEMENTARY PROBLEM AND THE WEAK MINIMAL ELEMENT PROBLEM
Let (X, C) and (Y, P) be ordered Banach spaces and T: X-+ L(X, Y) be a given map and f: X + Y be a given operator.
Define the feasible set associated to T:
T= {xEXIXEC, T(x)dpW+}.
We shall consider five problems and the first three involve the feasible set. For a given IEL(X, Y), the nonlinear vector extremum problem (VEP) is to find a vector x E 9 such that (I, x) E WEXT(1, F). The weak minimal element problem (WMEP) is to find a vector x E B such that x+F. The vector complementary problem (VCP) is to find a vector x E 9 such that (T(x), x) >O. The vector variational inequality problem (VVIP) is to find a vector x E C such that (T(x), y -x) $0, all y in C. For a given map f: X-t Y, the vector unilateral minimization problem (VUMP) is to find a vector x E C such that (f, x) E WLEXT (f, C). Remark. The definition of completely continuous in Gaung-Gui Ding [8] is that the image of any bounded set in X is the sequentially compact set, a little weaker than one in Definition 4.2. Since the assertions which make up the theorem hold in various degrees of generality, we shall treat the parts in a sequence of propositions, each with its own hypotheses. Proof: Let x be the solution of (VUMP). Since C is a convex cone, we get f(x)+f(x+t(w-x)), (1) If for some x E X the set A ~ = ({x} -C) n A is nonempty, then A, is called a section of the set A.
(2) A is called weakly closed if {x,,} c A, x E X, (x*, xn) + (x*, x) for each x* E X*, then x E A. LEMMA 4.1 [12] . Let A be a nonempty subset of an ordered space, int C # Q5 and X be the topological dual space of a real normed space (Z, )( . /I=). Suppose that there exists x E X such that the section A, is weakly closed and bounded below and the norm )I )( in X is strictly monotonically increasing. Then the set A has at least one weak lower efficient point. The following corollary is elementary from the definition. Let (X, C) and (Y, P) be ordered Banach spaces. We next consider such an operator T that is stronger than one in (VCP); that is, T is supposed to be a positive operator. We obtain another form of (VCP), the positive Since k E int P and (*), (T(x), u) 2 0 does not hold. But it is contrary to the assumption of x E FO. So x > u does not hold, that is, x> u. Hence x solves (WMEP),.
Remark. In the usual case, one asks: Is there any relationship between the variational inequality and the least element problem? When T: X+ X* is strictly monotone and Z-map, R. C. Riddell [ 163 proved that x solves the variational inequality. This implies that x solves the least element problem. This proposition gives the vector form of this problem. Remark. In Proposition 4.2 we prove that x solves (VVIP) implies that x solves (VCP). In this proposition we prove an inverse relation under the condition that T is a positive operator. On the other hand, if T is a positive operator, it is elementary that x solves (VVIP) implies that x solves (PVCP). We have shown that (VVIP) and (PVCP) are equivalent if T is a positive operator.
Similarly, we can obtain other equivalent relations. We have shown the following theorem. 
