Telenczuk B, Baker SN, Herz AV, Curio G. High-frequency EEG covaries with spike burst patterns detected in cortical neurons.
EIGHT DECADES after Berger (1929) first described the electroencephalogram (EEG), this noninvasive measure still serves as the main tool for recording human brain activity at high temporal resolution. However, standard EEG recordings (f Ͻ 100 Hz) primarily reflect mass postsynaptic potentials rather than spikes, which are the basic output of cortical computations. Since not all synaptic inputs lead to the initiation of action potentials, measurements of summed postsynaptic potentials alone cannot show the net computational effect on neuronal output. Standard EEG methods do not, therefore, provide definitive conclusions about the contribution of neuromodulatory, feedforward, and feedback connections to neural processing, and may even confound excitation and inhibition (Speckmann and Elger 2004) .
Critically, noninvasive EEG recordings also contain signals at a high-frequency range (f Ͼ 400 Hz), which may offer the temporal resolution required to catch short-lived action potentials; unfortunately, such signals are usually much lower in amplitude than the summed slow potentials related to postsynaptic activity (Buzsaki and Draguhn 2004) . High-frequency EEG components have, therefore, at times been neglected or even regarded as noise. However, averaging of scalp EEG responses over repeated electrical stimulations of a peripheral nerve can reveal a distinct high-frequency burst of EEG oscillations (hf-EEG; f Ͼ 400 Hz) superimposed on the much larger primary postsynaptic response (Cracco and Cracco 1976) . Generators of both burst and postsynaptic responses have been localized to the primary somatosensory cortex (Curio et al. 1994; Hashimoto et al. 1996; Shimazu et al. 2000) . High-frequency oscillations have been also described in other brain areas (Bragin et al. 1999; Funke and Kerscher 2000; Hanajima et al. 2004; Jones and Barth 1999) following both direct nerve and natural sensory stimulation, or emerging spontaneously prior to epileptic discharges (Jirsch et al. 2006) .
The cellular substrates of this hf-EEG in primates have been previously investigated by invasive extracellular recordings of single-unit activity in somatosensory cortex. Neurons localized in cortical area 3b respond to median nerve stimulation either with a burst of two to four spikes separated by very short intervals or with a single spike at one of preferred latencies (Baker et al. 2003) . The timing of spikes generated by both types of neuronal responses has a close relation to the hf-EEG: the peaks of the population peristimulus time histogram (PSTH) calculated from those responses align with peaks of the averaged hf-EEG (Baker et al. 2003) . Mechanistically, this coupling between average single-cell and hf-EEG responses suggests that surface hf-EEG components reflect either synchronous action potentials of cortical neurons or ultrafast postsynaptic potentials (Baker et al. 2003; Barth 2003; Curio et al. 1994; Hashimoto et al. 1996; Shimazu et al. 2000; Stern et al. 1992) .
In light of these findings, high-frequency EEG is the only currently available noninvasive measure of cortical neuronal spiking in human subjects. How close can it bring us to the spike response characteristics observed at the single-neuron level? To approach this topic, we studied whether and how the observed trial-to-trial variability in the timing of single-neuron spike bursts (Baker et al. 2003 ) is reflected in the concomitant surface hf-EEG. If indeed the macroscopic hf-EEG reflects the timing of underlying neuronal activity, there should be a significant covariation between single-cell spike burst patterns and concomitant hf-EEG. In the present study we demonstrate this to be the case, validating hf-EEG as a noninvasive probe for fluctuating cortical spike output.
MATERIALS AND METHODS
Experimental protocol. Neuronal responses were evoked in the hand representation of the primary somatosensory cortex of two awake Macaca mulatta monkeys by electrical median nerve stimulation at the wrist (pulse width: 0.2 ms; repetition rate: 3 Hz; intensity: 150% motor threshold). Single-unit activity was recorded extracellularly with a 16-channel "Eckhorn" drive (Thomas Recording, Giessen, Germany; Mountcastle et al. 1991) . Each of the platinum/glass electrodes (electrode impedance: 1 M⍀) was advanced into the cortex (area 3b) until a well-isolated neuron was found at one of the electrodes. The receptive field of this cell was tested by means of manual tapping with a stylus. The local macro-EEG was measured with a bipolar ball electrode placed epidurally over the central sulcus. The precise position varied from session to session, but the electrodes always spanned the posterior and anterior edges of the sulcus. Another macroelectrode was implanted in the pyramidal tract at the brain stem level, which, because of its proximity to the medial lemniscus, could be used to monitor subcortical input variations. The location of the brain stem electrode in the pyramidal tract was confirmed during surgery by the presence of an antidromic field potential recorded from the surface of the motor cortex and at postmortem by histology.
All experimental procedures were performed under appropriate licenses issued by the UK Home Office under the Animals (Scientific Procedures) Act (1986) , and were also approved by the local ethical committee. Full details of the surgical protocol can be found in Baker et al. (2001) .
Data preprocessing. Field recordings (epidural cortical EEG, brain stem) were band-pass filtered (3 Hz-2 kHz) and sampled with a frequency of 5 kHz (monkey A) or 6 kHz (monkey B). The hf-EEG signals were separated from the wideband response with an acausal band-pass filter (finite impulse response, order 200, Hamming window, cutoff 450 -1,100 Hz, roll-off 8 dB/decade, attenuation in stop-band 29.1 dB).
Signal-to-noise ratio. To assess the quality of hf-EEG recordings the average signal-to-noise ratio (SNR avg ) was estimated as the ratio between root mean square (RMS) amplitudes of mean signal and noise. The signal RMS was calculated in a time window aligned to the hf-EEG burst averaged over all trials (6 -13 ms poststimulus); the noise RMS was calculated from single-trial activity in a later window that did not contain the hf-EEG burst (200 -250 ms) and then averaged across all trials. The estimated SNR averaged over all sessions was 0.83 Ϯ 0.10 (mean Ϯ SE). For subsequent analysis, only recordings with SNR Ͼ 0.9 (60% of original recordings) were selected, allowing for a reliable identification of the hf-EEG burst in averages with a low number of trials (n Ͼ 10). The SNR avg of this reduced set of recordings was 1.55 Ϯ 0.13 (mean Ϯ SE).
The trial averaging procedure used in the estimation of signal RMS removes any contribution of induced high-frequency components that are not locked to the stimulus onset. Therefore, we also estimated the single-trial SNR (SNR st ) by dividing single-trial RMS in the burst window by RMS in the noise window of the same trial and averaging these ratios across trials (see also Supplemental Material).
1 Mean SNR st across the cells selected for further analysis was estimated to 2.15 Ϯ 0.11 (mean Ϯ SE), suggesting that non-phase-locked components also contribute to hf-EEG response (Supplemental Fig. S1 ). These components will be addressed in an upcoming paper (Waterstraat, Telenczuk, Burgoff, Scheer, Curio, manuscript in preparation) .
Spike discrimination. Spike waveforms were first band-pass filtered (1 kHz-10 kHz) and then sampled with a frequency of 24 kHz. Action potentials of neurons surrounding the microelectrode were detected in the extracellular recordings by means of amplitude thresholding; the threshold was chosen manually to detect spikes whose amplitude was significantly above noise level. The waveforms of the detected action potentials were parameterized by their amplitude, width, and projection coefficients on two main principal components. The spike timings of single units were determined based on these shape features with a manual cluster-cutting method that allowed for identification of clusters of arbitrary shapes (Hazan et al. 2006; Lewicki 1998) . To ensure correct clustering the procedure was performed by two operators using different software packages (GetSpike, S. N. Baker; PySpikeSort, B. Telenczuk) and then checked for consistency.
To validate the spike discrimination we checked the extracellular action potentials generated by a putative single cell for the consistency of the waveform and amplitude. Additionally, we searched for the interspike intervals (ISIs) shorter than 1 ms; if such short intervals were found the clustering procedure was repeated. Spike trains with evidence of poor spike sorting (inconsistent waveforms or ISIs Ͻ 1 ms) were excluded from subsequent analysis.
The quality of spike sorting was evaluated by means of spike SNR (SNR spk ) and an "isolation score." The SNR spk was calculated as the peak-to-peak amplitude of the spike waveform averaged across all spikes divided by the three standard deviations of concatenated residuals obtained after subtracting the average from the individual spike waveforms. The mean SNR spk of spikes from a data set evaluated in the present study (see below) was 2.66 Ϯ 0.85 (mean Ϯ SD, range 1.09 -5.04). This measure estimates the amplitude of the spike relative to the noise floor, but it is not sensitive to spike sorting errors (spike omissions). Therefore, in addition, we calculated a spike "isolation score," which evaluates how well the spikes are discriminated (Joshua et al. 2007 ). This score estimated the probability that an event classified as a spike belonged to the spike cluster of a single unit as opposed to the background activity. The background activity containing noise and spikes of other cells was extracted by amplitude thresholding of the raw microelectrode record. To obtain a conservative estimate of the background activity the waveforms of only the 2% of spikes with smallest amplitude were first averaged, then the peak amplitude of the average was calculated, and the threshold was set to half of its value. For perfectly isolated cells the spike isolation score takes a value of 1, whereas in the case of complete overlap between background activity and spike cluster it will be smaller than 0.5. According to an evaluation of this "isolation score" on simulated data (not shown), a value Ͼ 0.9 corresponds to spike discrimination with Ͻ5% of errors. In addition, the "isolation score" calculated between spike waveforms elicited by two different cells recorded in independent penetrations was found equal to 1. The average isolation score of the single-cell spike trains analyzed in the present study (see below) was 0.958 Ϯ 0.041 (mean Ϯ SD, range 0.825-0.998; see also Supplemental Table S1 ).
Spike pattern classification. After spike sorting, a total of 46 cells were identified in both monkeys. From this data set only those cells that responded with bursts of spikes separated by short ISIs were taken for the subsequent analysis of spike pattern variability. The receptive fields of the cells were identified to lie within the lateral part of the palm and palmar surface of thumb, index, and ring finger, i.e., in the territory innervated by the stimulated median nerve. Cells were classified as bursting based on two criteria: a response with more than one spike following at least 4% of stimuli, and a mode of the ISI histogram shorter than 1.8 ms. In the complete data set responses of 17 cells (14 and 3 in each monkey, respectively) fulfilled these stringent criteria.
After summing responses from these bursting cells over all trials, prominent peaks were identified in the PSTH (bin width 0.2 ms; Fig. 1C ). As the within-burst spike composition varied from trial to trial, each trial was described with a binary string whose entries (1 or 0) represented the occurrence or nonoccurrence of a spike in a sequence of bins bracketing the major peaks of the overall PSTH: the borders between the bins were placed manually in the troughs of the PSTH (Fig. 2 , B and C, vertical lines). Each string corresponded to one spike pattern; the length of the string equaled the total number of peaks in the PSTH (depending on the cell: 1-4 digits; cf. Supplemental Table  S1 ). The hf-EEG signals measured simultaneously with the cellular spike bursts (6 -13 ms after stimulus; cf. Fig. 1B) were averaged separately over trial sets defined by the neuronal spike patterns. To obtain a sufficient SNR for reliable identification of hf-EEG in these averages, only spike patterns that were found in at least 10 trials were further analyzed.
Comparison of hf-EEG wavelets. The spike pattern-related hf-EEG averages were compared by means of a RMS measure. First, hf-EEG RMS values were calculated separately from each averaged hf-EEG waveform in the interval covering the entire wavelet (6 -13 ms after stimulus onset, cf. bracket in Fig. 2F ). The resulting spread of RMS values reflects the overall hf-EEG amplitude variability related to spike pattern variability. Next, these hf-EEG RMS amplitudes related to different spike patterns were compared pairwise; the significance of the calculated differences was tested by means of a nonparametric bootstrap test (Efron and Tibshirani 1994) . This was implemented by counting how often surrogate hf-EEG RMS differences (calculated after randomly shuffling the trials between patterns) were greater than the original difference. The fraction of such cases in n ϭ 1,000 random shuffles was taken as the significance level (p value). As multiple comparisons were performed, the significance level was corrected for each cell separately with the false discovery rate (FDR, q value) method (Benjamini and Hochberg 1995) .
Detailed information on the number of spike patterns detected in all cells and the number of independent comparisons is available in the Supplemental Material for this article (Supplemental Table S1 ).
Variance explained by spike patterns. We estimated the fraction of the total hf-EEG response variance that could be explained by the spike pattern-related differences. This fraction was calculated as variance in the set of RMS values that were calculated from selective hf-EEG averages related to different spike patterns (cf. previous paragraph) divided by the total variance in single-trial hf-EEG RMS values calculated in the same time window.
Correction for subcortical input variations. We tested how much the identified hf-EEG RMS differences might relate to changes in the brain stem responses to the stimulus, which could occur because of changing stimulus efficacy in the periphery or neural gating of the responses at the brain stem level. All trials were ranked based on the single-trial brain stem hf-EEG power and then partitioned into 20 subsets each containing 50 trials. From these data, we obtained a recruitment relation between the RMS values of subset-averaged brain stem responses (time window 3-7 ms poststimulus) and the corresponding epidural cortical hf-EEG responses. This relation was fitted with a polynomial (degree 3). Then, for each pair of spike patterns, we determined the corresponding brain stem responses and used the polynomial fit to calculate an hf-EEG RMS difference expected from the brain stem responses. This was subtracted from the measured epidural hf-EEG RMS difference, yielding the component of the difference that was unlikely to be explained solely by differences in brain stem responsiveness (Fig. 3C ). Finally, we tested the significance of the residuals using the bootstrap test described in the previous paragraph, for which surrogate RMS values were constructed for both hf-EEG and corresponding brain stem responses.
Timing of differences in hf-EEG compared with timing of spike pattern differences. To investigate how the timing of differences in the hf-EEG related to the timing of spike patterns, we repeated the analysis above using a more narrowly circumscribed temporal window for the calculation of RMS amplitude. Windows were chosen to encompass single peaks of the hf-EEG response, corresponding to single digits of the spike pattern. Statistical testing of differences and correction for brain stem input fluctuations were carried out as described above.
RESULTS
In two awake monkeys the median nerve was stimulated electrically to evoke brief (10 ms) epidural hf-EEG wavelets, which were recorded together with extracellular spike responses from primary somatosensory cortex. Since the focus of this study was on the relation between response patterns of single neurons and hf-EEG, we manually discriminated clusters of spike waveforms from extracellular traces and selected only clusters that clearly corresponded to single-unit activity (see MA-TERIALS AND METHODS) . From these well-discriminated units we selected 17 bursting cells (14 and 3 in each monkey; for exact selection criteria see MATERIALS AND METHODS) recorded in 15 independent sessions (2 pairs of neurons were recorded in the same session but from different microelectrodes).
When averaged across all trials the single-cell PSTHs exhibited multiple peaks well aligned with peaks of the concomitant hf-EEG (Fig. 1, B and C) , but the repeated presentation of the same stimulus elicited single-cell spike responses with large trial-to-trial variability (Fig. 2C) . These variations were contained in a narrow distribution of spike times around the mean latencies of PSTH peaks; this type of variability could be driven partially by, e.g., first-spike latency jitter of the burst response or channel noise (Faisal et al. 2008) . Critically, we observed that the exact spike composition within a burst was variable across trials, forming different spike response patterns. In the following analysis, we examined this spike pattern variability by reducing the single-cell responses to binary strings whose digits encode the presence or absence of a spike in one of several (up to 4) consecutive nonoverlapping bins. The edges of these bins were located in the troughs of PSTH so that the variability due to spike jitter was substantially reduced (Fig. 2B) . Consequently, for every cell studied, the variable burst responses were classified into a reduced set (Յ16) of spike patterns labeled by distinct binary strings. Sample spike trains of each class are shown in the raster plot (Fig. 2C) , and the percentage of trials belonging to each class is depicted by the adjacent bars (Fig. 2D) . In the example shown, the most frequent patterns are burst of different lengths: doublets (110) and triplets (111). Besides, the cell also produced other forms of doublets, including a late (011) and a long-interval (101) doublet.
We additionally tested whether this intriguing variability of spike patterns was attributable to an eventually inaccurate spike sorting. First, we observed visually that spikes elicited in the predefined bins had the same waveform ( Fig. 2A) . We found that consecutive spikes were very similar (cf. also Supplemental Fig. S2 ); minor differences in amplitude were probably due to the nonstationarity of spike waveforms generated within a burst and/or a change of spike waveform during the recording (Lewicki 1998) . Specifically, we verified that the spikes elicited within different spike patterns did not reflect responses of different cells erroneously combined in a singlecell spike train (cf. isolation score, MATERIALS AND METHODS). Furthermore, we analyzed whether gaps in responses reflected spikes missed in discrimination. We calculated the patternspecific PSTH and plotted it together with raw extracellular recordings from which the spikes were discriminated (for 2 example patterns, 110 and 011, see Fig. 2E and insets) . Evidently, both PSTHs and raw spike traces show a lull of activity in bins where no spikes were present (0s in the corresponding digits of the binary string), confirming the accuracy of spike Fig. 2 . Variable single-unit responses in primary somatosensory cortex can be classified into a reduced set of spike patterns. A: extracellular spike waveforms are consistent across multiple repetitions of the stimulus (superimposed traces of 100 spikes) and 3 positions within a burst (each panel displays superimposed spikes from 1 particular latency window delimited in B and indicated by the arrow), indicating that they all were generated by the same cell. B: single-cell responses averaged over all trials (PSTH, same as Fig. 1C ; sbt, spikes per bin per trial) reveal that spikes occur preferentially at discrete latencies (delimited by vertical lines). C: in single trials multiple spikes are elicited in diverse combinations of preferred latencies resulting in significant trial-to-trial response variability. Spike combinations are classified into spike patterns: Each trial is assigned a binary string (spike pattern "xyz" from "000" to "111") whose entries (0 or 1) represent the (non-)occurrence of a spike in a sequence of 3 bins bracketing the peaks of the overall PSTH. Spike timings of 8 representative sample responses assigned to each pattern are shown as raster plots. D: frequency at which the spike patterns occurred over repeated trials (patterns shown in blue and red are further analyzed in E and F). E: normalized subgroup PSTH of 2 sample spike patterns highlighted in D (red: pattern 011; blue: pattern 110; gray bars: all trials). As expected, spike activity is visible only in windows corresponding to the 1s in the binary string. Similarly, raw microelectrode voltage traces (insets; 100 sample traces, ticks represent timings of identified action potentials) do not contain action potentials in the remaining "empty" windows, confirming that the observed spike pattern variability was not due to spike sorting errors (omissions). F: trial-to-trial variability of single-cell activity is associated with differences in the high-frequency surface EEG recordings: Mean hf-EEG wavelets (red: 114 trials, blue: 293 trials) concomitant with the 2 different spike patterns (same color code as in D and E) differ significantly with respect to their root mean square (RMS) amplitude (calculated over the bracket interval; *P Ͻ 0.05, see MATERIALS AND METHODS). The main differences between the waveforms are localized at the peaks of hf-EEG coincident with the major upstrokes of single-cell activity (dashed lines delineate the positions of PSTH peaks). Notably, the first hf-EEG peak at 7 ms is almost identical, reflecting comparable thalamocortical input (Ikeda et al. 2002) . G: comparison of normalized PSTHs (top) and corresponding hf-EEG averages (bottom) for all pairs of spike patterns (color-coded labels in the top left corner of each subplot) that yielded significant hf-EEG RMS differences for this particular cell.
sorting and spike pattern classification procedures. Interestingly, the timing of the peaks of the pattern-specific PSTH is slightly different from the total PSTH (gray shading in Fig.  2E ), indicating that apart from the spike count, the first spike latency and ISIs may also vary across patterns.
To study the relation of the identified spike patterns to the hf-EEG wavelets, the hf-EEG trials coincident with each of the patterns were averaged separately. The resulting waveforms differed in some of the oscillation periods (Fig. 2F ). These differences cannot be explained by chance fluctuations originating from measurement noise and ongoing brain activity, as the RMS amplitude of the waveforms was significantly different (P Ͻ 0.05, bootstrap test). Other identified spike patterns yielded further instances of significant hf-EEG RMS amplitude differences. The differences were not necessarily localized to the time window concomitant with a missed/extra spike, but rather often extended over multiple PSTH peaks (Fig. 2G ).
In the 17 cells selected for analysis we identified a total of 85 spike patterns (median 4 patterns per cell, range 3-8). All patterns identified in a single cell were compared pairwise, providing 188 independent comparisons (cf. Supplemental Table S1). In 15 of 17 cells, at least one pair of spike patterns was accompanied by significantly different hf-EEG RMS amplitudes. Significant differences were found in 48% of all evaluated comparisons (91 of 188 pairs, corrected for multiple comparisons: FDR, q Ͻ 0.05; Fig. 3B ). Spike pattern-related differences accounted for an average of 17 Ϯ 10% of the total variance in single-trial hf-EEG RMS amplitudes (mean Ϯ SD, range 3-33%). This fraction is remarkably high given that the remaining variance includes both neuronal background activity and the band-limited amplifier noise known to permeate EEG recordings.
Next, we sought to demarcate possible sources of the correlated trial-to-trial variability between single-cell spike pat- Fig. 3 . The difference between hf-EEG RMS amplitudes associated with different spike patterns is significantly larger than the difference between random groups of trials. A: the distribution of RMS amplitude differences between spike pattern-related hf-EEG waveforms after randomly shuffling the trials (see MATERIALS AND METHODS) in an example cell. The RMS difference between the spike patterns before shuffling (measured ⌬RMS m ) is larger than the 95th percentile of the RMS differences calculated from random shuffles (shuffled ⌬RMS 95 ). B: the excess of the measured ⌬RMS over the critical value ⌬RMS 95 (excess ⌬RMS) for all other identified pattern pairs pooled over all analyzed 17 cells (dots; the encircled star denotes the sample pair shown in A). Gray and white stripes delimit spike pattern pairs identified in different cells. A sizeable fraction of points (100 of 188; 53%) lie above the zero line, which delimits the significant differences from insignificant ones (P Ͻ 0.05, no correction for multiple comparisons; see RESULTS for corrected values). C: correction of the measured ⌬RMS for subcortical input variations. Two sample spike patterns (open circles in main panel) were different not only in terms of cortical (sample hf-EEG traces shown in right insets) but also subcortical (sample brain stem traces shown in top insets) responses. To correct for the subcortical variations, the relation between RMS power of brain stem response and hf-EEG response (dots) was first fitted with a 3rd-order polynomial (recruitment curve; main panel, solid line). The recruitment curve was used to transform the difference in RMS of brain stem activations related to 2 different spike patterns (main panel, vertical part of gray-shaded band) into expected hf-EEG ⌬RMS that was explained by the subcortical variations (horizontal part of gray-shaded band). This value was then subtracted from the total hf-EEG ⌬RMS estimated from real hf-EEG recordings (measured hf-EEG ⌬RMS m ) to obtain a corrected measure independent of brain stem variations. D: after correction for brain stem variations hf-EEG RMS related to specific spike patterns (patterns shorter than 4 windows were suffixed with 0s to bring them up to a length of 4) were averaged across all cells (ticks and whiskers: mean Ϯ SE). For some pairs of spike patterns the obtained RMS amplitudes were significantly different [left brackets, pairwise t-test corrected for multiple comparison: false discovery rate (FDR) q Ͻ 0.05]. Note that patterns 1101 and 1111 were identified in only 1 cell so that standard error could not be determined.
terns and macroscopic EEG responses. Two possibilities are fluctuations entering the somatosensory pathways either at early stages (periphery, brain stem) or upstream within thalamocortical circuitry. Accordingly, in most sessions (15 of 17 cells) we additionally recorded evoked responses at the brain stem and obtained a recruitment curve relating the RMS amplitude of the brain stem evoked potential to that of the cortical hf-EEG (see MATERIALS AND METHODS for details). Pattern-specific averages of brain stem recordings were then compiled (Fig. 3C, top insets) and their RMS amplitude determined. These amplitudes were used to read off from the calibration curve the difference in hf-EEG RMS amplitude that would be expected, given the difference in brain stem evoked potential amplitude (Fig. 3C, main panel) . This was compared with the actual difference in hf-EEG RMS amplitude seen in the pattern-specific averages (Fig. 3C, right insets) . Although part of the cortical hf-EEG variance could be explained by fluctuations of the subcortical response RMS amplitude, in 79/154 (51%) of single-cell spike pattern pairs with brain stem recordings available there were residual differences exceeding those predicted from the brain stem evoked responses. These differences accounted for, on average, 14 Ϯ 9% of total variance in hf-EEG RMS (mean Ϯ SD, range: 0 -30%).
To understand which features of the spike patterns are the best predictors for the differences in hf-EEG RMS amplitude, we calculated the mean hf-EEG RMS specific for each pattern and averaged the obtained amplitudes across cells. In agreement with the previous results based on within-cell comparisons, the ensemble analysis revealed covariations between hf-EEG RMS amplitude and single-cell responses (Fig. 3D) . Nevertheless, the differences were not equally pronounced for all spike patterns: the largest hf-EEG RMS differences were obtained between patterns that differed in number of spikes (Fig. 3D, compare singlets, doublets, and triplets) , but there was also a tendency for longer first spike latency to be correlated with lower hf-EEG RMS (for example, 0110 and 1100). Thus both the number of spikes and spike response latency can factor in the prediction of hf-EEG RMS amplitudes.
Building on these findings, we investigated quantitatively whether the temporal variations in the hf-EEG amplitude carry additional information about spike patterns. To this end, we looked for spike pattern-specific differences between RMS values calculated within single hf-EEG peaks (Fig. 4A, bottom  left) and repeated the significance analysis presented above after centering the hf-EEG RMS window on a single peak of the wavelet at a time. The fraction of cells in which significant RMS differences were found was nonuniformly distributed over the hf-EEG peaks (Fig. 4A, top right) . The shape of the distribution was dependent on the exact pair of compared spike patterns, indicating that the individual peak amplitude may provide additional information about the spike pattern under- Fig. 4 . The amplitudes of individual hf-EEG peaks covary with spike patterns of a single cell but do not show a regular one-to-one relation to individual spike events. A: 4 individual peaks of hf-EEG were identified visually after averaging across all trials and all recorded cells (inset at bottom left; each peak is shown in a different color). The peaks were segmented into nonoverlapping windows (marked by vertical lines) whose positions are superimposed on the ensemble PSTH (gray-shaded area, average across all cells) to emphasize their relation to spike events used for spike pattern classification (cf. Fig. 2B ). The RMS amplitude within each of those hf-EEG windows was corrected for input variations (based on recruitment curves calculated for each window) and compared between all possible pairs of concomitant spike patterns. Each row and column of the mosaic plot (top right) corresponds either to a single pattern from the pair as identified by its respective label (top and right of the plot; for cells with Ͻ4 spike events 0s were appended to the spike pattern string) or to the overall average across all patterns (top row). Bars within each frame show the total number of comparisons (black bars) and the number of those comparisons that yielded significant (P Ͻ 0.05) RMS differences in each of the hf-EEG windows (color-coded bars). In many instances the differences in hf-EEG peaks paralleled differences in spike occurrence in the same latency window (filled bars; compare also the digits of spike pattern labels), but significant RMS differences were also detected in peaks that did not coincide with spike pattern differences (open bars). B: contingency table summarizing the correspondence between significant differences in hf-EEG peaks and spike occurrence/omissions. The area of each square reflects the number of comparisons where differences in a specific hf-EEG window (rows) and spike event (columns) coincided; top row and rightmost column show marginals after summing all rows and columns, respectively. The data points can be divided into 3 main classes: hf-EEG differences following spike pattern differences (above dashed line), hf-EEG differences occurring simultaneously with spike pattern differences (between dashed and solid lines), and hf-EEG differences preceding spike pattern differences (below solid line). lying a particular hf-EEG response. However, differences in hf-EEG were seen not just at the peaks corresponding to digits that differed between spike patterns (filled bars, Fig. 4A ) but also in hf-EEG components before and after the time when spike patterns differed (open bars, Fig. 4A ).
Population data on the timing relation between spike pattern and hf-EEG differences are presented in Fig. 4B as a contingency table. The area of each square illustrates the number of instances when an hf-EEG peak differed (rows), given a difference in a particular digit of the spike pattern (columns). If the hf-EEG wavelet altered only at the times when the spike pattern was different, the diagonal elements of this contingency table (between solid and dashed lines) would dominate. If hf-EEG peaks were altered only after the time when spike patterns differed (possibly indicating that spike pattern changes cause hf-EEG changes), elements above the dashed line would dominate. Finally, if hf-EEG fluctuations preceded spike pattern differences, elements below the solid line would dominate. Significant effects were seen in all three sections of the contingency table. There is thus no simple relationship between the timing of trial-to-trial variations in spike patterns and hf-EEG.
DISCUSSION
Scalp recordings of electric potentials and magnetic fields are the only noninvasive methods that allow investigation of human brain activity with high temporal resolution. Here we show that high-frequency components of evoked macroscopic EEG potentials provide a measure of varying cortical spike responses to peripheral nerve stimulation: 1) peaks of the hf-EEG waveform represent discrete windows of opportunity for single-cell spike generation; 2) the amplitude of hf-EEG covaries with spike patterns originating from differential emissions/omissions of spikes in those windows; and 3) a significant part of this correlated variability arises in the thalamocortical loop and not solely in lower levels of the somatosensory pathway. These findings establish a useful link between neuronal spike firing patterns and hf-EEG oscillations, thereby narrowing the gap between microscopic and macroscopic descriptions of neural activity.
As presented above, poststimulus time histograms of individual bursting cells in somatosensory cortex consisted of multiple peaks that aligned with later peaks of the macroscopic oscillatory hf-EEG wavelets. This is in agreement with previous findings showing a close synchrony between macroscopic EEG or magnetoencephalography (MEG) signals and extracellular cortical activity averaged across multiple cells (Baker et al. 2003; Ikeda et al. 2002 Ikeda et al. , 2005 . Notably, some peaks of the hf-EEG (e.g., the early peak visible in Fig. 1) were not accompanied by action potentials of single cortical neurons; these components point to additional sources of hf-EEG, such as presynaptic spike activity in thalamocortical axon terminals and other cell types distributed over different layers of cortex (Ikeda et al. 2005) .
Building on and extending these findings, the present study shows that the peaks of single-cell PSTHs represent discrete windows of response variability: In each of the windows a cell did or did not fire a single spike, giving rise to a limited set of spike burst patterns. Critically, these spiking windows have been found well aligned across the responding cells, and even cells that fire only a single action potential tend to lock to one of them (Baker et al. 2003) . Such intercell coherency enables extracellular action potentials of a large group of neurons to sum constructively (Peterson et al. 1995) and could underlie also the coincidence between peaks of population PSTH and average hf-EEG responses discussed above. Although our detailed analysis of spike waveforms suggests that the identified spike patterns reflect activity of single units, the extracellular recording technique of the present study does not allow us to exclude completely the possibility that a small group of close-by cells contributes to the observed spike pattern variability. Nevertheless, similar spike patterns were detected in somatosensory cortex with intracellular recordings, which, in addition, have shown that the discrete firing windows might be related to deflections of membrane potential due to oscillatory dendritic inputs (Jones et al. 2000; Swadlow et al. 1998 ). However, intrinsic currents producing bursting are also likely to contribute to the generation of spike patterns (Izhikevich 2010; Krahe and Gabbiani 2004; Lisman 1997; Webster et al. 1997) .
The key finding of the present study is that the amplitude of epidural hf-EEG is sensitive to the spike pattern variability observed in putative single cells. Interestingly, the differences between hf-EEG waveforms corresponding to specific spike patterns were present not only in the peak coincident with the time window where the spike patterns differed but appeared also in hf-EEG peaks preceding and following it. Thus the single-cell spike pattern signature is not directly reflected in the waveform of the surface hf-EEG potential but closer related to its overall amplitude. Naturally, the macroscopic hf-EEG amplitude reflects activity generated in a larger pool of neurons, which, however, might produce different spike patterns in response to a single stimulation; nonetheless, mutual interactions between these neurons could make the patterns appear in fixed combinations that repeat across trials. Similar mechanisms have been proposed to underlie differential waveforms of slow wave/ripple complexes in hippocampus (Reichinnek et al. 2010) . Further simultaneous recordings from multiple single units should further clarify the specific mechanisms behind the covariation of spike patterns and hf-EEG. An important conclusion from the present results is the contribution of variable spiking activity to EEG signals, which are usually considered a coarse measure of neuronal activity. Simulation studies have shown that the surface potential generated by sodium spikes can be strong enough to be detected with EEG electrodes or MEG sensors provided that the neuronal synchrony is high enough to overcome the cancellation of their fields due to temporal spike jitter (Murakami et al. 2003; Murakami and Okada 2006; Nunez and Srinivasan 2005; Ray et al. 2008a) . Indeed, periods of increased multiunit activity have been previously linked to the high-gamma band (30 -100 Hz) of intracortically recorded local field potentials (Belitski et al. 2008; Berens et al. 2008; Eckhorn et al. 1988 Eckhorn et al. , 1993 Engel et al. 2001; Frien and Eckhorn 2000; Fries et al. 2001; Gray and Singer 1989; Katzner et al. 2009; König et al. 1995; Ray et al. 2008b; Siegel and König 2003) . Recently, it has been shown that variations in the high-gamma power of surface EEG signals are correlated with multiunit activity (Whittingstall and Logothetis 2009). Extending these results from the gamma band, the present findings provide complementary evidence that EEG components above 400 Hz also offer an additional, direct measure of neuronal spike response variability that is characterized by an excellent temporal resolution.
A part of the observed single-neuron and hf-EEG variability arose at early stages of the somatosensory system because of variable stimulus efficacy or subcortical processing. However, even after accounting for response amplitude fluctuations at the first relay station of the somatosensory pathway (brain stem), a significant covariation was still found between hf-EEG and single-cell spike patterns. This indicates further shared variability upstream to the brain stem, i.e., in thalamus and/or cortex. Notably, the first EEG wavelet peak was found to yield a lower number of significant pair differences than any later peak (hf-EEG window index 1 in Fig. 4B ), suggesting that the thalamic input contributes less variability than later response components generated intracortically. Since the thalamocortical system is involved in the regulation of arousal and attention (Portas et al. 1998) , the unexplained variability could reflect transitions between different brain states, such as phases of sleep, or variations in the levels of vigilance, attention, and expectation (Chapman et al. 1988; Fontanini and Katz 2008; Fox et al. 2006; Kenet et al. 2003; Li et al. 1999; Rosanova and Timofeev 2005) . In the present study subjects stayed awake during the recordings, so that the remaining variability might reflect different attentive states or learning. Since the latter usually occurs at a slower time scale, attentional fluctuations may be considered as a prominent source of variability. In support of this, noninvasive experiments in healthy human subjects Halboni et al. 2000; Klostermann et al. 2001) showed that the amplitude of scalp hf-EEG is sensitive to a variety of neural conditions preceding the stimulus, such as sleep phases and fluctuating vigilance or attention.
The present findings provide an interesting perspective for human noninvasive neurophysiology because high-frequency response components can also be reliably recorded from the human scalp in a standard paradigm for acquisition of somatosensory evoked magnetic fields or electric potentials (Curio et al. 1994; Hashimoto et al. 1996) . However, the signal attenuation due to skull resistivity substantially diminishes the SNR of scalp EEG. While the amplitude ratio between low-and high-frequency EEG responses is similar in scalp and epidural hf-EEG, the SNR of noninvasive measurements is at least one order of magnitude smaller than in the present invasive study (Waterstraat, Telenczuk, Burgoff, Scheer, Curio, manuscript in preparation) . Nevertheless, recent advances in EEG amplifier technology (Scheer et al. 2006) , denoising algorithms (Celka et al. 2008) , and multimodal recording paradigms (Ritter et al. 2008 ) may help to alleviate this problem. Consequently, recordings of high-frequency activity might eventually provide a noninvasive window on fluctuating cortical spike activity in humans.
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