This work examines the use of neural networks in modelling the adsorption process of gas mixtures (CO 2 , CH 4 , and N 2 ) on different activated carbons. Seven feed-forward neural network models, characterized by different structures, were constructed with the aim of predicting the adsorption of gas mixtures. A set of 417, 625, 143, 87, 64, 64, and 40 data points for NN1 to NN7, respectively, were used to test the neural networks. Of the total data, 60 %, 20 %, and 20 % were used, respectively, for training, validation, and testing of the seven models. Results show a good fit between the predicted and experimental values for each model; good correlations were found (R = 0.99656 for NN1, R = 0.99284 for NN2, R = 0.99388 for NN3, R = 0.99639 for Q 1 for NN4, R = 0.99472 for Q 2 for NN4, R = 0.99716 for Q 1 for NN5, R = 0.99752 for Q 3 for NN5, R = 0.99746 for Q 2 for NN6, R = 0.99783 for Q 3 for NN6, R = 0.9946 for Q 1 for NN7, R = 0.99089 for Q 2 for NN7, and R = 0.9947 for Q 3 for NN7). Moreover, the comparison between the predicted results and the classical models (Gibbs model, Generalized dual-site Langmuir model, and Ideal Adsorption Solution Theory) shows that the neural network models gave far better results.
Introduction
Most applications of solids in industry involve porous materials and adsorption processes. 1 Multicomponent adsorption equilibrium is the theoretical basis of designing a separation process based on adsorption. 2, 3 It is a process whereby two or more components of a fluid (gas or liquid) stream are separated through contact with a solid surface. The quantity of the component that is able to bind to the surface of the adsorbent will depend on the temperature and the composition (partial pressure or concentration), as well as various physical and chemical properties of the adsorbate-adsorbent pair. A measurement of the amount adsorbed over a range of compositions at a fixed temperature is known as an adsorption isotherm. 4 Adsorption represents an important process for separation and purification processes within many domains of the chemical industry. 5, 6 Adsorption has been widely used in environmental chemistry because of its relatively low cost, simplicity of design, and capacity for adsorbing a board range of pollutants at low concentration. 7, 8 Gas adsorption is of particular interest especially because it is involved in numerous processes linked to environmental protection. 9 Activated carbon is the most commonly used and most effective modified adsorbent support because of its high specific surface area, 10 low acid/base reactivity, thermodynamically stable nature, and porous structure with high controllability, 11, 12 compared to other adsorbents such as zeolite and silica. [13] [14] [15] Moreover, it can be produced in large quantities inexpensively. 11, 16 An accurate assessment of the equilibrium and kinetics of adsorption is very important for the design and operation of adsorption-based processes. 1 A number of models to predict the adsorption equilibria have been proposed by many investigators 17 such as Langmuir model, 18 Freundlich model, 19 Sips model, 20 and Toth model. 21 These models are used to predict only the adsorption of the pure component system. Therefore, mathematical models have been developed to predict multicomponent adsorption equilibrium based on the adsorption information of each component. [22] [23] [24] [25] These models are roughly classified into five groups: (1) extended Langmuir (EL) model; (2) ideal adsorption solution theory; 26 (3) vacancy solution theory; [27] [28] [29] (4) statistical thermodynamic model; 30, 31 (5) Polanyi potential theory; 32 and other classical models. Each model had some degree of success, and was limited to a few specific systems. 2 To avoid these limitations, the application of assumption-free models is proposed. M. Hasanzadeh et al. 33 propose a new simplified local density model for adsorption of pure gases and binary mixtures on activated carbon. It was shown that the new SLD model can correlate adsorption data for different pressures and temperatures with minimum error. 33 Arpita Ghosh et al. 34 propose the modelling of biosorption of Cu (II) by alkali-modified spent tea leaves using response surface methodology (RSM) and artificial neural network (ANN). 34 ANN is one of the data-based non-traditional tools for modelling the adsorption process. ANN modelling has been successfully used for the adsorption process in the past decade. 35 Feedforward neural networks have been successfully used in many applications related to adsorption. It has been used to simulate the dynamics of an adsorption column for wastewater treatment of water containing toxic chemicals. 36 Kumar et al. 37 used a three-layer feedforward artificial neural network to model the equilibrium data of hydrogen onto activated carbons, 37 the properties of the activated carbons and the experimental conditions were used as inputs to predict the corresponding hydrogen uptake at equilibrium conditions. 4 Cojocaru et al. 38 constructed a feedforward artificial neural network to predict the removal efficiency of an oil slick from the water surface by peat sorbent. Adsorbent dose, drainage time, and the initial thickness of the oil slick were used as inputs of the neural network to predict the removal efficiency as output. The mean square error (MSE) value of the network was found to be 4.979 • 10 −4 . 38 Aghav et al. 39 used a three-layer feedforward neural network with back propagation algorithm for estimation of removal efficiencies of phenol and resorcinol, in bi-solute water, by some carbonaceous adsorbents. 39 The input parameters used for training the neural network include the amount of adsorbent, initial concentrations of phenol and resorcinol, contact time, and pH. Removal efficiencies of phenol and resorcinol were considered as outputs of the neural network. 35 With the artificial neural network, M. Molashahi et al. simulated the adsorption of methane on activated carbon. The input parameters of the applied ANN model were pressure, temperature, and surface area of the adsorbent, the performance of the ANN model was measured using mean square error as 3.053916 • 10 −3 and a correlation coefficient of 0.998. 40 This study applied ANN models to predict the adsorption amount of pure gases (CO 2 , CH 4 , and N 2 ), their binary mixtures, and their ternary mixture, onto different activated carbons. For this purpose, a database of 1440 set was selected from different works in literature. Feedforward ANN models with BFGS algorithm was applied to predict the adsorption amount. The predicted results found from the optimized ANN models were compared with the experimental data in order to the find models that adequately predict equilibrium data.
Experimental

Theory
Artificial neural networks are analytical models capable of identifying logical patterns in sets of data that were developed to mathematically mimic the characteristics of biological neural networks. 41 Artificial Neural Network (ANN) models were designed in the second half of the 20 th century by mathematical simulation of the procedures on which the human nervous system works. 11, 42, 43 It consists of a number of interconnected simple processing units called artificial neurons. One of the most popular neural network paradigms applied to the modelling of a wide range of nonlinear systems, especially chemical and biological engineering processes, is the feedforward neural network (FFNN), [44] [45] [46] which was used throughout this study with forecasting horizon and supervised learning.
ANNs are composed of neurons that are distributed between layers: one input layer, intermediate or hidden lay-ers, and one output layer. 41, 47 A single neuron computes the sum of its inputs, adds a bias term, and drives the result through a generally nonlinear activation function to produce a single output termed the activation level of the neuron. 48 The input layer receives inputs (x i ) from the real world and each succeeding layer receives weighted outputs (w ij × x i ) from the preceding layer as its input, thus resulting in a feedforward artificial neural network (ANN), in which each input is fed forward to its succeeding layer where it is treated. The outputs of the previous layer constitute the outputs to the real world. 49, 50 A continuous multivariable function F(x) is approached in the neural network by a selected function f(x,w) for a fixed number of input variables
and w is an array of weights, defined below. x 0 = 1 is the constant input, called bias, that is used to simulate thresholding effects in the neuron, and which also serves to simplify the mathematics; x i , i = 1,…,l are neural network inputs, and l is the number of input nodes.
The output from the hidden layer is
where y 0 = 1 is the constant output from the bias neuron, m is the number of processing elements in the hidden layer, and y j is output from the j-th processing element of the hidden layer.
is a weight associated with a connection between the i-th processing element in the input layer and the j-th processing element in the hidden layer. For bias, the weight is taken as equal to 1. The formula for the output layer of the neural network is like that in Eq. (3), only the signal from the bias neuron does not exist:
where , k = 1,…,n
n is the number of output neurons, and is weight associated with a connection between the j-th processing element in the hidden layer and the k-th processing element in the output layer. For bias, the weight is again taken as equal to 1. 51 The output is computed by means of a transfer function, also called the activation function. 50 Hyperbolic tangent sigmoid transfer function:
Logarithmic sigmoid transfer function:
Pure linear transfer function:
The methodology of ANN application can be divided into three steps: training, validation, and generalization. During training, the synaptic and bias weights that were chosen randomly at the beginning of the training, are optimized using a set of data that can either be generated experimentally or it can originate from validated models. 41, 52 The only part of the available data is used for the training of the neural network. Different subsets of data are used for validating and generalizing the model previously trained. The efficiency of the ANN depends on several factors, like the number of neurons, the number of hidden layers, and the transfer function is chosen. Usually, the number of neurons in the input and output layers corresponds to the number of input and output variables. The number of neurons in the hidden layer must be chosen carefully, because on the one hand, networks with few neurons tend to have low precision, and on the other hand, an excessively high number of neurons can lead to overfitting which in turn results in problems of generalization of the model. 41, 53 The outputs from the output layer comprise a prediction of the dependent variables of the model. The network learns the relationships between the independent and dependent variables by iterative comparison of the predicted outputs and experimental outputs, and subsequent adjustment of the weight matrix and bias vector of each layer by a back-propagation training algorithm. Hence, the network progresses an NN model capable of predicting with acceptable accuracy the output variables lying within the model space defined by the training set. Consequently, the objective of ANN modelling is to minimize the prediction errors of validation data presented to the network after completion of the training step. 50 
Modelling procedure
A procedure based on the design and optimization of the architecture of the neural network was used, as described further:
-Data collection and division
• DB1 for pure CO 2 .
• DB2 for pure CH 4 .
• DB3 for pure N 2 .
• DB4 for (CO 2 , CH 4 ) binary mixture.
• DB5 for (CO 2 , N 2 ) binary mixture.
• DB6 for (CH 4 , N 2 ) binary mixture.
• DB7 for (CO 2 , CH 4 , and N 2 ) ternary mixture. -Choice of parameters of neural networks.
-NN creation.
• Training algorithm (BFGS).
• Neurons in the hidden layer (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) .
• Activation functions in the hidden and output layer (logsig, tansig, exponential, and purelin). -Saving NN parameters.
Database collection
The collected data were imported from different works in the literature in order to study the adsorption phenomena of pure gases (CO 2 , CH 4 , and N 2 ), their binary mixtures, and their ternary mixtures on different activated carbons (Table 1) . 2, 9, 33, [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] For each database (DB1, DB2, DB3, DB4, DB5, DB6, and DB7) ( Table 2) , a set of input variables were identified. For DB1, DB2, and DB3, the inputs were the characteristics of activated carbons (specific surface area and micropore volume), and the operating conditions (temperature and pressure). For DB4, DB5, and DB6, the inputs were the average molar masses of mixtures, characteristics of activated carbons, and the operating conditions. The average molar masses of mixtures was calculated by the following equation:
where M i [g mol −1 ] is the molar mass of component i, and x i is the molar fraction of component i. 61 For DB7, the inputs were the average molar mass of mixture and the pressure. The outputs of DB1, DB2, and DB3 were the adsorption amounts of compounds (Q 1 for CO 2 ), (Q 2 for CH 4 ), and (Q 3 for N 2 ); respectively. The outputs of DB4, DB5, and DB6 were the adsorption amounts of each compound: (Q 1 , Q 2 ) for DB4, (Q 1 , Q 3 ) for DB5, and (Q 2 , Q 3 ) for DB6. For DB7, the outputs were the adsorption amounts of each compound (Q 1 , Q 2 , and Q 3 ). The values of standard deviations (STD) and mean for the inputs and outputs data are shown in (Table 3 ).
Model development
The samples were split randomly into three subsets: 60 % for the training phase, 20 % for the validation phase, and 20 % for the test phase. The networks were trained us-ing the quasi-Newton BFGS (Broyden-Fletcher-Goldfarb-Shanno) algorithm (trainbfg). The FFNNs contained three layers of neurons or nodes: one input layer with four neurons for (NN1, NN2, and NN3), five neurons for (NN4, NN5, and NN6), two neurons for NN7, and one hidden layer with a number of active neurons optimized during training. In addition, one output layer with one neuron for (NN1, NN2, and NN3), two neurons for (NN4, NN5, and NN6), and three neurons for NN7. The number of hidden neurons varied from 3 to 20 neurons. The tangent sigmoid (tansig), the log sigmoid (logsig), the pure linear (purelin), and the exponential transfer functions were used in the hidden and the output layer.
The ANN modelling of the adsorption of gas mixtures on activated carbons was performed using STATISTICA software (version 8.0). 
Results and discussion
The definitive goal of this investigation was to test the ability of artificial neural network architectures with the least number of parameters to represent a wide variety of isotherm data. The input vectors had 417, 625, 143, 87, 64, 64, 40 set of experimental data for NN1 to NN7; respectively. The input layers contain:
• Four neurons for (NN1, NN2, and NN3), representing the specific surface area and the micropore volume of activated carbons, temperature, and pressure. • Five neurons for (NN4, NN5, NN6), representing average molar mass, specific surface area, and micropore volume of activated carbons, temperature, and pressure. • Two neurons for NN7, representing the average molar mass of mixture, and pressure.
The output layer has one neuron for (NN1, NN2, and NN3), two neurons for (NN4, NN5, NN6), and three neurons for NN7. ANNs contain one hidden layer and feedforward was used for training the input data. The quasi-Newton's algorithm BFGS was used for estimating the parameters of the ANNs model. Table 4 shows the structure of the optimized NN models.
According to the previous discussion, seven neural network models were developed with the aim of predicting the adsorption of gases (CO 2 , CH 4 , and N 2 ) by activated carbons. Figs. 1-7 show a comparison between the predicted and experimental values of the outputs variables for the entire dataset by using the neural network models (NN1 to NN7). The plot and the parameters of the linear regression were obtained using the MATLAB function "plotregression". Figs. 1-7 show the agreement plots for the adsorption amount with agreement vectors approaching the ideal for the entire data set for NN1 to NN7, respectively. Most points are situated very near the diagonal. Figs. 1-7 show an excellent agreement between the experimental data and the ANNs predicted results for adsorption. Table 5 shows the vectors of linear regression for the neural models (NN1, NN2, NN3, NN4, NN5, NN6, and NN7). Clearly, the proposed neuronal approach gives satisfactory results with regression vector values approaching the ideal [i.e., α = 1 (slope), β = 0 (y intercept), R = 1 (correlation coefficient)] in the adjustment of the profiles of Q 1 , Q 2 , and Q 3 .
The performances of various sub-models were estimated in terms of the root mean squared error (RMSE) criterion. The RMSE was calculated using Eq. (10). 44 (10) where n is the total number of data points; Y i,exp is the experimental value, Y i,cal represents the calculated value from the neural network models. The Gibbs model was previously tested for predicting the adsorption of pure gases (CO 2 , CH 4 , and N 2 ) on activated carbon at 318.2 K. 55 Experimental results were compared with Gibbs model and ANN models in terms of the mean absolute error (MAE), the model predictive error (MPE), the root mean squared error (RMSE), and the standard error of prediction (SEP). The MAE, MPE, and SEP are defined as follows: [64] [65] [66] [67] (11) where n is the total number of data points; y i,exp is the experimental value, y i,cal is the calculated value from the neural network models or Gibbs model, and Y e is the mean value of experimental data. Table 6 shows the comparison between NN models and the Gibbs model for the prediction of the adsorption isotherm of pure gases (CO 2 , CH 4 , and N 2 ). The NN models developed in this work for the adsorption of pure gases (CO 2 , CH 4 , and N 2 ), gave lower errors than the Gibbs model. The generalized dual-site Langmuir model and the IAST theory were previously tested for the prediction of the adsorption of ternary mixture (CO 2 , CH 4 , N 2 ) by F. Dreisbach et al. 54 In this work, the comparison between models (generalized dual-site Langmuir model, IAST theory, and NN model) and the experimental data of the adsorption isotherm of the ternary mixture (CO 2 , CH 4 , and N 2 ) on activated carbon (AC) is presented. The mean relative deviations between the predicted (n = n 1 + n 2 + n 3 ) and the experimental (n exp ) total amounts adsorbed, as well as between the predicted (x 1 = n 1 /(n 1 + n 2 + n 3 ) and measured concentration (x 1,exp ) of component 1 in the ternary mixture are calculated as:
Comparison between ANN models and the
with N being the total number of measurements. 54 The resulting deviations are given in Table 7 . The NN model developed in this work for the prediction of the adsorption of the ternary mixture (CO 2 , CH 4 , and N 2 ) gave lower errors than the generalized dual-site Langmuir model than IAST. This indicates that the neural network model is successful in the prediction of the ternary mixture of (CO 2 , CH 4 , and N 2 ) adsorption isotherm.
Conclusion
Artificial neural networks were proposed to model pure, binary, and ternary gas mixtures adsorption equilibriums.
Feedforward ANN models were applied to seven systems (pure CO 2 , CH 4 , N 2 , their binary mixtures, and their ternary mixture). Of the total data, 60 %, 20 %, and 20 % were used, respectively, for training, validation, and testing of the seven models. The networks were trained using the quasi-Newton BFGS (Broyden-Fletcher-Goldfarb-Shanno) algorithm. The developed ANNs showed an accurate prediction of experimental data with root mean square errors of 0.4229 for NN1, 0.2558 for NN2, 0.1363 for NN3, 0.2317 for Q 1 for NN4, 0.1614 for Q 2 for NN4, 0.2197 for Q 1 for NN5, 0.0530 for Q 3 for NN5, 0.1155 for Q 2 for NN6, 0.0578 for Q 3 for NN6, 0.1871 for Q 1 for NN7, 0.1794 for Q 2 for NN7, and 0.0755 for Q 3 for NN7. In this study, the Gibbs model was also used to study the equilibrium data for pure (CO 2 , CH 4 , and N 2 ), and their binary mixtures. The generalized dual-site Langmuir model and the IAST theory were used to examine the equilibrium data of the ternary mixture of (CO 2 , CH 4 , and N 2 ). The comparison of the results of the ANNs models and classical models indicated that the ANN predicted gas adsorption on AC more accurately than the classical models over the full range of operating conditions. 
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