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Abstract
We consider p(n) the number of partitions of a natural number n,
starting from an expression derived by L. Ba´ez-Duarte in [1] by re-
lating its generating function f(t) with the characteristic functions of
a family of sums of independent random variables indexed by t. The
asymptotic formula for p(n) follows then from a local central limit the-
orem as t ↑ 1 suitably with n→∞. We take further that analysis and
compute formulae for the terms that compose that expression, which
accurately approximate them as t ↑ 1. Those include the generating
function f and the cumulants of the random variables. After develop-
ing an asymptotic series expansion for the integral term we obtain an
expansion for p(n) that can be simplified as follows: for each N > 0,
p(n) =
2π2
3
√
3
ern
(1 + 2 rn)2
(
1−
N∑
ℓ=1
Dℓ
(1 + 2 rn)ℓ
+ RN+1
)
.
The coefficients Dℓ are positive and have simple expressions as finite
sums of combinatorial numbers, rn =
√
2π2
3
(n− 1
24
) + 1
4
and the re-
mainder satisfies nN/2RN+1 → 0 as n→∞.
The cumulants are given by series of rational functions and the
approximate formulae obtained could be also of independent interest
in other contexts.
Keywords: Integer partitions, Asymptotic expansions, Asymptotic formulae, Central limit
theorem, Cumulants.
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1 Introduction
For each n ∈ N, consider p(n) the partition number of n, that is, the number
of non increasing positive integer sequences such that the sum of its terms
adds to n. The study of partitions goes back to L. Euler, who established
in particular the generating function f of the sequence p(n),
f(t) =
∑
n≥0
p(n) tn =
∏
j≥1
1
1− tj , t ∈ [0, 1). (1.1)
In a celebrated article published a century ago [8], G.H. Hardy and S. Ra-
manujan considered the order of magnitude of p(n) as n→∞, and obtained
an asymptotic series expansion which in particular yields the asymptotic for-
mula
p(n) ∼ e
√
2π2
3
n
4n
√
3
as n→∞. (1.2)
H. Rademacher in [9] considered a modification of the asymptotic series that
turns it convergent, and yields a value for p(n) that differs by decimals from
its exact value when taking of the order of
√
n terms for large n.
Much more recently, J.H. Bruinier and K. Ono in [4] deduced an exact
formula for p(n) that expresses it as a finite sum of algebraic quantities. In [6]
M. Dewar and R. Murty developed this formula to derive an asymptotic
expansion in the spirit of that of Rademacher.
L. Ba´ez Duarte in [1] considered a formula for p(n), that, when approx-
imating some of the terms with the aid of the Euler–Maclaurin summation
formula, yields (1.2) as a consequence of a local central limit theorem.
With that formula as starting point, we develop an asymptotic expan-
sion for p(n), consisting of a factor growing exponentially in
√
n, times an
asymptotic series expansion given in terms of inverse powers of a certain
quantity that is very nearly a rational function of n growing as
√
n, while
the coefficients are explicitly given as sums of combinatorial numbers. Al-
though the series is shown to be convergent for any n ∈ N, it is really an
asymptotic expansion, with errors of the order o(n−N/2) as n → ∞ when
taking N terms.
These results are derived from an essentially real variable analysis, avoid-
ing the difficulties due to the complicated structure of the function f near
the border of the unit circle in C. The final expansion can be simplified to
obtain an explicit expression in terms of rational functions of n.
We compare the approximations resulting by truncating the simplified
expansion with the true value of p(n) for several values of n, to illustrate
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the results.
2 Preliminaries and statement of results
As discussed in [1] (see also the references therein), the series in (1.1) deter-
mines for each t ∈ (0, 1) a random variable X(t) defined on some probability
space and taking values on N by taking P
(
X(t) = n
)
= p(n) t
n
f(t) . We denote
by P the probability and by E the expectation with respect to P. The
characteristic function of X(t) is directly computed:
ϕX(t)(θ) := E e
i θX(t) =
f(eiθ t)
f(t)
. (2.1)
Each factor fj(t) :=
1
1−tj =
∑
k≥0 t
jk in (1.1) determines analogously a
random variable Xj(t) taking values on the multiples of j:
P(Xj(t) = kj) =
tjk
fj(t)
,
whose characteristic function is ϕXj(t)(θ) =
fj(eiθt)
fj(t)
. It follows then that the
random variableX(t) can be expressed as the infinite sum of the independent
random variables Xj(t). Moreover, Yj(t) =
Xj(t)
j is a random variable with
geometric distribution with parameter (1− tj). In other words,
X(t) =
∑
j≥1
j Yj(t), (2.2)
with Yj(t) independent geometric random variables. The mean and variance
of X(t) are directly computed,
κ1(t) := EX(t) =
∑
j≥1
j EYj(t) =
∑
j≥1
j
tj
1− tj (2.3)
κ2(t) := Var(X(t)) =
∑
j≥1
j2 Var(Yj(t)) =
∑
j≥1
j2
tj
(1− tj)2 . (2.4)
On the other hand (2.1) may be rewritten in terms of the sequence p(n)
ϕX(t)(θ) =
1
f(t)
∑
n≥1
eiθn p(n) tn,
3
which yields by Fourier inversion
p(n) =
f(t)
2πtn
∫ π
−π
e−inθϕX(t)(θ)dθ.
Observe that the series (2.3) and (2.4) are convergent for t ∈ [0, 1), and
that both κ1(t) ↑ ∞ and κ2(t) ↑ ∞ as t ↑ 1. We obtain indeed the precise
asymptotic behaviour as t ↑ 1 of κ1(t) and κ2(t) in Corollary 3.5. Let us
define then the sequence
tn = {the unique solution to κ1(tn) = n}, (2.5)
and note that tn ↑ 1 as n → ∞. Substitute and change variables in the
integral above to obtain
p(n) =
f(tn)
2πσ(tn) tnn
∫ πσ(tn)
−πσ(tn)
E eiθ Z(tn) dθ, (2.6)
where Z(tn) is obtained by suitably centering and scaling X(tn):
Z(tn) :=
X(tn)− κ1(tn)
σ(tn)
=
X(tn)− n
σ(tn)
, (2.7)
and we have denoted as usual by σ(t) =
√
κ2(t) the standard deviation of
X(t). From (2.2), (2.3), (2.4) and (2.5), the central limit theorem implies
that Z(tn) is asymptotically normal (as n → ∞). Moreover, in [1], it is
proved that a local central limit theorem holds and the integral above con-
verges to
√
2π, what yields after determining the asymptotics of the terms
in (2.6) as n→∞ the asymptotic formula (1.2).
We obtain accurate approximations (as n → ∞) for the terms in the
factor, and an asymptotic series expansion for the integral term in (2.6), fol-
lowing by expanding the integrand in terms of the cumulants of the random
variables. The resulting quantities do not seem to have simple expressions
in terms of n, but we show that they are well approximated by elementary
functions. Indeed, let us define
rn :=
√
2π2
3
(n − 1
24
) +
1
4
. (2.8)
The expansion that we obtain turns out to be given in terms of c2n :=
κ2(tn) | log tn|2, which is very well approximated (as n → ∞) by rn. Pre-
cisely, it follows from Lemma 4.1 that for some positive constant C,
|c2n − rn| ≤ Cn e−2π
√
24n−1. (2.9)
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Most of our formulae are given in terms of | log tn|, that is shown in Corollary
3.6 to satisfy:
∣∣ | log tn| − 2π2
3
(
1 + 2 rn
) ∣∣ ≤ C e−2π√24n−1. (2.10)
In terms of those quantities, we can now state our main results.
Theorem 2.1. For any given N > 0, p(n) satisfies
p(n) =
ern | log tn| 32√
2π
√
1 + 2 c2n
(
1−
N∑
ℓ=1
Dℓ
(1 + 2 c2n)
ℓ
+ R˜N+1
)
, (2.11)
where:
◦ The coefficients Dℓ are given by
Dℓ = (−1)ℓ+1 (ℓ+ 1)
4ℓ
ℓ+1∑
k=0
(−1)k 2k
(
2ℓ
k
)
1
(ℓ+ 1− k)! , (2.12)
and satisfy 0 < Dℓ < 2 3
ℓ−1.
◦ The error R˜N+1 satisfies nN/2 R˜N+1 → 0 as n→∞.
It is possible to clear up the expression (2.11) by replacing 1 + 2c2n and
| log tn| by the approximations that follow from (2.9) and (2.10). After
verifying that the errors introduced by doing that are sufficiently small to
be included in the error terms of the expansion, the following alternative
expression is obtained.
Proposition 2.2. For any given N > 0, p(n) satisfies
p(n) =
2π2
3
√
3
ern
(1 + 2 rn)2
(
1−
N∑
ℓ=1
Dℓ
(1 + 2 rn)ℓ
+RN+1
)
, (2.13)
where:
◦ The coefficients Dℓ are those in (2.12).
◦ The error RN+1 satisfies nN/2RN+1 → 0 as n→∞.
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The expansion (2.13) is indeed less precise than that in Theorem 2.1, but
its terms are very simple to implement. We report in Table 1 a comparison
of the approximate values for p(n) obtained by computing the sum in (2.13)
with N = 17 for several values of n. The results appear reasonably accurate
even for the small values of n that were considered.
Both statements are proved in Section 5, after developing asymptotic
formulae for each of the terms in (2.6).
In Section 3 we consider the terms in the factor. The behaviour of f(t) as
t ↑ 1 is derived from a functional formula, which by means of a recurrence
permits also to deduce simple formulae for the first two cumulants that
approximate them very accurately as t ↑ 1. Those in turn render very good
approximations for the sequence tn. That analysis turns out the exponential
term in (2.11).
In Section 4 we obtain an asymptotic series expansion for the integral
term in (2.6), which produces the sum in the expansion of p(n). The proof
is based on an expansion of the integrand in terms of the cumulants of the
random variables. In the Appendix, we obtain functional formulae for all
those cumulants, and deduce from them their precise asymptotics as t ↑ 1,
which in turn permits to control the errors in the expansion. We derive
as well some properties of the cumulant generating function needed in the
analysis. Explicit formulae for all the cumulants of X(t), t ∈ [0, 1) are also
obtained, similar to those for the first two cumulants in (2.3) and (2.4) and
whose numerators are given in terms of Eulerian polynomials.
3 Asymptotic formulae for the terms in the factor
In this section, we obtain expressions for the terms in the factor in (2.6),
suitable for determining their behaviour for large n, which corresponds to
tn close to 1. The asymptotics of f(t) as t ↑ 1 is derived from the functional
formula for log f(t) stated in the next result.
Lemma 3.1. For t ∈ (0, 1),
log f(t) =
π2
6| log t| − log(
√
2π)− 1
24
| log t|+ 1
2
log | log t|
+ log f(e
− 4π2
| log t| ). (3.1)
Proof. The following identity for α, β > 0, αβ = π2 is Corollary (ii) in [2,
6
p.256]:
e(α−β)/12 =
(α
β
) 1
4
∞∏
j=1
1− e−2α j
1− e−2β j .
The substitution e−2β = t and correspondingly α = 2π2/| log t| in the above
product yields from (1.1) an expression for f(t)/f(e
− 4π2
| log t| ), that after taking
logarithm and reordering is exactly (3.1).
Let us observe now that, as t ↑ 1, the last term in (3.1) goes to zero.
Moreover, starting from (1.1) we can estimate for λ ∈ (0, 1),
∂λ
(
log f(λ)
)
=
∞∑
j=1
j
λj−1
1− λj ≤
1
1− λ
∞∑
j=1
j λj−1 =
1
(1− λ)3
to obtain, as an application of the mean value theorem that for some ξ ∈
(0, λ)
log f(λ) = λ∂λ
(
log f(λ)
∣∣
λ=ξ
) ≤ λ
(1− λ)3 .
In particular, if we take any b > 1 and t ∈ (e− 4π
2
log b , 1) then e
− 4π2
| log t| < 1b , and
we conclude that
0 < E0(t) := log f(e
− 4π2
| log t| ) ≤ ( 1
1− 1b
)3 e
− 4π2
| log t| . (3.2)
For instance, taking b = 2 we obtain that, for any t > e−4π
2 ≈ 10−17,
0 < E0(t) < 8 e
− 4π2
| log t| . (3.3)
We may thus regard (3.1) as an asymptotic formula for log f(t) as t ↑ 1,
which we write in the form
log f(t) =
π2
6| log t| − log(
√
2π)− 1
24
| log t|+ 1
2
log | log t|+ E0(t), (3.4)
with E0(t) satisfying (3.2). We also have from the above estimations that
E0(t) ≍ e−
4π2
| log t| . The symbol ≍ denotes asymptotic logarithmic order, as
formalized in the following definition. We find this kind of asymptotic equiv-
alence along the way in the sequel.
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Definition 3.2. We say that a function E(t) defined for t in the interval
(0, 1) is logarithmically equivalent to e
− A
| log t| for some A > 0 as t ↑ 1 and
denote
E(t) ≍ e− A| log t|
if
lim
t↑1
| log t|( log |E(t)|) = −A.
We proceed to deduce formulae for the mean κ1(t) and variance κ2(t)
suitable for the analysis as t ↑ 1, and used in Corollary 3.6 to derive precise
estimates for tn as n → ∞ from (2.5). We recall that κ1(t) and κ2(t) are
given by the series (2.3) and (2.4), as already computed in the previous
section,
κ1(t) =
∑
j≥1
j
tj
1− tj , κ2(t) =
∑
j≥1
j2
tj
(1− tj)2 . (3.5)
Lemma 3.3. The mean κ1(t) and variance κ2(t) satisfy the following func-
tional equations,
κ1(t) =
π2
6| log t|2 −
1
2 | log t| +
1
24
− 4π
2
| log t|2 κ1(e
− 4π2
| log t| ), (3.6)
κ2(t) =
π2
3| log t|3 −
1
2| log t|2 +
( 4π2
| log t|2
)2
κ2(e
− 4π2
| log t| ) (3.7)
− 8π
2
| log t|3 κ1(e
− 4π2
| log t| ).
Remark 3.4. The first series in (3.5) can be computed explicitly in the case
t = e−2π, as follows from formula (8.3), page 255 of B.C. Berndt’s edition of
S. Ramanujan’s notebooks [2]:
∑
j≥1
j
e−2πj
(1− e−2πj) =
1
24
− 1
8π
.
Indeed, the identity (3.6) follows from that formula as well. An account of
series like those in (3.5), that appear also in other contexts, can be found in
the references therein. Some examples are mentioned in [7]. A closed form
of κ1(t) for other values of t does not appear to be known.
The formulae in the previous lemma yield precise asymptotics for κ1(t)
and κ2(t) as t ↑ 1, as we state next.
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Corollary 3.5.
κ1(t) =
π2
6| log t|2 −
1
2 | log t| +
1
24
+ E1(t), (3.8)
κ2(t) =
π2
3| log t|3 −
1
2| log t|2 + E2(t), (3.9)
where
Ej(t) ≍ e−
4π2
| log t| j = 1, 2 as t ↑ 1.
Before proving Lemma 3.3 and the above corollary, let us recall the
notion of cumulants of a random variable and some of their properties.
Given a random variable X with characteristic function ϕX(θ) = E e
iθ X ,
its cumulants (or semi-invariants) are the coefficients κj in the Taylor series
expansion of KX(θ) := logϕX(θ) (provided such expansion exists),
KX(θ) =
∑
j≥1
κj
(iθ)j
j!
. (3.10)
We consider here and in the sequel the principal value of the logarithm.
Therefore, ijκj = ∂
(j)
θ KX(θ)|θ=0 and KX is referred to as the cumulant
generating function of the random variable X. The first cumulant κ1 results
to be the mean, and the second one κ2 the variance, when those exist. We
refer to [10] for further properties of K.
In the case of the random variables X(t), t ∈ (0, 1) considered in the
introduction, from (2.1)
KX(t)(θ) = log
f(eiθt)
f(t)
,
and it is not difficult to verify from this last expression that its cumulants,
that we denote by κj(t), are finite and can be computed from the simple
recursion formulae
κ1(t) = t∂t log f(t), κj+1(t) = t∂tκj(t), j ≥ 1. (3.11)
Starting from
log f(t) =
∑
ℓ≥1
log
1
1− tℓ =
∑
ℓ≥1
tℓ
ℓ (1− tℓ) ,
9
we recover from the first identity the series in (3.5) for κ1(t) and κ2(t).
Another couple of forms for those series follows from the second identity; we
recall them here for further reference:
κ1(t) =
∑
ℓ≥1
tℓ
(1− tℓ)2 , κ2(t) =
∑
ℓ≥1
ℓ
(tℓ + t2ℓ)
(1− tℓ)3 . (3.12)
It is not difficult to conclude from (3.5) and the recurrence (3.11) that,
besides being finite for each t ∈ [0, 1), the cumulants κj(t), j ≥ 1 satisfy
κj(t) ↑ ∞ as t ↑ 1. Explicit formulae for j > 2 are computed in the
Appendix.
Proof of Lemma 3.3. Observe that for any real function H with derivative
H ′, if t ∈ (0, 1),
t ∂tH(| log t|) = −H ′(| log t|), (3.13)
whenever both sides are defined. Apply next t ∂t to (3.1) to obtain formula
(3.6) directly from (3.11), and again t ∂t to (3.6) to obtain (3.7).
Proof of Corollary 3.5. Note that from Lemma 3.3, (3.8) and (3.9),
E1(t) =− 4π
2
| log t|2 κ1(e
− 4π2
| log t| ) (3.14)
E2(t) =
( 4π2
| log t|2
)2
κ2(e
− 4π2
| log t| )− 8π
2
| log t|3 κ1(e
− 4π2
| log t| ). (3.15)
It is thus enough to show that, given T ∈ (0, 1), there are positive constants
cj and Cj such that if t ∈ (T, 1),
cj e
− 4π2
| log t| ≤ κj(e−
4π2
| log t| ) ≤ Cj e−
4π2
| log t| j = 1, 2. (3.16)
The lower bounds follow by estimating the series (3.5) by their first term,
as all the terms are positive, and the denominator is bounded away from
zero if t ∈ (T, 1). The upper bound follows from the mean value theorem as
in the proof of (3.2). Indeed, for j = 1, observe that, from (3.12),
∂λκ1(λ) =
∞∑
ℓ=1
ℓ
λℓ−1 (1 + λℓ)
(1− λℓ)3 ≤
2
(1− λ)3 ∂λ
( λ
1− λ
)
=
2
(1− λ)5 ,
and then, for any b > 1 and t ∈ (e− 4π
2
log b , 1),
κ1(e
− 4π2
| log t| ) ≤ 2
(1− 1b )5
e
− 4π2
| log t| .
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In particular, if we choose b = 2, we can see that for any t > e−4π
2 ≈ 10−17,
κ1(e
− 4π2
| log t| ) ≤ 64 e− 4π
2
| log t| . (3.17)
The same procedure yields the upper bound in (3.16) for j = 2.
We deduce next good approximations (as n → ∞) to convenient mul-
tiples of | log tn| and its reciprocal, in terms of the rational function rn =√
2π2
3 (n− 124 ) + 14 already defined in (2.8). Recall that tn was defined in
(2.5) as the solution to κ1(tn) = n, and it is therefore an increasing sequence
converging to 1 as n→∞.
Corollary 3.6. The parameter tn introduced in (2.5) satisfies
e
−π/
√
6 (n− 1
24
)
< tn < 1. (3.18)
Moreover, there is a positive constant C such that
∣∣ π2
3| log tn| − (
1
2
+ rn)
∣∣ ≤ C√n e−2π√24n−1, (3.19)
∣∣ | log tn| − 2π2
3
(
1 + 2 rn
) ∣∣ ≤ C e−2 π√24n−1. (3.20)
Proof. From (2.5) and (3.6) we know
π2
6| log tn|2 −
1
2 | log tn| +
1
24
− 4π
2
| log tn|2 κ1(e
− 4π2
| log tn| ) = n. (3.21)
Picking only the positive terms on the left hand side we obtain
π2
6| log tn|2 +
1
24
> n, (3.22)
which yields the lower bound in (3.18), while the upper bound is a direct
consequence of the definition (2.5). Since tn increases with n, from (3.18)
tn > t1 > e
−π/2, ∀n ≥ 1 (3.23)
thus the inequality (3.17) holds for any n ≥ 1 when taking t = tn. Further-
more, from (3.22)
e
− 4π2
| log tn| ≤ e−2π
√
24n−1, (3.24)
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and then from (3.17), for each n ∈ N
hn := κ1(e
− 4π2
| log tn| ) ≤ 64 e− 4π
2
| log tn| ≤ 64 e−2π
√
24n−1. (3.25)
As hn decreases with n, we also have that
hn ≤ 64 e−8π < 2−30 ∀n ≥ 1. (3.26)
Denote x := π
2
3| log tn| and multiply (3.21) by
2
3 π
2 to obtain that x satisfies
x2(1− 24hn)− x− 2
3
π2
(
n− 1
24
)
= 0.
Observe that hn = κ1(e
−12x) so it indeed depends on x, but we know from
(3.25) that it is positive and exponentially small. Solving the equation we
obtain
π2
3| log tn| = x =
1
2 +
√
2
3π
2(n− 124 )(1− 24hn) + 14
(1− 24hn) . (3.27)
In terms of rn, let us write√
2
3
π2(n− 1
24
)(1 − 24hn) + 1
4
= rn
√
1− δn (3.28)
with
δn = 24hn
(
1− 9
π2(24n − 1) + 9
) ≤ 24hn. (3.29)
To estimate the difference in (3.19), from (3.27) we write
π2
3 | log tn| − (
1
2
+ rn) =
1
2 + rn
√
1− δn
1− 24hn − (
1
2
+ rn)
=
rn (
√
1− δn − 1) + 24hn(12 + rn)
1− 24hn
whence, from (3.29)
∣∣ π2
3 | log tn| −
(1
2
+ rn
)∣∣ ≤ 50hn rn
1− 24hn ,
and the proof of (3.19) follows from (3.25) and the definition of rn. The
proof of (3.20) follows as well from (3.27) and the above estimates.
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As consequence of the previous analysis, we obtain an expression for the
factor in (2.6), that yields precise asymptotics as n→∞.
Corollary 3.7. The factor in front of the integral term in (2.6) satisfies
f(tn)
2πσ(tn)tnn
=
1
(2π)3/2
| log tn|1/2
σ(tn)
e
√
2π2
3
(n− 1
24
)+ 1
4
+βn ,
where βn satisfies that, for some positive constant C
|βn| ≤ C e−2π
√
24n−1. (3.30)
Proof. Let us write the factor in (2.6) as
f(tn)
2πσ(tn)tnn
=
1
2πσ(tn)
elog f(tn)+n| log tn|.
From (3.4) evaluated at t = tn, (3.21) and the definition of hn (3.25) it
follows after collecting terms that
log f(tn) + n| log tn| = π
2
3| log tn| −
1
2
+
1
2
log | log tn| − log(
√
2π)
+E0(tn)− 4π
2
| log tn| hn
=
√
2
3
π2(n− 1
24
)(1 − 24hn) + 1
4
+
1
2
log | log tn|− log(
√
2π) + E0(tn) +
4π2
| log tn| hn. (3.31)
The second identity follows from (3.27). Next, observe that if we write the
square root as in (3.28), after expanding
√
1− δn = 1− δn2 +O(δ2n) we obtain√
2
3
π2(n− 1
24
)(1− 24hn) + 1
4
= rn
√
1− δn = rn
(
1− 12hn
)
+ o(hn).
Let us express, with the aid of Corollary 3.6
4π2
| log tn| hn = 12hn
π2
3| log tn| = 12hn
(1
2
+
√
2
3
π2(n− 1
24
) +
1
4
)
+O(h2n
√
n).
Substitution of the last two formulae into (3.31) yields
log f(tn)+n| log tn| =
√
2π2
3
(n− 1
24
) +
1
4
+
1
2
log | log tn|− log(
√
2π) +βn,
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with βn = E0(tn) + o(hn) + 6hn +O(h
2
n
√
n).
But we know from (3.3) and (3.24) that
0 < E0(tn) < 8 e
−2π√24n−1,
which, together with (3.25) yields (3.30).
Remark 3.8. Good approximations to | log tn|
1
2
σ(tn)
in terms of n follow from
Corollary 3.5 and (3.19). In particular, the blunt estimate
| log tn| 12
σ(tn)
∼ π
2
√
3n
(3.32)
is obtained. We prefer to keep that term untouched here, as some simpli-
fications occur when considering the integral term in the next section, and
more precise estimates are presented there.
4 The expansion of the integral term
Let us turn now to consider the integral in (2.6). In [1], it is proved that∫ πσ(tn)
−πσ(tn)
E eiθ Z(tn) dθ →
√
2π as n→∞, (4.1)
which, together with Corollary 3.7 and (3.32) yields the asymptotic formula
(1.2) from (2.6).
We follow the approach of [3] to obtain an asymptotic series expansion for
the above integral. The analysis here is more involved, among other reasons
due to the fact that the terms are defined implicitly, and we need to consider
approximations. We develop the integrand in terms of the cumulants of the
random variables X(t). In the appendix, we obtain explicit expressions for
each of the cumulants as series of rational functions of t, whose numerators
are given in terms of Eulerian polynomials. Simple functional formulae
similar to those already obtained in the previous section for the first two
cumulants κ1(t) and κ2(t) are also deduced from the recurrence relation
(3.11). They yield accurate approximations (as t ↑ 1), which permit to
control the errors. The expansion results to be given in inverse powers of
1 + 2 c2n, with c
2
n defined in Section 2:
c2n =
(
σ(tn) | log tn|
)2
. (4.2)
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It is easy to see from Corollary 3.5 and (3.19) that c2n = O(
√
n). It is indeed
very nearly rn, which was defined in (2.8), as precisely established in the
following lemma.
Lemma 4.1. The sequence c2n satisfies that, for some positive constant C,
− C√n e−2π
√
24n−1 ≤ c2n − rn ≤ C n e−2π
√
24n−1. (4.3)
Proof. From (3.9), (3.27), (3.15) and (3.25),
c2n =
π2
3| log tn| −
1
2
+ | log tn|2E2(tn) =
√(2π2
3
(n− 1
24
) +
1
4
)
(1− δn)
+
( 4π2
| log tn|
)2
κ2(e
−4π2/| log tn|),
with δn as defined in (3.29). From (3.19), (3.16) and (3.24) we conclude that
(4.3) holds.
Theorem 4.2. Given N > 0, the integral in (4.1) can be expanded as∫ πσ(tn)
−πσ(tn)
E eiθ Z(tn) dθ =
√
2π
√
2 c2n
1 + 2 c2n
(
1−
N∑
ℓ=1
Dℓ
(1 + 2 c2n)
ℓ
)
+ EN+1,
(4.4)
where:
◦ The coefficients Dℓ are
Dℓ = (−1)ℓ+1 (l + 1)
4ℓ
ℓ+1∑
k=0
(−1)k 2k
(
2ℓ
k
)
1
(ℓ+ 1− k)! , (4.5)
and they satisfy
0 < Dℓ < 2 3
ℓ−1. (4.6)
◦ The error term EN+1 = EN+1(n) satisfies
nN/2 EN+1 → 0 as n→∞. (4.7)
Proof. To obtain the asymptotics, it is convenient to split the integration
interval A := {θ : |θ|σ(tn) < π} into disjoint regions A1 and A2, according to
|θ|
σ(tn)
≤ a (1− tn) or not for some positive constant a < 1:
A = A1 ∪ A2, for A1 = {θ : |θ|
σ(tn)
≤ a (1− tn)}.
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The value of a is fixed hereafter and it is not included in the notation.
Let us consider first the integral in A2, starting with∣∣ ∫
A2
E eiθ Z(tn) dθ
∣∣ ≤ ∫
A2
∣∣ϕX(tn)(θ/σ)∣∣ dθ.
We follow the computations in the proof of the theorem in [1, p.119] to
estimate the integrand. From (2.1) and (1.1),
log
∣∣ϕX(t)(y)∣∣ =−∑
ℓ≥1
2 tℓ(tℓ + 1)
ℓ (1− tℓ)(( 1−tℓsin(yℓ/2) )2 + 4 tℓ)
≤ − 2 t (t+ 1)
(1− t)(a−2 π2 + 4t) ,
where the sum is estimated by taking only its first term and then recalling
that the functions sin(x) and xsin(x) are increasing for x ∈ [0, π/2]. Whence,
if a(1− t) < |y| < π,
( 1− t
sin(y/2)
)2
<
( a(1− t)/2
sin(a(1− t)/2) a/2
)2 ≤ (π
a
)2.
Finally, take t = tn in the above estimates and recall that, as observed in
(3.23), tn > e
−π
2 for all n ∈ N to conclude
∣∣∫
A2
E eiθ Z(tn) dθ
∣∣ ≤ 2πσ(tn) e− C1−tn , where C = 2e−π2 (1 + e−π2 )
(a−2π2 + 4)
,
which, together with (3.9), (3.18) and (3.19) implies that, for some positive
constants C1 and C2 we have∣∣ ∫
A2
E eiθ Z(tn) dθ
∣∣ ≤ C1e−C2√n. (4.8)
To consider the integral over A1 we expand the integrand in (4.1) in terms
of the cumulants. To that end, observe that, for t ∈ (0, 1), we may write
E eiθ Z(t) = ϕZ(t)(θ) = exp
(
KZ(t)(θ)
)
, (4.9)
with KZ(t) the cumulant generating function of Z(t) defined in the previous
section. It is clear from the definition (2.7) that the first cumulant of Z(t) is
zero, while the cumulants of order j for j ≥ 2 are κj(t)/σ(t), where κj(t) are
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the cumulants of the random variable X(t) given by (3.11). For eachM > 2,
we consider the Taylor expansion of order M for KZ(t). From Lemma A.3,
KZ(t)(θ) =
M∑
j≥2
κj(t)
(iθ)j
j!σ(t)j
+R(1)M+1, (4.10)
where the remainder R(1)M+1 = R(1)M+1(θ, t) can be estimated with the aid of
Corollary A.4: ∣∣R(1)M+1(θ, t)∣∣ ≤ |θ|M+1(M + 1)! κM+1(t)σ(t)M+1 . (4.11)
We substitute the expressions for the cumulants obtained in Proposition A.2
into (4.10) to write
KZ(t) (θ) = −
θ2
2
+
M∑
j=3
( iθ
σ(t)
)j ( π2
6| log t|j+1 −
1
2 j| log t|j
)
(4.12)
+R(1)M+1 +R(2)M+1,
where
R(2)M+1 = R(2)M+1(θ, t) :=
M∑
j=3
( iθ
σ(t)
)j Ej(t)
j!
. (4.13)
If |θ|σ(t)| log t| < 1 we deduce from (A.10) that there is a positive constant C˜M
that may depend on M such that, if t > e−
π
2 ,
|R(2)M+1(θ, t)| ≤ C˜M
e
− 4π2
| log t|
| log t|M , (4.14)
and that the series resulting from taking M = ∞ in the sum in (4.12)
converges to
∑
j≥3
( iθ
σ(t)
)j ( π2
6| log t|j+1 −
1
2 j| log t|j
)
=
−θ2
2
( π2
3 | log t|3σ(t)2
iθ
σ(t)| log t|
(1− iθσ(t)| log t|)
)
+
1
2
iθ
σ(t)| log t| +
1
4
( iθ
σ(t)| log t|
)2
+
1
2
log
(
1− iθ
σ(t)| log t|
)
.
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Thus, from (4.12) we may write, for |θ|σ(t)| log t| < 1:
KZ(t) (θ) = −
θ2
2
(
1 +
π2
3| log t|3σ(t)2
iθ
σ(t)| log t|
(1− iθσ(t)| log t|)
+
1
2σ(t)2| log t|2
)
+
1
2
iθ
σ(t)| log t| +
1
2
log
(
1− iθ
σ(t)| log t|
)
+
3∑
ℓ=1
R(ℓ)M+1 (4.15)
where
R(3)M+1 = R(3)M+1(θ, t) = −
∑
j≥M+1
( iθ
σ(t)
)j ( π2
6| log t|j+1 −
1
2 j| log t|j
)
. (4.16)
It follows that for some constant C > 0 that depends only on a,
|R(3)M+1(θ, t)| ≤ C
( |θ|
σ(t)
)M+1 1
| log t|M+2 . (4.17)
Observe next that if θ ∈ A1, then |θ|σ(tn)| log tn| < a < 1, so (4.15) is valid
when evaluated at θ ∈ A1 and t = tn, as well as the estimates (4.11), (4.14)
and (4.17). Recall the definition of cn (4.2), and let us denote
λn = 1 +
1
2c2n
= 1 +
1
2 | log tn|2σ2(tn) , (4.18)
g1(z) =
z
1− z , g2(z) =
z
2
+
1
2
log (1− z), (4.19)
to write, from (3.9) and (4.15):
exp
(
KZ(tn)(θ)
)
= exp {− θ
2
2
λn
(
1 + g1(iθ/cn)
)
+ g2(iθ/cn)} (4.20)
× exp { θ
2
2
εn g1(iθ/cn) +
3∑
ℓ=1
R(ℓ)M+1}
= exp {− θ
2
2
λn
(
1 + g1(iθ/cn)
)
+ g2(iθ/cn)}
× ( exp { θ2
2
εn g1(iθ/cn) +
3∑
ℓ=1
R(ℓ)M+1} − 1
)
+ exp {− θ
2
2
λn
(
1 + g1(iθ/cn)
)
+ g2(iθ/cn)},
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for
εn =
E2(tn)
σ2(tn)
, |εn| ≤ C e
− 4π2
| log tn|
| log tn| ≤ C
√
n e−2π
√
24n−1, (4.21)
for some positive constant C, as follows from (3.15), (3.16), (3.19) and (3.24).
We proceed now to obtain a suitable expansion for the last line in (4.20)
following the procedure in [3]. For each N0 ≥ 1,
e−
θ2
2
λn g1(z) +g2(z) = 1 +
N0∑
j=1
zj
j!
∂(j)z e
− θ2
2
λn g1(z)+g2(z)|z=0 + R(4)N0+1(z).
In the case z = iy, y ∈ R the remainder satisfies
|R(4)N0+1(z)| ≤
|z|N0+1
(N0 + 1)!
∣∣∂(N0+1)z e− θ22 λn g1(z)+g2(z)∣∣z=iξ∣∣, |ξ| < |y|. (4.22)
Substitute the above expansion with z = iθ/cn in (4.20) and integrate over
A1 to obtain that for each N0 ≥ 1∫
A1
E eiθ Z(tn) dθ =
∫
A1
exp
(
KZ(tn)(θ)
)
dθ
=
∫
A1
e−
θ2
2
λn
(
1 +
N0∑
j=1
(iθ/cn)
j
j!
∂(j)z e
− θ2
2
λn g1(z)+g2(z)
∣∣
z=0
)
dθ
+
∫
A1
e−
θ2
2
λnR(4)N0+1(iθ/cn) dθ + E
(1)
M+1, (4.23)
where E(1)M+1 is the error term arising from (4.20):
E(1)M+1(n) =
∫
A1
exp {− θ
2
2
λn
(
1 + g1(iθ/cn)
)
+ g2(iθ/cn)}
× ( exp { θ2
2
εn g1(iθ/cn) +
3∑
ℓ=1
R(ℓ)M+1} − 1
)
dθ. (4.24)
It is easy to see that, for j ∈ N and z ∈ C,
∂(j)z e
− θ2
2
λn g1(z)+g2(z) = e−
θ2
2
λn g1(z)+g2(z)Pj,z(λn θ
2), (4.25)
where Pj,z(·) is a polynomial of degree j with coefficients depending on
products of derivatives (up to order j) of the functions g1(z) and g2(z).
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Those derivatives are directly seen to be bounded if |z| < a. We can write
then the first integral in the right hand side of (4.23) as the difference of
the corresponding one on the whole line and that over Ac1. We denote the
latter by In to obtain:
∫
A1
e−
θ2
2
λn
(
1 +
N0∑
j=1
(iθ/cn)
j
j!
∂(j)z e
− θ2
2
λn g1(z)+g2(z)
∣∣
z=0
)
dθ =
∫
R
e−
θ2
2
λn
(
1 +
N0∑
j=1
(iθ/cn)
j
j!
∂(j)z e
− θ2
2
λn g1(z)+g2(z)
∣∣
z=0
)
dθ − In. (4.26)
Observe that all the integrals above are finite. Moreover, we can com-
pute the integral in R. Indeed, recall that λn(1 + g1(z)) = λn/(1 − z) and
e g2(z) = ez/2
√
1− z. Substitute into the integrand in (4.26), interchange the
derivative with the integral and integrate term by term using that∫
R
e−
θ2
2
(
λn/(1−z)
)
θj dθ =
{
0 if j is odd√
2π (j − 1)!! (1−zλn )(j+1)/2 if j is even.
Take, for the given N > 0, N0 = 2N + 1 to obtain from (4.23) and (4.26)
after renaming the terms in the sum that∫
A1
E eiθ Z(tn) dθ =√
2π
λn
(
1 +
N∑
ℓ=1
(−1)ℓ 1
(λn c2n)
ℓ
1
2ℓ ℓ!
∂(2ℓ)z
(
ez/2(1− z)ℓ+1)∣∣
z=0
)
+ E(1)M+1 + E(2)2(N+1), (4.27)
where
E(2)2(N+1)(n) =
∫
A1
e−
θ2
2
λn R(4)2(N+1)(iθ/cn)dθ − In. (4.28)
Observe now that from (4.18) and Lemma 4.1
λn c
2
n = c
2
n +
1
2
=
√
2π2
3
(n− 1
24
) +
1
4
+
1
2
+ γn,
with |γn| ≤ C n e−2π
√
24n−1. The derivatives in (4.27) are easily computed:
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for ℓ ≥ 1,
Jℓ := ∂
(2ℓ)
x
(
ex/2(1− x)ℓ+1)∣∣
x=0
=
(ℓ+ 1)!
4ℓ
ℓ+1∑
k=0
(−1)k 2k
(
2ℓ
k
)
1
(ℓ+ 1− k)! . (4.29)
Thus, substitution into (4.27), after expressing λn in terms of cn and clearing
up yields the expansion on the right hand side of (4.4). From (4.8), to finish
the proof of Theorem 4.2 it suffices to show that:
a) It is possible to choose M > 2 such that EN+1 := E(1)M+1 + E(2)2(N+1)
satisfies (4.7).
b) 0 < Dℓ < 2 3
ℓ−1 ∀ℓ.
Proof of a) We estimate each of the terms in the last line of (4.27),
starting with E(1)M+1, that was defined in (4.24). Observe first that if θ ∈ A1,
L1 :=
∣∣ exp {− θ2
2
λn
(
1 + g1(iθ/cn)
)
+ g2(iθ/cn)}
∣∣ (4.30)
= exp {− θ
2
2
λnℜ
(
1 + g1(iθ/cn)
)
+ ℜ(g2(iθ/cn))} ≤ exp {− θ2
4
}.
The inequality follows from observing that λn > 1 and that, for θ ∈ A1,
| θcn | <
|θ|
σ(tn)(1−tn) < a < 1 so from (4.19)
ℜ(1 + g1(iθ/cn)) = 1
1 + θ2/c2n
>
1
2
,
ℜ(g2(iθ/cn)) =∑
k≥1
(−1)k(θ/cn)2k 1
4k
< 0.
To estimate the errors that compose EN+1, we use the following inequality,
that is a direct consequence of Proposition A.2 and (A.10): for each M ,
there is a positive constant CM that may depend on M such that
κM+1(tn)
(M + 1)!
≤ CM| log tn|M+2 . (4.31)
Next, we choose α ∈ (1, 32) and decompose the region of integration A1 as
the disjoint union A1 = A1,1 ∪ A1,2, for
A1,1 = {θ : |θ|
σ(tn)
< | log tn|α}.
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For θ ∈ A1,1 we obtain from (4.11) and (4.17), with the aid of (4.31):
∣∣R(1)M+1(θ, tn)∣∣ ≤ ( |θ|σ(tn))M+1 κM+1(tn)(M + 1)! ≤ CM | log tn|
α(M+1)
| log tn|(M+2)
,
∣∣R(3)M+1(θ, tn)∣∣ ≤ C ( |θ|σ(tn))M+1 1| log tn|M+2 ≤ C | log tn|
α(M+1)
| log tn|(M+2)
.
From these inequalities plus (4.14) evaluated at t = tn we conclude that,
given N > 0, if θ ∈ A1,1, we can take M sufficiently large such that there is
a constant C > 0
|R(ℓ)M+1(θ, tn)| ≤ C| log tn|N+1, ℓ = 1, 2, 3. (4.32)
In the case θ ∈ A1,2, again from (4.11) and (4.17) and with the aid of (4.31)
we write
|R(1)M+1(θ, tn)| ≤ |θ|2aM−1| log tn|M−1
κM+1(tn)
(M + 1)!σ2(tn)
≤ |θ|2aM−1 CM
σ2(tn)| log tn|3 ≤ β1|θ|
2, (4.33)
|R(3)M+1(θ, tn)| ≤ C |θ|2 aM−1
1
σ2(tn)| log tn|3 ≤ β2|θ|
2. (4.34)
Recall that σ2(t) = κ2(t) and that from (3.7), σ
2(tn)| log tn|3 → π2/3 as
n→∞, thus the βj ’s, j = 1, 2 can be taken smaller that 1/10 for sufficiently
large n by choosing M large. In addition, for θ ∈ A1, from the definition
(4.21) of εn, from (4.19) and using the estimate (A.10) for E2(tn) we conclude
that, for each given N > 0 there is a positive constant CN such that
|θ2 εn g1(iθ/cn)| = |θ2E2(tn)
σ2(tn)
g1(iθ/cn)| ≤ E2(tn)| log tn|2 ≤ CN | log tn|N+1.
Then, for n large enough, from (4.32), (4.33), (4.34), (4.14), the last inequal-
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ity above and (4.30) we estimate E(1)M+1 as follows:
|E(1)M+1| ≤
∫
A1,1
L1 ×
∣∣ exp { θ2
2
εn g1(iθ/cn) +
3∑
ℓ=1
R(ℓ)M+1} − 1
∣∣ dθ
+
∫
A1,2
L1 ×
∣∣ exp { θ2
2
εn g1(iθ/cn) +
3∑
ℓ=1
R(ℓ)M+1} − 1
∣∣ dθ
≤
∫
A1,1
e−
θ2
4
∣∣ θ2
2
εn g1(iθ/cn) +
3∑
ℓ=1
R(ℓ)M+1}
∣∣ dθ
+
∫
A1,2
e−
θ2
4
(
e
θ2
5
+ 1
10 + 1
)
dθ
≤(CN + C) | log tn|N+1
∫
A1,1
e−
θ2
4 dθ
+ e−
σ2(tn) | log tn|
2α
40
∫
A1,2
e−
9 θ2
40
(
e
θ2
5
+ 1
10 + 1
)
dθ.
Since the above integrals are finite and σ2(tn)| log tn|2α = O(| log tn|2α−3)
with α < 3/2, we conclude with the aid of (3.20) that, given N > 0, there
exists M > 2 such that, for sufficiently large n there are positive constants
Cj, j = 1, 2 such that
|E(1)M+1| ≤ C1| log tn|N+1 ≤ C2 n−(
N+1
2
). (4.35)
It remains to consider E(2)2(N+1), defined in (4.28).
For N > 0, from (4.22), (4.25) and the remark below, using (4.30) we
obtain
e−
θ2
2
λn
∣∣R(4)2(N+1)( iθcn )∣∣ ≤ 1c2(N+1)n |θ|
2(N+1)
(2N + 2)!
e−
θ2
4 |P2(N+1),ξ(λnθ2)|.
It follows then that, for some polynomial Q with bounded coefficients (de-
pending on the derivatives of g1 and g2 over [−a, a]),∫
A1
e−
θ2
2
λn
∣∣R(4)2(N+1)( iθcn )∣∣ dθ ≤ 1c2(N+1)n
∫
A1
e−
θ2
4
∣∣Q(θ2)∣∣dθ
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and, for some constant CI > 0,
|In| =
∣∣ ∫
Ac1
e−
θ2
2
λn
(
1 +
2N∑
j=1
(iθ/cn)
j
j!
∂(j)z e
− θ2
2
λn g1(z)+g2(z)
∣∣
z=0
)
dθ
∣∣
≤
∫
Ac1
e−
θ2
2
λn
∣∣∣1 + 2N∑
j=1
(iθ/cn)
j
j!
Pj,0(λnθ
2)
∣∣∣dθ ≤ CI e−σ2 (tn) | log tn|24 .
Since σ2 (tn) | log tn|2 = O(| log tn|−1), it follows from the above estimates
that given N > 0,
|E(2)2(N+1)| = O(c−2(N+1)n ) = O(n−(N+1)/2)
what concludes the proof of a).
Proof of b) We proceed to show that the Jℓ’s defined in (4.29) alternate
sign. Define, for each fixed ℓ, ak = 2
k
(2ℓ
k
)
1
(ℓ+1−k)! , and dk = ak − ak+1. It is
easy to verify that dk ≤ 0 for any ℓ ≥ 1 and k ≤ ℓ and then,
Jℓ =

(ℓ+1)!
4ℓ
ℓ∑
k≥0,
k even
dk if ℓ is even,
(ℓ+1)!
4ℓ
(
1
(ℓ+1)! +
ℓ∑
k≥1,
k odd
−dk
)
if ℓ is odd.
In particular, the last formula implies that (−1)ℓJℓ ≤ 0, and from the iden-
tity in (4.5), we have
Dℓ = (−1)ℓ+1Jℓ
ℓ!
, (4.36)
thus Dℓ > 0. Let us show now that Dℓ < 2 3
ℓ−1. Since dk ≤ 0 it follows
that if ℓ is odd,
0 ≤ Jℓ = (ℓ+ 1)!
4ℓ
( ℓ∑
k=0
(−1)k ak + aℓ+1
) ≤ aℓ+1(ℓ+ 1)!
4ℓ
=
2ℓ+1(2ℓ)!
4ℓ(ℓ− 1)! ,
and if ℓ is even
0 ≥ Jℓ = (ℓ+ 1)!
4ℓ
( ℓ∑
k=0
(−1)k ak − aℓ+1
) ≥ −aℓ+1(ℓ+ 1)!
4ℓ
= − 2
ℓ+1(2ℓ)!
4ℓ(ℓ− 1)! ,
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which is summarized as
|Jℓ| ≤ (2ℓ)!
2ℓ−1(ℓ− 1)! ,
and from (4.36)
Dℓ ≤ (2ℓ)!
2ℓ−1(ℓ− 1)!ℓ! = 2
(2ℓ− 1)!!
(ℓ− 1)! ≤ 2 3
ℓ−1,
what concludes the proof of b), and that of Theorem 4.2.
Remark 4.3. The inequalities (4.6) in particular imply that the sum in
(4.4) is convergent (as N → ∞) for any n such that c2n > 1, which is the
case for any n ≥ 1, as follows for instance from (4.3). However, (4.4) is an
asymptotic expansion, and has to be interpreted as such: for fixed N , it
approximates the integral on the left hand side for n large, with an error
satisfying (4.7).
5 Proof of the main results and a table
We present here the proofs of Theorem 2.1 and Proposition 2.2. The expan-
sion obtained in this last result is computed for several values of n, taking
N = 17, and compared with the true value of p(n), as reported in Table 1.
Proof of Theorem 2.1. From (2.6) and Corollary 3.7, we know that
p(n) =
| log tn|1/2
(2π)3/2 σ(tn)
e
√
2π2
3
(n− 1
24
)+ 1
4
+βn
∫ πσ(tn)
−πσ(tn)
E eiθ Z(tn) dθ (5.1)
=
| log tn|1/2
(2π)3/2 σ(tn)
e
√
2π2
3
(n− 1
24
)+ 1
4
∫ πσ(tn)
−πσ(tn)
E eiθ Z(tn) dθ
+
(
eβn − 1) | log tn|1/2
(2π)3/2 σ(tn)
e
√
2π2
3
(n− 1
24
)+ 1
4
∫ πσ(tn)
−πσ(tn)
E eiθ Z(tn) dθ.
Let us denote by Qn the last line above. For n sufficiently large we can
estimate with the aid of (3.30), after recalling that |E eiθ Z(tn)| ≤ 1 and that
| log tn| → 0 as n→∞,
|Qn| ≤
∣∣eβn − 1∣∣ | log tn|1/2
(2π)1/2
e
√
2π2
3
(n− 1
24
)+ 1
4
≤ e−2π
√
24n−1 e
√
2π2
3
(n− 1
24
)+ 1
4 ≤ e− (2π−1)
√
24n−1.
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Substituting the integral by the expansion obtained in Theorem 4.2 we have
that the second line in (5.1) equals
| log tn|1/2
(2π)3/2σ(tn)
e
√
2π2
3
(n− 1
24
)+ 1
4
(√
2π
√
2 c2n
1 + 2 c2n
(
1−
N∑
ℓ=1
Dℓ
(1 + 2 c2n)
ℓ
)
+ EN+1
)
.
Thus, (2.11) follows after substituting the last expression into (5.1), collect-
ing terms after expressing σ(tn) = cn/| log tn| from (4.2) and denoting by
R˜N+1 the terms coming from EN+1 and Qn, that are directly seen to have
the required order. Observe that the coefficients Dℓ are those computed in
Theorem 4.2, and the stated inequalities are precisely (4.6).
Proof of Proposition 2.2. For each N > 0, let us estimate the difference ΛN
of the sums in (2.13) and (2.11) as follows:
∣∣ΛN ∣∣ = ∣∣ N∑
ℓ=1
Dℓ
(1 + 2 c2n)
ℓ
− Dℓ
(1 + 2 rn)ℓ
∣∣ = ∣∣ N∑
ℓ=1
Dℓ
(1 + 2 rn)ℓ
{1−(1 + 2 rn
1 + 2 c2n
)ℓ}∣∣
≤ |1− qn|
N∑
ℓ=1
Dℓ
(1 + 2 rn)ℓ
{1 + qn + q2n · · · + qℓ−1n } ≤ |1− qn|
N∑
ℓ=1
(1
4
)ℓ
ℓDℓ
≤ 2 |c2n − rn|
∞∑
ℓ=1
(
1
4
)ℓℓDℓ ≤ C1 n e−2π
√
24n−1,
where we have denoted qn =
1+2 rn
1+2 c2n
and used that 1 + 2rn > 6 for all n; we
have also assumed that n is large enough so that qn ≤ 32 (recall qn → 1) so
the series is convergent, as can be seen from (4.6). The last inequality is a
consequence of (4.3), with C1 a positive constant.
To estimate the difference Γn of the factors in (2.13) and (2.11), observe
first that, after simple computations using (4.2) and (3.9) we have
| log tn|3/2√
2π(1 + 2 c2n)
1/2
=
√
3 | log tn|2
2π2
√
1 + ρn
, with ρn =
3| log tn|3E2(tn)
π2
.
Thus, from (3.20), and estimating ρn with the aid of (3.15), (3.16) and
(3.24), we obtain that, for C3 a positive constant,
|Γn| =
∣∣ | log tn|3/2√
2π (1 + 2 c2n)
1/2
− 2π
2
3
√
3(1 + 2rn)2
∣∣ = √3
2π2
∣∣ | log tn|2√
1 + ρn
−( 2π
2
3 (1 + 2rn)
)2
∣∣
≤
√
3
2π2
| log tn|2
∣∣ 1√
1 + ρn
− 1∣∣+ √3
2π2
∣∣ | log tn| − 2π2
3 (1 + 2rn)
∣∣
× ∣∣ | log tn|+ 2π2
3 (1 + 2rn)
∣∣
≤ C2| log tn|2 |ρn|+ C e−2π
√
24n−1 ≤ C3 e−2π
√
24n−1.
Let us then add and substract 2π
2 ern
3
√
3(1+2rn)2
(
1−∑Nℓ=1 Dℓ(1+2 rn)ℓ ) to the expres-
sion (2.11) for p(n) to obtain
p(n) =
2π2 ern
3
√
3(1 + 2rn)2
(
1−
N∑
ℓ=1
Dℓ
(1 + 2 rn)ℓ
+
3
√
3(1 + 2rn)
2
2π2
×
( | log tn|3/2√
2π (1 + 2 c2n)
1/2
R˜N+1+Γn
(
1−
N∑
ℓ=1
Dℓ
(1 + 2 c2n)
ℓ
)
+
2π2
3
√
3(1 + 2rn)2
ΛN
))
.
To conclude, call RN+1 the expression following the first sum above, and
observe that, from the above estimates for ΛN and Γn, it is easy to conclude
that it has the same order as R˜N+1.
n p(n) p¯(n) (N = 17) p¯(n)/p(n)
10 42 42 1
11 56 57 1.0178571428571428571
50 204 226 204 211 0.9999265519571455152
51 239 943 239 959 1.0000666825037613100
100 190 569 292 190 568 945 0.9999981791400054107
101 214 481 126 214 481 499 1.0000017390807618196
200 3 972 999 029 388 3 972 998 993 186 0.9999999908879917331
201 4 328 363 658 647 4 328 363 696 288 1.0000000086963580162
500 2 300 165 032 574 323 995 027 2 300 165 032 573 762 997 377 0.9999999999997561054
600 458 004 788 008 144 308 553 622 458 004 788 008 137 064 138 753 0.9999999999999841826
700 60 378 285 202 834 474 611 028 659 60 378 285 202 834 397 465 935 949 0.9999999999999987223
800 5 733 052 172 321 422 504 456 911 979 5 733 052 172 321 421 800 242 439 308 0.9999999999999998772
900 415 873 681 190 459 054 784 114 365 430 415 873 681 190 459 049 122 378 030 945 0.9999999999999999863
1000 24 061 467 864 032 622 473 692 149 727 991 24 061 467 864 032 622 432 794 750 374 387 0.9999999999999999983
Table 1: Comparison of p¯(n) (the nearest integer to the sum in (2.13) with N = 17) and
the true value of p(n). Computations made with the help of Mathematica 9.0, Wolfram
Research, Inc.
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A Formulae for higher order cumulants
In the next lemma, we derive a couple of explicit expressions for each cu-
mulant κj(t), in terms of the Eulerian polynomials Aj(t), that are defined
through the following identity∑
k≥0
kj tk =
Aj(t)
(1− t)j+1 . (A.1)
The first four are:
A0(t) = 1, A1(t) = t, A2(t) = t+ t
2, A3(t) = t+ 4t
2 + t3. (A.2)
More details can be found in L. Comtet’s book [5].
Lemma A.1. The cumulants κj(t) satisfy
κj(t) =
∑
ℓ≥1
ℓj−1Aj(tℓ)
(1− tℓ)j+1 j ≥ 1, (A.3)
κj(t) =
∑
ℓ≥1
ℓj Aj−1(tℓ)
(1− tℓ)j j ≥ 2. (A.4)
The above series are absolutely convergent for |t| < 1.
Proof. Denote by Sj(t) the right hand side of (A.3). In (3.12) we have seen
that κ1(t) =
∑
ℓ≥1
tℓ
(1−tℓ)2 , which equals S1(t) by (A.2); that proves (A.3)
for j = 1. To conclude, from (3.11) it suffices to show that
t∂tSj(t) = Sj+1(t) if j ≥ 1.
Using a well known recurrence relation for the Eulerian polynomials that
can be found for instance in [5, p.292]
Aj+1(t) = t (1− t)A′j(t) + (j + 1) t Aj(t), (A.5)
we compute
t∂t
ℓj−1Aj(tℓ)
(1− tℓ)j+1 =
ℓj
(1− tℓ)j+2
(
tℓ(1− tℓ)A′j(tℓ) + (j + 1) tℓAj(tℓ)
)
=
ℓj
(1− tℓ)j+2 Aj+1(t
ℓ).
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Summing up in ℓ the last expression we obtain Sj+1, and conclude the proof
of (A.3). To prove (A.4), observe that, from (A.3) and (A.1), if j ≥ 2,
κj(t) =
∑
ℓ≥1
ℓj−1Aj(tℓ)
(1− tℓ)j+1 =
∑
ℓ≥1
ℓj−1
∑
m≥0
mj tℓm
=
∑
m≥0
∑
ℓ≥1
mjtℓmℓj−1 =
∑
m≥0
mj
Aj−1(tm)
(1− tm)j .
The convergence of the series in (A.3) and (A.4) is clear from the fact that
the polynomials Aj(0) = 0 for any j ≥ 1.
The next result is a consequence of Lemma A.1 and a reasoning similar
to that leading to prove Lemma 3.3: from the recurrence (3.11) we derive
functional equations for κj for j > 2, that yield asymptotic formulae as t ↑ 1
for those. The precise statement is given next.
Proposition A.2. The cumulants κj(t), j ≥ 2 satisfy the following func-
tional equations
κj(t) =
π2 j!
6 | log t|j+1 −
(j − 1)!
2 | log t|j + Ej(t), (A.6)
where the terms Ej(t) are given by the following expression
Ej(t) =
(j − 1)!
| log t|j
j∑
r=1
(
j
r
)(−4π2
| log t|
)r κr(e− 4π2| log t| )
(r − 1)! , j ≥ 2, (A.7)
and satisfy
Ej(t) ≍ e−
4π2
| log t| . (A.8)
Proof. Recall that the κj(t) are obtained from the recurrence (3.11). We
already know from Lemma 3.3 and Corollary 3.5 that the proposition holds
for j = 2. Let us start from κ2(t) as given in (3.7), and denote (t∂t)
(k) the
k-th iteration of the operator t∂t. Use (3.13) with H the first two terms in
the right hand side of (3.7) to obtain directly by induction that for j > 2,
(t∂t)
(j−2)(
π2
3| log t|3 −
1
2| log t|2 ) =
π2 j!
6 | log t|j+1 −
(j − 1)!
2 | log t|j ,
which are the first two terms on the right hand side of (A.6). Thus, the
terms Ej also satisfy the recurrence
Ej+1 = t∂tEj j ≥ 2.
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To prove (A.7) for j > 2 it is enough to verify that the expression satisfies
the above recurrence, which follows by a straightforward induction in j.
Now, from (3.11) and (A.4),
∂λ κr(λ) =
κr+1(λ)
λ
=
∑
ℓ≥1
ℓr+1Ar(λ
ℓ)
λ(1− λℓ)r+1 .
Since Ar(λ
ℓ)/λ is a polynomial in λ for each r ≥ 1, the above series is easily
seen to be bounded from above by a constant Cr if λ <
1
2 , say, so we conclude
from the mean value theorem that, if t > e−
π
2 (and then e
− 4π2
| log t| < e−8π < 12 ),
κr(e
−4π2/| log t|) ≤ Cr e−4π2/| log t|. (A.9)
In addition recall that the Eulerian polynomials Ar have non negative co-
efficients, and coefficient one in the linear terms for r ≥ 1, to obtain from
(A.3) by just taking the first term in each series the following lower bounds:
κr(e
−4π2/| log t|) ≥ Ar(e
−4π2/| log t|)
(1− e−4π2/| log t|)r+1 ≥ e
−4π2/| log t|.
Thus, (A.8) holds. Indeed, from (A.9) and (A.7) we conclude that there is
a positive constant Cj that may depend on j such that for any t > e
−π
2 ,
|Ej(t)| ≤ Cj| log t|2j e
−4π2/| log t|. (A.10)
We computed in Lemma A.1 the derivatives at zero of the cumulant
generating function KX(t). To estimate the remainder in the Taylor formula
we need also the derivatives of KZ(t)(θ) at θ 6= 0. Recall that
KZ(t)(θ) = KX(t)
(
θ/σ(t)
) − iθ κ1(t)/σ(t).
Lemma A.3. For each j ≥ 2, θ ∈ R,
∂
(j)
θ KZ(t)(θ) =
ij
(σ(t))j
κj(t e
iθ/σ(t)),
where the functions κj(z) are defined for z ∈ C, |z| < 1 by formula (A.3):
κj(z) =
∑
ℓ≥1
ℓj−1Aj(zℓ)
(1− zℓ)j+1 .
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Proof. Observe first that, from the same reasoning used to prove (A.3), the
functions κj(z) satisfy the recurrence z∂zκj(z) = κj+1(z). From the expres-
sion KZ(t)(θ) = L(te
iθ/σ(t))−L(t)− iθ κ1(t)σ(t) in terms of L(z) :=
∑
ℓ≥1
1
ℓ
zℓ
1−zℓ ,
it is straightforward to see by differentiating the series that
∂θKZ(t)(θ) =
i
σ(t)
(
teiθ/σ(t)
∑
ℓ≥1
(t eiθ/σ(t))ℓ−1
(1− (t eiθ/σ(t))ℓ)2 − κ1(t)
)
=
i
σ(t)
(
κ1(t e
iθ/σ(t))− κ1(t)
)
.
Differentiating the last expression we obtain, using the recurrence for the
κj ’s
∂
(2)
θ KZ(t)(θ) =
( i
σ(t)
)2
t eiθ/σ(t)κ′1(te
iθ/σ(t)) =
i2
(σ(t))2
κ2(t e
iθ/σ(t)),
which is the desired expression for j = 2. Successive differentiation using
the recurrence yields the general formula.
Corollary A.4. The derivatives of KZ(t)(θ) satisfy
a) |∂(j)θ KZ(t)(θ)| ≤
κj(t)
(σ(t))j
b)
1
j!
|∂(j)θ KZ(tn)(θ)| ≤ Cj
( 2π2
3
(n− 1
24
) +
1
4
) 2−j
4 , j ≥ 3,
for some positive constant Cj that may depend on j.
Proof. From Lemma A.3,
|∂(j)θ KZ(t)(θ)| =
1
(σ(t))j
∣∣∑
ℓ≥1
ℓj−1Aj((teiθ/σ(t))ℓ)(
1− (teiθ/σ(t))ℓ)j+1 ∣∣ ≤ 1(σ(t))j
∑
ℓ≥1
ℓj−1Aj(tℓ)
(1− tℓ)j+1 ,
where to estimate the denominators we use that |1 − (teiθ/σ(t))ℓ| ≥ 1 − tℓ,
and to estimate de numerators it is enough to observe that the Eulerian
polynomials have real positive coefficients. The right hand side above is
precisely that in item a) in the statement. To prove the inequality b), we
write, from (A.6) for κj(t) and σ
2(t) = κ2(t):
κj(t)
j! (σ(t))j
=
1
2
π2
3| log t| − 1j + 2 | log t|
j
j! Ej(t)(
π2
3| log t| − 12 + | log t|2E2(t)
)j/2 .
For each j ≥ 3, we take t = tn above and use (A.10) and (3.19) to conclude
that b) in the statement holds.
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