Vergleichsmethoden und Hyperbolizität für periodische Orbits bei positiver, verzögerter Rückkopplung by Gombert, Martin Wilhelm
Vergleichsmethoden und
Hyperbolizita¨t
fu¨r periodische Orbits bei
positiver, verzo¨gerter Ru¨ckkopplung
Inauguraldissertation
zur Erlangung des Doktorgrades
der Naturwissenschaftlichen Fachbereiche
der Justus-Liebig-Universita¨t Gießen
vorgelegt
von
Dipl.-Math.
Martin W. Gombert
aus Gießen
Gießen, 2003
D-26
Dekan: Prof. Dr. Volker Metag
Gutachter: Prof. Dr. Hans-Otto Walther (Gießen)
Prof. Dr. Christian Fenske (Gießen)
Inhaltsverzeichnis
Einleitung 4
Notationen 20
1 Vergleich schnell schwingender periodischer Lo¨sungen 23
1.1 Ebene Jordankurven . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2 Voraussetzungen und Grundlagen . . . . . . . . . . . . . . . . . . . . . . . 37
1.3 Das Lyapunov-Funktional V . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.4 Untersuchung periodischer Lo¨sungen mittels V . . . . . . . . . . . . . . . . 54
1.5 Graphdarstellung und Symmetrie . . . . . . . . . . . . . . . . . . . . . . . 65
1.6 Periodenvergleich . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
1.7 Eindeutigkeit durch Vergleich . . . . . . . . . . . . . . . . . . . . . . . . . 96
1.8 Kommentare und Ausblicke . . . . . . . . . . . . . . . . . . . . . . . . . . 99
2 Hyperbolizita¨t eines periodischen Orbits 103
2.1 Floquet-Multiplikatoren und Hyperbolizita¨t . . . . . . . . . . . . . . . . . 108
2.2 Die Wurzel des Monodromieoperators . . . . . . . . . . . . . . . . . . . . . 117
2.3 Technische Hilfsmittel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
2.4 Die charakteristische Funktion q von W . . . . . . . . . . . . . . . . . . . . 137
2.5 Hyperbolizita¨t von x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Literaturverzeichnis 162
Einleitung
In vielen Anwendungen nimmt man bei der mathematischen Beschreibung eines physi-
kalischen Systems einen Zusammenhang zwischen der Zeit t, dem zeitabha¨ngigen Zustand
x(t) ∈ R und der A¨nderungsrate des Zustands x˙(t) an. Diese Beschreibung kann formal
durch eine gewo¨hnliche Differentialgleichung
(g) x˙(t) = g(t, x(t))
erfolgen, wobei die Funktion g : R2 → R als stetig differenzierbar angenommen wird.
Ein durch Gleichung (g) erkla¨rtes System reagiert ausschliesslich auf gegenwa¨rtige Zu-
sta¨nde. Es stellt sich jedoch in manchen Anwendungen heraus, dass die Annahme einer
solchen gegenwa¨rtigen Kausalita¨t allein unzureichend ist. In vielen Fa¨llen erscheint es rea-
listischer, neben unmittelbaren Faktoren auch zeitlich zuru¨ckliegende, also verzo¨gerte, zu
beru¨cksichtigen, d.h. die A¨nderungsrate x˙(t) von x zur Zeit t ha¨ngt nicht nur von x(t)
sondern auch vom vergangenen Zustand x(t − τ) ab; dabei sei τ eine positive konstante
Verzo¨gerungszeit. Gegenu¨ber (g) beschreibt
(g, τ) x˙(t) = g(t, x(t), x(t− τ))
ein System, das sowohl auf unmittelbare als auch auf vergangene Zusta¨nde reagiert.
Die folgende Schilderung der neuronalen Signalu¨bermittlung durch Nervenzellen moti-
viert die in dieser Arbeit betrachtete und in der Klasse (g, τ) enthaltene verzo¨gerte Diffe-
rentialgleichung
(µ, f) x˙(t) = −µx(t) + f(x(t− 1)),
wobei µ ≥ 0 fu¨r eine unmittelbare Da¨mpfung steht und die stetig differenzierbare Nichtli-
nearita¨t f : R → R eine verzo¨gerte Reaktion des Systems beschreibt.
Die nun folgende mathematische Modellierung einer Nervenzelle erfordert eine struk-
turelle Kenntnis ihres biologischen Aufbaus. Ein solcher ist in unterschiedlicher Ausfu¨hr-
lichkeit u.a. bei Wu [54], Mu¨ller, Reinhardt & Strickland [41] oder Herz [20]
beschrieben; als eine physiologische Referenz erweist sich das Anatomie-Lehrbuch vonBen-
ninghoff [3]. Anhand der biologischen Sachverhalte ko¨nnen wir insbesondere beurteilen,
inwieweit (noch zu treffende) Voraussetzungen an die Funktion f in (µ, f) dem biologischen
Vorbild entsprechen.
Der Mensch und die meisten vielzelligen Tiere besitzen ein Gefu¨ge aus unregelma¨ssig
sternfo¨rmig gestalteten Nervenzellen und deren Fortsa¨tzen: das Nervengewebe. Trotz ihrer
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Vielfalt lassen sich die Nervenzellen anhand der Verbindungsart und -ha¨ufigkeit zu an-
deren Nervenzellen in drei Gruppen einteilen, von denen wir die gro¨sste, die Gruppe der
sog. multipolaren Nervenzellen, betrachten und im folgenden abku¨rzend als Nervenzellen
bezeichnen.
Eine Nervenzelle mit allen ihren Fortsa¨tzen wird meist Neuron genannt und besteht
aus drei verschiedenen Strukturen, na¨mlich den Dendriten, dem Zellko¨rper oder Soma so-
wie dem Axon oder Neurit. Dendriten sind feine, stark vera¨stelte Nervenbahnen, die vom
Zellko¨rper ausgehen und hemmende (inhibitorische) oder erregende (exzitative) Signale von
anderen Neuronen empfangen. Dies ist mo¨glich, weil die Neuronen untereinander verbun-
den sind und ein komplexes Netzwerk, ein neuronales Netzwerk bilden; siehe Abbildung 1,
die Benninghoff [3], Kapitel 16, entnommen ist. Das Axon (Neurit), ein zylinderfo¨rmiger
Auswuchs des Soma, der an seinem Ende einzelne Teila¨ste auspra¨gen kann, vgl. Abbildung
2, fungiert bei der neuralen Signalu¨bermittlung als Ausgangskanal des Neurons und endet
an den Dendriten anderer Neuronen oder Muskelfasern. In dem von uns betrachteten ersten
Fall befinden sich an den Enden des Axons Synapsen: ein kleiner, zu u¨berbru¨ckender Bereich
zwischen pra¨synaptischen Neuron und den Dendriten oder dem Zellko¨rper des postsynapti-
schen Neurons. Der Durchmesser des Soma hat eine Gro¨ssenordnung von 10 µm− 80 µm,
der eines Dendriten 1 µm−5 µm. Der synaptische Spalt misst oft nur 20 nm, wa¨hrend die
Gesamtla¨nge eines Neurons zwischen 0, 01 mm fu¨r im Gehirn verlaufende und bis zu 1 m
fu¨r solche, die zu den Gliedmassen fu¨hren, betragen kann.
Abbildung 1: Zellnetz im Hirnstamm einer
Ratte bei 900-facher Vergro¨sserung.
Abbildung 2: Schematische Darstellung
eines Neuron.
Ein Neuron im Ruhezustand besitzt ein negatives Potential U0 gegenu¨ber seiner Um-
gebung, das Ruhepotential −70 mV ≈ U0 < 0. Es wird durch die Undurchla¨ssigkeit der
Zellmembran gegenu¨ber gewissen Ionen aufrechterhalten. Die Signalu¨bermittlung zwischen
Neuronen, bzw. der Signaltransport mittels eines Neurons, geschieht auf elektrochemischem
Weg. Im Inneren des Neurons u¨berwiegen dabei elektrische Vorga¨nge, wa¨hrend chemische
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zwischen einzelnen Neuronen bzw. an den Synapsen vorkommen. Eine elektrische Entla-
dung, die vom Soma ausgeht, am Neuriten entlangwandert und die veschiedenen Synapsen
erreicht, ist fu¨r die elektrische Signalu¨bermittlung verantwortlich. Auslo¨ser der Entladung
sind die von synaptischen Verbindungen u¨ber Dendriten eintreffenden exzitativen Signale
anderer Neuronen. Sie erho¨hen das Potential U0 bis ein Neuron-spezifischer Schwellenwert
US erreicht wird, der nur wenig gro¨sser als U0 ist. Ist die Schwelle US ≈ −60mV u¨berschrit-
ten, so wird die Zellmembran des Soma durchla¨ssig, und es findet eine Depolarisation statt;
ihre hohe Intensita¨t fu¨hrt sogar zu einer Positivita¨t des Soma-Potentials. Innerhalb weni-
ger Millisekunden, der Refrakta¨r-Periode, in denen das Neuron nicht empfangsbereit ist,
wird das urspru¨ngliche Ruhepotential wieder hergestellt. Die Refrakta¨r-Periode bewirkt,
dass sich die beschriebene kurzzeitige Entladung des Zellko¨rpers in nur einer Richtung
ausbreitet. Die Geschwindigkeit dieser spitzenfo¨rmigen Entladung betra¨gt etwa 0, 5 m
s
bis
2 m
s
.
Der an den Synapsen eintreffende Impuls lo¨st eine Ausschu¨ttung gewisser chemischer
Substanzen, der sogenannten Neurotransmitter, aus, die nach einer U¨berbru¨ckung der Sy-
napse die postsynaptische Zelle erreichen. Dort bewirken sie entweder eine Verminderung
oder eine Erho¨hung des Zellpotentials, je nach dem, ob sie inhibitorisch oder exzitativ sind.
Aufgrund des beschriebenen Neuronen-Modells gibt es drei Gro¨ssen, die den Zustand
eines einzelnen Neurons ν beschreiben: die Abweichung x des Neurons von seinem Ruhe-
potential U0, der Aktivierungszustand S von ν und der synaptische Input h; diese drei
Variablen entsprechen den Hauptbestandteilen Soma, Axon und Dentriten eines Neuron.
Die Aktivita¨t S des Neuron ν, welche von x und der Aktivierungsschwelle US abha¨ngt,
beschra¨nkt sich auf zwei Zusta¨nde, sagen wir 0 im Ruhezustand und +2 im aktivierten.
Entweder es feuert nach einer Anregung x > US, sendet also einen Impuls an ein anderes
Neuron, oder es befindet sich im Ruhezustand x < US. Zur Zeit t ergibt sich daher der
unstetige Ansatz
S(t) = sgn(x(t)− US) + 1, (1)
wobei die Signum-Funktion sgn : R → R in diesem Zusammenhang Signalfunktion heisst.
-
6+1
−1
x
sgn(x− US)
USU0
Abbildung 3: Vermo¨ge der Signumfunk-
tion sgn erha¨lt man einen Alles-oder-
Nichts-Ansatz, siehe McCulloch &
Pitts [40]. Wichtig bei der Modellie-
rung ist ein nicht-linearer Ansatz, der
auch bei einer unten eingefu¨hrten sig-
moiden Funktion gegeben ist und die
beschriebene Schwellenwerteigenschaft
wiedergibt.
Meistens geht man bei der Messung des Zustands S nicht nur von einem einzelnen
Impuls aus, sondern wegen der grossen Impulsha¨ufigkeit von bis zu 1000
s
von einer durch-
schnittlichen Impulsrate, siehe z.B. Abschnitt 1.2.1 in Herz [20]. Als Signalfunktion wa¨hlt
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man daher eine stetig differenzierbare, der Gestalt der sgn-Funktion nahekommende, sig-
moide Funktion f : R → [0,∞) mit f ′ > 0 und f(US) = 1. Unter diesen am meisten
gebra¨uchlichen Signalfunktionen (Wu [54], Abschnitt 2.2) befinden sich beispielsweise der
Arcus Tangens, der hyperbolische Tangens oder die logistische Funktion.
-
6
f(x− US)− 1
+1
−1
xUS
U0
Abbildung 4: Gegenu¨ber dem bina¨ren
Signum-Modell bezeichnet man Neuro-
nen, die anhand ihrer Feuerrate durch
eine stetige Signalfunktion modelliert
werden, als analoge Neuronen; siehe da-
zu Herz [20].
Wenn wir nach einer Translation der Variablen US = 0 annehmen, ergibt sich fu¨r (1)
S(t) = f(x(t)), (2)
wobei der Graph von f die in der letzten Abbildung gezeigte Gestalt hat.
In einem neuronalen Netz von n ∈ N analogen Neuronen ν1, . . . , νn beschreibe
xi , i ∈ {1, . . . , n},
die Abweichung des i−ten Neuronenpotentials vom Ruhepotential; fu¨r die Schwellenwer-
te nehmen wir jeweils U iS = 0 an. Zu i ∈ {1, . . . , n} habe νi die Signalfunktion fi, die
Aktivierungsfunktion Si, und die Variable
Zij ∈ R , j ∈ {1, . . . , n} ,
beschreibe die Verbindungsintensita¨t zwischen νi und νj, genauer: die durchschnittliche
Rate ausgeschu¨tteter Neurotransmitter in der νi−νj−Synapse. Die Vorzeichen Zij < 0 bzw.
Zij > 0 stehen fu¨r eine inhibitorische bzw. exzitative Synapse. Diese Kopplungskoeffizienten
seien im folgenden konstant.
Um die Dynamik des Netzes zu beschreiben, gehen wir von dem folgenden Ansatz aus.
x˙i = interner Anteil von x˙i + externer Anteil von x˙i
x˙i = x˙
int
i + x˙
ext
i
}
, (3)
wobei i ∈ {1, . . . , n} sein soll; der externe Anteil von x˙i steht fu¨r den oben eingefu¨hrten
synaptischen Input hi.
Es seien im folgenden i und k in {1, . . . , n}. Zuna¨chst nehmen wir an, dass die internen
Prozesse des Neurons νi entweder konstant oder asymptotisch stabil sind, sagen wir
x˙inti = −µixi , µi ≥ 0.
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Abbildung 5: Struktureller Auf-
bau zweier in eine Richtung ge-
koppelter Neuronen.
Der na¨chste Ansatz eliminiert die Variable hi und beschreibt den externen Anteil von x˙i
als mit Zki gewichtete Summe der Aktivierungsfunktion Si :
x˙exti =
n∑
k 6=i, k=1
SiZki. (4)
Diese additive U¨berlagerung der Eingangssignale ist auch beim Modellansatz von Mc-
Culloch & Pitts [40] (1947) zu finden.
Das durch das Axon verlaufende Signal erreicht lediglich eine Geschwindigkeit von 0, 2m
s
bis 2m
s
. Diese geringe Signalgeschwindigkeit verursacht eine im Modell zu beru¨cksichtigende
Zeitverzo¨gerung τki > 0, die beim Signallauf von νk nach νi entsteht. Die Ansa¨tze (2), (3)
und (4) liefern dann zum Zeitpunkt t
x˙i(t) = −µixi(t) +
n∑
k 6=i, k=1
Ski(t− τki)Zki = −µixi(t) +
n∑
k 6=i, k=1
fk(xk(t− τki))Zki. (5)
Der Einfluss einer Zeitverzo¨gerung bei der Signalu¨bermittlung in neuronalen Netzen wird
ausfu¨hrlich in Wu [54], Kapitel 5, besprochen. Bei der folgenden Vereinfachung und Spe-
zialisierung gehen wir wie in [54] vor.
Nach der Einfu¨hrung einer Zeitverzo¨gerung, eines Delay, sind verzo¨gerte und unmit-
telbare Einflu¨sse bei (4) zu beachten. Im folgenden vernachla¨ssigen wir letztere bei der
Beschreibung eines 2-Neuronen-Systems. Ausgehend von (5) betrachten wir ein System
von zwei synaptisch verbundenen, identischen Neuronen ν1 und ν2 mit identischer Signal-
funktion f , Da¨mpfungsparameter µ1 ≥ 0 und µ2 ≥ 0, Kopplungsparameter Z12 und Z21
sowie Delays τ12 und τ21.
Es ergeben sich dann die beiden Modellgleichungen
x˙1(t) = −µ1x1(t) + S21(t− τ21)Z21 = −µ1x1(t) + Z21f(x2(t− τ21))
x˙2(t) = −µ2x2(t) + S12(t− τ12)Z12 = −µ2x2(t) + Z12f(x1(t− τ12))
}
(6)
Viele Methoden, die fu¨r die u¨bersichtlichen 2-Neuronen-Modelle entwickelt werden, las-
sen sich auf gro¨ssere u¨bertragen; siehe dazu Huang & Wu [25], [26] und die Kommentare
in Kapitel 5 von Wu [54].
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R
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Abbildung 6: Ein 2-Neuronen-Netz.
Nehmen wir bei (6) aufgrund der Gleichartigkeit von ν1 und ν2 die Symmetrien
µ1 = µ = µ2 und τ21 = τ = τ12
sowie exzitative Gewichte Z21 = 1 = Z12 an, so erhalten wir das gekoppelte System von
verzo¨gerten Differentialgleichungen
x˙1(t) = −µx1(t) + f(x2(t− τ)),
x˙2(t) = −µx2(t) + f(x1(t− τ)).
}
(7)
Verhalten sich nun beide Neuronen synchron, d.h. gilt x := x1 = x2, so wird (7) vollsta¨ndig
durch die skalare verzo¨gerte Differentialgleichung
x˙(t) = −µx(t) + f(x(t− τ)), µ ≥ 0, (8)
beschrieben; siehe auch den entsprechenden Abschnitt 5.8. u¨ber synchronisiertes Verhalten
von Neuronen in Wu [54]. Skalieren wir bei (8) die Zeit t mit dem Faktor τ , so ergibt sich
die eingangs angefu¨hrte verzo¨gerte Gleichung
(µ, f) x˙(t) = −µx(t) + f(x(t− 1)), µ ≥ 0,
wobei wir f und µ anstatt τf und τµ schreiben. Wir nehmen im folgenden gema¨ss 5.8 in
Wu [54] eine sigmoide Signalfunktion f mit f(0) = 0 und halten fest, dass (µ, f) einerseits
eine spontane Da¨mpfung (im Fall µ > 0), andererseits eine verzo¨gerte positive Ru¨ckkopp-
lung um die Ruhelage 0 beschreibt.
Das Gleichungssystem (5) wurde Anfang der 80er-Jahre von Hopfield [23], [24] ein-
gefu¨hrt - allerdings blieb die endliche Signallaufzeit zwischen Neuronen in Form von Ver-
zo¨gerungszeiten unberu¨cksichtigt. Marcus & Westervelt [38] wa¨hlen 1989 das Modell
mit positiven Delays, welches dem biologischen Vorbild na¨her erscheint.
Bliebe bei der Betrachtung eines Neurons eine Zeitverzo¨gerung wa¨hrend der Signalu¨ber-
mittlung unberu¨cksichtigt, wa¨re also (µ, f) eine gewo¨hnliche, skalare Differentialgleichung
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mit endlichdimensionalem Phasenraum R, so ka¨men oszillierende Funktionen, die z.B. pe-
riodisch sind, nicht als Lo¨sung in Frage. Durch die Einfu¨hrung des Delay, der in (µ, f) auf
1 normiert ist, kann auch eine skalare Gleichung, wie z.B. (µ, f) , oszillierende periodische
Lo¨sungen x : R → R haben; eine solche Lo¨sung x ist eine periodische, stetig differenzier-
bare Funktion x : R → R, die (µ, f) auf ganz R erfu¨llt. Die genaue Definition einer (nicht
notwendig periodischen) Lo¨sung von (µ, f) wird in Abschnitt 1.2 gegeben.
Unter dem beschriebenen neuronalen Aspekt sind solche periodischen Lo¨sungen und die
mit ihnen in Verbindung stehenden Fragestellungen von besonderem Interesse, man denke
etwa an eine motorische Ko¨rperfunktion, z.B. den durch periodische Sequenzen neuraler
Impulse gro¨sster Regelma¨ssigkeit angeregten Herzmuskel beim Menschen.
Am Anfang einer mathematischen Untersuchung von (µ, f) stellt man fest, dass fu¨r
die Festlegung des zuku¨nftigen Verlaufs einer Lo¨sung x zum Zeitpunkt t Informationen
auf dem Intervall [t− 1, t] vorliegen mu¨ssen. Somit erweist sich der unendlichdimensionale
Banachraum C der stetigen Funktionen auf einem kompakten Intervall der La¨nge des Delay
1, sagen wir [−1, 0], mit Norm
‖ · ‖ : C 3 ϕ 7→ max
t∈[−1,0]
|ϕ(t)| ∈ R
als geeigneter Phasen- oder Zustandsraum. Haben wir beispielsweise eine periodische Lo¨sung
x : R → R gegeben, so wird x zum Zeitpunkt t ∈ R durch das Segment
xt : [−1, 0] 3 s 7→ x(t+ s) ∈ R,
welches in C liegt, repra¨sentiert.
Bei Festlegung eines Anfangswerts ϕ ∈ C la¨sst sich via
x(t) = e−µ(t−n)x(n) +
∫ t
n
e−µ(t−s)f(x(s− 1))ds, t ∈ [n, n+ 1], n ∈ N0,
die Lo¨sung xϕ des Anfangswertproblems [(µ, f) , x0 = ϕ] durch sukzessives Integrieren
eindeutig auf ganz [−1,∞) angeben. I.a. ist es nicht mo¨glich, eine Lo¨sung bei gegebenem
ϕ ∈ C fu¨r Zeiten, die kleiner als −1 sind, festzulegen. Daher erhalten wir lediglich einen
Lo¨sungshalbfluss
F : [0,∞)× C 3 (t, ϕ) 7→ xϕt ∈ C
zur Gleichung (µ, f) . Genaueres ist in dem Abschnitt u¨ber Voraussetzungen und Grund-
lagen 1.2 zu finden.
Wir bescha¨ftigen uns in dieser Arbeit mit zwei verschiedenen Aspekten
periodischer Lo¨sungen von (µ, f) :
Mittels einer Vergleichsmethode (siehe Kapitel 1) ko¨nnen verschiedene periodische Lo¨sun-
gen zueinander in Beziehung gesetzt werden; ferner ist die Dynamik in der Na¨he eines
periodischen Orbits einfacher zu erfassen, falls dieser hyperbolisch ist (siehe Kapitel 2).
Bevor wir auf die in diesem Zusammenhang gewonnenen Ergebnisse eingehen, beschreiben
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wir kurz und ohne Beweise, wie ein allgemeiner und umfassender Ansatz zur Untersuchung
von (µ, f) auf die Betrachtung periodischer Lo¨sungen dieser Gleichung fu¨hrt. Dabei setzen
wir eine sigmoide Nichtlinearita¨t f voraus, deren Eigenschaften in Abschnitt 1.2 pra¨zisiert
werden.
Ein fu¨r das Langzeitverhalten von Lo¨sungen der Gleichung (µ, f) zentraler Begriff ist der
des globalen Attraktors: Eine kompakte, unter dem Lo¨sungshalbfluss invariante Teilmenge
A des Phasenraums C heisst globaler Attraktor, wenn sie alle beschra¨nkten Mengen im
Zustandsraum anzieht: Jede Lo¨sung erreicht nach einer gewissen Zeit eine beliebig kleine
Umgebung von A und kann aus dieser nicht mehr entkommen. Falls ein globaler Attraktor
existiert, so ist er eindeutig. Kennt man daru¨berhinaus die Struktur des Attraktors, so
versteht man auch die globale Dynamik der Gleichung (µ, f) .
?
6
ﬀ-
R ª
µ I
A
B
U
F ([tU ,∞)×B) ⊆ U
Abbildung 7: Der globale Attraktor A
zieht jede beschra¨nkte Menge B ⊆ C an,
d.h. fu¨r alle offenen Mengen U ⊇ A in B
(man stelle sich U nur etwas gro¨sser als
A vor) gibt es einen Zeitpunkt tU ≥ 0
mit F ([tU ,∞) × B) ⊆ U : Startet eine
Lo¨sung x bei ϕ ∈ B, so wird sie von A
angezogen, erreicht also nach einer Zeit
tU eine beliebige Umgebung U von A,
F (tU , ϕ) ∈ U , und kann aus U nicht
mehr entkommen.
In der Monographie von Krisztin, Walther & Wu [33] wird gezeigt, dass fu¨r µ > 0
und beschra¨nkter sigmoider Nichtlinearita¨t f ein Attraktor existiert. Im Fall µ = 0 gibt
es keinen globalen Attraktor, jedoch wird in der Monographie [33] nach einer kompakten
Ersatzmenge A˜ gesucht, die - grob gesprochen - aus allen Anfangswerten von Lo¨sungen
besteht, die fu¨r t→ −∞ gegen den Ruhepunkt Null streben.
Krisztin, Walther & Wu [33] untersuchen die geometrischen, topologischen und
dynamischen Eigenschaften der dreidimensionalen, kompakten und invarianten Menge A˜
im unendlichdimensionalen Phasenraum C unter gewissen Voraussetzungen an µ und f ; die
Menge A˜ ist im Fall µ > 0 ein Kandidat fu¨r den globalen Attraktor und kann als dreidi-
mensionale Vollspindel interpretiert werden. Im Fall µ = 0 erhalten wir einen Vollzylinder;
vgl. Abbildung 8.
Weil ein Attraktor notwendigerweise alle periodischen Orbits entha¨lt und in [33] ge-
zeigt wird, dass A˜ genau einen solchen periodischen Orbit O mit kleinster Periodenla¨nge
zwischen 1 und 2 umfasst, wird die Frage nach der
Anzahl der periodischen Orbits von (µ, f) mit Periodenla¨ngen im Intervall (1, 2)
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Abbildung 8: Die Vollspindel als dreidimen-
sionale Entsprechung von A˜ bei positiver
Ru¨ckkopplung und µ > 0. Der formgebende
periodische Orbit hat eine Periode zwischen
1 und 2. Die singula¨ren Spitzen ergeben
sich aus den beiden nicht-verschwindenden
Gleichgewichten von (µ, f) , welche im Fall
µ > 0 auftreten. Im Fall µ = 0 degeneriert
diese zu einem Vollzylinder.
wichtig; dabei ist die Verschiedenheit zweier periodischer Lo¨sungen von (µ, f) modulo
zeitlicher Translation zu verstehen.
Bei einem Ansatz zur Beantwortung dieser Frage gehen wir von der Existenz verschie-
dener periodischer Orbits derselben Oszillationsfrequenz wie O aus und vergleichen diese
im ersten Kapitel dieser Arbeit miteinander.
Mit der in Abschnitt 1.6 en de´tail beschriebenen Vergleichsmethode ist es u.a. mo¨glich,
die Eindeutigkeit periodischer Orbits von (µ, f) bei ungeradem f zu beweisen. Dabei geht
man von verschiedenen periodischen Lo¨sungen x1 und x2 mit Periodenla¨ngen T1 und T2
aus und betrachtet die zugeho¨rigen stetig differenzierbaren Kurven
γx1 : [0, T1] 3 t 7→
(
x1(t)
x˙1(t)
)
∈ R2 und γx2 : [0, T2] 3 t 7→
(
x2(t)
x˙2(t)
)
∈ R2.
Ausgehend von Mallet-Paret & Sell [36] und [37] zeigen wir in den Abschnitten 1.4
und 1.5, dass diese beiden Kurven einfach geschlossene, regula¨re Kurven sind, deren Spuren
Γ1 := γx1([0, T1]) und Γ2 := γx2([0, T2])
disjunkt in der ku¨nstlichen Phasenebene R2 liegen und den Ursprung umlaufen. Ein Ver-
gleich der periodischen Lo¨sungen x1 und x2 geschieht anhand der Spuren Γ1 und Γ2.
Die Γ1 und Γ2 betreffenden Vergleichsaussagen nutzen zum einen die Topologie der
Ebene R2 in Gestalt des Kurvensatzes von Jordan aus; siehe den unabha¨ngigen Abschnitt
1.1 u¨ber ursprungsumlaufende Jordankurven. Zum anderen werden analytische Argumente
anwendbar, wenn durch radiale Streckung einer Spur Beru¨hrpunkte zwischen Γ1 und Γ2
entstehen. Um dies etwas genauer zu beschreiben, wenden wir den Kurvensatz von Jordan
an, der zu Γ1 und Γ2 offene, einfach zusammenha¨ngende Teilmengen des R2, die Innen-
gebiete I(Γ1), I(Γ2) und Aussengebiete A(Γ1) und A(Γ2) der Spuren Γ1 und Γ2 liefert.
Einleitung 13
Weil beide Spuren keinen Punkt gemeinsam haben, ko¨nnen wir von Γ2 ⊆ I(Γ1) ausgehen.
Strecken wir Γ2 in einer bestimmten, in den Abschnitten 1.1 und 1.6 erkla¨rten Art und
Weise zu einer Spur ρ · Γ2 = Γ0, so wird in 1.6 begru¨ndet, wieso gerade die beiden in der
Abbildung skizzierten Fa¨lle (I) und (II) zu unterscheiden sind. Gelingt es, beide Fa¨lle auf
-
6
z
R
R
Γ0
Γ1
Abbildung 9a: Fall (I)
-
6R
R
Γ0
Γ1
z
Abbildung 9b: Fall (II)
einen Widerspruch zu fu¨hren, so kann es keine zwei verschiedenen periodischen Lo¨sungen
x1 und x2 von (µ, f) geben.
Ein erstes solches Eindeutigkeitsergebnis hat Nussbaum [45] fu¨r langsam schwingende
periodische Lo¨sungen x von (0,−f), also im Fall negativer Ru¨ckkopplung, µ = 0 und un-
gerader Nichtlinearita¨t f erhalten; die periodische Lo¨sung x heisst dabei langsam schwin-
gend, wenn ihre Nullstellenabsta¨nde gro¨sser als der Delay 1 sind. Die in [45] gemachte
Kru¨mmungsvoraussetzung an die Nichtlinearita¨t f entspricht dem Kru¨mmungsverhalten
einer typischen, oben angefu¨hrten sigmoiden Funktion - mit gea¨ndertem Vorzeichen. Be-
merkenswerterweise wird in Cao [6] gezeigt, dass ohne eine solche Kru¨mmungsvorausset-
zung keine Eindeutigkeit zu erwarten ist. Cao [7] ist es weiterhin gelungen, den Eindeutig-
keitsbeweis fu¨r langsam schwingende periodische Lo¨sungen von Nussbaum [45] fu¨r (µ,−f)
zu verallgemeinern; Cao kommt dabei ohne die Ungeradheit von f bzw. −f aus, und der
Da¨mpfungsparameter µ darf positiv sein.
Durch eine Adaption der Methode von Cao bei negativer Ru¨ckkopplung zeigen Krisz-
tin & Walther die Eindeutigkeit schnell schwingender periodischer Orbits mit Perioden
zwischen 1 und 2, also bei positiver Ru¨ckkopplung, und beweisen somit, dass die oben be-
schriebene Menge A˜ fu¨r µ > 0 der Attraktor von (µ, f) ist. Allerdings kommen Krisztin
& Walther nicht ohne die Ungeradheit von f aus, die nach Abschnitt 1.5 eine Symmetrie
bei den periodischen Lo¨sungen bewirkt und als Einschra¨nkung empfunden wird; siehe dazu
auch 5.4 in Wu [54].
In Fortfu¨hrung der geschilderten Ergebnisse und Ansa¨tze werden wir in der vorliegenden
Arbeit zeigen, dass Fall (II) auch dann nicht eintreten kann, wenn f nicht notwendig
ungerade ist. Eine genaue Formulierung dieser Aussage ist in Abschnitt 1.6 zu finden.
Daher ko¨nnen wir uns in 1.6 beim Vergleich verschiedener periodischer Lo¨sungen x1 und
x2 von (µ, f) mit Perioden im Intervall (1, 2) auf Fall (I) konzentrieren. Bei der Betrachtung
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von (I) zeigt sich, dass die Ungeradheit von f den Vergleich von x1 und x2 erheblich ver-
einfacht, und eine Existenz zweier periodischer Lo¨sungen von (µ, f) mit Perioden in (1, 2)
kann im allgemeinen Fall einer unsymmetrischen Signalfunktion f nicht ausgeschlossen
werden.
Allerdings ist es mo¨glich, durch die Betrachtung von (I) fu¨r µ = 0 eine Beziehung
zwischen x1 und x2 herzustellen: Die Periodenabscha¨tzung
Aus Γ2 ⊆ I(Γ1) folgt T2 < T1. (9)
als U¨bertragung von gegenseitiger Spurlage auf das zugeho¨rige Periodenverha¨ltnis gelingt
bei typischen sigmoiden Funktionen, gilt fu¨r Perioden T1 und T2 im Intervall (1, 2) und
wird in Abschnitt 1.6 bewiesen.
Verschiedene periodische Lo¨sungen x1 und x2 haben demnach eine nichtverschwindende
Periodendifferenz ∆T := T1−T2, und es gilt |∆T | > 0. Am Ende von Abschnitt 1.6 gelingt
es uns zu zeigen, dass sich T1 und T2 nicht zu sehr unterscheiden ko¨nnen, sofern ihre dritten
Ableitungen in den Extremstellen ein gleiches Vorzeichen besitzen:
0 < |∆T | <
1
2
.
Wie wir in Abschnitt 1.8 sehen werden, kann die Abscha¨tzung (9) alternativ u¨ber eine
Transformation der betrachteten schnell schwingenden periodischen Lo¨sungen von (0, f)
auf langsam schwingende periodische Lo¨sungen einer anderen Gleichung gewonnen werden,
indem wir ein Ergebnis von Cao [7] bzw. meiner Diplomarbeit [17] ausnutzen.
In Abschnitt 1.7 ist es uns mo¨glich, u.a. von (9) ausgehend Eindeutigkeitssa¨tze fu¨r gewis-
se Klassen periodischer Orbits zu beweisen. Wie oben erwa¨hnt wird, verwenden Krisztin
& Walther [32] die beschriebene Vergleichsmethode zum ersten Mal im Fall positiver
Ru¨ckkopplung, um die Eindeutigkeit periodischer Lo¨sungen von (µ, f) derselben Oszillati-
onsfrequenz zu zeigen. Bei diesem Beweis kann auf die Ungeradheit der Nichtlinearita¨t f
nicht verzichtet werden. Wir zeigen jedoch in Abschnitt 1.7, dass nicht die Symmetrie von
f , also die daraus resultierende der periodischen Lo¨sung x, ausschlaggebend ist, sondern
dass es im Fall µ = 0 lediglich auf die Nullstellenabsta¨nde von x ankommt, siehe dazu auch
Satz 1.7.1:
Es gibt ho¨chstens eine periodische Lo¨sung von (0, f) mit konstan-
tem Nullstellenabstand und Periode zwischen 1 und 2.
Desweiteren gelingt auch fu¨r µ ≥ 0 der Beweis des folgenden Eindeutigkeitssatzes, siehe
Satz 1.7.2 :
Es gibt ho¨chstens eine periodische Lo¨sung x von (µ, f) mit
max x(R) = |min x(R)| und Periode zwischen 1 und 2.
Wir merken an, dass der letztgenannte Satz eine echte Erweiterung des angesprochenen
Eindeutigkeitssatzes von Krisztin & Walther [32] ist.
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Charakteristisch fu¨r die geschilderte Vergleichsmethode ist die Kombination analyti-
scher Argumente mit topologischen bzw. (differential)geometrischen Aussagen. Um die
zuna¨chst empfundene Unu¨bersichtlichkeit der nicht unkomplizierten Beweise zu beheben,
bietet sich eine weitestgehende Trennung der verschiedenartigen Beweisbestandteile an –
auch im Hinblick auf eine diesbezu¨gliche Betrachtung anderer Gleichungsklassen. Insbeson-
dere sollte klar werden, wo die speziellen Symmetrie-, Monotonie- und Kru¨mmungseigen-
schaften von f bei der Argumentation einfliessen. Beispielsweise entha¨lt der elementare,
von (µ, f) unabha¨ngige Abschnitt 1.1 fast alle die Topologie der Ebene R2 betreffenden
Aussagen, auf die im nachfolgenden Text bei der Untersuchung von (µ, f) zuru¨ckgegriffen
wird, und in Abschnitt 1.8 werden gewisse Ergebnisse aus 1.6 geometrisch anhand des
Kru¨mmungsbegriffs fu¨r ebene Kurven interpretiert.
Neben einem Vergleich zweier periodischer Lo¨sungen bzw. einer Untersuchung des Ein-
deutigkeitsproblems fu¨r periodische Orbits ist die zweite wichtige Frage die nach der Dy-
namik in der Na¨he eines gegebenen periodischen Orbits von
(0, f) =: (f) x˙(t) = f(x(t− 1))
im Phasenraum C. Sie wird in Kapitel 2 ero¨rtert: Ist x : R → R eine periodische Lo¨sung
von (f) mit kleinster Periode T , so kann diese Untersuchung wie bei einer gewo¨hnli-
chen Differentialgleichung, siehe z.B. Amann [1], durch Linearisierung anhand der nicht-
verschwindenden Eigenwerten des Zeit-T -Lo¨sungsoperators
V : C 3 ϕ 7→ yϕT ∈ C,
der auch Monodromieoperators heisst, durchgefu¨hrt werden; dabei ist yϕ die Lo¨sung der
bei x linearisierten Gleichung, der Variationsgleichung la¨ngs x
y˙(t) = f ′(x(t− 1))y(t− 1), y0 = ϕ.
Die nicht-verschwindenden Eigenwerte des Monodromieoperators heissen Floquet-Multi-
plikatoren von x. Wie im gewo¨hnlichen Fall ist es i.a. schwierig, die Floquet-Multiplikatoren
einer periodischen Lo¨sung zu ermitteln, denn zu deren Bestimmung muss im Prinzip die
Lo¨sung der Variationsgleichung la¨ngs x bekannt sein.
Die Zahl 1 ist immer ein Floquet-Multiplikator mit Eigenvektor x˙0 ∈ C. Befinden sich
ausser der 1 keine anderen Multiplikatoren auf dem komplexen Einheitskreis S1C, und ist
der zu 1 geho¨rige verallgemeinerte Eigenraum eindimensional, so heisst x hyperbolisch.
Wenn eine hyperbolische periodische Lo¨sung x keinen Floquet-Multiplikator ausserhalb
der komplexen Einheitskreisscheibe besitzt, so ist x exponentiell stabil mit asymptotischer
Phase, d.h. es gibt eine Umgebung U von
O := {xt : t ∈ R}
in C und Konstanten a ≥ 0, b ≥ 0 sowie eine Funktion θ : U → R, so dass fu¨r alle ϕ ∈ U
und alle t ≥ 0 gilt
‖F (t, ϕ)− F (t+ θ(ϕ), ϕ)‖ = ‖xϕt − x
ϕ
t+θ(ϕ)‖ ≤ a · e
−bt;
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wenn ein Floquet-Multiplikator λ mit |λ| > 1 existiert, so ist der periodische Orbit O
instabil. Siehe dazu z.B. 10.3 in Hale [18]. In Abschnitt 2.1 zitieren wir aus Krisztin,
Walther & Wu [33], dass ausser einem reellen λ0 ≥ 1 und dem trivialen 1 alle Floquet-
Multiplikatoren innerhalb des komplexen Einheitskreises liegen. Insbesondere werden in
[33] Aussagen u¨ber die Dimension der verallgemeinerten Eigenra¨ume von λ und 1 bewiesen,
wonach die
Einfachheit von 1
die Hyperbolizita¨t von O impliziert.
Um u¨ber die Floquet-Multiplikatoren einer periodischen Lo¨sung x von (f) , also den
Zeit-T -Lo¨sungsoperator V , Aussagen zu gewinnen, ist die im folgenden erwa¨hnte Symme-
trieegenschaft (S) von x hilfreich; die meisten Existenzresultate fu¨r periodische Lo¨sungen
von (f) beinhalten jedoch ein Fixpunktargument, sind daher nicht konstruktiv und liefern
keine Aussagen u¨ber das Aussehen der gefundenen periodischen Lo¨sung x.
Es ist allerdings bei einer
ungeraden Nichtlinearita¨t f
mo¨glich, eine ungerade
periodische Lo¨sung x von (f) der Periode
4
3
zu finden, die nach Satz 1.5.2 der Symmetriebedingung
(S) x = −x
(
· −
2
3
)
.
genu¨gt. Die periodische Lo¨sung x heisst speziell-symmetrische Lo¨sung von (f) .
Im folgenden sehen wir, dass diese Zusatzinformationen eine Untersuchung der Floquet-
Multiplikatoren von x ermo¨glichen. Am Anfang des 2. Kapitels zeigen wir zuna¨chst die
Existenz der speziell-symmetrischen Lo¨sung x von (f) , indem wir einen oft zitierten Satz
von Kaplan & Yorke [29] verwenden.
In diesem wird die Existenz einer langsam schwingenden
4− periodischen Lo¨sung y : R → R
bei einer verzo¨gerten negativen Ru¨ckkopplung um die Ruhelage 0 gezeigt, welche durch
eine Gleichung der Form
(0,−f) x˙(t) = −f(x(t− 1))
beschrieben ist. Die essentielle Symmetrievoraussetzung an f ermo¨glicht es dabei gegenu¨ber
den angesprochenen nicht-konstruktiven Fixpunkt-Argumenten, siehe z.B. eine Anwen-
dung des Satzes von Schauder bei Walther [49], das Existenz-Problem der verzo¨gerten
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Gleichung auf das Finden von periodischen Lo¨sungen eines zweidimensionalen Hamilton-
schen Systems gewo¨hnlicher Differentialgleichungen zuru¨ckzufu¨hren. Die somit gefunde-
ne 4−periodische langsam schwingende Lo¨sung y von (0,−f) ko¨nnen wir dann auf eine
4
3
−periodische schnell schwingende Lo¨sung x von (f) transformieren; dabei erfu¨llt x die
Symmetrieeigenschaft (S).
Solchen Existenzaussagen ist eine Steilheitseigenschaft von f im Ruhepunkt 0 voraus-
zusetzen, die am Anfang des 2. Kapitels formuliert wird. Sie hat die Form f ′(0) > α bei
gegebenem α > 0, und fu¨r solche f gelingt es am Ende dieses Kapitels,
die Hyperbolizita¨t von x
mittels der im folgenden skizzierten Methode zu beweisen. In Walther [51] hat dieser
Hyperbolizita¨tsbeweis fu¨r die 4
3
−periodische Lo¨sung x eine lokale Natur in dem Sinne, dass
f ′(0) nur wenig gro¨sser als α sein darf. Diese Bedingung entfa¨llt durch die oben erwa¨hnte
a-priori-Abscha¨tzung u¨ber Floquet-Multiplikatoren von x.
Wie in Walther [50] beschrieben, ist es nun mo¨glich, die Floquet-Multiplikatoren von
x mit den Nullstellen einer holomorphen Funktion
q : C \ {0} → C
in Zusammenhang zu bringen. Dazu betrachten wir die Wurzel
W : C 3 ϕ 7→ yϕ2
3
∈ C
des Monodromieoperators
V : C 3 ϕ 7→ yϕ4
3
∈ C.
Die Spektralpunkte von V sind die Spektralpunkte der Komplexifizierung von V und Qua-
drate der Spektralpunkte von W . In Abschnitt 2.4 wird nach Walther [50] gezeigt, dass
die Nullstellen von q mit Beru¨cksichtigung ihrer Vielfachheiten mit den Spektralpunkten
von W in C \ {0} u¨bereinstimmen, d.h. q ist eine charakteristische Funktion von W . Wie
in Abschnitt 2.2 zu sehen ist, sind die nichtverschwindenden Spektralpunkte vonW Eigen-
werte von W , weil V =W 2 kompakt ist.
Wir beschreiben kurz, wie die Symmetrien von f und x einen Ansatz fu¨r q liefern und
gehen dabei von der Eigenwertgleichung
Wχ = zχ
fu¨r χ ∈ C \ {0} und z ∈ C \ {0} aus. Es seien
χ1 := χ
(
· −
2
3
)∣∣∣
[− 1
3
,0]
, χ2 := χ
(
· −
1
3
) ∣∣∣
[− 1
3
,0]
und χ3 := χ|[− 1
3
,0] ,
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Abbildung 10: Die Teilsegmente χ1, χ2 und χ3 von χ.
und wir betrachten die Lo¨sungsteilsegmente
u := Wχ|[− 1
3
,0] = y
χ
(
2
3
+ ·
)∣∣∣
[− 1
3
,0]
bzw.
v := Wχ
(
· −
1
3
)∣∣∣
[− 1
3
,0]
= yχ
(
1
3
+ ·
)∣∣∣
[− 1
3
,0]
.
-
6
t
yχ(t)
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3
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Abbildung 11: Wegen Wχ = zχ gelten
u = zχ3, v = zχ2, χ3 = zχ1, (10)
insbesondere auch die Randbedingun-
gen
u(0) = zχ3(0) = zv(−
1
3
),
v(0) = u(−1
3
).
}
(11)
Fu¨r t ∈ [−1
3
, 0] ergeben sich mit (10)
u˙(t) = y˙χ(2
3
+ t) = f ′(x(t− 1
3
))yχ(t− 1
3
)
= f ′(x(t− 1
3
))χ2(t) =
1
z
f ′(x(t− 1
3
))v
und genauso mit (10), der Tatsache, dass f ′ eine gerade Funktion ist, und (S)
v˙(t) = y˙χ(1
3
+ t) = f ′(x(t− 2
3
))yχ(t− 2
3
)
= f ′(x(t))χ1(t) =
1
z2
f ′(x(t))u.
Die Funktionen u und v bilden also eine Lo¨sung des linearen Systems
u˙(t) = 1
z
f ′(x(t− 1
3
)) · v
v˙(t) = 1
z2
f ′(x(t)) · u
}
(12)
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mit den Randbedingungen (11). Ist Sz : R → C2×2 die Hauptfundamentalmatrix zur Zeit
t = −1
3
, so la¨sst sich (11) schreiben als
Sz(0) ·
(
u(−1
3
)
v(−1
3
)
)
=
(
u(0)
v(0)
)
=
(
0 z
1 0
)
·
(
u(−1
3
)
v(−1
3
)
)
.
Folglich muss
q(z) := det
[
Sz(0)−
(
0 z
1 0
)]
= 0
gelten, falls u(− 1
3
) und v(−1
3
) nicht beide verschwinden. Es stellt sich in Abschnitt 2.4
heraus, dass die in den letzten Zeilen motivierte Funktion q die oben beschriebenen Eigen-
schaften einer charakteristischen Funktion von W hat.
Weil die Nullstellen-Quadrate von q die Floquet-Multiplikatoren von x sind, erkennen
wir in Abschnitt 2.2, dass fu¨r die Einfachheit von 1 als Floquet-Multiplikator von x, also
die Hyperbolizita¨t von O,
q(−1) = 0 , q′(−1) 6= 0 und q(1) 6= 0
zu zeigen ist, was in Abschnitt 2.5 anhand einer Transformation von (12) auf Polarkoor-
dinaten gelingt. Es wird auch klar, dass eine Auswertung von q u.U. aufwendig sein kann,
denn sie ist mit der Auswertung von Lo¨sungen des Systems (12) verbunden.
Auch in einer etwas allgemeineren Situation als beschrieben ist es mo¨glich, eine charak-
teristische Funktion fu¨r periodische Lo¨sungen mit beliebiger rationaler Periode zu konstru-
ieren. Eine erste Anwendung bei negativer Ru¨ckkopplung und bestimmten µ > 0 liefert
die Hyperbolizita¨t und Stabilita¨t eines 3−periodischen Orbits, vgl. dazu Skubachevsky
& Walther [48]. Es besteht die Aussicht, dass damit fu¨r µ > 0 und positiver Ru¨ck-
kopplung die Hyperbolizita¨t einer schnell-schwingenden 5
4
−periodischen Lo¨sung bewiesen
werden kann.
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Notationen
Das Ende eines Beweises bzw. eines Zitats bezeichnen wir mit ¥, das einer Definition
mit ¤. Eine Aussagennummerierung erfolgt nur innerhalb von Beweisen. Neu eingefu¨hrte
oder wichtige Begriffe sind kursiv geschrieben. Eine Anmerkung entha¨lt eine auch ohne
Beweis nachvollziehbare Behauptung, auf die im nachfolgenden Text zuru¨ckgegriffen wird;
manchmal tauchen Zitate in Anmerkungen auf, und auch Anmerkungen werden mit ¥
beendet. Wir benutzen im Text die folgenden Standardbezeichnungen.
N Die Menge der natu¨rlichen Zahlen, wobei 0 /∈ N gilt.
N0 := N ∪ {0}.
Z Die Menge der ganzen Zahlen.
Q Der Ko¨rper der rationalen Zahlen.
R Der Ko¨rper der reellen Zahlen.
C Der Ko¨rper der komplexen Zahlen.
|M | IstM 6= ∅ eine endliche Menge und ψ : {1, . . . , n} →M bijektiv fu¨r ein n ∈ N,
so setzen wir |M | := n.
|∅| := 0.
A×B Das kartesische Produkt zweier Mengen A und B.
M ·N := {m ·n : m ∈M und n ∈ N} ⊆ A, falls eine Abbildung M ×N 3 (m,n) 7→
m · n ∈ A existiert.
m ·N := {m} ·N .
M ]N Die disjunkte Vereinigung der Mengen M und N .
Ein Intervall im Ko¨rper der reellen Zahlen R hat mehr als einen Punkt und kann unbe-
schra¨nkt sein. Wir verwenden insbesondere die folgenden Abku¨rzungen:
R+ := (0,∞)
R− := (−1) · R+
R±0 := R± ∪ {0}
Q+ Die positiven rationale Zahlen.
Q− Die negativen rationalen Zahlen, Q− := (−1) ·Q+.
Q±0 := Q± ∪ {0}.
C∗ := C \ {0}.
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Im folgenden betrachten wir ausschliesslich Topologien, die durch eine Norm erzeugt wer-
den. Sind X eine nicht-leere Menge, (X, T (X)) ein topologischer Raum und A ⊆ X, so
bezeichnen
int(A) das Innere von A,
A den Abschluss von A und
∂A den Rand von A.
Es sei (X, ‖ · ‖) ein normierter Raum und x ∈ X. Fu¨r ε > 0 ku¨rzen wir die offenen
ε−Umgebungen von x durch Uε(x) ab. Kommt es auf die Norm ‖ · ‖ an, so schreiben wir
ausfu¨hrlicher U
‖·‖
ε (x). Ist X ∈ {Rn,Cn}, so verwenden wir bei Rechnungen meist die eu-
klidische Norm.
Die folgenden Abku¨rzungen beziehen sich auf ha¨ufig vorkommende Schreibweisen bei Ab-
bildungen zwischen Mengen.
MN Sind M und N Mengen, so ist MN die Menge aller Abbildungen ψ :M → N .
ψ−1(B) Die Menge ψ−1(B) ⊆M fu¨r ψ ∈MN ist die (Urbild-)menge aller m ∈M , die
nach B ⊆ N abgebildet werden.
ψ−1(b) := ψ−1({b}), wobei ψ ∈MN und b ∈ N gelten.
Fu¨r die {R,C} 3 K−Vektorra¨ume M und N ist MN ebenfalls ein K−Vektorraum mit
punktweise definierten Verknu¨pfungen. Im folgenden seien die Ra¨ume M und N normiert.
Wir schreiben
L(M,N) fu¨r die Menge aller linearen Abbildungen zwischen M und N ,
LC(M,N) fu¨r die Menge aller stetigen linearen Abbildungen zwischen M und N ,
N (T ) fu¨r den Kern von T ∈ L(M,N) und
idM = id fu¨r die Identita¨t in L(M,M).
Bei den na¨chsten Abku¨rzungen betrachten wir eine Funktion ψ : D → R mit D ⊆ R.
ψ < 0 genau dann, wenn ψ(t) < 0 fu¨r alle t ∈ D.
ψ > 0 genau dann, wenn (−1) · ψ < 0.
ψ ≤ 0 genau dann, wenn ψ(t) ≤ 0 fu¨r alle t ∈ D.
ψ ≥ 0 genau dann, wenn (−1) · ψ ≤ 0.
ψ <> 0 genau dann, wenn die Funktion ψ keine Nullstellen hat.
ψ ∈ I genau dann, wenn ψ(t) ∈ I fu¨r alle t ∈ I ⊆ R gilt.
Es sei I ⊆ R ein Intervall. Dann heisst jede stetig differenzierbare Abbildung
ψ : I → Kn
eine Kurve. Das Bild einer Kurve heisst Spur. Den Gradienten einer differenzierbaren Ab-
bildung f : U → R, U ⊆ Rn offen, ku¨rzen wir durch ∇ ab. Ableitungen nach der Zeit
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werden durch einen Punkt ˙ gekennzeichnet.
Mit glatt ist einmal stetig differenzierbar gemeint. Untermannigfaltigkeiten des Rn und
Diffeomorphismen einer offenen Teilmenge des Rn auf ihr Bild in Rm sind glatt.
Ein Gebiet ist eine offene und einfach zusammenha¨ngende Teilmenge von R2 oder C. Ist G
ein Gebiet in C und f : G→ C holomorph, so bezeichnet
ordf : G→ N0 ∪ {∞}
die Nullstellenordnung von f .
Die im Zusammenhang mit Matrizen und Vektoren vorkommenden Bezeichnungen lauten
wie folgt.
Km×n Der Raum allerm×n−Matrizen mit Eintra¨gen in K ∈ {R,C}
M tr Die Transponierte der Matrix M ∈ Km×n in Kn×m.
spur(M) Die Spur der Matrix M ∈ Kn×n.
En Die Einheitsmatrix in Kn×n.
〈·, ·〉 Das Standardskalarprodukt von Kn ×Kn nach K.
Die letzte Tabelle listet die im Text verkommenden Funktionenra¨ume auf.
C(I,K) Der Banachraum der stetigen Funktionen des
kompakten Intervalls I nach K ∈ {R,C}.
C := C ([−1, 0] ,R)
CC := C ([−1, 0] ,C)
C•C := C
([
−1
3
, 0
]
,C
)
C∞0 Der Raum aller unendlich oft stetig differen-
zierbaren Funktionen f : Rn → R mit kom-
paktem Tra¨ger supp(f).
Fu¨r α > 0 und t ∈ [−α, 0] bezeichnen wir die (lineare) Evaluationsabbildung in t mit
evt : C([−α, 0],R) 3 ϕ 7→ ϕ(t) ∈ R.
Kapitel 1
Vergleich schnell schwingender
periodischer Lo¨sungen
Sind eine Funktion f : R → R und ein Parameter µ ≥ 0 gegeben, so beschreibt die skalare
Differentialgleichung
(µ, f) x˙(t) = −µx(t) + f(x(t− 1))
eine Kombination aus spontaner und verzo¨gerter Ru¨ckkopplung; gilt f(0) = 0, so ist 0 ein
Ruhepunkt des durch (µ, f) beschriebenen Systems.
Bei der mathematischen Modellierung biologischer oder ku¨nstlicher neuronaler Netzwer-
ke ist es sinnvoll, eine zeitverzo¨gerte Dynamik anzunehmen. Wie in der Einleitung be-
schrieben, treten solche Verzo¨gerungen bei der Signalu¨bermittlung durch Nervenzellen, den
Neuronen, auf. Unter gewissen Voraussetzungen an die Nicht-Linearita¨t f , die in diesem
Zusammenhang Signalfunktion heisst, ist es mo¨glich, ein einzelnes Neuron oder synchroni-
siertes Verhalten in neuronalen Netzen mittels (µ, f) zu beschreiben. Insbesondere haben
wir in der Einleitung festgestellt, wie typische sigmoide Signalfunktionen f aussehen: Die
in Abschnitt 1.2 festgelegten Voraussetzungen an f erscheinen in diesem Zusammenhang
plausibel, u.a. betrachten wir stetig differenzierbare f mit positiver Ableitung, so dass
(µ, f) eine positive verzo¨gerte Ru¨ckkopplung um die Ruhelage 0 mit unmittelbarer Da¨mp-
fung beschreibt, deren Gro¨sse durch den nicht-negativen Parameter µ gegeben ist.
Um Gleichung (µ, f) im Hinblick auf periodische Lo¨sungen zu untersuchen, gehen wir
zuna¨chst in Abschnitt 1.2 von einer gro¨sseren Klasse nicht-autonomer Gleichungen mit
Vorzeichenbedingung aus; sie umfasst (µ, f) im Fall einer positiven Ru¨ckkopplung. Die zu
einer Beschreibung dieser allgemeinen Gleichung grundlegenden Begriffe, wie z.B. Lo¨sung,
Phasenraum, Existenz und Eindeutigkeit von Lo¨sungen, werden kurz erwa¨hnt, sind aber
gegenu¨ber der Einleitung scha¨rfer formuliert.
In Abschnitt 1.3 fu¨hren wir ein grundlegendes Werkzeug zur Untersuchung von Lo¨sungen
der in 1.2 betrachteten Gleichung ein: Das diskrete Lyapunov-Funktional V misst die Os-
zillationsgeschwindigkeit einer Lo¨sung; die in 1.3 zusammengefassten Eigenschaften von
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V lassen uns in den darauffolgenden Abschnitten 1.4 und 1.5 ausfu¨hrliche Aussagen u¨ber
periodische Lo¨sungen von (µ, f) ableiten: Wir beweisen drei Aussagen, die eine Vererbung
von Eigenschaften beschreiben; zum einen u¨bertra¨gt sich die strenge Monotonie der Si-
gnalfunktion f auf die Bereiche zwischen den maximalen Auslenkungen einer periodischen
Lo¨sung x von (µ, f) , und eine Symmetrie von f hat eine von x zur Folge. Zum anderen
bleibt eine Disjunktheit von periodischen Orbits im unendlichdimensionalen Phasenraum
auch nach einer gewissen Evaluation im zweidimensionalen Raum R2 bestehen. Dabei ist
das Evaluationsbild die Spur der Kurve
γx : [0, T ] 3 t 7→
(
x(t)
x˙(t)
)
∈ R2,
wobei T die kleinste Periode der periodischen Lo¨sung x von (µ, f) sein soll. Ein Schlu¨ssel
beim Beweis der erwa¨hnten U¨bertragungseigenschaften ist die Feststellung, dass γx eine
einfach geschlossene, regula¨re Kurve ist, die den Ursprung 0 ∈ R2 einfach umla¨uft, falls sie
eine Nullstelle besitzt.
Es ist in manchen Fa¨llen mo¨glich, die Eindeutigkeitsfrage periodischer Lo¨sungen von
(µ, f) zu ero¨rtern, indem man die Existenz zweier verschiedenener periodischer Lo¨sungen
x und y annimmt und zu einem Widerspruch fu¨hrt. Dies geschieht durch einen Vergleich
der zugeho¨rigen Orbitkurven γx und γy bzw. deren Spuren in R2. Bei diesem Vergleich ist
die angesprochene einfache Geschlossenheit und Regularita¨t der Orbitkurven eine wichtige
Tatsache. Am Anfang von Abschnitt 1.6 wird eine genauere Beschreibung dieser Methode
gegeben.
Wie oben erwa¨hnt, ko¨nnen wir die in 1.4 erzielten Ergebnisse als Vererbung von strenger
Monotonie, Disjunktheit und Symmetrie interpretieren. Ein viertes U¨bertragungsresultat
erhalten wir in Abschnitt 1.6, indem wir die dort skizzierten Vergleichsargumente formal
umsetzen: Wir beweisen, dass sich die gegenseitige Lage der Orbitspuren zweier periodi-
scher Lo¨sungen in R2, die verschieden sind, auf das Verha¨ltnis ihrer kleinsten Perioden in
R u¨bertra¨gt.
Krisztin & Walther [32] verwenden die angesprochene Vergleichsmethode zum ersten
Mal im Fall positiver Ru¨ckkopplung, um die Eindeutigkeit periodischer Lo¨sungen dersel-
ben Oszillationsfrequenz, also in Niveaumengen des Lyapunov-Funktionals zu zeigen. Beim
Beweis wird allerdings die Ungeradheit der Nichtlinearita¨t f beno¨tigt. Wir zeigen jedoch in
1.7, dass nicht die Symmetrie von f , also die daraus resultierende der periodischen Lo¨sung
x, ausschlaggebend ist, sondern es lediglich auf die Nullstellenabsta¨nde von x ankommt:
Im Fall µ = 0 gibt es nur eine periodische Lo¨sungen mit konstantem Nullstellenabstand
in der Niveau-Menge V −1(2). Desweiteren beweisen wir in Fortfu¨hrung der Ergebnisse von
[32], dass es ho¨chstens eine periodische Lo¨sung von (µ, f) gibt, deren positive und negative
Amplitude u¨bereinstimmt.
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Beim Vergleich verschiedener periodischer Orbitkurven und deren Spuren in R2 werden bei
der Begru¨ndung der beno¨tigten Aussagen elementare Argumente verwendet, die lediglich
vom Jordanschen Kurvensatz ausgehen, d.h. nur die Topologie der Ebene betreffen. Sie sind
unabha¨ngig von Gleichung (µ, f) formulierbar und im ersten Abschnitt 1.1 allen anderen
Aussagen vorangestellt.
1.1 Ebene Jordankurven
Die hier formulierten elementaren Aussagen werden wir in den folgenden Abschnitten auf
Orbitkurven γx einer periodischen Lo¨sung x von (µ, f) anwenden, nachdem wir in 1.4
unter Ausnutzung einer im na¨chsten Abschnitt formulierten Monotonieeigenschaft fu¨r f
ihre einfache Geschlossenheit gezeigt haben. Das einzige Hilfsmittel bei den Beweisen in
diesem Abschnitt ist der Kurvensatz von Jordan, den wir nach einer elementaren Definition
zitieren; ein Beweis findet sich z.B. in dem Buch von Rinow [47].
Definition 1.1.1 Es sei I ⊆ R ein kompaktes Intervall. Eine Kurve γ : I → R2 heisst
Jordankurve, wenn γ|I\{max I} injektiv ist und γ(min I) = γ(max I) gilt. ¤
Satz 1.1.1 (Jordanscher Kurvensatz) Es seien γ : I → R2 eine Jordankurve und Γ
deren Spur, d.h. Γ := γ(I) ⊆ R2. Dann gibt es disjunkte Gebiete I(Γ) ⊆ R2 und A(Γ) ⊆ R2
mit den folgenden Eigenschaften:
- I(Γ) ist beschra¨nkt, A(Γ) ist unbeschra¨nkt,
- ∂I(Γ) = Γ = ∂A(Γ) und
- R2 = I(Γ) ] Γ ] A(Γ).
Die Gebiete I(Γ) und A(Γ) heissen Inneres und A¨usseres von Γ. ¥
Als direkte Folgerung des letzten Satzes beweisen wir eine erste Hilfsaussage:
Lemma 1.1.1 Es sei γ eine Jordankurve mit Spur Γ. Zu z ∈ A(Γ) und w ∈ I(Γ) existiert
ein σ ∈ (0, 1) mit
σz + (1− σ)w ∈ Γ.
Beweis: Es sei
I := {s ∈ [0, 1] : sz + (1− s)w ∈ I(Γ)}.
Nach Voraussetzung ist 0 in I enthalten, also ist I nicht leer. I ist nach oben beschra¨nkt,
es sei σ := sup I. Dann gibt es eine Folge (σn)n∈N in I
N mit σ = limn→∞ σn. Demzufolge
ist (σnz + (1− σn)w)n∈N eine Folge in I(Γ)
N, und es gilt
zσ := σz + (1− σ)w = lim
n→∞
(σnz + (1− σn)w) ∈ I(Γ) = I(Γ) ∪ Γ.
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Wir zeigen zσ in Γ: Angenommen, zσ ∈ I(Γ). Dann gibt es wegen der Offenheit von I(Γ)
ein δ > 0, so dass Uδ(zσ) ⊆ I(Γ) gilt. Wegen z 6= w ko¨nnen wir
z˜ :=
(
σ +
δ
2‖z − w‖
)
z +
(
1− σ −
δ
2‖z − w‖
)
w
definieren. Dann ist wegen
‖z˜ − zσ‖ =
∥∥∥∥ δ2‖z − w‖ · (z − w)
∥∥∥∥ = δ2 < δ
der Punkt z˜ in Uδ(zσ) enthalten, also auch ein Element von I(Γ). Folglich gilt
σ +
δ
2‖z − w‖
∈ I,
im Widerspruch zur Maximalita¨t von σ.
Also muss zσ ∈ Γ erfu¨llt sein. Nach Definition liegt σ in [0, 1]. Denn σ = 0 erga¨be
Γ 3 zσ = w ∈ I(Γ),
also einen Widerspruch. Einen solchen lieferte auch σ = 1, denn in diesem Fall stu¨nde
zσ = z ∈ A(Γ) der Aussage zσ ∈ Γ gegenu¨ber. Wie gewu¨nscht folgt somit σ ∈ (0, 1). ¥
Definition 1.1.2 Eine Jordankurve γ : I → R2 mit Spur Γ heisst ursprungsumlaufend,
wenn 0 ∈ I(Γ) gilt. Gilt γ˙(t) 6= 0 fu¨r alle t ∈ I, so heisst γ regula¨r. ¤
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Es seien Γ1 ⊆ R2 und Γ2 ⊆ R2 die Spuren zweier ursprungsumlaufender Jordankurven. Die
Menge Γ0 := ρΓ2 ist fu¨r alle ρ ∈ R+ ebenfalls Spur einer ursprungsumlaufenden Jordan-
kurve. Wir werden in den na¨chsten Abschnitten erkennen, dass es im Zusammenhang mit
periodischen Lo¨sungen von
(µ, f) x˙(t) = −µx(t) + f(x(t− 1))
bzw.
(µ, f, λ, α) x˙(t) = −µx(t) + λf
(
x(t− α)
λ
)
, α ≥ 0, λ > 0,
und deren Spuren Γ1 bzw. Γ0 = ρΓ2 mo¨glich ist, diese in einer ganz bestimmten Situation
zu vergleichen: Dabei wird zuna¨chst ρ ≥ 1 so gewa¨hlt, dass wir
Γ0 ⊆ A(Γ1) und Γ0 * A(Γ1)
haben. Ferner soll
‖z1‖ ≤ ‖z0‖
fu¨r alle z1 ∈ Γ1 und z0 ∈ Γ0 gelten, was nicht unbedingt im Fall Γ0 ⊆ A(Γ1) erfu¨llt
ist, jedoch gilt, wenn wir rΓ0 ⊆ A(Γ1) fu¨r alle r > 1 voraussetzen. Fu¨r diese spezielle
Lagebeziehung zweier Spuren fu¨hren wir die folgende Bezeichnung ein.
Definition 1.1.3 Es seien γ0 : I0 → R2 und γ1 : I1 → R2 zwei ursprungsumlaufende
Jordankurven mit Spuren Γ0 und Γ1 in R2. Dann heisst Γ0 radial gro¨sser als Γ1, falls
Γ1 b Γ0 :⇐⇒
 Γ0 ⊆ Γ1 ∪ A(Γ1),Γ0 ∩ Γ1 6= ∅,
ρΓ0 ⊆ A(Γ1) fu¨r alle ρ > 1

gilt. In diesem Fall heisst Γ1 radial kleiner als Γ0. ¤
-
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Es gilt Γ1 ⊆ I(Γ2), aber Γ1 ist nicht radial kleiner als Γ2;
dagegen gilt Γ2 b Γ3.
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Anmerkung 1.1.1 Fu¨r Spuren Γ1 und Γ0 mit Γ1 b Γ0 folgt Γ1 ⊆ Γ0 ∪ I(Γ0): Angenom-
men na¨mlich, es gibt z1 ∈ Γ1 mit z1 ∈ A(Γ0), so finden wir mit Lemma 1.1.1 ein s ∈ (0, 1)
mit sz1 ∈ Γ0. Definition 1.1.3 liefert aber
Γ1 3 z1 =
1
s
· sz1 ∈ A(Γ1).
Daher kann es kein z1 ∈ Γ1 mit z1 ∈ A(Γ0) geben. ¥
Als na¨chstes zeigen wir, dass sich zwei Spuren Γ0 und Γ1 mit Γ1 b Γ0 tangential schneiden.
Dies folgt aus der Tatsache, dass der Abschluss des Inneren I(Γ) ∪ Γ einer regula¨ren
ursprungsumlaufenden Jordankurve eine Menge mit glattem Rand ist; formal bedeutet
dies folgendes.
Definition 1.1.4 Eine kompakte Menge K ⊆ R2 heisst ein Kompaktum mit glattem Rand,
wenn fu¨r alle z ∈ ∂K eine offene Umgebung U ⊆ R2 von z und eine stetig differenzierbare
Funktion ψ : U → R mit
U ∩ ∂K = ψ−1(0), K ∩ U = {ξ ∈ U : ψ(ξ) ≤ 0} und 0 /∈ ∇ψ(U)
existiert. ¤
Lemma 1.1.2 Es seien γ : I → R2 eine ursprungsumlaufende, regula¨re Jordankurve mit
Spur Γ und
K := I(Γ) ∪ Γ.
Dann ist K ein Kompaktum mit glattem Rand.
Beweis: Wegen des Kurvensatzes 1.1.1 ist K kompakt und hat den Rand ∂K = Γ. Um
zu zeigen, dass K einen glatten Rand hat, wa¨hlen wir z ∈ Γ. Dann gibt es ein t ∈ I mit
z = γ(t). Weil γ eine regula¨re Kurve ist, existiert ein ε > 0, so dass
M := γ((t− ε, t+ ε)) ⊆ R2
eine eindimensionale Untermannigfaltigkeit des R2 ist. Folglich gibt es zu z ∈ M eine
Umgebung V ⊆ R2 von z und eine stetig differenzierbare Funktion ϕ : V → R mit
∇ϕ(z) 6= 0, so dass
V ∩M = ϕ−1(0)
erfu¨llt ist. Die stetige Differenzierbarkeit von ϕ und∇ϕ(z) 6= 0 liefern eine offene Umgebung
U ⊆ V von z mit 0 /∈ ∇ϕ(U). Fu¨r ψ̂ := ϕ|U gilt dann
U ∩M = ψ̂−1(0).
Ga¨be es ein ξ ∈ I(Γ) ∩ U mit ψ̂(ξ) = 0, so wa¨re wegen U ∩M = ψ̂−1(0) widerspru¨chli-
cherweise ξ ∈ M ⊆ Γ. Also folgt 0 /∈ ψ̂(I(Γ) ∩ U). Wir unterscheiden daher die folgenden
Situationen: Im Fall ψ̂(I(Γ)∩U) ⊆ R+ setzen wir ψ := −ψ̂, im Fall ψ̂(I(Γ)∩U) ⊆ R− defi-
nieren wir ψ := ψ̂. In beiden Fa¨llen erfu¨llt ψ die behaupteten Eigenschaften aus Definition
1.1.4. ¥
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Bemerkung 1.1.1 Es seien γ0 : I0 → R2 und γ1 : I1 → R2 zwei regula¨re ursprungsum-
laufende Jordankurven mit Spuren Γ0 und Γ1. Weiterhin gelte
Γ1 b Γ0.
Sind t0 ∈ I0 und t1 ∈ I1 mit
z := γ0(t0) = γ1(t1) ∈ S := Γ0 ∩ Γ1 6= ∅
gegeben, so folgt die lineare Abha¨ngigkeit von v0 := γ˙0(t0) und v1 := γ˙1(t1) in R2, d.h. die
Punkte aus S sind tangentiale Schnittpunkte.
Beweis: Fu¨r l ∈ {0, 1} seien Jl := Il − tl und λl := γl(· + tl) : Jl → R2. Das Intervall
J := J0 ∩ J1 3 0 ist kompakt. Dann sind Γ0 und Γ1 die Spuren von λ0 und λ1, und es gilt
z = λ0(0) = λ1(0) ∈ S.
Desweiteren haben wir
0 6= vl = λ˙l(0), l ∈ {0, 1}.
Die Kompakta K0 := I(Γ0) ∪ Γ0 und K1 := I(Γ1) ∪ Γ1 sind nach Lemma 1.1.2 Kompakta
mit glattem Rand, d.h. es gibt fu¨r l ∈ {0, 1} offene z−Umgebungen Ul ⊆ R2 und stetig
differenzierbare Funktionen
ψl : Ul → R
mit
Kl ∩ Ul = {ξ ∈ Ul : ψl(ξ) ≤ 0} und ∇ψl(ξ) 6= 0 , ξ ∈ Ul ,
fu¨r l ∈ {0, 1} sowie
Γl ∩ Ul = ∂Kl ∩ Ul = {ξ ∈ Ul : ψl(ξ) = 0}, l ∈ {0, 1}.
Wir wa¨hlen ε > 0, so dass (−ε, ε) ⊆ J und Ml := λl((−ε, ε)) ⊆ U := U0 ∩U1 fu¨r l ∈ {0, 1}
erfu¨llt sind und betrachten die stetig differenzierbare Funktion
ϕ := ψ0 ◦ λ1|(−ε,ε) : (−ε, ε)→ R.
Die Bilder M0 und M1 sind eindimensionale Untermannigfaltigkeiten des R2; fu¨r ihre Tan-
gentialra¨ume in z gilt
TzM0 = Rv0 und TzM1 = Rv1.
Aus Γ1 b Γ0 erhalten wir nach Anmerkung 1.1.1 zuna¨chst Γ1 ⊆ K0 und dann
ϕ ≤ 0.
Weiterhin gilt
ϕ(0) = ψ0(λ1(0)) = ψ0(z) = 0.
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Folglich muss ϕ˙(0) = 0 erfu¨llt sein, was nach der Kettenregel genau dann der Fall ist, wenn
〈∇ψ0(z), v1〉 = 0
gilt, d.h.
v1 ∈ {ξ ∈ U : 〈ξ,∇ψ0(z)〉 = 0} = TzM0 = Rv0.
Somit sind v0 und v1 linear abha¨ngig. ¥
Wir wollen neben dem Parameter t eines Spurpunktes auch seinen Winkel mit der po-
sitiven ersten Achse beru¨cksichtigen. Daher bringen wir die folgende
Definition 1.1.5 Es sei θ ∈ [− 3pi
2
, pi
2
). Dann heisst
`(θ) :=
{
r ·
(
cos θ
sin θ
)
∈ R2 : r ∈ R+0
}
⊆ R2
θ−Halbstrahl. ¤
Wir zeigen nun, dass die Spurpunkte auf einem θ-Halbstrahl einer Spur Γ1 nicht weiter
vom Ursprung entfernt liegen als die der Spur Γ2 auf dem θ-Halbstrahl, sofern Γ1 radial
kleiner als Γ2 ist. Diese Aussage erkla¨rt die Bezeichnung radial kleiner bzw. radial gro¨sser
gema¨ss Definition 1.1.3.
Bemerkung 1.1.2 Es seien γ1 : I1 → R2 und γ2 : I2 → R2 zwei ursprungsumlaufende
Jordankurven mit Spuren Γ1 und Γ2. Es sei θ ∈ [−
3pi
2
, pi
2
), und es gelte Γ1 b Γ2.
Dann folgt aus z1 ∈ `(θ) ∩ Γ1 und z2 ∈ `(θ) ∩ Γ2
‖z1‖ ≤ ‖z2‖.
Beweis: Es sei θ ∈ [− 3pi
2
, pi
2
). Dann liefert z1 ∈ `(θ) ∩ Γ1 und z2 ∈ `(θ) ∩ Γ2 die Existenz
von r1 ∈ R+0 und r2 ∈ R+0 mit
z1 = r1
(
cos θ
sin θ
)
∈ Γ1 und z2 = r2
(
cos θ
sin θ
)
∈ Γ2.
Weil γ1 und γ2 ursprungsumlaufende Jordankurven sind, folgen r1 ∈ R+ und r2 ∈ R+. Es
gelten r1 = ‖z1‖ und r2 = ‖z2‖, wir haben also r1 ≤ r2 zu zeigen. Angenommen, es gilt
r1 > r2; dann ist ε :=
r1
r2
− 1 eine positive Zahl. Nach Voraussetzung ist Γ1 radial kleiner
als Γ2, insbesondere gilt damit
(1 + ε)Γ2 ⊆ A(Γ1),
was auf den folgenden Widerspruch fu¨hrt:
A(Γ1) 3 (1 + ε)z2 = (1 + ε)r2
(
cos θ
sin θ
)
= r1
(
cos θ
sin θ
)
= z1 ∈ Γ1.
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Im allgemeinen ist die Spur Γ2 einer ursprungsumlaufenden Jordankurve nicht radial
gro¨sser als die Spur Γ1 einer anderen ursprungsumlaufenden Jordankurve. Wenn Γ2 jedoch
nicht im A¨usseren von Γ1 liegt, ko¨nnen wir Γ2 zu einer neuen Spur Γ0 radial vergro¨ssern,
so dass Γ1 radial kleiner als Γ0 ist:
Bemerkung 1.1.3 Es seien γ1 und γ2 ursprungsumlaufende Jordankurven, Γ1 und Γ2
seien deren Spuren in R2. Es gelte ausserdem
Γ2 * A(Γ1).
Dann existiert
ρ := max{r ∈ R+0 : rΓ2 * A(Γ1)},
und es folgt ρ ≥ 1. Mit Γ0 := ρ · Γ2 haben wir dann
Γ1 b Γ0,
wobei Γ0 die Spur der ursprungsumlaufenden Jordankurve γ0 := ργ2 ist.
Beweis: Die Menge
R := {r ∈ R+0 : rΓ2 * A(Γ1)}
ist nicht leer, denn nach Voraussetzung gilt 1 ∈ R.
Wir zeigen zuna¨chst, dass R beschra¨nkt ist. Die Spuren Γ1 und Γ2 sind als stetige Bilder
kompakter Intervalle kompakt und sowohl M1 := maxz∈Γ1 ‖z‖ als auch m2 := minz∈Γ2 ‖z‖
sind erkla¨rt. Weil γ1 und γ2 ursprungsumlaufend sind, folgt unter Verwendung des Jordan-
schen Kurvensatzes M1 > 0 und m2 > 0. Derselbe Satz liefert ferner eine Beschra¨nkt-
heitskonstante S1 > 0 fu¨r I(Γ1), d.h. fu¨r alle z ∈ I(Γ1) gilt ‖z‖ ≤ S1. Es sei n ∈ N mit
n > max{M1,S1}
m2
. Wir nehmen an, die Menge R ist nicht nach oben beschra¨nkt. Dann gibt
es ein r ∈ R mit r ≥ n. Fu¨r z ∈ Γ2 folgt dann
‖rz‖ = r‖z‖ ≥ rm2 ≥ nm2 > max{M1, S1},
was zum einen ‖rz‖ > M1, also rz /∈ Γ1, und zum anderen ‖rz‖ > S1, also rz /∈ I(Γ1),
ergibt. Demzufolge muss rz in A(Γ1) liegen, und weil z beliebig gewa¨hlt ist, liefert dies
rΓ2 ⊆ A(Γ1); dies ist ein Widerspruch zu r ∈ R. Also ist R nach oben beschra¨nkt, und wir
setzen s := supR.
Als na¨chstes zeigen wir s ∈ R. Nach Definition von s gibt es eine konvergente Folge
(sn)n∈N ∈ R
N mit s = limn→∞ sn. Fu¨r alle n ∈ N existiert nach Definition von R ein
zn ∈ Γ2 mit un := snzn /∈ A(Γ1). Γ2 ist eine kompakte Menge, also gibt es eine konvergente
Teilfolge (znk)k∈N von (zn)n∈N in Γ2 mit
lim
k→∞
znk =: z ∈ Γ2.
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Nach dem Jordanschen Kurvensatz ist (unk)k∈N eine in der kompakten Menge I(Γ1) =
I(Γ1) ∪ Γ1 verlaufende Folge und deshalb gibt es eine konvergente Teilfolge
(
unkl
)
l∈N
von
(unk)k∈N in I(Γ1)
N
, fu¨r die gilt:
u := lim
l→∞
unkl ∈ I(Γ1),
also u /∈ A(Γ1). Weiter erhalten wir dann:
u = lim
l→∞
unkl = liml→∞
snklznkl = sz ∈ sΓ2,
also sΓ2 * A(Γ1). Demzufolge gilt s ∈ R, und ρ = maxR = s ist erkla¨rt. Wegen 1 ∈ R
folgt ρ ≥ 1.
Es sei Γ0 := ρ · Γ2. Um Γ1 b Γ0 zu zeigen, sind noch Γ0 ∩ Γ1 6= ∅ und Γ0 ∩ I(Γ1) = ∅ zu
beweisen: Wegen ρ ∈ R gibt es z0 ∈ Γ2, z0 6= 0, mit ρz0 /∈ A(Γ1), d.h. ρz0 ∈ I(Γ1) ∪ Γ1.
La¨ge ρz0 in I(Γ1), so ga¨be es wegen der Offenheit von I(Γ1) ein ε > 0 mit Uε(ρz0) ⊆ I(Γ1).
Dann ist aber auch
z0 ·
(
ρ+
²
2‖z0‖
)
∈ U²(ρz0) ⊆ I(Γ1),
denn es gilt: ∥∥∥∥ρz0 − z0(ρ+ ²2‖z0‖
)∥∥∥∥ = ²2 < ².
Wir setzen
ρ˜ := ρ+
²
2‖z0‖
> ρ.
Damit ist ρ˜z0 ∈ I(Γ1), also ρ˜z0 /∈ A(Γ1) und ρ˜z0 ∈ ρ˜Γ2, woraus ρ˜Γ2 * A(Γ1) folgt und
sich schliesslich ρ˜ ∈ R ergibt, was aber der Maximalita¨t von ρ widerspricht. Somit kann
ρz0 nicht in I(Γ1) liegen, und es muss ρz0 ∈ Γ1 gelten. Insbesondere sind, wie behauptet,
die Mengen Γ0 und Γ1 wegen ρz0 ∈ Γ0 ∩ Γ1 und ρΓ2 = Γ0 nicht disjunkt.
Schliesslich zeigen wir in a¨hnlicher Weise I(Γ1) ∩ Γ0 = ∅, also Γ0 ⊆ Γ1 ∪A(Γ1) : Wir neh-
men an, es gibt z ∈ I(Γ1) ∩ Γ0. Dann finden wir wie oben wegen der Offenheit von I(Γ1)
ein r > 1 mit rz ∈ I(Γ1) ∩ rΓ0, also rz ∈ I(Γ1) und demzufolge rΓ0 = rρΓ2 * A(Γ1), was
aber wegen rρ > ρ der Maximalita¨t von ρ widerspricht. ¥
Um zu beweisen, dass jeder θ−Halbstrahl einen gemeinsamen Punkt mit der Spur ei-
ner ursprungsumlaufenden Jordankurve γ : I → R2 besitzt, beno¨tigen wir Lemma 1.1.1.
Wir ko¨nnen allerdings keine Eindeutigkeit dieses Punktes erwarten, also existiert i.a. keine
Abbildung, die einem Winkel θ ∈ [− 3pi
2
, pi
2
) eine Schnittzeit t ∈ I zuordnet. Es ist jedoch
mo¨glich, Abbildungen Ξ bzw. ξ zu definieren die dem Winkel eine gro¨sste bzw. kleinste
Schnittzeit zuordnen.
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Bemerkung 1.1.4 Es seien γ : I → R2 eine ursprungsumlaufende Jordankurve mit Spur
Γ und I∗ := I \ {max I}.
1. Fu¨r θ ∈ [−3pi
2
, pi
2
) =: Θ ist die Menge der Schnittzeiten
L(θ) := {t ∈ I∗ : γ(t) ∈ `(θ)}
nicht leer.
2. Die Abbildungen
Ξ :
(
−
3pi
2
,
pi
2
)
3 θ 7→ supL(θ) ∈ I∗,
ξ :
(
−
3pi
2
,
pi
2
)
3 θ 7→ inf L(θ) ∈ I∗
sind wohldefiniert.
Beweis: Es sei θ ∈ Θ.
1. Der θ−Halbstrahl `(θ) ist unbeschra¨nkt, nach dem Jordanschen Kurvensatz ist I(Γ) =
I(Γ) ∪ Γ beschra¨nkt. Folglich existiert ein Punkt w ∈ `(θ) mit w /∈ I(Γ), also
w ∈ A(Γ). Nach Voraussetzung ist der Ursprung in I(Γ) enthalten. Dann existiert
mit Lemma 1.1.1 ein σ ∈ (0, 1) mit
zσ := σw + (1− σ) ·
(
0
0
)
= σw ∈ Γ.
Wegen R+0 `(θ) ⊆ `(θ) folgt zσ ∈ Γ∩ `(θ). Weil Γ die Spur von γ : I → R2 ist, gibt es
ein s ∈ I mit zσ = γ(s). Ist s = max I, so setzen wir t := min I ∈ I
∗, andernfalls sei
t := s ∈ I∗. Somit gilt t ∈ L(θ), und L(θ) ist nicht leer.
2. Die nicht-leere Menge L(θ) ist beschra¨nkt, sie besitzt also ein Supremum und ein
Infimum. Daher sind ξ und Ξ wohldefiniert. ¥
Als na¨chstes behaupten wir das strenge Fallen der Abbildungen ξ und Ξ; dies wa¨re nicht
beweisbar, wenn ξ und Ξ auf dem gesamten Winkelbereich Θ definiert sind. Ausserdem
halten wir fest, dass ξ und Ξ im allgemeinen nicht stetig sind.
Bemerkung 1.1.5 Es seien T > 0, A ∈ (0, T ) und
γ : [0, T ] 3 t 7→
(
γ1(t)
γ2(t)
)
∈ R2
eine ursprungsumlaufende Jordankurve mit Spur Γ. Desweiteren gelte
(Γ ∩ ({0} × R)) \ {γ(0), γ(A)} = ∅
sowie
γ(0) ∈ {0} × R+, γ(A) ∈ {0} × R− und γ((0, A)) ⊆ R+ × R.
Dann sind die in Bemerkung 1.1.4 definierten Abbildungen Ξ und ξ streng monoton fallend.
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Beweis: Fu¨r θ ∈ [−pi
2
, pi
2
) gilt die folgende A¨quivalenz:
t ∈ [0, T ),
(
γ1(t)
γ2(t)
)
∈ `(θ) genau dann, wenn
{
θ = arctan γ2(t)
γ1(t)
, t ∈ (0, A)
θ = −pi
2
, t = A
}
. (1.1)
Ist θ ∈ (−3pi
2
,−pi
2
), so erhalten wir entsprechend
t ∈ [0, T ),
(
γ1(t)
γ2(t)
)
∈ `(θ) genau dann, wenn θ = arctan
γ2(t)
γ1(t)
− pi, t ∈ (A, T ). (1.2)
Wir zeigen zuna¨chst das strenge Fallen von ξ anhand eines Zwischenwertarguments einer
unten definierten Zeit-Winkel-Abbildung. Die Definition von ξ und die Argumentdarstel-
lung von Spurpunkten (1.1) und (1.2) liefern
ξ(θ) =

min
{
t ∈ (0, A) : θ = arctan γ2(t)
γ1(t)
}
, θ ∈ (−pi
2
, pi
2
)
A, θ = −pi
2
min
{
t ∈ (A, T ) : θ = arctan γ2(t)
γ1(t)
− pi
}
, θ ∈ (−3pi
2
,−pi
2
)
 . (1.3)
Die folgenden Funktionen Θ1 und Θ2 ordnen Zeiten von Spurpunkten in der rechten und
linken Halbebene ihre Argumente zu:
Θ1 : (0, A) 3 t 7→ arctan
γ2(t)
γ1(t)
∈
(
−
pi
2
,
pi
2
)
,
Θ2 : (A, T ) 3 t 7→ arctan
γ2(t)
γ1(t)
− pi ∈
(
−
3pi
2
,−
pi
2
)
.
Die Voraussetzungen an γ ergeben limt→0+
γ2(t)
γ1(t)
= +∞ und limt→A−
γ2(t)
γ1(t)
= −∞, woraus
lim
t→0+
Θ1(t) =
pi
2
und lim
t→A−
Θ1(t) = −
pi
2
folgt. Genauso gelten gema¨ss Voraussetzung an γ die Gleichungen limt→A+
γ2(t)
γ1(t)
= +∞ und
limt→T−
γ2(t)
γ1(t)
= −∞, was
lim
t→A+
Θ2(t) =
pi
2
− pi = −
pi
2
und lim
t→T−
Θ2(t) = −
pi
2
− pi = −
3pi
2
nach sich zieht. Daru¨berhinaus liefert die Stetigkeit von Θ1 und Θ2
Θ1((0, A)) =
(
−
pi
2
,
pi
2
)
und Θ2((A, T )) =
(
−
3pi
2
,−
pi
2
)
. (1.4)
Um die strenge Monotonie von ξ zu zeigen, wa¨hlen wir θ1 und θ2 aus
(
−3pi
2
, pi
2
)
mit θ1 < θ2,
es ist also ξ(θ1) > ξ(θ2) zu zeigen. Wir nehmen dazu ξ(θ1) ≤ ξ(θ2) an. Wa¨re ξ(θ1) = ξ(θ2),
so erhielten wir mit (1.3) widerspru¨chlicherweise θ1 = θ2. Nach Annahme gilt also
t1 := ξ(θ1) < ξ(θ2) =: t2.
Wir unterscheiden im folgenden die drei Fa¨lle
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I θ2 ∈
(
−pi
2
, pi
2
)
.
II θ2 = −
pi
2
.
III θ2 ∈
(
−3pi
2
,−pi
2
)
.
Die Betrachtung der Einzelfa¨lle ergibt jeweils einen Widerspruch:
I Nach (1.3) gilt t2 ∈ (0, A). Liegt θ1 ∈
(
−pi
2
, pi
2
)
, so haben wir
−
pi
2
< θ1 < θ2 <
pi
2
und mit obigen Grenzwertaussagen
−
pi
2
< Θ1(t1) < Θ1(t2) <
pi
2
= lim
t→0+
Θ1(t). (1.5)
Die Funktion Θ1 nimmt aus Stetigkeitsgru¨nden zwischen 0 und t1 jeden Wert an, der
zwischen Θ1(t1) und
pi
2
= limt→0+Θ1(t) liegt. Wegen Θ1(t2) ∈ (Θ1(t1),
pi
2
) gibt es ein
t˜ ∈ (0, t1) mit Θ1(t˜) = Θ1(t2) = θ2, und wir haben t˜ < t1 < t2. Aber nach Definition
von ξ ist t2 die kleinste Zeit t, bei der θ2 = Θ1(t) gilt. Dies ist ein Widerspruch zur
Annahme ξ(θ1) < ξ(θ2), es gilt ξ(θ1) > ξ(θ2).
Liegt θ1 ∈
(
−3pi
2
,−pi
2
]
, so folgt nach (1.3), dass ξ(θ1) ∈ [A, T ). Mit ξ(θ2) ∈ (0, A) folgt
die zu beweisende Ungleichung ξ(θ1) > ξ(θ2).
II Nach (1.3) gilt ξ(θ2) = A und wegen θ1 < θ2 folgt θ1 ∈
(
−3pi
2
,−pi
2
)
. Eine erneute
Anwendung von (1.3) gibt mit ξ(θ1) ∈ (A, T ) wie gewu¨nscht ξ(θ1) > ξ(θ2).
III Wegen θ1 < θ2 folgt θ1 ∈
(
−3pi
2
,−pi
2
)
; wir gehen a¨hnlich zu Fall I vor:
−
3pi
2
< θ1 < θ2 < −
pi
2
bzw.
−
3pi
2
< Θ2(t1) < Θ2(t2) < −
pi
2
.
Mit dem gleichen Zwischenwertargument wie oben folgt die Existenz von t˜ ∈ (A, t1)
mit Θ2(t˜) = Θ2(t2) = θ2 und t˜ < t1 < t2 im Widerspruch zur Minimalita¨t von t2.
Also muss ξ(θ1) > ξ(θ2) gelten.
Insgesamt haben wir das strenge Fallen von ξ bewiesen. Um dies auch fu¨r Ξ zu tun,
verfahren wir fast analog und heben die geringfu¨gigen Unterschiede hervor.
Wir erhalten wie oben
Ξ(θ) =

max
{
t ∈ (0, A) : θ = arctan γ2(t)
γ1(t)
}
, θ ∈ (−pi
2
, pi
2
)
A, θ = −pi
2
max
{
t ∈ (A, T ) : θ = arctan γ2(t)
γ1(t)
− pi
}
, θ ∈ (−3pi
2
,−pi
2
)
 (1.6)
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Die Argumente θ1 und θ2 mit θ1 < θ2 seien gegeben, es ist Ξ(θ1) > Ξ(θ2) zu zeigen.
Dazu nehmen wir Ξ(θ1) ≤ Ξ(θ2) an, und aus Ξ(θ1) = Ξ(θ2) erhalten wir wie oben den
Widerspruch θ1 = θ2. Also gehen wir von
t1 := Ξ(θ1) < Ξ(θ2) =: t2
aus. Wir betrachten die Fa¨lle
I θ2 ∈
(
−pi
2
, pi
2
)
.
II θ2 = −
pi
2
.
III θ2 ∈
(
−3pi
2
,−pi
2
)
.
Die Betrachtung der drei Fa¨lle ergibt wie oben jeweils einen Widerspruch:
I Nach (1.6) gilt t2 ∈ (0, A). Liegt θ1 ∈
(
−pi
2
, pi
2
)
, so haben wir
−
pi
2
< θ1 < θ2 <
pi
2
und mit obigen Grenzwertaussagen Θ1 und Θ2 betreffend
lim
t→A−
Θ1(t) = −
pi
2
< Θ1(t1) < Θ1(t2) <
pi
2
.
Die Funktion Θ1 nimmt aus Stetigkeitsgru¨nden zwischen t2 und A jeden Wert an,
der zwischen −pi
2
= limt→A−Θ1(t) und Θ1(t2) liegt. Wegen Θ1(t1) ∈ (−
pi
2
,Θ1(t2))
gibt es ein t˜ ∈ (t2, A) mit Θ1(t˜) = Θ1(t1) = θ1, und wir haben t˜ > t2 > t1, was
der Maximalita¨t von t1 widerspricht, die Annahme ξ(θ1) < ξ(θ2) ist falsch, es gilt
ξ(θ1) > ξ(θ2).
Liegt θ1 ∈
(
−3pi
2
,−pi
2
]
, so folgt nach (1.6), dass Ξ(θ1) ∈ [A, T ). Mit Ξ(θ2) ∈ (0, A)
folgt die zu beweisende Ungleichung Ξ(θ1) > Ξ(θ2).
II Nach (1.6) gilt Ξ(θ2) = A und wegen θ1 < θ2 folgt θ1 ∈
(
−3pi
2
,−pi
2
)
. Eine erneute
Anwendung von (1.6) gibt mit Ξ(θ1) ∈ (A, T ) wie gewu¨nscht Ξ(θ1) > Ξ(θ2).
III Wegen θ1 < θ2 folgt θ1 ∈
(
−3pi
2
,−pi
2
)
; wir gehen a¨hnlich zu Fall I vor:
−
3pi
2
< θ1 < θ2 < −
pi
2
bzw.
−
3pi
2
< Θ2(t1) < Θ2(t2) < −
pi
2
.
Es folgt die Existenz von t˜ ∈ (t2, T ) mit Θ2(t˜) = Θ2(t1) = θ1 und t˜ > t2 > t1 im
Widerspruch zur Maximalita¨t von t1. Also gilt Ξ(θ1) > Ξ(θ2). ¥
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1.2 Voraussetzungen und Grundlagen
Es seien µ ≥ 0 und f : R → R eine stetig differenzierbare Funktion. Bei der Betrachtung
von
(µ, f) x˙(t) = −µx(t) + f(x(t− 1))
gehen wir zuna¨chst von der allgemeinen, nicht-autonomen Gleichung
[α, g] y˙(t) = g(t, y(t), y(t− α))
mit Verzo¨gerungsla¨nge α ≥ 0 aus; dabei sei g : R3 → R eine stetige Funktion, die bzgl.
der zweiten und dritten Variablen, den Ortsvariablen, stetig differenzierbar ist. Gleichung
(µ, f) ist ein autonomer Spezialfall von [1, g] mit g : R3 3 (t, ξ, ζ) 7→ −µξ + f(ζ) ∈ R.
Bevor wir spezielle Eigenschaften der Nicht-Linearita¨t f im Hinblick auf eine Anwendung
von Gleichung (µ, f) bei der Beschreibung von neuronalen Netzen voraussetzen, fu¨hren wir
grundlegende Begriffe ein und definieren zuna¨chst, was unter einer Lo¨sung von [α, g] zu
verstehen ist. Insbesondere wissen wir dann, was eine Lo¨sung von (µ, f) ist.
Definition 1.2.1 Eine stetige Funktion y : [t0 − α, tmax)→ R heisst bei gegebenen reellen
Zahlen t0 und tmax ∈ (t0,∞) ∪ {∞} eine Lo¨sung von [α, g] zur Startzeit t0, wenn sie fu¨r
t ∈ (t0, tmax) differenzierbar ist und dort [α, g] erfu¨llt. Eine Funktion y : (−∞, tmax) → R
heisst Lo¨sung von [α, g] , wenn sie differenzierbar ist und [α, g] erfu¨llt. ¤
Sind α = 1, t0 = 0 und x : [−1, tmax)→ R eine Lo¨sung von (µ, f) , so la¨sst sich x schon bei
Kenntnis der Werte auf einem Intervall der La¨nge α = 1 fu¨r alle zuku¨nftige Zeiten, also
tmax =∞, sukzessive berechnen:
x(t) = e−µ(t−n)x(n) +
∫ t
n
e−µ(t−s)f(x(s− 1))ds, t ∈ [n, n+ 1], n ∈ N0.
Um eine solche Lo¨sung fu¨r t ≥ t0 eindeutig festzulegen, ist somit die Vorgabe einer Funktion
auf einem Intervall der La¨nge 1 (i.a. der La¨nge α ≥ 0) hinreichend. Deshalb fassen wir einen
mo¨glichen Zustand des Systems, das durch Gleichung [α, g] beschrieben wird, als Element
des Banachraums
Cα := C([−α, 0],R)
mit Maximum-Norm
‖ · ‖α : Cα 3 ϕ 7→ max
s∈[−α,0]
|ϕ(s)| ∈ R
auf. Wir beachten, dass bei einer Verzo¨gerungszeit von α = 0 das System unmittelbar
auf eine A¨nderung des Zustands reagiert und wir eine gewo¨hnliche Differentialgleichung
vorliegen haben, deren Phasenraum C0 ∼= R mit Norm | · | ist. Zur Vereinfachung setzen
wir C := C1 und ‖ · ‖ := ‖ · ‖
1.
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Der Zustand einer Lo¨sung x zur Zeit t, die auf [t0 − α, tmax) oder (−∞, tmax) definiert ist,
wird folglich fu¨r t ∈ [t0, tmax) bzw. t ∈ (−∞, tmax) durch die stetige Funktion
xt : [−α, 0] 3 s 7→ x(t+ s) ∈ R
repra¨sentiert, xt ∈ Cα heisst Lo¨sungssegment zur Zeit t.
Setzen wir
G : R× Cα 3 (t, ϕ) 7→ g(t, ev0(ϕ), ev−α(ϕ)) ∈ R,
so la¨sst sich [α, g] als Funktionaldifferentialgleichung schreiben:
y˙(t) = G(t, yt).
Die Eigenschaften von g u¨bertragen sich auf die unseres Beispiels G : R × Cα 3 (t, ϕ) 7→
g(t, ev0(ϕ), ev−α(ϕ)) ∈ R, d.h. G ist stetig und in der zweiten Variablen stetig differen-
zierbar, insbesondere dort lokal Lipschitz-stetig; vgl. dazu auch Diekmann, van Gils,
Verduyn Lunel & Walther [10] oder Hale [18].
Eine Lo¨sung von y˙(t) = G(t, yt) ist im Sinne von Definition 1.2.1 zu verstehen. Wie bei
gewo¨hnlichen Differentialgleichungen, die sich auch als Funktionaldifferentialgleichung mit
Verzo¨gerungsla¨nge α = 0 auffassen lassen, ergibt sich bei einer lokal Lipschitz-stetigen
Nicht-Linearita¨t eine Existenz- und Eindeutigkeitsaussage fu¨r Lo¨sungen, wenn ein Start-
wert ϕ ∈ Cα vorgegeben wird, also ein Anfangswertproblem vorliegt:
Satz 1.2.1 (Existenz und Eindeutigkeit) Es seien t0 ∈ R und G : R× Cα → R stetig
und lokal Lipschitz-stetig bzgl. der zweiten Variable ϕ ∈ Cα. Dann gibt es genau eine
(maximale) Lo¨sung yϕ : [t0 − α, tmax)→ R des Anfangswertproblems
y˙(t) = G(t, yt), yt0 = ϕ.
¥
Ein Beweis dieses grundlegenden Satzes ist z.B. in den Bu¨chern von Diekmann, van
Gils, Verduyn Lunel & Walther [10] oder Hale [18] zu finden.
Anmerkung 1.2.1 Weil die Funktion yϕ : [t0 − α, tmax) → R genau dann eine Lo¨sung
von y˙(t) = G(t, yt) ist, wenn sie [α, g] lo¨st, sind die mit [α, g] formulierbaren Anfangswert-
probleme eindeutig lo¨sbar. Insbesondere gilt dies fu¨r Gleichung (µ, f) . ¥
Da i.a. eine Lo¨sung von [α, g] mit Startwert t0 nur in positiver Zeitrichtung eindeutig fest-
gelegt ist, erhalten wir anstatt eines Lo¨sungsflusses lediglich einen Lo¨sungshalbfluss, dessen
Zeit−t−Abbildung fu¨r t ≥ t0 definiert ist.
Wie wir oben gesehen haben, findet Gleichung (µ, f) Anwendung in der Theorie der neu-
ronalen Netzwerke, z.B. als Modell eines einzelnen Neurons. Die Nicht-Linearita¨t f u¨ber-
nimmt dabei die Rolle einer so genannten Signalfunktion, die fu¨r die Signalu¨bermittlung zu
anderen Neuronen steht. Bei dieser Modellierung ist neben Signum-artigen Treppenfunk-
tionen und stu¨ckweise linearen Funktionen eine glatte, streng monoton wachsende Funktion
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f : R → R, die u.a. gewissen Kru¨mmungseigenschaften genu¨gt, am meisten gebra¨uchlich;
man denke etwa an eine logistische Funktion, den Arcus-Tangens oder hyperbolischen Tan-
gens; vgl. dazu auch Wu [54]. In diesem Sinne halten wir eine erste Voraussetzung an die
Nicht-Linearita¨t f fest:
(H1) Die Funktion f ist stetig differenzierbar mit f ′ > 0 und f(0) = 0.
Aus f(0) = 0 folgt, dass x = 0 eine Lo¨sung von (µ, f) ist. Fu¨r alle x ∈ R \ {0} gilt
x · f(x) > 0
und (µ, f) beschreibt eine positive, verzo¨gerte Ru¨ckkopplung um die Ruhelage 0 mit spon-
taner Da¨mpfung, die durch die Gro¨sse des nicht-negativen Parameters µ gegeben ist.
Wenn wir eine streng monotone Ru¨ckkopplung gema¨ss (H1) voraussetzen, la¨sst sich fu¨r
Lo¨sungen x : R → R von (µ, f) die Eindeutigkeit in negativer Zeitrichtung beweisen, was
ohne (H1) i.a. nicht mo¨glich ist.
Bemerkung 1.2.1 Es gelte (H1), und es seien x0 : R → R und x1 : R → R Lo¨sungen
von (µ, f) . Dann folgt aus x0τ = x
1
τ fu¨r ein τ ∈ R
x0t = x
1
t fu¨r alle t ∈ R.
Beweis: Lo¨sungen sind in positiver Zeitrichtung bei Festlegung eines Lo¨sungssegments
eindeutig bestimmt, d.h. es gilt x0t = x
1
t fu¨r alle t ≥ τ . Wir mu¨ssen also x
0
t = x
1
t fu¨r alle
t < τ zeigen. Dazu reicht es x0t = x
1
t fu¨r alle t ∈ [τ − 1, τ ] zu beweisen, die Gleichheit fu¨r
alle t < τ folgt dann sukzessive auf Intervallen der La¨nge 1.
Es gilt x0|[τ−1,τ ] = x
1|[τ−1,τ ] und daher x˙
0|[τ−1,τ ] = x˙
1|[τ−1,τ ], also fu¨r alle t ∈ [τ − 1, τ ]
−µx0(t) + f(x0(t− 1)) = x˙0(t) = x˙1(t) = −µx1(t) + f(x1(t− 1)) = −µx0(t) + f(x1(t− 1)),
also
f(x0(t− 1)) = f(x1(t− 1)),
was unter Beru¨cksichtigung von (H1) x0(s) = x1(s) fu¨r alle s ∈ [τ −2, τ −1] bedeutet, d.h.
x0t = x
1
t fu¨r alle t ∈ [τ − 1, τ ]. ¥
In den na¨chsten Abschnitten werden wir sehen, dass sich die in (H1) vorausgesetzte stren-
ge Monotonie der Ru¨ckkopplungsfunktion f in gewissem Sinne auf (noch zu definierende)
periodische Lo¨sungen x : R → R von (µ, f) u¨bertra¨gt: zwischen ihren strikten Extrema
verla¨uft die periodische Lo¨sung streng monoton und besitzt somit das qualitative Verhalten
der Sinus-Funktion.
Voraussetzung (H1) legt nicht fest, wie die Nicht-Linearita¨t f wa¨chst. Wir werden in den
Abschnitten 1.6 und 1.7 sehen, dass insbesondere bei der Beantwortung von Eindeutig-
keitsfragen eine Voraussetzung an f wichtig ist, die ein progressives Wachstum von f |R−
und ein degressives von f |R+ impliziert:
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(H2) Es sei f stetig differenzierbar, und fu¨r
h : R \ {0} 3 x 7→
x · f ′(x)
f(x)
∈ R+
seien h|R+ streng monoton fallend und h|R− streng monoton wachsend.
Die Voraussetzung (H2) schra¨nkt eine Anwendung der gewonnenen Ergebnisse auf neu-
ronale Netze nicht wesentlich ein, denn die erwa¨hnten typischen Signalfunktionen (Arcus-
Tangens, logistische Funktion und hyperbolischer Tangens) erfu¨llen (H2). Gilt (H2), so
ko¨nnen wir wegen lim06=x→0 h(x) = 1 folgendes anmerken.
Anmerkung 1.2.2 Es sei (H2) gegeben. Dann gilt 0 < h < 1. ¥
Wenn die Funktion f zweimal stetig differenzierbar ist und sowohl (H1) als auch (H2)
erfu¨llt sind, so ist die Hilfsfunktion h stetig differenzierbar. Fu¨r alle x ∈ R \ {0} haben wir
in diesem Fall
h′(x) =
(f ′(x) + xf ′′(x))f(x)− xf ′(x)2
f(x)2
.
Es folgt dann fu¨r alle x ∈ R \ {0}
xf ′′(x) = f(x)h′(x) + f ′(x)(h(x)− 1).
Nach (H2) und Anmerkung 1.2.2 gelten f ′ > 0, h′|R+ ≤ 0, h
′|R− ≥ 0 und h ∈ (0, 1). Also
erhalten wir fu¨r x < 0 die Ungleichung xf ′′(x) < 0, d.h. f ′′(x) > 0. Auch fu¨r x > 0 ist
xf ′′(x) negativ, so dass hier f ′′(x) < 0 ausfa¨llt. Somit ko¨nnen wir folgendes anmerken:
Anmerkung 1.2.3 Sind (H1) und (H2) erfu¨llt, und ist f zweimal stetig differenzierbar,
so ist der Graph von f |R− konvex und der Graph von f |R+ konkav. Ferner gilt f
′′(0) = 0.¥
6
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Konkavita¨tKonvexita¨t
.............
a
f(a) ..................
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x
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Die Voraussetzung (H2) legt also das Kru¨mmungsverhalten des Graphen von f fest. Neh-
men wir (H1) an, und ist x ∈ R+, so fa¨llt R+ 3 λ 7→ f(x
λ
) ∈ R streng monoton, jedoch
ist zuna¨chst unklar, welches Wachstumsverhalten Φx : R+ 3 λ 7→ λf(xλ) ∈ R besitzt.
Wenn wir nun (H2) neben (H1) annehmen, so la¨sst sich leicht das strenge Wachsen von
Φx zeigen, d.h. eine Stauchung des Arguments fa¨llt weniger ins Gewicht als die Streckung
des betreffenden Funktionswerts:
Bemerkung 1.2.2 Es gelte (H1) und (H2), und es sei x ∈ R. Dann ist die Funktion
Φx : R+ 3 λ 7→ λ · f
(x
λ
)
∈ R
fu¨r x ∈ R+ streng monoton wachsend und fu¨r x ∈ R− streng monoton fallend.
Beweis: Es sei x ∈ R, die stetige Differenzierbarkeit von f u¨bertra¨gt sich auf Φx. Die
Behauptung la¨sst sich dann unter Beru¨cksichtigung von (H1) und (H2) an der Ableitung
von Φx ablesen: Fu¨r alle λ ∈ R+ gilt
Φ′x(λ) = f
(x
λ
)
− λ ·
x
λ2
f ′
(x
λ
)
= f
(x
λ
)
·
(
1− h
(x
λ
))
.
¥
Im folgenden Abschnitt fu¨hren wir ein Funktional V : C \ {0} → 2N0 ∪ {∞} ein, das sich
als ein wichtiges Werkzeug zur Untersuchung von Lo¨sungen x : R → R der Gleichung
(µ, f) herausstellen wird.
1.3 Das Lyapunov-Funktional V
Bereits Myshkis [42] hat festgestellt, dass bei bestimmten, der Klasse [α, g] angeho¨ren-
den Delaygleichungen die Oszillationsgeschwindigkeit einer Lo¨sung mit wachsender Zeit
nicht zunimmt. Mallet-Paret & Sell [36] formalisieren diese Tatsache fu¨r Systeme
von Gleichungen, deren eindimensionaler Spezialfall bis auf Vorzeichenbedingungen gerade
durch [α, g] gegeben ist. Die Oszillationsfrequenz einer Lo¨sung dieser Gleichung wird durch
ein von der Gleichung unabha¨ngiges Funktional V wiedergegeben, indem die Vorzeichen-
wechsel der ϕ−Werte eines Zustands ϕ ∈ C \ {0} geza¨hlt werden; siehe dazu auch Cao
[5]. Daher ist ein Bild von V eine nicht-negative ganze Zahl oder ∞, V ist ein diskretes
Funktional.
Im folgenden gehen wir von Mallet-Paret & Sell [37] aus, um einerseits ein wenig
Grundlegendes u¨ber V , na¨mlich
1. das erwa¨hntemonotone Fallen von V la¨ngs Lo¨sungen einer Gleichung, die (µ, f) unter
der Annahme (H1) verallgemeinert,
2. eine Bedingung fu¨r das strikte Fallen von V und
3. eine Bedingung fu¨r die Endlichkeit von V
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zu zitieren. Andererseits beweisen wir alle spezielleren Aussagen, die na¨her an unseren in
den folgenden Abschnitten formulierten Problemen liegen und weichen dabei z.T. von der
Vorlage ab. Einige der hier das Funktional V betreffenden Eigenschaften sind zwar auch in
Anhang VI der Monographie von Krisztin, Walther & Wu [33] zu finden, allerdings
wird dort eine fu¨r unsere Zwecke zu kleine Klasse von Gleichungen betrachtet.
Das Funktional V erinnert mit seinen Eigenschaften an eine Lyapunov-Funktion, die z.B.
bei gewo¨hnlichen Differentialgleichungen auftritt. Daher heisst das unten definierte diskrete
Funktional V diskretes Lyapunov-Funktional. Die folgende Definition von V fu¨r Gleichun-
gen mit positivem Feedback u¨bernehmen wir von Mallet-Paret & Sell [36]. Dabei ist
zu beachten, dass die Oszillationsgeschwindigkeit einer Funktion ϕ ∈ C \ {0} nicht direkt
als Anzahl der Vorzeichenwechsel gewa¨hlt werden sollte. Z.B. haben die Segmente yt, t ∈ R,
der pi
2
−periodischen Funktion y : R 3 t 7→ sin(4t) ∈ R abwechselnde Vorzeichenwechsel-
Anzahlen von 1 und 2, obwohl man eine konstante Oszillationsgeschwindigkeit V (yt) fu¨r alle
t ∈ R annehmen mo¨chte. Bei der folgenden Definition kommen daher nur gerade natu¨rliche
Zahlen als Werte von V vor.
Definition 1.3.1 Es sei K := {ϕ ∈ C : ϕ ≥ 0} ⊆ C der Kegel der nicht-negativen
Funktionen in C, T := {(sj)
k
j=0 ∈ [−1, 0]
{0,...,k} : (sj)
k
j=0 ist streng monoton wachsend}.
Zu ϕ ∈ C \ {0} sei die Menge Mϕ ⊆ N durch
Mϕ := {k ∈ N : Es gibt (sj)kj=0 ∈ T mit ϕ(sj−1)ϕ(sj) < 0 fu¨r alle j ∈ {1, . . . , k}}
definiert. Die Abbildung # : C \ {0} → N0 ∪ {∞} mit
#(ϕ) =
{
supMϕ, ϕ ∈ C \ (K ∪ (−K))
0, ϕ ∈ K ∪ (−K)
}
heisst Vorzeichen-Wechsel.
Die Abbildung
V : C \ {0} → 2N0 ∪ {∞}
mit
V (ϕ) =
{
#(ϕ), #(ϕ) ∈ 2N0 ∪ {∞}
#(ϕ) + 1, #(ϕ) ∈ 2N0 + 1
}
heisst diskretes Lyapunov-Funktional. ¤
Die Lo¨sungssegmente yt einer noch zu definierenden periodischen Lo¨sung y : R → R von
[α, g] verlaufen fu¨r alle t ∈ R im Unterraum
C1α := C
1([−α, 0],R), C1 := C11 ,
von Cα. Wir versehen C
1
α mit der Norm
‖ · ‖α1 : C
1
α 3 ϕ 7→ ‖ϕ‖
α + ‖ϕ˙‖α ∈ R, ‖ · ‖1 := ‖ · ‖11.
Damit ist C1α ein Banachraum, wobei ϕ˙(−α) und ϕ˙(0) als rechts- bzw. linksseitige Ablei-
tungen zu verstehen sind. Zuna¨chst machen wir eine elementare Feststellung:
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Bemerkung 1.3.1 Es seien
N := {ϕ ∈ C1 : Fu¨r alle t ∈ ϕ−1(0) gilt ϕ˙(t) 6= 0},
S1 := {ϕ ∈ C
1 : ϕ(0) 6= 0 oder ϕ˙(0)ϕ(−1) > 0},
S2 := {ϕ ∈ C
1 : ϕ(−1) 6= 0 oder ϕ˙(−1)ϕ(0) < 0}.
1. Die Mengen N , S1 und S2 sind offen in C
1.
2. Es gilt V (N ) ⊆ 2N0, insbesondere gilt fu¨r alle ϕ ∈ N
#(ϕ) = |ϕ−1(0) ∩ (−1, 0)|.
Beweis: Die MengeN besteht nach Definition aus allen stetig differenzierbaren Funktionen
ϕ : [−1, 0] → R, die nur einfache Nullstellen besitzen. Wir beachten dabei die Inklusion
{ϕ ∈ C1 : ϕ−1(0) = ∅} ⊆ N .
1. Um die Offenheit von N in C1 zu zeigen, beweisen wir die Abgeschlossenheit von
C1 \ N = {ϕ ∈ C1 : Es gibt t ∈ ϕ−1(0) mit ϕ˙(t) = 0} ⊆ C1.
Es sei dazu (ϕn)n∈N eine Folge in C
1\N mit limn→∞ ϕn = ϕ ∈ C
1. Die Folgen (ϕn)n∈N
und (ϕ˙n)n∈N sind dann punktweise gegen ϕ und ϕ˙ konvergent. Fu¨r alle n ∈ N gibt
es tn ∈ ϕ
−1
n (0) mit ϕ˙n(tn) = 0. Es existiert eine konvergente Teilfolge (tnk)k∈N von
(tn)n∈N, wobei wir t := limk→∞ tnk ∈ [−1, 0] setzen.
Es sei ε > 0 gegeben. Aus der gleichma¨ssigen Konvergenz von (ϕnk)k∈N gegen ϕ folgt
die Existenz von K1 ∈ N, so dass fu¨r alle k ≥ K1, l ≥ K1 und s ∈ [−1, 0] gilt
|ϕnk(s)− ϕnl(s)| <
ε
3
.
Weiterhin liefert die gleichma¨ssige Konvergenz von (ϕnk)k∈N eine natu¨rliche Zahl
K ≥ K1, so dass fu¨r alle k ≥ K und alle s ∈ [−1, 0] gilt:
|ϕnk(s)− ϕ(s)| <
ε
3
.
Die Funktion ϕnK ist in t ∈ [−1, 0] stetig, d.h. es gibt ein δ > 0, so dass fu¨r alle
s ∈ [−1, 0] mit |s− t| < δ folgt:
|ϕnK (s)− ϕnK (t)| <
ε
3
.
Durch die Konvergenz von (tnk)k∈N gegen t erhalten wir ein K2 ∈ N, so dass fu¨r alle
k ≥ K2 gilt: |tnk − t| < δ. Fu¨r jedes k ∈ N mit k ≥ max{K,K2} gilt daher
|ϕnk(tnk)− ϕ(t)| ≤ |ϕnk(tnk)− ϕnK (tnk)|+ |ϕnK (tnk)− ϕnK (t)|+ |ϕnK (t)− ϕ(t)| <
<
ε
3
+
ε
3
+
ε
3
= ε .
1.3 Das Lyapunov-Funktional V 44
Wir erhalten daher
0 = lim
k→∞
0 = lim
k→∞
ϕnk(tnk) = ϕ(t).
Eine identische Beweisfu¨hrung liefert das letzte Gleichheitszeichen bei
0 = lim
k→∞
0 = lim
k→∞
ϕ˙nk(tnk) = ϕ˙(t).
Daher gilt ϕ ∈ C1 \N . Die Menge C1 \N ist somit abgeschlossen in C1 und daher N
offen in C1.
Wir zeigen die Offenheit von S1, die von S2 ist analog zu beweisen, was nicht weiter
ausgefu¨hrt wird.
Die Evaluationen ev0 : C 3 ϕ 7→ ϕ(0) ∈ R und ev−1 : C 3 ϕ 7→ ϕ(−1) ∈ R sind
stetig, fu¨r ihre Einschra¨nkungen ev0|C1 und ev−1|C1 gilt dasselbe. Die Stetigkeit des
Differentiationsoperators D : C1 3 ϕ 7→ ϕ˙ ∈ C liefert dann die Stetigkeit von
E := (ev0 ◦D) · ev−1 : C
1 → R,
wobei die Produktbildung punktweise zu verstehen ist. Mit diesen Abbildungen la¨sst
sich die Menge S1 ⊆ C
1 als Vereinigung stetiger Urbilder offener Mengen in R schrei-
ben, ist also selbst offen:
S1 = {ϕ ∈ C
1 : ϕ(0) 6= 0} ∪ {ϕ ∈ C1 : ϕ˙(0)ϕ(−1) > 0} = ev−10 (R \ {0}) ∪ E−1(R+).
2. Angenommen, es gibt ein ϕ ∈ N mit V (ϕ) = ∞, d.h. es muss #(ϕ) = ∞ gelten.
Von der Definition des Vorzeichenwechsels # ausgehend gibt es dann eine streng
monoton wachsende Folge (sj)j∈N0 in [−1, 0] mit ϕ(sj−1)ϕ(sj) < 0 fu¨r alle j ∈ N. Die
Funktion ϕ ist stetig und ein Zwischenwertargument liefert die Existenz einer streng
monoton wachsenden Folge (rj)j∈N in ϕ
−1(0) mit rj ∈ (sj−1, sj) fu¨r alle j ∈ N. Es
gibt eine konvergente Teilfolge (rjk)k∈N von (rj)j∈N mit r := limk→∞ rjk und ϕ(r) = 0;
r ist nach Voraussetzung einfach. Der Satz von Rolle liefert zur streng monoton
wachsenden Nullstellenfolge (rjk)k∈N eine Folge (tk)k∈N in ϕ˙
−1(0) mit tk ∈ (rjk , rjk+1)
fu¨r alle k ∈ N. Das Einschliessungskriterium fu¨r konvergente Folgen liefert zum einen
die Konvergenz von (tk)k∈N, sagen wir gegen t ∈ ϕ˙
−1(0), zum anderen t = s, was der
Einfachheit der Nullstelle r widerspricht. Somit ist V |N endlich. ¥
Anhand des letzten Beweises erkennen wir, dass die betrachteten Mengen S1, S2 und N
nicht unbedingt offen in C1 sind, wenn wir anstatt ‖ · ‖1 die max−Norm ‖ · ‖ verwenden:
Der Differentiationsoperator D ist dann nicht stetig und die Ableitungsfolge einer in C1
konvergenten Folge wa¨re nicht unbedingt gleichma¨ssig konvergent.
Im folgenden wird sich herausstellen, dass die Lo¨sungssegmente (noch zu definierender)
periodischer Lo¨sungen von [1, g] in einer gewissen Teilmenge von C1 verlaufen, na¨mlich in
S := S1 ∩ S2 ∩N ⊆ C
1.
Anmerkung 1.3.1 Aus Bemerkung 1.3.1 erhalten wir die Offenheit von S in C1. ¥
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Auch ist V auf S besser handhabbar, denn V ist auf N und somit auf der kleineren Menge
S endlich. Es gilt sogar
Bemerkung 1.3.2 Die Einschra¨nkung V |S des Lyapunov-Funktionals V auf die offene
Menge S ist stetig, d.h. fu¨r jedes ϕ ∈ S und alle Folgen (ϕn)n∈N in S mit
lim
n→∞
‖ϕn − ϕ‖1 = 0
folgt
lim
n→∞
V (ϕn) = V (ϕ).
Beweis: Es seien ϕ ∈ S und (ϕn)n∈N ∈ S
N mit limn→∞ ‖ϕn − ϕ‖1 = 0 gegeben. Nach
Bemerkung 1.3.1.2 gelten V (ϕ) ∈ 2N0 und V (ϕn) ∈ 2N0 fu¨r alle n ∈ N.
1. Wir betrachten zuna¨chst den Fall
ϕ(−1) 6= 0 und ϕ(0) 6= 0. (1.1)
Es sei k := #(ϕ) ∈ N0. Ist k = 0, so besitzt ϕ wegen Bemerkung 1.3.1.2 und (1.1)
keine Nullstellen, o.B.d.A. sei dann ϕ positiv, d.h. auf Bemerkung 2.1.3.2 vorgreifend
haben wir
ϕ ∈ {ψ ∈ C1 : ψ > 0} = int(K) ∩ C1,
wobei int(K) bzgl. ‖ · ‖∞ zu verstehen ist. Die Offenheit von int(K) liefert nun ein
ε > 0 mit U
‖·‖∞
ε (ϕ) ⊆ int(K) ∩ C1. Aus der ‖ · ‖1−Konvergenz von (ϕn)n∈N gegen
ϕ folgt die ‖ · ‖∞−Konvergenz von (ϕn)n∈N gegen ϕ, und es gibt ein N ∈ N mit
ϕn ∈ U
‖·‖∞
ε (ϕ) fu¨r alle n ≥ N . Mit der Definition von # erkennen wir dann fu¨r alle
n ≥ N :
V (ϕn) = 0 = k = #(ϕ) = V (ϕ).
Es sei nun k ≥ 1, d.h. es gibt einen streng monoton wachsenden (k + 1)−Tupel
(s0, . . . , sk) in [−1, 0] mit ϕ(sj−1)ϕ(sj) < 0 fu¨r alle j ∈ {1, . . . k}. Weil (ϕn)n∈N
punktweise gegen ϕ konvergiert, gibt es N1 ∈ N mit ϕn(sj−1)ϕn(sj) < 0 fu¨r alle
j ∈ {1, . . . k} und n ≥ N1, d.h.
#(ϕn) ≥ k fu¨r alle n ≥ N1. (1.2)
Andererseits haben wir mit Bemerkung 1.3.1.2 und der Voraussetzung (1.1)
ϕ−1(0) =: {t1, . . . , tk} ⊆ (−1, 0),
und fu¨r alle t ∈ [−1, 0] \ {t1, . . . , tk} gilt ϕ(t) 6= 0; dabei gilt fu¨r die Nullstelle tj,
j ∈ {1, . . . , k} : tj ∈ (sj−1, sj). Folglich liefert die gleichma¨ssige Konvergenz ein
N2 ∈ N mit
ϕn(t) 6= 0 fu¨r alle t ∈ [−1, 0] \ {t1, . . . , tk} und n ≥ N2. (1.3)
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Mit (1.2) haben wir
#(ϕn) ≥ k fu¨r alle n ≥ N := max{N1, N2}.
Um hier Gleichheit zu zeigen, nehmen wir #(ϕn∗) ≥ k + 1 fu¨r ein n
∗ ≥ N an.
D.h. es gibt j∗ ∈ {1, . . . , k} und s∗ ∈ (sj∗−1, sj∗) mit ϕn∗(s
∗)ϕn∗(sj∗−1) < 0 und
ϕn∗(s
∗)ϕn∗(sj∗) < 0. Insbesondere gibt es neben tj∗ eine weitere Nullstelle t
∗ 6= tj∗
von ϕn∗ in (sj∗−1, sj∗). Mit (1.3) erhalten wir nun den Widerspruch
0 6= ϕn∗(t
∗) = 0.
Also ist die Annahme falsch, und es muss #(ϕn) = k = #(ϕ) fu¨r alle n ≥ N gelten.
Somit haben wir limn→∞ V (ϕn) = V (ϕ) bewiesen.
2. Abschliessend betrachten wir den Fall ϕ(−1) = 0 oder ϕ(0) = 0. Wegen ϕ ∈ S1 ∩ S2
muss ϕ(−1) = 0 und ϕ(0) 6= 0 oder ϕ(−1) 6= 0 und ϕ(0) = 0 gelten. Wir betrachten
lediglich den ersten Fall ϕ(−1) = 0 und ϕ(0) 6= 0, der andere kann analog behandelt
werden; es reicht aus ϕ(0) > 0 zu betrachten. Mit ϕ ∈ S2 erhalten wir ϕ˙(−1) < 0, und
ϕ hat eine ungerade Anzahl von Nullstellen in (−1, 0), d.h. mit Bemerkung 1.3.1.2
k := #(ϕ) ∈ 2N0 + 1.
Wir wa¨hlen einen streng monoton wachsenden Tupel (s0, . . . , sk) in (−1, 0) mit
ϕ(sj−1)ϕ(sj) < 0 fu¨r alle j ∈ {1, . . . , k}.
Wie in 1. begru¨nden wir die Existenz eines N1 ∈ N mit
#(ϕn) ≥ k fu¨r alle n ≥ N1,
und wir wissen ϕ−1(0) = {−1, t1, . . . , tk}. Deshalb gibt es N2 ∈ N mit
ϕn(t) 6= 0 fu¨r alle t ∈ [−1, 0] \ {−1, t1, . . . , tk} und n ≥ N2. (1.4)
Analog zu 1. fu¨hrt die Annahme #(ϕn∗) ≥ k+2 fu¨r ein n
∗ ≥ N := max{N1, N2} auf
ein t∗ ∈ ϕ−1n∗ (0) \ {−1, t1, . . . , tk} , was (1.4) widerspricht. Somit haben wir
#(ϕn) ∈ {k, k + 1} = {#(ϕ),#(ϕ) + 1} fu¨r alle n ≥ N.
Gilt #(ϕn) = #(ϕ) fu¨r ein n ≥ N , so haben wir V (ϕn) = V (ϕ). Dies folgt auch,
wenn #(ϕn) = #(ϕ) + 1 fu¨r ein n ≥ N gilt, denn #(ϕ) ∈ 2N0 + 1, und daher haben
wir
V (ϕn) = #(ϕn) = #(ϕ) + 1 = V (ϕ).
Insgesamt folgt fu¨r alle n ≥ N die Gleichheit V (ϕn) = V (ϕ) und die gewu¨nschte
Behauptung limn→∞ V (ϕn) = V (ϕ). ¥
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Nachdem wir einige von einer Differentialgleichung unabha¨ngige Aussagen u¨ber V bewiesen
haben, wenden wir diese auf periodische Lo¨sungen von [1, g] an. Wir beginnen mit einer
grundlegenden Anmerkung.
Anmerkung 1.3.2 Ist (H1) vorausgesetzt, so folgt fu¨r eine nicht-triviale Lo¨sung
0 6= x : R → R
von (µ, f) mit Bemerkung 1.2.1
xt 6= 0
fu¨r alle t ∈ R, und somit ist V (xt) fu¨r alle t ∈ R erkla¨rt. ¥
Wie angeku¨ndigt orientieren wir uns an [36] und [37], wenn wir im folgenden die Eigen-
schaften 1., 2. und 3. von V fu¨r sogenannte zyklisch gekoppelte Systeme mit gewissen
Vorzeichenbedingungen zusammenstellen, um sie im na¨chsten Abschnitt auf periodische
Lo¨sungen von (µ, f) anzuwenden. Diese Systeme reduzieren sich im eindimensionalen Fall
auf die bereits betrachtete skalare, nicht-autonome Gleichung
(g) := [1, g] y˙(t) = g(t, y(t), y(t− 1))
mit Vorzeichenbedingung
(+) ζ · g(·, 0, ζ) > 0 fu¨r alle ζ ∈ R \ {0};
dabei sei g : R3 → R stetig und in den letzten beiden Variablen stetig differenzierbar.
Von besonderem Interesse sind periodische Lo¨sungen von (g). Bevor wir eine Definition
fu¨r solche Lo¨sungen angeben, zeigen wir, dass eine stetig differenzierbare, periodische und
nicht-konstante Funktion eine kleinste Periode hat, die positiv ist.
Lemma 1.3.1 Es sei z : R → R eine stetig differenzierbare, nicht-konstante Funktion mit
M := {t ∈ R+ : z = z(·+ t)} 6= ∅. Dann existiert T := minM > 0.
Beweis: Die Zahl τ := infM ≥ 0 existiert, und es gibt eine Folge (τ (n))n∈N in M mit
τ = limn→∞ τ
(n). Fu¨r alle t ∈ R liefert die Stetigkeit von z(t+ ·)
z(t+ τ) = z
(
t+ lim
n→∞
τ (n)
)
= lim
n→∞
z(t+ τ (n)) = lim
n→∞
z(t) = z(t),
Wa¨re τ = 0, so erhielten wir fu¨r alle t ∈ R und n ∈ N aus z(t+ τ (n)) = z(t)
0 = lim
n→∞
z(t+ τ (n))− z(t)
τn
= z˙(t)
und z wa¨re widerspru¨chlicherweise eine konstante Funktion. Somit haben wir τ ∈M , und
die Periode T := τ = minM > 0 ist erkla¨rt. ¥
Als na¨chstes definieren wir die auf ganz R gegebenen periodischen Lo¨sungen von [α, g]
bzw. (g). Konstante Lo¨sungen wollen wir nicht als periodisch ansehen. Nach Lemma 1.3.1
ist dann eine kleinste, positive Periode existent:
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Definition 1.3.2 Es sei y : R → R eine stetig differenzierbare Funktion.
1. Die Funktion y heisst eine periodische Lo¨sung von [α, g], wenn y eine nicht-konstante
Lo¨sung von [α, g] mit M := {t ∈ R+ : y = y(· + t)} 6= ∅ ist. Die positive Zahl
T = minM heisst dann kleinste Periode von y.
2. Die Funktion y : R → R heisst eine Lo¨sung von (g+), wenn y eine Lo¨sung von (g)
ist und (+) gilt. ¤
Die mit (g) beschriebene Verzo¨gerungsdauer betra¨gt 1, daher erweist sich bei dieser Glei-
chung C als geeigneter Phasenraum. Die Lo¨sungssegmente
yt : [−1, 0] 3 s 7→ y(t+ s) ∈ R.
einer Lo¨sung y von (g) sind Elemente von C. Die Nullfunktion y = 0 ist eine Lo¨sung von
(g+), denn (+) und die Stetigkeit von g liefern
g(·, 0, 0) = 0.
Die Lo¨sung y = 0 heisst triviale Lo¨sung. Wie oben gesehen, sind Lo¨sungen von (g) durch
Festlegung eines Segments in positiver Zeitrichtung eindeutig bestimmt.
Die fu¨r uns relevanten Beispiele von (g+) lauten wie folgt.
Bemerkung 1.3.3 Es seien x : R → R und x¯ : R → R Lo¨sungen von (µ, f) . Mit (H1)
ergeben sich dann die folgenden drei Aussagen.
1. Die Lo¨sung x von (µ, f) ist eine Lo¨sung von (g+) mit
g : R3 3 (t, ξ, ζ) 7→ −µξ + f(ζ) ∈ R.
2. Die Lo¨sungsdifferenz x− x¯ ist eine Lo¨sung von (g+) mit
g : R3 3 (t, ξ, ζ) 7→ −µξ + f(ζ + x¯(t− 1))− f(x¯(t− 1)) ∈ R.
3. Die Lo¨sungsableitung x˙ ist eine Lo¨sung von (g+) mit
g : R3 3 (t, ξ, ζ) 7→ −µξ + f ′(x(t− 1))ζ ∈ R.
Die Gleichung (g) heisst in diesem Fall Variationsgleichung von (µ, f) la¨ngs x.
Beweis: Die drei angegebenen Funktionen g : R3 → R sind stetig und vermo¨ge (H1) in
den letzten beiden Variablen stetig differenzierbar. Sowohl x, als auch x − x¯ und x˙ sind
stetig differenzierbar; wir beachten dabei, dass die stetige Differenzierbarkeit von x˙ aus der
von f via (µ, f) folgt. Die Funktionen x, x − x¯ und x˙ erfu¨llen jeweils (g). Es ist in jedem
Fall die Vorzeichenbedingung (+) mittels (H1) zu verifizieren:
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1. Fu¨r alle ζ ∈ R \ {0} gilt
ζ · g(·, 0, ζ) = ζ · [R 3 t 7→ g(0, ζ) ∈ R] = [R 3 t 7→ ζ · f(ζ) ∈ R] > 0.
2. Fu¨r alle ζ ∈ R \ {0} gilt
ζ · g(·, 0, ζ) = ζ · [f(ζ + x¯(· − 1))− f(x¯(· − 1))] > 0,
denn wegen des strengen Wachsens von f hat Funktion in der eckigen Klammer
dasselbe Vorzeichen wie ζ.
3. Fu¨r alle ζ ∈ R \ {0} gilt
ζ · g(·, 0, ζ) = f ′(x(· − 1))ζ2 > 0.
Dieses Beispiel ist eine infinitesimale Variante des zweiten Beispiels. ¥
Im folgenden zitieren wir die erwa¨hnte Tatsache, dass V la¨ngs nicht-trivialer Lo¨sungen von
(g+) nicht wa¨chst. Dazu muss gesichert sein, dass V (yt) fu¨r alle t ∈ R existiert, d.h. yt
muss sich fu¨r alle t ∈ R von dem Nullsegment unterscheiden. Also sollte fu¨r die triviale
Lo¨sung eine Eindeutigkeit in negativer Zeitrichtung gelten; im Gegensatz zu Bemerkung
1.2.1 ist mit der Vorzeichen-Bedingung (+) lediglich beweisbar, dass nur die triviale Lo¨sung
Null-Segmente besitzt, eine generelle Aussage wie in Bemerkung 1.2.1 ist mit (+) i.a. nicht
herleitbar.
Bemerkung 1.3.4 Es sei y : R → R eine nicht-triviale Lo¨sung von (g+). Dann folgt fu¨r
alle t ∈ R
yt 6= 0.
Beweis: Die Stetigkeit von g liefert g(·, 0, ζ) = 0 genau dann, wenn ζ = 0. Ist y : R → R
eine Lo¨sung von (g+) mit yτ = 0 fu¨r ein τ ∈ R, so gilt wegen der Eindeutigkeit der Lo¨sung
in positiver Zeitrichtung yt = 0 fu¨r alle t ≥ τ . Aus yτ = 0 folgen y(t) = 0 und y˙(t) = 0 fu¨r
alle t ∈ [τ − 1, τ ], dies impliziert fu¨r alle t ∈ [τ − 1, τ ]
0 = y˙(t) = g(t, y(t), y(t− 1)) = g(t, 0, y(t− 1)),
also y(t− 1) = 0 fu¨r alle t ∈ [τ − 1, τ ], und somit yt = 0 fu¨r alle t ∈ [τ − 1, τ ]. Sukzessive
erhalten wir yt = 0 fu¨r alle t < τ und insgesamt yt = 0 fu¨r alle t ∈ R. Ist nun y : R → R
eine nicht-triviale Lo¨sung von (g+), so folgt yt 6= 0 fu¨r alle t ∈ R. ¥
Weil aufgrund der letzten Feststellung V (yt) fu¨r alle t ∈ R mit nicht-trivialen Lo¨sun-
gen y : R → R von (g+) existiert, ist der folgende Satz formulierbar, dessen Aussage im
skalaren Spezialfall von Satz 2.1. aus Mallet-Paret & Sell [36] enthalten ist.
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Satz 1.3.1 (Monotonie von V ) Es sei y : R → R eine nicht-triviale Lo¨sung von (g+).
Dann ist
R 3 t 7→ V (yt) ∈ 2N0 ∪ {∞}
monoton fallend. ¥
Dieses Ergebnis la¨sst sich unmittelbar auf die fu¨r uns interessanten Spezialfa¨lle aus Bemer-
kung 1.3.3 anwenden:
Korollar 1.3.1 Es gelte (H1), und es seien x0 : R → R und x1 : R → R nicht-triviale
Lo¨sungen von (µ, f) mit x0τ 6= x
1
τ fu¨r ein τ ∈ R. Dann sind
v1 : R 3 t 7→ V (x0t ) ∈ 2N0 ∪ {∞}
v2 : R 3 t 7→ V (x0t − x1t ) ∈ 2N0 ∪ {∞} und
v3 : R 3 t 7→ V (x˙0t ) ∈ 2N0 ∪ {∞}
definiert und monoton fallend.
Beweis: Nach Bemerkung 1.3.3 sind x0, x0− x1 und x˙0 Lo¨sungen einer Gleichung (g), de-
ren Nicht-Linearita¨t g die Vorzeichenbedingung (+) erfu¨llt. Es gelten nach Voraussetzung
x0 6= 0, x0 − x1 6= 0 und x˙0 6= 0. Bemerkung 1.3.4 liefert dann die Definiertheit von v1, v2
und v3. Aus Satz 1.3.1 folgt somit die Monotonie. ¥
Nachdem man weiss, dass V la¨ngs nicht-trivialer Lo¨sungen von (g+) monoton fa¨llt, stellt
sich die Frage, in welchen Situationen dieses Fallen strikt ist. In Satz 2.2 und Propositi-
on 2.3 der Arbeit von Mallet-Paret & Sell [36] findet sich eine Bedingung fu¨r die
Striktheit:
Satz 1.3.2 (Strenges Fallen von V ) Es sei y : R → R eine nicht-triviale Lo¨sung von
(g+), und es gelte fu¨r ein t ∈ R entweder
1. y(t) = 0 = y(t− 1) oder
2. y(t) = 0 und y(t− 1) > 0.
Dann gilt entweder V (yt) < V (yt−3) oder V (yt) =∞. ¥
Fu¨r auf ganz R definierten Lo¨sungen mit konstanter Oszillationsgeschwindigkeit ergibt sich
leicht die
Folgerung 1.3.1 Es sei y : R → R eine nicht-triviale Lo¨sung von (g+). Es gebe ein
n ∈ 2N0 mit V (yt) = n fu¨r alle t ∈ R. Dann folgt
Pyt 6= 0 fu¨r alle t ∈ R,
wobei die lineare Abbildung P durch
P :=
(
ev0
ev−1
)
: C → R2
definiert sei.
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Beweis: Die Voraussetzungen 1. und 2. von Satz 1.3.2 ko¨nnen wegen der endlichen Kon-
stantheit von V la¨ngs y nicht erfu¨llt sein. Weil insbesondere 1. nicht gilt, haben wir fu¨r
alle t ∈ R
0 6=
(
y(t)
y(t− 1)
)
=
(
ev0(yt)
ev−1(yt)
)
= Pyt.
¥
Es ist wichtig zu wissen, unter welchen Voraussetzungen an die Nichtlinearita¨t g die
V−Werte der Segmente einer Lo¨sung y : R → R von (g+) endlich sind. Als abschlies-
sendes Zitat verweisen wir auf Satz 2.4 aus Mallet-Paret & Sell [36], in dem eine fu¨r
unsere Zwecke leicht verifizierbare Endlichkeitsbedingung angegeben wird.
Satz 1.3.3 (Endlichkeit von V ) Es sei y : R → R eine durch R ∈ R+ beschra¨nkte
Lo¨sung von (g+). Wenn ein B ∈ R+ existiert, so dass fu¨r alle t ∈ R
|Djg(t, ξ, ζ)| ≤ B, (ξ, ζ) ∈ [−R,R]
2, j ∈ {2, 3},
gilt, so folgt
V (yt) <∞
fu¨r alle t ∈ R. ¥
Wir stellen fest, dass die Voraussetzungen von Satz 1.3.3 bei unseren Standard-Beispielen
aus Bemerkung 1.3.3 erfu¨llt sind.
Anmerkung 1.3.3 Es seien die Voraussetzungen von Bemerkung 1.3.3 gegeben. Dann
erfu¨llen die dort aufgefu¨hrten Nicht-Linearita¨ten die Beschra¨nktheitsvoraussetzungen von
Satz 1.3.3, wenn sowohl x(R) als auch x¯(R) kompakt sind. ¥
Als Folgerung halten wir fest, dass die Oszillationsgeschwindigkeit einer periodischen Lo¨sung
von (g+) konstant ist:
Folgerung 1.3.2 Es sei 0 6= y : R → R eine periodische Lo¨sung von (g+). Dann ist
v : R 3 t 7→ V (yt) ∈ 2N0 ∪ {∞}
eine konstante Funktion.
Beweis: Nach Anmerkung 1.3.3 und Bemerkung 1.3.3 ist v eine endliche Funktion und mit
Satz 1.3.1 monoton fallend. Angenommen, es gibt s und t in R mit s < t und V (ys) > V (yt).
Es existiert ein n ∈ N, so dass s + nT > t erfu¨llt ist. Die Monotonie hat dann den
Widerspruch
V (ys) > V (yt) ≥ V (ys+nT ) = V (ys)
zur Folge: das Funktional V kann la¨ngs y nicht strikt fallen, es muss konstant sein. ¥
Wir schliessen diesen Abschnitt mit einer Aussage u¨ber die offene Menge
S = S1 ∩ S2 ∩N ⊆ C
1
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ab. Die Vorbereitungen dieses Abschnitts ermo¨glichen es, aus der Stagnation der Funktio-
nalwerte – man denke an Segmente periodischer Lo¨sungen von (g+) – ein Enthaltensein
dieser Segmente in S zu folgern.
Bemerkung 1.3.5 Es sei y : R → R eine nicht-triviale Lo¨sung von (g+). Fu¨r ein t ∈ R
mit V (yt) = V (yt−4) <∞ folgt
yt ∈ S.
Beweis: Es seien ein t ∈ R mit V (yt) = V (yt−4) <∞ und s ∈ [−1, 0] gegeben. Dann folgt
t− 4 ≤ t− 3 + s ≤ t+ s ≤ t,
also mit dem Monotonie-Satz 1.3.1
V (yt+s) = V (yt+s−3) <∞. (1.1)
Mit (1.1) und Satz 1.3.2 erha¨lt man(
y(t+ s)
y(t+ s− 1)
)
6=
(
0
0
)
. (1.2)
Im Fall y(t+ s) = 0 haben wir daher y(t+ s− 1) 6= 0 und vermo¨ge (g+)
y˙(t+ s) = g(t+ s, y(t+ s), y(t+ s− 1)) = g(t+ s, 0, y(t+ s− 1)) =
(1.3)
= sgn(y(t+ s− 1)) · |g(t+ s, 0, y(t+ s− 1))| 6= 0.
In jedem Fall gilt (
yt(s)
y˙t(s)
)
=
(
y(t+ s)
y˙(t+ s)
)
6=
(
0
0
)
. (1.4)
Aufgrund von Ungleichung (1.4) hat yt nur einfache Nullstellen, es ist yt ∈ N .
Wenn 0 6= y(t) = yt(0) gilt, so folgt yt ∈ S1. Wir gehen daher von 0 = y(t) = yt(0) aus.
Dann liefern (1.2) und (1.3) fu¨r s = 0
0 6= sgn(y(t− 1)) = sgn(y˙(t)),
also yt(−1) · y˙t(0) > 0 und yt ∈ S1.
Wir zeigen schliesslich yt ∈ S2 und nehmen y(t− 1) = yt(−1) = 0 an. Wir wissen yt ∈ S1,
also y(t) = yt(0) 6= 0. Mit yt(−1) = 0 erhalten wir unter Beru¨cksichtigung von yt ∈ N
y˙t(−1) 6= 0.
Um yt ∈ S2 zu zeigen, ist yt(0) · y˙t(−1) < 0 zu beweisen, und wir gehen vom Gegenteil
yt(0) · y˙t(−1) > 0 aus. Es gibt dann ein ε > 0 mit yt|[−ε,0] > 0 und y|[t−1−ε,t−1) < 0 oder
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-
.................................................
.................................................
tt− 1
t− 1− ε t− ε 6
y(s)
s
yt|[−ε,0] < 0 und y|[t−1−ε,t−1) > 0. Die Zahl ε ist dabei so gewa¨hlt, dass y
−1
t−ε(0) = y
−1
t (0)]{ε}
gilt. Bemerkung 1.3.1.2 liefert
#(yt−ε) = |y
−1
t−ε(0)∩(−1, 0)| = |(y
−1
t (0)]{ε})∩(−1, 0)| = |y
−1
t (0)]{ε}| = #(yt)+1. (1.5)
Laut Bemerkung 1.3.1 und der Definition des Vorzeichenwechsels ist #(yt) endlich, und es
gibt einen streng monoton wachsenden Tupel (s0, . . . , s#(yt)) maximaler La¨nge mit
yt(sj−1)yt(sj) < 0 fu¨r alle j ∈ {1, . . . ,#(yt)}.
Bei den #(yt) aufeinanderfolgenden Paaren (sj−1, sj), j ∈ {1, . . . ,#(yt)}, findet also ein
Vorzeichenwechsel statt, d.h. wir haben wegen yt(0) 6= 0
sgn(yt(0)) = (−1)
#(yt) · sgn(yt(s0)) = (−1)
#(yt) · sgn(y˙t(−1)).
Nach Annahme haben yt(0) und y˙t(−1) dasselbe Vorzeichen, so dass #(yt) eine gerade Zahl
sein muss. Mittels (1.5) stellen wir fest, dass #(yt−ε) eine ungerade Zahl ist, folglich liefert
die Definition des Ljapunov-Funktionals V (yt−ε) = #(yt)+2 und der Monotonie-Satz 1.3.1
die V (yt−4) = V (yt) widersprechende Aussage
V (yt−4) ≥ V (yt−ε) = #(yt) + 2 = V (yt) + 2 > V (yt).
Also muss yt(0) · y˙t(−1) < 0 gelten, und yt ist ein Element von S2. Insgesamt haben wir
yt ∈ S1 ∩ S2 ∩N = S. ¥
Die in diesem Abschnitt aufgefu¨hrten Eigenschaften des diskreten Lyapunov-Funktionals
V erlauben uns im na¨chsten Abschnitt, wichtige, von (H1) verursachte Eigenschaften pe-
riodischer Lo¨sungen von (µ, f) zu beweisen.
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1.4 Untersuchung periodischer Lo¨sungen mittels V
Wir werden in den na¨chsten Abschnitten insbesondere das Problem der Eindeutigkeit pe-
riodischer Lo¨sungen von
(µ, f) x˙(t) = −µx+ f(x(t− 1))
ero¨rtern. Die Eindeutigkeitsfrage ist nur modulo Phasenverschiebung interessant, weil mit
einer periodischen Lo¨sung x der autonomen Gleichung (µ, f) auch x(·+s) fu¨r alle s ∈ R eine
periodische Lo¨sung von (µ, f) derselben Periode ist. Daher werden bei Eindeutigkeitsfragen
periodische Lo¨sungen x betrachtet, die der folgenden willku¨rlichen Normierung genu¨gen.
Definition 1.4.1 Eine periodische Lo¨sung x : R → R von (µ, f) heisst normiert, falls
x(0) = 0 und x˙(0) > 0
gelten. ¤
Die folgende Bemerkung zeigt, wie periodische Lo¨sungen von (µ, f) in solche der spa¨ter
beno¨tigten Hilfsgleichung
(µ, f, λ, α) x˙(t) = −µx(t) + λf
(
x(t− α)
λ
)
,
mit Parametern λ ∈ R+ und α ∈ R+0 u¨berfu¨hrbar sind – und vice versa; Gleichung (µ, f) ist
gerade (µ, f, 1, 1).
Bemerkung 1.4.1 Es sei x eine periodische Lo¨sung von (µ, f, λ, α) mit kleinster Periode
Tx. Fu¨r alle ρ > 0 und β > 0 gelten :
1. Die Funktion y : R 3 t 7→ ρx(t) ∈ R ist eine periodische Lo¨sung von (µ, f, ρλ, α) mit
kleinster Periode Ty = Tx.
2. Die Funktion y : R 3 t 7→ x(βt) ∈ R ist eine periodische Lo¨sung von (βµ, βf, λ, α
β
)
mit kleinster Periode Ty =
Tx
β
.
Beweis: Es sei x eine periodische Lo¨sung von (µ, f, λ, α) mit kleinster Periode Tx.
1. Wie x ist y nicht konstant, stetig differenzierbar und hat eine Periode von Tx.
Es sei t ∈ R. Ha¨tte y eine kleinste Periode Ty, die kleiner als Tx ist, so erhielten wir
ρx(Ty + t) = y(Ty + t) = y(t) = ρx(t),
also x(Ty + t) = x(t), was der Minimalita¨t von Tx widerspra¨che. Folglich ist Tx die
kleinste Periode von y.
Weil x eine periodische Lo¨sung von (µ, f, λ, α) ist, erhalten wir fu¨r alle t ∈ R
y˙(t) = ρx˙(t) = −µy(t) + ρλf
(
x(t− α)
λ
)
= −µy(t) + ρλf
(
y(t− α)
ρλ
)
,
insgesamt folgt also, dass y eine periodische Lo¨sung von (µ, f, ρλ, α) mit kleinster
Periode Tx ist.
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2. Wie x ist y nicht konstant und stetig differenzierbar.
Es sei t ∈ R. Die Funktion y hat wegen
y
(
t+
Tx
β
)
= x(βt+ Tx) = x(βt) = y(t)
eine Periode von Tx
β
.
Es sei t ∈ R. Ha¨tte y eine kleinste Periode Ty, die kleiner als Txβ ist, so erhielten wir
x(βTy + βt) = x(β(Ty + t)) = y(Ty + t) = y(t) = x(βt),
also x(βTy+βt) = x(βt) fu¨r alle t ∈ R. Somit ha¨tte x eine Periode von βTy < β Txβ =
Tx, was der Minimalita¨t von Tx widerspra¨che. Folglich ist
Tx
β
die kleinste Periode von
y.
Weil x eine periodische Lo¨sung von (µ, f, λ, α) ist, erhalten wir fu¨r alle t ∈ R
y˙(t) = βx˙(βt) = −βµy(t) + λβf
(
x(βt− α)
λ
)
=
= −βµy(t) + λβf
x
(
β(t− α
β
)
λ
 = −βµy(t) + λβf
y
(
t− α
β
)
λ
 ,
insgesamt folgt also, dass y eine periodische Lo¨sung von (βµ, βf, λ, α
β
) mit kleinster
Periode Tx
β
ist. ¥
Im folgenden gehen wir von den Vorbereitungen des letzten Abschnitts 1.3 u¨ber das
Lyapunov-Funktional V aus, um zu zeigen, dass die via
P =
(
ev0
ev−1
)
: C → R2
projizierten Lo¨sungssegmente einer periodischen Lo¨sung von (µ, f) die Spur einer Kur-
ve bilden, die jordansch und regula¨r ist. Somit besteht die Aussicht auf eine Anwendung
der in Abschnitt 1.1 gewonnen Ergebnisse u¨ber Jordan-Kurven, die eine Grundlage zur
Durchfu¨hrung der in der Einleitung erwa¨hnten und in Abschnitt 1.6 beschriebenen Ver-
gleichsmethode darstellt.
Dass die Orbits zweier periodischer Lo¨sungen von (µ, f) in C entweder gleich oder disjunkt
sind, la¨sst sich mit wenig Aufwand beweisen. Etwas mehr Mu¨he bereitet es hingegen, wenn
wir das Analogon dieser Aussage fu¨r die Spuren der beteiligten Jordan-Kurven zeigen; wir
orientieren uns beim Beweis an den betreffenden Passagen in Mallet-Paret & Sell
[37], wobei wir manches modifizieren und ausfu¨hrlicher besprechen.
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Satz 1.4.1 Die Funktion f mo¨ge die Voraussetzung (H1) erfu¨llen.
1. Ist x : R → R eine periodische Lo¨sung von (µ, f) mit kleinster Periode T > 0, so ist
die Kurve
γx : [0, T ] 3 t 7→
(
x(t)
x˙(t)
)
∈ R2
eine regula¨re Jordankurve.
2. Sind x1 : R → R und x2 : R → R periodische Lo¨sungen von (µ, f) mit kleinsten
Perioden T1 und T2, sowie fu¨r j ∈ {1, 2} der Orbit Oj := {x
j
t : t ∈ [0, Tj]} von x
j in
C gegeben, so folgt
O1 = O2 oder O1 ∩ O2 = ∅.
3. Fu¨r j ∈ {1, 2} sei die Kurve
γxj : [0, Tj ] 3 t 7→
(
xj(t)
x˙j(t)
)
∈ R2
und deren Spur Γj := γxj([0, Tj ]) ⊆ R2 gegeben. Dann gilt
Γ1 = Γ2 oder Γ1 ∩ Γ2 = ∅.
-
?
6
ﬀ
I
6
U
O1
O2
C1
O1 ∩ O2 = ∅
-
6
R2
x˙
x
Γ1
Γ2
Γ1 ∩ Γ2 = ∅
*
F ◦ P
Beweis: Es seien t und s aus R. Wir zeigen
xt = xs genau dann, wenn t− s ∈ TZ. (1.1)
Ist t− s ∈ TZ vorausgesetzt, so folgt mit der T−Periodizita¨t von x die Gleichheit xt = xs.
Umgekehrt gelte xt = xs. Es gibt ein k ∈ Z und ein τ ∈ [0, T ) mit t − s = τ + kT . Die
Annahme τ 6= 0 und
xs = xt = xs+τ+kT = xs+τ ,
1.4 Untersuchung periodischer Lo¨sungen mittels V 57
geben, dass τ eine Periode von x ist, die kleiner als T ist. Dies widerspricht der Minimalita¨t
von T , und es muss τ = 0, d.h. t− s ∈ TZ, gelten. Die Aussage (1.1) ist somit bewiesen.
Es seien τ ∈ (0, T ) und xτ := x(·+ τ) : R → R. Die Funktionen x und xτ sind periodische
Lo¨sungen von (µ, f) mit kleinster Periode T . Die Funktion yτ := x−xτ ist nach Bemerkung
1.3.3.2 eine T−periodische Lo¨sung einer Gleichung der Form y˙(t) = g(t, y(t), y(t− 1)) mit
Vorzeichenbedingung (+). Ist 0 = yτ0 = x0−x
τ
0 = x0−xτ , so impliziert Aussage (1.1) dann
τ ∈ TZ, also einen Widerspruch zu τ ∈ (0, T ). Folglich muss yτ0 6= 0 gelten, und yτ kann
nicht die triviale Lo¨sung von y˙(t) = g(t, y(t), y(t− 1)) sein.
Weil yτ periodisch ist, ergibt sich mit Folgerung 1.3.2, dass
v : R 3 t 7→ V (yτt ) ∈ 2N0 ∪ {∞}
eine endliche, konstante Funktion ist.
Diese endliche Konstantheit liefert dann mit Folgerung 1.3.1
Pyτt 6= 0 fu¨r alle t ∈ R, (1.2)
wobei P = (ev0, ev−1) : C → R2 ist. Wir zeigen nun die Injektivita¨t von
Π := Πx : [0, T ) 3 t 7→ Pxt =
(
x(t)
x(t− 1)
)
∈ R2
und nehmen dazu Π(s) = Π(t) fu¨r s und t aus [0, T ) an. Angenommen, es gilt t 6= s,
o.B.d.A. t > s, d.h. τ := t− s ∈ (0, T ). Die Gleichheit Π(s) = Π(t) u¨bersetzt sich nun zu
0 = Pxs − Pxt = P (xs − xt) = P (xs − xs+τ ) = Py
τ
s ,
was (1.2) widerspricht, es muss somit t = s gelten, und
Π ist injektiv.
Wir betrachten die nach (H1) stetig differenzierbare Funktion
F : R2 3 (ξ, ζ) 7→
(
ξ
−µξ + f(ζ)
)
∈ R2.
Die Jacobi-Matrix von F lautet fu¨r (ξ, ζ) ∈ R2
J(ξ, ζ) =
(
1 0
−µ f ′(ζ)
)
.
Voraussetzung (H1) ergibt daraus die Abscha¨tzung det J(ξ, ζ) = f ′(ζ) > 0, und F ist
ein Diffeomorphismus von R2 auf sein Bild, insbesondere ist F injektiv. Aufgrund von
(µ, f) la¨sst sich γx als Komposition
γx = F ◦ Π
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schreiben. Die Injektivita¨t von Π liefert dann die von γx.
Fu¨r 1. ist noch die Regularita¨t von γx, also γ˙x(t) 6= 0 fu¨r alle t ∈ [0, T ], zu zeigen. Weil
x als periodische Lo¨sung von (µ, f) nicht-trivial ist, folgt y := x˙ 6= 0. Bemerkung 1.3.3.3
zeigt, dass y eine periodische Lo¨sung einer Gleichung (g) ist, wobei g : R3 → R der
Vorzeichenbedingung (+) genu¨gt. Folgerung 1.3.2 ergibt wie oben die endliche Konstantheit
von R 3 t 7→ V (yt) ∈ 2N0 ∪ {∞}. Folgerung 1.3.1 liefert somit
Pyt 6= 0 fu¨r alle t ∈ R.
Mit der Kettenregel ist nun die Regularita¨t erkennbar, wobei wir beachten, dass die Ab-
leitung DF (ξ, ζ) : R2 → R2 fu¨r alle (ξ, ζ) ∈ R2 ein Isomorphismus ist:
γ˙x(t) = DF (Π(t))Π˙(t) = DF (Π(t))Pyt 6= 0, t ∈ R.
Insgesamt haben wir Punkt 1. bewiesen.
Wir beweisen nun die zweite Aussage, also O1 = O2 oder O1 ∩ O2 = ∅. Angenommen, es
gibt ein ϕ ∈ O1 ∩ O2, d.h.
x1t1 = ϕ = x
2
t2
fu¨r t1 ∈ [0, T1] und t2 ∈ [0, T2]. Wir betrachten fu¨r j ∈ {1, 2} die periodische Lo¨sung
yj := xj(· + tj) : R → R von (µ, f) mit kleinster Periode Tj. Es gilt y10 = x1t1 = x
2
t2
= y20,
also nach Bemerkung 1.2.1 fu¨r alle t ∈ R die Gleichheit y1t = y2t , was genau dann der Fall
ist, wenn
x1t1+t = x
2
t2+t
(1.3)
fu¨r alle t ∈ R gilt. Um O1 = O2 zu zeigen, wa¨hlen wir zuna¨chst x1s1 ∈ O1 mit s1 ∈ [0, T1].
Dann gibt es n2 ∈ Z und r2 ∈ [0, T2] mit s1 + t2 − t1 = n2T2 + r2. Es folgt mit (1.3)
x1s1 = x
1
t1+s1−t1 = x
2
t2+s1−t1 = x
2
n2T2+r2
= x2r2 ∈ O2.
Umgekehrt sei x2s2 ∈ O2 fu¨r ein s2 ∈ [0, T2] gegeben. Dann gibt es n1 ∈ Z und r1 ∈ [0, T1]
mit t1 + s2 − t2 = n1T1 + r1, und es folgt mit (1.3)
x2s2 = x
2
t2+s2−t2 = x
1
t1+s2−t2 = x
1
n1T1+r1
= x1r1 ∈ O1.
Somit haben wir O1 = O2, und dies ist neben O1∩O2 = ∅ der einzig mo¨gliche Fall, Aussage
2. ist folglich bewiesen.
Wir richten uns beim Beweis der dritten Aussage nach den Fa¨llenO1 = O2 undO1∩O2 = ∅.
Dabei betrachten wir die oben eingefu¨hrten injektiven Abbildungen
Πj := Πxj : [0, Tj) 3 t 7→ Px
j
t ∈ R2, j ∈ {1, 2}
und beachten
Πj([0, Tj)) = POj ⊆ R2 , j ∈ {0, 1}. (1.4)
Wir wissen, dass die Abbildung
F : R2 3 (ξ, ζ) 7→
(
ξ
−µξ + f(ζ)
)
∈ R2
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injektiv ist, es gilt
Γj = F ◦ Πj([0, Tj)) = F ◦ P (Oj), j ∈ {1, 2}. (1.5)
Ist O1 = O2 gegeben, so folgt Γ1 = Γ2. Wir betrachten im folgenden den interessanteren
Fall
O1 ∩ O2 = ∅.
Es sei
G := {(t, s) ∈ R2 : x1t − x2s ∈ S},
und die Annahme von O1 ∩ O2 = ∅ ermo¨glicht uns die Definition von
W : R2 3 (t, s) 7→ V (x1t − x2s) ∈ 2N0 ∪ {∞}.
Aus den Bemerkungen 1.3.1 und 1.3.2 wissen wir, dass V |S endlich und C
1−stetig ist. Die
Ganzzahligkeit der V−Werte liefert dann die lokale Konstantheit von V |S . Die Abbildung
U : R2 3 (t, s) 7→ x1t − x2s ∈ C1 ist stetig, und nehmen wir X ⊆ G als zusammenha¨ngend
an, so ist auch U(X) ⊆ S zusammenha¨ngend. Weil lokal-konstante Funktionen auf zu-
sammenha¨ngenden Mengen konstant sind, ist die Funktion V |U(X) konstant und insgesamt
halten wir fest, dass die Abbildung W auf zusammenha¨ngenden Teilmengen X von G kon-
stant und endlich ist; insbesondere gilt dies, wenn X eine offene Kreisscheibe ist.
Wir beweisen nun
W (R2) ⊆ 2N0.
Dazu seien (t, s) ∈ R2 und
w := x2(· − s+ t) : R → R
vorgegeben. Die Funktion w ist eine periodische Lo¨sung von (µ, f) mit kleinster Periode T2.
Der Orbit von w ist der von x2, d.h. die Voraussetzung O1∩O2 = ∅ garantiert x
1
t −wt 6= 0.
Es folgt mittels Anmerkung 1.3.3 und Satz 1.3.3
∞ > V (x1t − wt) = V (x
1
t − x
2
s) = W (t, s).
Es sei c ∈ R. Dann sind x1 : R → R und w := x2(· + c) : R → R Lo¨sungen von (µ, f) ,
y := x1 − w : R → R ist wegen Bemerkung 1.3.3.2 und O1 ∩ O2 = ∅ eine nicht-triviale
Lo¨sung von (g+). Dann folgt mit der Endlichkeit von W und Monotonie-Satz 1.3.1 die
Endlichkeit und das monotone Fallen der Funktion
R 3 t 7→ V (yt) = V (x1t − wt) = V (x1t − x2t+c) =W (t, t+ c) ∈ 2N0. (1.6)
Daher existiert der Grenzwert
lim
t→∞
W (t, t+ c) =: ν(c) ∈ 2N0.
Die Ganzzahligkeit der W−Werte liefert die Existenz eines t¯ ∈ R mit
W (t, t+ c) = ν(c) fu¨r alle t ≥ t¯.
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Definieren wir
Mc := {t ∈ R : W (t, t+ c) = ν(c)},
so haben wir [t¯,∞) ⊆ Mc. Wir nehmen zuna¨chst Mc = R fu¨r alle c ∈ R an und zeigen,
dass in diesem Fall R2 ⊆ G, also G = R2, gilt. Es seien dazu (t, s) ∈ R2, c := s − t ∈ R,
w := x2(·+c) und y := x1−w. Die Funktion y ist nach Bemerkung 1.3.3.2 eine nicht-triviale
Lo¨sung von (g+). Es folgt mit der Endlichkeit von W und Mc = R
∞ > V (yt) = V (x
1
t − wt) = V (x
1
t − x
2
s) = W (t, s) =
=W (t, t+ c) = ν(c) =W (t− 4, t− 4 + c) = V (x1t−4 − wt−4) = V (yt−4).
Mit Bemerkung 1.3.5 wissen wir dann
S 3 yt = x
1
t − wt = x
1
t − x
2
s,
also (t, s) ∈ G. Somit haben wir R2 = G. Wa¨re nun z ∈ Γ1 ∩ Γ2 = PO1 ∩ PO2, so wu¨rde
es ein Paar (t, s) ∈ R2 mit Px1t = z = Px2s geben, was P (x1t − x2s) = 0 bedeutet. Unter
Beru¨cksichtigung von (t, s) ∈ R2 = G haben wir x1t − x2s ∈ S ⊆ S1, aber dann kann
P (x1t − x
2
s) nicht verschwinden. Wir erhalten also mit Mc = R einen Widerspruch aus der
Annahme Γ1 ∩ Γ2 6= ∅.
Um den Beweis von Behauptung 3. zu komplettieren, ist somit lediglich die Gleichheit
Mc = R fu¨r c ∈ R
zu beweisen. Wir wa¨hlen zu c ∈ R ein s¯ ∈ Mc, dann folgt [s¯,∞) ⊆ Mc. Wegen des
monotonen Fallens der Funktion R 3 t 7→ W (t, t + c) ∈ 2N0 ist es fu¨r den Beweis von
Mc = R hinreichend
s¯− νT2 ∈Mc fu¨r alle ν ∈ N0 (1.7)
zu zeigen, was wir mit vollsta¨ndiger Induktion bewerkstelligen. Der Induktionsanfang ist
durch die Tatsache s¯ ∈ Mc gegeben. Wir nehmen nun an, die Aussage (1.7) ist fu¨r ν ∈ N
bewiesen und setzen
sν := s¯− νT2 ∈Mc.
Wir wissen, dass die Funktion W lokal-konstant ist, daher existiert zu sν ein εν > 0 mit
W |Uεν (sν ,sν+c) = {ν(c)}.
Zu k ∈ N0 existieren lk ∈ Z und rk ∈ [0, T1) mit
kT2 = lkT1 + rk.
Fu¨r k ∈ N0 gibt es genau ein solches Paar (lk, rk), denn ga¨be es eine weitere Darstellung
kT2 = l˜kT1 + r˜k fu¨r ein k ∈ N0, so wu¨rde
(lk − l˜k)T1 + rk − r˜k = 0 (1.8)
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folgen. Nehmen wir lk 6= l˜k, o.B.d.A. l˜k < lk, an, so gibt es mk ∈ N mit lk = l˜k +mk, und
(1.8) liefert dann wegen T1 > 0
rk < r˜k , d.h. r˜k − rk ∈ [0, T1).
Eine erneute Anwendung von (1.8) ergibt
mkT1 = r˜k − rk < T1 ≤ mkT1,
was ein Widerspruch zur Annahme lk 6= l˜k ist. Folglich gilt Gleichheit, sowohl fu¨r lk und
l˜k als auch fu¨r rk und r˜k. Die gezeigte Eindeutigkeit erlaubt es uns das Bild der Restefolge
R := {rk : k ∈ N0}
zu definieren. Im folgenden zeigen wir in zwei Schritten sν+1 ∈Mc und beenden damit den
Induktionsbeweis.
1. Zuna¨chst nehmen wir an, dass die kleinsten Perioden T1 und T2 kommensurabel sind,
d.h. T2
T1
∈ Q gilt. Dann gibt es p und q aus N mit T2
T1
= p
q
, was qT2 = pT1 bedeutet.
Es folgt
ν(c) = W (sν , sν + c) = W (sν − pT1, sν + c) =
= W (sν − qT2, sν − qT2 + c) = W (s¯− (q + ν)T2, s¯− (q + ν)T2 + c),
d.h. s¯−(q+ν)T2 ∈Mc und aus Monotoniegru¨nden haben wir [s¯−(q+ν)T2,∞) ⊆Mc.
Dies impliziert sν+1 = s¯− (ν + 1)T2 ∈Mc.
2. Nun nehmen wir die Inkommensurabilita¨t von T1 und T2 an, gehen also von
T2
T1
/∈ Q
aus. Angenommen, es gibt k und m aus N0 mit rk = rm. Dann folgt kT2 − lkT1 =
mT2 − lmT2, was (k −m)T2 = (lk − lm)T1 bedeutet. Wa¨re k 6= m, so mu¨ssen lk 6= lm
und T2
T1
∈ Q gelten, also kann nur k = m erfu¨llt sein, d.h. die Folge (rk)k∈N0 ist
injektiv; insbesondere ist R eine unendliche Menge.
Wir wa¨hlen n ∈ N, so dass T1
n
< εν gilt. Dann ko¨nnen wir das Intervall zu
[0, T1) =
n⊎
l=1
[
(l − 1)
T1
n
, l
T1
n
)
partitionieren. Weil die Folge (rk)k∈N0 injektiv ist, besteht {r0, . . . rn} aus n+ 1 Ele-
menten, die in einer disjunkten Vereinigung von n Intervallen enthalten ist. Folglich
gibt es zwei verschiedene Indizes n1 und n2 in {0, . . . , n}, o.B.d.A. n1 < n2, und ein
l ∈ {1, . . . , n} mit
rn1 ∈
[
(l − 1)
T1
n
, l
T1
n
)
und rn2 ∈
[
(l − 1)
T1
n
, l
T1
n
)
,
daher besteht die Abscha¨tzung
|rn1 − rn2 | <
T1
n
< εν . (1.9)
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Wir setzen N := n2 − n1 ∈ N und erhalten:
W (sν −NT2, sν −NT2 + c) = W (sν − (n2T2 − n1T2), sν + c) =
=W (sν−(ln2T1+rn2−ln1T1−rn1), sν+c) = W (sν+(ln1−ln2)T1−(rn2−rn1), sν+c) =
= W (sν − (rn2 − rn1), sν + c) = ν(c),
weil nach (1.9) ∥∥∥∥( sνsν + c
)
−
(
sν − (rn2 − rn1)
sν + c
)∥∥∥∥ = |rn2 − rn1 | < εν
gilt und W |Uεν (sν ,sν+c) = {ν(c)} erfu¨llt ist. Daher haben wir sν −NT2 ∈ Mc, und es
gilt
[s¯− (ν +N)T2,∞) = [sν −NT2,∞) ⊆Mc;
insbesondere ist wegen N ∈ N das Folgeglied sν+1 = s¯ − (ν + 1)T2 in Mc, und der
Induktionsbeweis ist abgeschlossen, 3. ist gezeigt. ¥
Wir werden nun sehen, dass die einfache Geschlossenheit der Kurve
γx : [0, T ]→ R2
nur einen sinusartigen Verlauf der periodischen Lo¨sung x zula¨sst. D.h., auf einem Perioden-
Intervall [t, t+T ) wird sowohl das Minimum als auch das Maximum genau einmal angenom-
men, und zwischen diesen Extremstellen verla¨uft die periodische Lo¨sung x streng monoton.
Folgerung 1.4.1 Es seien (H1) gegeben und x : R → R eine periodische Lo¨sung von
(µ, f) mit minimaler Periode T > 0. Dann gibt es t0 ∈ R und t1 ∈ (t0, t0 + T ) mit den
folgenden Eigenschaften:
1. Fu¨r alle t ∈ (t0, t1) gilt x(t) ∈ (x(t0), x(t1)) und x˙(t) > 0.
2. Fu¨r alle t ∈ (t1, t0 + T ) gilt x(t) ∈ (x(t0), x(t1)) und x˙(t) < 0.
-
t
6
x(t)
t0 t1 t0 + T
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Beweis: Wir zeigen nur Teil 1 der Behauptung, weil der Beweis des zweiten Teils lediglich
eine Wiederholung der Beweisargumente des ersten wa¨re.
Es seien t0 ∈ R und t1 ∈ (t0, t0 + T ) mit
m := min x(R) = x(t0), M := max x([t0, t0 + T ]) = x(t1).
Die Kurve
γ := γx(· − t0) : [t0, t0 + T ] 3 t 7→
(
x(t− t0)
x˙(t− t0)
)
∈ R2
ist nach Satz 1.4.1 eine regula¨re Jordankurve. Wir haben
γ([t0, t0 + T ]) ⊆ [m,M ]× R.
Weil m und M Extrema sind, folgt:
Ist γ(t) ∈ {m,M} × R fu¨r ein t ∈ R, so folgt γ(t) ∈ {m,M} × {0}. (1.1)
Angenommen, Teil 1 der Behauptung ist nicht wahr. Dann gibt es s0 ∈ (t0, t1) mit
x(s0) /∈ (m,M) oder x˙(s0) ≤ 0.
Im Fall x(s0) /∈ (m,M) folgt x(s0) ∈ {m,M}, also
(
x(s0)
x˙(s0)
)
= γ(s0 + t0) ∈ {m,M} ×R, was
mit (1.1) auf
(
x(s0)
x˙(s0)
)
= γ(s0 + t0) ∈ {m,M} × {0} fu¨hrt, also x˙(s0) = 0, somit(
x(s0)
x˙(s0)
)
∈
{(
m
0
)
,
(
M
0
)}
=
{(
x(t0)
x˙(t0)
)
,
(
x(t1)
x˙(t1)
)}
bedeutet und der Injektivita¨t von γ widerspricht. Folglich mu¨ssen
x(s0) ∈ (m,M) und x˙(s0) ≤ 0
gelten. Das Minimum s1 := min{t ∈ [s0, t1) : x˙(t) ≤ 0} ∈ (t0, t1) ist definiert. Wa¨re
x˙(s1) < 0, so ga¨be es aus Stetigkeitsgru¨nden ein δ > 0 mit x˙(t) < 0 fu¨r alle t ∈ (s1− δ, s1+
δ) ⊆ (t0, t1), insbesondere x˙(s1−
δ
2
) ≤ 0, was der Minimalita¨t von s1 widerspricht. Folglich
gilt
x˙(s1) = 0.
Wir behaupten:
Fu¨r alle t ∈ (s1, t1) gilt x(t) < x(s1) =: ξ1. (1.2)
Wegen der Regularita¨t von γ gilt x¨(s1) 6= 0, und es gibt ein δ > 0 mit x˙|(s1,s1+δ) < 0,
daher haben wir x(t) < ξ1 fu¨r alle t ∈ (s1, s1 + δ). Um (1.2) zu beweisen, genu¨gt es somit
x(t) 6= ξ1 fu¨r alle t ∈ (s1, t1) zu zeigen. Angenommen, dies ist nicht richtig, also
S := {t ∈ (s1, t1) : x(t) = ξ1} 6= ∅.
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Dann ist s := minS definiert; es gilt x(s) = x(s1) = ξ1. Wenn x˙(s) = 0 gelten wu¨rde, so
widerspra¨che dies der Injektivita¨t von γ, also haben wir x˙(s) 6= 0. Wa¨re x˙(s) < 0, so ga¨be
es δ > 0 mit (s−δ, s) ⊆ (s1, t1) und x|(s−δ,s) > ξ1; dies ist ein Widerspruch, denn wir haben
wegen der Minimalita¨t von s die Abscha¨tzung x|(s1,s) < ξ1. Wir erhalten somit
x˙(s) > 0.
Die Menge R := {t ∈ (−∞, s) : x˙(t) = 0} ist nicht leer, und r := maxR la¨sst sich
definieren. Wa¨re r = s1, so ha¨tten wir x˙|(s1,s) > 0. Weil x˙|(t0,s1) ebenfalls positiv ist, mu¨sste
wegen x˙(s1) = 0 fu¨r die zweite Ableitung x¨(s1) = 0 gelten, aber γ ist eine regula¨re Kurve.
Daher sind r > s1 und
[t0, s1] ∩ [r, s] = ∅ (1.3)
erfu¨llt. Die Injektivita¨t von γ liefert
x˙(r) = 0 und x(r) > x(t0).
Wegen x˙|(r,s] > 0 folgt
x(r) < x(s) = ξ1,
also
x(r) ∈ [x(t0), ξ1] =: I und x(s) ∈ [x(t0), ξ1] = I.
Weil die stetige Funktion x|[t0,s1] streng monoton (wachsend) ist, existiert die stetige Um-
kehrabbildung x|−1[t0,s1] : [x(t0), x(s1)] = I → [t0, s1]. Dann ist
ϕ : I 3 ξ 7→ x˙ ◦ x|−1[t0,s1](ξ) ∈ R
+
0
definiert und stetig, wir erhalten
graph(ϕ) = γ([t0, s1]), ϕ(m) = 0 und ϕ(ξ1) = 0. (1.4)
Weil die stetige Funktion x|[r,s] streng monoton (wachsend) ist, existiert die stetige Um-
kehrabbildung x|−1[r,s] : [x(r), x(s1)] =: J → [r, s]. Dann ist
ψ : J 3 ξ 7→ x˙ ◦ x|−1[r,s](ξ) ∈ R
+
0
definiert und stetig. Wir erhalten
graph(ψ) = γ([r, s]), ψ(x(r)) = 0 und ψ(ξ1) = x˙(s) > 0. (1.5)
Wir beachten J ⊆ I und betrachten die stetige Funktion
χ := ψ − ϕ|J : J → R.
Unter Beru¨cksichtigung von (1.4) und (1.5) folgen
χ(x(r)) = ψ(x(r))− ϕ(x(r)) < 0 und χ(ξ1) = ψ(ξ1)− ϕ(ξ1) > 0,
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-
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es gibt also ein ξ ∈ (x(r), ξ1) mit χ(ξ) = 0, d.h. ψ(ξ) = ϕ(ξ), (1.4) und (1.5) liefern somit
γ([t0, s1]) ∩ γ([r, s]) = graph(ϕ) ∩ graph(ψ) 6= ∅,
was mit (1.3) einen Widerspruch zur Injektivita¨t von γ zur Folge hat. ¥
Nachdem wir in diesem Abschnitt festgestellt haben, dass die zu einer periodischen Lo¨sung
x von (µ, f) geho¨rige Kurve γx jordansch und regula¨r ist, ko¨nnen wir nun in 1.5 zur wei-
teren Vorbereitung der Vergleichsargumente in 1.6 eine genauere Untersuchung von γx
vornehmen.
1.5 Graphdarstellung und Symmetrie
Um die Jordankurve γx einer periodischen Lo¨sung x der Gleichung
(µ, f) x˙(t) = −µx(t) + f(x(t− 1))
besser handhaben zu ko¨nnen, beweisen wir in diesem Abschnitt die elementare Aussa-
ge, dass sich die Spur von γx als Vereinigung zweier glatter Funktionsgraphen darstellen
la¨sst. Mit dieser Eigenschaft zeigen wir das Enthaltensein des Urprungs im Spurinnern,
sofern x eine Nullstelle besitzt. Unter Beru¨cksichtigung von Satz 1.4.1 ist dann γx eine ur-
sprungsumlaufende Jordankurve. Diese Tatsache befa¨higt uns im folgenden, die Aussagen
des Abschnitts 1.1 u¨ber ebensolche Kurven auszunutzen, um periodische Lo¨sungen von
(µ, f) zu vergleichen.
Im letzten Abschnitt haben wir festgestellt, dass das strikte Wachsen der Nicht-Linearita¨t
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f in (H1) eine U¨bertragung von Monotonie und Disjunktheit bewirken. Wir werden in
diesem Abschnitt zudem zeigen, dass sich eine Symmetrie von f auf eine der periodischen
Lo¨sung x vererbt, falls x eine Nullstelle hat.
Weil γx nach Satz 1.4.1 regula¨r und jordansch ist, ko¨nnen wir die Orbitzeit definieren.
Definition 1.5.1 Es seien x eine periodische Lo¨sung von (µ, f, λ, α) mit kleinster Periode
Tx, γx und Γx wie in Satz 1.4.1. Dann heisst
τx : Γx 3
(
u
v
)
7→ γx|
−1
[0,Tx)
(u, v) ∈ [0, Tx).
Orbitzeit von x. ¤
Befindet sich ein Spurpunkt der x− x˙−Kurve γx in der oberen Halbebene, so ist die A¨nde-
rungstendenz seiner ersten Komponente positiv; dies haben wir schon implizit im Beweis
von Folgerung 1.4.1 benutzt. Das Auftreten von Spurpunkten in der oberen Halbebene,
die sich nur in der zweiten Komponente unterscheiden, ist also nicht mo¨glich. Orbitpunkte
in der oberen Halbebene sind somit als Punkte eines Funktionsgraphen interpretierbar.
Analog kann man die Orbitpunkte der unteren Halbebene als Graphenpunkte auffassen, so
dass sich der gesamte Orbit als Vereinigung zweier Graphen darstellen la¨sst. Diese Aussage
wird durch die na¨chste Bemerkung pra¨zisiert.
Bemerkung 1.5.1 Es seien x eine periodische Lo¨sung von (µ, f) mit Nullstelle, Γx die
Spur von γx,
c := max x(R), a := min x(R) und X := x(R) = x([0, Tx]) = [a, c].
Dann gibt es stetige Funktionen
ϕ+x : X → R+0 , ϕ−x : X → R−0
mit den folgenden Eigenschaften:
? ϕ+x ((a, c)) ⊆ R+, ϕ−x ((a, c)) ⊆ R− und ϕ±x (c) = 0 = ϕ±x (a).
? ϕ+x |(a,c) und ϕ
−
x |(a,c) sind stetig differenzierbar.
? Γx = graph(ϕ
+
x ) ∪ graph(ϕ
−
x ).
Beweis: Die Lo¨sung x hat die in Folgerung 1.4.1 aufgefu¨hrten Eigenschaften und besitzt
die Periode T := Tx. O.B.d.A. sei x normiert, es gelten also x(0) = 0 und x˙(0) > 0. Die
kleinste positive Nullstelle von x˙ sei A, die gro¨ßte negative sei −B. Folglich gelten
x˙|(−B,A) > 0 und x˙|(A,T−B) < 0.
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x˙
x
A(Γx)
I(Γx)
graph(ϕ+x )
graph(ϕ−x )
Die stetigen Funktionen y+ := x|[−B,A] und y
− := x|[A,T−B] haben deshalb eine stetige
Inverse, so dass
ϕ±x := x˙ ◦ (y
±)−1 : X → R±0
wohldefiniert und stetig sind. Wir haben
ϕ+x ((a, c)) ⊆ R+, ϕ−x ((a, c)) ⊆ R− und ϕ±x (c) = 0 = ϕ±x (a).
Die Funktionen y+ und y− sind auf dem Inneren ihres Definitionsbereichs stetig differenzier-
bar, so dass mit der stetigen Differenzierbarkeit von x˙ nach (µ, f) und (H1) die Komposita
ϕ+x |(a,c) und ϕ
−
x |(a,c) eine ebensolche Qualita¨t besitzen. Um den Beweis zu beenden, zeigen
wir Γx = graph(ϕ
+
x ) ∪ graph(ϕ
−
x ) :
Es sei zuna¨chst (u, v)tr ∈ Γx. Dann existiert wegen Γx = γx([−B, T − B)) eine Zeit
t ∈ [−B, T − B) mit u = x(t) und v = x˙(t). Im Fall v ≥ 0 haben wir t ∈ [−B,A]
und
v = x˙(t) = x˙ ◦ (y+)−1(y+(t)) = x˙ ◦ (y+)−1(u) = ϕ+x (u).
Analog erhalten wir im Fall v < 0 die Darstellung v = ϕ−x (u), in beiden Fa¨llen gilt also
(u, v)tr ∈ graph(ϕ+x ) ∪ graph(ϕ
−
x ) und Γx ⊆ graph(ϕ
+
x ) ∪ graph(ϕ
−
x ).
Es sei schliesslich (u, v)tr ∈ graph(ϕ+x ) ∪ graph(ϕ
−
x ); ohne Beschra¨nkung nehmen wir
(u, v)tr ∈ graph(ϕ+x ) an, also v = ϕ
+
x (u) mit u ∈ X. Wir definieren
t := (y+)−1(u) ∈ [−B,A].
Dies liefert u = y+(t) = x(t) und
v = ϕ+x (u) = ϕ
+
x (y
+(t)) = x˙(t),
es gelten somit (u, v)tr ∈ Γx und graph(ϕ
+
x ) ∪ graph(ϕ
−
x ) ⊆ Γx. ¥
Gewisse Aussagen u¨ber Orbits einer periodischen Lo¨sung x lassen sich mittels der oben be-
schriebenen Graphendarstellung einfacher beweisen. Daneben tritt auch ein neuer Aspekt
auf. Im wachsenden Bereich genu¨gt na¨mlich x der gewo¨hnlichen Differentialgleichung
x˙ = ϕ+(x),
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im fallenden der gewo¨hnlichen Differentialgleichung
x˙ = ϕ−(x).
Diese Feststellung werden wir auf den na¨chsten Seiten dazu verwenden, Aussagen u¨ber
Orbitzeiten zu gewinnen; insbesondere ist an Periodenla¨ngen zu denken.
Die durch den Kurvensatz 1.1.1 von Jordan gewa¨hrleistete Partition des R2 in Inneres, Spur
und A¨usseres einer Jordankurve beinhaltet keine quantitative Charakterisierung dieser
Mengen. In unserem Spezialfall einer x−x˙−Kurve γx ist dies jedoch mit Hilfe der gezeigten
Graphendarstellung von Γx mo¨glich:
Bemerkung 1.5.2 Es seien x eine periodische Lo¨sung von (µ, f) mit Nullstelle und Spur
Γx sowie
ϕ+ := ϕ+x : X → R+0 und ϕ− := ϕ−x : X → R−0
die zugeho¨rigen Orbitfunktionen von x. Dann folgt aus z := (u, v)tr ∈ (X × R) ∩ A(Γ)
entweder v > ϕ+(u) oder v < ϕ−(u).
Beweis: Es seien Γ := Γx, z := (u, v)
tr ∈ (X ×R)∩A(Γ) und X = [a, c]. Wir beachten im
folgenden die in Bemerkung 1.5.1 aufgefu¨hrten Eigenschaften der Funktionen ϕ− und ϕ+.
Zuna¨chst nehmen wir v 6= 0 an, ohne Beschra¨nkung sei v > 0. Die Menge
M := {r ∈ R+0 : (u, rv)tr ∈ A(Γ)}
ist wegen 1 ∈M nach Voraussetzung nicht leer, zudem nach unten beschra¨nkt. Folglich ist
ρ := inf(M)
existent, und es sei eine Folge (ρn)n∈N ∈M
N so gewa¨hlt, dass ρ = limn→∞ ρn gilt. Dann ist
((u, ρnv)
tr)n∈N eine Folge in A(Γ), und mit dem Jordanschen Kurvensatz folgt(
u
ρv
)
=
(
u
(limn→∞ ρn) · v
)
= lim
n→∞
(
u
ρnv
)
∈ A(Γ) = A(Γ) ∪ Γ.
Wir nehmen an, dass (u, ρv)tr in A(Γ) liegt. Dann gibt es wegen der Offenheit von A(Γ)
ein δ˜ > 0, so dass U
δ˜
((u, ρv)tr) ⊆ A(Γ) gilt. Es sei weiter
δ ∈
{
δ′ ∈ (0, δ˜) : ρ−
δ′
2v
≥ 0
}
und
z˜ :=
(
u
(ρ− δ
2v
)v
)
.
Wir erhalten dann ∥∥∥∥z˜ − ( uρv
)∥∥∥∥ = ∥∥∥∥( 0− δ
2v
v
)∥∥∥∥ = δ2 < δ,
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also z˜ ∈ Uδ((u, ρv)
tr) ⊆ U
δ˜
((u, ρv)tr) ⊆ A(Γ) und somit unter Beru¨cksichtigung von
ρ− δ
2v
≥ 0
ρ−
δ′
2v
∈M.
Dies ist aber wegen ρ − δ
′
2v
< ρ ein Widerspruch zur Minimalita¨t von ρ. Somit ist die
Annahme (u, ρv)tr ∈ A(Γ) falsch, es muss (u, ρv)tr ∈ Γ erfu¨llt sein.
Wegen 1 ∈ M und der Minimalita¨t von ρ muss ρ ≤ 1 gelten. Wa¨re ρ = 1, so mu¨sste,
wie wir eben gesehen haben, (u, ρv)tr = (u, v)T in Γ liegen, was aber der Voraussetzung
(u, ρv)tr = (u, v)tr ∈ A(Γ) widerspricht. Also erhalten wir ρ ∈ [0, 1).
Falls u ∈ {a, c} gilt, so folgt v > 0 = ϕ+(u), also die Behauptung. Liegt u zwischen a
und c, so haben wir ϕ+(u) > 0. Folglich ist die behauptete Aussage mit ρ ∈ [0, 1) erfu¨llt:
ϕ+(u) = ρv < v.
Angenommen, es gilt v = 0. Wa¨re dann u ∈ {a, c}, so wu¨rde z ∈ Γ gelten, was z ∈ A(Γ)
widerspricht. Also haben wir u ∈ (a, c). Es gilt ϕ+(u) > 0 und ϕ−(u) < 0. Wegen der
Offenheit von A(Γ) gibt es ein δ˜ > 0, so dass U
δ˜
(z) = U
δ˜
((u, 0)tr) ⊆ A(Γ). Wir setzen
δ := min
{
δ˜,
ϕ+(u)
2
,
|ϕ−(u)|
2
}
≤ δ˜,
so dass δ positiv ist. Wir wa¨hlen v˜ 6= 0, so dass
z˜ := (u, v˜)tr ∈ Uδ((u, 0)
tr) ⊆ U
δ˜
((u, 0)tr) ⊆ A(Γ)
erfu¨llt ist und nehmen ohne Beschra¨nkung der Allgemeinheit v˜ > 0 an. Es gilt
z˜ =
(
u
v˜
)
∈ A(Γ)
und v˜ > 0. Mit dem oben Bewiesenen haben wir v˜ > ϕ+(u). Damit folgt mit der Definition
von δ
v˜ > ϕ+(u) >
ϕ+(u)
2
≥ δ,
aber aus (
u
v˜
)
∈ Uδ
((
u
0
))
folgt widerspru¨chlicherweise
δ >
∥∥∥∥(uv˜
)
−
(
u
0
)∥∥∥∥ = ∥∥∥∥(0v˜
)∥∥∥∥ = v˜.
Also kann der Fall v = 0 nicht auftreten, und die Behauptung ist bewiesen. ¥
Dieses rein technische Hilfsmittel vereinfacht den Beweis der folgenden beiden Aussagen.
Zuna¨chst beweisen wir, wie bereits erwa¨hnt, dass die Orbitkurve γx einer periodischen
Lo¨sung x von (µ, f) mit Nullstelle ursprungsumlaufend ist.
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Satz 1.5.1 Ist Voraussetzung (H1) erfu¨llt und x : R → R eine periodische Lo¨sung von
(µ, f) mit Nullstelle und kleinster Periode T > 0, so ist die Kurve
γx : [0, T ] 3 t 7→
(
x(t)
x˙(t)
)
∈ R2
eine regula¨re ursprungsumlaufende Jordankurve.
Beweis: Mit Satz 1.4.1 ist nur 0 ∈ I(Γx) zu zeigen. Wa¨re der Ursprung nicht im Inneren
von Γ := Γx enthalten, so ka¨men nach dem Kurvensatz von Jordan nur die sich ausschlies-
senden Fa¨lle 0 ∈ Γ oder 0 ∈ A(Γ) in Frage. Zuerst betrachten wir 0 ∈ Γ, und erkennen,
dass in diesem Fall x eine doppelte Nullstelle haben mu¨sste, was aber nach Folgerung 1.4.1
nicht sein kann. Also bleibt noch 0 ∈ A(Γ) zu beachten: Weil x eine Nullstelle hat, haben
wir 0 ∈ x(R) und daher (
0
0
)
∈ [x(R)× R] ∩ A(Γ),
was aber mit Bemerkung 1.5.2 entweder ϕ+(0) < 0 oder ϕ−(0) > 0 zur Folge hat und
ϕ±(x(R)) ⊆ R±0 widerspricht. ¥
Die folgende Aussage ist eine Weiterfu¨hrung von Bemerkung 1.5.2.
Bemerkung 1.5.3 Es seien (H1) gegeben und x eine periodische Lo¨sung von (µ, f) mit
Nullstelle und Orbit Γ := Γx, sowie x(R) =: [a, c]. Dann folgt
I(Γx) = {(u, v)
tr ∈ (a, c)× R : ϕ−(u) < v < ϕ+(u)} ⊆ (a, c)× R ,
wenn ϕ+ : [a, c]→ R+0 und ϕ− : [a, c]→ R−0 die Orbitfunktionen von x sind.
Beweis: Es sei zuna¨chst (u, v)tr ∈ (a, c) × R mit ϕ−(u) < v < ϕ+(u) gegeben. Wu¨rde
(u, v)tr inA(Γ) liegen, so mu¨sste nach Bemerkung 1.5.2 entweder ϕ−(u) > v oder ϕ+(u) < v
gelten. Wa¨re (u, v)tr ein Punkt in Γ, so mu¨ssten wir nach Bemerkung 1.5.1 ϕ−(u) = v oder
ϕ+(u) = v haben. Beide Fa¨lle widersprechen ϕ−(u) < v < ϕ+(u), also liegt (u, v)tr in I(Γ).
Umgekehrt sei (u, v)tr aus I(Γ) gewa¨hlt. Wir nehmen zuna¨chst an, es gilt (u, v)tr /∈ [a, c]×R.
Wir betrachten den Fall u > c, im andere Fall u < a wird analog argumentiert. Die
Beschra¨nktheit von I(Γ) = I(Γ) ∪ Γ ermo¨glicht es, ein n ∈ N mit (n, 0)tr /∈ I(Γ), also
(n, 0)tr ∈ A(Γ), sowie n > u zu finden. Dann gibt es nach Lemma 1.1.1 ein s ∈ (0, 1) mit
s
(
n
0
)
+ (1− s)
(
u
v
)
∈ Γ.
Fu¨r die erste Komponente dieser Konvexkombination gilt wegen n > u
sn+ (1− s)u = s(n− u) + u > u > c,
was Γ ⊆ [a, c]× R widerspricht. Somit haben wir(
u
v
)
∈ [a, c]× R.
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Angenommen, es gilt ϕ+(u) ≤ v oder ϕ−(u) ≥ v, wobei wir nur den ersten Fall betrachten,
um Beweisteile nicht wiederholen zu mu¨ssen. Wir finden wie oben mittels des Beschra¨nkt-
heitarguments ein n ∈ N mit (u, n)tr ∈ A(Γ) und n > v. Dann gibt es nach Lemma 1.1.1
ein s ∈ (0, 1) mit
s
(
u
n
)
+ (1− s)
(
u
v
)
∈ Γ,
insbesondere heisst das mit der Graphdarstellung aus Bemerkung 1.5.1 und n > v
ϕ+(u) = ϕ+(su+ u− su) = sn+ v − sv = s(n− v) + v > v.
Dieser Widerspruch zeigt unter Beru¨cksichtigung des zweiten Falles ϕ−(u) < v < ϕ+(u).
Schliesslich stellen wir damit die Unmo¨glichkeit des Falles u ∈ {a, c} fest, denn sonst ha¨tten
wir 0 = ϕ−(u) < v < ϕ+(u) = 0. ¥
Wie angeku¨ndigt sind wir nun in der Lage aus der Symmetrie von f eine Symmetrie
von x abzuleiten.
Satz 1.5.2 Es seien (H1) gegeben und x : R → R eine periodische Lo¨sung von (µ, f) mit
Nullstelle und kleinster Periode T . Ist f ungerade, so gilt
x = −x
(
·+
T
2
)
.
Insbesondere hat x den konstanten Nullstellenabstand T
2
, und es gilt max x(R) = |min x(R)|.
Beweis: Es sei Γ der Orbit von x in R2. Wir betrachten zuna¨chst den Fall max x(R) = x(0)
und minx(R) = x(B) fu¨r ein B ∈ (0, T ). Weil x eine Nullstelle hat, folgt x(B) < 0 < x(0).
O.B.d.A. gelte |x(B)| ≤ x(0).
Wir nehmen Γ ∩ (−Γ) = ∅ an. Nach der letzten Bemerkung 1.5.3 gilt
{(u, v)tr ∈ (x(B), x(0))× R : ϕ−(u) < v < ϕ+(u)} = I(Γx) ⊆ (x(B), x(0))× R, (1.1)
wenn ϕ+ und ϕ− die Orbitfunktionen von x sind. Insbesondere muss wegen |x(B)| ≤ x(0)
(−x(0), 0) ∈ A(Γ) ∪ Γ
gelten. Der Fall Γ 3 (−x(0), 0) = (−x(0),−x˙(0)) ∈ −Γ widerspricht Γ ∩ (−Γ) = ∅. Es
muss also −Γ 3 (−x(0),−x˙(0)) = (−x(0), 0) ∈ A(Γ), d.h. −x(B) < x(0), gelten. Wegen
Γ∩ (−Γ) = ∅ folgt dann −Γ ⊆ A(Γ). Dies vertra¨gt sich wegen (1.1) und 0 < −x(B) < x(0)
nicht mit
−Γ 3 (−x(B),−x˙(B)) = (−x(B), 0) ∈ I(Γ).
Also ist die Annahme falsch, und es muss
Γ ∩ (−Γ) 6= ∅ (1.2)
1.5 Graphdarstellung und Symmetrie 72
gelten.
Es sei y := −x : R → R. Die Funktion y ist stetig differenzierbar, es gilt fu¨r alle t ∈ R
unter Beru¨cksichtigung von (µ, f) und der Ungeradheit von f
y˙(t) = −µy(t)− f(x(t− 1)) = −µy(t) + f(y(t− 1)).
Die Funktion y hat die kleinste Periode T , erfu¨llt (µ, f) und besitzt den Orbit −Γ ⊆ R2.
Nach Satz 1.4.1.3 gilt entweder Γ ∩ (−Γ) = ∅ oder Γ = −Γ. Aussage (1.2) liefert somit{(
x(t)
x˙(t)
)
: t ∈ [0, T )
}
= Γ = −Γ =
{(
−x(s)
−x˙(s)
)
: s ∈ [B,B + T )
}
. (1.3)
Insbesondere folgt
−x(B) = x(0). (1.4)
Fu¨r alle t ∈ [0, T ) gibt es nach (1.3) ein s ∈ [B,B + T ) mit
x(t) + x(s) = 0 und x˙(t) + x˙(s) = 0.
Wir nehmen an, zu t ∈ [0, T ) existieren s1 und s2 aus [B,B + T ) mit x(t) + x(si) = 0 und
x˙(t) + x˙(si) = 0 fu¨r i ∈ {1, 2}. Dann folgt mit der Injektivita¨t von
ηx := γx(·+B) : [0, T )→ R,
si −B ∈ [0, T ), i ∈ {1, 2}, und
ηx(s1 −B) = γx(t) = ηx(s2 −B),
dass s1 = s2 gelten muss. Somit haben wir eine Abbildung
σ : [0, T )→ [B,B + T )
mit
x(σ(t)) = −x(t), (1.5)
x˙(σ(t)) = −x˙(t) (1.6)
fu¨r alle t ∈ [0, T ). Es gilt x(0) + x(σ(0)) = 0, und (1.4) la¨sst uns
σ(0) = B
erkennen. Genauso folgt
σ(B) = T
aus max x([B,B + T )) = x(T ). Die stetig differenzierbare Einschra¨nkung x|(0,B) hat eine
ebensolche Inverse y1, und nach (1.5) stellen wir die stetige Differenzierbarkeit von
σ|(0,B) = y1 ◦ (−x)|(0,B)
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fest; ebenso ist σ|(B,B+T ) = y2 ◦ (−x)|(B,B+T ) stetig differenzierbar, wobei y2 die stetig
differenzierbare inverse Funktion von x|(B,B+T ) ist. Desweiteren ist σ in B stetig, denn die
Stetigkeit von x und (1.5) implizieren x(B) + x(limt→B σ(t)) = 0, also
lim
t→B
σ(t) = T = σ(B).
Genauso begru¨nden wir die Stetigkeit von σ in 0, so dass σ stetig ist.
Differentiation von (1.5) ergibt unter Beru¨cksichtigung der Gleichheit (1.6)
−x˙(t) = x˙(σ(t))σ˙(t) = −x˙(t)σ˙(t)
fu¨r alle t ∈ (0, T ) \ {B}. Dies bedeutet
x˙(t) · [σ˙(t)− 1] = 0 fu¨r alle t ∈ (0, T ) \ {B}. (1.7)
-
6
x˙
x
.....
.....
.....
.....
.....
.....
.....
.....
.
γx(t)
−γx(t)
x(B)
x(0)
-
γx
σ
0 T
-
B B + T
}
6
Γ
Fu¨r t ∈ (0, T ) \ {B} folgt x˙(t) 6= 0 und (1.7) liefert σ˙(t) = 1. D.h. fu¨r alle t ∈ (0, T ) \ {B}
haben wir σ(t) = t + c fu¨r eine Konstante c ∈ R. Die Stetigkeit von σ liefert zuna¨chst
c = B und dann T = σ(B) = B +B = 2B, also
B =
T
2
.
Daher gilt mit (1.5)
x(t) = −x
(
t−
T
2
)
= −x
(
t+
T
2
)
fu¨r alle t ∈ [0, T ). (1.8)
Nun sei t ∈ R. Dann gibt es m ∈ Z und r ∈ [0, T ) mit t = mT + r. Ist r = 0, so wissen wir
wegen (1.4)
x(t) = x(0) = −x(B) = −x
(
T
2
)
= −x
(
mT +
T
2
)
= −x
(
t+
T
2
)
.
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Gleichung (1.8) liefert im Fall r ∈ (0, T )
x(t) = x(r) = −x
(
r +
T
2
)
= −x
(
mT + r +
T
2
)
= −x
(
t+
T
2
)
.
Somit gilt (1.8) fu¨r alle t ∈ R.
Schliesslich sei x(0) 6= max x(R). Dann finden wir A ∈ R, so dass fu¨r y := x(· + A) gilt:
max y(R) = y(0) = max x(R). Fu¨r y wissen wir y(t) = −y
(
t+ T
2
)
fu¨r alle t ∈ R. Ist nun
t ∈ R, so folgt x(t) = x(t− A+ A) = y(t− A) = −y
(
t− A+ T
2
)
= −x
(
t+ T
2
)
. ¥
Abschliessend stellen wir einen Zusammenhang zwischen den Orbitfunktionen ϕ±1 und ϕ
±
2
der periodischen Lo¨sungen x1 und x2 von (µ, f) her, falls Γ1 b Γ2 fu¨r ihre Spuren Γ1 und
Γ2 in R2 gilt.
Bemerkung 1.5.4 Es seien λ0 und λ1 aus R+ sowie α0 und α1 aus R+0 . Fu¨r i ∈ {0, 1}
mo¨ge eine periodische Lo¨sung xi von (µ, f, λi, αi) mit minimaler Periode Ti sowie
Γi := Γxi = γxi([0, Ti))
und Orbitfunktionen
ϕ±i := ϕ
±
xi
: xi(R)→ R±0
gegeben sein. Ausserdem gelte
Γ1 b Γ0.
Dann folgt [a1, c1] := x1(R) ⊆ x0(R),
ϕ+0 |[a1,c1] ≥ ϕ
+
1 ≥ 0, ϕ
−
0 |[a1,c1] ≤ ϕ
−
1 ≤ 0
und die Reziproken 1
ϕ±0
|(a1,c1) und
1
ϕ±1
|(a1,c1) sind erkla¨rt mit
0 <
1
ϕ+0
|(a1,c1) ≤
1
ϕ+1
|(a1,c1), 0 >
1
ϕ−0
|(a1,c1) ≥
1
ϕ−1
|(a1,c1).
Beweis: Wa¨re c1 > max x0(R) =: c0, so mu¨sste ρ := c1c0 > 1 gelten. Dies liefert wegen
Γ1 b Γ0 die Inklusion ρΓ0 ⊆ A(Γ1). Nach Bemerkung 1.5.1 sind (c0, 0)
tr und (c1, 0)
tr
Punkte der Orbits Γ0 und Γ1, und wir erhalten damit den Widerspruch
Γ1 3
(
c1
0
)
= ρ
(
c0
0
)
∈ A(Γ1).
Genauso erweist sich a1 < a0 als unmo¨glich, so dass [a1, c1] ⊆ [a0, c0] bewiesen ist.
Als na¨chstes zeigen wir ϕ+0 |[a1,c1] ≥ ϕ
+
1 ; der Beweis von ϕ
−
0 |[a1,c1] ≤ ϕ
−
1 verla¨uft analog
und wird nicht weiter ausgefu¨hrt. Es sei x ∈ [a1, c1]. Wir haben (x, ϕ
+
0 (x))
tr ∈ Γ0 und
(x, ϕ+1 (x))
tr ∈ Γ1. Wegen Γ1 b Γ0 folgt (x, ϕ
+
0 (x))
tr ∈ Γ1∪A(Γ1). Im Fall (x, ϕ
+
0 (x))
tr ∈ Γ1
folgt
ϕ+0 (x) = ϕ
+
1 (x),
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und im Fall (x, ϕ+0 (x))
tr ∈ A(Γ1) nach Bemerkung 1.5.2
ϕ+0 (x) > ϕ
+
1 (x).
Die Reziproken 1
ϕ±0
|(a1,c1) und
1
ϕ±1
|(a1,c1) sind nach Bemerkung 1.5.1 erkla¨rt. Die Abscha¨tzun-
gen
1
ϕ+0
|(a1,c1) ≤
1
ϕ+1
|(a1,c1) und 0 >
1
ϕ−0
|(a1,c1) ≥
1
ϕ−1
|(a1,c1)
ergeben sich direkt aus ϕ+0 |[a1,c1] ≥ ϕ
+
1 bzw. ϕ
−
0 |[a1,c1] ≤ ϕ
−
1 . ¥
1.6 Periodenvergleich
Im folgenden seien die Standardvoraussetzungen (H1) und (H2) gegeben, d.h. die Funktion
f : R → R hat die folgenden Eigenschaften:
(H1) Die Funktion f ist stetig differenzierbar mit f ′ > 0 und f(0) = 0.
(H2) Es sei f stetig differenzierbar, und fu¨r
h : R \ {0} 3 x 7→
x · f ′(x)
f(x)
∈ R+
seien h|R+ streng monoton fallend und h|R− streng monoton wachsend.
Unter Verwendung der bisherigen Ergebnisse lassen sich zwei verschiedene periodische
Lo¨sungen
x1 : R → R und x2 : R → R
von
(µ, f) x˙(t) = −µx+ f(x(t− 1))
vergleichen; dabei sollen x1 und x2 diesselbe Oszillationsgeschwindigkeit, kleinste Perioden
T1 und T2 sowie eine nicht-leere Nullstellenmenge haben. Beim Vergleich werden nicht die
nach Satz 1.4.1 disjunkten Orbits O1 und O2 von x1 und x2 im Phasenraum C betrachtet,
sondern deren nach Satz 1.4.1 ebenfalls disjunkten Evaluationen
Γ1 und Γ2
in der Phasenebene R2, also die Spuren der Kurven
γx1 : [0, T1] 3 t 7→
(
x1(t)
x˙1(t)
)
∈ R2 und γx2 : [0, T2] 3 t 7→
(
x2(t)
x˙2(t)
)
∈ R2.
Wegen Satz 1.5.1 sind diese Orbitkurven regula¨re ursprungsumlaufende Jordankurven, und
der Kurvensatz 1.1.1 von Jordan liefert die Partition
I(Γ1) ] Γ1 ] A(Γ1) = R2 = I(Γ2) ] Γ2 ] A(Γ2).
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Bevor wir zeigen, dass sich die relative Lage von Γ1 ⊆ R2 und Γ2 ⊆ R2 in einer bestimmten
Art und Weise auf die der Perioden T1 und T2 in R+ u¨bertra¨gt, skizzieren wir die beim
Beweis verwendete Vergleichsmethode, die auf Arbeiten [30] und [31] von Kaplan &
Yorke zuru¨ckgeht. Weil Γ1 und Γ2 disjunkt sind, ko¨nnen wir o.B.d.A. von
Γ2 ⊆ I(Γ1)
ausgehen. Um analytische Aussagen zu erhalten, strecken wir mittels Bemerkung 1.1.3 die
Spur Γ2 radial mit einem Faktor ρ > 1, so dass
Γ1 b Γ0 := ρΓ2
gilt. Die Funktion ρx2 ist nach Bemerkung 1.4.1 eine periodische Lo¨sung von (µ, f, ρ, 1)
mit kleinster Periode T0 := T2 und Spur Γ0. Wie in meiner Diplomarbeit [17], Lemma
3.1.3, geschildert, ist die Disjunktheit von Γ1 und Γ2 nicht notwendig, um die Situation
Γ1 b Γ0 = ρΓ2 bzw. Γ2 b Γ0 = ρΓ1 herzustellen.
Wegen Γ1 b Γ0 ist der Schnitt S := Γ0∩Γ1 nicht leer, und es ergeben sich die beiden Fa¨lle
I Es gibt einen Punkt z aus S in R× {0},
II Es gibt einen Punkt z aus S in R× (R \ {0}).
Um zu verstehen, wieso man diese beiden Fa¨lle unterscheidet, betrachten wir zuna¨chst II
und skizzieren, wieso dieser Fall nicht eintreten kann; die Details sind in den Beweisen von
Hilfssatz 1.6.1 und Folgerung 1.6.1 zu finden. Die Orbitzeit von z bzgl. Γ0 und Γ1 sei t = 0.
-
6
z
R
R
Γ0
Γ1
Fall I
Γ1 b Γ0
-
6R
R
Γ0
Γ1
z
Γ1 b Γ0
Fall II
Weil z ein Schnittpunkt der beiden Spuren ist, ergibt sich mit der Monotonievoraussetzung
(H1), dass die Werte d0 := x0(−1) und d1 := x1(−1) ein gleiches Vorzeichen besitzen und
die Kru¨mmungsvoraussetzung (H2) hat o.B.d.A.
0 < d0 < d1
zur Folge. Andererseits ergibt die Tangentialita¨t des Schnittpunkts z zuna¨chst mit der
Gleichheit der ersten Ableitungen x˙1(0) = x˙0(0) 6= 0
x¨1(0) = x¨0(0),
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und daraus resultierend Aussagen fu¨r die Winkel θ0 ∈ (−
pi
2
, pi
2
) und θ1 ∈ (−
pi
2
, pi
2
) der
Orbitpunkte zur Zeit t = −1 :
0 < θ0 < θ1 <
pi
2
oder 0 > θ0 > θ1 > −
pi
2
.
Dies aber ist nicht mit 0 < d0 < d1 vertra¨glich, weil auf einem vom Ursprung ausgehenden
Halbstrahl alle Orbitpunkte von Γ0 keine kleinere Norm haben als die von Γ1, was mittels
Γ1 b Γ0 und Bemerkung 1.1.2 zu begru¨nden ist.
-
6
...
...
...
...
...
...
...
...
...
...
....
....
....
....
....
....
....
....
.
`(θ1)
`(θ0)
d0d1
R
R
Γ1
Γ0
z
t=0
t=−1
t=−1
Der Fall 0 < θ0 < θ1 <
pi
2
.
Daher kann nur Fall I eintreten. Wu¨rde es gelingen, auch hier einen Widerspruch zu erken-
nen, so wa¨re die Annahme zweier verschiedener periodischer Lo¨sungen von (µ, f) falsch, es
ga¨be folglich ho¨chstens eine.
Ein erstes solches Eindeutigkeitsresultat hat Nussbaum [45] fu¨r langsam schwingende
periodische Orbits von (0,−f) im Fall negativer Ru¨ckkopplung, µ = 0 und ungeradem f
erhalten. Die dort gemachte Kru¨mmungsvoraussetzung an die Nichtlinearita¨t entspricht in
etwa (H2) mit gea¨ndertem Vorzeichen. Bemerkenswerterweise wird in Cao [6] gezeigt, dass
ohne eine Kru¨mmungsvoraussetzung keine Eindeutigkeit zu erwarten ist.Cao [7] ist es auch
gelungen, den Eindeutigkeitsbeweis fu¨r langsam schwingende periodische Lo¨sungen von
Nussbaum [45] fu¨r (µ,−f) zu verallgemeinern; Cao kommt dabei ohne die Ungeradheit
von f bzw. −f aus, und der Da¨mpfungsparameter µ darf positiv sein.
Durch eine Adaption der Methode von Cao bei negativer Ru¨ckkopplung beweisen Krisz-
tin & Walther die Eindeutigkeit schnell schwingender periodischer Orbits von (µ, f) ,
also bei positiver Ru¨ckkopplung. Allerdings kommen Krisztin & Walther nicht ohne
die Ungeradheit von f aus, die nach Satz 1.5.2 eine Symmetrie bei den periodischen Lo¨sun-
gen bewirkt und einerseits als Einschra¨nkung empfunden wird, andererseits die Situation
stark vereinfacht.
Wie in der Einleitung erwa¨hnt, ist es gelungen, Fall II auch dann auszuschliessen, wenn
f nicht notwendig ungerade ist. Die in den Sa¨tzen 1.6.1 und 1.6.2 formulierten Perioden-
abscha¨tzungen fu¨r µ = 0 werden dann durch eine Betrachtung von Fall I am Ende des
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Abschnitts bewiesen.
Wir ko¨nnen nun die eingangs gestellte Frage beantworten, wieso zwischen den Fa¨llen I
und II unterschieden wird. Differentialgeometrisch zeichnet I nichts gegenu¨ber II aus: Der
Schnittpunkt z ist ein tangentialer. In II allerdings ermo¨glicht diese Tangentialita¨t die
Feststellung, dass die zweiten Ableitungen der Lo¨sungen zur Schnittzeit u¨bereinstimmen,
was essentiell fu¨r die Winkelabscha¨tzung ist. Der Schluss auf die Gleichheit der zweiten
Ableitungen ist jedoch im ersten Fall nicht mo¨glich, weil sich z auf der ersten Achse befin-
det. Wu¨rden wir andererseits in I von der Gleichheit der zweiten Ableitungen ausgehen,
ko¨nnten wir genauso verfahren wie in II. I.a. sind aber die zweiten Ableitungen in den
Extremstellen von x0 und x1 verschieden.
Der Rest des Abschnitts besteht darin, die skizzierte Vorgehensweise in den Fa¨llen I und
II en de´tail auszufu¨hren und dann die Periodenabscha¨tzung zu beweisen. Wir beginnen
dabei mit einem Hilfssatz, der die Essenz von Fall II in einer etwas allgemeineren Situation
repra¨sentiert.
Im weiteren werden die in Folgerung 1.4.1 festgehaltenen u¨bersichtlichen Monotonieeigen-
schaften einer periodischen Lo¨sung nicht explizit zitiert.
Hilfssatz 1.6.1 Es seien λ0 und λ1 sowie α0 und α1 aus R mit
λ0 > λ1 > 0 und α0 ≥ α1 ≥ 0.
Fu¨r i ∈ {0, 1} mo¨ge eine normierte periodische Lo¨sung xi von (µ, f, λi, αi) mit Periode
Ti := Txi, Orbitzeit τi := τxi : Γi → [0, Ti) und Γi := Γxi = γxi([0, Ti)) mit
Γ1 b Γ0
gegeben sein. Dann folgt aus
S := Γ0 ∩ Γ1 ∩ (R× (R \ {0})) 6= ∅,
zum einen
(i) x¨0(τ0(c, b)) = x¨1(τ1(c, b)) fu¨r alle
(
c
b
)
∈ S
und zum anderen
(ii) S<> :=
{(
c
b
)
∈ S : xi(τi(c, b)− αi) 6= 0, i ∈ {0, 1}
}
= ∅.
Beweis: Wir zeigen zuna¨chst (i). Es seien dazu (c, b)tr ∈ S mit den Orbitzeiten
ti := τi(c, b) ∈ [0, Ti), i ∈ {0, 1},
gegeben. Wir haben dann b 6= 0 und
S 3 γx0(t0) = γx1(t1),
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was genau dann gilt, wenn (
x0(t0)
x˙0(t0)
)
=
(
x1(t1)
x˙1(t1)
)
=
(
c
b
)
(1.1)
erfu¨llt ist.
Weil sich nach Bemerkung 1.1.1 die Orbits Γ0 und Γ1 tangential schneiden, sind
γ˙x0(t0) =
(
x˙0(t0)
x¨0(t0)
)
=
(
b
x¨0(t0)
)
und γ˙x1(t1) =
(
x˙1(t1)
x¨1(t1)
)
=
(
b
x¨1(t1)
)
linear abha¨ngig. Mit b 6= 0 haben wir dann
x¨0(t0) = x¨1(t1), (1.2)
und damit ist (i) bewiesen.
Nun zeigen wir (ii), also S<> = ∅. Dazu nehmen wir die Existenz eines Punktes(
c
b
)
∈ S<>
an. Wie oben seien t0 und t1 die jeweiligen Orbitzeiten dieses Schnittpunktes auf Γ0 und
Γ1. Es gilt b 6= 0 und nach (i) folgt x¨0(t0) = x¨1(t1), also (1.2).
Es sei fu¨r i ∈ {0, 1}
di := xi(ti − αi).
Wegen (c, b)tr ∈ S<> folgt
di 6= 0 , i ∈ {0, 1}.
Aus (1.2) folgt unter Ausnutzung der Gleichungen (µ, f, λ0, α0) und (µ, f, λ1, α1)
−µb+ f ′
(
d0
λ0
)
x˙0(t0 − α0) = −µb+ f
′
(
d1
λ1
)
x˙1(t1 − α1),
also
f ′
(
d0
λ0
)
x˙0(t0 − α0) = f
′
(
d1
λ1
)
x˙1(t1 − α1). (1.3)
Zu x ∈ R betrachten wir die in Bemerkung 1.2.2 definierte Funktion
Φx : R+ 3 λ 7→ λf
(x
λ
)
∈ R.
Die Gleichungen (µ, f, λ0, α0) und (µ, f, λ1, α1) liefern unter Beru¨cksichtigung von (1.1)
Φd0(λ0) = λ0f
(
d0
λ0
)
= b+ µc = λ1f
(
d1
λ1
)
= Φd1(λ1). (1.4)
Wegen d0 6= 0 und d1 6= 0 folgt
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Φd0(λ0) = Φd1(λ1) 6= 0.
Weil der Graph von f nach (H1) nur im ersten oder dritten Quadranten verla¨uft, erkennen
wir ausserdem
sgn(d0) = sgn(d1) 6= 0.
Wir fu¨hren nur den Fall sgn(d0) = sgn(d1) > 0 aus und leiten daraus einen Widerspruch
her; der Fall sgn(d0) = sgn(d1) < 0 fu¨hrt in sehr a¨hnlicher Weise auf einen solchen.
Es gelten also
d0 > 0 und d1 > 0.
Wegen Bemerkung 1.2.2 sind daher die Abbildungen Φd0 und Φd1 streng monoton wachsend.
Nach Voraussetzung gilt λ0 > λ1 > 0, also insbesondere Φd1(λ1) < Φd1(λ0), was mit (1.4)
auf
Φd0(λ0) < Φd1(λ0) , also λ0f
(
d0
λ0
)
< λ0f
(
d1
λ0
)
fu¨hrt. Das in (H1) vorausgesetzte strenge Wachsen von f ergibt dann
0 < d0 < d1. (1.5)
Wegen λ0 > λ1 > 0 erhalten wir somit
0 <
d0
λ0
<
d0
λ1
<
d1
λ1
,
was mit dem in (H2) festgelegten strengen Fallen der Hilfsfunktion h|R+ ∈ (0, 1),
h : R \ {0} 3 x 7→
f ′(x)x
f(x)
∈ R,
auf
h
(
d0
λ0
)
> h
(
d1
λ1
)
> 0 (1.6)
fu¨hrt.
Mit (1.3) und (1.4) haben wir
h
(
d0
λ0
)
x˙0(t0 − α0)
d0
=
d0
λ0
· f ′( d0
λ0
)
f( d0
λ0
)
x˙0(t0 − α0)
d0
=
f ′( d0
λ0
)x˙0(t0 − α0)
λ0f(
d0
λ0
)
=
=
f ′( d1
λ1
)x˙1(t1 − α1)
λ1f(
d1
λ1
)
= h
(
d1
λ1
)
x˙1(t1 − α1)
d1
,
also
h
(
d0
λ0
)
x˙0(t0 − α0)
d0
= h
(
d1
λ1
)
x˙1(t1 − α1)
d1
. (1.7)
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Nach (H2) sind die h-Werte positiv, und wegen (1.7) und (1.5) treten nur die Fa¨lle
sgn(x˙0(t0 − α0)) = sgn(x˙1(t1 − α1)) = 1 oder (1.8)
sgn(x˙0(t0 − α0)) = sgn(x˙1(t1 − α1)) = 0 oder (1.9)
sgn(x˙0(t0 − α0)) = sgn(x˙1(t1 − α1)) = −1 (1.10)
auf. Wir leiten nun in jedem der Fa¨lle (1.8), (1.9) und (1.10) einen Widerspruch zu (1.5)
her.
1. Es gelte (1.8). Gleichung (1.7) liefert dann mit Abscha¨tzung (1.6)
0 <
x˙0(t0 − α0)
d0
<
x˙1(t1 − α1)
d1
.
Das Argument θi ∈ (0,
pi
2
) von x˙i(ti−αi)
di
ist fu¨r i ∈ {0, 1} durch
θi = arctan
x˙i(ti − αi)
di
gegeben. Es folgt zum einen
0 < θ0 < θ1 <
pi
2
(1.11)
und zum anderen
zi :=
(
di
x˙i(ti − αi)
)
∈ `(θi) ∩ Γi, i ∈ {0, 1},
wobei `(θi) der Halbstrahl ist, der gema¨ss Definition 1.1.5 fu¨r i ∈ {0, 1} mit der
positiven ersten Achse einen Winkel von θi einschliesst.
Es seien i ∈ {0, 1} und Ai die kleinste positive Nullstelle von x˙i, d.h.
x˙i|(0,Ai) > 0,
also ist xi|(0,Ai) streng monoton wachsend.
Wir betrachten die streng monoton fallende Abbildung
Ξi := Ξxi :
(
−
3pi
2
,
pi
2
)
→ (0, Ti)
gema¨ss Bemerkung 1.1.4, die dem Winkel θ ∈
(
−3pi
2
, pi
2
)
die gro¨sste Schnittzeit von
Γi und `(θi) zuordnet.
Es gibt ein ni ∈ Z und ein ki ∈ (0, Ai) mit
ti − αi = niTi + ki.
Wir beachten, dass sich ki ∈ (0, Ai) aus x˙i(ti− αi) > 0 und di > 0 ergibt. Ferner gilt
zi =
(
xi(ki)
x˙i(ki)
)
∈ `(θi) ∩ Γi ;
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es sei
τ := Ξ1(θ0) ∈ (0, T1).
Wegen (1.11) ergibt sich τ ∈ (0, A1), und wir haben
γx1(τ) ∈ `(θ0) ∩ Γ1 und z0 ∈ `(θ0) ∩ Γ0.
Bemerkung 1.1.2 liefert daher unter Beru¨cksichtigung von Γ1 b Γ0
‖γx1(τ)‖ ≤ ‖z0‖. (1.12)
Das strenge Fallen von Ξ1 nach Bemerkung 1.1.4, (1.11) und die Maximalita¨t von τ
ergeben
A1 > τ = Ξ1(θ0) > Ξ1(θ1) ≥ k1 > 0.
Das strenge Wachsen von x1|(0,A1) liefert dann mit (1.12)
x1(k1) < x1(τ)
und
d1 = x1(k1) < x1(τ) = ‖γx1(τ)‖ cos(θ0) ≤ ‖z0‖ cos(θ0) = d0 ;
dies ist ein Widerspruch zu (1.5).
2. Es gelte (1.9). Also haben wir x˙0(t0 − α0) = 0 = x˙1(t1 − α1), die Argumente
θi := arctan
x˙i(ti − αi)
di
= 0, i ∈ {0, 1},
verschwinden, und wir setzen
zi :=
(
di
x˙i(ti − αi)
)
=
(
di
0
)
∈ `(0) ∩ Γi, i ∈ {0, 1}.
Dies liefert mit Bemerkung 1.1.2
d0 = ‖z0‖ ≥ ‖z1‖ = d1,
also den gewu¨nschten Widerspruch zu (1.5).
3. Es gelte (1.10). Wir gehen a¨hnlich wie in Fall (1.8) vor. Gleichung (1.7) liefert mit
Abscha¨tzung (1.6)
0 >
x˙0(t0 − α0)
d0
>
x˙1(t1 − α1)
d1
.
Ist fu¨r i ∈ {0, 1} das Argument θi ∈ (−
pi
2
, 0) durch
θi = arctan
x˙i(ti − αi)
di
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gegeben, so folgt zum einen
0 > θ0 > θ1 > −
pi
2
(1.13)
und zum anderen
zi :=
(
di
x˙i(ti − αi)
)
∈ `(θi) ∩ Γi, i ∈ {0, 1}.
Es seien i ∈ {0, 1}, Ai die kleinste positive Nullstelle von x˙i und Bi die kleinste
positive Nullstelle von xi; dann gilt
xi|(Ai,Bi) > 0, x˙i|(Ai,Bi) < 0,
und xi|(Ai,Bi) streng monoton fallend.
Wir betrachten die streng monoton fallende Abbildung
ξi := ξxi :
(
−
3pi
2
,
pi
2
)
→ (0, Ti)
gema¨ss Bemerkung 1.1.4, die dem Winkel θ ∈
(
−3pi
2
, pi
2
)
die kleinste Schnittzeit von
Γi und `(θi) zuordnet.
Es gibt ein ni ∈ Z und ein ki ∈ (Ai, Bi) mit
ti − αi = niTi + ki,
so dass
zi =
(
xi(ki)
x˙i(ki)
)
∈ `(θi) ∩ Γi
folgt. Dabei haben wir ki ∈ (Ai, Bi), weil di > 0 und x˙i(ti − αi) < 0 gelten. A¨hnlich
wie oben sei
τ := ξ1(θ0) ∈ (0, T1).
Wegen (1.13) ergibt sich τ ∈ (A1, B1), also erha¨lt man
γx1(τ) ∈ `(θ0) ∩ Γ1 und z0 ∈ `(θ0) ∩ Γ0.
Bemerkung 1.1.2 liefert damit
‖γx1(τ)‖ ≤ ‖z0‖. (1.14)
Das strenge Fallen von ξ1 nach Bemerkung 1.1.4, (1.13) und die Minimalita¨t von τ
ergeben
A1 < τ = ξ1(θ0) < ξ1(θ1) ≤ k1 < B1.
Das strenge Fallen von x1|(A1,B1) liefert dann mit (1.14)
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x1(k1) < x1(τ)
und
d1 = x1(k1) < x1(τ) = ‖γx1(τ)‖ cos(θ0) ≤ ‖z0‖ cos(θ0) = d0;
dies ist wiederum der erwartete Widerspruch zu (1.5).
In allen Fa¨llen erhalten wir somit einen Widerspruch zur Annahme der Existenz eines
Punktes (c, b)tr in S<>, die Menge S<> ist folglich die leere Menge. ¥
Mit der Aussage des letzten Hilfssatzes ist es nun einfach, Fall II auszuschliessen:
Folgerung 1.6.1 Es seien λ0 und λ1 sowie α0 und α1 aus R mit
λ0 > λ1 > 0 und α0 ≥ α1 ≥ 0.
Fu¨r i ∈ {0, 1} mo¨ge eine periodische Lo¨sung xi von (µ, f, λi, αi) mit Orbit Γi gegeben sein.
Dann folgt aus
Γ1 b Γ0
die Inklusion
∅ 6= Γ0 ∩ Γ1 ⊆ R× {0}.
6R
R
Γ0
Γ1
z
Γ1 b Γ0
Fall II
-
Abbildung: Die Aussage der Folgerung kann
als Unmo¨glichkeit des oben beschriebenen II.
Falls interpretiert werden.
Die beiden Spuren Γ0 und Γ1 mu¨ssen sich
also auf der ersten Achse beru¨hren, wenn der
zu Γ0 geho¨rige Parameter λ0 gro¨sser als der
entsprechende Parameter λ1 von Γ1 ist.
Beweis: Wir haben
S := Γ0 ∩ Γ1 ∩ (R× (R \ {0})) = ∅
zu zeigen und nehmen dazu an, es gibt einen Punkt z ∈ S. Es sei ti := τi(z) fu¨r i ∈ {0, 1},
insbesondere gilt also
a := x˙0(t0) = x˙1(t1) 6= 0.
Dann folgt mit Hilfssatz 1.6.1 zum einen
x¨0(t0) = x¨1(t1) (1.1)
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und zum anderen
c := xi(ti − αi) = 0, i ∈ {0, 1}. (1.2)
Die Gleichheit der zweiten Ableitungen (1.1) ergibt mit (1.2) sowie den beiden Gleichungen
(µ, f, λ0, α0) und (µ, f, λ0, α0)
−µa+ f ′(0)x˙0(t0 − α0) = x¨0(t0) = x¨1(t1) = −µa+ f
′(0)x˙1(t1 − α1),
also
b := x˙0(t0 − α0) = x˙1(t1 − α1). (1.3)
Es sei i ∈ {0, 1}. Wir setzen
yi := xi(· − αi) : R → R.
Die Funktion yi ist eine periodische Lo¨sung von (µ, f, λi, αi) mit Periode Tyi = Ti. Deswei-
teren gelten Γyi = Γi und
S = Γy0 ∩ Γy1 ∩ (R× (R \ {0})).
Mit (1.2) und (1.3) folgen dann
y0(t0) = c = 0 = c = y1(t1) und y˙0(t0) = b = y˙1(t1).
Wegen 0 ∈ I(Γi) fu¨r i ∈ {0, 1} nach Satz 1.5.1 folgt b 6= 0, also
(
c
b
)
∈ S.
Folglich sind fu¨r y0 und y1 die Voraussetzungen von Hilfssatz 1.6.1 erfu¨llt: es gilt
yi(ti − αi) = 0
fu¨r i ∈ {0, 1}. Daraus ergibt sich fu¨r i ∈ {0, 1} mit (µ, f, λi, αi) und f(0) = 0 der Wider-
spruch
0 6= b = y˙i(ti) = −µc+ λi · f(0) = 0.
Damit ist die Annahme S 6= ∅ widerlegt und die Behauptung bewiesen. ¥
Wenn Fall II nicht mo¨glich ist, dann ko¨nnen die Orbitfunktionen zweier periodischer Lo¨sun-
gen x0 und x1 mit Γx1 b Γx0 im Inneren ihres Definitionsbereichs nicht u¨bereinstimmen.
Folgerung 1.6.2 Es seien λ0 und λ1 sowie α0 und α1 aus R mit
λ0 > λ1 > 0 und α0 ≥ α1 ≥ 0.
Fu¨r i ∈ {0, 1} mo¨ge eine periodische Lo¨sung xi von (µ, f, λi, αi) mit Orbitfunktionen
ϕ±i : xi(R)→ R±0 und Γi := Γxi = ϕ
+
i (xi(R)) ∪ ϕ
−
i (xi(R))
gegeben sein. Dann folgen aus
Γ1 b Γ0
die strikten Abscha¨tzungen
ϕ+0 (x) > ϕ
+
1 (x) und ϕ
−
0 (x) < ϕ
−
1 (x)
fu¨r alle inneren Punkte x von x1(R).
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Beweis: Es sei x ein innerer Punkt aus x1(R). Dann wissen wir nach Bemerkung 1.5.4,
dass
ϕ+0 (x) ≥ ϕ
+
1 (x) und ϕ
−
0 (x) ≤ ϕ
−
1 (x)
gelten. Somit ist es fu¨r den Beweis der Behauptung hinreichend
ϕ+0 (x) 6= ϕ
+
1 (x) und ϕ
−
0 (x) 6= ϕ
−
1 (x)
zu zeigen, wobei wir uns auf ersteres beschra¨nken; die zweite Ungleichheit folgt analog.
Es sei
ϕ+0 (c) = ϕ
+
1 (c) =: b > 0
fu¨r einen inneren Punkt c aus x1(R). Damit liegt (c, b)tr in Γ0∩Γ1, also mit Folgerung 1.6.1(
c
b
)
∈ R× {0},
was b > 0 widerspricht. ¥
Im folgenden betrachten wir I im Fall µ = 0 und beno¨tigen, dass die Perioden T0 und T1 der
zu untersuchenden Lo¨sungen x0 und x1 zwischen 1 und 2 liegen, also die Lo¨sungssegmente
von x1 und x2 in der Niveaumenge V
−1(2) verlaufen.
Hilfssatz 1.6.2 Es seien i ∈ {0, 1}, λi ∈ R+, xi eine periodische Lo¨sung von (0, f, λi, 1)
mit minimaler Periode Txi =: Ti ∈ (1, 2). Fu¨r die Spuren Γ0 ⊆ R2 und Γ1 ⊆ R2 der
zugeho¨rigen Jordankurven γx0 und γx1 gelte mit S := Γ0 ∩ Γ1
Γ1 b Γ0, S ∩ (R× {0}) 6= ∅.
Dann folgt
T0 < T1.
Beweis: Nach Voraussetzung ko¨nnen wir einen Punkt
(
c
b
)
∈ S ∩ (R× {0}) wa¨hlen. Dann
gilt b = 0 und (
x0(t0)
x˙0(t0)
)
=
(
c
0
)
=
(
x1(t1)
x˙1(t1)
)
(1.1)
fu¨r gewisse Zeiten t0 und t1 in R. Weil die 0 im Inneren der Orbits Γ0 und Γ1 enthalten ist,
folgt c 6= 0; wir gehen o.B.d.A. von c > 0 aus. Fu¨r i ∈ {0, 1} setzen wir yi := xi(·+ti). Dann
ist yi, i ∈ {0, 1}, eine periodische Lo¨sung von (0, f, λi, 1) mit minimaler Periode Tyi = Ti.
Fu¨r die Spuren Γy0 = Γ0 ⊆ R2 und Γy1 = Γ1 ⊆ R2 der zugeho¨rigen Jordankurven γy0 und
γy1 gilt
Γ1 b Γ0, S ∩ (R× {0}) 6= ∅;
aus (1.1) erhalten wir
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(
y0(0)
y˙0(0)
)
=
(
c
0
)
=
(
y1(0)
y˙1(0)
)
. (1.2)
Zudem besitzen y0 und y1 dieselben Orbitfunktionen ϕ
±
0 und ϕ
±
1 .
Es sei Ai > 0 die kleinste positive Nullstelle von y˙i fu¨r i ∈ {0, 1}. Dann gelten
min yi(R) = yi(Ai), max yi(R) = yi(0) = c > 0, i ∈ {0, 1},
desweiteren
y˙|(−Ti,−Ti+Ai) < 0, y˙|(−Ti+Ai,0) > 0, i ∈ {0, 1}. (1.3)
Es sei i ∈ {0, 1}. Eine Beru¨cksichtigung von (0, f, λi, 1) und (1.2) la¨sst uns
di := yi(−1) = 0 (1.4)
erkennen. Die Funktion yi|(0,Ai) erfu¨llt die gewo¨hnliche Differentialgleichung
y˙i(t) = ϕ
−
i (yi(t)), t ∈ (0, Ai).
Folglich erhalten wir fu¨r alle s1 und s2 in (0, Ai) mit s1 < s2
s2 − s1 =
∫ s2
s1
ds =
∫ s2
s1
ϕ−i (yi(s))
ϕ−i (yi(s))
ds =
∫ s2
s1
y˙i(s)
ϕ−i (yi(s))
ds =
∫ yi(s2)
yi(s1)
1
ϕ−i
,
also
s2 − s1 =
∫ yi(s2)
yi(s1)
1
ϕ−i
, s1 ∈ (0, Ai), s2 ∈ (0, Ai), s1 < s2, i ∈ {0, 1}. (1.5)
Nach Bemerkung 1.5.4 und Folgerung 1.6.2 wissen wir
0 < −
1
ϕ−0
|[0,c) < −
1
ϕ−1
|[0,c). (1.6)
Es sei i ∈ {0, 1}. Die Lo¨sung yi hat bei t = 0 ein striktes lokales Maximum, so dass wir
0 > y¨i(0) = f
′(0)y˙i(−1),
also mit (H1)
y˙i(−1) < 0,
folgern ko¨nnen. Die Voraussetzung Ti ∈ (1, 2) liefert mit (1.3) daher −1 ∈ (−Ti, 0) und
−1 ∈ (−Ti,−Ti + Ai),
also
Ti − 1 ∈ (0, Ai).
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Die Integralformel (1.5) liefert dann unter Beru¨cksichtigung von (1.4)
Ti − 1− s =
∫ 0
yi(s)
1
ϕ−i
=
∫ yi(s)
0
−1
ϕ−i
, s ∈ (0, Ti − 1), i ∈ {0, 1}. (1.7)
Nach (1.7) und (1.2) existiert fu¨r i ∈ {0, 1} das uneigentliche Integral
∫ c
0
−1
ϕ−i
, und die
Abscha¨tzung (1.6) la¨sst
T0 − 1 =
∫ c
0
−1
ϕ−0
<
∫ c
0
−1
ϕ−1
= T1 − 1
erkennen, was die gewu¨nschte Periodenabscha¨tzung ist. ¥
Wir ko¨nnen die bisherigen Ergebnisse in einem Satz zusammenfassen:
Satz 1.6.1 (Periodenabscha¨tzung) Es seien (H1) und (H2) gegeben, x1 und x2 peri-
odische Lo¨sungen der Gleichung (f) mit Perioden T1 ∈ (1, 2) und T2 ∈ (1, 2) sowie den
Orbits Γ1 ⊆ R2 und Γ2 ⊆ R2. Dann folgt aus
Γ2 ⊆ I(Γ1)
die Periodenanordnung
T2 < T1.
Beweis: Es gilt Γ2 * A(Γ1). Deshalb existiert nach dem ersten Teil von Bemerkung 1.1.3
ρ := ρ2,1 := max{r ∈ R+0 : rΓ2 * A(Γ1)} ≥ 1.
Nach Bemerkung 1.4.1 ist
x0 := ρ2,1 · x2
eine periodische Lo¨sung von (0, f, ρ, 1) mit minimaler Periode T0 := T2 und Orbit
Γ0 := Γx0 = ρΓ2.
Der zweite Teil von Bemerkung 1.1.3 liefert
Γ1 b Γ0.
Dies fu¨hrt im Fall ρ > 1 mit Hilfssatz 1.6.2 auf
T2 = T0 < T1.
Wa¨re ρ = 1, so ga¨be es wegen Γ2 ⊆ I(Γ1) und der Offenheit von I(Γ1) ein ρ˜ > 1 = ρ mit
ρ˜Γ2 ⊆ I(Γ1), also ρ˜Γ2 * A(Γ1), was der Maximalita¨t von ρ widerspricht. ¥
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Bevor wir die Aussage von Satz 1.6.1 spezialisieren, halten wir u.a. die elementare Tat-
sache fest, dass die Nullstellenmengen x−1(0) und x˙−1(0) einer periodischen Lo¨sungen x
von
(0, f, ρ, 1) x˙(t) = ρf
(
x(t− 1)
ρ
)
, ρ > 0 ,
durch eine Verschiebung um 1 auseinander hervorgehen.
Bemerkung 1.6.1 Fu¨r die periodische Lo¨sung x : R → R von (0, f, ρ, 1) mit kleinster
Periode Tx und max x(R) = x(s) > 0 fu¨r ein s ∈ [0, Tx) gibt es positive Zahlen Ax und Bx,
so dass folgendes gilt.
(1) Tx = Ax +Bx.
(2) Fu¨r die Nullstellenmengen x˙−1(0) und x−1(0) von x˙ und x ergeben sich
x˙−1(0) =
⋃
n∈Z
{nAx + (n− 1)Bx, nAx + nBx}+ s ,
x−1(0) = x˙−1(0)− 1.
Beweis: Nach Folgerung 1.4.1 hat x die qualitativen Eigenschaften der Sinus-Funktion,
insbesondere besitzt x˙|[t,t+Tx) fu¨r alle t ∈ R genau zwei Nullstellen. Dasselbe gilt fu¨r die
Tx−periodische Lo¨sung
y := x(·+ s) : R → R
von (0, f, 1, 1). Wir haben nach Voraussetzung
y˙(0) = x˙(s) = 0 und y(0) = x(s) > 0.
Wir wa¨hlen Ax > 0 als kleinste positive Nullstelle von y˙ und Bx > 0 als Betrag der gro¨ssten
negativen Nullstelle von y˙. Es folgen
min y(R) = y(−Bx) = y(Ax)
und
y˙|(−Bx,0) > 0, y˙|(0,Ax) < 0, y˙(−Bx) = 0 = y˙(Ax).
Insbesondere gilt Tx = Ax +Bx, und (1) ist gezeigt.
Wir zeigen die Mengengleichheiten in (2). Es sei t ∈ y˙−1(0), d.h.
t ∈ [−Bx + nTx,−Bx + (n+ 1)Tx)
fu¨r ein n ∈ Z. In [−Bx + nTx,−Bx + (n+ 1)Tx) hat y˙ genau zwei Nullstellen, na¨mlich
−Bx + nTx und nTx,
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d.h. mit (1)
t ∈ {−Bx+nTx, nTx} = {(n−1)Bx+nAx, nAx+nBx} ⊆
⋃
n∈Z
{nAx+(n−1)Bx, nAx+nBx}.
Es sei umgekehrt t ∈
⋃
n∈Z{nAx + (n− 1)Bx, nAx + nBx}, d.h.
t ∈ {nAx + (n− 1)Bx, nAx + nBx} = {−Bx + nTx, nTx},
also y˙(t) = 0 und t ∈ y˙−1(0). Zusammengefasst folgt
y˙−1(0) =
⋃
n∈Z
{nAx + (n− 1)Bx, nAx + nBx}.
Mit y˙−1(0) = x˙−1(0)− s erhalten wir
x˙−1(0) =
⋃
n∈Z
{nAx + (n− 1)Bx, nAx + nBx}+ s.
Wir zeigen schliesslich x−1(0) = x˙−1(0)− 1, indem wir (0, f, 1, 1) und (H1) ausnutzen:
t ∈ x−1(0)
gilt genau dann, wenn x˙(t+ 1) verschwindet, was
t ∈ x˙−1(0)− 1
bedeutet. ¥
Ist x : R → R eine periodische Lo¨sung von (f) , so betragen die Absta¨nde zweier auf-
einanderfolgender Nullstellen von x und x˙ abwechselnd Ax oder Bx. Nullstellen von x des
Abstands Ax schliessen eine Minimumstelle ein, Nullstellen des Abstands Bx eine Maxi-
mumstelle.
Abschliessend spezialisieren wir die Abscha¨tzung des letzten Satzes, indem wir beweisen,
dass die Periodenla¨ngen zweier verschiedener periodischer Lo¨sungen von (f) in V −1(2)
zwar verschieden sind, aber nicht zu weit entfernt in (1, 2) liegen, wenn die Vorzeichen der
dritten Lo¨sungsableitungen in den Maximalstellen u¨bereinstimmen. Bei der Formulierung
dieser Aussage kommen wir gegenu¨ber Satz 1.6.1 ohne eine die Phasenebene R2 betref-
fende Voraussetzung aus. Allerdings setzen wir die zweimalige stetige Differenzierbarkeit
von f voraus, weil die Existenz der dritten Ableitung einer periodischen Lo¨sungen von
(f) angenommen wird und fu¨r unseren Beweis notwendig ist.
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Satz 1.6.2 (Erweiterte Periodenabscha¨tzung) Die zweimal stetig differenzierbare
Nichtlinearita¨t f habe die Eigenschaften (H1) und (H2). Es seien x1 : R → R und
x2 : R → R verschiedene periodische Lo¨sungen von (f) mit Perioden T1 ∈ (1, 2) und
T2 ∈ (1, 2).
1. Es seien Γ1 und Γ2 die x−x˙−Evaluationen von x1 und x2 in R2. Wenn Ai := Axi und
Bi := Bxi fu¨r i ∈ {1, 2} gema¨ss Bemerkung 1.6.1 gegeben sind, so gelten Ai ∈ (0, 1)
und Bi ∈ (0, 1). Weiterhin folgen aus Γ2 ⊆ I(Γ1)
A2 > A1 und B1 > B2 ,
und umgekehrt impliziert die Inklusion Γ1 ⊆ I(Γ2)
A1 > A2 und B1 < B2.
2. Die dreimal stetig differenzierbaren verschiedenen periodischen Lo¨sungen x1 und x2
mo¨gen in ihren Maximalstellen dasselbe Vorzeichen bei der dritten Ableitung besitzen.
(a) Ist ∆T := T1 − T2, so folgt
0 < |∆T | <
1
2
.
(b) Ist fu¨r i ∈ {1, 2} eine Maximalstelle ti von xi gegeben, so gilt
...
xi (ti) 6= 0. Als
Pra¨zisierung der obigen Periodenabscha¨tzung ergibt sich die folgende Tabelle,
wobei fu¨r max xi(R) = x(0) > 0 fu¨r i ∈ {1, 2} angenommen wird.
i ∈ {1, 2}
...
xi (0) > 0
...
xi (0) < 0
...
xi (Ai) > 0 1 < Ti <
3
2
1 < Ti <
3
2
...
xi (Ai) < 0
5
4
< Ti < 2 1 < Ti <
3
2
Beweis: Wenn die verschiedenen periodischen Lo¨sungen x1 und x2 die Orbitspuren Γ1 und
Γ2 besitzen, folgt mit Satz 1.4.1
Γ1 ⊆ I(Γ2) oder Γ2 ⊆ I(Γ1).
Wir gehen im folgenden von der letzten Inklusion Γ2 ⊆ I(Γ1) aus und zeigen
0 < ∆T <
1
2
, A2 > A1 und B1 > B2.
Die im Beweis beno¨tigten Abscha¨tzungen fu¨r den nicht weiter ausgefu¨hrten ersten Fall
Γ1 ⊆ I(Γ2) entsprechen bis auf ein Vorzeichen denen des zweiten Falls und fu¨hren auf
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−1
2
< ∆T < 0 , A1 > A2 und B1 < B2.
Eine Anwendung von Satz 1.6.1 liefert
|∆T | = ∆T = T1 − T2 > 0.
Wie im Beweis dieses Satzes finden wir ein ρ > 1 mit Γ0 := ρΓ2 c Γ1, und Folgerung 1.6.1
ergibt
∅ 6= Γ0 ∩ Γ1 ⊆ R+ × {0} (1.1)
oder ∅ 6= Γ0 ∩ Γ1 ⊆ R− × {0}. Im folgenden betrachten wir lediglich (1.1), weil der andere
Fall in analoger Weise die gewu¨nschten Abscha¨tzungen liefert.
Die Funktion x0 := ρx2 ist nach Bemerkung 1.4.1 eine T0 := T2–periodische Lo¨sung von
(0, f, ρ, 1) x˙(t) = ρf
(
x(t− 1)
ρ
)
,
hat den R2-Orbit Γx0 = Γ0 und besitzt die Nullstellenabsta¨nde Ax0 = A2 sowie Bx0 = B2.
Nach einer Translation ko¨nnen wir von max xi(R) = xi(0) > 0 ausgehen. Mit (1.1) haben
wir dann (
x0(0)
x˙0(0)
)
=:
(
c
0
)
=
(
x1(0)
x˙1(0)
)
∈ R+ × {0}. (1.2)
Weil f zweimal stetig differenzierbar ist, sind x0 und x1 dreimal stetig differenzierbar, und
es folgen fu¨r alle t ∈ R
x¨0(t) = f
′
(
x0(t− 1)
ρ
)
x˙0(t− 1) , (1.3)
x¨1(t) = f
′(x1(t− 1))x˙1(t− 1) , (1.4)
...
x0 (t) =
1
ρ
f ′′
(
x0(t− 1)
ρ
)
x˙0(t− 1)
2 + f ′
(
x0(t− 1)
ρ
)
x¨0(t− 1), (1.5)
...
x1 (t) = f
′′(x1(t− 1))x˙1(t− 1)
2 + f ′(x1(t− 1))x¨1(t− 1). (1.6)
Aus (1.2) ergibt sich mit (f) und (0, f, ρ, 1)
x0(−1) = 0 = x1(−1). (1.7)
Im folgenden sei i ∈ {0, 1}. Die kleinste positive Nullstelle von x˙i ist Ai, die gro¨sste negative
ist −Bi, Bi > 0. Daher haben wir unter Beru¨cksichtigung von Folgerung 1.4.1
x˙i|(0,Ai) < 0, x˙i|(Ai,Ti) > 0 und x˙i|(−Ti,−Bi) < 0, x˙i|(−Bi,0) > 0. (1.8)
Desweiteren hat xi|(0,Ai) genau eine Nullstelle, und wir haben Ti = Ai+Bi ; vgl. dazu auch
Bemerkung 1.6.1 .
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Wenn ϕ±i : xi(R) → R
±
0 die Orbitfunktionen von xi sind, dann gelten – siehe auch die
entsprechenden Aussagen im Beweis von Hilfssatz 1.6.2 – zum einen
x˙i(t) = ϕ
+(xi(t)) , t ∈ (−Bi, 0),
x˙i(t) = ϕ
−(xi(t)) , t ∈ (0, Ai),
und zum anderen die daraus resultierenden Integralformeln
s2 − s1 =
∫ xi(s2)
xi(s1)
1
ϕ−i
, s1 ∈ (0, Ai) , s2 ∈ (0, Ai) , s1 < s2, (1.9)
s2 − s1 =
∫ xi(s2)
xi(s1)
1
ϕ+i
, s1 ∈ (−Bi, 0) , s2 ∈ (−Bi, 0) , s1 < s2, . (1.10)
Wir wissen wegen Bemerkung 1.5.4 und Folgerung 1.6.2
0 < −
1
ϕ−0
|(x1(A1),c) < −
1
ϕ−1
|(x1(−B1),c) und (1.11)
0 <
1
ϕ+0
|(x1(−B1),c) <
1
ϕ+1
|(x1(−B1),c). (1.12)
Laut Anmerkung 1.2.3 haben wir f ′′(0) = 0. Dann folgt aus x¨i(0) < 0 mit (1.3), (1.4) und
(1.7)
x˙i(−1) < 0.
Daher haben wir −1 ∈ (−Ti,−Bi), was
Ti − 1 ∈ (0, Ti −Bi) = (0, Ai) (1.13)
bedeutet.
Angenommen, es gilt Ai ≥ 1, dann muss Ai ∈ [1, 2) wegen Ti ∈ (1, 2) gelten. Dies liefert
Ai − 1 ∈ [0, 1), und 0 = x˙i(Ai) ergibt mit den Differentialgleichungen xi(Ai − 1) = 0.
xi(0) = c > 0 impliziert dann Ai−1 ∈ (0, Ai). Weil Ti−1 die einzige Nullstelle von xi|(0,Ai)
ist, mu¨sste Ti = Ai gelten, was aufgrund von Bi > 0 ein Widerspruch ist. Somit haben wir
Ai ∈ (0, 1). (1.14)
Wir untersuchen im folgenden die gegenseitige Lage von A0 und A1 bzw. B0 und B1, zeigen
also die erste Behauptung. Es ist festzuhalten, dass xi in [−Ti, 0] die beiden aufeinander-
folgenden Nullstellen −1 und Ai − 1 besitzt; siehe dazu auch Bemerkung 1.6.1. Die erste
positive Nullstelle von xi lautet Ti − 1.
Formel (1.10) liefert mit (1.12) und B := min{B0, B1} fu¨r alle s ∈ (−B, 0) die Abscha¨tzung
der folgenden uneigentlichen Integrale∫ c
x0(s)
1
ϕ+0
= −s =
∫ c
x1(s)
1
ϕ+1
>
∫ c
x1(s)
1
ϕ+0
,
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-
6
−Ti
−1
−Bi
Ti − 1Ai − 1
Ai Ti
xi(t)
t
............................................................................................. c
was
x0(s) < x1(s) fu¨r alle s ∈ (−B, 0) (1.15)
bedeutet. Somit haben wir mit (1.14) und (1.15)
0 < A1 < A0 = A2 < 1. (1.16)
Wir leiten sehr a¨hnlich die Entsprechung von (1.15) auf (0,min{A0, A1}) = (0, A1) her: Es
sei s ∈ (0, A1), dann folgt mit (1.9) und (1.11)∫ c
x0(s)
−1
ϕ−0
= s =
∫ c
x1(s)
−1
ϕ−1
>
∫ c
x1(s)
−1
ϕ−0
,
also
x0(s) < x1(s) fu¨r alle s ∈ (0, A1). (1.17)
Es sei betont, dass (1.17) erneut die Abscha¨tzung T0 < T1 impliziert.
Das Analogon zu (1.16) fu¨r B0 und B1 ergibt sich mit T0 < T1 und (1.7) :
0 < B2 = B0 = T0 − A0 < T1 − A1 = B1 < 1. (1.18)
Von (1.18) und (1.16) ausgehend halten wir folgende Abscha¨tzungen fest.
0 < ∆T = T1 − T0 < B1 −B0, (1.19)
0 < Ti −Bi < 1 , i ∈ {0, 1}. (1.20)
Insgesamt haben wir 1. gezeigt und kommen nun zum Beweis von 2. und 3. . Um die dabei
noch ausstehenden Behauptungen ∆T < 1
2
und
...
xi (0) 6= 0, i ∈ {0, 1}, zu zeigen, betrachten
wir die Nullstellen der zweiten Ableitungen x¨0 und x¨1 auf dem Periodenintervall [−Ti, 0],
dero es wegen (1.3), (1.4), Folgerung 1.4.1 und (H1) genau zwei gibt:
x¨i(−Bi+1−Ti) = 0 = x¨i(−Ti+1) , −Ti < −Bi+1−Ti < −Ti+1 < 0 , i ∈ {0, 1}. (1.21)
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D.h. wir haben das folgende Kru¨mmungsverhalten des Graphen von xi|[−Ti,0], i ∈ {0, 1} :
x¨i|[−Ti,−Bi+1−Ti) < 0 , x¨i|(−Bi+1−Ti,−Ti+1) > 0 , x¨i|(−Ti+1,0] < 0. (1.22)
Es sei i ∈ {0, 1}. Abschliessend unterscheiden wir anhand des Vorzeichens von
...
xi (0) drei
Fa¨lle.
1. Der Fall
...
xi (0) = 0. Eine Ausnutzung von (1.5), (1.6), (1.7) und f
′′(0) = 0 ergibt
f ′(0)x¨0(−1) = 0 = f
′(0)x¨1(−1),
also x¨0(−1) = 0 = x¨1(−1), was mit (1.21)
−1 = −Bi + 1− Ti oder − 1 = −Ti + 1
bedeutet. Letzteres impliziert den Widerspruch Ti = 2, ersteres zuna¨chst Ti+Bi = 2,
was mittels (1.19) sofort den Widerspruch
0 = 2− 2 = T1 +B1 − T0 −B0 = ∆T +B1 −B0 > 0
ergibt. Somit haben wir
...
xi (0) 6= 0 gezeigt.
2. Der Fall
...
xi (0) > 0. Eine Ausnutzung von (1.5), (1.6), (1.7) und f
′′(0) = 0 erge-
ben f ′(0)x¨0(−1) > 0 und f
′(0)x¨1(−1) > 0, also x¨0(−1) > 0 und x¨1(−1) > 0. Die
Vorzeichenaussagen in (1.22) liefern
−1 ∈ (−Bi + 1− Ti,−Ti + 1) , i ∈ {0, 1} ,
insbesondere −Bi + 1− Ti < −1 fu¨r i ∈ {0, 1}, was a¨quivalent zu
Ti +Bi > 2 fu¨r i ∈ {0, 1}
ist. Dies hat mit (1.20)
2 < Ti +Bi < 1 +Bi +Bi = 1 + 2Bi , i ∈ {0, 1},
zur Folge, was mit (1.7) genau dann der Fall ist, wenn
1 > Bi >
1
2
, i ∈ {0, 1} , (1.23)
gilt. Nun liefert (1.19) die gewu¨nschte Abscha¨tzung
0 < ∆T < B1 −B0 <
1
2
.
Im ersten Unterfall
...
xi (Ai) < 0 ergibt wie oben durch Betrachtung der zweiten
Ableitung Ti + Ai > 2, was auf Ti = Ti + Ai − Ai > 2 − Ai = 2 − Ti + Bi, also mit
(1.23) Ti > 1 +
Bi
2
> 1 + 1
4
= 5
4
, fu¨hrt.
Im zweiten Unterfall
...
xi (Ai) > 0 haben wir Ti + Ai < 2 und daher Ai < Bi. Dies
liefert 2 > Ti + Ai = 2Ti −Bi, also Ti < 1 +
Bi
2
< 3
2
.
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3. Der Fall
...
xi (0) < 0. Wieder argumentieren wir zuna¨chst mittels (1.5), (1.6), (1.7)
und f ′′(0) = 0 und erhalten x¨0(−1) < 0 sowie x¨1(−1) < 0. Dann liefert (1.22)
−1 ∈ (−Ti + 1, o] oder −1 ∈ [−Ti,−Bi + 1 − Ti). Ersteres ist wegen Ti ∈ (1, 2)
unmo¨glich, so dass wir von −1 < −Bi + 1− Ti, also
Ti +Bi < 2 ,
ausgehen. Dies ergibt
2 > Ti +Bi = Ti + Ti − Ai = 2Ti − Ai,
was genau dann gilt, wenn
Ti < 1 +
Ai
2
besteht. Beachten wir schliesslich (1.16), so ergibt sich
1 < Ti <
Ai
2
+ 1 <
3
2
,
also auch hier ∆T < 1
2
, was zu beweisen war. ¥
Anmerkung 1.6.1 Die Herleitung von (1.17) im Beweis des Satzes 1.6.2 gilt auch im
Fall µ > 0, weil sich die betreffenden Argumente ausschliesslich auf die gegenseitige Lage
von Γ0 und Γ1 beziehen, die fu¨r alle µ ≥ 0 nach Folgerung 1.6.1 dieselbe ist. ¥
Fu¨r eine kurze geometrische Interpretation des letzten Satzes anhand der Kru¨mmung von
Orbitspuren verweisen wir auf Abschnitt 1.8.
1.7 Eindeutigkeit durch Vergleich
Wenn wir die Eindeutigkeit periodischer Lo¨sungen untersuchen wollen, ist dies natu¨rlich
modulo zeitlicher Translation zu verstehen. Daher betrachten wir solche Lo¨sungen, die
normiert sind: Es seien P0 ⊆ C
1(R,R) die Menge der normierten periodischen Lo¨sungen
von
(f) x˙(t) = f(x(t− 1))
mit kleinster Periode im Intervall (1, 2) und
Q0 := {x ∈ P0 : Ax = Bx}
die Menge aller solchen periodischen Lo¨sungen mit konstantem Nullstellenabstand; vgl.
Bemerkung 1.6.1. Dass Q0 ho¨chstens ein Element besitzt, ist eine unmittelbare Folge von
Satz 1.6.2 :
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Satz 1.7.1 (Eindeutigkeit in Q0) Die Voraussetzungen (H1) und (H2) mo¨gen erfu¨llt
sein. Dann gibt es ho¨chstens ein Element in Q0, d.h. aus x1 ∈ Q0 und x2 ∈ Q0 folgt
x1 = x2.
Beweis: Wir fu¨hren einen Widerspruchsbeweis. Es seien x1 ∈ Q0 und x2 ∈ Q0 mit x1 6= x2
und kleinsten Perioden T1 := Tx1 und T2 := Tx2 gegeben. Axi und Bxi , i ∈ {1, 2}, seien
die Nullstellenabsta¨nde von xi, i ∈ {1, 2}, gema¨ss Bemerkung 1.6.1. Wegen x1 ∈ Q0 und
x2 ∈ Q0 folgt
Ai := Axi = Bxi , i ∈ {1, 2}.
Die Orbit-Kurven
γi := γxi : [0, Ti) 3 t 7→
(
xi(t)
x˙i(t)
)
∈ R2, i ∈ {0, 1},
sind nach Satz 1.5.1 regula¨re, ursprungsumlaufende Jordankurven, und nach Satz 1.4.1.3
sind ihre Spuren
Γi := Γxi = γi([0, Ti)) ⊆ R2, i ∈ {1, 2},
disjunkt. Das Innere und A¨ussere von Γi, i ∈ {1, 2}, werden gema¨ss dem Kurvensatz von
Jordan 1.1.1 mit A(Γi) und I(Γi), i ∈ {1, 2}, bezeichnet. Wegen der Disjunktheit gelte
o.B.d.A.
Γ2 ⊆ I(Γ1).
Einerseits haben wir dann nach Satz 1.6.1
T2 < T1,
andererseits liefert Bemerkung 1.6.1 zusammen mit Satz 1.6.2.1
T2 = A2 +B2 = 2A2 > 2A1 = T1.
Dieser Widerspruch zeigt, dass Q0 ho¨chstens eine periodische Lo¨sung entha¨lt. ¥
Korollar 1.7.1 Die Voraussetzungen (H1) und (H2) seien erfu¨llt. Zudem sei f eine un-
gerade Funktion. Dann gibt es ho¨chstens eine periodische Lo¨sung von
(0, f, 1, 1) x˙(t) = f(x(t− 1)).
mit kleinster Periode zwischen 1 und 2.
Beweis: Es seien x1 : R → R und x2 : R → R eine periodische Lo¨sung von (0, f, 1, 1) mit
kleinsten Perioden T1 ∈ (1, 2) und T2 ∈ (1, 2). Weil f ungerade ist, u¨bertra¨gt sich nach
Satz 1.5.2 eine Symmetrie auf die Lo¨sungen x1 und x2 :
x1 = −x1
(
· −
T1
2
)
und x2 = −x2
(
· −
T2
2
)
.
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Folglich sind die Nullstellenabsta¨nde bei x1 und x2 jeweils konstant, na¨mlich Ax1 =
T1
2
und
Ax2 =
T2
2
, d.h. x1 ∈ Q0 und x2 ∈ Q0. Satz 1.7.1 liefert x1 = x2. ¥
Es sei P ⊆ C1(R,R) die Menge aller normierten periodischen Lo¨sungen von
(µ, f) x˙(t) = −µx(t) + f(x(t− 1))
Wir beweisen abschliessend den folgenden Eindeutigkeitssatz fu¨r periodische Lo¨sungen in
Q := {x ∈ P : max x(R) = |min x(R)|}.
Satz 1.7.2 (Eindeutigkeit in Q) Die Voraussetzungen (H1) und (H2) mo¨gen erfu¨llt
sein. Dann gibt es ho¨chstens ein Element in Q, d.h. aus x1 ∈ Q und x2 ∈ Q folgt
x1 = x2.
Beweis: Wir zeigen die Aussage wie im Beweis von Satz 1.7.1 mit Widerspruch. Es seien
x1 und x2 verschiedene periodische Lo¨sungen aus Q mit Spuren Γ1 und Γ2 in R2. Wir gehen
wieder ohne Beschra¨nkung von Γ2 ⊆ I(Γ1) aus und wa¨hlen ρ > 1 mit Γ1 b ρΓ2 =: Γ0,
wobei Γ0 = Γx0 mit x0 = ρx2 ist. Fu¨r i ∈ {0, 1, 2} gelte ausserdem xi(0) = max xi(R). Es
sei fu¨r solche i die kleinste positive Nullstelle Ai von x˙i gegeben, wobei wir A2 = A0 haben.
Folgerung 1.6.1 liefert Γ0 ∩Γ1 ⊆ R×{0}, also gibt es wegen x1 ∈ Q bzw. x0 ∈ Q ein c > 0
mit
x0(0) = c = x1(0) und x0(A0) = −c = x1(A1).
und
x˙0(0) = 0 = x˙1(0) und x˙0(A0) = 0 = x˙1(A1).
Daraus erhalten wir mit (µ, f) und d0 := x0(A0 − 1) sowie d1 := x1(A1 − 1)
µc+ ρf
(
d0
ρ
)
= 0 = µc+ f(d1),
also erstens d0 < 0 sowie d1 < 0 und zweitens unter Beru¨cksichtigung von Bemerkung 1.2.2
d1 < d0 < 0. (1.1)
Ist −Bi fu¨r i ∈ {0, 1} die gro¨sste negative Nullstelle von x˙i, so wissen wir
s2 − s1 =
∫ xi(s2)
xi(s1)
1
ϕ+i
, s1 < s2 in (−Bi, 0), i ∈ {0, 1},
wobei ϕ±0 : x0(R) → R± bzw. ϕ±1 : x1(R) → R± die Orbitfunktionen von x0 bzw. x1 sind.
Mittels (1.1), Folgerung 1.6.2 und der letzten Integralformel erhalten wir die Abscha¨tzung
der folgenden uneigentlichen Integrale
1− A0 = 0− (A0 − 1) =
∫ c
d0
1
ϕ+0
<
∫ c
d1
1
ϕ+0
<
∫ c
d1
1
ϕ+1
= 1− A1,
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was
A0 > A1
ergibt. Dabei beachten wirAi−1 ∈ (−Bi, 0) fu¨r i ∈ {0, 1}. Die dazu beno¨tigten Abscha¨tzun-
gen folgen zum einen aus Ti = Ai +Bi > 1, zum anderen muss jedes Segment von x˙i nach
Korollar 1.3.1 eine Nullstelle besitzen.
Wie in Anmerkung 1.6.1 beschrieben, haben wir
x0(s) < x1(s) fu¨r alle s ∈ (0,min{A0, A1}) = (0, A1).
Somit folgt der Widerspruch
x1(A1) = x0(A0) < x0(A1) ≤ x1(A1),
und es gibt nur eine periodische Lo¨sung in Q. ¥
Die Eindeutigkeitsaussage aus Krisztin & Walther [32] fu¨r ungerade Signalfunktio-
nen f ergibt sich nun als Korollar, weil bei ungeradem f nach Satz 1.5.2 die Gleichheit
P = Q gilt:
Korollar 1.7.2 Die Voraussetzungen (H1) und (H2) seien erfu¨llt. Zudem sei f eine un-
gerade Funktion. Dann gibt es ho¨chstens eine periodische Lo¨sung von
(µ, f) x˙(t) = −µx(t) + f(x(t− 1)).
mit kleinster Periode zwischen 1 und 2. ¥
1.8 Kommentare und Ausblicke
Die Periodenabscha¨tzung aus Satz 1.6.1 la¨sst sich alternativ mittels vorhandener Ergebnisse
aus meiner Diplomarbeit [17] u¨ber Orbits in der Phasenebene R2 fu¨r langsam schwingende
periodische Lo¨sungen der verzo¨gerten Differentialgleichung
(0,−f, λ, α) y˙(t) = −λf
(
1
λ
x(t− α)
)
, α ≥ 0,
gewinnen. Dabei soll f den u¨blichen Voraussetzungen (H1) und (H2) genu¨gen, insbeson-
dere beschreibt die Gleichung dann eine negative Ru¨ckkopplung um die Ruhelage 0.
Genau wie im Fall einer positiven Ru¨ckkopplung sind die x− x˙−Kurven einer α−langsam
schwingenden periodischen Lo¨sung von (0,−f, λ, α) regula¨r und jordansch, wenn wir (H1)
voraussetzen, wobei eine periodische Lo¨sung x der letzten Gleichung α−langsam schwin-
gend heisst, falls ihre Nullstellenabsta¨nde gro¨sser als α sind. Fu¨r den Beweis der Regularita¨t
und einfachen Geschlossenheit der x− x˙−Kurven ist die in Abschnitt 1.3 eingefu¨hrte Vor-
zeichenbedingung
(+) ζ · g(·, 0, ζ) > 0 fu¨r alle ζ ∈ R \ {0};
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fu¨r Gleichung
(g) y˙(t) = g(t, y(t), y(t− 1))
durch
(−) ζ · g(·, 0, ζ) < 0 fu¨r alle ζ ∈ R \ {0};
zu ersetzen.
Aus dem Beweis von Satz 2.3.1 meiner Diplomarbeit [17] erhalten wir die folgende Hilfs-
aussage:
Lemma 1.8.1 Es seien (H1) und (H2), λ0 > λ1 > 0, α0 und α1 aus R+0 , sowie fu¨r j aus
{0, 1} die Funktion yj eine αj−langsam schwingende periodische Lo¨sungen der Gleichung
(0,−f, λj, αj) mit Orbit Λj ⊆ R2. Dann folgt die Delay-Abscha¨tzung
α0 < α1
aus Λ1 b Λ0. ¥
Mit Hilfe des letzten Lemma beweisen wir die Periodenabscha¨tzung aus Satz 1.6.1 erneut:
Korollar 1.8.1 (Periodenabscha¨tzung) Es seien x1 und x2 periodische Lo¨sungen der
Gleichung
(0, f, 1, 1) x˙(t) = f(x(t− 1)).
mit Perioden T1 ∈ (1, 2) und T2 ∈ (1, 2) sowie den Orbits Γ0 ⊆ R2 und Γ1 ⊆ R2. Dann
folgt aus
Γ2 ⊆ I(Γ1)
die Periodenanordnung
T2 < T1.
Beweis: Es gilt Γ2 * A(Γ1). Deshalb existiert nach dem ersten Teil von Bemerkung 1.1.3
ρ := ρ2,1 := max{r ∈ R+0 : rΓ2 * A(Γ1)} ≥ 1.
Wegen Γ2 ⊆ I(Γ1) gilt sogar ρ > 1. Nach Bemerkung 1.4.1 ist x0 := ρ2,1 ·x2 eine periodische
Lo¨sung von (0, f, ρ, 1) mit minimaler Periode T0 := T2 und Orbit Γ0 := Γx0 = ρΓ2. Der
zweite Teil von Bemerkung 1.1.3 liefert
Γ1 b Γ0.
Es sei yj := xj(−·) fu¨r j ∈ {0, 1}. Wie xj hat yj die Nullstellenabsta¨nde Aj und Bj, die
nach Satz 1.6.2 im Intervall (0, 1) liegen. Somit haben wir Aj = Tj − Bj > Tj − 1 und
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Bj = Tj − Aj > Tj − 1, und es folgt: Die Funktion y1 : R → R ist eine (T1 − 1)−langsam
schwingende periodische Lo¨sung von (0,−f, 1, T1 − 1) mit zugeho¨riger y − y˙−Kurvenspur{(
x1(−t)
−x˙1(−t)
)
: t ∈ R
}
=: Λ1 ⊆ R2,
und die Funktion y0 : R → R ist eine (T0 − 1)−langsam schwingende periodische Lo¨sung
von (0,−f, ρ, T0 − 1) mit Spur{(
x0(−t)
−x˙0(−t)
)
: t ∈ R
}
=: Λ0 ⊆ R2.
Aus Γ1 b Γ0 folgt Λ1 b Λ0. Daher liefert eine Anwendung von Lemma 1.8.1 die Delay-
Abscha¨tzung T0 − 1 < T1 − 1, was T2 = T0 < T1 bedeutet. ¥
Die Voraussetzungen des Satzes 1.6.2.2 beinhalten Vorzeichenbedingungen an die dritte
Ableitung in den Maximalstellen der betrachteten periodischen Lo¨sungen, die sich mit Hil-
fe der Kru¨mmung der betreffenden Orbitspuren geometrisch interpretieren lassen. Haben
wir eine periodische Lo¨sung x von (µ, f) mit Periode T ∈ (1, 2) und max x(R) = x(0)
gegeben, so ist die Kru¨mmung κ : [0, T ] → R der regula¨ren Jordankurve γx : [0, T ] → R2
definiert, und fu¨r alle t ∈ [0, T ] gilt
κ(t) =
x˙(t)
...
x (t)− x¨(t)2
(x˙(t)2 + x¨(t)2)
3
2
,
vgl. dazu etwa der Abschnitt 2.2 u¨ber ebene Kurven in Ba¨r [2]. Die Kru¨mmung von Γ ist
negativ, und fu¨r den positiven Schnittpunkt mit der ersten Achse erhalten wir mit x˙(0) = 0
die Kru¨mmung
κ(0) =
1
x¨(0)
.
Ist f dreimal stetig differenzierbar, so erhalten wir nach einer elementaren Rechnung fu¨r
die Kru¨mmungsa¨nderung auf der ersten Achse
κ˙(0) =
−2
...
x (0)
x¨(0)2
.
Nach Satz 1.6.2.2 betra¨gt der Periodenabstand |∆T | zweier verschiedener periodischer
Lo¨sungen x1 und x2 von (f) mit Perioden in (1, 2) ho¨chstens
1
2
, wenn die Kru¨mmung bei-
der Orbitspuren Γ1 und Γ2 auf der positiven ersten Achse zu– oder abnimmt. Ausserdem
liefert dieser Satz, dass Γ1 oder Γ2 keinen Scheitel, d.h. ein Kru¨mmungsextremum, auf der
ersten Achse hat.
Unser allgemeiner Ansatz zum Vergleich periodischer Lo¨sungen ist nicht nur fu¨r Glei-
chungen der Form (µ, f) relevant, sondern fu¨r alle Gleichungsklassen, deren periodische
Lo¨sungen x mit Periode T Jordan-Kurven
γx : [0, T ] 3 t 7→
(
x(t)
x˙(t)
)
∈ R2
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liefern. Insbesondere ist dies bei der Wechselkursgleichung
(f, α) x˙(t) = f(x(t))− αx(t− 1) , α > 0 ,
der Fall, wobei (f, α) im Gegensatz zu (µ, f) eine unmittelbare Ru¨ckkopplung durch die
stetig differenzierbare Nichtlinearita¨t f : R → R repra¨sentiert wird und der verzo¨gerte
Term linear ist; siehe dazu Brunovsky´, Erde´lyi & Walther [4]. Die Funktion f ist
dabei durch
f(x) = αx− |x|x
fu¨r alle x ∈ R gegeben, besitzt also auf [−α
2
, α
2
] die Eigenschaften (H1) und (H2), deswei-
teren ist die Ableitung f ′ auf R− bzw. R+ streng monoton. Es gelten f(0) = 0 = f(−α) =
f(α) und f ′(0) = α.
Kapitel 2
Hyperbolizita¨t eines periodischen
Orbits
Nachdem wir in Kapitel 1 verschiedene periodische Lo¨sungen von
(f) x˙(t) = f(x(t− 1))
unter Annahme der beiden Voraussetzungen
(H1) Die Funktion f sei stetig differenzierbar mit f ′ > 0 und f(0) = 0.
(H2) Es sei f stetig differenzierbar und fu¨r
h : R \ {0} 3 x 7→
x · f ′(x)
f(x)
∈ R+
seien h|R+ streng monoton fallend und h|R− streng monoton wachsend.
verglichen und neben einer Periodenabscha¨tzung die Eindeutigkeit fu¨r eine gewisse Klasse
von Orbits bewiesen haben, stellt sich nun die Frage, wie die Dynamik in der Na¨he ei-
nes gegebenen periodischen Orbits von (f) im Phasenraum C untersucht werden kann: Ist
x : R → R eine periodische Lo¨sung von (f) mit kleinster Periode T , so kann diese Unter-
suchung wie bei einer gewo¨hnlichen Differentialgleichung, siehe z.B. Amann [1], anhand
der Floquet-Multiplikatoren von x bewerkstelligt werden.
Wie im gewo¨hnlichen Fall ist es i.a. schwierig, die Floquet-Multiplikatoren einer periodi-
schen Lo¨sung zu bestimmen; im folgenden Abschnitt 2.1 ko¨nnen wir diese Schwierigkeit an
der Definition der Floquet-Zahlen erkennen, zu deren Bestimmung im Prinzip die Lo¨sung
der Variationsgleichung
y˙(t) = f ′(x(t− 1))y(t− 1)
von (f) la¨ngs x (siehe Bemerkung 1.3.3) bekannt sein muss, denn die Floquet-Multiplika-
toren von x sind die nicht-verschwindenden Eigenwerte des Zeit−T−Lo¨sungsoperators der
Variationsgleichung von (f) la¨ngs x.
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Um u¨ber letzteren Aussagen zu gewinnen, sind gewisse, unten aufgefu¨hrte Symmetrieei-
genschaften von x hilfreich.
Wie in der Einleitung erwa¨hnt, beinhalten die meisten Existenzresultate fu¨r periodische
Lo¨sungen von (f) jedoch ein Fixpunktargument, sind daher nicht konstruktiv und liefern
keine Aussagen u¨ber die Beschaffenheit der gefundenen periodischen Lo¨sung x.
Es ist allerdings bei einer beschra¨nkten, ungeraden und im Punkt 0 steilen Nichtlinearita¨t
f mo¨glich, eine periodische Lo¨sung x von (f) der Periode 4
3
zu finden, die dann nach Satz
1.5.2 der Symmetriebedingung x = −x
(
· − 2
3
)
genu¨gt. Im folgenden sehen wir, dass diese
Zusatzeigenschaften eine Untersuchung der Floquet-Multiplikatorenvon x ermo¨glichen.
Um die Existenz von x bei ungeradem f zu zeigen, verwenden wir einen Satz von Kaplan
& Yorke [29]. In diesem wird die Existenz einer langsam schwingenden 4-periodischen
Lo¨sung
y : R → R
bei einer verzo¨gerten negativen Ru¨ckkopplung um die Ruhelage 0 gezeigt, beschrieben
durch Gleichung
(−f) x˙(t) = −f(x(t− 1)).
Die essentielle Symmetrievoraussetzung an f ermo¨glicht es dabei gegenu¨ber den angespro-
chenen nicht-konstruktiven Fixpunkt-Argumenten, siehe z.B. eine Anwendung des Satzes
von Schauder bei Walther [49], das Existenz-Problem der verzo¨gerten Gleichung auf
das Finden von periodischen Lo¨sungen eines zweidimensionalen Hamiltonschen Systems
gewo¨hnlicher Gleichungen zuru¨ckzufu¨hren; die somit gefundene 4−periodische langsam
schwingende Lo¨sung ko¨nnen wir dann auf eine 4
3
−periodische schnell schwingende Lo¨sung
x von (f) = (0, f, 1, 1) transformieren; siehe dazu Satz 2.0.1.
Lemma 2.0.1 (Kaplan & Yorke [29], Theorem 1.1) Fu¨r die ungerade stetige Funk-
tion g : R → R gelte x · g(x) > 0 fu¨r alle x ∈ R \ {0}, die Grenzwerte
α := lim
x→0
g(x)
x
∈ R ∪ {+∞} und β := lim
x→∞
g(x)
x
∈ R ∪ {+∞}
seien existent mit
α >
pi
2
> β.
Dann gibt es eine 4−periodische Lo¨sung y : R → R von
(−g) x˙(t) = −g(x(t− 1)),
die eine Nullstelle hat. Setzen wir
G : R2 3
(
u
v
)
7→
(
−g(v)
g(u)
)
∈ R2,
so ist die Kurve
ϕ : R 3 t 7→
(
y(t)
y(t− 1)
)
∈ R2
eine Lo¨sung der gewo¨hnlichen Differentialgleichung ξ˙ = G(ξ). ¥
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Bei Kaplan & Yorke [29] wird im Beweis dieser Aussage zusa¨tzlich
∫∞
0
g(x)dx =∞ be-
nutzt. Eine solche Voraussetzung bleibt in Lemma 2.0.1 unberu¨cksichtigt, weil Nussbaum
in [44] gezeigt hat, dass sie u¨berflu¨ssig ist.
Erfu¨llt die Funktion g Eigenschaft (H1) ohne notwendig ungerade zu sein, wird in Walt-
her [49] wie oben erwa¨hnt die Existenz einer langsam schwingenden periodischen Lo¨sung
mittels des Schauder’schen Fixpunktsatzes bewiesen. Auch dort wird neben der Beschra¨nkt-
heit von f eine gewisse Steilheit α = g′(0) von g im Ruhepunkt beno¨tigt, um bei der Suche
nach Fixpunkten den trivialen auszuschliessen. In diesem Sinne erga¨nzen wir die Voraus-
setzungen (H1) und (H2) durch
(H3) Es sei f stetig differenzierbar und beschra¨nkt mit f ′(0) > 3
2
pi.
Wir beweisen nun mittels Lemma 2.0.1 die Existenz der 4
3
−periodischen symmetrischen
Lo¨sung x von (f) , deren Floquet-Multiplikatoren wir untersuchen werden.
Satz 2.0.1 Die ungerade Funktion f : R → R erfu¨lle (H1), (H2) und (H3); es sei
F : R2 3
(
u
v
)
7→
(
f(v)
−f(u)
)
∈ R2.
Dann gibt es eine ungerade periodische Lo¨sung
x : R → R
von (f) mit minimaler Periode 4
3
, Symmetrieeigenschaft
(S) x = −x
(
· −
2
3
)
(siehe Abbildung 2.2), und es gilt
(x) x(0) = 0, x˙(0) < 0, x|(− 23 ,0)
> 0, x|(−1,− 23)
< 0, x˙|(− 13 ,
1
3)
< 0
(vgl. Abbildung 2.1). Desweiteren ist die Kurve
ϕ : R 3 t 7→
(
x(t)
x(t− 1)
)
∈ R2
eine Lo¨sung der gewo¨hnlichen Differentialgleichung ξ˙(t) = F (ξ).
Beweis: Wir wenden Lemma 2.0.1 auf die ungerade, stetige Funktion g := 1
3
· f : R → R
an. Wegen (H1) gilt x · g(x) > 0 fu¨r alle x ∈ R \ {0}, und (H3) erlaubt die Abscha¨tzungen
α = lim
x→0
g(x)
x
= g′(0) =
1
3
f ′(0) >
pi
2
> 0 = lim
x→∞
g(x)
x
= β,
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Abbildung 2.1: Graph der 4
3
−periodischen
Lo¨sung x : R → R auf dem Periodeninter-
vall [−1, 1
3
].
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Abbildung 2.2: Die periodische und un-
gerade Lo¨sung x hat die Symmetrieeigen-
schaft (S).
wobei die auftretenden Grenzwerte existieren. Somit gibt es nach Lemma 2.0.1 eine
4−periodische Lo¨sung y : R → R von (−g) = (− 1
3
f) = (0,−1
3
f, 1, 1) mit Nullstelle s0 ∈ R.
Wir definieren
z : R 3 t 7→ y(−t) ∈ R.
Die Funktion z hat ebenfalls eine kleinste Periode von 4 und ist wegen
z˙(t) = −y˙(−t) =
1
3
f(y(−t− 1)) =
1
3
f(z(t+ 1)) =
1
3
f(z(t− 3))
fu¨r alle t ∈ R eine periodische Lo¨sung der Gleichung (0, 1
3
f, 1, 3). Nach Bemerkung 1.4.1.2
definiert dann
x̂ : R 3 t 7→ z(3t) ∈ R
eine periodische Lo¨sung von (0, f, 1, 1) mit kleinster Periode 4
3
.
Satz 1.5.2 liefert
x̂ = −x̂
(
· −
2
3
)
.
Wir setzen t0 := −
s0
3
. Diese Zahl ist wegen x̂(t0) = z(−s0) = y(s0) = 0 eine Nullstelle von
x̂. Nach Folgerung 1.4.1 gilt ˙̂x(t0) 6= 0, und sowohl x̂ als auch ˙̂x haben nach Bemerkung
1.6.1 einen konstanten Nullstellenabstand von
4
3
2
= 2
3
. Wiederum Folgerung 1.4.1 gibt zum
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einen
x̂|(t0,t0+ 23 ) > 0 und x̂|(t0+
2
3
,t0+
4
3
) < 0,
zum anderen
˙̂x|(t0− 13 ,t0+
1
3
) > 0 und
˙̂x|(t0+ 13 ,t0+1) < 0.
Also haben wir mit der Symmetriebedingung ˙̂x = − ˙̂x
(
· − 2
3
)
˙̂x|(t0−1,t0− 13 ) < 0 und
˙̂x|(t0− 13 ,t0+
1
3
) > 0.
Wir definieren
x := x̂
(
·+ t0 +
2
3
)
: R → R
und erhalten somit wie gewu¨nscht
x|(− 2
3
,0) = x̂|(t0,t0+ 23 ) > 0 und x|(−1,−
2
3
) = x̂|(t0− 13 ,t0) = −x̂|(t0+
1
3
,t0+
2
3
) < 0.
Desweiteren haben wir
x˙|(− 1
3
, 1
3
) =
˙̂x|(t0+ 13 ,t0+1) = −
˙̂x|(t0− 13 ,t0+
1
3
) < 0,
und insgesamt gilt (x); ausserdem ist wegen
x
(
· −
2
3
)
= x̂(·+ t0) = −x̂
(
·+ t0 −
2
3
)
= −x̂
(
·+ t0 +
2
3
)
= −x
(S) erfu¨llt. Die Kurve ϕ ist wegen (S) und
x˙(t− 1) = f(x(t− 2)) = f
(
x
(
t−
2
3
))
= −f(x(t))
fu¨r alle t ∈ R eine Lo¨sung der gewo¨hnlichen Gleichung ξ˙(t) = F (ξ).
Wir zeigen mit einem Eindeutigkeitsargument, dass die periodische Lo¨sung x eine ungerade
Funktion ist, d.h. es ist x(−t) = −x(t) fu¨r alle t ∈ R zu beweisen. Wir betrachten dazu
die Translierte y := x(· + 1
3
) und mit z := x(−1) < 0 das gewo¨hnliche zweidimensionale
Anfangswertproblem
ξ˙ = −F (ξ), ξ(0) =
(
0
z
)
. (2.1)
Wir betrachten die Kurven
ϕ : R 3 t 7→
(
x(−t)
y(−t)
)
∈ R2 und ψ : R 3 t 7→
(
−x(t)
y(t)
)
∈ R2.
Wir haben mit (S) fu¨r alle t ∈ R zum einen
ϕ˙(t) =
(
−x˙(−t)
−y˙(−t)
)
=
(
−f(x(−t− 1))
−x˙(−t+ 1
3
)
)
=
(
−f(x(−t+ 1
3
))
−f(x(−t+ 1
3
− 1))
)
=
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=
(
−f(y(−t))
−f(x(−t− 2
3
))
)
=
(
−f(y(−t))
f(x(−t))
)
= −F (x(−t), y(−t)) = −F (ϕ(t))
und zum anderen
ψ˙(t) =
(
−x˙(t)
y˙(t)
)
=
(
−f(x(t− 1))
x˙(t+ 1
3
)
)
=
(
−f(x(t+ 1
3
))
f(x(t+ 1
3
− 1))
)
=
=
(
−f(y(t))
f(x(t− 2
3
))
)
=
(
−f(y(t))
f(−x(t))
)
= −F (−x(t), y(t)) = −F (ψ(t)).
Die Auswertungen von ϕ und ψ bei 0 ergeben
ϕ(0) =
(
x(0)
y(0)
)
=
(
0
z
)
und ψ(0) =
(
−x(0)
y(0)
)
=
(
0
z
)
.
Daher sind sowohl ϕ als auch ψ Lo¨sungen des Anfangswertproblems (2.1) und mu¨ssen
wegen der Eindeutigkeit solcher Lo¨sungen gleich sein. Insbesondere gilt x(−t) = −x(t) fu¨r
alle t ∈ R. ¥
Nachdem im folgenden Abschnitt 2.1 die Floquet-Multiplikatoren der 4
3
−periodischen Lo¨-
sung x definiert werden, ermo¨glicht die spezielle Form von x eine Konstruktion der in der
Einleitung beschriebenen charakteristischen Funktion
q : C∗ → C,
deren Nullstellenquadrate sich als Floquet-Multiplikatoren von x herausstellen werden.
Sowohl bei der Konstruktion von q als auch bei den Beweisen der Eigenschaften von q
gehen wir wie in Walther [51] vor.
Wir halten zuna¨chst die Holomorphie von q fest, u¨bernehmen dann aus Walther [51] in
den Abschnitten 2.2 und 2.3 die Beweisvorbereitung fu¨r Satz 2.4.2, mit dessen Hilfe sich
algebraische Vielfachheiten als Nullstellenordnungen interpretieren lassen.
Im letzten Abschnitt 2.5 beweisen wir anhand einer Auswertung von q unser Hauptresul-
tat: Die spezielle periodische Lo¨sung x ist hyperbolisch, d.h. die Zahl 1 ist ein einfacher
Floquet-Multiplikator von x, und alle anderen Multiplikatoren liegen nicht auf der kom-
plexen Einheitsspha¨re.
2.1 Floquet-Multiplikatoren und Hyperbolizita¨t
Im folgenden soll f den Voraussetzungen (H1), (H2) und (H3) genu¨gen. Um das Verhalten
von Lo¨sungen der Gleichung
x˙(t) = f(x(t− 1)) = f ◦ ev−1(xt)
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in der Na¨he von stationa¨ren oder periodischen Lo¨sungen x zu untersuchen, betrachten wir
u¨blicherweise die nicht-autonome, bei x linearisierte Gleichung
y˙(t) = D(f ◦ ev−1)(xt)yt = Df(xt(−1))ev−1yt = f
′(x(t− 1))y(t− 1),
die auch in Bemerkung 1.3.3.3 erwa¨hnt wird. Fu¨r ϕ ∈ C bezeichne xϕ die Lo¨sung von
(f) mit Startwert ϕ gema¨ss Definition 1.2.1.
Definition 2.1.1 Es sei ϕ ∈ C. Dann heisst
(y) y˙(t) = f ′(x(t− 1))y(t− 1)
Variationsgleichung von (f) la¨ngs x. ¤
Anmerkung 2.1.1 Nach Satz 1.2.1 gibt es zu ψ in C genau eine Lo¨sung yψ der Variati-
onsgleichung la¨ngs des periodischen Orbits x. Es sei (T (t))t∈R+0 die zugeho¨rige Familie von
Lo¨sungsoperatoren,
T (t) : C 3 ψ 7→ yψt ∈ C.
Die Linearita¨t der Variationsgleichung und die Eindeutigkeit von Lo¨sungen von (y) bei
vorgegebenem Startwert liefert die Linearita¨t der Operatoren T (t) : C → C fu¨r alle t ∈ R+0 .
Aus der Definition einer Lo¨sung von (y) folgt T (t)C ⊆ C1 fu¨r alle t ∈ (1,∞). ¥
Fu¨r ψ ∈ C ist die Lo¨sung yψ via sukzessiver Integration gegeben durch
yψ(t) = y(t) = y(n) +
∫ t
n
f ′(x(s− 1))y(s− 1)ds, n ∈ N0, t ∈ [n, n+ 1].
Diese liefert mit vollsta¨ndiger Induktion die folgende Abscha¨tzung.
Anmerkung 2.1.2 Die Menge x(R) ⊆ R ist kompakt, und (H1) ermo¨glicht die Definition
von d := max f ′(x(R)) > 0. Dann folgt fu¨r alle n ∈ N0 und t ∈ [n, n+ 1] die Abscha¨tzung
|yψ(t)| = |y(t)| ≤ 2‖ψ‖ · (1 + d)n
und daher zuna¨chst fu¨r alle t ≥ 0
|yψ(t)| = |y(t)| ≤ 2‖ψ‖ · (1 + d)t+1,
wobei diese Ungleichung sogar fu¨r alle t ≥ −1 erfu¨llt ist. Insbesondere ist der lineare
Operator T (t) fu¨r t ∈ R+0 beschra¨nkt. ¥
Eine elementare Anwendung des Satzes von Arzela´-Ascoli ermo¨glicht es nun im folgenden,
die Kompaktheit der Operatoren T (t) : C → C fu¨r alle t ≥ 1 zu beweisen: Diese bilden
beschra¨nkte Mengen in C auf Mengen ab, deren Abschluss kompakt in C liegt.
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Bemerkung 2.1.1 Die Lo¨sungsoperatoren
T (t) : C 3 ψ 7→ yψt ∈ C
sind fu¨r t ≥ 1 kompakt.
Beweis: Es sei Ω ⊆ C beschra¨nkt durch c ∈ R+. Wir haben zu zeigen, dass der Ab-
schluss von T (t)Ω kompakt in C ist. Zuna¨chst begru¨nden wir die Beschra¨nktheit von⋃
τ∈[0,t] T (τ)Ω ⊆ C fu¨r alle t ≥ 1. Dazu sei ψ ∈
⋃
τ∈[0,t] T (τ)Ω gegeben, d.h. es gibt ϕ ∈ Ω
und τ ∈ [0, t] mit ψ = T (τ)ϕ = yϕτ . Anmerkung 2.1.2 hat dann
‖ψ‖ ≤ 2‖ϕ‖(1 + d)t+1
zur Folge; dabei sei d := max f ′(x(R)) > 0. Daher ist die Menge y˙ϕ([0, t]) fu¨r alle t ≥ 1
gleichma¨ssig in ϕ ∈ Ω beschra¨nkt durch d · 2c(1 + d)t+1.
Die Beschra¨nktheit von
⋃
τ∈[0,t] T (τ)Ω, t ≥ 1, liefert die Beschra¨nktheit der Menge
Mt := {y
ϕ|[0,t] ∈ C([0, t],R) : ϕ ∈ Ω}
fu¨r jedes t ≥ 1. Es seien ϕ ∈ Ω, t ≥ 1, s ∈ [0, t] und ε > 0 sowie
δ :=
ε
2cd(1 + d)t+1
.
Dann folgt mit der oben gezeigten gleichma¨ssigen Beschra¨nktheit von y˙ϕ([0, t]) aus τ ∈ [0, t]
mit |τ − s| < δ sowie yϕ|[0,t] ∈Mt
|yϕ(τ)− yϕ(s)| ≤ 2cd(1 + d)t+1 · |τ − s| < ε,
d.h. fu¨r alle t ≥ 1 ist Mt gleichgradig stetig. Der Satz von Arzela´-Ascoli liefert somit die
Kompaktheit von Mt fu¨r alle t ≥ 1.
Wir beweisen nun fu¨r
M˜t := {y
ϕ
t : ϕ ∈ Ω}, t ≥ 1,
die Kompaktheit von M˜t fu¨r alle t ≥ 1. Es seien dazu t ≥ 1 und (ϕn)n∈N eine Folge in Ω.
Dann ist (yϕnt )n∈N eine Folge in M˜t, und wir haben zu zeigen, dass sie eine konvergente
Teilfolge besitzt. Wir definieren fu¨r n ∈ N die Funktion ψn := yϕn |[0,t]. Somit ist (ψn)n∈N
eine Folge in Mt und besitzt wegen der Kompaktheit von Mt eine konvergente Teilfolge
(ψnk)k∈N, limk→∞ ψnk =: z ∈ C([0, t],R). Wegen t ≥ 1 ist
[w : [−1, 0] 3 θ 7→ z(t+ θ) ∈ R] ∈ C
definiert. Es folgt fu¨r alle k ∈ N unter Beru¨cksichtigung von [t− 1, t] ⊆ [0, t]
‖y
ϕnk
t − w‖ = max
τ∈[−1,0]
|y
ϕnk
t (τ)− w(τ)| = max
τ∈[−1,0]
|yϕnk (t+ τ)− z(t+ τ)| =
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= max
τ∈[t−1,t]
|yϕnk (τ)− z(τ)| ≤ max
τ∈[0,t]
|yϕnk (τ)− z(τ)| = ‖yϕnk − z‖,
also haben wir limk→∞ ‖y
ϕnk
t − w‖ = 0, d.h. (y
ϕn
t )n∈N hat eine konvergente Teilfolge, und
M˜t ist kompakt. Damit erkennen wir schliesslich wegen T (t)Ω ⊆ M˜t, t ≥ 1, die Kom-
paktheit von T (t)Ω, t ≥ 1, was zu zeigen war. ¥
Wie bei gewo¨hnlichen, zeitperiodischen linearen Differentialgleichungen definieren wir:
Definition 2.1.2 Die Periodenabbildung
V := T
(
4
3
)
: C → C
heisst Monodromieoperator von x.
Zur Untersuchung des Monodromieoperators V beno¨tigen wir im folgenden einige elementa-
re funktionalanalytische Tatsachen, die z.B. in Heuser [22] oder Dunford & Schwartz
[14] zu finden sind.
Durch eine Komplexifizierung des reellen Zustandsraums C erhalten wir den C−Vektorraum
CC, der bis auf Normisomorphie mit dem C−Raum C([−1, 0],C) aller stetigen, auf [−1, 0]
definierten und komplexwertigen Funktionen u¨bereinstimmt. Die Komplexifizierung
VC : CC → CC
des Operators V : C → C ist gegeben durch
VC : CC 3 ϕ = ϕ1 + iϕ2 7→ V ϕ1 + iV ϕ2 ∈ CC
und Element der komplexen Banachalgebra Lc(CC, CC) mit Einselement id 6= 0. Das Kom-
plement der Resolventenmenge
ρ(VC) := {z ∈ C : (z · id− VC)−1 existiert in Lc(CC, CC)}
in C ist das Spektrum von VC und wird mit σ(VC) bezeichnet. Die Menge σ(VC) ist nicht
leer und kompakt in C. Fu¨r alle z ∈ C ist⋃
l∈N
N
[
(VC − z · id)
l
]
ein C−linearer Teilraum von CC, weil die Kerniterierten eine aufsteigende Mengenfolge in
CC bilden. Die anschliessende Definition macht daher Sinn.
Definition 2.1.3 Das Spektrum von V ist das Spektrum der Komplexifizierung
VC : CC → CC und wird mit Σ bezeichnet:
Σ := σ(V ) := σ(VC) ⊆ C.
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Es sei z ∈ C∗. Dann heisst der C−lineare Raum
GV (z) :=
⋃
l∈N
N
[
(VC − z · id)
l
]
verallgemeinerter Eigenraum von V in z, und
M : C∗ 3 z 7→ dimGV (z) ∈ N0 ∪ {∞}
heisst algebraische Vielfachheit. ¤
Natu¨rlich ist es uninteressant, verallgemeinerte Eigenra¨ume fu¨r Punkte z ∈ C∗ zu unter-
suchen, die nicht im Spektrum liegen:
Anmerkung 2.1.3 Fu¨r z /∈ Σ haben wir GV (z) = {0} und M(z) = 0. ¥
Nach Bemerkung 2.1.1 ist der Monodromieoperator V ein kompakter Endomorphismus
von C. Dies u¨bertra¨gt sich auf VC : CC → CC, und nach Satz 78.1 in Heuser [22] ist
VC − z · id : CC → CC
fu¨r alle z ∈ C∗ insbesondere ein kettenendlicher Operator; die endliche Kettenla¨nge von
VC − z · id, also die kleinste Zahl aus N0, bei der sich die Kernfolge stabilisiert, bezeichnen
wir mit α(VC − z · id). Unter Beru¨cksichtigung der Tatsache, dass alle nichtverschwin-
denden Spektralpunkte eines kompakten Operators isolierte Eigenwerte sind, ko¨nnen wir
zusammenfassen:
Bemerkung 2.1.2 Der Monodromieoperator V ist ein kompakter Endomorphismus von
C, und alle Punkte in Σ\{0} sind Eigenwerte von V . Diese Punkte sind zudem isoliert,
und es gilt sowohl
M(z) ∈ N0 als auch α (VC − z · id) ∈ N0
fu¨r alle z ∈ C∗. ¥
Wie im Endlichdimensionalen, also bei gewo¨hnlichen Gleichungen, ha¨ngt die Dynamik von
den Eigenwerten der Linearisierung ab, die wiederum durch ihre Spektralpunkte bestimmt
ist.
Definition 2.1.4 Die Eigenwerte aus Σ\{0} heissen Floquet-Multiplikatoren von x oder
charakteristische Multiplikatoren von x. ¤
Bevor wir in den na¨chsten Abschnitten mit einer genaueren Untersuchung der Floquet-
Multiplikatoren von x beginnen, finden wir zwei solche Eigenwerte samt zugeho¨rigen Eigen-
vektoren. Die dabei beno¨tigten Aussagen ha¨ngen von Eigenschaften der schon in Abschnitt
1.3 eingefu¨hrte Menge
K = {ϕ ∈ C : ϕ ≥ 0}
ab. Nach (H1) beschreibt die Variationsgleichung (y) eine positive Ru¨ckkopplung, fu¨r die
das monotone Wachsen einer Lo¨sung, die in K startet, charakteristisch ist. In der fol-
genden Bemerkung halten wir u.a. diesen Sachverhalt neben einigen leicht einzusehenden,
grundlegenden Eigenschaften von K fest.
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Bemerkung 2.1.3 Es seien V : C → C der Monodromieoperator der 4
3
−periodischen
Lo¨sung x und K∗ := K \ {0}.
1. Die Menge K ist abgeschlossen in C.
2. Fu¨r das Innere von K gilt int(K) = {ϕ ∈ C : ϕ > 0}.
3. Die Menge K ist kegelfo¨rmig, d.h es gilt R+0 K = K, zudem R+int(K) = int(K).
4. Fu¨r alle t ∈ R+0 ist K invariant unter T (t), d.h. T (t)K ⊆ K; insbesondere ist K
invariant unter V , d.h.
V (K) ⊆ K.
5. Fu¨r alle ϕ ∈ K ist die Lo¨sungseinschra¨nkung yϕ|R+0 monoton wachsend.
6. Es gilt T (t)(K∗) ⊆ int(K) fu¨r alle t ≥ 2, insbesondere
V 2(K∗) ⊆ int(K).
Beweis:
1. Ist (ϕn)n∈N eine gegen ϕ ∈ C konvergente Folge in K, so ergibt sich mit der Abge-
schlossenheit von R+0
lim
n→∞
ϕn(t) = ϕ(t) ∈ R+0
fu¨r alle t ∈ [−1, 0]. Dies bedeutet ϕ ∈ K.
2. Es sei zuna¨chst ϕ ∈ int(K) ⊆ K, dann existiert ε > 0 mit Uε(ϕ) ⊆ K. Angenommen,
es gibt s ∈ [−1, 0] mit ϕ(s) = 0, so setzen wir ψ := ϕ − ε
2
, wobei wegen ψ(s) =
− ε
2
< 0 die Funktion ψ kein Element von K ist. Widerspru¨chlicherweise gilt dann
aber ‖ϕ− ψ‖ = maxt∈[−1,0] |ϕ(t)− ψ(t)| =
ε
2
< ε und ψ ∈ Uε(ϕ) ⊆ K, folglich haben
wir int(K) ⊆ {ϕ ∈ C : ϕ > 0}.
Es sei umgekehrt ϕ ∈ {ϕ ∈ C : ϕ > 0}. Wir setzen ε := mint∈[−1,0] ϕ(t) > 0 und
wa¨hlen ψ ∈ Uε(ϕ). Aus ‖ψ − ϕ‖ < ε folgt |ψ(t)− ϕ(t)| < ε fu¨r alle t ∈ [−1, 0]. Wa¨re
ψ(s) < 0 fu¨r ein s ∈ [−1, 0], so erhielten wir damit aus ϕ(s)−ψ(s) = |ψ(s)−ϕ(s)| < ε
die zu ψ(s) < 0 widerspru¨chliche Aussage ε − ψ(s) ≤ ϕ(s) − ψ(s) < ε. Also muß ψ
nicht-negativ sein, Uε(ϕ) ⊆ K und ϕ ∈ int(K) gelten.
3. Fu¨r ϕ ∈ K und r ∈ R+0 haben wir r · ϕ(t) ≥ 0 fu¨r alle t ∈ [−1, 0], also rϕ ∈ K. Mit
K = 1 · K ⊆ R+0 K folgt die erste Behauptung; die zweite folgt unmittelbar aus dem
bewiesenen 2. Teil der Bemerkung.
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4. Es seien ϕ ∈ K und t ∈ [0, 1]. Dann liefert die Variationsgleichung (y) die Abscha¨tzung
y˙ϕ(t) = f ′(x(t−1))yϕ(t−1) = f ′(x(t−1))ϕ(t−1) ≥ 0, also yϕ|[0,1] ≥ 0. Dieses ergibt
fu¨r s ∈ [−1, 0]
s+ t ∈ [−1, 1]
sowie die Abscha¨tzung
T (t)ϕ(s) = yϕt (s) = y
ϕ(t+ s) ≥ 0.
Folglich haben wir
T (t)K ⊆ K fu¨r alle t ∈ [0, 1],
und in der gleichen Art und Weise ko¨nnen wir sukzessive
T (t)K ⊆ K fu¨r alle t ∈ [n, n+ 1] und alle n ∈ N0
zeigen; damit folgt die Behauptung unter 4. .
5. Es sei t ∈ R+0 , also t − 1 ∈ [−1,∞) und Teil 4. der Bemerkung liefert mit der
Variationsgleichung (y)
y˙ϕ(t) = f ′(x(t− 1))yϕ(t− 1) = f ′(x(t− 1))T (t)ϕ(−1) ≥ 0,
also gilt die behauptete Monotonie.
6. Es sei ϕ ∈ K∗. Dann gibt es wegen ϕ ∈ C ein Intervall [a, b] ⊆ [−1, 0] mit ϕ|[a,b] > 0,
Gleichung (y) liefert somit y˙ϕ|[a+1,b+1] > 0 und wegen y
ϕ|[−1,a+1] ≥ 0, siehe 4., gilt
yϕ|(a+1,b+1] > 0. Mit Teil 5. erkennen wir nun y
ϕ|[b+1,∞) > 0, insbesondere y
ϕ|[1,∞) > 0.
Daher haben wir fu¨r alle t ≥ 2 und alle s ∈ [−1, 0]
T (t)ϕ(s) = yϕt (s) = y
ϕ(t+ s) > 0,
was nach 2.
T (t)ϕ ∈ int(K)
bedeutet. ¥
Wir ko¨nnen nun zwei charakteristische Multiplikatoren von x finden:
Bemerkung 2.1.4 Es sei V : C → C der Monodromieoperator von x mit Spektrum Σ.
1. Es ist 1 ein Floquet-Multiplikator von x, also 1 ∈ Σ \ {0}, mit Eigenvektor x˙0.
2. Es gibt einen Floquet-Multiplikator λ ≥ 1 von x mit Eigenvektor ϕ+ ∈ int(K), so
dass {x˙0, ϕ
+} linear unabha¨ngig ist.
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Beweis:
1. Die Ableitung x˙ ist die Lo¨sung der Variationsgleichung la¨ngs x mit Anfangswert x˙0
und hat eine kleinste Periode 4
3
. Folglich gilt V x˙0 = x˙ 4
3
= x˙0, also 1 ∈ Σ\{0}.
2. Wir wenden den Fixpunktsatz von Schauder an, um den gesuchten Eigenwert λ samt
Eigenvektor ϕ+ ∈ int(K) zu finden.
Die Menge
K1 := {ϕ ∈ K : ϕ(0) = 1, und ϕ ist monoton wachsend}
ist abgeschlossen, denn nach Bemerkung 2.1.3 ist K abgeschlossen und die K1 defi-
nierenden Ungleichungen bleiben bei einem Grenzprozess bestehen; desweiteren ist
K1 durch 0 nach unten und 1 nach oben beschra¨nkt.
Wir zeigen, dass K1 konvex ist. Dazu seien ϕ und ψ aus K1 und
χ(t) := tψ + (1− t)ϕ ∈ K
fu¨r t ∈ [0, 1]. Desweiteren sind fu¨r t ∈ [0, 1] die K1−charakteristischen Eigenschaften
erfu¨llt: χ(t)(0) = t + 1 − t = 1; χ(t) ist monoton wachsend, weil nicht-negative
Vielfache und Summen monoton wachsender Funktionen wieder monoton wachsend
sind. Insgesamt folgt, dass
K1 abgeschlossen und konvex (2.1)
ist.
Wir betrachten die Abbildung
V1 : K1 3 ϕ 7→
1
yϕ
(
4
3
)V ϕ ∈ C.
Zuna¨chst wollen wir zeigen, dass V1 eine definierte Selbstabbildung von K1 ist. Dazu
erkennen wir mit den Bemerkungen 2.1.3.4. und 2.1.3.5. fu¨r alle ϕ ∈ K1
V ϕ ∈ K, V ϕ(0) = yϕ4
3
(0) = yϕ
(
4
3
)
≥ yϕ(0) = ϕ(0) = 1 > 0,
und es gilt mit derselben Bemerkung V1ϕ =
1
yϕ( 43)
V ϕ ∈ R+0 K = K, also V1ϕ ∈ K.
Weil nach Bemerkung 2.1.3.5. und 1
yϕ( 43)
> 0 das monotone Wachsen von V1ϕ folgt
und V1ϕ(0) = 1 gilt, erhalten wir
V1K1 ⊆ K1. (2.2)
Nun zeigen wir, daß V1(K1) eine relativ-kompakte Menge in K ist. Die Stetigkeit
der Operatoren T (t) fu¨r t ∈ R+0 erlaubt es uns, die Konstanten c1 :=
∥∥T (4
3
)∥∥ und
2.1 Floquet-Multiplikatoren und Hyperbolizita¨t 116
c2 := f
′(0) ·
∥∥T (1
3
)∥∥ zu definieren. Es sei ϕ ∈ K1. Wie oben schon erwa¨hnt, ist yϕ|R+0
monoton wachsend, also gilt insbesondere yϕ
(
4
3
)
≥ yϕ(0) = ϕ(0) = 1. Dann folgt bei
Wahl von ψ ∈ V1(K1) mit ψ =
1
yϕ( 43)
yϕ4
3
fu¨r ein ϕ ∈ K1 zum einen
‖ψ‖ =
1
yϕ
(
4
3
) ∥∥∥yϕ4
3
∥∥∥ ≤ ∥∥∥∥T (43
)∥∥∥∥ · ‖ϕ‖ = ∥∥∥∥T (43
)∥∥∥∥ = c1
und zum anderen mit der stetigen Differenzierbarkeit von ψ nach Anmerkung 2.1.1
‖ψ˙‖ =
1
yϕ
(
4
3
) ∥∥∥y˙ϕ4
3
∥∥∥ ≤ 1 · f ′(0) · ∥∥∥yϕ1
3
∥∥∥ ≤ f ′(0) · ∥∥∥∥T (13
)∥∥∥∥ · ‖ϕ‖ = c2.
Folglich ist V1K1 zum einen beschra¨nkt, zum anderen gleichgradig stetig, was mit
dem Satz von Arzela´-Ascoli die
relative Kompaktheit von V1K1 (2.3)
bedeutet. Die Aussagen (2.1), (2.2) und (2.3) ergeben mit dem Fixpunktsatz von
Schauder einen Fixpunkt ϕ+ ∈ K1, also gilt
V1ϕ
+ = ϕ+,
was genau dann der Fall ist, wenn
V ϕ+ = yϕ
+
(
4
3
)
ϕ+
gilt. Fu¨r den gesuchten Floquet-Multiplikator λ setzen wir daher
λ := yϕ
+
(
4
3
)
≥ yϕ
+
(0) = ϕ+(0) = 1.
Wegen
V 2ϕ+ = λ2ϕ+ genau dann, wenn ϕ+ =
1
λ2
V 2ϕ+
und ϕ+ ∈ K∗ folgt mit den Teilen 3. und 6. von Bemerkung 2.1.3 - wie behauptet -
ϕ+ ∈ int(K).
Es ist noch die lineare Unabha¨ngigkeit zu zeigen: Sind a und b aus R mit ax˙0+bϕ+ = 0
gegeben, so folgt mit Satz 2.0.1 b = 0, was dann a = 0 nach sich zieht. ¥
Wir zitieren nun Corollar 8.4.(i) der Monographie von Krisztin, Walther & Wu [33].
Dort wird festgestellt, dass fast alle Floquet-Multiplikatoren von x im Inneren der komple-
xen Einheitskreisscheibe liegen. Der Beweis dieser Aussage ist umfangreich, weshalb wir
auf die Originalarbeit [33] hierzu verweisen.
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Bemerkung 2.1.5 Alle Floquet-Multiplikatoren von x ausser denen aus Bemerkung 2.1.4
liegen im Innern der Einheitskreisscheibe. D.h. aus
z ∈ Σ \ {0, 1, λ}
folgt |z| < 1. ¥
Definition 2.1.5 Die periodische Lo¨sung x aus Satz 2.0.1 heisst ausgeartet, falls der
Floquet-Multipikator 1 nicht algebraisch einfach ist, d.h. M(1) > 1 gilt. Sie heisst hyper-
bolisch, wenn nur der Eigenwert 1 auf der komplexen Spha¨re S1C liegt und nicht ausgeartet
ist, also
Σ ∩ S1C = {1} und M(1) = 1
erfu¨llt sind. ¤
Wir beweisen in den folgenden Abschnitten, dass die aus Satz 2.0.1 resultierende 4
3
−peri-
odische Lo¨sung x : R → R von
(f) x˙(t) = f(x(t− 1)),
hyperbolisch ist; d.h. der Floquet-Multiplikator 1 ist algebraisch einfach und die restlichen
nicht-verschwindenden Spektralpunkte des Monodromieoperators V = T
(
4
3
)
liegen nicht
auf dem komplexen Einheitskreis S1C.
Aus Bemerkung 2.1.5 wissen wir, dass – (H1), (H2) und (H3) vorausgesetzt – a priori alle
Floquet-Multiplikatoren, ausser den in Bemerkung 2.1.4 gegebenen 1 und λ ≥ 1, im Inne-
ren der komplexen Einheitskreisscheibe liegen. Demzufolge ha¨tten wir die Hyperbolizita¨t
gezeigt, wenn 1 algebraisch einfach ist. Dies zieht dann λ > 1 nach sich.
Um die Einfachheit zu beweisen, d.h. M(1) = 1 zu zeigen, nutzen wir die Symmetrie (S)
von x aus und konstruieren in Abschnitt 2.4 gema¨ss Walther [51] die bereits erwa¨hnte
charakteristische Funktion
q : C∗ → C
derWurzel W von V , die im na¨chsten Abschnitt betrachtet wird; dabei sind die Nullstellen-
Quadrate von q Floquet-Multiplikatoren von x. Zudem werden wir in Abschnitt 2.4 sehen,
dass auch die Vielfachheit eines Multiplikators als Nullstellenordnung von q ausgedru¨ckt
werden kann.
2.2 Die Wurzel des Monodromieoperators
Die Variationsgleichung
(y) y˙(t) = f ′(x(t− 1))y(t− 1)
la¨ngs der 4
3
−periodischen Lo¨sung x : R → R induziert den Monodromie-Operator
V := T
(
4
3
)
: C → C,
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und es gelten die Symmetrieeigenschaften
(S) x = −x
(
· −
2
3
)
sowie x˙ = −x˙
(
· −
2
3
)
.
Sie erlauben es, die Hyperbolizita¨t der periodischen Lo¨sung x, also die verbleibende Ein-
fachheit des Floquet-Multiplikators 1, auf die (Spektral-)Eigenschaften des Operators
W := T
(
2
3
)
: C → C
zuru¨ckzufu¨hren; dabei ist das Spektrum von W – wie gewo¨hnlich – durch das Spektrum
der Komplexifizierung WC : CC 3 ϕ = ϕ1 + iϕ2 7→ Wϕ1 + iWϕ2 ∈ CC gegeben. Wir setzen
σ := σ(W ).
Die Symmetrie von x nach Satz 2.0.1 liefert W 2 = V und daher
W 2C := (WC)
2 = (W 2)C = VC.
Die linearen Operatoren W bzw. WC ko¨nnen daher als Wurzel von V bzw. VC verstanden
werden.
Wie bei der Betrachtung von V fu¨hren wir die folgende Bezeichnung ein und machen eine
erste Anmerkung.
Bezeichnung 2.2.1 Fu¨r z ∈ C∗ ku¨rzen wir WC − z · id durch WC − z ab und bezeichnen
den C−linearen verallgemeinerten Eigenraum von W in z durch
GW (z) :=
⋃
l∈N
N
[
(WC − z)
l
]
.
Die Abbildung
m : C∗ 3 z 7→ dimGW (z) ∈ N0 ∪ {∞}
heisst algebraische Vielfachheit. Die Nullkettenla¨nge vonWC−z fu¨r z ∈ C∗, also∞ oder die
kleinste nicht-negative ganze Zahl k, bei der sich die aufsteigende Kernfolge N [(WC − z)
k]
stabilisiert, bezeichnen wir mit
α(WC − z) ∈ N0 ∪ {∞}.
¤
Anmerkung 2.2.1 Ist z kein Spektralpunkt von W , d.h. z /∈ σ, so folgt
GW (z) = {0} und m(z) = 0.
Falls fu¨r z ∈ C∗ die Nullkettenla¨nge von WC− z endlich ist, α := α(WC− z) <∞, so folgt
GW (z) = N [(WC − z)
α].
¥
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Zwar ist WC im allgemeinen nicht kompakt, jedoch lassen sich aus der Kompaktheit von
W 2C = VC, siehe Bemerkung 2.1.1, Aussagen u¨ber σ beweisen, die denen des Spektrums
eines kompakten Operators gleichkommen.
Bemerkung 2.2.1 Fu¨r den Zeit−2
3
−Operator W : C → C und dessen Spektrum σ gelten
die folgenden Aussagen.
1. Alle Punkte in σ\{0} sind Eigenwerte von WC.
2. Die Punkte von σ\{0} sind isoliert, und es gilt sowohl
m(z) ∈ N0 als auch α (VC − z) ∈ N0
fu¨r alle z ∈ C∗. Fu¨r z ∈ C∗ hat WC − z eine endliche, positive Kettenla¨nge.
3. Die Kettenla¨nge α(WC − z) stimmt fu¨r alle z ∈ C∗ mit der Ordnung des Pols der
Resolvente von WC bei z u¨berein.
4. Falls dimN (WC − z) = 1 fu¨r ein z ∈ σ \ {0}, so folgt m(z) = α(WC − z).
Beweis: Um die ersten drei Punkte zu zeigen, zitieren wir aus den Bu¨chern von Dunford
& Schwartz [14] und Heuser [22]. Nach Dunford & Schwartz [14] VII.4.5, Theorem
6, sind die Punkte von σ\{0} isoliert und jeder nicht-verschwindende Spektralpunkt ist ein
Pol der Resolvente vonWC, desweiteren hat jeder verallgemeinerte Eigenraum eine endliche
Dimension.
Satz 101.2 in Heuser [22] besagt, dass der Punkt z ∈ σ \ {0} ganau dann ein Pol der
Resolvente des (stetigen) OperatorsWC ist, wennWC−z eine endliche, positive Kettenla¨nge
α(WC−z) besitzt; dabei stimmt α(WC−z) mit der Polordnung u¨berein, und in diesem Fall
muss z ein Eigenwert sein. Insgesamt sind die ersten drei Punkte der Behauptung gezeigt.
Wir beweisen schliesslich den vierten Punkt. Es seien dazu z ∈ σ\{0}, α := α(WC−z) ∈ N,
m := m(z) ∈ N und Nk := N [(WC − z)k] fu¨r k ∈ N sowie nach Voraussetzung
dimN (WC − z) = 1.
Wir haben m = dimNα. Fu¨r α = 1 ist nichts zu zeigen, es sei also α ≥ 2. Die Glieder der
Kernfolge (Nk)k∈N sind endlich-dimensionale Ra¨ume, und wegen der Minimalita¨t von α ist
der Tupel (dimN1, . . . , dimNα) streng monoton wachsend. Wir nehmen an, es gibt linear
unabha¨ngige v und w aus dem Raum
(WC − z)
kNk+1
fu¨r ein k ∈ {1, . . . , α− 1}, d.h. es gibt v1 und w1 aus Nk+1 = N [(WC − z)
k+1] mit
v = (WC − z)
kv1 und w = (WC − z)
kw1 ,
also
(WC − z)v = 0 = (WC − z)w,
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und die linear unabha¨ngigen Vektoren v und w liegen in N (WC− z); dies widerspricht der
Voraussetzung dimN (WC − z) = 1. Daher ist die Annahme falsch, und es gilt
dim(WC − z)
kNk+1 = 1 fu¨r alle k ∈ {1, . . . , α− 1}.
Es folgt fu¨r alle k ∈ {1, . . . , α− 1}
1 = dim(WC−z)
kNk+1 = dimNk+1
/
N [(WC−z)
k] = dimNk+1
/
Nk = dimNk+1−dimNk,
d.h die La¨nge des streng wachsenden Tupels
(dimN1, . . . , dimNα) = (1, . . . , dimNα)
stimmt mit dimNα u¨berein, was α = m bedeutet. ¥
Die na¨chste Aussage stellt zwischen den algebraischen Vielfachheiten M von V und m
von W eine Verbindung her.
Bemerkung 2.2.2 Fu¨r alle z ∈ C∗ gilt
M(z2) = m(−z) +m(z).
Zum Beweis dieser Bemerkung beno¨tigen wir
Lemma 2.2.1 Es seien A ein Endomorphismus des Vektorraums E, p1 und p2 komplexe,
teilerfremde Polynome. Dann gilt
N [(p1p2)(A)] = N [p1(A)]⊕N [p2(A)].
Beweis von Lemma 2.2.1: Es sei C[λ] der Hauptidealring der komplexen Polynome. Das
Lemma von Be´zout liefert zu teilerfremden p1 und p2 aus C[λ] zwei Polynome q1 und q2
aus C[λ] mit
p1q1 + p2q2 = [C 3 λ 7→ 1 ∈ C] =: 1 . (2.1)
Es seien p und q in C[λ] sowie ψ ∈ p(A)N (q(A)), d.h. es gibt ϕ ∈ N (q(A)) mit ψ = p(A)ϕ.
Damit folgt
q(A)ψ = q(A)p(A)ϕ = p(A)q(A)ϕ = p(A)0 = 0,
also ψ ∈ N (q(A)) und zusammen
p(A)N (q(A)) ⊆ N (q(A)) fu¨r alle p, q ∈ C[λ]. (2.2)
Wir setzenN := N [(p1p2)(A)] sowieNj := N (pj(A)) fu¨r j ∈ {1, 2} und zeigen im folgenden
N1 +N2 = N. (2.3)
Ist ϕ ∈ N1, so folgen p1(A)ϕ = 0 und p2(A)p1(A)ϕ = 0, also ϕ ∈ N . Genauso impliziert
ϕ ∈ N2, dass ϕ ∈ N gilt. Somit haben wir Nj ⊆ N fu¨r j ∈ {1, 2} und N1 +N2 ⊆ N .
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Ist umgekehrt ϕ ∈ N , so erhalten wir sowohl mit (2.2) als auch mit p2(A)ϕ ∈ N1 und
p1(A)ϕ ∈ N2
ϕ1 := q2(A)p2(A)ϕ ∈ N1 und ϕ2 := q1(A)p1(A)ϕ ∈ N2.
und folgern mit (2.1)
ϕ = id(ϕ) = 1(A)(ϕ) = (p2q2 + p1q1)(A)(ϕ) = ϕ1 + ϕ2 ∈ N1 +N2,
was N ⊆ N1 +N2 zeigt.
Um zu beweisen, dass die Summe (2.3) direkt ist, verwenden wir erneut (2.1). Es sei
ϕ ∈ N1 ∩N2. Dann folgen
ϕ = p1(A)q1(A)ϕ+ p2(A)q2(A)ϕ = 0 + 0 = 0
und N1 ∩N2 = {0}. ¥
Beweis von Bemerkung 2.2.2: Zuna¨chst halten wir
z ∈ C∗, a+ := α(WC − z) ∈ N0, a− := α(WC + z) ∈ N0 und a := α(VC − z2) ∈ N0
fest. Dann gelten
m(z) = dimN
[
(WC − z)
a+
]
, m(−z) = dimN
[
(WC + z)
a−
]
und
M(z2) = dimN
[
(VC − z
2)a
]
.
Wir setzen
l := max{a+, a−, a} ∈ N0, p1(λ) := (λ− z)l und p2(λ) := (λ+ z)l
fu¨r alle λ ∈ C. Dann sind p1 und p2 teilerfremde Polynome aus C[λ] und Lemma 2.2.1
liefert unter Beru¨cksichtigung von
VC − z
2 = (WC − z)(WC + z)
den gewu¨nschten Zusammenhang zwischen M und m:
M(z2) = dimN
[
(VC − z
2)a
]
= dimN
[
(VC − z
2)l
]
=
= dimN
[
(WC − z)
l(WC + z)
l
]
= dimN [p1(WC)p2(WC)] =
= dimN [(p1p2)(WC)] = dim [N [p1(WC)]⊕N [p2(WC)]] =
= dimN [p1(WC)] + dimN [p2(WC)] = dimN
[
(WC − z)
l
]
+ dimN
[
(WC + z)
l
]
=
= dimN
[
(WC − z)
a+
]
+ dimN
[
(WC + z)
a−
]
= m(z) +m(−z).
¥
Die Symmetrie (S) von x : R → R ermo¨glicht die direkte Angabe eines Eigenwertes
von WC; man vergleiche die folgende Aussage mit Bemerkung 2.1.4.1.
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Bemerkung 2.2.3 Der Punkt −1 ist ein Eigenwert von WC mit Eigenvektor x˙0 ∈ C, d.h.
es gelten
−1 ∈ σ und m(−1) ≥ 1.
Beweis: Wie gewohnt bezeichne yϕ die Lo¨sung von (y) zum Anfangswert ϕ. Wenn wir
beru¨cksichtigen, dass x˙ : R → R die Lo¨sung von (y) zum Anfangswert x˙0 ist, folgt mit der
Symmetrie (S) von x
WCx˙0 = Wx˙0 = y
x˙0
2
3
= x˙ 2
3
= x˙
(
·+
2
3
)∣∣∣
[−1,0]
= −x˙|[−1,0] = −x˙0,
d.h. −1 ∈ σ und m(−1) ≥ 1. ¥
Im folgenden erkla¨ren wir kurz, wie beim Beweis der noch austehenden Einfachheit des
Floquet-Multiplikators 1 von x in den folgenden Abschnitten vorgegangen und der Opera-
tor W einbezogen wird.
Fu¨r die Einfachheit sind
(m) m(−1) = 1 und m(1) = 0
hinreichend, denn in diesem Fall erhalten wir nach Bemerkung 2.2.2
M(1) =M(12) = m(−1) +m(1) = 1 + 0 = 1 :
x ist nicht ausgeartet.
Im na¨chsten Abschnitt stellen wir in enger Anlehnung an Walther [51] die technischen
Hilfsmittel zur Konstruktion der in der Einleitung dieses Kapitels erwa¨hnten holomorphen
Funktion q : C∗ → C bereit, deren Nullstellenmenge mit σ \ {0} u¨bereinstimmt. Daru¨ber-
hinaus sind Nullstellenordnung und algebraische Vielfachheit dieser Nullstelle als Eigenwert
von W identisch. Deshalb liest sich unter Verwendung von q die Hyperbolizita¨tsbedingung
(m) wie folgt:
(q) q(−1) = 0, q′(−1) 6= 0 und q(1) 6= 0.
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Um Aussagen u¨ber die Eigenwerte von WC : CC → CC zu gewinnen, berechnen wir das
Lo¨sungssegment WCψ fu¨r ein ψ ∈ CC. Dabei stellen wir zuna¨chst fest, dass
WCψ : [−1, 0]→ C
auf dem linken Drittel des Definitionsbereichs mit dem gegebenen Datum ψ auf dessen
rechten Drittel u¨bereinstimmt:
WCψ|[−1,− 23 ]
= ψ|[− 13 ,0]
.
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-
6
t
yψ(t)
−1 −23 −
1
3
︷ ︸︸ ︷ψ
︸ ︷︷ ︸
WCψ
1
3
2
3
u
v
Die Symmetrie (S) der periodischen Lo¨sung x ermo¨glicht im folgenden eine Berechnung von
WCψ auf dem Restintervall [−
2
3
, 0], indem Translationen der Einschra¨nkungenWCψ|[− 2
3
,− 1
3
]
und WCψ|[− 1
3
,0] als Lo¨sungen eines Systems von gewo¨hnlichen Differentialgleichungen er-
kannt werden. Formal identifizieren wir dabei in der anschliessenden Anmerkung Elemen-
te ϕ des C−Banachraums CC mit einem die Stetigkeit von ϕ beru¨cksichtigenden Tripel
(ϕ1, ϕ2, ϕ3) ∈ C([−
1
3
, 0],C)3; als Abku¨rzung verwenden wir
C•C := C
([
−
1
3
, 0
]
,C
)
.
Mit der Norm ‖ · ‖•∞ : C
•
C 3 ϕ 7→ maxt∈[− 1
3
,0] |ϕ(t)| ∈ R ist C•C ein C−Banachraum. Also ist
das Produkt C•C
3 mit der Norm C•C
3 3 (ϕ1, ϕ2, ϕ3) 7→ maxj∈{1,2,3} ‖ϕj‖
•
∞ ∈ R ebenfalls ein
C−Banachraum.
Anmerkung 2.3.1 Es seien fu¨r j ∈ {1, 2, 3} die C−linearen Translationsoperatoren
Jj : CC 3 ϕ 7→ ϕ
(
· −
3− j
3
)
|[− 13 ,0]
∈ C•C
die Komponenten des C−linearen Operators
J : CC 3 ϕ 7→ (J1ϕ, J2ϕ, J3ϕ) ∈ C
•
C
3.
Dann ist Jj fu¨r j ∈ {1, 2, 3} stetig, und J ist ein normerhaltender Isomorphismus auf den
C−Raum
JCC =
{
(ϕ1, ϕ2, ϕ3) ∈ C
•
C
3 : ϕ1(0) = ϕ2
(
−
1
3
)
, ϕ2(0) = ϕ3
(
−
1
3
)}
.
Die Abgeschlossenheit von JCC liefert, dass JCC ein C−Banachraum in C•C
3 ist. ¥
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- -
6 6
−1 −23 −
1
3
−1
3
ϕ(t)
t t
R
J
J1ϕ J2ϕ
J3ϕ
Bevor wir J2WC und J3WC im Rahmen der u¨berna¨chsten Bemerkung als Lo¨sungen ei-
nes gewo¨hnlichen, nichtautonomen Systems linearer gewo¨hnlicher Differentialgleichungen
berechnen, wollen wir die zeitabha¨ngigen Koeffizienten dieses Systems untersuchen.
Bemerkung 2.3.1 Die Funktion f erfu¨lle (H1), (H2) und (H3). Fu¨r die stetigen Funk-
tionen
A : R 3 t 7→ f ′
(
x
(
t−
1
3
))
∈ R+ und B : R 3 t 7→ f ′(x(t)) ∈ R+
gelten die folgenden Aussagen
1. A
(
· − 1
3
)
= B und B
(
· − 1
3
)
= A.
2. B|[− 13 ,0]
ist streng monoton wachsend, und A|[− 13 ,0]
ist streng monoton fallend.
3. (A−B)|[− 13 ,−
1
6)
> 0, (A−B)|(− 16 ,0]
< 0 und A
(
−1
6
)
= B
(
−1
6
)
.
Beweis: Die Funktionen A und B sind definiert, denn die stetige Ableitung f ′ ist nach
Voraussetzung (H1) positiv.
Die Nichtlinearita¨t f ist wegen (H3) ungerade, d.h. f ′ ist eine gerade Funktion, und es
folgen unter Ausnutzung von (S)
A
(
· −
1
3
)
= f ′ ◦ x
(
· −
2
3
)
= f ′ ◦ (−x) = f ′ ◦ x = B
und
B
(
· −
1
3
)
= f ′ ◦ x
(
· −
1
3
)
= A.
Damit ist 1. gezeigt.
Die nicht-negative Einschra¨nkung x|[− 13 ,0]
ist nach Satz 2.0.1 streng monoton fallend, d.h.
das streng monotone Fallen von f ′|R+0 liefert das strikte Wachsen von f
′◦x = B auf
[
−1
3
, 0
]
.
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Die Einschra¨nkung x
(
· − 1
3
)
|[− 13 ,0]
≥ 0 ist monoton wachsend, d.h. f ′ ◦ x
(
· − 1
3
)
= A ist
auf
[
−1
3
, 0
]
streng monoton fallend. Insgesamt ist somit 2. gezeigt.
Nach Satz 2.0.1 ist x ungerade, und (S) liefert
A
(
−
1
6
)
= f ′
(
x
(
−
1
2
))
= f ′
(
x
(
1
2
−
2
3
))
= f ′
(
x
(
−
1
6
))
= B
(
−
1
6
)
.
Mit dieser Gleichheit ergeben sich die beiden Vorzeichenaussagen von 3., wenn wir die im
zweiten Punkt gezeigte Monotonie ausnutzen:
Ist t ∈
[
−1
3
,−1
6
)
, so folgt
A(t)−B(t) > A
(
−
1
6
)
−B
(
−
1
6
)
= 0
Ist t ∈
(
−1
6
, 0
]
, so ko¨nnen wir entsprechend nach oben abscha¨tzen:
A(t)−B(t) < A
(
−
1
6
)
−B
(
−
1
6
)
= 0.
Damit ist 3. gezeigt. ¥
Wir werden beim Beweis von (q) sehen, dass die in der letzten Bemerkung gemachten
Aussagen essentiell sind. D.h. die strenge Monotonie von f ′ nach Voraussetzung (H2)
tra¨gt entscheidend zur Hyperbolizita¨t von x bei.
Es seien z ∈ C∗ und ϕ ∈ CC. Wir betrachten das mit z und ϕ parametrisierte, gekop-
pelte System linearer nichtautonomer gewo¨hnlicher Differentialgleichungen auf
[
−1
3
, 0
]
(u, v, ϕ, z)
 u˙ = 1zA(t)[v − J2ϕ]
v˙ = 1
z2
B(t)[u− J3ϕ]−
1
z
B(t)J1ϕ .

Die Abbildung
Sz :=
(
uz1 u
z
2
vz1 v
z
2
)
: R → C2×2
sei die Hauptfundamentalmatrix zur Zeit t = − 1
3
des homogenen Systems (u, v, 0, z) mit
Sz(−
1
3
) = E.
Anmerkung 2.3.2 Fu¨r die Wronski-Determinante gilt
detSz(t) = 1 fu¨r alle t ∈ R und z ∈ C∗,
denn die Spur der Matrix der rechten Seite von (u, v, 0, z) verschwindet fu¨r alle z ∈ C∗.¥
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In der na¨chsten Bemerkung werden wir feststellen, dass die beiden oben angefu¨hrten Seg-
mente v := J2WCχ und u := J3WCχ bei gegebenen χ ∈ CC und z ∈ C∗ Gleichung
(u, v, ϕ, z) erfu¨llen, wobei ϕ durch (WC − z)χ = ϕ gegeben ist. Also liefert die Anwen-
dung der Variation-der-Konstanten-Formel in der na¨chsten Bemerkung einen Ausdruck fu¨r
(u, v)tr. Den dabei auftretenden Integral-Term ku¨rzen wir wie folgt ab: es sei
I : C∗ × CC ×
[
−
1
3
, 0
]
→ C2
mit
I(z, ϕ, t) :=
(
I1(z, ϕ, t)
I2(z, ϕ, t)
)
:=
∫ t
− 1
3
S−1z ·
(
−1
z
AJ2ϕ
− 1
z2
BJ3ϕ−
1
z
BJ1ϕ
)
,
wobei die Integrationsvariable aus Gru¨nden der U¨bersichtlichkeit weggelassen wird. Schliess-
lich seien fu¨r z ∈ C∗
Qz := Sz(0)−
(
0 z
1 0
)
=
(
uz1(0) u
z
2(0)− z
vz1(0)− 1 v
z
2(0)
)
∈ C2×2
und die stetige lineare Abbildung
Lz : CC → C2
durch
Lzϕ :=
(
−J3ϕ(0)
0
)
+ Sz(0) · I(z, ϕ, 0)
definiert. Zur Motivation der Definition von Qz sei auf die Einleitung verwiesen.
Die folgende Aussage entspricht Lemma I.4.1 in Walther [51]; siehe auch Lemma 8 in
Chow & Walther [9] bzw. Lemma 3.1. in Walther [50].
Bemerkung 2.3.2 Fu¨r z ∈ C∗ mo¨gen Sz, I, Lz und Qz wie oben gegeben sein.
1. Fu¨r ϕ ∈ CC und χ ∈ CC mit (WC − z)χ = ϕ erfu¨llt
(u, v)tr := (J3WCχ, J2WCχ)
tr :
[
−
1
3
, 0
]
→ C2
die Gleichung (u, v, ϕ, z), und es gelten
−Qz ·
(
u
(
−1
3
)
v
(
−1
3
)) = Lzϕ
sowie (
u(t)
v(t)
)
= Sz(t)
[(
u
(
−1
3
)
v
(
−1
3
))+ I(z, ϕ, t)] fu¨r alle t ∈ [−1
3
, 0
]
.
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2. Es seien umgekehrt z ∈ C∗, ϕ ∈ CC und c ∈ C2 mit −Qz ·c = Lzϕ gegeben, (u˜, v˜)tr die
Lo¨sung von (u, v, ϕ, z) mit (u˜, v˜)tr
(
−1
3
)
= c, (u, v)tr := (u˜|[− 13 ,0]
, v˜|[− 13 ,0]
)tr. Dann
ist
ψ :=
1
z
(
1
z
[u− J3ϕ]− J1ϕ, v − J2ϕ, u− J3ϕ
)
∈ JCC
und fu¨r χ := J−1ψ gilt
(WC − z)χ = ϕ.
Ist ϕ = 0 und c 6= 0, so ist χ 6= 0.
Beweis: Wir beweisen die erste Behauptung und nutzen die Eigenschaften von J bzw.
Jj, j ∈ {1, 2, 3}, aus Anmerkung 2.3.1.
Es sei yχ die Lo¨sung von (y) mit dem Anfangswert χ ∈ CC . Wir haben die stetig differen-
zierbaren Funktionen
u := J3WCχ :
[
−
1
3
, 0
]
→ C und v := J2WCχ :
[
−
1
3
, 0
]
→ C
und erhalten mit WCχ = zχ+ ϕ
u = J3WCχ = zJ3χ+ J3ϕ und v = J2WCχ = zJ2χ+ J2ϕ, (2.1)
was auf
J3χ =
1
z
[u− J3ϕ] und J2χ =
1
z
[v − J2ϕ] (2.2)
fu¨hrt. Desweiteren gilt dann mit (2.2)
zJ1χ = J1WCχ− J1ϕ = y
χ
2
3
(
· −
2
3
)
|[− 13 ,0]
− J1ϕ = y
χ
0 |[− 13 ,0]
− J1ϕ =
= J3χ− J1ϕ =
1
z
[u− J3ϕ]− J1ϕ,
also
zJ1χ =
1
z
[u− J3ϕ]− J1ϕ. (2.3)
Wiederum mit (2.2) ergibt sich weiter fu¨r alle s ∈
[
−1
3
, 0
]
u˙(s) =
(
J3y
χ
2
3
)·
(s) = y˙χ
(
2
3
+ s
)
=
= f ′
(
x
(
s−
1
3
))
yχ
(
s−
1
3
)
= A(s)J2χ(s) =
1
z
A(s)[v − J2ϕ](s)
und unter Beru¨cksichtigung von (2.3) fu¨r alle s ∈ [− 1
3
, 0]:
v˙(s) =
(
J2y
χ
2
3
)·
(s) = y˙χ
(
1
3
+ s
)
=
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= f ′
(
x
(
s−
2
3
))
yχ
(
s−
2
3
)
= f ′(x(s)) · J1χ(s) =
=
1
z2
B(s)[u− J3ϕ](s)−
1
z
B(s)J1ϕ(s).
Somit erfu¨llt (u, v)tr Gleichung (u, v, ϕ, z) und besitzt die folgenden Randbedingungen:
v(0) = J2WCχ(0) = J3WCχ
(
−
1
3
)
= u
(
−
1
3
)
,
sowie unter Zuhilfenahme von (2.1)
u(0) = zJ3χ(0) + J3ϕ(0) = zJ2y
χ
2
3
(
−
1
3
)
+ J3ϕ(0) =
= zJ2WCχ
(
−
1
3
)
+ J3ϕ(0) = zv
(
−
1
3
)
+ J3ϕ(0),
zusammen haben wir also
v(0) = u
(
−
1
3
)
und u(0) = zv
(
−
1
3
)
+ J3ϕ(0). (2.4)
Um den Beweis von 1. abzuschließen, lo¨sen wir (u, v, ϕ, z) mit der Variation-der-Konstanten-
Formel. Dabei ist – wie oben definiert – Sz die Hauptfundamentalmatrix des homogenen
Systems (u, v, 0, z) zur Zeit t = − 1
3
und I der auftretende Integralterm. Fu¨r t ∈
[
−1
3
, 0
]
folgt dann (
u(t)
v(t)
)
= Sz(t)
[(
u
(
−1
3
)
v
(
−1
3
))+ I(z, ϕ, t)] . (2.5)
Dann ergibt sich mit den Beziehungen (2.4) zwischen den Randwerten von u und v sowie
Formel (2.5)
−Qz ·
(
u
(
−1
3
)
v
(
−1
3
)) = [(0 z
1 0
)
− Sz(0)
]
·
(
u
(
−1
3
)
v
(
−1
3
)) =
=
(
z · v
(
−1
3
)
u
(
−1
3
) )− Sz(0) · (u (−13)
v
(
−1
3
)) =
=
(
u(0)− J3ϕ(0)
v(0)
)
− Sz(0) ·
(
u
(
−1
3
)
v
(
−1
3
)) =
=
(
u(0)
v(0)
)
+
(
−J3ϕ(0)
0
)
− Sz(0) ·
(
u
(
−1
3
)
v
(
−1
3
)) =
= Sz(0) ·
(
u
(
−1
3
)
v
(
−1
3
))+ Sz(0) · I(z, ϕ, 0) + (−J3ϕ(0)
0
)
− Sz(0) ·
(
u
(
−1
3
)
v
(
−1
3
)) =
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= Sz(0) · I(z, ϕ, 0) +
(
−J3ϕ(0)
0
)
= Lzϕ,
womit 1. bewiesen ist.
Wir zeigen 2. und geben c = (c1, c2)
tr ∈ C2 \ {0}, z ∈ C∗ und ϕ ∈ CC mit
−Qzc = Lzϕ (2.6)
vor.
Fu¨r t ∈
[
−1
3
, 0
]
erhalten wir gema¨ss (2.5) fu¨r Lo¨sungen (u, v)tr von (u, v, ϕ, z) mit Startwert
(c1, c2)
tr (
u(t)
v(t)
)
:= Sz(t) ·
[(
c1
c2
)
+ I(z, ϕ, t)
]
, (2.7)
sowie
χ3 :=
1
z
(u− J3ϕ), χ2 :=
1
z
(v − J2ϕ), χ1 :=
1
z
(χ3 − J1ϕ) ∈ C
•
C. (2.8)
Dann haben wir
J3ϕ = u− zχ3, J2ϕ = v − zχ2, J1ϕ = χ3 − zχ1. (2.9)
Behauptung :
Es gibt χ˜ ∈ CC mit Jχ˜ = (χ3, v, u). (2.10)
Beweis: Nach Formel (2.7) haben wir mit I(z, ϕ,− 1
3
) = 0 und Sz
(
−1
3
)
= E2(
u
(
−1
3
)
v
(
−1
3
)) = (c1
c2
)
. (2.11)
Gleichung (2.6) liefert dann mit der Definition von Qz[(
0 z
1 0
)
− Sz(0)
]
·
(
c1
c2
)
= Lzϕ,
was nach Einsetzen der Ausdru¨cke fu¨r Sz und Lz(
zc2
c1
)
−
(
uz1(0) u
z
2(0)
vz1(0) v
z
2(0)
)
·
(
c1
c2
)
=
(
−J3ϕ(0)
0
)
+ Sz(0) · I(z, ϕ, 0)
ergibt. Mit der Definition (2.7) von u und I = (I1, I2)
tr folgt dann
zc2 = c1u
z
1(0) + c2u
z
2(0) + u
z
1(0)I1(z, ϕ, 0) + u
z
2(0)I2(z, ϕ, 0)− J3ϕ(0) = u(0)− J3ϕ(0).
Genauso sehen wir
c1 = v(0).
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Insgesamt erhalten wir somit unter Beru¨cksichtigung von (2.11)
v(0) = c1 = u
(
−
1
3
)
, u(0) = zc2 + J3ϕ(0) = zv
(
−
1
3
)
+ J3ϕ(0). (2.12)
Um
(χ3, v, u) ∈ JCC
zu begru¨nden, stellen wir zum einen fest, dass die Funktionen χ3, v und u in C
•
C liegen und
zum anderen wegen (2.8) und (2.12) die JCC definierenden Randbedingungen erfu¨llen:
χ3(0) =
1
z
(u(0)− J3ϕ(0)) = v
(
−
1
3
)
+
1
z
J3ϕ(0)−
1
z
J3ϕ(0) = v
(
−
1
3
)
(2.13)
und
v(0) = u
(
−
1
3
)
.
Damit ist die Behauptung (2.10) bewiesen, wenn wir χ˜ := J−1(χ3, v, u) ∈ CC setzen.
Wir betrachten die in der Behauptung gegebenen Funktionen χ und ψ. Die mit Hilfe
von (2.8) durchgefu¨hrte Umformung
Jχ = JJ−1ψ = ψ =
1
z
(
1
z
[u− J3ϕ]− J1ϕ, v − J2ϕ, u− J3ϕ
)
=
=
1
z
(χ3 − J1ϕ, zχ2, zχ3)
zeigt
Jχ = (χ1, χ2, χ3). (2.14)
Wir wollen
(WC − z)χ = ϕ (2.15)
nachweisen, was aufgrund von Anmerkung 2.3.1 a¨quivalent zu
J(WC − z)χ = (J1ϕ, J2ϕ, J3ϕ) (2.16)
ist.
Es sei j ∈ {1, 2, 3}. Fu¨r die linearen Abbildungen Jj gilt nach (2.14) die Gleichheit
Jjχ = χj.
Um (2.16) zu zeigen, beweisen wir Jj(WC − z)χ = Jjϕ.
Nach (2.9) folgt
J1(WC − z)χ = J1WCχ− zJ1χ = J3χ− zJ1χ = χ3 − zχ1 = J1ϕ,
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und die Gleichheit der ersten Komponenten ist gezeigt.
Wir beweisen schliesslich J2(WC − z)χ = J2ϕ und J3(WC − z)χ = J3ϕ und wa¨hlen dazu
s ∈
[
−1
3
, 0
]
. Mit der Variationsgleichung und (2.8) erhalten wir
y˙χ
(
1
3
+ s
)
= B(s)yχ
(
s−
2
3
)
= B(s)J1χ(s) =
1
z
B(s)(J3χ− J1ϕ)(s) =
=
1
z
B(s)χ3(s)−
1
z
B(s)J1ϕ(s) =
1
z2
B(s)[u− J3ϕ](s)−
1
z
B(s)J1ϕ(s) = v˙(s).
Weiter gilt
yχ
(
1
3
−
1
3
)
= yχ(0) = χ(0) = J3χ(0) = χ3(0) = v
(
−
1
3
)
,
wobei das letzte Gleichheitszeichen gerade (2.13) ist. Wir haben somit wegen der U¨berein-
stimmung des Startwerts
yχ
(
1
3
+ ·
)
|[− 1
3
,0] = v. (2.17)
Zur Herleitung von (2.18), s.u., gehen wir entsprechend vor und stellen fu¨r alle t ∈
[
−1
3
, 0
]
mit (2.9) sowie (u, v, ϕ, z) teleskopierend
y˙χ
(
2
3
+ s
)
= A(s)J2χ(s) =
1
z
A(s)[J2ϕ+ zχ2](s)−
1
z
A(s)J2ϕ(s) =
=
1
z
A(s)v(s)−
1
z
A(s)J2ϕ(s) =
1
z
A(s)[v − J2ϕ](s) = u˙(s)
fest. Desweiteren haben wir mit (2.12) sowie (2.17) den Startwert
u
(
−
1
3
)
= v(0) = yχ
(
1
3
)
= yχ
(
2
3
−
1
3
)
und erhalten somit
yχ
(
2
3
+ ·
)
|[− 1
3
,0] = u. (2.18)
Gleichung (2.18) liefert schliesslich mit (2.9) und J3WCχ = y
χ
2
3
|[− 13 ,0]
einerseits
J3(WC − z)χ = J3WCχ− zχ3 = y
χ
(
2
3
+ ·
)
|[− 13 ,0]
− zχ3 = u− zχ3 = J3ϕ ;
andererseits ergibt Gleichung (2.17) mit J2WCχ = y
χ
1
3
|[− 13 ,0]
J2(WC − z)χ = J2WCχ− zχ2 = y
χ
(
1
3
+ ·
)
|[− 13 ,0]
− zχ2 = v − zχ2 = J2
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Insgesamt ist (2.16) gezeigt, also (2.15) wahr.
Um den Beweis von 2. abzuschließen, folgern wir aus ϕ = 0 und c 6= 0 zuna¨chst(
u
v
)
6=
(
0
0
)
,
dann
χ = J−1ψ = J−1
(
1
z
(
1
z
u, v, u
))
6= 0
und damit ist die Bemerkung bewiesen. ¥
Die anschliessende Surjektivita¨tsbehauptung wird beim Beweis des Satzes 2.4.2 u¨ber die
Vielfachheiten der Nullstellen von q benutzt und wird etwas ausfu¨hrlicher als in Walther
[51] bewiesen.
Bemerkung 2.3.3 Die oben definierte lineare Abbildung
Lz : CC → C2
ist fu¨r alle z ∈ C∗ surjektiv.
Diese Aussage bedarf der folgenden elementaren Feststellung:
Lemma 2.3.1 Es sei E ein normierter C−Vektorraum. Dann ist die Menge
L := {(v, w) ∈ E2 : {v, w} ist linear unabha¨ngig in E}
offen in E2.
Beweis von Lemma 2.3.1: Wir zeigen, dass das Komplement
E2 \ L := {(v, w) ∈ E2 : {v, w} ist linear abha¨ngig in E}
abgeschlossen in E2 liegt. Es sei dazu ((vn, wn))n∈N eine gegen (v, w) ∈ E
2 konvergente
Folge in E2 \ L. Fu¨r alle n ∈ N existiert ein λn ∈ C mit vn = λnwn. Ist v = 0 oder w = 0,
so gilt (v, w) ∈ E2 \ L.
Es seien also v 6= 0 und w 6= 0 sowie ε > 0. Dann sind (λn)n∈N und (wn)n∈N keine Nullfolgen,
und es gibt o.B.d.A. N ∈ N sowie S ∈ R+ mit
|λn| ≥ S > 0, ‖wn‖ ≥ S und ‖vn − v‖ < ε
fu¨r alle n ≥ N in N.
Vermo¨ge der letzten Ungleichung folgt die Beschra¨nktheit von (λn)n∈N durch
ε+‖v‖
S
, da-
her hat (λn)n∈N eine gegen λ ∈ C konvergente Teilfolge (λnk)k∈N. Insgesamt haben wir
v = limk→∞ vnk = limk→∞ λnkwnk = λw, also (v, w) ∈ E
2 \ L, und L ist offen in E2. ¥
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Beweis von Bemerkung 2.3.3: Es sei z ∈ C∗. Wir zeigen unter Ausnutzung von Lemma
2.3.1 und der Voraussetzung an f ′ in drei Schritten, dass
dimC LzCC = dimC C2 = 2,
also LzCC = C2, gilt.
1. Ist n ∈ N, so wird durch
ϕn|[−1,− 12+n ]
:= 0 und ϕn(t) := (n+ 2)t+ 1 fu¨r alle t ∈
[
−
1
2 + n
, 0
]
.
eine Folge (ϕn)n∈N ∈ C
N
C definiert. Fu¨r alle n ∈ N gilt C•C 3 0 = J1ϕn = J2ϕn
und J3ϕn(t) := 0 fu¨r alle t ∈
[
−1
3
,− 1
n+2
]
sowie J3ϕn(t) := −(n + 2)t + 1 fu¨r alle
t ∈
[
− 1
n+2
, 0
]
.
-
6
−1 −23 −
1
3
−ϕn(t)
t
...
...
...
...
...
...
...
...
...
....
-
Behauptung:
lim
n→∞
Lzϕn =
(
1
0
)
. (2.1)
Beweis: Wir geben zuna¨chst Lzϕ fu¨r ein ϕ ∈ CC an.
Lzϕ =
(
−J3ϕ(0)
0
)
+ Sz(0) · I(z, ϕ, 0) =
=
(
−ϕ(0)
0
)
+ Sz(0)
∫ 0
− 1
3
(
vz2 −u
z
2
−vz1 u
z
1
)(
−1
z
AJ2ϕ
− 1
z2
BJ3ϕ−
1
z
BJ1ϕ
)
=
=
(
−ϕ(0)
0
)
+ Sz(0)
∫ 0
− 1
3
(
−1
z
AJ2ϕv
z
2 +
1
z2
BJ3ϕu
z
2 +
1
z
BJ1ϕu
z
2
1
z
AJ2ϕvz1 −
1
z2
BJ3ϕuz1 −
1
z
BJ1ϕuz1
)
.
Folglich gilt wegen
J1ϕn = 0 und J2ϕn = 0 fu¨r alle n ∈ N
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Lzϕn =
(
1
0
)
+ Sz(0)
∫ 0
− 1
3
( 1
z2
BJ3ϕnu
z
2
− 1
z2
BJ3ϕnuz1
)
=
=
(
1
0
)
+ Sz(0)
∫ 0
− 1
n+2
( 1
z2
BJ3ϕnu
z
2
− 1
z2
BJ3ϕnuz1
)
.
Wir setzen
cz := B(0) ·
1
|z|2
· max
t∈[− 13 ,0]
|uz2(t)| ∈ R+0
und
dz := B(0) ·
1
|z|2
· max
t∈[− 13 ,0]
|uz1(t)| ∈ R+0 .
Dann folgt die Behauptung (2.1) mit ‖C2 3 w 7→ Sz(0)w ∈ C2‖ =: sz ≥ 0 :
lim
n→∞
∥∥∥∥Lzϕn − (10
)∥∥∥∥
1
≤ sz · (cz + dz) lim
n→∞
∫ 0
− 1
n+2
[(n+ 2)t+ 1]dt = 0.
2. Behauptung:
Es gibt ϕ ∈ CC, so dass fu¨r c :=
(
c1
c2
)
:= Lzϕ gilt: c2 6= 0. (2.2)
Beweis: Wir wa¨hlen ψ ∈ CC mit J1ψ = 0 = J3ψ. Wenn wir fu¨r j ∈ {1, 2} mit (Lzχ)j
den j-ten Eintrag von Lzχ fu¨r χ ∈ CC bezeichnen, so gilt mit obigem Ausdruck fu¨r
das Bild von ψ
z(Lzψ)2 = v
z
1(0)
∫ 0
− 1
3
−AJ2ψv
z
2 + v
z
2(0)
∫ 0
− 1
3
AJ2ψv
z
1 . (2.3)
Bei der Angabe des gesuchten ϕ unterscheiden wir anhand von (2.3) die folgenden
drei Fa¨lle.
(a) Der Fall vz2(0) = 0. Es folgt v
z
1(0) 6= 0 aus detSz(0) = 1. Wegen v
z
2
(
−1
3
)
= 1
gibt es δ ∈ (0, 1
3
) mit vz2|[− 13 ,−
1
3
+δ] > 0. Wir wa¨hlen zum Beispiel fu¨r das gesuchte
ϕ ∈ CC die Funktion ϕδ ∈ CC mit
ϕδ(t) :=

0, t ∈
[
−1,−2
3
]
∪
[
−1
3
, 0
]
∪
[
−2
3
+ δ,−1
3
]
2
δ
t+ 4
3δ
, t ∈
[
−2
3
,−2
3
+ δ
2
]
−2
δ
t− 4
3δ
+ 2, t ∈
[
−2
3
+ δ
2
,−2
3
+ δ
]
 .
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-
6
−1 −23 −
1
3
t
ϕδ(t)
1.......................................
︷︸︸︷δ
Damit folgt unter Beru¨cksichtigung von A > 0
AJ2ϕδv
z
2|(− 13 ,−
1
3
+δ) > 0
und mit ϕ := ϕδ sowie (2.3)
c2 = (Lzϕ)2 = −
1
z
vz1(0)
∫ − 1
3
+δ
− 1
3
AJ2ϕv
z
2 6= 0.
(b) Der Fall vz2(0) 6= 0.
i. Im Fall vz1(0) = 0 verfahren wir analog zu 1. : Wegen B > 0, u
z
1
(
−1
3
)
= 1,
vz1
(
−1
3
)
= 0 und
v˙z1
(
−
1
3
)
=
1
z2
B
(
−
1
3
)
uz1
(
−
1
3
)
=
1
z2
B
(
−
1
3
)
6= 0
gibt es ein δ > 0 mit vz1|(− 13 ,δ]
<> 0. Folglich haben wir
AJ2ϕδv
z
1|(− 13 ,−
1
3
+δ) <> 0
und c2 = Lzϕ 6= 0, wenn wir ϕ := ϕδ setzen.
ii. Schliesslich betrachten wir den Fall α := vz1(0) 6= 0 und β := v
z
2(0) 6= 0. Es
sei (sn)n∈N ∈ (−
1
3
, 0)N eine streng monoton fallende Folge mit
lim
n→∞
sn = −
1
3
.
Fu¨r alle n ∈ N gibt es eine Funktion ϕn ∈ C∞(R) mit supp(ϕn) ⊆ (−13 , 0),
ϕn ≥ 0 und
∫
ϕn = 1, wobei der Graph von ϕn fu¨r alle n ∈ N achsensymme-
trisch zur Senkrechten t = sn liegt; siehe dazu Bemerkung 2.12 in Amann
[1]. Insbesondere haben wir ϕn(−
1
3
) = 0 = ϕn(0) fu¨r alle n ∈ N.
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-
6
−1
3
t
ϕn(t)
s1sn · · ·
I
Es sei m ∈ N. Satz 1, §17, in Forster [15] hat mit der Funktion
ϕmn : R 3 t 7→ m · ϕn(m · t) ∈ R
lim
m→∞
∫
R
ϕmn (t)h(t)dt = h(sn) fu¨r alle n ∈ N und h ∈ Cb(R) (2.4)
zur Folge; es ist zu beachten, dass bei der Verwendung des Grenzwertsatzes
von Lebesgue im Beweis dieses Satzes in Forster [15] zwar h ∈ C∞0 (R)
vorausgesetzt aber h ∈ Cb(R) ausreichend ist.
Wir finden M1 ∈ N und ε > 0 mit | − A(sm)vz2(sm)| > 2ε|α| fu¨r alle m ≥M1.
Ausserdem gibt es M2 ∈ N mit |A(sm)vz1(sm)| < ε|β| fu¨r alle m ≥M2. Es sei
M := max{M1,M2}. Wir definieren fu¨r n ∈ N
ωn := ϕ
M
n |[− 1
3
,0] ∈ C
•
C.
Fu¨r alle n ∈ N gilt ωn(−13) = 0 = ωn(0). Es folgt mit (2.4)∣∣∣∣∣ limn→∞
[
α
∫ 0
− 1
3
ωn · (−Av
z
2) + β
∫ 0
− 1
3
ωn · (Av
z
1)
]∣∣∣∣∣ =
= |α · (−A(sM)v
z
2(sM)) + βA(sM)v
z
1(sM)| ≥ |α| ·
2ε
|α|
− |β| ·
ε
|β|
= ε > 0.
Wir sind nun in der Lage, ein N ∈ N mit
vz1(0)
∫ 0
− 1
3
ωn(−Av
z
2) + v
z
2(0)
∫ 0
− 1
3
ωn(Av
z
1) 6= 0
fu¨r alle n ≥ N zu wa¨hlen und ko¨nnen das gesuchte Urbild ϕ ∈ CC durch
ϕ|[−1,− 23 ]∪[−
1
3
,0] := 0 und ϕ[− 23 ,−
1
3 ]
:= ωN
(
·+
1
3
)
definieren. Nach (2.3) gilt dann (Lzϕ)2 6= 0, und insgesamt ist (2.2) bewie-
sen.
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3. Wir setzen v :=
(
1
0
)
∈ C2 und wa¨hlen gema¨ss (2.2) ein ϕ ∈ CC mit
w :=
(
c1
c2
)
= Lzϕ ∈ C2 und (Lzϕ)2 = c2 6= 0.
Dann sind v und w linear unabha¨ngig, und es gibt laut Lemma 2.3.1 ein ε > 0 mit
Uε(v)× Uε(w) ⊆ L = {(ξ, η) ∈ C2 × C2 : {ξ, η} ist linear unabha¨ngig in C2}
Nach (2.1) gilt
lim
n→∞
‖Lzϕn − v‖1 = 0
mit der dort angegebenen Folge (ϕn)n∈N ∈ C
N
C . Wir wa¨hlen n ∈ N, so dass
v˜ := Lzϕn ∈ Uε(v)
erfu¨llt ist und erhalten die lineare Unabha¨ngigkeit von v˜ ∈ LzCC und w ∈ LzCC in
C2. Dies zeigt dimC LzCC = dimC C2 = 2. ¥
Im folgenden Abschnitt kommen wir zur Definition von q.
2.4 Die charakteristische Funktion q von W
Wir kommen in diesem Abschnitt zur Charakterisierung der nicht-verschwindenden Eigen-
werte vonWC, indem wir diese als Nullstellen der holomorphen charakteristischen Funktion
q : C∗ → C erkennen; die algebraische Vielfachheit m(z) von z ∈ C∗ und die Ordnung die-
ses Punktes als Nullstelle von q erweisen sich als identisch.
Bei der Konstruktion von q gehen wir wie inWalther [51] beschrieben vor und betrachten
das gekoppelte System
(u, v, 0, z)
 u˙ = 1zA(t)v
v˙ = 1
z2
B(t)u

mit den bekannten, in t ∈ R stetigen Ausdru¨cken A(t) = f ′
(
x
(
t− 1
3
))
und B(t) = f ′(x(t)).
Die Abbildung
Sz =
(
uz1 u
z
2
vz1 v
z
2
)
: R → C2×2
bezeichnet fu¨r z ∈ C∗ die Hauptfundamentalmatrix des homogenen Systems (u, v, 0, z) zur
Zeit t = −1
3
. Ebenfalls im letzten Abschnitt wurde
Qz = Sz(0)−
(
0 z
1 0
)
definiert.
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Definition 2.4.1 Die Abbildung
q : C∗ 3 z 7→ detQz ∈ C
heisst charakteristische Funktion von W . ¤
Um mit der Nullstellenordnung von z ∈ C∗ bzgl. q arbeiten zu ko¨nnen, sollte q differen-
zierbar sein. Dies halten wir in der folgenden Bemerkung fest.
Bemerkung 2.4.1 Die charakteristische Funktion q : C∗ → C ist holomorph, und fu¨r alle
z ∈ C∗ gilt
q(z) = 1− z + uz2(0) + zv
z
1(0).
Beweis: Die Holomorphie von q, also die analytische Abha¨ngigkeit der Lo¨sung vom kom-
plexen Parameter z ∈ C∗, folgt mit den Sa¨tzen in Dieudonne´ [11], Abschnitt 10.7, aus
der Holomorphie der Funktionen
C∗ 3 z 7→
1
z
A(t)v ∈ C und C∗ 3 z 7→
1
z2
B(t)u ∈ C
fu¨r alle t ∈ R, u ∈ C und v ∈ C.
Nach Anmerkung 2.3.2 gilt detSz(t) = 1 fu¨r alle t ∈ R. Dies liefert fu¨r jedes z ∈ C∗
q(z) = detQz = det
(
uz1(0) u
z
2(0)− z
vz1(0)− 1 v
z
2(0)
)
=
= uz1(0)v
z
2(0)− u
z
2(0)v
z
1(0) + u
z
2(0) + zv
z
1(0)− z =
= detSz(0) + u
z
2(0) + zv
z
1(0)− z = 1− z + u
z
2(0) + zv
z
1(0),
also den behaupteten Ausdruck fu¨r q(z). ¥
Wir ko¨nnen mit Hilfe von Bemerkung 2.3.2 den folgenden Satz beweisen, in dem die
Gleichheit des Null-punktierten Spektrums σ \ {0} von W und der Nullstellenmenge von
q behauptet wird.
Satz 2.4.1 Es gilt q−1(0) = σ \ {0}.
Beweis: Es sei zuna¨chst z ∈ q−1(0) ⊆ C∗, d.h. die Matrix Qz ist singula¨r:
0 = q(z) = detQz.
Folglich existiert ein c ∈ C2 \ {0} mit −Qzc = 0 = Lz0. Eine Anwendung von Bemerkung
2.3.2 fu¨r ϕ = 0 liefert ein χ ∈ CC \ {0} mit (WC − z)χ = 0, also z ∈ σ \ {0}.
Es sei umgekehrt z ∈ σ \ {0}, d.h. es existiert ein ϕ ∈ CC \ {0} mit (WC − z)ϕ = 0. Nach
Bemerkung 2.3.2 erfu¨llt (u, v)tr = (J3WCϕ, J2WCϕ)
tr auf
[
−1
3
, 0
]
Gleichung (u, v, 0, z), und
es gilt
−Qz
(
u
(
−1
3
)
v
(
−1
3
)) = Lz0 = 0,
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was
Qz
(
u
(
−1
3
)
v
(
−1
3
)) = 0 (2.1)
bedeutet. Wa¨re u
(
−1
3
)
= 0 = v
(
−1
3
)
, so wird u = 0 = v durch die Eindeutigkeit der
Lo¨sungen des Anfangswertproblems[
(u, v, 0, z), u
(
−
1
3
)
= 0 = v
(
−
1
3
)]
geliefert. Dies fu¨hrt auf ϕ|[−1,− 13 ]
= 0, wenn wir die Variationsgleichung (y) la¨ngs x be-
trachten und f ′ > 0 nach (H1) beru¨cksichtigen. Wegen ϕ 6= 0 gibt es ein s ∈
(
−1
3
, 0
]
mit
ϕ(s) 6= 0, was aber
0 6= zϕ(s) =WCϕ(s) = J3WCϕ(s) = u(s) = 0
widerspricht. Es gilt somit (
u
(
−1
3
)
v
(
−1
3
)) 6= (0
0
)
,
und (2.1) liefert
0 = detQz = q(z),
also z ∈ q−1(0). Insgesamt haben wir q−1(0) = σ \ {0} gezeigt. ¥
Im na¨chsten Satz aus Walther [51] gelingt es, die Aussage von Satz 2.4.1 zu verbes-
sern, indem auch Vielfachheiten beru¨cksichtigt werden.
Satz 2.4.2 Fu¨r alle z ∈ C∗ mit Qz 6= 0 gilt m(z) = ordq(z).
Zum Beweis des Satzes formulieren wir zuna¨chst eine Fortsetzungsaussage und definieren
fu¨r z ∈ C∗ die Matrix
Q∗z :=
(
vz2(0) z − u
z
2(0)
1− vz1(0) u
z
1(0)
)
.
Wir erkennen dann unter Beru¨cksichtigung von Satz 2.4.1
Q∗z = detQz ·Q
−1
z = q(z) ·Q
−1
z fu¨r alle z ∈ C∗ \ σ. (2.1)
Lemma 2.4.1 Die holomorphe Abbildung H˜ : C∗ \ σ → LC(CC) mit
H˜(z) := q(z)(WC − z)
−1
fu¨r alle z ∈ C∗ \ σ besitzt eine stetige Fortsetzung H : C∗ → LC(CC) mit(
J3H(z)ϕ
J2H(z)ϕ
)
(t) =
1
z
Sz(t) · (−Q
∗
zLzϕ) (2.2)
fu¨r alle t ∈
[
−1
3
, 0
]
, z ∈ σ \ {0} und ϕ ∈ CC.
2.4 Die charakteristische Funktion q von W 140
Beweis von Lemma 2.4.1: Alle im Beweis auftretenden Grenzwerte ζ → z ∈ σ \ {0}
seien fu¨r Folgen definiert, die z nicht treffen; wir schreiben anstatt limz 6=ζ→z abku¨rzend
limζ→z.
1. Fu¨r z ∈ C∗ \ σ und ϕ ∈ CC definieren wir
χz,ϕ := (WC − z)
−1ϕ ∈ CC.
Daraus folgen WCχz,ϕ − zχz,ϕ = ϕ und
χz,ϕ =
1
z
(WCχz,ϕ − ϕ). (2.3)
Wir betrachten die Hilfsabbildung
H∗ : C∗ \ σ 3 z 7→ [CC 3 ϕ 7→ q(z)WCχz,ϕ ∈ CC] ∈ LC(CC).
Fu¨r z ∈ C∗ \ σ und ϕ ∈ CC gilt
H˜(z)ϕ = q(z)(WC − z)
−1ϕ = q(z)χz,ϕ =
1
z
(H∗(z)ϕ− q(z)ϕ),
d.h.
H˜(z)ϕ =
1
z
(H∗(z)ϕ− q(z)ϕ), z ∈ C∗ \ σ, ϕ ∈ CC. (2.4)
Angenommen, der Grenzwert limζ→zH
∗(ζ) existiert fu¨r z ∈ σ \ {0} in LC(CC), und
H∗ la¨ßt sich stetig auf C∗ fortsetzen zu
H ′ : C∗ 3 z 7→
{
H∗(z), z ∈ C∗ \ σ
limζ→zH
∗(ζ), z ∈ σ \ {0}
}
∈ LC(CC).
Dann existiert wegen (2.4) auch der Grenzwert limζ→z H˜(ζ) fu¨r z ∈ σ \ {0}, und mit
H : C∗ 3 z 7→
1
z
(H ′(z)ϕ− q(z)ϕ) ∈ LC(CC) (2.5)
haben wir die gewu¨nschte stetige Fortsetzung von H˜ auf C∗. Um die Behauptung zu
zeigen, ist es also hinreichend, die stetige Fortsetzbarkeit von H∗ zu beweisen.
Wir definieren fu¨r i ∈ {1, 2, 3}
H∗i : C∗ \ σ 3 z 7→ [CC 3 ϕ 7→ JiH∗(z)ϕ ∈ C•C] ∈ LC(CC, C•C).
Fu¨r alle z ∈ C∗ \ σ und ϕ ∈ CC gilt dann
JH∗(z)ϕ = (H∗1 (z)ϕ,H
∗
2 (z)ϕ,H
∗
3 (z)ϕ) ∈ JCC. (2.6)
Wir beachten im folgenden q(z) = 0 fu¨r alle z ∈ σ \ {0} nach Satz 2.4.1.
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2. Es sei z ∈ C∗\σ und ϕ ∈ CC. Nach Satz 2.4.1 ko¨nnen wir fu¨r solche z und i ∈ {1, 2, 3}
1
q(z)
H∗i (z)ϕ = JiWCχz,ϕ (2.7)
berechnen, wobei wir J1WCψ = J3ψ fu¨r alle ψ ∈ CC und (2.3) benutzen:
J1WCχz,ϕ = J3χz,ϕ =
1
z
(J3WCχz,ϕ − J3ϕ). (2.8)
Eine Anwendung von Bemerkung 2.3.2.1 ergibt(
J3WCχz,ϕ
J2WCχz,ϕ
)
= Sz[c+ I(z, ϕ, ·)] :
[
−
1
3
, 0
]
→ C2, (2.9)
wobei
Sz =
(
uz1 u
z
2
vz1 v
z
2
)
:
[
−
1
3
, 0
]
→ C2×2
die Hauptfundamentalmatrix von (u, v, 0, z) zur Zeit t = − 1
3
ist und
−Qzc = Lzϕ
gilt. Formel (2.1) liefert dann fu¨r den Anfangswert c ∈ C2
c = −
1
q(z)
Q∗zLzϕ. (2.10)
Es seien z ∈ C∗ und ϕ ∈ CC. Wir erinnern uns an die Zusammensetzung der Aus-
dru¨cke I = (I1, I2)
tr, Sz und Lz :
I1(z, ϕ, ·) = −
1
z
∫ ·
− 1
3
S−1z AJ2ϕ,
I2(z, ϕ, ·) = −
1
z2
∫ ·
− 1
3
S−1z BJ3ϕ−
1
z
∫ ·
− 1
3
S−1z BJ1ϕ,
Lzϕ =
(
−J3ϕ(0)
0
)
+ Sz(0)I(z, ϕ, 0).
Die charakteristische Funktion q : C∗ → C ist nach Bemerkung 2.4.1 insbesondere
stetig , und es gilt limζ→z q(ζ) = q(z) fu¨r alle z ∈ C∗. Stellen wir nun die Stetigkeit
der Abbildungen
C∗ 3 z 7→ uzi |[− 13 ,0] ∈ C
•
C und C∗ 3 z 7→ vzi |[− 13 ,0] ∈ C
•
C
fu¨r i ∈ {1, 2} fest, so folgt insbesondere fu¨r alle z ∈ σ \ {0}
lim
ζ→z
Sζ = Sz, lim
ζ→z
I(ζ, ·, ·) = I(z, ·, ·) und lim
ζ→z
Lζ = Lz
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bzgl. der Normen in den entsprechenden Ra¨umen. Insbesondere haben wir unter
Beru¨cksichtigung der Linearita¨t und Stetigkeit von
CC 3 ϕ 7→ Sζ · I(ζ, ϕ, ·) ∈ C
•
C
‖Sζ · I(ζ, ϕ, ·)‖ ≤ α(ζ)‖ϕ‖
fu¨r alle ϕ ∈ CC, wobei α : C
∗ → R+0 stetig ist.
Wir zeigen nun
(
H∗3 (ζ)
H∗2 (ζ)
)
→ −SzQ
∗
zLz fu¨r z 6= ζ → z ∈ σ\{0}. Es seien dazu z ∈ σ\{0},
ζ ∈ C∗ \ σ und ϕ ∈ CC mit ‖ϕ‖ = 1.
Mit (2.7), (2.9) und (2.10) erhalten wir dann∥∥∥∥(H∗3 (ζ)ϕH∗2 (ζ)ϕ
)
+ SzQ
∗
zLzϕ
∥∥∥∥ (2.7)= ∥∥∥∥q(ζ)(J3WCχζ,ϕJ2WCχζ,ϕ
)
+ SzQ
∗
zLzϕ
∥∥∥∥ (2.9),(2.10)=
=
∥∥∥∥q(ζ)Sζ [− 1q(ζ)Q∗ζLζϕ+ I(ζ, ϕ, ·)
]
+ SzQ
∗
zLzϕ
∥∥∥∥ =
=
∥∥−SζQ∗ζLζϕ+ q(ζ)Sζ · I(ζ, ϕ, ·) + SzQ∗zLzϕ∥∥ ≤
≤
∥∥SzQ∗zLz − SζQ∗ζLζ∥∥+ |q(ζ)|α(ζ),
wobei die letzte Summe fu¨r ζ → z gegen Null strebt. Somit gilt
lim
ζ→z
(
H∗3 (ζ)
H∗2 (ζ)
)
= −SzQ
∗
zLz. (2.11)
Fu¨r alle z ∈ C∗\σ haben wir mit (2.7) und (2.8) fu¨r die ausstehende erste Komponente
von H∗
H∗1 (z)
(2.7)
= q(z)J1WCχz,·
(2.8)
= q(z) ·
1
z
(J3WCχz,· − J3) =
1
z
H∗3 (z)−
q(z)
z
J3 , (2.12)
also existiert auch limζ→zH
∗
1 (ζ) fu¨r z ∈ σ \ {0} mit
lim
ζ→z
H∗1 (ζ) =
1
z
lim
ζ→z
H∗3 (ζ), z ∈ σ \ {0}. (2.13)
Insgesamt existieren somit fu¨r i ∈ {1, 2, 3} und z ∈ σ\{0} die Grenzwerte limζ→zH
∗
i (ζ).
JCC ist nach Anmerkung 2.3.1 abgeschlossen, und folglich gilt fu¨r alle ϕ ∈ CC mit
(2.6)
(lim
ζ→z
H∗1 (ζ)ϕ, lim
ζ→z
H∗2 (ζ)ϕ, lim
ζ→z
H∗3 (ζ)ϕ) ∈ JCC,
was die Definition von
H ′ : C∗ → LC(CC)
mit
H ′|C∗\σ := H
∗
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und
H ′(z) := [CC 3 ϕ 7→ J
−1(lim
ζ→z
H∗1 (ζ)ϕ, lim
ζ→z
H∗2 (ζ)ϕ, lim
ζ→z
H∗3 (ζ)ϕ) ∈ CC]
fu¨r alle z ∈ σ \ {0} erlaubt.
Wir zeigen die behauptete Formel (2.2): Nach (2.5) und (2.11) gilt fu¨r z ∈ σ \ {0}
und ϕ ∈ CC (
J3H(z)ϕ
J2H(z)ϕ
)
=
1
z
(
J3H
′(z)ϕ
J2H ′(z)ϕ
)
=
=
1
z
lim
ζ→z
(
J3H
∗(ζ)ϕ
J2H∗(ζ)ϕ
)
= −
1
z
SzQ
∗
zLzϕ.
Insgesamt ist das Lemma bewiesen. ¥
Beweis von Satz 2.4.2: Es sei H die stetige Fortsetzung von H˜ aus Lemma 2.4.1.
1. Behauptung:
Es seien z ∈ σ \ {0} und Qz 6= 0. Dann gilt H(z) 6= 0 ∈ LC(CC). (2.14)
Beweis: Die Voraussetzung Qz 6= 0 liefert Q
∗
z 6= 0, was Q
∗
zc 6= 0 fu¨r ein c ∈ C2 \ {0}
impliziert. Die Surjektivita¨t von Lz gema¨ss Bemerkung 2.3.3 gibt ein ϕ ∈ CC mit
Lzϕ = c. Unter Verwendung von detSz(t) = 1 fu¨r alle t ∈ R und (2.2) ergibt sich
folglich fu¨r jedes ϕ ∈ CC (
J3H(z)ϕ
J2H(z)ϕ
)
= −
1
z
SzQ
∗
zLzϕ 6= 0,
woraus wir H(z) 6= 0 schliessen.
2. Behauptung: Fu¨r alle z ∈ σ \ {0} gilt
dimN (WC − z) = 1 und α(WC − z) = m(z). (2.15)
d.h. die geometrische Vielfachheit eines jeden z ∈ σ \ {0} ist einfach und die Ket-
tenla¨nge α(WC − z) fu¨r solche Punkte z stimmt mit der entsprechenden Eigenraum-
Dimension m(z) u¨berein.
Beweis: Es seien z ∈ σ \{0} und fu¨r χ ∈ N (WC−z) die Segmente u := J3WCχ sowie
v := J2WCχ gegeben. Wir betrachten die lineare Abbildung
µ : N (WC − z) 3 χ 7→
(
u
(
−1
3
)
v
(
−1
3
)) ∈ C2.
Unter Beru¨cksichtigung des ersten Teils von Bemerkung 2.3.2 fu¨r ϕ = 0 gilt
µ(N (WC − z)) ⊆ N (Qz) ⊆ C2. (2.16)
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Ist µχ = 0 fu¨r ein χ ∈ N (WC − z), so folgt mit Gleichung (u, v, 0, z)
u = 0 = v,
was mit der Definition von J , siehe Anmerkung 2.3.1, undWCχ = zχ, d.h. z ∈ σ\{0},
auf
χ3 := J3χ =
1
z
· u = 0, χ2 := J2χ =
1
z
v = 0, χ1 := J1χ =
1
z
χ3 = 0,
also χ = J−1(χ1, χ2, χ3) = J
−10 = 0, fu¨hrt. Folglich ist µ injektiv.
Der Punkt z liegt genau dann in σ \ {0}, wenn 0 = q(z) = detQz gilt. Mit Qz 6= 0
erhalten damit dimN (Qz) = 1, woraus wir mit der Injektivita¨t von µ und (2.16)
dimN (WC − z) = 1 folgern:
1 ≤ dimN (WC − z) = dimµ(N (WC − z)) ≤ dimN (Qz) = 1.
In diesem Fall ko¨nnen wir nach Bemerkung 2.2.1.4 auf die Gleichheit
α(WC − z) = m(z)
schliessen, und die Behauptung (2.15) ist bewiesen.
3. Nach Bemerkung 2.2.1 stimmen die Kettenla¨nge α(WC−z) = m(z) mit der Ordnung
l ∈ N von z ∈ σ \ {0} als Pol der Resolvente u¨berein, und es gilt fu¨r z ∈ σ \ {0} mit
Fz := {n ∈ N : Gibt st. Forts. v. ζ 7→ (ζ − z)n(WC − z)−1 auf (C∗ \ σ) ∪ {z}}
α(WC − z) = l = minFz. (2.17)
Nach Definition der Nullstellenordnung ordq(z) gibt es eine Umgebung U des iso-
lierten Punktes z ∈ σ \ {0}, die keine Elemente mit σ \ {z} gemeinsam hat, eine
holomorphe Funktion h : U → C mit h(z) 6= 0 und
q(ζ) = (ζ − z)ordq(z)h(ζ), ζ ∈ U.
Wir definieren durch
K1(ζ) := (ζ − z)
α(WC−z)(WC − ζ)
−1 ∈ LC(CC)
fu¨r ζ ∈ U eine stetige, lineare Abbildung K1 : U → LC(CC). Nach Lemma 2.4.1 gibt
es eine stetige Fortsetzung H : U → LC(CC) von
H˜ : U \ {z} 3 ζ 7→ q(ζ)(WC − ζ)
−1 ∈ LC(CC).
Dann gilt fu¨r ζ ∈ U \ {z}
H˜(ζ) = q(ζ)(WC − ζ)
−1 = h(ζ)(ζ − z)ordq(z)(WC − ζ)
−1
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und
K2 : U \ {z} 3 ζ 7→ (ζ − z)
ordq(z)(WC − ζ)
−1 ∈ LC(CC)
ist stetig zu
U 3 ζ 7→ (ζ − z)α(WC−z)(WC − ζ)
−1 ∈ LC(CC)
fortsetzbar. Mit (2.17) gilt dann ordq(z) ≥ α(WC − z).
Wa¨re ordq(z) > α(WC − z), also ordq(z) = α(WC − z) + k fu¨r ein k ∈ N, so ha¨tten
wir mit (2.14) und h(z) 6= 0
0 6= H(z) = h(z)K2(z) = h(z)K1(z)(z − z)
k = 0,
einen Widerspruch zu H(z) 6= 0. Also gilt mit (2.15)
m(z) = α(WC − z) = ordq(z).
Damit ist der Satz u¨ber die Nullstellencharakterisierung von m bewiesen. ¥
Wir sind nun in der Lage, in einem letzten Abschnitt die Hyperbolizita¨t von x zu beweisen.
2.5 Hyperbolizita¨t von x
Um in diesem letzten Abschnitt die Hyperbolizita¨t der 4
3
−periodischen Lo¨sung
x : R → R
von (f) aus Satz 2.0.1 zu beweisen setzen wir (H1), (H2) und (H3) voraus. Wie in Ab-
schnitt 2.2 gesehen, ist
(m) m(−1) = 1 und m(1) = 0
hinreichend fu¨r die Hyperbolizita¨t von x, wobei m : C∗ → N0 die algebraische Vielfachheit
von WC ist. Unter den Voraussetzungen von Satz 2.4.2 la¨sst sich (m) mittels der holomor-
phen charakteristischen Funktion
q : C∗ 3 z 7→ 1− z + uz2(0) + zvz1(0) ∈ C
u¨bersetzen zu
(q) q(−1) = 0, q′(−1) 6= 0 und q(1) 6= 0 ,
wobei uz2 : R → C und vz1 : R → C Eintra¨ge der Hauptfundamentalmatrix
Sz =
(
uz1 u
z
2
vz1 v
z
2
)
: R → C2×2
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zur Zeit t = − 1
3
des durch z ∈ C∗ parametrisierten linearen, nicht-autonomen und homo-
genen Systems gewo¨hnlicher Differentialgleichungen
(u, v, 0, z)
 u˙ = 1zA(t)v
v˙ = 1
z2
B(t)u.

sind. Die fu¨r den Hyperbolizita¨tsbeweis essentiellen Eigenschaften der Koeffizientenfunk-
tionen
A : R 3 t 7→ f ′
(
x
(
t−
1
3
))
∈ R+ und B : R 3 t 7→ f ′(x(t)) ∈ R+
ergeben sich aus denen von f und sind in Bemerkung 2.3.1 zusammengefasst. Wir bezeich-
nen die rechte Seite von (u, v, 0, z) mit
F : C2 × R× C∗ 3 (u, v, t, z) 7→
( 1
z
A(t)v
1
z2
B(t)u
)
∈ C2.
Zum Nachweis der Hyperbolizita¨t von x ist es nach (q) ausreichend, die stetig differenzier-
bare Einschra¨nkung
q
R
:= q|R\{0}
von q zu betrachten. Zuna¨chst stellen wir fest, dass die Nullstellenmenge von q
R
beschra¨nkt
ist.
Bemerkung 2.5.1 Es gibt z+ ∈ R+ und z− ∈ R−, so dass fu¨r die eingeschra¨nkte charak-
teristische Funktion q
R
von W
q
R
|(−∞,z−) > 0 und qR |(z+,∞) < 0
gelten.
Beweis: Die Lo¨sungen (uz1, v
z
1)
tr und (uz2, v
z
2)
tr von (u, v, 0, z) sind stetig vom Parameter
z ∈ C∗ abha¨ngig. Deshalb existieren(
u±∞j
v±∞j
)
:= lim
R3z→±∞
(
uzj
vzj
)
, j ∈ {1, 2},
als Lo¨sungen von (
u˙
v˙
)
= lim
R3z→±∞
F (u, v, t, z) =
(
0
0
)
,
und es gilt (
u±∞1
(
−1
3
)
v±∞1
(
−1
3
)) = (1
0
)
und
(
u±∞2
(
−1
3
)
v±∞2
(
−1
3
)) = (0
1
)
.
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Folglich haben wir fu¨r alle t ∈ R(
u±∞1
v±∞1
)
(t) =
(
1
0
)
und
(
u±∞2
v±∞2
)
(t) =
(
0
1
)
.
Wir erhalten somit
lim
z→±∞
q
R
(z)
z
= lim
z→±∞
(
1
z
− 1 +
uz2(0)
z
+ vz1(0)
)
=
= 0− 1 + u±∞2 (0) · 0 + v
±∞
1 (0) = −1,
also limz→±∞
q
R
(z)
z
= −1. Es gibt folglich z+ > 0 und z− < 0 mit
q
R
(z)
z
< 0, z ∈ (−∞, z−) ∪ (z+,∞),
also
q
R
(z) > 0 fu¨r alle z ∈ (−∞, z−) und q
R
(z) < 0 fu¨r alle z ∈ (z+,∞),
was gerade die Behauptung ist. ¥
Um (q) zu beweisen, leiten wir in der na¨chsten Bemerkung eine Formel fu¨r q′
R
(−1) = q′(−1)
her. Dabei ist zu beachten, dass in Abschnitt 2.4 die C∗ 3 z−Werte der charakteristischen
Funktion q von W als Determinante der Matrix
Qz = Sz(0)−
(
0 z
1 0
)
∈ C2×2
definiert sind.
Bemerkung 2.5.2 Fu¨r die Lo¨sungsmatrix S−1 und den Ableitungswert q
′(−1) der cha-
rakteristischen Funktion q ergeben sich die folgenden Ausdru¨cke:
1. Es gelten v−12 (0) = 0, v
−1
1 (0) = 1 und u
−1
2 (0) = −1, also
S−1(0) =
(
u−11 (0) −1
1 0
)
und
Q−1 = S−1(0)−
(
0 −1
1 0
)
=
(
u−11 (0) 0
0 0
)
.
2. Es gelten q(−1) = 0 und
q′
R
(−1) = q′(−1) = −u−11 (0) ·
∫ 0
− 1
3
[A(v−12 )
2 + 2B(u−12 )
2].
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Beweis:
1. Nach Bemerkung 2.2.3 ist z = −1 ein Eigenwert von WC mit Eigenvektor x˙0, also
gilt (WC + 1)x˙0 = 0 und
WCx˙0 = −x˙0. (2.1)
Nach Bemerkung 2.3.2, angewendet auf ϕ = 0 und χ = x˙0, erfu¨llt
(u, v)tr = (J3WCx˙0, J2WCx˙0)
tr :
[
−
1
3
, 0
]
→ C2
die Gleichung
(u, v, 0,−1)
 u˙ = −A(t)v
v˙ = B(t)u
 .
Weil S−1 eine Fundamentalmatrix von (u, v, 0,−1) ist, gibt es c1 und c2 aus C, so
dass fu¨r alle t ∈
[
−1
3
, 0
]
(
u
v
)
(t) = c1
(
u−11
v−11
)
(t) + c2
(
u−12
v−12
)
(t) (2.2)
gilt. Die Anfangswerte von u und v ergeben sich aus (2.1) und den Eigenschaften (x)
von x aus Satz 2.0.1 :
u
(
−
1
3
)
= J3WCx˙0
(
−
1
3
)
= −J3x˙0
(
−
1
3
)
= −x˙0
(
−
1
3
)
= 0,
v
(
−
1
3
)
= J2WCx˙0
(
−
1
3
)
= −J2x˙0
(
−
1
3
)
= −x˙0
(
−
2
3
)
= x˙(0) < 0
Mit (2.2) und S−1(−
1
3
) = E2 folgen dann c1 = 0 und c2 = x˙(0), was mit
u(0) = J3WCx˙0(0) = −J3x˙0(0) = −x˙(0) = −c2,
v(0) = J2WCx˙0(0) = −J2x˙0(0) = −x˙0
(
−
1
3
)
= −x˙
(
−
1
3
)
= 0 = c1
auf
0 < −x˙(0) = u(0) = x˙(0)u−12 (0), 0 = v(0) = x˙(0)v
−1
2 (0)
fu¨hrt. D.h. es gelten
u−12 (0) = −1 und v
−1
2 (0) = 0. (2.3)
Wir zeigen schließlich v−11 (0) = 1 anhand von detS−1(t) = 1 fu¨r alle t ∈ R: Mit (2.3)
erhalten wir
1 = detS−1(0) = det
(
u−11 (0) −1
v−11 (0) 0
)
= v−11 (0).
2.5 Hyperbolizita¨t von x 149
2. Wegen −1 ∈ σ \ {0} gilt nach Satz 2.4.1 fu¨r das Bild q(−1) = 0. Wir berechnen die
Ableitung von q in z ∈ C∗:
q′(z) = −1 +Dzu
z
2(0) + v
z
1(0) + z ·Dzv
z
1(0). (2.4)
Die Lo¨sungen (uzj , v
z
j )
tr, j ∈ {1, 2}, sind differenzierbar vom Parameter z abha¨ngig.
D.h. (Dzu
z
j , Dzv
z
j )
tr, j ∈ {1, 2}, erfu¨llen(
Dzu
z
j
Dzvzj
)
¦
= DzF (u
z
j , v
z
j , t, z) =
( 1
z
A(t)Dzv
z
j −
1
z2
A(t)vzj
1
z2
B(t)Dzuzj −
2
z3
B(t)uzj
)
. (2.5)
Weil die Anfangswerte
(uz1(− 13 )
vz1(−
1
3
)
)
=
(
1
0
)
und
(uz2(− 13 )
vz2(−
1
3
)
)
=
(
0
1
)
sich bei einer Variation des
Parameters z nicht a¨ndern, folgt(
Dzu
z
j(−
1
3
)
Dzvzj (−
1
3
)
)
=
(
0
0
)
, j ∈ {1, 2}. (2.6)
Unter Ausnutzung von detSz = 1 fu¨r alle z ∈ C∗ und dem Startwert (2.6) erhalten
wir aus der inhomogenen Gleichung (2.5) mit der Variation-der-Konstanten-Formel
fu¨r alle z ∈ C∗ und j ∈ {1, 2}:(
Dzu
z
j
Dzvzj
)
(0) = Sz(0)
[(
Dzu
z
j(−
1
3
)
Dzvzj (−
1
3
)
)
+
∫ 0
− 1
3
S−1z ·
(
− 1
z2
Avzj
− 2
z3
Buzj
)]
=
=
(
uz1(0) u
z
2(0)
vz1(0) v
z
2(0)
)
·
∫ 0
− 1
3
1
detSz
(
vz2 −u
z
2
−vz1 u
z
1
)
·
(
− 1
z2
Avzj
− 2
z3
Buzj
)
=
=
∫ 0
− 1
3
(
uz1(0) u
z
2(0)
vz1(0) v
z
2(0)
)
·
(
− 1
z2
Avz2v
z
j +
2
z3
Buz2u
z
j
1
z2
Avz1v
z
j −
2
z3
Buz1u
z
j
)
.
Folglich ergeben sich fu¨r die q′(−1)−relevanten Terme
Dzu
−1
2 (0) = −u
−1
1 (0)
∫ 0
− 1
3
[A(v−12 )
2 + 2B(u−12 )
2]+
+ u−12 (0)
∫ 0
− 1
3
[Av−11 v
−1
2 + 2Bu
−1
1 u
−1
2 ],
und
Dzv
−1
1 (0) = −v
−1
1 (0)
∫ 0
− 1
3
[Av−12 v
−1
1 + 2Bu
−1
2 u
−1
1 ]+
+ v−12 (0)
∫ 0
− 1
3
[A(v−11 )
2 + 2B(u−11 )
2].
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Unter Beru¨cksichtigung von Teil 1. dieser Bemerkung und (2.4) gilt dann wie be-
hauptet
q′(−1) = −1− u−11 (0)
∫ 0
− 1
3
[A(v−12 )
2 + 2B(u−12 )
2]−
∫ 0
− 1
3
[Av−11 v
−1
2 + 2Bu
−1
1 u
−1
2 ]+
+1− 1 ·
(
−
∫ 0
− 1
3
[Av−12 v
−1
1 + 2Bu
−1
2 u
−1
1 ] + 0
)
= −u−11 (0)
∫ 0
− 1
3
[A(v−12 )
2 + 2B(u−12 )
2].
¥
Um die angestrebten Abscha¨tzungen in (q) zu erhalten, entkoppeln wir die Systeme
(u, v, 0,−1)
 u˙ = −A(t)v
v˙ = B(t)u

und
(u, v, 0, 1)
 u˙ = A(t)v
v˙ = B(t)u
 ,
indem wir auf Polarkoordinaten transformieren. Dabei betrachten wir nicht-triviale Lo¨sun-
gen von (u, v, 0,−1) bzw. (u, v, 0, 1), d.h. der radiale Anteil ist positiv.
Bemerkung 2.5.3 Es seien die gekoppelten Systeme (u, v, 0,−1) und (u, v, 0, 1) gegeben.
1. Das System (u, v, 0,−1) entkoppelt sich durch eine Polarkoordinatentransformation
auf das System
(u, v, 0,−1)r,θ
 r˙ = r[B(t)− A(t)] sin θ cos θ
θ˙ = B(t) cos2 θ + A(t) sin2 θ.

mit u(t) = r(t) cos θ(t) und v(t) = r(t) sin θ(t) fu¨r alle t ∈ R.
2. Das System (u, v, 0, 1) entkoppelt sich durch eine Polarkoordinatentransformation auf
das System
(u, v, 0, 1)r,θ
 r˙ = r[A(t) +B(t)] sin θ cos θ
θ˙ = B(t) cos2 θ − A(t) sin2 θ.

mit u(t) = r(t) cos θ(t) und v(t) = r(t) sin θ(t) fu¨r alle t ∈ R.
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Beweis: Der Ansatz u(t) = r(t) cos θ(t) und v(t) = r(t) sin θ(t) fu¨r alle t ∈ R liefert nach
einem Einsetzen in (u, v, 0,−1) die beiden Gleichungen
u˙(t) = r˙(t) cos θ(t)− r(t)θ˙(t) sin θ(t) = −A(t)r(t) sin θ(t) (2.1)
v˙(t) = r˙(t) sin θ(t) + r(t)θ˙(t) cos θ(t) = B(t)r(t) cos θ(t) (2.2)
fu¨r alle t ∈ R. Die Summe (2.1) · cos θ(t) + (2.2) · sin θ(t) ergibt fu¨r alle t ∈ R
r˙(t) = r(t) · (B(t)− A(t)) · sin θ(t) cos θ(t),
also die erste Gleichung von (u, v, 0,−1)r,θ. Desweiteren erhalten wir aus
(2.1) · sin θ(t)− (2.2) · cos θ(t)
fu¨r alle t ∈ R
−r(t) · θ˙(t) = −A(t)r(t) sin2 θ(t)−B(t)r(t) cos2 θ(t)
und somit die zweite Gleichung von (u, v, 0,−1)r,θ.
Eine bis auf ein Vorzeichen analoge Rechnung ergibt aus den Gleichungen von (u, v, 0, 1)
die von (u, v, 0, 1)r,θ :
Entsprechend fu¨hrt der Ansatz u(t) = r(t) cos θ(t) und v(t) = r(t) sin θ(t) fu¨r alle t ∈ R
nach einem Einsetzen in (u, v, 0, 1) fu¨r alle t ∈ R auf die beiden Gleichungen
u˙(t) = r˙(t) cos θ(t)− r(t)θ˙(t) sin θ(t) = A(t)r(t) sin θ(t) (2.3)
v˙(t) = r˙(t) sin θ(t) + r(t)θ˙(t) cos θ(t) = B(t)r(t) cos θ(t) (2.4)
fu¨r alle t ∈ R. Die Summe (2.3) · cos θ(t) + (2.4) · sin θ(t) ergibt fu¨r alle t ∈ R
r˙(t) = r(t) · (B(t) + A(t)) · sin θ(t) cos θ(t),
also die erste Gleichung von (u, v, 0, 1)r,θ. Desweiteren erhalten wir die zweite von (u, v, 0, 1)r,θ,
wenn wir
(2.3) · sin θ(t)− (2.4) · cos θ(t)
fu¨r alle t ∈ R rechnen:
−r(t) · θ˙(t) = A(t)r(t) sin2 θ(t)−B(t)r(t) cos2 θ(t),
was der zweiten Gleichung von (u, v, 0, 1)r,θ entspricht. ¥
Mit Hilfe der Polarkoordinatendarstellung von (u, v, 0,−1) und (u, v, 0, 1) ist es mo¨glich,
die Aussage (q) zu beweisen, d.h. Abscha¨tzungen von q′(−1) und q(1) herzuleiten; wir
beachten dabei Bemerkung 2.5.2.
Bemerkung 2.5.4 Es gelten
q′(−1) = −u−11 (0) ·
∫ 0
− 1
3
[A(v−12 )
2 + 2B(u−12 )
2] < 0
und
q(1) = u12(0) + v
1
1(0) > 0.
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-
6
−1
1 z
q
R
(z)
z−
z+
...
...
...
...
...
.................
Abbildung: Wegen q′(−1) < 0 und
q(1) > 0 ergeben sich z− < −1 und
z+ > 1.
Beweis: In Punkt 1. des Beweises zeigen wir q′(−1) < 0, in 2. die Abscha¨tzung q(1) > 0.
1. (a) Die in der Behauptung gegebenen Formeln fu¨r q′(−1) und q(1) gelten nach
Bemerkung 2.5.2 und Bemerkung 2.4.1. Es seien fu¨r j ∈ {1, 2} und t ∈
[
−1
3
, 0
]
(
u−1j
v−1j
)
(t) = rj(t)
(
cos θj(t)
sin θj(t)
)
(2.1)
die Polarkoordinatendarstellung der Spalten von S−1. Aus der Anfangsbedin-
gung S−1
(
−1
3
)
= E2 ergeben sich
θ1
(
−
1
3
)
= 0, θ2
(
−
1
3
)
=
pi
2
und r1
(
−
1
3
)
= r2
(
−
1
3
)
= 1. (2.2)
Nach Voraussetzung (H1) gelten A > 0 und B > 0. Deshalb wu¨rde aus
u−11 (0) > 0
unter Beru¨cksichtigung des Anfangswerts v−12 (−
1
3
) = 1 die Behauptung
q′(−1) < 0
folgen. Wir zeigen u−11 (0) > 0, indem wir die Polarkoordinaten (2.1) verwenden
und
θ1(0) ∈
[
0,
pi
2
)
(2.3)
beweisen. Um dies zu bewerkstelligen, finden wir in den na¨chsten Beweisteilen
eine Lo¨sung θ0 von (u, v, 0,−1)r,θ, fu¨r die
pi
2
> θ0|[− 13 ,0]
≥ θ1|[− 13 ,0]
gilt; aus θ˙1 > 0 nach (H2) und (u, v, 0,−1)r,θ folgern wir dann mit θ1(−
1
3
) = 0
die gewu¨nschte Aussage (2.3).
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(b) Behauptung:
θ2(0) = pi. (2.4)
Beweis: Nach Bemerkung 2.5.3 erfu¨llen (rj, θj)
tr fu¨r j ∈ {1, 2} die Gleichung
(u, v, 0,−1)r,θ. Insbesondere gilt dann
θ˙2 > 0. (2.5)
Bemerkung 2.5.2 liefert v−12 (0) = 0, was mit (2.1) auf sin θ2(0) = 0 fu¨hrt. Aus
(2.2) und (2.5) folgern wir
θ2(0) = npi fu¨r ein n ∈ N. (2.6)
Wir setzen
u := J3WCx˙0 und v := J2WCx˙0.
Weil z = −1 nach Bemerkung 2.2.3 ein Eigenwert von WC mit Eigenvektor x˙0
ist, folgt
u = −J3x˙0 und v = −J2x˙0. (2.7)
Die Eigenschaften von x bzw. x˙ nach Satz 2.0.1 liefern
u
(
−1
3
)
= −x˙0(−
1
3
) = −x˙(−1
3
) = 0,
c := v(−1
3
) = −x˙0(−
2
3
) = −x˙(−2
3
) < 0.
(2.8)
Fu¨r den bei der Variation-der-Konstanten-Formel zur Lo¨sung der inhomogenen
Gleichung (u, v, ϕ, z) vorkommenden Integralausdruck I,
I(z, ϕ, t) =
(
I1(z, ϕ, t)
I2(z, ϕ, t)
)
=
∫ t
− 1
3
S−1z ·
(
−1
z
AJ2ϕ
− 1
z2
BJ3ϕ−
1
z
BJ1ϕ
)
,
gilt I(z, 0, t) = 0 ∈ C2 fu¨r alle (z, t) ∈ C∗ ×
[
−1
3
, 0
]
. Deshalb ergibt Bemerkung
2.3.2 mit (WC + 1)x˙0 = 0 und (2.8)(
u(t)
v(t)
)
= S−1(t)
[(
u(−1
3
)
v(−1
3
)
)
+ I(−1, 0, t)
]
=
= c
(
u−11 (t) u
−1
2 (t)
v−11 (t) v
−1
2 (t)
)(
0
1
)
= c
(
u−12 (t)
v−12 (t)
)
,
also (
u(t)
v(t)
)
= c
(
u−12 (t)
v−12 (t)
)
(2.9)
fu¨r alle t ∈
[
−1
3
, 0
]
.
Formel (2.9) zusammen mit (2.7) impliziert
−x˙|[− 13 ,0]
= −J3x˙0 = u = c · u
−1
2 |[− 13 ,0]
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und
u−12 |[− 13 ,0]
= −
1
c
x˙|[− 13 ,0]
.
Aus x˙|(− 13 ,0]
< 0 folgern wir dann mit (2.8)
u−12 |(− 13 ,0]
< 0,
was mit (2.1) auf
cos θ2|(− 13 ,0]
< 0 (2.10)
fu¨hrt. Die Abscha¨tzung (2.10) zusammen mit (2.2) und (2.5) erlauben nur
θ2|(− 13 ,0]
∈
(
pi
2
,
3pi
2
)
und in (2.6) muss n = 1 gelten, was die Behauptung (2.4) beweist.
(c) Behauptung:
θ2|(− 13 ,−
1
6)
∈
(
pi
2
,
3pi
4
)
, θ2
(
−
1
6
)
=
3pi
4
, θ2|(− 16 ,0)
∈
(
3pi
4
, pi
)
. (2.11)
-
6
.........................................................
.........................................................
.........................................................
.........................................................
pi
4
pi
2
3pi
4
pi
−1
3
−1
6
t
0
θ2(t)
Beweis: Nach Bemerkung 2.3.1 gelten
A
(
· −
1
3
)
= B und B
(
· −
1
3
)
= A. (2.12)
Wir setzen
θ∗ :=
3pi
2
− θ2
(
−
1
3
− ·
)
.
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Dann erfu¨llt θ∗ – genauso wie θ2 – die Gleichung (u, v, 0,−1)r,θ : Wir haben unter
Beru¨cksichtigung von (2.12) und B = B(−·), A(−·) = A sowie sin = cos( 3
2
pi−·)
und cos = sin(3
2
pi − ·):
θ˙∗ = θ˙2
(
−
1
3
− ·
)
=
= A
(
−
1
3
− ·
)
sin2 θ2
(
−
1
3
− ·
)
+B
(
−
1
3
− ·
)
cos2 θ2
(
−
1
3
− ·
)
=
= B cos2
(
3pi
2
− θ2
(
−
1
3
− ·
))
+ A sin2
(
3pi
2
− θ2
(
−
1
3
− ·
))
=
= A sin2 θ∗ +B cos2 θ∗.
Die Anfangswerte von θ∗ und θ2 stimmen wegen (2.4) u¨berein:
θ∗
(
−
1
3
)
=
3pi
2
− θ2(0) =
3pi
2
− pi =
pi
2
= θ2
(
−
1
3
)
,
so dass die Eindeutigkeit von Lo¨sungen θ∗ = θ2 liefert. Dies bedeutet
θ2
(
−
1
6
)
=
3pi
4
, (2.13)
denn
θ2
(
−
1
6
)
= θ∗
(
−
1
6
)
=
3pi
2
− θ2
(
−
1
6
)
nach dem eben Bewiesenen.
Die Aussagen (2.13), (2.5), θ2
(
−1
3
)
= pi
2
und (2.4) ergeben (2.11).
(d) Es sei θ0 : R → R die Lo¨sung von (u, v, 0,−1)r,θ mit θ0
(
−1
6
)
= pi
4
.
Behauptung:
θ0|[− 13 ,−
1
6)
> θ2|[− 13 ,−
1
6)
−
pi
2
, (2.14)
θ2|(− 16 ,0]
−
pi
2
> θ0|(− 16 ,0]
. (2.15)
Beweis: Wir zeigen zuna¨chst (2.14). Die Lo¨sungen θ0 und θ2 erfu¨llen auf
[
−1
3
, 0
]
Gleichung (u, v, 0,−1)r,θ, d.h. fu¨r alle t ∈
[
−1
3
, 0
]
und j ∈ {0, 2} gilt
0 < θ˙j(t) = A(t) sin
2 θj(t) +B(t) cos
2 θj(t) =
= [A(t)−B(t)] sin2 θj(t) +B(t).
(2.16)
Es ist nach (2.13)
θ0
(
−
1
6
)
=
pi
4
=
3pi
4
−
pi
2
= θ2
(
−
1
6
)
−
pi
2
. (2.17)
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Aus Bemerkung 2.3.1 wissen wir
(A−B)|[− 13 ,−
1
6)
> 0. (2.18)
Das Minimum t0 := min
{
s ∈
[
−1
3
,−1
6
]
: θ0|[s,− 16 ]
≥ 0
}
existiert wegen θ0(−
1
6
) =
pi
4
> 0, und es gilt θ0(t0) = 0. Aus θ0
(
−1
6
)
= pi
4
> 0 und θ˙0 > 0 folgt zum einen
t0 < −
1
6
und zum anderen
0 ≤ θ0|[t0,− 16)
<
pi
4
. (2.19)
Mit pi
2
= θ2
(
−1
3
)
≤ θ2|[− 13 ,−
1
6 ]
≤ θ2
(
−1
6
)
= 3pi
4
folgt insbesondere
pi
2
≤ θ2|[t0,− 16)
<
3pi
4
. (2.20)
Die Abscha¨tzungen (2.19) und (2.20) implizieren
sin2 θ0|[t0,− 16)
< sin2 θ2|[t0,− 16)
. (2.21)
Die Abscha¨tzung (2.21) liefert mit (2.16) und (2.18) fu¨r alle t ∈
[
t0,−
1
6
)
:
θ˙0(t) = [A(t)−B(t)] sin
2 θ0(t) +B(t) <
< [A(t)−B(t)] sin2 θ2(t) +B(t) = θ˙2(t),
was mit (2.17)
θ0|[t0,− 16)
> θ2|[t0,− 16)
−
pi
2
(2.22)
ergibt. Ist t0 > −
1
3
, so ergeben (2.22) und (2.20) mit der strengen Monotonie
von θ2
θ0(t0) > θ2(t0)−
pi
2
> 0,
also einen Widerspruch zur Minimalita¨t von t0. Folglich muß t0 = −
1
3
sein; die
Behauptung (2.14) ist bewiesen, wenn wir dies bei (2.22) beru¨cksichtigen.
Um Behauptung (2.15) zu zeigen, verfahren wir sehr a¨hnlich wie beim Beweis
von (2.14). Es gilt fu¨r alle t ∈
[
−1
3
, 0
]
und j ∈ {0, 2}
0 < θ˙j(t) = A(t) sin
2 θj(t) +B(t) cos
2 θj(t) =
= [B(t)− A(t)] cos2 θj(t) + A(t).
(2.23)
Bemerkung 2.3.1 liefert
(B − A)|(− 16 ,0]
> 0. (2.24)
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Wir setzen t0 := max
{
s ∈
[
−1
6
, 0
]
: θ0|[− 16 ,s]
≤ pi
2
}
. Mit θ0
(
−1
6
)
= pi
4
< pi
2
folgt
t0 > −
1
6
, und θ˙0 > 0 gibt dann
pi
4
< θ0|(− 16 ,t0]
≤
pi
2
. (2.25)
Aus θ2
(
−1
6
)
= 3pi
4
, θ2(0) = pi nach (2.4) und θ˙2 > 0 erhalten wir insbesondere
3pi
4
< θ2|(− 16 ,t0]
≤ pi,
was mit (2.25) auf
cos2 θ0|(− 16 ,t0]
< cos2 θ2|(− 16 ,t0]
(2.26)
fu¨hrt. Die letzte Abscha¨tzung (2.26) impliziert mit (2.23) und (2.24)
θ˙0|(− 16 ,t0]
< θ˙2|(− 16 ,t0]
. (2.27)
Diese Ungleichung in Kombination mit (2.17) liefert
θ2|(− 16 ,t0]
−
pi
2
> θ0|(− 16 ,t0]
. (2.28)
Die Annahme t0 < 0 erga¨be nun analog zum obigen Beweis einen Widerspruch
zur Maximalita¨t von t0, also t0 = 0 und Behauptung (2.15) ist bewiesen.
-
6
.........................................................
.........................................................
.........................................................
.........................................................
pi
4
pi
2
3pi
4
pi
−1
3
−1
6
t
0
t0
θ0
θ2{
pi
2
(e) Wir zeigen nun (2.3), was nach den Aussagen im ersten Beweisteil die Behaup-
tung q′(−1) < 0 nach sich zieht.
Behauptung (2.14) gibt
θ0
(
−
1
3
)
> θ2
(
−
1
3
)
−
pi
2
=
pi
2
−
pi
2
= 0 = θ1
(
−
1
3
)
, (2.29)
und (2.15) liefert mit (2.4)
θ0(0) < θ2(0)−
pi
2
= pi −
pi
2
=
pi
2
. (2.30)
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Die Lo¨sungen θ1 und θ0 haben keinen Wert gemeinsam, was mit der Positivita¨t
der Ableitung θ˙0 > 0, θ˙1 > 0 und θ˙2 > 0, (2.29) und (2.30) die Behauptung
(2.3) ergibt:
θ1(t) ∈ [0, θ0(0)] ⊆
[
0,
pi
2
)
, t ∈
[
−
1
3
, 0
]
.
2. Wir zeigen q(1) > 0. Fu¨r z ∈ C∗ ist q durch q(z) = 1 − z + uz2(0) + zvz1(0) gegeben.
Um die Positivita¨t von
q(1) = u12(0) + v
1
1(0)
zu zeigen, gehen wir wie beim Beweis von q′(−1) < 0 oben zu Polarkoordinaten u¨ber
und erhalten analog zu (2.1)
q(1) = r2(0) cos θ2(0) + r1(0) sin θ1(0). (2.31)
Die Kurven (u1j , v
1
j )
tr, j ∈ {1, 2}, sind Lo¨sungen von
(u, v, 0, 1)
 u˙ = A(t)v
v˙ = B(t)u.

mit den Anfangswerten(
u11(−
1
3
)
v11(−
1
3
)
)
=
(
1
0
)
und
(
u12(−
1
3
)
v12(−
1
3
)
)
=
(
0
1
)
.
Folglich sind nach Bemerkung 2.5.3 fu¨r j ∈ {1, 2} die Funktionen (rj, θj) Lo¨sungen
von
(u, v, 0, 1)r,θ
 r˙ = r[A(t) +B(t)] sin θ cos θ
θ˙ = B(t) cos2 θ − A(t) sin2 θ

mit den Anfangswerten(
r1
(
−1
3
)
θ1
(
−1
3
)) = (1
0
)
und
(
r2
(
−1
3
)
θ2
(
−1
3
)) = (1pi
2
)
. (2.32)
Angenommen, es gilt
θ−1j (0) ∩
(
−
1
3
, 0
]
6= ∅, j ∈ {1, 2}. (2.33)
Die Anfangswerte (2.32) und (u, v, 0, 1)r,θ liefern
θ˙1
(
−
1
3
)
=
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= B
(
−
1
3
)
cos2 θ1
(
−
1
3
)
− A
(
−
1
3
)
sin2 θ1
(
−
1
3
)
=
= B
(
−
1
3
)
> 0.
Wegen θ1(−
1
3
) = 0 und θ1(−
1
3
) > 0 gibt es somit ein ε ∈ (0, 1
3
) mit θj|(− 1
3
,− 1
3
+ε) > 0.
Wir setzen nach Annahme
s
(0)
j := min θ
−1
j (0) ∩
[
−
1
3
+ ε, 0
]
fu¨r j ∈ {1, 2}.
Unter Beru¨cksichtigung von (2.32) sowie der Minimalita¨t von s
(0)
1 und s
(0)
2 haben wir
dann
θj|(− 1
3
,s
(0)
j
) > 0, j ∈ {1, 2}.
Dies erzwingt fu¨r j ∈ {1, 2} die Abscha¨tzung 0 ≥ θ˙j(s
(0)
j ), genauer mit (u, v, 0, 1)r,θ
0 ≥ θ˙j(s
(0)
j ) = B(s
(0)
j ),
was einen Widerspruch zu B > 0 darstellt.
-
6
....................................................... pi
2
−1
3
θ2
θ1
s
(0)
1 s
(0)
2
t
Insgesamt ist die Annahme (2.33) falsch, und es gilt
θj|(− 13 ,0]
> 0, j ∈ {1, 2}. (2.34)
Schliesslich nehmen wir an,
es gibt j ∈ {1, 2} und tj ∈
(
−
1
3
, 0
]
mit θj(tj) =
pi
2
.
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Es sei j ∈ {1, 2}. Die Aussagen θ˙2(−
1
3
) = −A(−1
3
) < 0 und θ2(−
1
3
) = pi
2
, sowie
θ1(−
1
3
) = 0 und θ˙1(−
1
3
) = B(−1
3
) > 0 ermo¨glichen die Definition einer kleinsten
Stelle t
(0)
j ∈ (−
1
3
, 0], so dass θj(t
(0)
j ) =
pi
2
gilt. Also haben wir mit (2.34)
0 < θj|(− 1
3
,t
(0)
j
) < pi
2
. (2.35)
Es muss θ˙j(t
(0)
j ) ≥ 0 fu¨r j ∈ {1, 2} gelten, was aber widerspru¨chlicherweise
0 ≤ θ˙j(t
(0)
j ) = −A(t
(0)
j )
ergibt.
Insgesamt erhalten wir aus diesem Widerspruch zur Annahme
θj|(− 13 ,0]
∈
(
0,
pi
2
)
, j ∈ {1, 2},
insbesondere gelten θ1(0) ∈ (0,
pi
2
) und θ2(0) ∈ (0,
pi
2
). Mit diesen Abscha¨tzungen folgt
aufgrund von (2.31) die Behauptung q(1) > 0. ¥
Abschliessend fassen wir die Ergebnisse dieses Kapitels in einem Satz zusammen.
Satz 2.5.1 (Hyperbolizita¨t von x) Die Funktion f erfu¨lle (H1), (H2) und (H3). Dann
ist die in Satz 2.0.1 gegebene 4
3
−periodische Lo¨sung x : R → R von x˙(t) = f(x(t − 1))
hyperbolisch.
Beweis: Wir betrachten die Menge der Floquet-Multiplikatoren Φ := Σ \ {0} von
x : R → R,
wobei Σ das Spektrum des Monodromieoperators V = T ( 4
3
) : C → C der Variationsglei-
chung von x˙(t) = f(x(t − 1)) la¨ngs x ist. Aus der Kompaktheit von V : C → C nach
Bemerkung 2.1.2 folgt die der Komplexifizierung VC : CC → CC, und alle Punkte in Φ sind
isolierte Eigenwerte von VC . Fu¨r die algebraische Vielfachheit M : C∗ → N0 ∪ {∞} gilt
M(C∗) ⊆ N0. Laut Bemerkung 2.1.4 haben wir 1 ∈ Φ, daru¨berhinaus gibt es einen Floquet-
Multiplikator λ ≥ 1. Nach Definition 2.1.5 haben wir fu¨r den Hyperbolizita¨tsbeweis
Φ ∩ S1C = {1} und M(1) = 1 (2.1)
zu zeigen. Bemerkung 2.1.5 besagt, dass alle Floquet-Multiplikatoren ausser 1 und λ im
Innern der komplexen Einheitskreisscheibe liegen. Daher ist x hyperbolisch, wenn x nicht
ausgeartet ist, d.h.
M(1) = 1 (2.2)
gilt.
Um dies zu bewerkstelligen, betrachten wir die Wurzel WC : CC → CC von VC, also die
Komplexifizierung des nicht notwendig kompakten Operators T ( 2
3
) = W : C → C, sowie
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dessen Spektrum σ ⊆ C und algebraische Vielfachheit m : C∗ → N0 ∪ {∞}. Wie bei
M ergibt sich in Bemerkung 2.2.1 die Endlichkeit dieser Abbildung : m(C∗) ⊆ N0; es
gilt m(z) = 0 fu¨r alle z ∈ C∗ \ σ. Mit Bemerkung 2.2.2 stellen wir M(1) = M(12) =
m(−1) +m(1) fest. Fu¨r (2.2) ist somit
m(−1) = 1 und m(1) = 0 (2.3)
hinreichend. Wir beachten, dass vermo¨ge Bemerkung 2.2.3 die Abscha¨tzung m(−1) ≥ 1
besteht. Die Sa¨tze 2.4.1 und 2.4.2 ermo¨glichen es, die algebraischen Vielfachheiten m(−1)
und m(1) durch die in Definition 2.4.1 eigefu¨hrte holomorphe charakteristische Funkti-
on q : C∗ → C von W auszudru¨cken. Zuna¨chst wenden wir Satz 2.4.1 an und stellen
q−1(0) = σ \ {0} fest. Nach Bemerkung 2.5.4 gilt q(1) > 0, d.h. 1 /∈ q−1(0) = σ \ {0}, und
wir haben die zweite Gleichung in (2.3) gezeigt: m(1) = 0.
Eine Anwendung von Satz 2.4.2 ergibt m(−1) = ordq(−1), falls die in Abschnitt 2.3 defi-
nierte Matrix Q−1 ∈ C2×2 nicht die Nullmatrix ist; letzteres ist wegen der Bemerkungen
2.5.2 und 2.5.4 gegeben:
Q−1 =
(
u−11 (0) 0
0 0
)
6= 0
gilt genau dann, wenn u−11 (0) 6= 0 besteht; dies ist aber wegen q
′(−1) < 0 gegeben. Die
erneute Anwendung der Sa¨tze 2.4.1 und 2.4.2 ergibt ordq(−1) = 1 und schliesslich
m(−1) = ordq(−1) = 1.
Somit ist die Hyperbolizita¨t von x gezeigt. ¥
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