We introduce a recurrent neural network architecture for automated road surface wetness detection from audio of tire-surface interaction. The robustness of our approach is evaluated on 785,826 bins of audio that span an extensive range of vehicle speeds, noises from the environment, road surface types, and pavement conditions including international roughness index (IRI) values from 25 in/mi to 1400 in/mi. The training and evaluation of the model are performed on different roads to minimize the impact of environmental and other external factors on the accuracy of the classification. We achieve an unweighted average recall (UAR) of 93.2 % across all vehicle speeds including 0 mph. The classifier still works at 0 mph because the discriminating signal is present in the sound of other vehicles driving by.
Introduction
Wet pavement is responsible for 74 % of all weatherrelated crashes in the U.S. with over 380,000 injuries and 4,700 deaths per year [7] . Furthermore, wet roads often increase traffic congestion and result in infrastructure damage and supply chain disruptions [3] . From the perspective of driver safety, wetness detection during the period of time after the percipitation has ended but whether the road is still wet is critical. Under these conditions, human estimation of road wetness and friction properties is less accurate than normal, especially in re-(a) PCA for selected full wet and dry trips from Table 1. (b) PCA for a randomly-selected segment of road from wet and dry trips from duced visibility over night or in the presence of fog [4] .
The automated detection of road conditions from au-dio may be an important component of next generation Advanced Driver Assistance Systems (ADAS) that have the potential to enhance driver safety [26] . Moreover, autonomous and semi-autonomous vehicles have to be aware of road conditions to automatically adapt vehicle speed while entering the curve or keep a safe distance to the vehicle in front. There are numerous approaches that can detect whether a surface is wet or dry, but in the majority of cases they are not robust to variation in real-world datasets. Accuracy of video-based wetness prediction decreases significantly in poor lighting conditions (i.e., night, fog, smoke). Audio-based wetness prediction is heavily dependent upon surface type and vehicle speed which is fairly represented in our dataset of 785,826 bins (feature vectors described in §2.2). We elucidate this dependence by visualizing the first two principal components for (1) two full trips and (2) a small 10-second section of road from (1). These two visualizations are shown in Fig. 1a and Fig. 1b , respectively. The feature set we use is linearly separable for a specific road type and vehicle speed, as visualized in Fig. 1b . However, given the nonlinear relation of our feature set for (1) that is visualized in Fig. 1a we applied Recurrent Neural Networks (RNNs) which can model and separate the data points.
Related Work
Long short-term memory RNNs (LSTM-RNNs) have been successfully applied in many fields from hand writing recognition to robotic heart surgery [11, 25] . In the audio context, LSTM-RNNs contributed to the development of better phoneme classification, speech enhancement, affect recognition from speech, animal species identification and finding temporal structure in music [8, 12, 22, 29, 31, 32] . However, to our best knowledge LSTM-RNNs have not been applied to the task of road wetness detection.
Related works can be found in the video processing domain, where wetness detection has been studied with two camera set-ups: (1) a surveillance camera at night, and (2) a camera on-board a vehicle. The detection of road surface wetness using surveillance camera images at night is relying on passing cars' headlights as a lighting source that creates a reflection artifact on the road area [17] . On-board video cameras use polarization changes of reflections on road surfaces or spatiotemporal reflection models [2, 19, 33] . A recent study uses near infrared (NIR) camera to classify several road conditions per every pixel with a high accuracy, the evaluation has been done in laboratory conditions, and field experiments [20] . However, a drawback of video processing methods is that they require (1) an external illumination source to be present and (2) visibility conditions to be clear.
Another approach capable of detecting road wetness relies on 24-GHz automotive radar technology for detecting low-friction spots [28] . It analyzes backscattering properties of wet, dry, and icy asphalt in laboratory and field experiments.
Traditionally, audio analysis of the road-tire interaction has been done by examining tire noises of passing vehicles from a stationary microphone positioned on the side of the road. This kind of analysis reveals that tire speed, vertical tire load, inflation pressure and driving torque are primary contributors to tire sound in dry road conditions [18] . Acoustic-based vehicle detection methods, as the one that uses bispectral entropy have been applied in the ground surveillance systems [5] . Other on-road audio collecting devices for surface analysis can be found in specialized vehicles for pavement quality evaluation (e.g., VOTERS [6] ) and for vehicles instrumented for studying driver behavior in the context of automation (e.g., MIT RIDER [10] ). Finally, road wetness has been studied from on-board audio of tiresurface interaction, where SVMs have been applied [1] .
Contribution
The method described in our paper improves the prediction accuracy of the method presented in [1] and expands the evaluation to a wider range of surface types and pavement conditions. Additionally, the present study is the first in applying context aware LSTMRNNs in this field. Moreover, we improve on the following three aspects of [1] where (1) the model was trained and tested on the same road segment, (2) false predictions caused by the impact of pebbles on the vehicle chassis were ignored, and (3) audio segments associated with speeds below 18.6 mph were removed.
We trained and tested the model on different routes, and considered all predictions regardless of the speed, pebbles impact or any other factor.
Road Surface Wetness Classification 2.1 Data Collection
For data collection purposes, we instrumented a 2014 Mercedes CLA with an inexpensive shotgun microphone behind the rear tire, as shown in Fig. 2 . The gain level of the microphone and its distance from the tire were kept the same for the entire data collection process. Three different routes were selected. For each route, we drove the same exact path once during the rain (or immediately after) and another time when the road surface was completely dry, as shown in Fig. 3 . We provide spectrograms in Fig. 4 for wet and dry road segments of the same route that highlight the difference in frequency response. The duration and length of trips ranged from 14 min to 30 min and 6.1 mi to 9.0 mi, respectively. The summary of the dataset is presented in Table 1 . Fig. 5 , wherein the unit of measurement is in inches per mile (in/mi). Our dataset contains values from 25 in/mi to 1400 in/mi, but in Fig. 5 , values over 400 in/mi are aggregated into a single bin. According to the Massachusetts Department of Transportation (MassDOT) Road Inventory, the route we traveled is a combination of surface-treated road and bituminous concrete road [24] . 
Features
Our aim was to model the whole spectrum along with the first order differences and then select a subset of features that discriminates our classes the best. In contrast with the previous work from [1] which uses 125 ms frame size, we extracted Auditory Spectral Features (ASF) [22] , that were computed by applying the short-time Fourier transform (STFT) using a frame size 30 ms to increase the precision in describing the data, and a frame step of 10 ms to produce more observations. Furthermore, each STFT power spectrogram has been converted to the Mel-Frequency scale using 26 triangular filters obtaining the Mel spectrograms M 30 (n, m). As humans are able to recognize if road is wet or dry from audio, we chose a logarithmic representation to match the human perception of loudness:
where n is a frame index, and m is a frequency bin index. In addition, the positive first order differences D 30 (n, m) were calculated from each Mel spectrogram as follows:
The frame energy has also been included as a feature which resulted in a total of 54 features [23] . We started with the great representation of the spectrum by using all 54 features to provide a good modelling and then we ranked the features to reduce the dimensionality. To foster reproducibility, we use the opensource software toolkits: (a) openSMILE -for extracting features from the audio, and (b) Weka 3 -for feature evaluation with Information Gain (IG) and Correlation-based Feature Selection (CFS) to reduce the dimension of the feature space [9, 13] . The IG feature evaluation is an univariate filter that calculates the worth of a feature by measuring the IG with respect to the class, it measures individual feature value but neglects redundancy [14, 21] . The output is a list of ranked features of which we selected best 5n features, where n ∈ [1..10] and the whole feature set for comparison.
The CFS subset evaluation is a multivariate filter that seeks for subsets of features that are highly correlated with the class while having low intercorrelation [13, 15, 21] . We used the BestFirst search algorithm in a forward search mode (-D 1) and a threshold of 5 non-improving nodes (-N 5) for consideration before terminating search. The CFS subset evaluation was applied on ASF considering all bins and it returned a list of 5 features.
Classifier
In this work, we used a deep learning approach with initialized nets -LSTM and bi-directional LSTM (BLSTM) RNN architectures which in contrast to other RNNs do not suffer from the problem of vanishing gradients [16] . The BLSTM is an extension of the LSTM architecture that allows for an additional forward pass if a look-ahead buffer may be used, which has been proven successful in many applications [12] .
In addition, we evaluated different parameters, such as the layout of LSTM and BLSTM hidden layers (54-54-54, 54-30-54, 156-256-156, 216-216-216, 216-316-216 neurons in the three hidden layers) and learning rates (1e-4, 1e-5, 1e-6). Initially, we chose deep architecture with three hidden layers of the same size as input vectors (54), before we ranked features and reduced its dimensionality. In the next step we investigated effectiveness of internal feature compression and augmentation of hidden layers to model more information. We used feed forward output layer with a logistic activation function and sum of squared error as objective function. The experiments were carried out with the CURRENNT toolkit [30] . Table 2 shows the evaluation results in an ascending order for the best 20 features that were selected with IG (IG-20), as described in §2.2 and trained with LSTMRNNs. We present only the worst three and the best three results for LSTM-RNNs, whereas other experiments were left out from the Two out of three wet trips have significantly higher number of false predictions (1) at the beginning, where vehicle tires were dry before getting wetted from the surface, and (2) at the end of the trip, when the vehicle entered a parking lot with relatively dry road surface. Figure 6: Graphs for wet and dry road surfaces for route two that clarify the correlation between low speed and inaccurate predictions.
Results
In Fig. 6 we compare speed and false predictions of wet and dry trips for the same route that has similar properties, which are described in §2.1. One can observe that all false predictions of wet trip 2 in Fig. 6a occured below the speed of 2.9 mph, whilst Fig. 6b depicts a dry trip 2 and has only one false prediction when the vehicle is not moving. Therefore, discarding speeds below 2.9 mph improves the UAR to 100 %. When we look only at speeds below 2.9 mph and ignore everything above we are still able to attain 74.5 % UAR. The latter is possible only in presence of ambient sounds, as noises of vehicles that are driving by.
Conclusion
We proposed a deep learning approach based on LSTM-RNNs for detecting road wetness from audio of the tire-surface interaction and discriminating between wet and dry classes. This method is shown to be robust to vehicle speed, road type, and pavement quality on a dataset containing 785,826 bins of audio. It outperforms the state-of-the-art SVMs and achieves an outstanding performance on the road wetness detection task with an 93.2 % UAR for all vehicle speeds and the more challenging speeds being those below 2.9 mph, including vehicle stationary mode. In future work, we will increase the variability in the audio observations by collecting the data with different vehicles, tire models, tire wears, and inflation pressure. Additionally, we will augment the feature set for estimating depth of water on the road surface and detecting hydroplaning conditions.
