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• A study on the advanced Moderate or Intense Low oxygen Dilution combustion technology.
• A comprehensive analysis on diﬀerent time scales in Partially-Stirred Reactor model.
• Consideration of wide range of operation conditions for model validation.
• Obviously improved simulation accuracy.
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A B S T R A C T
The present work focuses on the numerical simulation of Moderate or Intense Low oxygen Dilution combustion
condition, using the Partially-Stirred Reactor model for turbulence-chemistry interactions. The Partially-Stirred
Reactor model assumes that reactions are conﬁned in a speciﬁc region of the computational cell, whose mass
fraction depends both on the mixing and the chemical time scales. Therefore, the appropriate choice of mixing
and chemical time scales becomes crucial to ensure the accuracy of the numerical simulation prediction. Results
show that the most appropriate choice for mixing time scale in Moderate or Intense Low oxygen Dilution
combustion regime is to use a dynamic evaluation, in which the ratio between the variance of mixture fraction
and its dissipation rate is adopted, rather than global estimations based on Kolmogorov or integral mixing scales.
This is supported by the validation of the numerical results against experimental proﬁles of temperature and
species mass fractions, available from measurements on the Adelaide Jet in Hot Co-ﬂow burner. Diﬀerent ap-
proaches for chemical time scale evaluation are also compared, using the species formation rates, the reaction
rates and the eigenvalues of the formation rate Jacobian matrix. Diﬀerent co-ﬂow oxygen dilution levels and
Reynolds numbers are considered in the validation work, to evaluate the applicability of Partially-Stirred
Reactor approach over a wide range of operating conditions. Moreover, the inﬂuence of specifying uniform and
non-uniform boundary conditions for the chemical scalars is assessed. The present work sheds light on the key
mechanisms of turbulence-chemistry interactions in advanced combustion regimes. At the same time, it provides
essential information to advance the predictive nature of computational tools used by scientists and engineers, to
support the development of new technologies.
1. Introduction
Recently, the reduction of fossil fuel availability and the increasing
environmental concerns associated to their utilization in conventional
systems have pushed the development of new combustion technologies
that feature high fuel ﬂexibility, increased eﬃciency and low pollution
emissions. Among them, Moderate or Intense Low oxygen Dilution
(MILD) combustion [1,2] has recently drawn increasing attention.
MILD combustion is characterized by elevated reactant temperature
and low temperature increase [1,3], intensive reactant and product
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mixing, as well as no audible or visible ﬂame, under ideal conditions.
Moreover, MILD combustion delivers very low NOx and CO emissions
and high eﬃciency, with a large ﬂexibility of fuel types [2,4].
MILD combustion technology has been demonstrated for many in-
dustrial applications. It was ﬁrst introduced in industrial furnaces for
methane combustion [5] and later extensively investigated for other
gaseous fuels like hydrogen [6] and ethanol [7]. Cho et al. [8,9] exe-
cuted experiments and simulations on MILD oxidation burner, showing
the eﬀects of burner conﬁguration and ﬁring mode on eﬃciency and
emissions. Sánchez et al. [10] evaluated an oxygen enhanced re-
generative burner operated in MILD combustion mode. An energy re-
covery ratio above 80% and NOx emissions below 5 ppm were achieved.
Ye et al. [11] studied prevaporised liquid fuels burning in a reverse-ﬂow
MILD combustor under elevated pressures. They concluded that com-
bustion stability is largely dependent on fuel type and the NOx emission
is highly inﬂuenced by the operating conditions of pressure, jet velocity
and carrier gas. MILD technology can be utilized in gas turbines as well.
Kruse et al. [12] conducted experimental and numerical studies on gas
turbine under MILD condition, using gaseous fuel. The eﬀect of pres-
sure, mixing on combustion stability was analysed, indicating that
mixing is the key parameter to control and stabilize MILD combustion.
Recently, Xing et al. [7] evaluated the possibility of using liquid bio-
fuels, diesel and kerosene fuels under MILD condition for gas turbine
applications. They stated that MILD combustion can potentially sub-
stitute conventional gas turbines. Furthermore, Adamczyk et al. [13]
analysed the potential of oxy-MILD combustion for large scale pulver-
ized coal boilers. Preliminary simulations showed the possibility of ef-
ﬁciency increase of more than 3%. The MILD combustion concept was
also extended to hybrid solar thermal devices, which combine con-
centrated solar radiation with combustion. According to Chinnici et al.
[14], the integration of MILD combustion in a hybrid solar receiver can
lead to increased thermal performances with respect to conventional
ﬂames.
The distinguishing feature of MILD combustion is the very strong
interactions between the ﬂuid mixing and chemical kinetics, so that
models based on the separation between turbulence and chemistry are
not suitable to describe the complex interactions occurring in such a
regime [15]. Therefore, models that account for ﬁnite-rate chemistry
eﬀects must be considered. The present study focuses on Unsteady
Reynolds Averaged Navier-Stokes (URANS) simulations in combination
with ﬁnite-rate chemistry. The Partially-Stirred Reactor (PaSR) model
[16] is chosen for turbulence/chemistry interactions. In PaSR, the in-
teraction between turbulence and chemistry is represented with a factor
κ, which is deﬁned as the ratio between the chemical time scale and the
sum of mixing and chemical scales. PaSR models the combustion pro-
cess as a sequence of reaction and mixing processes in locally uniform
regions. Both the chemical and mixing time scales are included in the
model explicitly, allowing more comprehensive descriptions on turbu-
lence/chemistry interactions. Therefore, its performances strongly de-
pend on the accurate estimation of mixing and chemical time scales.
Regarding the evaluation of chemical and mixing time scales,
Chomiak [17] estimated the chemical time scale using the fuel and
oxidiser formation rates, and the mixing time from the geometric mean
of integral and komogorov mixing time scales. Golovitchev et al. [18]
proposed an approach in which the chemical time scale is estimated
from forward reaction rates only. Kärrholm [19] and Nordin [20] es-
timated the mixing time scale as a certain fraction of the integral one,
using a mixing constantCmix ranging from 0.001 to 0.3 [20]. To the best
of the authors’ knowledge, no study was carried out to compare the
available approaches for mixing and chemical time scale evaluation.
The objective of the present article is to provide a comprehensive
analysis on existing and novel approaches for the evaluation of che-
mical and mixing time scales and boundary conditions in the frame-
work of ﬁnite-rate chemistry approach for turbulent reacting ﬂows. The
available models are benchmarked in the context of MILD combustion
simulations under a wide range of operation conditions. A cross-com-
parison between an open-source CFD software OpenFOAM and a
commercial one, ANSYS Fluent 17.0 [21], is also carried out, to show
the applicability of the proposed methodology on diﬀerent computing
platforms.
Numerical simulations are validated against high-ﬁdelity experi-
mental results available from the Adelaide Jet in Hot Co-ﬂow (AJHC)
burner [22]. The AJHC burner emulates MILD conditions via the in-
jection of a heated and vitiated co-ﬂow. Measurement data for diﬀerent
co-ﬂow oxygen levels (3%, 6% and 9%) and fuel jet Reynolds numbers
(5 k, 10 k and 20 k) are available. The AJHC burner with 3% co-ﬂow
oxygen content and Re=10 k is chosen ﬁrst for the evaluation of
various mixing time scale and chemical time scale formulations. The
best combination of mixing and chemical scales is then used for the
other co-ﬂow oxygen levels and Reynolds numbers. Finally, the inﬂu-
ence of uniform and non-uniform boundary conditions on the model
prediction is assessed, paying particular attention to carbon monoxide
prediction.
2. Methodology
The Finite Volume Method (FVM) based URANS simulations are
carried out with PaSR combustion model.
2.1. Turbulence model
In the context of compressible URANS simulations, the Favre-aver-
aged (denoted with ∼) governing equations are solved [23]:
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In Eqs. (1)–(4), ρ pu, , are the density, velocity and pressure, respec-
tively; h and α represent the enthalpy and thermal diﬀusivity; Sct and
Dm i, denote the turbulent Schmidt number and molecular diﬀusion
coeﬃcient for species i in the mixture. The standard −∊k model is
chosen as turbulence model. It is based on the eddy viscosity assump-
tion. The unresolved turbulence stresses ″ ″∼ρu ui j are modelled with the
product of an eddy viscosity μt and mean ﬂow strain rate ∗Sij . The eddy
viscosity μt in standard −∊k model is estimated as:
̃= ∊
∼
μ ρC k .t μ
2
(5)
The turbulence kinetic energy
∼k and the dissipation rate ̃∊ of the tur-
bulence kinetic energy [23] are solved via two separate transport
equations.
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2.2. Partially-Stirred Reactor
In the PaSR model [16,18], the computational cell is split into two
locally uniform zones: one where reactions take place, and another
characterized by only mixing. The ﬁnal species concentration of the cell
is determined from the mass exchange between the two zones, driven
by the turbulence. A conceptual drawing of the PaSR model is shown in
Fig. 1.
The drawing in Fig. 1 refers to one computational cell, in which Yi0
is the initial ith species mass fraction in the non-reactive region,
∼Yi is the
ﬁnal averaged ith species mass fraction in the cell and ∗Yi is the ith species
mass fraction in the reactive zone. κ is the mass fraction of the reaction
zone in the computational cell, which can be estimated as [19]:
=
+
κ τ
τ τ
,c
c mix (6)
where τc and τmix are the characteristic chemical and mixing time scales
in each cell, respectively. They can be estimated following diﬀerent
approaches, as detailed in Sections 2.3 and 2.4. The mean source term
provided to the species transport equation can be expressed as:
= −
∼ ∗
∗ω κ
ρ Y Y
τ
̇ ( ) ,i i i
0
(7)
where ∗τ represents the residence time in the reactive structure. In the
present work, ∗τ equals to the mixing time scale. In order to get the
value of ∗Yi , a time-splitting approach is applied. The reactive zone is
modelled as an ideal reactor evolving from Yi0, during a residence time
∗τ :
=
∗dY
dt
ω
ρ
̇ .i i
(8)
The term ω̇i is the instantaneous formation rate of species i. The ﬁnal
integration of
∗dY
dt
i over the residence time ∗τ in the reactor is ∗Yi .
2.3. Mixing time scale in PaSR
Kolmogorov time scale. In conventional combustion systems, it is
often assumed that reactions happen at the dissipation scales, of the
order of the Kolmogorov one, = ∊τ ν/mixK [24], where ν is the
kinematic viscosity and ∊ is the turbulence kinetic energy dissipation
rate. However, in MILD combustion, reactions can occur over a wide
range of ﬂow scales [2], and the use of the Kolmogorov mixing time
scale could lead to inaccurate predictions of temperature and species
mass fractions [25].
Integral time scale. Another characteristic time scale in turbulent
ﬂow is the eddy break-up time leading from large-scale to Kolmogorov-
scale non-uniformities [17], which is also referred to as integral time
scale, = ∊τmix
k
I , where k is the turbulence kinetic energy.
Geometric mean of Kolmogorov and integral time scales. To provide a
more accurate evaluation of the mixing time, Borghi [26] proposed to
consider the whole spectrum of time scales. A simple approach to
achieve this is to take only the two most important time scales, via the
geometrical mean of the Kolmogorov and integral time scales [17], that
Fig. 1. Conceptual drawing of the PaSR model.
Table 1
Model constants for the scalar dissipation rate transport equations [29].
Case C1 C2 C3 C4
1 2.0 1.8 1.7 1.4
2 1.0 1.8 3.4 1.4
3 2.0 1.8 3.4 1.4
4 1.0 1.8 1.7 1.4
Fig. 2. 2D sketch of the Adelaide Jet in Hot Co-ﬂow burner (adapted from
Ferrarotti et al. [34]).
Table 2
Physical properties of the jet (Central jet velocity is for the Re=10 k case.)
Proﬁles Central jet Annulus Tunnel
Velocity 58.74m/s 3.2m/s 3.3 m/s
Temperature 294 K 1300 K 294 K
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is:
= =
∊ ∊( )τ τ τ k ν .mix mix mix
1/2
Mean K I (9)
Dynamic time scale. The three ways of estimating mixing scales in-
troduced above can be regarded as global approaches. A more com-
prehensive approach consists in using a dynamic approach [27]. The
dynamic estimation of mixing time scale is based on the ratio of the
Table 3
Investigated cases.
Co-ﬂow oxygen level: 3% 6% 9%
Re=5000 ✓
Re=10,000 ✓ ✓ ✓
Re=20,000 ✓
Fig. 3. Mean temperature proﬁles obtained with mixing time scale evaluated from the Kolmogorov scale (tauK), the integral scale (tauI) and the geometric mean of
the two (tauMean).
Fig. 4. Mean H2O mass fraction proﬁle obtained with mixing time scale evaluated from the Kolmogorov scale (tauK), the integral scale (tauI) and the geometric mean
of the two (tauMean).
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scalar variance, ″
∼
ϕ 2, to the scalar dissipation rate, ∊∼ϕ [28]:
= ″
∊∼
∼
τ ϕ .mix
ϕ
2
Dynamic
(10)
The mixture fraction f is selected to describe the mixing process of a
scalar. Therefore, the scalar variance and dissipation rate take the form
Fig. 5. Mean temperature proﬁles obtained with a mixing time scale evaluated using the Kolmogorov scale (tauK), the geometric mean of Kolmogorov and integral
scale (tauMean), the second (dyn2) and fourth (dyn4) parameter sets of the dynamic model.
Fig. 6. Mean H2O mass fraction proﬁle obtained with mixing time scale evaluated from the Kolmogorov scale (tauK), the geometric mean of Kolmogorov and integral
scale (tauMean), the second (dyn2) and fourth (dyn4) parameter sets of the dynamic model.
Table 4
CPU time consumption of various mixing models.
Mixing model Kolmogorov Geometric mean Dynamic Integral
CPU time 1.0 1.4 1.53 1.85
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of the mixture fraction variance ( ″
∼
f 2) and mixture fraction dissipation
rate (∼χ ). They are modelled with the following transport equations
[29,30]:
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In Eq. (13), C C C, ,1 2 3 and C4 are model constants. Four diﬀerent set of
values were proposed in [29], as shown in Table 1. Based on a sensi-
tivity study, the present work focuses on the results obtained with set 2
and set 4.
2.4. Chemical time scale evaluation in PaSR
Chemical time scale estimation from Jacobian matrix eigenvalues. For
the evaluation of chemical time scale, Fox [31,32] suggested using the
eigenvalues of the Jacobian matrix J of the chemical source terms. The
Jacobian matrix J has the dimension of i× i, where i is the number of
chemical species in the mechanism. Each element Jjk of the matrix is
expressed as:
=
∂
∂
∗
∗J
R
Y
,jk
j
k (14)
where the superscript ∗ denotes reactive structures values. After the
decomposition of the Jacobian matrix, the chemical time scale is esti-
mated with the inverse of the eigenvalues λi:
=τ
λ
1 .c i
i
,
(15)
In Eq. (15), τc i, is the characteristic time scale of a single species. After
removing the dormant species (characterised by inﬁnite time scale
values), the slowest chemical time scale is chosen as leading scale for
the evaluation of the PaSR parameter κ.
Chemical time scale estimation from formation rates. The decomposi-
tion of the source term Jacobian matrix is accurate but time consuming,
especially when large scale simulations with much detailed mechanism
is used. The formation rate based characteristic time scale evaluation is
a simpliﬁed approach. Instead of getting the chemical time scale for
each species from the Jacobian matrix decomposition, the ratio of
species mass fraction and formation rate in the reactive structure is
directly used [17,33], approximating the Jacobian diagonal terms:
=
∗
∗τ
Y
dY dt/
.c i i
i
,
(16)
Chemical time scale estimation from reaction rates. Another simpliﬁed
method is based on the reaction rate. Similar to the two approaches
above, the characteristic time scale for each species i is expressed as
[18]:
=
∑ =
τ n cTot
dc dt ν
· *
(( * / )· )
,c i r
n
n
n forward n sum
,
1 , ,
r
r r (17)
where nr is the number of reactions, and ∗cTot is the total concentration
obtained from the ideal gas law. Only the forward reaction rate
∗dc dt/n forward,r is used here. The term νn sum,r represents the sum of the
product stoichiometric coeﬃcients.
Fig. 7. Cmix eq, proﬁles obtained with mixing time scale evaluated from using the Kolmogorov scale (tauK), the geometric mean of Kolmogorov and integral scale
(tauMean), the second (dyn2) and fourth (dyn4) parameter sets of the dynamic model.
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3. Model validation
3.1. Experimental data
The AJHC burner emulates MILD combustion with a simple geo-
metry. It has an insulated and cooled central jet with the inner diameter
of 4.2mm, providing an equi-molar mixture of CH4 and H2. There is an
annulus pipe with a secondary burner mounted upstream. The burner
provides hot combustion products, which are further mixed with air
and nitrogen in order to control the oxygen levels to 3%, 6% and 9% in
mass fraction. The annulus inner diameter is 82mm. The wind tunnel,
on which the burner is mounted, has the cross section of
Fig. 8. Mean temperature proﬁles obtained with chemical time scale evaluated from the formation rates, the Jacobian eigenvalues and the reaction rates.
Fig. 9. Mean H2O mass fraction proﬁles obtained with chemical time scale evaluated from the formation rates, the Jacobian eigenvalues and the reaction rates.
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254mm× 254mm. In Fig. 2, a 2D simple sketch of the investigated area
in the numerical modelling is presented. The central jet, annulus and
wind tunnel gas temperatures and velocities (for the Re=10 k case) are
presented in Table 2. In the current study, 5 cases with the combination
of diﬀerent co-ﬂow oxygen contents and fuel jet Reynolds numbers are
investigated, as highlighted in Table 3. The other conditions are not
investigated since no experimental data are provided for them.
The mean, variance and scattered data of temperature and various
Fig. 10. Mean CO2 mass fraction proﬁles obtained with chemical time scale evaluated from the formation rates, the Jacobian eigenvalues and the reaction rates.
Fig. 11. Mean temperature proﬁles obtained with chemical time scale evaluated from the formation rates, the Jacobian eigenvalues and the reaction rates. With dyn4
model.
Z. Li et al. Applied Energy 225 (2018) 637–655
644
species mass fractions (CH4, H2, H2O, CO2, N2, O2, NO, CO, and OH),
along the centerline as well as on the diﬀerent axial locations of 30/60/
120/200mm (z=30/60/120/200mm), are available for validation.
The experimental proﬁles used for comparison include both the mean
values and the error bar with 99.99% conﬁdence interval associated
with a Student’s distribution for the true mean value [35].
3.2. Numerical set-up
Based on a Grid Convergence Index (GCI) study [33], a 2-dimen-
sional structured axis-symmetric mesh with ∼31,500 cells was used in
the simulations. The computational domain starts from the burner exit
and extends 1000mm further downstream. Second order discretization
schemes for space and time are applied. Both non-uniform and uniform
boundary conditions are used in the simulation for the species mass
fractions and temperature. The non-uniform boundary conditions are
based on the proﬁles of O2, CO, CO2, H2O mass fractions and tem-
perature, obtained from the experimental data at 4mm downstream of
the burner exit. The uniform boundary conditions are set according to
Dally et al. [22]. Additional details about the numerical settings can be
found in [33].
Unsteady simulations were carried out using two solvers, the
PaSRPimpleSMOKE [24,36] solver, based on OpenFOAM®, and ANSYS
Fluent 17.0 unsteady solver. The PaSR model and diﬀerent formula-
tions of mixing and chemical time scale estimation were implemented
in ANSYS Fluent 17.0 via a bespoke user-deﬁned function. Multi-com-
ponent molecular diﬀusion was included, because of the presence of
hydrogen in the fuel. Since preliminary simulations with ANSYS Fluent
17.0 showed (see supplementary material 5) that radiation does not
impact signiﬁcantly the temperature and species proﬁles at the loca-
tions of interest, it was not included in the present study. A reduced
skeletal mechanism KEE58 [37], with 17 species and 58 reactions, was
chosen for ﬁnite rate chemistry approach. The turbulent Schmidt and
Prandtl numbers are set to 0.7 and 0.85, respectively. Previous work on
the AJHC burner ([38,39]) showed improved prediction with the
modiﬁed ∊C1 constant in the standard −∊k model. In the current study,
the ∊C1 constant was increased from 1.44 to 1.60 [40], to correct the
well-known round-jet anomaly.
4. Results and discussion
In this section, the inﬂuence of diﬀerent choices of mixing and
chemical time scales in the context of the PaSR model is shown. The
case corresponding to 3% O2 in the co-ﬂow and Re=10,000 is used for
validation in Sections 4.1 and 4.2. In Section 4.3, the inﬂuence of co-
ﬂow oxygen levels (6% and 9%) and Reynolds numbers (Re=5000 and
Re=20,000) is shown. Modelling results obtained with OpenFOAM
and ANSYS Fluent 17.0 are benchmarked, for all the ﬁve cases in
Table 3. In Section 4.4, the eﬀect of specifying non-uniform boundary
conditions for the thermo-chemical scalars is discussed, with special
focus on CO prediction.
4.1. Inﬂuence of mixing time scale estimation
The mean temperature proﬁles obtained with mixing time scale
estimated with the Kolmogorov scale, the integral scale and the geo-
metric mean of the two are compared and validated against experi-
mental data in Fig. 3 at several sampling locations. The chemical time
scale is estimated from the formation rates and uniform boundary
conditions are used.
Fig. 3 shows that the use of a mixing scale based on the Kolmogorov
one results in temperature over-prediction at z= 60mm and, more
signiﬁcantly, at z= 120mm. Using the integral mixing time scale, the
temperature proﬁles are under-predicted at z= 30mm and 60mm
downstream of the burner exit, and along the centerline. On the other
hand, the temperature peak at 120mm axial location is well predicted.
However, the use of the integral mixing time scale strongly under-
predicts the H2O proﬁle at 120mm axial location, as indicated in Fig. 4.
When the geometric mean of the two scales is used, the z= 30mm/
60mm and centerline temperature proﬁles agree well with the ex-
perimental ones. A slight over-prediction of the temperature proﬁle at
120mm can be observed. However, the H2O mass fraction proﬁles at
z= 30mm and 60mm are signiﬁcantly under-predicted. The use of the
Kolmogorov mixing time scale improves H2O prediction upstream
(z⩽ 00mm).
From the results above, one can conclude that the global deﬁned
mixing time scale is not suitable for the whole ﬂow ﬁeld condition. The
use of a dynamic mixing model potentially oﬀers a solution to this, by
providing locally an optimal mixing scale. The dynamic model is
compared with the global approaches in Fig. 5. No major diﬀerences
can be observed at z= 30mm/60mm and along the centerline for the
temperature value. At 120mm axial location, the temperature over-
prediction is corrected using the dynamic model with coeﬃcient set 4
(Table 1), indicated as dyn4 in short. The same can be observed for the
H2O mass fraction proﬁles in Fig. 6, whose prediction is strongly im-
proved using the dyn4 model. At z= 30mm, better prediction of the
H2O peak value using the dyn2 model can be also observed.
The scaled CPU time associated to the various mixing models are
estimated taking the Kolmogorov mixing scale as reference in Table 4.
Even though using the kolmogorov time scale reduces the CPU time,
this would lead to non-negligible over-prediction of mean temperature
and species mass fraction at z= 120mm (see Figs. 3 and 4). On the
other hand, the dynamic model requires medium CPU time, while
Fig. 12. Chemical time scale (tauC) distribution estimated from the formation
rates, the Jacobian eigenvalues and the reaction rates. Only the area of interest
of the simulation domain is shown. Legend unit: m. OpenFOAM solver.
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showing superior results compared to all the other models.
To summarize, the use of a dynamic model (especially dyn4) can
correctly ﬁx the temperature over-prediction at 120mm, without
compromising the predictions at z= 30mm and 60mm (see the in-
tegral mixing scale proﬁles in Fig. 3). Furthermore, the dynamic model
reproduces the species mass fraction proﬁles accurately, which is not
the case with the globally deﬁned time scales.
To highlight the diﬀerences between the global and dynamic scale
deﬁnition, an equivalent Cmix value is deﬁned as =C τ τ/mix eq mix I, , where
τmix is the mixing scale provided by the diﬀerent approaches, i.e. global
and dynamic. The equivalent Cmix values at several locations of interest
are shown in Fig. 7. A ﬁrst observation is that Cmix eq, is bounded smaller
than 1, indicating a time scale ranging from the Kolmogorov to the
integral one. Looking at the radial proﬁles, there is a location where the
Cmix eq, proﬁles associated to the Kolmogorov (red1 solid line) and dyn2
(green dashed-dotted line) mixing scale models intersect. The same
happens for the proﬁles provided by the geometric mean (blue dotted
line) and dyn4 (orange dotted-dashed line) models, at almost the same
location. The intersection occurs at radial locations of 7–8mm,
11–12mm and 19–20mm for z= 30/60/120mm positions, respec-
tively. They are adjacent to the locations of maximum temperatures, i.e.
6.9 mm, 10.7mm and 16.6 mm for z= 30/60/120mm, respectively.
All the mixing models in Fig. 7 are able to capture the interaction be-
tween the fuel and co-ﬂow streams, but only the dynamic ones can
Fig. 13. Mean temperature proﬁles obtained for diﬀerent co-ﬂow oxygen levels (3%, 6% and 9%), using two dynamic model formulations. OpenFOAM and Fluent
solvers.
1 For interpretation of color in Figs. 7 and 16, the reader is referred to the web version
of this article.
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account for the breakup of large eddies into smaller ones downstream of
the jet, providing Cmix eq, values decreasing from 1.0 to lower values.
Among the dynamic model variants, the dyn4 always provides higher
Cmix eq, values, corresponding to lower κ in PaSR model. The eﬀect of the
diﬀerent Cmix eq, values provided by the two dynamic models can be
appreciated from the mean temperature and H2O proﬁles in Figs. 5 and
6.
4.2. Inﬂuence of chemical time scale estimation
From Section 4.1, the dynamic mixing model has proven to be
more superior to other approaches for mixing time scale evaluation
and it is then set as a default for further investigation. Fig. 8 shows
the mean temperature proﬁles adopting diﬀerent approaches to es-
timate the chemical time scales. The dyn2 mixing model is used and
uniform boundary conditions are applied. As observed in Fig. 8, the
Fig. 14. Mean OH mass fraction proﬁle obtained for diﬀerent co-ﬂow oxygen levels (3%, 6% and 9%), using two dynamic model formulations. OpenFOAM and Fluent
solvers.
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dyn2 mixing model, in combination with the chemical time scale
calculation based on the formation rate, over-predicts the mean
temperatures. This is especially obvious at z = 120 mm, where the
peak temperature is over-predicted by 123 K. The evaluation of the
chemical time scale using the reaction rate based approach provides
very similar results, with a temperature over-prediction at
z = 120 mm of 172 K. On the other hand, estimating the time scale
from the formation rate Jacobian, the mean temperature is correctly
predicted, at all axial locations.
As far as species predictions are concerned, the H2O mass fraction
proﬁles are shown in Fig. 9. It can be observed that the approaches
based on the formation and reaction rates provide more accurate
predictions upstream, while using the Jacobian eigenvalues improves
the predictions downstream. At z= 120mm, the use of formation and
reaction rates for chemical time scale evaluation lead to over-pre-
diction errors of 7% and 9.2%, respectively. As for CO2 (Fig. 10), the
Fig. 15. Mean H2O mass fraction proﬁle obtained for diﬀerent co-ﬂow oxygen levels (3%, 6% and 9%), using two dynamic model formulations. OpenFOAM and Fluent
solvers.
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eigenvalue approach slightly under-predicts the peak value (by 4.8%)
at axial 120 mm, while the reaction rate approach over-predicts it by
about 4%.
The results obtained using the dyn4 model are also shown in
Fig. 11. Being diﬀerent from Fig. 8, the various approaches used for
the evaluation of the chemical time scale predict the mean
temperatures accurately. This is expected, considering that the dyn4
model predicts larger Cmix and, thus, larger τmix values, making the
PaSR approach less dependent on the chemical time scale (see the
deﬁnition of κ in Eq. (6)).
Fig. 12 shows contour plots of the local chemical time scales esti-
mated with the three methods. The eigenvalue-based approach shows
Fig. 16. Mean CO mass fraction proﬁle obtained for diﬀerent co-ﬂow oxygen levels (3%, 6% and 9%), using two dynamic model formulations. OpenFOAM and Fluent
solvers.
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wider reaction region (the blue area with tauC ⩽ 0.02 s), whereas the
other two models estimate these regions to be dormant and set
tauC =0.1 s, which is the maximum cut-oﬀ value for the chemical time
scale. Comparing the formation and reaction rate based methods, the
latter gives higher tauC values in the combustion region, which implies
higher κ, leading to the observed over-prediction of mean temperature
and specie mass fractions, especially at downstream locations. In
summary, the chemical time scale evaluation from reaction rates tends
to over-estimate the κ values in the PaSR approach, while the formation
rate and eigenvalue methods correct this, improving the thermo-che-
mical scalar predictions.
4.3. Comparison with Fluent
The present section shows a throughout comparison between the
OpenFOAM and ANSYS Fluent solvers, for the diﬀerent cases in Table 3.
Second-order temporal and spatial discretizations schemes are used for
both OpenFOAM and ANSYS Fluent. Both solvers adopt the PIMPLE
algorithm for a URANS simulation. Chemical and mixing time scales are
evaluated using the formation rate based and dynamic model, respec-
tively. Results from both the second and fourth sets of dynamic mixing
time scale evaluation model parameters are shown. Uniform boundary
conditions are used. The mean temperature proﬁles are ﬁrst presented
in Fig. 13. The 10,000 Reynolds number case is considered, adjusting
the oxygen content in the co-ﬂow to 3%, 6% and 9%. The abbreviation
OF means that the data are obtained from OpenFOAM simulation, while
FL denotes ANSYS Fluent.
Both solvers are able to provide satisfactory predictions of mean
temperatures, at diﬀerent oxygen levels. Similarly to OF, the FL re-
sults obtained with the dyn2 model show higher temperature levels
when compared to the dyn4 model. The dyn4 model provides better
predictions with both solvers, for a co-ﬂow oxygen level equal to 3%,
especially at z = 120 mm. For 6% and 9% O2 levels, the FL results
with dyn4 cannot predict the peak temperature accurately, and the
dyn2 model is found to perform better. The same is found using
OpenFOAM. In general, FL results present slightly lower temperature
values with respect to OF, and it provides radially shifted tempera-
ture peaks. The observed diﬀerences could be caused by the more
dissipative nature of FL with respect to OF, as documented in [41].
The same conclusion can be drawn from the species mass fraction
proﬁles in Figs. 14–16.
Capturing the OH radical mass fraction distribution is very im-
portant, as it can be used as ﬂame marker. In Fig. 14, the experimental
and numerical proﬁles of OH mass fraction are shown, for diﬀerent O2
levels in the co-ﬂow (3%, 6% and 9%). The results obtained with both
solvers are very close to each other. The dyn2 mixing model shows
excellent agreement with the experimental data for 3% co-ﬂow O2 level,
while slight under-predictions are observed for 6% and 9%, at
z= 60mm and 120mm. A more pronounced over-prediction of the OH
peak can be detected at 30mm axial location, for the 9% O2 case. On the
other hand, the FL and OF results obtained with dyn4 mixing model are
able to reproduce the experimental peak values with satisfactory ac-
curacy.
The analysis of the H2O proﬁles in Fig. 15 reveals interesting
information. Overall, satisfactory predictions of H2O mass fraction
proﬁles is obtained with both OF and FL, for the case of 3% O2. For
the 6% and 9% O2 case, the centerline measurements are signiﬁcantly
under-predicted with OF solver, particularly at upstream locations.
The under-prediction along the centerline could be detected, al-
though less signiﬁcant, also for the temperature proﬁle in Fig. 13. As
for the CO2 mass fraction proﬁles (not-shown here), no under-pre-
diction exists for upstream centerline values. Therefore, it can be
concluded that the temperature under-prediction observed for the 6%
and 9% O2 cases, is associated to the under-prediction of H2O pro-
duction, which aﬀects the heat release rate and the temperature le-
vels. The FL solver with dyn2 model, however, provides better pre-
diction on the centerline results for 6% and 9% O2 cases. As far as the
radial species proﬁles are concerned, the OF results with the dyn2
model show the highest accuracy, whereas all other combinations
show obvious under-prediction, especially for the peak values. The
FL solver shows in general a bit lower predicted proﬁle than that
with OF solver. A slightly shifted peak values can also be captured.
The OF solver with the dyn2 mixing model provides the best pre-
dictions of the CO mass fraction proﬁles, as indicated in Fig. 16 by
the red solid line. The CO proﬁles for 3% O2 and z= 120 mm are
slightly over-predicted by the dyn2 model, while the OF results with
dyn4 and FL with dyn2 provide better results. All solver and dynamic
model combinations cannot accurately reproduce the centerline
proﬁle.
The analysis of the CO radial proﬁles in Fig. 16 shows the existence
of a second peak, at z⩽ 60mm, in the measurement data. This is due to
the non-zero CO concentration in the hot co-ﬂow, that is convected
downstream. Because uniform boundary conditions are adopted in the
simulations, this second peak can not be captured. A discussion about
the inﬂuence of boundary conditions on the prediction of CO is pre-
sented in Section 4.4.
The results shown above refer to cases with a ﬁxed Reynolds
number, varying the O2 content in the co-ﬂow. This means that the
mixing time is not strongly aﬀected, while the chemical time scale
changes due to the change of the oxidizing atmosphere. The contour
plots showing the chemical time scale distributions for the three O2
Fig. 17. Chemical time scale (tauC) distribution. Mixing time scale estimated
from the dyn2 mixing model. Only the area of interest of the simulation domain
is shown. Legend unit: m. OpenFOAM solver.
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level cases (3%, 6% and 9%) are compared in Fig. 17. With increasing
oxygen content, more oxygen is available to mix with the fuel stream,
and the reaction process is enhanced. This can be well indicated by the
expansion of the reactive region in the ﬂow, which is characterized by
chemical time scales (tauC) smaller than the ﬁxed threshold value of
0.1 s.
For the purpose of investigating how the model performs for varied
ﬂow ﬁeld, cases with diﬀerent fuel jet Reynolds numbers are simulated,
ﬁxing co-ﬂow oxygen content to 3%. The mean temperature proﬁles and
distribution of Cmix eq, values are presented in Figs. 18 and 19, sepa-
rately. The mean temperature proﬁles are mostly well predicted with
both solvers and parameter sets. The dyn2 model with OpenFOAM
solver gives some over-predictions at z= 120mm. While the dyn2
model with FL solver alleviates the over-prediction, except for the case
Fig. 18. Mean temperature proﬁles obtained for diﬀerent fuel jet Reynolds numbers (5 k, 10 k and 20 k), using two dynamic model formulations. OpenFOAM and
Fluent solvers.
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of Re=20 k. As for the Re=20 k at 120mm axial location, the dyn2
model with OpenFOAM solver gives overall more satisfactory predic-
tion. On the other hand, the FL solver with the dyn2 model shows non-
negligible over-prediction of temperature levels. Moreover, both dyn2
and dyn4 models with the FL solver show ﬂame extinction for the 20 k
case above z⩾ 150mm.
The Cmix eq, distribution with various fuel jet Reynolds numbers can
be appreciated in Fig. 19. The Re=5 k case shows a pronounced shear
layer between the co-ﬂow and fuel jet. This layer is progressively re-
duced when increasing the Reynolds number to 10 k and 20 k. The
reason is that the increased fuel jet velocity reduces the inter-facial area
and diminishes mixing [42]. Furthermore, for Re=20 k, there is a high
Cmix eq, region in the jet potential core and further downstream, the
Cmix eq, value close to centerline is increased with increased Reynolds
number. For a fully developed turbulent pipe ﬂow, the turbulent in-
tensity has a negative correlation with the Reynolds number, meaning
that higher Reynolds number jet breaks up later than the one with
lower Reynolds number [43,44]. Therefore, a larger mixing scale is
found for the case with higher Reynolds number, thus resulting in
higher τmix value and lower values of reacting fractions. This justiﬁes
the reduction of the temperature levels going from Re=5 k to
Re= 20 k, as seen in Fig. 18.
4.4. Inﬂuence of boundary conditions on CO prediction
The CO mass fraction proﬁles obtained with non-uniform and uni-
form boundary conditions are presented in Figs. 20 and 21. The mixing
model dyn2 is used and the chemical time scale is calculated with the
formation rate based approach. It is very clear that the use of non-
uniform boundary conditions helps to improve the CO predictions, as it
allows capturing the second radial peak, without impairing the pre-
diction of the ﬁrst peak for 6% and 9% O2 cases in Fig. 20. On the other
hand, the use of non-uniform boundary conditions worsen the CO
prediction at z= 30mm and z=60mm, for the 3% O2 case, and for all
O2 levels along the centerline. Regarding the temperature proﬁle (not-
shown here), using non-uniform boundary conditions corrects the
temperature peak over-prediction by the dyn2 model, while the cen-
terline value is under-estimated.
Fig. 21 shows the mean CO proﬁles obtained using the uniform and
non-uniform boundary conditions, when varying the fuel jet Reynolds
number. It can be observed that using the non-uniform boundary con-
ditions allows capturing the second CO peak, but it signiﬁcantly im-
pacts the accuracy in the reconstruction of the ﬁrst peak. Moreover, the
use of non-uniform boundary conditions leads to the global extinction
of the ﬂame for the case of Re=20 k, after z= 120mm (from the
burner exit).
5. Conclusion
In the current article, diﬀerent approaches for mixing time scale and
chemical time scale estimation are assessed and benchmarked, for their
use in the context of the Partially-Stirred Reactor closure. The
OpenFOAM and ANSYS Fluent 17.0 [21] solvers are compared on a
variety of cases, varying the oxygen content in the co-ﬂow and the fuel
jet Reynolds number. The inﬂuence of using non-uniform and uniform
boundary conditions is also assessed. The following conclusions can be
drawn:
– The dynamic mixing model can identify optimal local values of the
mixing time scale when compared to global approaches based on the
Kolmogorov and integral scales, or combination of the two. The
mean temperature proﬁle on axial 120mm location is well predicted
using a dynamic mixing model without compromising the prediction
at z= 30mm. Therefore, the appropriate mixing scale was found to
improve the prediction of the temperature and species proﬁles
(especially H2O) in the whole domain signiﬁcantly, and it is not only
in speciﬁc regions, as reported in the literature with other ad hoc
approaches.
– The decomposition of the source term Jacobian matrix is the most
accurate and time consuming method for the evaluation of the
chemical time scale. The approach based on the formation rates
provides the best compromise between accuracy and computational
cost, while the approach based on reaction rates may lead to in-
accurate results as it tends to over-predict the chemical time scales.
– The combination of the dynamic mixing model and the formation
rate based chemical time scale estimation approach performs the
best for applications under Moderate or Intense Low oxygen
Dilution combustion condition, with a wide range of oxygen levels
(3%, 6% and 9%) in the co-ﬂow and fuel jet Reynolds numbers
(Re=5,000/10,000 and 20,000).
– OpenFOAM provides overall more accurate results with respect to
Fluent for the current case. This might arise from the highly diﬀu-
sive nature of the Fluent code. Cases characterized by a more
complicated geometry will be analysed in the future.
– The use of non-uniform boundary conditions allows capturing the
second radial CO peak, while worsening the CO level along the
centerline and close to the axis.
The present study demonstrates the applicability of the Partially-
Stirred Reactor model under Moderate or Intense Low oxygen Dilution
combustion condition. Various approaches on chemical and mixing
time scales evaluation were compared and discussed comprehensively,
giving references to the application of Partially-Stirred Reactor model
Fig. 19. Mixing time constant Cmix distribution for the diﬀerent fuel jet
Reynolds number cases (5 k, 10 k and 20 k). Only the area of interest of the
simulation domain is shown. Legend unit: m. OpenFOAM solver.
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within non-conventional regime. A dynamic model on the estimation of
mixing time is evaluated, presenting superior performance than the
global models under a wide range of operation conditions. The CPU
time required by the dynamic model is comparable with the global
ones.
In industrial burners, a wide range of operation conditions exist
and the interactions between chemistry and turbulence are compli-
cated because of complex geometry. In this framework, the
availability of aﬀordable and accurate numerical tools is the key to
unlock the potential of new technologies which are able to deal with
a variety of energy vectors, ensuring high eﬃciency and low pollu-
tant emissions. The present work evaluates a novel implementation
of the Partially-Stirred Reactor model, based on the accurate esti-
mation of chemical and mixing time scales. Results show that it has
great potentiality for the simulation and development of large scale
industrial burners.
Fig. 20. Mean CO mass fraction proﬁles obtained using non-uniform and uniform boundary conditions. O2 mass fraction in the co-ﬂow: 3%, 6% and 9%.
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