Mark Zuckerberg's visit to Washington on the 10 th and 11 th of April may well turn out to be a defi ning moment of this century. The Facebook founder and CEO, whose main platform alone holds personal data of well over two billion people and shapes their lives and their outlook on the world, had been summoned to answer questions to the elected representatives of only 325 million US citizens, namely the US Senate and the House of Representatives.
Some of the senators, being old enough to have lived most of their lives before Facebook was even invented, didn't appear to grasp the signifi cance of the data-harvesting scandal that had brought Zuckerberg to Washington. Nor did they realise that the CEO's unelected power over 2.2 billion people by far exceeds their own political infl uence over a much smaller electorate.
On the second day, the House of Representatives proved a little more alert, asking a few probing questions which Zuckerberg chose not to answer. Thus, the existence of 'ghost profi les' collecting information about people who don't have a Facebook profi le was an issue that caused him some embarrassment. He also tried to evade questions about how much data about people's behaviour is stored, in many cases even when they aren't logged into their Facebook accounts.
And then there was the issue of what people may be doing with the kind of data that is produced from social media use. The scandalous misuse of data by Cambridge Analytica, which had triggered the inquest, was condemned because the app had used 270,000 consenting participants to indirectly harvest Facebook data of up to 87 million other users without their consent.
On the other side of the coin, there is also respectable academic research into human behaviour being conducted with the help of social media data and specifi cally designed apps. In the congress hearings, Zuckerberg appeared to be unfamiliar with this kind of research, even though it already has an established track record of published papers and is regularly reported in the media, partially due to the connection with the globally known brand Facebook.
Measuring minds
A leading research institute that has been using Facebook data for years is the Cambridge Psychometrics Centre. Originally set up in London in 1989, when John Rust won the contract from the Psychological Corporation to carry out a standardisation of the widely used Wechsler Intelligence Scale for Children (WISC) in the UK, the Centre relocated to Cambridge in 2005. At that point, Facebook, launched in 2004, was still an upstart rival to MySpace, but social networks were beginning to take off, providing social scientists with unprecedented opportunities to fi nd large numbers of volunteers for their studies online.
In its stated mission "To harness the power of methodologies from the psychometric and computational social sciences and big data analytics in predicting and understanding human behaviour and performance in the online environment," the Cambridge Psychometrics Centre was able to use Facebook and other social media sites to reach participants for their studies, which are based on personality tests, online games, and other apps that can be widely shared via the platforms.
One of the earliest examples of using Facebook in psychometric research was a study published in 2013. 
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The global use of the internet and social media platforms like Facebook offers unprecedented opportunities to study human behaviour with the help of big data and automated investigations. However, as recent events demonstrate, similar approaches can also be misused to manipulate people and political processes. New ethical norms may be required. Michael Gross reports.
Face value: Big datasets collected via the online social network Facebook have become a valuable research tool for psychology and social science, but have also created risks of surveillance and manipulation. (Photo: Michael Gross.) R528 Current Biology 28, R527-R548, May 7, 2018 collaborators, there had been over 40 journal publications investigating topics as diverse as well-being, wealth, music preferences, homophily, jealousy and linguistics", explains Vesselin Popov, business development director at the Centre. "Prior to this explosion in research activity, Facebook had been considered by most academics to be a curiosity or an object of study in its own right, as opposed to a serious research tool through which to investigate broader psychological problems. This shift in perspective came slowly and in step with changes in the platform itself, especially with regard to privacy settings, API availability and news feed functionality.
In a recent paper using the myPersonality Facebook app, David Stilwell from the Centre together with Michal Kosinski, now at Stanford University, USA, with Gilad Feldman in Maastricht, the Netherlands, and Huiwen Lian in Hong Kong, analysed the correlation between swearing and honesty. Using a small-scale interviewstyle test as well as a large-scale study of Facebook activity with more than 73,000 participants, the authors found that, by all measures analysed, there was a positive correlation between honesty and profanity (Soc. Psychol. Pers. Sci. (2017) 8, 816-826).
Over the last ten years, social sciences have been able to make good use of the new treasure trove of data, but the current status may be best described by the famous Facebook line "it's complicated".
"Since the early days of this research Facebook went from being an 'online directory' of a user's social connections -as Zuckerberg described it in 2005 -to the core service providing social experiences across the web. As the platform became more complex, it became more and more diffi cult for academics to gain access to," Popov notes. Some of the complexity arose in response to growing problems with attempts that were made to manipulate people via online platforms.
Manipulating minds
An early warning showing that the power of online social networks can not only help to understand what makes people tick but also manipulate their thinking came with the controversial study on 'emotional contagion' by Facebook employee Adam Kramer with Jamie Guillory and Jeffrey Hancock at Cornell University, all in the USA (Proc. Natl. Acad. Sci. USA (2014) 111, 8788-8790).
These researchers manipulated the news feeds of more than 689,000 Facebook users such that one group saw a feed depleted in posts expressing positive emotions, whereas the other group had a feed depleted in negative ones. Analysing the output of the users in terms of the emotional content of their own postings, the researchers found that those exposed to the gloomier news feeds were themselves more likely to express negative moods, while those whose feeds were artifi cially made more cheerful were felt themselves more likely to post happy material.
The study caused a media stir and was widely criticised as a blueprint for clandestine mood manipulation of large populations which could conceivably be used to swing elections. It was also reprimanded for failing to meet established standards for informed consent in psychological research, which is why the editors of PNAS published an editorial expression of concern, admitting that "the collection of the data by Facebook may have involved practices that were not fully consistent with the principles of obtaining informed consent and allowing participants to opt Since Page Likes remained public until recently, this research was pioneering in demonstrating to the public the extent to which digital footprints could reveal psychological information. The revelations highlighted the need for reforms in how data of this kind were used by commercial organisations, and raised public awareness of the potential value that could be extracted from Big Data.
The authors noted that the high degree of predictability from openly accessible information "may have considerable negative implications, because it can easily be applied to large numbers of people without obtaining their individual consent and without them noticing". However, they closed on an optimistic note expressing their hope "that the trust and goodwill among parties interacting in the digital environment can be maintained by providing users with transparency and control over their information, leading to an individually controlled balance between the promises and perils of the Digital Age".
The rapid growth of Facebook and widespread progress in the development of predictive methodologies enabled a step change in this work. "Within fi ve years of the myPersonality database being open sourced to academic With hindsight, this study seemed to be a foreboding of the crisis that Facebook now fi nds itself in, with allegations of manipulation spanning from the role of fake news in the 2016 US presidential election campaign (Curr. Biol. (2017) 27, R1-R4) through to the current revelations about Cambridge Analytica, which also have implications for that election.
The widely reported crisis revolves around an app developed by Cambridge University lecturer Aleksandr Kogan and deployed on Facebook in order to harvest user data. The app, called thisisyourdigitallife, presented a personality quiz, to which 270,000 Facebook users signed up, thereby giving consent to the use of their Facebook data for a scientifi c study.
The key violations that are now causing scandal are that the app was designed to also harvest Facebook data from tens of millions of Facebook friends of the participants, thereby violating the company's rules for app suppliers. Moreover, in contrast to the promise made to participants, Kogan is alleged to have sold the data to the company Cambridge Analytica, which used it to target political advertising in the 2016 election.
While Facebook has tried to limit the damage by conveying the impression that this was a one-off data breach that would no longer be possible under current procedures, Brittany Kaiser, a former Cambridge Analytica employee questioned by a UK parliamentary committee on March 17, said she was aware of several other apps that operated on the same principle, such that the number of users whose data were misused could be much larger than the 87 million cited at that point.
Apart from the issues of consent and illegitimate harvesting of personal data, the way the data were allegedly used in political advertising also raised concerns. With the power of detailed understanding of individual users' personalities, algorithms can make predictions regarding which kind of message in a political advert is most likely to swing the opinion of a given individual. Thanks to Facebook, it is then easy to display exactly that voteswinging advert to exactly the right person at the right time.
In the 2016 elections, Cambridge Analytica worked for the Ted Cruz campaign in the primaries, then for Donald Trump's team in the fi nal election. Concerns have been raised that advertising based on the use of illegitimate psychometric data may amount to manipulation that may affect the outcome of the election.
Trust and protection
Research that systematically makes people's minds analysable and predictable is a typical dual-use technology. It can do good for society, but it can also cause enormous damage if the power to manipulate ends up in the hands of people who may ruthlessly apply it to further their own cause.
How, then, can societies protect themselves against the misuse without blocking any positive uses? The new EU General Data Protection Regulation (GDPR), which comes into force at the end of May, has been mentioned in Zuckerberg's congress hearings as a positive step. Only a few days later, however, the company reportedly changed its rules to ensure that 1.5 billion users who are outside the EU, US and Canada, remain out of reach of the EU regulation, by moving the responsibility for their accounts from their international headquarters in Ireland to the main company site in the US.
The EU GDPR includes new rights for EU citizens to receive information about who is processing their data and for what purpose, and to request access to data an organisation holds about them, as well as the 'right to be forgotten'.
Scandinavian countries also offer an example of how big data can be used for both administration and research in a climate of transparency and mutual trust, with little fear of abuse. Authorities in Sweden, for instance, have an interconnected data pool about their citizens, which facilitates administration and also helps social scientists in their research.
Psychologist Ben Kenward of Oxford Brookes University, UK, who has also worked in Sweden, says that, apart from a culturally engrained trust and the sheer convenience of not having to shuttle documents between different departments, the trust is "part of the Swedish idea about reciprocal openness. Yes, the government knows a lot about you, but this goes both ways. Ordinary citizens can also fi nd out a huge amount about the workings of government and other authorities, and also about each other, by using the Swedish equivalents of freedom of information laws, which are quite something." Due to a rule enshrined in the Swedish constitution in 1766, "every Swedish citizen shall be Although Sweden, like other countries in Europe, has been affected by migration and a conservative backlash against it in recent years, recent studies fi nd that the general trust in media and government has hardly changed in the last 30 years.
In contrast to the mutual openness of the Scandinavian model, the algorithms that increasingly run the lives of all internet users remain black boxes to them. When Mark Zuckerberg says that Facebook users have control over the data they share, he forgets to mention that he means only the data they share with other Facebook users. As many examples revealed in recent weeks have shown, they have no control over the data they share with Facebook's algorithms.
The data-hungry system, it was alleged, keeps collecting your data even after you have logged off from Facebook, and it also records the thoughts you typed into a message window but erased again before sending them. It is this kind of surveillance and the huge potential for its abuse by unscrupulous operators that should concern users and also researchers using social media data.
Where can psychology go from here? Some say that big data doesn't hold all the answers, and maybe its temptations should sometimes be resisted. Chris Frith from University College London cautions that "There is a danger in thinking that, if you have enough data, the truth will emerge without the need for thought (or hypotheses). Big data will generate lots of false positives and misleading results due to over-fi tting."
Similarly, a recent editorial warned that "studies should not be done just because the data are there" (Nature (2018) 555, 559-560). The editorial also admonishes that "Ethics training on research should be extended to computer scientists who have not conventionally worked with human study participants." Maybe that ethics training could even be extended to all IT developers. As artifi cial intelligence is poised to gain more and more infl uence over our lives, it may be worth reminding developers that on the other side of the screen they are dealing with actual people. Our imaginations are captured by reports of seeds, sometimes hundreds if not thousands of years old, germinating after being removed from lake sediments, archaeological digs or archives. Yet most of the time we pay little regard to these mobile buds that disperse the genes of gymnosperms and angiosperms in time and space.
Morphological, physiological and biochemical features -food reserves, viability and environmental resilience -that make seeds so evolutionarily successful are the same features that make them important in our everyday lives. Directly or indirectly, seeds are staple foods for most of the world's human population, whilst seed technologies are central to how the products of plantbreeding programmes are released to farmers. Furthermore, over the last two decades, seeds have come to symbolise our efforts to balance the conservation and exploitation of plant diversity in the Anthropocene. The work of Soviet geneticist Nikolai Vavilov and his collaborators in the fi rst half of the 20 th century on creating global seed collections of economically important species laid the foundations of the seed banks that eventually blossomed in the latter half of the century.
Seeds are politicised because of the economic value of plant traits, consumer concerns over food supplies and the intimate associations among seed movement, trade and exploitation. Seed movements across the planet have been closely bound with our attitudes towards the natural world and ideas of ownership, value and ethical use of natural resources for centuriesideas that vary among cultures and across time and place.
Nineteenth-century American folk legend John 'Johnny Appleseed' Chapman scattered native and nonnative tree and herb seeds across northeastern North America, whilst James Morrow, a horticulturalist on Matthew Perry's 1853-1854 gunboat diplomatic mission to force Japan to open up to American trade, used seeds as gifts to obtain information about Japanese plants and their cultivation. The Englishman Henry Wickham extracted rubber seeds from Brazil, returned them to Britain and laid the foundations for the southeast Asian rubber plantations. In 1992, the Convention on Biological Diversity recognised the responsibilities nation states have for the biological diversity within their borders, whilst the Nagoya Protocol has placed explicit responsibilities on the users of such diversity. In our eagerness to move plants across the planet, we have also created ecological problems, mediated by seeds, such as the globalisation of invasive species.
Despite their importance in our lives, and the infl uences they have had on how our societies have evolved, we use only a fraction of the planet's seed diversity. One aim of The Book of Seeds is to make us think again about seeds, revealing the beauty of their diversity. The seeds chosen are a "selection of the most useful, tasty, nutritious, poisonous,
