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Recent high-precision measurements employing different experimental techniques have unveiled
an anomalous peak in the doping dependence of the London penetration depth in iron-pnictide
superconductors at the optimal composition associated with the hidden antiferromagnetic quantum
critical point. We argue that finite temperature effects can be a cause of observed anomalies.
Specifically we show that quantum critical magnetic fluctuations under superconducting dome can
give rise to a nodal-like temperature dependence of both specific heat and magnetic penetration
depth in a fully gaped superconductor. In the presence of line nodes in the superconducting gap
fluctuations can lead to the significant renormalization of the relative slope of T -linear penetration
depth which is steepest at the quantum critical point. The results we obtain are general and can be
applied beyond the model we use.
Introduction. Quantum phase transitions and quan-
tum criticality are among the central concepts in the
physics of correlated electrons [1, 2]. In general, quan-
tum fluctuations (QF) near magnetic e.g. spin-density-
wave (SDW) quantum critical point (QCP) give rise to
non-Fermi liquid behavior that manifests in singularities
and nonanalyticity of various electronic characteristics
[3–6]. This problem is further enriched in the situations
when magnetic instability competes with superconduc-
tivity (SC) [7–11], Fig. 1(a). This is the case in the con-
text of cuprate- and iron-based superconductors where
interest to the topic is constantly fueled by a multitude
of experimental activities (for the recent detailed reviews
see e.g. [12, 13] and references herein).
(a) (b)
FIG. 1. Phase diagram of the (a) magnetic SDW quantum
criticality without SC, and (b) with SC coexistence. In the
superconducting case the fan region extending away from the
QCP represents an anomalous part of the phase diagram
where nodal-like behavior of gaped fermions emerges.
The key signatures of QCP behavior in SCs include
correlated anomalies in both transport coefficients and
thermodynamic properties, which emerge in different
temperature regimes of the phase diagram when system
is tuned by an external control parameter (e.g. doping
x) to an optimal composition xc. Indeed, some of these
anomalies persist in the normal state such as linear-in-
T resistivity observed in various materials at xc [14–18].
It is typically accompanied by anomalies in the trans-
verse Hall and thermoelectric responses [19–21]. When
the system is brought to the proximity of the phase
transition, then thermally activated fluctuations of mag-
netic and superconducting orders start to play a dom-
inant role. This translates into the nonmonotonic dis-
continuity of the specific heat jump which also peaks at
xc [22–24]. When the system is cooled into the super-
conducting state, quantum fluctuations proliferate and
their effect becomes most pronounced near the transi-
tion line that separates pure superconducting and mixed
phase coexisting with magnetism that ultimately termi-
nates at the QCP. Near that region one often detects
an enhanced critical supercurrents [25], and observes the
apparent sharp peak in the magnetic penetration depth
[26–30].
In part motivated by these results, the interplay of pos-
sible magnetic and structural quantum phase transitions
shielded by the superconductivity was a subject of an im-
mediate scrutiny [31]. In a parallel vein of studies, various
models of Planckian resistivity were proposed [32–35],
thermal and electrical transport properties across antifer-
romagnetic quantum transition were considered [36], and
further extensions to anomalous Hall phenomena were
developed [37, 38]. Thermodynamic signatures of QCP
were analyzed theoretically in the context of the specific
heat [39–41] and Josephson effect [42, 43]. However, de-
spite much of the efforts [44–49] there is no consensus
on the explanation of the observed peak in the London
penetration depth.
In this work we show that finite-temperature effects
of quantum SDW fluctuations yield anomalous thermo-
dynamic properties of gaped fermions with pronounced
power-law dependencies in both specific heat and pene-
tration depth which is reminiscent of that of nodal su-
perconductors. We also demonstrate generality of these
results, in particular robustness to effects of disorder.
Disorder model of SC-SDW coexistence. We
adopt the two-band model which is defined by the
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2Hamiltonian [39, 48]: H = H0 +Hsdw +Hsc +Hdis. The
first term describes non-interacting fermions occupying
two (one electron- and one hole-like) bands: H0 =∑
k ξkΨ
†
kτ3ρ3σ0Ψk, where we take simple parabolic
band dispersion ξk = k
2/2m − µ, defined relative to
the chemical potential, µ, and all momenta are counted
relative to the center of the corresponding pocket.
Ψ†k = (cˆ
†
k↑, cˆ
†
k↓, -cˆ−k↓, cˆ−k↑, fˆ
†
k↑, fˆ
†
k↓, -fˆ−k↓, fˆ−k↑) is
composed of electron-c and hole-f creation/annihilation
operators. Three sets of Pauli matrices (τ, ρ, σ) operate
in the band, Nambu and spin spaces, respectively. The
second term describes magnetic inter-pocket interaction
between fermions Hsdw = −(gsdw/2)
∑
Q SQS−Q,
where the magnetization fluctuation at momentum
Q is SQ = (1/2)
∑
k Ψ
†
k+QΞΨk, Ξ = τ1ρ0σ. The
third term captures pairing interaction and in the
model of s± order parameter changing sign be-
tween the hole and electron pockets takes the form,
Hsc = −(gsc/2)
∑
k Ψ
†
k(τ3ρ1σ0)Ψk. In this low-energy
description we impose high-energy cutoff Λ, and consider
only angle-independent interactions in the SDW channel
and in the s± SC channel with the couplings gsdw
and gsc. With the last term we introduced a disorder
potential into the problem. We account for two types
of scattering processes: the intra-band disorder with
potential U0, which scatters quasiparticles within the
same band, and inter-band scattering between the
Fermi pockets mediated by the potential Upi. In the
basis of spinors Ψk the disorder term reads Hdis =∑
kk′Rj Ψ
†
k [U0(τ0ρ3σ0) + Upi(τ1ρ3σ0)] Ψk′e
i(k−k′)Rj ,
where summation goes over the random locations Rj
of individual impurities. When performing disorder
averaging within the self-consistent Born approximation
we assume that concentration of impurities is nimp.
This naturally introduces two scattering rates into the
model Γ0,pi = piνFnimp|U0,pi|2/4, where νF is the total
quasiparticle density of states at the Fermi energy [50].
The mean-field (MF) analysis of this model proceeds
in a standard way by decoupling interaction terms via
Hubbard-Stratonovich transformation with magnetic M
and superconducting ∆ order parameters, and integrat-
ing out fermions [39, 48]. In this treatment, the pure
SC transition temperature Tc is suppressed only by the
inter-band scattering as described in accordance with the
Abrikosov-Gor’kov scenario ln
(
Tc0
Tc
)
= ψ
(
1
2 +
Γpi
piTc
)
−
ψ
(
1
2
)
, where Tc0 ' Λe−2/νF gsc and ψ(x) is the di-gamma
function. This is similar to the equation for Tc in con-
ventional single-band s-wave superconductors with mag-
netic impurities, and in the unconventional d-wave super-
conductors with potential impurities. In contrast, pure
SDW transition temperature Ts is suppressed by the to-
tal scattering rate, ln
(
Ts0
Ts
)
= ψ
(
1
2 +
Γ0+Γpi
piTs
)
− ψ ( 12),
where Ts0 ' Λe−2/νF gsdw . As a result of different sensi-
tivity to disorder, there exists a finite parameter range in
Γ0,pi where both orders M and ∆ can coexists simulta-
neously. The magnetic QCP is defined by the condition
Ts(∆) = 0, which corresponds to M = 0 for certain val-
ues of Γ0,pi, see Fig. 1 for an example. At this point
we note that usually stability of QCP in disordered sys-
tems is analyzed through the prism of the Harris criterion
[51, 52], namely when disorder is introduced on top of the
control parameter that defines QCP. In the model con-
sidered here, it is disorder itself that defines QCP and,
as we show below, controls fluctuations around it.
SDW fluctuation propagator in SC state. Ex-
tending theory beyond the mean field we consider the
critical fluctuations that mediate an effective interaction
in the spin channel (Sz) represented by the propaga-
tor LQ,Ωm =
(
g−1sdw −ΠzQ,Ωm
)−1
. The polarization op-
erator, ΠzQ,Ωm = Tr[Ξ
zGQ+k,ωm+ΩmΞ
zGk,ωm ] is defined
via the disorder averaged Green functions, [Gk,ωm ]αβ =
− ∫ T−1
0
dτeiωmτ 〈Ψkα(τ)Ψ†kβ〉. The trace includes convo-
lution over all the indices and the summation over the
Matsubara frequency and momenta Tr =
∫
k
T
∑
ωαβ .
The critical paramagnon described by the spin cor-
relation function in LQ,Ωm softens towards the QCP,
g−1sdw − ΠzQ,Ωm = piνF
(
γ +Q2/Q2c + Ω
2
m/Ω
2
c
)
reached at
Γ0 = Γc such that, γ(Γ) ≈ γ′±|Γ − Γc|, γ′± = |dγ/dΓ|
taken at Γ = Γc ± 0+. We find in this model rather
generally that the QCP is located at Γc = 2piqTc0 where
precise numerical value of q depends the choice of two
ratios between scattering rates and bare interaction pa-
rameters. Furthermore, while the ratio γ′+/γ
′
− can be
arbitrary, the low-energy expansion coefficients Qc and
Ωc may be computed right at the QCP. Further details
and generalities of calculation of LQ,Ωm are relegated to
Ref. [55].
Specific heat near QCP. We now focus on the
impact of quantum SDW fluctuations on the low-
temperature behavior of the specific heat inside the dome
of s± superconductivity. Recall that at the level of the
mean-field analysis, the low-T asymptotic behavior of
the specific heat in a fully gaped SC state is exponen-
tial CMF ∝ (∆/T )3/2e−∆/T for T  ∆. Our intent is
to investigate the fate of this result as the system ap-
proaches a QCP by accounting for the extra contribution
of the spin fluctuations. Following the standard proce-
dure, we integrate out these soft magnetic modes from
the action. At the Gaussian level we thus get a renor-
malized free energy of a superconductor per unit layer
area F = FSC(∆,M) + δFQF that can be expressed in
terms of the SDW propagator,
δFQF
T
=
N
2
Tr ln
[
L−1Q,Ωm
]
, (1)
where N counts the number of soft modes. In our model
N = 3 at x > xc and N = 1 at x < xc as only the
longitudinal mode has a mass changing with Γ. The
factor 1/2 is present because the commensurate para-
magnons are represented by a real boson fields. Next,
3performing the Matsubara sum, and separating temper-
ature independent term, one can easily analyse limit-
ing cases for the corresponding specific heat correction
δCQF = −T∂2T δFQF. We thus find in a broad regime of
temperatures ∆QCP < T < ∆,
δCQF =
9ζ(3)
pi
(
vFQc
Ωc
)2(
T
vF
)2
, (2)
where we introduced gap to QCP as ∆QCP(Γ) =√
γ(Γ)Ωc. The most striking feature of this result is that
proliferation of quantum fluctuations to finite tempera-
tures gives a power-law instead of exponential behavior
even in the presence of a full SC gap. As is known, a
power-law in the specific heat occurs only in the uncon-
ventional superconductors having nodal structure of the
gap. In particular ∝ T 2 is a characteristic of a gap struc-
ture with first-order nodes at isolated points.
We note that the details of the microscopic model enter
Eq. (2) only via the ratio vFQc/Ωc so that T
2 depen-
dence is a model independent result. Furthermore, as
Γc/2piTc0  1 for a broad range of parameters, then to
a good approximation vFQc = ∆
√
pi and Ωc = ∆
√
pi/2
leading to a universal result, δCQF =
18ζ(3)
pi
(
T
vF
)2
. Ulti-
mately, at the lowest temperatures, T < ∆QCP, specific
heat crosses over to exponential dependence, δCQF ∝
(∆QCP/T )e
−∆QCP/T . We note that the same conclusion
has been reached independently in the considerations of
a different model [41].
(a) (b)
FIG. 2. (a) Contour plot of the London penetration depth
λ−2(Γ, T ) (arb. units) calculated within the MF theory ap-
proximation as a function of temperature and disorder scat-
tering rate Γ0 assuming Γpi = 0.4Γ0. We note that already at
the MF the width of the region in which λ−2 has maximum
values narrows upon an increase in temperature. (b) Normal-
ized quantum fluctuation correction to the electromagnetic
response kernel [Eq. (6)] as a function of the proximity to the
QCP gap, γ, showing emergent peak.
Penetration depth near QCP. We turn our atten-
tion to the anomalies in the magnetic penetration depth,
λ(T, x), where numerous recent measurements [26–30] re-
vealed a distinct peak in the low-temperature limit T 
∆ concentrated around the putative QCP x → xc. The
model we explore in this study with x = Γ is perhaps best
suited to experiments of Ref. [30] on Ba(Fe1−xCox)2As2.
This material is in the disordered limit with fully gaped
Fermi surface as opposed to BaFe2(As1−xPx)2, which is
rather clean system that displays nodal superconductiv-
ity. However, the arguments we put forward are rather
generic, and in fact apply to both compounds.
It is natural to account for soft bosonic modes in the
fermionic electromagnetic response function that defines
λ(x, T ). However, the one-loop fluctuation correction
while giving a good approximation outside the critical
region, is inapplicable inside this region. In the present
context, this implies that as a matter of principle, the
character of the λ(x) singularity cannot be determined
on the level of a one-loop approximation. Indeed, the
mean field theory predicts a deep in λ(x) [48, 53, 54],
see also Fig. 2 for the further illustration. Therefore, in
order to turn the deep into a peak the fluctuation cor-
rection must exceed the mean field value. According to
the Ginzburg criterion, however, this cannot happen in
the region of validity of one-loop approximation. For this
reason, the problem has to be solved inside a critical re-
gion, and is essentially non-perturbative.
Such a solution valid in critical region is possible at
T = 0 for the model of electrons coupled to critical bosons
with the mass term ∝ (x− xc) [45]. In this model there
is a universal relation between the critical scaling of λ at
x above and below xc. When the bosons are viewed as
collective fermion excitations as captured by LQ,Ωm such
a universal relation is lost as the ratio of the paramagnon
masses at x = xc ± δ is a model dependent number,
while in e.g. Ising boson theory it is 2. In our specific
model this number, γ′+/γ
′
− is a non-universal function of
Γ0,pi (see [55]). Despite this discrepancy with the purely
bosonic approach, the x dependence of λ established in
Ref. [45] remains monotonic in our model as well. This
leaves us with the puzzle of the peak in λ(x).
Our resolution to this puzzle builds on the strong x
dependence of the T -dependent part of the penetration
depth, λ(T ) − λ(T = 0). In distinction with the T = 0
case, at the mean field level λ(T )−λ(0) ∝ e−∆/T is sup-
pressed exponentially at T  ∆. Therefore, just outside
the critical region the one-loop correction gives a reliable
estimate of fluctuation correction to λ(T ) − λ(0). This
correction yields the peak in λ(T ) at the temperatures
T & ∆2/EF  ∆.
To quantify these statements we express the fluctua-
tion correction to λ = λ0 + δλQF through the correction
to the static, long wave length limit of the current corre-
lation function K = K0 + δKQF,
δλQF
λ0
= −δKQF
2K0
, K0 =
1
2
νF e
2v2F , λ
−2
0 =
4pi
w
K0,
(3)
where w is the inter-layer separation as appropriate to
the quasi-2D systems. The one-loop correction of the
electromagnetic kernel KQF contains both effective mass
renormalization, captured by the density of states (DOS)
type diagrams, and vertex renormalization expressed by
the Maki-Thompson (MT) type interference processes.
4The Aslamazov-Larkin vertex corrections cancel for the
case when the gaps on hole and electron Fermi surfaces
are of equal magnitude (and opposite sign), which is im-
plicit in our model. The cancellation occurs at the level
of fermionic triangular blocks as for each block there are
two ways to arrange electron and hole Green’s function
lines and their corresponding momenta which cancel each
other. We thus have
∂γδKQF =
N
2
e2v2F Tr [∂γLQ,Ωm ]Fl, Fl = FDOS+FMT.
(4)
Apart from excluding transverse spin excitations, taking
the derivative of δKQF makes the integration over the
boson energies and momenta convergent at the ultra-
violet. This means that at γ  1 the important val-
ues of Q and Ω are within the region of applicability
of low-energy expansion of LQ,Ωm assumed above. At
the same time the integrations over fermion and bo-
son energies and momenta in Eq. (4) factorize, and the
fermionic loop Fl can be taken at zero boson energy
and momentum (Q,Ωm) → 0. The factorization in
Eq. (4) is possible thanks to the energy scale separa-
tion of fermions, ∆ and bosons ∆QCP  ∆. The in-
dividual terms are FDOS = 2 Tr
[
V 2SGτ3Ξ
zGΞzGτ3
]
and
FMT = Tr
[
V 2SGτ3GΞ
zGτ3GΞ
z
]
, where, the spin vertex
renormalization VS can be evaluated at (Q,Ω)→ 0 taken
in any order due to the non-conservation of the magneti-
zation. For Γpi = 0, VS = (1+Γ0/
√
∆2 + ω2)−1, where ω
is a frequency argument of Green functions. In the wide
range of parameters (T,Γc) ∆, Fl ' νF /∆2.
We further separate δKQF = δKQCP + δKSDW
into zero-temperature (δKQCP) and finite-temperature
(δKSDW) terms. For the former we straightforwardly find
in a limit, Γc  ∆
δKQCP
K0
= −
√
pi
2
3piN
16
∆
EF
√
γ (5)
up to a constant with the Fermi energy, EF = piνF v
2
F /4.
This result applies at both sides of QCP, and comple-
ments a similar calculation in a paramagnetic phase done
in a band model of the QCP [44]. This result gives
positive correction to the penetration depth, however as
we discussed above, is insufficient to turn it into a peak
within the validity of perturbative analysis. To elucidate
this point, we introduce the Ginzburg parameter given
by a
√
γ such that the fluctuation correction, ∂γδKQCP
becomes comparable to the mean field value. From (5),
Gi = ∆/EF . It follows that the loop expansion is series
in powers of Gi/γ. For instance, the two-loop contribu-
tion can be estimated to give a correction to δKQCP/K0
of the form, Gi2γ−1/2, see [55].
We proceed to analyze the temperature dependent part
of the response kernel. After the Matsubara sum we ar-
rive at
∂γδKSDW
K0
= −N
2pi
Ω4cFl
ν2F
∫
Q
f(EQ/2T )
E3Q
, (6)
where EQ = Ωc
√
γ + (Q/Qc)2 and f(z) = coth(z)− 1 +
z/ sinh2(z). In the temperature range above the QCP
gap, ∆QCP < T < ∆, we find for the penetration depth
δλQF
λ0
=
N
8
T
EF
ln
(
1
γ
)
. (7)
so that the peak height is estimated as δλmaxQF /λ0 '
(T/∆)Gi ln(1/Gi). At temperatures within the QCP gap,
T < ∆QCP, we instead find an exponential dependence
δλQF/λ0 ∝ e−∆QCP/T . The linear in T result holds
in both paramagnetic and magnetically ordered phases.
The only difference originates from the difference in the
coefficients γ′± describing the paramagnon softening in
the two phases as introduced above.
To address implications of these results in light of
experiments we stress that measurements of Ref. [30]
on Ba(Fe1−xCox)2As2 were carried out at T ∼ 4.5K
(with maximal Tc ∼ 25K), whereas measurements of
Ref. [26] on BaFe2(As1−xPx)2 were done at T = 1.2K
(with maximal Tc ∼ 30K). In the Co-doped case we in-
terpret the emergence of the peak as due to SDW fluc-
tuations at finite temperature once the system is tuned
into the anomalous region by doping so that λQF from
Eq. (7) dominates over suppressed mean field behavior
δλMF ∝ e−∆/T . This is exemplified in Fig. 1(b) and
further in Fig. 2(b). In addition, due to renormalization
of fluctuations by finite M in the phase of coexistence
the structure of the peak should be non-symmetric from
both sides of QCP. This is supported by our model anal-
ysis and is in qualitative agreement with observations.
In contrast, in the P-doped case a clear linear-T depen-
dence of λ was seen and attributed to the nodal struc-
ture of the gap. However, it is crucial to point out that
the slope of this linear behavior was changing with dop-
ing attaining a maximum at QCP (see Fig. 3 of Ref.
[26]). We attribute this enhancement to SDW fluctua-
tions which also result in linear-in-T penetration depth
as we show in Eq. (7). A signature of the peak was also
detected in (Ba1−xKx)Fe2As2 [28] concomitant with non-
monotonic doping dependence and change in δλ ∝ Tn
power-law [56]. While SDW fluctuations certainly play
an important role near QCP, interpretation of the data in
the whole range is difficult as K-doped system displays
a series of Lifshitz topological phase transitions result-
ing in gaped-to-nodal change of the pairing gap. Addi-
tional complications come from apparent narrow dome of
s+ is′ superconductivity separating gaped and nodal re-
gions [24] capturing which is beyond our two-band model.
Summary and outlook. In this work we studied the
interplay of magnetism and superconductivity in the con-
text of iron-pnictides. Our principal results are Eqs. (2)
5and (7) for the temperature dependence of the specific
heat and the London penetration depth, respectively, due
to QCP. These results are significant as power-law T -
dependence of thermodynamic properties of SCs is used
as a hallmark diagnostic for their unconventional char-
acter, namely determination of the types of the nodes of
superconducting order parameter. Yet we demonstrate
that even in the presence of the full gap such behavior
can be promoted by the quantum criticality under the
dome of superconductivity.
We further comment that there remain some unre-
solved issues that warrant additional studies. In particu-
lar, a double-peak structure was detected in the penetra-
tion depth measurements in NaFe1−xCoxAs [49]. This
remarkable feature was attributed to the second puta-
tive QCP of nematic origin. However, the mere state-
ment of multiple possible QCPs under the SC dome is
at odds with the state of the theory [31] that predicts
that magnetic and nematic transitions merge together
into the weak first-order quantum critical line that thus
terminates at a single QCP.
In closing, we mention that our results open inter-
esting perspectives for the studies of transport proper-
ties due to QCP, specifically for the optical conductivity
and thermoelectric effects, where one may hope to ob-
tain anomalous frequency and temperature dependencies
due to quantum fluctuations. It is also of special inter-
est to investigate the QCP behavior due to the interplay
of charge-density-order and superconductivity, which is
highly relevant to cuprates.
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