This study developed a wavelet transformation and nonlinear autoregressive (NAR) artificial neural network (ANN) hybrid modeling approach to improve the prediction accuracy of river discharge time series. Daubechies 5 discrete wavelet was employed to decompose the time series data into subseries with low and high frequency, and these subseries were then used instead of the original data series as the input vectors for the designed NAR network (NARN) with the Bayesian regularization (BR) optimization algorithm. The proposed hybrid approach was applied to make multi-step-ahead predictions of monthly river discharge series in the Weihe River in China. The prediction results of this hybrid model were compared with those of signal NARNs and the traditional Wavelet-Artificial Neural Network hybrid approach (WNN). The comparison results revealed that the proposed hybrid model could significantly increase the prediction accuracy and prediction period of the river discharge time series in the current case study.
INTRODUCTION
River discharge prediction for any time interval (yearly, monthly, daily or hourly) is essential for planning various activities in the river catchment management (Wei et 
).
In the last few decades, the artificial neural network (ANN) has been successfully employed to various different fields including hydrological flow estimation and prediction and prediction accuracy compared to other traditional models. Wavelet transformation analysis is therefore becoming a popular analysis technique due to its ability to reveal simultaneously both spectral and temporal information within one signal (Nourani et al. ) . This method advances Fourier analysis, where the basic shortcoming was that the Fourier spectrum contained only globally average information (Wei et al. ) . Wavelet transformation is able to decompose a time series into its subseries and capture useful information at different resolution levels, and thus it has been to analyze data and make forecasting.
Two essential contributions to this topic are Murtagh et al. () and Adamowski () . The former employed wavelet transformation as a mean of handling time series data when future data are unknown. The latter developed forecasting models based on wavelet and cross-wavelet constituent components, which displayed that the proposed models can be used with great accuracy as a stand-alone forecasting method for short-term river flood. For the WNN hybrid model, it was first proposed by Aussem et al. 
STUDY AREA AND MATERIALS

METHODS
In this study two modeling techniques, nonlinear autoregressive (NAR) artificial neural network and discrete wavelet analysis (DWA) were used. We used MATLAB Wavelet Various methods can be used for data normalization
Overfitting is one of the common problems that usually occurs during neural network training, in which the error on the training set is driven to a very small value, but when new data are presented to the network the error is large ( 
where msereg means the regularization mse, γ is the performance ratio, w, msw are the weights of network mse, and their average, respectively.
Discrete wavelet analysis
Wavelet analysis (WA) is a promising time-frequency technique for signal analysis, and has several advantages over 
where W f (a,τ) are the wavelet coefficients, t is time interval, f (t) presents the input signal, ψ(t) is a base wavelet function also called the mother wavelet, * corresponds to the complex conjugate of ψ(t), a is a scaling factor stretching or compressing the mother wavelet to the frequency of the signal, and τ is a translating factor shifting the mother wavelet to the time domain of the signal.
Equation (4) presents that the wavelet transformation is the decomposition of f (t) under different resolution levels (scales).
However, continuous wavelet transformation calculates wavelet coefficients at every possible scale, which is a time consuming process producing excessive (often redundant) amounts of data. Thus DWT is usually used in practice. It can be expressed by:
where (ψ a,τ (t)) can be written as:
Therefore, the discrete wavelet transformation can correspondingly be expressed by:
The simplest and most efficient practice is that scales and position are selected based on the powers of two logarithms, called dyadic scales and positions (Mallat ) . That is, let a 0 ¼ 2, τ 0 ¼ 1, then the discrete wavelet transformation becomes a binary one:
W f (a, τ) and W f ( j, k) can reflect the characters of the original time series in frequency (a or j) and time domains (τ or k). When a or j is small, the frequency resolution is very low, but the time domain is very high. When a or j become large, the frequency resolution is high, but the time domain is low.
As a discrete time series f (t), in which f (t) occurs at discrete integer time steps t, the dyadic discrete wavelet transformation can be written as:
The input signal can be reconstructed using the equation:
In this equation, wavelet coefficients W f ( j,k) are divided into an approximation (or low frequency) coefficient (cA n ) at level n through a low pass filter l(ψ i,k (t)), and detail (or high frequency) coefficients (cD1, cD2, cD3,…, cD n ) at different levels 1, 2,…, n through a high pass filter h(ψ i,k (t)) (Figure 2(b) ). cA n provides background information on the original signal, while cD1, cD2, cD3,…,cD n contains the detail information on the original signal such as period and break, jump. Then the original signal can be expressed as:
or simplified to the form:
where A n (t) is the approximation of the original signal at level n, and D n (t) is the details of the original signal at levels n ¼ 1, 2, 3,…, m.
RESULTS AND DISCUSSIONS
The two modeling techniques, discrete wavelet analysis (DWA) and NAR artificial neural network, were integrated to produce a Wavelet-NAR network (WNAR) hybrid model. This hybrid modeling approach integrates the advantages of wavelet transformation and artificial neural network models, and this process included two steps: (1) The river discharge time series, i.e. a signal, was decomposed with DWT into an approximation (An) with low frequency, and details (D1, D2,…, Dn) with high frequency; and (2) these subseries were collectively used as the input for the NAR network, with the original series as the target. We used these subseries collectively so that all the information of the original is maintained.
We compared Wavelet-NAR hybrid modeling results with those from the single NAR network in two steps. Firstly, we compared them under the same network structure. Secondly, we compared the results of Wavelet-NAR with those of the improved NAR network. The correlation coefficient (R), root mean squared error (RMSE), mean absolute error (MAE), and mean absolute relative error (MARE) were used to evaluate the model accuracy in general. In addition, extreme error indices (Wei et al. ) , maximum absolute relative error (ARE mx ) and minimum absolute relative error (ARE mn ) were used to measure the model performances to predict river discharge at certain time points. Absolute relative errors of maximum discharge (ARE mxd ) and minimum discharge (ARE mnd ) are employed to assess the model accuracy to predict the highest and lowest discharges. These evaluation indices are defined by Equations (13)- (18). 
Network training processes
We used a three layer network structure (p, d, m, n) for training both WNAR and NAR network models, in which p is the input vectors, d is the feedback delay, m is the neurons in the hidden layers and n is the output vectors. While two methods, early stopping and regularization, could be used to solve the overfitting problem as both these methods can ensure network generalization when applied properly; for a small data set, however, Bayesian regularization provides a much better generalization performance than early stopping (Wei et al. ) . This is because Bayesian regularization does not need a validation data set separated from the training data set, and consequently can utilize all available data. BR was 
Significance of time delay
The adequacy of the model was evaluated by checking if time delay in the model is significant in terms of error 
Training results evaluation
The results of model performances of training are presented in Table 2 . In terms of largest correlation coefficients, the WNAR hybrid models displayed much stronger correlation between observed values and fitting value than those of NARN1 and (0.061) also proved that the WNAR hybrid model had much stronger prediction ability than single NARN models, especially for the highest and lowest discharge events, even though the NARN2 model also increased the prediction ability of the highest and lowest discharge (Table 4) .
Prediction of river discharge
The visualized comparison results of the 48 months (i.e. 4-year period) ahead predictions of the WNAR hybrid model and observations are illustrated in Figure 6 . The detailed comparison of the predicted results of the However, since three time series data set in only one river site were used for the simulation and prediction analysis of WNAR artificial neural network, studies on more rivers are required to conclusively prove the advantages of the proposed Wavelet-NAR network modeling approach. 
