For a conjugation C on a separable, infinite dimensional, complex Hilbert space H, the set SC of C-symmetric operators on H forms a weakly closed, selfadjoint, Jordan operator algebra, which has been studied under the name of Cartan factor of type II. We study SC in comparison with the algebra B(H) of all bounded linear operators on H, and develop some algebraic properties of SC as well as some properties of individual elements.
Introduction
In linear algebra, there is a lot of work on complex symmetric matrices (that is, M = M T ). The study concerning such matrices has deep classical roots, which can be traced back to the work of L.-K. Hua on automorphic functions [31] , N. Jacobson on projective geometry [32] , I. Schur on quadratic forms [46] , C. Siegel on symplectic geometry [48] , and T. Takagi on function theory [49] . It has long been known that complex symmetric matrices are closely related to univalent function theory [15, 16] . The theory of complex symmetric matrices has many applications even in engineering disciplines (see [19] for details).
In their paper [20] , Garcia and Putinar initiated the study of complex symmetric matrices in the setting of operator theory. To proceed, we introduce some terminology.
Throughout the following, we denote by H a separable, infinite dimensional, complex Hilbert space equipped with an inner product ·, · , and by B(H) the collection of bounded linear operators on H. Let C be a conjugation on H, that is, C is conjugate-linear, invertible with C −1 = C and Cx, Cy = y, x for all x, y ∈ H. An operator T ∈ B(H) is called Csymmetric if CT C = T * . We denote by S C the collection of C-symmetric operators on H. If T is C-symmetric for some conjugation C, then T is called a complex symmetric operator (CSO, for short). Following Garcia and Wogen [22] , we let S(H) denote the collection of CSOs on H. Thus S(H) = ∪ C S C , where the union is taken over all conjugations on H. Later we shall show that all these S C 's are mutually unitarily equivalent (see Corollary 2.3). So, up to unitary equivalence, S C contains all complex symmetric operators on H.
Given a conjugation C on H, note that there exists an orthonormal basis (onb, for short) {e n } of H such that Ce n = e n for all n ≥ 1. Thus an operator T on H lies in S C if and only if T e i , e j = T e j , e i for all i, j, that is, T admits a symmetric matrix representation with respect to {e n } (see [24] ). Thus S C is essentially the collection of infinite dimensional symmetric matrices, which determine bounded linear operators on l 2 (N).
The class of CSOs is surprisingly large and includes the normal operators, the binormal operators, the Hankel operators, the truncated Toeplitz operators, and many integral operators. Since [20] , the study of CSOs has received much attention, and many significant results have been obtained (see [18, 21, 22, 23, 24, 25, 26, 54, 56] for references). In particular, CSOs are closely related to the study of truncated Toeplitz operators, which was initiated in Sarason's seminal paper [44] . In their recent paper [4] , Bercovici and Timotin showed that truncated Toeplitz operators can be characterized by a collection of complex symmetries.
Recently some efforts have been devoted to the study of the algebraic aspect of CSOs. The main motivation lies in the need to develop the structure theory of CSOs. Since there have been many important applications of C *algebraic techniques to operator theory (e.g., [10, 52, 27] ), it is natural to ask whether one can introduce algebraic tools in the study of CSOs. In fact, the algebraic approach has lead to some progresses. Among other things, we mention that certain connections between complex symmetric operators and anti-automorphisms of singly generated C * -algebras are established in [25] . Furthermore, a general answer to the norm closure problem for CSOs was provided in [54] which relies on an intensive analysis of singly generated C * -algebras.
On the other hand, the class of CSOs contains normal operators. Thus one may view CSOs as a generalization of normal operators. Gilbreath and Wogen [24] made this more precise by describing a natural sense in which CSOs sit halfway between the normal operators and B(H). In view of ubiquitous roles of normal operators played in the study of operator algebras, it is natural to explore the algebraic aspect of CSOs. Along this line, the complex symmetric generator problem of operator algebras has been studied in [47, 57] . In a recent paper [9] , Blecher and Wang studied involutive operator algebras and obtained a characterization of operator algebras with linear involutions in terms of CSOs.
So far almost all previous work concerning the algebraic aspect of CSOs focuses on associative algebras generated by CSOs. However, CSOs do not fit perfectly into the associative algebraic setting, since S(H) is not closed in the norm topology, and not closed under addition or multiplication, although it is closed under squares and the adjoint operation. Even in the weakly closed linear subspace S C , one usually has C * (T ) S C for T ∈ S C , where C * (T ) denotes the C * -algebra generated by T and the identity I. Thus, naturally, we wonder whether there is another suitable algebraic setting for the study of CSOs.
In this paper we propose to study CSOs in the setting of Jordan algebra. This is inspired by the following observation. Let C be a conjugation on H. Then it is easy to see the set S C is a linear subspace of B(H) closed in the weak operator topology; in addition, one can easily check that S C is closed under the Jordan product •, defined by
Hence S C is a Jordan operator algebra. Naturally we wonder whether the Jordan algebraic setting could open another window for the study of CSOs. Jordan algebras arose from the search for a new algebraic setting for quantum mechanics [33] , and turned out to have illuminating connections with many areas of mathematics. Any associative algebra gives rise to a Jordan algebra under the Jordan product •. By a Jordan operator algebra we mean a norm-closed subspace of B(H) closed under the Jordan product •. Thus both S C and B(H) are Jordan operator algebras, and S C is a Jordan subalgebra of B(H). Note that A ∈ S C implies A * ∈ S C . Hence S C is also selfadjoint. Selfadjoint Jordan operator algebras are known as JC * -algebras [37, 38, 50, 43] . Thus S C can be studied in the setting of JC * -algebra, or more generally in the setting of Jordan operator algebra [8] .
We remark that S C lies naturally in many more general contexts. In particular, S C has been studied under the name of Cartan factor of type II for many years. For example, S C is a concrete example of J * -algebras. The latter was introduced and studied by L. Harris [29] as a generalization of C * -algebras. It was shown that basic theorems for C * -algebras, such as functional calculus and the Kaplansky density theorem, can be generalized to J * -algebras and hence to S C . In their paper [11] , L. Bunce, B. Feely and R. Timoney studied operator space structures of S C and some other type of Cartan factors as JC * -triples. An explicit construction of a universal ternary ring of operators (TRO) generated by S C was given. Also the universally reversibility of S C was proved. All these work suggests a rich structure theory of S C .
In this paper we concentrate on the special Jordan operator algebra S C , and develop some algebraic properties of the space S C (ideals, Schatten classes, automorphisms, density of invertibles) as well as some properties of individual elements (normal operators, invertible operators, irreducible operators, multiplication operators).
In Section 2, we study the Jordan ideal structure of S C . It is well known that each proper associative ideal of B(H) is consisting of compact operators. By an associative ideal of B(H), we mean a two-sided ideal (not necessarily norm closed) of B(H) under the usual multiplication of operators. It was shown in [17] that proper Jordan ideals of B(H) coincide with its associative ideals and hence are consisting of compact operators. A linear manifold J of a Jordan operator algebra A is called a Jordan ideal if A • X ∈ J for every A ∈ A and X ∈ J .
We shall show in Section 2 that each Jordan ideal of S C is induced by an associative ideal of B(H). The preceding theorem shows that S C and B(H) have the same Jordan ideal structure. Hence it is natural to ask whether some classical or older facts about B(H) still hold or have analogues in S C . Along this line, we develop some algebraic properties of S C as well as some properties of individual elements.
As an application of Theorem 1.1, we classify Jordan automorphisms of S C and show that Jordan automorphisms of S C are implemented by those unitary operators on H commuting with C (see Theorem 2.14) .
In Section 3, we discuss invertible operators in S C . As preparation we first examine C * -algebraic structure of S C and show that S C contains no noncommutative C * -subalgebra of B(H) (see Proposition 3.1). Then it is proved that invertible operators in S C constitute a dense, path connected subset of S C . This is an analogue of a result of C. Apostol, L. Fialkow, D. Herrero and D. Voiculescu concerning invertible approximation in B(H) (see [1, Proposition 10.1] ).
In Section 4, we discuss normal operators in S C . We establish the Weylvon Neumann-Berg Theorem in S C by proving that normal operators in S C are small compact perturbations of diagonal operators in S C (see Theorem 4.1). As an application, it is proved that each operator in S C is a small compact perturbation of irreducible ones in S C (see Theorem 4.5) . This gives a positive answer to Question 2 in a recent paper [35] . We discuss a Brown-Douglas-Fillmore type theorem for S C .
In Section 5, we concentrate on Jordan multiplication operators on S C . For T ∈ S C , define L T : S C → S C as L T (X) = T • X for X ∈ S C . Jordan multiplication operators play a basic role in the study of Jordan algebras [38] ; in particular, quadratic and trilinear products can be expressed in terms of them. We shall determine the spectra of Jordan multiplication operators L T and their restrictions to some Jordan ideals of S C (see Theorem 5.1 and Corollary 5.9).
Our results obtained in this paper show that S C is very similar to B(H) on many aspects, and the structure of S C is much richer than previously expected and deserving more study.
Compact operators in S C
This section focuses on compact operators in S C . It is proved that each proper Jordan ideal of S C consists of some compact operators on H. We shall extend some results concerning compact operators in B(H) to S C . 2.1. Jordan ideals of S C . The aim of this subsection is to give the proof of Theorem 1.1, which completely describes Jordan ideals of S C .
We first make some preparation. Let A, B, E, F ∈ B(H). Then the 2 × 2 matrix
defines an operator on H (2) := H ⊕ H. It is easy to check that
where I is the identity operator on H.
Let C be a conjugation on H. For X ∈ B(H), we denote X t = CX * C. (2) .
Then D can be written as
One can check that D is a conjugation on H (2) . Lemma 2.1. Let C be a conjugation on H and
Assume that T ∈ B(H (2) ) and 
Proof. (i) By the definition, T ∈ S D if and only if DT = T * D. The result follows from a direct matrix calculation.
Then, by (i), Y 1 , Y 2 ∈ S D and the desired result can be seen from direct calculations.
Lemma 2.2. If C 1 , C 2 are two conjugations on H, then there exists unitary
Proof. Since C 1 , C 2 are conjugations on H, by [19, Lem. 2.11] , there exists two orthonormal bases {e n : n ≥ 1} and {f n : n ≥ 1} such that C 1 e n = e n and C 2 f n = f n for all n. Define a unitary operator U on H as U f n = e n , n ≥ 1. Then it is easy to check that U * C 1 U = C 2 .
The preceding result shows that S(H) is the union of all Jordan operator algebras unitarily equivalent to S C . Proof of Theorem 1.1. The sufficiency is obvious.
"=⇒". Set
Since dim H = dim H (2) , in view of Corollary 2.3, there exists unitary U : H → H (2) such that U S C U * = S D . Thus it suffices to prove the conclusion for S D . Assume that J is a Jordan ideal of S D . Set 
where E = E t and F = F t . By Lemma 2.1 (ii), we have
Moreover, in view of (1), it follows from Lemma 2.
By [17, Theorem 3] , J 0 is an associative ideal of B(H). It follows immediately that M 2 (J 0 ) is an associative ideal of B(H (2) ). Thus it remains to
Note that an operator X lies in J 0 if and only if X t ∈ J 0 . Then, by
Then by Lemma 2.1 (i), B = A t , E = E t and F = F t . It follows that E = M 2 (J 0 ) ∩ S D . Now it remains to check that J = E. "J ⊂ E". Choose an element T ∈ J and assume that
where E = E t and F = F t . Thus A ∈ J 0 and, by Lemma 2.1 (ii), we have
This implies that E, F ∈ J 0 . So
If X ∈ J 0 , then one can see from the proof of Claim 1 that X ⊕ X t ∈ J .
So we have
A 0
By Lemma 2.1 (ii), we have T ∈ J . This ends the proof. Proof. Set
Thus D is a conjugation on H (2) . By Corollary 2.3, S C and S D are unitarily equivalent. Hence it suffices to prove that B(H) is Jordan isomorphic to a Jordan subalgebra of S D . Define
It is easy to see that φ is a linear isometry satisfying
Thus φ induces a Jordan isomorphism between B(H) and φ(B(H)).
We denote by F(H) the set of all finite-rank operators on H.
Proof. Note that each nontrivial associative ideal I of B(H) satisfies F(H) ⊂ I ⊂ K(H). The the desired result follows readily from Theorem 1.1.
Remark 2.8. The result of Theorem 1.1 still holds in the case that dim H < ∞. In fact, if dim H < ∞, then one can prove that neither B(H) nor S C has a nontrivial Jordan ideal. This shows that S C and B(H) has the same Jordan ideal structure for separable complex Hilbert space H.
Schatten p-classes. The Schatten p-class of compact operators on
The reader is refereed to [45] or [41] for more details. The aim of this subsection is to prove in S C analogues of these facts.
For convenience, we denote
Proof. Choose an operator T ∈ S C,p . Then T ∈ B p (H) and there exist finiterank operators {F n } ⊂ B(H) such that T − F n p → 0. For each n ≥ 1, note that 1 2 (F n + CF * n C) is of finite rank lying in S C and
Thus T can be approximated in p-norm · p by finite-rank operators in S C .
It is found in [55] that S C has a topological complement. In fact, the set of skew symmetric operators relative to C Proof. Clearly, S C + K(H) is a linear manifold of B(H) and closed under the Jordan product. Also each Fredholm operator in S C + K(H) has an index 0. Hence it suffices to prove that
n } is a Cauchy sequence and converges to a compact operator K − . It follows that {A n + K + n } is a Cauchy sequence in S C and converges to an operator A ∈ S C . Therefore we conclude that A n + K n → A + K − ∈ S C + K(H).
The aim of the rest of this subsection is to prove the following result which exhibits the dual relation among S C and S C,p (p ∈ {0} ∪ [1, ∞).
where 1 < p, q < ∞ and 1 p + 1 q = 1. In order to prove the preceding proposition, we need to make some preparation.
Given a complex matrix A, we denote by A T the transpose of A. Proof. We just give the proof in the case (i). The proof for the case (ii) is similar.
Since C is a conjugation on H, by [19, Lem. 2.11], there exists an orthonormal basis {e n } such that Ce n = e n for all n. For each n ≥ 1, denote by P n the projection of H onto ∨{e i : 1 ≤ i ≤ n}.
Note that P n → I in the strong operator topology. It follows that lim n P n AP n − A 1 = 0 and furthermore
as n → ∞. Thus tr(AB) = lim n tr(P n AP n B). It suffices to prove that tr(P n AP n B) = 0 for all n.
For each n, assume that
It follows that tr(P n AP n B) = tr(A n B n ). For 1 ≤ i, j ≤ n, note that
and similarly that B n e i , e j = − B n e i , e j . Thus, relative to {e 1 , e 2 , · · · , e n }, A n admits a symmetric matrix representation and B n admits a skew symmetric matrix representation (that is, R = −R T ). By Lemma 2.12, tr(P n AP n B) = tr(A n B n ) = 0. Therefore we conclude that tr(AB) = 0.
Given a Banach space X , we let X ′ denote its dual.
It suffices to prove that the map Φ :
Step
Then, by [12, Theorem 19 
Since Y ∈ K(H) was arbitrary operator in K(H), we deduce that φ K ≤ φ K . Furthermore, we obtain φ K = φ K = K 1 . This shows that Φ is isometric.
Step 2. Φ is surjective. Assume that l is a bounded linear functional on S C,0 . Since S C,0 is a closed subspace of K(H), l admits an extensionl to K(H). Then, by [12, Theorem 19 .1], there exists an operator K ∈ B 1 (H) such thatl(X) = tr(XK) for
It suffices to prove that the map Ψ : K −→ ψ K is an isometric isomorphism of S C onto (S C,1 ) ′ . Clearly, Ψ is linear. It remains to check that Ψ is isometric and surjective.
Since Y was arbitrary operator in B 1 (H), we deduce that ψ K ≤ ψ K . Furthermore, we obtain ψ K = ψ K = K . This shows that Ψ is isometric.
Step 2. Ψ is surjective. Assume that l is a bounded linear functional on S C,1 . Since S C,1 is a closed subspace of B 1 (H), l admits an extensionl to B 1 (H). Then, by [12, Theorem 19.2] , there exists an operator K ∈ B(H) such thatl(X) = tr(XK) for X ∈ B 1 (H). Denote K 1 = 1 2 (K + CK * C) and K 2 = 1 2 (K − CK * C). Then K 1 ∈ S C and K 2 ∈ O C . For each X ∈ S C,1 , we have l(X) =l(X) = tr(XK) = tr(XK 1 ) + tr(XK 2 ) = tr(XK 1 ) = ψ K 1 (X), which means that l = ψ K 1 . Thus we conclude that Ψ is surjective.
(iii) The proof follows similar lines as those of (i) and (ii), and is omitted.
The main result of this subsection is the following theorem which determines Jordan automorphisms of S C .
The preceding theorem shows that every Jordan automorphism of S C is isometric.
Before we give the proof of Theorem 2.14, we make some preparation.
Lemma 2.15. Let C and D be conjugations on H. Then the following are equivalent.
Now it remains to show that α i = α 1 for all i ≥ 2. Assume that i ≥ 2. Note that X = e 1 ⊗ e i + e i ⊗ e 1 ∈ S C . Thus DXD = X * = X. In particular, DXDe i = Xe i . Since Xe i = e 1 and DXDe i = DX(α i e i ) = α 1 α i e 1 , it follows that e 1 = α 1 α i e 1 , that is, Proof. The sufficiency is obvious. We need only prove the necessity.
This ends the proof.
If C is a conjugation on H, then we denote by F C the collection of all finite-rank operators in S C .
Proof. (i) By Corollary 2.6, F C is the smallest nonzero Jordan ideal of S C . It follows immediately that ϕ(F C ) = F C .
(ii) For X ∈ B(H), note that X •X = X 2 . Then the result follows readily.
(iii) Since X is positive, it follows that X = Y 2 for some positive Y ∈ B(H). In view of Proposition 3.1, it can be required that Y ∈ S C . Then
(iv) From (ii) and (iii), one can see that ϕ(X) is a projection. It remains to check that rankϕ(X) = 1. Note that ϕ maps positive operators to positive operators. Then ϕ maps minimal projections to minimal projections. So the desired result follows readily.
(v) Denote by C * (X) the C * -subalgebra of B(H) generated by X and the identity I. Then C * (X) is commutative and C * (X) ⊂ S C . One can check that ϕ| C * (X) is a faithful representation of C * (X), and hence is isometric. Proof. For i ≥ 1, set P i = e i ⊗ e i and Q i = ϕ(P i ). Clearly, P i is a projection of rank one. In view of Lemma 2.17, Q i is a projection of rank one. Then there exists a unit vector f i such that Q i = f i ⊗f i . Using Lemma 2.17 again, one can see that {f i } i≥1 is an onb of H.
Claim. There exists unimodular numbers
For i, j ≥ 1 with i < j, denote E i,j = e i ⊗ e j + e j ⊗ e i . Then E i,j lies in S C and is selfadjoint. Denote F i,j = ϕ(E i,j ). One can see that F i,j is selfadjoint and, by Lemma 2.17 (v), F i,j = 1.
On the other hand, note that
It follows that a i,j = 0 = c i,j and |b i,j | = 1. Hence
That is,
For i ≥ 1 and k ≥ 1, we check that
In view of (2), we have ϕ(E i,i+k ) = G i,i+k . This proves Claim.
Proof. Choose an X ∈ F C . Set M = ranX + ranX * . Then M reduces both C and X. Assume that n = dim M . Then we can choose an onb {e i } i≥1 of H such that M = ∨{e i : 1 ≤ i ≤ n} and Ce i = e i for all i ≥ 1.
By Proposition 2.18, there exists a unitary operator U ∈ B(H) such that ϕ(X) = U XU * for all X ∈ Θ, where Θ = {Y ∈ S C : ∃n ≥ 1 such that Y e i , e j = 0 whenever i + j ≥ n}.
Clearly, X ∈ Θ. Thus ϕ(X) = X . This completes the proof.
Proof of Theorem 2.14. First we choose an onb {e i } i≥1 of H such that Ce i = e i for all i ≥ 1.
Claim. ϕ(X) = U XU * for X ∈ F C . Arbitrarily choose an X ∈ F C . For each n ≥ 1, denote by R n the projection of H onto ∨{e i : 1 ≤ i ≤ n}. Then R n XR n ∈ Θ and R n XR n → X in norm. Since ϕ| F C is isometric, it follows that
This proves the claim.
For i ≥ 1, denote g i = U e i and Q i = g i ⊗ g i . Then {g i } is an onb of H and ϕ(
On the other hand, for each i ≥ 1, note that
By Lemma 2.16, there exists unimodular α ∈ C such that (αU )C = C(αU ). Set V = αU . Then V is unitary and one can see that
Invertible operators in S C
This section focuses on some topics concerning invertible operators in S C . To this end, we first describe two kinds of C * -algebras related to S C .
3.1. C * -algebras contained in S C . This subsection aims to characterize the C * -algebras contained in S C and the C * -algebras generated by S C . This helps to develop operator theory in S C .
For T ∈ B(H), we denote by J * (T ) the Jordan operator algebra generated by T , T * and the identity operator I, and denote by W * (T ) the von Neumann algebra generated by T .
The first result shows that S C contains no noncommutative C * -algebra.
Proposition 3.1. Let C be a conjugation on H and T ∈ S C . Then the following are equivalent:
Proof. Since S C is closed in the weak operator topology, the implication (i)=⇒(ii) is obvious.
(ii)=⇒(iii). This is obvious.
(iii)=⇒(iv). Since |T | ∈ S C , we have C|T |C = |T | and hence C|T | 2 C = |T | 2 = T * T . On the other hand,
Thus T * T = T T * .
(iv)=⇒(v). Since C * (T ) is an associative algebra and hence a Jordan algebra containing T, T * , it follows that J * (T ) ⊂ C * (T ). Note that T is normal. Thus C * (T ) is the closed linear span of {T m T * n : m, n ≥ 0}. Noting that
we have T m , T * n ∈ J * (T ). Also, one can check
since T m T * n = T * n T m . This shows that C * (T ) ⊂ J * (T ). We conclude that C * (T ) = J * (T ).
(v)=⇒(i). Note that T, T * ∈ S C . Thus J * (T ) is a Jordan subalgebra of S C . It follows that C * (T ) ⊂ S C .
Remark 3.2. The Jordan product • on S C is not associative. In fact, choose a non-normal T ∈ S C . Thus T * ∈ S C . By Proposition 3.1, |T | / ∈ S C and hence |T | 2 = T * T / ∈ S C .
By Proposition 3.1, a good functional calculus is permitted in S C . This will have many useful corollaries. Since S C ⊂ B(H) and S C is not an associate algebra, it is natural to determine the associate algebra generated by S C . Proposition 3.6. B(H) is the C * -algebra generated by S C .
Thus D is a conjugation on H (2) . It suffices to prove that each operator T on H (2) lies in the C * -algebra C * (S D ) generated by S D . Note that 0 I 0 0 ∈ S D .
It follows immediately that M 2 (CI) ⊂ C * (S D ). For any X ∈ B(H), X ⊕ CX * C ∈ S D . One can check that
and X 0 0 0
Therefore we conclude that B(H (2) ) = C * (S D ).
3.2.
Connectedness of the invertibles. The collection of invertible operators in B(H) is path connected. The following result is an analogue in S C of this result.
Theorem 3.7. The set of invertible operators in S C is path connected.
Proof. Choose an invertible operator T ∈ S C and assume that T = U |T | is its polar decomposition. So U is unitary and |T | is invertible. By [21, Theorem 2], U ∈ S C and there exists a conjugation J on H such that U = CJ and J|T | = |T |J.
Claim. There is an arc
Since J|T | = |T |J, it follows from Proposition 3.1 that f λ (|T |)J = Jf λ (|T |). Noting that U * = U −1 = JC, we obtain
That is, T λ ∈ S C . This proves the claim.
Now it remains to prove that there is an arc {U λ : λ ∈ [0, 1]} in S C connecting the identity operator to U . Since U is unitary, by [14, Proposition 5.29] , the set of unitary operators in W * (U ) is path connected. So there is an arc {U λ : λ ∈ [0, 1]} in W * (U ) connecting the identity operator to U . On the other hand, since U ∈ S C , by Proposition 3.1, W * (U ) ⊂ S C . This shows that U λ ∈ S C . Thus we complete the proof. For each t ∈ [0, 1], note that CJ(t) is a unitary operator lying in S C , since C(CJ(t))C = J(t)C = [CJ(t)] * . We conclude that U is connected to the identity operator via a path of unitary operators in S C . Proposition 3.9. The set of Fredholm operators in S C is path connected.
Proof. Assume that T ∈ S C is Fredholm. It suffices to find a path of Fredholm operators in S C connecting T to I. In view of Theorem 3.7, we may directly assume that T is not invertible. Thus 0 is an isolated point of σ(|T |) and 0 < dim ker T < ∞.
By [21, Theorem 2] , we assume that T = CJ|T |, where J is a partial conjugation J acting on H and supported on ran|T | such that J|T | = |T |J. Then we may assume
Choose a conjugation J 1 on ker |T |. Set
where I 1 is the identity operator on ker |T |.
For
. In view of Theorem 3.7, one can see the conclusion.
In the proof of Proposition 3.9, one can see that T λ − T ∈ K(H), which implies that T −1 λ T − I ∈ K(H) and T T −1 λ − I ∈ K(H) for λ ∈ (0, 1]. Thus the following corollary is clear. Let T ∈ S C . Then CT C = T * and dim ker T = dim ker T * . This shows that if T is a semi-Fredholm operator, then indT = 0. In view of the invertible approximation in B(H), it is natural to conjecture that every operator in S C is a norm limit of invertible operators in S C . This is indeed the case.
Proof. Choose an operator T ∈ S C . By [21, Theorem 2] , there exists a partial conjugation J supported on ran|T | such that T = CJ|T | and J|T | = |T |J. Then
where A is positive, J 1 is a conjugation on ran|T | = (ker |T |) ⊥ and J 1 A = AJ 1 .
Fix an ε > 0. Assume that E(·) is the projection-valued spectral measure associated with A. Set P = E([0, ε 2 ]). From Proposition 3.1 one can see
Choose a conjugation J 0 on ker |T | and set
where I 0 is the identity operator on ker |T | and I 1 is the identity operator on ranP . Then Q is positive, invertible, andJ is a conjugation on H commuting with Q. Set T ε = CJQ. Then T ε is invertible, T ε ∈ S C and
Since ε can be chosen arbitrarily small, we conclude that T is the norm limit of invertible ones in S C .
By a classical approximation result of Apostol and Morrel (see [2] or [30, Theorem 6.15] ), if an operator T is biquasitriangular (that is, ind(T − z) = 0 whenever defined), then T can be approximated in norm by operators with finite spectra. Note that each operator in S C is biquasitriangular. Thus it is natural to ask the following question. Question 3.13. Are those elements with finite spectra norm dense in S C ?
Normal operators in S C
This section focuses on normal operators in S C . We shall discuss in S C the variants of two classical results concerning compact perturbations of normal operators, that are, the Weyl-von Neumann-Berg Theorem and the Brown-Douglas-Fillmore Theorem.
The Weyl-von Neumann-Berg
Theorem in S C . The Weyl-von Neumann Theorem, due to H. Weyl and J. von Neumann [51, 53] , states that, after the addition of a compact (or even Hilbert-Schmidt) operator of arbitrarily small norm, a selfadjoint operator becomes a diagonal operator. Recall that an operator T ∈ B(H) is diagonal (or diagonalizable) if there is an orthonormal basis consisting of eigenvectors for T . The result was extended to normal operators by I. Berg in [5] , known as the Weyl-von Neumann-Berg Theorem. The aim of this subsection is to establish such an approximation result in S C .
The main result of this subsection is the following theorem.
Theorem 4.1. If N 1 , · · · , N n ∈ S C are commuting normal operators and ε > 0, then there are simultaneously diagonalizable normal operators D 1 , · · · , D n ∈ S C such that N i − D i ∈ K(H) and N i − D i < ε for all i = 1, 2, · · · , n.
To give the proof of Theorem 4.1, we need to make some preparation.
Lemma 4.2. Let C be a conjugation on H and T be a selfadjoint operator in S C . If e ∈ H, then, given ε > 0 and p > 1, there exist a finite-rank projection P ∈ S C with e ∈ ranP and a finite-rank, selfadjoint operator K ∈ S C with K p < ε such that P (T + K) = (T + K)P ; in particular, relative to the decomposition H = ranP ⊕ ran(I − P ),
Proof. Let E be the projection-valued spectral measure for T and assume σ(T ) ⊂ [a, b]. Partition [a, b] into n equal subintervals, ∆ 1 , · · · , ∆ n , each of them having length (b − a)/n. For i = 1, · · · , n, denote H i = ranE(∆ i ).
Then each H i reduces T and
Fix an i. It suffices to prove CE(∆ i )C = E(∆ i ). Note that there exists a sequence {p n (λ)} of polynomials with real coefficients such that p n (T ) → E(∆ i ) in the strong operator topology. Since Cp n (T )C = p n (T ) for all n, it follows immediately that CE(∆ i )C = E(∆ i ). This proves the claim.
For each i, denote C i = C| H i . Then, from CT C = T * = T , we obtain
Assume that e = n i=1 e i , where e i ∈ H i . Then, by Claim, Ce i ∈ H i . For each i with 1 ≤ i ≤ n, put M i = ∨{e i , Ce i }. Then M i is a subspace of H i , reducing C, and 1 ≤ dim M i ≤ 2. Then, relative to the decomposition H i = M i ⊕ (H i ⊖ M i ), T i can be written as
Note that G i = F * i , since T i is selfadjoint. On the other hand, relative to the decomposition H i = M i ⊕ (H i ⊖ M i ), C i can be written as
It follows readily that
where q = 1/(1 − 1/p). Thus, for any ε > 0, there exists n large enough such that K p < ε. Denote by P the projection of H onto ⊕ n i=1 M i . Thus e ∈ ranP , CP C = P , rankP ≤ 2n and (T + K)P = P (T + K) (indeed, (T + K)| ranP = ⊕ n i=1 A i ). Note that K satisfies CKC = K. This ends the proof.
The following theorem is a variant of the Weyl-von Neumann Theorem. Proof. Since C is a conjugation, we can find an orthonormal basis {e n } of H such that Ce n = e n for all n.
Now fix an ε > 0 and a p > 1. By Lemma 4.2, we can find a finite-rank, selfadjoint operator K 1 with K 1 p < ε/2 and two subspace H 1 , H 1 of H such that e 1 ∈ H 1 , dim H 1 < ∞, H = H 1 ⊕ H 1 and with respect to which
Denote by P 1 the projection of H onto H 1 . Now apply Lemma 4.2 again to the selfadjoint operator T 1 and the vector (I − P 1 )e 2 to get a finite-rank, selfadjoint operator K 2 on H 1 with K 2 p < ε/4 and two subspace H 2 , H 2 of H 1 such that (I − P 1 )e 2 ∈ H 2 , dim H 2 < ∞, H 1 = H 2 ⊕ H 2 and with respect to which
where C 2 T 2 C 2 = T 2 and C 2 T 2 C 2 = T 2 . In view of (3), we can find a finiterank, selfadjoint operator K 2 on H with K 2 p < ε/4 such that
Note that e 1 , e 2 ∈ H 1 ⊕ H 2 , C i T i C i = T i (i = 1, 2) and C 2 T 2 C 2 = T 2 . By induction, we can find a sequence of selfadjoint, finite-rank operators {K i } and a sequence of pairwise orthogonal, finite-dimensional subspaces {H i } such that for each n ≥ 1 (i) e 1 , · · · , e n ∈ ⊕ n i=1 H i , (ii) K n p < ε/2 n , and (iii) relative to the decomposition H = (⊕ n i=1 H i ) ⊕ H n ,
Note that each T i is selfadjoint and acting on a finite-dimensional space. Thus T +K is diagonal. Since C i T i C i = T i for all i, it follows that C(T + K)C = T + K. Set D = T + K. This completes the proof. Now we are going to give the proof of Theorem 4.1.
Proof of Theorem 4.1. Denote by M the von Neumann algebra generated by N 1 , · · · , N n . In view of Proposition 3.1, we have M ⊂ S C . By [13, Lemma II.2.8], we can find a selfadjoint operator A ∈ B(H) such that M = W * (A) and N 1 , · · · , N n ∈ C * (A). Clearly, A ∈ S C . We can find continuous functions f 1 , · · · , f n on R such that N i = f i (A), i = 1, · · · , n. Now fix an ε > 0. In view of [12, Lemma 39.5] , there exists δ > 0 such that sup 1≤i≤n f i (X)−f i (Y ) < ε for all selfadjoint operator X, Y satisfying X − A < ε, Y − A < ε and X − Y < δ. By Lemma 4.2, we can find selfadjoint, diagonal D ∈ S C such that D−A ∈ K(H) and D − A < min{ε, δ}. Then
, · · · , f n (D) are simultaneously diagonalizable normal operators. Also, since D ∈ S C , it follows that f 1 (D), f 2 (D), · · · , f n (D) ∈ S C . Now it remains to prove that f i (A) − f i (D) ∈ K(H), i = 1, 2, · · · , n. Noting that A − D ∈ K(H), using the functional calculus for selfadjoint operators, this is an easy exercise. 4.2. Irreducible approximation. By a classical approximation result of Halmos [28] , the set of irreducible operators is norm dense in B(H). Later, Radjavi and Rosenthal [40] gave a simple proof of Halmos' theorem. It can be seen from their proof that each operator has an arbitrarily small compact perturbation which is irreducible (see [30, Lemma 4.33] ).
In a recent paper [35] , T. Liu, J. Zhao and the author studied irreducible approximation of CSOs, and proved that the collection of irreducible CSOs on H is norm dense in S(H). Moreover, a question was raised (see [35, Question 2] ): Is every complex symmetric operator a compact perturbation or a small compact perturbation of irreducible ones?
As an application of Theorem 4.3, we have the following result which gives a positive answer to the preceding question.
Theorem 4.5. Given T ∈ S C and ε > 0, there exists compact K ∈ S C with K < ε such that T + K is irreducible.
Clearly, Theorem 4.5 is an exact analogue in S C of the result of Halmos-Radjavi-Rosenthal.
Proof of Theorem 4.5. Assume that T = A + iB, where A, B are both selfadjoint. It is easy to check that A, B ∈ S C . By Theorem 4.3, for given ε > 0, we can find compact K 1 ∈ S C with K 1 < ε/2 such that A + K 1 is selfadjoint and diagonal. Thus T + K 1 ∈ S C with its real part being diagonal. In view of [35, Theorem 2.1], we can find compact K 2 ∈ S C with K 2 < ε/2 such that T + K 1 + K 2 is irreducible. Set K = K 1 + K 2 . Then we are done.
4.3.
Toward a Brown-Douglas-Fillmore type theorem. In this subsection, we discuss essentially norma operators in S C .
We denote by Q(H) the Calkin algebra B(H)/K(H), and by π : B(H) → Q(H) the canonical quotient map. Recall that an operator T ∈ B(H) is called essentially normal if π(T ) is a normal element of Q(H), that is, T * T − T T * ∈ K(H).
The essential spectrum σ e (T ) of T ∈ B(H) is the spectrum σ(π(T )). The index function of T is the map
We say that an essentially normal operator T has a trivial index function if ind(λ − T ) = 0 for all λ ∈ C \ σ e (T ).
In this subsection, we discuss a C-symmetric analogue of the following: The preceding theorem is a special case of the well-known Brown-Douglas-Fillmore theorem (see [10, Theorem 11.1] ), which classifies essentially normal operators up to unitary equivalence modulo the compact operators. It is proved by Berg and Davidson [6] that the general theorem follows from Theorem 4.6.
Note that each essentially normal T ∈ S C has a trivial index function. Indeed,
So ind(T − λ) = 0 if exists. By the Brown-Douglas-Fillmore theorem, there exists normal N and compact K such that T = N + K. Now a natural question arises: can it be required additionally that N, K both lie in S C ? Question 4.7. In S C , does "essentially normal=normal+compact" hold?
We shall provide some evidence for a positive answer to Question 4.7.
Lemma 4.8. Let T ∈ S C be essentially normal. If σ e (T ) ⊂ R, then T = T 1 + T 2 , where T 1 ∈ S C is selfadjoint and T 2 ∈ S C is compact. Moreover, it can be required that σ(T 1 ) = σ e (T 1 ).
Proof. By the Brown-Douglas-Fillmore theorem, there exist A selfadjoint and K compact such that T = A + K. Set
and K + = 1 2 (K + CK * C), K − = 1 2 (K − CK * C).
Note that A + , K + ∈ S C and A − , K − ∈ O C . Since S C ∩ O C = {0}, we have A − + K − = 0 and T = A + + K + . It is easy to verify that A + is selfadjoint and K + is compact. Now, in view of Corollary 4.4, the desired result follows readily. Lemma 4.9. Let T ∈ S C be essentially normal. If σ e (T ) is a finite set, then T = T 1 + T 2 , where T 1 ∈ S C is normal and T 2 ∈ S C is compact. Moreover, it can be required that σ(T 1 ) = σ e (T 1 ).
Proof. Assume that σ e (T ) = {λ i : i = 1, 2, · · · , n}, where λ i = λ j whenever i = j. Clearly there exist an open neighborhood Ω and a univalent analytic function f : Ω → C such that f (σ e (T )) ⊂ R. Thus f (T ) is still essentially normal and f (T ) ∈ S C . Since σ e (f (T )) = f (σ e (T )) ⊂ R, by Lemma 4.8, we have f (T ) = A + K, where A ∈ S C is selfadjoint with σ(A) = σ e (A) and K ∈ S C is compact. Thus f (T ) − A ∈ K(H).
Assume that g : f (Ω) → Ω is the inverse of f . Then T −g(A) = g(f (T ))− g(A) ∈ K(H). Note that g(A) is normal and g(A) ∈ S C . The proof is complete.
Remark 4.10. Let T ∈ S C be essentially normal. One can see from the proof of Lemma 4.9 that if there exists an analytic homeomorphism f such that f (σ e (T )) ⊂ R, then T = T 1 + T 2 , where T 1 ∈ S C is normal and T 2 ∈ S C is compact. Thus L T is the restriction of the Rosenblum operator 1 2 τ T,−T to S C . Rosenblum operators, which arose in the study of operator equations, were first systematically studied by M. Rosenblum in [42] .
Jordan multiplication operators
We wish to determine the spectrum of L T and its different parts for T ∈ S C , since the spectrum of a Rosenblum operator has been clearly described (see [42, 36] or [30, Chap. 4] ).
Given a bounded linear operator A acting some Banach space, we let σ p (A), σ π (A) and σ δ (A) denote respectively the point spectrum of A, the approximate point spectrum of A and the approximate defect spectrum of A. Thus The main result of this section is the following theorem.
To give the proof of Theorem 5.1, we first make some preparation. For the reader's convenience, we write down some elementary facts. Proof. It is easy to check that CXC = X * and X p ≤ 2.
On the other hand, compute to see
It follows that X ≥ 1, which completes the proof. 
By [30, Thm. 3.19 & Cor. 3.20] , the following corollary is clear.
Note that each S C,p is invariant under L T for p ∈ {0} ∪ [1, ∞). Recall that S C,p = S C ∩ B p (H). Denote L T,p = L T | S C,p . We view L T,p as linear operator on (S C,p , · p ). By [41, Theorem 2.3.10], L T,p is bounded.
Proof. Assume that z ∈ σ π (L T,p ). Then there exist {X n } ∈ S C,p with X n p = 1 for all n such that L T,p X n −zX n p → 0. That is, 1 2 τ T,−T (X n )− zX n p → 0. Thus 1 2 τ T,−T | Bp(H) − z is not bounded below. By [30, Theorem 3.54], we deduce that 1 2 τ T,−T − z is not bounded below. In view of Corollary 5.5, we have z ∈ 1 2 [σ(T ) + σ(T )]. Given a Banach space X , we let X ′ denote its dual. If T : X → X is a bounded linear operator, we denote by T ′ the adjoint of T acting on X ′ . Lemma 5.7. If T ∈ S C , then σ π (L T ) = σ δ (L T,1 ) and σ δ (L T ) = σ π (L T,1 ).
Proof. It suffices to prove that L T is similar to the adjoint L ′ T,1 of L T,1 . Denote by φ the isometrical isomorphism of S C onto (S C,1 ) ′ defined by φ(K) = φ K , where φ K (X) = tr(XK), ∀X ∈ S C,1 .
Then it suffices to check that φL T = L ′ T,1 φ.
Fix Z ∈ S C . Denote l 1 = [φL T ](Z) and l 2 = [L ′ T,1 φ](Z). Then l i ∈ S ′ C,1 , i = 1, 2. It suffices to prove that l 1 = l 2 . Since This shows that l 1 = l 2 .
Using dual relations among S C,p (p ∈ {0} ∪ [1, ∞)) (see Proposition 2.11), one can prove as in Lemma 5.7 the following corollary.
Corollary 5.8. Let T ∈ S C and 1 < p, q < ∞ with 1 p + 1 q = 1. Then (i) σ π (L T,0 ) = σ δ (L T,1 ) and σ δ (L T,0 ) = σ π (L T,1 ). (ii) σ π (L T,p ) = σ δ (L T,q ) and σ δ (L T,p ) = σ π (L T,q ). Now we are going to prove Theorem 5.1.
Proof of Theorem 5.1. (i) Clearly, T • X ≤ T · X for all X ∈ S C . Thus L T ≤ T . Noting that I ∈ S C , we have T = L T (I) ≤ L T . Hence L T = T .
(ii) Fix p ∈ {0} ∪ [1, ∞). We first prove a key claim. Claim. 1 2 [σ(T ) + σ(T )] ⊂ [σ π (L T ) ∩ σ π (L T,p )]. Let λ, µ ∈ σ(T ). Then λ ∈ σ π (T ) and, by Lemma 5.4 (i),μ ∈ σ π (T * ). We can choose unit vectors {e n , f n : n ≥ 1} such that (T − λ)e n → 0 and (T − µ) * f n → 0 as n → ∞.
For n ≥ 1, set X n = e n ⊗ f n + (Cf n ) ⊗ (Ce n ). By Lemma 5.3, X n ∈ S C and 1 ≤ X n ≤ X n p ≤ 2. By Lemma 5.2, 2L T (X n ) = T X n + X n T = (T e n ) ⊗ f n + (T Cf n ) ⊗ (Ce n ) + e n ⊗ (T * f n ) + (Cf n ) ⊗ (T * Ce n ) = (T e n ) ⊗ f n + (CT * f n ) ⊗ (Ce n ) + e n ⊗ (T * f n ) + (Cf n ) ⊗ (CT e n ).
Note that
λX n = (λe n ) ⊗ f n + (Cf n ) ⊗ [C(λe n ]) and µX n = e n ⊗ (μf n ) + [C(μf n )] ⊗ (Ce n ). Then, as n → ∞, This shows that 1 2 (λ + µ) ∈ σ π (L T,p ) ∩ σ π (L T ). Since λ, µ ∈ σ(T ) can be choose arbitrarily, we deduce that 1 2 (σ(T ) + σ(T )) ⊂ σ π (L T,p ) ∩ σ π (L T ). This proves Claim.
In view of Lemma 5.4 (ii) and Lemma 5.6, we conclude that σ(L T ) = σ π (L T ) = σ π (L T,p ) = Hence we conclude the proof. Proof. Now choose λ, µ ∈ σ p (T ). It suffices to prove that 1 2 (λ+ µ) ∈ σ p (L T ). Since λ ∈ σ p (T ), we can find a unit vector e ∈ H such that T e = λe. On the other hand, note that C(T − µ) * C = T − µ. Since µ ∈ σ p (T ), it follows thatμ ∈ σ p (T * ) and we can find a unit vector f ∈ H such that T * f =μf . 
