Productivity is high in cities partly because the urban environment acts as a self-selection mechanism. If workers have imperfect information about the quality of workers with whom they match and matches take place within cities, then high-ability workers will choose to live and work in expensive cities. This self-selection improves the quality of matches in such cities. The mechanism may be reinforced by the development of informational networks in cities with a large proportion of high ability workers. As a consequence productivity in these cities is high for workers of all ability types.
Introduction
Space is a major determinant of the efficiency of economic and social interactions; urban environments are good for some interactions, and proximity is good for most. These simple observations have profound implications and have spawned a decade of innovative papers in the Journal of Economic Geography. Why does space matter? What are the underlying mechanisms that create spatial variations in efficiency and quantitatively how important are they? Given the existence of these effects, what are their general equilibrium implications for cities, regional inequalities, and the distribution of economic activity across countries? And can improved understanding of these forces lead to better policies for urban and regional design, and also for the wider agenda of international trade and development? The insights provided by research into these questions fundamentally changes the way we see the world.
The smoothing forces of diminishing returns are countered by forces of agglomeration.
Spatial inequalities in economic activity and income arise endogenously and persistently, not just as transient phenomena. Policy issues are seen more clearly, although translating the insights of economic geography into policy has proved difficult, partly because of the pervasive nature of some of the market failures involved, and partly because policy instruments do not map directly into outcomes; multiple equilibria, hysteresis and path dependence make the effects of policy unpredictable.
This short paper contributes to the first set of issues outlined above; spatial productivity effects. We know that these can arise from 'technological' externalities that are spatially limited in range -knowledge spillovers, Marshall's 'secrets of the trade', and increased opportunities for learning. They can also arise from firm level increasing returns to scale and indivisibilities in production; these interact with transport costs to provide benefits from proximity to markets and suppliers. 1 The research frontier is now based on the idea that productivity gains arise as spatial organisation can mitigate existing market failures. 2 Thick markets are more competitive, less prone to hold up, allow for risk pooling, and may provide better information and matching possibilities. This paper develops an aspect of this based on imperfect information and the ability of cities to reduce market failures associated with informational asymmetries in the workforce. We show how the high cost of living in cities can induce self-selection by workers, so that more expensive cities have disproportionately many high-ability workers.
3 than a city with a low cost of living. It will therefore have higher productivity both because of the direct effect of the ability mix of the population and also because, given ability, workers of all types are making better matches and therefore being more productive. We then go on to argue that these effects might be reinforced by informational networks that are likely to develop in cities with a high proportion of high ability workers, but not in cities where this proportion is low. The model we develop is kept simple, but provides a basis for some of the empirical findings about the role of sorting in explaining urban productivity. 6
Cities induce self-selection
We initially focus on one sector or profession that has a fixed number of workers of whom H are high ability (type-H) and L low ability (type-L). There are two cities, 1 and 2, and workers choose to live and work in one or the other. The proportions of type-H and type-L workers who choose city 1 are H θ and L θ respectively, so the total numbers of workers in each city are
Output in the sector is produced by pairs of workers who form a partnership to undertake a project. If two high ability workers form a partnership the value of their output is 2q HH , two low-ability 2q LL , and one of each ability level 2q HL , q HH > q HL > q LL . We assume that individuals know their own type but cannot directly observe that of the partner with whom they undertake the project. Since ability is unobserved when partnerships are formed matches take place randomly, and crucially within each city. Thus, the probability of matching with a high-ability worker depends on location. The probability in city i is denoted
The total output of a partnership is divided equally between the two partners. The expected returns to a match made by type-H and type-L individuals in each city,
5 See Milgrom and Roberts (1990) The case illustrated has two equilibria. The pooling equilibrium is at point P, with no workers in the expensive city. More interesting is point S, the separating equilibrium, in which all type-H workers are in city 1, ( H θ = 1), these workers being strictly better off than they would be in city 2. Type-L workers are indifferent between cities and fraction
of them are in city 1, the remainder being in city 2. The mechanism that supports this separation is self-selection of the simplest form, dating back to Spence (1973) . The assumption that payoffs are super-modular (which in this context is simply
) means that good matches are worth more to type-H individuals than to type-L. Differential city costs then provide a mechanism which induces sorting by serving to keep some low ability workers out of the high cost city. Reversing this inequality (removing supermodularity) reverses the positions of the curves on fig. 1 and destroys the argument. The implication of the separating equilibrium for productivity differentials between cities is clear. The high cost city has higher productivity than the low cost one for two reasons. The first is that it has a higher proportion of type-H individuals who (regardless of population mix) expect to do better than type-L. In addition to this, all workers in the expensive city make a better average quality match. Even type-L individuals are more productive than they would be in the low cost city because they face a higher probability of matching with a type-H. , then the position of the curves is reversed, and there is no separating equilibrium as can be readily checked by inspection of a figure analogous to fig.1 .
What level of costs supports the separating equilibrium? Fig. 2 has the population of city 1 on the vertical axis and the cost differential c on the horizontal. Point S corresponds exactly to S on fig.1 , and the bold discontinuous line through S gives equilibrium city size as c varies.
8 At S city 1 contains all type-H workers and around 1/3 of type-L workers. 
all type-L workers would choose to locate in city 1 (θ H = 1, θ L = 1, see fig. 1 ). There is then no-self selection effect operating, so all workers are better off pooling in a city that does not incur cost c. 
Separating equilibria therefore exist only in the interval
We can compare the real incomes of workers of each type in the pooling and separating equilibria, by noting that in the pooling equilibrium type-H and type-L workers get
In the separating equilibrium type-L workers get (1) and (2). This is increasing in c, so that direct city costs are more than offset by better quality Finally, we have worked with a single profession or occupation and exogenous cost differential c. If there are multiple professions with the characteristics outlined here, then the model predicts that these professions will cluster in the high-cost city. There is no inherent linkage that would cause these professions to co-locate, but high ability individuals in these professions will all be drawn to the city with costs high enough to support separation of types in their profession. Urban diversity arises simply as different professions share the screening benefits of high costs.
Cities and reputation
Spatial cost differentials are one way of keeping low ability people out of matches. Are there others? The previous model is based on inability to directly observe an individual's type but in reality aspects of peoples' performances -such as the outcomes of projects they have undertaken -are observable, so that reputations can be built. But how does a reputation get disseminated and stored within a group of potential project partners? Can people with a track record of failing projects become anonymous, so their record is lost? One way to think about this is as professions developing a shared knowledge of who is 'in-the-loop' or in the 'ingroup'. This is not knowledge of the track-record of every individual, nor a formal assessment process, but instead an evolving group view of who is 'in' and who is 'out'. An informal group of insiders develops and members of the group implicitly put themselves up to judge, be judged, and share their judgements with others.
Is there a geographical basis for such shared group knowledge? In some professions not: in academia (or economics at least) the information network is near global. In other professions group formation is more likely to have an urban basis. London based lawyers, architects or designers are likely to know who is in the London in-group, but not the Manchester one. The need to observe project outcomes and to know and recall individuals' names puts a natural geographical limit on the formation and membership of a group.
To explore these ideas we modify the model of the preceding section. We focus for the moment on a single city. Partnerships get made between members of an 'in group', and the proportion of the group who are type-H is μ; the group is not a perfect screening device (μ ≤ 1) so contains some type-L individuals, and this composition is determined below. Since matching takes place within the group the probability of an individual matching with a type-H is μ. As before, partnerships undertake projects, and we now interpret q ij as the probability of success of a project undertaken by a pair of type i, j. If the return to a successful project is unity and the return to a failure zero, then expected returns to type-H and L group members from undertaking a project are,
requires continued membership of the group, and this depends on reputation. We model this in the simplest possible way, supposing that if a project succeeds membership of the group is maintained. If a project fails, then membership of the group is terminated with probability γ.
This termination process is not formal; it is simply that word gets around the group that you are associated with a failure. We model how γ is determined in what follows.
Partnerships are formed within the group and the earnings for non-group members are normalised at zero. With discount rate δ the expected present values of group membership
Thus, a type H individual expects v H from the current project, and has probability
of still being in the group for the next project round; (
is the probability of a project failing and γ the probability that you are then ejected). Rearranging,
Initial entry to the group is done on the basis of comparison with an outside option.
Since this is normalised at zero, we will suppose that there is entry fee c, so type-L individuals will enter the group until V L = c. When this holds all type-H individuals will enter the group, since V H > V L = c. Entry of type-L individuals reduces the average quality of the group, lowering μ, so will take place until μ is low enough that it is not worthwhile for further type-L to enter. Setting in V L = c in (6) and using (4) this means that μ is determined
The value of μ from this equation can be used to give the return to type-H individuals of group membership. Using (7) in (4) the returns on a particular project are v H = v(γ, c), with the function increasing in both arguments (see appendix). 9 Using this in (5) gives the expected present value of group membership, V H , as a function v(γ, c) and γ,
. This function is plotted on fig. 3 , which has γ, the probability a participant in a failing project is ejected from the group, on the horizontal axis, and higher curves drawn for higher entry costs, c.
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With this in mind, what determines the value of γ, the probability of a failure causing ejection from the group? Geography and technology set an upper bound which we denote γˆ.
Thus, if there is any chance that individuals can re-enter the group (e.g. by becoming anonymous) then ejection is not absolute and γ is less than unity. The upper bound γˆ is likely to be sector and city specific, but its exact level is not our primary focus. More importantly, γ is chosen by members of the group and we assume that this is a type-H majority. Once again, we stress that this is not a formal or precise choice, but emerges from group interaction. The key point is that the group may choose to not use the maximum possible ejection probability γˆ because of the risk of making errors. It may not be the interests of the group to blacken the reputation of all of its members who find themselves engaged on a failing project, because this will include some type-H individuals. , c 2 > c 1 . Thus, if the cost of entering the group is low it will not be worthwhile to introduce any ejection process. A large number of type-L enter the group, so type-H people have a high probability of making failing matches and thereby risking ejection; they will choose γ = 0, and no group will form. If the cost of entering the group is high enough -so the quality mix is good enough -then the highest feasible value, γˆ, will be chosen.
This result clearly depends on the U-shape of
. The intuition is as follows. Higher γ reduces V H through its direct effect, increasing the risk of error; some type-H people engaged in failing matches may be ejected. However, it raises V H through deterring entry of type-L individuals, creating better quality matches, raising μ and hence v H .
9 It must be the case that c < 1/ δ, i.e. the present value of an infinite stream of success exceeds the entry cost. The first of these effects is larger at low γ, since more type-H people then find themselves in failing matches. The rotation of the curve with c has the same intuition. Low c means that a lot of type-L people enter, and hence matches are of lower quality and there is a greater probability of ejecting type-H people. Hence the group 'chooses' to eject no-one (i.e. does not form). Only if c is high enough do type-H people choose to set a positive value of γ.
What we have established is then, that if the population mix is initially sufficiently high quality -a high value of c and associated self-selection process has kept out some type-L people and raised μ -then a group will form. The information network develops and people in the group put themselves up to judge and be judged. This further refines the group and raises productivity further. But in a city that initially has a low value of μ a group of this type will not form; the large number of type-L individuals means that the observation of failing projects does not provide a sufficiently accurate screen to be of use to type-H individuals. The information sharing mechanism of this section therefore is complementary with and amplifies the effects of the pure self-selection model of the preceding section. 
Concluding comments
An extensive body of empirical research establishes that large cities have relatively high levels of earnings, a high cost of living, a high proportion of high skilled workers, and that 0 γ γˆ
the incremental returns to an urban environment are greater for high skilled workers than for those with lower skills (Glaeser and Resseger 2010) . These effects cover a wide range of occupations, implying that cities are diverse. This paper shows how these features can be generated by a model with a very few basic ingredients. Output involves partnership of workers who cannot directly observe the ability of their partners. Working with good partners is more valuable for high ability workers than for low ability, and partnerships are formed within cities. The cost of living in a city then acts to induce self-selection, so high ability workers choose to live in a high cost city, and low ability workers are mainly located in a low cost city. At this separating equilibrium the high cost city exhibits all the characteristics listed above. Living in the city has no direct effect on technical efficiency, and raises costs rather than reducing them. However, willingness to incur these costs has the effect of signalling high ability, and therefore supports a separating equilibrium. These effects can be magnified if cities are also the basis for building reputational networks in which a shared (but not perfectly accurate) body of knowledge develops about individuals' abilities.
The model provides an example of the research frontier that is open for work on the micro-foundations of agglomeration. It combines an existing market failure (in this case, asymmetric information about ability) with 'micro-heterogeneity' i.e. the fact that economic agents are differentiated. While this paper looks at heterogeneity of workers, the case for bringing micro-heterogeneity of firms into the mainstream of economic geography is made by Ottaviano (2011) . Building on the extensive literature on international trade with heterogeneous firms he suggests that firms will sort across locations, with lower-cost firms locating in the better (larger size or lower cost) locations. Both these contexts provide additional arguments for agglomeration and point to the qualitative aspects of agglomeration, as well as the quantitative aspects drawn out in the first wave of new economic geography models. The challenge for theorists is to develop models of heterogeneity which are tractable and insightful, and for econometricians, to distinguish between a yet wider set of determinants of urban agglomeration.
Appendix:
Section 2: Using (1) in (3), the indifference loci on fig. 1 
The final equation in each of A1-A4 is for the case in which q HH = 1, q HL = 0.5, q LL = 0 (supermodularity is not required in section 3). Using this in equation (6) 
