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1 はじめに
協調フィルタリングによる自動推薦アルゴリズム，欠測を含む画像処理，ゲノムデータ解析など様々な場
面において，欠測を含む行列に対する低ランクモデリングが活用されるようになった．それにしたがって，
低ランク行列に関する様々なモデリングや推定法の開発や，その理論的性質に関する研究が近年飛躍的に
進んできている．行列の低ランクモデリングとは，データ行列が潜在的には低ランク（低階数）で表現ある
いは近似するモデルとその推定法を意味し，項目がすべて観測されている完全データに対するものと，項
目に未観測の欠測値が含まれる不完全データに対するものの 2通りに分けられる．
完全データに対する低ランク行列モデリングとしては，誤差をある程度に抑えつつ階数を最小化する方
法である特異値分解が考えられるが，不完全データの場合にはそのまま適用することはできず，非凸最適化
問題となってしまう．そこでMazumder et al: (2010)では階数ではなく核ノルムを最小化することによっ
て不完全データに対する低ランク行列モデリングを行うアルゴリズム soft-imputeを提案した．本研究では
soft-imputeにおいて重要な課題である調整パラメータの選択について，ベイズ推定を用いてアプローチす
ることを提案する．
2 欠測のない低ランク行列のモデリング
n pデータ行列をX = (xij)とし，X は本質的には低ランク構造をもつと仮定する．いま，L0 を低ラ
ンク行列，E をノイズとして，データ行列X が
X = L0 + E (2.1)
と表現できるとする．データX から低ランク成分 L0 を推定する Lを求めるための方法として，特異値分
解 (Singular Value Decomposition, SVD)を用いた手法がある．X の特異値分解を，
X = UDV T =
qX
k=1
dkukv
T
k (2.2)
で与える．ここに，q = min(n; p)，U = [u1; : : : ;uq] 2 Rnq; V = [v1; : : : ;vq] 2 Rpq; D = diag(d1; : : : ; dq); d1 
d2      dq > 0であり，Iq を q次元単位行列として UTU = V TV = Iq，すなわち U; V の列は正規直交
である．uk;vk はそれぞれ第 k左，右特異ベクトル，dk は第 k特異値と呼ばれる．(uk;vk; dk)を r(< q)
まで選ぶことで，次のようにX の階数 rでの最良の近似を得ることができる:
X  ~U ~D ~V T =
rX
k=1
dkukv
T
k :
ここに ~U = [u1; : : : ;ur]; ~V = [v1; : : : ;vr]; ~D = diag(d1; : : : ; dr)である．この特異値分解は，最適化問題の
枠組みでは次のように定式化することもできる:
minimize rank(L); subject to
X
i
X
j
(xij   lij)2  : (2.3)
1
ここに   0はトレーニングエラーの許容限界を制御するパラメータであり，lij は行列 Lの (i; j)成分で
ある．
3 soft-impute
観測されない欠測部分が含まれている n pデータ行列X は本質的には低ランク構造をもつと仮定する．
観測されている部分の添え字の集合を 
  f1; : : : ; ng f1; : : : ; pgとする．このとき，観測されているデー
タから低ランク構造を推定するために，(2.3)式と同様の最適化問題として
minimize rank(L); subject to
X
(i;j)2

(xij   lij)2   (3.1)
が考えられる．しかし，この場合は特異値分解をそのまま適用することができず，さらに非凸最適化問題と
なり，一般的に組み合わせ的に困難である．そこでMazumder et al: (2010) では (3.1)式を
minimize kLk; subject to
X
(i;j)2

(xij   lij)2   (3.2)
と変更することで，凸最適化により解を得る方法を提案した．ここに 
  f1; : : : ; ng  f1; : : : ; pgはX の
観測要素のインデックス集合，kLk は Lの特異値の和である核ノルムである．最適化問題 (3.2)は
minimize
L
1
2
X
(i;j)2

(xij   lij)2 + kLk (3.3)
とラグランジュ型で表現することができる．  0は核ノルムを制御する調整パラメータであり，と の
間には 1対 1対応がある．これは
minimize
L
1
2
kP
(X)  P
(L)k2F + kLk (3.4)
と書き換えられる．ここに，P
;P?
 はそれぞれ 
;
c の上への射影
P
(Y )ij =
(
Yij (i; j) 2 

0 (i; j) 2 
c ; P
?

 (Y )ij =
(
Yij (i; j) 2 
c
0 (i; j) 2 

とし，  0は核ノルムを制御するチューニングパラメータ，kAkF =
p
tr(ATA) =
qP
i
P
j a
2
ij はフロベ
ニウスノルムである．
(3.4)式の解を得るために，次の補題を用いる．
補題 1. 階数 rをもつ n p行列W に対し，最適化問題
minimize
L
1
2
kW   Lk2F + kLk (3.5)
の解は L^ = D(W )で与えられる．ここに
D(W ) = US(D)V
T ; S(D) = diag((d1   )+; : : : ; (dr   )+) (3.6)
であり，UDV T はW の特異値分解，D = diag(d1; : : : ; dr); t+ = max(t; 0)である．
D()は特異値を収縮させスパース性をもたせる演算子であり，低ランク行列を構成する．スパース (sparse,
疎)とは 0が多いことを意味する．(3.4)式は P
(Y ) + P?
 (Y ) = Y により
minimize
L
1
2
kP
(X) + P?
 (L)  Lk2F + kLk (3.7)
2
と式変形される．補題 1より，解 L^は L^ = D(P
(X) +P?
 (L))と再帰的な形で記述されることがわかる．
すなわち，解は L自身に依存するので，実際には k = 1; 2; : : : に対し
Lk+1 = D(P
(X) + P?
 (Lk)) (3.8)
と反復的に解くことが必要である．このアルゴリズムを soft-imputeと呼ぶ．を所与として，(3.4)はアル
ゴリズム soft-imputeにより反復的に解かれ，特異値をスパースにすることで低ランク行列を推定すること
ができる．
アルゴリズム soft-imputeは反復ごとに最適解に近付き，やがて (3.4)式を満たす極限点に漸近的に収束
することが，次の定理により理論的に示される．
定理 1 (唯一解への漸近的収束性). 解の数列 Lk は
minimize
L
1
2
kP
(X)  P
(L)k2F + kLk (3.9)
を解く極限 L1 へ収束する．
Todeschini et al: (2013)は，xij  N(lij ; 2); i:i:d:; dk  Exp()とし，EMアルゴリズムとMAP推定
により soft-imputeの推定量を表現できることを示した．ここに dk > 0 (k = 1; : : : ; q)は Lの第 k特異値
である．さらに，階層的ベイズモデルを用いることで，これをより適応的なモデルに拡張することも可能で
ある．
soft-imputeにおいては，許容する訓練誤差と核ノルムとの釣り合いを調整するパラメータ によって，
結果は異なる．したがって，を適切に選択することが実用的には重要である．この目的のために，黒澤 
酒折 (2014)で観測部分のクロスバリデーションを提案した．修士論文では，複数の設定に対して数値実験
を行い，その有効性を検証した．
4 Bayesian soft-impute
異なる手段をもって調整パラメータ を選択するために，本研究ではまず soft-imputeのMAP推定量表
現の考えを元に，Gibbs samplingによる soft-imputeアルゴリズムのベイズ推定への拡張を提案する．提
案モデルでは，についても事前分布を仮定し，Gibbs samplingの枠組みの中で他のパラメータと同時に
推定するフルベイズ法を用いる．
完全データX に対し，モデルを
X = L +E
= UDV T +E; eij  N(0; 2) i:i:d:
とする．事前分布として，各特異値 dkには独立に指数分布 Exp()，U; V には Stiefel多様体上の一様分布，
2には共役事前分布である逆ガンマ分布 InvGamma(0=2; 0=2)を設定する．このとき，各パラメータの
3
全条件付き事後分布はそれぞれ以下のようになる:
U jX;D; V; 2;   MF(XVD=2); V jX;U;D; 2;   MF(XTUD=2);
dkjX;U; V; 2;   Nt(0; 2; lower = 0);
0 =
X
i
X
j
xijuikvjk   2; k = 1; : : : ; q;
2jX;U;D; V;   InvGamma(0; 0);
0 = (0 + np)=2; 0 = (0 +
X
i
X
j
(xij   lij)2)=2;
jX;U;D; V; 2  Gamma(a0 + q; b0 +
X
k
dk);
XmisjXobs; U;D; V; 2;   N(lij ; 2):
ここにMF()は von Mises-Fisher 分布であり，Nt(; 2; lower = a)は平均 ，分散 2 の正規分布の下限
を aとする切断正規分布である．以上の結果を用いて，各々のパラメータの全条件付き事後分布から乱数
を連鎖的に生成する Gibbs samplingにより，調整パラメータ を含めたパラメータのベイズ推定を行う
\Bayesian soft-impute"アルゴリズムを提案する．修士論文では，複数の設定に対して数値実験を行い，そ
の有効性を検証した．
5 おわりに
本研究では，欠測が含まれるデータ行列に対する低ランク行列モデリングのアルゴリズム soft-imputeに
おける調整パラメータの選択問題を扱った．第 1に，黒澤 酒折 (2014)では観測部分のクロスバリデーショ
ンを用いた方法を提案し，数値実験により soft-imputeの性能を比較的近似することができることを確認
した．
次に，soft-imputeをベイズ推定へ拡張し，調整パラメータを他のパラメータと同時に推定する方法Bayesian
soft-imputeを提案した．数値実験により Bayesian soft-imputeアルゴリズムの有効性を検証した結果，計
算コストは増加したが，Bayesian soft-impute を用いることで soft-impute に比して予測精度が格段に向
上することを確認することができた．修士論文では併せて，情報量規準 DIC，WAIC，WBICを Bayesian
soft-imputeに用いたモデル選択法も提案し，予測精度を比較した．その結果，Bayesian soft-imputeの方
が情報量規準によるモデル選択に比べて予測精度が平均的によく，また実行時間も抑えられることを確認す
ることができた．今後の課題としてはより大規模な数値実験や，アルゴリズムの高速化，さらに新たな分布
を仮定することによるモデルの拡張などがあげられる．
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