Abstract-In many cases programs length's increase (known as "bloat", "fiuff" and increasing "structural complexity") during artificial evolution. We show bloat is not specific to genetic programming and suggest it is inherent in search techniques with discrete variable length representations using simple static evaluation functions. We investigate the bloating characteristics of three non-population and one population based search techniques using a novel mutation operator.
I. INTRODUCTION
In earlier work [9] we claimed the widely reported [3] , [7] , [13] , [16] , [17] phenomenon of programs' length increasing as artificial populations are evolved is not specific to genetic programming (GP). The increase in programs' size from one generation to the next while the performance of programs within the population is essentially the same as in previous generations is known as bloat. In our earlier work we argued in general bloat is inherent in any discrete variable length representation using simple static evaluation functions provided there is no length bias. We have demonstrated [ 101 that bloat is not specific to GP's crossover operator but can occur with other operators, such as random subtree change.
In this paper we seek to furtherjustify our claim by investigating the bloating characteristics of three non-population based search techniques using a novel mutation operator on the same problem as [9] and [lo] (Le. evolving an artificial ant to follow the Santa Fe trail [6, pages 147-1551, cf. Table 11 ). We also demonstrate bloat using our new mutation operator in a population.
We have solved the ant problem using 10 different techniques (8 in this paper). In 6 cases bloat was observed (4 in this paper, cf. bold font in Table I ). In two of the four cases where bloat was not found, strict hill climbing was used.
In these cases a change in length can only happen with an increase in fitness and so fitness independent bloat is not 0-7803-4869-9/98 $10.0001998 IEEE 633 http://www.cs.bham.ac.uWwbl Strict Hill Climbing possible. In the remaining two cases (rows 14 and 15 in Table I) the search strategy was designed to sample uniformly the search space of nearby program sizes. 1.e. it is biased to concentrate upon the snnaller trees. Also note that bloat occurred when this search strategy was used in a population based search (last row in Table I ).
We conclude that there are two causes for bloat. Firstly that due to the tendency of length bias free genetic operators to sample bigger trees and secondly competition within populations favours those that can reproduce most accurately which usually favours longer programs.
The two variants of our new mutation operator are described in Section I1 while Section I11 contains the results of the eight sets of experiments, these are discussed in Section IV, while our conclusions are given in Section V.
NEW TREE MUTATION OPERATORS
Our new mutation operators are motivated by the requirements that they operate 011 variable length tree structures. Koza's [ 61 subtree replacement mutation operator does this but it has a length bias. Is. it can, depending upon the size and shape of the parent, produce children which are on av- In the first method the size of the replacement subtree is chosen uniformly in the range 1 112 (where 1 is the size of the subtree selected to be deleted). We refer to this as 50%-150% mutation. Thus on average the new subtree is the same size as the subtree it is to replace. Should it be impossible to generate a tree of the chosen size or 1 + 112 exceeds 30 a new mutation point is selected and another attempt to create a new random tree is made. Note this operator samples programs near the current one uniformly according to their length. Thus nearby programs that have the same length as many other nearby programs are less likely to be sampled than nearby programs where there are few with the same length. There are many more long programs than short ones so each long one is relatively less likely to be sampled compared to a shorter one. That is the 50%-150% size distribution has an implicit parsimony bias. (In the ant problem there are about 5.5 times as many programs of length n + 1 than there are of length n).
In the case of the ant problem trees of any size except two nodes are possible. As this rules out some of the mutations for subtrees of size three and four, special code deals with these cases to avoid bias. Subtrees of size three are mutated to other subtrees of size three, while those of size four can be mutated to trees of containing three, four or five nodes.
In the second method the size of the replacement subtree is the size of a second subtree chosen at random within the same individual. Since this uses the same mechanism as that used to select the subtree to replace, the new subtree is on average the same size as the subtree it replaces. It should always be possible to generate a tree of the chosen size, however a limit of 30 was imposed to keep certain tables within reasonable bounds. Should this be exceeded a new mutation point is selected and another attempt to create a new random tree is made.
In both types of mutation programs can degenerate to very small trees from which mutation can never escape. Mutation at the root node of such programs results in replacing the whole program by a new one created using the same "ramped half and half" method as used to create the initial population. This occurs with 50%-150% mutation (in the ant problem) with programs of three nodes and with subtree sized mutation when the program contains a single node (shown with diamonds in Figure 1) .
The second means of choosing the size of the inserted subtree is in essence the same as that used in standard GP crossover. The subtree size mutation operator is like performing self GP crossover with one parent acting as both (with random code inserted rather than preadapted code).
RESULTS
Initially we performed 50 runs on each of the four search techniques using both variants of the mutation operator (Le. eight sets of 50 runs). The six non-population techniques all started from the same 50 individuals while the two population experiments both used the same 50 initial populations.
All eight experiments where initially run with a limit of Table I ). Runs that found solutions bloat much like those that get stuck at suboptimal solutions. In two experiments bloat was obvious, the remaining six where extended to 100,000. Finally three experiments where little bloat had been observed were extended to 1,000,000 trials. Due to run time considerations only the first 20 runs in each category were run to 1,000,000. In simulated annealing runs the final temperature was reduced in the longer runs so as to smoothly extend the original exponential cooling schedule.
Figures 2 and 3 plot the evolution of the fitness and length of programs in each experiment. In the two population based runs the "best" of the population is plotted.
A. Length of Solutions
Figures 4 and 5 show the size of the first solution in each run. While there are four points above 100, 80% lie in the range 11. . .31. This suggests bloat encountered with the subtree sized mutation operator is responsible for its com- paratively poor performance, since bloat rapidly moves the search away from short trees where it appears to be easier to find initial solutions (cf. [ 111).
B. Evolution of Program Sizes

B.l Simulated Annealing and Hill Climbing
Initially program length seems to be adequately described as a bounded random walk, however as Figure 6 shows the fluctuations become much smaller. Close investigation of the first simulated annealing run shows after it finds a program with a score of 67 and length 8 1 no further improvement in fitness is made and only very small changes in length occur. Looking i.n detail at one of these long static periods we see for 5783 trials 50%-150% mutation is unable to change the structure of the program at all and then it finds a minor change which produces a functionally identical program that is one node longer. (This and other runs are discussed more fully in [SI). Without a population 50%-150% mutation is likely to become trapped by convoluted programs that contain small amounts of useless code, especially when it is broken into separate subtrees with only 1 or 3 nodes.
lated Annealing run with 50%-150%.
B.2 Trapping in Populations
Given the trapping behaviour of 50%-150% mutation in simulated annealing we might expect similar behaviour to occur in populations. Such trapping is observed, however eventually populations are able to escape from small programs and bloat occurs. This section describes the trapping phenomenon in populations and explains how nonexecutable code allows populations to escape small program traps.
Between generations 30 and 40, the size of the "best" individual did not change in 22 of the 50 population runs using 50%-150% mutation. In the remaining 28 runs the change was small and only in 3 did it exceed six. 1.e. trapping does occur, however populations are able to escape being trapped by small programs (bloat occurred before generation 600 in all 20 runs). In the remainder of this section we consider a typical population run using 50%-150% mutation. We build a simple numeric model of how introns or junk code cause longer programs to be able to produce more fitter children. Simple selection within the population exploits this correlation between length and fitness to produce bloat. This is a numerical model of the conventional argument that introns cause bloat by protecting against crossover in GP [ 131 applied to our mutation operator.
The second run finds a solution of length 14 in generation 38 (19,000 trials) and the population remains stuck near it for many generations (cf. Figure 7) . However a series of small changes increase the length of programs in the population so by generation 166 the "best" individual has grown to 33 nodes after which program size increase rapidly. Table I11 gives the number of times programs scoring 89 where mutated before trial 160,000 by size up to size 33. The third column shows how often the child also scored 89 and the next column gives it as a percentage. It is clear that as the size of the programs increase, 50%-150% mutation produces a higher proportion of equally fit children. Almost all children that also score 89 are the same size as their parent. Together this gives longer programs that score 89 a competitive advantage in the population over shorter ones with the same score.
Columns 5-8 of Table I11 investigate the children with the same fitness as their parent. We can model those that are identical by considering the probability of 50%-150% mutation generating a random tree that is identical to the one it replaces. (Measurement and prediction, i.e. columns 5 and 6, are in reasonable agreement). The predicted proportion of clones remains fairly constant at 20%.
The bulk of the change in column 4 is due to the increasing chance of creating a child of the same fitness that is not identical to its parent. By investigating in detail a number of programs and determining which nodes cannot be executed we can model the production of high fitness non-clone mutations. The last column contains the predicted number of non-identical children which score 89, for a number of program sizes. In most cases there is reasonable agreement between columns 7 and 8. The predicted proportion of mutations which yield different programs with the same score rises with program size from zero to 38% for the program of length 33. This accounts for the variation with length seen in column 4 and so in turn for the increase in programs' length's in the population. Le. introns cause bloat in fitness selected populations even when using a length neutral operator.
IV. DISCUSSION
In Table IV we summarise Table I and Figure 3 to yield the bloating characteristics of our two mutation operators Table IV indicates the two mutation operators have very different bloat characteristics despite using the same mechanism to create new code and neither having an explicit length bias. The subtree sized mutation operator bloats. This is entirely in keeping with our earlier predictions [9] that bloat would occur if there is no length bias. 50%-150% does not bloat except when used in a population. (In all cases the mean change in length produced by all mutations is small and consistent with random fluctuations [8, Appendix B]).
A. Strict Hill Climbing
As with both simulated annealing and hill climbing, when using strict hill climbing programs in runs with the subtree sized mutation grow in size. However in strict hill climbing the current trial individual is only replaced by a new one if the new individual is better than it. This binds the search tightly to the current position and a change in length is only possible with an increase in fitness. 1.e. strict hill climbing considerably restricts program growth.
offspring are on average the same size as those from which they where produced, fitness based selection uses the variation in program size across the population to increase size from one generation to the next. Le. fitness causes bloat.
The evolution of evolvability view states that the population evolves to be more evolvable, i.e. more able to produce offspring that are filter than their parents [2] . However in cases of bloat the population does not change over time to increase its chances of finding improved solutions but instead it changes over time to reduce the chance of finding worse solutions. Bloated populations tend to have little chance of improvement.
C. introns
The principal explanation advanced for bloat has been the growth of "introns" or "redundancy", i.e. code which has no effect on the operation of the program which contains it. Such introns are said to protect the program containing them from crossover [4] , [12] , [14] , [15] . Whilst not disagreeing with this explanation (indeed in Section 111-B.2 we showed bloat with our length neutral (i.e. implicit parsimony bias) mutation operator can be explained by non-executable code, i.e. by introns) we have sought a more general one in terms of the general characteristics of search spaces. This predicts in general bloat with any unbiased search operator. We have shown this is true for a particular problem with five different types of search.
V. CONCLUSIONS
In previous work [9] we advanced a general explanation for bloat which should apply generally to any discrete variable length representation and generally to any progressive search technique. That is bloat is not specific to genetic programming applied to trees and tree based crossover but should also be found with other genetic operators and nonpopulation based stochastic search techniques such as simulated annealing and stochastic iterated hill climbing. In [ 101 we demonstrated bloat can occur when crossover is replaced by mutation and in this paper we have demonstrated it can indeed occur with simulated annealing and hill climbing although strict hill climbing stifles evolution after it reaches a local optima and in the process cuts off further bloat. However the occurrence of low levels of bloat when using the length neutral (i.e. with an implicit parsimony bias) version of our new mutation operator leads us to suggest the conventional intron explanation for bloat can be a second cause for bloat which applies specifically to population search techniques such as GP.
We have described two versions of a new mutation operator. Both on average produce children with the same length as their parent but have different size distributions. This leads to very different bloating characteristics, one form produces no bloat, except in population based search, where bloat is at a reduced rate.
