ABSTRACT: In this paper, we present an explicit cyclic minimal A ∞ model for the category of matrix factorizations MF(W) of an isolated hypersurface singularity. The key observation is to use Kontsevich's deformation quantization technique. Pushing this idea further, we use the Tsygan formality map to obtain a comparison theorem that the categorical Variation of Semi-infinite Hodge Structure of MF(W) is isomorphic to Saito's original geometric construction in primitive form theory. An immediate corollary of this comparison result is that the analogue of Cȃldȃraru's conjecture holds for the category MF(W).
Introduction
The notion of Variation of Semi-infinite Hodge Structures (VSHS) was first introduced by Barannikov [1] , inspired by earlier works of Saito [21] and [22] . Roughly speaking, a (formal) VSHS over a complete regular local ring R = K[[t 1 , · · · , t µ ]] consists of a R [[u] ]-module E , locally free of finite rank, a flat meromorphic connection ∇ in both t-and u-directions, and a R-linear bilinear form −, − : E ⊗ R E → R [[u] ]. The triple (E , ∇, −, − ) must satisfy certain compatibility conditions, detailed in Section 2. Let S := K[[x 1 , · · · , x N ]] be the formal power series ring, and let W ∈ S be a function with an isolated singularity at the origin. The main result of this paper is a comparison theorem between two VSHS's associated with the function W : one constructed by Saito [21] known as primitive form theory, and the other one from non-commutative Hodge theory of the category of matrix factorizations MF(W) [14] , [27] , [28] , [12] . In particular, this comparison result implies that there is a natural bijection between categorical primitive forms of MF(W) and Saito's primitive forms of W , and that the corresponding Frobenius manifolds obtained are also isomorphic. In a sequel [32] , we shall give a categorical construction of genus zero B-model invariants of LandauGinzburg orbifolds, conjecturally mirror to the genus zero part of the FJRW theory. It is not yet known how to extend Saito's geometric construction to the orbifold case. 2 , and K W is the higher residue pairing extending the residue pairing.
Categorical construction of VSHS's.
It has long been suspected, for example in Kontsevich-Manin [16] , Saito-Takahashi [23] , Shklyarov [29] [30] that Saito's construction may be put into a categorical setting, where one replaces geometric deformation of singularities by deformations of differential graded (or more generally A ∞ ) categories. In this paper, we shall achieve this through Kontsevich's deformation quantization technique. Indeed, we consider the category MF(W) of matrix factorizations of W . An important structure result of Dyckerhoff [10] asserts that the category MF(W) is compactly generated by a single object denoted by K stab , the stabilization of residue field. This reduces the study of deformations of the category MF(W) to deformations of the differential graded algebra End(K stab ). In fact, we shall pass to its minimal model A ∞ algebra A W := the minimal model of End(K stab ).
Next, we may use the deformed potential function W = W + t 1 ϕ 1 + · · · + t µ ϕ µ to obtain a formal deformation A W of the A ∞ algebra A W . The non-commutative VSHS associated to MF(W) is then given by 1.3. Deformation quantizations. The main result of this paper states that there is an isomorphism of VSHS's between V Saito and V MF (W) . To obtain such a comparison result, we need to use Kontsevich's deformation quantization technique.
To begin with, recall Dyckerhoff [10] showed that the minimal model A ∞ algebra is, as a vector space, given by
the super-commutative algebra in N odd variables. To obtain the A ∞ algebra structure on the vector space, the standard tool is using homological perturbation technique and Konsevich-Soibelman's tree formulas. Implementing this idea, Dyckerhoff obtained some partial formulas of the higher products. The key observation of this paper is to instead use Kontsevich's deformation quantization to obtain such a minimal model. Indeed, consider the super-commutative algebra
and its Koszul dual algebra S = K[[x 1 , · · · , x N ]] with x j linear dual variables of ǫ j . Associated to the algebra A, we form the space of poly-vector fields:
with ǫ j 's degree 1 and ∂ ǫ j 's degree 0. The shifted space T poly (A) [1] , endowed with zero differential and the Schouten bracket forms a differential graded Lie algebras (DGLA). Now, given an element W(x 1 , · · · , x N ) ∈ S, we may consider it as a poly-vector fields with constant coefficients
Observe that since it has constant coefficients, it satisfies the Maurer-Cartan equation
At this point, we envoke Kontsevich's formality morphism
an L ∞ quasi-isomorphism from the DGLA of poly-vector fields to the shifted Hochschild cochain complex which is endowed with the Hochschild differential and Gerstenhaber bracket. The push-forward U * W is thus a Maurer-Cartan element of C * (A) [1] which by definition gives an A ∞ structure on the vector space A. In Corollary 3.7, we prove that this A ∞ structure is quasi-isomorphic to Dyckerhoff's dga End(K stab ). 
This follows from a result of Felder-Shoikhet [11] (which deals with the divergencefree case, see Willwatcher-Calaque [34] for the general case). We explain why having a cyclic A ∞ model is important for us. Indeed, our original motivation was to perform explicit computation of Costello's categorical Gromov-Witten invariants for the category of matrix factorizations, where one needs a cyclic A ∞ algebra as the input data. Previously, the only known (non-trivial) example of cyclic A ∞ structure is due to Polishchuk in the case of elliptic curves. This was used in [8] to perform computation of Costello's invariant in the case of g = 1, n = 1. Using Kontsevich's explicit formula, we obtain a cyclic A ∞ structure for every potential W ∈ S! In particular, this can be applied to perform explicit computation of categorical Gromov-Witten invariants for the derived category of a Quintic, using Orlov's equivalence known as the Calabi-Yau/Landau-Ginzburg correspondence. This line of research will be pursued elsewhere.
Comparison via Tsygan formality map.
Tsygan formality asserts that there exists an L ∞ module quasi-isomorphism
Here the superscript "Sh" is for Shoikhet, following Willwacher [33] . Let W ∈ T poly (A) be a poly-vector field with constant coefficients. Then the Tsygan formality map can be deformed by W . The first deformed structure map U Sh,W 0 is explicitly given by
Formally, over the ring
, we may further deform the Tsygan formality map by W = W + t 1 ϕ 1 + · · · + t µ ϕ µ to obtain a chain map
Extend this map u-linearly to obtain a map which we still denote by U [5] and [6] , Hochschild structures associated with the derived category of coherent sheaves on a smooth projective variety X were studied in great detail. In particular, one obtains a ring structure on HH * (X), a HH * (X)-module structure on HH * (X), and a symmetric non-degenerate pairing −, − Muk : HH * (X) ⊗ HH * (X) → K. There is another much easier but similar structure: a ring structure on H * (X,
, and the usual Poincare pairing. It was conjectured in loc. cit. that there exist isomorphisms
which would intertwine all the mentioned structures. This is known as the Cȃdȃraru's conjecture, later proved by Calaque-Rossi-Van den Bergh [4] for the ring and module structure, and by Ramadoss [20] for the pairing. ) intertwines the ring structures, the module structures, and the pairings up to a constant in K * . Note that on the space Jac(W)dx 1 ∧ · · · ∧ dx N we use the residue pairing. Proof. The fact that the tangent map preserves the rings structure was already proved by Kontsevich in his original deformation quantization paper [15, Section 8] . The module structure is preserved follows from the definition of the Getzler connection that the u −1 -term is given by capping with the Kodaira-Spencer class, and that the Kodaira-Spencer map is an isomorphism. The map U Sh,W 0 intertwines the pairing up to constant is part of the above comparison theorem, since the higher residue pairing is an extension of the residue pairing.
1.9. Organization of the paper. In Section 2, we recollect the notion of VSHS's and its appearance in non-commuative Hodge theory. In Section 3, we use Kontsevich's deformation quantization formula to write down an explicit cyclic A ∞ miminmal model for the category MF(W). In Section 4, we prove Theorem 1.6 using the deformed Tsygan formality map.
1.10. Conventions. We following Sheridan's sign convention and notations in [26] . In particular, the notation µ n (n ≥ 1) stands for higher A ∞ products in the shifted sign convention. Following [26, Section 3] , the notations b 1|1 and B 1|1 stands for certain actions of Hochschild cochains on Hochschild Chains. These operators give a calculus structure with ι = b 1|1 + uB 1|1 the contraction operator, and the Lie derivative action defined by
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Variation of Semi-infinite Hodge structures
In this section, we recall the notion of VSHS's and its natural appearance in noncommutative Hodge theory. 
Definition. A SHS of dimension
-module E that is free and of finite rank.
• A meromorphic connection of even degree ∇ ∂ ∂u : E → u −2 E , with at most a second order pole at u = 0.
• An even K-linear pairing −, − :
They are subjected to the following conditions:
Here the operator ⋆ :
• The pairing is covariantly constant with respect the u-connection.
• The pairing is anti-symmetric in the sense that
A SHS is called polarized if the induced pairing E/uE ⊗E/uE → K is non-degenerate.
If E is SHS (polarized or unpolarized), we shall refer to the decreasing filtration
the Hodge filtration of E .
SHS's from non-commutative geometry.
Let A be an A ∞ algebra over K. We shall always assume that A is strict unital. Let CC * (A) denote its reduced Hochschild chain complex, with the Hochschild differential b. Its homology is denoted by HH * (A). The Hochschild chain complex is endowed with a circle action (i.e. a degree one, square zero operator commuting with the differential b) B, known as the In order to obtain a SHS on HC − * (A), we need to have a connection in the udirection. This connection was first introduced by Kontsevich-Soibelman [17] , and Shklyarov [28] [30] . Its formula in the A ∞ case was written down in [7] .
We can also define a pairing on HC − * (A). Indeed, by [26, Section 5.3 ], there exists a chain level Mukai-pairing, i.e. a chain map of degree zero
Assuming that A is compact and smooth, the non-degeneracy property of the Mukaipairing is proved by Shklyarov [27] .
The chain level Mukai-pairing, extended sesquilinearly to the negative cyclic chain complex CC * (A) [[u] ], induces the so-called higher residue pairing
It follows from the definition of the higher residue pairing that it is compatible with the cyclic differential b + uB. Hence it descends to the negative cyclic homology to give a K-linear pairing
However, to obtain the anti-symmetry property of this pairing. We further assume that the A ∞ algebra is endowed with a cyclic pairing of parity N . Then, the chain level Mukai pairing is symmetric after shifting the complex by N (mod 2). More precisely, we have the identity
The anti-symmetric property of −, − hres follows from the above symmetric property of −, − Muk . Putting everything together, we arrive at the following 2.5. Theorem. Let A be a Z/2Z-graded, compact and smooth cyclic A ∞ algebra of parity N (mod 2). Assume Conjecture 2.4 holds for A. Then the triple
, −, − hres forms a polarized SHS.
Remark: If the HH * (A) is concentrated at either purely even or odd degree, then Conjecture 2.4 trivially holds by degree reason. For the purpose of this paper, the Hochschild homology of the category MF(W) (assuming W has an isolated singularity) indeed satisfies this condition.
Variational Semi-infinite Hodge Structures (VSHS).
Let (R, m) be a complete regular local ring of finite type over K. A polarized VSHS over R is given by
-module E of finite rank.
• A flat, degree zero, meromorphic connection ∇ :
that it has a simple pole along u = 0 in the R-direction, and at most an order two pole at u = 0 in the u-direction. In other words, we have
• A R-linear, u-sesquilinear, and ∇-constant pairing −, − :
The above data satisfies the same conditions as in Definition 2.2. We only note that since E is free of finite rank, the nondegeneracy condition of E/uE ⊗ R E/uE → R is equivalent to the nondegeneracy condition at the central fiber E = E/mE , i.e. the induced pairing
2.7. VSHS from flat families of A ∞ algebras. Let A be an A ∞ algebras over (R, m), by which we mean A is a Z/2Z-graded free R-module of finite rank, endowed with an A ∞ structure that is R-linear. There are some technicalities involved in establishing a generalization of Theorem 2.5 to a family version.
Indeed, we begin with a simple counter-example.
, and let A = R⊕R·ǫ a rank two, free R-module, with the first copy R at even degree and the second copy R at odd degree. Endow A with an unital R-linear differential graded algebra structure:
Let CC * (A ) be its usual Hochschild chain complex. By direct computation, one can show that its homology is given by K[t −1 ], with the R-module structure defined by
Thus, this is an R-module with 0 generic fiber, and with an infinite rank special fiber.
In order to resolve this issue, we introduce the m-adic completed Hochschild chain complex. More precisely we set
Since this is the only version of Hochschild chain complex we shall use in this paper, in the following we keep the notation CC * (A ) for its m-adic completed version.
Continuing with the example above, one can show that the completed version of the Hochschild homology of A is a free R-module of rank one, generated by the element
Notice that this infinite sum makes sense in the m-adic completed Hochschild chain complex.
The periodic cyclic chain complex of A is defined by the inverse limit
Similarly, we also define the cyclic chain complex/negative cyclic chain complex as the m-adic completion the corresponding chain complex associated with the A ∞ algebra A /m k A .
The same as in the absolute case, the negative cyclic homology of A carries the following structures:
• The higher residue pairing
• The Getzler connection
This connection has a first order pole at u = 0.
• An u-direction connection
It has a second order pole at u = 0.
• If A is a formal deformation of A parametrized by a regular local ring R, then the u-direction connection commutes with the Getzler connection in the R-direction. That is, for any vector field ν ∈ Der(R), we have
Thus if we set ∇ := ∇ Get + ∇ ∂ ∂u , it defines a flat connection both in the R-direction and the u-direction.
Finally, we recall the following definition from [7] .
Definition. A formal deformation
is an isomorphism.
2.9. Lemma. Let A be a Z/2Z-graded compact, smooth, cyclic A ∞ algebra, such that its Hochschild cohomology HH * (A) is concentrated at purely even degree. Let A be its versal formal deformation over a regular local ring (R, m). Then for any k ≥ 1, we have
Similarly, for the negative cyclic homology, we have
Proof. The existence of a versal formal deformation of A follows from that HH * (A) is concentrated at purely even degree, so that the obstruction space of its deformation theory vanishes. We also need to use the compactness and smoothness of A to ensure that HH * (A) is finite dimensional, so that the deformation space is of finite type.
To prove the locally freeness of HH * (A /m k A ), choose a homotopy retraction (i, p, h) :
, which exists since we are over a field K. Extend it R/m k -linearly to get a homotopy retraction which we still denote by
The Hochschild complex CC * (A /m k A ) is a deformation of the right hand side complex. Indeed, its differential is given by
where b (i) denotes the differential induced by the i-th order higher multiplication of the deformation A .
is a small perturbation since every term in it is at least first order, which implies that higher enough compositions of it will vanish over the ring R/m k . Thus we obtain a perturbed homotopy retraction
In general, the differential on the left hand side should also be perturbed accordingly. However, we observe the simple fact that if HH * (A) is purely even, then its Hochschild homology HH * (A) is either purely even, or purely odd, since A is Calabi-Yau. This implies that HH * (A) ⊗ K R/m k can not support non-zero differential just by degree reason. The statement for the negative cyclic homology is proved in the same way.
2.10. Theorem. Let A be a Z/2Z-graded compact, smooth, cyclic A ∞ algebra, such that its Hochschild cohomology HH * (A) is concentrated at purely even degree. Let A be its versal formal deformation over a regular local ring (R, m). Then the triple HC − * (A ), ∇, −, − hres forms a polarized VSHS.
Proof. The definition of HC − * (A ) using the m-adic completed negative cyclic homology complex allows the use of spectral sequence argument to deduce that
The locally freeness of HC − * (A ) follows then from the previous Lemma. The nondegeneracy of the pairing follows from that of the central fiber by Nakayama's Lemma.
3. Kontsevich's deformation quantization and cyclic minimal models
] be a regular function with an isolated singularity at origin. A result of Dyckerhoff [10] shows that the category of matrix factorizations MF(W) is compactly generated by the Koszul factorization K stab . Furthermore, it was also proved in loc. cit. that MF(W) admits a Calabi-Yau structure. KontsevichSoibelman [17] showed that this implies the exitence of a cyclic minimal model A ∞ algebra quasi-isomorphic to End(K stab ). A fundamental result due to Kontsevich [15] is the following formality
] be a formal power series such that there is no constant and linear terms. Replacing x j by ∂ j we obtain a polyvector field Thus, its push-forward
is a Maurer-Cartan element of CC * (A) [ 
This formula needs several explanations. First, the set G(k, n) is the so-called admissible graphs. Recall from [15] an admissible graph Γ of type (k, n) is an oriented graph with a set of vertices V Γ := {1, . . . , k} ⊔ 1, . . . , n , and a set of edges
Vertices in {1, . . . , k} are called the first type, and vertices from 1, . . . , n are called the second type. We require that every edge (v 1 , v 2 ) in Γ must starts at a vertex v 1 of the first type, and ends at a vertex of the second type 4 .
Secondly, the weight w Γ of an admissible graph is given by formula
Here C k,n is the moduli space of k + n points in the upper half plane H with k interior points labeled by {1, . . . , k} and n points on the real line labeled by 1, . . . , n from left to right. The function ϕ e is the Kontsevich's angle function associated with the edge e. It is given by 2 times the angle formed by the edge e with the positive real axis. The space C k,n is naturally an oriented manifold of dimension 2k + n − 2. A typical configuration Γ ∈ C 2,4 is illustrated in the following picture. 3 Note that this infinite sum is well-defined.
The integral above depends on a choice of ordering of the set E Γ . We may choose the following canonical ordering. For the i-th interior marked point, we set Star(i) to be the set of out-going (which is the same as all in our case) edges at the vertex i in the Graph Γ. The set Star(i) is ordered canonically according to the ordering of the ending points of the edges on the real line. A canonical ordering of E Γ is then given by
With the canonical ordering, the weight w Γ may be computed explicitly. The answer turned out to be rational numbers.
Lemma. The weight of an admissible graph is given by
An element σ ∈ S n is called a Γ-Shuffle if for each 1 ≤ i ≤ k the restriction σ| Star(i) : Star(i) → {1, 2, · · · , n} is an order-preserving map. Here we identified an edge e ∈ Star(i) with the its end point in {1, 2, · · · , n}.
Proof. Let Γ ∈ G(k, n) be an admissible graph. It determines an embedding
Here each ∆ |Star(i)| is the standard simplex of dimension |Star(i)|. The weight of Γ is then just given by ι Γ (C k,n ) dµ with dµ the Euclidean measure.
Consider an admissible graph as a map Γ : 1, · · · , k → {1, 2, · · · , n}. And let σ be a Γ-Shuffle. Then σΓ is another admissible graph. The point is that we have a decomposition
Furthermore, each σ ∈ S n acts on ∆ |Star(1)| × · · · × ∆ |Star(k)| by permutation of the coordinates, which identifies the weights w Γ = w σΓ . Since each simplex ∆ |Star(i)| has volume equal to 1 |Star(i)|! , we obtain the weight formula in the Lemma.
The action U Γ of an admissible graph is defined as follows. For each monomial
, we set 
Here M is the product operator of multiplying n elements in the exterior algebra
Explicit formulas.
Putting all the above discussions together we obtain the following expression of the A ∞ multiplication of A W :
Let us illustrate the above formula in the case when a 1 = ǫ j 1 , · · · , a n = ǫ jn are linear tensors. There is a unique graph that can contribute:
Its weight is 1 n! . Assuming that for each 1 ≤ j ≤ N , ǫ j appears k j times in a 1 , · · · , a n , then there are k 1 ! · · · k N ! non-zero contributions in W n . This gives the following formula:
This refines a formula of Dyckerhoff which gives symmetrizations of the above formula [10] . Let g be a differential graded Lie algebra. For each negative integer n ∈ {−1, −2, · · · }, we set the smart truncation
where d n : g n → g n+1 is the differential at the n-th degree. Observe that the truncation τ ≤n g is a differential graded Lie subalgebra of g, for any negative integer n.
This is well-defined since U k is of degree 1 − k with k ≥ 1, and U 1 is a map of complexes.
The truncation
is given by polyvector fields with constant coefficients concentrated at degree −1. It is endowed with trivial differential and trivial Lie bracket. The other truncation τ ≤−1 CC * (A) [1] has a pro-nilpotent DGLA structure, given by the decreasing filtration
Let h be a negatively graded pro-nilpotent DGLA. We define the set of negative Maurer-Cartan elements by
Two negative Maurer-Cartan elements α 1 and α 2 are said to be gauge equivalent if there exists an element
h n , such that
We set MC − (h) := MC − (h)/gauge equivalences . [1] induces an bijection of sets
Proof. It is easy to see that the map τ ≤−1 U * is injective. Indeed, the equation
implies that U 1 (W 1 ) is cohomologous to U 1 (W 2 ). But U 1 is the HKR map which is a quasi-isomorphism. Hence the equality [U 1 (
For the surjectivity, it suffices to show that two Maurer-Cartan elements a = a Now assuming that we have constructed h k for all k ≥ n for some negative even integer n, we would like to construct h n−2 . Let us write h ≥n := h −2 + · · · + h n . By assumption Maurer-Cartan element b ′ := exp(h ≥n ) * a agrees with b at degrees that are greater or equal to n + 1. But for any Maurer-Cartan element x we have
which shows that dx n−1 is determined by elements of strictly bigger degrees. Hence we conclude that db
Thus we deduce that d(b
Since the cohomology of τ ≤−1 CC * (A) [1] vanishes at degrees that are less or equal to −2, there exists h n−2 such that
This implies the Maurer-cartan element exp(h ≥n + h n−2 ) * a agrees with b in degrees that are greater or equal to n − 1.
The lemma easily implies the following 3.7. Corollary. Let [α LG ] ∈ MC τ ≤−1 CC * (A) [1] be the point in the Maurer-Cartan moduli space of τ ≤−1 CC * (A) [1] , [δ, −], [−, −] corresponding to the minimal model A ∞ algebra of End(K stab ) defined by Dyckerhoff. Then we have
That is, the A ∞ structure we obtained from Kontsevich's deformation quantization is gauge equivalent to the minimal model A ∞ structure of End(K stab ) obtained from homological perturbation technique.
Proof. By the lemma above, it suffices to prove that the degree −1 part of the A ∞ structure α LG is cohomologous to U 1 (W). For this, we may use the splitting map of the HKR-isomorphism given by
For α LG −1 , this splitting map gives W by Dyckerhoff's formula [10] . For U 1 (W) this also gives W since U 1 is the HKR map.
3.8. Hochschild cohomology of (A, δ + U * W). A particularly nice feature of Kontsevich's explicit formula is that it preserves the cup product structure on the tangent cohomology. Namely, it was observed by Kontsevich that the tangent map at W defines an isomorphism of algebras
Note that this result does not require that W have isolated singularities. If W has an isolated singularity at origin, the above isomorphism reduces to the well-known fact that the Hochschild cohomology of A is isomorphic to the Jacobi algebra Jac(W). Interestingly, even in this case, the above algebra map is not given by the HochschildKonstant-Rosenberg isomorphism which is only the first term of dU W . It would be very interesting to explore the Duflo type correction terms in this setting.
3.9. Cyclicity of A W . Another nice feature of Kontsevich's formula is that the minimal model A ∞ structure δ + U * W is automatically cyclic, with respect to the trace map
Indeed, the trace map induces a bilinear form on
The non-degeneracy of this bilinear form further induces an isomorphism ι : A → A ∨ . We use ι to get an isomorphism
The dual of the Connes differential B ∨ pulls back to CC * (A) which we denote by div Tr , called the divergence operator associated to the trace map Tr. Since W has constant coefficients, we have div Tr (W) = 0. It was observed by Felder-Shoikhet [11] (see also Willwachera-Calaque [34] for the non-divergence free case) that for divergence free polyvector fields, the push-forward under Kontsevich's L ∞ homomorphism U is cyclic, in the sense that
This is precisely the cyclicity of µ with respect to the trace map Tr.
Deformations of A W .
Assume that W has an isolated singularity at origin. Consider a deformation of W depending on parameters t 1 , · · · , t µ defined by W = W+t 1 ϕ 1 +· · ·+t µ ϕ µ with (ϕ 1 , · · · , ϕ µ ) a basis of the Jacobian ring Jac(W). Extending Kontsevich's formality map t-linearly yields a morphism
The push-forward U * (W ) yields a flat family of A ∞ structure A W over the commutative
Observe that by construction, this family A W is a versal deformation of A W . Theorem 2.10 applied to the family A W yields a VSHS:
3.11. Symmetries in G ⊂ SL N . Let G ⊂ SL N be a finite subgroup of linear symmetries of W . Yet another nice property of Kontsevich's formula of U is that it is equivariant under all affine transformations of C N . In particular, U is G-equivariant, which implies that the higher products µ n are G-equivariant maps. Furthermore, since G ⊂ SL N (C), it also preserves the trace map, which implies that G is a group of symmetries of the cyclic A ∞ algebra (A W , Tr).
This enables us to form another cyclic A ∞ algebra A W ⋊ G, the semi-direct product algebra. As a vector space
, its higher products are defined by
The trace map is defined by
The semi-direct product algebra naturally arises from the category MF(W, G) of Gequivariant matrix factorizations of W . Indeed, Polishchuk-Vaintrob [19] proved that K stab ⊗ K K[G] compactly generates the category MF(W, G). Its endomorphism differential graded algebra is
Passing to the minimal model yields precisely A W ⋊ G.
Tsygan formality and Comparison of VSHS's
In this section, we prove the main result of the paper that the deformed Tsygan formality map is an isomorphism of VSHS's between V MF(W) and V Saito .
Tsygan formality. Recall our notation that
, the supercommutative algebra generated by N odd variables in cohomological degree 1. And there is an L ∞ quasi-isomorphism
from the DGLA of poly-vector fields to the Hochschild cochain complex. Let ϕ ∈ CC * (A) [1] be a homogeneous Hochschild cochain. The assignment ϕ → L ϕ endows CC * (A) a differential graded Lie module structure over CC * (A) [1] . Precomposing with the L ∞ quasi-isomorphism U gives CC * (A) an L ∞ -module structure over T poly (A). On the commutative side, the space Ω * A of differential forms is naturally a graded Liemodule over T poly (A) [1] through the standard Lie derivative action. Tsygan formality asserts that there exists an L ∞ module quasi-isomorphism
Following Willwacher [33] , here the superscript "Sh" is for Shoikhet who wrote down this L ∞ -module map [31] . The Shoikhet quasi-isomorphism is defined in the same fashion as the map U in the case of Kontsevich formality. Indeed, for a Hochschild chain a 0 | · · · |a n , and Hochschild cochains
In this formula, for each multi-index I = (i 1 , · · · , i j ), we used the abbreviations
Several explanations of this formula are in order.
-First, the weight w Γ is defined by the following integral
with θ e the Shoikhet angle function associated with the edge e, while D k+1,n+1 is the configuration space of k + 1 interior points and n + 1 boundary points on the unit disk. The n + 1 boundary marked points are labled by 0, · · · , n in the counter-clockwise orientation, and the k + 1 interior marked points are labeld by {0, · · · , k}. We may fix the zeroth boundary marked point at (1, 0), and the zeroth interior marked point at (0, 0).
-the set G ′ (k + 1, n + 1) consists of admissible directed graphs, such that a graph Γ ∈ G ′ (k + 1, n + 1) is admissible if it satisfies the conditions as in Kontsevich's case, plus that the first interior point 0 can not be the ending vertex of an edge.
-The action U Γ is defined by the same rule as in Kontsevich's case, by putting the poly-vector field ∂ I at the 0-th interior marked point, and a j at the j-th boundary marked point for 0 ≤ j ≤ n. The following picture illustrates the definition of
4.2. Deformations of the Tsygan formality map. Let W ∈ T poly (A) be a poly-vector field with constant coefficients, i.e. corresponding to a function
Since such a W is a Maurer-Cartan element of T poly (A) [1] , it induces a deformation of the Tsygan formality map
We shall only be intersted with the first deformed structure map U Sh,W 0 explicitly given by
That is, we insert W at all interior marked points except the zeroth one. Its k-th term is illustrated in the following picture where we insert k-copies of W in the interior of the disc.
Let us now assume that W has an isolated singularity at origin. Choose a set of basis ϕ 1 , · · · , ϕ µ for the Jacobian ring of W . Denote by
Replacing W by W produces a formal deformation of the Tsygan formality map depending on the formal parameters t 1 , · · · , t µ . Denote this map by U Sh,W 0
. We may extend the map u-linearly to obtain a map on the negative cyclic chain complex
The fact that U 
The left hand side carries a VSHS as explained in Section 2 from non-commutative geometry.
Koszul duality
: Ω * A versus Ω * S . For the right hand side of the above isomorphism, we shall show that it is naturally isomorphic to Saito's VSHS
assuming that W has an isolated singularity at the origin. Indeed, observe the following sequence of isomorphisms
Here the first arrow sends 
, L W + ud DR the pull-back VSHS under the isomorphism 4-2. We shall need the following explicit formulas for the induced connection operators in terms of calculus of the super-commutative algebra A:
We may now state our main result:
4.4. Theorem. The deformed Tsygan formality map
is an isomorphism of VSHS's.
Proof. In Proposition 4.7, we shall prove that U Sh,W 0 intertwines with the GaussManin connection ∇ GM with the Getzler connection ∇ Get . In Proposition 4.8, we prove that U Sh,W 0 also intertwines the u-direction connections. These two properties imply that U Sh,W 0 automatically intertwines the higher resiude pairing (up to a non-zero constant in K * ) by a uniqueness result of M. Saito [24] . The rest of the section is devoted to the proofs of Proposition 4.7 and Proposition 4.8.
Construction of the homotopy operators.
Fix an integer 1 ≤ j ≤ µ. We would like to prove that ∇
after taking cohomology. To acheive this, we use a homotopy operator constructed by Cattaneo-Felder-Willwacher [9] . Consider the configuration space E k+2,n+1 of k + 2 interior marked points (z 0 , · · · , z k+1 ), and n + 1 boundary marked points (z 0 , · · · , z n ) on the unit disk, such that the first two interior points are such that z 0 = (0, 0) and z 1 = (r, 0) with r ∈ [0, 1]. The notion of admissible graphs are defined in the same way as before. For each admissible graph, set
Define an operator H 0 :
This operator is illustrated in the following diagram. 
where H = H 0 + uH 1 .
Proof. Expanding both sides of the above equation, and moving the right hand side to the left, its u −1 -term is given by
The vanishing of the above expression is proved by Calaque-Rossi [3] . The u 0 -term are given by By definition, the A ∞ structure on A W is given by
The subscript n is the component of U k (W k ) that has n-inputs. We then compute the difference:
The operator T in the above formula is simply the exterior degree operator, i.e. T(ǫ I ) = |I|ǫ I . The last equality follows from the fact that in order for the component U k (W k ) n to be non-vanishing, the number of edges of the admissible graphs must equal to the dimension of C k,n which is equal to 2k + n − 2. Since each edge differentiate once, the total operator reduces the exterior degree by exactly 2k + n − 2.
Using the above formula, we compute 2u∇
We have used Getzler's Cartan homotopy formula 
That is, it simply records the tensor degree of the coefficient of a differential form. The above identity follows from the fact that the dimension of the configuration space D k+1,n+1 is 2k + n, and hence one needs to contract 2k + n tensor degrees for U Sh k (W , · · · , W ; a 0 |a 1 | · · · |a n ) to be non-vanishing. Putting the above identities together, we obtain
Finally, observe that the P operator corresponds to the differential form degree operator on Ω * S , and since we are assuming that W has an isolated singularity at origin, the cohomology H * Ω * S [[t 1 , · · · , t µ , u]], dW + ud DR is supported at the top differential form degree N . Hence the operator P ≡ N · id after taking cohomology. Thus, the proposition is proved.
