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Abstract
Research on the location of usability and user experience tests has shown that testing contexts
that include interaction with a tester yield better results. However, the effect of the tester in terms
of the amount of interaction has not been directly explored. The goal of this study is to examine
the impact of the tester’s presence on participant performance and affect on a common usability
testing task, a critical incident report. Participants completed two lessons in an intelligent
tutoring system and completed a critical incident report for each lesson, either as an interview
with a tester or as a survey without a tester present. While tester presence seemed to have almost
no impact on performance or affect when directly compared, a number of differences were found
with performance and affect when individual difference measures were accounted for.
Implications for how user tests can be optimized with these measures are discussed.
Keywords: user experience, affect, performance, critical incident reports, usability,
experimenter, intelligent tutoring systems
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The Human Factor: How User Experience Testers Affect Participant Performance and Emotions
on Critical Incident Reports
The impact of researcher presence during psychological experiments has been
investigated by a number of experimenters, and seemingly ignored by many more. The
Hawthorne experiments (Gillespie, 1993), Orne’s exploration of demand characteristics (Orne,
1962), and Marlowe and Crowne’s work on social desirability bias (Crowne & Marlowe, 1960)
all demonstrated that participants can and will change their behavior depending on a variety of
(often unmeasured) factors. While these phenomena have been studied within the context of
traditional psychological experiments for decades, there is an emerging field where the impact of
these phenomena is unclear: user testing. User testing is the practice of allowing the target
population of a system or service to interact with said system or service to determine strengths
and weaknesses via both qualitative and/or quantitative metrics.
Usability and user experience (UX) testing are now commonplace among software and
web development organizations. In a review of current trends in usability evaluation, Bak,
Nguyen, Risgaard, and Stage (2008) found that 29 out of 39 organizations in their sample used
usability evaluations of some sort. The massive increase in user testing has created a trend in
usability and UX research that aims to automate the testing process, which removes the user
tester from the scenario in favor of computer-delivered tests.
However, the research implications in removing the user tester are unclear. Does the
researcher’s presence impact the quality of the data in a user test? How exactly does the
researcher’s presence affect factors such as participant emotions or performance on testing tasks?
These and other fundamental questions have not been clearly addressed by research on user
experience and usability testing, and many findings are contradictory. This research hopes to
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extend the work in this area by exploring not only the negative impacts of the user tester on this
paradigm, but also the potentially positive effects.
Before we can understand how the tester impacts both usability and user experience (UX)
testing, it is useful to look at these two types of testing and consider the similarities and
differences between them. Usability testing has existed in some form since the early 1900s, but
became popular in the early 1980s when corporations such as IBM, Apple, and Xerox began
bringing in users to assess their software and hardware. Today, the International Organization for
Standardization (ISO) defines usability as the “extent to which a product can be used by
specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a
specified context of use” (Jokela, Iivari, Tornberg, & Electro, 2004). While user experience
testing has a large amount of overlap with usability testing, UX testing has a broader focus on the
user’s overall experience using a service, product, or system, as opposed to performance centric
measures such as time on task or task completion rate. The ISO defines the user experience as “a
person's perceptions and responses that result from the use and/or anticipated use of a product,
system or service” (Law, Roto, Hassenzahl, Vermeeren, & Kort, 2009). Within the current
discussion, we will refer to both types of testing as user tests, as this research applies to both
types of testing.
An issue that complicates the discussion of these two types of testing is the variety of
means by which they can be conducted. User tests can be carried out within a lab or remotely,
meaning that there are varying levels of involvement for the user tester. Even within remote
testing, there are different degrees of tester supervision. For instance, in synchronous (or
moderated) remote testing, testing is conducted live over the internet, while asynchronous (or
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unmoderated) remote tests involve a completely automated testing process with no human
interaction.
Remote synchronous and asynchronous testing have gained popularity as technology has
allowed greater ease of use. However, the costs associated with such a move have not been
properly assessed in the realm of usability, and may actually differ from the benefits and
drawbacks that other fields, such as Psychology, experience as they move to more automated
testing. Although previous research on this subject has been mixed, there is some evidence to
suggest that remote testing and lab-based testing have distinct strengths and weaknesses.
Remote Versus Lab-Based Testing: Strengths
User tests have traditionally been carried out in lab settings, with a user tester present to
guide the interaction. Bartek and Cheatham (2003) note a number of the advantages of lab-based
testing, many of which are related to ease of use: software preparation and setup is easier in a lab
setting and requires very little action from users, less setup time is required to make materials
available compared to online testing, video and audio recording of the screen or users’ speech is
much easier in the lab, and troubleshooting in a lab setting is much easier. These advantages,
especially software setup and troubleshooting, are facilitated in large part by the presence of the
user tester.
There are numerous other benefits to conducting user research with a tester present, many
of which align with the qualitative and exploratory nature of the research. Rubin and Chisnell
(2008) and many other practitioners note that participant observation is crucial, and one of the
biggest benefits to lab-based testing. In one study, researchers found that a usability engineer
simply observing the participants identified 13 additional issues not identified by participants
(West & Lehman, 2006). Dray and Siegel (2004) also suggest conducting formative usability
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evaluations in person, as the “rich (and interpretive) qualitative data you want” (p. 7) is much
easier to acquire. Another advantage to lab-based tests is being able to monitor participants to
ensure they are on task (Kelly & Gyllstrom, 2011). Yet another benefit of lab-based testing is
that having a researcher present can potentially alleviate cultural misunderstandings by using
social interaction cues and context to interact with participants in a more thoughtful and sensitive
manner (Dray & Siegel, 2004).
On the other hand, remote user testing yields a variety of benefits over lab-based testing,
especially in terms of convenience for both users and testers. Asynchronous (or unmoderated)
remote testing automates the testing process and requires little to no active management from
those conducting the tests (e.g., Amazon’s Mechanical Turk, Loop11). The popularity of these
tools is growing rapidly with numerous options for services that will provide unmoderated
testing tools, or services that will simply run the tests for the tester. Many researchers have
praised remote user testing for a number of factors that set it apart from lab-based user tests.
Bartek and Cheatham (2003) note some of these benefits to remote testing, such as: the ability to
obtain an international sample, convenient access to hard-to-locate specialists, cost-effectiveness,
(more) ecologically valid setting, and general convenience for users. Additionally, decreased
costs and ease of data collection mean larger sample sizes are achievable in shorter spans of
time. Paternò, Russino, and Santoro (2007) similarly cited the ease of data collection from “real
contexts” when remote testing on a computer. Another oft cited benefit to remote testing is the
anonymity and privacy afforded by the medium (West & Lehman, 2006). Without a user tester
present to influence the behavior of participants, users may feel more comfortable expressing
negative opinions about a system or service (Cardamone, Eboli, & Mazzulla, 2014). In summary,
the most commonly noted benefits of remote testing seem to be related to convenience
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(especially for users) and cost, which is unrelated to a user tester’s presence. Other benefits such
as privacy and anonymity are directly related to the absence of a user tester.
Remote Versus Lab-Based Testing: Weaknesses
Few researchers frame the discussion around the pros and cons of the laboratory
environment itself, mainly because it is the status quo--how experiments and user tests have been
conducted since their inception. However, some researchers have noted disadvantages with labbased testing. Bruun, Gull, Hofmeister, and Stage (2009) found some drawbacks to lab-based
user testing, such as requiring greater resources for setting up and conducting tests for the tester,
as well as greater resources required for data analysis (although the researchers admitted to using
outdated methodology). For lab-based tests, a usability or UX practitioner will have to carry out
the test, while remote tests do not require testers’ active involvement. Some other shortcomings
of lab-based testing are location limitations. Either the tester or participants will have to travel to
get to the testing site, which in turn, constrains the breadth of the population willing or able to
participate. For example, if an international sample is required, lab-based testing would require
significantly more resources than a remote testing solution. Another problem with lab-based tests
is limitations with how many users can be tested simultaneously. Testing, especially lab-based
testing tasks such as interviews, should be carried out by usability or UX specialists, which in
most organizations are in short supply. In light of all this information, it seems that lab-based
testing puts a greater burden on the tester than remote testing, generally requiring more resources
to carry out studies in person. Depending on the goals of testing, the tradeoffs may or may not be
worth the extra cost of resources required for lab-based tests.
Asynchronous, unmoderated remote tests also have a number of shortcomings. Bartek
and Cheatham (2003) highlighted a number of the drawbacks to remote testing, such as: limited
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visual feedback available to testers, security concerns for data collection, the potential for system
and connection/performance issues, as well as the potential for usability issues while setting up
and carrying out the study. In a study comparing asynchronous, synchronous, and lab-based
tests, the researchers found that asynchronous testing was more time consuming for users and
detected fewer usability problems (Andreasen, Nielsen, Schrøder, & Stage, 2007). The time
differences could be related to the lack of troubleshooting support, as there was no user tester
involved to guide participants through the testing process. Some of the time benefits noted for
practitioners may also be over-stated as many remote testing services still rely on the tester for
recruiting and have limited pools of users (Kittur, Chi, & Suh, 2008). Thompson, Rozanski, and
Haake (2004) suggest that remote tests should be avoided if possible, as crucial think-aloud
feedback and real-time debriefing information are lost in asynchronous tests. While some
services now allow for recording of participants to collect think-aloud data in asynchronous tests,
there is still an inability to debrief participants in real time with asynchronous tests, a drawback
of no user tester being present.
Another issue within psychological research (especially in the realm of educational
software) and user testing is the phenomenon of users gaming the system, i.e., manipulating the
software or system to advance through the curriculum (Baker, Corbett, Koedinger, & Wagner,
2004). This issue seems to be especially prevalent in online task marketplaces such as
Mechanical Turk. In an in-depth study on remote testing on Mechanical Turk, Kittur and
colleagues found that, out of 210 free-text responses, 123 (or 58.6%) of the ratings were flagged
as potentially invalid because of short completion time or other issues (Kittur et al., 2008). These
invalid responses were removed but required additional time from experimenters to determine
their quality. They also found that the naïve user ratings only marginally overlapped with
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experts’ ratings, suggesting the quality of the data provided by participants was somewhat poor.
The same researchers conducted a second experiment that alleviated many of these issues, but
this required development of closed-ended questions that verified participants were paying
attention. In all likelihood, an experimenter’s presence would likely decrease the tendency for
users to game the system, suggesting that the privacy afforded by remote testing is a doubleedged sword when it comes to data quality. Other studies have found that users in remote tests
also have a tendency to misinterpret the tasks and questions. With no means to clarify these
misunderstandings, due to the lack of a tester’s presence, this shortcoming could produce extra
noise in the data if participants are left to interpret unclear questions (Waterson, Landay, &
Matthews, 2002). The negative aspects of remote asynchronous testing seem to pertain mostly to
the lack of a researcher’s presence to assist with task guidance, keeping participants on task, and
an inability to monitor participants’ to attain additional qualitative data.
Remote Versus Lab-Based Testing: Performance
Differences in performance have been found between lab-based and remote testing, but
results are mixed. Bruun et al. (2009) reported that participants in all three remote asynchronous
conditions (no user tester) performed much worse than participants in the traditional lab-based
testing condition. Other studies have also compared performance between lab-based and remote
settings. In a study comparing lab-based testing to remote mobile testing, the lab-based
participants greatly outperformed mobile remote testers (Waterson et al., 2002). During the
testing task, lab-based testers found all 18 issues (e.g., too much scrolling was required), while
only seven of the issues were found with the mobile remote testers. However, it is worth noting
that this study suffered from extremely low sample size, with only 10 users participating. Others
also found statistically significant differences in length of responses on their exit survey, with
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lab-based participants providing longer responses than remote participants (Kelly & Gyllstrom,
2011). Similarly, in a study exploring remote testing with participants with disabilities, the
researchers found that the amount and richness of qualitative data was much higher in the labbased condition compared to the data from the remote test (Petrie, Hamilton, King, & Pavan,
2006).
While some evidence showed that lab-based studies improve participant performance,
another study found equivalent performance between lab-based and remote tests. Tullis,
Fleischman, McNulty, Cianchette, and Bergel (2002) reported that data collected from face-toface human interviews did not significantly differ from data collected via web-based surveys,
suggesting remote performance was comparable to performance in the lab. However, there were
a number of problems with this study, such as extremely unequal sample sizes (e.g., 8
participants in lab condition, 108 in remote condition), no statistical procedures used to
compensate for unequal sample sizes, and a potentially biased sample (employees of the
company conducting the test). While these studies fail to paint a definitive picture pertaining to
performance in user tests, two studies in particular have started to reveal how remoteness of
testing and the tester’s presence impact user tests.
Performance: Remoteness Versus Tester Presence
Only two studies have touched on the issues of remoteness and tester presence somewhat
indirectly, yet both are particularly revealing. The first is a study that compared a synchronous
remote test to a traditional lab-based usability test. The researchers found essentially no
differences between the remote synchronous condition (e.g., moderated by a tester but remote)
and the lab-based testing condition in terms of performance (e.g., time on task and number of
critical incidents reported) or participant stress levels (Andrzejczak & Liu, 2010). This study
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suggests that remoteness (the manipulated variable) is relatively unimportant to performance and
motivation on testing tasks, while the importance of the user tester’s presence remains unclear.
To clarify this issue of the testers’ presence, a comparison would need to be made between
asynchronous remote, synchronous remote, and lab-based tests. Fortunately, a study from 2007
did so comparing a synchronous remote test, two asynchronous remote tests, and a lab-based
usability test. The researchers found that the remote synchronous test (moderated with user
tester) was virtually equivalent to a traditional lab-based usability test (Andreasen et al., 2007),
which mirrors the findings by Andrzejczak and Liu. However, the critical difference in this study
was found in the two conditions that did not include a user tester (asynchronous remote
conditions). Participants in both asynchronous conditions identified fewer usability problems
than the synchronous and lab-based conditions which included a user tester, and the tasks took
considerably more time for users. Both conditions that utilized a user tester outperformed the
conditions that automated the testing process. This suggests that the test being remotely located
(commonality between asynchronous and synchronous) may be less important than the presence
of a user tester (commonality between synchronous and lab-based test). In other words, tests can
be conducted remotely but only remote moderated tests that utilize a user tester will provide the
same quality of data as lab-based tests. Across these studies the human’s presence seems to be of
significant importance, while the remoteness of the study did not seem to matter.
Based on the available research regarding remote and lab-based testing, the user tester’s
presence does seem to be important to the testing process. A moderator, tester, or experimenter’s
presence can serve many purposes, from clarifying unclear task instructions to motivating
participants to stay on task during a test. Additionally, the user tester can both observe and
interview participants during and after the use of a system to provide rich qualitative data that
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can be used to reveal problematic or under-developed features in a system. Regardless of many
papers finding limitations with the quality of qualitative data and the limitations with the
complexity of tasks in remote tests, many researchers conclude that remote testing is a valid
alternative to lab-based testing. Others still suggest remote testing is an additional tool in the
practitioners’ arsenal that should be utilized when it makes sense (e.g., when analytics or basic
quantitative data is desired), and not used exclusively. Further teasing apart these differences
between studies that do and do not include a testers’ presence will give practitioners insight into
when it is best to use local or remote testing. Furthermore, an exploration of how demand
characteristics and social desirability bias may be utilized to improve participant motivation, and
in turn performance, should be carried out.
Remote Versus Lab-Based Testing: Affect
Performance is not the only factor that can be affected by the presence of the tester.
Hassenzahl and Tractinsky (2006) suggest that user experience is a consequence of the user’s
internal state, motivation and mood being two of the key factors. Despite this, how the tester’s
presence impacts the user’s desire to participate, and to what extent, is a question that only a few
researchers have asked. West and Lehman (2006) reported that participants in their remote
testing condition showed lower motivation, giving up on tasks more easily than those in the lab
condition. In Kelly and Gyllstrom’s (2011) experiment exploring interactive search systems, the
researchers found that participants’ responses regarding enjoyment of the experiment were
higher for lab-based participants than remote participants. The researchers suggest two
explanations: either demand characteristics influenced participants to over-report enjoyment, or
the participants genuinely enjoyed the experience and interacting with the researcher. Higher
enjoyment of a user test or experiment could lead to greater willingness to participate, suggesting
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that the lab setting and the human’s presence benefit participant enjoyment. In an online article
discussing the strengths and drawbacks of unmoderated remote usability testing, the author
suggests unmoderated tests should take between 15-30 min as dropout rates increase beyond this
time window (Soucy, 2010). This suggestion hints that affect may be a factor that determines
whether participants will complete an unmoderated user test. Another study that explored
conducting remote user studies on Mechanical Turk (Kittur et al., 2008) confirms this
suggestion; the researchers found a high amount of users either gaming the system or simply not
engaging in the task, with the median task duration being just one minute and thirty seconds,
suggesting affect and motivation issues might be a problem with remote studies.
In a study by Ainley, Hidi, and Berndorff (2002), the researchers used structural equation
modeling to analyze the relationships between interest, affect, persistence, and performance of
participants on learning of expository texts. The researchers found that interest increased affect,
affect increased persistence, and persistence increased participant test scores. This finding may
have implications for the current study, with the variables of affect and performance being
worthy of measurement and exploration in a user testing context. Research on computer-based
learning environments has also shown a relationship between boredom (a negative affective
state) and problem behaviors, such as gaming the system (Baker, D’Mello, Rodrigo, & Graesser,
2010). Therefore determining users’ affective state may help flag the potential for unproductive
behaviors in user testing tasks, especially in asynchronous tests, and could potentially predict
performance on user testing tasks. Based on this literature, measuring the affective state of
participants may be highly informative.
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Individual Differences
While the previously noted studies by Andrzejczak and Liu (2010) and Andreasen et
al.(2007) touched on some rarely explored factors pertaining to user testing (e.g., stress and
performance differences between all three types of testing) there are a number of other issues
that have yet to be explored. Individual differences may be able to explain variability in the
participant’s affect, how much effort they put into a task, and whether or not they enjoy the
testing process, all of which may ultimately affect the outcomes of a user test. Because of the
variety of social pressures that are present in experimental and user testing paradigms,
participants may behave very differently depending on how they perceive the situation. As an
example, consider the competing forces at play when a tester encourages a user to provide
feedback (e.g., pros and cons of the system): 1) the user may want to provide positive feedback
about a system to please the tester, 2) the user wants to avoid giving negative feedback about a
system to avoid hurting the tester’s feelings, and 3) the user is encouraged by the tester to give
negative feedback and therefore gives negative feedback to please the tester. This demonstrates
how social desirability bias and demand characteristics can simultaneously serve to both
dissuade and encourage a user to provide negative feedback. How different users respond to
these pressures could vary depending on numerous factors such as their mood or their inherent
interest in the task itself. What factors then will determine whether a user provides any feedback,
positive feedback, or negative feedback? As proposed above, the tester’s presence during
feedback generation is one factor that may influence the participant’s willingness to provide
different types of feedback. However, based on the contradictory outcomes in the literature when
the tester’s presence is manipulated, it is likely not the only factor at play. Individual difference
measures and other metrics may serve to fill in the gaps to explain participants’ willingness to
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provide feedback on a system. Factors such as motivation for learning, personality differences,
and technology experience may also serve to explain differences in outcomes of user tests and
will also be explored in this study.
One individual difference that may influence user performance is motivation for learning.
Research has shown that a variety of facets of motivation for learning are positively correlated
with cognitive engagement and performance in the classroom (Pintrich & deGroot, 1990). It may
be the case that greater motivation for learning is associated with higher performance on a user
test, especially when evaluating e-learning software. Motivation for learning may help to explain
performance during, and likeability of, user testing tasks and seems to have been overlooked in
the literature on user testing.
Another measure that has rarely been utilized in studies on user testing is the Big Five
personality scale (or derivative metrics). While a measure of introversion/extroversion (one
dimension of the Big Five) was used with think aloud protocols with children (Donker &
Markopoulos, 2002), very few experiments have attempted to correlate performance in a user
test with these five factors. A number of meta analyses have found relationships between the Big
Five personality dimensions and a number of other factors: a positive relationship was found
between conscientiousness and job performance (Barrick & Mount, 1991), conscientiousness and
openness to experience were positively correlated with academic success (O’Connor &
Paunonen, 2007), and conscientiousness and neuroticism were predictive of performance
motivation (Judge & Ilies, 2002). These studies and others suggest that the Big Five personality
traits are a useful individual difference metric, especially when attempting to explain
performance and motivation in experimental settings. It may be the case that user testing
participants with higher levels of conscientiousness, neuroticism, and higher openness to
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experience will provide greater amounts of and higher quality feedback. These dimensions may
be able to further elaborate the profile of good users for testing.
In Donker and Markopoulos’s (2002) study on think-aloud protocols with children, the
researchers attempted to explain why girls found more problems with their system than boys did.
They suggest that differences in technology experience (e.g., computer use) might be a
moderating factor. Because technology use would seem to be a pertinent factor in one’s ability to
evaluate interfaces (e.g., inexperienced users have more problems navigating an interface), this
may be a pertinent factor worth measuring in the course of user testing.
Individual differences can potentially reveal a relationship between a participant’s
personal characteristics and their performance in psychological experiments and user tests. While
preemptively selecting a sample based on performance is not a goal in many experiments, within
user testing that is not necessarily the case. If user testing professionals are able to build profiles
of high performing users for user testing that generate greater amounts of actionable data, this
could serve to simplify the data collection process.
Present Study
Although many experiments on user testing have explored the issue of location (e.g.,
remote, local, etc.), very little research has attempted to determine the impact of the tester’s
presence on study outcomes directly. The current study addresses this gap in the literature by
directly measuring the impact of the user tester on critical incident reports (Flanagan, 1954), a
common usability task whereby participants identify incidences that positively or negatively
contribute to an activity or task. This study compares unmoderated critical incident reports
generated by participants with reports generated in a moderated, computer-assisted personal
interview condition. It is hypothesized that the computer-assisted personal interview condition
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will yield greater amounts of, and higher quality feedback than the automated, unmoderated
condition, which simulates a remote testing scenario. However an important difference between
this study and previous studies on remote testing is the tester is available during both conditions,
but only the amount of interaction is being manipulated. Assistance is only provided in the
unmoderated condition when the user faces an issue that prevents them from completing the task.
The interview condition allows for clarification of feedback by the tester where necessary, which
may improve the quality of the feedback. The presence of the tester may also serve to increase
the motivation to provide feedback, with those in the interview condition providing greater
amounts of feedback. Although the majority of the literature suggests lab-based tests normally
outperform asynchronous remote tests, some research has tentatively found comparable
performance between the two. Therefore, it may also be the case that the presence of the user
tester decreases, or does not improve, the generation of critical incidents by participants. The
inclusion of a number of relevant individual difference measures such as motivation for learning,
the Big Five personality dimensions, and technology experience may help determine factors that
moderate or facilitate performance on user tests.
Methods
This study was a two condition, within-subjects experiment where participants completed
two lessons in a computer-based learning environment. In the interview condition, a lesson was
followed by an interview between the tester and participant (a computer-assisted personal
interview) to uncover critical incidents or usability/user experience problems that the participant
experienced during the lesson, and in the survey condition, the other lesson was followed by a
self-administered critical incident report where participants typed the problems on their own. The
computer-assisted personal interview condition involved a tester sitting at the keyboard and
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typing the critical incidents the participant reports. The self-administered survey was carried out
by the participant without any interference from the experimenter, and no observation or
interaction occurred unless the participant requested assistance with an issue that prevented them
from proceeding. By removing the location aspect of asynchronous remote testing and only
manipulating the amount of interaction, the goal was to eliminate confounds and measure the
impact of human interaction directly.
Participants
All participants were University of Memphis students recruited via flyers posted around
the campus. Participants received a $10 gift card for Amazon.com for participating in the study.
Paying participants was chosen over the Psychology department subject pool as it better reflects
the motivation of participants found in real-world user tests, providing greater ecological
validity. The sample size for the study was 53 participants.
Materials
Software system. The main task involved completing two abbreviated lessons delivered
by AutoTutor CSAL, created at the University of Memphis for the Center for the Study of Adult
Literacy project (Graesser et al., in press). AutoTutor CSAL is an agent-based, trialogue tutoring
system that includes two interactive tutoring agents: a student agent and a tutor agent. The
purpose of the system is to assist adults with reading deficits in learning reading comprehension
techniques. The curriculum is based on the PACES reading strategy (Lovett et al., 2008). Two
interactive agents guide users through the lesson by presenting reading passages and asking
multiple choice questions on the various topics and strategies embedded in each lesson.
The two lessons included in the experiment were: 1) a lesson covering galaxies, focused
on using context clues while reading and 2) a brief article discussing increasing the minimum
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wage, which focuses on differentiating facts and opinions while reading. Each participant saw
degraded versions of each lesson so that there are a significant number of usability issues to
report. The original lessons were created, modified, and optimized for adult learners that score
between the 3rd and 8th grade levels on the Test of Adult Basic Education (TABE) (Hill & Parry,
1989). Usability tests were conducted with 40+ adults from the Memphis and Atlanta area to
determine problems that adults would encounter when using our system. Some examples of these
issues are text size being too small to read, or buttons being small and difficult to click. Through
waves of iterative testing, the AutoTutor CSAL team has attempted to optimize the lessons for
the target population. The degraded, low usability lessons used for the current study contained
the same lesson content but were injected with many of the issues known to be problematic for
AutoTutor CSAL users. This includes issues such as: poor figure-ground contrast, small text
size, overly-stylized fonts, and poor feedback mechanisms (delayed clicking response or no
clicking noise). The low usability version of each lesson was de-optimized in the same way for
both lessons (e.g., font size set to 10, margin between lines decreased, etc.).
Measures. The first measure (Appendix A) that participants did after completing each
lesson is a post-hoc critical incident report. The task was performed through a web-based survey
that consists of a series of 15 text boxes with the prompt, “Type an issue or problem you had
while completing the previous lesson” and a final (larger) text box that has the prompt, “Type
any additional issues or problems you had while completing the previous lesson.” The survey
had a screenshot of one of the main lesson pages at the top to cue their memory about the system.
While the screenshot showed a single page from the lesson, the critical incident report prompts
the participant to recall issues from the entire lesson. This report was completed once with the
tester in an interview setting, and a second time by themselves with no tester involvement. This
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is the primary measure that was used to gather feedback on the system and how usability errors
the participant encountered were collected.
The second measure (Appendix B) was the affect grid, which is a single-item scale that is
used to measure pleasure-displeasure and arousal-sleepiness (Russell, Weiss, & Mendelsohn,
1989). The affect grid is a simple grid where the x-axis represents pleasantness-unpleasantness
and the y-axis representing arousal-boredom. The affect grid included in this experiment was a
computerized version of the metric. Participants simply clicked a box on the grid that represents
their current affective state and then click a submit button to register their response. The affect
grid has been shown to be both reliable and valid, and is well established in the literature on
measuring affective state.
The third measure (Appendix C) is a simplified version of the Positive and Negative
Affect Schedule (PANAS) which included a total of 28 items covering 5 factors relevant to user
testing. The PANAS scale is a measure used to determine the participant’s positive and negative
affect, and also assesses a variety of other emotion-related states (Watson, Clark, & Tellegen,
1988). Each item is one or two words (e.g., “sleepy”) that the participant must rate on a 5-point
Likert-type scale that reflects their current emotional state. Subsets of the items make up specific
factors of interest. The five factors that were included for this study are: general positive affect,
general negative affect, fatigue, attentiveness, and serenity. Some examples of the factors that
were excluded were guilt and joviality, which were removed because they lack applicability to
this experiment. The purpose of this measure is to provide an additional measure of participants’
emotional valence and arousal while working on the critical incident report, either by themselves
(survey condition) or with the tester present (interview condition).
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The fourth measure (Appendix D) included in this study was a lesson likability survey,
which consists of five multiple choice questions about the lesson they just completed. Examples
of the types of questions are: “I think I learned something from the lesson” and “I enjoyed
completing the lesson”. Answers were given on a 6-point Likert-type scale.
The fifth measure (Appendix E) is a motivation for learning survey, which is a subset of
the questions from the Motivated Strategies for Learning Questionnaire (Pintrich & DeGroot,
1990). Only a subset of the items (eight items total) was kept from the original survey as many of
the questions were specific to a single course. The questions that were kept pertained to their
overall education (e.g., “Getting good grades in my classes is the most satisfying thing for me
right now.”) This metric is used to determine participants’ enthusiasm and motivation for
learning and their education in general, which may affect how they approach critiquing elearning software.
To determine personality traits of participants the Big Five Inventory (BFI, Appendix F)
was administered (John, Naumann, & Soto, 2008). The BFI is a brief 44 item scale that consists
of the clause “I am someone who…” followed by each of the items (e.g., “does a thorough job”).
This is the long form of the scale, taking 5-10 min to complete, but other short-form versions are
available (see limitations and future directions).
Another measure that was administered is a survey on technology use (Appendix G). This
survey covers topics such as time spent on a cell phone and computer per week, which social
media sites the user is active or aware of, and whether they consider themselves interested in
technology in general. This may be a revealing individual difference measure, as different levels
of computer experience may moderate participant’s ability to find problems within the system
being tested.
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A demographics measure (Appendix H) was included to collect basic information about
participants such as gender, age, race, major, GPA, etc.
All of the above scales were created within the Qualtrics survey website and was
delivered through a Firefox web browser.
Procedure
Each participant was first asked to read and sign an informed consent to ensure they
understood the nature and risks of the study. Next, participants were told about the nature of user
testing and about the goals in testing the system. This step is crucial in ensuring participants
understand that negative feedback about the system is highly desired. This is a common
procedure among user testers, as participants naturally tend to avoid giving negative feedback.
Participants were also told who the system is targeted for so they 1) understand that some of the
content may sound unfamiliar, and 2) they can attempt to see the system through the eyes of a
naïve user with literacy issues, as some of the content may seem overly simple.
Participants then sat down at the computer for the main task, doing two lessons in the
AutoTutor CSAL system. The participants started with the AutoTutor CSAL interface showing.
The users had to type their first name in so the agents knew what to call the user. The first lesson
was then selected depending on the counterbalanced lesson order assigned to the participant,
which counterbalanced both the lesson orders and the condition orders. The participant then
completed the lesson on their own unless they requested assistance. Once the lesson was
complete, the participant either 1) completed the critical incident report without guidance or
interference from the tester or 2) participated in a computer-assisted personal interview to
complete the critical incident report with guidance from the tester.
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In the interview portion, the user tester typed participant responses to questions into the
response boxes for the participant, and interpreted the user’s feedback as they delivered it. While
their feedback was interpreted, the tester attempted to avoid changing the nature of the feedback,
and attempted to mirror what the participant is expressing in text form. In the survey condition,
participants simply filled out each of the text entry boxes on the critical incident report on their
own. The data gathered from the survey condition was taken as is, with no adjustments made to
the participant’s text. Once the lesson was completed, participants were given the likeability
survey to determine how much they enjoyed the lesson and critical incident report task. The user
was then moved to the next tasks, the affect grid and the PANAS survey, which asked them
about how they felt during the lesson and subsequent interview/survey, as well as the likeability
survey. These surveys were completed without any interference from the tester unless it was
requested. The participant was then directed to the next lesson by the user tester. Once the
participant completed the lesson, they were then given a survey or interview for the critical
incident report (whichever they did not experience after the first lesson), followed by the lesson
likeability survey, the affect grid, and the PANAS.
Once the main task and relevant lesson surveys had been completed, the user was then
directed to the remaining surveys in the following order: motivation for learning survey,
technology survey, Big Five Inventory, and demographics survey. Once all surveys were
completed, the participant was given their $10 gift certificate for participation and debriefed. The
experiment took about 1 hour to complete.
Results
To determine whether the reporting of usability issues is different between the
unmoderated survey condition and the moderated computer-assisted personal interview
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condition, a series of repeated measures t-tests were run. The outcomes being explored were
number of reports, positive reports, high quality reports, lesson likeability, arousal, valence,
negativity, positivity, attentiveness, and serenity. The variables listed above fall into two
categories, performance and affect.
The performance measures (critical incident reports) were calculated in three ways.
Number of reports was simply the number of issues listed across all the entry boxes on the
critical incident report. Although participants were told to list one issue per box, they were given
credit for multiple issues listed in the same box. Positive reports were those reports that
contained two types of information: positive feedback about the system or suggestions on how to
fix a given problem in the system. This is feedback that went above simply listing an issue and
generally the mean of these reports was very low (M = 0.35 interview, M = 0.57 survey). The
final performance metric was high quality reports, or those reports that overlapped with a list of
pre-defined issues, the problems that were created for or known before the experiment began.
There were two affect measures that were included in the study, the PANAS and the Affect Grid.
Arousal and valence scores were taken from the Affect Grid and the remaining affect factors
were taken from the PANAS scale.
Survey versus Interview: T-Tests
The condition (interview versus survey) seemed to have minimal direct impact on the
outcomes such as the raw number of reports (t(51) = 0.69, p = 0.50), number of positive reports
(t(50) = 1.38, p = 0.18), number of high quality reports (t(52) = 1.07, p = 0.29), arousal score on
the affect grid (t(52) = 0.54, p = 0.59), valence score on the affect grid (t(52) = 1.39, p = 0.17),
PANAS negativity factor (t(50) = 0.47, p = 0.64), PANAS positivity factor (t(52) = 0.98, p =
0.33), PANAS fatigue factor (t(52) = 0.33, p = 0.75), PANAS attentiveness factor (t(52) = 0.37,
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p = 0.71), and PANAS serenity factor (t(52) = 0.98, p = 0.33). However, there did seem to be a
difference between conditions on the lesson likeability measure (t(52) = 1.88, p = 0.066, d =
0.24) that directly followed the critical incident report task, with those in the interview condition
(M = 21.40, SD = 4.40) reporting higher likeability ratings than those participants in the survey
condition (M = 20.32, SD = 4.67). See the full table below (Table 1) for a more detailed
comparison.
Table 1
Sample Descriptives Using t-test
Interview
Number Reports
Positive Reports
High Qual. Reports
Lesson Likeability
Arousal
Valence
PANAS-Negativity
PANAS-Positivity
PANAS-Fatigue
PANAS-Attentiveness
PANAS-Serenity
**p < .01. *p < .05. †p < .1

Survey

M

SD

M

SD

t-test

3.67
0.35
2.96
21.40
4.89
6.53
9.71
24.34
8.83
11.62
10.11

2.07
0.66
1.79
4.40
2.32
1.82
1.70
9.81
4.10
4.01
3.32

3.88
0.57
3.25
20.32
5.04
6.21
9.86
23.62
8.94
11.47
9.72

2.73
1.01
2.21
4.67
2.40
1.80
1.59
10.64
4.19
4.18
3.50

-0.68
-1.38
-1.07
1.88 (p = 0.066) †
-0.54
1.39
-0.47
0.98
-0.33
0.37
0.98

Individual Difference Measures: Mixed ANOVAs
Given the lack of differences when human interaction was manipulated, determining
whether the individual difference measures may change the story becomes more compelling. The
Big Five Inventory, which consists of extraversion, openness to experience, conscientiousness,
neuroticism, and agreeableness, may help differentiate high performers as well as explore
potential interactions with the condition. First, the Big Five Inventory was scored and median
splits were performed for each of the five traits. A 2 x 2 mixed ANOVA was run for each trait to
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determine how condition (interview versus survey [within-subjects factor]) and each trait (e.g.,
introversion versus extroversion [between-subjects factor]) affect performance on the critical
incident reports.
The first factor from the Big Five was extraversion. Extraversion showed a main effect
on the PANAS positivity factor (F(1, 51) = 6.47, p = 0.014, d = 0.81) with those in the high
extraversion group (M = 27.204, SD = 9.40) reporting higher positivity scores than those in the
low extraversion group (M = 20.63, SD = 6.58). Extraversion also showed a significant
interaction with the condition on valence (F(1, 51) = 6.00, p = 0.018), with high extraversion
participants in the interview condition (M = 6.78, SD = 1.93, d = 0.28) reporting higher valence
scores than low extraversion participants (M = 6.27, SD = 1.69), while low extraversion
individuals in the survey condition (M = 6.50, SD = 1.42) reported higher valence scores than
high extraversion individuals (M = 5.93, SD = 2.09, d = 0.31). There were no significant main
effects or interactions between extraversion and the other outcome measures (number of reports,
high quality reports, lesson likeability, arousal, negativity, fatigue, positivity, attentiveness, and
serenity).
Openness to experience is another Big Five factor which reflects a general appreciation
for art, unusual ideas, imagination, etc. Main effects were also discovered with the openness to
experience trait (F(1, 49) = 4.10, p = 0.048), with high openness participants (M = 0.64, SD =
0.62) reporting greater amounts of positive feedback than low openness participants (M = 0.29,
SD = 0.62, d = 0.56) on the critical incident report task. Another main effect was found between
openness to experience and affect (F(1, 51) = 3.98, p = 0.051), with high openness participants
reporting greater arousal (M = 5.52, SD = 2.07) than low openness participants (M = 4.39, SD =
2.07, d = 0.55) on the arousal factor of the affect grid. Interactions between the condition and
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openness to experience were also found. The first significant interaction was between the
condition and openness to experience on lesson likeability (F(1, 51) = 5.45, p = 0.024). High
openness participants in the interview condition (M = 21.11, SD = 5.11) reporting slightly lower
lesson likeability than the low openness participants (M = 21.69, SD = 3.60, d = 0.13), while the
pattern was reversed in the survey condition with high openness participants (M = 21.30, SD =
4.81) reporting greater lesson likability than low openness participants (M = 19.31, SD = 4.39, d
= 0.43). A marginally significant interaction was also discovered between condition and
openness on valence (F(1, 51) = 3.15, p = 0.082), with high openness participants (M = 6.44, SD
= 2.01) in the interview condition scoring slightly lower than low openness participants (M =
6.62, SD = 1.63, d = 0.10) on the valence factor from the affect grid. High openness participants
(M = 6.52, SD = 1.65) in the survey condition reported higher valence scores than low openness
participants (M = 5.88, SD = 1.92, d = 0.36). There were no significant main effects or
interactions between openness to experience and the other outcome measures (number of reports,
high quality reports, negativity, fatigue, positivity, attentiveness, and serenity).
The next Big Five factor was conscientiousness, which reflects a person’s self-discipline
and tendency for planning. Participant conscientiousness impacted reported attentiveness scores
(F(1, 51) = 4.57, p = 0.037), with high conscientiousness participants (M = 12.61, SE = 3.69)
reporting higher levels of attentiveness than low conscientiousness participants (M = 10.44, SE =
3.69, d = 0.59) across both conditions. An interaction between condition and conscientiousness
on number of positive reports was also discovered (F(1, 49) = 8.04, p = 0.007). Participants with
high conscientiousness in the interview condition (M = 0.28, SD = 0.54) scored lower than
participants with low conscientiousness (M = 0.42, SD = 0.76, d = 0.21) on the number of
positive reports on the critical incident report task. High conscientiousness participants in the
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survey condition (M = 0.96, SD = 1.24) listed more positive reports than those with low
conscientiousness (M = 0.19, SD = 0.49, d = 0.82) on the critical incident report task. Another
interaction was found between condition, conscientiousness, and fatigue ratings on the PANAS
inventory (F(1, 51) = 5.69, p = 0.021). Participants with high conscientiousness in the interview
condition (M = 10.04, SD = 4.28) reported significantly greater fatigue ratings on the PANAS
scale compared with low conscientiousness participants (M = 7.58, SD = 3.57, d = 0.62). Those
participants with low conscientiousness in the survey condition (M = 8.50, SD = 4.28) did not
differ greatly from those with high conscientiousness (M = 9.37, SD = 4.13, d = 0.21), reporting
only slightly lower ratings on the PANAS fatigue factor. There were no significant main effects
or interactions between conscientiousness and the other outcome measures (number of reports,
high quality reports, lesson likeability, valence, arousal, negativity, positivity, and serenity).
Neuroticism is the fourth Big Five factor, and reflects a persons’ tendency to experience
negative emotions such as anger or depression. Two main effects were discovered for
neuroticism. The first main effect was with neuroticism and the raw number of reports (F(1, 50)
= 5.60, p = 0.022), with high neuroticism participants (M = 4.48, SD = 2.06) listing
significantly fewer reports than low neuroticism participants (M = 4.48, SD = 2.06, d = 0.59).
The other effect involved neuroticism and the high quality reports (F(1, 50) = 4.74, p = 0.034),
with high neuroticism participants (M = 2.61, SD = 1.70) listing fewer high quality reports than
low neuroticism participants (M = 3.64, SD = 1.71, d = 0.60) on the critical incident report task.
There were no significant main effects or interactions between neuroticism and the other
outcome measures (positive reports, lesson likeability, valence, arousal, negativity, fatigue,
positivity, attentiveness, and serenity).
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Agreeableness, the final Big Five factor, was also examined for potential interactions
with the condition. Participant agreeableness and condition showed a significant interaction on
the raw number of reports (F(1, 50) = 5.14, p = 0.028). Within the interview condition,
participants with high agreeableness (M = 3.62, SD = 2.32) scored slightly lower than those with
low agreeableness (M = 3.73, SD = 1.82; d =0.05) on the total number of reports on the critical
incident report task. However, in the survey condition, high agreeableness participants (M =
4.50, SD = 3.02) significantly outscored low agreeableness participants (M = 3.27, SD = 2.29, d
= 0.46). Another interaction was discovered between agreeableness and condition on the number
of positive reports (F(1, 49) = 9.95, p = 0.003). In the interview condition, participants with high
agreeableness (M = 0.28, SD = 0.54) scored slightly lower than participants with low
agreeableness (M = 0.42, SD = 0.76, d = 0.21) on the number of positive reports from the critical
incident report task. In the survey condition, high agreeableness participants (M = 0.96, SD =
1.24) scored significantly higher than low agreeableness participants (M = 0.19, SD = 0.49, d =
0.81). There were no significant main effects or interactions between agreeableness and the other
outcome measures (high quality reports, lesson likeability, valence, arousal, negativity, fatigue,
positivity, attentiveness, and serenity).
A 2 x 2 mixed ANOVA was also run to determine how technology experience (low
versus high) and condition (interview versus survey) impacts performance on the critical incident
reports and affect measures. Technology experience did show a main effect on the number of
reports given by participants (F(1, 50) = 3.96, p = 0.052), with high technology experience
participants (M = 4.33, SD = 2.09) providing more reports on the critical incident report task than
low technology experience participants (M = 3.18, SD = 2.09, d = 0.55). An interaction was also
found between condition and technology on the negativity factor of the PANAS (F(1, 49) = 6.67,
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p = 0.013), with low technology experience participants (M = 10.32, SD = 1.87) in the interview
condition providing higher negative affect ratings than high technology experience participants
(M = 9.12, SD = 1.31, d = 0.74). Conversely, low technology experience participants (M = 9.64,
SD = 1.73) in the survey condition reported slightly lower negative affect ratings than high
technology participants (M = 10.08, SD = 1.44, d = 0.28). There were no significant main effects
or interactions between technology experience and the other outcome measures (positive reports,
high quality reports, lesson likeability, valence, arousal, fatigue, positivity, attentiveness, and
serenity).
The motivation for learning survey was scored and a median split was performed on the
scores. Then, a 2 x 2 mixed ANOVA was run to determine how motivation (high versus low)
and condition (interview versus survey) impact performance on both the critical incident reports
and affect measures. A main effect was found between motivation for learning and arousal (F(1,
51) = 4.87, p = 0.032), with low motivation for learning participants (M = 5.60, SD = 2.07)
reporting greater arousal on the affect grid than high motivation for learning participants (M =
4.35, SD = 2.05, d = 0.61). There was also a moderately significant main effect between
motivation for learning and lesson likeability (F(1, 51) = 3.10, p = 0.084), with high motivation
for learning participants (M = 21.80, SD = 3.95) reporting slightly higher lesson likeability scores
than low motivation for learning participants (M = 19.89, SD = 3.95, d = 0.48). A moderately
significant interaction was discovered between condition and motivation for learning on the
fatigue factor from the PANAS (F(1, 51) = 3.60, p = 0.064), with low motivation for learning
participants (M = 9.15, SD = 3.98) in the interview condition reporting slightly greater fatigue
scores than high motivation for learning participants (M = 8.52, SD = 4.27, d = 0.15). Low
motivation for learning participants in the survey condition (M = 9.92, SD = 4.01) reported
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higher fatigue scores than high motivation for learning participants (M = 8.00, SD = 4.22, d =
0.47). There were no significant main effects or interactions between motivation for learning and
the other outcome measures (number of reports, positive reports, high quality reports, valence,
negativity, positivity, attentiveness, and serenity).
Discussion
This study seeks to determine the impact of a user experience/usability tester’s presence
on a user test by exploring performance differences, emotional differences, and a number of
individual difference measures of participants. There are two main goals of this study. The first
goal is to explore the impact of the tester’s presence on performance and emotions during a user
testing task. Discovering how the tester may impact performance and emotions of participants is
useful for planning logistics of user tests (e.g., synchronous remote versus asynchronous remote
versus lab-based test). The second goal is to determine how individual difference factors, such as
personality, may help discover various components that embody an ideal user testing participant.
By building a profile of a good testing participant, it may be possible to optimize the testing
process by seeking out participants that can provide the most actionable data in the shortest span
of time.
Manipulating Human Interaction: Interview versus Survey
Within the current study, the impact of tester presence seems relatively clear when
directly comparing performance and affect in the interview and survey conditions. It was
hypothesized that the computer-assisted personal interview condition would yield greater
amounts of and higher quality feedback than the survey condition, due to the tester’s presence.
However, this was not the case, with the interview and survey condition showing no meaningful
differences on any outcome measures other than lesson likeability when not considering
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individual difference measures. While it was hypothesized that face-to-face interaction would
prompt participants to provide more incidents, there were no differences in terms of performance
between interview and survey. None of the previous differences between lab-based and remote
performance were found (e.g., richer qualitative data in the lab-based condition) when direct
comparisons were made between the conditions. A novel aspect of this research, the exploration
of differences in affect between survey and interview, also failed to show any significant
differences when individual difference measures were not accounted for.
There may be a number of explanations for the lack of simple differences between the
survey and interview conditions, some of which are born out of the experiment design itself. The
first issue is the experimenter’s presence throughout the study. Steps were taken to minimize the
presence of the experimenter during the survey condition, but there were limitations. For
example, the experimenter was faced away from the participant and the laptop the experiment
was being conducted on, providing some measure of privacy to participants. However, this
meant that the participant and experimenter were still only feet apart in the same room. The
experimenter also busied themselves with work at another computer station to provide additional
privacy to participants. Unfortunately, the experimenter working on a nearby computer (and
making noise) may have alerted the participant to the experimenter’s presence, minimizing the
amount of privacy the participant felt. Essentially, it seems possible that social facilitation and
the mere presence of the experimenter dampened the effects of privacy felt by participants during
the survey condition, an affordance of automated surveys delivered online.
Another possible explanation for the lack of differences involves the various social
interaction pressures that surround the experimental and user testing paradigms. For example,
social desirability bias (Crowne & Marlowe, 1960) may influence participants to both over-
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report things they view as favorable, and under-report those things that may be viewed as
unfavorable. Similarly, research on demand characteristics (Orne, 1962) suggests that
participants can take on a number of different roles such as the “good participant role”, whereby
the participant attempts to discern the experimenter’s hypothesis and help confirm it. Conversely,
the participant may also take on the “negative-participant role” where they will attempt to
discern the experimenter’s hypothesis and behave contrary to the perceived, desired outcomes of
the experimenter or tester. These examples highlight just how much potential variability there is
when experimenter-participant interaction is not minimized to the maximum extent possible in
an experimental context.
One other possible explanation for these effects can be attributed to the experimental
setting of this study. The behavior of the tester was much more conservative than a normal
testing scenario as to avoid extraneous variability and confounding behavior. During traditional
user tests, the tester is free to interact with the participant to improve rapport and encourage the
participant to provide elaboration on given issues. Because handling these situations is so fluid
and inconsistent, prompting participants for additional information was avoided to the maximum
extent possible. This restrained behavior may have contributed to a weak manipulation and the
lack of score differences between interview and survey conditions. It may also be the case that
human interaction simply does not impact user tests as substantially as was hypothesized. Many
of the past findings showing performance differences between lab (and synchronous) tests and
asynchronous tests may be due to a number of factors, the tester’s presence being just one
component of that setting.
The one difference that arose from these comparisons was slight lesson likeability
differences between survey and interview, with participants in the interview condition reporting
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higher scores. This suggests that the increased presence of the interviewer may have influenced
participants to report higher scores on the lesson likeability survey, and this difference might
have been even greater if the tester had left the room during the survey condition. In reality, this
is not a beneficial consequence of the experimenter’s presence. The lessons were degraded in
such a way that they were difficult to complete, and multiple participants expressed
dissatisfaction with the length of the lessons in the debriefing. It seems more likely that scores
were influenced by the tester/experimenter, suggesting the presence and involvement of the
tester biased participants’ responses. If this finding had accompanied performance differences in
favor of the interview condition, the implications for tester presence would paint a much
different picture. While the tester’s presence may be beneficial to improve participants overall
attitude towards the testing process, accurate ratings (even negatives ones) are greatly preferred.
Individual Difference Measures
While the direct comparisons between interview and survey did not show meaningful
differences, inclusion of individual difference measures to the models reveals a number of
provocative results. There are two primary constructs that were examined in the current
experiment, performance and affect. It is worthwhile to frame the discussion of the individual
difference measures under these two topics. The experiment included a total of 3 performance
metrics. The first was number of reports, or simply the amount of issues listed across all the text
entry boxes on the critical incident report. The second was positive reports, which includes any
positive feedback about the system, including suggestions for how to improve the system. The
third performance metric was high quality reports, those reports that overlapped with the predefined list of issues that were intentionally introduced in the lesson, or those that were known
before the experiment began (e.g., the font was overly stylized). Both positive reports and quality

32

reports are a subset of the raw number of reports. Before delving into the findings with the
performance metrics, the individual difference measures should first be recapped.
There were three primary individual difference measures included in the experiment. The
first was the Big Five Inventory, which includes five factors: extraversion, agreeableness,
conscientiousness, neuroticism, and openness to experience. The second individual difference
measure was motivation for learning, which determines the participant’s motivation for college
courses and performing well in class. The last individual difference measure was a technology
survey, which identifies what participants perceived technology experience is, and also has
participants select (and/or type) software, hardware, and applications they are familiar with.
These individual difference measures may help create profiles of optimal user testing
participants, as well as tease apart potential affect and performance differences given the amount
of human interaction.
Individual difference measures and performance. One promising result is a main
effect discovered between technology experience and the number of issues listed on the critical
incident reports (across both lessons). Those participants with greater technology experience
reported significantly more issues. This could mean that technology experience is a useful metric
for identifying those participants that may generate higher amounts of productive, actionable
feedback on user tests. There are a number of features of this survey that make this result
promising. One feature is the simple nature of the technology survey and how easy it is to
administer. Another beneficial feature is how well the technology survey translates to contexts
outside of an academic setting, especially when compared with a measure such as motivation for
learning. Although this technology measure has not been tested for reliability, the initial findings
in this experiment are promising. While user testing should always be conducted with a wide
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swathe of the population to ensure some level of generalizability, this is not always a possibility.
If that is the case, testing high technology experience participants may allow testers to get the
best bang for their buck, garnering greater amounts of feedback with fewer participants.
Additionally, different types of testing participants may also be beneficial at different stages of a
product or system’s development life cycle.
While openness to experience tended to show more associations with participant affect,
there was a main effect between openness and positive reports on the critical incident reports.
Those participants that were classified as having greater openness to experience reported a
greater amount of positive reports and suggestions to fix the system. It might have been the case
that the novelty of participating in the user test was especially engaging for these high openness
individuals, leading to increased positive reports. While the means and number of positive
reports overall was very low, these types of reports are extremely beneficial. Having multiple
participants report appreciation for a design feature, or to have multiple participants request a
certain feature be added to the system is beneficial for two reasons. First, it is useful to have real
users report that a function or design element is well received, functioning as intended, and
appreciated by users. Second, it is useful to have feedback that goes beyond simply reporting
why something bothered them, and suggesting how they envision the problem could be fixed.
While a user suggestion may not necessarily be the fix chosen by a development team, it can act
as a starting point for exploring the issue further and how an issue may be remedied. How
openness to experience relates to feedback on user tests should be further explored to determine
if this association persists in future studies with both positive feedback and other outcome
measures.
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The next series of performance related interactions involves agreeableness and
conscientiousness. While high and low agreeableness participants in the interview condition
showed little difference, high and low agreeableness participants in the survey condition differed
greatly in terms of number of reports, with highly agreeable participants reporting more
problems. The agreeableness trait relates to an individual’s tendency to demonstrate sympathy,
kindness, generosity, etc., as these individuals will generally attempt to avoid or minimize
conflict. Therefore, while these high agreeableness individuals may avoid giving high amounts
of feedback (negative especially) in the interview condition, the privacy afforded by the survey
condition may have contributed to high agreeableness participants reporting more issues on the
survey. Disagreeable individuals, on the other hand, tend to have greater amounts of self-interest,
which may have led to these participants’ under-reporting issues in the survey condition,
preferring to finish the task more quickly. A similar pattern was shown across two other analyses
as well, both between condition and agreeableness on positive reports as well as condition and
conscientiousness on positive reports. Those participants with high
agreeableness/conscientiousness in the survey condition reported more positive reports than low
agreeableness/conscientiousness individuals on the surveys. However, one oddity from this
finding was found with high agreeableness participants in the interview condition. Those highly
agreeable participants reported very few positive reports in the interview, which seems to
conflict with the nature of agreeableness. Regardless, this pattern suggests that highly agreeable
and highly conscientious individuals will report more issues in the context of a survey. This is
another finding that should be further explored to determine if this effect persists.
The last performance related findings were differences discovered based on participants’
neuroticism scores. First, low neuroticism participants identified significantly more issues on the
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critical incident reports across both conditions. This finding was contrary to what was
hypothesized based on previous findings by Judge and Ilies (2002) that suggested high
neuroticism was associated with performance motivation. The second difference discovered
involved low neuroticism participants and high quality reports. Those participants that scored
lower on the neuroticism factor of the BFI identified more pre-defined issues (classified as high
quality reports) on the critical incident reports across both conditions. Neuroticism is sometimes
referred to as emotional stability, and reflects a person’s tendency to experience unpleasant
emotions such as anger or depression. A paper by Eysenck (1970) suggests that those
participants high in neuroticism have a lower tolerance to aversive stimuli. This finding could
explain why high neuroticism participants listed fewer issues (and fewer high quality reports), as
there was no minimum amount of feedback required on the critical incident report. Therefore,
these participants may have been keener to finish and move past the task at hand, listing fewer
issues on the report. Oddly, this pattern did not follow on the affect surveys especially in regards
to negative affect, a seemingly more relevant outcome for neurotic individuals. There may be
alternative explanations for this pattern, but this outcome was somewhat unexpected and should
be further explored in future studies.
Individual difference measures such as the Big Five Inventory seem to be especially
useful differentiating outcomes such as performance and affect in user testing contexts.
Determining how these individual difference measures play into the user testing process could be
extremely important for how user testing practitioners plan tests. Consider technology experience
for example. An individual’s technology experience may not be as important in a lab setting, as
user testers are able to directly observe and record problems the user is having, making their
ability to report issues less important. However, in an online setting where self-report is the
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primary means of feedback, technology experience might be an important differentiating factor,
with low technology experience participants being unable to report the same amount of issues in
this context. The same could be said for participants with low neuroticism, another factor that
differentiated performance on the number of critical incidents reported. The overall picture
seems to be that technology experience, neuroticism, and openness to experience all
differentiated performance on the testing task across both conditions, while agreeableness and
conscientiousness did so only in the survey condition. By forming profiles of these critical
components of good user testing participants, practitioners will be able to conduct tests more
effectively and efficiently, targeting the users that can provide greater amounts of feedback in
less time.
Individual difference measures and affect. Individual difference measures were also
able to differentiate individuals affect scores as well. Two affect measures were included in the
experiment. The first was the affect grid, a simple single question grid that participants
completed after each lesson that measures both valence and arousal. The other measure was a
subset of the Positive and Negative Affect Schedule (PANAS) that included the following five
factors: negativity, positivity, fatigue, serenity, and attentiveness. All of the findings generally
fall along two lines, those that pertain to valence (pleasant feelings/unpleasant feelings), and
those that pertain to arousal (attentiveness/sleepiness).
First let’s examine how the individual difference measures and condition impact arousal.
Those individuals that scored higher on the conscientiousness factor of the BFI also reported
greater attentiveness on the PANAS across both conditions. This suggests that higher
conscientiousness participants demonstrate greater attentiveness on testing tasks, which may also
suggest greater engagement. A seemingly related interaction was found between condition and
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conscientiousness on fatigue levels of participants. Those highly conscientious participants in the
interview condition reported much higher rates of fatigue on the PANAS inventory, while low
conscientiousness individuals in the interview reported the lowest scores across all four groups.
This finding suggests that the interview condition may be more fatiguing or require more energy
from highly conscientious participants because they are expending more mental energy on the
task at hand. Fatigue scores for high conscientious participants in the survey condition were
slightly lower, but still close to those in the interview condition. Taken together, these two
findings suggest the following: conscientious participants are more likely to demonstrate higher
levels of attentiveness on testing tasks, which may lead to greater fatigue (when human
interaction is involved). So, while these participants may attend to tasks better, it comes at a cost.
The practical implications of this finding are that conscientious participants may suffer if testing
tasks involving human interaction drag on for too long a period of time. While this suggestion
will need to be tested further, this finding could have practical implications.
Two other individual difference measures, openness to experience and motivation for
learning, both showed main effects for arousal. Those individuals that showed higher openness
to experience reported higher arousal scores. Similarly, those participants that reported greater
motivation for learning also reported higher arousal scores. High openness to experience is
associated with an appreciation for artistic and emotional experiences, so the relationship
between this factor and arousal is not surprising. Based on this finding, it seems that those
participants that are open to new experiences, as well as those that have high motivation to do
well in their coursework are likely to show greater attentiveness and may demonstrate greater
engagement, on testing tasks. Unfortunately, motivation for learning is not a metric that
translates outside of an academic setting easily, something that is worth mentioning for those
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conducting tests in an industry setting. On the other hand, openness to experience is part of the
Big Five Inventory, a metric which has shown a number of useful relationships that may be
leveraged in user testing scenarios. Overall, all of these findings suggest that individuals that are
high on the factors of openness to experience and conscientiousness will most likely demonstrate
greater arousal/attentiveness on user testing tasks, while motivation for learning may not be as
ecologically valid.
A number of individual difference measures were also associated with various forms of
participant valence on testing tasks. High extraversion individuals reported greater positive affect
ratings on the PANAS across both conditions. When taken alone this finding is not especially
compelling given the lack of condition differences, in essence, the lack of differences discovered
when the tester was involved. It was predicted that higher extraversion participants would report
greater amounts of feedback in the interview condition. While there was no evidence for this
hypothesis, high extraversion participants in the interview condition did report significantly
higher valence scores. This finding suggests that participants that are high in extraversion may 1)
enjoy the testing process more overall than low extraversion participants and 2) enjoy the
interview condition more than low extraversion participants. While this is not all that surprising,
it continues to build on the picture of how the Big Five Inventory may help build a profile of
good user testing participants.
Openness to experience and condition also impacted the lesson likeability participants
reported, as well as valence scores. The first interaction was between condition and openness to
experience on lesson likeability, with low openness to experience individuals in the survey
condition reporting significantly lower lesson likeability scores. All three of the remaining
groups showed similar likeability scores. This suggests that the privacy afforded by the survey

39

condition may have contributed to low openness to experience participants expressing greater
dislike for the lesson. The other interaction between condition, openness to experience, and
valence was nearly significant (p = 0.082), with those individuals with low openness in the
survey condition reporting lower valence scores than all other groups. This pattern tends to
suggest that low openness to experience individuals do not enjoy the testing process as much.
The real world implications could be that low openness individuals are more likely to engage in
problem behaviors such as gaming the system or under-reporting issues. These issues will need
to be tested in a more direct manner, but the pattern of openness to experience being a relevant
factor persists.
Overall, factors such as extraversion and openness to experience managed to differentiate
participants on what type of people will enjoy participating in the testing process. Openness to
experience, conscientiousness, and motivation for learning were useful in identifying individuals
that will remain attentive and alert during testing tasks. Attentiveness (arousal) is an outcome
that has a clear purpose in building a profile of a good user testing participant. Testing with
individuals with high levels of attentiveness will hopefully lead to users catching more issues in
a tested system. Based on the results it seems that interviews may be particularly draining for
highly conscientious participants. In terms of valence, extraverts seemed to enjoy the testing
process the most. Two different measures of valence demonstrated this, however one of these
affect measures was only significantly higher in the interview condition, suggesting that the
interviewer may increase positive affect for these individuals.
Limitations
There were a number of limitations in the current study. The issues with tester presence,
such as proximity of the tester and the tester making noise, seem to have potentially minimized
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privacy in the survey condition as mentioned above. This issue may have led to performance and
affect differences only appearing when individual difference measures were accounted for. To
alleviate this issue, the experimenter could have left the room during the lesson in which the
survey followed, but this solution would have introduced logistical issues. In terms of the data
analyses, a high number of tests were conducted with no correction for multiple comparisons and
familywise error rate, such as Bonferroni corrections. Another issue was the lack of inclusion of
a true remote condition. By including a true remote condition whereby participants never
interacted with the experimenter in person, it would have given a more complete picture to
compare performance between these groups. Another shortcoming is that this study was
conducted on a single interface, and the findings may not necessarily generalize to other websites
or software. Yet another limitation that was already mentioned above was the restrained behavior
of the user tester due to potentially confounding behavior. In experimental settings, this
shortcoming will be extremely hard to overcome, but solutions like performance scripts may be a
possible solution to minimize variability. Next, another issue is that two of the performance
measures (positive and high quality reports) were simply a subset of the first measure (number of
reports). It may be useful to determine a greater variety of means to evaluate user performance
on testing tasks. It would also be useful to see if these effects are repeatable with additional tests
scenarios besides critical incident reports.
Implications and Future Directions
Human interaction. The broad picture seems to be that human interaction only matters
for certain types of individuals in user tests. The tester’s presence did not seem to be an
extremely influential factor in this study, with practically no differences between the two
conditions, interview and survey, when they were individual difference measures were not
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accounted for. Future research on this topic may look at ways to maximize the differences
between the conditions, or simply vary the amounts of human interaction across more conditions.
The experimenter only served to influence lesson likeability reports, which suggests that some
participants were biased by the tester in the interview condition. On the whole, the implications
for lab-based testing versus online testing largely remain unchanged, as human interaction did
not seem to be a critical component in this experiment. The literature did not directly suggest that
human interaction improved performance, so the performance differences found between labbased and online studies may be due to other aspects of the testing scenarios. It may be the case
that a relationship between tester presence/interaction and performance simply does not exist
Individual difference measures and performance. While the implications for both
performance and affect were discussed briefly above, those findings should be re-iterated. High
levels of technology experience, high levels of openness to experience, and low levels of
neuroticism were all associated with various types of performance on tasks across both
conditions. These findings suggest that individuals with these personality types may be a good
starting point to form a profile of an optimal user testing participant. Agreeableness and
conscientiousness were positively associated with performance only within the survey condition,
suggesting these findings may not be leveraged in an interview setting.
Individual difference measures and affect. The Big Five Inventory factors continued
demonstrating group differences, with openness to experience, conscientiousness, and motivation
for learning all showing positive associations with arousal and attentiveness scores. These
measures also seem to be ideal for inclusion in a profile of a prototypical user testing participant
as they should demonstrate higher attentiveness on testing tasks. Conscientiousness was
associated with greater fatigue in the interview condition, which suggests that human interaction
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might be more physically draining for highly conscientious testing participants. High
extraversion was associated with higher valence (e.g., positivity, happiness) across both
conditions on the PANAS scale, however this was only the case in the interview condition when
valence scores from the affect grid were assessed. This suggests that extraverted individuals may
enjoy testing more than low extraversion individuals (introverts), and this may be especially true
if interviewing is involved in the testing process. Low openness to experience individuals
seemed to admit to disliking the lesson in the survey condition, with only those individuals
reporting lower than average scores.
Ideal participants and creating optimal profiles. Based on these results, it seems that
the ideal testing participant would demonstrate high technology experience, high openness to
experience, low levels of neuroticism, high conscientiousness, as well as high extraversion. If the
sum of these parts does add up to a model participant, the individual would demonstrate higher
performance, higher levels of attentiveness, and they would enjoy the testing process. Within this
study, six individuals out of the 53 collected matched this exact combination of traits, and five
out of six performed above average on the critical incident report. While this idea of a
prototypical testing participant is in its infancy, it is a provocative idea that future research may
way to explore.
There is another way that forming profiles of good testing participants may be used
across the development of a product or system’s life cycle. The first step would require
measuring a variety of individual difference measures of participants and attempt to form
profiles for various groups within your sample (e.g., users that liked the system, users that
disliked the system). Determining users that disliked the system is especially relevant as these
users that aren’t sold on your product or system, while those that like early/rudimentary designs
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may not be as difficult to please going forward. The individual difference measures can then be
used to create the profile of the type of person that disliked (or liked) the system. As additional
iterations of the software, system, etc. are developed, testing can then continue in two different
ways. One possibility is to attempt to stratify the testing sample around those profiles by prescreening participants and collecting more users whose profile matches the users who did not
like the system. The alternative is to collect the sample as normal and attempt to identify
individuals that fit the profile of people that disliked the system in previous tests. By continually
identifying participants that do not like the system and identifying patterns of relevant attributes
(e.g., technology experience or extraversion), it enables testers to reassess these types of
individuals opinions of the system and determine why they dislike the system.
Another possibility is before a product’s development begins, collect a sample of the
target population for a product or system. Collect various individual difference measures and
attempt to identify patterns within these measures for your target population. Then, as the
product is developed, extra attention can be paid to those participants that matched the pattern of
your initial target sample. These and other means may be useful for identifying participants
whose opinions and feedback may be more relevant to the outcomes of a product or system
under development.
Suggestions and Closing
Research in the future may want to utilize a between-subjects design which will eliminate
some implementation issues that were encountered (e.g., needing two lessons with the same
usability issues, etc.). Another potential idea is carrying out an online study that manipulates
human involvement in a different way. Participants could be given one of three conditions, one
that involves viewing instructions and an interview guided by videos with a visible human tester
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(visible tester and voiceover), a condition that involves viewing instructions and an interview
with a disembodied tester (voiceover only), and finally a condition which is text based only with
no video (text only, no voice). By manipulating the visibility of the tester in an online study,
differences may be found in participant performance. Participants will have the same amount of
privacy in all conditions, but the impact of the tester in the videos can be determined. This may
be a way to decrease problem behaviors such as gaming the system by increasing the perceived
presence of the tester. One final suggestion is to explore using abbreviated versions of the Big
Five Inventory to simplify collection of the measure as the full version is slightly long (44 items
total).
Although tester presence did not directly impact performance as was originally
hypothesized, there are still a number of benefits provided by the tester’s presence in lab-based
tests. Further testing to determine if the tester is an important component of user tests can help
practitioners decide when to carry out online tests (synchronous or asynchronous) versus labbased studies. Further exploration of proposed individual difference measures (and others) may
also expand the arsenal user testers have to conduct the rapid, iterative tests that organizations
desire.
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Appendix A
Critical Incident Report

Please type any issues or problems you had in the boxes below. Please try to list only one
issue per text entry box. You can list as many, or as few problems, as you would like.
For example, if you thought the font size was too small and difficult to read you can type "I
thought the font for the main passage was too small and therefore difficult to read."
The more specific you are with the problems you encountered the more helpful your
feedback will be.

Type an issue or problem you had while completing the previous lesson.
Text Entry Box
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Type an issue or problem you had while completing the previous lesson.
Text Entry Box

Type an issue or problem you had while completing the previous lesson.
Text Entry Box

Type an issue or problem you had while completing the previous lesson.
Text Entry Box

Type an issue or problem you had while completing the previous lesson.
Text Entry Box

… 15 total entry boxes for problems…

If you have more issues or problems you would like to list, please type them in the box
below.
Please press ENTER and put each issue on its own line.
Type any additional issues or problems you had while completing the previous lesson.

Text Entry Box
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Appendix B
Affect Grid

This is the affect grid. You can think about the affect grid two ways, from left (unpleasant
feelings) to right (pleasant feelings) and from top (alert) to bottom (sleepy).
For example, if you were felt very pleasant and very alert you would click the button in the top
right corner. Chances are you fall somewhere in between the corners, so click the button that
best represents your current affective state as best you can.

Please click a button on the grid that represents how you currently feel.
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Appendix C
Positive and Negative Affect Schedule (PANAS-X)

This scale consists of a number of words and phrases that describe different feelings and
emotions. Read each item and then mark the appropriate answer in the space next to that word.
Indicate to what extent you have felt this way during the lesson you just completed. Use the
following scale to record your answers:

1

2

very slightly

a little

3

4

moderately

5

quite a bit

extremely

or not at all

______ active

______ calm

______ guilty

______enthusiastic

______ attentive

______ afraid

______ tired

______ nervous

______ sluggish

______ distressed

______ sleepy

______ excited

______ determined

______ strong

______ hostile

______ proud

______ relaxed

______ alert

______ jittery

______ interested

______ irritable

______ upset

______ ashamed

______ inspired

______ at ease

______ scared

______ concentrating

______ drowsy

© Copyright 1994, David Watson and Lee Anna Clark
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Appendix D
Likeability Survey

The following questions relate to the lesson you just completed. Please read each question, select
an option for each question, and click Next at the bottom when you are done.

I thought the lesson topic was interesting.
Strongly Agree
Agree
Slightly Agree
Slightly Disagree
Disagree
Strongly Disagree
I thought the lesson was boring.
(Six point Likert scale, same as above…)
I enjoyed completing the lesson.
(Six point Likert scale, same as above…)
I think I learned something from the lesson.
(Six point Likert scale, same as above…)
I would like to do another lesson like this in the future.
(Six point Likert scale, same as above…)
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Appendix E
Motivation for Learning Survey

Please read each question, select an option for each question, and click Next at the bottom when
you are done.

In college courses I take, I prefer course material that really challenges me so I can learn new
things.
Strongly Agree
Agree
Slightly Agree
Slightly Disagree
Disagree
Strongly Disagree
If I study in appropriate ways, then I will be able to learn the material in my courses.
(Six point Likert scale, same as above…)
Getting good grades in my classes is the most satisfying thing for me right now.
(Six point Likert scale, same as above…)
It is my own fault if I don't learn the material in a college course.
(Six point Likert scale, same as above…)
I'm confident I can learn the basic concepts taught in my college coursework.
(Six point Likert scale, same as above…)
It is important that I get better grades than my classmates.
(Six point Likert scale, same as above…)
I prefer course material that arouses my curiosity, even if it is difficult to learn.
(Six point Likert scale, same as above…)
Understanding the subject matter of my courses is very important to me.
(Six point Likert scale, same as above…)
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Appendix F
Big Five Inventory (BFI)
Here are a number of characteristics that may or may not apply to you. For example, do you agree
that you are someone who likes to spend time with others? Please write a number next to each
statement to indicate the extent to which you agree or disagree with that statement.
1
Disagree
Strongly

2
Disagree
a little

3
Neither agree
nor disagree

4
Agree
a little

5
Agree
strongly

I am someone who…
1. _____ Is talkative

17. _____ Has a forgiving nature

2. _____ Tends to find fault with others

18. _____ Tends to be disorganized

3. _____ Does a thorough job

19. _____ Worries a lot

4. _____ Is depressed, blue

20. _____ Has an active imagination

5. _____ Is original, comes up with new ideas

21. _____ Tends to be quiet

6. _____ Is reserved

22. _____ Is generally trusting
23. _____ Tends to be lazy

7. _____ Is helpful and unselfish with others
24. _____ Is emotionally stable, not easily upset
8. _____ Can be somewhat careless
25. _____ Is inventive
9. _____ Is relaxed, handles stress well.
26. _____ Has an assertive personality
10. _____ Is curious about many different things
27. _____ Can be cold and aloof
11. _____ Is full of energy
28. _____ Perseveres until the task is finished
12. _____ Starts quarrels with others
29. _____ Can be moody
13. _____ Is a reliable worker
30. _____ Values artistic, aesthetic experiences
14. _____ Can be tense
31. _____ Is sometimes shy, inhibited
15. _____ Is ingenious, a deep thinker
32. _____ Is considerate and kind to almost
everyone

16. _____ Generates a lot of enthusiasm
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33. _____ Does things efficiently
34. _____ Remains calm in tense situations
35. _____ Prefers work that is routine
36. _____ Is outgoing, sociable
37. _____ Is sometimes rude to others
38. _____ Makes plans and follows through with
them
39. _____ Gets nervous easily
40. _____ Likes to reflect, play with ideas
41. _____ Has few artistic interests
42. _____ Likes to cooperate with others
43. _____ Is easily distracted
44. _____ Is sophisticated in art, music, or
literature
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Appendix G
Technology Use Survey
1. I enjoy staying up to date with current technology.
[radio buttons] 1-6 scale - 1 = Do not enjoy, 6 = Enjoy greatly
2. I have a lot of experience with technology (e.g. computers, televisions, cell phones, etc.)
[radio buttons] 1-6 scale - 1 = Almost no experience, 6 = Lots of experience
3. I use (or have used) the following devices:
[check boxes, click all that apply] HDTV, Smart HDTV, Android Phones, iPhones,
Bluetooth headsets
4. I have used the following software:
[check boxes, click all that apply] Apple OSX, Windows XP/Vista, Windows 7/8,
Windows 10, Linux, Microsoft Office (Word, Excel, Powerpoint, etc.), Adobe Photoshop, Google
Chrome, Mozilla Firefox, Microsoft Outlook Web Client, TurboTax, Google Drive (Google
Presentation, Google Spreadsheet, etc.)
5. I use the following social/media networks:
[check boxes, click all that apply] Facebook, Twitter, LinkedIn, Google+, MySpace,
Reddit, Pinterest, YouTube, Instagram
6. I check my social networks:
[radio buttons] Options: Constantly, Many times a day, Once or twice a day, Once every
few days, Once a week, A few times a month, Once a month, Almost never, I don’t use social
networks, Additional Information (optional) [input box]
7. Do you own a cell phone?
[radio buttons] Options: Yes, No
8. What model is your cell phone?
[radio buttons] Options: iPhone 3, iPhone 4, iPhone 4S, iPhone 5, iPhone 5S, Nexus 5,
HTC One, Samsung Galaxy S3, Samsung Galaxy S4, Samsung Galaxy S5, Samsung Galaxy S6,
Samsung Galaxy Note 3, Samsung Galaxy Note 4, Droid Moto X, Sony Xperia, LG G4, I’m not
sure what model, Other [input box], Do not own

9. How often do you browse the internet on your phone? (via cell phone apps or a browser)
[radio buttons] Options: Constantly, Many times a day, Once or twice a day, Once every
few days, Once a week, A few times a month, Once a month, Almost never, I don’t use social
networks, Additional Information (optional) [input box]

Appendix H
Demographics Survey
What is your gender?
Male
Female
Other
What is your age?
(text entry box)
What is your race?
African American / Black
Native American
Caucasian / White
Asian
Hispanic / Latino
Biracial
Multiracial
Not listed or prefer not to answer
What is your major? (Type 'undecided' if you don't know.)
(text entry box)
What is your current grade point average (GPA)?
(text entry box)
What was your ACT/SAT score?
(text entry box)
How many years have you been taking college courses?
(text entry box)
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The University of Memphis Institutional Review Board, FWA00006815, has reviewed and
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