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Abstract
We introduce a general framework for approximating regular conditional distributions (RCDs). Our
approximations of these RCDs are implemented by a new class of geometric deep learning models
with inputs in Rd and outputs in the Wasserstein-1 space P1(R
D). We find that the models built
using our framework can approximate any continuous functions from Rd to P1(R
D) uniformly on
compacts, and quantitative rates are obtained. We identify two methods for avoiding the “curse
of dimensionality”; i.e.: the number of parameters determining the approximating neural network
depends only polynomially on the involved dimension and the approximation error. The first solu-
tion describes functions in C(Rd,P1(R
D)) which can be efficiently approximated on any compact
subset of Rd. Conversely, the second approach describes sets in Rd, on which any function in
C(Rd,P1(R
D)) can be efficiently approximated. Our framework is used to obtain an affirmative
answer to the open conjecture of Bishop 1994; namely: mixture density networks are universal
regular conditional distributions. The predictive performance of the proposed models is evalu-
ated against comparable learning models on various probabilistic predictions tasks in the context
of ELMs, model uncertainty, and heteroscedastic regression. All the results are obtained for more
general input and output spaces and thus apply to geometric deep learning contexts.
Keywords: Universal Regular Conditional Distributions, Geometric Deep Learning, Measure-
Valued Neural Networks, Conditional Expectation, Uncertainty Quantification.
1. Introduction
Conditioning the law of one random vector X on the outcome of another random vector Y , is one
of the central practices in probability theory, with implications throughout various areas of machine
learning, ranging from the learning of stochastic phenomena to uncertainty quantification. Due to
the recent success of deep learning approaches to various applied science problems, one would hope
rigorous deep learning tools would exist for learning regular conditional distributions; however, this
is not as yet the case. Accordingly, this paper introduces a machine learning framework for learning
Wasserstein space-valued functions, regular conditional distributions, and disintegration.
We examine the following three motivational open problems which are all solved as special
cases of the proposed framework. An affirmative answer to each of these problems is obtained as a
particular case of the proposed general framework. We denote the Wasserstein space of probability
measures with “finite mean” on a metric space X by P1(X) (formalized shortly).
©2021 Anastasis Kratsios.
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Remark 1 (The Case: X = [0, 1]d and Y = RD) The paper’s results are equally new in the case
X = [0, 1]d and Y = RD. We encourage the reader not concerned with geometric deep learning to
maintain these assumptions.
(i) Problem 1 - Generic Regular Conditional Distributions: Suppose that X and Y are random-
elements defined on a common probability space (Ω,F,P) and let X and Y respectively take
values in separable complete metric spaces X and Y, with X locally-compact. Under mild
integrability conditions: can we approximate the regular conditional distribution function
X ∋ x 7→ P (Y ∈ · | X = x) ∈P1(Y), uniformly in x, with high-probability?
(ii) Problem 2 - Generic Expression of Epistemic Uncertainty: Given a finitely-parameterized
machine learning model; i.e., {f̂θ}θ∈[−M,M ]p ⊂ C(Rd,RD) (where M > 0), it is com-
mon to randomize the trainable parameter θ, i.e. replace θ with a specific random-vector
ϑ. This is typically either done to reduce the model’s training time (e.g. Kingma and Ba
(2014)) or improve the model’s generalizability (e.g. Srivastava et al. (2014)). Therefore,
{f̂ϑ(x)}x∈X is a collection of RD-valued random-vectors. We ask: is it possible to design a






(iii) Problem 3 - Universal Architecture Design: Can problems 1 and 2 be generically solved?
We ask: is there a general procedure for building/validating the universal approximation ca-
pabilities of commonly deployed deep neural architectures intended to approximate condi-
tional densities, e.g., the mixture density networks of Bishop (1994)?
We focus on the following overarching research question; solutions to problems 1-3 will be
derived as special cases. Let X and Y be separable, complete metric spaces, with respective metrics
dX and dY. Let X be locally-compact. Let P1(Y) denote the set of Borel-probability measures µ
on Y, for which
∫
y∈Y dY(y0, y)µ(dy) is finite, for some y0 ∈ Y. Equip P1(Y) with the Wasserstein
distance W1, which is defined on any µ, ν ∈P1(Y) by:






where Cpl(µ, ν) is the set of Borel probability measures on Y2 with marginals µ and ν. Let
C(X,P1(Y)) be the set of continuous functions from X to the Wasserstein(-1) space P1(Y) over
Y. We equip C(X,P1(Y)) with the topology of uniform convergence on compacts, introduced in
Fox (1945) and developed in Arens (1946); Arens and Dugundji (1951), as follows. For a fixed














∞ are metrically equivalent;
2 thus,
we henceforth omit the explicit reference to x0. This metric is a reasonable choice since, from
1. If X is compact, standard arguments (see Munkres (2000)) show that d∞ is equivalent to the uniform metric: (f, g) 7→
supx∈X W1(f(x), g(x)).
2. I.e., the map (C(X,P1(Y)), d
x0
∞ ) ∋ f 7→ f ∈ (C(X,P1(Y)), d
x̃0
∞ ) and its inverse are uniformly continuous; cf.
(Munkres, 2000, Exercise 7.3).
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the approximation-theoretic vantage-point, d∞ measures the worst-case deviation between any two
functions, uniformly on compact subsets of X. From the topological standpoint, (see Arens and Dugundji
(1951); McCoy and Ntantu (1988)) showed that d∞ is canonical since it induces the weakest topol-
ogy in which point-evaluation is continuous.
The scope of the paper’s main results are best emphasized by first examining notable examples
of functions in C(X,P1(Y)).
Example 1 (Regular Conditional Probabilities (Informal)) Fix some 0 < ǫ < 1, consider the
context of Problem 1, and assume that each of conditional law P (Y ∈ · | X = x) is “sufficiently
integrable”. Together, the Disintegration Theorem and Lusin’s Theorem3 imply the existence of a
compact Kǫ ⊂ X on which X#P(Kǫ) ≥ 1− ǫ4 and:
Kǫ ∋ x 7→ P (Y ∈ · | X = x) ∈P1(Y)
belongs to C(Kǫ,P1(Y)) (This is formalized in Section 3.1).
Many randomization techniques prevalent in contemporary machine learning introduce randomness
into otherwise deterministic models. Examples include the dropout algorithm of Srivastava et al.
(2014), the randomization method of Lakshminarayanan et al. (2016) for improving the general-
izability of deep neural networks, and stochastic optimization algorithms such as Kingma and Ba
(2014); Lorenzo et al. (2020) which are designed for efficient training of common machine learning
models. The following example subsumes and formalizes the implicit measure-valued functions in
Problem 2.
Example 2 (Model with Randomized Parameters) Let Θ be a parameter space (i.e., a compact
complete metric space with metric dΘ), let f̂ : X × Θ 7→ Y be a “finitely-parameterized learning
model” (i.e. a continuous map), and let ϑ : Ω 7→ Θ be a randomization of the model’s parameters
(i.e., a random-element defined on an auxiliary probability space (Ω,F,P)). If there are y0 ∈ Y






X ∋ x 7→ P
(
f̂(x, ϑ) ∈ ·
)
belongs to C(X,P1(Y)) (the proof of this fact is in Appendix D).
The next example concerns heteroscedastic regression, but where one does not want to impose
major distributional assumptions on the noise. Heteroscedasticity, is a common phenomenon, and
it is particularly central to econometrics (e.g., Engle (1982) and McCulloch (1985)).
Example 3 (Approximating Heteroscedastic Noise) Typical non-linear regression problems are
interested in learning an unknown function f ∈ C(Rd,RD) from a set of noisy observations:
{Yx = f(x) + ǫx}x∈X; (1)
3. See (Kallenberg, 2002, Section 6) for a statement of the Disintegration Theorem and (Kallenberg, 2002, Section 1)
for a statement for Lusin’s Theorem.





where X ⊂ Rd is a dataset (finite non-empty set) and {ǫx}x∈X are independent and integrable RD-
valued random vectors with mean 0 (but not necessarily identically distributed). Equivalently, since
each ǫx has mean 0, such non-linear regression tasks are interested in approximating the map:
X ∋ x 7→ E [Yx] = f(x) ∈ RD. (2)
However, approximation of (2) need not provide any information about the noise ǫx; especially out
of sample (i.e.: for x 6∈ X). Thus instead of approximating (2), it is more informative to instead
approximate::






Since convergence in d∞ implies uniform convergence in W1 (for all x ∈ X) and convergence in W1
implies convergence in mean and in law, then a uniform approximation of (3) implies approximation
of (2).
Though it will not be our primary focus, as the focus is on applications at the junction of machine
learning and applied probability, we nevertheless mention the next rich class of examples. Diffu-
sion processes are omnipresent stochastic analytic tools that are typically deployed in mathematical
finance e.g., Barles and Soner (1998) or Duffie et al. (2003), climate sciences e.g., Abadie et al.
(2019), statistical physics e.g., Debbasch et al. (1997), to epidemiological models e.g., Hubert et al.
(2020). The next example shows that the marginals of classical diffusion processes are encoded in
the proposed framework studied herein.
Example 4 (Marginals of Time-Inhomogeneous Diffusion Process) Let r, d,M ∈ N+, X , [0,M ]×
[−M,M ]d, Y = Rd, (Ω,F, (Ft)t∈[0,M ],P) be a filtered probability space with filtration generated
by a Brownian motion (Bt)t∈[0,M ], α ∈ C([0,M ] × Rd,Rd), β ∈ C([0,M ] × Rd,Rr×d) where
R
r×d is identified with the set of r × d matrices. If α and β satisfy the usual conditions (e.g., As-
sumption 6) then there is a unique (Ft)t∈[0,M ]-adapted strong solution to the stochastic differential








s )dBs. In this setting, the map:






) (see Proposition 34 for details).
This two main results provide a single unified framework in which any of the functions from Exam-
ples 1- 4 can be generically approximated and for which Problems 1-3 are solved as special cases.
The first of these results is now informally sketched; a rigorous formulation will be given once the
necessary background is introduced in Section A.
Informal Theorem 1 (Probability-Measure Valued Universal Approximation) If D is a suffi-
ciently rich set of probability measures in P1(Y), and if φ : X→ Rd is a feature-map respecting the
topological structure of X, then for any target function f ∈ C(X,P1(Y)) and any approximation
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, and f̂ is a classical feedforward network
(DNN) mapping Rd to RN with a “good activation function5”. Moreover, N and the complexity of
f̂ depend, quantitatively, on the regularity of f and on the desired approximation quality ǫ.
A fortiori, given any f ∈ C(X,P1(Y)) and any ǫ > 0, there is a model of the form (4), whose
d∞-distance to f is at-most ǫ and this model implements a
ǫ
2 -Metric Projection (in the sense of










λn = 1, 0 ≤ λn ≤ 1
}
, (5)
for some {µ̂n}Nn=1 ⊂ D whose Wasserstein balls of radius ǫ4 form an open cover of f(X). Moreover,
the result is quantitative, in that it estimates N and the complexity of each f̂ as a function of the
approximation quality ǫ and the modulus of continuity of the measure-valued function f .
Even in classical settings, where one wants to approximate a continuous function in C(Rd,R),
the standard results of DeVore and Lorentz (1993), Novak and Woźniakowski (2009), and Gühring et al.
(2020), guarantee that arbitrary functions in C(Rd,R) cannot be approximated by neural networks
whose number of parameters does not grow exponentially as a function of input space’s dimen-
sion. The typical approach to circumventing this problem was first proposed in Barron (1993) and
is summarized as: “[the curse of dimensionality] is avoided by considering sets [of functions] that
are more and more constrained as [the input space’s dimension] increases”. The most common
constraint is requiring Sobolev-type smoothness constraints on the target function through moment
constraints on its Fourier transform (see SIE (2020)), Besov-type constraints on the target function,
as in Suzuki (2019), and Gribonval et al. (2020), but many other options also exist. Our first result
in this direction allows us to induce classes of functions in C(X,P1(Y)), for which our deep neural
model class breaks the curse of dimensionality. The result allows us to explicitly construct such
function classes by directly extending any Euclidean results.
Informal Theorem 2 (Identifying P1(Y)-Measure Valued Functions that are Efficiently Approximable)
If f ∈ C(Rd,RN ) can be approximated by a DNN f̂ whose depth and width depends polynomially
on ǫ and d, φ ∈ C(X,Rd) is a “good feature map”, and if {Mn}Nn=1 map X to P1(Y) and each
Mn is bounded; then, the (possibly discontinuous) function:




[SoftmaxN ◦f̂ ◦ φ(x)]nMn(x),
can be approximated by a deep neural model of the form (4) where the number of parameters
defining f̂ depend polynomially on ǫ and on d.
Our second main result in this direction covers the case where the target function cannot be effi-
ciently approximated on arbitrarily compact subsets of X. Instead, in this general case, we obtain a
solution by controlling the size and structure of the compact subset of X on which the approxima-
tion holds. The main advantages of this “localization” approach are that no restriction on the target
function, on X, and on Y need to be imposed.
5. By a “good activation function”, we mean a function σ ∈ C(R) satisfying the regularity condition of
Kidger and Lyons (2020), which we have recorded in Assumption 5 within the paper’s main body.
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The result’s informal statement requires the following notation. For any fixed x̄ ∈ X and any
radius η > 0 the ball about x̄ in X of radius η is defined by BX(x̄, η) , {x ∈ X : dX(x, x̄) < η}.
The closure of any subset A ⊆ X is denoted by A. The distance from any point x ∈ X to any
non-empty A ⊆ X is defined to be dX(x,A) , infa∈A dX(x, a).
Informal Theorem 3 (Avoiding the Curse of Dimensionality via Localization) Let X ⊆ X be
any real-world dataset, i.e.: non-empty and finite, and p : N+ × (0,∞) → R be a sub-exponential
function controlling the number of parameters of F̂ in (4), fix some x̄ ∈ X about which we would
like to approximate a given f ∈ C(X,P1(Y)), and let ǫ > 0 quantify the approximation quality.
Then, N , the width, and the depth of f̂ all grow at a rate of O(p(d, ǫ)) on:
Xδ:η:x̄ ,
{
x ∈ X : dX
(





where the parameters η, δ > 0 are upper-bounded in terms of d, ǫ, the regularity of f and of φ, and
the size of X.
The paper is organized as follows. Section A overviews the relevant background. Section 2
contains the paper’s main results; these are organized in the same order as in the paper’s introduc-
tion. Section 3.1 contains solutions to problems 1-3, above. All proofs are relegated to the paper’s
appendix, which follows the paper’s conclusion.
The Neural Network Modeling Framework
We use the terminology “deep neural model” analogously to the general characterization in (Kratsios Anastasis,
2021, Theorem 3), to refer to any class of functions which is induced, in some sense, by classical
DNNs. In this paper, the focus is on the following class of deep neural models.
We require the following condition of a (continuous) feature map φ ∈ C(X,Rd). A feature map
φ is said to be UAP-invariant if it preserves the universal approximation property (UAP) of any
model class upon pre-composition; i.e.: F ⊆ C(Rd,Y) is dense6 if {f̂ ◦ φ}
f̂∈F is dense in C(X,Y).
In (Kratsios and Bilokopytov, 2020, Theorem 3.4) it is shown that UAP-invariance is equivalent to
the following simpler condition.
Condition 1 (UAP-Invariance) The map φ ∈ C(X,Rd) is injective.
We may now define the “general model classes” studied in this paper.
Definition 2 (The Model) Let D ⊆ P1(Y) be non-empty, φ ∈ C(X,Rd) be a UAP-invariant
feature map, and fix an activation function σ ∈ C(R). The class NNσ:⋆φ:D consists of all functions
F̂ ∈ C(X,P1(Y)) with representation (4).
1.1 Notation
Given any uniformly continuous function f : X → Y, for example any continuous function with
compact domain, we use ωf to denote a modulus of continuity of f . If ω̃f (t) 7→ sup{dY (f(x), f(x′)) :
x ∈ X, x′ ∈ X, dX(x, x′) ≤ t} is right-continuous then we set ωf , ω̃f to be this function7.
6. Density in C(Rd,Y) and in C(X,Y) is with respect to the uniform convergence on compacts topology.
7. This particular modulus of continuity is often called the optimal modulus of continuity of f .
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ω̃f (s)ds; which is necessarily continu-
ous. When restricting any continuous function to a compact set, we always let ωf be the mod-
ulus of continuity just described; thus we omit the dependence of ωf on the particular compact.
Following Embrechts and Hofert (2013), we denote the generalized inverse of ωf to be the map
ω−1f (t) , sup{s : ωf (s) ≤ t}. Note, when ωf is invertible then its usual inverse and its generalized
inverse coincide.






∞ for some fixed y0 ∈ Y. We equip Pq(Y) with the subspace topology induced by inclusion in
P1(Y). Therefore, we never equip Pq(Y), for 1 < q < ∞, with the topology induced by the
Wasserstein-q metric.
The diameter of any subset A ⊆ X is defined to be diam(A) , supx1,x2∈A dX(x1, x2). We
denote the cardinality of any A ⊆ X by #A.
2. Main Results
The paper’s main results are now presented.
2.1 Universal Approximation
Our first main result concerns the universal approximation capabilities of the NNσ:⋆φ,D architecture
in C(X,P1(Y)). The result is an approximately optimal finite-dimensional approximation, in the
sense that the network in NNσ:⋆φ,D which approximates f implements an
ǫ
2 -metric projection onto the
hull of a finite number of measures µ̂1, . . . , µ̂N in D; where N is the covering number of X. The
quantity N is bounded by the ǫ4 -external covering number of f(X)
8.
Theorem 3 (Quantitative Universal Approximation) Assume that σ satisfies the Kidger-Lyons
Condition 5. Let D ⊆ P(Y) be a dense family of probability measures, let φ ∈ C(X,Rd) be
UAP-invariant (Condition 1), and let f ∈ C(X,P1(Y)). For any compact subset X0 ⊆ X and any
approximation quality 0 < ǫ ≤ min{4, 2−2 sup0≤t ωf◦φ−1(t)}. Then there is a positive integer N
bounded-above by:










































W1 (ν, f(x)) +
ǫ
2 .
Moreover, f̂ has width at-most d+N + 2 and its depth depends on the regularity of σ, as recorded
in Table 1. Moreover, the result holds (mutatis mutandis) for any other N ∈ N+ and {µ̂n}Nn=1 ⊆ D
8. The ǫ
4
-external covering number is the minimum number of W1-balls of radius
ǫ
4
required to cover a given set.
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N) for any 0 < δ ≤ 1.
Table 1: General Approximation Rates





W1 (f(x), µ̂n) < 2
−1ǫ. (7)
Theorem 3 directly implies the following qualitative P1(Y)-valued universal approximation results
for NNσ:⋆φ:D.
Corollary 4 (Qualitative P1(Y)-Valued Universal Approximation) If D is dense in P1(Y), φ is
UAP-invariant (Condition 1), and σ satisfies the Kidger-Lyons Condition (5) then NNσ:⋆D,φ is dense
in C(X,P1(Y)).
In specific applications, the target measure-valued function may only be Borel-measurable. In such
cases, if we endow X with a reference Borel probability measure P, then Lusin’s Theorem can be
combined with Theorem 3 to obtain the following probabilistic variant of our universal approxima-
tion result.
Corollary 5 (Borel-Variant: P1(Y)-Valued Universal Approximation) LetD be dense in P1(Y),
Y be a bounded metric space, φ is UAP-invariant (Condition 1), σ satisfies the Kidger-Lyons Con-
dition (5), and fix a P ∈ P1(X). Then, for every 0 < ǫ < 1 there exists a compact Kǫ ⊂ X of








The complexity of the approximating architecture F̂ described by Theorem 3, in the sense of its
width, its depth, and the number of measures N which it parameterizes, can depend adversely on
the dimension of the input space. This is expected, as even in the classical setting where one ap-
proximates an arbitrary continuous R-valued functions, results of DeVore and Lorentz (1993) and
Novak and Woźniakowski (2009) show that this exponential dependence of the approximation error
on dimension is unavoidable at this level of generality. Next, we study how the curse of dimension-
ality can be broken.
9. Here, f̂ must have width d+N + 3 instead of d+N + 2.
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2.2 Circumventing the Curse of Dimensionality
We consider two approaches. The first, more traditional approach, describes classes of functions in
C(X,P1(Y)) which can be approximated by DNNs depending only on polynomially many train-
able parameters. The second method guarantees that the curse of dimensionality can always be
broken when approximating any f ∈ C(X,P1(Y)), if one considers certain localized compact sub-
sets of X instead of expecting the approximation to hold arbitrary compact subsets thereof. Both
approaches are canonical.
We are only interested in networks whose complexity avoids the curse of dimensionality. There-
fore, we introduce the following class of functions to quantify the desired sub-exponential depen-
dence of the network’s parameters on the embedding dimension d and the approximation error ǫ.
Definition 6 (Polynomial-Like Rate Function) A map p : N+ × (0,∞) → (0,∞) is said to be a
polynomial-like rate function, if p is non-decreasing in its first argument and strictly decreasing in







p(d, ǫ) =∞ .
Example 5 For any r, r′, s > 0, both ǫ−r
′




2.2.1 AVOIDING THE CURSE OF DIMENSIONALITY BY LIFTING DNN APPROXIMATION
CLASSES
The first approach is to progressively constrain the target function’s regularity in order to maintain
an adequate approximation quality with a network depending on polynomially many parameters. In
the classical C(Rd,R) setting, this type of approach was pioneered by Barron (1993). Since then
many other approaches and results, such as Gühring et al. (2020), Suzuki (2019), Chen et al. (2019),
SIE (2020), Schmidt-Hieber (2020), Lu et al. (2020), and Cheridito et al. (2021) (amongst others)
have emerged which aim to quantify which functions can be approximated by DNNs depending
on polynomially many parameters. In the terminology of Gribonval et al. (2020), these types of
results can be understood as describing elements belonging to the following approximation class
introduced by DeVore and Lorentz (1993).
Definition 7 (DNN Approximation Classes: A
σ:p
d,N ) Let σ ∈ C(R) and p be a polynomial-like rate
function. An f ∈ C(Rd,RN ) is in Aσ:pd,N if, for every ǫ > 0 and every compact K ⊆ Rd there is a
κK > 0 depending only on diam(K) and a DNN f̂ ∈ NNσd,N with a realization of depth and width
at-most κKp(d, ǫ) and maxx∈K ‖f(x)− f̂(x)‖ < ǫ.
The next result, uses the approximation class A
σ:p
d,N to explicitly construct functions in C(X,P1(Y))
which can be approximated by networks in NNσ:⋆φ,D whose depth and width depends polynomially on
the approximation quality. In practice, we are ultimately interested in networks which can tractably
achieve a given level of accuracy for a given learning task, rather than any level of accuracy for the
given learning task. Therefore, we propose the following result.
Theorem 8 (Efficient Approximation) Suppose that X is compact. Fix a σ ∈ C(R), a polynomial-
like rate-function p, and a UAP-invariant φ ∈ C(X,Rd). For any ǫ > 0, f ∈ Aσ:pd,N , N ∈ N+,
9
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and any functions M1, . . . ,MN from X to P1(Y) satisfying the following uniform boundedness





W1 (Mn(x), µn) ≤ N−1ǫ, (8)








[SoftmaxN ◦f ◦ φ(x)]nMn(x), (9)
there is a f̂ ∈ NNσd,N and there are {µ̂n}Nn=1 ⊆ D such that F̂ ,
∑N











where κ1 > 0 and κ2 > 0 are both independent of ǫ.
Remark 9 (Benefit of the Dependence of Theorem 8’s Efficiently Approximable Functions on ǫ)
In particular, Theorem 8 shows that as the desired approximation quality ǫ gets smaller the fewer
and fewer functions can be efficiently approximation by the model-class NNσ:⋆φ,D. This is a re-
interpretation the following key insight of Barron (1993) in the classical C(Rd,R) setting: “[the
curse of dimensionality] is avoided by considering sets [of functions] that are more and more con-
strained as [the input space’s dimension] increases”.
We emphasize that even in the classical case of approximation in C(Rd,RD), this interplay/dependence
of the class of maps of the form (9) described by Theorem 8, on ǫ, has not appeared elsewhere in
the literature. Indeed, the other available results in that setting such as SIE (2020), Suzuki (2019),
or Gribonval et al. (2020), focus on fixed classes of functions which can be efficiently approximated
for all ǫ > 0. Thus, a key insight here is a practical one: namely, in implementations, one typically
decides on an approximation quality before training a deep neural model on a given learning task.
The next sub-section’s main result differs from the above observations and the aforementioned re-
sults in that it introduces an approach for avoiding the curse of dimensionality which does not
require imposing any assumptions on the target function’s structure or its regularity. Instead, we
quantify the types of subsets of the input space on which deep neural models in NNσ:⋆φ,D can effi-
ciently implement the approximation guaranteed by Theorem 3.
2.2.2 BREAKING THE CURSE OF DIMENSIONALITY BY LOCALIZATION
One point of difficulty in Theorem 3, is that the result provides approximation guarantees which are
irrespective of the structure of the compact subset X0 of the input space X. In particular, it needs
to account for arbitrarily large sets. However, it is well-observed folklore in the machine learning
practitioner community that neural network models offer competitive performance, but only “near
10
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enough to the training data”. This suggests that, given any non-empty set of training inputs X ⊂ X,
we may be able to quantify a δ > 0, for which f can be efficiently approximated uniformly on:
Xδ , {x ∈ X : dX (x,X) ≤ δ} , (10)
to a given precision ǫ > 0 via an F̂ ∈ NNσ:⋆φ:D, whose width and N depend at-most polynomially on
d, ǫ, and on #X. We make the convention: that BX(x,∞) , X for any x ∈ X. More generally, we
define.
Definition 10 (Localization about a Training-Set) Let X ⊆ X be a non-empty finite set. For a
given x̄ ∈ X and hyperparameters 0 ≤ δ <∞ and 0 < η ≤ ∞, define the (η, δ)-localization about
X relative to x̄ ∈ X as the set:
Xδ:η:x̄ ,
{
x ∈ X : dX
(





Remark 11 (η =∞ Case) If η =∞ then Xδ:η:x̄ is independent of x̄ ∈ X and of η; thus, for η =∞
write Xδ.
Our first result in this direction confirms and formalizes this practitioner insight.
Theorem 12 (Polynomial-Like Efficiency via Localization: Width Control) Consider the setting
of Theorem 3. Assume that X ⊆ X is finite and non-empty, p is a polynomial-like rate function, and
ωφ(t) = Bt
β and ωf (t) = At
α; for some A,B > 0 and 0 < α, β ≤ 1. Let further κ > 0 be a
constant which is independent of ǫ, d, and #X such that, if:























< ǫ where Xδ is defined by (10),










W1 (ν, f(x)) +
ǫ
2 ,
(iii) Polynomial-like Number of Measures:10 N ≤ #X⌈p(d, ǫ)⌉,
(iv) Polynomial-like Width: f̂ has a representation with width at-most #X⌈p(d, ǫ)⌉ + d+ 2 .
Moreover, the depth of f̂ is recorded in Table 1 with Xδ in place of X0.
Theorem 12 guarantees that intractable dependence of the width and depth of the approximating net-
work F̂ ∈ NNσ:⋆φ:D, arising from an infinite-dimensional codomain, can locally be made to coincide
with the known approximation rates of Kratsios and Papon (2021) for deep and narrow networks
10. Here, for any r ∈ R, we use ⌈r⌉ to denote the integer ceiling of r, defined by ⌈r⌉ , inf{s ∈ Z : r ≤ s}.
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between finite-dimensional spaces with general activation function. In this way, the result guaran-
tees that the complexity of approximating a function with an infinite-dimensional image is avoidable
near any practical (i.e. finite) training dataset. Nevertheless, the curse of dimensionality has not yet
been beaten since the depth of F̂ can depend adversely on d and ǫ−1.
The last step in our approach reinterprets the recently proposed notion of “controlled universal
approximation”, introduced in Kratsios and Papon (2021), to bypass the curse of dimensionality.
With this approach, the user is able to avoid approximation theoretic pathologies by only consider-
ing compact subsets of X with a certain maximum diameter. The next result is summarized as: “on
patches of the training data which are sufficiently concentrated the curse of dimensionality can al-
ways be avoided”. The next result provides the aforementioned diameter-bound by upper-bounding
the hyperparameters η and δ. NB, Definition 6 implies that p(d, ǫ) is large, e.g. typically greater
than 1, whenever d is large and ǫ < 1.
Theorem 13 (Polynomial-Like Efficiency via Localization: Depth Control) Consider the context
of Theorem 12 and fix x̄ ∈ X. Suppose that σ ∈ C∞(R). There is a constant κ̃ > 0 (not depending
on d, #X, and ǫ) such that, given any δ > 0 satisfying (12) and if we set:


















and N satisfy (i)-(iv) in Theorem 12 but with Xδ replaced by Xδ:η,x̄, and f̂ has depth O (p(d, ǫ)).
The localization about the dataset X need not be negligible. To formulate this result, we require that
the input space X be Ahlfors q-regular (as introduced by Ahlfors (1935)); i.e., for a fixed 0 < q <∞
there are constants c, C > 0 such that:
crr ≤ Hq (BX(x, r)) ≤ Crq,
whenever x ∈ X and 0 < r < diam(X); where Hq is the q-dimensional Hausdorff (outer) mea-
sure11 on X. Ahlfors q-regular metric spaces describe a “metric homogeneity” across X. A broad
class of Ahlfors q-regular metric spaces include any complete Riemannian manifold with bounded
and non-negative curvature.
We highlight that the parameter δ, defining the localization Xη,δ,x̄, about some x̄ ∈ X, can
always be assumed to be strictly positive in 13. Setting 0 < δ on an Ahlfors q-regular space implies
the following lower-estimate of Xη,δ,x̄.
Corollary 14 (Localized Datasets are Non-Negligible) In the setting of Theorem 13, suppose that
X is Ahlfors q-regular, and define Xη:x̄ , {x ∈ X : dX(x̄, x) < η}. If 0 < δ, then the localization
Xη,δ,x̄ satisfies:




dX(x1, x2)})q ≤ Hq(Xη,δ,x̄) ≤ Cηq;
for some constant κ⋆ > 0, independent of ǫ, d, and N .
11. The q-dimensional Hausdorff measure Hq on X, is the (metric outer measure) map sending any A ⊆ X to the quantity
H
q






d : A1, . . . ,⊆ X,
⋃∞
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Example 6 In the context of Corollary 14, let X ⊆ Rd and use µ to denote the Lebesgue measure




πmin{η, δ, η − diam(Xη:x̄),minx1 6=x2;x1,x2∈Xη:x̄ dX(x1, x2)}
)d
2d+1⌈d2⌉!









Example 6 shows that even if the localized set Xη,δ,x̄ is non-negligible, with respect to Lebesgue
measure. Therefore, even if the curse of dimensionality can always be locally avoided without
having to impose additional assumptions on f , it can only be done so on subsets of the input space
which are, in this sense, “subject to the curse of dimensionality”.
The architecture-type NNσ:⋆φ,D, as studied thus far, is general and can describe a host of wildly
different structures, defined between a broad range of input and output spaces. Accordingly, we
examine some concrete examples of the architecture NNσ:⋆φ,D.
2.3 Examples of Measure-Valued Architectures
Definition 2 is broad and describes many seemingly different architectures. Thus, to make matters
concrete, we consider two different deep neural models, which are part of this model class. The
first is related to the commonly implemented generative adversarial networks of Goodfellow et al.
(2014), as successfully reinterpreted from the Wasserstein perspective in Arjovsky et al. (2017), and
the latter is closely tied to the problem of quantizing probability measures (see Graf and Luschgy
(2000) for a thorough treatment).
Parameterized MGANs are Universal In order to compare the proposed model in the Wasser-
stein GAN (WGAN) setting of Arjovsky et al. (2017), we require an auxiliary density result. Namely,
given enough integrability, we find that any probability measure can be expressed as a reference
measure’s push forward using a deep and narrow feedforward network.
Our auxiliary proposition improves on the known comparable results of Lee et al. (2017) and of
Lu and Lu (2020) as follows. In Lu and Lu (2020), the authors show that, under certain technical
conditions, given an input probability measure P1 and an output probability measure P2 on R
d there
exists a DNN f : Rd → Rd whose gradient’s pushforward (defined almost everywhere) exactly
sends P1 to an order-optimal quantizer of P2. In practice, people tend to push-forward measure P1
to P2 not by using a version of the a.e. gradient of a DNN, but instead, they push-forward via the
DNN itself. However, push-forwards of gradients maps are typically not what is used in practice,
but rather pushforwards by the DNNs themselves are used when to implement GANs. This is not
the case for the following auxiliary approximation result. NB, the following auxiliary result also has
the advantage over Lee et al. (2017) where the authors assume that the target probability measure is
compactly supported.
Proposition 15 (Density of Narrow GANs in P1(Y)) Let Y ⊂ RD, d ≥ 2, and suppose that σ
satisfies the Kidger-Lyons Condition (5). Let q > 1 and 0 < ǫ < 1. Fix ν ∈ Pq(Y), µ ∈ P1(Y),
and suppose that µ is absolutely continuous with respect to the Lebesgue measure. Then, there






Moreover, if Y is compact then the result holds even if q ≥ 1.
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Suppose that, in Theorem 3, we take D to be the set of GANs described by proposition 15, X = Rd
and Y is a (non-empty) compact subset of RD; then, the following architecture is a parameterized
version of the MGAN architecture recently introduced in Hoang et al. (2018), where the parameters
depend on inputs from Rd.
Corollary 16 (Parameterized-MGANs are Universal and Implement ǫ-Metric Projections) Assume
that σ satisfies Condition 5, let D ≥ 2 and X ⊆ Rd, Y ⊆ RD be compact. For any 0 <
ǫ ≤ min{4, 2−2 sup0≤t ωf◦φ−1(t)} and any “reference measure” µ ∈ P1(Y) which is abso-
lutely continuous with respect to the Lebesgue measure on RD; if we set N(ǫ) as in (6) then,
there is an N ∈ N+ with N ≤ N(ǫ), and there are {µ̂n}Nn=1 ∈ D, f̂ ∈ NNσd,N , and DNNs

































Moreover, f̂ has width at-most d+N + 2 and each f̂n has width at-most 2(D + 1).
Remark 17 (Parallels and Contrasts with GANs) We would like to highlight the fact that GANs
map a single measure in Rd to a single measure in RD whereas NNσ:⋆φ,D approximates measure-
valued functions. Nevertheless, we may use GANs to approximate P1(Y)-valued functions f ∈
C(Rd,P1(Y)) as follows. For a suitable reference measure µ (as in Proposition 15), for every






However, the estimate (14) holds pointwise. In contrast, the architecture type A of Corollary 16
precisely described how to construct a parameterized family of GANs which can perform the esti-
mate (14) uniformly on compacta in Rd. Therefore, architecture NN
σ,⋆
φ,D can be understood as an
expressive and regular parametric family of GANs.
Parameterized Quantizers are Universal Quantization refers to the dimension-reduction prac-
tice of mapping a probability measure (an inherently infinite-dimension object) to a finitely-supported
probability measure (a finitely-parameterized object). A natural question is: “How does architec-
ture type A relate to quantization?” The following corollary is a quantitative answer to that question.
We use of the Lambert W-Function, W (x) , [u 7→ ueu]−1(x).
14
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Example 7 (Parameterized Quantizers) Let Y be compact and embedded in RD, and without loss
of generality assume that Y ⊆ BRD(0,M). Then, (Chevallier, 2018, Theorem 3) guarantees that














is dense in P1(Y). Moreover, since f(x) ∈ P1(Y) is supported in BRD(0,M) then there exist
y1, . . . , yNQ ∈ Y such that µ̂n ,
∑NQ
q=1(NQ)
−1δyq satisfies Condition (7) with NQ depending on ǫ
and D via:





















































In this case, the approximating F̂ ∈ NNσ:⋆φ:D described by Theorem 3 has the representation:












where N ≤ N(ǫ) and N(ǫ) is as in Theorem 3. Thus, Theorem 3 validates our intuition that any
f ∈ C(X,P1(Y)) can be approximated by an 2−1ǫ-Metric Projection onto the hull of optimally
chosen Nǫ quantizers, positioned so that their 2
−2ǫ Wasserstein balls cover f(X).
Remark 18 The compactness assumption in Corollary 16 and Example 7 is not needed to guar-






for some q > 1.
3. Applications
The three problems motivational problems at the start of this paper are now addressed. Each of these
applications of the theoretical framework introduced in this paper lie at the interface of learning
theory and applied probability.
3.1 Problem 1: Generic Regular Conditional Distributions
We first show that our architecture can be used to approximate any regular conditional distribution
to arbitrary precision with arbitrarily high probability under mild integrability conditions. Next, we
show that once trained, a model in NNσ:⋆φ,D can be used to efficiently approximate (potentially high-
dimensional) conditional expectations of a broad class of Carathéodory integrands. Let (Ω,F,P) be
a probability space, let X : Ω→ X be an F-measurable random element, and let Y : Ω→ X. Then,
15
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by (Kallenberg, 2002, Theorem 6.3) there exits a P-a.s. uniquely determined probability kernel
P
X
· : X×B(Y)→ [0,∞] satisfying:
P
Y
x (B) = P (Y ∈ B | X = x) , (15)
for every Borel subset B ⊆ Y. Thus, x 7→ P(Y ∈ ·|X = x) is a Borel-measurable function from
(X,B(X)) to (P(Y),B(P(Y))), which is called the regular conditional distribution of Y given X.
We point the interested reader to (Kallenberg, 2002, Pages 106-107) for further details).
We denote the push-forward measure of P by X using X#P. Under the following integrability
condition, Corollary 5 implies that we can approximate any regular conditional distribution with
arbitrarily high X#P-probability.
Condition 2 X is a bounded metric space12 and for every x ∈ X we have PYx ∈P1(X).
Corollary 19 (Universal Regular conditional distributions) Consider the setup of (15) and sup-
pose that the Condition 2 holds. Fix 0 < ǫ < 1 and let {µ̂n}N(ǫ)n=1 ⊆P1(X) be such that the covering
Condition (7) holds. Then, there exists a compact subset Kǫ ⊆ X of probability X#P(Kǫ) ≥ 1− ǫ

















The following result shows that once we have approximated the regular conditional probability
distribution of Y given X, we can use it to approximately compute the conditional expectation
E[f(Y,X)|X = x] to arbitrarily-high precision with arbitrarily-high probability.
Corollary 20 (Generic Conditional Expectations) Consider the setting of Corollary 19. For ev-
ery Borel-measurable function f : Y × X → R which is uniformly Lipschitz 13 in its first argument


























P-a.s. for every x ∈ Kǫ; where, M > 0 is a constant independent of ǫ, Kǫ, N , and of {µ̂n}Nn=1.
3.2 Problem 2: “Generic Uncertainty Quantification” Learning Randomized ML Models
Consider a family of learning models
{
f̂θ : θ ∈ Θ
}
⊆ C(X,Y) where the model’s parameters
are taken from a compact metric space Θ with metric dΘ, called the learning model’s parame-
ter space. In practice, the parameter θ is chosen via some randomized procedure. For example,
12. A metric space is said to be bounded if supx1,x2∈X dX(x1, x2) < ∞. In particular, every compact subsets of a
metric space is itself a bounded metric space.
13. By uniformly Lipschitz, we mean that there is some L > 0 satisfying |f(y1, x)− f(y2, x)| ≤ LdY (y1, y2) , for
every x ∈ X and every y1, y2 ∈ Y.
14. By uniformly bounded, we mean that there is some m > 0 and some (y⋆, x⋆) ∈ X such that:
sup(t,x)∈Y×X |f(y, x)| ≤ m|f(y
⋆, x⋆)| < ∞. Note that, if both X and Y are compact, then if f is jointly con-
tinuous then it is necessarily uniformly bounded.
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either to reduce training time (esp. via a stochastic optimization methods as in Kingma and Ba
(2014) and Lorenzo et al. (2020), as in reservoir computing approaches as in Gonon et al. (2020) or
Herrera et al. (2021), or in controlled neural ODEs as in Cuchiero et al. (2020)) or randomization is
used to improve model’s generalizability (e.g., Srivastava et al. (2014)). In such cases, the user is
given a Θ-valued random element ϑ defined on some auxiliary probability space (Ω,F,P), where
some exogenous randomized algorithm generates ϑ.
In what follows, we metrize the product space X×Θ via the metric dX×Θ((x1, θ1), (x2, θ2)) ,
dX(x1, x2) + dΘ(θ1, θ2). The following regularity conditions are required to maintain tractability
of the function of Example 2.
Condition 3 Assume that f̂ and ϑ satisfy the following:
(i) f̂ : X×Θ ∋ (x, θ) 7→ f̂θ(x) ∈ Y is uniformly continuous with modulus of continuity ωf̂ ,







The following confirms the claims made in Example 2 and allows us to continue our analysis of this
problem.
Proposition 21 (Continuity of the Map x 7→ P(f̂ϑ(x) ∈ ·)) Suppose that the condition 3 holds.




has image in Pq(Y) and it is uniformly con-








(dX (x1, x2)) ,
for any x1, x2 ∈ X.
The setting of the motivational Example 2 is subsumed by Proposition 21.
Example 8 If X and Θ are compact, then15 so is X × Θ. Suppose now that X and Θ are both
compact. Then, the Heine-Cantor Theorem (Munkres, 2000, Theorem 27.6) implies that every f̂ ∈
C(X×Θ,Y) is uniformly continuous.
Corollary 22 Consider the setting of Proposition 21. Let σ ∈ C(Rd) satisfy the Kidger-Lyons





SoftmaxN ◦f̂ ◦ φ(·)
]
n









< ǫ. Moreover, if X and Y are compact, then the estimates on
N and the width and depth of f̂ are as in Theorem 3.
3.2.1 APPLICATION: LEARNING THE LAW OF EXTREME LEARNING MACHINES
In this example, we use Corollary 22 to show that NNσ:⋆φ,D can learn the behaviour of a common
class of randomized deep neural models that are not trained using conventional stochastic gradient
descent schemes. Here, instead all but the last neural network layer’s weights and biases are ran-
domized, and the network’s final layer’s parameters are trained using the ridge regression method
of Hoerl and Kennard (1970). This is an instance of an extreme learning machine introduced by
15. This follows from (Munkres, 2000, Tychonoff Product Theorem (Theorem 37.3)) and the fact that dX×Θ metrizes
the product topology on X×Θ.
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Huang and Babri (1998), which has found extensive theoretical study since then (see Huang et al.
(2006) and Gonon et al. (2020)). The model is now formalized.
Fix some J,W,M ∈ N+ and let Θ , [−M,M ]W [(d+1)+J(W+1)]. Identify each θ ∈ Θ with
(AJ , bJ , . . . , A1, b1) where if j > 1 then Aj is a dj × dj−1-matrix with coefficients in [−M,M ],
bj ∈ RW , dj , W if j > 0 and d0 , d. Fix an activation function σ ∈ C(R). Each θ ∈ Θ defines
a feature map φ̂θ ∈ C(Rd,RW ) via:
φ̂θ(x) , x
(J), x(j) , σ • (Aj−1x(j−1) + bj), x(0) , x. (16)
Fix a training dataset X ⊂ Rd (i.e. a non-empty finite set) and a hyperparameter λ > 0, let Y X be
the #X×D-matrix whose rows are Y Xx̃ , f(x̃), indexed via x̃ ∈ X, and let XX:θ be the #X×W -
matrix whose rows are XX:θx̃ , φ̂(x̃), for x̃ ∈ X. Define the learning-model class {f̂θ : θ ∈ Θ}






Example 9 (The Law of Extreme Learning Machines is Approximable) In the setting of (17),
let ϑ be a uniform random-vector in Θ defined on some auxiliary probability space (Ω,F,P). Sup-
pose that σ satisfies Condition 5. For every ǫ > 0, Corollary 22 guarantees that there exists a
F̂ ∈ NNσ:⋆1
Rd
,D satisfying d∞(F̂ ,P(f̂ϑ ∈ ·)) < ǫ.
3.3 Problem 3: Designing Sophisticated Universal P1(Y)-Valued Deep Neural Models
The deep neural models of Definition 2 are rather simplistic. Indeed one can imagine more so-
phisticated deep neural models tailored to custom features of individual learning problems. There-
fore, it would be convenient to have a general result outlining how to construct dense families in
C(X,P1(Y)) which are perhaps beyond the scope of the “rudimentary structure” of networks in
NNσ:⋆φ,D.
The next result is precisely this, and to our knowledge, it is a “meta-universal approximation
theorem” akin to Kratsios and Bilokopytov (2020). It shows that given a deterministic model class,
i.e.: a non-empty subset F ⊆ C(X,P1(Y)), if F can asymptotically implement all constant func-










where N ∈ N+, f̂0 ∈ NNσd,N , and f̂1, . . . , f̂N ∈ F is universal. We denote the subset of
C(X,P1(Y)) consisting of functions with representation (18) NN
σ:⋆
φ,F.








Theorem 23 (Construction of Universal Neural Networks) Fix 1 < q <∞, let F ⊆ C(X,P1(Y))
satisfy condition 4 and σ satisfies the Kidger-Lyons Condition (5). Then, NNσ:⋆φ,F is dense in C(X,Pq(Y)).
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Theorem 23 can be applied to the architecture of Example 7 to replace the compactness assumption
on Y by an integrability assumption on the measures in the image of the target function f .
Example 10 If F = {f y : X ∋ x 7→ δy}y∈Y and D is as in Example (7), then NNσ:⋆φ,D = NNσ:⋆φ,F
and Theorem 23 guarantees that NNσ:⋆φ,D is dense in C(X,Pq(Y)) whenever 1 < q <∞.
Theorem 23 can now be applied to confirm the universality of the classical family of deep neural
models, where F outputs only non-degenerate Gaussian measures with diagonal covariance struc-
ture.
3.3.1 EXAMPLE: MIXTURE-DENSITY NETWORKS ARE UNIVERSAL
The final application illustrates how our framework can be used to validate the universal approx-
imation capabilities of commonly deployed networks intended to learn conditional distributions.
This type of application is illustrated on the mixture density network (MDN) architecture of Bishop
(1994). Concisely, an MDN is a function with representation:
























where µ̂n, σ̂n, and f̂ are DNNs of appropriate input and output dimensions; for n = 1, . . . , N
and for N ∈ N+. The quantity on the right-hand side of (19) is intended to represent the density
of a conditional Gaussian mixture (with diagonal co-variance structure); conditioned on a random-
variable X having realization x ∈ Rd. Thus, each MDN γ̂ uniquely induces a probably measure-
valued function:






where µ is the Lebesgue measure on RD. The following result shows that MDNs generically ap-
proximate regular conditional distributions through their induced maps of the form (20).
Corollary 24 (MDNs are Generic Regular conditional distributions) Fix M > 0 and consider
the setup of (15) with Y = RD and X = Rd. Suppose that σ satisfies the Kidger-Lyons Condition (5),





for some fixed 1 < q < ∞. Then for every 0 < ǫ < 1, there exists a











Moreover, N ≤ N(ǫ)NQ, where NQ is as in Example 7, N(ǫ) the quantity on the right-hand side
of (6), and each µ̂n and each σ̂n has width D and exactly 1 hidden layer.
Next, the implementation of the deep neural architecture NNσ:⋆1
Rd
,D, where D is as in Example 7,
is discussed and two distinct numerical illustrations are considered.
4. Numerical Illustrations
This section illustrates how the deep neural model NNσ:⋆1
Rd
,D can be trained to approximate solutions
of a broad range of problems. In these experiments, we seek to learn a fixed “target function”
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f ∈ C(X,P1(Y)) from a set of training data using the deep neural model NNσ:⋆1
Rd
,D. In each
experiment, the user is provided with a (non-empty and finite) set of training inputs X ⊆ Rd and
training outputs {µx}x∈X. Here, µx , 1S
∑S
s=1 δXsx where, X
1
x, . . . ,X
S
x are i.i.d. random samples
drawn from some the probability measure f(x); where S = 103. The “testing” dataset is used
solely for evaluation and it consists of the 100 pairs (xtest, µtestx ) where each x is sampled uniformly
from ∪x∈XBall(x, 10−1) ⊂ Rd.
We consider all deep neural models in NNσ:⋆1
Rd
,D which can be represented by networks with
a given depth and width and maximum N . These are then trained using Algorithm 1 below. We
emphasize that Algorithm 1 is one possible procedure which can be used to train our models in
NNσ:⋆1
Rd
,D. It is designed specifically to emulate the key steps of the proof of our Universal Approx-
imation Theorem 3. NB, we assume that X has at-least 2 data-points.
Algorithm 1: Training NNσ:⋆φ,D
Input: 1 ≤ N < #X; N ∈ N+
Output: Trained model F̂ ∈ NNσ:⋆φ,D




x∈X ‖x̃n − x‖ ; // Get µ̂n
for n ≤ N do
µ̂n , µxn
end
for x ∈ X,n ≤ N do























SoftmaxN ◦f̂ ◦ φ(·)
)
n
µ̂n. ; // Return trained model.
Remark 25 (Computational Tractability of Algorithm 1) An appealing feature of Algorithm 1
is that it intentionally avoids passing any (stochastic) gradient updates through the Wasserstein
distance by decoupling the identification of the {µn}Nn=1 from the training of the deep classifier
SoftmaxN ◦f̂ ◦φ when training any model in NNσ:⋆φ,D. This decoupling trick is especially important
from a computational standpoint, since evaluating Wasserstein distances has super-cubic complex-
ity (see Pele and Werman (2009) and Cuturi (2013)). The logic behind the two-step procedure of
Algorithm 1 is to emulate the method of proof behind Theorem 3. First, we heuristically try to sat-
isfy the covering Condition (7). Then, each x ∈ X is labelled with a binary vector with a non-zero
entry indicating which µ̂n it is closest to. The key observation here in this step is that by uniform
continuity, the unknown measure f(x) is near µ̂n, only if x is near xn. Thus, the continuity of f





to a classical classification problem
in RD. Thus, in the last step, a classical Euclidean classifier may be trained, and we again avoid
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against four types of learning models. The first type are “classical learning models” which are






benchmark models include the Elastic-Net regressor of Zou and Hastie (2005) (ENET), kernel ridge
regressor (kRidge), gradient boosted (see Friedman (2002)) random forest regressor (GBRF), and a
DNN. Each of these models maps Rd to RD.
The second type are models which assign to each input x ∈ Rd the mean µ̂(x) ∈ RD and
a covariance (i.e.: a D × D-symmetric positive semi-definite matrix) σ̂(x) parameter; thus they
implicitly define a Gaussian measure-valued function. Here consider two such types of models; the
first are Gaussian process regressor (GPR) and the second are a variant of the deep neural model of
(Herrera et al., 2020, Theorem 3) (which instead take inputs in Rd and outputs a pair of a “mean”
vector in RD and a D × D-symmetric positive-definite “covariance” matrix). These models are
built as follows: first the mean and covariance matrix defining a non-degenerate Gaussian measure
on Rd are vectorized, then these vectorial features are fed into a deep feedforward networks in
NNσd,d+2−1d(d−1), lastly the output of this feedforward network are post-composed with the “readout
map” Rd+2
−1d(d−1) ∋ (x1, x2)→ (x1, x2x⊤2 ) ∈ Rd×Pd,d; where Pd,d is the set of d×d-symmetric
positive definite matrices. Analogously to Lakshminarayanan et al. (2016), the DGN is trained as




x ) via maximum
likelihood estimation, then the DGN model is trained to learn the map x 7→ (µMLEx , σMLEx ). For
multidimensional outputs, i.e. for D > 1, DGN extends to the architecture of Baes et al. (2019)
whose approximation properties are studied in Herrera et al. (2020), to Rd × Rd×d ∋ (x1, x2) 7→
(x1, x2x
⊤
2 ); note x2x
⊤
2 is a symmetric positive semi-definite matrix here. However, for numerical
efficiency, we instead train on the map sending any x ∈ X to the sample mean and covariance of the




The third benchmark model is the mixture density network (MDN) model of Bishop (1994)
(whose universal approximation capabilities where derived in Section 3.3.1). These are trained
similarly to the DGNs. First, for each x in the training set, the parameters of a Gaussian mixture
model ν̂x are inferred using the EM algorithm. Then, the MDN is trained to learn a map sending
each X ∋ x 7→ ν̂x ∈P2(Y).
Remark 26 We emphasize that the MDN models are only formally a benchmark; in the sense that
they are particular examples of the deep neural models of (18). Thus, MDNs are special cases of
our general theoretical framework (Theorem 23 and Corollary 24). Nevertheless, we will see that
Theorem 3 (ii) will be reflected by the DNMs, as they consistently will achieve a lower W1 value
using a smaller number of trainable parameters than the MDNs.
Finally, we consider an “Oracle benchmark” (MC-Oracle). Here, MC-Oracle sends any x in the
input space to the Monte-Carlo estimate of f(x) obtained by independently sampling S times from
f(x). MC-Oracle represents a (typically) inaccessible gold standard since it necessitates knowledge
of the unknown measure-valued function f . We emphasize that such samples are not available to
the user outside the training set. We highlight that the predictive accuracy of MC-Oracle cannot
generally be beaten but only matched, as it cannot be implemented in practice since it requires
complete knowledge of the target function f . Nevertheless, we point out that the proposed models
can, and typically do, beat MC-Oracle in terms of execution speed (as described below).
All hyperparameters of the involved models are cross-validated on a large grid, and the parame-
ters are optimized using the ADAM stochastic gradient-descent method of Kingma and Ba (2014).
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The source code for all implementations, as well as further implementation details, is freely avail-
able on the Author’s GitHub page via AK2.
In each of the experiments, two types of quality metrics are used to evaluate and compare the
prediction precision and the complexity/parsimony of each machine learning model; these metrics
are defined as follows.
Evaluation Metrics: The prediction quality metrics compare the model’s predicted Wasserstein
distance to the MC-Oracle model (W1), and the difference in the predicted mean to the mean pre-
dicted by the MC-Oracle model (M). These error metrics are first averaged over each data point
in the training set and testing set. Then, we report the worst-case approximation quality between
both of these two evaluation sets; i.e., the larger of the training and testing errors are reported across
each of the proposed prediction-quality metrics. In other words, a model is deemed “good” if it
can simultaneously fit the observed training data well while predicting the unseen testing data well.
Confidence intervals for the error distributions of W1 and M are constructed using the bias-corrected
and accelerated bootstrapped confidence intervals of Efron (1987). The respective lower and upper
confidence intervals about (W1) are denoted by (W1-95L) and (W1-95) and those about (M) are
similarly denoted by (M-95L) and (M-95R). All values less that 10−20 are set to 0.
Parsimony Metrics: These later quantities are computed using the (practically inaccessible) MC-
Oracle method directly. The model complexity metrics are the number of parameters (N Par), the
total training time (Train Time), and the ratio of the time required to generate predictions for ev-




The flexibility and applicability of the proposed deep learning framework are emphasized by
the diversity of the considered computational tasks. Each application focuses on cases where even
MC-Oracle is costly to execute. The first is an applied probability question, and the second is a
machine learning problem.
4.1 Learning Extreme Learning Machines
We return to the setting of Section 3.2.1 and consider the extreme learning machines defined in (17).
Fix J,W ∈ N+. The randomized parameter ϑ is defined to be ϑi , ϑ1,iϑ2,i, for i = 1, . . . , d, and
where the ϑ1,i are i.i.d. and uniformly distributed on [−M,M ], where M = 1, and where the ϑ2,i
are i.i.d. and independent of the ϑ1,i; moreover, and ϑ2,i is a Bernoulli random variable with .75
probability of being 0. Thus, the extreme learning machine’s parameters are highly “sparse”.
In this experiment, we are provided with 600 consecutive business days of stock returns from
the following tickers: ’IBM,’ ’QCOM,’ ’MSFT,’ ’CSCO,’ ’ADI,’ ’MU,’ ’MCHP,’ ’NVR,’ ’NVDA,’
’GOOGL,’ ’GOOG,’ and ’AAPL.’ The objective is a regression task where the aim is to predict the
returns of ’AAPL’ on the following day given closing prices of the remaining stocks16. For each
instance, x ∈ R11 in the dataset, the parameters of the extreme learning machine are generated by





; where x is the closing prices indexed over the first 80% of the data and the testing
set consists of the remaining pairs and X1x, . . . ,X
S
x are the predicted next-day prices predicted by
the ELMs with randomly generated internal randomness (here we have S such draws for the ELM’s
16. These tickers are chosen either because they are significant presences in the business sector as ’AAPL’ or are key
constituents of its supply chain (see Seth (2018)).
22
UNIVERSAL REGULAR CONDITIONAL DISTRIBUTIONS
random internal structure; i.e. S i.i.d. samples of the ELM’s randomly generated hidden weights
and biases).
Table 2: Quality Metrics: Extreme Learning Machine for AAPL Returns; Depth: 2, Width: 103.
DNM MC-Oracle ENET KRidge GBRF DNN GPR DGN MDN
W1-95L 0.000304 0 - - - - 0.000258 0.999 0.000264
W1 0.000869 0 - - - - 0.000904 1 0.00087
W1-95R 0.0016 0 - - - - 0.00196 1.01 0.0016
M-95L 0.000103 0 0.000525 0.00431 0.000203 0.000366 0.000578 0.0471 0.000422
M 0.000233 0 0.000626 0.00597 0.000317 0.000445 0.00132 0.0475 0.000546
M-95R 0.000399 0 0.000768 0.00783 0.000422 0.000545 0.00196 0.048 0.000759
N Par 1.15e+05 0 22 22 550 4.28e+04 - 4.28e+04 3.44e+05
Train Time 101 1.62e+09 1.62e+09 0.65 0.238 14.7 10.8 14.9 0.133
Test-Time
MC-Oracle Test-Time
0.000133 1 1.94e-07 4.24e-05 5.72e-07 0.00014 4.9e-05 0.000124 0.96
We re-run the experiment, but this time, the randomized feature map of (16) has a representation
as a deep but narrow feedforward network. The investigation shows that the advantage of DNM over
GPR, DGN, and MDN in predicting W1 is stable to this type of architecture. Similarly, we find that
DNM still offers the best M prediction across all the models.
Table 3: Quality Metrics: Extreme Learning Machine for AAPL Returns; Depth: 100, Width:10.
DNM MC-Oracle ENET KRidge GBRF DNN GPR DGN MDN
W1-95L 0 0 - - - - 0.000139 0.999 3.55e-08
W1 0 0 - - - - 0.000146 1 4.83e-08
W1-95R 0 0 - - - - 0.000157 1.01 6.56e-08
M-95L 3.05e-09 0 6.94e-18 0.0036 6.94e-18 0.0006 5.85e-11 0.0474 0.0001
M 3.16e-09 0 6.94e-18 0.0058 6.94e-18 0.0006 7.36e-11 0.0474 0.0001
M-95R 3.4e-09 0 6.94e-18 0.0075 6.94e-18 0.0007 9.02e-11 0.0475 0.0002
N Par 1.15e+05 0 22 22 110 4.28e+04 - 4.28e+04 3.44e+05
Train Time 133 1.62e+09 1.62e+09 1.02 0.30 22.50 3.54 21.90 0.229
Test-Time
MC-Oracle Test-Time
0.000152 1 2.16e-07 6.43e-05 4.69e-07 0.000155 0.000101 0.000137 1.29





. We also observe that, the DNM model offers a competitive approximation of the
E[f̃ϑ(x)], for each x; however, the mean-focused models do a slightly better job at predicting M .
Nevertheless, this comes at a cost of producing no distributional estimates. The experiment also
shows that the approximation is stable independently of how sophisticated the map f̃ is; i.e. regard-
less if f̃ is extremely deep or wide, and of the randomization ϑ; i.e. when its components have a
high probability of being sparse.
4.2 Learning Stochasticity from MC-Dropout
Next, we consider DNNs with randomized parameters where the randomization arises from the
MC-dropout regularization technique of Srivastava et al. (2014). This method is commonly used to
improve a model’s generalizability.
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x + bj , f
(0)
x , x.
The weights and biases of the model are generated randomly, and they are fixed throughout the
experiment. The parameters are sampled from a standard normal distribution.
MC-dropout is then performed as follows. Some of the trained network f̃ ’s parameters are
randomly set to 0. Formally, this is described as follows. The user is given random matrices
B1, . . . , BJ (of the same respective dimension as the A1, . . . , AJ ), where each Bi is populated
with i.i.d. Bernoulli entries. Then, for each x ∈ Rd, we may define:
Yx = (BJ ⊙AJ)f (J−1)x + bJ , f (j)x , (Bj−1 ⊙Aj−1)f (j−1)x + bj, f (0)x , x;
where ⊙ denotes the Hadamard product defined one matrices of the same dimensions by (B ⊙
A)i,j , Bi,jAi,j . Thus, MC-dropout is a particular case of Example 2. Our objective is therefore
to learn the probability measure-valued function x 7→ P(Yx ∈ ·) ∈ P1(R). The results of our
experiment are reported in Tables 4 and 5, below.
Table 4: Quality Metrics; d:10, D:1, Depth:1, Width:5, Dropout rate:0.1.
DNM MC-Oracle ENET KRidge GBRF DNN GPR DGN MDN
W1-95L 7.63e-09 0 - - - - 9.83e-06 0.958 0.688
W1 4.35e-08 0 - - - - 2.15e-05 0.986 0.706
W1-95R 8.23e-08 0 - - - - 4.46e-05 1.010 0.734
M-95L 1.45e-07 0 0.0003 9.16e-05 0.0002 0.0007 0 0.009 0.0555
M 1.3e-06 0 0.0005 0.0001 0.0003 0.0010 0.0003 0.009 0.0646
M-95R 2.9e-06 0 0.0010 0.0002 0.0005 0.0017 0.0006 0.011 0.0764
N Par 5.75e+04 0 200 200 5.15e+04 4.26e+04 - 4.26e+04 1.72e+05
Train Time 9.69 0.757 1.62e+09 0.63 0.86 10.10 0.59 9.77 275
Test-Time
MC-Oracle Test-Time
0.25 1 0.0004 0.004 0.005 0.29 0.004 0.32 0.12
Table 5: Quality Metrics; d:500, D:1, Depth:1, Width:5, Dropout rate:0.1.
DNM MC-Oracle ENET KRidge GBRF DNN GPR DGN MDN
W1-95L 1.03e-06 0 - - - - 0.0001 0.948 0.039
W1 2.09e-06 0 - - - - 0.001 0.976 0.043
W1-95R 3.9e-06 0 - - - - 0.004 1.050 0.046
M-95L 8.33e-07 0 0.001 2.54e-08 0.0003 0.002 0 0.014 0.039
M 2.29e-06 0 0.002 0.0003 0.001 0.003 0.001 0.0194 0.047
M-95R 4.79e-06 0 0.003 0.001 0.002 0.004 0.004 0.024 0.056
N Par 1.55e+05 0 200 200 3.98e+06 1.41e+05 - 1.41e+05 4.66e+05
Train Time 15.1 1.02 1.62e+09 1.12 14.2 11.6 0.889 12.5 276
Test-Time
MC-Oracle Test-Time
0.26 1 0.001 0.14 0.01 0.23 0.003 0.20 0.13
Tables 4 and 5 show that the proposed deep neural model assimilates the information in the
training data more efficiently than the classical learning models. This is because it achieves a good
lower value of M. Moreover, it does so while simultaneously achieving lower a lower W1 value.
Thus, the DNM architecture is well-suited for predicting the uncertainty arising from MC-dropout.
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4.3 Learning Heteroscedastic Noise
Consider the setting of Example 3 and assume that the map [0, 1]d ∋ x 7→ P (f(x) + ǫx ∋ ·) belongs
to P1(R); where each ǫx is distributed as a multivariate Laplace random-variable with mean 0
and variance ‖x‖ and where f is an exogenously given DNN in NNσd,1. In this experiment, the
weights and biases of f are generated randomly, and fixed throughout, by sampling independently
and uniformly from [−2−1, 2−1].
Unlike the previous experiments, we can exactly compute the law of f(x) + ǫx in closed form.
We emphasize that this information is not available to the user. Thus we can explicitly compare
the predictive capabilities of MC-Oracle and to the DNM model. As reflected in Tables 6 and 7,
MC-Oracle of course offers better prediction of the law. However, the two methods are comparable
in (M), even with the DNM model marginally outperforming the oracle method.
Table 6: Quality Metrics: d = 5, Depth = 1, Width = 100.
DNM MC-Oracle ENET KRidge GBRF DNN GPR DGN MDN
W1-95L 0.892 0 - - - - 10.6 2.84 2.79
W1 1 0 - - - - 10.8 2.92 2.83
W1-95R 1.12 0 - - - - 11 2.99 2.9
M-95L 0.344 0.345 0.335 0.334 0.262 0.333 0.304 0.706 0.344
M 0.358 0.359 0.347 0.349 0.288 0.347 0.349 0.734 0.354
M-95R 0.371 0.384 0.36 0.361 0.313 0.357 0.374 0.764 0.396
N Par 1.92e+05 0 10 0 1.26e+04 4.16e+04 0 4.16e+04 5.76e+05
Train Time 545 2.08 1.62e+09 1.58 0.61 69.2 11.3 71.3 0.127
Test-Time
MC-Oracle Test-Time
3.72 1 0.00369 0.171 0.0118 2.6 0.787 2.29 1.19e+05
Table 7: Quality Metrics: d = 100, Depth = 1, Width = 100.
DNM MC-Oracle ENET KRidge GBRF DNN GPR DGN MDN
W1-95L 0.907 0 - - - - 196 128 8.87
W1 1.03 0 - - - - 197 129 9.1
W1-95R 1.19 0 - - - - 198 129 9.78
M-95L 23.1 23.5 22.6 22.4 21.9 22.2 22.2 21.7 23.3
M 26.1 26.2 25.1 25.3 25.1 25.3 26.1 25.2 26.1
M-95R 30.5 30 29.6 29.3 27.9 29.1 29.1 29.2 29.8
N Par 2.11e+05 0 200 0 1.45e+05 6.06e+04 0 6.06e+04 6.33e+05
Train Time 5.44e+03 14 1.62e+09 2.31 2.09 59.7 8.08 59.6 0.166
Test-Time
MC-Oracle Test-Time
0.4 1 0.000879 0.026 0.00224 0.246 0.0779 0.242 2.41e+05
As with the previous examples, Tables 6 and 7 confirm that the proposed deep neural model
offers competitive performance; both when approximating the mean and especially when approx-
imating the measure-valued function x 7→ P(f(x) + ǫx ∈ ·). We note that DNM offers similar
estimates of the mean as most other models while simultaneously offering a notably better approx-
imation of W1.
Table 7 also shows that, unlike the benchmark P1(R)-valued models, the performance of DNM
does not degrade in high-dimensional settings. Thus, the DNM model provides a viable means of
learning probability measure-valued functions even in high-dimensional settings.




This paper introduces the first rigorous framework for generically building universal P1(Y)-valued
deep neural network models. The main theoretical contributions are contained in Theorems 3, 8, 12,
and 13.
The first main result, namely Theorem 3, is a quantitative universal approximation theorem
guaranteeing that any of the proposed deep neural models is dense in C(X,P1(Y)) for the uniform
convergence on compacts topology. Moreover, the result guarantees that our model is approximately
optimal, in that it strictly implements a pointwise ǫ2 -metric projection of the target function onto the
(finite-dimensional) hull of N measures in D. The result also estimates the complexity of the
implemented deep neural model in NNσ:⋆φ,D, namely, it estimates N and the width and depth of the
model.
Theorem 8 explicitly described how to lift the current available efficient approximation results in
the classical setting of approximating functions in C(Rd,RD) by DNNs in NNσd,D; to our setting. If
one wants to avoid or break the curse of dimensionality, but the target function is either ill-behaved
or outside the scope of this broad result, we offered the first results in the following alternative
direction. Namely, Theorems 12, and 13 provide quantitative estimates on the size of the localization
about a dataset, on which the approximation to the target function depends sub-exponentially on
the input space’s embedding dimension d and the approximation quality ǫ. The result offers a
generic and quantitative guarantee that, locally, any of our deep neural models overcome the curse
of dimensionality. The result is also distinct from any of its finite-dimensional analogues, as in
Barron (1993), SIE (2020), or Suzuki (2019), which require assumptions to be placed on the target
function which need not always hold or be verifiable in practice.
Our general framework is then used to solve the three open motivational problems at the start
of the paper. Namely, we show that with arbitrarily high probability, our deep neural models can
approximate any regular conditional distribution of a Y-valued random element Y conditioned on an
X-valued random element, uniformly to arbitrary precision on X. Subsequently, it is shown that any
conditional expectation of the form x 7→ E[f(Y,X)|X = x] can be readily computed against the
learned measure if f is a uniformly bounded Carathéodory function that is uniformly Lipschitz in
its first argument. Next, we showed that any randomized (finitely-parameterized) machine learning
model can be learned using our architecture. Thus, we effectively can obtain generic uncertainty
quantification of such models and error estimate predictions. Next, we showed that the proposed
framework could be used to derive universal approximation guarantees for commonly deployed
deep learning models such as the MDNs of Bishop (1994).
Concrete examples of our deep learning models are also given. These include an example
within the context of quantization of measure and a perspective from generative adversarial net-
works (GANs) of Goodfellow et al. (2014). The paper closed by showing how the architecture of
Example 7 could be trained (in Algorithm 1), and the experimental results confirmed the ability of
our framework to provide implementable, efficient, and universal probability measure-valued deep
neural models.
Future Work
The author feels that this work opens as many future research questions as it solves. Some exciting
ones are the following. Just as RNNs are a “dynamic counterpart” to classical DNNs, one may
seek to build a dynamic counterpart to the NNσ:⋆φ,D architecture of this paper. In particular, such
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an extension of this paper’s architecture would likely be well-suited to a universal approximation
of the law of stochastic processes such as SDEs driven by fractional Brownian motions, where a
rigorous machine learning framework does not currently exist. Potential applications of such an
architecture could be computationally tractable approximate non-parametric (Bayesian) stochastic
filters; especially in situations where closed-form filters such as Kalman of Kalman (1960), Wonham
of Wonham (1965), Elliot in Elliott (1993), or Beneš in Beneš (1981) are unavailable and where the
particle filter of Del Moral (1997) becomes intractable.
Another problem of particular interest arises when one can safely assume that f(X) belongs
to some finite-dimensional statistical submanifold M of P1(R
D). In such situations, we wonder
if Theorem 23 and the results of Kratsios and Bilokopytov (2020) and (Kratsios and Papon, 2021,
Corollary 39) could be used to construct more efficient architectures designed explicitly for M.
The results of Section 3.2 show that our deep neural model can generically express the uncer-
tainty arising from most randomized ML models, to arbitrary precision (in the d∞-sense). Neverthe-
less, a specific procedure for training the highly expressive model class NNσ:⋆φ,D to correctly identify
this uncertainty would be an interesting research direction. For instance, the architecture NNσ:⋆φ,D
could successfully interface with the loss-function and general approach of Heiss et al. (2021) to
obtain more sophisticated uncertainty quantification.
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Appendix A. Background
First, the relevant geometric deep learning tools, developed in Kratsios and Bilokopytov (2020),
Kratsios and Papon (2021), and in Kratsios and Hyndman (2021) are presented. This will be used
to produce universal approximators between non-linear finite-dimensional input and output spaces.
Then, relevant tools from the theory of ǫ-metric projections are surveyed; these will be used to
almost optimally reduce the infinite-dimensional output space P1(Y) to a certain finite-dimensional
topological manifold. The proposed model is then formalized.
A.1 Geometric Deep Learning
Introduced in McCulloch and Pitts (1943), the class of feedforward neural networks (DNN) from
R
d to RD with activation function σ ∈ C(R), denoted by NNσd:D, is the set of continuous functions
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f̂ : Rd → RD admitting a recursive representation:
f̂ = WJ+1 ◦ f (J), f (j+1) = σ •Wj ◦ f (j), f (1) = W1; (21)
where j = 1, . . . , J , J ∈ N+, Wj : Rdj → Rdj+1 are affine functions, d1 = d, dJ+1 = D, and •
denotes component-wise application. The width of (the representation of (21)) f̂ is max1≤j≤J{dj}
and its depth is J . Following, Gribonval et al. (2020), the complexity of a DNN with represen-
tation (21) is the number of its trainable parameters. Following Kratsios and Papon (2021), we
estimate the complexity of any DNN’s representation by its height and depth; this is because a
DNN’s total number of parameters can be explicitly upper-bounded as a function of its depth J and
height H .
The success of DNNs lies at the intersection of their universal approximation property, their
efficient approximation capabilities for large classes of functions, and their easily implementable
structure. Initially proven for the J = 1 case by Hornik (1991) and by Cybenko (1989), later
characterized by Leshno et al. (1993) and Pinkus (1999), and recently for the arbitrary depth case
in Kidger and Lyons (2020), the universal approximation theorem states that NNσd:D is dense in
C(Rd,RD), with respect to the uniform convergence on compacts topology, if the following condi-
tion is satisfied by the activation function σ.
Condition 5 (Kidger-Lyons Condition: Kidger and Lyons (2020)) The activation function σ ∈
C(R) is not non-affine, and it is differentiable at at-least one point and with a non-zero derivative
at that point.
More recently, it was shown in Kratsios and Bilokopytov (2020) that DNNs can be extended to
accommodate inputs and outputs from general metric spaces X and Y, respectively. This can be
done by precomposing every f̂ ∈ NNσd,D by a feature map φ ∈ C(X,Rd) and post-composing
f̂ by a function ρ ∈ C(RD,Y). If such maps exist, then the density in C(X,Y) of the resulting
class of conjugated deep neural models
{
ρ ◦ f̂ ◦ φ : f̂ ∈ NNσd,D
}
can be inferred from the density
of the class NNσd:D under certain invariance conditions on φ and ρ. The condition, recorded in
Assumption 1, on φ is known to be sharp.
We will always assume a UAP-Invariant feature map is provided and we note that when X is
embedded in Rd then any feature map φ : X → Rd can be approximated by UAP-Invariant feature
maps using the reconfiguration networks of Kratsios and Hyndman (2021).
Following Brown (1962), a metric space M is called a (metric) manifold (with boundary)17 if
every y ∈ M is contained in a (relatively) open set Uy ⊆ M for which there exists a continuous
bijection φy with continuous inverse from Uy either to R
D or to the upper-half space {z ∈ RD :
zn ≥ 0, n = 1, . . . ,D}; where D is the same for each y ∈ M . The set of all points in y ∈ M
where φy identifies Uy with R
D is called the interior of M , denoted by int(M ), and all other points
of M belong to its boundary, denoted by ∂M . We focus on the N -simplex embedded in P1(Y).
Example 11 (Hull of a Finite Set of Probability Measures) Suppose that we are given a finite set
of probability measures {µn}Nn=1 ⊆ P1(Y) and consider its hull, as defined in (5). The subspace
hull({µn}Nn=1) is a finite-dimensional metric submanifold of P1(Y) whose boundary ∂hull({µn}Nn=1)
contains the set {µn}Nn=1.
17. We will refer to any metric topological submanifold M of P1(Y) (possibly with boundary) as a manifold.
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Ultimately, we would like to map the output of any DNN in NNσd,D to M via a continuous map with
a continuous inverse. However, many manifolds of interest, such as the N -simplex, are compact,
and therefore such a map cannot exist since RD is not compact. Nevertheless, this topological
obstruction can be circumvented as follows.
Building on the ideas of Anderson (1967), in Kratsios and Bilokopytov (2020) the geometry
of any such metric topological submanifold M of P1(Y) was exploited, via the (Brown, 1962,
Collar Neighborhood Theorem), to construct a function T ∈ (0, 1)×C(M , int(M )) which contin-
uously deletes the boundary of M while simultaneously asymptotically approximating the identity
function:
(i) For every (t, x) ∈ (0, 1) ×M , we have that Tt(x) ∈ int(M ),
(ii) Tt converges uniformly to the identity on M .
Thus T allows us to approximate continuous functions with values in M using continuous func-
tions in int(M ). This is key because, int(M ) may not be compact and therefore there can exist
continuous surjective functions from RD to int(M ) with continuous inverses which we can use to
modify the outputs of the DNNs in NNσd,D.
Example 12 For the N -simplex, the following is an example of a function satisfying (i) and (ii)
above:
T∆N· (·) : (0, 1) ×∆N ∋ (t, β) 7→
{
t(β − ∆̄N ) + ∆̄N : if β 6= ∆̄N
∆̄N : if β = ∆̄N
∈ int (∆N ) , (22)
where ∆̄N is the N -simplex’s barycenter ∆̄N , (
1
N
, . . . , 1
N
) ∈ int(∆N ) .
Next, the relevant theory of approximate metric projections is reviewed. These results, lying at
the junctions of general topology and set-valued analysis, form a key cornerstone of this paper’s
analysis18.
A.2 ǫ-Metric Projections
Given a closed A ⊆ P1(Y), we would like to systematically, optimally, and continuously identify
the closest measures in A to any given µ ∈ P1(Y). The set-valued function PA : P1(Y) 7→
2A, which maps any µ ∈ P1(Y) to the collection of probability measures in A with minimal
Wasserstein distance to µ, is called the metric projection (or best approximation operator) in P1(Y)
and it is defined by:
PA(µ) ,
{





However, in general PA is not single-valued and can even be empty (see (Repovs and Semenov,
1998, Theorem 6.6) and Motzkin (1935) for examples in the context of metric-projections in the
simpler Banach-space situations).
18. For more details, we recommend Repovs and Semenov (1998).
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Following Liskovec (1973), the problem that (23) may be empty for some µ ∈ P1(Y) can be
overcome by instead considering approximations of the set-function PA, for some error tolerance
ǫ > 0. These ǫ-best approximations are always non-empty if they are defined by:
P ǫA(µ) ,
{
ν ∈ A : W1(ν, µ) ≤ inf
ν̃∈A
W1 (ν̃, µ) + ǫ
}
. (24)
The analogue of the otherwise ill-defined problem of continuously associating any µ ∈ P1(Y) to
its closest measure in A, according to the Wasserstein distance, in the context of (23) is therefore
a continuous selector from P1(Y) to P
ǫ
A. That is, an ǫ-metric projection (or ǫ-best approximation
operator) is a continuous function ΠǫA ∈ C(P1(Y), A) satisfying the ǫ-optimality condition:
ΠǫA(µ) ∈ P ǫA(µ),
for every µ ∈ P1(Y). Since we are concerned with approximations of measure-valued functions,
then it is both equally natural and convenient to show that the models (4) can implement ΠǫA ◦ f ,
for some ǫ metric-projection ΠǫA with A the hull of a finite number of measures. In this way, we
reduce the problem of learning a function with a potentially infinite-dimensional image to an almost
optimal finite-dimensional approximation to f .
Appendix B. Proof of Main Result
Our first few lemmata rely on some additional background from the theory of Lipschitz-free spaces.
We review the relevant background before developing our results.
B.1 An Embedding Lemma
We begin by describing our main isometric embedding of P1(X) into a particular Banach space
originally introduced by Arens and Eells (1956), which has since come to be known both as the
Arens-Eells space over X (see Weaver (2018b)), also termed the Lipschitz-Free space over X in the
particular case when X is itself a Banach space (see Godefroy and Kalton (2003)). The space can
be constructed in various ways; see Weaver (2018b) for references. Here, we outline the following
a combination of the expositions in Weaver (2018b) and Cúth et al. (2016).
Let X be a metric space, and pick an arbitrary x0 ∈ X. The tripe (X, dX, x0) is called a pointed
metric space. Let Lip0(X) denote the set of Lipschitz functions from X to R which map the dis-
tinguished point x0 to 0. Unlike the space of Lipschitz functions, the semi-norm ‖ · ‖Lip0 sending




tion that 00 = 0) defines a genuine norm on Lip0(X). Moreover, as shown in (Weaver, 2018b,
Proposition 2.3), Lip0(X) is complete under ‖ · ‖Lip0 and therefore it is a Banach space. Fur-
thermore, Lip0(X) is always a dual space as shown in (Weaver, 2018b, Theorem 2.37) and it
has (at-least one) pre-dual which can be identified with the closure of the linear span of the in-
tegral functionals
{
ex : f 7→
∫
z∈X f(z)(δx − δx0)(z) = f(x)
}
x∈X
in the dual space Lip0(X)
⋆ re-
spect to its dual norm ‖F‖⋆ , sup‖f‖Lip0(X) F (f). We denote this particular predual by Æ(X).
As proven on (Cúth et al., 2016, page 3836), the topology induced by the dual norm ‖ · ‖⋆ co-
incides with the topology induced by the Arens-Eells norm ‖ · ‖Æ, a variant of the Kantorovich-
Rubinstein of Kantorovič and Rubinšteı̆n (1957), which on any F ∈ span({ex : x ∈ X}) equals
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to: ‖F‖Æ = inf
{
∑N
n=1 |kn|dX(xn,1, xn,2) : F =
∑N
n=1 kn(exn,1 − exn,2)
}
. In particular, for any
N, Ñ ∈ N+, and β ∈ ∆N , β̃ ∈ ∆Ñ , and any x1, . . . , xN , x̃1, . . . , x̃Ñ ∈ X we have the coincidental




































NB, by (Weaver, 2018a, Page 2), the construction is independent of our choice of x0; up to isometry.
Therefore, for convenience, we may henceforth omit any explicit dependence on x0. We are now
able to record the following metric embedding lemma. We use e0 to denote the “reference” integral
functional e0 : Lip0(X) ∋ f 7→
∫
z∈X f(z)δx0 = f(x0).
Lemma 27 (Embedding Lemma A) Let X be a metric space and fix some x0 ∈ X. Then the map:



















n=1 βnδxn ∈ P1(X) to the element
∑N
n=1 βnexn ∈ BÆ(X)(0, e0) ⊂ Æ(X)
of (26) .
Proof Since the completion of any metric space is uniquely determined up to isometry, and since the




, is a complete subspace
of Æ(X) then the completion of D ,
{
∑N
n=1 βnδxn ∈P1(Y) : N ∈ N+, x1, . . . , xN ∈ X, β ∈ ∆N
}




. Moreover, by (25) the isom-





The next embedding lemma concerns the identification of hull({µ̂n}Nn=1) with the standard simplex
∆N via the map:
Φhull({µ̂n}Nn=1)





We will often combine this identification with Lemma 27 to obtain an embedding of the standard
simplex in Æ(X). The next lemma gives us a handle on the regularity of this identification.
Lemma 28 (Embedding Lemma B) For every N ∈ N+ and every µ̂1, . . . , µ̂N ∈P1(Y), the map
of (27) is 2
√
N -Lipschitz continuous. Moreover, if each of the µ̂1, . . . , µ̂N ∈ P1(Y) are distinct
then (27) is continuous and injective with Lipschitz inverse.



























































|βn − γn| max
1≤n≤N




















So the map of (27) is Lipschitz constant is at-most 2
√
N .
Next, suppose that each µ̂1, . . . , µ̂N are distinct. Since Ψ is an isometric embedding, it is injec-






, ‖ · ‖Æ
)
.
Since all norms are equivalent on a finite-dimensional normed space, by (Conway, 1990, Proposi-






, ‖ · ‖Æ
)
then Ψ ◦Φhull({µ̂}Nn=1)
is bi-Lipschitz. Since, Ψ is an isometry then, we conclude that there must be a constant c > 0 such
that:













N ‖β − γ‖2 . (28)
The left-hand side of (28) implies that Φ−1
hull({µ̂n}Nn=1)

































Combining Lemma 27 with Lemma 28 we have the following.
Lemma 29 (Embedding Lemma C) Let X be a metric space and fix some x0 ∈ X. Then the map
Ψ of Lemma 27 satisfies the following:
(i) For any µ1, . . . , µN ∈P1(Y), the set Ψ(hull({µn}Nn=1)) is closed an convex in in Æ(X),
(ii) Ψ preserves convex combinations, in the sense that, for any µ1, . . . , µN ∈ P1(Y) and any
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Proof For (i): Since Ψ is an isometry then it is a continuous and injective map; thus, it is a home-
omorphism onto its image. By Lemma 28 the map Φ|hull({)µn}Nn=1 : ∆N ∋ β 7→
∑N
n=1 βnµn is a
homeomorphism onto its image. Hence, their composition Ψ ◦ Φhull({µn}Nn=1) is a homeomorphism
onto its image. Since ∆N is closed and bounded in R
D then the Heine-Borel Theorem implies that
it is compact; whence, Ψ◦Φhull({µn}Nn=1)(∆N ) = hull({µn}
N
n=1) is compact in Æ(X). It remains to
show that the set is convex. Indeed this is the case since any Fi ∈ Ψ(hull({µn}Nn=1)), for i ∈ {1, 2},




n µn for some β
(i) ∈ ∆N . Therefore, for any λ ∈ [0, 1] we have:










λβ(1) + (1− λ)β(2)
)
n















β2n = λ+ (1− λ) = 1;
then λF1 + (1 − λ)F2 ∈ Ψ(hull({µn}Nn=1)) for every λ ∈ [0, 1]. Therefore, Ψ(hull({µn}Nn=1)) is
convex.




























































This concludes the proof.
B.2 Technical Lemmas
Our proof will use the following modulus of continuity estimate on the (generalized) inverse mod-
ulus of continuity of the inverse of a surjective function admitting a uniformly continuous right-
inverse19.
19. Continuous right-inverses are also often called sections in the literature.
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Lemma 30 (Control of Generalized Inverse of The Modulus of Continuity of a Section) Let X,
Y, and Z be metric spaces, g : X→ Y and f : Z→ Y be uniformly continuous functions, and let G
be a uniformly continuous right-inverse of g. Then, for every η > 0 we have the following estimate:
[ω−1G◦f (·)]−η ≤ [ω−1f (ωg(·))]−η.
Proof [Proof of Lemma 30] Since G is a right-inverse of g, then g ◦G = 1X. In particular:
ωg(·) ◦ ωG(t) = ωg◦G(t) = t,
for all t ∈ [0,∞). Since ωG(·) is right-continuous then (Embrechts and Hofert, 2013, Proposition 1
(4)), we have that:
ωg(·) ≤ ωg(·) ◦ ωG(·) ◦ ω−1G (·) = ωg◦G(·) ◦ ω−1G (·) = ω(1X , ·) ◦ ω−1G (·) = ω−1G (·). (29)
Since ωf (·) is, by definition, increasing then (Embrechts and Hofert, 2013, Proposition 1 (2)) ap-
plied to (29) implies that:





Now, since the involved moduli of continuity are all assumed to be right-continuous (see the notation
Section 1.1), then (Embrechts and Hofert, 2013, Proposition 1 (8)) applies to the right-hand side
of (30); wherefrom we obtain:




= [ωG(·) ◦ ωf (·)]−1 = ω−1G◦f (·). (31)
Since −η < 0, then (31) implies the conclusion.
The following lemma will be used to reduce the dimension of the image f(X) from a potentially
infinite-dimensional object to one determined by finitely many “well-positioned” probability mea-
sures in f(X).
Lemma 31 (Quantitative ǫ4 -Covering Lemma) LetX be a compact metric space, f ∈ C(X,P1(Y))
with modulus of continuity ωf , and φ ∈ C(X,Rd) be injective with modulus of continuity ωφ. For



























W1 (f(x), µn) < 2
−2ǫ. (33)
Proof Since X is compact, then the Heine-Borel Theorem (Munkres, 2000, Theorem 45.1) implies
that diam(X) <∞. Now, since φ is uniformly continuous, then we have the estimate:
‖φ(x1)− φ(x2)‖ ≤ ωφ(dX(x1, x2)) ≤ ωφ(diam(X));
where the right-most inequality follows the fact that ωφ is increasing. Thus, we have the estimate:
diam(φ(X)) ≤ ωφ(diam(X)). (34)
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Now, since X is compact then (Munkres, 2000, Theorem 26.5) implies that φ(X) is compact. Hence,
we may apply (Jung, 1910, Jung’s Theorem) to (34) to obtain the inclusion:







for some x̄ ∈ Rd.
Re-centering by the isometry x 7→ x − x̄ (if needed); we may without loss of generality as-
sume that x̄ = 0. Let us estimate the number of metric balls of radius δ > 0 required to cover
B
Rd(0, rφ); that is, let us estimate the δ-external covering number of BRd(0, rφ). For any δ > 0,
the estimate given on (Shalev-Shwartz and Ben-David, 2014, page 337) implies that the δ-external
covering number of BRd(0, rφ), denoted by N
ext
δ (BRd(0, rφ)) satisfies:













BRd(x̃n, δ) where Ñδ ,
⌈
N extδ (BRd(0, rφ))
⌉
. (37)
For every n ≤ N extδ , we define a new collection {xm}
Nδ
m=1 as follows. For every n ≤ Ñ⋆δ if φ(X)∩
BRd(x̃
′
n, δ) 6= ∅ then pick some xn ∈ φ(X)∩BRd(x̃′n, δ). SetNδ , #
{
B(x̃′n, δ) ∩ φ(X) 6= ∅ : n ≤ Ñ⋆δ
}
.
Note that, for every 1 ≤ n ≤ Ñδ, the set BRd(xn, 2δ) must contain BRd(x′n, δ). Upon relabel-






















Since φ is a continuous bijection onto its image with continuous inverse thereon and since φ(X) is
compact; then, the Heine-Cantor Theorem ((Munkres, 2000, Theorem 27.6)) guarantees that φ−1 is












≤ ωφ−1 (2δ)) .
(39)












































Since we want the right-hand side of (41) to be at-most 2−2ǫ then, by the right-continuity of ωf◦φ−1
and by (Embrechts and Hofert, 2013, Proposition 1: (4) and (8)), if 0 < ǫ ≤ 2−2 supt∈[0,∞) ωf◦φ−1(t),









Setting µm , f(x
⋆
m), for 1 ≤ m ≤ N⋆ǫ , N⋆2−1(ω−1φ ◦ω−1f (2−2ǫ)), yields the conclusion.
B.3 ǫ-Metric Projections Lemmas
The following lemma shows that any continuous P1(Y)-valued function can be approximated suffi-
ciently well by a continuous mixture of finitely many probability measures with finite first moment.
The result essentially sets up the quantitative non-Euclidean universal approximation theorem of
Kratsios and Papon (2021).
Lemma 32 (Uniform ǫ4 -Approximate Best Approximation by Finitely Many Probability Measures)
Let N ∈ N+, and let X be a (non-empty) compact metric space and let f ∈ C(X,P1(Y)) such that
f(X) contains {µn}Nn=1; where µm 6= µn for every 1 ≤ n,m ≤ N with n 6= m. Then, for every


































for some constant c > 0 which is independent of ωf , ǫ, and of δ.
Proof [Proof of Lemma 32]
We will construct an ǫ4 -approximate projection from P1(Y) onto hull({µn}Nn=1). By Lemmas 27
and 29, we know that both Ψ(P1(Y)) and Ψ(hull({µn}Nn=1)) are closed and convex subsets of
Æ (Y) .
Since Ψ(hull({µn}Nn=1)) is a closed, non-empty, and convex subset of the Banach space Æ(Y)






F̃ ∈ Ψ(hull({µn}Nn=1)) : ‖F̃ − F‖Æ ≤ inf
F ′∈Ψ(hull({µn}Nn=1))
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outputs only non-empty, closed, and convex-values and the set-valued map P ǫ
Ψ(hull({µn}Nn=1))
is
lower hemi-continuous. Therefore, the Michael Selection Theorem ((Aliprantis and Border, 2006,
Theorem 17.66)) applies; whence, P ǫ
Ψ(hull({µn}Nn=1))
(F ) admits a continuous selector; i.e., there is a




satisfying the ǫ4 -metric projection property,
i.e., for every F ∈ Æ(Y) the following holds:
‖s(F )− F‖Æ ≤ inf
F ′∈Ψ(hull({µn}Nn=1))
∥













Consider the map f ′ , Ψ−1|Ψ(hull({µn}Nn=1)) ◦ s|Ψ(P1(Y)) ◦ Ψ ◦ f : X → hull({µ}
N
n=1). Since
the restriction of continuous functions is again continuous, since the composition of continuous
functions is again continuous, and since each of the functions Ψ−1|Ψ(hull({µn}Nn=1)), s|Ψ(P1(Y)), Ψ,





































By Lemma 28, the map Φhull({µ̂n}Nn=1)
is continuous and injective on a compact domain. There-
fore, it is a continuous injective and proper20 therefore by nLab authors (2021) it is a homeo-
morphism onto its image; which is therefore also compact by (Munkres, 2000, Theorem 26.5).







◦ f ′ is continuous on the compact subset
hull({µn}Nn=1) ⊆P1(Y) hence by the Heine-Cantor Theorem ((Munkres, 2000, Theorem 27.6)) it














for every x ∈ X. This gives (43).

















◦ ωs ◦ ωf .
(48)
20. A proper function, in the topological definition, is a function which maps compact sets to compact sets.
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where on the right-hand side of (48) we have used the fact that Ψ and Ψ−1 are isometries onto their
images. It remains to compute the modulus of continuity of the continuous selector. (Al’brekht,









on BÆ(0, 1) which (up to this isometry Æ(X) ∈ F 7→ F − e0 ∈ Æ(X) which has modulus of

















This concludes the proof.
The next result guarantees that the 2−2ǫ-metric projections of Lemma 32 can be implemented by
DNNs with appropriately transformed inputs and outputs. Thus, Theorem (Kratsios and Papon,
2021, Theorem 37) can be used to uniformly approximate the function f⋆, described by Lemma 32,
to arbitrary precision.
Lemma 33 (NNσ:⋆φ,D implements 2
−1ǫ-Metric Projections, Quantitatively) Assume that σ satis-
fies Condition 5. Let N ∈ N+, let φ ∈ C(X,Rd) satisfy Condition 1, and let f ∈ C(X,P1(Y))
such that f(X) contains the set {µn}Nn=1; where µm 6= µn for every 1 ≤ n,m ≤ N with n 6= m.























Moreover, f̂ has width at-most d+N + 2 and depth of order; depending on the regularity of σ:





































N(ǫ)) for any 0 < δ ≤ 1.
Proof [Proof of Lemma 33] We verify the conditions for (Kratsios and Papon, 2021, Theorem
37). By (Kratsios and Papon, 2021, Example 7), the softmax function is a UAP-Invariant read-
out map from RN to ∆N (i.e., it satisfies (Kratsios and Papon, 2021, Assumption 7)) Since φ is
injective and continuous then it verifies (Kratsios and Papon, 2021, Assumption 6), since σ ∈ C(R)
is continuously differentiable at one point with non-zero derivative at that point then it verifies
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(Kratsios and Papon, 2021, Assumption 1), and since int(∆N ) = ∆N and Φhull({µ̂n}Nn=1)
: ∆N →
hull({µn}Nn=1) is a homeomorphism then (Kratsios and Papon, 2021, Assumption 7) is satisfied by
Φhull({µ̂n}Nn=1)
◦ SoftmaxN . Therefore, (Kratsios and Papon, 2021, Theorem 37) applies. Whence,




























































Thus, the estimate (51) holds.
To obtain our depth bound, we need to explicitly compute the “special homotopy” Tη : [0, 1] ×
∆N⋆ → ∆N⋆ , introduced defining the UAP-Invariant Feature map condition of (Kratsios and Papon,
2021, Assumption 7); i.e., a function satisfying (i) and (ii) on page 4. In our case, this “spe-
cial homotopy” is given by T∆N⋆ if Example 12. We note that T is a contraction; i.e., it is 1-
Lipschitz. Therefore, we obtain the depth estimate on Φhull({µ̂n}Nn=1)
◦ f̂⋆ by the quantitative portion
of (Kratsios and Papon, 2021, Theorem 37) (see (Kratsios and Papon, 2021, Table 2)); upon com-



































where η is a stand-in for −2d and −4d− 2, respectively.
B.4 Proof of Theorem 3 and Corollaries
We may now derive Theorem 3 by combining the lemmata developed thus far.
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Proof [Proof of Theorem 3] Since we are only concerned with compact subsets of X, then without
loss of generality, we assume that X is itself compact; i.e., X0 = X. By Lemma 31, we find that










and N ≤ N(ǫ); (54)
where N(ǫ) , N⋆ǫ ; where N
⋆
ǫ is defined in (32). Since D is dense in P1(Y), then for every
1 ≤ n ≤ N there exists some µ̂n ∈ D satisfying:
W1 (µ̂n, f(xn)) < 2
−2ǫ. (55)









[W1 (f(x), f(xn)) +W1 (f(xn), µ̂n)] < 2
−1ǫ. (56)











W1 (f(x), µ̂n) < 2
−1ǫ. (57)



















Thus, (i) and (ii) hold. Moreover, the depth estimates are also implied by Lemmas 33 with N(ǫ)
in-place of N .
Proof [Proof of Corollary 4] By (Munkres, 2000, Theorem 46.2), the density of NNσ:⋆φ:D in C(X,P1(Y))
is equivalent to the condition: for any compact subset X0 ⊆ X and any sufficiently small ǫ > 0 there





F̂ ǫ(x), F (x)
)
< ǫ. (59)
However, (59) is guaranteed by Theorem 3; thus the result follows.
Proof [Proof of Corollary 5] Since both Y and X are separable and metrizable then (Klenke, 2014,
Theorem 13.6) implies that P is a Radon measure on (X,B(X)). Since X is locally-compact, sep-
arable, and has second-countable topology, and since f : X → P1(Y) is Borel-measurable then,
we may apply Lusin’s Theorem (as formulated in (Klenke, 2014, Exercise 13.1.3)) to conclude that
there exists a compact subset Kǫ ⊆ X such that P (Kǫ) ≥ 1− ǫ and P·|Kǫ : Kǫ →P1(Y) is weakly
continuous. Since Y is a bounded metric space, then (Cedric, 2010, Corollary 6.13) implies that
P·|Kǫ is continuous with respect to the Wasserstein metric; i.e. P·|Kǫ ∈ C(Kǫ,P1(Y)). We may
now apply Theorem 3 to f |Kǫ we obtain the desired conclusion.
40
UNIVERSAL REGULAR CONDITIONAL DISTRIBUTIONS
B.5 Proof of Results from Section 2.2.1
Proof [Proof of Theorem 8] Since D is dense in P1(Y) then, for each n = 1, . . . , N there exists
some µ̂n ∈ D satisfying:
W1 (µn, µ̂n) < (2N)
−1ǫ; (60)









W1 (Mn(x), µn) +W1 (µn, µ̂n)
≤N−1ǫ+ (2N)−1ǫ
=3(2N)−1ǫ. (61)
































































































































∣[Softmax ◦f ◦ φ(x)]n −
[

















where we have made the change of variable Φ(X) ∋ u , φ(x), where y0 ∈ Y0 is the point
defining the isometric embedding Ψ in Lemma 27, and where we define κ̃ , maxn≤N W1 (µ̂n, y0)
if maxn≤N W1 (µ̂n, y0) > 0 and κ̃ = 1 otherwise. Note that, X is compact and φ is continuous;
thus, (Munkres, 2000, Theorem 26.5) implies that φ(X) ⊂ Rd is compact. Since f ∈ Aσ:pd,N , then by
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Definition 7 there is a κφ(X) ≥ 0 and a DNN f̂ ∈ NNσd,N with realization having depth and width
bounded-above by κφ(X)p(d,N
−1

































































, κ1 , κφ(X) and note that both κ and κφ(X) are independent of ǫ and of d.
Proof Proof of Theorem 12 Let δ > 0 and X ⊆ X be a non-empty finite subset. We estimate the
2−2ǫ-external covering number of f(Xδ), denoted by N
ext


























































































































≤ 1log(1+d) then, setting κ , C
−1
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Hence, we have just shown that by setting N = #X⌈p(d, ǫ)⌉, if δ is such that the inequality (69)
holds, then there exist x1, . . . , xN ∈ Xδ for which {BW1(f(xn), 2−2ǫ)}Nn=1 covers f(Xδ) . Thus,
the covering Condition (7) holds. Hence, the result now follows by upon applying Theorem 3.
Proof [Proof of Theorem 13] Given a dataset X and some η > 0, consider the (non-empty) subset
X̃ , X∩BX(x̄, η). Observe that X̃ satisfies the assumptions of Theorem 6. Therefore, as σ ∈ C∞(R)
then applying Theorem 6, we obtain the estimate given in Table 1 (with X0 replaced by Xδ); that



































Therefore, upper-bounding the right-hand side of (70) by p(d, ǫ), solving for η, and absorbing any
constants into κ̃ yields the conclusion.
Proof [Proof of Corollary 14] Let Xη:x̄ , {x ∈ X : dX(x, x̄) < η} and define the quantities:
r⋆1 , η −max
{




d(x1, x2) : x1, x2 ∈ Xη:x̄, x1 6= x2
}
r⋆ , 2−1 min {r⋆1, r⋆2, η, δ} .
Since x̄ ∈ X then Xη:x̄ is a non-empty. Since Xη:x̄ ⊆ X and X is finite, then Xη:x̄ is a non-empty
finite subset of X. Since Xη:x̄ is non-empty but finite then r⋆1 > 0. Since X is finite, then r
⋆
2 > 0.
Therefore, r⋆ > 0 since η, δ, r⋆1 , and r
⋆
2 are all strictly positive.
Observe that, for every x1, x2, x1 6= x2 ∈ Xη:x̄, we have that BX(x1, r⋆) ∩ BX(x2, r⋆) ⊆
BX(x1, 2
−1r⋆2) ∩ BX(x1, 2−1r⋆2); therefore, inf x̃i∈BX(xi,r⋆) d(x̃1, x̃2) > 0. I.e.: if x1, x2 ∈ X and
x1 6= x2, then BX(x1, r⋆) and BX(x2, r⋆) are dX-positively separated. Note that, for every x ∈
X
η:x̄, BX(x, r





is a finite dX-positively-
separated collection of compact subsets of Xδ,η,x̄ is non-empty interiors. Since H
q is a metric
outer-measure on X then we may compute:














c(r⋆)q = c#Xη:x̄(r⋆)q > 0;
(71)
where the right-hand side of (71) holds by the Ahlfors-regularity of X.
Now, the upper-bound Hq(Xδ,η,x̄) ≤ Cηq follows form the definition of Alhfors q-regularity,
the monotonicity of Hausdorff the measure, and the fact that by construction Xδ,η,x̄ ⊆ BX(x̄, η).
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B.5.1 PROOFS SURROUNDING THE GAN DISCUSSION





. Since ν ∈ Pq(Y) for some q > 1, then by













Q + ε (ǫ) ; (72)







≤ NQ , ε maps (0,∞) to itself such that
lim
ǫ↓0
ε(ǫ) = 0 , and ε can be assumed to be 0 if Y is compact. By (Hartmann and Schuhmacher,
2020, Theorem 1), there exist Borel subsets B1, . . . , BNQ ⊆ Rd and γN ∈ ∆N such that the Borel-
measurable function T ,
∑N

















Since µ is Borel regular then continuous functions are dense in L1µ(R
D,RD). Thus, there exists a
continuous T̃ ∈ C(RD,RD) , satisfying: By (Kratsios and Papon, 2021, Theorem 37), there exists












































































(T, T̃ ) ◦DIAG
]
#




















(T, T̃ ) ◦DIAG
]
#
µ(dy) + ε (ǫ)
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1dµ(y) + ε (ǫ)
=ǫ+ ε (ǫ) ;
where the diagonal map is defined by DIAG : Y ∋ y 7→ (y, y) ∈ Y2.
Appendix C. Proofs of Applications
C.1 Proof of Generic Conditioning Results
Proof [Proof of Corollary 19] Since Y and X are Polish, then (Klenke, 2014, Theorem 13.6) implies
that X#P is a Borel probability measure on (Y,B(Y)). Note also that X was assumed to be locally
compact. Applying (Kallenberg, 2002, Theorem 6.3), also we observe that P· : X ∋ x 7→ PYx ∈
P1(Y) is Borel-measurable. Therefore, we may apply Corollary 5 yields the conclusion to obtain
the conclusion.
Proof [Proof of Corollary 20] Let L be the uniform Lipschitz constant of f . Since y 7→ f(y, x) is
Lipschitz, for every x ∈ X, then it is continuous in its first argument. Since f is uniformly bounded
then, there must be some m > 0 and some distinguished point (y⋆, x⋆) ∈ Y×X for which:
sup
(y,x)∈Y×X




|f(y, x)| ≤ m|f(y⋆, x⋆)| <∞. (74)
Hence, M , max{2, L, sup(y,x)∈Y×X f(y, x)} <∞. Therefore, the function f̃(y, x) , M−1f(y, x),




|f̃(y, x)| + ‖f̃(·, x)‖Lip0 ≤ 1, (75)
Applying Corollary 19 and Kantorovich-Rubinstein duality (see (Cedric, 2010, Remark 6.5)) we
obtain the following bound, for every x ∈ X:
ǫ > W1
































































where we have used (75) to obtain the last inequality in (76). Under our assumptions, we may apply
the Disintegration Theorem (as formulated in (Kallenberg, 2002, Theorem 6.4)) to identify:
E
[





f̃(y, x)dP (Y ∈| X = x) (y), (77)




























































































Multiplying both sides of (78) by M yields the result.
C.2 Proof Pertaining to the Universality of Mixture Density Networks
Proof [Proof of Theorem 23] Since X is locally-compact and C(X,Pq(Y)) is equipped with the
uniform convergence on compacts then by (Munkres, 2000, Theorem 46.2) it is enough to only
consider the case where X is compact in order to establish he result.
By Lemma 31 there exist N ∈ N+ (bounded-above via (6)) and x1, . . . , xN ∈ P1(Y) such
that:





W1 (f(x), µn) < 2
−2ǫ. (79)
By hypothesis f(X) ⊆ Pq(Y), and 1 < q < ∞; in particular, for n = 1, . . . , N , each µn ,
f(xn) ∈ Pq(Y). Thus, (Chevallier, 2018, Corollary 1) implies that, each n ≤ N , there exist











 ≤ 2−2ǫ. (80)
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 ≤ ǫ. (81)
Applying Lemma 33 to (81) we obtain the existence of a DNN f̂ ∈ NNσd,NNQ of width d+NNQ+2







; where, ∆(δ) ,
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(SoftmaxNNQ ◦f̂ ◦ φ(x))mδym

 ≤ ǫ. (82)



















































































































Proof [Proof of Corollary 24] As in the proof of Corollary 19, for any given 0 < ǫ < 1, the map
x 7→ PYx is continuous on a compact subset Kǫ ⊂ Rd with X#P(Kǫ) ≥ 1 − ǫ. Therefore, we only
need to verify the condition 4 to conclude by Theorem 23. Indeed, for any y ∈ RD and any δ > 0,
let µm be the Gaussian measure on R
D with mean y and covariance matrix Σ , δD
−1
2 ID. Then,
(Chafai and Malrieu, 2010, Lemma 2.4), implies that:












Dǫ = δ; (84)
where, λ1(Σ) < · · · < λD(Σ) denote the eigenvalues of the covariance matrix Σ. Since any
constant function from Rd to RD can implemented by a DNN of depth 1 and height D then we may
assume that ci,m, for i = 1, 2 and m ≤ NNQ, are DNNs of depth 1 and height D. Hence, (84) may
be re-written as:














where ν(y,Σ) is the D-dimensional Gaussian measure with mean y and covariance matrix Σ, diag
sends any u ∈ RD to the D × D diagonal matrix with main diagonal u, and as before • denotes
component-wise composition. Thus condition 4 holds.
Appendix D. Proofs to Miscellaneous Results from the Introduction Section
This final appendix contains proofs and formalizations of the paper’s motivational examples in the
paper’s introductory section.
D.1 Pertaining to Example 4
Fix r, d ∈ N+ and consider a r-dimensional Brownian motion (Bt)t≥0 on a probability space
(Ω,F,P) equipped with the natural filtration (σ{Bs}0≤s≤t)t generated by (Bt)t≥0. For each x ∈
R








where x ∈ RD , under the assumption that α ∈ C
(
[0, T ]× Rd,Rd
)
, β ∈ C
(
[0, T ]× Rd,Rr×d
)
satisfy the usual conditions (Condition 6 below); where Rr×d is identified with the space of r × d-
matrices normed by the Fröbenius norm ‖ · ‖F ; which exists (for example by (Da Prato, 2014,
Theorem 8.7)) under the following conditions.
Condition 6 (Uniform Lipschitz and Growth Conditions for SDE Example) We assume that there
exists some M > 0 such that for every x1, x2 ∈ Rd and every t ∈ [0, T ] α and β satisfying:
(i)
(
‖α(t, x1)− α(t, x2)‖2 + ‖β(t, x1)− β(t, x2)‖2F
)
1
2 ≤M‖x1 − x2‖,
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(ii)
(
‖α(t, x1)‖2 + ‖β(t, x1)‖2F
)
1
2 ≤M (1 + ‖x1‖)
1
2 .











for every t ∈ [0, 1] × Rd and for any M > 0, then the map [0,M ] ×






Proof This observation is a direct consequence of (Da Prato, 2014, Propositions 8.15 and 8.16)
and (Cedric, 2010, Theorem 6.9) which imply that the map RD ∋ (t, x) 7→ P (Xxt ∈ ·) belongs to






D.1.1 PROOF FROM SECTION 3.2
Proof [Proof of Proposition 21] The condition: there exists some y0 ∈ Y and some 1 < q <∞ such














∈Pq(Y). Next, fix any two x1, x2 ∈ X and compute:
W1
(





















=ω (dX(x1, x2)) .




is uniformly continuous with modulus of continuity ωf .




∈ Pq(Y) belongs to
C(X,Pq(Y)). Therefore, the result follows from Theorem 23; as formulated in Example 10. How-
ever, if X and Y are also compact, then the result instead follows from Theorem 3.
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