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This paper is concerned with exponential stability of solutions of
perturbed discrete equations. For a given m > 1 we will provide
necessary and sufficient conditions for exponential stability of all
perturbed systems with perturbation of orderm under the assump-
tion that the unperturbed linear system is exponentially stable. Bas-
ing on this resultweobtainednecessary and sufficient conditions for
exponential stability of the perturbed system for all perturbations of
orderm > 1 for regular systems. Our results are expressed in terms
of regular coefficients of the unperturbed system.
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1. Introduction
Consider a linear discrete equation
x(n + 1) = A(n)x(n), n  0, (1)
where A(n) are invertible s-by-s real matrices such that supn ‖A(n)‖ = c < ∞,where ‖‖ denote the
Euclidean norm in Rs and the induced operator norm. The transition matrix is defined as
A(m, k) = A(m − 1) · · · A(k)
for m > k and A(m,m) = I, where I is the identity matrix. For an initial condition x0 the solution of
(1) is denoted by x(n, x0) so
x(n, x0) = A(n, 0)x0.
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Together with (1) we consider the following perturbed system
y(n + 1) = A(n)y(n) + f (n, y(n)), (2)
where the f : N × Rs → Rs belongs to the class Fm consisting of all functions g : N × Rs → Rs for
which there exists a constant Cg such that
‖g(n, x)‖  Cg ‖x‖m
for all n ∈ N and x ∈ Rs. The solution of (2) satisfying initial condition y(0) = y0 will be denoted
y(n, y0, f ).
In this paper for a givenm > 1 wewill provide necessary and sufficient conditions for exponential
stability of (2) under the assumption that (1) is exponentially stable. Basing on this result wewill show
that if (1) is regular then (2) is exponentially stable for all f ∈∪m>1Fm if and only if (1) is exponentially
stable. Therefore, the results belong to what is sometimes called stability by linear approximation.
This problem has been intensively investigated for continuous time systems since the fundamental
Lyapunov’s paper [10]. A very exhausting review of obtained results may be found in [8]. Another
approach to this problem is presented in [6]. For the discrete time systems in [1], Theorem 5.6.2 it is
shown that uniform exponential stability of (1) implies uniform exponential stability of (2) for all f ∈
∪m>1Fm. The converse theoremhas been shown in [9], Theorem4. Conditions for exponential stability
of (2) for all f from certain subset of Fm may be obtained from results presented in [3] and they will
be discussed in Section 3.
2. Notations and definitions
The main result of this paper will be expressed in terms of so called regularity coefficient. Nowwe
present necessary definitions and facts.
In order to introduce concepts of regularity we together with (1) consider the dual equation
y(n + 1) = B(n)y(n), n  0, (3)
where B(n) =
(
AT (n)
)−1
and AT denotes the transposition of A. The transition matrix of the dual
system is given by
B(m, k) = B(m − 1) · · · B(k)
for m > k and B(m,m) = I. Let a = (a(n))n∈N be a sequence of real numbers. The number (or the
symbol ±∞) defined as
λ(a) = lim sup 1
n
n→∞
ln |a(n)|
is called the characteristic exponent of sequence (a(n))n∈N . For x0 ∈ Rs, x0 = 0 the Lyapunovexponent
λ(x0) of (1) is defined as characteristic exponent of (‖x(n, x0)‖)n∈N that is
λ(x0) = lim sup 1
n
n→∞
ln ‖x(n, x0)‖ .
It iswell known [2] that the set of all Lyapunov exponents of system (1) contains atmost s elements,
say −∞  λ1 < λ2 < · · · < λr < ∞ and the set {λ1, λ2, . . . , λr} is called the spectrum of (1). In
a similar manner we define Lyapunov exponent of dual system and let −∞  μk < μk−1 < · · · <
μ1 < ∞ are the different values of them. For each λi andμi we consider the following subspaces of Rs
Ei = {v ∈ Rs : λ(v)  λi}
and
Fi = {v ∈ Rs : μ(v)  μi} .
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and we set E0 = F0 = {0} . Themultiplicities ni andmi of Lyapunov exponent λi andμi are defined as
dim Ei −dim Ei−1 and dim Fi −dim Fi+1, respectively. If we have two bases v1, . . . , vs andw1, . . . ,ws
of Rs, we will call them dual if
〈
vi,wj
〉 = δij,where 〈u, v〉 is the standard scalar product in Rs and δij is
the Kronecker symbol. For a base V = {v1, . . . , vs} of Rs we define the sum σV of Lyapunov exponents
σV (A) =
s∑
i=1
λ(vi).
Thebasev1, . . . , vs is callednormal if for each i = 1, . . . , r thereexists abasisofEi composedofvectors{v1, . . . , vs}. Formally we should say that a base is normal with respect to family Ei, i = 1, . . . , r. It
can be shown (see [3], remark after Theorem 1.2.5) that there always exist normal bases v1, . . . , vs
and w1, . . . ,ws (respectively, of the families Ei and Fi) which are dual.
For the perturbed system (2) the higher exponent λ (A, f ) is defined as
λ (A, f ) = lim sup
y0→0
λ
(
(y(n, y0, f ))n∈N
)
.
In order to measure the irregularity of the system (1) some numerical characteristic, which are called
coefficients of regularity, are introduced. We note three of them which were originally proposed for
the continuous time systems.
1. Lyapunov’s coefficient of regularity [10] is defined as:
σL(A) = min σV − lim inf
n→∞
1
n
ln |detA(n, 0)| ,
where minimum is taken over the set of all bases. In fact it is enough to take the minimum over the
set of normal bases.
2. Perron’s coefficient of regularity [11]. Consider the values
λ′1  λ′2  · · ·  λ′s (4)
and
μ′s  μ′s−1  · · ·  μ′1 (5)
of the Lyapunov exponents of (1) and (3), respectively, countedwith their multiplicities. Then Perron’s
coefficient of regularity is defined as
σP(A) = max
i=1,...,s
(
λ′i + μ′i
)
.
3. Grobman’s coefficient of regularity [4]. For a pair of dual bases V = {v1, . . . , vs} and W ={w1, . . . ,ws} we define defect of dual bases
γ (V,W) = max
i=1,...,s (λ(vi) + μ(wi)) ,
then Grobman’s coefficient of regularity is defined as:
σG(A) = min γ (V,W) , (6)
where the minimum is taken over all pairs of dual bases.
The introduced coefficients σP and σG are related by the following inequalities (see [2, Theorem
1.2.6, 5])
0  σP(A)  σG(A)  sσP(A), (7)
0  σG(A)  σL(A)  sσG(A). (8)
From inequalities (7) and (8) it follows that if one of the coefficients σP(A), σG(A) and σL(A) vanishes,
then the others also vanish. System (1) is called regular if the coefficient of regularity is equal to zero.
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The nonlinear difference equation
z(n + 1) = h(n, z(n)), (9)
where h : N × Rs → Rs, h(n, 0) = 0 is called
(1) stable if, for each ε > 0,there exists a constant δ > 0, such that for any solution (z(n, z0))n∈N,
z(0, z0) = z0 with ‖z0‖  δ we have ‖z(n, z0)‖ < ε.
(2) exponentially stable if it is stable and there are constants δ,M, η > 0, η < 1, such that for any
solution (z(n, z0))n∈N, z(0, z0) = z0 with ‖z0‖  δ we have
‖z(n, z0)‖  Mηn ‖z0‖ .
It is a straightforward consequence of the above definitions that system (2) is exponentially stable
if and only if it is stable and λ (A, f ) < 0.
3. Main results
Suppose that λr(A) < 0, then according to Theorem 1 in [3], for each ε > 0 there exists positive
constant D(ε) such that
‖A(n, k)‖  D (ε) exp ((λr(A) + ε) (n − k) + (σG(A) + 2ε) k) . (10)
If a function f : N × Rs → Rs satisfies f (n, 0) = 0 and
‖f (n, u) − f (n, v)‖  C ‖u − v‖
(
‖u‖m−1 + ‖v‖m−1
)
(11)
for certain C > 0 and all u, v ∈ Rs, then as a consequence of Theorem 2 in [3], the solution y(n, y0, f )
of (2) satisfies
‖y(n, y0, f )‖  K exp ((λr(A) + ε) n) (12)
for all y0 ∈ Rs, ‖y0‖ < δ, for certain positive δ and K = 2max {1,D(ε)} provided that
(m − 1)λr(A) + σG(A) < 0. (13)
Taking ε > 0 such thatλr(A)+ε < 0we obtain that (2) is exponentially stable under this assumption.
It is clear that each function f satisfying (11) belongs to Fm, however, there are functions in Fm that
do not satisfy (11). Therefore it is impossible to establish exponential stability of (2) basing on the
result. Is should also be noticed that the statement of Theorem 2 in [3] is much stronger then just
asymptotic stability (2). It says that the asymptotic stability of a nonuniform contraction persists
under perturbations satisfying (11). We will show in Theorem 2, that (2) is exponentially stable for all
f ∈ Fm providing that (13) holds.
In our further considerationwewill use the following generalization of discrete Gronwall’s inequal-
ity (see [12]).
Lemma 1. Suppose that for two sequences of nonnegative numbers u(n) and f (n), n = 0, 1, . . . the
following inequality
u(n)  C +
n−1∑
i=0
um(i)f (i)
holds for certain C > 0, m > 1 and all n = 0, 1, . . ., then
u(n)  C
⎛
⎝1 − (m − 1) Cm−1 n−1∑
i=0
f (i)
⎞
⎠
1
1−m
, (14)
whenever 1 − (m − 1) Cm−1∑n−1i=0 f (i) > 0 .
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The next Theorem contains a sufficient condition for exponential stability of (2) for all f ∈ Fm.
Theorem 2. If for (1) the inequality (13) holds, then (2) is exponentially stable for all f ∈ Fm.
Proof. Let us fix f ∈ Fm and y0 ∈ Rs, y0 = 0. According to the variation of constants formula (see [1])
we have the following form of solution y(n, y0, f ) of (2)
y(n, y0, f ) = A(n, 0)y0 +
n−1∑
i=0
A(n, i + 1)f (i, y(i, y0, f )) .
According to (10) we have
ln ‖A(n, k)‖  lnD (ε) + (λr(A) + ε) (n − k) + (σG(A) + 2ε) k
 lnD (ε) + (λr(A) + 2ε) (n − k) + (σG(A) + 2ε) k. (15)
Denoting u(n) = ‖y(n, y0, f )‖ exp ((−λr(A) − ε) n) we obtain from (15) that
0 < u(n)  D (ε) ‖y0‖ + D (ε) Cf
n−1∑
i=0
exp ((m − 1)λr(A) + σG(A) + mε)
× exp ((n − i − 1)λr(A) + σG(A)) um(i). (16)
According to (13) λr(A) < 0, and therefore there exists a constant C1 such that
exp ((n − i − 1)λr(A) + σG(A)) < C1
for all n ∈ N and all i  n. Together with (16) this implies the following:
0 < u(n)  D (ε) ‖y0‖ + D (ε) Cf C1
n−1∑
i=0
exp [((m − 1)λr(A) + σG(A) + mε) i] um(i).
Taking ε > 0 such that λr(A) + ε < 0 and α = (m − 1)λr(A) + σG(A) + mε < 0,we obtain by (14)
with C = D (ε) ‖y0‖ and
f (i) = D (ε) Cf C1 exp [((m − 1)λr(A) + σG(A) + mε) i]
the following bounds for u(n)
u(n)  D (ε) ‖y0‖
(
1 − (m − 1) (D (ε) ‖y0‖)m−1 D (ε) Cf C1 1 − e
αn
1 − eα
) 1
1−m
,
which is true for all n ∈ N provided that ‖y0‖ is sufficiently small. The last inequality implies that
(u(n))n∈N is bounded and therefore there exists a constant C2 such that
‖y(n, y0, f )‖  C2 exp ((λr(A) + ε) n) .
The last inequality completes the proof. 
Applying the Theorem to regular systems we obtain the following.
Corollary 3. If system (1) is regular, then system (2) is exponentially stable for all f ∈ ∪m>1Fm if and only
if λr(A) < 0.
Tha exponential stability of (2) in the last two results is a local property regarding the initial con-
dition and as it is well known, it does not have to be global. The study of the determination of stable
region for initial conditions is one of the most interesting aspects in applications of stability results
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in control theory. For this reason in the last 20 years several efforts have been made on the subject,
generally arising fromLyapunov stability theory. For continuous case time such an estimate is provided
in [7].
It appears that in case of σG(A) = σL(A) the condition (13) cannot be improved. It is stated in the
following Theorem.
Theorem4. For eachλ < 0 andσ > 0 there exists system (1) such thatλr(A) = λ,σG(A) = σL(A) = σ
and system (2) is not exponentially stable for certain f ∈ Fm with m = 1 − σ/λ.
Proof. Consider a system with A(n) = diag[ ea1(n), ea2(n)], where a1(0) = a2(0) = 0,
a1(n) =
⎧⎨
⎩
1
2k
if n ∈ [t2k−1, t2k) for certain natural k
2λ − σ + 1
2k−1 if n ∈ [t2k−2, t2k−1) for certain natural k
,
a2(n) =
⎧⎨
⎩
1
2k−1 if n ∈ [t2k−2, t2k−1) for certain natural k
2λ − σ + 1
2k
if n ∈ [t2k−1, t2k) for certain natural k
,
and tk = (1 − σ/λ)k . It is easy to check that
lim
n→∞
1
θn
n∑
j=1
θ j
j
= 0
for θ > 1. Using the last equality with θ = 1 − σ/λ we obtain that
lim
n→∞
1
θ2n+1
∑
j∈[0,θ2n+1]
a1(j) = lim
n→∞
1
θ2n
∑
j∈[0,θ2n]
a2(j) = λ − σ
and
lim
n→∞
1
θ2n
∑
j∈[0,θ2n]
a1(j) = lim
n→∞
1
θ2n+1
∑
j∈[0,θ2n+1]
a2(j) = λ.
Therefore λr(A) = λ and σG(A) = σL(A) = σ. Consider now system (2) of the following form
yi(n + 1) = eai(n)y1(n) + d(n) |y2(n)|m , i = 1, 2, (17)
where
d(n) =
⎧⎨
⎩ e
1
2k − e 12k−2λ+σ if n ∈ [t2k−1, t2k) for certain natural k
e
1
2k−1 − e 12k−1−2λ+σ if n ∈ [t2k−2, t2k−1) for certain natural k
.
Suppose that this system is exponentially stable. Fix a number δ ∈ (0, 1) and consider initial condition[
y1(0) y2(0)
]T
, y1(0) > 0, y2(0) > 0 such that ‖y(n)‖ < δ for all natural n, where y(n) =[
y1(n) y2(n)
]T
is the corresponding solution. It is clear that then y1(n) > 0 and y2(n) > 0. For each
natural l  1 define
cl+1 = min
{
y1
([
ml+1
])
, y2
([
ml+1
])}
,
where [x] = max {k ∈ N : k  x} . We will show that
cl+1  (cl−1)m
2
fl, (18)
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where
fl =
∑
j∈[ml−1,ml+1)
ε(j)
and
ε(n) =
⎧⎨
⎩
1
2k
if n ∈ [t2k−1, t2k) for certain natural k
1
2k−1 if n ∈ [t2k−2, t2k−1) for certain natural k
.
For l let define i ∈ {1, 2} and natural k such that l − 1 = 2k − i. From (17) we have
yi(n + 1) = yi
([
ml−1
])
exp
⎛
⎜⎝ ∑
j∈[ml−1,n]
ε(j)
⎞
⎟⎠ (19)
for any n ∈
[
ml−1,ml
)
. According to the definition of d(n) and ε(n) we obtain
y3−i(n + 1) = eε(n)y3−i(n) + d(n) (ymi (n) − y3−i(n)) . (20)
Consider now two cases when ymi (n) − y3−i(n) > 0 for all n ∈
[
ml−1,ml
)
and when there exists
n0 ∈
[
ml−1,ml
)
such that ymi (n0) − y3−i(n0)  0. In the first case we may conclude from (20) that
y3−i(n + 1)  y3−i
([
ml−1
])
exp
⎛
⎜⎝ ∑
j∈[ml−1,n]
ε(j)
⎞
⎟⎠ (21)
for any n ∈
[
ml−1,ml
)
. In the second case we obtain
y3−i
([
ml
])
 ymi
([
ml−1
])
exp
⎛
⎜⎝ ∑
j∈[ml−1,ml)
ε(j)
⎞
⎟⎠ . (22)
We may repeat the arguments on the interval
[
ml,ml+1
)
and obtain the analogies of the inequalities
(19)–(22) with i, 3− i, l replaced by 3− i, i, l+ 1, respectively. This leads us to the following inequality
y3−i
([
ml+1
])
 fl min
{
y3−i
([
ml−1
])
, y3−i
([
ml−1
])}
. (23)
Consider now three cases. If ym3−i(n) − yi(n) > 0 for all n ∈
[
ml,ml+1
)
, then by (19) we get
yi
([
ml+1
])
 flyi
([
ml−1
])
.
If ymi (n) − y3−i(n) > 0 for all n ∈
[
ml−1,ml
)
and there exists n0 ∈
[
ml,ml+1
)
such that ym3−i(n0) −
yi(n0)  0, then
yi
([
ml+1
])
 fly3−i
([
ml−1
])
.
If there are n0 ∈
[
ml−1,ml
)
and n′0 ∈
[
ml,ml+1
)
such that ymi (n0) − y3−i(n0)  0 and ym3−i(n′0) −
yi(n
′
0)  0, then
yi
([
ml+1
])
 flym
2
i
([
ml−1
])
.
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In all cases inequality (18) is satisfied. By the definition of fl it is clear that
ln fl > (m − 1)ml−1
(
1
l
+ 1
l + 1
)
,
and therefore
lim sup
n→∞
1
n
ln ‖y(n)‖  lim sup
l→∞
⎛
⎝ l∑
j=1
m−2j ln f2j−1
⎞
⎠  (m − 1)m−2 lim
n→∞
⎛
⎝ l∑
j=1
1
j
⎞
⎠ = ∞.
This is a contradiction with the assumption that (2) is exponentially stable. 
Finally we present a numerical example.
Example 1. Consider system (1) with (A(n))n∈N given by diag[ ea1(n), ea2(n)], where
a1(n) =
⎧⎨
⎩ 1 if n ∈ [t2k, t2k+1) for certain natural k−4 if n ∈ [t2k+1, t2k+2) for certain natural k ,
a1(0) = 1, a2(n) = −3 − a1(n) and tk = 2k . It is easy to find that lim
k→∞
1
22k+2
∑22k+2−1
i=0 a1(i) = − 73
and lim
k→∞
1
22k+1
∑22k+1−1
i=0 a1(i) = − 23 . Therefore
lim sup
k→∞
1
k
k−1∑
i=0
a1(i) = lim sup
k→∞
1
k
k−1∑
i=0
a2(i) = −2
3
lim inf
k→∞
1
k
k−1∑
i=0
a1(i) = lim inf
k→∞
1
k
k−1∑
i=0
a2(i) = −7
3
and consequently λ1(A) = λ2(A) = − 23 , μ1(A) = μ2(A) = 73 . It implies that σP(A) = σG(A) = 53
moreover, because ln |det A(n)| = −3 we have σL(A) = 53 . According to Theorem 2 the nonlinear
system
y(n + 1) = A(n)y(n) + f (n, y(n))
is exponentially stable for all f ∈ Fm withm > 7/2.
4. Conclusions
In this paper, thefirst Lyapunovmethod andnotion of Lyapunov exponents are used for studying the
exponential stability of difference system by the linear approximation. For a givenm > 1we provided
necessary sufficient conditions for exponential stability of the perturbed system (2) with perturbation
of order m under the assumption that the linear approximation (1) is exponentially stable (Theorem
2 and 4). From this result it follows that if (1) is regular then (2) is exponentially stable for all f ∈
∪m>1Fm if and only if (1) is exponentially stable (Corollary 3). Our results constitute counterparts of
known result for differential equation for discrete time systems (see [4]).
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