Influence de l’écoulement atmosphérique du Pacifique nord sur l’oscillation Nord Atlantique by Drouard, Marie
 
 %N VUE DE LOBTENTION DU 
 %0$503"5%&-6/*7&34*5²%&506-064&
 
$ÏLIVRÏ PAR 
 $ISCIPLINE OU SPÏCIALITÏ 
 
 
 
 
0RÏSENTÏE ET SOUTENUE PAR  
 
 
 4ITRE 
 
 
 
 
 
 
 
 
%COLE DOCTORALE 
5NITÏ DE RECHERCHE 
$IRECTEURS	 DE 4HÒSE 
2APPORTEURS 
LE    
         MEMBRES	 DU JURY :
Université Toulouse III Paul Sabatier (UT3 Paul Sabatier)
Sciences de l'Univers, de l'Environnement et de l'Espace (SDU2E)
Influence de l'écoulement atmosphérique du Pacifique nord sur l'Oscillation
Nord Atlantique
30 octobre 2014
Marie Drouard
Physique de l'atmosphère
Francis Codron
Fabio D'Andrea
Gwendal Rivière et Philippe Arbogast
CNRM-GAME, Météo France-CNRS
Christophe Cassou
Nick Hall
Masa Kageyama
Pablo Zurita Gotor

Remerciements
Je tiens d’abord à remercier chaleureusement Gwendal et Philippe de m’avoir donné la
chance d’effectuer cette thèse, puis si pertinemment encadrée et constamment soutenue pendant
ces trois ans. Votre disponibilité, votre patience et votre motivation ont été des facteurs clefs
de la réussite de cette thèse !
Je souhaite ensuite remercier Francis Codron et Fabio D’Andrea d’avoir accepté d’être les
rapporteurs de ce manuscrit, et Christophe Cassou, Nick Hall, Masa Kageyama et Pablo Zurita
Gotor d’avoir accepté d’être examinateurs de cette thèse. Vos commentaires et votre lecture at-
tentive du manuscrit ont grandement contribué à son amélioration. Merci à Christophe Cassou
et Pablo Zurita Gotor d’avoir attentivement suivi mon travail tout au long de la thèse et de
l’avoir enrichi par leurs remarques constructives.
Merci à Alexis Doerenbecher et David Saint Martin pour leur aide précieuse lors de la prépara-
tion de la soutenance. Merci aussi à Jean Maziejewski, Pascal Raynaud et le personnel de CTI
pour leur indispensable support matériel.
Mes remerciements vont ensuite à tous les membres de l’équipe Recyf pour leur très très
bon accueil : Alexis, Benoît, Bruno, Carole, Clio, Filipa, Gwendal, Laure, Laurent, Marie B.,
Pascal, Olivier P., Philippe, Pierrick, ces trois années passées à vos côtés furent un plaisir ! Merci
plus particulièrement à Bruno, Carole et Pierrick de m’avoir supportée de très près pendant ces
trois ans ! Bruno, j’espère que le thé «fraise-malabar» ne te manque pas trop... Carole, Pierrick,
je n’oublierai pas nos discussions à travers la cloison ! Merci pour les kinders et les séances de
réconfort pour thésarde stressée ;-).
Trois ans de thèse c’est aussi de nombreuses rencontres, merci donc à tous les thésards et non
thésards que j’ai pu côtoyer pour leur aide et les bons moments passés ensemble au et en dehors
du CNRM : Adèle, Adrien, Alan, Alexis, Alicia, Benoît, Cécile M.-L., Clio, Dimitri, Émilie C.,
Émilie M., Émilie R., Hélène D., Hélène F., Hélène R., JF, Julien L., Julien L.B., Lisa, Louis-
François, Marie M., Marine, Maxime D., Maxime M., Nico, Olivier M., Pierre, Pierrick, Rachel,
Rémi, Simon... Vous avez largement contribué à rendre «régalant» mon séjour à Toulouse. Merci
plus particulièrement à Filipa, Hélène F., Marine, Benoît, Julien L.B. et Pierrick de m’avoir
hébergée quand j’en ai eu besoin. Julien, merci pour les bons petits plats que tu m’as faits
à cette occasion. Merci à Pierre et Nico pour leur aide précieuse par rapport aux démarches
administratives pré-rendu de manuscrit et surtout pour toutes les discussions, sorties ensemble.
Lisa, je suis contente d’avoir «partagé» ces trois années avec toi, notamment la fin intensive.
Je me rappellerai pendant longtemps les week-ends et soirées avec toi au CNRM et les retours
à la maison en Lisa-Mobile (à quand l’Écosse ? !)... Obrigado aussi à Filipa pour les longues
discussions qui ont notamment égayé les mornes soirées dans les résidences de la météo. Merci
à Lena et Edouard de m’avoir soutenue et supportée dès le début (je pense à la chanson de la
noix de coco dans l’herbe devant le LA, Lena) ! Sans vous, ces trois ans à Toulouse n’auraient
pas été aussi heureux. Merci aussi aux Nantais, Julie, Cécile, Tuc et Erwann pour vos visites,
coups de fil et votre présence, en chair et en os ou en pensée, lors de la dernière ligne droite.
Enfin, merci à mes parents, à Anne et à Vincent pour leur soutien sans faille !
Résumé
L’objectif de cette thèse est de mieux comprendre le lien entre la variabilité atmosphérique
dans le Pacifique nord et l’Oscillation Nord Atlantique (NAO). En effet, des études précédentes
ont montré que l’écoulement atmosphérique dans le Pacifique nord influence les différentes
phases de la NAO. Cependant, les ingrédients clefs de cet écoulement influençant la NAO n’ont
pas encore été clairement identifiés. Dans cette thèse nous avons donc cherché à identifier ces
ingrédients à l’aide des données de la réanalyse ERA40 et de simulations avec un modèle global
quasi-géostrophique.
Une anomalie de géopotentiel basse fréquence d’échelle planétaire située dans la zone Paci-
fique nord-est/Amérique du Nord s’avère être un ingrédient clef qui influence la NAO. Cette
anomalie basse fréquence modifie la propagation des ondes de Rossby synoptiques sur l’Amérique
du Nord, ce qui influence fortement leur déferlement sur l’Atlantique nord. Lorsqu’elle est posi-
tive, elle dévie le courant-jet pacifique, et donc la propagation des ondes de Rossby synoptiques,
vers l’équateur sur son bord est. Ceci favorise les déferlements d’ondes de Rossby synoptiques
anticycloniques sur l’Atlantique Nord et la phase positive de la NAO. Au contraire, lorsque cette
anomalie basse fréquence est négative, elle maintient le courant-jet pacifique zonal, ce qui induit
une propagation zonale des ondes de Rossby synoptiques. Ceci favorise plus de déferlements
cycloniques sur l’Atlantique nord que dans le cas précédent et tend à forcer la phase négative
de la NAO. Il faut noter que ce n’est pas l’amplitude des ondes de Rossby synoptiques venant
du Pacifique nord qui influence le plus la NAO, mais plutôt leur direction de propagation.
Le mécanisme présenté explique en partie le lien entre les modes de variabilité basse fréquence
sur le Pacifique, comme l’oscillation Pacifique-Nord Américaine (PNA) et l’El Niño-Southern
Oscillation (ENSO), et la NAO. En effet, ces deux modes sont associés à une anomalie basse
fréquence de grande échelle sur le Pacifique nord-est qui modifie la propagation des ondes de
Rossby synoptiques de la même manière que montré précédemment. Ainsi, cette thèse apporte
un nouveau point de vue sur le lien entre les modes de variabilité basse fréquence dans le
Pacifique nord et la NAO.
Enfin, les cas où la PNA et la NAO sont anticorrélées et les cas où elles sont corrélées
ressemblent fortement au premier et au deuxième modes de variabilité dans l’hémisphère nord :
le Mode Annulaire dans l’hémisphère Nord (NAM) et le mode Océan Froid-Continent Chaud
(COWL). Le mécanisme proposé dans cette thèse apporte une interprétation dynamique à
l’existence de ces deux modes de variabilité.
Abstract
The aim of this thesis is to better understand the relationship between the North Pacific
atmospheric variability and the North Atlantic Oscillation (NAO). The litterature shows that
the Pacific atmospheric flow exerts an influence onto the different phases of the NAO but the
underlying key ingredients have not been clearly identified yet. The purpose of this work is to
identify these ingredients using the ERA-40 reanalysis and performing numerical experiments
with a global quasi-geostrophic model.
One key ingredient influencing the NAO is the existence of a low-frequency, planetary-
scale geopotential anomaly located over the northeast Pacific-North American area. Its main
action is to modify synoptic Rossby wave propagation over North America, which determines in
large part the nature of Rossby wave breaking in the North Atlantic. A positive low-frequency
geopotential anomaly deflects the Pacific jet, which induces, on the downstream side of the
anomaly, an equatorward propagation of synoptic Rossby waves packets, favoring the occurrence
of anticyclonic wave breakings in the North Atlantic and so the positive NAO phase. On the
contrary, a negative low-frequency geopotential anomaly induces a more zonally-oriented Pacific
jet, which makes synoptic Rossby wave packets propagate zonally. This favors more cyclonic
wave breakings than in the previous case and the negative NAO phase. It is not so much the
amplitude of waves coming from the North Pacific that matters the most, but rather their
direction of propagation.
The previous mechanism is shown to partly explain the relationship between low-frequency
modes of variability in the Pacific, like the Pacific-North American oscillation (PNA) and El
Niño-Southern Oscillation (ENSO), and the NAO. Indeed, the patterns of these two modes
contain a low-frequency, large-scale geopotential anomaly over the northeast Pacific, which
modifies synoptic Rossby wave propagation in the same manner than previously highlighted.
Thus, this thesis brings a new point of view on the link between the North Pacific modes of
variability and the NAO.
To finish, the in-phase and out-of-phase fluctuations between the PNA and the NAO indices
are shown to be related to the first and second modes of variability in the northern Hemisphere,
that are the Northern Annular Mode (NAM) and the Cold Ocean-Warm Land pattern (COWL)
respectively. The proposed mechanism is shown to be into play in the NAM and COWL and
thus provide a dynamical interpretation of these hemispheric modes.
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Introduction
Le temps en Europe en hiver est principalement dominé par un phénomène météorologique
basse fréquence (cycle de vie supérieur ou égal à dix jours) appelé l’Oscillation Nord Atlantique
(NAO). La NAO peut être vue comme une oscillation du champ de pression entre l’anticyclone
des Açores et la dépression d’Islande ou comme une variation latitudinale du courant-jet tro-
posphérique. Elle oscille entre deux phases. Une de ces deux phases, appelée phase positive de
la NAO, est marquée par une dépression d’Islande et un anticyclone des Açores simultanément
forts et est associée à un courant-jet atlantique d’altitude situé plus au nord, ce qui dévie les
dépressions des moyennes latitudes vers l’ouest de l’Europe. Lors de la seconde phase, appelée
phase négative de la NAO, la dépression d’Islande et l’anticyclone des Açores sont simultané-
ment plus faibles et le courant-jet atlantique est décalé vers le bassin méditerranéen, ce qui dévie
les dépressions des moyennes latitudes vers le sud de l’Europe et le bassin méditerranéen. Ainsi,
on s’attend à plus de pluie sur l’ouest de l’Europe lors de la phase positive de la NAO et à plus
de pluie sur le pourtour méditerranéen lors de la phase négative. La NAO varie sur plusieurs
échelles de temps allant de l’échelle intrasaisonnière à interdécennale. Le but de cette thèse
est d’identifier les mécanismes contrôlant ces variations et plus particulièrement les variations
intrasaisonnières.
Plusieurs études dans les années 2000 (Benedict et al., 2004; Franzke et al., 2004; Rivière et
Orlanski, 2007; Strong et Magnusdottir, 2008a,b; Kunz et al., 2009a) ont montré que la varia-
tion latitudinale du courant-jet atlantique (NAO) et le rail des dépressions atlantique étaient
étroitement liés. Le rail des dépressions correspond, tout d’abord, à la route préférentielle em-
pruntée par les dépressions des moyennes latitudes de basse couche. Il désigne aussi la zone
d’activité des ondes de Rossby synoptiques (échelle spatiale de l’ordre du millier de kilomètres
et cycle de vie inférieur à 10 jours) d’altitude qui est colocalisée avec la zone de propagation
des dépressions des moyennes latitudes de basse couche. En fin de vie, ces ondes de Rossby syn-
optiques d’altitude déferlent dans l’Atlantique nord redonnant leur énergie à l’environnement.
Lorsque ces ondes déferlent anticycloniquement sur le bord sud du courant-jet atlantique ou
cycloniquement sur le bord nord du courant-jet atlantique, elles peuvent l’accélérer plus au
nord ou plus au sud, déclenchant ainsi, respectivement, la phase positive ou la phase négative
de la NAO. C’est cette interaction entre le rail des dépressions atlantique et le courant-jet
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Introduction
atlantique qui serait à l’origine de la NAO. Ces études mirent en avant un autre aspect de
l’interaction entre les rails des dépressions et les phénomènes de basse fréquence. Elles ont, en
effet, montré que le rail des dépressions atlantique ne faisait pas que maintenir la NAO, mais
qu’il la déclenchait et la maintenait une fois développée. Ainsi, l’identification des mécanismes
influençant la nature du déferlement des ondes de Rossby synoptiques permettrait une meilleure
compréhension du mécanisme de formation de la NAO et de ses variations intrasaisonnières.
C’est pourquoi plusieurs études dans la même période de temps se sont intéressées au rôle po-
tentiel joué par l’écoulement atmosphérique dans le Pacifique nord. Certaines études ont porté
sur le rôle joué par l’écoulement basse fréquence dans le Pacifique nord, d’autres sur le rail
des dépressions pacifique. Elles ont montré que l’écoulement atmosphérique dans le Pacifique
influençait effectivement la nature du déferlement et la NAO, mais sans clairement identifier
quel élément était déterminant. C’est dans ce contexte que se place cette thèse. L’objectif de
cette thèse est, en effet, d’identifier un ou plusieurs mécanismes influençant la NAO.
Dans cette thèse, nous avons utilisé des données réanalysées et un modèle de circulation
globale quasi-géostrophique afin de mettre en évidence les éléments dans le Pacifique nord qui
pourraient influencer la nature du déferlement d’ondes de Rossby synoptiques dans l’Atlantique
et de montrer comment ces éléments sont dynamiquement reliés à la NAO. La première partie
de cette thèse porte sur l’identification d’un ou plusieurs éléments dans l’écoulement atmo-
sphérique dans le Pacifique nord qui peuvent influencer la NAO. Pour cela, nous avons effectué
une étude des caractéristiques de la NAO dans les données réanalysées et le modèle idéalisé.
Cette étude nous a permis de mettre en évidence une anomalie basse fréquence de grande
échelle dans l’écoulement atmosphérique dans le Pacifique nord potentiellement précurseur de
la NAO. D’autres simulations ont été effectuées afin de tester la validité de ce précurseur et
d’analyser comment il influence la NAO. De ces simulations, il ressort un mécanisme impliquant
conjointement la composante basse fréquence de l’écoulement atmosphérique dans le Pacifique
(l’anomalie détectée) et sa composante haute fréquence (le rail des dépressions pacifique). Ce
mécanisme correspond à une modification de la propagation des ondes de Rossby synoptiques
entre le Pacifique nord-est et l’Atlantique nord par l’anomalie basse fréquence de grande échelle.
Ces simulations mettent aussi en évidence un deuxième élément, lié à la latitude du rail des
dépressions pacifique, pouvant influencer la NAO.
La seconde partie de cette thèse, a porté, dans un premier temps, sur la validation de
ce mécanisme. Dans un second temps, une nouvelle interprétation du lien entre des modes
de variabilité basse fréquence dans le Pacifique et la NAO a été mise en évidence grâce à ce
mécanisme. Ces modes de variabilité basse fréquence dans le Pacifique, mis en évidence dans
les années 1980, sont l’oscillation Pacifique-Nord Américaine (PNA) qui correspond au premier
mode de variabilité basse fréquence sur la zone Pacifique nord/Amérique du Nord et l’El Niño-
Southern Oscillation (ENSO) qui correspond au mode dominant la variabilité interannuelle
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à l’échelle du globe. L’utilisation de ce mécanisme constitue une nouvelle approche du lien
entre la PNA ou l’ENSO d’une part et la NAO d’autre part car il était souvent expliqué par
la propagation d’un train d’onde de Rossby basse fréquence (quasi stationnaire) au dessus
de l’Amérique du Nord qui déclenche le dipôle de la NAO. Il ressort de cette seconde partie
une nouvelle explication du lien Pacifique-Atlantique interne à la troposphère, mais aussi, une
interprétation physique du mode annulaire dans l’hémisphère nord (NAM). En effet, le NAM,
correspondant au mode principal de variabilité basse fréquence sur tout l’hémisphère nord,
est une notion récente dont l’existence est toujours controversée. Ce mécanisme apporte donc
un nouvel argument en faveur du NAM car il montre comment les centres d’action du NAM
dans les moyennes latitudes, situés sur le Pacifique nord-est et sur l’Atlantique nord, sont
dynamiquement reliés.
Cette thèse s’articule autour de quatre chapitres. Dans le premier chapitre, nous décrirons
plus précisément les rails des dépressions et le cycle de vie des ondes de Rossby synoptiques
les composant. Nous présenterons aussi dans ce chapitre les grands modes de variabilité basse
fréquence dans l’hémisphère nord. Le deuxième chapitre présente les données rénalysées et le
modèle idéalisé et définit les outils diagnostiques et statistiques utilisés. Le troisième chapitre
traite des éléments dans le Pacifique nord pouvant influencer la NAO. Le quatrième chapitre
aborde le lien entre les modes de variabilité basse fréquence dans l’hémisphère nord et la NAO.
Le tout sera suivi d’une conclusion rappelant les résultats de la thèse et des perspectives de
travaux pouvant la compléter.
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Chapitre 1
Variabilité basse fréquence et rails des
dépressions dans l’hémisphère nord
1.1 Qu’est-ce qu’un rail des dépressions ?
Le rail des dépressions représente tout d’abord la route préférentielle des dépressions des
moyennes latitudes dans les basses couches de l’atmosphère. Ces dépressions des moyennes lat-
itudes ont une durée de vie inférieure à dix jours. Il existe deux rails des dépressions principaux
dans l’hémisphère nord : un au dessus de l’océan Pacifique et un deuxième au dessus de l’océan
Atlantique (figure 1.1). Le rail des dépressions pacifique s’étend du Japon à la côte ouest de
l’Amérique du Nord et le rail des dépressions atlantique s’étend de la moitié est des États Unis à
l’Islande et l’Europe. Ces deux rails des dépressions sont des entités connues depuis longtemps.
Figure 1.1 – Carte montrant la densité de passage des dépressions des moyennes latitudes entre 1979 et 2002.
Figure tirée de Hoskins et Hodges (2002).
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Chap. 1 - Interaction entre les rails des dépressions pacifique nord et atlantique nord et son
implication sur l’Oscillation Nord Atlantique
En effet, Hinman (1888) a réalisé une carte montrant la distribution des tempêtes au 19è siècle
(figure 1.2). On y distingue clairement les rails des dépressions pacifique et atlantique. Il faut
cependant noter que cette figure ne fait pas la distinction entre les cyclones tropicaux et les
dépressions des moyennes latitudes.
Figure 1.2 – Carte montrant la distribution des tempêtes au 19è siècle d’après Hinman (1888). Les zones
hachurées indiquent une haute fréquence de passage de tempêtes alors que chaque flèche indique une tempête.
Figure tirée de Chang et al. (2002).
Les rails des dépressions sont plus intenses en hiver que le reste de l’année. En effet, en hiver,
les forts contrastes thermiques entre un continent froid et un océan plus chaud et l’existence de
courants océaniques de bord ouest comme le Gulf Stream renforcent le gradient de température
horizontal. Ce fort gradient de température en hiver est lié à un cisaillement vertical du vent
zonal plus fort (par la relation du vent thermique). La conjonction du fort gradient horizontal
de température et du fort cisaillement vertical du vent zonal crée un milieu favorable à la
croissance des dépressions des moyennes latitudes. En effet, la baroclinie, correspondant au
taux de croissance maximum des instabilités baroclines d’Eady, et définie comme :
σBI = 0.31f
∣∣∣∣∂u∂z
∣∣∣∣N−1, (1.1)
(avec f le paramètre de Coriolis, u le vent zonal et N la fréquence de Brunt Väisälä), est
maximale sur le bord ouest des océans. Or plus la baroclinie est forte, plus les perturbations
peuvent extraire de l’énergie potentielle disponible à leur environnement et donc croître. Hoskins
et Valdes (1990) montrent que le chauffage diabatique, de l’atmosphère par l’océan plus chaud,
est nécessaire pour maintenir le fort gradient de température (forte baroclinie) dans la zone du
rail des dépressions et donc un fort rail des dépressions. Le chauffage diabatique dans la zone du
rail des dépressions est, en partie, causé par les mouvements horizontaux et verticaux associés
aux dépressions des moyennes latitudes, ce qui implique que le rail s’auto-entretient (Hoskins
et Valdes, 1990).
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1.1 - Qu’est-ce qu’un rail des dépressions ?
Ces dépressions des moyennes latitudes sont, tout d’abord, initiées par une perturbation.
Elles atteignent ensuite un maximum d’intensité sur le milieu des océans et décroissent sur le
bord est des océans. C’est ce que montre le cycle de Lorenz (1955) (figure 1.3). Les termes
AZ =
〈 h2
2s2
[θ]2〉
CA =
〈−h2
s2
[
v∗θ∗
] ∂[θ]
∂y 〉
AE =
〈h
2[θ∗2]
2s2
〉
CE =
〈−h [ω∗θ∗]〉 KE =
〈12(
[
u∗2 + v∗2
]
)〉
CK =
〈[u∗v∗] ∂[u]
∂y
〉
KZ ≈
〈1
2
[u]2〉
DE =
−〈2KE
τd
〉
Figure 1.3 – Schéma représentant une partie du cycle énergétique global moyen barocline de Lorenz (1955).
Le terme AZ représente l’énergie potentielle disponible de l’écoulement zonal moyen, le terme AE l’énergie
potentielle disponible tourbillonnaire, le terme KE l’énergie cinétique tourbillonnaire et le terme KZ l’énergie
cinétique de l’écoulement zonal moyen. Les termes CA, CE et CK correspondent à des termes de conversion,
ils représentent respectivement la conversion d’énergie potentielle disponible de l’écoulement zonal moyen en
énergie potentielle disponible tourbillonnaire, la conversion d’énergie potentielle disponible tourbillonnaire en
énergie cinétique tourbillonnaire et la conversion d’énergie cinétique tourbillonnaire en énergie cinétique de
l’écoulement zonal moyen. Les flèches donnent le signe des différents termes.
θ, u, v, ω et τd représentent respectivement la température potentielle, le vent zonal, le vent
méridien, la composante verticale du vent en coordonnées pression et un terme de diffusion. Les
termes h et s2 sont définis comme suit : h(p) = R
p
( p
ps
)
( R
Cp
), s2 = h(p)∂θ0
∂p
avec R, la constante des
gaz parfaits pour l’air sec, Cp la capacité calorifique de l’air sec, p la pression, ps, la pression de
surface, θ0 le champ de température potentielle ne dépendant que de la pression. Les crochets
et étoiles indiquent respectivement une moyenne zonale et l’écart à cette moyenne zonale. Les
parenthèses angulaires indiquent une moyenne sur le globe. Ce cycle se base sur les équations
suivantes :
d
dt
〈
h2
2s2
θ2
〉
= 〈hωθ〉+
〈
h2
s2
θς
〉
, (1.2)
d
dt
〈K〉 = 〈−hωθ〉+
〈
2K
τd
〉
, (1.3)
ς correspond au taux de changement dû au chauffage. L’équation 1.2 correspond à l’évolution
de l’énergie potentielle disponible et l’équation 1.3 à l’évolution de l’énergie cinétique. Le pre-
mier terme de droite des équations 1.2 et 1.3 sont égaux mais de signe opposé. Cela signifie
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que l’énergie cinétique croît à partie de l’énergie potentielle disponible. Ces deux équations
montrent que l’énergie potentielle disponible diminue lorsque de l’air chaud monte et de l’air
froid descend (〈−hωθ〉). Le deuxième terme de droite de l’équation 1.3 correspond à un terme
de dissipation : une partie de l’énergie cinétique est perdue par dissipation. C’est ce qu’on peut
voir avec le cycle de Lorenz.
Sur le bord ouest des océans, là où la baroclinie est la plus forte, les dépressions des moyennes
latitudes croissent en extrayant de l’énergie potentielle disponible à l’écoulement zonal moyen
(figure 1.3). On obtient ainsi de l’énergie potentielle disponible tourbillonnaire (AE). Ce trans-
fert d’énergie (CA) se fait lorsque la perturbation déplace de l’air chaud vers le nord et de
l’air froid vers le sud (les perturbations de température potentielle et de vent méridien sont en
phase). Cette énergie potentielle tourbillonnaire est ensuite convertie en énergie cinétique tour-
billonnaire (KE) lors des processus d’ascendance d’air chaud et de subsidence d’air froid (CE,
équations 1.2 et 1.3). Cette conversion est appelée conversion barocline. En fin de cycle, une
partie de l’énergie de l’onde synoptique est dissipée (terme DE ; voir équation 1.3) et une partie
est reversée à l’environnement (CK). Cette conservation CK, appelée conversion barotrope (ou
interne), a lieu lorsque les flux de quantité (u′v′) de mouvement sont de même signe que le
gradient méridien de vent zonal (∂u/∂y). Ainsi, en début de cycle la perturbation extrait de
l’énergie à l’environnement, énergie qu’elle redonne à l’environnement en fin de cycle. Une partie
de l’énergie est aussi perdue par dissipation (DE ; voir équation 1.3). C’est ce qu’on peut voir
sur la figure 1.4. La croissance de la perturbation jusqu’à t = 8 jours est dominée par des pro-
cessus baroclines : d’abord par de la conversion d’énergie potentielle disponible de l’écoulement
zonal moyen en énergie potentielle disponible tourbillonnaire puis via la conversion d’énergie
potentielle disponible tourbillonnaire en énergie cinétique tourbillonnaire. Ces deux conversions
diminuent ensuite et c’est la conversion barotrope d’énergie cinétique tourbillonnaire en énergie
cinétique de l’écoulement zonal moyen qui domine. Ceci correspond à la fin du cycle de vie de
l’onde de Rossby synoptique.
Le rail des dépressions coïncide avec la zone de propagation des ondes de Rossby synoptiques
(échelle de l’ordre du millier de kilomètres et période inférieure à 10 jours) de haute altitude
(Blackmon et al. 1977 ; figure 1.5). L’intensité de ces ondes croît et décroît dans les mêmes
zones que celles des dépressions des moyennes latitudes. Ainsi, le rail des dépressions représente
aussi la zone de propagation de ces ondes synoptiques haute fréquence. Ces ondes de Rossby
d’altitude croissent en interagissant avec l’onde de Rossby de surface. En effet, lorsque qu’une
onde de Rossby de basse couche est déphasée par rapport à une onde de Rossby d’altitude,
avec l’anomalie positive de tourbillon d’altitude située à l’ouest de l’anomalie de basse couche,
les deux ondes interagissent et s’amplifient. Prenons le cas de deux anomalies cycloniques : les
flux méridien de température potentielle sont positifs à l’avant des perturbations et négatifs à
l’arrière des perturbations. Il y a donc conversion d’énergie potentielle disponible de l’écoule-
ment zonal moyen en énergie potentielle disponible tourbillonnaire (CA). Cette configuration
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Figure 1.4 – Évolution temporelle des conversions d’énergie CA, CE et CK et du taux de dissipation d’énergie
(courbe en pointillé) pour un mode normaux de nombre d’onde, m=6 et un courant-jet situé à 45 ◦N. Les valeurs
positive de C(AZ -> AE) impliquent un transfert d’énergie de AZ vers AE et les valeurs négatives un transfert
d’énergie dans le sens inverse. Figure tirée de Simmons et Hoskins (1978).
implique aussi que l’on a une ascendance d’air chaud à l’avant de la perturbation et une sub-
sidence d’air froid à l’arrière de la perturbation. Il y a donc conversion barocline d’énergie
potentielle disponible tourbillonnaire en énergie cinétique tourbillonnaire (CE). Ainsi, l’énergie
des deux perturbations croît. Ces deux ondes retransmettront ensuite leur énergie à l’environ-
nement qui leur a permis de croître (conversion CK).
1.2 La variabilité basse fréquence sur l’hémisphère nord et
les téléconnexions
Certains phénomènes dans l’atmosphère varient à des échelles de temps plus grandes (c’est-
à-dire à des échelles de l’ordre de 10 jours ou plus) : de l’échelle intrasaisonnière à l’échelle
interdécennale. Ces phénomènes, ou modes de variabilité, basse fréquence peuvent correspondre
à des concepts tels que les téléconnexions, comme l’Oscillation Nord Atlantique, ou les régimes
de temps. Une téléconnexion représente la forte anti-corrélation observée entre les fluctuations
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a) b)
Figure 1.5 – a) Énergie cinétique haute fréquence (contour ; intervalle : 25 m2.s−2) pour les mois de décembre à
janvier pour six années de données du Centre Européen de Prévision Météorologique à Moyen Terme. Les zones
où la valeur dépasse 100 m2.s−2 sont grisées. b) Les courbes noires représentent les routes des dépressions des
moyennes latitudes pour la période entre décembre 1985 et janvier 1986. En grisé sont représentées les zones où
la variance du géopotentiel haute fréquence dépasse 90 m dans les réanalyses du Centre Européen de Prévision
Météorologique à Moyen Terme sur la même période. Figures issues de James (1994).
temporelles de plusieurs points de l’espace. Ces téléconnexions sont calculées dans les champs
de plusieurs variables comme le géopotentiel (Wallace et Gutzler, 1981) ou la température. Les
régimes de temps correspondent à une classification statistique d’états de l’atmosphère pour
lesquels les périodes inférieures à 10 jours sont filtrées (Vautard, 1990; Michelangeli et al., 1995).
Dans l’Atlantique nord, cette classification aboutit à quatre régimes de temps : le régime zonal,
le régime de blocage scandinave, le régime de l’anticyclone groenlandais et le régime de dorsale
atlantique.
Un exemple de téléconnexion connue est l’Oscillation Australe qui représente la forte anti-
corrélation existant dans les fluctuations temporelles du champ de pression à la surface de la
mer entre Tahiti et Darwin en Australie. Les téléconnexions sont obtenues en reliant ensemble
les points géographiques les plus anti-corrélés (Wallace et Gutzler, 1981) ou en calculant les
fonctions orthogonales empiriques (voir chapitre 2). Les téléconnexions sont d’un grand intérêt
car elles mettent en évidence l’existence de relations entre des zones géographiques éloignées
(plusieurs milliers de kilomètres).
1.2.1 Variabilité basse fréquence sur l’Atlantique nord : L’Oscillation
Nord Atlantique (NAO)
Caractéristiques de la NAO
La NAO, identifiée par Walker et Bliss (1932), est le mode dominant de la variabilité basse
fréquence en hiver sur l’Atlantique nord (20 ◦-80 ◦N, 90 ◦W-40 ◦E). Elle correspond à une oscil-
lation du champ de pression entre la dépression d’Islande au nord et l’anticyclone des Açores au
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sud (figure 1.6). La NAO a été étudiée intensivement car elle peut avoir, en hiver, un fort impact
sur l’économie du secteur Euro-Atlantique. Le reste de l’année, elle est toujours présente, mais
est beaucoup moins forte et influence donc moins le climat sur le secteur Euro-Atlantique qu’en
hiver.
Figure 1.6 – Première EOF du géopotentiel (contour ; interval=100 m2.s−2) mensuel sur l’Atlantique nord
(20 ◦N-80 ◦N, 90 ◦W-40 ◦E) en hiver (mois de novembre à mars) à 300 hPa (réanalyse ERA40).
Lorsque l’anticyclone des Açores et la dépression d’Islande sont simultanément forts, la phase
de la NAO est positive. Le courant-jet atlantique est alors accéléré dans les hautes latitudes
(figure 1.7) entre la dépression d’Islande et l’anticyclone des Açores : une structure en double
courant-jet apparait sur l’Atlantique nord (le courant-jet atlantique et le courant-jet subtropical
Africain sont bien séparés ; figure 1.8). Les dépressions aux moyennes latitudes sont, elles aussi,
canalisées vers le nord de l’Europe : le temps est humide sur l’Europe du Nord et plutôt sec
sur le pourtour méditerranéen (figure 1.7a). Le courant-jet déplace aussi vers l’Europe de l’air
marin chaud et les températures y sont alors plus chaudes que la moyenne saisonnière. Au
contraire, de l’air froid venant du Canada et du Groenland est advecté plus au sud (en lien
avec la forte dépression sur l’Islande) et refroidit l’Atlantique ouest (figure 1.7a).
Lorsque l’intensité de la dépression d’Islande et de l’anticyclone des Açores sont simultané-
ment diminués, la phase de la NAO est négative (figure 1.7b). Le courant-jet atlantique est alors
accéléré plus au sud (figure 1.8) au niveau du courant-jet sub-tropical : le courant-jet atlantique
et le courant-jet subtropical africain ne forment alors qu’un seul courant-jet. Les depressions des
latitudes tempérées sont canalisées vers le pourtour méditerranéen (figure 1.7b). On observe
plus de précipitations sur le pourtour méditerranéen par rapport à la moyenne saisonnière,
alors que le temps est plus sec sur l’Europe du Nord-Ouest. Pendant la phase négative, de l’air
froid est advecté sur l’Europe du Nord, et la température est alors plus basse que la moyenne
saisonnière (figure 1.7b).
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a) b)
Figure 1.7 – Schémas montrant les caractéristiques de (a) la phase positive de la NAO et de (b) la phase
négative de la NAO et leurs impacts sur la circulation atmosphérique dans le secteur Euro-Atlantique. D’après :
http ://www.ldeo.columbia.edu/res/pi/NAO/.
Figure 1.8 – Climatologie du vent zonal (plage grisée) et composite journalier de la NAO du vent zonal pour
la phase positive de la NAO (contours rouges) et pour la phase négative de la NAO (contours bleus) à 300 hPa
pour les mois de novembre à mars entre 1957 et 2002 (réanalyse ERA40).
La NAO varie sans période caractéristique et sur plusieurs échelles de temps (de l’échelle
intrasaisonnière à interdécennale). Ces variations sont visibles dans l’évolution temporelle de
l’indice de la NAO. L’indice de la NAO peut être défini en calculant la différence de pression
entre les deux centres d’action. Il détermine si la circulation atmosphérique de l’Atlantique nord
d’un jour/mois donné est ou n’est pas caractérisée par la phase positive/négative de la NAO.
On peut voir sur la figure 1.9, montrant l’évolution temporelle de l’indice de la NAO, que la
NAO varie notamment à l’échelle interdécennale (Hurrell, 1995) : plusieurs périodes de plusieurs
décennies durant lesquelles la NAO est dominée par une phase sont visibles. Par exemple, entre
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Figure 1.9 – Indice mensuel de la NAO en fonction du temps entre 1950 et mai 2014. Les zones rouges
correspondent à la phase positive de la NAO et les zones bleues à la phase négative de la NAO. D’après :
http ://www.cpc.ncep.noaa.gov/data/teledoc/nao_ts.shtml.
1980 et la fin des années 1990, la NAO est majoritairement positive, alors qu’entre 1950 et 1980
elle était majoritairement négative. Les figures 1.9 et 1.10b,c montrent que la NAO peut aussi
varier d’une année à l’autre (variabilité interannuelle). En effet, certains hivers, peuvent être
dominés par une phase de la NAO, comme c’est le cas pour les hivers 2009/2010 (figure 1.10b)
et 2013/2014 (figure 1.10c). L’hiver 2009/2010, cas de forte NAO négative, a été marqué en
France par des températures plus basses que la moyenne et de fortes précipitations neigeuses qui
ont bloqué une partie des transports. Au contraire, l’hiver 2013/2014, caractérisé par plusieurs
jours consécutifs de NAO positive, a été marqué par de nombreuses tempêtes sur l’Europe de
l’Ouest qui ont entraîné de nombreux dégats et innondations. Ces deux hivers ont eu un impact
économique important sur l’ouest de l’Europe. La NAO varie aussi à l’échelle intra-annuelle
(figure 1.9) : la phase de la NAO n’est pas la même tout au long de l’année. Enfin, la NAO
varie à l’échelle intrasaisonnière (échelle typique de la NAO ; Feldstein 2000) : au sein d’un
même hiver la NAO peut passer de la phase positive à la phase négative (figure 1.10a). Ce sont
ces variations de la NAO et plus particulièrement ce qui les provoque qui ont été étudiées dans
cette thèse.
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a) 2004-2005
b) 2009-2010 c) 2013-2014
Figure 1.10 – Indice journalier de la NAO en fonction du temps entre a) novembre 2004 et mars 2005, b)
novembre 2009 et mars 2010 et c) novembre 2013 et mars 2014. Les zones rouges correspondent à la phase
positive de la NAO et les zones bleues à la phase négative de la NAO (données ERA-Interim).
Le rôle des ondes de Rossby synoptiques sur la NAO
Vision classique : maintien des anomalies basse fréquence par les rails des dépres-
sions De nombreuses études (Lau, 1988; Lorenz et Hartmann, 2001; Barnes et Hartmann,
2010a,b) ont montré que les rails des dépressions et les anomalies des modes de variabilité basse
fréquence, comme la NAO, sont très fortement reliés : les rails des dépressions renforceraient
les anomalies des modes de variabilité basse fréquence. En effet, la tendance en hauteur de
géopotentiel induite par les rails des dépressions exerce une rétro-action positive sur la hauteur
de géopotentiel basse fréquence (Lau, 1988). La partie barotrope de la tendance en hauteur de
géopotentiel induite par les tourbillons composant les rails des dépressions est définie comme
(Lau et Holopainen, 1984) : (
∂φ
∂t
)
tourbillon
=
f
g
∇−2γ, (1.4)
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avec γ représentant la convergence horizontale des flux de vorticité tourbillonnaire (Holopainen,
1978) :
γ =
1
a2 cosϕ
(
∂
∂ϕ
1
cosϕ
∂
∂ϕ
cos2 ϕ− 1
cosϕ
∂2
∂λ2
)
uHvH +
1
a2 cos2 ϕ
∂2
∂λ∂ϕ
cosϕ
(
uH2 − vH2
)
(1.5)
avec a, le rayon de la Terre. La barre indique une moyenne temporelle et l’exposant H le signal
haute fréquence. La figure 1.11 montre que la partie barotrope de la tendance en hauteur de
Figure 1.11 – Différence entre les composites mensuels de la NAO dont l’indice est fortement positif et les
composites mensuels de la NAO dont l’indice est fortement négatif pour a) la hauteur en géopotentiel (intervalle :
30 m) et b) la tendance barotrope en hauteur de géopotentiel (intervalle : 5.10−5 m.s−1) induite par les
tourbillons à 300 hPa. Les zones avec des fortes valeurs positives ou négatives sont représentées, respectivement,
par une concentration forte ou faible en points. Figure tirée de Lau (1988).
géopotentiel induite par les rails des dépressions est en phase avec les anomalies liées aux modes
de variabilité basse fréquence : les valeurs positives de la tendance en hauteur de géopotentiel
sont colocalisées avec les valeurs positives de la hauteur de géopotentiel basse fréquence (figure
1.11). Ainsi, le rail des dépressions renforce les anomalies du champ basse fréquence. Ceci a
été montré dans plusieurs études et notamment celle de Li et Lau (2012a) sur les composites
mensuels de l’ENSO (figure 1.12). Ce renforcement de l’écoulement basse fréquence par le rail
des dépressions est aussi visible avec d’autres quantités, comme les vecteurs d’Eliassen-Palm
(Lau, 1988) et leur extension tel que les vecteurs E (cf chapitre 2). Ainsi, les ondes de Rossby
d’altitude dans le rail des dépressions maintiendraient les anomalies de basse fréquence associées,
par exemple, à la NAO.
Vision récente : déclenchement des anomalies basse fréquence de la NAO par les
ondes synoptiques Des études plus récentes ont montré que les déferlements d’ondes de
Rossby synoptiques dans l’Atlantique nord déclenchaient et maintenaient les différentes phases
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a) b)
Figure 1.12 – Composites d’El Niño à 250 hPa a) du géopotentiel et b) de la tendance barotrope en géopotentiel
induite par les rails des dépressions. Figure tirée de Li et Lau (2012a).
de la NAO (Benedict et al., 2004; Franzke et al., 2004; Rivière et Orlanski, 2007; Martius
et al., 2007; Strong et Magnusdottir, 2008a; Woollings et al., 2008; Kunz et al., 2009a,b). Ces
déferlements ont lieu à la fin du cycle de vie d’une onde : lorsque son amplitude est trop forte,
elle déferle et transmet son énergie à l’environnement (conversion barotrope, CK dans le cycle de
Lorenz, 1955). En déferlant, ces ondes, parce qu’elles redonnent leur énergie à l’environnement,
peuvent accélérer le courant-jet atlantique. Il existe deux types de déferlements : les déferlements
anticycloniques et cycloniques (Thorncroft et al., 1993). Le type de déferlement dépend de
l’orientation des ondes synoptiques au moment du déferlement : sud-ouest/nord-est pour les
déferlements anticycloniques et nord-ouest/sud-est pour les déferlements cycloniques (figures
1.13). Les ondes de Rossby synoptiques déferlent préférentiellement de manière cyclonique sur
Figure 1.13 – Schéma qualitatif montrant les isolignes de vorticité potentielle (contours noirs) dans le rail
des dépressions atlantique lors d’un déferlement d’ondes synoptiques a) anticycloniques et b) cycloniques. La
position moyenne du courant-jet est montrée en tireté. Figure tirée de Thorncroft et al. (1993).
le côté nord du courant-jet et de manière anticyclonique sur le côté sud du courant-jet (figures
1.13 et 1.14). Si ces ondes déferlent majoritairement de manière cyclonique sur le bord nord
du courant-jet elles peuvent l’accélérer plus au sud que sa position climatologique, si elles
déferlent majoritairement de manière anticyclonique sur le bord sud du courant-jet elles peuvent
l’accélérer plus au nord que sa position climatologique, or la position du courant-jet atlantique,
comme vu précédemment, est étroitement lié à la phase de la NAO (Vallis et Gerber, 2008;
Rivière et Orlanski, 2007). Ceci est en accord avec les travaux de Benedict et al. (2004) et
de Franzke et al. (2004) qui montrent que les déferlements d’ondes de Rossby synoptiques
dans l’Atlantique nord déclenchent la NAO. D’après eux, les deux centres d’action de la NAO
seraient, ainsi, directement produits par les déferlements de ces ondes (figure 1.15). En effet,
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Figure 1.14 – Climatologie du vent zonal (plage grisée), des fréquences de déferlements d’ondes de Rossby
synoptiques anticycloniques (contours rouges) et des fréquences de déferlements cycloniques (contours bleus) à
300 hPa pour les mois de novembre à décembre entre 1957 et 2002 (réanalyse ERA40). Les premiers contours
correspondent à la fréquence 0.15 jour −1 et l’intervalle entre chaque contour vaut 0.05 jour −1.
g)
e)
c)
a)
h)
f)
d)
b)
Figure 1.15 – Schema qualitatif montrant la structure de l’écoulement pour (a),(c),(e),(g) plusieurs lags/étapes
de la phase positive de la NAO et pour (b),(d),(f),(h) plusieurs lags/étapes de la phase négative de la NAO. Il
y a un écart d’environ 3 à 5 jours entre chaque vignette et les vignettes (e) et (f) représentent le maximum de
la NAO. Les contours en gras représentent l’isoligne de l’écoulement total à 305 K (au nord) et 335 K (au sud)
et les lignes en tirets les axes des thalwegs. Les zones gris foncé et gris clair correspondent, respectivement, aux
anomalies de températures chaudes et froides. Figure tirée de Benedict et al. (2004).
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dans le cas de la phase positive de la NAO, une première série de déferlements anticycloniques
a lieu sur le Pacifique nord-est advectant une masse d’air froid vers le nord de l’Atlantique
nord (figures 1.15a,c). C’est cette première série de déferlements qui serait responsable de
l’anomalie froide sur le Groenland de la phase positive de la NAO. Aucun déferlement n’est
observé dans Pacifique nord pour la phase négative de la NAO (figures 1.15b,d). Quelques
jours plus tard, plus exactement, environ trois jours avant le maximum et au maximum de
la NAO, des déferlements d’ondes synoptiques ont lieu dans l’Atlantique nord pour les deux
phases cette fois-ci (figures 1.15e-h). Ces déferlements sont anticycloniques lors de la phase
positive de la NAO, car les structures s’étirent dans la direction sud-ouest/nord-est ce qui les
rend plus zonales (figure 1.15e). Lors de la phase négative, ces déferlements sont cycloniques
car les structures s’étirent dans la direction nord-ouest/sud-est (figure 1.15f), les rendant aussi
plus zonales. Ainsi, d’après eux, deux séries de déferlements anticycloniques seraient nécessaire
pour former le dipôle de la NAO, alors qu’une seule série de déferlements cycloniques sur
l’Atlantique nord serait nécessaire pour déclencher la phase négative de la NAO. On remarque,
de plus, que les déferlements cycloniques sur l’Atlantique nord, lors de la phase négative de la
NAO, ont lieu à une latitude plus haute que les déferlements anticycloniques lors de la phase
positive de la NAO. Enfin, au maximum de la NAO les structures sont encore plus zonalement
étirées, laissant apparaître le dipôle de la NAO. Ainsi, la phase positive de la NAO, durant
laquelle le courant-jet est situé plus au nord, est associée à des déferlements anticycloniques
majoritaires dans la moitié sud du courant-jet atlantique et la phase négative de la NAO par
une série de déferlements cycloniques majoritaires dans les moyennes latitudes dans la moitié
nord du courant-jet atlantique (figure 1.16 ; Benedict et al. 2004; Franzke et al. 2004; Rivière et
Orlanski 2007; Strong et Magnusdottir 2008a). Par contre, des déferlements d’ondes de Rossby
a)NAO + b)NAO-
Figure 1.16 – Composites de a) la phase positive et de b) la phase négative de la NAO pour le vent zonal (plage
colorée grise ; en m.s−1) et pour les fréquences de déferlements anticycloniques (contours rouges ; intervalle =
0.05 jour−1) et cycloniques (contours bleus ; intervalle = 0.05 jour−1) des ondes de Rossby synoptiques à 300
hPa pour les mois entre novembre et décembre de 1957 à 2002 (réanalyse ERA40). Le premier contour tracé
pour les fréquences de déferlements d’ondes de Rossby est 0.15 jour−1.
en dehors des moyennes latitudes (autour de 30 ◦N et 70 ◦N) ont l’effet inverse : les déferlements
anticycloniques ont tendance à plus déclencher la phase négative de la NAO et les déferlements
cycloniques à plus déclencher la phase positive de la NAO (Strong et Magnusdottir, 2008a).
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Les travaux de Benedict et al. (2004) et Franzke et al. (2004) mettent en évidence le lien
entre la nature du déferlement d’ondes de Rossby synoptiques et l’anomalie dipolaire de la
NAO. Pour comprendre l’interaction entre les ondes de Rossby synoptiques et l’écoulement
moyen il faut commencer par regarder l’équation du mouvement en moyenne zonale (équation
1.6).
∂ [u]
∂t
= f [va]− ∂ [u
∗v∗]
∂y
(1.6)
Cette équation nous dit que l’évolution du vent zonal moyenné zonalement est contrôlée en
partie par la convergence des flux de quantité de mouvement (deuxième terme du membre
droit de l’équation 1.6). Les flux de quantité de mouvement sont positifs lors des déferlements
anticycloniques et négatifs lors des déferlements cycloniques (figure 1.17). Si les déferlements
anticycloniques ont lieu dans la moitié sud du courant-jet la convergence des flux de quantité de
mouvement (−(u′v′)y sur le schéma) sera positive au nord du déferlement et négative au sud du
déferlement, ce qui induit une accélération plus au nord du courant-jet là où la convergence des
flux de quantité de mouvement est positive. L’opposé est vrai lors des déferlements cycloniques
dans la moitié nord du courant-jet (figure 1.17) : le courant-jet est accéléré plus au sud là où la
convergence est positive (voir la partie droite du schéma et comparer la position du courant-jet
initial et du courant-jet décalé).
Ceci est aussi montré dans les travaux de Rivière (2011). Cette étude se place dans la
continuité de celles de Simmons et Hoskins (1978) et de Thorncroft et al. (1993). Rivière
(2011) a étudié l’évolution non-linéaire de modes normaux synoptiques dans un écoulement de
base axisymétrique et leur effet sur l’écoulement de base. Il réalise deux simulations, une où
l’écoulement est forcé par une onde synoptique de grande échelle (nombre d’onde m=6) et une
où il est forcé par une onde synoptique de petite échelle (nombre d’onde m=9). Il obtient deux
résultats principaux :
∗ Au bout de six jours, des structures apparaissent dans le champ de vorticité absolue des
deux simulations. Dans celle forcée par une perturbation de grande échelle, les structures
sont étirées dans la direction sud-ouest/nord-est (figure 1.18a), ce qui est caractéristique
d’un déferlement anticyclonique. Dans la simulation forcée par une perturbation de petite
échelle, les structures sont étirées dans la direction nord-ouest/sud-est (figure 1.18b), ce
qui est caractéristique d’un déferlement cyclonique. Ainsi Rivière (2011) met en évidence
deux déferlements dans ces simulations et confirme que les ondes synoptiques de grande
échelle tendent à déferler anticycloniquement et les ondes synoptiques de petite échelle
cycloniquement (Balasubramanian et Garner, 1997).
∗ Au bout de dix jours, Rivière (2011) montre la position latitudinale des courants-jets
finaux à comparer avec celles des courants-jets initiaux associés au deux simulations
précédentes. On peut remarquer, que lorsque l’onde de Rossby a déferlé anticyclonique-
ment (figure 1.19a ; courbe rouge, nombre d’onde m=6), le courant-jet final est décalé
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Figure 1.17 – Schéma qualitatif montrant le lien entre l’orientation des perturbations, la convergence des flux
de quantité de mouvement et la latitude du courant-jet pour un cas avec déferlements anticycloniques et pour
un cas avec déferlements cycloniques. Le courant-jet initial correspond au courant-jet avant déferlements et le
courant-jet décalé (en rouge ou en bleu) à la position du courant-jet après déferlements. L’indice y indique une
dérivée méridienne.
a b
Figure 1.18 – Vorticité absolue après six jours après pour deux modes normaux de nombre d’onde a) 6 et
b) 9 dans un modèle simplifié de circulation générale (Portable University Model of the Atmosphere, PUMA).
Figure tirée de Rivière (2011).
plus au nord que sa position initiale. Au contraire, lorsque l’onde a déferlé cyclonique-
ment (figure 1.19a ; courbe bleu cyan, nombre d’onde = 9), le courant-jet final est décalé
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plus au sud que sa position initiale. Ces deux ondes, en déferlant, ont ainsi décalé le
courant-jet plus au nord ou plus au sud. La figure 1.19b montre les flux de quantité de
mouvement associés à ces déferlements. Ils sont positifs sur la moitié sud du courant-jet
initial (en tireté) lors des déferlements anticycloniques (voir courbe rouge) et négatifs
sur la moitié nord du courant-jet initial (voir courbe bleu cyan) lors des déferlements
cycloniques. Ces ondes ont pu décaler le courant-jet au nord ou au sud, car les défer-
lements ont eu lieu sur les moitiés sud et nord, respectivement, du courant-jet initial.
Ceci implique que la convergence des flux de quantité de mouvement est positive sur les
moitiés nord et sud du courant-jet respectivement. Si les déferlements avaient eu lieu
plus au nord ou plus au sud (pas au niveau du courant-jet), la convergence des flux de
quantité de mouvement aurait été positive au coeur du courant-jet et n’aurait fait que
l’accélérer. Ainsi, cette figure montre le lien entre les déferlements, les flux de quantité
de mouvement et la position latitudinale du courant-jet. Enfin, les ondes synoptiques de
grande échelle (nombres d’ondes m=5 à m=7) ont des flux de quantité de mouvement
positifs dans la moitié sud du courant-jet et l’accélèrent plus au nord, alors que les on-
des de petite échelle (nombre d’onde m=9 à m=10) déferlent dans la moitié nord du
courant-jet et l’accélèrent plus au sud. Seul le nombre d’onde m=8 ne semble pas avoir
d’influence sur la position latitudinale du courant-jet.
Les travaux de Rivière (2011) sont donc en accord avec la constatation que l’échelle spatiale
des ondes est un autre paramètre influençant la NAO. En effet, les ondes synoptiques sont
de plus grande échelle pendant la phase positive par rapport à la phase négative. Ceci est en
accord avec le fait que les ondes de grande échelle (petite échelle) ont tendance à déferler de
manière anticyclonique (cyclonique ; Rivière et Orlanski 2007) ce qui favorise le développement
de la phase positive (négative) de la NAO (Balasubramanian et Garner, 1997; Orlanski, 2003;
Rivière, 2009).
Ainsi, ce sont les déferlements d’ondes de Rossby qui déclenchent la NAO, qui la renforcent
et la maintiennent une fois formée. La latitude et la nature du déferlement dans l’Atlantique
nord joue un rôle important pour déterminer la phase de la NAO. On peut donc se demander
ce qui influence la latitude et la nature du déferlement des ondes de Rossby synoptiques.
Plusieurs études antérieures (Feldstein, 2003; Benedict et al., 2004; Franzke et al., 2004; Rivière
et Orlanski, 2007; Strong et Magnusdottir, 2008a,b) ont porté sur l’influence de l’écoulement
atmosphérique pacifique sur la NAO. Cependant les ingrédients clefs de l’écoulement pacifique
influençant la NAO n’ont pas encore été clairement identifiés. Le but de cette thèse est donc
d’identifier ces ingrédients et de montrer comment ils influencent la NAO.
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b
a
Figure 1.19 – a) Position latitudinale du courant-jet atlantique au temps initial (tireté) et après 10 jours
(contours colorés, chaque couleur représente un nombre d’onde) pour des modes normaux d’échelles synoptiques
différentes (nombre d’onde allant de m=5 à m=9). b) Flux de quantité de mouvement après 10 jours. Figure
tirée de Rivière (2011).
Facteurs externes influençant la NAO
De nombreux facteurs externes à la NAO peuvent influencer sa dynamique, comme les
océans, la stratosphère ou l’écoulement atmosphérique troposphérique extérieur au domaine
atlantique.
Rivière et Orlanski (2007) ont montré que l’écoulement atmosphérique sur le domaine Paci-
fique/Amérique du Nord déterminait en grande partie la phase de la NAO. Certaines études
se sont intéressés, plus particulièrement, à l’influence du rail des dépressions pacifique sur la
NAO (Benedict et al., 2004; Franzke et al., 2004; Strong et Magnusdottir, 2008a). Ces études
montrent que des déferlements d’ondes de Rossby synoptiques dans le Pacifique nord ou la
latitude du rail des dépressions pacifique influencent la NAO. D’autres études (Dong et al.,
2000; Pozo-Vázquez et al., 2001; Branstator, 2002; Feldstein, 2003; Pozo-Vázquez et al., 2005;
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Pinto et al., 2011; Li et Lau, 2012a,b) ont porté sur le rôle joué par le signal basse fréquence
dans le Pacifique nord dans les variations intrasaisonnières de la NAO. Elles ont montré que des
anomalies basse fréquence dans le Pacifique nord, liées ou non à un mode de variabilité basse
fréquence dans l’hémisphère nord, influenceraient le déclenchement de la NAO. C’est sur ce lien
Pacifique-NAO, et plus particulièrement sur comment des anomalies basse fréquence dans le
Pacifique nord-est influencent la NAO, que porte cette thèse.
De nombreuses études ont aussi montré l’influence de la stratosphère sur la NAO via la
descente d’anomalies de la haute stratosphère vers la troposphère (Baldwin et Dunkerton, 1999,
2001; Scaife et al., 2005; Ineson et Scaife, 2009; Li et Lau, 2013). En effet, Baldwin et Dunkerton
(1999) montrent que des anomalies liées à l’Oscillation Arctique (premier mode de variabilité
dans la stratosphère en hiver lié à l’intensité du vortex polaire dans la stratosphère : un fort
vortex polaire correspond à la phase positive) se developpent dans la stratosphère et peuvent se
propager ensuite vers le bas dans la troposphère, ce qui modifie la circulation troposphérique.
De plus, la corrélation entre des anomalies basse fréquence à 10 hPa et à 1000 hPa atteint 0.65
quand il y a un écart de trois semaines entre l’anomalie dans la stratosphère et celle dans la
troposphère. La figure 1.20 illustre ce phénomène : les anomalies apparaissent d’abord dans
la stratosphère et se propagent vers le bas dans la troposphère. Cependant, seules les fortes
anomalies atteignent la surface, les autres restent dans la stratosphère (Baldwin et Dunkerton,
2001). Une diminution du vortex polaire, (i.e. une diminution de l’indice ; figure 1.20) implique
Figure 1.20 – Coupe verticale de l’indice journalier (plage colorée et contour ; intervalle : 0.5) de l’oscillation
Arctique dans l’hémisphère nord en fonction du temps pendant l’hiver 1998-1999. Les jours où le vortex polaire
est faible sont représentés en rouge (indice negatif) et les jours où il est fort en bleu (indice positif). Le premier
contour est 0.5. La ligne horizontale grise correspond à la limite entre la troposphère et la stratosphère. Figure
tirée de Baldwin et Dunkerton (2001).
une diminution de l’intensité des vents d’ouest dans la stratosphère. Cette anomalie se propage
vers le bas et force la phase négative de la NAO. Au contraire, une augmentation de l’intensité
du vortex polaire force plutôt la phase positive de la NAO. Baldwin et Dunkerton (2001)
montrent qu’il y a plus de cas avec un indice de NAO positif pendant les cas de fort vortex
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polaire que pendant les cas de faible vortex polaire et qu’on retrouve plus de cas avec un
indice de NAO négatif lors des cas de faible vortex polaire. De même, la latitude du rail des
dépressions atlantique n’est pas la même entre les périodes avec faible vortex polaire et les
périodes avec un fort vortex polaire : le rail des dépressions est situé à une latitude plus haute
lors des forts vortex polaires que lors des faibles vortex polaires (Baldwin et Dunkerton, 2001).
Tout ceci est en accord avec les résultats de Kunz et al. (2009b) qui montrent qu’il y a plus de
déferlements cycloniques d’ondes de Rossby synoptiques dans la troposphère dans le domaine
Atlantique lors des cas de faible vortex polaire (phase négative de l’Oscillation Arctique à 50
hPa) que de déferlements anticycloniques. De plus, un cas de faible vortex polaire serait suivi,
avec au plus 55 jours de décalage, par un épisode de NAO négative dans la troposphère. Enfin,
les déferlements troposphériques seraient aussi influencés par d’autres modes de variabilité que
celui lié à l’intensité du vortex polaire : des modes de variabilité stratosphérique zonalement
asymétriques impacteraient les déferlements troposphériques Kunz et al. (2009b). Scaife et al.
(2005) se sont intéressés à la tendance observée vers des indices NAO positifs entre 1960 et
1990. D’après eux, la tendance vers des vents d’ouest plus forts dans la stratosphère durant
cette période, associée à la propagation vers le bas d’anomalies pourrait expliquer en partie la
croissance de l’indice NAO durant cette période.
D’autres études ont porté sur le lien entre l’océan atlantique et la NAO. Cependant, il est
difficile d’observer l’influence de l’océan sur la NAO car la principale interaction entre l’océan et
l’atmosphère est marquée par le forçage de l’atmosphère sur l’océan. Par exemple, les structures
en “fer à cheval” observées dans le champ de température à la surface de la mer dans l’océan
Atlantique seraient forcées par des variations du vent de surface associées à des variations de
la NAO (Hurrell et al., 2003). Néanmoins, il existe une influence de l’océan sur la NAO, mais
plus faible que celle liée à la variabilité interne de l’atmosphère (Seager et al., 2000; Hurrell
et al., 2003; Czaja et al., 2003). Czaja et Frankignoul (1999) montrent, en utilisant des données
COADS mensuelles et des données NMC-NCAR, qu’au début de l’hiver, une anomalie dipolaire,
ressemblant à la phase négative de la NAO, est précédée en été par des températures à la surface
de la mer plus froides au nord-est de l’océan Atlantique nord et des température plus chaudes
à l’est de Terre-Neuve. Des anomalies ressemblant à la phase positive de la NAO au début de
l’hiver sont, elles, précédées par des températures à la surface de la mer plus chaudes au nord-est
et plus froides à l’est de Terre-Neuve. Ceci est en accord avec l’étude de Visbeck et al. (2003),
qui en forçant un modèle atmosphérique de circulation générale avec un champ de température
à la surface de la mer réaliste, obtiennent des anomalies dans l’atmosphère ressemblant à la
structure de la NAO. Cette influence de l’océan sur l’atmosphère a deux origines distinctes
potentielles. L’influence la plus forte viendrait de la structure en “fer en cheval” (rétroaction
positive de l’océan sur l’atmosphère) observée dans le champ de température à la surface de
la mer et qui précède de quelques mois des structures ressemblant à la NAO présentes dans
l’atmosphère en hiver (Czaja et Frankignoul, 2002). La deuxième contribution viendrait de
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l’océan Atlantique tropical : une anomalie de température chaude centrée sur l’équateur serait
suivie un à deux mois plus tard par la phase négative de la NAO (cet impact sur la NAO serait
plus faible mais significatif). Ceci est en accord avec les résultats de Cassou et Terray (2001a)
qui ont étudié l’influence des tropiques sur la NAO. Ils montrent que des anomalies froides de
température à la surface dans l’Atlantique tropical forcent la phase positive de la NAO, alors
que des anomalies chaudes de température forcent la phase négative de la NAO (Cassou et
Terray, 2001a).
Ainsi, plusieurs facteurs influencent la NAO. Cette thèse porte plus particulièrement sur
le lien entre l’écoulement basse fréquence troposphérique dans le Pacifique et la NAO. C’est
pourquoi, nous nous sommes intéressés aux modes de variabilité basse fréquence dans le Paci-
fique nord.
1.2.2 Variabilité basse fréquence sur le Pacifique nord : l’oscillation
Pacifique-Nord Américaine et l’El Niño-Southern Oscillation
L’oscillation Pacifique-Nord Américaine (PNA)
La PNA est l’un des modes de variabilité basse fréquence dominant des moyennes lati-
tudes de l’hémisphère nord. Ce mode de variabilité ressemble à un train d’ondes de Rossby de
grande échelle quasi stationnaire s’étendant du Pacifique central à l’est de l’Amérique du Nord
(Wallace et Gutzler, 1981). Ce train d’ondes est composé de quatre centres d’action : un dans
les subtropiques du Pacifique (non visible sur le figure 1.21), un dans les moyennes latitudes
du Pacifique nord-est, un dans les moyennes latitudes de l’ouest de l’Amérique du Nord et le
dernier sur la Floride (figure 1.21). Si le pôle dans les subtropiques du Pacifique est négatif,
alors le pôle sur l’ouest de l’Amérique du Nord l’est aussi et les deux autres pôles sont de signe
positif et réciproquement quand le signe du pôle sur les subtropiques du Pacifique est positif.
La phase négative de la PNA correspond à la première configuration, pour laquelle le pôle dans
les moyennes latitude du Pacifique nord-est est de signe positif, et la phase positive de la PNA
à la deuxième configuration. La phase positive de la PNA est donc associée à une forte dépres-
sion au niveau des îles Aléoutiennes, ce qui induit une circulation plus zonale et un courant-jet
pacifique qui s’étend plus à l’est, alors que la phase négative de la PNA est associée à une faible
dépression au niveau des îles Aléoutiennes et à de nombreuses situations de blocage.
Plusieurs théories ont été développées pour expliquer le développement de la PNA : dis-
persion linéaire d’une onde de Rossby excitée par du chauffage diabatique dans les tropiques
(Hoskins et Karoly, 1981), croissance par instabilité barotrope liée au flux climatologie zonale-
ment asymétrique (Simmons et al., 1983; Feldstein, 2002), ou développement lié aux flux de
vorticité transitoires d’échelle synoptique (Feldstein, 2002). Franzke et al. (2011) proposent une
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Figure 1.21 – Différence de géopotentiel entre les phases positive et négative de la PNA à 500 hPa (contour,
intervalle = 40 m). Figure tirée de Wallace et Gutzler (1981).
autre vision où les processus non-linéaires jouent un rôle plus important. D’après eux, en accord
avec d’autres études, la PNA doit son origine à de la convection dans les tropiques. En effet, la
phase positive de la PNA est précédée par une amplification de la convection dans le Pacifique
ouest tropical et une diminution de la convection dans l’océan Indien. Le contraire est vrai pour
la phase négative de la PNA. Ce forçage par la convection dans les tropiques initierait une PNA
de faible amplitude environ huit à douze jours avant le maximum de la PNA. Le fort développe-
ment de la PNA serait dû, en partie, à des flux de vorticité associés aux ondes synoptiques : la
propagation d’une onde synoptique sur le Pacifique nord et son déferlement dans le Pacifique
nord-est coïnciderait avec la phase de développement rapide de la PNA. Ainsi, pendant la phase
négative de la PNA, des ondes synoptiques s’amplifient dans le Pacifique nord-est par instabilité
barocline et se propagent ensuite vers l’équateur où elles déferlent de manière anticyclonique,
cette propagation vers l’équateur et ce déferlement anticyclonique, associés à l’advection des
anomalies stationnaires de grande échelle dans les subtropiques, induisent un développement
rapide de la phase negative de la PNA (Franzke et al., 2011). Martius et al. (2007) et Rivière
(2010) observent aussi des déferlements cycloniques et anticycloniques sur le Pacifique nord-est
en rapport avec la PNA. Ce sont ses déferlements qui maintiennent la PNA une fois formée.
Ainsi, la PNA comme la NAO est déclenchée et maintenue par des déferlements d’ondes de
Rossby synoptiques. Enfin, Feldstein (2002) suggère que la décroissance de la PNA se ferait par
pompage d’Ekman. En tout, le cycle de vie de la PNA dure 2 semaines (Feldstein, 2000; Cash
et Lee, 2001).
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El Niño-Southern Oscillation (ENSO)
L’ENSO est le mode dominant de la variabilité climatique à l’échelle du globe : il affecte
tout le Pacifique, l’océan Indien et influence la circulation atmosphérique du Pacifique nord
à l’Atlantique nord. En effet, ce phénomène modifie aussi la circulation atmosphérique dans
le Pacifique nord, ce qui a un impact sur la circulation atmosphérique dans l’Atlantique nord.
C’est l’un des phénomènes les plus connus car il peut induire innondations et sécheresses sévères
ayant de lourdes conséquences humaines et économiques. En effet, la phase chaude d’ENSO,
El Niño (sa phase froide étant la Niña), induit au Pérou et en Équateur, d’avril à octobre, un
temps chaud et humide pouvant être associé à des innondations en cas de forts événements.
Au contraire, ces forts événements provoquent des sécheresses sur le Pacifique ouest (Indonésie,
Malaisie, Australie) dues à une réduction des pécipitations .
L’ENSO est un phénomène couplé océan-atmosphère qui a lieu dans les tropiques de la
zone Indo-Pacifique : une partie de ce phénomène a lieu dans l’atmosphère et correspond à
l’Oscillation Australe (Southern Oscillation en anglais) et l’autre partie a lieu dans l’océan
et correspond à l’El Niño. L’Oscillation Australe (Walker, 1923, 1924; Walker et Bliss, 1932)
correspond à une oscillation de la pression de surface dans les tropiques entre le Pacifique
central et l’archipel Indonésien. La circulation de Walker est à l’origine de cette oscillation. Elle
correspond à une redistribution de l’énergie dans la direction zonale dans les tropiques. En effet,
une différence de pression dans les tropiques entre l’anomalie négative de pression de surface au
niveau de la mer sur le Pacifique ouest et l’anomalie positive de pression de surface au niveau
de la mer sur le Pacifique est induit des vents d’est plus forts que le courant moyen au niveau
de l’équateur. Ces alizés transportent ainsi l’eau chaude d’est en ouest créant une “piscine d’eau
chaude” le long de la côte Australienne. Cette eau chaude s’évapore et condense en altitude où
la température est plus basse. L’air humide en altitude est ensuite transporté vers l’est par le
courant d’ouest d’altitude. Durant ce transport l’air s’assèche et subside au niveau de la côte
ouest de l’Amérique du Sud. Un affaiblissement des alizés perturbe ce système. Il a été observé
qu’un autre phénomène impliquant une oscillation du champ de pression avait lieu dans l’océan
dans la même zone : le réchauffement des eaux le long du Pérou et de l’Équateur. Ce second
phénomène correspond à l’El Niño et a ainsi été nommé car il avait lieu certains hivers au
moment de Noël. La relation entre ces deux phénomènes a été identifiée pour la première fois
par Bjerknes (1966, 1969). Le couplage de ces deux phénomènes a été nommé El Niño-Southern
Oscillation.
Lors des années normales, l’eau le long des côtes péruviennes et équatoriennes est relative-
ment froide dû au phénomène d’upwelling le long de la côte. Au contraire, une “piscine d’eau
chaude” se forme le long de la côte Australienne en lien avec l’Oscillation Australe. Elle in-
duit une convection plus forte dans l’atmosphère sur la côte de l’Australie (figure 1.22a). Ce
transport d’eau chaude à l’ouest induit un gradient de température qui amplifie les alizés ce
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c)b)
Figure 1.22 – Schéma qualitatif montrant le couplage océan-atmosphère lors des événe-
ments El Niño et La Niña et pendant les années normales. Figure provenant du site web :
http ://www.pmel.noaa.gov/tao/elnino/nino_normal.html.
qui entraine une accumulation d’eau chaude à l’ouest plus forte. Ceci induit un upwelling plus
fort à l’est et donc un renforcement du gradient de température. Lorsque le refroidissement est
particulièrement fort, on parle d’événement la Niña (figure 1.22b). Ces hivers là, la circulation
de Walker est aussi particulièrement forte. Lors des événements El Niño, l’intensité des alizés
est réduite, l’upwelling est diminué et les eaux chaudes se propagent vers l’est entrainant une
augmentation de la température pouvant aller jusqu’à 5 ◦C. Ceci diminue le gradient de tem-
pérature et affaiblit la circulation de Walker. La propagation d’eau chaude à l’est décale vers le
Pacifique central/Pacifique est la convection. À l’ouest de la zone de convection la circulation
de Walker s’inverse (figure 1.22c). La phase positive de l’ENSO (El Niño) se produit toutes les
quelques années et dure en moyenne un an.
L’ENSO affecte aussi l’atmosphère des moyennes latitudes de l’hémisphère nord. Dans les
années 1980-1990, les travaux de Van Loon et Madden (1981), Horel et Wallace (1981) et Lau et
Nath (1994) indiquent que des anomalies de convection liées à des anomalies de température à
la surface de la mer dans les tropiques, elles-mêmes liées à l’ENSO, forcent une onde de Rossby
quasi stationnaire dans la zone Pacifique nord/Amérique du Nord. Plus récemment, Straus et
Shukla (2002) montrent que les températures à la surface de la mer liées aux événements El
Niño forcent effectivement des anomalies basse fréquence dans la zone Pacifique nord/Amérique
du Nord, mais qu’elles ne correspondent pas au train d’onde de la PNA (voir leur figure 1 ; les
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résultats de leurs simulations ne sont pas concluants pour La Niña). Ces anomalies jouent
néanmoins un rôle dans la dynamique atmosphérique de l’hémisphère nord. El Niño est, ainsi,
associé à une forte dépression au niveau des îles Aléoutiennes et La Niña, à une anomalie positive
basse fréquence de géopotentiel (dépression plus faible au niveau des îles Aléoutiennes). Ces
deux anomalies basse fréquence sur le Pacifique nord-est modifient la circulation sur l’Amérique
du Nord (Seager et al., 2010b; Li et Lau, 2012a,b). Lors des événements El Niño, l’anomalie
négative de géopotentiel maintient le courant-jet pacifique ainsi que le rail des dépressions
pacifique zonaux à une basse latitude. Au contraire, lors des événements La Niña, l’anomalie
positive dévie vers le nord le courant-jet pacifique et le rail des dépressions. Dans la partie 1.3.2,
nous verrons comment ce changement dans la circulation atmosphérique au dessus du Pacifique
nord-est/Amérique du Nord affecte la NAO.
1.2.3 Modes de variabilité sur l’hémisphère nord
Le Mode Annulaire dans l’hémisphère Nord (NAM)
Le NAM ou Oscillation Arctique (AO pour “Arctic Oscillation” en anglais) a été introduite
par Thompson et Wallace (1998). Il correspond à la première EOF de l’anomalie mensuelle de
pression à la surface de la mer au nord de 20 ◦N sur tout l’hémisphère en hiver (figure 1.23).
Figure 1.23 – Première EOF du géopotentiel (contour ; interval=100 m2.s−2) mensuel au nord de 20 ◦N pour
les mois de novembre à mars à 300 hPa (réanalyse ERA40).
Il comprend une anomalie positive sur le Pacifique nord, une anomalie négative sur le pôle
Nord et une anomalie positive au niveau de l’anticyclone des Açores. Ce mode de variabilité
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basse fréquence est très fortement corrélé à la NAO, qui d’après Wallace (2000) existe seulement
car Walker et Bliss (1932) n’avaient pas accès au champ de pression à la surface de la mer sur
tout l’hémisphère. Deux autres points motivent l’existence du mode annulaire dans l’hémisphère
nord : il ressemble fortement à la structure du premier mode de variabilité dans la stratosphère
et il existe un mode annulaire similaire dans l’hémisphère sud (Thompson et Wallace, 1998).
Le NAM/AO est néanmoins une notion controversée. En effet, plusieurs études montrent
que le centre d’action dans le Pacifique nord et celui au niveau des Açores sont faiblement cor-
rélés (Deser, 2000; Ambaum et al., 2001). D’après Deser (2000), le NAM/AO reflète simplement
la forte corrélation entre le centre d’action sur l’Arctique et celui au niveau des Açores. Am-
baum et al. (2001) montrent que le Pacifique et l’Atlantique, tout en étant faiblement corrélés,
peuvent contribuer fortement à la structure de la première EOF de l’hémisphère nord. Ainsi,
la première EOF de l’anomalie de pression à la surface de la mer mensuelle sur l’hémisphère
nord en hiver ne représenterait pas une téléconnexion entre le Pacifique nord, le pôle Nord et
l’Atlantique nord. De plus, le NAM/AO n’apparaît pas dans les EOFs d’autres variables : par
exemple la première EOF de la fonction de courant à 850 hPa sur tout l’hémisphère au nord
de 20 ◦N en hiver ressemble à la PNA et non au NAM/AO, la deuxième EOF correspondant à
la NAO (Ambaum et al., 2001). Ainsi, les deux EOFs sur la même zone géographique pour la
même période, mais calculées avec deux variables différentes, ne reflètent pas les mêmes proces-
sus dynamiques. Ambaum et al. (2001) privilégient le concept de PNA et NAO plutôt que celui
du NAM/AO pour expliquer la variabilité basse fréquence à l’échelle de l’hémisphère nord.
En réponse à ces articles, Wallace et Thompson (2002) ont montré que le manque de corrélation
entre le centre d’action dans le Pacifique et le centre d’action au niveau des Açores pouvait être
dû à la deuxième EOF de l’anomalie de pression à la surface de la mer sur l’hémisphère nord en
hiver. En effet, cette deuxième EOF, ressemblant à une PNA plus étendue, a un centre d’action
dans le Pacifique presque colocalisé avec celui du NAM/AO et un centre d’action sur l’Atlan-
tique nord très proche de celui du NAM/AO. Le centre d’action dans l’Atlantique nord de cette
EOF 2 est anticorrélé avec le centre d’action sur le Pacifique. La présence des deux modes, le
fait que leurs centres d’action soient colocalisés et que les centres d’action de l’EOF 2 sont de
signe opposé expliquent le manque de corrélation entre le Pacifique et l’Atlantique nord. De
plus, Wallace et Thompson (2002) montrent qu’une fois la structure liée à l’EOF 2 soustraite
du champ de géopotentiel, le centre d’action dans le Pacifique et celui dans l’Atlantique sont
corrélés. Dans le chapitre 4, nous rediscuterons du lien PNA/NAO et de son rapport aux EOFs
1 et 2 sur l’hémisphère nord.
Zhao et Moore (2009) ont souligné que les études de Thompson et Wallace (1998), Deser (2000),
Ambaum et al. (2001) et Wallace et Thompson (2002) n’utilisaient pas les mêmes champs et
les mêmes périodes pour calculer les EOFs. Tout d’abord, Thompson et Wallace (1998), Deser
(2000) et Wallace et Thompson (2002) utilisent des moyennes mensuelles entre novembre et
mars, alors que Ambaum et al. (2001) utilisent la moyenne hivernale (décembre à février) des
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champs mensuels. D’après Zhao et Moore (2009), en utilisant des moyennes mensuelles on prend
aussi en compte la variabilité climatique intra-annuelle, ce qui n’est pas le cas lorsqu’on fait
des moyennes hivernales. De plus, les études de Thompson et Wallace (1998) et Deser (2000)
couvrent la période 1947-1997, celle de Ambaum et al. (2001) 1979-1997 et celle de Wallace
et Thompson (2002) 1958-1999, ce qui crée des différences. En effet, les moyennes hivernales
entre 1947 et 1997 ou 1958 et 1997 ne montrent pas le centre d’action sur le Pacifique, con-
trairement aux moyennes calculées sur la période 1979-1997. Si des champs moyens mensuels
sont utilisés, le centre d’action sur le Pacifique apparait pour les trois périodes. Ainsi, la prise
en compte de la variabilité intra-annuelle entraine aussi des différences. Zhao et Moore (2009)
ont calculé la climatologie des moyennes mensuelles de pression de surface pour chaque mois
entre novembre et mars et ont montré que les trois centres d’actions varient entre novembre et
mars. Ils en déduisent que les moyennes mensuelles ne peuvent être utilisées pour calculer les
EOFs. D’après eux, les différences dues aux périodes choisies sont liées à la variabilité décénnale
dans le Pacifique nord. Ils montrent que les transitions entre les phases positives et négatives de
l’Oscillation Pacifique Décennale (PDO) correspondent aux transitions entre le cas où l’EOF
1 sur l’hémisphère nord est le NAM/AO et le cas où l’EOF 1 est la NAO. En effet, lorsque le
signe de la PDO est négatif, le couplage entre le Pacifique et l’Atlantique est faible (dépression
des îles Aléoutiennes faiblement anti-corrélée avec la NAO) et la NAO correspond alors à la
première EOF de l’hémisphère nord. Au contraire, lorsque la phase de la PDO est positive, le
couplage entre le Pacifique et l’Atlantique est plus fort (dépression des îles Aléoutiennes plus
fortement corrélée avec la NAO), la première EOF sur l’hémisphère nord est le NAM/AO. Ces
variations dans le couplage des deux bassins, dues aux changements de phase de la PDO, peu-
vent aussi expliquer les différents résultats des études de Thompson et Wallace (1998), Deser
(2000), Ambaum et al. (2001) et Wallace et Thompson (2002).
Feldstein et Franzke (2006) ont étudié les cas de NAO persitente et de NAM/AO persitent et
ont montré que ces cas correspondent aux mêmes événements et que les mêmes processus dy-
namiques sont en jeux pour la NAO et le NAM/AO : ils sont tous les deux dus à des déferlements
d’ondes de Rossby dans l’Atlantique nord. Cela suggère, d’après eux, que les deux modes sont
d’égale importance et que la NAO n’est pas une simple manifestation locale du NAM/AO. De
plus, les composites de la NAO et du NAM/AO montrent tous les deux une anomalie basse
fréquence significative dans le Pacifique dans les jours précédents le maximum du NAM/NAO.
Cependant cette anomalie n’est présente qu’à certains lags seulement. Cela suggère, d’après
eux, que la NAO n’est pas uniquement une structure régionale et que le NAM/AO n’est pas
un mode de variabilité annulaire. Ainsi, contrairement aux études précédentes, Feldstein et
Franzke (2006) ne rejètent pas un mode pour en favoriser un autre.
L’exitence du NAM/AO montre que des liens existent entre le Pacifique et l’Atlantique.
Dans cette thèse nous allons présenter un processus dynamique lié à l’anomalie sur le Pacifique
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nord observée par Feldstein et Franzke (2006) dans les composites du NAM/NAO qui pourrait
expliquer dynamiquement le NAM/AO.
Le mode Océan Froid-Continent Chaud (COWL)
Le COWL (“Cold Ocean-Warm Land” en anglais) correspond à la deuxième EOF de la
hauteur de géopotentiel sur l’hémisphère nord au nord de 20 ◦N en hiver (figure 1.24b). D’après
 
Figure 1.24 – a) EOF 1 de la hauteur de géopotentiel à 500 hPa (intervalle : 10 m) pour les mois de janvier à
mars entre 1948 à 2002. b) Même chose pour l’EOF 2. Figure tirée de Wu et Straus (2004).
Wu et Straus (2004), le NAM et le COWL joueraient un rôle important dans les tendances
climatiques observées (dans les champs de température, pression au niveau de la mer...). Le
COWL reflète la variabilité du contraste thermique entre le continent et l’océan. En effet, le
COWL explique à peu près la moitié de la variabilité temporelle de la moyenne mensuelle et
hémisphérique du champ de température de surface (Wallace et al., 1995).
Ce mode de variabilité nous intéresse plus particulièrement car il correspond à la PNA éten-
due de Wallace et Thompson (2002). D’après eux ce serait ce second EOF qui serait responsable
du manque de corrélation entre les centres d’action dans les moyennes latitudes du NAM. On
remarque, effectivement, que les anomalies sur le Pacifique nord-est dans l’EOF1 (figure 1.24a)
et dans l’EOF2 (figure 1.24b)sont de signe opposé.
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1.3 Lien entre le Pacifique nord et l’Atlantique nord
1.3.1 Lien entre les rails des dépressions pacifique nord et atlantique
nord et leur influence sur la NAO.
Le rail des dépressions pacifique influence le rail des dépressions atlantique via le développe-
ment en aval. Le développement en aval correspond au phénomène de transmission de l’énergie
cinétique d’un tourbillon à un autre situé plus en aval qui a lieu au sein d’une onde de Rossby.
C’est le développement en aval qui permet à l’onde de se propager. En effet, les paquets d’ondes,
venant du Pacifique nord-est, atteignent l’Atlantique nord via le développement de nouveaux
tourbillons haute fréquence à l’aval du paquet d’ondes. Ceci est rendu possible par la transmis-
sion de l’énergie cinétique haute fréquence de l’amont vers l’aval du paquet d’ondes via les flux
agéostrophiques de géopotentiel (Chang 1993; Chang et Yu 1999; Hakim 2003 ; voir chapitre
2 pour plus de précisions). Chang (2004) montre que les deux rails des dépressions sont forte-
ment corrélés entre les hivers 1975/1976 et 1998/1999 et plus faiblement corrélés entre les hivers
1957/1958 et 1972/1973.
L’influence du rail des dépressions pacifique sur le rail des dépressions atlantique joue un
rôle important sur la NAO (Benedict et al., 2004; Franzke et al., 2004; Strong et Magnusdottir,
2008a). En effet, la nature du déferlement des ondes de Rossby synoptiques dans l’Atlantique
nord, et donc la phase de la NAO, dépend de l’écoulement atmosphérique dans le Pacifique
(Franzke et al., 2004; Rivière et Orlanski, 2007). Par exemple, la latitude du rail des dépressions
pacifique a une influence sur la phase de la NAO (Franzke et al., 2004; Li et Lau, 2012a,b).
Cependant, cette relation n’est pas clairement établie. En effet, les résultats de Franzke et al.
(2004) montrent qu’un rail des dépressions pacifique situé à une haute latitude tend à forcer
la phase négative de la NAO et qu’un rail des dépressions situé à des latitudes basses tend
à forcer la phase positive de la NAO, alors que Li et Lau (2012a,b) mettent en évidence la
relation inverse. Un lien entre la présence de déferlements dans le Pacifique nord-est et la phase
de la NAO a aussi été mis en évidence (Benedict et al., 2004; Franzke et al., 2004; Strong et
Magnusdottir, 2008a). En effet, dans les jours précédents la phase positive de la NAO, un train
d’ondes synoptique se propage du Pacifique nord-est vers l’Atlantique nord (figure 1.15a). Ce
train d’ondes déferle deux fois de manière anticyclonique : une première fois sur le Pacifique
nord-est et une seconde fois quelques jours plus tard dans l’Atlantique nord (figures 1.15c et
1.15e). Le déferlement sur le Pacifique nord-est est à l’origine de l’anomalie négative (froide) et
le déferlement sur l’Atlantique nord de l’anomalie positive (chaude) de la NAO. Au contraire,
la phase négative de la NAO est caractérisée par une seule série de déferlements cycloniques
sur l’Atlantique nord (voir figures 1.15d et 1.15f). Ainsi, la phase négative de la NAO serait
plus in situ (figure 1.15). Strong et Magnusdottir (2008a) montrent que le premier déferlement
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anticyclonique sur le Pacifique nord-est lors de la phase positive de la NAO entraine le deuxième
sur l’Amérique du Nord via des flux de densité d’activité ondulatoire orientés vers l’aval.
1.3.2 Influence de la circulation basse fréquence dans le Pacifique
nord sur la NAO
L’écoulement basse fréquence dans le Pacifique nord-est un autre paramètre pouvant in-
fluencer la NAO. En effet, d’après Branstator (2002), la NAO peut être influencée par des
anomalies basse fréquence situées au niveau des courants-jets troposphériques. Ces courants-jets
troposphériques agiraient comme des guides d’ondes et permettraient a des anomalies situées
loin les unes des autres d’être corrélées. Ceci est en accord avec l’étude de Feldstein (2003) qui
a montré que la phase positive de la NAO était initiée par un train d’ondes basse fréquence qui
se développe dans le Pacifique nord-est quatre jours avant le maximum de la phase positive.
Aucun signal basse fréquence n’est observé avant la phase négative de la NAO dont la mise en
place semble plus relever de mécanismes locaux.
Figure 1.25 – Évolution temporelle de la régression sur un indice mesurant la force et le signe de la corrélation
entre la dépression d’Islande et la dépression des îles Aléoutiennes. Cette indice mesure la différence entre
l’indice de la dépression des îles Aléoutiennes et l’indice de la dépression d’Islande. Les variables régressées
sont la hauteur de géopotentiel (contours ; intervalle : 20 m) et la composante horizontale des flux de densité
d’activité ondulatoire (vecteurs ; échelle en m2.s−2 sous la figure) à 250 hPa. Ces deux variables sont moyennées
sur 45 jours. La vignette de gauche correspond à la fin du mois de janvier, celle du milieu au début du mois de
février et celle de droite à la fin du mois de février. Les zones gris clair indiquent un seuil de confiance de 95 %
et les zones gris foncé un seuil de confiance de 99 %. Figure tirée de Honda et al. (2001).
Honda et al. (2001) ont montré indirectement que l’écoulement pacifique influence la NAO.
En effet, ils observent que la dépression au niveau des îles Aléoutiennes et la dépression d’Islande
sont significativement anti-corrélées en fin d’hiver (de février à mars). Cette anti-corrélation
commence par l’amplification de l’anomalie au niveau des îles Aléoutiennes au début de l’hiver
(en décembre) et est suivie par la formation d’un train d’ondes quasi stationnaire ressemblant à
34
1.3 - Lien entre le Pacifique nord et l’Atlantique nord
celui de la PNA qui transporte la densité d’activité des ondes sur l’Amérique du Nord (vignettes
de gauche et du milieu de la figure 1.25). Cela entraîne la formation d’un second train d’ondes
quasi stationnaire sur l’Atlantique nord vers le pôle nord et la formation d’une anomalie au
niveau de la dépression d’Islande (vignettes du milieu et de droite de la figure 1.25). D’après
Zhao et Moore (2009), ce mécanisme pourrait s’appliquer au NAM et expliquer comment le
Pacifique nord et l’Atlantique nord sont reliés.
Plusieurs études ont aussi traité du lien entre les modes de variabilité basse fréquence dans
le Pacifique nord (ENSO, PNA) et la NAO.
Lien entre la PNA et la NAO
Quelques études portent sur le lien entre la PNA et la NAO. Song et al. (2009) ont montré
que la PNA et la NAO sont anti-corrélées dans des réanalyses : il y a plus de cas de phase
positive de la NAO lors de la phase négative de la PNA et plus de cas de phase négative de la
NAO lors de la phase positive de la PNA. D’après eux, la PNA et la NAO sont significativement
anti-corrélées entre les lags-10 et +10 jours. Le lien entre la PNA et la NAO se ferait via le
déferlement anormal d’ondes de Rossby dans la zone Atlantique nord provoqué par les anomalies
associées à la PNA. En effet, lors de la phase positive de la PNA, il y a moins de déferlements
anticycloniques dans les basses latitudes (20 ◦N-30 ◦N) et plus dans les hautes latitudes (30 ◦N-
55 ◦N), ce qui, d’après eux, favorise la phase négative de la NAO et empêche le développement
de la phase positive de la NAO (en accord avec les travaux de Strong et Magnusdottir 2008a).
Ces déferlements anticycloniques à une haute latitude induisent une tendance en fonction de
courant positive dans les hautes latitudes de l’Atlantique nord lors de la phase positive de la
PNA ce qui favorise le développement de la phase negative de la NAO et défavorise celui de la
phase positive de la NAO. La PNA semble avoir, par contre, peu d’influence sur les déferlements
cycloniques sur l’Atlantique nord.
Pinto et al. (2011) ont aussi observé cette anti-corrélation dans les réanalyses et dans leurs
simulations dans un modèle couplé de circulation génerale multi-centenaire. Leurs simulations
montrent la présence de périodes durant lesquelles cette anti-corrélation est forte (périodes
qu’ils appellent “phases actives”) et des périodes durant lesquelles cette anti-corrélation est
faible (“phases inactives”). Ces phases ne sont pas visibles dans les réanalyses, à part entre 1973
et 1994 où l’anti-corrélation est très forte. Cela signifierait qu’entre 1973 et 1994, l’hémisphère
nord aurait été dans une “phase active” et que maintenant il serait dans une “phase inactive”.
Lors de ces “phases actives”, la PNA modifierait la baroclinie à l’entrée du rail des dépressions
atlantique nord. En effet, lors de la phase négative de la PNA, de l’air froid venant de l’Amérique
du Nord et de l’air chaud venant du Golfe du Mexique seraient advectés au niveau de l’entrée du
rail des dépressions atlantique ce qui amplifierait sa baroclinie et donc le développement d’ondes
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synoptiques. Cette modification du rail des dépressions atlantique entrainerait la formation
d’une anomalie négative de pression de surface au nord du rail des dépressions et une anomalie
positive au sud, structure ressemblant à la phase positive de la NAO.
Le mécanisme de Honda et al. (2001), montrant comment l’anomalie basse fréquence de
géopotentiel sur les îles Aléoutiennes influence l’anomalie basse fréquence sur l’Islande, peut
aussi expliquer le lien entre la PNA et la NAO. En effet, le train d’ondes associé à la PNA
peut transporter de la densité d’activité ondulatoire vers l’Atlantique nord et déclencher un
deuxième train d’ondes sur l’Atlantique nord correspondant à la NAO.
Lien entre l’ENSO et la NAO
Le lien entre l’ENSO et la NAO a fait l’objet de nombreuses études ces vingt dernières
années. Pozo-Vázquez et al. (2001, 2005), pour les mois de décembre à janvier, ont montré
que la réponse de la pression de surface dans l’Atlantique nord au forçage de l’ENSO est
significative seulement durant les hivers La Niña. L’anomalie de pression de surface durant
ces hivers correspond à un dipôle avec un centre d’action négatif au nord d’un centre d’action
positif. Cette réponse plus significative dans l’Atlantique nord lors d’événements forts de La
Niña a aussi été observée par Fraedrich (1990). D’après eux, la zone Euro-Atlantique est plus
influencée par les hivers La Niña que les hivers El Niño. D’après Pozo-Vázquez et al. (2001), le
lien entre l’ENSO et la NAO pourrait se faire via la PNA et plus particulièrement via l’anomalie
positive de géopotentiel présente sur les îles Aléoutiennes lors d’événements La Niña. En effet,
cette anomalie, en perturbant l’écoulement moyen, pourrait déclencher la propagation d’une
onde de Rossby de grande échelle vers l’Atlantique nord ce qui entraînerait la formation de la
phase positive de la NAO (Pozo-Vázquez et al., 2001). Cette anomalie sur les îles Aléoutiennes
pourrait aussi expliquer l’assymétrie entre les événements El Niño et La Niña : elle est presente
dans 90% des évènements La Niña et dans seulement 70% des évènements El Niño. Dong
et al. (2000) ont étudié l’influence de l’ENSO sur la NAO via des simulations d’un modèle de
circulation atmosphérique forcé avec les températures de surface observées lors des hivers 97/98
et 98/99. Ils ont réussi à reproduire les anomalies observées pour ces deux hivers : un dipôle
ressemblant à celui de la phase négative de la NAO pour l’hiver 97/98 marqué par un fort El
Niño et un dipôle ressemblant à celui de la phase positive de la NAO pour l’hiver 98/99 marqué
par un événement La Niña. Leurs simulations montrent, ainsi, que l’ENSO influence la NAO.
Cela implique qu’une prévision à long terme de la circulation atmosphérique sur l’Atlantique
nord peut être obtenue pour des évènements ENSO même de faibles intensités. Cassou et
Terray (2001b) ont obtenu des résultats similaires dans leurs simulations où ils forcent le modèle
global de circulation atmosphérique Arpege avec les températures à la surface de la mer de la
période 1948-1997. Ils montrent que l’intensité de l’anticyclone des Açores et de la dépression
d’Islande est plus faible lors des événements El Niño et plus forte lors des événements La Niña.
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Enfin, ces études ne sont pas totalement en accord avec les travaux de Pozo-Vázquez et al.
(2001, 2005) étant donné que Dong et al. (2000) et Cassou et Terray (2001b) montrent une
influence de l’ENSO sur l’Atlantique nord pour La Niña et El Niño. Moron et Gouirand (2003)
ont étudié la variation intrasaisonnière de l’impact d’ENSO sur la circulation atmosphérique
dans l’Atlantique nord. Ils montrent que la réponse de l’Atlantique nord au forçage d’ENSO en
novembre-décembre est opposée à celle de janvier-février-mars. En effet, en novembre-décembre,
lors d’un évènement El Niño (La Niña), l’anomalie de pression dans l’Atlantique nord ressemble
à la phase positive (négative) de la NAO alors qu’en janvier-février-mars, elle ressemble à la
phase négative (positive) de la NAO. De plus, ils remarquent que la réponse au forçage de
l’ENSO est plus forte en février-mars. Leur étude est en accord avec les travaux de Dong et al.
(2000) et donne une explication possible à l’absence de significativité de la réponse au forçage
d’El Niño dans les travaux de Pozo-Vázquez et al. (2001, 2005). Brönnimann (2007) conclut sur
ces études qu’il existe une réponse “canonique” au forçage de l’ENSO dans l’Atlantique nord :
les événements El Niño tendent à exciter la phase négative de la NAO et les événements La
Niña la phase positive de la NAO.
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Figure 1.26 – Différence entre le vent zonal des hivers El Niño et le vent zonal des hivers La Niña à 200 hPa
(réanalyse NCEP). Les plages gris clair indique un seuil de confiance de 95 % et les plages gris foncé un seuil
de confiance de 99%. Figure tirée de Seager et al. (2010b).
Seager et al. (2010b), Li et Lau (2012a,b) se sont intéressés à l’influence de l’ENSO sur
la circulation atmosphérique dans la zone Pacifique nord-Atlantique nord et aux processus
dynamiques en jeu dans le lien entre l’ENSO et la NAO. Ainsi, Seager et al. (2010b) montrent
que l’ENSO modifie la position latitudinale du rail des dépressions sur le Pacifique nord-est.
En effet, ils remarquent que le courant-jet pacifique et le rail des dépressions pacifique sont
situés à une latitude plus basse lors des événements El Niño (figure 1.26). De plus, le courant-
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jet pacifique est plus zonal et s’étend plus à l’est lors des mêmes hivers : les paquets d’ondes
du rail des dépressions pacifique ont alors une trajectoire plus zonale. Au contraire, lors des
hivers La Niña, le courant-jet pacifique est situé à une latitude plus haute et la propagation des
paquets d’ondes se fait en “deux temps” : ils se propagent d’abord vers le nord-est en amont
du Pacifique central et ensuite vers le sud-est dans le Pacifique nord-est. Ce résultat a aussi
été observé par Li et Lau (2012a,b) qui ont étudié le lien entre l’ENSO et la NAO en terme de
développement en aval. Ils montrent qu’il y a un fort développement en aval des paquets d’ondes
du Pacifique nord vers l’Atlantique nord lors des événements El Niño. Ce fort développement en
aval est favorisé par le courant-jet pacifique plus zonal, plus étendu à l’est et situé plus au sud
pendant les événements El Niño. Il canalise les paquets d’ondes jusque dans les basses latitudes
de l’Atlantique nord favorisant la phase négative de la NAO. La phase positive de la NAO se
développe plus lors d’événements La Niña et est liée à des paquets d’ondes dans le Pacifique
venant de plus hautes latitudes. Li et Lau (2012a,b) notent que la direction d’élongation des
tourbillons composant les paquets d’ondes entrant dans l’Atlantique nord n’est pas la même
entre El Niño et La Niña. Les tourbillons sont étirés dans la direction sud-ouest/nord-est lors
des événements La Niña, ce qui favorise les déferlements anticycloniques sur l’Atlantique nord
et donc la phase positive de la NAO. Au contraire, lors des événements El Niño, les tourbillons
composant les paquets d’ondes entrant dans l’Atlantique nord ont une orientation nord/sud, ce
qui favorise plus de déferlements cycloniques que dans le cas précédent et tend donc à forcer la
phase négative de la NAO.
Ineson et Scaife (2009) et Li et Lau (2013) ont travaillé sur le “pont stratosphérique”, plus
précisément sur comment l’ENSO peut modifier la circulation dans la stratosphère et influencer
la NAO. Leurs études montrent que l’ENSO influence le vortex polaire dans la stratosphère via
l’amplification ou la diminution de l’intensité des nombres d’onde zonaux 1 et 2 dans la tro-
posphère. Le vortex polaire se retrouve plus souvent diminué lors des événements El Niño et
plus souvent amplifié lors des événements La Niña. Lors des événements El Niño, le vortex
polaire diminué est précédé par l’amplification du nombre d’onde 1 (Ineson et Scaife, 2009; Li
et Lau, 2013) et la diminution du nombre d’onde 2 (Li et Lau, 2013). Ces ondes planétaires
se propagent verticalement dans la stratosphère et diminuent le vent d’ouest, affaiblissant le
vortex polaire. D’après Ineson et Scaife (2009), cette configuration hivernale favorise, dans leur
modèle, la formation d’un réchauffement stratosphérique soudain. L’anomalie négative de vent
zonal dans la circulation stratosphérique se propage vers la basse stratosphère et ensuite dans
la troposphère à la fin de l’hiver. Cette descente d’anomalie en fin d’hiver pourrait expliquer la
variation intrasaisonnière observée par Moron et Gouirand (2003) (Brönnimann, 2007). D’après,
Ineson et Scaife (2009) les hivers El Niño avec un réchauffement stratosphérique soudain sont
plus nombreux et sont associés à une réponse de type phase négative de la NAO. Au contraire,
lors des hivers El Niño sans réchauffement stratosphérique soudain, la réponse de l’Atlantique
nord est plus faible et ne correspond pas à la NAO. Ainsi, d’après eux, l’ENSO pourrait dé-
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clencher la NAO uniquement lorsque qu’un réchauffement stratosphérique soudain a lieu dans
la stratosphère.
L’oscillation entre la dépression au niveau des îles Aléoutiennes et la dépression d’Islande
peut aussi expliquer le lien ENSO-NAO (Brönnimann, 2007). Ceci pourrait aussi expliquer
pourquoi la réponse de la NAO au forçage de l’ENSO est plus forte en fin d’hiver. En effet, les
deux depressions sont significativement anti-corrélées seulement en fin d’hiver (Honda et al.,
2001). C’est en accord avec l’hypothèse de Pozo-Vázquez et al. (2001) selon laquelle l’anomalie
basse fréquence induite par l’ENSO sur le Pacifique nord-est serait reliée à la NAO via la PNA.
L’ENSO peut aussi influencer la NAO via l’humidité dans les tropiques. Rivière et Orlanski
(2007) montrent que l’ENSO modifie l’humidité dans les Caraïbes : l’humidité serait plus élévée
lors des événements El Niño et plus faible lors des événements La Niña. Une augmentation de
l’humidité déstabilise les basses couches de l’atmosphère et entraîne la formation de cyclones
plus intenses, ce qui favorise les déferlements cycloniques sur l’Atlantique nord et donc la phase
négative de la NAO.
1.4 Problématique de la thèse
Des études précédentes ont montré que la NAO pouvait être influencée par plusieurs élé-
ments (la strastosphère, les océans, l’écoulement atmosphérique dans la troposphère extérieur
au domaine atlantique...) sur différentes échelles de temps. Dans cette thèse, nous nous sommes
intéressés aux ingrédients dans le Pacifique nord induisant des variations de la NAO et plus
particulièrement des variations intrasaisonnières. L’écoulement atmosphérique dans le Pacifique
semble jouer un rôle important dans ces variations (Rivière et Orlanski, 2007). Cependant, les
ingrédients clefs dans le Pacifique qui influencent ces variations ne sont pas encore bien connus.
En effet, Rivière et Orlanski (2007) observent une influence de l’écoulement atmosphérique dans
le domaine Pacifique/Amérique du Nord sur la NAO, mais sans déterminer quels éléments sont
responsables de cette influence. Franzke et al. (2004) montrent une influence de la latitude du
rail des dépressions pacifique sur la NAO : un rail des dépressions situé à une haute latitude
favoriserait la phase négative de la NAO alors qu’un rail des dépressions situé à une latitude
basse favoriserait la phase positive de la NAO. Mais Li et Lau (2012a,b), qui voient aussi une
influence de la latitude du rail des dépressions sur la NAO, observent l’inverse : un rail des dé-
pression pacifique à une basse latitude forcerait plus la phase négative de la NAO et un rail des
dépressions à une haute latitude la phase positive de la NAO. À cela, s’ajoutent des différences
dans l’intensité et dans l’orientation des tourbillons du rail des dépressions pacifique entre les
deux phases de la NAO (Li et Lau, 2012a,b). Feldstein (2003) met, lui, en avant la présence
d’anomalies basse fréquence dans le Pacifique nord-est avant la phase positive de la NAO. Ainsi,
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dans cette thèse, nous nous sommes posés les questions suivantes : qu’est-ce qui dans l’écoule-
ment pacifique peut expliquer le déclenchement de la phase positive ou de la phase négative
de la NAO? Comment cet ingrédient est dynamiquement relié à la NAO? Peut-il expliquer les
liens entre les modes de variabilité basse fréquence dans le Pacifique nord et la NAO? Et peut-il
expliquer l’existence du NAM/AO? Nous répondons à ces questions dans les chapitres 3 et 4.
Le chapitre 3 présente un nouveau mécanisme dynamique qui explique comment l’écoulement
basse frequence dans le Pacifique nord influence la NAO via une modification de la propagation
en aval des ondes synoptiques. Le chapitre 4 explique plus particulièrement le lien entre les
modes de variabilité basse fréquence dans le Pacifique nord et la NAO grâce au mécanisme
présenté dans le chapitre 3. Le chapitre 4 aborde aussi la question du NAM/AO en apportant
une interprétation physique à ce phénomène à l’aide d’un mécanisme étudié dans le chapitre 3.
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Données, outils numériques, diagnostiques
et statistiques
2.1 Réanalyse utilisée
Pour cette thèse nous avons utilisé la réanalyse ERA40 du Centre Européen de Prévision
Météorologique à Moyen Terme qui fournit des données journalières (quatre par jours : 0000,
0600, 1200 et 1800 UTC) et mensuelles entre septembre 1957 et août 2002 en surface et sur 60
niveaux pressions (de 1000 hPa à 0.1 hPa). Le modèle produisant cette réanalyse a une résolution
spectrale horizontale T159 (environ 1.125 ◦x1.125 ◦). La réanalyse ERA40 est basée sur diverses
données, comme les données satellitaires, des radiosondages, des avions, des altimètres... Nous
avons choisi cette réanalyse, plutôt qu’ERA-Interim (autre réanalyse du Centre Européen), car
elle couvre une période plus longue ce qui nous permet d’avoir plus de données pour réaliser des
statistiques et car les ondes d’échelle synoptique et les phénomènes basse fréquence d’échelle
planétaire étudiés sont bien résolus par la réanalyse ERA40. ERA-Interim est plutôt utilisée
pour étudier des phénomènes d’échelle plus fine.
Nous avons plus particulièrement utilisé les valeurs journalières et mensuelles sur la grille
2.5 ◦x2.5 ◦ entre décembre et janvier ou entre novembre et mars de 1957 à 2002. Une moyenne
journalière à été systématiquement effectuée, lors de l’utilisation de données journalières, à
partir des quatre réseaux proposés (0000, 0600, 1200 et 1800 UTC). Plusieurs variables, comme
le vent zonal, le vent méridien ou le géopotentiel, à 200 hPa ou 300 hPa ont été sélectionnées.
Enfin, les moyennes journalières sont décomposées en signaux basse et haute fréquence avec une
période de coupure de 10 jours afin de séparer le signal synoptique de celui des téléconnexions.
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2.2 Le modèle quasi-géostrophique à trois couches
Pour cette thèse, un modèle idéalisé, développé par Marshall et Molteni (1993), a été choisi
afin d’étudier les processus dynamiques reliant le Pacifique et l’Atlantique nord.
Ce modèle a été choisi pour cette thèse pour plusieurs raisons. Premièrement, il s’est montré
capable de reproduire différents modes de variabilité basse fréquence, comme des téléconnexions
(la PNA et la NAO ; Lin et Derome 1996; Corti et al. 1997), des phénomènes de blocage (Corti
et al., 1997) et les régimes de temps dans la zone Euro-Atlantique (D’Andrea et Vautard, 2000).
Les structures de la NAO et de la PNA du modèle sont très proches de celles observées dans
les réanalyses, mais quelques différences sont visibles : la structure de la NAO est décalée vers
l’ouest et la structure de la PNA est légèrement plus large que dans la réanalyse (Corti et al.,
1997). Laîné et al. (2011) créent une version humide du modèle de Marshall et Molteni (1993)
afin de reproduire les processus humides au sein des rails des dépressions atlantique et pacifique
nord. Enfin, Rivière (2009) met en évidence des phénomènes de déferlements anticycloniques et
cycloniques d’ondes de Rossby synoptiques dans ce modèle idéalisé. Deuxièmement, ce modèle
parce qu’il est quasi-géostrophique, est assez simple : une seule variable, la vorticité potentielle,
permet de calculer toutes les autres. Troisièmement, le temps de calcul est faible : une simulation
d’un an en résolution T42 avec un pas de temps de 30 min dure 2 min 45 secondes sur un
ordinateur de bureau. Ainsi, ce modèle quasi-géostrophique est simple d’utilisation, peu coûteux
en temps et reproduit bien la circulation globale dans les moyennes latitudes.
Le modèle intégrant l’équation d’évolution de la vorticité potentielle, nous allons, dans un
premier temps, brièvement décrire la vorticité potentielle. Puis, nous décrirons le modèle et les
simulations effectuées lors de cette thèse.
2.2.1 La vorticité potentielle
La vorticité potentielle est une quantité conservée lors des mouvements adiabatiques. Dans
le cas d’un écoulement adiabatique où la friction est négligée, la vorticité potentielle d’Ertel est
définie comme :
P = (ζθ + f)
(
−g∂θ
∂p
)
, (2.1)
avec ζθ la composante verticale de la vorticité relative sur une isentrope, θ la température
potentielle, p la pression et g l’accélération gravitationnelle. Le signe moins rend la vorticité
potentielle positive dans l’hémisphère nord. Elle correspond à un rapport entre la vorticité
absolue, ζa (ζa = ζθ+f) et la “profondeur effective”. Dans l’équation 2.1, la “profondeur effective”
correspond à la distance entre les surfaces de température potentielle en coordonnées pression
−∂θ
∂p
(Holton, 1992).
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La vorticité potentielle est un outil intéressant. En effet, sa conservation permet d’expliquer
la trajectoire d’une onde au dessus d’une montagne par exemple. De plus, la vorticité poten-
tielle a des valeurs faibles dans la troposphère (où la stabilité statique est faible) et un champ
quasiment uniforme. Dans la stratosphère, le champ de vorticité potentielle présente de fortes
valeurs liées à une forte stabilité statique. La vorticité potentielle est donc un bon indicateur
de la tropopause et des entrées de masses d’air stratosphérique dans la troposphère.
Dans la suite, le modèle étant quasi-géostrophique et la vorticité potentielle d’Ertel n’étant
pas conservée dans les équations quasi-géostrophiques, on utilise la vorticité potentielle quasi-
géostrophique. En coordonnées pseudo-pression, elle est définie comme :
q = f + ζ +
∂
∂p
(
f 2
s2
∂ψ
∂p
)
, (2.2)
avec s2 la stabilité statique et ψ la fonction de courant. Toutes les circulations de grande échelle
sont décrites par la valeur de la vorticité potentielle quasi-géostrophique dans la troposphère.
C’est un atout de la vorticité potentielle quasi-géostrophique.
2.2.2 Description du modèle
Le modèle de Marshall et Molteni (1993) est un modèle spectral à trois couches qui intègre
l’équation de la vorticité potentielle quasi-géostrophique sur la sphère à chaque niveau, i :
∂qi
∂t
= −J(ψi, qi)−Di(ψ1, ψ2, ψ3) + Si, (2.3)
L’indice, i, vaut 1, 2 ou 3 et correspond aux niveaux 200 hPa, 500 hPa et 800 hPa respectivement.
q représente la vorticité potentielle, ψ la fonction de courant, Di un terme de dissipation linéaire
et Si le forçage. J correspond au Jacobien d’un champ bi-dimensionnel et représente donc
l’advection de la vorticité potentielle q. Le terme de dissipation Di regroupe les effets d’une
relaxation Newtonnienne de la température, une diffusion de type Ekman et une diffusion
horizontale de la vorticité et de la température. L’échelle de relaxation de la température est
de 25 jours. La diffusion d’Ekman inclut la topographie et dépend de la nature de la surface
en dessous (océan, terre, montagne). La vorticité potentielle est définie à chaque niveau comme
suit :
q1 = f +∇2ψ1 −R−21 (ψ1 − ψ2), (2.4)
q2 = f +∇2ψ2 +R−21 (ψ1 − ψ2)−R−22 (ψ2 − ψ3), (2.5)
q3 = f(1− hor/H0) +∇2ψ3 +R−22 (ψ2 − ψ3), (2.6)
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Avec, f le paramètre de Coriolis (f = 2Ωsinφ), R1 = 700km et R2 = 450km les rayons de
déformation de Rossby pour les couches 200-500 hPa et 500-800 hPa respectivement (valeur
de Marshall et Molteni 1993), hor est la hauteur de l’orographie réelle et H0 est une échelle
de hauteur correspondant à la hauteur de la troposphère (fixée à 9 km ; valeur de Marshall
et Molteni 1993). Le paramètre de Coriolis varie avec la latitude dans les expressions de qi à
l’exception du terme d’étirement (R−21 (ψ1−ψ2) par exemple) où il a une valeur fixe f0, ceci afin
d’obtenir une cohérence énergétique sur la sphère (Mak, 1991). Laîné et al. (2011) et Rivière
(2009) observent un déficit de déferlement cyclonique d’ondes de Rossby synoptiques dans le
modèle par rapport aux réanalyses. D’après Rivière (2009), ceci s’explique par le fait que le
paramètre de Coriolis varie dans le terme de vorticité absolue et non dans le terme d’étirement
des équations 2.4. En effet, le terme d’étirement, lorsque le paramètre de Coriolis varie avec la
latitude, favorise les déferlements cycloniques (Rivière, 2009). Au contraire, le terme de vorticité
absolue (pour lequel le paramètre de Coriolis varie) favorise les déferlements anticycloniques,
c’est pourquoi aucun déficit de déferlement anticyclonique n’est observé.
Le forçage, Si, ne dépend pas du temps, mais varie dans l’espace. Il a pour but d’apporter une
source de vorticité potentielle représentant des processus non décrits dans le modèle. D’après
Roads (1987), le forçage doit être tel que la moyenne temporelle de la tendance de la vorticité
potentielle est nulle. Ce qui revient à définir le terme de forçage comme suit :
Si = J(ψi, qi) +Di(ψ1, ψ2, ψ3), (2.7)
Ce forçage peut être ré-écrit de la manière suivante :
Si = J(ψi, qi) + J(ψ′i, q
′
i) +D(ψi), (2.8)
ce qui fait ressortir la contribution, à la tendance de vorticité potentielle, des termes transi-
toires sur toutes les échelles de temps : J ′ = J(ψ′i, q′i). Si les flux transitoires du modèle sont
similaires à J ′ (autrement dit sont similaires à ceux de la réanalyse), le modèle pourra repro-
duire la climatologie des données. Cela implique que les flux transitoires sont indispensables
pour la formation des phénomènes climatologiques. Simmons et al. (1983) propose une seconde
version du forçage dans laquelle le terme J ′ est négligé, ce qui revient à dire que la clima-
tologie des données utilisées pour le forçage (ou l’état de base choisi) est une solution exacte
de l’équation 2.3 (mais elle ne correspond pas à la climatologie des simulations). Dans le cas
de simulations quasi-géostrophiques sur la sphère dont le but est de reproduire la variabilité
atmosphérique de l’hémisphère nord, le terme J ′ ne peut être omis (Marshall et Molteni, 1993).
Cependant, le modèle quasi-géostrophique ne pouvant reproduire toutes les formes de variabil-
ité atmosphérique (en particulier dans les tropiques), il ne faut donc inclure dans Si que les
contributions des modes de variabilité pouvant être simulés par le modèle.
44
2.2 - Le modèle quasi-géostrophique à trois couches
Nous avons effectué des simulations en atmosphère sèche de longue et courte durée avec
deux forçages différents décrits dans la sous-section suivante. Pour ces deux simulations, la
représentation horizontale spectrale en harmoniques sphériques est tronquée au nombre d’onde
42 avec une troncation triangulaire (environ 2.7 ◦x2.7 ◦).
2.2.3 Les simulations effectuées dans le cadre de cette thèse
Nous avons réalisé deux types de simulations, une simulation longue et des simulations
courtes. Les objectifs de la simulation longue sont 1) de vérifier que le modèle parvient à
reproduire certaines caractéristiques de la NAO observées dans la réanalyse ERA40, 2) si c’est
le cas, de montrer que ces caractéristiques peuvent s’expliquer par des processus dynamiques
reproduits dans ce modèle idéalisé. Le but des simulations courtes est de voir comment la
propagation d’une onde synoptique du Pacifique nord vers l’Atlantique nord est affectée par la
présence d’anomalies basse fréquence de grande échelle dans le Pacifique nord.
Les simulations longues et courtes sont forcées avec la fonction de courant des mois de
décembre à février entre 1957 et 2002 de la réanalyse ERA40. La simulation longue dure 4425
jours, les 365 premiers jours n’étant pas utilisés, les jours gardés couvrent environ 45 hivers,
comme dans la réanalyse ERA40. Elle correspond donc à un long hiver perpétuel. La méthode
de Roads (1987) est utilisée pour définir le forçage des simulations longues :
Si = J(ψERA40i , q
ERA40
i ) +Di(ψ
ERA40
1 , ψ
ERA40
2 , ψ
ERA40
3 ), (2.9)
Pour les simulations courtes, on a besoin de maintenir artificiellement stationnaire un état de
base, la méthode de Simmons et al. (1983) est donc utilisée :
Si = J(ψi, qi) +Di(ψ1, ψ2, ψ3), (2.10)
La figure 2.1 montre une comparaison entre la climatologie de la simulation longue et de
la réanalyse ERA40. On peut remarquer que les courants-jets pacifique et atlantique nord sont
décalés vers le nord dans le modèle par rapport à la réanalyse. De plus, l’intensité du courant-
jet pacifique est plus forte dans le modèle que dans la réanalyse. Enfin, le vent zonal est plus
zonalement homogène dans le modèle que dans la réanalyse (pas de diminution observée au
dessus des Rocheuses dans le modèle). Les rails des dépressions pacifique et atlantique nord sont
moins étendus dans la direction nord/sud dans le modèle que dans la réanalyse. Similairement
au courant-jet pacifique, le rail des dépressions pacifique, localisé au même endroit dans le
modèle et la réanalyse, est plus intense dans le modèle que dans la réanalyse. Au contraire, le
rail des dépressions atlantique est légèrement plus faible dans le modèle que dans la réanalyse et
son emplacement est moins bien reproduit dans le modèle. Les climatologies des fréquences de
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déferlement anticyclonique et cyclonique montrent deux pics, un sur le Pacifique nord et un sur
l’Atlantique nord. La séparation entre les fréquences de déferlement anticyclonique pacifique
et atlantique est aussi moins bien marquée dans le modèle que dans la réanalyse. Le pic de
fréquence de déferlement anticyclonique est situé plus au nord dans l’Atlantique dans le modèle
que dans la réanalyse. Les pics de fréquence de déferlement cyclonique sont situés aux mêmes
endroits dans le modèle et les réanalyses. La principale différence, entre le modèle et la réanalyse,
observée dans ce champ est le déficit de déferlement cyclonique mentionné précédemment. En
conclusion, même si l’on observe des différences dans les champs de vent zonal et d’énergie
cinétique haute fréquence, les fréquences de déferlement anticyclonique et cyclonique d’ondes
de Rossby sont globalement bien reproduites.
a b
c d
Figure 2.1 – Climatologies a)-d) du vent zonal à 200 hPa (plages colorées rouges ; en m.s−1), a),b) de l’énergie
cinétique haute fréquence à 200 hPa (contours ; intervalle de 20 m2.s−2) et c),d) des fréquences de déferlement
anticyclonique (contours noirs ; intervalle de 0.05 jour−1) et cyclonique moyennées entre 200 et 500 hPa (contours
gris ; intervalle de 0.05 jour−1) pour a),c) la réanalyse ERA40 (moyenne journalière pour les mois de décembre
à février entre 1957 et 2002) et b),d) la simulation longue du modèle. Le premier contour affiché sur la vignette
c) est 0.1 jour−1 et 0.05 jour−1 sur la vignette d).
2.3 Outils diagnostiques
2.3.1 Les ondes de Rossby
Les ondes de Rossby sont un élément clef de la dynamique troposphérique. Elles sont
générées, dans l’atmosphère, par les variations du paramètre de Coriolis avec la latitude (effet
β). En effet, dans le cas d’un fluide barotrope, incompressible, parfait, de profondeur constante,
la conservation de la vorticité absolue lors du mouvement entraîne la propagation d’une onde
de Rossby lorsque le paramètre de Coriolis varie avec la latitude. Dans un fluide barocline,
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la variable conservée est la vorticité potentielle. Si l’on prend le cas du fluide barotrope, la
vorticité absolue est la variable conservée lors du mouvement de la particule, on a donc :
D(ζ + f)
Dt
= 0, (2.11)
Avec la vorticité absolue, ζa, égale à ζa = ζ + f . ζ correspond à la composante verticale de
vorticité relative et f au paramètre de Coriolis (ou vorticité planétaire). En regardant l’équation
2.11, on peut facilement comprendre comment la phase de cette onde se propage. En effet, cette
équation nous dit que la vorticité absolue est conservée lors du mouvement de la particule, même
si celle-ci se déplace vers le sud (f plus faible) ou vers le nord (f plus fort). Cela implique que la
vorticité relative, ζ, doit augmenter ou diminuer. Au repos, la vorticité absolue associée à une
particule est égale à la vorticité planétaire (f), cela implique que ζ est nul. Si cette particule
se déplace vers le nord (figure 2.2), f va augmenter et donc ζ va diminuer et devenir négatif,
cela va entrainer une rotation anticyclonique (formation de l’anticyclone Aa) qui va décaler
vers le nord la particule située sur son côté ouest (P1) et vers le sud la particule située sur son
côté est (P2). La particule P1, pour compenser ce déplacement vers le nord, se met à tourner
anticycloniquement (propagation de l’anticyclone Aa), ce qui déplace vers le nord la particule
située sur son bord ouest (P3) et vers le sud la particule située sur son bord est (P0 retourne a sa
position initiale). La particule P2 pour compenser son déplacement vers le sud se met à tourner
cycloniquement (formation de la dépression Da). Ceci déplace vers le sud la particule P0 située
sur son bord ouest (déplacement vers l’ouest de la dépression Da) et vers le nord la particule
P4, qui pour compenser ce déplacement vers le nord, se met à tourner anticycloniquement
(formation de l’anticyclone Ab). Et ainsi de suite, chaque anticyclone et dépression crées se
déplaçant vers l’ouest.
On peut retrouver cette propriété de la phase des ondes de Rossby en développant l’équation
2.11. Dans le cas d’un écoulement de base homogène défini comme : u = U(y)i, l’équation 2.11
de conservation de la vorticité absolue après linéarisation autour de l’écoulement moyen devient :
∂∇2ψ′
∂t
+ U
∂∇2ψ′
∂x
+ v′
(
β − ∂
2U
∂y2
)
= 0, (2.12)
avec ψ la fonction de courant et β le gradient méridien du paramètre de Coriolis. On cherche
une solution sous la forme d’une onde plane :
ψ′ = Re(ψ0 exp (i(kx+ ly − ωpt))), (2.13)
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Figure 2.2 – Schéma qualitatif montrant la propagation d’une onde de Rossby planétaire sur un plan-β. Au
temps t=0, la particule P0 est déplacée vers le nord. L’anticyclone Aa associé au déplacement vers le nord de la
particule P0 se propage ensuite vers l’ouest. De même pour la dépression Da. Figure tirée de Malardel (2005).
avec k le nombre d’onde zonal dimensioné, l le nombre d’onde méridien dimensioné et ωp la
fréquence angulaire. On obtient donc la relation de dispersion suivante :
ωp = Uk −
(
β − Uyy
K2
)
k, (2.14)
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Où K représente le nombre d’onde total. La vitesse de phase des ondes de Rossby dans la
direction zonale est donc :
c =
ωp
k
= U − β − Uyy
K2
, (2.15)
Ainsi, la phase des ondes de Rossby se propage vers l’ouest contre l’écoulement moyen. Dans
l’atmosphère, l’écoulement moyen des moyennes latitudes est souvent fort, la phase des ondes
de Rossby se propage donc vers l’est pour un observateur au sol. Pour un observateur au sol,
les ondes de grande échelle (grand K2) se propagent plus vite que les ondes de Rossby de petite
échelle (petit K2). La vitesse de groupe des ondes de Rossby, Cg, réprésentant la vitesse de
l’énergie de l’onde est définie comme :
Cxg =
∂ωp
∂k
= U + (k2 − l2)
(
β − Uyy
K4
)
= c+ 2k2
(
β − Uyy
K4
)
, (2.16)
Cyg =
∂ωp
∂l
= 2lk
(
β − Uyy
K4
)
, (2.17)
On peut facilement voir l’énergie se propager au sein de l’onde car sa vitesse de groupe est plus
rapide que sa vitesse de phase.
Figure 2.3 – Schéma qualitatif montrant la propagation d’une onde de Rossby synoptique. Le terme “stirring”
correspond à l’excitation de l’onde de Rossby par une perturbation (voir suite) et à son amplification via
l’intéraction barocline (voir chapitre 1). Figure tirée de Vallis (2006).
Ces ondes de Rossby synoptiques sont excitées au niveau du courant-jet (figure 2.3). Elles
se propagent ensuite de chaque côté du courant-jet vers le nord (composante méridienne de
la vitesse de groupe Cyg positive) sur le bord nord du courant-jet et vers le sud sur le bord
sud du courant-jet (composante méridienne de la vitesse de groupe Cyg négative). Les flux de
quantité de mouvement u′v′ sont de signe opposé à la vitesse de groupe. Ainsi, lorsqu’une
onde se propage vers le sud, ses flux de quantité de mouvement sont positifs, l’onde va donc,
en fin de vie, déferler de manière anticyclonique (conversion CK d’énergie du cycle de Lorenz
1955). Les flux méridiens de quantité de mouvement étant positifs (orientés vers le nord), elle
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va déposer sa quantité de mouvement au niveau du jet ce qui va l’accélérer (convergence des
flux de quantité de mouvement positive au niveau du jet, voir équation 1.5, chapitre 1 ; figure
2.3). Lorsque l’onde se propage vers le nord, sa vitesse de groupe est positive et ses flux de
quantité de mouvement négatifs. Lorsque l’onde va déferler, elle le fera de manière cyclonique
et déposera sa quantité de mouvement au sud du déferlement au niveau du jet (figure 1.17 du
chapitre 1 ; figure 2.3), ce qui l’accélèrera. Le vent sera par contre décéléré au nord et au sud
du jet là où la convergence des flux de quantité de mouvement est négative (figure 2.3). Suivant
la zone de déferlement, elles accéléront le jet, ou le décaleront au nord ou au sud.
Figure 2.4 – Moyenne temporelle de l’écart à la moyenne zonale de la fonction de courant (intervalle : 5.106
m2.s−1 dans l’hémisphère nord sur six hivers pour les mois de décembre à février à 250 hPa (données du Centre
Européen de Prévision Météorologique à Moyen Terme). Figure tirée de James (1994).
Il existe différents types d’ondes de Rossby. Tout d’abord, les ondes de Rossby dites “plané-
taires” sont des ondes stationnaires (leur vitesse de phase est nulle, contrairement à leur vitesse
de groupe) d’échelle planétaire. Ainsi, dans l’hémisphère nord en hiver, dans les moyennes lat-
itudes, on observe une onde de Rossby planétaire de nombre d’onde m=2 à 250 hPa (figure
2.4) avec un thalweg sur le Japon et un deuxième thalweg sur le Canada. Les deux dorsales
sont, elles, situées sur la partie est du Pacifique et de l’Atlantique. Ces ondes planétaires sont
forcées par la topographie à la surface de la Terre, comme les Rocheuses ou l’Himalaya. L’autre
type d’onde de Rossby correspond aux ondes de Rossby transitoires. Ces dernières peuvent
être de basse fréquence ou de haute fréquence. La phase des ondes de Rossby transitoires de
basse fréquence (quasi stationnaire) se déplace très lentement. Un exemple d’onde transitoire
basse fréquence est la PNA (contour sur la figure 2.5). Cette onde a un cycle de vie qui dure
huit jours environ. Pendant ces huit jours, on remarque que sa phase s’est très peu déplacée
(figure 2.5), mais que sa vitesse de groupe s’est propagée. Ces ondes peuvent être déclenchées
par de la convection dans les tropiques (Hoskins et Karoly, 1981; Franzke et al., 2011). Les
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a
b
c
d
Figure 2.5 – Régression de la fonction de courant basse fréquence (contours noirs ; intervalle : 2.106 m2.s−1),
du flux de densité d’activité d’onde zonal multiplié par 10 (flèche ; voir échelle en bas de la figure) à 200 hPa et
du rayonnement de grande longueur d’onde émise par la Terre (plage colorée ; le premier contour et l’intervalle
sont égaux à 1 W.m−2) sur l’indice de blocage pour la période 1974-2001. a) Huit jours avant le maximum de
la régression, b) quatre jours avant le maximum de la régression, c) au maximum de la régression et d) quatre
jours après le maximum de la régression. Figure tirée de Michel et Rivière (2011).
ondes de Rossby haute fréquence correspondent aux ondes de Rossby synoptiques dont nous
avons parlé précédemment. Celles-ci se forment en altitude, au niveau des rails des dépressions
et se renforcent par interaction barocline avec la perturbation de basse altitude (voir chapitre
1). Sur la figure 2.6, on voit bien l’énergie se propager d’un tourbillon à un autre situé en aval,
avec la vitesse de groupe Cg. On remarque aussi que l’amplitude de l’onde décroît en amont et
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augmente en aval, cela montre bien que l’énergie de l’onde se propage vers l’aval. La phase de
l’onde se propage aussi, les tourbillons se déplaçant à l’est avec le temps, mais moins vite que
l’énergie (comme vu précédemment). Dans la suite, grâce à différents outils diagnostiques, nous
Figure 2.6 – Régression de l’anomalie de vent méridien à 300 hPa sur la série temporelle d’un point de référence
situé à 40 ◦N-180 ◦W pour les lags -1, 0 et +1. L’intervalle du contour est 2 m.s−1. Figure tirée de Chang (1993).
allons étudier ces ondes de Rossby synoptiques : dans quel réservoir elles puisent leur énergie
pour se développer, comment elles se propagent et comment elles disparaissent.
2.3.2 Propagation des ondes de Rossby synoptiques
Propogation vers l’aval
Le développement en aval correspond au transfert d’énergie d’un tourbillon à un autre situé
plus en aval dans une onde de Rossby. Il correspond à la vitesse de groupe de l’onde. Ce transfert
d’énergie se fait grâce aux flux agéostrophiques de géopotentiel (Orlanski et Katzfey, 1991;
Orlanski et Chang, 1993). Orlanski et Katzfey (1991) et Orlanski et Chang (1993) montrent que
les flux agéostrophiques de géopotentiel venant d’un tourbillon de grande amplitude participent
fortement au développement d’un autre tourbillon en aval. Chang (2001) montre que les flux
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d’énergie haute fréquence, c’est-à-dire les flux agéostrophiques de géopotentiel plus les flux
advectifs d’énergie totale (énergie cinétique plus énergie potentielle) haute fréquence sont un
bon outil pour quantifier la propagation d’énergie totale en aval. Afin, de déterminer l’intensité
de la propagation d’énergie totale haute fréquence en aval nous avons calculé ces flux d’énergie
totale haute fréquence issus des équations d’évolution de l’énergie cinétique haute fréquence,
KH , et l’énergie potentielle haute fréquence, PH , décrites comme suit (d’après Rivière et al.
(2014) et en négligeant le chauffage diabatique) :
∂KH
∂t
= −∇.(vKH + vHa φH) + ωH
∂φH
∂p
− vH .(vH3 .∇3vB)
+vH .((v3.∇3v)B − vB3 .∇3vB)−
∂
∂p
(ωKH)− ∂
∂p
(ωHφH).
(2.18)
et
∂PH
∂t
= −∇ · (vPH)− ωH ∂Φ
H
∂p
− h
2
s2
θH(vH · ∇θB)
+
h2
s2
θH [(v3 · ∇3θ)B − vB3 · ∇3θB]−
h2
s2
∂
∂p
(ωθH
2
),
(2.19)
KH =
(
1
2
(u2 + v2)
)H correspond à l’énergie cinétique haute fréquence par unité de masse
(équivalent du terme KE du cycle de Lorenz) et PH = (h2/s2)θH2/2 à l’énergie potentielle
haute fréquence (terme AE du cycle de Lorenz). v représente le vent horizontal, ω la composante
verticale du vent en coordonnées pression, φ le géopotentiel et θ la température potentielle. Les
paramètres s2 = −h∂θ0/∂p et h = (R/p)(p/ps)R/Cp dépendent seulement de la pression. θ0
correspond à la température potentielle ne dépendant que de la pression, R à la constante des
gaz parfaits, ps à une pression de référence et Cp à la capacité calorifique de l’air sec à pression
constante. Les exposants H et B représentent respectivement la partie haute et basse fréquence
du signal. L’indice “3” indique que l’on considère le vecteur tri-dimensionnel et l’indice “a” la
partie agéostrophique. Lorsque le signal basse fréquence de l’équation 2.18 correspond à une
moyenne temporelle, on retrouve l’équation de Orlanski et Katzfey (1991) et Chang (2001).
Le terme de gauche de l’éq. 2.18 correspond à la tendance locale de l’énergie cinétique haute
fréquence. Le premier terme de droite correspond à la convergence des flux d’énergie haute
fréquence (flux advectifs d’énergie cinétique haute fréquence vKH et flux agéostrophiques de
géopotentiel vHa φH). Ce terme n’apparait pas dans le cycle de Lorenz (1955) car la convergence
des flux est nulle en moyenne globale. Les flux agéostrophiques de géopotentiel, vHa φH , ont été
calculés d’après l’équation d’Orlanski et Sheldon (1995) :
vHa Φ
H = vHΦH − k ∧∇ Φ
H
2f(y)
. (2.20)
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Le second terme de l’équation 2.18 représente la conversion d’énergie potentielle disponible
haute fréquence en énergie cinétique haute fréquence (conversion CE du cycle de Lorenz), le
troisième la conversion barotrope d’énergie cinétique haute fréquence en énergie cinétique basse
fréquence (conversion CK). Le quatrième terme correspond à un transfert d’énergie dans lequel
la contribution basse fréquence est nulle. Le cinquième terme représente la convergence de flux
d’énergie cinétique haute fréquence verticaux et le sixième terme la convergence de flux advectifs
verticaux.
Le terme de gauche de l’équation 2.19 correspond à la tendance locale de l’énergie potentielle
disponible haute fréquence. Le premier terme de droite de l’équation 2.19 correspond à la
convergence des flux advectifs horizontaux d’énergie potentielle disponible haute fréquence,
le deuxième terme représente la conversion barocline d’énergie cinétique haute fréquence en
énergie potentielle disponible haute fréquence (conversion CE dans le sens opposé de l’équation
2.18). Le troisième terme correspond à la conversion barocline d’énergie potentielle disponible
basse fréquence en énergie potentielle disponible haute fréquence (conversion CA), le quatrième
terme représente un transfert d’énergie potentielle dont la moyenne temporelle est nulle et le
cinquième terme, la convergence des flux advectifs verticaux d’énergie potentielle disponible.
Dans la suite, nous allons détailler comment le transfert d’énergie cinétique d’un tourbillon à
un autre situé en aval se fait. La figure 2.7 représente un schéma synthétisant le développement
en aval d’une onde de Rossby synoptique (Orlanski et Sheldon, 1995). L’étape 1 montre la
croissance d’un nouveau centre d’énergie, W , situé à l’ouest d’un thalweg naissant. Ce nouveau
centre d’énergie, W , est situé en aval d’un autre centre d’énergie mature, lui même situé au
niveau d’un thalweg pré-existant. Le centre d’énergie mature agit comme une source d’énergie
pour W , via les flux agéostrophiques de géopotentiel haute fréquence (flèches blanches). Ces
derniers divergent au niveau du centre d’énergie mature (perte d’énergie) et convergent sur le
bord est de la dorsale au niveau de W . Les flux advectifs d’énergie cinétique haute fréquence
(flèche noire épaisse) transportent l’énergie cinétique du bord ouest du centre d’énergie vers
son bord est. L’étape 2 montre un centre d’énergie, W , mature qui perd de l’énergie sur son
bord est par divergence des flux agéostrophiques de géopotentiel. Ces flux agéostrophiques de
géopotentiel convergent au niveau d’un autre centre d’énergie, E qui se développe sur le bord
est du thalweg. On peut voir que le maximum d’énergie entre l’étape 1 et l’étape 2 s’est déplacé
vers l’est (cela représente la vitesse de groupe de l’onde). La vitesse de phase, c, de l’onde de
Rossby synoptique, est caractérisée par le déplacement des centres d’énergie, W et E. Dans
ce schéma, la vitesse de groupe est clairement plus élevée que la vitesse de phase. L’étape 3
montre la décroissance de W qui continue à perdre de l’énergie via les flux agéostrophiques
de géopotentiel et le centre d’énergie E qui a atteint son amplitude maximum et qui transmet
de l’énergie cinétique à un centre d’énergie éventuel en amont. Lors de ce cycle, la conversion
barocline d’énergie (voir figure 2.8) continue à alimenter les centres d’énergie. Ainsi, si W vient
à décroître, de l’énergie cinétique sera toujours générée au niveau de E par conversion barocline.
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Figure 2.7 – Schéma montrant l’évolution d’une onde de Rossby synoptique d’altitude en trois étapes. Étape
1 (stage 1) : Décroissance en amont d’un thalweg synoptique et développement en aval d’un nouveau centre
d’énergie W situé à l’ouest d’un nouveau thalweg via les flux agéostrophiques de géopotentiels. Étape 2 (stage 2) :
Les flux d’énergie rayonnent du centre d’énergie W (qui a atteint son pic d’énergie cinétique haute fréquence)
vers le nouveau centre d’énergie E situé en aval. Étape 3 (stage 3) : Dissipation du centre d’énergie W et
pic d’énergie cinétique haute fréquence du centre d’énergie E. Les deux courbes représentent le champ de
géopotentiel d’altitude. Ke représente l’énergie cinétique haute fréquence, Ke Source, Center et Sink les sources,
centres et pertes d’énergie cinétique haute fréquence, vupperlevel le vent d’altitude, v′aφ′ les flux agéostrophiques
de géopotentiel, vKe les flux d’énergie cinétique haute fréquence. Les sources et pertes d’énergie cinétique
haute fréquence incluent les conversions baroclines et barotropes et les processus de dissipations. Figure tirée
de Orlanski et Sheldon (1995).
Il est, cependant, important de noter que ce sont les flux agéostrophiques de géopotentiel qui
fournissent l’énergie au centre d’énergie en premier et que la conversion barocline intervient
ensuite via l’ascendance d’air chaud ou descente d’air froid au niveau des bords des centres
d’énergie. Ce schéma montre ainsi le rôle joué par les flux advectifs d’énergie cinétique haute
fréquence et les flux agéostrophiques de géopotentiel haute fréquence dans le développement
d’une onde de Rossby.
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Figure 2.8 – Moyenne verticale a) de l’énergie totale (somme de l’énergie potentielle disponible haute fréquence
et de l’énergie cinétique haute fréquence), b) de l’énergie cinétique haute fréquence, c) de la conversion d’énergie
potentielle disponible haute fréquence en énergie cinétique haute fréquence, d) de la conversion d’énergie ciné-
tique haute fréquence en énergie cinétique de l’écoulement moyen, e) de la convergence des flux d’énergie totale
(flux agéostrophiques de géopotentiel plus flux advectifs d’énergie totale haute fréquence) et f) de dissipation
mécanique. L’intervalle des contours est de 20 m2.s−2 pour a) et b), de 20 m2.s−2.jour−1 pour les vignettes de
c) à f). La plage grisée correspond, pour les vignettes c) à f), à un taux de conversion d’énergie supérieur à 20
m2.s−2.jour−1. Figure issue de Chang et al. (2002).
La figure 2.8 montre les contributions respectives des différents termes des équations 2.18
et 2.19. Sur la figure 2.8a, on peut voir la distribution de l’énergie totale haute fréquence (c’est
à dire la somme de l’énergie potentielle disponible haute fréquence, voir la figure 1.3 dans le
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chapitre 1, et de l’énergie cinétique haute fréquence). On y retrouve les rails des dépressions paci-
fique et atlantique. Ils sont aussi visibles dans le champ de l’énergie cinétique haute fréquence
(figure 2.8b). La figure 2.8c montre le taux d’énergie lié à la conversion barocline (conversion de
l’énergie potentielle disponible haute fréquence en énergie cinétique haute fréquence, conversion
CA sur la figure 1.3 du chapitre 1). On peut remarquer que sa valeur dépasse 20 m2.s−2.jour−1
de l’ouest à l’est des moyennes latitudes de l’Atlantique nord et qu’il est maximal sur le bord
ouest de l’océan Atlantique là où la baroclinie est la plus forte. Ce terme contribue à l’ampli-
fication de l’onde de Rossby synoptique. Le terme de conversion barotrope (−vH(vH3 .∇3vB)),
conversion de l’énergie cinétique haute fréquence en énergie cinétique basse fréquence (figure
2.8d) est négatif sur la plupart de l’Atlantique nord, indiquant que l’onde redonne son énergie à
l’écoulement basse fréquence. Ainsi, ce terme participe à la décroissance de l’onde synoptique.
Le terme de convergence des flux d’énergie totale haute fréquence (flux agéostrophiques de
géopotentiel haute fréquence et flux advectifs d’énergie totale haute fréquence ; figure 2.8e) est
négatif sur le bord ouest de l’océan Atlantique, ce qui indique que les flux divergent dans cette
zone, donc que l’énergie totale haute fréquence est rayonnée à partir de cette zone vers d’autres
zones de l’Atlantique nord. Ainsi, ce terme, sur le bord ouest de l’océan Atlantique, participe
à la diminution de l’intensité du rail des dépressions atlantique. Sur la moitié est de l’Atlan-
tique nord, la convergence des flux d’énergie totale haute fréquence est positive, indiquant que
les flux convergent dans cette zone. Ainsi, ces flux ont transporté l’énergie du bord ouest de
l’Atlantique nord vers l’aval. Dans cette zone les flux d’énergie haute fréquence participent à
l’amplification du rail des dépressions atlantique.
Dans la suite, nous avons calculé la somme des flux agéostrophiques de géopotentiel et des
flux advectifs d’énergie totale pour identifier où le développement en aval a lieu :
TEF ≡ v(KH + PH) + vHa ΦH . (2.21)
L’indice de réfraction barocline
L’indice de réfraction montre les zones où une onde de Rossby synoptique peut se propager.
Cet indice est obtenu à partir de l’équation de conservation de la vorticité absolue dans le cas
barotrope et de la vorticité potentielle dans le cas barocline. Par simplicité, nous allons dériver
cet indice dans le cas barotrope (Lee et Anderson, 1996). On part de l’équation de conservation
de la vorticité absolue :
D(ζ + f)
Dt
= 0, (2.22)
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que l’on linéarise par rapport à l’écoulement de base, sachant qu’il est défini comme : u = U(y)i.
En coordonnées sphériques, on obtient :
∂∇2ψ′
∂t
+
U
a cosϕ
∂∇2ψ′
∂λ
+
1
a2 cosϕ
∂ψ′
∂λ
∂(∇2ψ + f)
∂ϕ
= 0, (2.23)
avec λ la longitude, ϕ la latitude, a le rayon de la Terre. On cherche une solution à cette
équation sous la forme d’une onde plane longitudinale :
ψ′ = Ψ(ϕ) exp(i(mλ− ωpt)), (2.24)
on obtient :
d2Ψ
ds21
+ n2Ψ = 0, (2.25)
Avec s1 :
s1 = ln
(
1 + sinϕ
cosϕ
)
, (2.26)
L’équation 2.25 montre que si l’indice de réfraction, n2, est négatif, sa solution sera réelle.
L’intensité de l’onde ne fera donc ainsi que décroître. Elle sera évanescente. Au contraire, si n2
est positif, la solution aura une partie imaginaire et l’onde pourra se propager. Ainsi, l’indice
de réfraction indique où une onde peut ou ne peut pas se propager. L’indice de réfraction
barotrope, n2, est défini comme :
n2 =
(
cosϕ
u− c
)
∂(∇2ψ + f)
∂ϕ
−m2, (2.27)
(ou m correspond au nombre d’onde zonal adimensionné).
L’indice de réfraction n’a du sens que dans le cadre de la dynamique linéaire. Pour que
cet indice soit valable, il faut que les variations zonales et méridiennes de l’écoulement moyen
soient faibles devant l’échelle des ondes se propageant dans le milieu (hypothèse de WKB).
L’indice de réfraction est une grandeur qui dépend des propriétés du milieu (u et q) et des
propriétés de l’onde synoptique (c et m). Les ondes de Rossby ont tendance à se propager
là où l’indice est fort. Dans le cas barotrope, la vorticité potentielle est réduite au terme de
vorticité absolue. L’indice, dans ce cas là, augmente vers l’équateur avec β, les ondes auront
tendance à être réfractées vers l’équateur, et ce faisant, elles s’étireront dans la direction sud-
ouest/nord-est (Orlanski, 2003). Lorsque u est égal à c (i.e. le dénominateur est nul), l’indice
de réfraction devient infini et la latitude, ϕ, à laquelle ce phénomène se produit est appelée
“latitude critique”. L’onde, d’après la “théorie des rayons”, devrait mettre un temps infini pour
atteindre cette latitude critique. En effet, en se propageant vers le sud, son nombre d’onde
méridien devient de plus en plus grand et la vitesse de groupe diminue. Cependant, en présence
de friction, l’onde synoptique se dissipe avant d’atteindre cette latitude critique. De même,
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lorsqu’une onde atteint une zone où l’indice de réfraction est nul, elle est réfléchie vers des
zones où l’indice de réfraction est positif.
Cet indice dans le cas barocline s’écrit (Matsuno, 1970; Palmer, 1982; Lee et Feldstein,
1996) :
n2 =
(
∂q/∂y
u− ca cosϕ −
f 2
4H2N2
− m
2
a2 cos2 ϕ
)
/ sin2 ϕ, (2.28)
Avec, u et q les moyennes temporelles du vent zonal et de la vorticité potentielle respectivement.
a, ϕ, f ,H etN représentent le rayon de la Terre, la latitude, le paramètre de Coriolis, une échelle
de hauteur et la fréquence de Brunt-Väisälä. La vitesse de phase, c, est égale à : 2πfreq/m avec
freq la fréquence. Le gradient méridien de vorticité potentielle quasi-géostrophique, ∂q/∂y, est
défini comme :
∂q
∂y
= β +
∂ζ
a∂ϕ
− f 2 ∂
∂p
((ρg
N
)2 ∂u
∂p
)
(2.29)
Avec ζ la composante verticale de la vorticité relative de l’écoulement moyen et ρ la masse vo-
lumique. Le cas barocline est plus complexe car les variations de f apparaissent dans le terme
d’étirement du gradient méridien de vorticité potentielle (équation 2.29) et elles vont s’opposer
aux variations de β dans le terme de vorticité absolue (Rivière, 2009). En haute altitude, la
vorticité absolue va augmenter le gradient méridien de vorticité potentielle vers l’équateur et
donc l’indice de réfraction va aussi augmenter au sud du courant-jet, vers l’équateur. Les ondes
de Rossby synoptiques situées sur le bord sud du courant-jet vont être réfractées vers les fortes
valeurs de l’indice de réfraction, donc vers l’équateur (vitesse de groupe Cyg négative). Ceci
favorisera une élongation dans la direction sud-ouest/nord-est des tourbillons composant les
ondes de Rossby (flux méridiens de quantité de mouvement positifs) et les déferlements anti-
cycloniques. L’effet du terme d’étirement va être d’augmenter le gradient méridien de vorticité
potentielle et l’indice de réfraction au nord du courant-jet. Les ondes de Rossby, situées sur le
bord nord du courant-jet, vont se propager vers le pôle, vers les fortes valeurs de l’indice (Cyg
positive). Ce faisant, elles vont s’étirer dans la direction nord-ouest/sud-est (flux de quantité
de mouvement négatifs ; Rivière 2009) ce qui favorise les déferlements cycloniques. Ainsi, les
plus fortes valeurs de l’indice de réfraction au nord et au sud du courant-jet dans le cas baro-
cline favorise la propagation des ondes vers le pôle au nord du courant-jet et vers l’équateur
au sud du courant-jet (on retrouve la figure 2.3). Ceci explique, en partie, pourquoi les ondes
de Rossby synoptiques déferlent de manière cyclonique au nord du courant-jet et de manière
anticyclonique au sud du courant-jet (figure 1.14 du chapitre 1). Cependant, il faut noter que
d’autres processus entrent en jeu puisque l’intensité de l’indice de réfraction est plus faible au
nord du courant-jet qu’au sud du courant-jet et pourtant les ondes de Rossby synoptiques défer-
lent des deux côtés du courant-jet. En basse latitude, l’indice de réfraction est positif lorsque le
gradient méridien de vorticité potentielle est négatif. Dans ce cas là, seules les variations de f
dans le terme d’étirement ont un effet sur le gradient méridien de vorticité potentielle, l’effet de
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β dans le terme de vorticité absolue est négligeable. Le terme d’étirement est fortement négatif
au nord du courant-jet en basse couche, ce qui va diminuer le gradient de vorticité potentielle
au nord du courant-jet et augmenter l’indice de réfraction. Les ondes auront donc plus tendance
à se propager vers le pôle, et ce faisant, elles s’étireront dans la direction nord-ouest/sud-est
(Rivière, 2009).
a
b
Figure 2.9 – Indice de réfraction barocline de la climatologie (plage colorée) pour a) freq = ωp/2π = 0.2 jour1
et m = 5 et pour b) freq = 0.2 jour1et m = 7 et de la vorticité potentielle (contour) à 200 hPa pour la simulation
longue du modèle. H = 7000 m, N = 0.01 s−1
La figure 2.9 montre l’indice de réfraction pour deux ondes de Rossby différentes se propageant
dans le même écoulement de base. On peut remarquer que leurs zones de propagation ne sont
pas identiques et que plus l’onde est de grande échelle (m petit) plus sa zone de propagation est
étendue. Les zones où l’indice est positif correspondent aussi aux zones où le gradient méridien
de vorticité potentielle est fort. On remarque aussi que l’indice augmente vers l’équateur. Les
ondes du côté sud du jet vont donc se propager vers l’équateur et déferler anticycloniquement.
On ne voit pas d’augmentation de l’indice sur le côté nord du jet car f est maintenu constant
dans le terme d’étirement de la simulation longue. On observe cependant des déferlements d’on-
des de Rossby cycloniques au nord du courant-jet dans le modèle, ce qui montre que la valeur de
l’indice de réfraction n’est pas le seul paramètre contrôlant la propagation des ondes de Rossby
synoptiques.
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2.3.3 Orientation des ondes de Rossby synoptiques : utilisation du
vecteur E
Les vecteurs E sont fréquemment utilisés car ils donnent plusieurs informations sur la prop-
agation des ondes de Rossby synoptiques et sur l’interaction entre les ondes synoptiques et
l’écoulement basse fréquence (Hoskins et al., 1983; Trenberth, 1986). En effet, la divergence des
vecteurs E montre où les ondes de Rossby synoptiques accélèrent ou décélèrent le vent basse
fréquence. C’est ce qu’on peut voir dans l’équation du mouvement basse fréquence :
∂uB
∂t
+ uB
∂uB
∂x
+ vB
∂uB
∂y
= f0vˆBa +∇.E (2.30)
avec E définit comme suit :
E =
1
2
((vH)2 − (uH)2)i− uHvHj, (2.31)
et vˆBa correspondant à :
vˆBa = v
B
a +
1
2f0
∂(vH2)B
∂x
− 1
2f0
∂(uH2)B
∂x
(2.32)
u et v représentent respectivement le vent zonal et le vent méridien. f0 et va représentent
le paramètre de Coriolis constant et le vent méridien agéostrophique. Cette définition de la
composante horizontale du vecteur E correspond à la moitié de celle de Hoskins et al. (1983).
 
  
a) b)
Figure 2.10 – Composites journaliers du vent zonal (plage colorée ; en m.s−1), de la divergence des vecteurs E
(contour ; intervalle : 1.10−5 m.s−2) et des vecteurs E (flèches bleues ; en m2.s−2) au maximum a) de la phase
positive de la NAO et au maximum b) de la phase négative de la NAO pour les mois de novembre à mars entre
1957 et 2002 de la réanalyse ERA40.
Les vecteurs E pointent approximativement dans la direction de propagation de l’énergie de
l’onde. De plus, sa divergence et son rotationnel indiquent respectivement une accélération du
vent zonal (figure 2.10) et du vent méridien. Sur la figure 2.10, on peut voir que les vecteurs E
divergent dans l’axe du courant-jet (voir contours et flèches) lors des deux phases de la NAO.
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Ainsi, la zone de divergence des vecteurs E haute fréquence indique bien la zone d’accélération
du vent zonal. Enfin, la composante horizontale des vecteurs E peut aussi être utilisée afin
de déterminer la direction d’élongation des tourbillons composants l’onde synoptique (Hoskins
et al., 1983; Rivière et al., 2003). En effet, des vecteurs E dirigés vers l’équateur indiquent que
les tourbillons sont étirés dans la direction sud-ouest/nord-est (figure 2.11b). Au contraire, des
vecteurs E pointant vers le pôle indiquent que les tourbillons sont étirés dans la direction nord-
ouest/sud-est (figure 2.11d). Des tourbillons étirés dans les directions zonales et méridiennes
sont représentés par des vecteurs E dirigés vers l’est et l’ouest respectivement (figures 2.11a et
c). Enfin, les vecteurs E pointent vers les zones de forte valeur de l’indice de réfraction. Sur la
x
y
E
a) π/2
x
y
E
b) π/4
x
y
E
c) 0
x
y
E
d) −π/4
Figure 2.11 – Schéma qualitatif montrant l’orientation du vecteur E en fonction de la direction d’élongation
du tourbillon pour différentes élongations a) nord-sud, b) 45 ◦N, c) est-ouest d) 135 ◦N. Ce schéma est adapté
des travaux de Hoskins et al. (1983) et Rivière et al. (2003).
figure 2.10, les vecteurs E pointent clairement vers l’équateur au sud du courant-jet et vers le
pôle au nord du courant-jet.
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2.3.4 Algorithme de détection des déferlements d’ondes de Rossby
synoptique
L’algorithme de détection des déferlements d’ondes de Rossby de Rivière (2009) a été utilisé
au cours de cette thèse afin de déterminer l’impact des déferlements d’ondes de Rossby sur
la NAO. Cet algorithme détecte les déferlements et leur type (anticyclonique ou cyclonique)
en chaque point de l’espace et calcule leur fréquence. Pour détecter ces déferlements, on peut
soit utiliser le champ de vorticité potentielle sur une surface isentrope, comme l’ont fait Strong
et Magnusdottir (2008a,b) et Martius et al. (2007), ou le champ de vorticité absolue sur un
niveau pression, comme fait lors de cette thèse. Michel et Rivière (2011) ont verifié que les deux
méthodes donnaient des résultats similaires. On utilise le champ de vorticité absolue sur un
niveau pression car les champs en sortie du modèle quasi-géostrophique sont sur des niveaux
pression. Cet algorithme détecte les inversions locales du gradient de vorticité absolue sur chaque
niveau pression (figure 2.12). Pour cela, tous les iso-contours de vorticité absolue, faisant le tour
de la Terre, compris entre -4,0.10−4 s−1 et 4,0.10−4 s−1 (avec un intervalle de 2,0.10−5 s−1) sont
détectés et orientés d’ouest en est. Un déferlement a lieu quand un segment de l’iso-contour
global est orienté d’est en ouest et non d’ouest en est (figure 2.12). Lorsqu’un segment de cet
iso-contour est orienté dans la direction nord-est/sud-ouest un déferlement anticyclonique a
lieu et lorsqu’il est orienté dans la direction sud-est/nord-ouest un déferlement cyclonique a
lieu (figure 2.12).
Figure 2.12 – Schéma représentant l’algorithme de détection des déferlements d’ondes de Rossby synoptiques.
Les contours représentent les isolignes 4, 10 et 14.10−5 s−1 de vorticité absolue. Tous les points sur une isoligne,
faisant le tour de la Terre, et appartenant à une région où un déferlement cyclonique, anticyclonique a été
détecté sont représentés par des cercles (blanc pour les déferlements cycloniques et noir pour les déferlements
anticycloniques). Figure tirée de Rivière (2009).
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2.4 Fonctions Orthogonales Empiriques
Les Fonctions Orthogonales Empiriques (EOF pour “Empirical Orthogonal Functions” en
anglais) sont utilisées, en météorologie, pour “extraire” d’un champ atmosphérique d’éventuels
modes de variabilité. Ainsi, les téléconnexions peuvent être calculées de deux manières, soit
en calculant la corrélation entre un point précis de l’espace et tous les autres points, soit en
calculant l’EOF d’une variable dans une zone donnée et sur une période donnée. Il y a plusieurs
EOFs pour un même champ : la première EOF (EOF 1) définit le mode de variabilité dominant
la variabilité du champ, la deuxième (EOF 2) le deuxième mode dominant, etc... Les modes sont
orthogonaux les uns aux autres. Les EOFs correspondent aux vecteurs propres de la matrice
de covariance (chaque entrée de cette matrice correspond à une covariance) entre les points de
l’espace (x,y) :
covx,y = E [(x− E[x])(y − E[y])] , (2.33)
avec E[x] la moyenne temporelle de x ((x−E[x]) et (y−E[y]) correspondent donc aux anomalies
temporelles en x et en y). Chaque EOF correspond à une carte de la variabilité du champ
étudié. Par exemple, si l’on calcule l’EOF 1 de l’anomalie de géopotentiel à 300 hPa dans la
zone Euro-Atlantique (20 ◦-80 ◦N, 90 ◦W-40 ◦E), on retrouve une des phases de la NAO (l’autre
phase correspondant à l’opposé de l’EOF). Par contre, si l’on calcule l’EOF du géopotentiel à
300 hPa au nord de 20 ◦N sur tout l’hémisphère nord, on retrouve le mode annulaire. Ainsi,
la zone géographique sur laquelle est calculée l’EOF détermine le résultat. De même pour la
période de temps. À chaque EOF est associée une série temporelle (composante principale) qui
montre l’évolution de l’intensité de l’EOF (du mode de variabilité) en fonction du temps (voir
figures 1.9 et 1.10 du chapitre 1). Ces séries temporelles montrent si l’EOF calculée domine le
champ étudié pour un jour donné. Enfin, la valeur propre associée à chaque EOF correspond au
pourcentage de variance du champ expliqué par l’EOF. L’EOF 1 a un pourcentage de variance
plus fort que l’EOF 2 car la structure associée à l’EOF 1 domine la variabilité du champ sur la
période de temps considérée. Il peut arriver, cependant, que deux EOFs (l’EOF 1 et l’EOF 2)
présentent des pourcentages de variance proche. Mais ce ne fut pas le cas avec les EOFs étudiées
dans cette thèse. Enfin, les EOFs ne représentent pas nécessairement un mode de variabilité.
En effet, la contrainte d’orthogonalité entre chaque EOFs n’affecte pas l’EOF 1, mais toutes
les autres EOFs. Ainsi, si l’EOF 1 est dipolaire, la deuxième EOF ne peut être dipolaire dans
la même direction (est-ouest par exemple si la première EOF est orientée nord-sud) ou doit
présenter plusieurs maxima. Dans cette étude, nous nous sommes surtout intéressés aux EOFs
1 et n’avons donc pas été confrontés à ce problème.
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2.5 Significativité des résultats : utilisation du test t de
Student
Lors de cette thèse, nous avons eu besoin à plusieurs reprises de tester la significativité
d’anomalies présentes dans des composites, c’est-à-dire vérifier avec un test statitique que ces
composites sont bien différents de zéro avec un pourcentage de confiance. Les données étudiées
sont supposées avoir une répartition gaussienne, c’est pourquoi nous avons opté pour un test
t de Student. Nous avons opté pour la formule de Wheeler et al. (2009), utilisée pour tester
la significativité de leurs composites de l’Oscillation de Madden-Julian. La valeur du test t de
Student en un point est définie comme suit :
t =
∣∣∣∣ ∑
comp
F ′
N
∣∣∣∣
σ
√
1
Neff
, (2.34)
avec
∑
comp
F ′
N
l’anomalie du composite étudiée (l’indice comp indiquant qu’on somme sur tous les
jours du composite) où F ′ et N représentent, respectivement, l’anomalie de la variable étudiée
et le nombre de jours/mois compris dans le composite. σ correspond à l’écart-type de la variable
F ′ sur tout la période étudiée. Neff est la taille efficace de l’échantillon et est défini comme :
Neff ∼= N 1− ρ
1 + ρ
, (2.35)
avec ρ le coefficient d’auto-corrélation au lag -1 sur la période étudiée. Pour savoir avec quel
pourcentage de confiance le composite est différent de zéro, il faut reporter la valeur t du test
dans la table de Student.
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Chapitre 3
Article : Mécanisme expliquant le lien
Pacifique nord-Atlantique nord
Cet article propose un nouveau mecanisme d’interaction entre les écoulements atmosphériques
pacifique et atlantique. L’étude montre comment une anomalie d’échelle planétaire dans le
Pacifique nord-est agit sur l’interaction entre les rails des dépressions pacifique et atlantique
et influence la NAO. Pour cela, plusieurs variables de la réanalyse ERA40 et le modèle quasi-
géostrophique à trois couches, décrits dans le chapitre 2, ont été utilisés.
Tout d’abord, cet article montre que la simulation longue du modèle quasi-géostrophique
(forcée avec le forçage de Roads 1987 ; voir chapitre 2) arrive à reproduire certaines caractéris-
tiques de la NAO observées dans la réanalyse ERA40, comme le type et les zones de déferlement
d’ondes de Rossby synoptiques sur l’Atlantique nord (plus de déferlements anticycloniques au
sud du courant-jet atlantique lors de la phase positive de la NAO et plus de déferlements cy-
cloniques au nord du courant-jet atlantique lors de la phase négative de la NAO), l’échelle
spatiale des ondes de Rossby (les ondes de Rossby entrant dans le domaine Atlantique lors de
la phase positive de la NAO sont de plus grandes échelles que lors de la phase négative de la
NAO) et la présence d’anomalies basse fréquence de grande échelle dans le Pacifique nord-est.
Dans la réanalyse ERA40 et la simulation longue une anomalie positive de géopotentiel (dor-
sale) se forme dans le Pacifique nord-est et atteint un maximum d’amplitude environ quatre
jours avant le maximum de la phase positive de la NAO et décroît ensuite lentement. Pendant
la phase négative de la NAO, une anomalie négative de géopotentiel (thalweg) est observée
dans les composites. Cette anomalie ne suit pas le même développement dans la simulation
longue et dans la réanalyse. Dans le composite de la simulation longue, cette anomalie atteint
un maximum d’amplitude et devient significative quatre jours avant le maximum de la phase
négative et décroît ensuite lentement. Dans les composites de la réanalyse, le thalweg atteint
un maximum d’amplitude et est significatif au maximum de la NAO et quatre jours plus tard il
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n’a toujours pas diminué. Ainsi, ces deux anomalies dans le pacifique nord-est pourraient être
des précurseurs de la NAO, la certitude étant plus forte pour la dorsale.
Afin de vérifier si ces anomalies basse fréquence de géopotentiel sont bien des précurseurs
de la NAO, des simulations courtes avec le modèle quasi-géostrophique ont été réalisées. Deux
types de simulations ont été réalisées : des simulations avec un écoulement de base correspon-
dant à la climatologie de la réanalyse à laquelle une dorsale de grande échelle est ajoutée
dans le Pacifique nord-est et des simulations avec un écoulement de base correspondant à la
climatologie des réanalyses à laquelle un thalweg de grande échelle est ajouté. Le forçage de
Simmons et al. (1983) est utilisé pour ces simulations, afin de maintenir artificiellement l’é-
coulement de base et donc la dorsale/le thalweg ajouté stationnaires. Au temps t = 0, une
onde synoptique est initialisée dans le Pacifique nord-est en amont de la dorsale/du thalweg.
Ainsi, ces simulations sont construites de telle manière qu’il est possible d’identifier comment
une anomalie positive ou négative de géopotentiel de grande échelle dans le Pacifique nord-
est peut impacter la propagation d’ondes de Rossby synoptiques et la NAO. Les résultats de
ces simulations courtes montrent que la dorsale est un précurseur de la phase positive de la
NAO. Les résultats pour le thalweg sont moins concluants. Il est montré que la dorsale agit de
deux manières sur la propagation des ondes de Rossby synoptiques. Premièrement, elle dévie
la propagation de ces ondes ce qui a un impact sur la direction d’élongation des tourbillons les
composant. Sur son bord ouest, elle dévie les ondes vers le nord et sur son bord est, elle les
dévie vers le sud. Cette déviation vers le sud de la propagation réoriente les tourbillons dans
une direction sud-ouest/nord-est (cf chapitre 2) du Pacifique nord-est à l’Atlantique nord, ce
qui favorise les déferlements anticycloniques dans l’Atlantique nord et donc la phase de la NAO.
Deuxièmement, elle filtre plus les ondes de Rossby synoptiques de petite échelle que les ondes
synoptiques d’échelle plus grande. Ainsi, les ondes synoptiques sont en moyenne de plus grande
échelle lorsqu’elles entrent dans l’Atlantique nord, or les ondes de grande échelle ont tendance à
déferler de manière anticyclonique (cf chapitre 1). Ainsi, la dorsale favorise, à nouveau, le défer-
lement anticyclonique dans l’Atlantique nord des ondes synoptiques et la phase positive de la
NAO. Dans les simulations courtes avec un thalweg, la propagation des ondes synoptiques est
zonale. Les thalwegs et dorsales composant ces dernières sont étirés dans la direction nord/sud,
ce qui favorise plus de déferlements cycloniques que dans les simulations avec dorsale.
Ces simulations courtes ont aussi mis en évidence une relation entre la latitude du rail
des dépressions dans le Pacifique nord-est et la phase de la NAO dans l’Atlantique nord. En
effet, un rail des dépressions pacifique situé à une haute latitude aura plus tendance à dévier le
courant-jet atlantique vers le nord et donc à favoriser la phase positive de la NAO, alors qu’un
rail des dépressions pacifique situé en basse latitude, aura plus tendance à dévier le courant-jet
atlantique vers le sud et à déclencher la phase positive de la NAO.
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Ainsi, dans cet article, deux éléments pouvant influencer les variations intrasaisonnières de la
NAO sont mis en évidence (la présence d’une anomalie positive de géopotentiel basse fréquence
de grande échelle sur le Pacifique nord-est et la latitude du rail des dépressions pacifique) ainsi
qu’un mécanisme reliant le Pacifique nord et la NAO (mode d’action de l’anomalie positive de
géopotentiel).
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ABSTRACT
Ingredients in the North Pacific flow influencing Rossby wave breakings in the North Atlantic and the
intraseasonal variations of the North Atlantic Oscillation (NAO) are investigated using both reanalysis data
and a three-level quasigeostrophic model on the sphere. First, a long-term run is shown to reproduce the
observed relationship between the nature of the synoptic wave breaking and the phase of the NAO. Further-
more, a large-scale, low-frequency ridge anomaly is identified in the northeastern Pacific in the days prior to the
maximumof the positive NAOphase both in the reanalysis and in themodel. A large-scale northeastern Pacific
trough anomaly is observed during the negative NAO phase but does not systematically precede it.
Then, short-term linear and nonlinear simulations are performed to understand how the large-scale ridge
anomaly can act as a precursor of the positive NAO phase. The numerical setup allows for analysis of the
propagation of synoptic waves in the eastern Pacific in the presence of a large-scale ridge or trough anomaly
and their downstream impact onto the Atlantic jet when they break. The ridge acts in two ways. First, it tends
to prevent the downstream propagation of small waves compared to long waves. Second, it deflects the
propagation of the wave trains in such a way that theymainly propagate equatorward in the Atlantic. The two
modes of action favor the anticyclonic wave breaking and, therefore, the positive NAO phase. With the
trough, the wave train propagation is more zonal, disturbances are moremeridionally elongated, and cyclonic
wave breaking is more frequent in the Atlantic than in the ridge case.
1. Introduction
Wintertime atmospheric circulation variability over
the North Atlantic is mainly described by the North
Atlantic Oscillation (NAO). The NAO corresponds to
a mass balance between two pressure centers: during the
positive (negative) phase, the intensities of the Icelandic
low pressure center and the Azores anticyclone are si-
multaneously enhanced (lowered), leading to a stronger
(weaker) eddy-driven jet shifted to the north (south).
The latitudinal position of the jet in the NorthAtlantic is
closely linked to the phase of the NAO (Vallis and
Gerber 2008). Even though the typical time scale of the
NAO is about 1 week (Feldstein 2000), it varies over
a wide range of time scales and is well known for its
interdecadal variations (Hurrell 1995). The focus of the
present study is mainly on the intraseasonal fluctuations
of the NAO and the role played by synoptic waves and
their breaking.
The last decade was marked by several studies on the
link between upper-tropospheric, synoptic-scale Rossby
wave breaking and the NAO (Benedict et al. 2004;
Franzke et al. 2004; Riviere and Orlanski 2007; Martius
et al. 2007; Strong and Magnusdottir 2008a; Woollings
et al. 2008; Kunz et al. 2009). Rossby wave breaking
occurs when waves reach large amplitudes and is usually
detected by a local reversal of the potential vorticity
(PV) gradient on isentropic surfaces. According to the
direction of the PV contour, Rossby wave breaking is
either anticyclonic (AWB) or cyclonic (CWB), as shown
by Thorncroft et al. (1993). Benedict et al. (2004) and
Franzke et al. (2004) showed with observational and
model data, respectively, that the two centers of action
of the NAO are the remnants of Rossby wave breakings
in the Atlantic basin. Moreover, they showed that the
type of the Rossby wave breaking is linked to the phase
of the NAO: AWB (CWB) events at midlatitudes trig-
ger the positive (negative) phase and maintain it. This
relationship can be viewed in terms of the latitudinal
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fluctuations of the Atlantic jet (Riviere and Orlanski
2007): during AWB, eddies are oriented in the southwest–
northeast direction, leading to positive momentum
flux and an acceleration of the jet to the north, which
better favors the occurrence of the positive phase of
the NAO. The converse occurs with CWB. Strong and
Magnusdottir (2008a) confirmed these results but also
showed that, outside the midlatitudes of the Atlantic
basin (at 308 and 708N), AWB (CWB) forces the nega-
tive (positive) NAO phase. Therefore, both the sense
and the latitude of the breaking in the North Atlantic
influence the NAO. The sense of breaking depends in
large part on the properties of the waves entering the
Atlantic and coming from the eastern Pacific, as shown
by Franzke et al. (2004) and Riviere and Orlanski
(2007). Despite these preliminary studies, the key dy-
namical ingredients in the eastern Pacific flow that de-
termine the different types of wave breaking in the
Atlantic have not been well identified yet. To identify
these ingredients is the main goal of the present paper.
The interaction between the North Pacific and North
Atlantic storm tracks was the subject of several studies.
It is clear that the Atlantic storm track activity depends
in large part on the seeding by the Pacific storm track
and the so-called downstream development (Chang
1993; Chang and Yu 1999; Hakim 2003). Using both
reanalysis data and direct observations (radiosonde
and aircraft observations), Chang and Fu (2002) and
Chang (2004) showed that the two winter storm tracks
were particularly well correlated during some decades
(between 1975/76 and 1998/99) but much less for other
decades (before the mid-1970s). Furthermore, Chang
and Fu (2002) demonstrated that part of the storm-
track variations could be related to the Arctic Oscil-
lation and to the interdecadal ENSO-like variability.
Benedict et al. (2004), Franzke et al. (2004), and
Strong and Magnusdottir (2008a) more directly pointed
out the link between wave-breaking events occurring
in the eastern Pacific and others in the Atlantic. They
showed that the positive phase is associated with two
AWB events: the first event occurs in the northeastern
Pacific, and the second one occurs several days later in
the North Atlantic. On the contrary, the negative phase
originates from in situ CWB events over the Atlantic.
Strong and Magnusdottir (2008b) more deeply inves-
tigated the link between the twoAWB events during the
positive NAO phase. They showed an accumulation of
pseudomomentum density after the first AWB in the
eastern Pacific, which is then eastward advected to build
up the second AWB in the Atlantic. In their numerical
study, Franzke et al. (2004) pointed out another link
between the Pacific storm track and the phase of the
NAO: low (high)-latitude synoptic disturbances in the
Pacific trigger AWB (CWB) events in the Atlantic and
the development of the positive (negative) phase of the
NAO.
The previously mentioned studies highlighted a possi-
ble direct influence of the Pacific storm track on Rossby
wave breakings in the Atlantic. Other studies suggested
that low-frequency (period greater than 10 days) anom-
alies in the eastern Pacific and North America may also
contribute to the development of theNAOandpotentially
favor the link between the two storm tracks. Feldstein
(2003) observed a low-frequency wave train originating in
the North Pacific sector 4 days prior to the maximum of
the NAO, and that initiates the positive NAO phase.
Branstator (2002) showed that low-frequency vari-
ability patterns in the Northern Hemisphere located in
the vicinity of strong mean jets tend to be meridionally
trapped and longitudinally elongated, corresponding to
a ‘‘string’’ of low-frequency anomalies (located longi-
tudinally far from each other) that covariate. Although
the NAO pattern is meridionally oriented, he showed
that low-frequency anomalies belonging to the cir-
cumglobal waveguide are highly correlated with the
NAO and may contribute to its dynamics. Pinto et al.
(2011), with observational and model data, showed
that the Pacific–North America oscillation (PNA) and
NAO are significantly anticorrelated. During the nega-
tive phase of the PNA pattern, they show that there is an
enhancement of the storm-track activity and eddy in-
tensity over Newfoundland, whereas the contrary occurs
during positive phases of the PNA pattern. According to
them, this enhancement of the storm-track activity over
Newfoundland would then lead to a stronger Atlantic
storm track and to a lower sea level pressure (SLP) in-
tensity to the north and a higher one to the south. The
various phases of the NAO can also be linked to the El
Ni~no–Southern Oscillation: negative (positive) NAO
phase events aremore frequent during ElNi~no (LaNi~na)
winters. Li and Lau (2012a,b) showed that during ElNi~no
winters there is a strong downstream development of
wave packets from the North Pacific storm track to the
North Atlantic storm track, favoring the formation of
the negative NAO phase. This strong downstream de-
velopment is favored by the more southward-located and
eastward-elongated Pacific storm track and by an en-
hanced Pacific subtropical jet during El Ni~no winters.
Moreover, they showed that during El Ni~no (La Ni~na)
winters, eddies entering the North Atlantic have a more
southwest–northeast (southeast–northwest) orientation,
which would promote more CWB (AWB) events and,
therefore, the negative (positive) phase of the NAO.
The previous studies corroborate each other in the
sense that they all suggest the presence of an anomalous
ridge (trough) in the northeastern Pacific during the
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positive (negative) NAO phase. Since the Pacific storm
track terminates near a stationary ridge (e.g., Orlanski
1998), it is closely linked to the following statement.
When the ridge is stronger than usual, the northeastern
Pacific flow is rapidly northeastward deflected, and the
positive NAO phase is more likely to occur. On the
contrary, when the ridge is weaker than usual, the Pa-
cific flow is more zonal and the negative NAO phase
dominates.
In the present study, the role of anomalous large-
scale northeastern Pacific ridge and trough in the
NAO dynamics is investigated using the Marshall
andMolteni (1993) three-level quasigeostrophic (QG)
model and observations. More precisely, we want to
address the following questions: Is an anomalous ridge
(trough) a precursor of the positive (negative) NAO
phase? How does a reinforced or reduced northeast-
ern Pacific ridge interfere in the interaction between
the two storm tracks? How is it dynamically related
to the NAO? The data, model, and diagnostics are
presented in section 2. Section 3 will be devoted to the
study of some properties of the NAO in reanalysis data
and in a long-term simulation of the model. In section
4, the role of the anomalous northeastern Pacific ridge
is more systematically analyzed by performing short-
term (20 days) linear and nonlinear simulations by
including an anomalous ridge or an anomalous trough
to the climatological flow. Results are summarized and
discussed in section 5.
2. Data and methods
a. Reanalysis
Our observational data are four times daily (at 0000,
0600, 1200, and 1800 UTC) from the 40-yr European
Centre for Medium-RangeWeather Forecasts (ECMWF)
Re-Analysis (ERA-40) on a 2.58 3 2.58 grid. We only
consider winter months from December to February
(DJF), when the variability of the NAO is the stron-
gest, for the period 1957–2002. Several fields (geo-
potential, zonal and meridional winds, streamfunction,
and relative vorticity) at 200 hPa were used. Daily av-
erages were computed for all of the data.
b. Model
The model used for this study is the three-level QG
model of Marshall and Molteni (1993). This spectral
model integrates the PV equation on the sphere as
follows:
›qi
›t
52J(ci, qi)2Di(c1,c2,c3)1 Si , (1)
where the subscript i represents the level where the
calculation is performed. The first (i5 1), second (i5 2),
and third (i 5 3) levels correspond, respectively, to the
pressure levels 200, 500, and 800 hPa. The values qi and
ci represent the PV and the streamfunction, J is the
Jacobian determinant, and Di and Si are the dissipation
and forcing terms. PV is defined as
q15 f 1=
2c12R
22
1 (c12c2) , (2)
q25 f 1=
2c21R
22
1 (c12c2)2R
22
2 (c22c3) , (3)
q35 f (12 h/H0)1=
2c31R
22
2 (c22c3) , (4)
where f 5 2V sinu is the Coriolis parameter and R1 5
700 km and R2 5 450 km are Rossby radii of deforma-
tion for the 200–500- and 500–800-hPa layers, respec-
tively [same values as in Marshall and Molteni (1993)].
The variable h is the realistic orographic height, and H0
is a scaling parameter for topography equal to 9 km. The
term Di(c1, c2, c3) is the sum of linear operators, in-
cluding a Newtonian relaxation of temperature, a linear
drag at the surface (for i5 3), and a horizontal diffusion.
In this study, long-term and short-term simulations were
both performedwith a T42 truncation but with distinct Si
forcings, whose setups and results are detailed in sec-
tions 3 and 4 respectively.
c. Wave-breaking detection method
To investigate the role of Rossby wave breaking on the
development of the NAO, the Rossby wave–breaking
detection method of Riviere (2009) was used (see his
appendix C for a more detailed description). Rossby
wave–breaking frequencies can be computed with PV
fields on isentropic surfaces as classically done by other
algorithms (Strong and Magnusdottir 2008a,b; Martius
et al. 2007) or with absolute vorticity fields on isobaric
surfaces. Michel and Riviere (2011) checked that the two
fields lead to qualitative similar results. Since the QG
model provides atmospheric fields on isobaric surfaces,
the wave-breaking detection algorithm was applied in the
present study to the absolute vorticity on a pressure level.
More precisely, the method detects local inversions of the
absolute vorticity gradient on a pressure level. To do that,
all circumglobal contours of absolute vorticity ranging
from 24.0 3 1024 to 4.0 3 1024 s21 with an interval of
2.0 3 1025 s21 are detected and oriented from west to
east. Awave-breaking region is defined as a local segment
belonging to a circumglobal contour, which is oriented
from east to west. If the segment is mainly northeast–
southwest (southeast–northwest) oriented, the wave
breaking is of anticyclonic (cyclonic) type.
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3. Some properties of the NAO in ERA-40 data
and long-term simulations
a. Setup of the long-term simulation
The long-term simulations are forced by ERA-40 data
for the winter months (DJF) between 1957 and 2002 at
three levels following the same procedure as inMarshall
andMolteni (1993). In that case, Si is computed from the
ERA-40 streamfunction and is expressed as
Si5 J(c
ERA40
i , q
ERA40
i )1Di(c
ERA40
1 ,c
ERA40
2 ,c
ERA40
3 ) .
(5)
The overbar denotes the wintertimemean, and Si is such
that the averaged sum of the PV tendencies due to the
Jacobian and dissipation terms [first and second terms
on the rhs of Eq. (1)] is, in the model, equal to that of the
ERA-40 data. This forcing has the advantage to take
into account the contribution of the observed transient
terms as explained by Marshall and Molteni (1993), but
it does not mean that the observed climatology is a sta-
tionary solution of the model equations. The long-term
simulation corresponds to a perpetual-winter run. It
lasts 4425 days, the first 365 days being not considered to
be sure that the model has reached an equilibrium state.
Thus, 4060 days are used for this study, which is close to
the number of winter days in the reanalysis data.
b. Results
1) NORTHERN HEMISPHERE CLIMATOLOGIES
Figures 1a and 1b show the climatologies of the 200-hPa
zonal wind (gray shading) and high-frequency (period less
than 10 days) kinetic energy (contours) for the reanalysis
and the QG model, respectively. The jet is shifted farther
northward in themodel compared to the reanalysis in both
the Pacific and the Atlantic. In the North Pacific, the jet
intensity peak is stronger in the model than in the re-
analysis, whereas the opposite occurs in theNorthAtlantic.
The separation between the Pacific and Atlantic jets is less
clear in the model simulation than in the reanalysis. In the
North Atlantic, the double jet pattern (eddy-driven jet to
the north and subtropical jet to the south) is observed both
in the reanalysis and in the model.
Generally speaking, the Pacific and Atlantic storm
tracks are more meridionally confined in the model than
in the reanalysis. The Pacific storm-trackmaximum is well
located in the model (Fig. 1b), but its intensity is signifi-
cantly stronger than in the reanalysis (about 40% stron-
ger). The amplitude of the Atlantic storm track in the
model is only slightly weaker than in the reanalysis, but its
location is not well reproduced in the sense that there is no
local peak of eddy kinetic energy in the Atlantic.
Climatologies of Rossby wave–breaking frequencies
are shown in Figs. 1c and 1d. Two peaks of wave-breaking
frequencies are observed for each type of wave breaking
FIG. 1. (top) Climatologies at 200 hPa of the high-frequency kinetic energy (contours; interval of 20m2 s22) and zonal wind (gray
shading; m s21) for the (a) reanalysis and (b) QGmodel. (bottom) Climatologies of the AWB (black contours) and CWB (gray contours)
frequencies averaged between 200 and 500 hPa and the zonal wind at 200 hPa (gray shading; m s21) for the (c) reanalysis and (d) QG
model. The contour interval is 0.05 day21, and thick contours represent a frequency of 0.1 day21. Note that the first frequency contoured is
0.1 day21 in (c) and 0.05 day21 in (d).
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(AWB and CWB), one in the Pacific and another one in
the Atlantic, both in the reanalysis and in the QGmodel.
For CWB, the peaks are located in the northeastern Pa-
cific and to the south of Greenland. For AWB, peaks are
located in the southeastern parts of the Pacific and At-
lantic. As in the zonal wind climatology, AWB are too
zonally homogeneous in the model, and a less clear sep-
aration appears between the Pacific and Atlantic regions.
In the Atlantic, AWB frequencies are quite similar be-
tween the model and reanalysis, with peaks located more
to the north in the model. It can be noticed that there is
clearly less CWB in the model than in reanalysis. This
deficit in CWB occurrence was already noticed by
Riviere (2009) and La^ıne et al. (2011) with the same
model. Two ingredients may explain this behavior. First,
on an f plane, QG models exhibit symmetric waves,
whereas primitive equation models favor the occurrence
of the cyclonic tilt (Nakamura 1993). Second, on the
sphere, as shown by Riviere (2009), the variations of the
Coriolis parameter in the stretching term of the PV favor
the cyclonic tilt of the waves and, thus, CWB. Since these
variations are not taken into account in the QG model
[the stretching term contains a constant Rossby radius of
deformation in Eqs. (2)–(4)], it provides another reason
for the deficit of CWBevents. This bias can be diminished
by including moist processes in the model, as shown by
La^ıne et al. (2011).
To conclude on the Northern Hemisphere climatol-
ogies, the model exhibits more zonally homogeneous
fields than the reanalysis. In particular, the separation
between theAtlantic and Pacific storm tracks in terms of
eddy kinetic energy is not visible in themodel. However,
recurrent regions where AWB and CWB events occur
are rather well reproduced, and the separation between
the Pacific and Atlantic eddy activity is much clearer in
terms of wave-breaking statistics.
2) NAO
Corti et al. (1997) and Jiang et al. (2013) already used
the Marshall and Molteni (1993) model for the study of
the NAO and other low-frequency atmospheric pat-
terns. The spatial pattern of the NAO is here found by
the first empirical orthogonal function (EOF) of the
200-hPa geopotential (weighted by the square root of
the cosine of the latitude) in the Atlantic (208–808N,
908W–408E). The classical dipole pattern of the NAO is
observed in the reanalysis with its low pressure center
located over the southern part of Greenland and its high
pressure center located over the North Atlantic mid-
latitudes (Fig. 2a). In the model, the first EOF, com-
puted with the 200-hPa geostrophic geopotential (the
streamfunction multiplied by the Coriolis parameter at
458N), is a dipole that resembles that of the NAO in the
reanalysis (Fig. 2b). In the QG model, the low pressure
center is shifted to the southeast, and its high pressure
center has two peaks instead of one. Despite these dis-
crepancies with the reanalysis, this mode of variability is
hereafter called NAO.
(i) Link between the type of Rossby wave breakings
and the phase of the NAO
The aim of the present subsection is to check that the
link highlighted in previous observational studies
(Benedict et al. 2004; Franzke et al. 2004; Riviere and
Orlanski 2007; Strong and Magnusdottir 2008a,b) be-
tween the type of wave breaking (AWB or CWB) and
the phase of the NAO is also observed in the model.
Figures 2c–f show the composites of AWB and
CWB frequencies vertically averaged between 200 and
500 hPa, of the 200-hPa zonal wind, and of the 200-hPa
extended Eliassen–Palm vectors (or E vectors) for the
positive and negativeNAOphases for the reanalysis and
the QG model. The horizontal components of E vec-
tors were computed with the following formula
(Trenberth 1986):
E5
1
2
(y 022 u02)i2u0y0j , (6)
where u and y are the zonal and meridional winds,
respectively. The prime and overbar represent high-
frequency (period less than 10 days) and time-mean
quantities, respectively. The E vectors indicate the
direction of wave-energy propagation relative to the
time-mean flow and their divergence indicates the eddy-
induced acceleration of the zonal wind.
In the reanalysis, the relationship between the type of
wave breaking and the phase of the NAO is clearly seen:
the CWB frequency (see gray contours in Fig. 2c) is
greater during the negative phase than during the posi-
tive phase (Fig. 2e), and the reverse is true for the AWB
frequency (cf. the black contours in Figs. 2c and 2e).
The link between the latitude of the jet and the type of
wave breaking is also seen in the reanalysis: during the
negative phase, when more CWB occur compared to
AWB, the jet is located more to the south than the cli-
matological jet (cf. the jet in this Fig. 2c and the clima-
tological jet in Fig. 1a). On the contrary, during the
positive phase, the jet is shifted to the north compared to
the climatological jet, and this coincides with a greater
(weaker) occurrence of AWB (CWB) on the southern
(northern) flank of the jet. The model shows the same
properties (Figs. 2d,f), with more CWB during the
negative phase than during the positive phase, and the
reverse for AWB. The latitudinal shift of the jet in re-
lation with the type of wave breaking is also rather well
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FIG. 2. (top) First EOF in the Atlantic (208–808N, 908W–408E) at 200 hPa of the (a) ERA-40 geopotential and (b) QG model
streamfunction multiplied by the Coriolis parameter at 458. (middle),(bottom) Composites of the AWB (black contours) and CWB (gray
contours) frequencies, zonal wind (gray shading; m s21) at 200 hPa, and extended Eliassen–Palm E vectors (arrows; see scale at bottom)
for the (c),(d) negative and (e),(f) positive NAOphases for (left) the reanalysis and (right) theQGmodel. The contour interval for (a) and
(b) is 200m2 s22. For (c)–(f), the contour definition is as in Figs. 1c and 1d. The positive and negative NAO phases correspond to values of
the normalized daily NAO index greater than 11.5 and less than 21.5, respectively.
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reproduced by the QG model. But again, some differ-
ences are observed, in particular, on the intensity of the
wave-breaking frequencies. During the negative NAO
phase, there is a strong peak of AWB frequency in the
eastern North Atlantic located on the northern side of
the jet in the model, which is much weaker in the re-
analysis. These wave-breaking statistics characterized
by CWB and AWB events occurring at the same lati-
tudes but distinct longitudes reflect the formation of
V-shaped contours in vorticity. This kind of breaking
structure was found to be associated with blocking
events in observational studies (Altenhoff et al. 2008).
Both in the reanalysis and in the QG model, the
composites of the E vectors are divergent over the jet,
revealing a classical feature of the positive eddy feed-
back onto the mean flow. More importantly, both in the
reanalysis and in the QG model, E vectors point toward
the equator during the positive NAO phase, meaning
that most of the energy is refracted equatorward,
whereas during negative NAO phase, E vectors point
both poleward and equatorward, meaning that wave
energy propagates both to the equatorward and pole-
ward sides of the jet. These differences are in good
agreement with the wave-breaking statistics.
To conclude, the model reproduces rather well a key
property of the NAO: more (less) AWB during the
positive (negative) phase of theNAOwhen the jet ismore
to the north and more (less) CWB during the negative
(positive) phase of the NAO when the jet is more to the
south.However, somediscrepancies exist, in particular for
the negative NAO phase whereV-shaped wave-breaking
events occur more often than pure CWB events.
(ii) Link between the wavelength and the phase of
the NAO
Another characteristic of the observed NAO is re-
lated to the spatial scale of the synoptic waves (Riviere
andOrlanski 2007). They observed that wavelengths are
larger during positive NAO events and smaller during
negative NAO events. This is consistent with the idea
that long (short) waves tend to break anticyclonically
(cyclonically), which favors the development of the
positive (negative) phase (Balasubramanian andGarner
1997; Orlanski 2003; Riviere 2009; Riviere 2011).
This property is checked in Fig. 3. Figures 3a and 3b
show the NAO composites of the high-frequency kinetic
energy spectrum over all Northern Hemisphere mid-
latitudes as a function of the zonal wavelength for the
reanalysis and the model, respectively. Consistent with
Fig. 1, Fig. 3 first shows that the high-frequency kinetic
energy spectrum reaches larger amplitudes in the model
than in the reanalysis because of a stronger Pacific storm
track in the model. Second, in both datasets, the
amplitude of the high-frequency kinetic energy spec-
trum is higher for the positive NAO phase (red curve)
than for the negative NAO phase (blue curve), meaning
that storm tracks atmidlatitudes over thewholeNorthern
Hemisphere are more intense during the positive NAO
phase. The two curves cross at about L 5 4.33 106m in
the reanalysis (Fig. 3a) and at L 5 4.0 3 106m in the
model, even though it is less obvious (Fig. 3b). This in-
dicates that the high-frequency kinetic energy spectrum
differs over themidlatitudes of theNorthernHemisphere
between the positive and negative phases. The increase in
eddy amplitude for the positive NAO phase mainly oc-
curs for long waves, and there is even a slight decrease for
very short waves.
Let us now look at the Atlantic domain. To separate
the long wavelengths from the short wavelengths, a
31-point Lanczos high-pass zonal wavelength filter was
used with a wavelength cutoff Lc, which is taken around
the peaks of the curves shown in Figs. 3a and 3b: Lc 5
4.1 3 106m for the reanalysis and Lc 5 4.7 3 10
6m for
themodel. Figures 3c and 3d show, for the reanalysis and
the model, respectively, the high-frequency, small-scale
kinetic energy versus the high-frequency, large-scale
kinetic energy for the positive and negative NAO pha-
ses. First, there is more high-frequency kinetic energy in
the North Atlantic basin in the reanalysis than in the
model because of a stronger Atlantic storm track in the
former. Second, both in the model and in the reanalysis,
synoptic waves are mainly shorter than Lc during neg-
ative phase events (blue circles) and are mainly longer
than Lc during positive phase events (red squares).
Thus, the Marshall and Molteni (1993) model re-
produces quite well the spatial-scale separation between
the two phases of the NAO even though the wavelength
cutoff is not the same in the model and reanalysis.
(iii) Large-scale low-frequency anomalies in the
northeastern Pacific domain
Time-lag composites of the 200-hPa streamfunction
anomaly are shown in Figs. 4 and 5 for the positive and
negative NAO phases, respectively. Both in the reanalysis
and in the model there is a significant positive stream-
function anomaly—a large-scale, low-frequency ridge—
that forms in the northeastern Pacific during the growth of
the positive NAO phase. This implies that the climatologi-
cal easternPacific ridge is amplifiedduring the growthof the
positiveNAOphase. Its amplitude reaches a maximum 4
days before the maximum of the positive phase and then
slowly decreases (Fig. 4). Similar NAO time-lag com-
posites were obtained by Feldstein (2003) in his obser-
vational study (see his Fig. 2). However, some differences
are observed in the amplitude of the anomalous ridge,
which is less intense in the model than in the reanalysis.
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The negative NAO phase is more characterized by
the presence of a negative streamfunction anomaly—
a large-scale trough—in both the reanalysis and the
model. This implies that the climatological eastern Pa-
cific ridge is weakened during the growth of the negative
phase, leading to a more zonal circulation. However, in
the reanalysis, the trough does not precede the peak of
the negative NAO phase. Indeed, it reaches a maximum
of amplitude at the same time as the negative NAO
phase in theAtlantic and does not decrease in amplitude
in the 4 days following the maximum of the negative
phase (Figs. 5a,c,e,g). Moreover, the trough is signifi-
cantly different from zero at the 95% confidence level
only at lag 0 and lag 14 days. We conclude that this
trough does not precede the negative NAO phase in the
same way as the anomalous ridge does for the positive
phase. In contrast, in the model the trough reaches
a maximum of amplitude 4 days before the maximum
of the negative NAO phase and has already started to
decrease from lag 22 days.
The fact that the maximum amplitude of the anoma-
lous ridge precedes that of the positive phase by 4 days
suggests that the anomalous ridge is a precursor of the
positive phase both in the model and in the reanalysis.
This result does not seem to be entirely symmetric as
the negative NAO phase does not systematically show
the presence of a large-scale trough anomaly before
its maximum amplitude. A few questions rise from the
FIG. 3. (top) High-frequency kinetic energy spectrum at 200 hPa for the Northern Hemisphere (between 358 and
558N) for the positive (red curve) and negative (blue curve) NAO phases, for (a) the reanalysis and (b) the QG
model. (bottom) Large-scale, high-frequency kinetic energy vs small-scale, high-frequency kinetic energy at 200 hPa
in the Atlantic (358–558N, 608W–08) for positive (red squares) and negative (blue circles) phase events for (c) the
reanalysis and (d) the QG model. NAO phases are defined as in Fig. 2.
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FIG. 4. Time-lag composites of the streamfunction anomaly (contours; interval of 2 3 106m2 s21) at
200 hPa for values of the normalized daily NAO index above 1.5, for (a),(c),(e),(g) the reanalysis and
(b),(d),(f),(h) theQGmodel. Data used are daily values. Gray shading indicates t values that exceed 95%
confidence level for the Student’s t test.
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FIG. 5. As in Fig. 4, but for values of the normalized daily NAO index below 21.5.
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previous results. Does the low-frequency anomalous
ridge influence the positive phase of the NAO? What is
the dynamical link between these two low-frequency
phenomena? These questions are hereafter investigated
by performing short-term linear and nonlinear simula-
tions in the presence of a large-scale anomalous ridge or
trough in the northeastern Pacific.
4. Influence of the northeastern Pacific ridge on the
NAO
a. Setup of the short-term simulations
The idea behind the short-term simulations is to
trigger a synoptic wave packet originating in the central
Pacific and to analyze its propagation through a large-scale
ridge anomaly or large-scale trough anomaly, both located
in the northeastern Pacific, toward theNorthAtlantic. The
purpose of these simulations is more precisely to study
how large-scale Pacific flow anomalies affect the organi-
zation of the Pacific storm track and the downstream de-
velopment of synoptic waves over North America and the
westernAtlantic. To do that, simulations of theQGmodel
lasting 20 days were performed with the following ex-
pression for the forcing term [see Eq. (1)]:
Si5 J(ci,qi)1Di(c1,c2,c3) , (7)
where c and q denote, respectively, the streamfunction
and PV of a basic state. Such a forcing makes the basic
state an exact stationary solution of Eq. (1). Two basic
states were constructed: one is the sum of the ERA-40
wintertime climatology and a northeastern Pacific ridge
anomaly (458N, 1308W), and the other is the ERA-40
wintertime climatology from which the same northeast-
ern Pacific ridge anomaly (458N, 1308W) is subtracted.
The ridge anomaly is defined as twice the regression of
the low-frequency ERA-40 streamfunction on the time
series of the 200-hPa, low-frequency ERA-40 stream-
function at 458N, 1308W (close to the region where the
anomalous high geopotential was found in the composites
of Fig. 4). A mask is applied to the regression in order to
make it zero outside the ridge area: 08–908N, 1608–1008W.
The basic state is maintained stationary by Si to be sure
that the ridge anomaly does not move and that the
anomalies formed in the Atlantic are only due to the
propagating synoptic disturbances. At the initial time,
a synoptic disturbance is added to the basic flow in the
Pacific upstream to the ridge/trough. The disturbance is
defined as the regression of the high-frequency ERA-40
streamfunction on the time series of the 200-hPa, high-
frequency ERA-40 streamfunction at a given point lo-
cated at 1808, upstream of the ridge/trough. The latitudes
of the reference point vary between 258 and 648N,
depending on the simulations. A mask, covering the area
108–808N, 1408E–1408W, is also applied to this regression
of the high-frequency streamfunction to be sure to insert
disturbances only upstream of the ridge/trough. Several
simulations were performed by initializing themodel with
disturbances having various locations and amplitudes.
In the present section, results from the short-term
linear and nonlinear simulations with a large-scale ridge
or trough anomaly are shown. First, results from the
linear simulations provide information on the propaga-
tion of a wave train originating in the North Pacific.
Second, results from nonlinear simulations are analyzed
in order to get the feedback of the synoptic waves onto
the basic flow when they reach the North Atlantic.
b. Results of the linear short-term simulations
Figures 6a and 6b show an example of the initial dis-
turbances (black contours) set in the North Pacific (at
398N, 1808) and the basic-state streamfunction (gray
shading) for the cases with the trough and the ridge,
respectively. The perturbation meridional wind speed
maximum is initially equal to about 1m s21, making the
simulation quasi linear. Note that the ridge has a large
amplitude and can be clearly seen in the northeastern
Pacific in Fig. 6b. In contrast, the addition of a trough
anomaly to the eastern Pacific climatological ridge leads,
as expected, to a more zonally oriented basic flow (Fig.
6a). By day 4 (see Figs. 6c,d), the disturbances have
propagated toward the North Atlantic. With the trough,
the wave train zonally propagates toward the North
Atlantic and the disturbances are mainly meridionally
stretched, with a slight southwest–northeast tilt. But,
with a ridge (Fig. 6d), the wave train is first deflected
poleward by the ridge and then deflected equatorward
downstream of the ridge. This second deflection of the
wave train direction leads to an equatorward propaga-
tion of the disturbances overNorthAmerica, where they
get a more pronounced southwest–northeast tilt be-
tween 308 and 508N (Fig. 6d). By day 6, disturbances
have propagated farther in theNorthAtlantic (Figs. 6e,f).
In the presence of the trough, disturbances exhibit
two tilts in the mid-Atlantic: a southeast–northwest
orientation on the poleward side and a southwest–
northeast orientation on the equatorward side. In the
presence of the ridge, disturbances aremainly southwest–
northeast elongated when they reach the North At-
lantic. By day 8, wave trains have propagated farther
eastward, but there are no longer tilt differences be-
tween the two cases (Figs. 6g,h). This might be due to
the fact that disturbances of both cases have evolved
along the same Atlantic jet for a while and have lost
their initial tilt when entering in theAtlantic domain few
days before.
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The difference in tilt between the two cases also ap-
pears by time averaging the eddy momentum flux con-
vergence and the E vectors between t 5 0 and t 5 10
days, as shown in Fig. 7. For the linear trough case (Fig. 7a),
the momentum flux convergence forms a tripole in the
North Atlantic, which is consistent with the southeast–
northwest tilt of the disturbances on the northern flank
of the wave train and their southwest–northeast tilt on
the southern flank, seen in Fig. 6e,g. This is corroborated
by the E vectors, which point both equatorward and
poleward on both sides of the jet. This would lead to an
acceleration of the jet if the disturbances had finite
amplitude, because the positive center of the momen-
tum flux convergence tripole lies on the basic-state jet
and because E vectors mostly diverge in the same area
(gray shading on Fig. 7a). The intensity of the momen-
tum flux convergence in the linear ridge case is weaker
than in the linear trough case. This is consistent with Li
and Lau (2012b), who observed in their one-point re-
gression maps that downstream development is weaker
during La Ni~na–related events, when eddies propagate
across a northern route in the Pacific, than during El
Ni~no–related events, when eddies propagate across a
southern route. This could be due to the stronger difflu-
ence associated with the ridge case that induces a decay
of the eddies (Orlanski 1998). More importantly, in
the linear ridge case (Fig. 7b), the momentum flux
convergence has a dipolar structure in the Atlantic
FIG. 6. Time evolution of the streamfunction disturbance set at 398N, 1808 (contours; interval of 13 105m2 s21) upstream of (a),(c),(e),(g)
a trough anomaly and (b),(d),(f),(h) a ridge anomaly in the Pacific. The simulations are linear since the maximum of the perturbation
meridional velocity is 1m s21. Gray shading corresponds to the basic-state streamfunction (m2 s21).
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with a positive center to the north of a negative center. It
is consistent with the southwest–northeast tilted distur-
bances shown on Figs. 6d and 6f. This is also in good
agreement with E vectors that point equatorward. If the
disturbances had large amplitude, it could have led to
an acceleration of the westerlies on the poleward side of
the jet for the longitudes comprised between 808 and
608W. The comparison with Fig. 2 shows that the ridge
case is similar to the positive NAO phase, with mainly
equatorward-oriented E vectors, while the trough case
comes closer to the negative NAO phase, with both
equatorward- and poleward-oriented E vectors, even
though the poleward orientation is much less marked
than in the negative NAO phase.
Figure 8 shows the difference of eddy spatial scale in
the entire Northern Hemisphere between the linear
simulations with a ridge and with a trough as a function of
the wavelength. The storm track in the trough case (gray
shading) is maximum at midlatitudes, between 358 and
508N, and reaches high amplitudes for wavelength com-
prised between 3 3 106 and 6 3 106m. At midlatitudes,
where the eddy amplitude for the trough case is maxi-
mum, the difference of eddy spatial scale (black contours)
is positive for long wavelengths and negative for shorter
wavelengths. Therefore, waves are longer in the simula-
tion with a ridge than in the simulation with a trough.
Furthermore, note that this difference is positive at high
latitudes (between 408 and 708N) and negative at lower
latitudes (208–408N), meaning that the Northern Hemi-
sphere storm track is located more to the north in the
linear ridge case than in the linear trough case.
To infer how the ridge acts on the wave train, the baro-
clinic refractive index n2 at 200hPa was computed with
the following formula (Palmer 1982; Lee and Feldstein
1996):
n25

›q/›y
u2 ca cosu
2
f 2
4H2N2
2
m2
a2 cos2u

sin2u , (8)
where u and q are the basic-state zonal wind and PV.
Earth’s radius, the latitude, the Coriolis parameter, the
scale height, and the Brunt–V€ais€al€a frequency are rep-
resented by a, u, f, H, and N, respectively. The angular
phase velocity is defined as c5 v/m, withm and v being
the zonal wavenumber and frequency, respectively. The
refractive index is a classical tool to identify regions
where waves are able to propagate. It depends on the
properties of the medium (u and q) and on the proper-
ties of the wave (c andm). When it is positive, waves can
propagate, and when it is negative, waves are evanescent
and cannot propagate.
Figures 9a–d show the refractive index for the linear
cases with a trough and with a ridge and for two wave-
numbers. For the long wave (Figs. 9a,b), the refractive
index is positive continuously from the North Pacific to
FIG. 7. Momentum flux convergence (black contours; interval of 5 3 1028 m s22) and extended Eliassen–Palm E vectors (arrows; see
scale at bottom) both averaged over the first 10 days of the short-term linear simulations for the same linear simulations as in Fig. 6 and
basic-state zonal wind (gray shading; m s21) at 200 hPa for (a) the case with a trough anomaly and (b) the case with a ridge anomaly. The
eddy momentum fluxes and the E vectors were computed by defining the eddy as the difference between the total flow and the basic flow.
FIG. 8. Difference in high-frequency meridional wind amplitude
(black contours; interval of 0.01m s21) between the ridge and
trough cases and high-frequencymeridional wind amplitude for the
trough case (gray shading; m s21) as a function of the wavelength
for the entire Northern Hemisphere at 200 hPa for the same linear
simulations as in Fig. 6. They are both time averaged over the first 10
days of the short-term simulations.
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the North Atlantic in both cases (with a ridge and with
a trough). This indicates that the long wave originating
in the Pacific can propagate through the northeastern
Pacific and North America and can enter the North
Atlantic. For the short wave, with the ridge (Fig. 9d), the
refractive index is only positive for very few grid points
over the ridge area and is almost entirely negative at
longitude 1308W, whereas with the trough (Fig. 9c), it is
continuously positive on a larger band of latitudes from
the North Pacific to the North Atlantic. This indicates
that with a ridge, the short wave cannot propagate
through the northeastern Pacific and North America
and probably cannot reach the North Atlantic.
Figure 9e generalizes the above results by showing the
range of frequencies and zonal wavenumbers for which
the waves are able to propagate for the two cases. To do
FIG. 9. Positive values of the baroclinic refractive index defined as ajnjsign(n2) (gray shading) and basic-state streamfunction (black
contours; interval of 1 3 105 m2 s21) at 200 hPa for (a),(c) the trough case and (b),(d) the ridge case. The black box in (b) represents the
ridge area. Thick gray and black contours correspond to values of the refractive index equal to 0 and 60, respectively. For (a) and (b),m5 5
and v/2p 5 0.18 day21. For (c) and (d), m 5 7 and v/2p 5 0.20 day21. (e) High-frequency kinetic energy spectrum of the reanalysis for
midlatitudes (308–608N) at 200hPa (thin black contours every 0.002m2 s22) as a function of the wave frequency and zonal wavenumber. The
shaded area and the zone delimited by the thick black contours correspond to the frequency–wavenumber domain, where waves are able to
propagate through the black box displayed in (b) in the trough and ridge case, respectively. The small black circle and black square correspond to
the waves used to compute the refraction index for (a),(b) and (c),(d), respectively. All n2 are computed for H 5 7000m and N 5 0.01 s21.
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that, the refractive index was computed in the north-
eastern Pacific, more precisely in the area delimited by
the black box in Fig. 9b. If it is positive continuously
from the west to the east in the black box region over
a band of latitude of 58 at least, waves are considered to
be able to propagate through the northeastern Pacific.
Such diagnoses are represented in Fig. 9e, where the
gray shading and the area delimited by the thick black
contours represent wave propagation areas for the
trough and ridge cases, respectively. To have an idea of
the wave amplitudes in this wavenumber–frequency
plot, the high-frequency kinetic energy spectrum [same
formulation as in Pratt (1977)] for ERA-40 midlatitude
synoptic waves at 200 hPa is represented by the thin
black contours. For a zonal wavenumber less than 5,
most of the energy is located in the low- to intermediate-
frequency range (between 0.10 and 0.30 day21), where
both cases exhibit the ability to wave propagation (i.e.,
the refractive index is continuously positive in the
northeastern Pacific). It is only for high frequencies
where the wave energy is much smaller that differences
appear between the two cases, the trough case allowing
more propagation than the ridge case. In contrast, dif-
ferences between the two cases are more drastic for
a zonal wavenumber greater than 6, the trough case
presenting a band of positive refractive index in a region
where the ridge case does not. This band is important
since it corresponds to a wavenumber–frequency range
with strong eddy energy (e.g., see wavenumbers 6 and
7 for frequencies less than 0.30–0.40 day21). This means
that short synoptic waves with a zonal wavenumber
comprised between m 5 6 and m 5 9 are more able to
propagate through the eastern Pacific in the trough case
than in the ridge case. To conclude, this figure shows that
the presence of the northeastern Pacific ridge may
prevent synoptic waves from propagating toward the
Atlantic, more particularly short waves. This implies
that there would be more long waves than short waves
entering theNorthAtlantic. This is consistent with Fig. 8
showing that waves are longer in the ridge case than in
the trough case. This is also in agreement with the ar-
gument of Orlanski (1998), who says that the eastern
Pacific ridge could possibly ‘‘block’’ the propagation of
eddies, which explains the observation that eddies are
weaker and more stationary in the vicinity of the ridge.
c. Results of the nonlinear short-term simulations
Nonlinear simulations were performed by increasing
the amplitude of the disturbances. The meridional wind
speed maximum of the disturbances is now on the order
of 40–50m s21 at 200 hPa, which corresponds to typical
values of the high-frequency wintertime meridional
maxima at 200 hPa in the North Pacific in the reanalysis.
1) SNAPSHOTS
Figure 10 shows the evolution of the absolute vorticity
for the same initial location of the disturbance (398N,
1808) as in the previous linear simulations for the cases
with a large-scale ridge (right column) and a large-scale
trough (left column).With a trough, a major CWB event
occurs in theNorthAtlantic between t5 6 and t5 8 days
(Figs. 10c,e) with a clear cyclonic reversal of the absolute
vorticity gradient between 408W and 08. Anticyclonic
reversals of the same gradient occur more to the south
but cover a much smaller area, suggesting they have less
impact onto the jet. In contrast, a major AWB event
occurs in the ridge case between t 5 4 and t 5 8 days,
with anticyclonic reversals of the absolute vorticity
gradient located in the western Atlantic at t 5 4 days
(Fig. 10b), in the mid-Atlantic at t 5 6 days (Fig. 10d),
and over western Europe at t 5 8 days (Fig. 10f).
Therefore, CWB (AWB) events tend to dominate in the
Atlantic in the presence of a large-scale trough (ridge) in
the eastern Pacific.
2) DIFFERENCES IN WAVE BREAKING AND JET
LATITUDE BETWEEN THE RIDGE AND TROUGH
CASES
A series of simulations with the disturbances initial-
ized at different latitudes in the Pacific, ranging from 258
to 678N, were performed to test the robustness of the
previous results. A latitude separation of 38 was im-
plemented between each initialization, leading to a total
of 15 simulations. Results are divided into three groups
(each composed of five simulations): a low-latitude dis-
turbances group, in which disturbances are located in
a latitude band ranging from 228 to 348N; a midlatitude
disturbances group, in which disturbances are located
between 378 and 498N; and a high-latitude disturbances
group, in which the latitude of the disturbances ranges
from 528 to 648N.
Figure 11 shows profiles of the composites of the zonal
wind in the North Atlantic for the cases with the trough
(gray curves) and the ridge (black curves) at 800 hPa.
The eddy-driven jet is more easily identified at 800 hPa
because of the absence of the subtropical jet at this
pressure level (Woollings et al. 2010). Each profile cor-
responds to the composite of the zonal wind belonging
to one latitude group (low-latitude group, midlatitude
group, or high-latitude group) and is therefore made
over five simulations. The latitude of the jet is higher in
the ridge case than in the trough case for all of the
groups. There is a poleward shift of the jet in the ridge
case, as shown by comparing the time-averaged zonal
winds (thick black curves) with the zonal wind at the
initial time (black curve with crosses). For the trough
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case (thick gray curves), the jet is mainly amplified (i.e.,
there is an increase in its maximum wind speed) and
there is no significant latitudinal shift. Furthermore, the
zonal wind is decelerated to the north and accelerated to
the south for the low- and midlatitude disturbances
group while it is decelerated on both flanks of the jet
for the high-latitude group.Another observation concerns
the impact of the latitude of the disturbances whatever
the sign of the large-scale anomaly is. The low-latitude
disturbances in the northeastern Pacific induce, for both
cases (with a ridge and with a trough), an Atlantic jet
located at a lower latitude than the high-latitude distur-
bances (cf. the dash–dotted and dashed curves in Fig. 11).
Thus, a high (low)-latitude storm track in the Pacific fa-
vors more a high (low)-latitude Atlantic jet.
Composites of frequencies of occurrence of Rossby
wave–breaking events are shown in Fig. 12 for the same
groups of simulations. Major differences in wave
breakings are observed between the trough (left col-
umn) and ridge (right column) cases. In the Atlantic,
both CWB and AWB events frequently occur in the
trough case, while AWB events are much more fre-
quent than CWB events in the ridge case. Furthermore,
AWB events do not occur in the same region in the two
cases. With the ridge, they mainly occur in the eastern
Atlantic close to the Iberian Peninsula on the equa-
torward flank of the basic-state jet, whereas with the
trough, their peaks of density are located in the mid-
Atlantic, far from the basic-state jet core. On the con-
trary, with the trough, CWB events occur closer to the
basic-state jet core than AWB events, suggesting that
CWB has a stronger impact onto the mean jet than
AWB. These observations are consistent with the abso-
lute vorticity contour reversals seen on Fig. 10. Note also
that, with the ridge, two AWB events occur, one in the
northeastern Pacific and one in the Atlantic (Figs. 12b,d).
Even though the ridge case represents quite well the sit-
uation of the observed positive NAO phase with major
AWB events, it should be noted that the trough case does
not project so well onto the observed negative NAO
phase, probably because of the lack of CWB events in
the model.
FIG. 10. Time evolution of the 500-hPa absolute vorticity (black contours; interval of 2 3 1025 s21) and the 200-hPa zonal wind (gray
shading; m s21) for a disturbance set at 398N, 1808 (same latitude and longitude as in Figs. 6–8) and a maximummeridional velocity of 40–
50m s21 for (a),(c),(d) the case with a trough and (b),(d),(e) the case with a ridge.
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With the ridge, for both the mid- and high-latitude
disturbances group, the jet is shifted to the north com-
pared to the basic-state jet (Figs. 12d,f), whereas it is not
much displaced for the low-latitude disturbances group
(Fig. 12b). It is consistent with the more frequent
AWB events and less frequent CWB events in the North
Atlantic when disturbances are set at mid- and high
latitudes. The low-latitude disturbances have probably
no impact because they are not able to propagate on the
equatorward side of the large-scale Pacific ridge, as
shown by the negative values of the refractive index in
that region (Figs. 9b,d). This may also explain the strong
AWB events occurring in the eastern Pacific for the low-
latitude group (Fig. 12b). Thus, wave propagation and
the anticyclonic tilt are better triggered by the associa-
tion of a strong ridge and high-latitude disturbances in
the North Pacific. This is consistent with the one-point
lagged regression maps from Li and Lau (2012b), made
for the study of the influence of ENSO on the North
Atlantic variability. On the contrary, with the trough,
the jet axis is shifted to the south for the low-latitude
group in the eastern Atlantic (Fig. 12a) and shifted
slightly for themidlatitude group (Fig. 12c), whereas it is
not much displaced for the high-latitude group (Fig.
12e). The high-latitude disturbances have no impact
because they are probably set too far to the north in
a region where the zonal wind speed is low and are
therefore not able to propagate toward the Atlantic.
Figure 12 also shows that the intensity of the Atlantic
jet is lower in the ridge case than with a trough for the
three bands of latitudes. This is consistent with the less
intense momentum flux convergence in the ridge case. It
is probably due to less downstream development from
the Pacific to the Atlantic in the case where the basic
flow is strongly deflected (with the ridge) than in the case
where it is more zonal (with the trough), consistent with
the refractive index diagnosis of the previous section.
These simulations demonstrate that the presence of
large-scale anomalies in the eastern Pacific modify the
propagation of the synoptic waves over North America
and determine in large part the eddy feedback onto the
Atlantic jet. Figure 12 showed that the ridge may not be
the only ingredient required to shift the jet northward
since high-latitude synoptic eddies are also needed to
make this shift stronger. Simulations with the trough
show that low-latitude disturbances and amore zonal jet
seem to be required to obtain a more southward shift of
the Atlantic jet. Thus, the shift of the Atlantic jet is
determined by the presence of the North Pacific ridge/
trough anomaly and, to a lesser degree, by the latitude of
the North Pacific disturbances.
The streamfunction anomaly was also computed for
the ridge and trough cases (Fig. 13). For the trough
(ridge) case, only disturbances belonging to the low
(high)-latitude group were used in order to see if the
most favorable setups look like the negative and positive
phases of NAO in terms of streamfunction. In both ca-
ses, dipolar structures, made of a negative anomaly to
the north of a positive anomaly, are observed in the
Atlantic. The meridional streamfunction gradient in-
dicates a zonal wind acceleration at a higher latitude in
the ridge case (about 608N) than in the trough case
(about 408N). This is consistent with the previous results.
However, the streamfunction anomaly of the trough
case does not correspond to that of the negative NAO
phase. The streamfunction anomaly of the ridge case is
much closer to the dipolar anomaly of the positive NAO
phase (Fig. 2a) with a node close to 508N. Zonal wind
composites reveal stronger similarities with the NAO
patterns. The trough case reproduces a zonally oriented
and more southward Atlantic jet similar to the negative
NAO phase (Figs. 2c and 13a) whereas the ridge case
creates a southwest–northeast tilted Atlantic jet similar
to the positive NAO phase (see Figs. 2e and 13b). Thus,
it confirms the hypothesis that the ridge case leads to the
positive NAO phase, whereas the trough case is not able
to produce a clear negative NAO phase even though it
gets closer to it for the low-latitude group.
FIG. 11. Zonal wind profiles at 800 hPa averaged between t 5 5
and t5 15 days in theNorthAtlantic for nonlinear simulations with
a trough (thick gray curves) and a ridge (thick black curves). The
corresponding average for the initial basic flow is represented by
the thin black curve with crosses. Dash–dotted curves represent
composites of the low-latitude disturbances group; solid curves
represent simulations of the midlatitude disturbances group, and
dashed curves represent simulations of the high-latitude distur-
bances group.
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3) SENSITIVITY TO VARIOUS PARAMETERS
A series of simulations in which the only modified pa-
rameter is the longitude of the disturbances in the Pacific
were performed. In terms of jet intensity, simulations
with disturbances set upstream of 1808 lead to a less in-
tense Atlantic jet than simulations with disturbances set
at 1808. On the contrary, in simulations with disturbances
set downstream of 1808, the jet intensity in the Atlantic is
greater than that of the disturbances set at 1808 (not
FIG. 12. Zonal wind and wave-breaking composites for the nonlinear simulations with (left) a trough and (right) a ridge for (a),(b) low-
latitude disturbances group; (c),(d)midlatitude disturbances group; and (e),(f) high-latitude disturbances group. The time-averaged zonal wind
between t5 5 and t5 10 days at 800hPa is represented in thin black contours (interval of 4ms21) and the basic-state zonal wind at 800hPa in
gray shadings (ms21). Composites of AWB and CWB frequencies, time averaged between t 5 5 and t 5 10 days and vertically averaged
between 200 and 500hPa, are shown in black and gray contours, respectively (interval of 0.05day21 for values greater than 0.1day21).
FIG. 13. Anomalous streamfunction (black contours; interval of 1 3 106m2 s21) and zonal wind (gray shading; m s21) composites at
200 hPa for the nonlinear simulations with (a) a trough and the low-latitude disturbances group and (b) a ridge and the high-latitude
disturbances group. The time average is done between t5 5 and t5 15 days. The anomaly is defined as the timemeanminus the basic state.
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shown). This could be explained by the fact that distur-
bances set too far upstream have lost more energy before
reaching the Atlantic. In terms of latitudinal shift of the
Atlantic jet, simulations with disturbances set too close to
the ridge (e.g., 1408W) are less efficient in shifting the jet
northward than disturbances set farther upstream (not
shown). This is mainly due to the fact that disturbances
set too close to the ridge are less impacted by the ridge
and exhibit a more zonal propagation. In conclusion,
simulations with disturbances set between 1608E and
1608W give qualitatively similar results to those with dis-
turbances set at 1808 (not shown), while simulations set
farther downstream (e.g., 1408W) show much less dif-
ference between the trough and ridge cases.
Sensitivity to the amplitude of the disturbances was
also made. When they have small amplitudes, the wave
propagation toward theAtlantic is very visible, as shown
in the linear simulations, but their impact onto the At-
lantic jet is small. For very strong amplitudes (meridio-
nal wind greater than 50m s21, which is stronger than
the estimated values in the reanalysis), wave packets are
much less coherent and the results are less clear. It is
only in the case of intermediate amplitudes (meridional
amplitude comprised between 20 and 50m s21) that
wave packets stay coherent enough and, at the same
time, have a significant impact onto the Atlantic jet.
In the previous sections, disturbances were defined as
the regression of the high-frequency ERA-40 stream-
function at a given grid point. Other tests were made by
initializing the disturbancewith a correlation rather than
a regression to introduce the same amplitude of eddies
at different latitudes. Results were found qualitatively
similar.
Finally, sensitivity tests to the amplitude of the large-
scale ridge and trough were also performed. In the above
results, their amplitude is twice that of the regression of
the low-frequency streamfunction. When the amplitude
is equal to that of the regression, results are similar in the
sense that the Atlantic jet moves poleward in the ridge
case, but this displacement is less than when the ampli-
tude is twice that of the regression.
5. Summary and discussion
In the present paper, ingredients in the North Pacific
flow that influence Rossby wave breaking in the North
Atlantic and the NAO are investigated by performing
numerical experiments with the Marshall and Molteni
(1993) three-level quasigeostrophic model and by com-
paring our results with ECMWF data reanalysis. This
study confirms that the Pacific flow plays an important
role in the development of the positive and negative
NAO phases, consistent with previous studies (Benedict
et al. 2004; Franzke et al. 2004; Riviere and Orlanski
2007; Strong and Magnusdottir 2008a), and provides
a better understanding of the dynamical links between
the Pacific flow and wave breakings in the Atlantic.
The long-term simulation was able to capture some
key properties of the NAO previously observed in the
reanalysis, like the predominance of large-scale waves
and AWB in the Atlantic and the northward shift of the
Atlantic jet for the positive NAO phase, as well as the
predominance of short waves and CWB in the Atlantic
and the southward shift of the Atlantic jet for the neg-
ative NAO phase. Daily composites of the positive
NAO phase for the reanalysis and QG model showed
that the maximum of the positive NAO phase was pre-
ceded by about 4 days by the maximum amplitude of
a low-frequency, large-scale northeastern Pacific ridge
anomaly. Even though a large-scale, low-frequency
northeastern Pacific trough anomaly was also identified
during the negative NAO phase, its peak does not sys-
tematically precede that of the negative NAO. These
nonsymmetric results between the two phases may
probably be due to the fact that a trough leads to a more
zonal Pacific jet, while a ridge leads to a strong deflection
of the flow. Following this long-term simulation, we
hypothesize that the ridge anomaly is a precursor of the
positive NAO phase and a key ingredient in the Pacific
flow that influence the NAO. This is then confirmed by
the short-term simulations.
The short-term linear and nonlinear simulations with
a ridge/trough anomaly in the northeastern Pacific pro-
vide a dynamical interpretation of the influence of these
large-scale atmospheric anomalies on the NAO. Two
modes of actions of the ridge anomaly were highlighted
in these simulations. Short-term linear simulations
showed that there are more large-scale waves entering
the Atlantic during simulations with a ridge than during
simulations with a trough. The ridge acts as a synoptic-
scale filter. The refractive index n2 showed that the ridge
filters all synoptic waves in the northeastern Pacific, but
it is more efficient to filter short waves than long waves.
So, in presence of the ridge, short waves are less able to
enter the Atlantic. This predominance of long waves in
the Atlantic favors the occurrence of AWB that will
trigger the positive NAO phase. This is a first potential
mode of action. The second one is related to the orien-
tation of the wave train propagation. Short-term linear
simulations with a northeastern Pacific ridge anomaly
also showed that wave trains are first deflected north-
ward upstream of the ridge and then deflected south-
ward toward the equator downstream of the ridge, over
North America. During this second deflection, eddies
entering the Atlantic acquire a southwest–northeast tilt.
The ridge is shown to favor the equatorward propagation
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of wave trains over North America and the western
North Atlantic and, thus, the southwest–northeast tilt
of the eddies. This again favors AWB in the Atlantic,
which triggers the positive NAO phase. On the con-
trary, in the trough case, the propagation of the wave
train is more zonally oriented and the eddies are me-
ridionally elongated.
Our study corroborates the results of Li and Lau
(2012a,b) on the impact of ENSO on the NAO. During
ElNi~nowinters, there is a strengthening of the subtropical
Pacific jet, wave packets belonging to the equatorward-
shifted Pacific storm track have amore zonal propagation
toward the Atlantic, synoptic eddies are meridionally
tilted, and the negative NAO phase is more likely to
occur. During La Ni~na winters, the northeastern Pacific
ridge is intensified; synoptic wave trains belonging to the
northward-deflected Pacific storm track are refracted
toward the equator over North America, which favors
AWB in the Atlantic sector and the occurrence of the
positiveNAOphase.Note that the same reasoning can be
applied to understand the impact of the PNA onto the
NAO. The present study could also provide a more
physical meaning to the Arctic Oscillation, which is
characterized by the covariability between the latitudes
of the Pacific and Atlantic jets.
Short-term simulations with the ridge anomaly in the
Pacific manage to reproduce key properties of the pos-
itive NAO phase seen in section 2. On the contrary,
short-term simulations with a trough anomaly in the Pa-
cific do not fully reproduce the properties of the negative
NAO phase. Even though the energy of the waves en-
tering the Atlantic is smaller in the ridge case than in the
trough case, the pronounced anticyclonic tilt in the ridge
case is quite efficient in triggering the positive NAO
phase. On the contrary, the trough case, which presents
more downstream development, has difficulties in pro-
ducing the cyclonic tilt and strongCWBevents. As shown
in Riviere and Orlanski (2007), explosive CWB events in
the western Atlantic are accompanied by strong surface
moisture fluxes coming from the Caribbean region, which
are not reproduced in the present dry model. Future
studies should probably investigate within a more re-
alistic framework the ability of a straight Pacific jet (as
during El Ni~no events) to trigger the negative NAO
phase, as emphasized in Li and Lau (2012a,b).
The present study also shows that, whatever the large-
scale anomaly in the northeastern Pacific, a higher-
latitude Pacific storm track is more able to trigger AWB
events in the Atlantic and a poleward shift of the At-
lantic jet, whereas a lower-latitude Pacific storm track is
more likely to induce CWB events in theAtlantic and an
equatorward shift of the Atlantic jet. This is in sharp
contrast with the numerical study of Franzke et al.
(2004). Using a similar initial-value approach with
a primitive equation model, their results show that a low-
latitude Pacific storm track induces the development of
the positive NAO phase and that a high-latitude storm
track induces the negative NAO phase. These drastic
differences may potentially arise from differences in the
model approximation (quasigeostrophic versus primitive
equations) or from differences in the reanalysis datasets
used to build the basic flow and the disturbances. It would
be therefore important in future studies to clarify this
aspect.
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Chapitre 4
Lien entre les modes de variabilité
climatique dans le Pacifique nord et la
NAO : validation du mécanisme
4.1 Article : Influence de la PNA et de l’ENSO sur la NAO
en terme de propagation en aval
Dans le chapitre précédent, nous avons montré qu’une anomalie positive basse fréquence
de grande échelle précédait la phase positive de la NAO. Un mécanisme basé sur l’interaction
entre les composantes basse fréquence et haute fréquence de l’écoulement atmosphérique dans
le Pacifique a été proposé afin d’expliquer l’influence de cette anomalie sur la NAO. Cependant,
ce mécanisme ne repose que sur les résultats de simulations quasi-géostrophiques et il n’a pas
été validé dans la réanalyse ERA40. Le premier objectif de ce deuxième article (accepté par le
Journal of Climate) est donc de valider ce mécanisme dans la réanalyse ERA40. Le deuxième
objectif est de montrer qu’il peut expliquer une partie du lien entre l’ENSO et la NAO et entre
la PNA et la NAO ainsi que la structure du NAM. Ce mécanisme relie une anomalie basse
fréquence de grande échelle de géopotentiel à la NAO via la propagation en aval d’ondes de
Rossby synoptiques. En effet, une anomalie positive de géopotentiel dans le Pacifique nord-est
dévie la propagation des ondes synoptiques vers l’équateur sur son bord est, réorientant les
thalwegs et dorsales composant ces ondes dans une direction sud-ouest/nord-est de l’ouest de
l’Amérique du Nord à l’Atlantique nord ce qui favorise les déferlements anticycloniques dans
l’Atlantique nord et donc la phase positive de la NAO. Au contraire, une anomalie négative de
géopotentiel dans le Pacifique nord-est maintient la propagation des ondes de Rossby synop-
tiques zonale et plus au sud que dans le cas précédent, les thalwegs et dorsales composant le
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paquet d’ondes sont alors orientés dans la direction nord/sud de l’ouest de l’Amérique du Sud
à l’Atlantique nord ce qui favorise plus de déferlements cycloniques dans l’Atlantique nord et
donc la phase négative de la NAO.
Ce mécanisme a tout d’abord été utilisé pour expliquer les liens canoniques entre l’ENSO
et la NAO et entre la PNA et la NAO. En effet, ces deux modes de variabilité présentent une
anomalie basse fréquence de grande échelle dans le Pacifique nord-est. Il est montré que ces
anomalies basse fréquence modifient la propagation des ondes de Rossby de la même façon
qu’énoncé plus haut. Ce mécanisme pourrait ainsi expliquer une partie du lien entre ces deux
modes de variabilité et la NAO. Le lien entre la PNA et la NAO est ensuite plus particulière-
ment examiné. Lorsque la PNA et la NAO sont en opposition de phase (cas le plus fréquent),
l’anomalie basse fréquence de géopotentiel dans le Pacifique nord-est associée à la PNA, un
thalweg dans le cas de la phase positive de la PNA et une dorsale dans le cas de la phase
négative de la PNA, modifie la propagation des trains d’ondes synoptiques déclenchant ainsi
plus de déferlements cycloniques sur l’Atlantique nord lors de la phase positive de la PNA et
plus de déferlements anticycloniques lors de la phase négative de la PNA. Il existe aussi des
cas où la PNA et la NAO fluctuent en phase. À première vue, ces cas vont à l’encontre de l’hy-
pothèse formulée dans le premier article. Cependant, on montre qu’une deuxième anomalie basse
fréquence, de signe opposé à celle présente sur le Pacifique nord-est, s’intercale sur l’Amérique
du Nord annulant ainsi l’impact de l’anomalie basse fréquence située sur le Pacifique nord-est.
Cette deuxième anomalie agit de la même façon que celle présente sur le Pacifique nord-est :
elle est positive lors de la phase positive de la PNA et dévie vers l’équateur les trains d’ondes
synoptiques venant du Pacifique ce qui est associé à plus de déferlements anticycloniques sur
l’Atlantique nord et elle est négative lors de la phase négative de la PNA ce qui est associé
à plus de déferlements cycloniques sur l’Atlantique nord. Une différence dans la structure de
la PNA permet cette association. En effet, lorsque la PNA et la NAO sont en opposition de
phase, les anomalies basse fréquence sur l’Amérique du Nord sont situées à une latitude trop
haute pour pouvoir influencer la propagation des ondes de Rossby synoptiques, ce qui n’est pas
le cas lorsque la PNA et la NAO sont en phase. Ainsi, pour ces derniers, les anomalies basse
fréquence sur l’Amérique du Nord peuvent modifier la propagation des ondes synoptiques.
Enfin, cette étude apporte un nouvel argument en faveur de l’existence des modes hémis-
phériques. En effet, le NAM ressemble très fortement au cas où la PNA et la NAO sont en
opposition de phase, alors que l’EOF 2 sur l’hémisphère nord, le COWL, ressemble, lui, forte-
ment au cas où la PNA et la NAO fluctuent en phase. Cela implique que ces deux modes
hémisphériques ne sont pas seulement des artefacts des EOFs, mais qu’ils représentent l’inter-
action entre les moyennes latitudes du Pacifique et de l’Atlantique via le développement en aval
d’ondes de Rossby synoptiques. Ainsi, le mécanisme introduit dans le premier article pourrait
expliquer non seulement le lien entre les modes de variabilité dans le Pacifique nord-est, comme
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la PNA et l’ENSO, et la NAO, mais aussi donner une dimension physique à l’existence du NAM
dans l’hémisphère nord.
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ABSTRACT
The North Atlantic Oscillation (NAO) response to the northeast Pacific climate variability is examined using
ERA-40 reanalyses. The main objective is to validate a mechanism involving downstream wave propagation
processes proposed in a recent idealized companion study: a low-frequency planetary-scale ridge (trough)
anomaly located in the eastern Pacific/North American sector induces more equatorward (poleward) propa-
gation of synoptic-scale wave packets on its downstream side, which, favors the occurrence of anticyclonic
(cyclonic) wave breakings in the Atlantic sector and the positive (negative) NAO phase.
The mechanism first provides an interpretation of the canonical impact of El Nin˜o-Southern Oscillation on
the NAO in late winter. The wintertime relationship between the Pacific-North American oscillation (PNA)
and the NAO is also investigated. For out-of-phase fluctuations between the PNA and NAO indices (i.e. the
most recurrent situation in late winter), the eastern Pacific PNA ridge (trough) anomaly modifies the direc-
tion of downstream wave propagation triggering more anticyclonic (cyclonic) wave breakings over the North
Atlantic. For in-phase fluctuations, the effect of the eastern Pacific PNA anomalies is cancelled out by the
North American PNA anomalies. The latter anomalies being deeper and more centred in the latitudinal band
of downstream wave propagation, they are able to reverse the direction of wave propagation just before waves
enter the Atlantic domain. The contrasting relationship between the PNA and NAO is similar to what occurs
for the two leading hemispheric EOFs of geopotential height: the Northern Annular Mode (NAM) and cold
ocean-warm land (COWL) pattern. The proposed mechanism provides a physical meaning for the NAM and
COWL patterns.
1. Introduction
There are numerous evidences that the major modes
of climate variability in the North Pacific exert some in-
fluence on the leading mode of atmospheric variability
in the North Atlantic, the so-called North Atlantic Os-
cillation (NAO). The last decades were marked by many
studies on the influence of ENSO on the North Atlantic
atmospheric circulation (Van Loon and Madden 1981;
Fraedrich 1990; Fraedrich and Mu¨ller 1992; Dong et al.
2000; Pozo-Va´zquez et al. 2001, 2005; Lin et al. 2005;
Bro¨nnimann 2007; Li and Lau 2012a,b). Using reanalysis
datasets, Pozo-Va´zquez et al. (2001, 2005), showed that
strong La Nin˜a events were associated in winter (Decem-
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ber to January) with significant positive NAO-like phase
Sea Level Pressure (SLP) pattern. On the contrary, no
significant SLP pattern was found in the North Atlantic
during El Nin˜o events. This stronger link between La
Nin˜a and the positive NAO-like phase was also observed
by Fraedrich (1990) and Fraedrich and Mu¨ller (1992).
Moron and Gouirand (2003) studied the seasonal mod-
ulation of ENSO in the North Atlantic domain: the re-
sponse to ENSO forcing in the North Atlantic is opposite
in November-December to that of January-March and is
stronger in late winter (February-March). This could ex-
plain why Pozo-Va´zquez et al. (2001, 2005) did not find
a significant response to El Nin˜o in their study. The re-
sult of Moron and Gouirand (2003) is in good agreement
with Dong et al. (2000) who studied the impact of ENSO
on the North Atlantic atmospheric circulation in an At-
mospheric General Circulation Model by prescribing Sea
Surface Temperature (SST) anomalies in the Equatorial
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Pacific. They managed to reproduce the negative NAO-
like phase anomaly observed in the North Atlantic during
the strong 97/98 El Nin˜o winter and the positive NAO-like
phase anomaly observed during the 98/99 La Nin˜a winter.
Cassou and Terray (2001) found similar results when forc-
ing the ARPEGE global circulation model with prescribed
SSTs over the 1948-1997 period: the Azores anticyclone
tends to be intensified during El Nin˜o events and lowered
during La Nin˜a events, the reverse is true for the Icelandic
low. As Bro¨nnimann (2007) concluded from all these ob-
servational and numerical studies, there exists a ”canoni-
cal” late winter signal of the ENSO impact onto the North
Atlantic sector, the negative (positive) NAO phase being
excited by El Nin˜o (La Nin˜a) events at this particular pe-
riod of the year. There are different competing mecha-
nisms to explain this influence. First, the quasi-stationary
Rossby wave train excited by ENSO, which takes the
shape of the Pacific-North American (PNA) teleconnec-
tion, usually extends in the northwestern Atlantic and can
be reinforced there by the transient eddy-mean flow in-
teraction (e.g., Cassou and Terray 2001; Pozo-Va´zquez
et al. 2001). Second, the stratosphere could act as a
Pacific-Atlantic bridge to transmit the signal from one
basin to another (e.g., Castanheira and Graf 2003; Ine-
son and Scaife 2009). Finally, a more important role has
been recently conferred on synoptic eddies by Li and Lau
(2012a,b) through the so-called downstream development
process (Chang and Orlanski 1993; Chang 2001), which
corresponds to a downstream dispersion of synoptic wave
energy. ENSO modifies wave packets propagation over
North America which has a more downstream influence
on the North Atlantic storm-track and can excite the NAO.
El Nin˜o events are characterized by a zonal low-latidude
eastward-extended Pacific jet, favoring more downstream
development from the North Pacific to the North Atlantic
at low latitudes and negative NAO conditions. On the con-
trary, La Nin˜a events are linked to a higher-latitude less
eastward-extended storm-track, and less downstream de-
velopment over North America (Seager et al. 2010b; Li
and Lau 2012a,b). Beyond this difference in the latitude
and intensity of wave propagation between El Nin˜o and La
Nin˜a events, Li and Lau (2012b) also noticed a difference
in the orientation of synoptic waves. As synoptic waves
enter the Atlantic domain, they reach a more southwest-
northeast (northwest-southeast) tilt favoring anticyclonic
(cyclonic) wave breaking and the positive (negative) NAO
phase. The present paper will confirm this finding and
will more generally show how various North Pacific low-
frequency modes affect the direction of propagation of
synoptic wave trains across North America to influence
the NAO.
As mentioned above, the PNA teleconnection consti-
tutes one way of interpreting the remote influence of
ENSO onto the NAO. According to Song et al. (2009),
there also exists a significant anticorrelation between the
PNA and NAO indices at daily time scales, regardless of
the ENSO cycle. Anomalous wave breakings over the
North Atlantic found by the authors in the northwestern
Atlantic in connection with PNA events support the above
findings. This anti-correlation between the two modes was
also observed in multi-century Coupled General Cirdula-
tion Model runs but only for some sub-periods of reanaly-
sis datasets by Pinto et al. (2011). According to them, the
growth condition for baroclinic waves is modified by the
PNA in the northwestern Atlantic. Indeed, during the neg-
ative PNA phase, advection of cold air from North Amer-
ica and warm air from the Gulf of Mexico amplifies the
baroclinicity near Newfoundland leading to a more intense
Atlantic storm-track in that region and the formation of the
positive NAO phase.
Other low-frequency patterns in the Pacific atmospheric
flow have been shown to be linked to the North Atlantic
circulation. For instance, the Aleutian and Icelandic lows
are significantly anti-correlated from February to mid-
March (Honda et al. 2001). The Aleutian low first de-
velops and is followed by the formation of a PNA-like
wave train that conveys wave activity over North Amer-
ica. This downstream wave activity propagation triggers
another quasi-stationary Rossby wave train in the North
Atlantic leading to the development of the Icelandic low.
Storm-track activities are shown to reinforce the quasi-
stationary Rossby wave trains, which supports the find-
ings of Cassou and Terray (2001) and Pozo-Va´zquez et al.
(2001).
At weekly time scales, there are also evidences of a
connection between the North Pacific low-frequency vari-
ability and the NAO, which usually show that the positive
NAO is more likely subject to a remote influence of the Pa-
cific atmospheric flow than the negative NAO (Feldstein
2003; Drouard et al. 2013). By analyzing daily reanal-
ysis datasets from December to February, Drouard et al.
(2013, hereafter denoted as DRA13) showed that a north-
eastern Pacific ridge reaches its peak amplitude few days
prior to the positive NAO phase. DRA13 proposed a new
mechanism to explain the influence of such a northeastern
Pacific low-frequency ridge onto the NAO by performing
short-term sensitivity numerical experiments with a quasi-
geostrophic model. The large-scale ridge anomaly creates
a zonally asymmetric mean flow in the northeastern Pa-
cific which deflects synoptic wave trains in such a way that
the waves get a southwest-northeast tilt downstream of the
ridge which is maintained until reaching the North At-
lantic domain. The more pronounced anticyclonic tilt and
equatorward propagation favor anticyclonic wave break-
ing in the Atlantic and so the positive NAO phase. On
the contrary, the presence of a large-scale low-frequency
trough in the northeastern Pacific creates a more zonal
mean flow leading to more zonal propagation of synop-
tic waves, which prevents the dominance of anticyclonic
wave breaking in the Atlantic sector. This new mechanism
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is corroborated by El Nin˜o and La Nin˜a composites of Li
and Lau (2012b). The objective of the present paper is
to show that this mechanism is systematically active when
looking at the influence of various low-frequency modes,
occurring in the North Pacific-American sector, onto the
NAO.
The previously mentioned studies show that the low-
frequency atmospheric circulations in the Pacific and At-
lantic domains are correlated and dynamically linked.
This suggests that low-frequency variabilities over the
North Pacific and the North Atlantic could be part of the
same low-frequency pattern, the so-called Northern Annu-
lar Mode (NAM). This mode has been the subject of sev-
eral studies and its dynamical meaning is still discussed
(Thompson and Wallace 1998, 2000; Thompson et al.
2000; Wallace 2000; Deser 2000; Ambaum et al. 2001;
Wallace and Thompson 2002; Zhao andMoore 2009). The
idea of a NAM was first introduced by Thompson and
Wallace (1998) under the name of “Arctic Oscillation”,
which corresponds to the first Empirical Orthogonal Func-
tion (EOF) of monthly wintertime SLP anomalies north
of 20 ◦N. The AO is a zonally hemispheric pattern cor-
responding to a dipole with a centre of action located on
the Arctic and a second one in the midlatitudes. The NAO
can be viewed as the local manifestation of the AO in the
North Atlantic domain and is highly correlated with the
AO. The existence of the AO is controversy mainly be-
cause of the lack of correlation between the Pacific and
Atlantic mid-latitude centres of action (Deser 2000; Am-
baum et al. 2001), but also because it is not systemati-
cally observed in other fields than the SLP (Ambaum et al.
2001). Wallace and Thompson (2002) argued that the lack
of correlation between the Pacific and the Atlantic cen-
tres of action in midlatitudes is due to the co-existence
of the NAM, in which the two centres of action fluctu-
ates in phase, with the second mode of variability (EOF
2) of the Northern Hemisphere, in which the two centres
of action have out-of-phase fluctuations. Our study aims
at participating in the NAM/AO debate as it provides a
new dynamical link between the North Pacific and North
Atlantic centres of action of the NAM/AO and so give a
dynamical interpretation to the NAM/AO in term of down-
stream wave propagation. The Pacific centre of action of
the NAM/AO is shown to modify synoptic wave propaga-
tion downstream of it and to influence the type of wave
breaking in the North Atlantic sector. As such, the pro-
posed mechanism provides an interpretation of the influ-
ence of the Pacific centre of action of the NAM/AO onto
the NAO.
Another major mode of variability in the Northern
Hemisphere is the cold ocean-warm land (COWL) pattern
introduced by Wallace et al. (1996), which is computed
by averaging land surface air temperatures over the whole
Northern Hemisphere. The positive (negative) COWL
phase corresponds to warm-air (cold-air) anomalies and
large-scale upper-level ridge (trough) anomalies over land
during the winter season. Over the North Atlantic sector,
its stucture has a south-north dipolar anomaly similar to
the NAO. Many studies have shown that the COWL pat-
tern strongly projects onto the second EOF of the mid-
to-upper tropospheric geopotential height in the Northern
Hemisphere (Wu and Straus 2004; Quadrelli and Wallace
2004; Honda et al. 2007). In what follows, the key role
played by the North American COWL anomalies in trig-
gering the NAO-like anomalies will be illuminated at the
light of the DRA13 mechanism.
To summarize, the present paper adresses the follow-
ing questions: How general the mechanism introduced by
DRA13 is? Is this mechanism responsible for the link
between PNA/ENSO and the NAO? And can it explain
the existence of the NAM and COWL patterns? The data
and diagnostic tools are presented in section 2. Section 3
presents different kinds of North Pacific and North Amer-
ican large-scale anomalies influencing the NAO through
their impact onto downstream wave propagation. In sec-
tion 4, the dynamical link between ENSO/PNA and the
NAO is investigated. A dynamical interpretation of the
NAM/AO is proposed in section 5. Results are summa-
rized and discussed in section 6.
2. Data and methods
a. Reanalysis
In this study, we use daily- and monthly-means of ERA-
40 reanalysis field datasets (Uppala et al. 2005) from
the European Center for Medium-Range Weather Fore-
cast (ECMWF) on a 2.5 ◦x2.5 ◦ grid for the months from
November to March for the period 1957-2002. Several
fields (geopotential, temperature, zonal and meridional
winds) at 300 hPa are used. The flow is decomposed into
high- and low-frequency parts with a cut-off period of 10
days to separate the synoptic-scale signal from that of the
low-frequency variability patterns.
b. Definition of various modes of variability
The daily NAO is defined as the first EOF of the 300-
hPa low-frequency geopotential anomaly over the North
Atlantic (20◦N-80 ◦N, 90 ◦W-40 ◦E). The daily geopo-
tential anomaly corresponds to the daily geopotential mi-
nus the seasonal cycle. The monthly NAO is similarly
defined as the first EOF of the 300-hPa monthly geopo-
tential anomaly over the North Atlantic. ENSO and
PNA monthly indices were obtained from the Nin˜o-3 and
the PNA monthly indices provided by the NOAA web
site1. The monthly NAM and COWL patterns are respec-
tively defined as the first and second EOF of the 300-hPa
monthly geopotential anomaly north of 20 ◦N. The geopo-
tential anomalies have been weighted by the square root
1www.esrl.noaa.gov/psd/data/climateindices/list
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of the cosine of the latitude in the principal component
calculation.
c. Diagnostics on Rossby waves propagation
1) INTENSITY OF DOWNSTREAM ENERGY PROPAGA-
TION
The high-frequency eddy kinetic energy and available
potential energy per unit mass can be defined as K′ ≡ v′2/2
and P′ ≡ (h2/s2)θ ′2/2 respectively where v denotes the
horizontal wind and θ the potential temperature. The pa-
rameters s2 = −h∂θR/∂ p and h = (R/p)(p/ps)R/Cp de-
pend on pressure only. θR is the averaged potential temper-
ature, R the gaz constant, ps a reference pressure and Cp
the specific heat of the air at constant pressure. Overbars
and primes indicate the low-frequency and high-frequency
parts respectively. Following Rivie`re et al. (2014) and by
neglecting diabatic terms, the evolution of K′ and P′ can
be written as follows:
∂K′
∂ t
=−∇ · (vK′+v′aΦ′)+ω ′
∂Φ′
∂ p
−v′ · (v′3.∇3v)
+v′ · (v3 ·∇3v−v3 ·∇3v)− ∂∂ p (ωK
′)− ∂
∂ p
(ω ′Φ′),
(1)
and
∂P′
∂ t
=−∇ · (vP′)−ω ′ ∂Φ
′
∂ p
− h
2
s2
θ ′(v′ ·∇θ)
+
h2
s2
θ ′[(v3 ·∇3θ)−v3 ·∇3θ ]− h
2
s2
∂
∂ p
(ωθ ′2),
(2)
where ω is the vertical wind velocity and Φ the geopo-
tential. The subscripts “3” and “a” represent a three-
dimensional vector (or operator) and the ageostrophic
wind, respectively.
In the case where the low-frequency part is reduced to
a time mean, Eq.(1) is the same as those of Orlanski and
Katzfey (1991) and Chang (2001). The term on the lhs
of Eq.(1) represents the local tendency of the eddy kinetic
energy. The first term on the rhs corresponds to the con-
vergence of the kinetic energy flux (advective flux plus
ageostrophic geopotential flux). The ageostrophic geopo-
tential fluxesΦ′u′a have been computed as in Orlanski and
Sheldon (1995)
v′aΦ
′ = v′Φ′ −k∧∇ Φ
′
2 f (y)
. (3)
The second term on the rhs of Eq.(1) represents the baro-
clinic conversion from eddy available potential energy to
eddy kinetic energy, the third term is the Reynolds stress
term which includes the barotropic conversion, the fourth
term is a kinetic-energy transfer whose time mean com-
ponent is zero (Orlanski and Katzfey 1991) and is usually
small compared to the others (Rivie`re et al. 2014), the fifth
term is the convergence of vertical advective flux of eddy
kinetic energy and the sixth term the convergence of the
vertical ageostrophic geopotential flux.
The term on the lhs of Eq.(2) represents the local ten-
dency of the eddy available potential energy. The first term
on the rhs corresponds to the convergence of the horizon-
tal advective fluxes of potential energy, the second term
to the baroclinic conversion from eddy kinetic energy to
eddy available potential energy, the third term to the baro-
clinic conversion from the mean available potential energy
to the eddy available potential energy, the fourth term to a
potential energy transfer whose time mean is zero and the
fifth term to the convergence of the vertical advective flux
of potential energy.
In what follows, our objective is to estimate the down-
stream propagation of total energy. This can be done by
computing the total energy flux
TEF ≡ v(K′+P′)+v′aΦ′. (4)
The convergence of the total energy flux is the sum of the
first two terms of Eqs.(1) and (2). The total energy flux
allows the downstream transfer of eddy total energy from
the Pacific storm track to the Atlantic storm track and has
been shown to provide a good estimate of the group ve-
locity (Chang and Orlanski 1994). It should be recalled
that the total energy flux contains the advective flux of
eddy total energy plus the dispersive flux represented by
the ageostrophic geopotential flux. As downstream devel-
opment refers to the dispersive part only (Chang 1993), the
expression ”intensity of downstream wave propagation” is
rather used in the rest of the paper and refers to the ampli-
tude of the eastward component of TEF.
2) EDDY ELONGATION AND WAVE TRAIN DIRECTION
OF PROPAGATION
To analyze the shape of the eddies, the E vectors were
computed using the formula of Trenberth (1986):
E =
1
2
(v′2−u′2)i−u′v′j, (5)
where u and v are the zonal and meridional winds respec-
tively. Note that the x component of the present E vector is
half that of the E vector of Hoskins et al. (1983). E vectors
are classically used to give information on wave propaga-
tion as they point approximately in the direction of wave
energy propagation relative to the time-mean flow. More-
over, their divergence and curl show the eddy-induced
acceleration of the zonal and meridional winds respec-
tively. E-vectors are also important in determining the
barotropic conversion from mean kinetic energy to eddy
kinetic energy (Rivie`re et al. 2003). In this study, we will
mainly use them to infer the tilt of the eddies and the ori-
entation of their propagation. If we denote the angle of
the E vector with respect to x-axis as ε , one can write
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FIG. 1. Qualitative diagram showing the relation between the tilt of the eddies and the direction of the E vectors for angles of the eddy major axis
equal to a) ϕ = π/2, b) ϕ = π/4, c) ϕ = 0 and d) ϕ =−π/4.
E = K′ (cosεi+ sinεj), and the angle of the eddy major
axis with respect to x-axis, denoted as ϕ , is equal to ϕ =
π/2+ ε/2 (Rivie`re et al. 2003). E vectors pointing equa-
torward indicate southwest-northeast elongated eddies and
equatorward energy propagation (Fig. 1b). On the con-
trary, E vectors pointing poleward indicate northwest-
southeast elongated eddies and poleward energy propaga-
tion (Fig. 1d). To finish, eastward- and westward-oriented
E vectors indicate meridional and zonal directions of elon-
gation respectively (Figs. 1a,c).
3) WAVE BREAKING
To complete the analysis of synoptic Rossby wave
trains, the Rossby wave breaking detection method of
Rivie`re (2009) (see his Appendix C for a more detailed
description) is used. This method detects wave-breaking
events, identifies their type (anticyclonic or cyclonic) and
computes their frequency of occurrence. Similarly to
the algorithm of Strong and Magnusdottir (2008b), this
method consists in detecting local overturnings of circum-
global potential vorticity contours on isentropic surfaces
or absolute vorticity contours on isobaric surfaces. Each
circumglobal contour is oriented from west to east. A
wave-breaking event occurs when, locally, a segment of
the circumglobal contours is oriented from east to west
instead of west to east. Segments oriented from north-
east to southwest and southeast to northwest correspond to
anticyclonic (AWB) and cyclonic (CWB) wave breaking
events, respectively. Michel and Rivie`re (2011) checked
that the absolute vorticity field on isobaric levels gives
qualitatively similar results to the potential vorticity on
isentropic surfaces. In the present study, the algorithm is
applied to all circumglobal contours of absolute vorticity
ranging from -4.0x10−4 s−1 to 4.0x10−4 s−1.
3. The general character of the NAO
Figure 2 describes the low-frequency and synoptic wave
propagation anomalies associated with the daily NAO
from November to March. The regression of the low-
frequency geopotential onto the daily NAO index shows
the classical dipolar geopotential anomaly of the NAO to-
gether with a slight ridge anomaly in the northeastern Pa-
cific. From the downstream side of the ridge anomaly to
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FIG. 2. Regressions on the daily NAO index of (a) the low-frequency geopotential (contours; int: 200 m2 s−2) and E vectors (arrows; units:
m2 s−2) and (b) the energy fluxes (arrows; units: m3 s−3) and their magnitude (contours; int: 200 m3 s−3). (c), (e) The daily mean composites
of the low-frequency geopotential anomaly (contours; int: 100 m2 s−2) and E vectors (arrows; units: m2 s−2) for values of the normalized daily
NAO index below -1.3 and above 1.3, respectively. (d),(f) The daily mean composites of the energy fluxes (arrows; units: m3 s−3) and their
magnitude (contours; units: 2000 m3 s−3) for values of the normalized daily NAO index below -1.3 and above 1.3, respectively. Red (blue) arrows
in left column indicate that the E vectors are significantly more equatorward (poleward) than the climatological mean at 95 % according to the
Student’s t test. Dark (light) grey shadings in right column indicate that the magnitude of the energy fluxes is significantly greater (lower) than its
climatological mean at 95 % according to the t test.
the eastern Atlantic the regressed E vectors are all signifi-
cantly oriented equatorward. It means that synoptic waves
propagate more equatorward during NAO+ than during
NAO- events over a very broad region spanning from the
northeastern Pacific to the northeastern Atlantic. The com-
posite of NAO+ events shows a strong ridge anomaly in
the Northeastern Pacific with waves propagating poleward
and equatorward upstream and downstream of the North
Pacific ridge anomaly, respectively (Fig. 2c). This re-
flects the deflection undergone by a synoptic wave train
when it travels across a large-scale ridge and compares
well with the linear simulations of DRA13 (see their Fig.
6, right column). The more equatorward propagation on
the downstream side of the North Pacific ridge anomaly
is maintained until reaching the eastern Atlantic. On the
contrary, the composite of NAO- events shows no signifi-
cant anomalies in the Northeastern Pacific and there is no
unusual E vector orientation upstream of the east coast of
North America either (Fig. 2e). In the absence of any
large-scale ridge anomaly in the northeastern Pacific, the
mean flow is more zonal, E vectors tend to be mainly east-
ward oriented over North America. E vectors are mainly
poleward oriented in the Atlantic domain during NAO- but
this feature is a local effect which cannot be attributed to
any remote influence of upstream large-scale anomalies. It
is a confirmation that the negative NAO phase is more trig-
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gered by local processes whereas the positive NAO phase
is more dependent on the upstream flow (e.g., Benedict
et al. 2004).
To conclude, the equatorward and poleward orientation
of E vectors in the North Atlantic domain confirm well-
established predominance of anticyclonic and cyclonic
wave-breaking events for the positive and negative NAO
phases, respectively (e.g., Benedict et al. 2004; Martius
et al. 2007; Rivie`re and Orlanski 2007; Strong and Mag-
nusdottir 2008a; Woollings et al. 2008). It confirms also
the occurrence of anticyclonic wave-breaking events in the
subtropical eastern Pacific regions during NAO+ events
(Benedict et al. 2004; Strong and Magnusdottir 2008b).
The new point underlined here is that the dominance of
equatorward propagation during NAO+ events precisely
starts from the eastern edge of the North Pacific ridge
anomaly and is maintained until synoptic waves reach the
North Atlantic. It suggests that the large-scale ridge acts
to re-orientate synoptic waves propagation as in DRA13.
Let us now analyze the difference in the amount of
downstream eddy energy propagation between the two
NAO phases. No significant signal in the regression of
the energy fluxes magnitude onto the NAO is observed
over North America (Fig 2b). Again, no major difference
in the energy fluxes magnitude is seen over North Amer-
ica between the positive and negative NAO phases (Figs.
2d,f). The only significant feature outside the North At-
lantic domain is during NAO+ events for which there is
more intense eastward energy fluxes north of the large-
scale North Pacific ridge than south of it (Fig. 2d). But
such a difference does not extend in the North American
sector. Therefore, the main difference between the two
NAO phases over North America lies into the shape and
direction of wave propagation rather than into the amount
of downstream wave propagation.
4. Influence of ENSO and the PNA on the NAO
The present section aims at showing how the large-scale
anomalies of ENSO and PNA in the northeast Pacific and
over North America modify the downstream propagation
of synoptic waves.
a. ENSO
Figure 3 shows how ENSO modifies the atmospheric
circulation from the northeast Pacific to Europe using
monthly mean reanalysis datasets. Composites and regres-
sions were computed using the DJF-mean Nin˜o-3 index
but looking at the late winter (January to March), that is,
the period where the influence of ENSO on the North At-
lantic atmospheric circulation is the strongest. As shown
by Li and Lau (2012a), it is only during late winter that
the typical ENSO northeast Pacific atmospheric anomalies
appear. This supports the idea that the ENSO impact onto
the Atlantic is made through atmospheric dynamics link-
ing the Pacific and Atlantic sectors. The DJF-mean Nin˜o-3
index is used to compare our results with the studies of Li
and Lau (2012a,b).
Regressed E vectors are poleward oriented from the
downstream side of the northeast Pacific low-frequency
trough anomaly to the eastern North Atlantic (Fig. 3a),
which is opposite to the regressed E vectors on the NAO
index (Fig. 2a). Composites of El Nin˜o months (Fig. 3c)
are associated with a low-frequency trough anomaly in
the northeast Pacific and E vectors are zonally oriented
over North America. It is consistent with Li and Lau
(2012b)’s results and the fact that the presence of the low-
frequency trough create a more zonally oriented Pacific
jet that tends to favor zonal propagation of synoptic waves
(Seager et al. 2010b). Note that the ridge anomaly located
over North America is too far north of the region of down-
stream wave propagation to be able to modify wave prop-
agation. On the contrary, during La Nin˜a months, a low-
frequency ridge anomaly is visible in the northeast Pacific
at the latitude of the Pacific storm track and waves mainly
propagate equatorward downstream of it (Fig. 3e).
The regressed energy flux magnitude exhibits a signifi-
cant dipolar anomaly over North America (Fig. 3b), with
a negative centre from 40◦N to 60 ◦N and a positive cen-
tre from 20◦N to 40◦N. ENSO corresponds to a lati-
tudinal shift of downstream wave propagation. There is
more downstream wave propagation between 40◦N and
50 ◦N over the northeast Pacific/North America (140 ◦W to
90 ◦W) during La Nin˜a events when the ridge anomaly de-
flects the Pacific jet and wave packets northward, whereas,
downstream wave propagation occurs at lower latitude
(between 25 ◦N and 40 ◦N) over the same longitudes dur-
ing El Nin˜o events. Therefore, major differences between
the two phases appear in both the latitude and direction
of propagation of the waves, consistent with Seager et al.
(2010b) and Li and Lau (2012b). However, no differ-
ence in the amplitude of downstream wave propagation
is seen. The latter point is to be constrasted with Li
and Lau (2012b) who underlined a more important down-
stream propagation of energy during El Nin˜os than during
La Nin˜as.
Looking at the North Atlantic area, a dipolar geopoten-
tial anomaly is visible for the two cases (Figs. 3c,e). A
negative NAO-like phase dipole with a positive anomaly to
the north of a negative anomaly, is present during El Nin˜o
events when E vectors over North America are zonal (Fig.
3c). On the contrary, a positive NAO-like phase dipole
with a negative anomaly to the north of a positive anomaly,
is present during La Nin˜a events when E vectors are ori-
ented equatorward (Fig. 3e). Moreover, as expected, there
are more cyclonic and less anticyclonic wave breakings
during El Nin˜os than during La Nin˜as (compare Figs. 3d
and 3f) in the Atlantic sector in agreement with the more
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FIG. 3. Regression on the DJF-mean Nin˜o-3 index of (a) the monthly geopotential (contours; int: 100 m2 s−2) and E vectors (arrows; units: m2
s−2) and (b) the energy fluxes (arrows; units: m3 s−3) and their magnitude (contours; int: 200 m3 s−3) from January to March. (c), (e) The monthly
mean composites of the geopotential anomaly (contours; int: 200 m2 s−2), the magnitude of energy fluxes (shadings; units: m3 s−3) and E vectors
(arrows; units: m2 s−2) for a normalized DJF-mean Nin˜o-3 index below -1.0 and above 1.0, respectively. (d),(f) The monthly mean composites of
the anticyclonic (red contours; int: 0.05 days−1 for values greater than 0.15 days−1), cyclonic (blue contours; int: 0.05 days−1 for values greater
than 0.15 days−1) wave breaking frequencies and zonal wind (shading; units: m s−1) for a normalized DJF-mean Nin˜o-3 index below -1.0 and
above 1.0, respectively. Only months from January to March are considered. Red (light blue) arrows in left column indicate that the E vectors are
significantly more equatorward (poleward) than the climatological mean at 90 % according to the Student’s t test. Dark (light) grey shadings in (b)
indicate that signals exceeding 90 % confidence level based on the t test.
northward position of the Altantic jet for the latter than the
former.
Thus, concluding on ENSO, we again observe a modifi-
cation of the direction of wave propagation downstream
of the northeast Pacific low-frequency anomalies. The
low-frequency trough anomaly of El Nin˜o events creates a
zonal Pacific jet eastward extending across North America
that induces zonal propagation and prevents anticyclonic
wave-breaking events in the North Atlantic. The low-
frequency ridge anomaly of La Nin˜a events induces a de-
flected Pacific jet that reorientates wave propagation equa-
torward, downstream of it, to favor anticyclonic wave-
breaking events in the North Atlantic.
b. PNA
As for ENSO, the composites and regressions based on
the PNA index shown in Figure 4 are made from January
to March. The reason of this choice is that the correlation
between the PNA and NAO indices for months between
January and March is near -0.21, which is statistically sig-
nificant at 98% confidence level, while the correlation for
months between November and December is near zero.
The anticorrelation between the two indices in late win-
ter is consistent with Honda et al. (2001). Similarly to
ENSO, the anomalous E vectors are mostly significantly
oriented northwestward at midlatitudes over the northeast
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FIG. 4. As for Fig. 3, but for the monthly PNA index from January to March.
Pacific/North America (Fig. 4a). This anomalous orienta-
tion starts from the downstream side of the trough which
is located farther westward compared to the one in the re-
gression on the Nin˜o-3 index (compare Fig. 4a with Fig.
3a). During the positive PNA phase (Fig. 4c), downstream
of the northeast Pacific trough anomaly, the E vectors are
mainly eastward oriented. On the contrary, for the nega-
tive PNA phase, downstream of the northeast Pacific ridge
anomaly, the E vectors point more equatorward than usual.
Low-frequency anomalies of opposite sign to those lo-
cated in the northeast Pacific are present over North Amer-
ica for the two phases. However, these North American
low-frequency anomalies do not impact wave propagation
because they are located at a much higher latitude than the
mean position of the storm-track (see the energy fluxes lo-
cation in Figs. 4c,e).
The regressed energy flux magnitude has a dipolar
structure (Fig. 4b), with a much stronger northward neg-
ative anomaly (between 35 ◦N and 60 ◦N) compared to
southward positive anomaly (between 20 ◦N and 35 ◦N).
This is to be contrasted with the Nin˜o-3 regression for
which the equivalent dipolar structure (Fig. 3b) was
much more symmetric. This asymmetric behavior in
downstream wave propagation intensity between the PNA
phases is confirmed by the composites of Figs. 4c,e. For
the positive PNA phase, downstream wave propagation in-
tensity is significantly weaker than for the negative PNA
phase. It is intriguing to observe that less downstream
propagation occurs during the positive PNA phase when
the Pacific jet is more zonal and extends much more east-
ward.
To conclude over North America, the two PNA phases
differ in the latitude and intensity of downstream wave
propagation, together with the orientation of wave prop-
agation. Similar to El Nin˜o (La Nin˜a), due to the pres-
ence of the northeast Pacific low-frequency anomalies,
waves propagate more zonally (equatorward) in the south-
ern (northern) regions of North America. However, in
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TABLE 1. Winter months distribution of opposite and same sign PNA
and NAO anomalies. The identified months are used to obtain compos-
ites of Fig. 5.
N D J F M total
PNA- NAO+ 0 4 6 5 5 20
PNA+ NAO- 1 4 4 6 2 17
PNA+ NAO+ 1 1 2 1 2 7
PNA- NAO- 1 5 5 4 0 15
contrast with ENSO for which El Nin˜o and La Nin˜a show
roughly the same intensity of downstream wave propaga-
tion, there is significantly more downstream wave prop-
agation during the negative PNA phase than during the
positive PNA phase. Part of this difference between ENSO
and PNAmay rely on the difference in the Pacific jet struc-
ture. El Nin˜o events as diagnosed from Nin˜o-3 index have
a more eastward extended Pacific jet than the positive PNA
phase.
There are also significant differences between the two
PNA phases over the North Atlantic. During the positive
PNA phase, a positive geopotential anomaly is located to
the north of a negative one (Fig. 4c), whereas during the
negative PNA phase, the reverse happens (Fig. 4e). These
geopotential anomalies are related to a more northward
and southward Atlantic jet for the negative and positive
PNA phases respectively. It is accompanied by more anti-
cyclonic and less cyclonic wave-breaking events over the
whole Atlantic during the former than the latter phase, in
good agreement with the anomalous E vectors (Figs. 4c-
f). All these distinct features fit well with a more positive
(negative) NAO being triggered by a more negative (posi-
tive) PNA phase in late winter.
To better understand the dynamical link between the
PNA and NAO and its seasonal variations, composite
maps of opposite-sign and same-sign PNA and NAO
anomalies are shown in Fig. 5 by taking into account all
the winter months from November to March. A thresh-
old of ± 0.7 standard deviation is here used to get more
months in the composites and more statistical significance.
There are many more months with opposite-sign PNA and
NAO anomalies than same-sign anomalies in late winter
(see table 1) as expected from the significant anticorrela-
tion between the two indices at that period of the year. It
is not the case in early winter.
For opposite-sign PNA and NAO composites (hereafter
denoted as expected cases), the E vectors keep the same
anomalous orientation from the downstream side of the
northeast Pacific anomalies to the Atlantic. They anoma-
lously point equatorward for PNA- NAO+ (Fig. 5a) and
poleward for PNA+ NAO- (Fig. 5c) leading to more AWB
events in the former and more CWB events in the latter.
For same-sign PNA and NAO composites (hereafter de-
noted as non-expected cases), E vectors are not as anoma-
lously oriented on the immediate downstream side of the
northeast Pacific anomalies as for the previous compos-
ites (compare Fig. 5a with 5d and 5b with 5c). Part of
the explanation relies on the fact that the northeast Pa-
cific anomalies have less amplitude in same-sign than in
opposite-sign PNA and NAO composites. Another reason
might come from our statistical test which is based on the
y-component of the E vectors and not on the angle of the E
vectors. For instance, in the PNA+ NAO+ case (Fig. 5b),
even though the E vectors are poleward oriented over the
eastern North Pacific, the anomalies are less statistically
significant because the E vectors have less amplitude in
that area. Another major difference between the expected
and non-expected cases is the change in E vectors orien-
tation over North America. Over the eastern Canada, their
orientation is mainly the opposite to that reached more up-
stream over the western Canada. This can be interpreted as
resulting from the localized geopotential anomalies cen-
tred over North America. For PNA+ NAO+, the presence
of the North American ridge changes the orientation of
wave propagation and allows the waves to reach a more
equatorward propagation on its downstream side (Fig. 5b).
For PNA- NAO-, the same observations can be made with
all the signs reversed (Fig. 5d). It is the presence of the
North American trough that favors the more poleward ori-
ented E vectors on its downstream side. One may argue
that opposite-sign PNA and NAO composites also present
the same type of geopotential anomalies over North Amer-
ica than the same-sign PNA and NAO composites. How-
ever, in the latter composites, the anomalies are localized
which is not the case in the former composites. Such a
difference appears in zonal wind anomalies. The localized
North American trough in PNA- NAO- creates a stronger
cyclonic shear over Canada than the non localized trough
in PNA- NAO+. The same observation can be made by
comparing the PNA+ NAO- and PNA+ NAO+ cases.
To further illustrate the above idea of the contrasting
relationship between the PNA and NAO, a scatterplot of
the PNA index versus the NAO index is shown on Fig-
ure 6. As the difference between the expected and non-
expected cases seems to arise from the shape and location
of the North American anomalies, an average of the low-
frequency geopotential anomaly has been made over this
sector (35 ◦N-55 ◦N, 130 ◦W-90 ◦W) which is represented
by the red box in Fig. 5d. Months during which a posi-
tive (negative) low-frequency North American anomaly is
detected are represented by red (blue) crosses. The North
American anomaly being usually negative (positive) for
negative (positive) PNA, most red and blue crosses are lo-
cated on the positive and negative PNA side, respectively.
However, the mean position of the red (blue) crosses is
on the upper-right (lower-left) quadrant of the scatterplot.
It means that the non expected cases are characterized by
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a) PNA-, NAO+. 20 months. b) PNA+, NAO+. 7 months.
c) PNA+, NAO-. 17 months. d) PNA-, NAO-. 15 months.
FIG. 5. Monthly composites of the 300-hPa zonal wind (shading; units m s−1), the geopotential anomaly (contours; int: 200 m2 s−2) and E
vectors (arrows; units m2 s−2) for (a) PNA- NAO+, (b) PNA+ NAO+, (c) PNA+ NAO- and (d) PNA- NAO-. Red (blue) arrows indicate that the E
vectors are significantly more equatorward (poleward) than the climatological mean at 90 % according to the t test. Orange (green) arrows indicate
that the E vectors is significantly more equatorward (poleward) than the climatological mean at 80 %. The positive and negative PNA and NAO
phases correspond to values of the normalized monthly index greater than +0.7 and less than -0.7, respectively. The red box in (d) corresponds to
the area in which the geopotential anomaly is averaged in Fig. 6.
FIG. 6. Scatterplot of the monthly PNA index versus the monthly NAO index for each month between November andMarch (crosses). Red (blue)
crosses represent months for which the normalized averaged geopotential anomaly over North America (35◦N-55◦N, 130◦W-90◦W) exceeds
positively (negatively) the 0.7 standard deviation threshold. Red and blue bold circles correspond to the time mean of the red and blue crosses
respectively.
deeper North American anomalies than the expected cases
in the latitudinal band of downstream wave propagation
(typically between 35◦N and 55◦N). Such deep anomalies
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a) weak PNA, NA+. 24 months.   
 
b) weak PNA, NA-. 23 months.
FIG. 7. Monthly composites of the 300-hPa zonal wind (shading; units m s−1), the geopotential anomaly (contours; int: 200 m2 s−2) and E
vectors (arrows; units m2 s−2) for (a) weak PNA and strong North American ridge anomaly (NA+) and (b) weak PNA and strong North American
trough anomaly (NA-). The colored arrows have the same definition as in Fig. 5. Cases NA+ and NA- correspond to a normalized averaged
geopotential anomaly over North America (35◦N-55◦N, 130◦W-90◦W) exceeding positively (negatively) the 0.7 standard deviation threshold.
Weak PNA means absolute values of the normalized monthly PNA index less than 0.7.
in that region are able to reverse the effect of the northeast
Pacific anomalies.
To better underline the role played by North Amer-
ican anomalies in modifying the downstream propaga-
tion of synoptic waves, composites of weak PNA and
strong North American anomalies have been computed.
More precisely, months for which the normalized aver-
aged geopotential anomaly over North America (denoted
as NA) exceeds positively (negatively) the 0.7 standard de-
viation threshold and for which the absolute values of the
normalized monthly PNA index is less than 0.7 are con-
sidered. The results are shown in Fig. 7. In the case
of the North American ridge (Fig. 7a), there is a clear
change in the E vectors orientation from the upstream to
downstream sides of the ridge leading to more equator-
ward wave propagation in the North Atlantic, more AWB
events (not shown) and a clear positive NAO phase dipole.
On the contrary, in the case of the North American trough
(Fig. 7b), E vectors are unusually zonally oriented over
the Great lakes because of the downstream effect of the
trough. It leads to more CWB events than usual in the At-
lantic sector (not shown) and a clear negative NAO phase
dipole appears in the composite. There are therefore sev-
eral evidences of the role played by the North American
anomalies in modifying the downstream propagation of
synoptic waves and their ability to trigger one phase or
another of the NAO depending on their sign.
One conclusion of the present section is that depending
on the structure of the PNA anomalies, the result in the
North Atlantic sector may completely differ. In the ex-
pected cases, typically occuring in late winter, the north-
east Pacific anomalies of the PNA are strong and largely
determine the wave propagation orientation over North
America and in the North Atlantic. In such cases, the
North American anomalies do not alter wave propaga-
tion much. On the other hand, in early winter, there are
proportionally more PNA cases (the non expected cases)
for which the northeast Pacific anomalies are less intense
and the North American anomalies play a role in modi-
fying the wave propagation orientation. One possible ex-
planation of the seasonal modulation of the PNA impact
on the NAO could be thus related to fluctuations in the
shape and latitude of the PNA anomalies with the season.
These differences might be themselves due to variations
of the climatological background flow with the season as
the propagation of low-frequency Rossby wave trains are
well known to depend on the background flow in which
they propagate (Ambrizzi and Hoskins 1997).
5. Dynamical interpretation of the hemispheric modes
a. NAM
Let us now interpret the structure of the first two modes
of the Northern Hemisphere following the same diagnos-
tics. The NAM regression of the geopotential anomaly
(contours on Fig. 8a) shows a large-scale ridge anomaly
in the northeast Pacific and the classical dipole of the
NAO. The regressed E vectors (Fig. 8a) are significantly
equatorward-oriented from the downstream edge of the
northeastern Pacific anomaly to the eastern North Atlantic.
During the positive NAM phase, eddies are significantly
tilted along the southwest-northeast direction from the
downstream side of the northeast Pacific ridge anomaly to
the North Atlantic (Fig. 8c). On the contrary, during the
negative NAM phase, the trough observed in the northeast
Pacific creates a more zonal jet which tends to meridion-
ally elongate the eddies. Dipolar anomalies are visible in
the regression of the energy flux intensity (Fig. 8b) from
the northeast Pacific to the northwestern Atlantic. These
anomalies are statistically significant at 90% over the east-
ern North Pacific and North Atlantic and correspond to the
latitudinal shifts of the Pacific and Atlantic storm tracks
and jet exit regions associated with the NAM as energy
fluxes involve both high-frequency quantities and mean
winds. Over North America, even though the statistical
significance is not as strong as in the storm-track regions,
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a) Regression of E, Φ on NAM b) Regression of TEF on NAM
 
c) NAM+: E, Φ and |TEF| d) NAM+: u, AWB and CWB
 
e) NAM-: E, Φ and |TEF| f) NAM-: u, AWB and CWB
FIG. 8. As for Fig. 3, but for the monthly NAM index from November to March.
there is a tendency for more downstreamwave propagation
between 40 ◦N and 60 ◦N and less downstream wave prop-
agation between 20◦N and 40 ◦N, the former being more
pronounced than the latter. Even though it is less marked
than for the PNA, there is more downstream wave propa-
gation at a higher latitude for the positive NAM phase over
western North America than for the negative NAM phase.
A visualization of synoptic wave trains during the posi-
tive and negative NAM phases is provided in Fig. 9. One-
point lagged regression maps of 300-hPa meridional wind
anomaly are plotted using the base point 180 ◦W 45◦N
which is located on the upstream side of the northeast Pa-
cific anomalies of the NAM. At lag 0, parts of the wave
packets lying on the upstream side of the northeast Pa-
cific anomalies are rather similar, some slight differences
appearing on the downstream side. As lag increases, dif-
ferences in the shape of the synoptic eddies increase, those
for the positive NAM phase having a pronounced anticy-
clonic tilt whereas those for the negative NAM phase has
a more meridional tilt. It is consistent with the more equa-
torward and poleward oriented E vectors for the positive
and negative NAM phases respectively as shown in Figs.
8c and e. At lag +4 days, as waves enter the Atlantic do-
main, the same differences in the tilt of the eddies are still
visible.
To conclude, NAM phases slightly differ in terms of
the intensity and latitude of downstream wave propaga-
tion over North America but the more statistical significant
difference relies on the orientation of wave propagation.
More southwest-northeast (meridional) elongated eddies,
or equivalently more equatorward (zonal) wave propaga-
tion, from the eastern part of North America to the North
Atlantic, during the positive (negative) NAM phase, trig-
gers more anticyclonic (cyclonic) wave breakings over the
North Atlantic (Figs. 8d,f).
Thus, the mechanism highlighted by DRA13 is into
play in the NAM dynamics too and can explain part of
the link between the Pacific centre of action of the NAM
Chap. 4 - Lien entre les modes de variabilité climatique dans le Pacifique nord et la NAO :
validation du mécanisme
106
14 J O U R N A L O F C L I M A T E
a) Lag 0
NAM-
b) Lag 0
NAM+
c) Lag +2 d) Lag +2
e) Lag +3 f) Lag +3
g) Lag +4 h) Lag +4
FIG. 9. Time-lag regressions of the 300-hPa unfiltered meridional wind anomaly (contours; interval of 1 m s−1) for (left column) the positive
NAM phase and (right column) the negative NAM phase. The reference time series is the 300-hPa unfiltered meridional wind anomaly on day 0 at
45◦N, 180◦W. Anomalies are constructed by subtracting the monthly mean.
(i.e the high/low Pacific anomalies) and its Atlantic centre
of action (i.e the NAO dipolar anomalies). It is the influ-
ence exerted by the northeast Pacific anomalies over the
North Atlantic atmospheric circulation through the modifi-
cation of synoptic wave propagation that provides a phys-
ical meaning for the NAM.
b. COWL
The regression of the geopotential anomaly on the
COWL index (Fig. 10a) shows a trough anomaly in the
northeast Pacific, a ridge anomaly centred over North
America and the classical positive NAO dipolar struc-
ture. The regressed E vectors (Fig. 8a) are significantly
poleward-oriented on the downstream edge of the north-
east Pacific anomaly but this anomalous orientation is
reversed as passing through the North American ridge
anomaly. E vectors reach an anomalously equatorward
orientation from the downstream edge of the North Amer-
ican ridge anomaly to the eastern Atlantic. For the posi-
tive COWL phase, the same general comments on the E
vectors orientation can be made around the North Amer-
ican ridge anomaly. However, there is no predominant
equatorward orientation all along the North Atlantic, it is
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a) Regression of E, Φ on COWL
 
b) Regression of TEF on COWL
 
c) COWL+: E, Φ and |TEF| d) COWL+: u, AWB and CWB
 
e) COWL-: E, Φ and |TEF| f) COWL-: u, AWB and CWB
FIG. 10. As for Fig. 3, but for the monthly COWL index from November to March.
only between the longitudes 0 ◦E and 40◦E that the E vec-
tors appear again to be anomalously equatorward and that
there are more AWB events than usual (not shown). For
the negative COWL phase, from the downstream edge of
the North American trough anomaly to the eastern North
Atlantic, E vectors are predominantly poleward oriented
(Fig. 10e) and CWB events are more frequent than usual
leading to a negative NAO phase (Fig. 10f). Concerning
the location of downstream wave propagation, the regres-
sion on the energy flux shows that there is more down-
stream propagation at a higher-latitude than usual over
Canada due to the presence of the North American ridge
anomaly (Fig. 10b).
The change in wave propagation orientation due to the
presence of North American anomalies is well visible in
the one-point lagged regression maps of Fig. 11. At
lag 0, on the immediate downstream edge of the north-
east Pacific anomalies, the eddies are more anticycloni-
cally tilted in the negative COWL phase than in the pos-
itive one. However, as wave trains propagate eastward,
the tilts are reversed by the North American anomalies.
For negative COWL, the waves get a boomerang shape
and the cyclonic tilt on the northward flank of the ed-
dies probably results from the cyclonic shear induced by
the North American trough (see in particular the positive
meridional wind anomaly). On the contrary, for positive
COWL, as waves propagate eastward, the tilt of the ed-
dies becomes more and more anticyclonic. These differ-
ences in the tilt of the eddies corroborate the differences
between the E vectors orientation for the positive and neg-
ative NAM phases shown in Figs. 10c and e. It is also
relevant to compare the negative COWL with the positive
NAM and the positive COWL with the negative NAM be-
cause they exhibit similar northeast Pacific anomalies but
show drastic differences in terms of wave propagation over
North America. The localized trough anomaly over North
America of COWL- (Fig. 11, left column) does not have
the same effect as the non localized trough anomaly over
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a) Lag 0
COWL-
b) Lag 0
COWL+
c) Lag +2 d) Lag +2
e) Lag +3 f) Lag +3
g) Lag +4 h) Lag +4
FIG. 11. As for Fig. 9, but for the COWL.
North America of NAM+ (Fig. 9, right column) on the tilt
of the eddies because the former increases the background
cyclonic shear which is not the case for the latter.
To finish, there is a striking resemblance between the
opposite-sign PNA and NAO composites and the NAM
on the one hand and between the same-sign PNA and
NAO composites and the COWL on the other hand.
PNA- NAO+ and PNA+ NAO- resemble NAM+ and
NAM- respectively (compare Figs. 5a,c with Figs.8c,e)
and PNA+ NAO+ and PNA- NAO- resemble COWL+
and COWL- respectively (compare Figs. 5b,d with
Figs.10c,e). It suggests that the two hemisperic modes
represent two different ways of PNA influencing NAO be-
cause PNA anomalies in the northeast Pacific and over
North America potentially differ from case to case.
6. Summary and Discussion
The dynamical link between the North Pacific variabil-
ity and the NAO in terms of downstream propagation of
synoptic waves was investigated using daily and monthly
reanalysis datasets. It is not so much the intensity or
latitude of downstream wave propagation which matters
the most to interpret this link but the direction of wave
propagation over North America. Indeed, the most ro-
bust distinctive feature of the NAO in terms of downstream
4.1 - Article : Influence de la PNA et de l’ENSO sur la NAO en terme de propagation en aval
109
J O U R N A L O F C L I M A T E 17
wave propagation, as revealed by regression and compos-
ite maps, is the anomalous equatorward wave propagation
for the positive NAO phase and the more zonal wave prop-
agation for the negative phase. The equatorward prop-
agation during the positive NAO phase starts from the
downstream edge of a low-frequency eastern Pacific ridge
anomaly to the Atlantic sector, which is a first confirma-
tion of the results of DRA13 on the action of a planetary-
scale ridge anomaly on synoptic wave propagation down-
stream of it.
Then, the results of DRA13 on the influence of low-
frequency anomalies over the northeast Pacific on the
NAO were validated by analysing the effects of ENSO and
PNA during late winter. Both ENSO and the PNA show
a low-frequency ridge/trough anomaly over the northeast
Pacific, depending on their phase. The low-frequency
ridge (trough) anomaly over the northeast Pacific during
La Nin˜a (El Nin˜o) events or during the negative (positive)
PNA phase deflects the Pacific jet poleward (maintains the
Pacific jet zonally oriented). Such mean flow configura-
tions give a southwest-northeast (meridional) tilt to the ed-
dies when they enter the North Atlantic, favoring anticy-
clonic (anticyclonic and cyclonic) wave breakings and the
positive (negative) NAO-like phase. This mechanism is in
good agreement with the results of Li and Lau (2012a,b)
who also highlighted the importance of downstream wave
propagation and mentioned the difference in the tilt of the
eddies when they propagate over North America between
El Nin˜o and La Nin˜a. Our study aims at showing that this
is the low-frequency anomalies over the northeast Pacific
that are responsible for the orientation of the eddies.
Some differences are noticeable between the compos-
ites of the PNA and those of Nin˜o-3. For Nin˜o-3, the east-
ern Pacific low-frequency anomalies are more eastward lo-
cated than for the PNA, which lead to a more eastward
extended zonal jet over North America during El Nin˜os
than during the positive PNA phase. This difference may
explain why the amplitude of downstream wave propa-
gation is more important for the former than the latter.
The consequence is that the amount of downstream wave
propagation is rather symmetric between La Nin˜a and El
Nin˜o years which is not the case between the two PNA
phases for which the negative PNA phase exhibits much
more downstreamwave propagation than the positive PNA
phase. The common points in terms of downstream wave
propagation over North America between the PNA and
Nin˜o-3 remain the latitude of downstream wave propaga-
tion (lower for El Nin˜os and the positive PNA phase) and
the orientation of wave propagation (more equatorward for
La Nin˜as and the negative PNA phase).
As ENSO-induced atmospheric anomalies in the east-
ern Pacific only appears in mid to late winter (Li and Lau
2012a), it makes sense that the canonical relationship be-
tween ENSO and the NAO only exists in that particular
period of the year. The fact that PNA and NAO are anti-
correlated in late winter but not much in early winter is
less obvious. Our composites of same-sign and opposite-
sign PNA and NAO indices provide some possible expla-
nation. Opposite-sign PNA and NAO cases, which occur
more frequently in late winter, have more intense northeast
Pacific anomalies than same-sign PNA and NAO cases
and have thus a stronger impact on the donwstream prop-
agation of synoptic waves. Another major difference oc-
curs over North America as the same-sign PNA and NAO
cases present large-scale anomalies centred in the latitu-
dinal band of downstream propagation of synoptic waves
which is not the case for opposite-sign PNA and NAO
cases. As these North American geopotential anomalies
are localized in the former cases, they alter the meridional
shear of the zonal wind which significantly modify the ori-
entation of wave propagation and act to reverse the orien-
tation initially set up by the more usptream northeast Pa-
cific anomalies. The common point over North America
between PNA- and PNA+ triggering NAO+ is the presence
of intense high-latitude westerlies over Canada which do
not appear in the case of PNA- and PNA+ triggering NAO-
(Fig.5). These results suggest that there are subtle varia-
tions in PNA anomalies which significantly affect the way
synoptic waves propagate over North America. There-
fore, the exact structure/position of the PNA anomaly over
both the northeast Pacific and North America might be an
important factor to explain its downstream impact on the
NAO and potentially the seasonal modulation of this im-
pact.
The present study also provides a physical meaning for
the NAM and COWL patterns. Characteristics of down-
stream wave propagation in NAM composites reinforce
the idea that the Pacific centre of action of the NAM (i.e
the low-frequency ridge/trough anomaly in the northeast-
ern Pacific) and the Atlantic centre of action (i.e the NAO)
are dynamically related. The Pacific ridge anomaly of the
positive NAM phase favors the equatorward propagation
of synoptic waves from the North Pacific to the North At-
lantic whereas the Pacific trough anomaly of the negative
NAM phase favors more a zonal propagation. In COWL
composites, the action of the northeast Pacific anomalies
on synoptic wave propagation is suppressed by that of the
North American anomalies, which reverse the initial ori-
entation of the synoptic eddies coming from the North Pa-
cific. The contrasting relationship between the PNA and
NAO has been related to the NAM and COWL patterns.
The NAM pattern, which exhibits a ridge (trough) north-
east Pacific anomaly upstream of the positive (negative)
NAO dipolar structure, corresponds to opposite-sign PNA
and NAO composites. On the other hand, the COWL pat-
tern, which shows an eastern Pacific large-scale trough
(ridge) and a North American large-scale ridge (trough)
upstream of the positive (negative) NAO dipolar anomaly,
fits well with the same-sign PNA and NAO composites. It
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is interesting to note that this COWL variability also cor-
responds to in-phase fluctuations of the amplitude of the
Pacific and Atlantic storm tracks as shown by Chang and
Fu (2002) but the reasons for that is unclear.
The DRA13 mechanism provides a new way of inter-
preting the two leading modes of variability of the North-
ern Hemisphere. Honda and Nakamura (2001) empha-
sized a downstream influence of the Pacific centre of ac-
tion onto the Atlantic one but in terms of the Aleutian Low
- Icelandic Low seesaw. Their mechanism differs from
ours as they have shown that the formation of an Aleutian
low (high) anomaly leads to the formation of an Icelandic
high (low) anomaly via quasi-stationary Rossby wave
propagation in mid- to late winter. They also underlined
that synoptic wave activity tends to reinforce the previous
quasi-stationary anomalies as many studies have shown in
the past decades (e.g. Lau 1988; Branstator 1995). Our
study and that of DRA13 show that synoptic waves do
not simply maintain low-frequency anomalies locally but
have a remote effect. Upstream low-frequency anomalies
modify synoptic wave propagation on their downstream
side to trigger new low-frequency anomalies more down-
stream via wave-breaking processes. The two mechanisms
are not exclusive but do not probably act at the same time
scales. The propagation of low-frequency Rossby wave
trains usually involves greater time scales than 10 days
while the propagation of synoptic waves involves sub-
weekly time scales. Future studies should investigate if
the present mechanism can explain rapid fluctuations of
the NAM and COWL index.
To conclude, it is not because the mean flow exhibits
strong zonal asymmetries as in the COWL pattern or in
the same-sign PNA and NAO composites that downstream
wave propagation is not important. This is to be contrasted
with one conclusion of Li and Lau (2012a). According to
them, zonal asymmetry during their weak cases (i.e. the
positive ENSO phase associated with the positive NAO
phase and the negative ENSO phase associated with the
negative NAO phase) prevents downstream wave propa-
gation to occur between the North Pacific and the North
Atlantic. Our results rather suggest that even though zonal
asymmetries tend to attenuate synoptic wave amplitude,
they alter the direction of wave propagation downstream
of them and thus determine in large part the type of wave
breaking in the North Atlantic sector.
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Chap. 4 - Lien entre les modes de variabilité climatique dans le Pacifique nord et la NAO :
validation du mécanisme
4.2 Le mécanisme dans la simulation longue du modèle
quasi-géostrophique
Dans ce deuxième article, nous avons uniquement validé le mécanisme, identifié dans le
précédent chapitre, dans la réanalyse ERA40. Ici, nous voulons montrer brièvement que ce
mécanisme est aussi observé dans la simulation longue du modèle quasi-géostrophique. Pour
cela, nous avons calculé la régression des vecteurs E et de la fonction de courant pour la NAO
(le protocole pour calculer l’indice de la NAO est le même que pour le premier article). La
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Figure 4.1 – a)Régressions journalières de la fonction de courant basse fréquence (contour ; intervalle : 2.106
m2.s−1) et des vecteurs E (flèches ; voir légende en dessous de la figure en m2.s−2) sur l’indice de la NAO de la
simulation longue du modèle. b-c) Composites de l’énergie cinétique haute fréquence (plage grisée en m2.s−2),
de l’anomalie de la fonction de courant basse fréquence quatre jours avant le maximum de la NAO (contour ;
intervalle : 2.106 m2.s−1) et des vecteurs E (flèches ; voir légende en dessous de la figure en m2.s−2) de b) la
phase positive de la NAO (valeurs supérieures à 1.3) et de c) la phase négative de la NAO (valeurs inférieures
à 1.3). Ces figures sont faites à 200 hPa. Les composites de l’énergie cinétique haute fréquence et des vecteurs
E sont moyennés entre les lag -5 et 0 de la NAO. Les flèches rouges (bleues) indiquent que la composante
méridienne du vecteur E est significativement supérieur (inférieure) à la moyenne temporelle à 95%.
figure 4.1a montre que les vecteurs E sont significativement orientés vers l’équateur, dans les
moyennes latitudes, de l’anomalie positive de fonction de courant dans le Pacifique nord-est à
l’Atlantique nord. Ceci est en accord avec ce qui a été vu dans la réanalyse et indique que les
ondes de Rossby synoptiques se propagent plus vers l’équateur pendant la phase positive de la
NAO. Lors de la phase positive de la NAO (figure 4.1b), les vecteurs E sont significativement
orientés plus vers l’équateur que dans la climatologie de l’anomalie positive de fonction de
courant à l’Atlantique nord. Les ondes de Rossby synoptiques sont donc plus fortement étirées
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dans la direction sud-ouest/nord-est. Lors de la phase négative de la NAO (figure 4.1c), les
vecteurs E sont significativement moins orientés vers l’équateur que dans la climatologie, de
l’anomalie de fonction de courant négative à l’Atlantique nord. Cependant, ils sont quand même
orientés vers l’équateur, ce qui peut s’expliquer par le biais du modèle quasi-géostrophique vers
plus de déferlements anticycloniques. Ceci se traduit par des ondes se propageant vers l’équateur
(mais moins que dans la climatologie). Des vecteurs E moins orientés vers l’équateur lors de la
phase négative de la NAO indique, néanmoins, que l’anomalie négative de fonction de courant
modifie la propagation des ondes de Rossby synoptiques.
Les composites de l’énergie cinétique haute fréquence montrent que le rail des dépressions
pacifique est plus intense et situé plus au nord sur le Pacifique nord-est lors de la phase positive
de la NAO que lors de sa phase négative. Cette différence en intensité est plus faible sur
l’Amérique du Nord et sur l’Atlantique nord.
On peut donc conclure que les résultats tendent vers ceux de la réanalyse, mais que le déficit
en déferlement cycloniques fait qu’ils sont de nouveaux moins concluant pour la phase négative
de la NAO. Ainsi, le mécanisme explique, dans le modèle aussi, comment l’anomalie de fonction
de courant positive (négative) en modifiant la propagation des ondes synoptiques de Rossby
induit plus de déferlements anticycloniques (cycloniques) au niveau du courant-jet atlantique.
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Lors de cette thèse nous avons cherché à mieux comprendre les mécanismes influençant
les variations de la NAO. La phase positive de la NAO étant déclenchée par une série de
déferlements d’ondes de Rossby anticycloniques majoritaires sur le bord sud du courant-jet at-
lantique et la phase négative de la NAO par une série de déferlements cycloniques majoritaires
sur le bord nord du courant-jet atlantique, nous avons cherché, plus précisément, à déterminer
ce qui influençait la nature de ces déferlements. Plusieurs études ont porté sur l’influence de
l’écoulement atmosphérique pacifique sur ces déferlements, mais sans clairement identifier com-
ment un élément de cet écoulement pouvait influencer ces déferlements. Nous nous sommes
donc intéressés à l’influence de l’écoulement atmosphérique pacifique sur ces déferlements et
sur la NAO à partir d’expériences numériques et de données réanalysées. Ceci nous a conduit
à trois résultats principaux. Premièrement, nous avons identifié un nouveau mécanisme reliant
l’écoulement atmosphérique pacifique basse fréquence au type de déferlements dans l’Atlantique
nord via le développement en aval d’ondes de Rossby synoptiques. Deuxièmement, nous avons
utilisé ce mécanisme pour proposer une nouvelle explication possible du lien entre les modes
de variabilité dans le Pacifique, tels que la PNA et l’ENSO, et la NAO. Troisièmement, cela
nous a conduit à une interprétation dynamique des deux premiers modes de variabilité basse
fréquence de l’hémisphère nord.
Le mécanisme identifié dans les simulations courtes du modèle et validé dans la réanalyse
ERA40 est le suivant : une anomalie basse fréquence positive de géopotentiel dévie vers le
nord sur son bord ouest et vers le sud sur son bord est la propagation des ondes de Rossby
synoptiques. Les tourbillons composant ces ondes sont de ce fait étirés dans une direction sud-
ouest/nord-est favorisant les déferlements anticycloniques au niveau du courant-jet atlantique
et donc la phase positive de la NAO (figure 4.2a). Au contraire, une anomalie basse fréquence
négative de géopotentiel maintient zonale et plus au sud la propagation des ondes de Rossby
synoptiques, les tourbillons sont alors étirés dans la direction nord/sud favorisant les défer-
lements cycloniques au niveau du courant-jet atlantique et donc la phase négative de la NAO
(figure 4.2d). L’anomalie basse fréquence peut se situer sur le Pacifique nord-est, comme dans
les cas où la PNA et la NAO sont en opposition phase, cela correspond aux cas canoniques de la
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NAO (figures 4.2a,d) ou sur l’Amérique du Nord en aval d’une autre anomalie basse fréquence
de signe opposé, comme dans les cas où la PNA et la NAO fluctuent en phase, cela corre-
spond aux cas non canoniques de la NAO (figures 4.2b,c). Un point important mis en avant
par ce mécanisme est que ce n’est pas tant l’intensité de la propagation en aval des ondes de
Rossby synoptiques sur l’Amérique du Nord qui compte dans le déclenchement de la NAO, mais
l’élongation des tourbillons composants les paquets d’ondes. En effet, même les cas non canon-
iques, pour lesquels la propagation en aval sur l’Amérique du Nord est plus faible, montrent
une NAO sur l’Atlantique Nord, car un tourbillon, étiré dans une direction sud-ouest/nord-est
ou nord/sud, de faible intensité pourra s’amplifier au niveau de la zone barocline maximale
à l’ouest de l’océan Atlantique, afin de déplacer plus fortement le courant-jet atlantique en
déferlant.
 

Figure 4.2 – Schémas qualitatifs illustrant notre mécanisme pour les cas de NAO canoniques (a. NAO+, d.
NAO-) et pour les cas de NAO non canoniques (b. NAO-, c. NAO+). Les traits pleins représentent une anoma-
lie basse fréquence positive de géopotentiel, les tiretés une anomalie basse fréquence négative de géopotentiel,
la flèche violette la direction de la vitesse de groupe Cg, les ovales rouges des anomalies de tourbillon synop-
tiques positives et les ovales bleus des anomalies de tourbillon synoptiques négatives. − (u′v′)
y
correspond à la
convergence des flux de quantité de mouvement.
Un deuxième effet, basé cette fois-ci sur l’action filtrante de l’anomalie positive basse
fréquence, s’ajoute positivement au précédent. Ces deux effets appuient une nouvelle approche
de l’interaction entre les rail des dépressions et les anomalies basse fréquence (Benedict et al.,
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2004; Franzke et al., 2004; Rivière et Orlanski, 2007; Strong et Magnusdottir, 2008a,b; Kunz
et al., 2009a). En effet, avant la parution de ces études, il était admis que les rails des dépressions
ne faisaient que renforcer des anomalies basse fréquence déjà présentes et non qu’ils les déclen-
chaient. Dans cette thèse, nous montrons que des anomalies basse fréquence sur le Pacifique
nord ou l’Amérique du Nord modifient la propagation d’ondes de Rossby synoptiques de telle
manière qu’en déferlant en aval sur l’Atlantique nord elles vont créer de nouvelles anomalies
basse fréquence.
Le mécanisme introduit et validé dans la réanalyse ERA40 explique en partie le lien entre
les modes de variabilité basse fréquence sur le Pacifique (l’ENSO et la PNA) et la NAO :
l’anomalie basse fréquence présente sur le Pacifique nord-est modifie la propagation (latitude
et structure des tourbillons) des ondes de Rossby synoptiques au dessus de l’Amérique du
Nord induisant plus de déferlements anticycloniques ou cycloniques au niveau du courant-jet
atlantique. Ceci est en accord avec les études de Seager et al. (2010b) et Li et Lau (2012a,b)
qui montrent, pour l’ENSO, que les événements El Niño sont associés à un rail des dépressions
pacifique situé en basse latitude et à une propagation des ondes de Rossby synoptiques plus
zonale sur l’Amérique du Nord. Alors que les événements La Niña sont eux associés à un rail
des dépressions pacifique situé en haute latitude et à une propagation des ondes de Rossby
synoptiques orientée vers l’équateur en aval de l’anomalie positive. Li et Lau (2012a,b) notent,
de plus, que lors des hivers El Niño les tourbillons sont orientés dans la direction nord/sud au
dessus de l’Amérique du Nord ce qui favorise le déclenchement de la phase négative de la NAO,
alors que lors des hivers La Niña les tourbillons sont étirés dans la direction sud-ouest/nord-est
au dessus de l’Amérique du Nord ce qui favorise le déclenchement de la phase positive de la
NAO. Notre étude apporte un nouvel élément au lien entre l’ENSO et la NAO, par rapport aux
travaux de Li et Lau (2012a,b), en montrant que c’est l’anomalie basse fréquence sur le Pacifique
nord-est qui modifie la structure des ondes synoptiques se propageant entre le Pacifique nord-
est et l’Atlantique nord. Une anomalie basse fréquence positive induit plus de déferlements
anticycloniques dans l’Atlantique nord et la phase positive de la NAO, alors qu’une anomalie
basse fréquence négative induit plus de déferlements cycloniques et donc la phase négative de
la NAO.
L’étude du lien entre la PNA et la NAO a montré qu’elles sont plus fortement anti-corrélées
en fin d’hiver qu’en début d’hiver. L’hypothèse avancée est que la structure de la PNA n’est
pas la même en début et en fin d’hiver : l’anomalie basse fréquence de géopotentiel est située
plus au sud dans les cas où les deux modes sont corrélés que dans le cas où ils sont anti-corréles.
La PNA sur l’Amérique du Nord peut ainsi affecter différemment la propagation des ondes de
Rossby synoptiques et donc la NAO.
Des études antérieures ont proposé d’autres mécanismes pour expliquer le lien entre la PNA
et la NAO et celui entre l’ENSO et la NAO. Plusieurs études (Honda et al., 2001; Feldstein,
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Figure 4.3 – Schémas qualitatifs illustrant trois mécanismes présentés précédemment dans la littérature. Le
premier mécanisme correspond à la propagation d’un train d’ondes quasi-stationnaire (anomalies bleues foncé)
au dessus de l’Amérique du Nord qui force ensuite un deuxième train d’ondes au dessus de l’Atlantique nord.
Ce deuxième train d’ondes correspondant à la NAO. Les flèches bleu ciel montrent la direction de la vitesse
de groupe Cg Les flèches bleu turquoise et rouge, l’advection d’air froid venant du pôle et d’air chaud humide
venant du golfe du Mexique, respectivement. Le deuxième mécanisme correspond au “pont stratosphérique”
(flèches roses foncé).
2003; Cassou, 2008; Lin et al., 2009; Pinto et al., 2011) montrent que les deux pôles de la NAO
sont forcés par un train d’ondes de Rossby quasi stationnaire, initié sur le Pacifique (figure
4.3), et transportant de la densité d’activité ondulatoire du Pacifique nord-est vers l’Atlantique
nord (Honda et al., 2001; Feldstein, 2003; Cassou, 2008; Lin et al., 2009). Honda et al. (2001)
montrent plus particulièrement que ce train d’ondes quasi stationnaire peut mettre plusieurs
mois à se développer et à forcer des anomalies basse fréquence dans l’Atlantique nord. En effet,
ils montrent que la dépression au niveau des îles Aléoutiennes et celle au niveau de l’Islande ne
sont significativement anti-corrélées qu’en fin d’hiver et que c’est la dépression au niveau des
îles Aléoutiennes qui se développe en premier, au début de l’hiver, et qui force la seconde via
un train d’ondes quasi stationnaire. Cela pourrait aussi expliquer pourquoi la PNA et la NAO
sont plus fortement anti-corrélées en fin d’hiver. Un autre mécanisme proposée par Pinto et al.
(2011) montre, dans le cas de la phase négative de la PNA, que l’advection d’air froid venant du
pôle nord (flèche turquoise) et d’air chaud humide venant du golfe du Mexique (flèche rouge)
augmente la baroclinie à une haute altitude dans l’Atlantique Nord (zone verte), renforcant ainsi
le rail des dépressions atlantique à une haute altitude, ce qui favorise, d’après eux, la phase
positive de la NAO. Enfin, d’autres études ont mis en avant le “pont stratosphérique” entre le
Pacifique nord et l’Atlantique nord (Castanheira et Graf, 2003; Ineson et Scaife, 2009; Li et Lau,
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2013). Ces études montrent que des ondes de Rossby planétaires, liées à la présence d’anomalies
basse fréquence, peuvent se propager verticalement vers la stratosphère. Lors des hivers El Niño,
la propagation verticale d’ondes de Rossby planétaires de nombre d’onde m=1 tend à détruire
le vortex polaire, affaiblissant ainsi le NAM, ce qui force la phase négative de la NAO dans
la troposphère (figure 4.3 ; Ineson et Scaife 2009; Li et Lau 2013). Ces quatre mécanismes ne
sont pas incompatibles : les deux types d’ondes pouvant se propager en même temps et forcer
conjointement la NAO. Honda et al. (2007) montrent que le mécanisme impliquant une onde
quasi stationnaire n’est sûrement pas à l’origine des cas de NAO non canoniques.
Les cas où la PNA et la NAO sont anti-corrélées ressemblent très fortement au NAM. Ceci
implique que le NAM reflète le lien, via le mécanisme étudié dans cette thèse, entre la variabilité
basse fréquence dans le Pacifique nord-est et la NAO. Ceci a été vérifié par la suite : les deux
centres d’action du NAM dans les moyennes latitudes sont reliés via le développement en
aval d’ondes de Rossby synoptiques. Le NAM reflète, plus particulièrement, les cas canoniques
où les ondes synoptiques sont seulement modifiées par l’anomalie basse fréquence de grande
échelle dans le Pacifique nord-est (centre d’action Pacifique). L’EOF 2 sur l’hémisphère nord, le
COWL, lui reflète les cas non canoniques où une anomalie s’intercale sur l’Amérique du Nord.
L’EOF 2 sur l’hémisphère nord peut aussi expliquer pourquoi les deux centres d’actions dans
les moyennes latitudes (i.e. l’anomalie basse fréquence sur le Pacifique nord-est et l’anticyclone
des Açores) sont faiblement corrélés, mais contrairement à Wallace et Thompson (2002), nous
notons que cette EOF 2 correspond à une structure particulière de la PNA associée à la NAO.
Ainsi, ces EOFs 1 et 2 ne semblent pas être seulement des artefacts de la méthode de calcul,
mais représentent des processus dynamiques ayant lieu dans la troposphère.
Dans cette thèse nous avons ainsi montré comment l’écoulement atmosphérique dans le
Pacifique nord exerce une influence sur la circulation atmosphérique basse fréquence dans l’At-
lantique nord via la propagation en aval d’ondes de Rossby synoptiques.
Les perspectives de cette thèse sont les suivantes :
∗ Étude de cas réels
L’étude d’un cas particulier, avec un modèle réaliste comme Arpege, permettrait de ren-
forcer notre étude et de montrer que notre mécanisme peut expliquer le développement
de la NAO (et que dans certains cas il est le seul à l’expliquer). Nous pourrions prendre
un cas de l’hiver 2013/2014 qui a été dominé par la phase positive de la NAO et durant
lequel une anomalie positive de géopotentiel a été observée dans le Pacifique nord-est.
Pour cela, il faudrait, premièrement, choisir un cas de croissance rapide de l’indice NAO
dans la réanalyse ERA-Interim (de l’ordre de l’échelle de temps de notre mécanisme).
Cela nous permettrait de vérifier si l’anomalie positive de géopotentiel était bien présente
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dans le Pacifique nord-est et si elle précédait la phase positive de la NAO. Deuxième-
ment, nous pourrions alors réaliser des simulations de ce cas réel (durant quelques jours)
avec le modèle Arpege. Le but de ces simulations serait de modifier les conditions ini-
tiales du modèle grâce à l’inversion du tourbillon potentiel (Arbogast et al., 2008). Cela
nous permettrait, par exemple, de réduire l’intensité de l’anomalie positive dans le Paci-
fique nord-est et de voir si la phase positive de la NAO se développe. Si dans la semaine
suivant le début de l’expérience, la phase positive de la NAO ne se développe pas cela
signifierait que notre mécanisme peut expliquer les fluctuations de la NAO.
∗ Simulations plus réalistes
◦ Nous avons montré que le modèle quasi-géostrophique reproduisait bien les défer-
lements anticycloniques d’ondes de Rossby synoptiques, contrairement aux défer-
lements cycloniques. Cette moins bonne représentation pourrait expliquer les ré-
sultats moins concluants des simulations courtes avec thalweg. Afin d’obtenir de
meilleurs résultats pour les simulations courtes notamment, nous pourrions améliorer
la représentation des déferlements cycloniques dans le modèle quasi-géostrophique.
Pour cela, il faudrait ajouter un terme lié à l’humidité dans les équations d’évolu-
tion de la vorticité potentielle et une équation pour l’évolution de l’humidité relative
(Laîné et al., 2011). En effet, Laîné et al. (2011) reproduisent mieux les déferlements
cycloniques dans leur version “humide” du modèle quasi-géostrophique.
◦ Afin de palier ce déficit en déferlements cycloniques, nous pourrions utiliser un modèle
aux équations primitives sur la sphère (Hall, 2000). Les déferlements cycloniques étant
mieux représentés dans les modèles aux équations primitives, cela nous permettrait de
mieux appréhender l’impact des anomalies basse fréquence dans le Pacifique nord-
est. Nous pourrions commencer par refaire une simulation longue et retracer les
composites des vecteurs E pour la NAO.
∗ Meilleure compréhension des mécanismes à l’origine des anomalies sur le
Pacifique nord-est et l’Amérique du Nord
Dans un premier temps, nous pourrions aussi vérifier si la convection profonde dans
les tropiques déclenche les anomalies basse fréquence dans le Pacifique nord-est (Cassou,
2008; Lin et al., 2009), comme c’est le cas pour la PNA (Franzke et al., 2011). Pour cela, il
faudrait réaliser des simulations longues avec le modèle quasi-géostrophique, en ajoutant
une anomalie de vorticité potentielle (représentant l’effet de la convection) au niveau des
tropiques dans le Pacifique au temps t=0 et voir quelles anomalies se développent sur
l’Amérique du Nord. Dans un second temps, il serait intéressant de mieux comprendre
l’origine des différentes structures de la PNA. Le courant-jet pacifique a un impact sur
la propagation d’une onde de Rossby quasi-stationnaire (forcée par de la convection
dans les tropiques). Nous pourrions donc commencer en déterminant si la différence de
structure est liée à une différence dans l’état moyen entre le début et la fin de l’hiver.
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∗ Séparer le rôle des différents mécanismes
Les quatres mécanismes (le nôtre, ceux liés à la propagation d’un train d’ondes quasi
stationnaire et celui lié au “pont stratosphérique”) présentés peuvent forcer conjointement
une phase de la NAO. La question qui se pose donc est : à quel “type” de variation (rapide,
intra-saisonnières plus lentes) de la NAO ces mécanismes sont-ils liés ? A priori, notre
mécanisme, parce qu’il implique un lien entre le Pacifique nord-est et la NAO via des
ondes de Rossby synoptiques, devrait être le plus rapide. Les trois autres mécanismes
peuvent être liés aux variations intrasaisonnières de la NAO plus ou moins lentes. Le lien
entre le Pacifique nord-est et la NAO via le train d’ondes de Rossby quasi stationnaire
peut se faire en une dizaine de jours ou sur l’échelle d’un hiver (Honda et al., 2001). De
même, les variations associées au “pont stratosphérique” sont associées à des variations
plus lentes de la NAO. Enfin, il serait intéressant de déterminer si l’un des deux derniers
mécanismes est responsable de la plus forte anti-corrélation observée en fin d’hiver entre
la PNA et la NAO.
∗ Prévisibilité à courte échéance
Cette étude apporte des résultats préliminaires pouvant mener à la construction d’un
ou plusieurs indices précurseurs de la NAO basé sur l’écoulement basse fréquence sur la
zone Pacifique nord-Amérique du Nord. Le but de ces indices serait de pouvoir dire, en
fonction de la présence ou de l’absence d’anomalies basse fréquence sur la zone Pacifique
nord/Amérique du Nord, si la NAO va se développer dans les prochains jours et si
oui, quelle phase. Ceci n’est pas si évident à réaliser car ces anomalies basse fréquence
peuvent être situées sur le Pacifique nord-est ou sur l’Amérique du Nord et n’occupent
pas exactement les mêmes emplacements à l’intérieur de cette zone d’un cas à l’autre.
∗ Variabilité décennale
Enfin, il serait aussi intéressant d’étudier les variations décennales de la NAO : voir
si elles sont liées ou non à une anomalie positive de géopotentiel prédominante sur le
Pacifique nord-est. Nous pourrions aussi analyser plus précisément la relation entre les
variations décennales de la NAO et celles de la PDO (montrant aussi une anomalie basse
fréquence dans le Pacifique nord-est). Schwing et al. (2003) montrent que la PDO et la
NAO à l’échelle décennale ne sont pas toujours anti-corrélées. Entre le début des années
1920 et le début des années 1960, la phase positive de la PDO (associée à une anomalie
négative de géopotentiel dans le Pacifique nord-est) semblait être associée à la phase
négative de la NAO, alors qu’entre le début des années 1960 et les années 1980, la phase
négative de la PDO était associée à la phase négative de la NAO. Nous pourrions étudier
cette période (1960-1980) pour voir si une seconde anomalie apparait sur l’Amérique du
Nord.
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Liste des acronymes
ARPEGE : Action de Recherche Petite Echelle Grande Echelle : modèle de circulation générale
développé à Météo-France
COADS : Comprehensive Ocean-Atmosphere Data Set ou Jeu de Données Exhaustif Océan-
Atmosphère
COWL : Cold Ocean-Warm Land pattern ou mode Océan Froid-Continent Chaud
EOF : Empirical Orthogonal Function ou Fonction Empirique Orthogonale
ERA : European Center for Medium-Range Weather Forecasts ReAnalysis ou Ré-Analyse du
Centre Européen de Prévision Météorologique à Moyen Terme
ENSO : El Niño-Southern Oscillation
NAM : Northern Annular Mode ou Mode Annulaire dans l’hémisphère Nord
NAO : North Atlantic Oscillation ou Oscillation Nord Atlantique
NCAR : National Centre for Atmospheric Research ou Centre National pour la Recherche
Atmosphérique (États-Unis)
NCEP : National Centers for Environmental Prediction ou Centres Nationaux pour la Prévi-
sion Environnementale (États-Unis)
NMC : National Meteorological Center ou Centre National en Météorologie
PNA : Pacific-North American oscillation ou oscillation Pacifique-Nord Américaine
PDO : Pacific Decadal Oscillation ou oscillation décennale dans le Pacifique
PUMA : Portable University Model of the Atmosphere ou Modèle Atmosphérique Universi-
taire Portable
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Liste des notations mathématiques
Variables :
β : Gradient méridien du paramètre de Coriolis
c : Vitesse de phase de l’onde de Rossby
Cg : Vitesse de groupe de l’onde de Rossby
Di : Terme de dissipation linéaire dans le modèle quasi-géostrophique
f : Paramètre de Coriolis (ou vorticité planétaire)
freq : Fréquence
γ : Convergence horizontale des flux de vorticité tourbillonnaire
hor : hauteur de l’orographie réelle dans le modèle quasi-géostrophique
J : Jacobien
K : Nombre d’onde total K2=k2+l2
k : Nombre d’onde zonal non adimensionné
l : Nombre d’onde méridien non adimensionné
λ, ϕ : Longitude, latitude
m : Nombre d’onde zonal adimensionné
N2 : Fréquence de Brunt-Väisälä
n2 : Indice de réfraction
ω : Vitesse verticale en coordonnées pression
ωp : Fréquence angulaire
ψ : Fonction de courant
p : Pression
ps : Pression de surface
P : Vorticité Potentielle d’Ertel
φ : Géopotentiel
q : Vorticité Potentielle quasi-géostrophique
ρ : Masse volumique
s2 : Stabilité statique
Si : Terme de forçage dans le modèle quasi-géostrophique
θ : Température potentielle
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Liste des notations mathématiques
θ0 : Température potentielle ne dépendant que de la pression
u, v : Vitesses zonale et méridienne en coordonnées cartésiennes
va : Composante agéostrophique du vent méridien
ζa : Vorticité absolue
ζ : Vorticité relative
ζθ : Composante verticale de la vorticité relative sur une surface isentrope
Constantes
a : Rayon de la Terre : a : 6371 km
Cp : Capacité calorifique pour l’air sec à pression constante
f0 : Paramètre de Coriolis constant
H0 : Échelle de hauteur dans le modèle quasi-géostrophique correspondant à la hauteur de la
troposphère et fixée à H0 = 9 km
Ω : Vitesse angulaire de rotation de la Terre : Ω : 7,3.10−5 rad.s−1
R : Constante des gaz parfaits R = 8.314 J.K−1.Mol−1
R1, R2 : Rayons de déformations de Rossby dans le modèle quasi-géostrophique pour les couches
200-500 hPa et 500-800 hPa, respectivement. R1 = 700 km et R2 = 450 km
. : Moyenne temporelle
.′ : Écart à la moyenne temporelle
[.] : Moyenne zonale
.∗ : Écart à la moyenne zonale
〈.〉 : Moyenne sur le globe
.B : Partie basse fréquence
.H : Partie haute fréquence
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