Although microscopy is often treated as a quasi-static exercise for obtaining a snapshot of events and structure, it is clear that a more dynamic approach, involving real-time decision making for guiding the investigation process, may provide deeper insights, more efficiently. On the other hand, many applications of machine learning involve the interpretation of local circumstances from experience gained over many observations; that is, machine learning potentially provides an ideal solution for more efficient microscopy. This paper explores the potential for informing the microscope's observation strategy while characterising critical events. In particular, the identification of regions likely to experience twin activity (twin interaction with grain boundary) in AZ31 magnesium is attempted, from only local information. EBSD-based observations in the neighbourhoods of twin activity are fed into a machine-learning environment to inform the future search for such events, and the accuracy of the resultant decisions is quantified relative to the number of prior observations. The potential for utilising different types of local information, and their resultant value in the prediction process, is also assessed. After applying an attribute selection filter, and various other machine-learning tools, a decision-tree model is able to classify likely neighbourhoods of twin activity with 85% accuracy. The resultant framework provides the first step towards an intelligent microscopy for efficient observation of stochastic events during in situ microscopy campaigns.
Introduction
Various microstructure-level phenomena that control macroscopic material behaviour, such as twinning, transformation, and crack formation are stochastic in nature. Models that sim- 0516; e-mail: dfullwood@byu.edu ulate such behaviour are often informed by observations made well after the critical microstructural events. Direct observations of critical events are needed if progress is to be made toward the development of microstructures that achieve desired performance objectives. One solution to this issue lies in various recent advances in microscopy that allow in situ observation (in 2D and 3D) of deformation behaviour (Gharghouri et al., 1999; Mao et al., 2008) . However, another component to the solution might involve the ability to focus observation activities on regions where critical events are most likely to occur. This paper develops such a method for in situ electron backscatter diffraction (EBSD) observation of twin activity [defined as points where twins intersect with grain boundary (GB), as justified below] in AZ31 Magnesium (Mg). Machinelearning techniques are used to correlate local microstructural features with previous twin activity, and thereby predict regions of interest to focus future scans. The approach might be termed 'intelligent microscopy', where the microscope locates, tracks and conducts refined scans over areas of interest.
To illustrate the machine-learning technique for building a prediction model that can identify areas of interest, magnesium alloy AZ31 was analysed via EBSD. Scan data were collected, processed and input to a machine-learning algorithm to reveal relevant sets of attributes affecting twin activity. Even though several studies have focused on uncovering such correlation using different techniques (Barnett et al., 2004; Beyerlein et al., 2011; Niezgoda et al., 2014) , the observations are generally made well after the nucleation events had begun. Such studies inevitably entail ambiguity in determining the actual twin activity point. The data used in this paper also suffer from the same drawback, in that they consist of observations of fully formed twins, precluding the separation of nucleation and transmission events at GBs. However, the main focus of this paper is the investigation of the capabilities of machine-learning techniques for directing observation strategies, based upon local information obtained from the microscope. In the context of in situ straining of a specimen, and tracking of the evolution of microstructure, it is envisaged that future observations of early-life twin activity, using the tools developed in this paper, will lead to a more refined predictive model for separating nucleation and/or transmission events as they happen at GBs.
An analogous study, in the field of reconstruction of twophase composites, was undertaken by Bostanabad et al. (2016) ; by learning typical neighbourhood configurations from previous samples, and by considering the information regarding phase morphology in the neighbourhood of the next point to be assigned during a reconstruction, a suitable prediction could be made. The main barrier to directly applying such an approach to the microstructure of magnesium (for example) is the dimensionality of the space. Orientation space is vast compared with phase space of a two-phase composite. Various metrics are employed to reinterpret orientation space and related morphology in lower dimensional spaces. These include variables such as grain size, GB misorientation, Schmid factors etc. The efficacy of using such metrics to arrive at a tractable space for the machine-learning exercise is investigated in the sections below.
Following a review of relevant background, the paper will proceed as follows: a wide range of microstructural attributes that may correlate with twin activity at GBs is compiled for a dataset consisting of over a thousand twin/GB intersections; attribute selection is applied to reduce the set of microstructural features to include only those that contribute most to accurate prediction of twin/GB intersections; a decision treebased model is formulated to provide a binary classification of each GB point as having a high or low probability of twin intersection; and finally, the accuracy of the resultant model is assessed, relative to the size of the dataset required to generate the model, in order to determine the speed with which a microscope controlling algorithm might learn to find and observe stochastic microstructural phenomena. The combined feature set and decision-tree model potentially greatly increases the efficiency with which twin intersections with GBs can be identified and observed.
Supervised machine learning
Supervised machine learning, also known as classification learning, offers tools that create predictive models from data. The data used for training consist of sets of attributes, and corresponding class (or type) assignment, for many instances (or observations); the attributes might be structural or other features associated with the objects being classified. For example, one may learn a model to classify flowers into various types (e.g. iris setosa, iris virginica) by observing instances of such flowers characterised by botanical properties (e.g. petal width, sepal length), where the model associates certain property values to corresponding types (e.g. if sepal length is less than 2.3 cm, then the flower type is iris virginica). Depending on the algorithm used, models may take the form of simple sets of if-then rules, probability structures, decision trees, or more complex neural networks. Machine-learning algorithms have proven effective in a broad range of applications including face recognition (Lawrence et al., 1997) and financial forecasting (Kaastra & Boyd, 1996) , as well as in determining and predicting complex patterns by learning from real-world sensory data such as an online chess game (Bouzy, 2006) , fingerprint recognition (Nogueira et al., 2016) and event forecasting (weather predictions; Lee & Liu, 2004) . In materials science, machine-learning techniques are readily applied to the search for correlations and constitutive laws that relate material processing, structure and properties. Numerous examples exist in the literature, such as the prediction of stress concentrations based upon local microstructure of simple polycrystals (Tan & Arwade, 2008) , and the prediction of incipient damage sites in two-phase composites (Louhghalam & Arwade, 2010) . Other examples include the extraction of constitutive laws, including the determination of constitutive equations for laminar composites (Feng & Yang, 2001 , and the fitting of parameters to constitutive equations in the field of low-cycle fatigue (Franulovic et al., 2010) .
Two recent machine-learning studies are particularly relevant to the current paper. The first used decision tree analysis to search for microstructural features (relating to lattice orientation, extracted using EBSD) that contribute to twin activity in Mg AZ31 (Orme et al., 2016) . The approach also enabled ranking of importance of the various attributes, to determine which should be incorporated into deformation models. The second study (already mentioned) trained a machine-learning model to predict the phase of a two-component composite at a given point, based on knowledge of the structure in the local region (Bostanabad et al., 2016) . Conceptually, the idea of the current paper is similar -we wish to predict whether the current point in a scan has a high likelihood of twin activity based upon the local microstructure. However, the potential complexity of information represented by a set of discrete points within a two-phase composite is minuscule when compared with the number of possible permutations of lattice orientation over the same set of points. Hence an approach different from the referred study is required in our analysis.
Deformation behaviour of magnesium
Deformation in magnesium HCP crystals is generally facilitated by four major slip systems types: basal <a>, prismatic <a>, pyramidal <a> and pyramidal <c+a> (Agnew et al., 2001; Agnew et al., 2003; Koike, 2005; Agnew & Duygulu, 2005a) . At room temperature, Mg typically undergoes slip along basal and prismatic slip systems due to relatively low critically resolved shear stress (CRSS) in comparison to other nonbasal slip systems. To accommodate strain for further plastic deformation, compression and tensile twin systems are often activated. The observed values for total critical resolved shear stress published in prior work suggest that at room temperature, tensile and compression twinning will occur before nonbasal slip systems are activated (such as pyramidal <c+a>) (Agnew et al., 2001; Agnew et al., 2003; Koike et al., 2003; Koike, 2005 , Agnew & Duygulu, 2005a ; for example, when c-axis compression or extension is required, depending upon the mode of deformation applied to the specimen. Although allowing for accommodation of deformation, these twins can also have negative effects, such as initiating cracks and fracture at their intersection with GBs.
In AZ31 and other HCP alloys, strong correlations exist between twin activity and GBs. Beyerlein et al. (2011) explored the effect of GB structure and the influence of local stress state on twin nucleation. Their statistical analysis and atomistic simulations of experimental results showed that adjoining twin pairs (ATPs) occur mostly at low misorientation GBs. Two further studies helped to clarify these observations (Khosravani et al., 2015; Orme et al., 2016) ; it was observed that twins tend to propagate through low-angle GBs (15-25°) and nucleate at high-angle GBs (>39°). These studies indicate that the critical nucleation activities occur at GBs in MgAZ31 alloy, thus helping guide the focus of future studies.
However, many insights are based upon after-the-event observations of twinning; complex relationships between twin nucleation and various microstructural attributes such as grain size, GB misorientation, Schmid factors etc. are inferred from data taken well after the critical event. Much of the previous experimental work generally does not provide early-life information of the twinning event. The current work proposes to train a microscopy tool to identify possible locations which are susceptible to twin nucleation to observe the effects of early-life twin activity. This key information will be helpful in improving existing models and could provide insights into new microstructures that enhance ductility and make MgAZ31 alloy more suitable for low-cost, mass utilisation.
Material and methodology

Experimental dataset
The material under study was a cold rolled and annealed AZ31 Mg alloy plate of 2 mm thickness with an initially twin free microstructure. Square prisms of size 3 mm × 4 mm × 3 mm were cut from a fully annealed AZ31 plate to be used as specimens. To reduce the amount of deformation on the sample surface, wire EDM was used to cut them. The specimens were then mechanically polished along their normal plane (the through thickness edge), using diamond abrasives of 6, 3, 1 and 0.25 µm size in that order, followed by a chemical polish using a solution containing 100 mL methanol, 12 mL HCl, 8 mL HNO3. Specimens were then etched with a solution of 60% ethanol, 20% distilled water, 15% acetic acid and 5% nitric acid. A focused ion beam was employed to deposit platinum fiducial marks on the specimen surface so that two-dimensional strain in the scan area could be measured (Khosravani et al., 2015) . The specimens were compressed to different levels of strains.
EBSD scan was carried out on an FEI-Helios NanoLab TM 600i SEM (Thermo Fisher Scientific, Waltham, MA, USA) equipped with OIM TM Data Acquisition software and a highspeed Hikari TM camera (EDAX, Mahwah, NJ, USA). A step size of 300 nm was utilized over scan areas of size 90 µm × 140 µm. The rolled specimen had an initial basal texture ([0001] orientation with a peak strength of 13.7× random). Subsequent post processing of data utilised OIM TM Analysis and OpenXY (open-source HR-EBSD software; BYU, 2015) to organise attributes used as inputs for the proposed framework consisting of Matlab TM (Mathworks, Natick, MA, USA) and machine-learning components.
The annealing of the specimens provided a homogeneous distribution of grain size, averaging ß7 µm. Eight scans were taken across different regions of the sample, covering a total of 1589 whole grains. For the purposes of twin activity study, the samples were compressed in the normal direction to encourage the expansion of c axis that leads to the formation of visible tensile twins. The data from the 7.5% strain specimen provided a sufficient number of twin events to form the basis of a machine-learning study (Fig. 1 ). Approximately 770 twins were formed and studied. For the purposes of simulating information available before twin formation, the orientation of the parent grain was substituted for the twin orientation within the twins.
Neighbourhood selection
As mentioned above, it has been demonstrated in various recent papers that twin formation in the AZ31 material almost exclusively occurs at GBs (Beyerlein et al., 2011; Khosravani et al., 2015) . Hence, only points along GBs are considered for classification by the machine-learning algorithm as twin activity regions. The aim of the predictive model is to identify highprobability areas of twin activity during a scan, based only upon local microstructural information. Hence, the data associated with a given scan point should only comprise data/scan points that are available at the time that a point is analysed for potential twin activity. These local scan points are defined to be the neighbourhood for each point of interest. The intuitive neighbourhood includes only points scanned by the microscope before arriving at the point of interest, that is, points to the left and above the point of interest in a rectangle, as in the approach of Bostanabad et al. (2016) . However, the resultant lack of information regarding points to the right and below the point of interest would mean that critical grain-boundary information would be missing. Hence the neighbourhood was chosen to be a square of scan points around the point of interest as shown in Figure 2 . It is assumed that information at all of these data points can be extracted before significant microscope drift prevents a ready return to the point of interest to make subsequent observations. Neighbourhood sizes ranging Fig. 1 . TSL OIM generated twin boundary image of various scans used. The twin activity region is red shaded, blue is twin parent and white is for nontwinned grains.
from 5 × 5 to 9 × 9 scan points were tested and compared in the subsequent analysis. The average grain size is 6.54 µm 2 and the size of the 5 × 5, 7 × 7 and 9 × 9 neighbourhoods is 2.25, 4.41 and 7.29 µm 2 correspondingly.
Attribute definition
The raw (EBSD-based) microstructural data coming from the microscope includes the lattice orientation and position of each scan point. Based upon this information, attributes of the local neighbourhood must be fed into the machine-learning model to decide and classify a given point as a potential location for twin activity. Hence the most natural approach might be to feed lattice orientation at each point of the neighbourhood into the machine-learning model. However, not only is the space of potential orientations very large (a 5°discretisation of Euler space would result in ß200 000 possible values), but there is further difficulty for machine learning, because lattice orientations that are physically close may be at opposite ends of the Euler orientation space, or in different fundamental zones. When combined with the number of potential combinations over even a small number of pixels, the task of identifying even simple known microstructural features relating to twin formation (such as GB misorientation, or twin Schmid factors) is intractable. Hence, preprocessing of the orientation data and compression of the geometrical information were performed to convert the raw point-by-point orientation data into a reduced dimensional input for machine learning.
Preprocessing of the raw orientation data at each point was performed using MATLAB. Microstructural attributes that have been highlighted by previous studies as being important to twin activity (Keshavarz & Barnett, 2006; Beyerlein et al., 2011; Nan et al., 2012; Orme et al., 2016) were extracted, and are listed in Table 2 . Combining the five types of orientation-based attribute with a 5 × 5 pixel neighbourhood (for example) would result in 125 attributes for Fig. 2 . Neighbourhood method for classification. Orientation data for each point in the neighbourhood specified was used to attempt to predict the potential twin activity at the point of interest. Fig. 3 . Image depicting the numbering of grains in the region. Grains were labelled from largest to smallest. Twins were not considered grains and were removed in processing, with only attributes of the parent grain being considered. each point of interest. This is still a large number from which machine learning would be expected to extract correlations and develop a model. To further reduce the dimensionality of the problem, two additional approaches were attempted for compressing the geometrical data and for generating a reduced set of attributes. They are labelled template matching and grain-based metrics. In both approaches, the scan points within a neighbourhood were combined into grains, using standard EBSD approaches, to help the machine-learning algorithms recognise the importance of groups of nearby points that have similar orientations. The 'grains' within a local neighbourhood are generally only subcomponents of the entire grains found in the full sample. Once the grain sizes were found for each subgrain within the neighbourhood, Schmid factors, GB misorientation, and other microstructural attributes were quantified for the dominant subgrains, that is, for the three largest subgrains in the region Figure 3 . A template matching approach is then used to capture the morphology of the neighbourhood with a low number of dimension. Such an approach is similar to strategies used for several AI solutions, such as facial recognition. First, the three largest subgrains in the neighbourhood are identified, and the position of the two largest subgrains is identified (Table 1) . Then, using a cross-correlation approach, the local morphology of the three largest subgrains in the neighbourhood was compared to a set of baseline cases, representing the 28 possible formations shown in Figure 4 . Thus, the subgrain morphology is reduced to a single number relating to the positioning and size of the subgrains.
The final set of attributes that was fed into the machinelearning algorithm is composed of 3 morphological attributes, 29 microstructural attributes, and the twin activity classification assigned to each instance (indicating whether a twin is present at the point of interest in the data), as shown in Table 2 .
Machine-learning analysis
Using the data illustrated in Figure 1 , points along GBs were classified as twin intersection points, or nontwin intersection points. If a twin spans a complete grain and intersects more than one GB then the GB where the twin cannot be identified with certainty. However, a detailed review of the current data (several hundred twins) and EBSD data used in other recent studies by the authors (Khosravani et al., 2015) led to the conclusion that no tension twins in the AZ31 material emerged from the same point of a GB into both adjoining grains (note that the IPF generated twin map sometimes does not have adequate resolution to verify this, and the image quality map must also be consulted). Hence points along GBs with twins on both sides of the boundary were removed from the analysis in order to at least remove the cases of twin intersection during transmission events (See Fig. 5) . Thus, the analysed points are either twin activity regions or intersection points that have ensued from twin growth, but not yet resulted in transmission of the twin.
The open-source machine-learning software Weka was utilised for preparing and testing the learning model. Weka implements a number of visualisation, data preprocessing and predictive model building tools and algorithms. Preliminary experiments indicated that a decision tree supervised learning approach produced models with good accuracy on our particular data. In addition, decision trees can be easier to interpret, and can naturally provide some insight into the contribution of the various features to the learned model. Other algorithms, such as neural networks, although producing worse accuracy on the raw dataset (61.0% for a multilayer perceptron vs. 73.6% for a J48 decision tree, correct classification of twinning on a balanced dataset), could also be optimised via attribute selection, conversion of binary attributes to continuous etc., and would possibly produce similar overall accuracy, with a different set of advantages. This might include providing a continuous estimate of twin Fig. 5 . The images depict the selection of useful data points. The analysis of twin transmission is beyond the scope of this paper and hence those points were rejected. (A) Overall twin activity is highlighted pink in the image, (B) twin transmission activity is highlighted pink in the material and (C) twin activity included in analysis is highlighted green and twin transmission activity excluded from the analysis is highlighted white. 
Attributes
Description of attributes
Type1
Position of the 1st largest subgrain in the region; 1-8 corresponding to the position in Table 1  Type2 Position of the second largest subgrain in the region; 1-8 corresponding to the position in Table 1  Template Local morphology; 1-28 based on templates in Figure Ratio of maximum twin Schmid factor of 1st and 2nd largest subgrain in the region TTWINSF1V2 Ratio of maximum tension twin Schmid factor of 1st and 2nd largest subgrain in the region CTWINSF1V2
Ratio of maximum compression twin Schmid factor of 1st and 2nd largest subgrain in the region SFB1V2 Ratio of maximum basal Schmid factor of 1st and 2nd largest subgrain in the region SFP1V2 Ratio of maximum prismatic Schmid factor of 1st and 2nd largest subgrain in the region SFCA1V2 Ratio of maximum pyramidal Schmid factor of 1st and 2nd largest subgrain in the region TWINSF1V3 Ratio of maximum twin Schmid factor of 1st and 3rd largest subgrain in the region TTWINSF1V3 Ratio of maximum tension twin Schmid factor of 1st and 3rd largest subgrain in the region CTWINSF1V3
Ratio of maximum compression twin Schmid factor of 1st and 3rd largest subgrain in the region SFB1V3 Ratio of maximum basal Schmid factor of 1st and 3rd largest subgrain in the region SFP1V3 Ratio of maximum prismatic Schmid factor of 1st and 3rd largest subgrain in the region SFCA1V3 Ratio of maximum pyramidal Schmid factor of 1st and 3rd largest subgrain in the region TRIPLE Triple point -1, if the region of interest is the triple point TWINNU Twin activity class probability rather than a binary classification for each data point. Note that another measure of model performance that is not sensitive to balancing of the dataset (i.e. evenly matching the number of data points with and without twin activity) involves the area under the receiving operator characteristic (ROC) curve (known as the AUC). This curve plots the false versus true positives. For a model that is no better than random, the AUC value would be 0.5. For the two models mentioned above, the AUC values are 0.66 and 0.79, respectively, which are marginally above the classification accuracies quoted. This indicates that the dataset is fairly well balanced. Hence, the rest of the paper will simply quote the accuracy with which correct classifications are made, rather than AUC values.
The results presented here were produced by applying the ensemble method of bagging on the base Reduced Error Pruning Tree (REPTree) learning algorithm (Elomaa & Kaariainen, 2001) . When maximising the accuracy of a classification learning algorithm, it is possible to seek further information gain, while also reducing the overall variance of the model to make better split decisions at each node, by using a process known as bootstrap aggregating, or bagging (Breiman, 1996) . With bagging, the same algorithm is trained on different samples of the training data, each giving rise to its own model. When classifying a new instance, predictions using each model are made, with the final classification of the new instance made by comparing the results from each model.
REPTree builds a decision tree by recursively partitioning the training instances using their attributes, in an effort to maximise the gain in information at each step. Intuitively, each attribute of an instance carries a certain amount of information relevant to its classification. Consider, for example, the task of classifying objects into various shapes (e.g. square, triangle and circle) based on properties including colour, size and a number of sides. It is clear that the number of sides is more informative to shape than is colour, so that, in developing a classification model, one would be better off asking first about the number of sides, and only later about colour or size as it becomes applicable. REPTree thus begins by building a single-leaf tree that predicts the majority outcome of the training instances most prevalent in the training instances. It then selects the most informative property on which to partition the training instances, creates branches corresponding to the values of that property (e.g. 4 sides, 3 sides, no side), splits the training instances accordingly, and repeats the process on the subsets at each branch, until no further information can be gained. Leaf nodes always predict the outcome with the most instances. When using the learned tree to classify a new instance, one starts at the root of the tree and navigates through the branches using the attributes of the new instance to ultimately reach a final classification.
The training dataset was structured by combining data from eight different scans of the specimen (Fig. 1) , and assigning both the attributes (such as those listed in Table 2 ) and a classification (twin intersection point) to each GB point. A 10-fold cross-validation technique was applied to evaluate the accuracy of the learned model. Ten-fold cross-validation splits the dataset into 10 subsets, referred to as folds. At each step, 1-fold is held out, and the model is built on the remaining 9-folds. Accuracy is computed on the held-out test set, and the process repeats with another fold until all 10-folds have been used for testing. The overall accuracy of the model is the average across the 10-folds.
Another important consideration in machine learning has to do with the issue of class imbalance, that is, the situation where one of the class values is disproportionately represented in the training data. For example, in learning to detect anomalous activity at a power plant, one will be faced with a barrage of normal activity and only a handful of anomalies. Machine learning works best when the classes are relatively evenly balanced. Hence, in practice, the designer may have to preprocess the training data to enforce balance during training. Because many more GB points were associated with no twin activity than those that had twin activity, our original dataset is clearly imbalanced. Here, we chose to use undersampling as our solution, and accordingly selected a reduced set of points with no activity from the full dataset, in a random manner. The selection was carefully made and subsequently tested, to avoid bias using standard techniques (e.g. Witten et al., 2016) . From the eight original individual scans at 7.5% strain, around 45 000 points lay on GBs. After balancing the number of twin/no twin data-points, the dataset was composed of 41 346 instances (interior scan points on GBs), of which 20 968 instances (approx. 770 twin activity) corresponded to twin activity.
Results
Initial tests using raw orientation and geometrical data as inputs to the machine-learning algorithm achieved poor results, that is, the accuracy of the model was close to 50%, meaning that for a balanced set of data points (approximately half being associated with locations of twin activity, and half with no activity), the model correctly predicted the presence of twins 50% of the time; this is no better than random guessing. As mentioned above, the size of the combined orientation and geometrical space (where each bin in orientation space, and each pixel in geometry space is considered to be a dimension) is far too large for reasonable analysis by machine learning at the current state of the art. After compressing the morphological data and preprocessing the orientation data to arrive at the 33 attributes in Table 2 , the accuracy of the decision tree model rose to 63%. Hence the simplification of the geometry and orientation spaces using template matching and grain-based metrics approaches in the dataset was successful in reducing the search space for machine learning. Decision trees are designed around a 'greedy algorithm' to make locally optimum choices in hopes of finding a global solution. As the decision tree grows, the algorithm continues selecting the most promising attributes at each level, but eventually these might contribute negligibly to the statistical model, resulting in a low accuracy of prediction (Freitag, 2014) . Attribute selection methods were therefore applied to reduce the number of attributes considered by the classifier and help the algorithm focus on important correlations.
The OneR Attribute Evaluator, in combination with a ranker search method, proved most useful to evaluate the worth of each attribute by calculating the minimum-error of a model. Using the minimum error calculated for each of the given attributes, a list with the important attributes influencing twin activity is populated. Attributes from this list that yielded an accuracy of 75% and above were then combined to provide an improved machine-learning model. The selection of most important attributes was in-line with the findings of many researchers (Lawrence et al., 1997; Agnew et al., 2001 Agnew et al., , 2003 Koike, 2005; Agnew & Duygulu, 2005b; Beyerlein et al., 2011; Nan et al., 2012) . These attributes are presented in Table 3 .
One interesting observation obtained from this list of attributes is that the local morphology within the neighbourhood, including some indication of GB trace angle, as contained in the template attribute, does not appear to have a dominant effect on twin activity (accuracy for this attribute was around 54%). Similarly, the proximity to triple points, also captured within the template attribute, is not playing a significant role. This may be because the 28 templates of morphology characteristics are too complex to highlight important geometrical characteristics, and simpler definitions of morphology attributes are required.
The final learning model, trained on the selected combination of attributes, yielded accuracies of 85% for a neighbourhood of size 5 × 5. The accuracy results for different neighbourhood sizes are listed in Table 4 . Occasionally, overfitting in machine learning leads to poor generalisation in the model. The different neighbourhood sizes having similar accuracies indicates that the model is not over fit to the dataset and has successfully predicted twin activity events. This level of accuracy is similar to that achieved by previous studies of twin activity prediction (e.g. between 75% and 86% accuracy in Orme et al., 2016) . Another way to assess the performance is to consider that if x% of GB points have twin intersections, and a particular GB is selected for observation, then the probability of observing a twin by using the model will change from x% to 85%, which could be a big saving in efficiency, depending upon the value of x. Table 3 indicates that GB misorientation, between the two largest subgrains in the region, is among the most influential attribute for accurate prediction of twin activity. The influence of GB misorientation on twin activity has been observed by Beyerlein et al. (2011) in their simulation models. All the attributes selected by the attribute selection algorithm consider grain-based metrics of only the two largest subgrains in a neighbourhood.
Predictably basal Schmid factor also helps determine whether the grain is 'hard' or 'soft' thus defining its likelihood to twin (Khosravani et al., 2015) . Along with the basal Schmid factor, twin activity is also correlated with prismatic Schmid factor and pyramidal Schmid factor which aligns wells with the findings of Agnew & Duygulu (2005a) and Agnew et al. (2006) , who from their experiments and simulations showed that in AZ31 and AZ80, though the dominant slip system is basal, there also exists a role for <a> prismatic and <c+a> pyramidal slip systems in the overall relationship between twin and slip activity. The fact that the machine-learning model is able to identify these attributes as influential in twin activity helps in gaining confidence of its prediction capability.
We note that grain size has been regularly identified as an important contributor to the probability of a grain containing a twin activity event (Barnett et al., 2004) . However, due to the local nature of the information fed into the machine-learning algorithm, only the subgrain size within that neighbourhood is assumed to be known. This local grain size (subgrain size) is not necessarily reflective of the actual grain size, and hence does not show up in the list of influential attributes. The fact that the attributes of only the two largest subgrains in a neighbourhood are used by the learning model does suggest some influence of grain size. No doubt, if the definition of 'local information' were expanded to incorporate a region of the typical grain size, then a grain size attribute would become highly important in the model. However, this would be a step away from the assumption that intelligent microscopy should make 'real-time' decisions based upon very local information.
It is also noticed, with respect to the neighbourhood size being considered, that the change in accuracy of the predictive model for different sizes is modest at best (Table 4 ). The accuracy drops slightly as the size of the number of neighbourhood being considered increases from having only a second nearest neighbour (the 5 × 5 neighbourhood) to having a 4th nearest neighbour (9 × 9). Possibly the larger neighbourhood is increasing the complexity, without providing a commensurate increase in information.
It is anticipated that a model for predicting critical events will need to be learned for each specific situation. Hence the number of data points required to teach the machine-learning software is of particular interest. This aspect of the model was evaluated by performing a convergence study of the dataset. The dataset was supplied to machine learning in small increasing fragments. The results of the study are shown in Figure 6 . The accuracy plateaus at approximately 15 700 data points, with 50% accuracy (random guessing) when no data points are supplied. The largest gain in accuracy is the jump to almost 70% accuracy over the first 2500 points.
Conclusions
Steps towards an intelligent microscopy method have been demonstrated, with emphasis on the creation of a local predictive model for twin activity, with potential for integration with EBSD control software. Based on existing datasets, machine learning can be used to predict local areas of likely twin activity for monitoring during in situ experiments, thus increasing the likelihood of early-life observations of twin formation etc. Machine-learning techniques are ideal for extracting models from data-intensive activities, such as EBSD studies (Bhadeshia et al., 2009; Bucholz et al., 2012) . Specifically, this study demonstrated the possibility of generating reasonably accurate predictive models for twin activity in AZ31, while also revealing the combination of attributes that influence the twin activity.
To accomplish the goal of generating efficient and highly accurate predictive models, bagging was used in combination with the REPTree base learner. Other learning approaches and algorithms (e.g. regression, artificial neural networks and other decision tree algorithms) did not perform as well as the selected method. Using the selected attributes and appropriate cross-validation techniques, a model was developed and shown to have ß85% accuracy in predicting twin activity in Mg AZ31; that is, the machine-learning algorithm was able to make correct classifications 85% of the time. The achieved accuracy can be compared to random guessing which would result in 50% accuracy. However, the decision tree output is a simple binary classification ('high' or 'low' probability of twin activity); other algorithms could provide a continuous probability of twin activity that might be more useful to the user in terms of tailoring a search algorithm.
The decision tree learning algorithm was not able to extract correlations from raw orientation and geometrical information, due to the complexity of the relationships and the high number of subsequent attributes. Preprocessed local lattice orientation data was derived in the form of microstructural attributes (such as local Schmid factors), template matching (compressed local morphology) and grain-based metrics (combination of microstructural attributes, such as GB misorientation, and dominant grain sizes). Attribute selection methods revealed that the morphological information embedded in the template matching attribute (such as GB trace, and grain shape) was either not important, or was too convoluted for machine learning to discern. However, other grainbased attributes were significant. It may be that a continuous quantification of morphology (such as the degree to which the local morphology matched each template type, rather than a simple ranking against the set of templates) may have resulted in easier assimilation of the geometrical data by the different algorithms.
The GB misorientation between two subgrains of different size contributes most to the accuracy of the machine-learning model. It has also been shown to be an important factor for twin activity in other research works for AZ31 as referenced. There is also an interdependency between the different Schmid Factors, which are traditionally viewed as the primary driving attribute for twin activity. This interdependency is allowed to remain in the current framework of the model to aid in improving the model's accuracy. The fact that the local attributes are defined at a scale smaller than a typical grain size prevents the model from identifying grain as an important aspect in twin activity prediction. However, an analysis involving a texture with larger subgrain size distribution with the same model would no doubt result in the inclusion of grain size as an important predictive property.
Current analysis is limited to twin activity resulting from a specific loading condition on a sample with an initial basal texture. Such a narrow experimental scope is appropriate because it is anticipated that this type of approach would be applied to specialised situations, with the model learning rapidly on initial datasets for the case-in-hand. Rapid model improvement was achieved over the first 2500 data points, with peak learning occurring after about 15 000 data points, for the complexity of the current analysis. The same approach may be taken for developing predictive algorithms for identifying potential critical events in many material systems, and for other critical events such as crack nucleation and phase transformations, as part of an intelligent microscopy framework. Adaptation of the current framework would be straightforward, but with a focus on different classes of attributes; for example, the GB characteristics may not be as prominent.
