Determinants containing powers of polynomial sequences by Leung, Ho-Hon
ar
X
iv
:1
80
6.
10
30
4v
1 
 [m
ath
.C
O]
  2
7 J
un
 20
18
DETERMINANTS CONTAINING POWERS OF POLYNOMIAL SEQUENCES
HO-HON LEUNG
Abstract. We derive identities for the determinants of matrices whose entries are (rising) powers of (prod-
ucts of) polynomials that satisfy a recurrence relation. In particular, these results cover the cases for
Fibonacci polynomials, Lucas polynomials and certain orthogonal polynomials. These identities naturally
generalize the determinant identities obtained by Alfred, Carlitz, Prodinger, Tangboonduangjit and Tha-
natipanonda.
1. Introduction
Let (Fn)n≥0 be the Fibonacci sequence. Let m ≥ 1 and n be any nonnegative integer. Let [F
m
n+i+j ]0≤i,j≤m
be the (m+1)×(m+1) matrix with entries Fn+i+j, 0 ≤ i, j ≤ m. In 1966, Carlitz [4] derived the following
determinant identity for the matrix [Fmn+i+j]0≤i,j≤m:
det([Fmn+i+j ]0≤i,j≤m) = (−1)
(n+1)(m+12 )(Fm1 F
m−1
2 · · ·Fm)
2
m∏
i=0
(
m
i
)
. (1)
This identity is related to the problems posted by Alfred [1, p. 48] in 1963 and Parker [9, p. 303] in 1964
respectively. Let s and k be any integers. Tangboonduangjit and Thanatipanonda [11] generalized the
determinant identity (1) as follows:
det([Fms+k(n+i+j)]0≤i,j≤m) = (−1)
(s+kn+1)(m+12 )(Fmk F
m−1
2k · · ·Fmk)
2
m∏
i=0
(
m
i
)
. (2)
Let F
〈m〉
n be the rising powers of the Fibonacci numbers defined by
F 〈m〉n := FnFn+1 · · ·Fn+m−1.
Prodinger [10] obtained the following determinant identity for the matrix [F
〈m〉
n+i+j]0≤i,j≤m:
det([F
〈m〉
n+i+j]0≤i,j≤m) = (−1)
n(m+12 )+(
m+2
3 )(F1F2 · · ·Fm)
m+1. (3)
Tangboonduangjit and Thanatipanonda [12] generalized the determinant identity (3) as follows:
det([F
〈m〉
n+i+j ]0≤i,j≤d−1) = (−1)
n(d2)+(
d+1
3 )
d−1∏
i=1
(FiFm+1−i)
d−i ·
2(d−1)∏
i=d−1
F
〈m+1−d〉
n+i . (4)
where d ≥ 2. It is worthwhile to note that Tangboonduangjit and Thanatipanonda [11, 12] derived the
determinant identities more generally, for matrices whose entries include (rising) powers of terms that
satisfy a second-order linear recurrence relation with constant coefficients. By using analogous techniques
in determinant calculus, we derive determinant identities for matrices whose entries are (rising) powers
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of polynomials that satisfy certain recurrence relations. As corollaries, we provide determinant identities
for matrices whose entries are (rising) powers of Fibonacci polynomials, Lucas polynomials and certain
orthogonal polynomials. As an application, we obtain new identities in the case of Fibonacci numbers.
For example, for n ≥ 1, by Corollary 2, we get
det
([ 1
Fn+i+j
]
0≤i,j≤m
)
=
(−1)n(
m+1
2 )
∏m
i=0 F
2(m−i)
i+1∏
0≤i,j≤m Fn+i+j
. (5)
2. Main Results
Definition 1. Let p, q, r, a, b and c be any real numbers. Let Z≥0 = {0, 1, 2, . . .}. The sequence of polyno-
mials in variable x,
P(x)(p, q, r; a, b, c) := (Pn)n∈Z,
is defined by
P0 := p, P1 := qx+ r, Pn+2 := (ax+ b)Pn+1 + cPn, for n ∈ Z≥0.
For n < 0, Pn is defined by
Pn := −
ax+ b
c
Pn+1 +
1
c
Pn+2.
The discriminant ∆P is defined by
∆P := (q
2 − apq)x2 + (2qr − apr − bpq)x+ (r2 − bpr − cp2).
Theorem 1. Let P(x)(p1, q1, r1; a, b, c) = (Pn)n∈Z, Q(x)(p2, q2, r2; a, b, c) = (Qn)n∈Z and U(x)(0, 0, 1; a, b, c) =
(Un)n∈Z be the sequences of polynomials defined by real numbers p1, p2, q1, q2, r1, r2, a, b, c where c 6= 0. Then
Ps+iQs+j − PsQs+i+j = (−c)
s(P1Qj − P0Qj+1)Ui
for all integers s, i, j.
Proof. We prove it by induction on i. It is trivial for i = 0. If i = 1, we have
(
Ps+1 Qs+j+1
Ps Qs+j
)
=
(
ax+ b c
1 0
)(
Ps Qs+j
Ps−1 Qs+j−1
)
=
(
ax+ b c
1 0
)s(
P1 Qj+1
P0 Qj
)
for s ≥ 0, (6)
(
Ps+1 Qs+j+1
Ps Qs+j
)
=
(
ax+ b c
1 0
)−1(
Ps+2 Qs+j+2
Ps+1 Qs+j+1
)
=
(
ax+ b c
1 0
)s(
P1 Qj+1
P0 Qj
)
for s < 0. (7)
We take the determinants on both sides of (6) and (7) to get
Ps+1Qs+j − PsQs+j+1 = (−c)
s(P1Qj − P0Qj+1) = (−c)
s(P1Qj − P0Qj+1)U1. (8)
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For i > 1, we assume that the identity is true for i− 1 and i− 2. We have
Ps+iQs+j − PsQs+i+j =
∣∣∣∣Ps+i Qs+i+jPs Qs+j
∣∣∣∣
=
∣∣∣∣(ax+ b)Ps+i−1 + cPs+i−2 (ax+ b)Qs+i+j−1 + cQs+i+j−2Ps Qs+j
∣∣∣∣
= (ax+ b)
∣∣∣∣Ps+i−1 Qs+j+(i−1)Ps Qs+j
∣∣∣∣+ c
∣∣∣∣Ps+i−2 Qs+j+(i−2)Ps Qs+j
∣∣∣∣
= (ax+ b)(−c)s(P1Qj − P0Qj+1)Ui−1 + c(−c)
s(P1Qj − P0Qj+1)Ui−2
= (−c)s(P1Qj − P0Qj+1)((ax+ b)Ui−1 + cUi−2)
= (−c)s(P1Qj − P0Qj+1)Ui.
For i < 0, we assume that the identity is true for i+ 1 and i+ 2. We have
Ps+iQs+j − PsQs+i+j =
∣∣∣∣Ps+i Qs+i+jPs Qs+j
∣∣∣∣
=
∣∣∣∣−
ax+b
c
Ps+i+1 +
1
c
Ps+i+2 −
ax+b
c
Qs+i+j+1 +
1
c
Qs+i+j+2
Ps Qs+j
∣∣∣∣
= −
ax+ b
c
∣∣∣∣Ps+i+1 Qs+i+j+1Ps Qs+j
∣∣∣∣ + 1c
∣∣∣∣Ps+i+2 Qs+i+j+2Ps Qs+j
∣∣∣∣
= −
ax+ b
c
(−c)s(P1Qj − P0Qj+1)Ui+1 +
1
c
(−c)s(P1Qj − P0Qj+1)Ui+2
= (−c)s(P1Qj − P0Qj+1)
(
−
ax+ b
c
Ui+1 +
1
c
Ui+2
)
= (−c)s(P1Qj − P0Qj+1)Ui.

Remark 1. We recover the generalized Catalan Identity by Melham and Shannon [8] (see also Tangboon-
duangjit and Thanatipanonda [11, Proposition 1]) by substituting x = 1 in Theorem 1.
Corollary 1. Let P(x)(p, q, r; a, b, c) = (Pn)n∈Z and U(x)(0, 0, 1; a, b, c) = (Un)n∈Z be the sequences of
polynomials defined by real numbers p, q, r, a, b, c where c 6= 0. Then
PjP1 − P0Pj+1 = ∆P · Uj , (9)
Ps+iPs+j − PsPs+i+j = (−c)
s∆P · UiUj (10)
where ∆P is the discriminant of P(x)(p, q, r; a, b, c).
Proof. By setting s = 0, j = 1, p1 = p2 = p, q1 = q2 = q, r1 = r2 = r in Theorem 1, we get
PiP1 − P0Pi+1 = (P1P1 − P0P2)Ui. (11)
We note that P0 = p, P1 = qx+ r and P2 = (ax + b)P1 + cP0 = (ax + b)(qx+ r) + cp. Hence, we obtain
(9) by simplifying (11). On the other hand, by setting p1 = p2 = p, q1 = q2 = q, r1 = r2 = r in Theorem 1,
we get
Ps+iPs+j − PsPs+i+j = (−c)
s(P1Pj − P0Pj+1)Ui = (−c)
s∆P · UiUj
in which the last equality is based on (9). 
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Lemma 1. Let m ≥ 1. Let Bi, Di be polynomials in variable x, Ai, Ci be rational functions in variable x,
for 0 ≤ i ≤ m. Let [(AjBi+CjDi)
m]0≤i,j≤m be the (m+1)×(m+1) matrix with entries (AjBi+CjDi)
m, 0 ≤
i, j ≤ m. Then we have the following determinant identity:
det([(AjBi + CjDi)
m]0≤i,j≤m) =
∏
0≤i<j≤m
(
(BiDj −BjDi)(AiCj −AjCi)
)
·
m∏
i=0
(
m
i
)
. (12)
Proof. We invoke the following result by Krattenthaler [7, Lemma 10] (see also Tangboonduangjit and
Thanatipanonda [11, Lemma 3]:
det([(cjdi + 1)
m]0≤i,j≤m) =
∏
0≤i<j≤m
(
(di − dj)(ci − cj)
)
·
m∏
i=0
(
m
i
)
(13)
where cj , di are real numbers for 0 ≤ i, j ≤ m. First, we prove the lemma for polynomials Ai, Bi, Ci, Di
for all 0 ≤ i ≤ m. For the values of x such that Cj 6= 0 and Di 6= 0 for 0 ≤ i, j ≤ m, let
cj =
Aj
Cj
, di =
Bi
Di
, for 0 ≤ i, j ≤ m.
We note that
det([(cjdi + 1)
m]0≤i,j≤m) = det
([(AjBi
CjDi
+ 1
)m]
0≤i,j≤m
)
= det
([(AjBi + CjDi
CjDi
)m]
0≤i,j≤m
)
=
( ∏
0≤i≤m
1
(CiDi)m
)
· det([(AjBi + CjDi)
m]0≤i,j≤m). (14)
Also, we have
∏
0≤i<j≤m
(
(di − dj)(ci − cj)
)
=
∏
0≤i<j≤m
((BiDj −BjDi
DiDj
)
·
(AiCj −AjCi
CiCj
))
=
∏
0≤i≤m
( 1
(CiDi)m
)
·
∏
0≤i<j≤m
(
(BiDj −BjDi)(AiCj −AjCi)
)
. (15)
By (13), (14), (15), we get (12) as desired.
Based on the facts that there are only a finite number of roots for Cj, Di where 0 ≤ i, j ≤ m and the
determinant of a matrix with polynomial entries is a continuous function in x, the equality (12) still holds
true for the values of x such that Cj = 0 or Di = 0 for some i or j.
Next, we assume that Ai and Ci are rational functions for all 0 ≤ i ≤ m. We write Ai and Ci as follows:
Ai =
Ei
Fi
, Ci =
Gi
Hi
for 0 ≤ i ≤ m,
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where Ei, Fi, Gi, Hi are all polynomials for 0 ≤ i ≤ m. For the values of x such that Fi 6= 0 and Hi 6= 0
for all 0 ≤ i ≤ m, we get
det([(AjBi + CjDi)
m]0≤i,j≤m) = det
([(HjEjBi +DiFjGj
FjHj
)m]
0≤i,j≤m
)
=
( ∏
0≤i≤m
1
(FiHi)m
)
· det([((HjEj)Bi + (GjFj)Di)
m]0≤i,j≤m)
=
( ∏
0≤i≤m
1
(FiHi)m
)( m∏
i=0
(
m
i
))( ∏
0≤i<j≤m
(BiDj −BjDi)·
(HiEiGjFj −HjEjGiFi)
)
=
( m∏
i=0
(
m
i
))( ∏
0≤i<j≤m
(BiDj − BjDi)
(Ei
Fi
·
Gj
Hj
−
Ej
Fj
·
Gi
Hi
))
=
( m∏
i=0
(
m
i
))( ∏
0≤i<j≤m
(BiDj − BjDi)
(
AiCj − AjCi
))
.
For the values of x such that Fi = 0 or Hi = 0 for some i, the equality still holds true as the determinant
of a matrix with polynomial entries is a continuous function. 
Theorem 2. Let s, k, n be any integers, m ≥ 1. Let P(x)(p, q, r; a, b, c) = (Pn)n∈Z and U(x)(0, 0, 1; a, b, c) =
(Un)n∈Z be the sequences of polynomials defined by real numbers p, q, r, a, b, c where c 6= 0. The determinant
of the matrix [Pms+k(n+i+j)]0≤i,j≤m is given by
det([Pms+k(n+i+j)]0≤i,j≤m) = (−1)
(s+kn+1)(m+12 )∆
(m+12 )
P · c
(s+kn)(m+12 )+2k(
m+1
3 ) ·
m∏
i=0
((m
i
)
U
2(m−i)
k(i+1)
)
where ∆P is the discriminant of P(x)(p, q, r; a, b, c).
Proof. By substituting s = −km, i = kj′, j = s′+ k(n+m+ i′) into (10) in Corollary 1 and then replacing
s′, i′, j′ by s, i, j respectively, we get
Pk(j−m)Ps+k(n+i) − P−kmPs+k(n+i+j) = (−c)
−km∆P · UkjUs+k(n+m+i),
Ps+k(n+i+j) =
Pk(j−m)
P−km
· Ps+k(n+i) +
−(−c)−km∆P · Ukj
P−km
· Us+k(n+m+i). (16)
By substituting s = s′ + k(n+m+ i′), i = k(j′ − i′), j = −km into Theorem 1 and then replacing s′, i′, j′
by s, i, j respectively, we get
Ps+k(n+i)Us+k(n+m+j) − Ps+k(n+j)Us+k(n+m+i) = (−c)
s+k(n+m+i)(U1P−km − U0P−km+1)Uk(j−i)
= (−c)s+k(n+m+i)P−kmUk(j−i). (17)
By substituting s = ki′, i = k(j′− i′), j = −km into Theorem 1 and then replacing i′, j′ by i, j respectively,
we get
Pk(i−m)Ukj − Pk(j−m)Uki = (−c)
kiP−kmUk(j−i). (18)
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By (16), we get
det([Pms+k(n+i+j)]0≤i,j≤m) = det
([(Pk(j−m)
P−km
· Ps+k(n+i) +
−(−c)−km∆P · Ukj
P−km
· Us+k(n+m+i)
)m]
0≤i,j≤m
)
.
(19)
By (12), the term in (19) becomes
m∏
i=0
(
m
i
)
·
∏
0≤i<j≤m
(
(Ps+k(n+i)Us+k(n+m+j) − Ps+k(n+j)Us+k(n+m+i))
(−(−c)−km∆P
P 2−km
(
Pk(i−m)Ukj − Pk(j−m)Uki
)))
.
(20)
By (17), (18), the term in (20) becomes
m∏
i=0
(
m
i
)
·
∏
0≤i<j≤m
(
(−1)s+kn+1cs+k(n+2i)∆P · U
2
k(j−i)
)
. (21)
As a consequence, we get the desired result by standard counting arguments. 
Remark 2. We recover Theorem 5 in the work of Tangboonduangjit and Thanatipanonda [11] by substi-
tuting x = 1 in Theorem 2.
Next, we look at other determinant identities.
Lemma 2. Let m ≥ 1. Let Bi, Di be polynomials in variable x for 0 ≤ i ≤ m. Let Aj , Cj be rational
functions in variable x for i ∈ Z. Let (di)1≤i≤r and (ei)1≤i≤r be sequences of integers. Then
det
([ m∏
f=j+1
(
AdfBi+CdfDi
)
·
j∏
g=1
(
AegBi+CegDi
)]
0≤i,j≤m
)
=
∏
0≤i<j≤m
(
BiDj−BjDi
)
·
∏
1≤i≤j≤m
(
CeiAdj−AeiCdj
)
.
Proof. By the factorization method of Krattenthaler [7, Section 4], it is plain to get the following identity:
det
([ m∏
f=j+1
(
Xi + Ff
)
·
j∏
g=1
(
Xi +Gg
)]
0≤i,j≤m
)
=
∏
0≤i<j≤m
(
Xj −Xi
)
·
∏
1≤i≤j≤m
(
Fj −Gi
)
(22)
where Xi for 0 ≤ i ≤ m, Dj , Ej for 1 ≤ j ≤ m are some indeterminates. For the values of x such that
Di 6= 0 and Aj 6= 0 for 0 ≤ i ≤ m and j ∈ Z, let
Xi =
Bi
Di
, Fj =
Cdj
Adj
, Gj =
Cej
Aej
for 0 ≤ i ≤ m and 1 ≤ j ≤ m. By similar reasoning as in the proof of Lemma 1, we get the desired
result by clearing the denominators on both sides of (22). For the values of x which are the roots of Di or
Aj for some i or j, the equality still holds true based on the fact that the determinant of a matrix with
polynomial entries is a continuous function. 
Theorem 3. Let s, k, n be any integers, m ≥ 1. Let P(x)(p, q, r; a, b, c) = (Pn)n∈Z and U(x)(0, 0, 1; a, b, c) =
(Un)n∈Z be the sequences of polynomials defined by real numbers p, q, r, a, b, c where c 6= 0. Let (di)1≤i≤m
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and (ei)1≤i≤m be sequences of integers. Then
det
([ m∏
f=j+1
Ps+k(n+i+df )
j∏
g=1
Ps+k(n+i+eg)
]
0≤i,j≤m
)
= (−∆P)
(m+12 )(−c)(s+kn)(
m+1
2 )+k(
m+1
3 )
m∏
l=1
Um+1−lkl ·
∏
1≤i≤j≤m
(−c)kdjUk(ei−dj)
where ∆P is the discriminant of P(x)(p, q, r; a, b, c).
Proof. By (16), Lemma 2 and Corollary 1, the theorem can be proved in the same way as in the proof the
Theorem 2. 
Lemma 3. Let m ≥ 1. Let Ai, Bi are polynomials in variable x for 0 ≤ i ≤ m. Let Ci, Di be rational
functions in variable x for 0 ≤ i ≤ m. Then,
det
([ 1
AiDj +BiCj
]
0≤i,j≤m
)
=
∏
0≤i<j≤m(AiBj −AjBi)(CiDj −DiCj)∏
0≤i,j≤m(AiDj +BiCj)
provided that the denominators on both sides of the identity are nonzero.
Proof. First, we invoke a result of Krattenthaler [7, Theorem 12]. That is,
det
([ 1
xi + yj
]
0≤i,j≤m
)
=
∏
0≤i<j≤m(xi − xj)(yi − yj)∏
0≤i,j≤m(xi + yj)
(23)
where xi and yi are indeterminates for 0 ≤ i, j ≤ m. We first assume that Ai, Bi, Ci, Di are all polynomials
for all 0 ≤ i ≤ m. For the values of x such that Bi, Di are nonzero for all 0 ≤ i ≤ m, let
xi =
Ai
Bi
, yi =
Ci
Di
for 0 ≤ i ≤ m.
By similar reasoning as shown in the proof of Lemma 1, we get the desired result by some algebraic
simplification for the cases where Ai, Bi, Ci, Di are polynomials for all 0 ≤ i ≤ m.
We extend the proof to the cases where Ci and Di are rational functions by the same arguments as in
the proof of Lemma 1, based on the fact that the determinant of a matrix with rational functions as entries
is a continuous function provided that the denominators on both sides of the identity are nonzero. 
Theorem 4. Let s, k, n be any integers, m ≥ 1. Let P(x)(p, q, r; a, b, c) = (Pn)n∈Z and U(x)(0, 0, 1; a, b, c) =
(Un)n∈Z be the sequences of polynomials defined by real numbers p, q, r, a, b, c where c 6= 0. The determinant
of the matrix [1/Ps+k(n+i+j)]0≤i,j≤m is given by
det
([ 1
Ps+k(n+i+j)
]
0≤i,j≤m
)
=
(−1)(s+kn)(
m+1
2 )c(s+kn)(
m+1
2 )+2k(
m+1
3 )∆
(m+12 )
P
∏m
i=0 U
2(m−i)
k(i+1)∏
0≤i,j≤m Ps+k(n+i+j)
where ∆P is the discriminant of P(x)(p, q, r; a, b, c), provided that the denominators on both sides of the
identity are nonzero.
Proof. The proof is essentially the same as the proof of Theorem 2 by applying (16), (17), (18) to Lemma
3 and some standard counting arguments. 
Let A be a m×m matrix. Let Ak(i, j) be the determinant of the k×k submatrix of A whose first entry
is at the position of the ith-row and the jth-column of A
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Lemma 4. Let A be a m×m matrix whose entries are rational functions in variable x. Then
Am(1, 1)Am−2(2, 2) = Am−1(1, 1)Am−1(2, 2)−Am−1(2, 1)Am−1(1, 2).
Proof. We invoke the Desnanot-Jacobi identity [3] for a matrix A of size m × m with indeterminates as
entries.
Am(1, 1)Am−2(2, 2) = Am−1(1, 1)Am−1(2, 2)−Am−1(2, 1)Am−1(1, 2).
To extend this result to the case where the matrix A has rational functions as entries, we simply use the
same strategy as in the proof of Lemma 1. 
Let m ≥ 1. The rising powers of a sequence of polynomials P(x)(p, q, r; a, b, c) = (Pn)n∈Z is denoted by
P
〈m〉
n , which is defined by
P 〈m〉n := PnPn+1 · · ·Pn+m−1.
Theorem 5. Let n be any integer. Let m ≥ 1 and d ≥ 1. Let P(x)(p, q, r; a, b, c) = (Pn)n∈Z and
U(x)(0, 0, 1; a, b, c) = (Un)n∈Z be the sequences of polynomials defined by real numbers p, q, r, a, b, c where
c 6= 0. Then
det([P
〈m〉
n+i+j]0≤i,j≤d−1) = (−1)
n(d2)+(
d+1
3 )c(n+d−2)(
d
2)∆
(d2)
P ·
d−1∏
i=1
(
UiUr+1−i
)d−i
·
2(d−1)∏
i=d−1
P
〈m+1−d〉
n+1
where ∆P is the discriminant of P(x)(p, q, r; a, b, c).
Proof. The proof is based on induction on d, Lemma 4 and Theorem 1. It is essentially identical to the
proof of Theorem 2.1 in the work of Tangboonduangjit and Thanatipanonda [12] and hence we skip it. 
If we set p = q = b = 0 and r = a = c = 1, then we get the sequence of Fibonacci polynomials in
P(x)(0, 0, 1; 1, 0, 1) = (Fn(x))n∈Z where the sequence (Fn(x))n∈Z is defined by
F0(x) ≡ 0, F1(x) ≡ 1, Fn+2(x) = xFn+1(x) + Fn(x).
We recover the Fibonacci numbers and Pell numbers by evaluating Fn(x) at x = 1 and x = 2 respectively.
We note that ∆P = 1 and U(x)(0, 0, 1; 1, 0, 1) = (Fn(x))n∈Z. By Theorem 2, Theorem 3, Theorem 4 and
Theorem 5, we get the following corollary:
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Corollary 2. Let m ≥ 1 and d ≥ 1. Let s, k, n be any integers. Let (di)1≤i≤m and (ei)1≤i≤m be sequences
of integers. Then
det([(Fs+k(n+i+j)(x))
m]0≤i,j≤m) = (−1)
(s+kn+1)(m+12 ) ·
m∏
i=0
(
m
i
)
(F(i+1)k(x))
2(m−i),
det
([ m∏
f=j+1
Fs+k(n+i+df )(x)
j∏
g=1
Fs+k(n+i+eg)(x)
]
0≤i,j≤m
)
= (−1)(s+kn+1)(
m+1
2 )+k(
m+1
3 )
m∏
l=1
(Fkl(x))
m+1−l·
∏
1≤i≤j≤m
(−1)kdjFk(ei−dj)(x),
det
([ 1
Fs+k(n+i+j)(x)
]
0≤i,j≤m
)
=
(−1)(s+kn)(
m+1
2 )
∏m
i=0(Fk(i+1)(x))
2(m−i)∏
0≤i,j≤m Fs+k(n+i+j)(x)
,
det([(Fn+i+j(x))
〈m〉]0≤i,j≤d−1) = (−1)
n(d2)+(
d+1
3 ) ·
d−1∏
i=1
(
Fi(x)Fm+1−i(x)
)d−i
·
2(d−1)∏
i=d−1
(Fn+1(x))
〈m+1−d〉.
Remark 3. We recover the identities (2) and (4) by setting x = 1 in the first identity and the last identity
in Corollary 2 respectively.
Remark 4. We recover the results shown by Alfred [2] by setting x = 1, s = 0, k = 1, n = 0 and di ≡ 0,
ei ≡ 1 for all 1 ≤ i, j ≤ m in the second identity in Corollary 2.
Remark 5. We get the identity (5) by setting x = 1, s = 0, k = n = 1 in the third identity in Corollary
2.
If we set p = 2, q = a = c = 1 and r = b = 0, then we get the sequence of Lucas polynomials in
P(x)(2, 1, 0; 1, 0, 1) = (Ln(x))n∈Z where the sequence (Ln(x))n∈Z is defined by
L0(x) ≡ 2, L1(x) ≡ x, Ln+2(x) = xLn+1(x) + Ln(x).
We recover the Lucas numbers by evaluating Ln(x) at x = 1. We note that ∆P = (−x
2 − 4) and
U(x)(0, 0, 1; 1, 0, 1) = (Fn(x))n∈Z. By Theorem 2, Theorem 3, Theorem 4 and Theorem 5, we get the
following corollary:
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Corollary 3. Let m ≥ 1 and d ≥ 1. Let s, k, n be any integers. Let (di)1≤i≤m and (ei)1≤i≤m be sequences
of integers.
det([(Ls+k(n+i+j)(x))
m]0≤i,j≤m) = (−1)
(s+kn)(m+12 )(x2 + 4)(
m+1
2 )·
m∏
i=0
(
m
i
)
(F(i+1)k(x))
2(m−i),
det
([ m∏
f=j+1
Ls+k(n+i+df )(x)
j∏
g=1
Ls+k(n+i+eg)(x)
]
0≤i,j≤m
)
= (−1)(s+kn)(
m+1
2 )+k(
m+1
3 )(x2 + 4)(
m+1
2 )
m∏
l=1
(Fkl(x))
m+1−l ·
∏
1≤i≤j≤m
(−1)kdjFk(ei−dj)(x),
det
([ 1
Ls+k(n+i+j)(x)
]
0≤i,j≤m
)
=
(−1)(s+kn+1)(
m+1
2 )(x2 + 4)(
m+1
2 )∏
0≤i,j≤m Ls+k(n+i+j)(x)
·
m∏
i=0
(Fk(i+1)(x))
2(m−i)
det([(Ln+i+j(x))
〈m〉]0≤i,j≤d−1) = (−1)
(n+1)(d2)+(
d+1
3 )(x2 + 4)(
d
2)·
d−1∏
i=1
(
Fi(x)Fm+1−i(x)
)d−i
·
2(d−1)∏
i=d−1
(Ln+1(x))
〈m+1−d〉.
If we set p = q = 1, a = 2, c = −1 and r = b = 0, then we get the sequence of Chebyshev polynomials
of the first kind in P(x)(1, 1, 0; 2, 0,−1) = (Tn(x))n∈Z where the sequence (Tn(x))n∈Z is defined by
T0(x) ≡ 1, T1(x) ≡ x, Tn+2(x) = 2xTn+1(x)− Tn(x).
We note that ∆P = (−x
2 + 1).
If we set p = 1, a = q = 2, c = −1 and r = b = 0, then we get the sequence of Chebyshev polynomials
of the second kind in P(x)(1, 2, 0; 2, 0,−1) = (Sn(x))n∈Z where the sequence (Sn(x))n∈Z is defined by
S0(x) ≡ 1, S1(x) ≡ 2x, Sn+2(x) = 2xSn+1(x)− Sn(x).
We note that ∆P = (−2x
2 + 1).
We note that
U(x)(0, 0, 1; 2, 0,−1) = (Un(x))n∈Z
where
Un(x) = Sn−1(x) for n ∈ Z.
We get two corollaries by Theorem 2, Theorem 3, Theorem 4 and Theorem 5.
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Corollary 4. Let m ≥ 1 and d ≥ 1. Let s, k, n be any integers. Let (di)1≤i≤m and (ei)1≤i≤m be sequences
of integers. Then
det([(Ts+k(n+i+j)(x))
m]0≤i,j≤m) = (x
2 − 1)(
m+1
2 )·
m∏
i=0
(
m
i
)
(S(i+1)k−1(x))
2(m−i),
det
([ m∏
f=j+1
Ts+k(n+i+df )(x)
j∏
g=1
Ts+k(n+i+eg)(x)
]
0≤i,j≤m
)
= (x2 − 1)(
m+1
2 )
m∏
l=1
(Skl−1(x))
m+1−l·
∏
1≤i≤j≤m
Sk(ei−dj)−1(x),
det
([ 1
Ts+k(n+i+j)(x)
]
0≤i,j≤m
)
=
(−x2 + 1)(
m+1
2 )
∏m
i=0(Sk(i+1)−1(x))
2(m−i)∏
0≤i,j≤m Ts+k(n+i+j)(x)
,
det([(Tn+i+j(x))
〈m〉]0≤i,j≤d−1) = (−1)
d(d2)+(
d+1
3 )(−x2 + 1)(
d
2)·
d−1∏
i=1
(
Si−1(x)Sm−i(x)
)d−i
·
2(d−1)∏
i=d−1
(Tn+1(x))
〈m+1−d〉.
Corollary 5. Let m ≥ 1 and d ≥ 1. Let s, k, n be any integers. Let (di)1≤i≤m and (ei)1≤i≤m be sequences
of integers. Then
det([(Ss+k(n+i+j)(x))
m]0≤i,j≤m) = (2x
2 − 1)(
m+1
2 ) ·
m∏
i=0
(
m
i
)
(S(i+1)k−1(x))
2(m−i),
det
([ m∏
f=j+1
Ss+k(n+i+df )(x)
j∏
g=1
Ss+k(n+i+eg)(x)
]
0≤i,j≤m
)
= (2x2 − 1)(
m+1
2 )
m∏
l=1
(Skl−1(x))
m+1−l·
∏
1≤i≤j≤m
Sk(ei−dj)−1(x),
det
([ 1
Ss+k(n+i+j)(x)
]
0≤i,j≤m
)
=
(−2x2 + 1)(
m+1
2 )
∏m
i=0(Sk(i+1)−1(x))
2(m−i)∏
0≤i,j≤m Ss+k(n+i+j)(x)
,
det([(Sn+i+j(x))
〈m〉]0≤i,j≤d−1) = (−1)
d(d2)+(
d+1
3 )(−2x2 + 1)(
d
2)·
d−1∏
i=1
(
Si−1(x)Sm−i(x)
)d−i
·
2(d−1)∏
i=d−1
(Sn+1(x))
〈m+1−d〉.
By Favard’s theorem [6] (see also the standard reference textbook by Chihara [5, Chapter 2]), the
sequence P(x)(1, q, r; 1, b, c) = (Pn)n∈Z≥0 forms a sequence of orthogonal polynomials (with respect to
certain linear functional) for q 6= 0 and c 6= 0. By Theorem 2, Theorem 3, Theorem 4 and Theorem 5, we
state some determinant identities for matrices containing (powers of) such orthogonal polynomials.
Corollary 6. Let n ≥ 0, m ≥ 1 and d ≥ 1. Let (Pn)n∈Z≥0 be a sequence of orthogonal polynomials of the
form:
P0 ≡ 1, P1 ≡ qx+ r, Pn+2 = (x+ b)Pn+1 + cPn
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where c 6= 0, q 6= 0 and r, b are any real numbers. Then
det([Pmn+i+j]0≤i,j≤m) = (−1)
(n+1)(m+12 ) ·∆(
m+1
2 ) · cn(
m+1
2 )+2(
m+1
3 ) ·
m∏
i=0
((m
i
)
U
2(m−i)
i+1
)
,
det
([ m∏
f=j+1
Pn+i+df
j∏
g=1
Pn+i+eg
]
0≤i,j≤m
)
= (−∆)(
m+1
2 )(−c)n(
m+1
2 )+(
m+1
3 )
m∏
l=1
Um+1−ll ·
∏
1≤i≤j≤m
(−c)djUei−dj ,
det
([ 1
Ps+k(n+i+j)
]
0≤i,j≤m
)
=
(−1)(s+kn)(
m+1
2 )c(s+kn)(
m+1
2 )+2k(
m+1
3 )∆(
m+1
2 )
∏m
i=0 U
2(m−i)
k(i+1)∏
0≤i,j≤m Ps+k(n+i+j)
,
det([P
〈m〉
n+i+j]0≤i,j≤d−1) = (−1)
n(d2)+(
d+1
3 )c(n+d−2)(
d
2)∆(
d
2) ·
d−1∏
i=1
(
UiUm+1−i
)d−i
·
2(d−1)∏
i=d−1
P
〈m+1−d〉
n+1 .
where ∆ = (q2−q)x2+(qr−r−bq)x+(r2−br−c) and (Un)n∈Z≥0 is the sequence of orthogonal polynomials
defined by
U0 ≡ 0, U1 ≡ 1, Un+2 = (x+ b)Un+1 + cUn.
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