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The chiral magnetic wave from the interplay between the chiral magnetic effect and the chiral
separation effect is simulated in a box system with the periodic boundary condition based on the
chiral kinetic equations of motion. Simulation results are compared with available limits from
theoretical derivations, and effects of the temperature, the magnetic field, and the specific shear
viscosity on the key properties of the chiral magnetic wave are discussed. Our study serves as a
baseline for further simulations of chiral anomalies in relativistic heavy-ion collisions.
I. INTRODUCTION
Phenomena induced by chiral anomalies are of great
interest in not only material science [1–3] but also heavy-
ion physics [4, 5]. The extremely high energy density, at
which the chiral symmetry for quarks is restored, and
the strong magnetic field can be produced in non-central
relativistic heavy-ion collisions, providing the possibility
of investigating various chiral anomaly phenomena. For
example, the chiral magnetic effect (CME) [6–8] induced
by the non-zero axial charge density can lead to the net
electric charge current along the direction of the mag-
netic field, and the electric charge separation at RHIC
and LHC energies can be measured indirectly by com-
paring the correlation between particles of the same and
opposite electric charge [9–11]. The chiral separation ef-
fect (CSE) [12, 13] is a dual effect of the CME induced
by non-zero electric charge density, leading to the net
axial charge current along the direction of the magnetic
field, and may have relevant consequences in the evolu-
tion and observables of neutron stars. Since fluctuations
of the electric (axial) charge density lead to the net ax-
ial (electric) charge current and thus locally the non-zero
axial (electric) charge density, the interplay between the
CME and the CSE results in a collective excitation called
the chiral magnetic wave (CMW) [14], which may gener-
ate an electric quadrupole moment in a quark matter and
can be responsible for the elliptic flow splitting between
particles of opposite electric charges [15, 16].
Recently, the CMS Collaboration found that the elec-
tric charge separation signals in p+Pb collisions are sim-
ilar to that in Pb+Pb collisions [17, 18], challenging
the interpretation that these signals are from the CME.
On the other hand, it was found that resonance decays
can largely account for the three-particle correlator as
the charge separation observable in the search for the
CME [19]. Also, the elliptic flow splitting between parti-
cles of opposite electric charges may be originated from
their different mean-field potentials [20–22] rather than
the CMW effect. In order to remove possible background
∗correspond author: xujun@sinap.ac.cn
contributions to the signals from chiral anomalies, new
experimental observables are proposed [23–25]. Colli-
sions of isobaric nuclei proposed in the STAR run sched-
ule [26] could be useful to disentangle the signals of chiral
anomalies from the background. On the theoretical side,
quantitative results from anomalous simulations are very
much needed. Based on the hydrodynamic framework,
various approaches have been developed by incorporating
chiral anomalies [27–29]. Using the chiral kinetic equa-
tions of motion developed in Refs. [30–32], observables
from chiral anomalies in relativistic heavy-ion collisions
have been studied [33, 34] based on the anomalous trans-
port approach, from a blast-wave-like initial condition
and with a parameterized decaying magnetic field.
Toward an accurate description of chiral anomalies
with the transport approach, in the present study we
simulate the CMW from the interplay between the CME
and the CSE in a cubic box system with the periodic
boundary condition under a uniform and constant exter-
nal magnetic field. The simulation in the box system
is under well controlled condition and can be compared
with limiting results from theoretical derivations, so it
has the advantage of calibrating various components of
the transport approach to be carried out in a more realis-
tic but complicated heavy-ion system. We note in previ-
ous studies the box simulation method has been used to
understand the thermalization of gluons [35], the specific
shear viscosity of the relativistic hadron gas [36], equilib-
rium properties of nucleons and pion-like particles [37],
and the collision rate of nucleon-nucleon scatterings from
various transport codes [38]. With the help of the box
calculation method, we found that the propagating ve-
locity of the CMW and the development of the electric
quadrupole moment are enhanced with the increasing
strength of the magnetic field but suppressed with the
increasing temperature, while the damping of the CMW
is weaker with a smaller specific shear viscosity and/or
at a higher temperature.
This paper is organized as follows. Section II briefly
reviews the chiral kinetic equations of motion as well as
the CME, CSE, and CMW formulisms, and provides the
detailed simulation method in a box condition. Section
III discusses the detailed CMW results from the interplay
between the CME and the CSE. A summary is given in
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2Sec. IV.
II. THEORETICAL FRAMEWORK
A. Chiral kinetic equations of motion
In the following we derive intuitively the chiral kinetic
equations of motion (EOMs) for massless spin−1/2 par-
ticles under an external magnetic field in a semiclassical
way. In the massless limit, the Hamiltonian for particles
with helicity c can be written as
H = c~σ · ~k (1)
with
~k = ~p− qe ~A. (2)
In the above, ~σ is the Pauli matrix, ~k and ~p are respec-
tively the kinematic and canonical momentum, q is the
charge number of the particle, and ~A is the vector poten-
tial with ~B = ∇× ~A being the magnetic field.
Treating ~r, ~k, and ~σ as classical variables, the canonical
EOMs obtained from Eq. (1) can be written as
~˙r = c~σ, (3)
~˙k = c~σ × qe ~B, (4)
~˙σ = c
2
~
~k × ~σ. (5)
Using the adiabatic approximation that the spin ~σ of
the particle evolves much faster than ~r and ~k, ~σ can be
expanded in the first order as [39, 40]
~σ ≈ ckˆ − ~
2k
(
kˆ × ˙ˆk
)
, (6)
where kˆ = ~k/k is a unit vector. The above expansion is
important in obtaining the chiral kinetic EOMs, but also
leads to the unavoidable problem that the whole frame-
work is not valid for particles with too small momenta k
(see Ref. [30] for more detailed discussions).
Substituting Eq. (6) into Eqs. (3-5), we obtained the
chiral kinetic EOMs as in Refs. [30–32]
√
G~˙r = kˆ + ~
(
c~b · kˆ
)
qe ~B, (7)
√
G~˙k = kˆ × qe ~B, (8)
with
√
G = 1 + ~
(
qe ~B · c~b
)
, (9)
where ~b=~k/
(
2k3
)
denotes the so-called Berry curvature
[41]. Since the
√
G factor in the above EOMs leads to
the modification of the phase-space volume or the density
of states [42], the phase-space integral d3rd3k/ (2pi~)3
needs to be modified to
√
Gd3rd3k/ (2pi~)3. In the
transport simulation, the average value of an observ-
able is correspondingly calculated according to 〈A〉 =∑
iAi
√
Gi/
∑
i
√
Gi by taking
√
G as a weight factor.
B. Formulisms of chiral magnetic wave
The charge density and current of particles with the
charge number q and the helicity c can be respectively
expressed as
ρqc = qNc
∫
d3k
(2pi~)3
√
Gf
(
k − µqc
T
)
, (10)
~Jqc = Nc
∫
d3k
(2pi~)3
√
G~˙rf
(
k − µqc
T
)
, (11)
where Nc = 3 is the color degeneracy, f(x) = 1/ (e
x + 1)
represents the Fermi-Dirac distribution, T is the temper-
ature of the system, µqc=qµ+cµ5 is the chemical poten-
tial of the particle with µ (µ5) being the electric (axial)
charge chemical potential. The electric charge density
and current for particles with the right-handed (R) and
the left-handed (L) chirality are defined as
ρR = ρq(+)c(+) + ρq(−)c(−), (12)
ρL = ρq(+)c(−) + ρq(−)c(+), (13)
~JR = ~Jq(+)c(+) − ~Jq(−)c(−), (14)
~JL = ~Jq(+)c(−) − ~Jq(−)c(+), (15)
and the total electric and axial charge density and current
are respectively defined as
ρ = ρR + ρL, ρ5 = ρR − ρL, (16)
~J = ~JR + ~JL, ~J5 = ~JR − ~JL. (17)
From an isotropic Fermi-Dirac momentum distribu-
tion, Eq. (11) can be analytically carried out, and the
electric and axial charge current become
~J =
Nc
2pi2~2
µ5e ~B, (18)
~J5 =
Nc
2pi2~2
µe ~B. (19)
Equations (18) and (19) represent respectively the CME
and the CSE. In the limit of µ/T  1 and µ5/T  1,
the electric and axial charge density are proportional to
their corresponding chemical potential
ρ ≈ NcT
2
3~3
µ, (20)
ρ5 ≈ NcT
2
3~3
µ5. (21)
Combining Eqs. (18-21) and using the definitions of Eqs.
(12-17), the following decoupled relation can be obtained
~JR/L = ± 3~e
~B
2pi2T 2
ρR/L, (22)
where the upper (lower) sign is for particles with the
right-handed (left-handed) chirality. ~JR/L has not only
3the advective contribution as Eq. (22) but also the diffu-
sive term approximated by Fick’s law as −DL∇ρR/L [14],
where DL is the diffusion constant along the direction of
the magnetic field, i.e., the +y direction in this study.
Considering both the advective and the diffusive term,
the continuity equation ∂tρR/L + ∇ · ~JR/L = 0 becomes
the following equation describing the CMW [14, 43](
∂t ± vp∂y −DL∂2y
)
ρR/L = 0, (23)
where
vp =
3~eB
2pi2T 2
(24)
is the phase velocity. By applying the Fourier series
method, the general solution of Eq. (23) gives the density
at position y and time t as
ρR/L(y, t) =
∞∑
n=0
{
Ane
−DLβ22nt sin [β2n (y ∓ vpt)]
+Bne
−DLβ22n+1t cos [β2n+1 (y ∓ vpt)]
}
, (25)
where the coefficients An and Bn are related to the initial
density distribution ρR/L(y, 0) through
An =
1
l
∫ l
−l
ρR/L(y, 0) sin (β2ny)dy,
Bn =
1
l
∫ l
−l
ρR/L(y, 0) cos (β2n+1y)dy.
In the above equations, the periodic boundary condition
ρR/L|y=−l = ρR/L|y=+l is satisfied, and βm = mpi2l is the
wave number of the CMW.
C. Description of box simulation
The periodic boundary condition, that a particle which
goes out of one side of the box enters from the opposite
side with the same momentum, is applied to the box sim-
ulation. The side length of the cubic box is 2l = 10 fm.
Massless particles with the charge number q = 1 and −1
are initialized according to the isotropic Fermi-Dirac dis-
tribution in momentum space and certain designed distri-
bution in coordinate space, and they evolves according to
Eqs. (7-9) under a constant and uniform magnetic field
in +y direction. As mentioned before, the EOMs are not
valid for particles with too small momenta, which may
lead to zero or even negative values of
√
G, depending
on the strength of the magnetic field. These particles are
treated as free ones, and they are not counted in the cal-
culation of the current. Some artificial truncations are
applied in the momentum space, and this leads to the
underestimate of the CME and the CSE to be discussed
later.
The stochastic method [35] is employed to treat the
elastic scattering part of the box simulation. The colli-
sion probability for a pair of particles with the energy E1
and E2 in a volume (∆x)
3 and a time interval ∆t is
P22 = vrelσ22
∆t
(∆x)3
, (26)
with vrel = s/(2E1E2) where s is the square of the
invariant mass of the particle pair. σ22 is a constant
and isotropic cross section, determined by the specific
shear viscosity as detailed in APPENDIX. The box is
divided into small cells with the volume of each cell
set as (∆x)3 = 1 fm3, and only particle pairs in the
same cell can collide with each other. The time step
∆t = 0.01 fm/c is used in the simulation. The Fermi-
Dirac distribution f in the momentum space is main-
tained through out the box simulation, since f is used
exactly as the Pauli blocking probability for the scatter-
ings between particles.
III. RESULTS AND DISCUSSIONS
In this section, we studied in detail the CMW from the
interplay between the CME and the CSE. The limitting
results of the electric and axial charge current from the
CME and the CSE as well as the phase velocity of the
CMW are available for comparison, while other detailed
properties of the CMW such as the damping and the elec-
tric quadrupole moment can only be reliably obtained
from simulations. Dependencies on the temperature, the
strength of the magnetic field, and the specific shear vis-
cosity will also be discussed. The simulation results are
generally averaged over thousands of events.
A. Chiral magnetic effect and chiral separation
effect
Before investigating the CMW, we first study sepa-
rately the CME and the CSE in the box system, by ini-
tiating particles with different charge numbers and helic-
ities uniformly distributed in the box with (µ = 0, µ5 =
20 MeV) or (µ = 20 MeV, µ5 = 0) at T = 0.3 GeV,
and their momenta sampled according to the isotropic
Fermi-Dirac distribution. The strength of the external
magnetic field is set as eBy = 0.5 GeV/fm, and the spe-
cific shear viscosity is chosen as η/s = 0.08~. Figure
1 displays the electric charge current ~J and the axial
charge current ~J5 from theoretical derivations and sim-
ulations at different times. The lines represent results
from theoretical derivations according to Eqs. (11) and
(17), while the symbols represent simulation results from
event averaged flux of particles along the magnetic field.
It is seen that all currents are constants in time, showing
the stability of the simulation. The CSE shown in the
right panel is seen to be exactly a dual effect of the CME
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FIG. 1: (Color online) Time evolutions of the electric and
axial charge current from respectively initial finite axial and
electric charge chemical potential, with panel (a) representing
the CME and panel (b) representing the CSE. The lines are
from theoretical derivations and the symbols are from simu-
lations. Results from the theoretical limit and those from the
simulations with truncations of k > 0.3 GeV/c (solid) and
0.3 <
√
G < 1.7 (open) are compared. See text for more
details.
shown in the left panel. However, with unavoidable trun-
cations in the momentum space to rule out particles with
too small momenta, the currents from simulations are al-
ways lower than the theoretical limits from Eqs. (18)
and (19). Using the truncation of kmin = 0.3 GeV/c,
the currents from simulations are consistent with avail-
able theoretical calculations from Eq. (11) by integrating
from kmin to infinity, while the results are only about
half of that from the theoretical limit. Using a trunca-
tion of 0.3 <
√
G < 1.7 helps to improve the situation,
while the corresponding results from theoretical deriva-
tions are not available. It is seen that with unavoidable
truncations, the strength of the CME and the CSE are
underestimated by about 25 ∼ 50% in the simulation.
Since the situation from the truncation 0.3 <
√
G < 1.7
is better, it is applied to the investigation of the CMW
in the following.
B. Chiral magnetic wave
In order to investigate the CMW, the density distribu-
tions are initialized as
ρR/L(y, 0) = ±1
2
Acn sin (βy), (27)
where the upper (lower) sign is for right-handed (left-
handed) particles, n is the total average number density
in the box system, Ac = (ρR − ρL)/n = 0.1 represents
the maximum chiral asymmetry in the initial state, and
β = pi/l is the chosen wave number. The momenta of
particles are sampled isotropically according to the local
Fermi-Dirac distribution. The oscillation mode in the
later dynamics is determined from the initial condition
due to the orthogonality property of trigonometric func-
tions, and the time evolution of the density distributions
described by Eq. (25) becomes
ρR/L(y, t) = ±1
2
Acne
−DLβ2t sin [β (y ∓ vpt)]. (28)
The electric and axial charge density can then be ex-
pressed as
ρ = ρR + ρL = −Acne−DLβ2t sin (βvpt) cos (βy), (29)
ρ5 = ρR − ρL = +Acne−DLβ2t cos (βvpt) sin (βy). (30)
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FIG. 2: (Color online) Time evolutions of the reduced density
of right-handed particles ρR/n (first row), the reduced den-
sity of left-handed particles ρL/n (second row), the reduced
electric charge density ρ/n (third row), and the reduced axial
charge density ρ5/n (fourth row) along the direction of the
magnetic field from the initial condition of Eq. (27).
With an initial non-uniform axial charge density ρ5
but zero electric charge density ρ described by Eq. (27),
the time evolutions of various densities are displayed in
Fig. 2. The strength of the magnetic field, the temper-
ature, and the specific shear viscosity are respectively
0.5 GeV/fm, 0.3 GeV, and 0.08~, same as in Fig. 1. It is
seen that ρR (ρL) is propagating along the +y (−y) di-
rection, parallel (antiparallel) to the magnetic field. The
dampings of ρR, ρL, and ρ5 are observed, while the zero
initial electric charge density ρ grows to an electric charge
distribution with a quadrupole moment. Since the trun-
cation in the momentum space underestimates the CME
and the CSE as seen in Fig. 1, it may also affect the
phase velocity of the CMW to be discussed later. The
behavior is expected to be similar with an initial non-
uniform electric charge density ρ but zero axial charge
density ρ5.
The phase velocity vp and the diffusion constant DL
can be obtained by fitting the time evolution of ρR and
ρL shown in the first and the second row of Fig. 2 with
Eq. (28). Their values at different times are shown in
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FIG. 3: (Color online) The phase velocity vp (a) and the
diffusion constant DL (b) at different times with different
specific shear viscosities η/s but the same magnetic field
eBy = 0.5 GeV/fm and the temperature T = 0.3 GeV.
Fig. 3, and they can be considered approximately as
constants in time within the statistical error. It is seen
that the phase velocity is insensitive to the specific shear
viscosity, while the diffusion constant increases with in-
creasing specific shear viscosity. The later is understand-
able, since a larger specific shear viscosity corresponds to
a smaller cross section and a larger mean free path. Here
only one Fourier component of the density fluctuation is
considered, while in reality there could be Fourier com-
ponents with different wave numbers β. It is expected
that higher-order components with larger wave numbers
β decay faster due to the larger charge density gradient.
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FIG. 4: (Color online) Dependence of the phase velocity vp
(a) and the diffusion constant DL (b) on the strength of the
magnetic field at different temperatures but with the same
specific shear viscosity η/s = 0.08~. The lines are theoreti-
cal limits from Eq. (24) and the symbols are the simulation
results.
The dependence of the phase velocity and the diffusion
constant of the CMW on the strength of the magnetic
field at different temperatures but with the same specific
shear viscosity η/s = 0.08~ are shown in Fig. 4. The
phase velocity from simulations shown as symbols are
smaller compared to lines from the theoretical limit of
Eq. (24), as a result of the momentum truncation. This
is expected as it can be seen from Fig. 1 that the currents
are underestimated. The deviation from the theoretical
limit due to the momentum truncation becomes smaller
under a weaker magnetic field. It is seen in Fig. 4 that
the phase velocity of the CMW increases with the increas-
ing of its driving force, i.e., the strength of the magnetic
field, while the diffusion constant seems to be insensitive
to the strength of the magnetic field since it is domi-
nated by the collision process. Both the phase velocity
and the diffusion constant decrease with increasing tem-
perature. Similar to that obtained from the Holographic
QCD calculation [14, 44], the increasing trend of vp with
the strength of the magnetic field is reproduced, and a
similar temperature dependence is observed. However,
the dependence of DL on the strength of the magnetic
field and the temperature seems to be different from that
obtained by the Sakai-Sugimoto model [14, 44].
The electric quadrupole moment is one of the key con-
sequences of the CMW, and it may lead to the elliptic
flow splitting between particles of oppositive charges [15],
which can be observed experimentally [16]. In relativistic
heavy-ion collisions, at the initial stage the finite partonic
system may have net electric charge, and the axial charge
current is then generated from the CSE along the direc-
tion of the magnetic field, resulting in the similar initial
density distribution as in Eq. (27). It is thus useful to in-
vestigate how large the electric quadrupole moment can
be developed and its dependence on the magnetic field
and the temperature of the system. The general defini-
tion of the quadrupole moment can be expressed as
Dij =
∫
ρ(~r)
(
3rirj − r2δij
)
d3r, (31)
where i, j = 1 ∼ 3 represents the index of the cartesian
coordinate. Here we only consider the D22 component
along the magnetic field, which can be expressed analyt-
ically as
D22 = 4AcN
β2
e−DLβ
2t sin(βvpt) (32)
by substituting Eq. (29) into Eq. (31), where N is the
total number of particles in the box. It is expected that
the strength of D22 is proportional to Ac. It is further
seen that there are competition effects on the develop-
ment of D22, with the sin(βvpt) term helping to develop
the electric quadrupole moment while the e−DLβ
2t term
decaying it. Figure 5 displays the time evolution of the
reduced electric quadrupole moment from the box simu-
lation by counting particles according to Eq. (31) at dif-
ferent temperatures and under different strength of the
magnetic field. Generally, the electric quadrupole mo-
ment develops faster at lower temperatures and under a
stronger magnetic field. It is also seen that the electric
6quadrupole moment keeps on increasing at higher tem-
peratures, while it may become saturated and decrease at
lower temperatures due to the larger diffusion constant
as shown in Fig. 4.
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FIG. 5: (Color online) Time evolution of the reduced electric
quadrupole moment at different temperatures and under dif-
ferent strength of the magnetic field with the same specific
shear viscosity η/s = 0.08~.
IV. SUMMARY
In a cubic box with the periodic boundary condition
under a uniform and constant external magnetic field, we
have studied the chiral magnetic wave as a result of the
interplay between the chiral magnetic effect and the chi-
ral separation effect based on the chiral kinetic equations
of motion. Although unavoidable truncations in the mo-
mentum space are needed in the simulation, which under-
estimate the strength of the chiral magnetic effect and the
chiral separation effect, this doesn’t hamper us from un-
derstanding properties of the chiral magnetic wave from
simulations. It is found that the phase velocity of the chi-
ral magnetic wave increases with the increasing strength
of the magnetic field, while the damping of the chiral
magnetic wave is insensitive to the strength of the mag-
netic field but more sensitive to the specific shear vis-
cosity of the system. Both the phase velocity and the
damping of the chiral magnetic wave are enhanced at
lower temperatures. It is further found that the elec-
tric quadrupole moment develops faster under a stronger
magnetic field or at lower temperatures. Our study serves
as a baseline for further simulations of chiral anomalies
in relativistic heavy-ion collisions.
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APPENDIX. DETERMINE CROSS SECTION
FROM SPECIFIC SHEAR VISCOSITY
In this appendix we briefly review the way we deter-
mine the isotropic cross section σ22 from the specific
shear viscosity η/s. In a thermalized medium, the shear
viscosity η can be approximately calculated from
η =
4 〈k〉
15σtr
, (33)
where 〈k〉 is the mean momentum of particles, and σtr is
the transport cross section defined as
σtr =
∫
dΩ
dσ22
dΩ
(
1− cos2 θ) . (34)
σtr =
2
3σ22 can be obtained if σ22 is an isotropic cross
section. The entropy density s can be written as
s = −4Nc
∫
d3k
(2pi~)3
[f ln f − (1− f) ln (1− f)] , (35)
where 4 represents 4 types of particles with different
charge numbers and helicities, and f = 1/
(
ek/T + 1
)
is the average momentum distribution for 4 types of
massless particles. Using the constraint from the ellip-
tic flow based on the hydrodynamic calculation η/s ∈
(0.08~, 0.20~) [45], and combining Eqs. (33-35), we ob-
tain the range of the cross section depending on the tem-
perature as
σ22 ∈ (1.74, 4.36) ~
2
T 2
, (36)
where σ22 is in fm
2 and T is in GeV.
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