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ABSTRACT 
Explicit solutions of boundary-value problems and Cauchy problems for the Euler 
operator differential equation are given in terms of solutions of algebraic operator 
equations. 
1. INTRODUCTION 
Throughout this paper, H will denote a separable, complex Hilbert space 
and L(H) will denote the algebra of all bounded linear operators on H. If T 
is in L(H), then a(T) denotes the spectrum of T, u,(T) denotes its 
approximate point spectrum, and us(T) denotes its approximate defect 
spectrum. We recall that u,(T) is the set of all complex numbers X such that 
hZ - T is not bounded below and u8( T) is the set of all complex numbers X 
such that hZ - T is not onto [7, p. 421. This paper can be regarded as a 
continuation [6], [9] and it is concerned with the resolution of boundary-value 
problems and Cauchy problems for a second-order Euler operator differential 
equation of the type 
t2X”(t)+ A,tX’(t)+ A,X(t) =0 (1.1) 
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where A, and A, belong to L(H). These problems are reduced to algebraic 
problems and explicit expressions for the solutions of the differential prob- 
lems are given in terms of the solutions of algebraic equations. In particular 
we are interested with the resolution problem of an algebraic operator 
equation of the type 
x2 + B,X + B, = 0 0.2) 
where B, B, belong to L(H). A methodology for the resolution problem 
(1.2) is studied in [9], where the algebraic equation is reduced to an easier 
equation CX + D = 0. The resolution problem (1.2) is related to the linear 
factorization of the polynomial operator L(h) = h2 + AZ?, + B,. If H is 
finite-dimensional, it is known that we can obtain a factorization L(h) = (XI 
+ X,)( XI + X2), when the companion operator 
(1.3) 
of L(X) is diagonable [4]. 
If H is an infinite-dimensional Hilbert space, an operator A in L(H) is 
called biquasitriangular if ind(XZ - A) = 0 for all X E C such that hZ - A is 
semi-Fredholm [i.e., Im(AZ - A) is closed] and the semi-Fredholm index 
makes sense [i.e., at least one of the numbers dimKer(XZ - A) and 
codimIm(XZ - A) is finite]. See Chapter 6 in [7] for the properties of 
biquasitriangular operators. Analogously, an operator polynomial L(A) will 
be called biquasitriangular if ind L(X) = 0 whenever the semi-Fredholm 
index makes sense. In [12] it is proved that the set of all biquasitriangular 
manic operator polynomial of degree 2 which admit a linear factorization 
L(X) = (XI + X,)(XZ + X,) is dense in the set of all biquasitriangular oper- 
ator polynomials of degree 2 with the induced topology. 
If L(X) = A2 + X B, + B. admits a linear factorization L(X) = (AZ + 
X,)(hZ + X,), then - X, is a solution of (1.2). Otherwise Equation (1.2) is 
insoluble if B, = 0 and the operator - B, has no square root, for instance, if 
- B, is an injective unilateral weighted shift operator [l, p. 631. 
Section 2 treats Cauchy problems and boundary-value problems with a 
boundary condition for the equation (1.1). In Section 3 we study the 
resolution problem of the equation (1.1) with two boundary conditions. This 
problem is solved in terms of the existence of solutions of an algebraic 
operator system. 
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2. ON THE EULER OPERATOR DIFFERENTIAL EQUATION 
t’X”+ tA,X’+ A,X = 0 
We begin this section considering the Cauchy problem 
t2X”(t)+tA,X’(t)+A,X(t)=0, 
X((Y) = co, X’(a) = c,, (Y > 0, t>o 
were C, and A i are bounded linear operators in L(H) for i = 0,l. 
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(2.1) 
THEOREM 1. Let us consider the Cauchy problem (2.1). If X, is a 
solution of the polynomial equation 
X2+(Al-Z)X+AO=O (2.2) 





where D = C, - X,C, and X, = -(X0 + A, - I). 
Proof. Let us consider the change of variables t = e”, where u lies in 
the real line. If we denote X= dX/du, J?= d 2X/du2, the differential 
operator equation (1.1) is equivalent to the differential equation with vari- 
able u, 
X+(A,-Z)X+A,X=O, -co<u<+oo. (2.4) 
We will prove that the expression (2.3) satisfies (2.4). For convenience we 
denote B, = A, - I. Making X = Yi and X = Y2, the resolution problem (2.4) 
is reduced to a linear differential operator system on H@H of the type 
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Thus the problem (2.1) can be expressed 
Y(u) = C,Y(u>, Y(a)= ; ) 
[ 1 1 
where CL is given by (1.3) with B, = A, - I. 
It is a straightforward matter to show that the operator matrices 
satisfy JP ‘C,,J = W. Considering the transformation Y(U) = JZ( u), it follows 
that 
Y(a) = n(a), z(a) = J-'Y(a) = [ cl-c~oco] = [21. (2*6) 
From (2.6) one gets 
ZlW = X”Zlb) + %?(4~ z,(a) = C”, 
z2w = ~lZ,b)~ Z,(a) = D. (2.7) 
Solving (2.7), we obtain Z,(U) = exp[(u - a)X,] D, and substituting in the 
first equation of (2.7) and solving, it results that 
Z,(u)=exp[X,(u-a)]CO+~Uexp[X,(u-s)]exp[X,(s-a)] Dds 
(2.8) 
From (2.7) (2.Q and Y(U) = .ZX(u), it results that 
X(4 = Z,(u), X(a) = Z,(a) = co, 
T?(a) = X,Z,(a) + Z,(a) = X,C, + D = Cl. 
From here the result is proved. n 
The following result contains a boundary-value problem related to the 
Euler equation (1.1). 
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THEOREM 2. Consider the boundary-value problem 
t2X”(t)+tA1X’(t)+A,X(t)=0, 
FX’(p) - X(a)G = E, p>a>o, t > 0, (2.9) 
where E, F, and G belong to L(H). Suppose that X, is a solution of the 
algebraic equation (2.2), and 
dF&ew((P - a)&)n q,(G) =0, (2.10) 
Then the problem (2.9) is solvable, and a solution is given by X(t) = 
exp[X,(t - a>1 Co, a =S t < /3, where C, is a solution of the algebraic operator 
equation 
AX-XB=C 
with A = FX,exp[(P - a)X,], B = G, X, = - (X, + A, - Z), C = E - 
Fexp[(P - a>X,l. 
Proof. Let X, be a solution of (2.2). From Theorem 1 it follows that a 
solution of the problem (2.1) has the expression (2.3). Taking C, = X,C,, it 
results that D = 0 and 
X(t) = exp[(t - a)X,] Co, a,<t<P, (2.11) 
where C, = X((Y). From (2.11) it follows that 
X’(t)=X,exp[(t-a)Xo]Co=X,X(t). (2.12) 
Therefore, the boundary-value problem (2.9) is solvable if there exist solutions 
C, for the algebraic operator equation 
FX,exp[(P - “)X0] U- UG = E. (2.13) 
From the hypothesis (2.10) and Theorem 5 of [2], the equation (2.13) is 
solvable. Thus, if C, is a solution of (2.13), the expression (2.11) give us a 
solution of the boundary-value problem (2.9). n 
REMARK 1. From the proof of Theorem 2, it is clear that if we need an 
explicit expression for solutions of the problem (2.9), we need first an explicit 
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expression for solutions of the equation (2.13). If H is finite-dimensional, then 
the spectral condition (2.10) coincides with Rosenblun’s condition 
a(FX,exp[(P - cr)X,,l)n a(G) =a, and from [8], the only solution of (2.13) 
is given by 
2 i pj(FX,exp[(/3 - a)XO])j-lEGk-j 
k=l j=l 
where p(X) = Ct_,pkXk, is the characteristic polynomial of G. Moreover, in 
this case, if the companion operator CL associated with (2.2) is diagonable, a 
solution for the equation (2.2) is available. 
The following corollary deals with the resolution problem of a different 
boundary-value problem for the Euler operator equation (1.1). 
COROLLARY 1. Let us consider the boundary-value problem 
t2X”(t)+ tA,X’(t)f A,X(t) =O, 
FX(@ - X(a)G = E, a<t<j?. (2.14) 
If X, is a solution of the algebraic operator equation (2.2) and F, G, and E 
are operators in L(H) which satisfy the condition 
dFexp[(P - d&])n u,(G) =a) (2.15) 
then the problem (2.14) is solvable and the operator function X(t) = exp[(t - 
(Y)X,] C,, OL < t < p, where C, is a solution of the algebraic operator equation 
{Fexp[(/?-a)X,,]}U-UG=E. (2.16) 
Proof. Taking C, = X,C,,, from Theorem 1, the expression X(t) = exp[(t 
- CY)X,] C, defines a solution of the equation (1.1) in the interval a < t Q fi. 
The boundary condition in (2.14) is equivalent to the existence of an operator 
C, which satisfies FX( p) - X( a)G = Fexp[( /3 - 111)X,] C, - COG = E. From 
the hypothesis (2.15) and Theorem 5 of [Z], such an operator C, exists. Thus 
X(t) is a solution of (2.14). 
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3. BOUNDARY-VALUE PROBLEMS FOR THE EULER OPERATOR 
DIFFERENTIAL EQUATION WITH TWO BOUNDARY 
CONDITIONS. AN ALGEBRAIC APPROXIMATION 
This section is concerned with the resolution of the problem of an Euler 
operator differential equation of the type (1.1) with two boundary conditions. 
We will reduce this problem to an algebraic operator system of the type 
AT - TB = C, 
DT-TE=F, (3.1) 
where all operator coefficients belong to L(H). By application of annihilating 
analytic functions of certain coefficient operators, the system (3.1) is reduced 
to an easier operator system of the type 
TG=H, 
MT=F. (3.2) 
We recall that an operator T in L(H) is algebraic if there exists a 
polynomial p(X) such that p(T) = 0. It is well known [3, p. 5691 that an 
algebraic operator has a finite spectrum, and it is clear that for the finite- 
dimensional case, every operator in L(H) is algebraic. In [l] and [ 141 several 
classes of operators which are annihilated by analytic functions are given. In 
[5], P. R. Halmos observed that if f is an entire function and if f(T) = 0, 
then there is a polynomial p such that p(T) = 0, and thus T is algebraic. Let 
D denote the open unit disc in the complex plane, and let H” denote the 
Banach algebra of all bounded, analytic functions on D. If T is any 
completely nonunitary contraction (I] T (1 < 1) on H, one has the Sz.-Nagy-Foias 
functional calculus @r defined on Hm, @‘T : H” + L(H), and any operator T 
in the class C, is annihilated by a function f in H” [lo, p. 1231. 
THEOREM 3. Consider the boundary value problem 
t2X”(t)+ tA,X’(t)+ A,X(t) = 0, 
F,X’(P,) - Xk)Gl= E,, 
F,X’(P,) - X(&2 = E,, 
P, <P2> “<td&_. (3.3) 
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Zf X, is a solution of the operator equation (2.2) and C, is a solution of the 
operator system (3.1) where 
X,= -(X,+A,-Z), A = E,X, exp[(& - a)X,], 
B=G,, C = E, - F,exp[(P, - a)X,] 
E=G,, D = F,X,exp[(& - “)X0], F = E, - F,exp[(& - “)X1], 
then the problem (3.3) is solvable and a solution is given by the expression 
X(t) = ew[ X,(t - a>] CO, a=t <&. (3.4 
Proof. Given X,, from Theorem 1 it follows that taking C, = X,C,, 
D = 0, the function defined by (3.4) with CO = X(a) satisfies the operator 
differential equation (1.1). By differentiating the function X(t) given by 
(3.4) it follows that 
X’(t) = exp[(t - a)X,] X,C, = X,exp[(t - a)X0] CO=XOX(~>. 
From this, the boundary conditions of (3.3) are equivalent to the existence of 
a solution of the operator system 
F,X,exp[(P,-a)X,]U-UG,=E,, 
FaX,exp[(&-ar)X,]U-UG,=E,. (3.5) 
Thus the result is proved. n 
For solving the boundary problem (3.3) we need to solve the polynomial 
equation (2.2) and the operator system (3.1). We know conditions for the 
resolution problem of the equation (2.2) and in the following we study the 
resolution problem of the operator system (3.1). It is clear that there is no loss 
of generality if we suppose that the operators A, B, D, and E are contrac- 
tions, because the system (3.1) is equivalent to the system obtained from (3.1) 
after multiplying both its equations by a sufficiently small number. 
THEOREM 4. Let us consider the operator system (3.1) where A, B, D, 
and E are contractions in L(H), and C and F are in L(H). Zf f(x) = 
c n20anZn andg(z)=L.” n b z” are analytic functions in the unit disc such 
that 
(9 L~ola.ln ~00, L2&,l~ <co, 
(ii) f(A) = 0, g(E) = 0, 
EULER OPERATOR DIFFERENTIAL EQUATION 9 
then any solution T of the operator system (3.1) satisfies the operator system 
(3.2), where 
n 
G = f(B)E H= - c c a,AnpkCBk-‘E, 
n>l k=l 
M=Ag(D) N= c i b,ADk-‘FEnpk. (34 
n>l k=l 
Proof. Let T be any solution of (1.3). Premultiplying successively the 
second equation of (3.1) by the operator A, it follows that 
A”DT - A”TE = A”F, n > 0. (3.7) 
From the first equation of the system (3.1) AT - TB = C, it follows that 
ATE = TBE + CE, 
A2~E = ATBE + ACE = (TB + C)BE + ACE = Tg2E + ACE + CBE, 
A”TE = TB”E + i A”-kCBkp’E, n > 1. (3.8) 
k=l 
Substituting (3.8) into (3.7), we have 
DT-TE=F, 
A”DT - TB”E = A”F + i A”-kcBkp’E, n>l. (3.9) 
k=l 
By multiplying the first equation of (3.9) by a, and the second equation by 
a, for n > 1, and adding the resultant expressions, it follows that 
f(A)DT-Tf(B)E=f(A)F+ 1 f u,A”~~CB~-~E, (3.10) 
n>l k=l 
whence by hypothesis (i) and the equality (3.9) one easily deduces the 
convergence of the operator series which appear in the second term and the 
operator series which defines f(B). As f(A) = 0, it is concluded that T 
satisfies the unilateral equation TG = H, where H and G are given by (3.6). 
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Successively postmultiplying the first equation of the system (3.1) by E and 
making similar substitutions in the expression (3.8), it follows that T satisfies 
the unilateral equation TG = H, where H and G have the expression given in 
(3.6), and the convergence of the operator series which appear are proved 
analogously from the hypothesis. n 
REMARK 2. If the system (3.1) is compatible, then there is a solution T of 
the system, and from Theorem 4, T satisfies the system (3.2). Thus it follows 
that MTG = MH = NC. 
The following result is a converse of Theorem 4. 
THEOREM 5. Under the hypothesis of Theorem 4 and under the ad- 
ditional hypotheses (i) AD = DA, BE = EB, (ii) G and M are invertible, and 
(iii) MH = NG, it follows that the only solution of (3.2), given by T = HG-’ 
= M-‘N, is a solution of the operator system (3.2) with coefficient operators 
given by the expression included in the statement of Theorem 4. 
Proof. From the compatibility condition MH = NC and from the invert- 
ibility of the operators G and M it follows that M-lMHG_’ = M-‘NGG-‘; 
thus T = HG-’ = M-‘N is the only solution of (3.2), and T satisfies TG = H. 
Premultiplying by A the expression TG = H and considering the hypothesis 
BE = EB, it results from the expression of G given in (3.6) that G = f( B)E = 
Ef( B); thus 
ATG - TBG = AH - HB. (3.11) 
From the expression for H given in (3.6) one gets 
AB= _ 1 5 anA”+l-kcBk-lE 
n>l k=l 
n 
=- a,A”CE + c anAn-(k-l)CBk-lE 
k=2 i 
n-1 
=- 4 a,A”CE + c a,A”-“CB”E n>l s = 1 
n-1 
= - c a,A”CE- c c a,A”-“CB”E. 
?I>1 n>2 s=l 
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From the hypothesis BE = EB, it follows analogously that 
a,AnpkCBkE - c a,CB”E. 
II>2 k=l n>l 
Considering the expressions for the operators AH and HB, it follows that 
AH- HB = - c a,A”CE + 1 a,,CB”E. 
By the hypothesis f(A) = C, > a a A” = 0, it follows that a,Z = - C,, ranA” R 
and 
AH-HB=a,CE+ 2 a&BEE = Cf( B)E = CG. 
n>l 
Substituting in (3.11), it follows that (AT - TB)G = CG, AT - TB = C. 
Analogously it is proved that T = HG- ’ = Mp ‘N satisfies the second equa- 
tion of the operator system (3.1). n 
REMARK 2. Theorem 1 gives a solution to the Cauchy problem (2.1) in 
terms of solutions of the polynomial equation (2.2) when this last equation is 
solvable, but any Cauchy problem of the type (2.1) is solvable even when the 
equation (2.2) is insolvable. In fact, let us consider the Cauchy problem (2.1) 
when A, = I, and let - A, be an operator without a square root; then the 
equation (2.1) has no solutions. Setting X = Y,, X = Ya as well, as we did near 
the beginning of Section 1, the problem (2.1) is equivalent to the linear 
problem (2.5) with the initial condition 
Y(a)= 2 . [ 1 1 
Then it is clear that the operator L( H @ H)-valued function 
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is the only solution of the linear Cauchy problem. Thus, the first entry Y, is a 
solution of the Cauchy problem (2.1). 
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