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RE´SUME´
L’optimisation stochastique est une branche de la recherche ope´rationnelle qui traite de
proble`mes d’optimisation impliquant des phe´nome`nes ale´atoires. Le programme mathe´ma-
tique, de´fini par une fonction objectif et des contraintes, contient alors une ou plusieurs
variables ale´atoires et est appele´ programme stochastique. Avant de proce´der a` sa re´solution,
on doit d’abord mode´liser le vecteur ale´atoire apparaissant dans le proble`me. Or, il n’est
ge´ne´ralement pas possible de re´soudre un programme stochastique pour lequel le support des
variables ale´atoires est infini, tel que les distributions continues. On doit donc discre´tiser la loi
probabiliste sur un ensemble fini de re´alisations, appele´es sce´narios, auxquelles on assigne une
probabilite´. Leur quantite´ est choisie en fonction du temps de convergence nume´rique et de
la finesse de l’approximation de´sire´s. L’objectif principal de ce me´moire est de de´velopper des
me´thodes de ge´ne´ration de sce´narios permettant d’obtenir des solutions pre`s de l’optimalite´
pour les programmes stochastiques comprenant des vecteurs ale´atoires en haute dimension.
Il existe plusieurs me´thodes de ge´ne´ration de sce´narios, dont la plus courante est l’e´chan-
tillonnage pur et consiste a` tirer les sce´narios au hasard a` partir de la distribution estime´e
du vecteur ale´atoire. Cependant, les sce´narios obtenus par e´chantillonnage pur sont rare-
ment ceux qui repre´sentent le mieux la loi de probabilite´s. Dans ce me´moire, nous justifions a`
l’aide de re´sultats the´oriques et expe´rimentaux que les sce´narios devraient plutoˆt eˆtre ge´ne´re´s
par la me´thode de quantification optimale. Nous montrons ensuite que lorsque le nombre de
donne´es tend vers l’infini, les proble`mes de k-me´dianes et k-moyennes sont e´quivalents a` la
quantification optimale avec les normes L1 et L2 respectivement. Les techniques de´veloppe´es
pour ge´ne´rer les sce´narios sont donc inspire´es d’algorithmes de partitionnement de donne´es.
Il n’est pas toujours possible d’estimer avec confiance la distribution d’un vecteur ale´a-
toire a` partir d’un ensemble de donne´es. Le cas ou` la distribution est connue (ou estimable)
est donc traite´ se´pare´ment de celui ou` elle ne l’est pas. Lorsque la distribution est connue
et que le proble`me ne contient qu’une seule variable ale´atoire, nous utilisons l’algorithme
de Lloyd qui nous permet d’atteindre le minimum global des proble`mes de k-moyennes et
k-me´dianes continus. Dans le cas multidimensionnel, nous choisirons plutoˆt la me´thode de
quantification vectorielle par apprentissage compe´titif (QVAC). La quantification optimale
sugge`re l’utilisation de la distance induite par la norme L1, puisqu’elle permet d’e´tablir une
borne supe´rieure sur l’erreur de discre´tisation du programme stochastique. Afin de quantifier
le vecteur ale´atoire avec la norme L1, nous adaptons le parame`tre de saut de la QVAC, qui
vest ge´ne´ralement utilise´ avec la distance euclidienne. Nous trouvons cependant que la borne
supe´rieure sur l’erreur de discre´tisation peut eˆtre beaucoup plus grande que l’erreur elle-
meˆme. On en de´duit que la norme L2 peut e´galement eˆtre utilise´e pour ge´ne´rer les sce´narios
et offre une plus grande couverture des e´ve´nements extreˆmes. Lorsque la distribution n’est
pas connue, nous utilisons les algorithmes d’e´change des centres et de Lloyd (k-me´dianes et
k-moyennes) qui permettent de ge´ne´rer les sce´narios directement a` partir des donne´es.
Dans le dernier chapitre, on analyse entre autres les effets du nombre de sce´narios, de la
norme utilise´e, de la variance et de la dimension du vecteur ale´atoire sur nos me´thodes de
ge´ne´ration de sce´narios. On observe sans surprises qu’il est particulie`rement difficile d’obtenir
des solutions de qualite´ lorsque la dimension est e´leve´e. Trois me´thodes sont donc propose´es
pour re´duire la dimension effective du proble`me, dont l’analyse par composantes principales
et les copules. Parmi celles-ci, on constate cependant que seule l’analyse par composantes
principales permet de re´duire les couˆts de l’optimisation stochastique en dimension e´leve´e.
Les sce´narios sont teste´s sur le proble`me du vendeur de journaux, ou` la demande suit une
loi log-normale ainsi que sur une application re´elle a` partir d’un ensemble de donne´es histo-
riques lie´ a` la confection d’horaire de personnels. Les solutions de l’optimisation stochastique
a` partir des me´thodes de ge´ne´ration de sce´narios propose´es ont e´te´ compare´es a` celles obte-
nues par e´chantillonnage pur et par l’optimisation de´terministe. Pour le proble`me du vendeur
de journaux avec distribution de probabilite´s connue, des gains substantiels de nos me´thodes
sont observe´s pour la quasi-totalite´ des instances e´tudie´es. Lorsque la distribution n’est pas
connue, nos me´thodes induisent des erreurs de discre´tisation moins de 340 fois plus petites
que celles de l’optimisation de´terministe avec 100 sce´narios. Les erreurs obtenues par les algo-
rithmes d’e´change des centres et de Lloyd sont similaires, mais ce dernier reste ge´ne´ralement
plus pratique a` cause de sa simplicite´ et sa rapidite´ d’exe´cution. Dans le cas du proble`me
de confection d’horaires, nous utilisons toutefois l’algorithme d’e´change des centres puisqu’il
permet de ge´ne´rer des sce´narios de la demande en nombres entiers. Malgre´ la dimension e´le-
ve´e du proble`me et les faibles variances, nos me´thodes de ge´ne´ration de sce´narios permettent
tout de meˆme d’obtenir des gains modestes par rapport a` l’optimisation de´terministe.
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ABSTRACT
Stochastic optimization is a branch of operations research that deals with optimization
problems involving random processes. The mathematical program defined by the objective
function and the constraints then contains one or several random variables and is called
stochastic program. Prior to its resolution, we must first model the random vector appearing
in the problem. However, it is generally not possible to solve a stochastic program for which
the support of the random variables is infinite, such as continuous distributions. Therefore,
we must discretize the probabilistic law over a finite set of events, called scenarios, to which
we assign probabilities. Their quantity is chosen according to the desired convergence time
and discretization precision. The main objective of this paper is to develop scenario genera-
tion methods that lead to near optimal solutions of the stochastic program containing high
dimensional random vectors.
There are several methods for generating scenarios, amongst which the most common is
pure sampling and consists in randomly selecting scenarios from the estimated distribution.
However, the scenarios obtained by pure sampling are rarely those which represent the law of
probability best. In this paper, we justify using experimental and theoretical results that the
scenarios should rather be generated dy optimal quantization. We then show that when the
data set is infinite, the clustering analysis k-means and k-medians problems are equivalent to
optimal quantization with L1 and L2 norm respectively. As a result, the techniques developed
for generating scenarios are inspired by clustering analysis algorithms.
It is not always possible to confidently estimate the distribution of a random vector from
data. The cases where the probability distribution is known (or can be estimated) and un-
known are thus treated separately. In the event where the probability law is known and the
problem includes a single random variable, we use Lloyd’s algorithm, which converges to the
global minimum of the continuous k-medians and k-means problems. In the multivariate
cases, we will rather chose the competitive learning vector quantization (CLVQ) method.
Optimal quantization suggests the use of the L1-norm, since it allows us to establish an up-
per bound on the stochastic program discretization error. In order to quantify the random
vector with the L1-norm, we adapt the CLVQ step parameter, which is ordinarily used with
euclidean distance. However, we find that the upper bound on the discretization error may
be much larger than the error itself. Hence, we deduce that the L2-norm may also be used to
generate scenarios and provides greater coverage of extreme events. When the distribution is
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unknown, we use the swapping centers and Lloyd (k-medians and k-means) algorithms that
allow direct scenario generation from the data.
In the last chapter, we analyze the effects of the number of scenarios, norm, variance and
dimension of the random vector on our scenario generation methods. As expected, we observe
that it is particularly difficult to obtain quality solutions when the dimension is high. Three
methods are then proposed to reduce the effective dimensionality of the problem, including
principal components analysis and copulas. Amongst these, it is noted that only principal
components analysis reduces the costs of high-dimensional stochastic optimization.
Our scenarios are tested on a virtual news vendor problem, where demand follows a
log-normal distribution, and on a real data set for employee scheduling. The stochastic op-
timization solutions obtained by our methods are compared to those of pure sampling and
deterministic optimization. For the news vendor problem with known probability distribu-
tion, substantial gains of our methods are observed for almost all instances studied. When
the distribution is unknown, our methods induce costs less than 340 times that of determin-
istic optimization with 100 scenarios. The discretization errors obtained by the swapping
center algorithm and Lloyd’s method are similar, but the latter is most appealing due to
its simplicity and execution speed. Nonetheless, for the employee scheduling problem, we
still use the swapping algorithm since it allows us to generate integer scenarios of demand.
Despite the high dimensionality of the problem and low variances, our scenario generation
methods allow modest profits compared to deterministic optimization.
viii
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1CHAPITRE 1
INTRODUCTION
La recherche ope´rationnelle est un domaine d’e´tudes combinant les mathe´matiques a`
l’informatique, et qui se sert d’outils tels que l’optimisation, la mode´lisation et l’analyse sto-
chastique dans le but de prendre les meilleures de´cisions pour les proble`mes de gestion. Ses
applications sont varie´es et touchent entre autres aux proble`mes de re´seaux de transport, de
confection d’horaires, de finances, de localisation optimale et d’approvisionnement.
E´tant donne´ leur complexite´, les proble`mes de recherche ope´rationnelle font presque tou-
jours appel a` l’optimisation. On s’inte´ressera aux cas ou` un phe´nome`ne ale´atoire influence les
de´cisions optimales ; on parle alors d’optimisation stochastique. On utilisera le terme «op-
timisation de´terministe» pour de´signer les cas ou` aucune variable ale´atoire n’est en jeu, ou
encore lorsque cette dernie`re n’est re´duite qu’a` un seul e´ve´nement (sa moyenne par exemple)
avec probabilite´ 1. L’avantage de l’optimisation stochastique est qu’elle permet normalement
de re´duire les couˆts ou d’accroˆıtre les gains du proble`me conside´re´ par rapport a` son homo-
logue de´terministe. En revanche, elle demande plus d’efforts, que ce soit par la ge´ne´ration de
sce´narios ou la re´solution du programme stochastique, en plus d’accroˆıtre le temps d’exe´cu-
tion lie´ a` l’optimisation.
Le proble`me d’optimisation est de´fini par une fonction objectif, un ensemble de contraintes
et des variables de de´cisions. Lorsque celui-ci contient e´galement des variables ale´atoires, il est
appele´ programme stochastique (PS). Ce dernier ne peut ge´ne´ralement pas eˆtre re´solu lorsque
le support de la distribution est infini (i.e. lorsque la variable ale´atoire peut prendre une in-
finite´ de re´alisations), sauf pour quelques cas particuliers tels que le proble`me du vendeur de
journaux (newsvendor problem) qui peuvent eˆtre re´solus analytiquement (Birge et Louveaux
(2011)). Les algorithmes nume´riques comme la me´thode L-shaped ne peuvent quant a` eux
conside´rer qu’un ensemble fini d’e´ve´nements lors de la re´solution. Il faut donc quantifier la
distribution sur un ensemble fini de re´alisations nomme´es sce´narios, dont la qualite´ influence
directement la solution optimale. Ceux-ci approximent la distribution et doivent eˆtre choisis
de manie`re a` la repre´senter le plus fide`lement possible.
La ge´ne´ration de sce´narios est donc une e´tape cruciale de l’optimisation stochastique.
Diverses me´thodes de ge´ne´ration de sce´narios existent et leur performance de´pend des carac-
2te´ristiques du proble`me e´tudie´ telles que la dimension, la distribution de la variable ale´atoire,
le nombre d’e´tapes et la complexite´ du programme stochastique. La dimension repre´sente
notamment un de´fi de taille lorsqu’elle est e´leve´e, car plusieurs proble`mes deviennent alors
intraitables ; une proprie´te´ surnomme´e «le fle´au de la dimensionnalite´» par Richard Bellman.
Certains programmes stochastiques comprennent plusieurs e´tapes, ou` une de´cision est prise
apre`s chaque observation d’un vecteur ale´atoire. On s’inte´ressera aux proble`mes stochastiques
posse´dant deux e´tapes de de´cision, qui sont courants en pratique. Les de´cisions de premie`re
e´tape sont donc prises avant l’unique re´alisation du vecteur ale´atoire et celles de deuxie`me
e´tape (appele´es recours) sont prises apre`s.
Plusieurs proble`mes de gestion sont re´gis par un grand nombre de phe´nome`nes probabi-
listes. On n’a qu’a` penser a` la gestion d’un portefeuille comportant diverses actions soumises
aux ale´as de la bourse ou encore a` la distribution de l’e´lectricite´ a` travers le re´seau, ou` la
production de chaque centrale ainsi que la demande des clients sont ale´atoires. Les proble`mes
de transport collectif, ae´rien et de collecte des de´chets sont souvent influence´s par le cli-
mat, le trafic, etc. Une entreprise de´sirant ouvrir un entrepoˆt peut aussi devoir choisir une
localisation en fonction de facteurs externes tels que la demande de la cliente`le et le trafic
routier. En effet, il une multitude d’exemples de proble`mes influence´s par une grande quan-
tite´ de variables ale´atoires et pour lesquels l’optimisation stochastique s’ave`re utile. Le but
ultime de ce me´moire est de de´velopper une me´thode performante permettant de ge´ne´rer
des sce´narios en dimension e´leve´e pour les programmes stochastiques a` deux e´tapes. Celle-
ci sera teste´e sur le proble`me de confection d’horaires des employe´s dans un supermarche´,
ou` le nombre d’employe´s requis a` chaque pe´riode de la journe´e est conside´re´ comme ale´atoire.
Plan du me´moire : Nous commenc¸ons d’abord par pre´senter une revue de litte´rature sur la
ge´ne´ration de sce´narios. Nous pre´sentons et justifions ensuite le choix de la me´thode utilise´e et
de´montrons le lien e´troit entre celle-ci et le partitionnement de donne´es. Certaines me´thodes
de partitionnement de donne´es sont pre´sente´es pour finalement eˆtre teste´es et analyse´es dans
le dernier chapitre sur le proble`me du vendeur de journaux et sur une application lie´e a` la
confection d’horaire de personnel pour une entreprise.
3CHAPITRE 2
REVUE DE LITTE´RATURE
La me´thode de ge´ne´ration de sce´narios la plus simple est sans doute l’e´chantillonnage
pur, qui consiste a` e´chantillonner une distribution suppose´ment connue et d’utiliser les va-
leurs obtenues comme sce´narios. Cependant, le couˆt et les de´cisions optimales de l’optimisa-
tion stochastique obtenus par cette proce´dure risquent de varier fortement d’un e´chantillon
a` l’autre. Pour contrer ce proble`me, il est possible d’utiliser des techniques de re´duction de
la variance tels que l’e´chantillonnage antithe´tique, stratifie´ ou pre´fe´rentiel (Lemieux (2009)).
Infanger (1992) utilise l’e´chantillonnage pre´fe´rentiel et obtient des couˆts assez pre`s de l’op-
timalite´ avec de petits e´chantillons. Plutoˆt que de ge´ne´rer les sce´narios de`s le de´part, Higle
et Sen (1991) utilisent une me´thode appele´e de´composition stochastique. Celle-ci ge´ne`re des
re´alisations de la variable ale´atoire a` chaque ite´ration de l’algorithme, base´ sur une combinai-
son de la me´thode L-shaped (Van Slyke et Wets (1969)) et des quasi-gradients stochastiques
(Ermoliev (1983)), et s’en sert pour e´valuer la borne infe´rieure de la fonction de recours (i.e
l’espe´rance des couˆts de seconde e´tape).
Les me´thodes ci-dessus sont toutes base´es sur l’e´chantillonnage d’une distribution que
l’on suppose connue. Cependant, il est souvent avantageux de construire des sce´narios pour
mode´liser les ale´as du proble`me plutoˆt que de les tirer au hasard.
Une me´thode tre`s simple pour discre´tiser la distribution d’une variable ale´atoire est de
diviser l’espace en intervalles de probabilite´s e´gales et de leur assigner une valeur repre´senta-
tive (moyenne, me´diane, etc.). Or, Miller et Rice (1983) de´montrent que ce proce´de´ aboutit
a` de mauvaises estimations des moments de la distribution. Ils sugge`rent donc d’appliquer
une me´thode, appele´e correspondance des moments et inspire´e de la quadrature de Gauss,
pour de´terminer un ensemble de N paires de valeurs-probabilite´s qui respectent les (2N − 1)
premiers moments. Cependant, les syste`mes d’e´quations polynomiales engendre´s par la qua-
drature de Gauss sont trop gros pour eˆtre re´solus nume´riquement lorsque la dimension est
supe´rieure a` 1. Pour traiter le cas multidimensionnel, Hyland et Wallace (2001) proposent de
ge´ne´rer des sce´narios a` l’aide de l’optimisation par la me´thode des moindres carre´s minimi-
sant la distance entre les parame`tres ale´atoires de´sire´s (moments, corre´lations, e´ve´nements
extre´maux) et ceux de´coulant de l’arbre de sce´narios. Hyland et al. (2003) de´montrent qu’il
est e´galement possible d’imple´menter une heuristique plus rapide base´e sur la de´composition
4de Cholesky de la matrice des corre´lations et les transformations cubiques des distributions
marginales pour obtenir une discre´tisation posse´dant approximativement les meˆmes quatre
premiers moments et matrice de corre´lations que la distribution originale.
La me´thode de correspondance des moments n’est toutefois pas toujours approprie´e. Kee-
fer (1994) argumente qu’il existe plusieurs cas ou` une distribution est mal repre´sente´e par un
ensemble fini de points qui posse`dent exactement les meˆmes premiers moments. Hochreiter et
Pflug (2007) nous pre´viennent e´galement des dangers de la me´thode de correspondance des
moments en pre´sentant un exemple de quatre distributions posse´dant les meˆmes quatre pre-
miers moments, mais qui ont des comportements totalement oppose´s. En plus de mener a` des
solutions diffe´rentes au proble`me du vendeur de journaux (newsvendor problem), le moment
d’ordre 5 d’une de ces distributions est infini tandis qu’il vaut 0 pour une autre. Finalement,
Heyde (2010) de´montre qu’il existe des distributions diffe´rentes en soi, mais posse´dant les
meˆmes moments pour tous les ordres.
On peut voir les sce´narios comme e´tant les repre´sentants d’un sous-espace du support de
la distribution auxquels on assigne une probabilite´. Il est donc naturel que les me´thodes de
partitionnement de donne´es (clustering analysis) servent e´galement a` ge´ne´rer les sce´narios.
Gulpinar et al. (2004) de´veloppent une me´thode hybride de ge´ne´ration de sce´narios base´e sur
l’optimisation et le partitionnement de donne´es. Le partitionnement de donne´es est d’abord
utilise´ pour regrouper les noeuds de l’arbre de sce´narios dont les poids sont ensuite de´termine´s
par optimisation. L’avantage de l’algorithme est qu’il re´duit conside´rablement le temps de
convergence du programme d’optimisation puisque les noeuds ont de´ja` e´te´ choisis ; il ne reste
a` de´terminer que les poids. Latorre et al. (2007) pre´sentent quatre me´thodes de ge´ne´ration de
sce´narios base´es sur le partitionnement de donne´es : le partitionnement de donne´es condition-
nel (conditional clustering), la me´thode du gaz neuronal (neural gas method), le partition-
nement de noeuds (node clustering) et le partitionnement progressif (progressive clustering).
Parmi celles-ci, la me´thode du gaz neuronal semble donner les meilleurs re´sultats malgre´ le
fait qu’elle requiert l’ajustement d’un grand nombre de parame`tres. La me´thode choisie pour
ce me´moire nous conduira e´galement a` utiliser des techniques de partitionnement de donne´es.
L’erreur de quantification correspond a` la diffe´rence entre les valeurs optimales de l’op-
timisation a` partir de sce´narios et a` partir de la distribution re´elle de la variable ale´atoire.
L’objectif est donc de minimiser cette erreur, que l’on souhaite le plus pre`s de ze´ro possible.
Pflug (2001) de´montre qu’il existe une relation entre l’erreur de quantification et la distance
de Wasserstein, et sugge`re que l’on devrait alors chercher a` minimiser cette dernie`re par des
5techniques de quantification optimale (aussi appele´e discre´tisation optimale). Il est possible
de de´montrer que la minimisation de la distance de Wasserstein est e´quivalente au proble`me
de localisation d’entrepoˆts (facility location problem) et au proble`me des k-me´dianes en norme
L1 (voir Jain et Vazirani (2001)). Pflug (2001) propose un algorithme d’apprentissage compe´-
titif base´ sur la me´thode des k-moyennes pour trouver les sce´narios qui minimisent la distance
de Wasserstein tandis que Hochreiter et Pflug (2007) utilisent plutoˆt un algorithme glouton
de partitionnement de donne´es. Lorsque la distribution est connue, Pages et Printems (2003)
pre´sentent un algorithme de quantification optimale par apprentissage compe´titif (Competi-
tive Learning Vector Quantization (CLVQ)). Ce dernier est valable pour toutes les normes
de distance, mais demande l’ajustement de certains parame`tres.
La ge´ne´ration de sce´narios par quantification optimale nous pousse a` chercher des me´-
thodes efficaces de partitionnement de donne´es. Likas et al. (2002) pre´sente un algorithme
glouton de partitionnement de donne´es par se´lection progressive des centres. L’algorithme
de Chan et al. (2006) fonctionne de la manie`re inverse : un surplus de centres est d’abord
choisi pour ensuite les e´liminer un a` un jusqu’a` ce que l’on obtienne la quantite´ de partitions
de´sire´e. Chan et al. (2006) comparent leur algorithme a` celui de Likas et al. (2002) et les re´-
sultats semblent indiquer que ce premier procure de meilleurs re´sultats en termes de mesure
de distance et temps de convergence. Jain et Vazirani (2001) pre´sente un algorithme qui per-
met de re´soudre le proble`me des k-me´dianes avec un facteur d’approximation 3, c’est-a`-dire
avec une solution infe´rieure a` 3 fois la solution optimale. Si l’on contraint les centres de la
me´thode des k-me´dianes a` eˆtre positionne´s sur les donne´es, on obtient alors le proble`me des
k-me´do¨ıdes. Ce dernier constitue une bonne approximation du premier et converge souvent
plus rapidement (voir Velmurugan et Santhanam (2010)). Korupolu et al. (2000) proposent
un algorithme qui re´sout le proble`me des k-me´do¨ıdes avec un facteur d’approximation (α, β),
c’est-a`-dire qui utilise βK centres pour trouver un partitionnement dont la solution est in-
fe´rieure ou e´gale a` α fois la solution optimale obtenue avec K centres. Indyk (1999) se sert
de l’algorithme de Korupolu et al. (2000) sur un sous-ensemble des donne´es pour re´soudre le
proble`me des k-me´dianes en un temps de convergence plus rapide (O(n)), mais avec un moins
bon facteur d’approximation en contrepartie. Charikar et al. (2003) de´veloppent e´galement
une heuristique pour le proble`me des k-me´dianes avec un facteur d’approximation constant
de 4, c’est-a`-dire dont la solution est au plus 4 fois la solution optimale. Le temps de conver-
gence des algorithmes de partitionnement peut eˆtre prohibitif lorsque le nombre de donne´es
a` regrouper est trop grand. Chen (2009) propose donc un algorithme qui permet de re´duire
le nombre de donne´es avant de proce´der au partitionnement.
6Il est parfois ne´cessaire d’utiliser des me´thodes de re´duction de sce´narios lorsque l’arbre
de sce´narios est trop gros. On a de´ja` mentionne´ que ceci pouvait eˆtre fait par des me´thodes
de partitionnement de donne´es (voir Gulpinar et al. (2004) ou Latorre et al. (2007)), mais il
existe d’autres moyens. Carino et al. (1994) pre´sentent une me´thode de re´duction de sce´narios
tre`s simple qui permet de conserver l’espe´rance et la variance de la distribution. Kouwenberg
(2001) teste la ge´ne´ration de sce´narios par e´chantillonnage antithe´tique suivi de la me´thode
de re´duction de Carino et al. (1994) et la correspondance des moments de Hyland et Wal-
lace (2001) ; cette dernie`re donne des re´sultats le´ge`rement meilleurs, mais les deux me´thodes
fonctionnent nettement mieux que l’e´chantillonnage pur dans les deux cas.
La ge´ne´ration de sce´narios devient beaucoup plus difficile lorsque la dimension est e´le-
ve´e. Un moyen de reme´dier a` ce proble`me est de ge´ne´rer les sce´narios a` l’aide des copules,
qui permettent de traiter les distributions marginales et les corre´lations se´pare´ment (Sutiene
et Pranevicius (2007)). Lorsqu’on parle de corre´lation entre deux variables ale´atoires, il est
souvent sous-entendu qu’il s’agit du coefficient de corre´lation de Pearson, qui n’e´value que
la de´pendance line´aire entre celles-ci. Un avantage des copules est qu’elles tiennent e´gale-
ment compte des de´pendances non line´aires entre les variables. On doit d’abord ge´ne´rer les
«sce´narios de copules» en e´chantillonnant la distribution de´sire´e, en utilisant une famille
parame´trique de copules ou en les construisant directement a` partir d’un programme d’op-
timisation (Kaut (2013)). Ceux-ci permettent ensuite de trouver les sce´narios en associant
les discre´tisations de chaque distribution marginale. Kaut et Wallace (2011) ont teste´ l’uti-
lisation des copules avec la me´thode de correspondance des moments sur un proble`me de
Valeur-a`-Risque conditionnelle (Conditional Value-at-Risk ou CVaR). Ils obtiennent des so-
lutions plus stables et moins biaise´es lorsque les copules sont utilise´es que lorsqu’elles ne le
sont pas. La ge´ne´ration de sce´narios par les copules sera teste´e dans le dernier chapitre.
L’optimisation stochastique est ge´ne´ralement plus avantageuse par rapport a` l’optimi-
sation de´terministe lorsque la variance des variables ale´atoires est e´leve´e. Ainsi, pour les
proble`mes en dimension e´leve´e, les distributions marginales les plus influentes sur le PS sont
normalement celles posse´dant les plus grandes variances. Il peut alors eˆtre profitable de se
servir de l’analyse par composantes principales (ACP), qui re´duit la dimension en conservant
une bonne partie de la variance et des covariances entre les variables ale´atoires (voir Jolliffe
(2002)). Le but de l’ACP n’est pas de trouver des sce´narios posse´dant les meˆmes variances
marginales que la distribution originale, mais plutoˆt de conside´rer les dimensions posse´dant
les plus grandes variances pour ensuite proce´der a` la ge´ne´ration de sce´narios par une me´thode
quelconque. Jamshidian et Zhu (1996) utilisent l’ACP pour ge´ne´rer des sce´narios en analyse
7financie`re, tandis que Topaloglou et al. (2002) re´duisent un proble`me stochastique de 15 a` 7
variables par l’ACP tout en conservant 97 % de la variance. Ils sugge`rent e´galement de re´-
ajuster les composantes principales obtenues de manie`re a` conserver l’espe´rance des variables.
On conside`re dans ce me´moire le proble`me d’optimisation stochastique de l’horaire du per-
sonnel dans un supermarche´ ou` la variable ale´atoire correspond a` la demande en employe´s.
Legrain (2012) a e´tabli une me´thode de ge´ne´ration de sce´narios pour ce proble`me qui divise la
journe´e en 96 pe´riodes en supposant que la demande en employe´s suit une loi log-normale pour
chacune d’entre elles. Une fois les sce´narios ge´ne´re´s, on doit proce´der a` l’optimisation stochas-
tique du proble`me (voir Birge et Louveaux (2011)). L’algorithme L-shaped est une me´thode
efficace qui ge´ne`re des coupes d’optimalite´ et de re´alisabilite´ (Benders (1962)) ite´rativement
jusqu’a` ce que la solution optimale soit atteinte. Pacqueau (2011) utilise une heuristique ba-
se´e sur la me´thode L-shaped afin de re´soudre le proble`me de confection d’horaires pour les
employe´s d’un supermarche´ qui donnent des re´sultats particulie`rement favorables lorsque la
variance de la variable ale´atoire est e´leve´e.
8CHAPITRE 3
QUANTIFICATION OPTIMALE
3.1 Ge´ne´ration de sce´narios
La premie`re e´tape a` suivre pour re´soudre un proble`me d’optimisation stochastique est
d’e´crire le programme stochastique (PS), compose´ de la fonction objectif, des contraintes,
des variables de de´cision et des variables ale´atoires spe´cifiques a` notre proble`me. Le PS se
distingue du programme de´terministe (PD) par la pre´sence de variables ale´atoires qui com-
plexifie le proble`me et augmente le temps de re´solution nume´rique. Le PD ne contient pas
de variables ale´atoires ou les approxime par une valeur unique, qui correspond ge´ne´ralement
a` la moyenne ou la me´diane. La grande majorite´ des PS ne peuvent eˆtre re´solus lorsque le
support des variables est infini, qu’elles soient discre`tes ou continues. Il est donc ne´cessaire
de proce´der a` la ge´ne´ration de sce´narios pour quantifier la distribution du vecteur ale´atoire,
c’est-a`-dire le repre´senter par un ensemble fini de re´alisations nomme´es sce´narios ayant cha-
cun une probabilite´ qui lui est associe´. Le programme stochastique peut ensuite eˆtre re´solu
par un algorithme d’optimisation tel que la me´thode L-shaped. A` moins que la me´thode de
ge´ne´ration soit de´fectueuse, plus il y a de sce´narios, meilleure sera la repre´sentation des va-
riables ale´atoires. En revanche, meˆme s’il est spe´cifique a` chaque proble`me, le temps de calcul
nume´rique augmente toujours avec la quantite´ de sce´narios. Il faut donc juger du nombre de
sce´narios que l’on de´sire ge´ne´rer pour chaque proble`me en fonction du temps de calcul et de
la pre´cision recherche´s.
Les programmes stochastiques de´pendent parfois de la re´alisation de plusieurs vecteurs
ale´atoires successifs. La de´cision de premie`re e´tape est donc prise avant toute observation
d’un vecteur ale´atoire tandis que les autres doivent eˆtre prises se´quentiellement apre`s chaque
re´alisation d’un vecteur ale´atoire. On parle alors de programmation stochastique a` plusieurs
e´tapes dont les sce´narios sont souvent repre´sente´s pas un arbre comme celui de la figure
3.1. Les arcs correspondent a` des re´alisations du vecteur ale´atoire tandis que les noeuds re-
pre´sentent les de´cisions du proble`me. Un sce´nario correspond donc a` un chemin allant du
noeud initial jusqu’a` un noeud terminal. Il s’agit ici d’un arbre a` 3 e´tapes de de´cision t1, t2
et t3 comportant 5 sce´narios v1, ...,v5. Les probabilite´s associe´es a` chaque sce´nario corres-
pondent au produit des probabilite´s conditionnelles. Supposons par exemple que le premier
vecteur ale´atoire prenne des valeurs dans l’ensemble {v(i), 1 ≤ i ≤ 2} et que les re´alisa-
9tions du 2e proviennent de l’ensemble {v(i, j) : 1 ≤ i ≤ 2, 1 ≤ j ≤ 3}. Si p1 = P [v(1)] et
p2 = P [v(1, 2)|v(1)], alors la probabilite´ associe´e au sce´nario v2 = (v(1),v(1, 2)) est p1p2.
Figure 3.1 Arbre de sce´narios a` 3 e´tapes de de´cision.
Dans ce me´moire, on ne traite que des PS a` deux e´tapes. Une de´cision de 1re e´tape doit
donc eˆtre prise avant la re´alisation du vecteur ale´atoire et la de´cision de 2e e´tape, appele´e
recours, est prise apre`s. Le tableau 3.1 pre´sente la notation qui sera utilise´e au cours de ce
me´moire.
Tableau 3.1 Notation utilise´e.
Notation Signification
D Dimension du proble`me
U Vecteur ale´atoire a` D dimensions
Ui Variable ale´atoire de la i
e dimension de U, 1 ≤ i ≤ D
K Nombre de sce´narios ge´ne´re´s
V Distribution des sce´narios
vj j
e sce´nario, 1 ≤ j ≤ K
pj Probabilite´ de re´alisation du sce´nario vj, 1 ≤ j ≤ K
On conside`re dans ce me´moire les proble`mes de minimisation, mais l’e´tude peut facilement
se ge´ne´raliser aux proble`mes de maximisation. Avec la notation de´finie dans le tableau ci-
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dessus, le PS peut s’e´crire
min
x∈X
Z(x) =
∫
z(x,u) fU(u) du (3.1)
ou` fU(u) est la fonction de densite´ de U, x repre´sente les variables de de´cision
1, X est le
domaine re´alisable du PS, z(x,u) est la fonction de couˆt pour une re´alisation u du vecteur
ale´atoire donne´e et Z est la fonction objectif. La fonction objectif correspond donc a` l’espe´-
rance de la fonction de couˆt, qui de´pend a` la fois des variables de de´cision et de l’e´ve´nement
ale´atoire. On notera une solution optimale x∗ et sa valeur optimale Z∗.
La formulation classique du PS a` deux e´tapes s’obtient en re´e´crivant la fonction de couˆt
comme
z(x,u) = g(x) +Q(x,u) , (3.2)
ou` g est une fonction qui de´pend de la de´cision de 1re e´tape et Q(x,u) est la valeur optimale
du proble`me de seconde e´tape
Q(x,u) = min
y
q(y,u) (3.3)
s.c. T(u) x−W(u) y = h(u) (3.4)
y ≥ 0
ou` q une fonction qui de´pend de la de´cision de seconde e´tape et de la re´alisation u. Les
matrices T(u) et W(u) ainsi que le vecteur h(u) peuvent tous de´pendre de u. On cherche
alors a` re´soudre
min
x∈X
Z(x) = g(x) + EU [Q(x,U)] , (3.5)
ou` EU est l’espe´rance sur la distribution de U. Cependant, ce PS ne peut ge´ne´ralement pas
eˆtre re´solu puisque U peut prendre une infinite´ de valeurs. La variable ale´atoire U doit donc
eˆtre remplace´e par un nombre fini de sce´narios et (3.1) devient
min
x∈X
Z˜(x; V) =
K∑
j=1
z(x,vj) pj (3.6)
Une valeur optimale ainsi modifie´e de (3.6) sera note´e x˜∗. La variable ale´atoire U corres-
pond a` la distribution re´elle tandis que V est une approximation de la re´alite´. En the´orie, il
1. Pour plus de clarte´, on notera x les variables de de´cisions, meˆme si elles correspondent a` un vecteur.
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est possible d’obtenir une approximation de U aussi fine que de´sire´ a` l’aide d’un tre`s grand
nombre de points discrets avec des probabilite´s qui leur sont associe´es. Cependant, plus le
nombre de sce´narios est grand, plus le temps de convergence nume´rique le sera e´galement.
Ainsi, pour un temps de re´solution nume´rique maximal t¯ spe´cifie´, on ne pourra conside´rer
qu’un ensemble restreint de re´alisations de´pendant de la complexite´ du PS. Le couˆt re´el
obtenu en optimisant le PS avec les sce´narios est
Z(x˜∗) =
∫
z(x˜∗,u) fU(u) du (3.7)
et l’erreur de cette approximation est donne´e par
e(Z, Z˜) = Z(x˜∗)− Z(x∗). (3.8)
Il n’est e´videmment pas possible de mesurer cette erreur puisque cela impliquerait que
l’on soit capable de re´soudre (3.1) et trouver Z(x∗), auquel cas on n’aurait pas besoin de
ge´ne´rer des sce´narios. Notons que e(Z, Z˜) ≥ 0, puisque Z(x˜∗) ≥ Z(x∗).
Le but de la ge´ne´ration de sce´narios est donc de trouver une distribution V permettant
de re´soudre (3.6) en un temps raisonnable et qui minimise e(Z, Z˜). Pour un PS donne´, le
temps de convergence nume´rique de´pend du nombre de sce´narios. On pourrait donc reformu-
ler l’objectif comme e´tant de trouver une distribution V posse´dant un nombre restreint de
sce´narios et qui minimise e(Z, Z˜).
3.2 Justification de la me´thode
Comme il a de´ja` e´te´ dit, il existe plusieurs me´thodes de ge´ne´ration de sce´narios. En sup-
posant que l’on connaˆıt la distribution de U, une des me´thodes les plus simples consiste a`
e´chantillonner K valeurs de cette distribution et de les utiliser directement comme sce´narios.
Leurs probabilite´s respectives sont ensuite calcule´es et correspondent aux proportions des
e´chantillons (sur un grand nombre de tirages) dont la distance est la plus pre`s de chaque sce´-
nario. Cette proce´dure sera appele´e e´chantillonnage pur et elle nous servira d’e´talon de com-
paraison avec les autres me´thodes. Nous de´sirons de´velopper une technique plus sophistique´e
qui permettra d’obtenir une erreur e(Z, Z˜) conside´rablement infe´rieure a` celle de l’e´chan-
tillonnage pur.
Il serait e´galement possible d’utiliser des me´thodes Monte Carlo telles que l’e´chantillon-
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nage pre´fe´rentiel pour re´duire la variance de l’estimateur. Cependant, les me´thodes d’e´chan-
tillonnage sont plus efficaces lorsque plusieurs e´chantillons sont tire´s afin d’obtenir une faible
variance de l’estimateur. Or, certains programmes stochastiques plus complexes ne peuvent
conside´rer qu’un ensemble restreint de sce´narios (25, par exemple) pour conserver des temps
de convergence raisonnable. De plus, nous verrons que les me´thodes utilise´es sont de´velop-
pe´es dans le but spe´cifique de re´duire la borne supe´rieure sur l’erreur d’approximation et
donnent de meilleurs re´sultats que l’e´chantillonnage pur. Il est donc fort probable qu’elles
offrent e´galement de meilleurs re´sultats que les autres techniques d’e´chantillonnage, meˆme
si elles permettent de re´duire la variance de l’estimateur. Par conse´quent, nous pre´fe´rerons
de´velopper des algorithmes qui construisent les sce´narios ite´rativement plutoˆt que de les
e´chantillonner directement a` partir de la distribution.
Une technique de ge´ne´ration de sce´narios tre`s utilise´e est la me´thode de correspondance
des moments (ou me´thode des moments) de Kaut et Wallace (2011). En supposant que
l’on connaˆıt la distribution de U, le principe de cette me´thode est de trouver une nouvelle
distribution finie V qui posse`de les meˆmes premiers moments et co-moments que U. Cepen-
dant, certaines distributions posse´dant les meˆmes premiers moments et co-moments peuvent
eˆtre tre`s diffe´rentes les unes par rapport aux autres. Hochreiter et Pflug (2007) donnent en
exemple les quatre distributions suivantes :
1. Uniforme sur l’intervalle [-2.44949, 2.44949]
2. Distribution mixte de gaussiennes N (1.244666, 0.450806) et N (−1.244666, 0.450806)
avec probabilite´s 1/2 chacune
3. Une distribution discre`te D1 avec les valeurs et probabilite´s suivantes :
Valeur -2.0395 -0.91557 0 0.91557 2.0395
Probabilite´ 0,2 0,2 0,2 0,2 0,2
4. Une distribution discre`te D2 avec les valeurs et probabilite´s suivantes :
Valeur -3.5 -1.4 0 1.4 3.5
Probabilite´ 0,013 0,429 0,116 0,429 0,013
Les 4 premiers moments de ces distributions ont des valeurs identiques respectivement
e´gales a` 0, 2 , 0 et 7,2. On constate cependant a` partir de la figure 3.2 que les fonctions de
masse ou de densite´ sont tre`s diffe´rentes. Le proble`me du vendeur de journaux a e´te´ re´solu
par Hochreiter et Pflug (2007) en utilisant tour a` tour chacune des distributions pour repre´-
senter la variable ale´atoire. Ce dernier consiste a` de´terminer la quantite´ optimale de journaux
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qu’un vendeur devrait acheter afin de maximiser ses profits, e´tant donne´ des prix d’achat, de
vente, de rachat fixe´s ainsi que la distribution ale´atoire de la demande des clients. Comme on
pouvait s’y attendre, les valeurs optimales obtenues diffe`rent largement d’une distribution a`
l’autre.
Figure 3.2 Fonctions de masse de distributions posse´dant 4 premiers moments identiques
Il existe plusieurs autres exemples de distributions ayant certains moments en commun,
mais dont le comportement est tre`s diffe´rent. Par exemple, Heyde (2010) de´montre meˆme que
deux distributions intrinse`quement diffe´rentes peuvent posse´der les meˆmes moments pour
tous les ordres. Il est donc clair que la me´thode des moments peut mener a` des re´sultats
de´sastreux. Par conse´quent, il n’est pas souhaitable de concentrer nos efforts afin de faire
co¨ıncider les moments des sce´narios a` ceux de la distribution originale et la me´thode de cor-
respondance des moments ne sera pas conside´re´e dans ce me´moire.
Nous utiliserons plutoˆt une me´thode de ge´ne´ration de sce´narios inspire´e de Pflug (2001)
appele´e quantification optimale. Nous avons vu qu’il e´tait impossible d’obtenir une expres-
sion pour e(Z, Z˜) = Z(x˜∗)− Z(x∗), puisqu’on ne connaˆıt pas de solution optimale re´elle x∗.
Notons que si on e´tait en mesure d’obtenir x∗, la ge´ne´ration de sce´narios ne serait pas ne´ces-
saire en premier lieu. La me´thode de quantification optimale cherche donc a` minimiser une
borne supe´rieure sur e(Z, Z˜), plutoˆt que l’erreur elle-meˆme. On fait donc l’hypothe`se selon
laquelle la minimisation de la borne supe´rieure engendre des valeurs pour e(Z, Z˜) assez pre`s
du minimum. Nous verrons que cette me´thode nous conduira e´galement vers l’utilisation de
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techniques de partitionnement de donne´es.
3.3 Pre´sentation de la me´thode
La me´thode de quantification optimale fait appel a` plusieurs notions de topologie. Ainsi,
nous commenc¸ons par pre´senter quelques re´sultats sur les me´triques qui nous serviront a`
trouver une borne supe´rieure sur e(Z, Z˜).
De´finition 3.1. Une me´trique est une application ρ : E×E→ [0,∞) qui satisfait les trois
proprie´te´s suivantes :
1. identite´ : ρ(x, y) = 0⇐⇒ x = y
2. syme´trie : ρ(x, y) = ρ(y, x)
3. ine´galite´ du triangle : ρ(x, z) ≤ ρ(x, y) + ρ(y, z),
∀ x, y et z ∈ E. Une me´trique ρ associe´e a` un ensemble E forme un espace me´trique
(E, ρ).
L’espace me´trique le mieux connu est sans doute l’espace euclidien (RD, ‖ · ‖2), ou` ‖ · ‖2
correspond a` la distance euclidienne
‖u‖2 =
(
D∑
i=1
|ui|2
)1/2
et u ∈ RD. La distance euclidienne est un cas particulier (p = 2) de la distance induite par
la norme Lp
‖u‖p =
(
D∑
i=1
|ui|p
)min{1,1/p}
, (3.9)
ou` p est un nombre re´el strictement positif. Dans le cadre de cette recherche, on utilisera
plutoˆt les me´triques probabilistes (Rachev et al. (2013)). La de´finition d’une me´trique proba-
biliste est un peu plus abstraite et fait appel a` certaines notions de topologie qui ne seront
pas traite´es dans le cadre de ce me´moire. Sans entrer dans les de´tails, on peut de´finir une me´-
trique probabiliste comme une mesure de distance entre les fonctions de re´partition de deux
distributions. Par exemple, la mesure suivante correspond a` une me´trique entre la valeur
absolue des moments d’ordre p ≥ 1 des distributions U et V :
MOMp(U,V) =
∣∣∣ (E|Up|)1/p − (E|Vp|)1/p ∣∣∣ . (3.10)
Nous utiliserons plutoˆt une me´trique probabiliste nomme´e la distance de Wasserstein (d’apre`s
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Wasserstein (1969)), qui nous permettra de trouver une borne supe´rieure sur l’erreur de
quantification.
De´finition 3.2. Soit ρ : E × E → [0,∞) une me´trique et U, V des distributions avec
fonctions de re´partition FU et FV respectivement. La distance de Wasserstein est de´finie
par
d1(U,V) = inf
FU,V
E[ρ(U,V)] . (3.11)
On remarque que l’infimum dans (3.11) est pris sur l’ensemble des fonctions de re´partition
conjointes FU,V ayant des fonctions de re´partition «marginales» FU et FV fixe´es. On pourrait
de´montrer que la distance de Wasserstein est effectivement une me´trique probabiliste. Nous
pre´sentons maintenant un the´ore`me fondamental qui donne une formulation duale de la
distance de Wasserstein. Le the´ore`me a d’abord e´te´ de´montre´ par Kantorovich et Rubinstein
(1958) dans le cas ou` (E, ρ) forme un espace me´trique compact. Il a ensuite e´te´ ge´ne´ralise´ par
Dudley (1976) et Levin et Milyutin (1979) en relaxant entre autres la condition que ρ soit
une me´trique.
The´ore`me 3.1. (The´ore`me de Kantorovich et Rubinstein (1958)) Soit (E, ρ) un espace me´-
trique se´parable 2 et U et V les distributions associe´es a` la distance de Wasserstein. Soit ψ
une fonction telle que
|ψ(u)− ψ(v)| ≤ ρ(u,v) , (3.12)
alors
d1(U,V) = sup
ψ
∣∣∣∣∫ ψ(u) dFU(u)− ∫ ψ(v) dFV(v)∣∣∣∣ . (3.13)
Preuve On re´fe`re le lecteur inte´resse´ a` consulter Huber (2005) ou Rachev et al. (2013) pour
des de´monstrations re´centes.
Le the´ore`me de Kantorovich-Rubinstein nous servira maintenant a` trouver une borne su-
pe´rieure sur l’erreur de discre´tisation e(Z, Z˜) de´finie par (3.8). Nous commenc¸ons par consi-
de´rer les variables ale´atoires en une seule dimension et ge´ne´raliserons par la suite au cas
multidimensionnel.
3.3.1 Cas unidimensionnel
Nous suivons le raisonnement pre´sente´ dans Pflug (2001) pour de´terminer une borne
supe´rieure sur e(Z, Z˜). On e´nonce d’abord le lemme suivant tire´ de Pflug (2001) et dont la
de´monstration est pre´sente´e dans son ouvrage.
2. On supposera que cette condition est toujours respecte´e. En fait, on se limitera au cas ou` E = RD.
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Lemme 3.1.
e(Z, Z˜) ≤ 2 sup
x∈X
∣∣∣Z(x)− Z˜(x)∣∣∣ (3.14)
Pflug (2001) pre´sente e´galement le re´sultat suivant, que nous e´nonc¸ons sous forme de
proposition. La de´monstration est assez triviale et a donc e´te´ omise de son article, mais nous
ajoutons tout de meˆme notre version de la preuve par souci de clarte´. On notera u (resp. v)
une re´alisation de la variable ale´atoire U (resp. V).
Proposition 3.1. Supposons que la fonction de couˆt z(x, ·) soit uniforme´ment Lipschitz
d’ordre 1 et de constante L1, c’est-a`-dire
inf {L : |z(x, u)− z(x, v)| ≤ L · |u− v| ∀ u ∈ ΞU , v ∈ ΞV } ≤ L1 ∀ x ∈ X , (3.15)
ou` ΞU et ΞV correspondent aux supports des variables ale´atories U et V respectivement et X
repre´sente le domaine re´alisable du PS. Si U est approxime´e par une distribution V, alors
e(Z, Z˜) ≤ 2 L1 · d1(U,V) (3.16)
Preuve Posons ψ(x, u) = z(x, u)/L1. Puisque z(x, ·) est uniforme´ment Lipschitz de constante
L1 par hypothe`se, ψ(x, ·) est uniforme´ment Lipschitz de constante 1
|ψ(x, u)− ψ(x, v)| ≤ |u− v| ∀ x ∈ X (3.17)
et
1
L1
sup
x
∣∣∣Z(x)− Z˜(x)∣∣∣ = sup
x
∣∣∣∣∫ z(x, u)L1 fU(u)du−
∫
z(x, v)
L1
fV (v)dv
∣∣∣∣
= sup
x
∣∣∣∣∫ ψ(x, u)fU(u)du− ∫ ψ(x, v)fV (v)dv∣∣∣∣
≤ sup
ψ(x,·)
∣∣∣∣∫ ψ(x, u)fU(u)du− ∫ ψ(x, v)fV (v)dv∣∣∣∣ . (3.18)
Par le the´ore`me de Kantorovich-Rubinstein, (3.18) est e´gale a` d1(U,V) avec ρ(u, v) = |u− v|.
On obtient donc
1
L1
sup
x
∣∣∣Z(x)− Z˜(x)∣∣∣ ≤ d1(U,V)
et l’ine´galite´ (3.16) de´coule du lemme 3.1. 
Nous avons donc atteint l’objectif de de´terminer une borne supe´rieure sur l’erreur, donne´e
par (3.16). La constante uniforme de Lipschitz L1 est entie`rement de´termine´e par la fonction
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de couˆt z(x, ·) et fait le lien entre cette borne et le programme stochastique. Il n’est donc pas
possible de re´duire la valeur de L1 a` moins de modifier le PS. La minimisation de la borne
supe´rieure revient donc a` minimiser d1(U,V). D’un autre coˆte´, le PS n’a aucune influence
sur la distance de Wasserstein, qui ne de´pend que des fonctions de re´partition marginale
de U et V. La me´thode de quantification optimale revient donc a` chercher une distribution
discre`te V qui minimise d1(U,V), ou` U repre´sente la distribution a` quantifier et les re´alisations
vj, j = 1, ..., K, correspondent aux sce´narios. La minimisation de d1(U,V) n’est pas toujours
e´vidente, mais la proposition suivante tire´e de Pflug (2001) nous guidera vers une me´thode
pour y parvenir.
Proposition 3.2. Soit U une distribution avec fonction de re´partition FU et V une dis-
tribution discre`te de support fini qui prend les valeurs vj, j = 1, ..., K, avec probabilite´ pj.
On suppose que les re´alisations vj sont classe´es en ordre croissant v1 < ... < vK. Soit
ρ(u, v) = |u − v| la me´trique associe´e a` la distance de Wasserstein. Les probabilite´s pj qui
minimisent d1(U,V) sont
pj =
∫ vj+vj+1
2
vj−1+vj
2
fU(u)du . (3.19)
De plus, la distance de Wasserstein est donne´e par
d1(U,V) =
K∑
j=1
∫ vj+vj+1
2
vj−1+vj
2
|u− vj| fU(u) du , (3.20)
ou` v0 = −∞ et vK+1 =∞. Le supremum de (3.13) est atteint pour ψ(u) = min
j
|u− vj|.
Preuve Selon Pflug (2001), la de´monstration de´coule aise´ment du the´ore`me pre´sente´ dans
Vallender (1974). Nous donnons ici une autre version de la preuve, qui ne fait pas re´fe´rence
au the´ore`me de Vallender (1974).
On utilise directement la de´finition de la distance de Wasserstein
d1(U,V) = min
FU,V
E[ρ(U,V)]
= min
FU,V
E [|U− V|]
= min
FU,V
K∑
j=1
∫
|u− vj| fU|V(u|vj) du pj . (3.21)
Il est clair que d1(U,V) sera minimal si on peut choisir une distribution conjointe qui associe
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chaque re´alisation de U a` la valeur vj la plus pre`s avec probabilite´ 1, i.e.
P
[
vj−1 + vj
2
≤ U ≤ vj + vj+1
2
| V = vj
]
= 1 (3.22)
et P
[
V = vj | vj−1 + vj
2
≤ U ≤ vj + vj+1
2
]
= 1 , (3.23)
ou` v0 = −∞ et vK+1 =∞. Par le the´ore`me de Bayes, on obtient
1
pj
· P
[
V = vj | vj−1 + vj
2
≤ U ≤ vj + vj + 1
2
]
P
[
vj−1 + vj
2
≤ U ≤ vj + vj + 1
2
]
= 1
⇐⇒ pj = P
[
vj−1 + vj
2
≤ U ≤ vj + vj + 1
2
]
pj =
∫ vj+vj+1
2
vj−1+vj
2
fU(u)du . (3.19)
L’e´quation (3.21) devient alors
d1(U,V) =
K∑
j=1
∫ vj+vj+1
2
vj−1+vj
2
|u− vj| fU|V(u|vj) du pj
=
K∑
j=1
∫ vj+vj+1
2
vj−1+vj
2
|u− vj| fU,V(u, vj) du
=
K∑
j=1
∫ vj+vj+1
2
vj−1+vj
2
|u− vj| f(u) du . (3.20)
On peut facilement de´montrer que l’on obtient l’e´quation (3.20) en remplac¸ant ψ(u) =
min
j
|u− vj| dans (3.13). Par le the´ore`me de Kantorovich-Rubinstein, ψ(u) est donc la fonc-
tion qui maximise la forme duale de la distance de Wasserstein, de´finie par (3.13). 
L’e´quation (3.19) nous permet de trouver les probabilite´s pj associe´es a` chaque sce´nario vj
qui minimisent la distance de Wasserstein. Cependant, la recherche des valeurs optimales v∗j
pour les sce´narios est moins e´vidente. En effet, on ne peut pas espe´rer les trouver en de´rivant
directement (3.20) par rapport a` vj, a` cause de leur pre´sence dans les inte´grales. On sera donc
contraint de de´velopper un algorithme qui converge vers v∗j base´ sur la proposition suivante.
Proposition 3.3. Soit U une distribution avec fonction de re´partition FU. Supposons que
R est divise´ en intervalles (αj, αj+1), j = 1, ..., K, ou` les αj sont des constantes telles que
−∞ = α0 < α1 < ... < αK−1 < αK = ∞. On cherche a` associer une valeur vj a` chaque
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intervalle (αj, αj+1) de manie`re a` minimiser
g(v0, ..., vK) =
K∑
j=1
∫ αj
αj−1
|u− vj| fU(u) du . (3.24)
Les valeurs v∗j qui minimisent la fonction g correspondent aux me´dianes des intervalles
(αj, αj+1), j = 1, ...K − 1.
Preuve Conside´rons un indice j = j0. En de´rivant g par rapport a` vj0 , on obtient
0 =
∂g(v0, ..., vK)
∂vj0
=
∂
∂vj0
K∑
j=1
∫ αj
αj−1
|u− vj| fU(u) du
=
∂
∂vj0
∫ αj0
αj0−1
|u− vj0| fU(u) du
=
∫ αj0
αj0−1
∂
∂vj0
|u− vj0| fU(u) du
=
∫ αj0
αj0−1
sgn(u− vj0) fU(u) du
=
∫ vj0
αj0−1
(−1) fU(u) du+
∫ αj0
αvj0
(1) fU(u) du
=⇒ P [αj0−1 < U < vj0 ] = P [vj0 < U < αj0 ] . (3.25)
L’e´quation ci-dessus de´finit la me´diane de l’intervalle (αj0 , αj0+1). On arriverait e´videmment
au meˆme re´sultat pour tout j, donc ∇g(v∗0, ..., v∗K) =
−→
0 K , ou` v
∗
j , j = 1, ..., K correspondent
aux me´dianes de chaque intervalle. 
L’analyse de notre proble`me de ge´ne´ration de sce´narios nous a conduits a` choisir la me´-
trique ρ(u, v) = |u−v|. On pourrait de´montrer de manie`re analogue a` la preuve ci-dessus que
si l’on choisit plutoˆt la distance ρ(u, v) = |u−v|2, alors les sce´narios optimaux correspondent
aux moyennes de chaque intervalle (αj, αj+1). Ce re´sultat est a` la source d’un algorithme
de´veloppe´ par Lloyd (1982) initialement conc¸u pour traiter le proble`me des k-moyennes,
ou` l’on cherche a` discre´tiser une distribution continue avec la me´trique ρ(u, v) = |u − v|2.
Lorsque la fonction de densite´ est lisse et positive, alors il a e´te´ de´montre´ que l’algorithme de
Lloyd converge effectivement vers le minimum global du proble`me des k-moyennes (Du et al.
(2006)). Nous en donnons ici la version modifie´e pour le proble`me des k-me´dianes, associe´ a`
la me´trique ρ(u, v) = |u− v|.
20
Algorithme de Lloyd (continu)
1. (Initialisation) On choisit un parame`tre d’arreˆt  arbitrairement petit. On e´chantillonne
K valeurs a` partir de la distribution U et on les classe en ordre croissant u1 < ... < uK .
On pose v0j = uj, j = 1, ..., K, et s = 0.
2. (Intervalles) On trouve les intervalles
(
vsj−1+v
s
j
2
,
vsj+v
s
j+1
2
)
, ou` v0 = −∞ et vK+1 =∞.
3. (Me´dianes) On calcule les me´dianes ν
1/2
j de chaque intervalle trouve´ a` l’e´tape 2 et on
pose vs+1j = ν
1/2
j .
4. (Crite`re d’arreˆt) Si |vs+1j − vsj | <  ∀ j, on choisit v∗j = vs+1j . Sinon, on incre´mente s de
1 unite´ (s← s+ 1) et on retourne a` la 2e e´tape 3.
Pour e´valuer la borne sur l’erreur (3.16), on doit calculer la distance de Wasserstein
et la constante uniforme de Lipschitz. Lorsque la distribution U est continue et connue,
l’algorithme de Lloyd repre´sente un bon choix pour minimiser d1(U,V) puisqu’il converge
vers le minimum global. La probabilite´ de chaque sce´nario vj correspond e´videmment a`
P
[vj−1+vj
2
< U <
vj+vj+1
2
]
. Cette me´thode n’est toutefois pas aussi efficace dans le cas mul-
tidimensionnel. Non seulement elle ne garantit plus l’atteinte du minimum global, mais elle
devient plus lourde nume´riquement puisque le calcul des me´dianes correspond alors a` des
inte´grations multiples sur des sous-espaces non triviaux de RD. On pourrait ne´anmoins de´-
montrer qu’il ge´ne`re une suite de solutions non croissantes (i.e. d1(U,V
s+1) ≤ d1(U,Vs)) et
converge donc vers un minimum local. On se concentrera sur le de´veloppement de me´thodes
alternatives pour minimiser la distance de Wasserstein au prochain chapitre.
Pour le calcul de L1, deux difficulte´s peuvent subvenir. Premie`rement, il n’est pas toujours
possible de trouver la constante uniforme de Lipschitz, surtout lorsque le PS est complexe.
Cependant, la valeur de L1 est seulement utile pour mesurer la borne supe´rieure sur l’erreur.
Si l’on n’est pas en mesure de la calculer, on peut tout de meˆme proce´der a` la ge´ne´ration de
sce´narios en minimisant la distance de Wasserstein. Deuxie`mement, nous avons suppose´ que
la fonction de couˆt est uniforme´ment Lipschitz d’ordre 1, alors que ce n’est pas toujours le cas
en re´alite´. Si elle n’est pas Lipschitz du tout, alors la justification the´orique de la me´thode de
quantification optimale ne tient plus. Par contre, si z(x, ·) est uniforme´ment Lipshitz d’ordre
p ∈ N, p > 1, i.e.
Lp(z(x, ·)) = inf {L : |z(x, u)− z(x, v)| ≤ L · |u− v|p} ≤ Lp ∀ x ∈ X , (3.26)
3. Il est aussi possible d’arreˆter l’algorithme apre`s un nombre fixe d’ite´rations. C’est ce que nous avons
fait dans le dernier chapitre.
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alors il n’est pas possible d’utiliser directement la distance de Wasserstein pour repre´senter la
borne supe´rieure sur l’erreur pour notre proble`me. En effet, la condition (3.12) du the´ore`me
de Kantorovich-Rubinstein tel que pre´sente´ ne serait plus respecte´e dans ce cas. Si l’on pose
ψ(x, u) = z(x, u)/Lp, on obtient
ψ(x, u)− ψ(x, v) ≤ |u− v|p , (3.27)
mais la fonction ρ(u, v) = |u− v|p avec p > 1 n’est pas une me´trique puisqu’elle ne respecte
plus l’ine´galite´ du triangle. Pflug (2001) de´montre toutefois qu’en utilisant une transformation
χ telle que
χp(u) = |u|p sgn(u) (3.28)
χ1/p(u) = |u|1/p sgn(u) , (3.29)
alors le proble`me peut eˆtre re´duit a` celui de minimiser la distance de Wasserstein. Hochreiter
et Pflug (2007) expliquent clairement les e´tapes pour minimiser la distance de Wasserstein
en appliquant la transformation ci-dessus.
Notons que meˆme si la fonction de couˆt est Lipschitz d’ordre p > 1, il est toujours possible
de ge´ne´rer les sce´narios en minimisant simplement d1(U,V). Le de´savantage est que la relation
d’ine´galite´ (3.16) ne tient plus et il n’est pas possible d’e´valuer la borne supe´rieure sur l’erreur.
Re´sumons le travail accompli jusqu’a` pre´sent pour le cas unidimensionnel. Lorsque la
fonction de couˆt est uniforme´ment Lipschitz d’ordre 1, nous avons de´montre´ que l’erreur
de quantification e´tait borne´e supe´rieurement par une fonction compose´e de la constante de
Lipschitz L1 et de la distance de Wasserstein d1(U,V) associe´e a` la me´trique ρ(u, v) = |u−v|.
La constante L1 ne de´pend que du PS et peut parfois eˆtre difficile a` calculer, mais elle ne nous
empeˆche pas de proce´der a` la ge´ne´ration de sce´narios. L’algorithme de Lloyd converge vers un
minimum global de d1(U,V) lorsque la distribution est continue et repre´sente un bon choix de
me´thode pour trouver les sce´narios. Finalement, si z(x, ·) est uniforme´ment Lipschitz d’ordre
p, alors la quantification optimale revient a` minimiser la distance de Wasserstein apre`s la
transformation de l’espace χ de´finie en (3.28) et (3.29).
3.3.2 Cas multidimensionnel
Nous devons maintenant ge´ne´raliser les re´sultats de la section pre´ce´dente au cas multidi-
mensionnel. En une dimension, nous avons utilise´ la distance de Wasserstein avec la me´trique
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ρ(u, v) = |u− v|. Pour les vecteurs ale´atoires, nous utiliserons la me´trique suivante :
ρ2(u,v) =
D∑
i=1
ai |ui − vi| , (3.30)
ou` les ai, i = 1, ..., D, sont des constantes positives. Notons que si ai = 1 ∀ i, alors ρ2 co¨ıncide
avec la distance induite par la norme 1
‖u− v‖1 =
D∑
i=1
|ui − vi| . (3.31)
La me´trique (3.31) est e´galement appele´e distance en valeur absolue ou distance de Man-
hattan. Dans le cas unidimensionnel (D = 1), ‖u − v‖p = |u − v| peu importe le choix
de p. L’avantage de la me´trique (3.30) est qu’elle permet de ponde´rer la contribution de
chaque dimension sur l’optimisation. En ge´ne´ral, les variables ale´atoires n’ont pas toutes la
meˆme influence sur le PS. Supposons par exemple que l’on veuille optimiser le rendement
d’un portefeuille financier par l’optimisation stochastique. On conside`re que le portefeuille
est compose´ d’actions dont la valeur fluctue de manie`re impre´visible et qui sont repre´sente´es
mathe´matiquement par des variables ale´atoires (continues). Or, si son capital financier est
domine´ par une certaine action, celle-ci aura une plus grande influence sur le PS. On ac-
cordera donc une plus grande importance a` la distance entre cette variable et les sce´narios
qui la repre´sentent, qui se traduira par un coefficient ai plus e´leve´. On de´montre maintenant
qu’il existe une transformation de l’espace qui rend les distances de Wasserstein associe´es
aux me´triques (3.31) et (3.30) e´quivalentes. Cette transformation ne sera toutefois pas utili-
se´e dans ce me´moire puisque les variables ale´atoires ont environ toutes la meˆme importance
pour les deux PS conside´re´s au dernier chapitre. Elle pourrait cependant eˆtre ne´cessaire pour
des proble`mes tels que celui du rendement de portefeuille e´nonce´ ci-dessus, ou` les variables
ale´atoires n’ont pas toutes la meˆme influence sur l’optimisation stochastique.
Proposition 3.4. Soit d1 et c1 les distances de Wasserstein associe´es aux me´triques ρ1(u,v) =∑D
i=1 |ui − vi| et ρ2(u,v) =
∑D
i=1 ai |ui − vi| respectivement, ou` les ai sont des constantes
positives. On de´finit l’application Γ : RD → RD par
Γ(u1, u2, ..., uD) = (a1u1, a2u2, ..., aDuD) . (3.32)
Alors
d1(Γ(U),Γ(V)) = c1(U,V) . (3.33)
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Preuve On a
d1(Γ(U),Γ(V)) = inf
FΓ(U),Γ(V)
E [ρ1(U,V)]
= inf
FΓ(U),Γ(V)
E
[
D∑
i=1
|aiUi − aiVi|
]
= inf
FU,V
E
[
D∑
i=1
|aiUi − aiVi|
]
(3.34)
= inf
FU,V
E
[
D∑
i=1
ai|Ui − Vi|
]
= inf
FU,V
E [ρ2(U,V)]
= c1(U,V) , (3.33)
ou` l’e´galite´ (3.34) provient du fait que Γ est une application bijective. 
Ainsi, on conside´rera a` partir de maintenant que la transformation Γ a e´te´ applique´e si
ne´cessaire a priori et que la distance de Wasserstein est associe´e a` ρ1(u,v) = ‖u − v‖1.
Le re´sultat suivant est pre´sente´ dans Pflug (2001) et ge´ne´ralise la proposition 3.1 au cas
multidimensionnel.
Proposition 3.5. Soit ρ(u,v) = ‖u−v‖1 la me´trique associe´e a` la distance de Wasserstein
et FU la fonction de re´partition de U. Si la fonction de couˆt satisfait la condition
inf
{
L : |z(x,u)− z(x,v)| ≤ L ·
D∑
i=1
|ui − vi| ∀ u ∈ ΞU,v ∈ ΞV
}
≤ L˜1 ∀ x ∈ X , (3.35)
ou` ΞU et ΞV sont les supports des vecteurs U et V respectivement et X est le domaine
re´alisable du PS, alors
e(Z, Z˜) ≤ 2 L˜1 · d1(U, V) (3.36)
Preuve Une de´monstration de cette proposition est pre´sente´e suite au Lemme 2 de Pflug
(2001). La preuve peut e´galement eˆtre faite de manie`re analogue a` celle de la proposition 3.1
en posant ψ(x,u) = z(x,u)/L˜1.
Nous obtenons donc une borne supe´rieure similaire a` celle obtenue en une dimension.
Encore une fois, L˜1 fait le lien entre le PS et e(Z, Z˜), tandis que d1(U, V) ne de´pend que
des distributions U et V. Si z(x, ui) est Lipshitz d’ordre pi ≥ 1 ∀ i ∈ {1, ..., D}, alors la
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transformation (3.28) se ge´ne´ralise au cas multidimensionnel par l’application χpi : RD → RD
suivante (voir Pflug (2001)) :
χ(u1, u2, ..., uD) = (|u1|p1 sgn(u1), |u2|p2 sgn(u2), ..., |uD|pD sgn(uD)) . (3.37)
Nous allons donc conside´rer a` partir de maintenant que la fonction de couˆt est uniforme´ment
Lipschitz d’ordre 1, ou que la transformation χp a e´te´ applique´e si ne´cessaire. Nous don-
nons maintenant la ge´ne´ralisation de la proposition 3.2 au cas multidimensionnel pre´sente´e
dans Pflug (2001), qui n’a pas juge´ ne´cessaire d’y introduire la preuve. Notre version de la
de´monstration est analogue a` celle de la proposition 3.2 et est pre´sente´e par souci de clarte´.
Proposition 3.6. Soit U une distribution avec fonction de re´partition FU et V une dis-
tribution discre`te de support fini qui prend les valeurs vj, j = 1, ..., K, avec probabilite´ pj.
Soit ρ(u,v) =
∑D
i=1 |ui − vi| la me´trique associe´e a` la distance de Wasserstein. On de´finit
les ensembles
Ωj =
{
u : ρ(u,vj) ≤ min
k
ρ(u,vk)
}
. (3.38)
Les probabilite´s pj qui minimisent d1(U,V) sont
pj =
∫
Ωj
fU(u)du . (3.39)
De plus, la distance de Wasserstein est donne´e par
d1(U,V) =
K∑
j=1
∫
Ωj
D∑
i=1
|ui − vi| fU(u) du , (3.40)
ou` v0 = −∞ et vK+1 =∞. Le supremum de (3.13) est atteint pour ψ(u) = min
j∈
ρ(u,vj).
Preuve A` partir de la de´finition de la distance de Wasserstein, on a
d1(U,V) = min
FU,V
E[ρ(U,V)]
= min
FU,V
E
[
D∑
i=1
|Ui −Vi|
]
= min
FU,V
K∑
j=1
∫ D∑
i=1
|ui − vji| fU|V(u|vj) du pj (3.41)
Il est e´vident que d1(U,V) sera minimal s’il est possible choisir une distribution conjointe
qui associe chaque re´alisation de U a` la valeur vj qui minimise ρ(u,vj) avec probabilite´ 1,
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i.e.
P [U ∈ Ωj | V = vj] = 1 (3.42)
et P [V = vj | U ∈ Ωj] = 1 . (3.43)
Par le the´ore`me de Bayes, on obtient
P [V = vj | U ∈ Ωj] P [U ∈ Ωj]
pj
= P [U ∈ Ωj | V = vj] = 1 ,
d’ou`
pj = P [U ∈ Ωj]
=
∫
Ωj
fU(u) du . (3.19)
Notons que l’union des ensembles Ωj couvre RD et que pour une variable ale´atoire continue
U, Pj 6=k[U ∈ Ωj ∩U ∈ Ωk] = 0. L’e´quation (3.41) devient alors
d1(U,V) =
K∑
j=1
∫
Ωj
D∑
i=1
|ui − vji| fU|V(u|vj) du pj
=
K∑
j=1
∫
Ωj
D∑
i=1
|ui − vji| fU,V(u,vj) du
=
K∑
j=1
∫
Ωj
D∑
i=1
|ui − vji| fU(u) du . (3.40)
Pour la dernie`re partie de la de´monstration, on remplace ψ(u) = min
j
ρ(u,vj) dans la formu-
lation duale de la distance de Wasserstein donne´e par (3.13).
d1(U,V) =
∣∣∣∣∫ minj ρ(u,vj) dFU(u)−
∫
min
j
ρ(v,vj) dFV(v)
∣∣∣∣
=
∣∣∣∣∣
∫
min
j
ρ(u,vj) dFU(u)−
K∑
k=1
min
j
ρ(vk,vj) pk
∣∣∣∣∣
=
∣∣∣∣∫ minj ρ(u,vj) dFU(u)
∣∣∣∣ (3.44)
=
∣∣∣∣∣
∫
min
j
D∑
i=1
|ui − vji| dFU(u)
∣∣∣∣∣
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=
K∑
j=1
∫
Ωj
D∑
i=1
|ui − vji| fU(u) du . (3.40)
Par le the´ore`me de Kantorovich-Rubinstein, ψ(u) est donc la fonction qui maximise la forme
duale de la distance de Wasserstein. 
On constate par la proposition ci-dessus que le calcul des sce´narios vj et de leur probabilite´
pj est plus difficile pour le cas multidimensionnel. En effet, le calcul des inte´grales de (3.39)
et (3.40) exigent d’exprimer les frontie`res des ensembles Ωj explicitement. Pour des valeurs
vj donne´es, cette taˆche est tre`s ardue. Dans tous les cas, il est impossible de de´river (3.40)
par rapport a` vj pour trouver le minimum de d1(U,V). Le re´sultat suivant est analogue a` la
proposition 3.3 et nous aidera a` de´velopper une me´thode pour trouver les sce´narios optimaux.
Proposition 3.7. Soit U = (U1, ...,UD) une distribution avec fonction de re´partition FU(u).
Supposons que les ensembles Ωj, j = 1, ..., K, forment une partition de RD et que l’on associe
une valeur vj ∈ Ωj a` chacun. Les valeurs vj = (vj1, ..., vjD) qui minimisent
g(v) =
K∑
j=1
∫
Ωj
n∑
i=1
|ui − vji| fU(u) du (3.45)
correspondent aux me´dianes de chaque ensemble Ωj, i.e.
P [Ui > vji|U ∈ Ωj] = P [Ui < vji|U ∈ Ωj] i = 1, ..., D ; j = 1, ..., K . (3.46)
Preuve On de´rive g(v) par rapport a` une variable quelconque vj0i0 .
0 =
∂g(v1, ...vK)
∂vj0i0
=
∂
∂vj0i0
∫
Ωj0
n∑
i=1
|ui − vj0i| fU(u) du
=
∫
Ωj0
∂
∂vj0i0
n∑
i=1
|ui − vj0i| fU(u) du
=
∫
Ωj0
∂
∂vj0i0
|ui0 − vj0i0| fU(u) du
=
∫
Ωj0
sgn(ui0 − vj0i0) fU(u) du
=
∫
Ωj0 :ui0>vj0i0
(1) fU(u) du +
∫
Ωj0 :ui0<vj0i0
(−1) fU(u) du
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=⇒
∫
Ωj0 :ui0>vj0i0
fU(u) du =
∫
Ωj0 :ui0<vj0i0
fU(u) du∫
Ωj0 :ui0>vj0i0
fU(u)
P [U ∈ Ωj0 ]
du =
∫
Ωj0 :ui0<vj0i0
fU(u)
P [U ∈ Ωj0 ]
fU(u) du
P [Ui0 > vj0i0|U ∈ Ωj0 ] = P [Ui0 < vj0i0|U ∈ Ωj0 ] (3.47)
On pourrait faire de meˆme pour tous les indices j et i ; les me´dianes correspondent donc au
minimum de g(v). 
En une dimension, on entend par me´diane d’une variable ale´atoire U la valeur ν pour
laquelle P [U > ν] = P [U < ν]. La de´finition de me´diane peut toutefois varier selon les
auteurs dans le cas multidimensionnel. Nous supposerons dans ce me´moire que la me´diane
ν d’un vecteur ale´atoire U est de´finie par (3.46). C’est-a`-dire que chaque composante de ν
correspond a` la me´diane unidimensionnelle des distributions marginales de U.
Une proposition analogue a` celle ci-dessus avait inspire´ l’algorithme de Lloyd en une di-
mension. Cet algorithme se ge´ne´ralise facilement au cas multidimensionnel, mais ne garantit
alors que la convergence vers un minimum local de d1(U,V). De plus, l’inte´grale multidi-
mensionnelle sur les sous-espaces Ωj est loin d’eˆtre e´vidente. Nous verrons cependant que la
minimisation de la distance de Wasserstein est intimement lie´e au proble`me des k-me´dianes
du domaine de la partition de donne´es (clustering analysis), pour lequel l’algorithme de Lloyd
n’est qu’une me´thode de re´solution parmi tant d’autres. Nous chercherons donc dans le pro-
chain chapitre des me´thodes pour minimiser d1(U,V) inspire´es d’algorithmes du proble`me
des k-me´dianes en espe´rant qu’ils nous permettront d’atteindre des solutions plus pre`s du
minimum global.
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CHAPITRE 4
PARTITIONNEMENT DE DONNE´ES
4.1 Introduction
Le partitionnement de donne´es est une branche des mathe´matiques dont l’objectif est
de classer les donne´es selon des mesures de similarite´ (resp. dissimilarite´) entre les e´le´ments
d’un meˆme groupe (resp. de groupes diffe´rents). Il fait partie du domaine de la classification
non supervise´e puisque l’on ne connaˆıt pas les groupes auxquels appartiennent les donne´es
a priori. Il existe plusieurs types de proble`mes de partitionnement de donne´es de´finis selon
diffe´rents crite`res de similarite´ tels que la distance par rapport a` un e´le´ment central, le
maximum de vraisemblance d’une distribution ou la densite´ des e´le´ments du groupe, et il
existe une grande varie´te´ d’algorithmes de re´solution dans la litte´rature pour chacun d’entre
eux (Everitt et al. (2011)). Dans notre cas, on s’inte´ressera au proble`me des k-me´dianes de´fini
ci-dessous, puisqu’on verra sous peu qu’il est e´quivalent au proble`me de minimisation de la
distance de Wasserstein lorsque le nombre de donne´es tend vers l’infini.
De´finition 4.1. Soit U un ensemble de N donne´es, un ∈ RD, n = 1, ..., N , et une me´trique
ρ(u,v) =
∑D
i=1 |ui − vi| : RD × RD → [0,∞). Le proble`me des k-me´dianes consiste a`
chercher des valeurs vj ∈ RD, j = 1, ..., K, appele´es centres qui minimisent
z(v) =
N∑
n=1
min
j
ρ(un,vj) . (4.1)
Si l’on choisit plutoˆt le carre´ de la distance euclidienne ρ(u,v) =
∑D
i=1 |ui − vi|2, alors
on obtient le proble`me des k-moyennes. On dit que les centres vj induisent une partition de
l’espace, appele´e partition de Vorono¨ı, en sous-ensembles
Ωj =
{
u : ρ(u,vj) ≤ min
k
ρ(u,vk)
}
, (4.2)
qui correspondent aux sous-espaces que l’on avait de´finis au chapitre pre´ce´dent (voir de´fini-
tion (3.38)). Les partitions de Vorono¨ı se visualisent particulie`rement bien en 2 dimensions et
permettent de ve´rifier qualitativement la qualite´ des centres obtenus (voir figure 4.1). L’union
des Ωj couvre RD en entier et seuls les points sur les frontie`res (repre´sente´s par les segments
de droite sur la figure (4.1)) appartiennent a` deux sous-ensembles a` la fois.
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Figure 4.1 Diagramme de Vorono¨ı pour 13 centres avec la distance euclidienne.
La diffe´rence entre la minimisation de la distance de Wasserstein par un ensemble de sce´-
narios vj et le proble`me des k-me´dianes provient du fait que U est une distribution ale´atoire
dans le premier cas et un ensemble de donne´es dans le deuxie`me. Or, on constate a` partir de
(3.44) que la distance de Wasserstein peut e´galement eˆtre re´e´crite comme
d1(U,V) = E
[
min
j
ρ(U,vj)
]
. (4.3)
De plus, si l’on suppose que les donne´es un correspondent a` des re´alisations d’un vecteur
ale´atoire U, alors par la loi forte des grands nombres,
lim
N→∞
N∑
n=1
min
j
ρ(un,vj) = E
[
min
j
ρ(U,vj)
]
. (4.4)
La minimisation de d1(U,V) est donc e´quivalente au proble`me des k-me´dianes lorsque les
donne´es correspondent a` des e´chantillons de U et que leur quantite´ tend vers l’infini.
La quantite´ de solutions possibles pour le proble`me des k-me´dianes est de l’ordre du nombre
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de Stirling de seconde espe`ce
S(N,K) =
1
K!
K∑
j=1
(−1)K−j
(
K
j
)
jN , (4.5)
qui repre´sente le nombre de manie`res de partitionner N e´le´ments en K sous-ensembles non
vides (Graham et al. (1994)). En re´alite´, la quantite´ de solutions possibles est infe´rieure a`
S(N,K), puisque certaines partitions sont impossibles pour une mesure de similarite´ donne´e.
Par exemple, si l’on souhaite repre´senter les 4 donne´es u1 = (1, 1), u2 = (2,
3
2
), u3 = (3, 1)
et u4 = (2, 8) par 2 sce´narios, alors la seule partition possible est repre´sente´e sur la figure
4.2, ou` les aste´risques repre´sentent les me´dianes de chaque groupe. Notons qu’une condition
ne´cessaire pour former des groupes de donne´es est que ceux-ci soient line´airement se´parables
deux a` deux. Cette condition n’est toutefois pas suffisante. Par exemple, les sous-ensembles
{u1,u4} et {u2,u3} de la figure 4.2 sont line´airement se´parables, mais ne constituent pas une
solution re´alisable puisque u1 est plus pre`s de la me´diane de {u2, u3} que de sa me´diane avec
u4. La partition de Vorono¨ı des centres avec la distance L1 est e´galement repre´sente´e, ou` la
distance en valeur absolue cause la division particulie`re de l’espace sur la figure 4.2. Malgre´
tout, le nombre de solutions possibles en dimension supe´rieure reste e´norme et il n’existe pas
de me´thode simple pour les identifier. C’est pourquoi il est si difficile de trouver le minimum
global au proble`me des k-me´dianes. De plus, meˆme s’il est atteint, il n’est ge´ne´ralement pas
possible de ve´rifier qu’il s’agit effectivement de la solution optimale.
Figure 4.2 Partitions possible (gauche) et impossible (droite)
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En une dimension, si u1 < u2 < u3, alors il est impossible de former deux sous-ensembles
Ω1 et Ω2 tels que {u1, u3} ⊂ Ω1 et u2 ∈ Ω2. La quantite´ de K ensembles non vides que
l’on peut former a` partir de N donne´es est donc borne´e par le nombre de solutions entie`res
positives de l’e´quation
x1 + x2 + ...+ xK = N xi ∈ N∗, i = 1, ..., K , (4.6)
qui est e´gal a`
(
N−1
K−1
)
. Cette quantite´ est bien infe´rieure au nombre de Stirling de seconde
espe`ce. De plus, comme pour le cas multidimensionnel, ces partitions ne sont pas ne´cessaire-
ment toutes re´alisables. Cependant, le nombre de sous-ensembles possibles reste e´norme et il
n’est ge´ne´ralement pas possible de tous les conside´rer. Ainsi, meˆme en une dimension, il est
difficile de trouver la solution optimale au proble`me des k-me´dianes sur un ensemble de N
donne´es.
Il importe de noter qu’en re´alite´, on ne connaˆıt jamais exactement la distribution du
vecteur ale´atoire pre´sent dans le proble`me. Celle-ci est normalement estime´e a` partir d’un
ensemble de donne´es statistiques. Or, il peut parfois eˆtre difficile d’estimer la distribution
d’un vecteur ale´atoire avec confiance a` partir des donne´es, particulie`rement lorsque celles-ci
sont en quantite´ insuffisante ou que la loi de probabilite´ comporte plusieurs parame`tres. Afin
d’estimer une loi de probabilite´, on commence ge´ne´ralement par e´mettre une hypothe`se quant
a` la nature de la distribution ale´atoire ayant ge´ne´re´ les donne´es. Les parame`tres de celles-ci
sont ensuite estime´s et un test statistique est utilise´ pour ve´rifier la validite´ de la distribu-
tion obtenue. Il existe une tre`s grande varie´te´ de tests statistiques. Nous sugge´rons l’usage
du test de Pearson (1900), qui e´value la probabilite´ des e´carts observe´s entre les donne´es et
la distribution estime´e et qui est couramment utilise´ dans la litte´rature. Si l’e´cart observe´
est peu probable, alors l’hypothe`se selon laquelle les donne´es proviennent de la loi ale´atoire
estime´e est rejete´e. Il nous semble raisonnable d’utiliser le test de Pearson avec un seuil de
signification α = 0, 05, c’est-a`-dire que si la distribution estime´e est exacte, alors elle sera
rejete´e dans 5 % des cas. Une plus petite valeur de α diminuerait les chances de faire une
telle erreur (de type I), mais augmente celles d’accepter la distribution alors qu’elle est fausse
(erreur de type II).
Nous proposons deux fac¸ons distinctes de ge´ne´rer les sce´narios. Si le test de Pearson ne
permet pas de rejeter la distribution estime´e, on supposera que les donne´es proviennent effec-
tivement de celle-ci. On peut alors e´chantillonner un tre`s grand nombre de valeurs a` partir de
la distribution qui serviront ensuite d’entre´es pour l’algorithme des k-me´dianes. L’avantage
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de cette proce´dure est que l’on peut tirer autant d’e´chantillons que l’on de´sire pour chercher
les centres vj. Au contraire, si le test de Pearson e´choue, alors nous sugge´rons de chercher les
valeurs optimales v∗j en utilisant directement un algorithme du proble`me des k-me´dianes a`
partir de l’ensemble de donne´es a` notre disposition. L’avantage dans ce cas est que l’on peut
proce´der a` la ge´ne´ration de sce´narios sans avoir a` estimer la distribution du vecteur ale´atoire.
En effet, la distribution estime´e est une approximation du phe´nome`ne probabiliste re´el tan-
dis que les donne´es proviennent d’un historique et collent force´ment a` la re´alite´. Nous allons
donc pre´senter dans les prochaines sections des algorithmes du proble`me des k-me´dianes pour
chacune de ces proce´dures.
Notons qu’il est toujours possible de trouver une distribution par re´gression qui correspond
parfaitement a` un ensemble de donne´es quelconque et qui ne sera rejete´e par aucun test
statistique. Il faut cependant rester prudent afin d’e´viter le «surajustement» (overfitting) de
la distribution aux donne´es et ainsi obtenir un mode`le manquant de ge´ne´ralite´. Tout comme
une quantite´ de donne´es insuffisante ou une valeur trop e´leve´e du seuil de signification α, le
surajustement augmente la probabilite´ β de commettre une erreur de type II. Ide´alement,
on voudrait proce´der a` l’estimation de la distribution lorsque les valeurs de α et β sont
assez faibles, mais ceci peut eˆtre difficile a` accomplir en re´alite´. L’e´laboration d’un crite`re ou
d’un test statistique permettant de de´terminer si l’on devrait proce´der a` l’estimation de la
distribution de´passe le cadre de ce me´moire et est laisse´e ouverte a` de futures recherches.
4.2 Distribution connue
Si l’on choisit d’estimer la distribution du vecteur ale´atoire, on peut alors tirer autant
d’e´chantillons qu’on le de´sire a` partir de la loi estime´e. Les e´chantillons de la distribution
sont alors e´quivalents a` des donne´es, qui servent d’entre´es pour les algorithmes de partition-
nement. En une dimension, on utilisera l’algorithme de Lloyd continu puisque nous avons
vu au chapitre pre´ce´dent qu’il converge vers le minimum global de la distance de Wasser-
stein. Cependant, il est beaucoup plus difficile a` imple´menter dans le cas multidimensionnel.
Nous pre´sentons dans cette section un algorithme base´ sur la me´thode de descente du gra-
dient stochastique et conc¸u pour discre´tiser des lois ale´atoires multinomiales continues. Nous
supposons dans ce qui suit que la distribution du vecteur ale´atoire a e´te´ estime´e a priori.
De´finition 4.2. Soit U un vecteur ale´atoire avec fonction de re´partition FU(u) et H : RD →
R. Supposons que l’on cherche a` minimiser
H(v) =
∫
h(v,u) dFU(u) (4.7)
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et que ∇h(v,u) existe ∀ v,u. La me´thode de descente du gradient stochastique consiste
a` ajuster les valeurs de v se´quentiellement a` partir d’une valeur initiale v0 quelconque par
la formule suivante :
vn+1 = vn − γn+1 ∇h(vn,un) , (4.8)
ou` γ > 0 est appele´ parame`tre de saut, vn est la valeur de v a` l’ite´ration n et les valeurs de
un correspondent a` des re´alisations de U.
Il est possible de de´montrer sous diverses conditions que
P
[
lim
n→∞
‖vn − v∗‖ > 
]
= 0 , (4.9)
pour toute constante  > 0 arbitrairement petite, ou` vn est la suite de valeurs ge´ne´re´es par
la descente du gradient stochastique avec la norme ‖ · ‖ et v∗ est un point stationnaire de
H (voir par exemple Pages et Printems (2003) ou Cardot et al. (2013)). Malheureusement,
les preuves de convergence rencontre´es impliquent certaines conditions qui ne sont pas satis-
faites pour la norme L1. On se basera ne´anmoins sur la descente du gradient stochastique
pour de´velopper un algorithme de ge´ne´ration de sce´narios adapte´ a` notre proble`me.
Dans notre cas, on cherche les valeurs vj qui minimisent la distance de Wasserstein. A`
partir de (3.40), on constate que ceci revient a` minimiser
H(vj) =
∫
Ωj
D∑
i=1
|ui − vji| fU(u) du . (4.10)
On a donc
h(vj,u) =
n∑
i=1
|ui − vji| = ρ(u,vj) (4.11)
et
∂h(vj,u)
∂vji
= −sgn (ui − vji) . (4.12)
Il ne nous reste plus qu’a` de´terminer le parame`tre de saut. Cette partie est la plus difficile,
car la descente du gradient stochastique est tre`s sensible au choix de γn. Pour des raisons de
convergence, le parame`tre de saut est normalement choisi de manie`re a` satisfaire les conditions
suivantes : ∞∑
n=1
γn =∞ et
∞∑
n=1
γ2n <∞ . (4.13)
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Une forme standard pour ce parame`tre est
γn =
b
m+ nα
, (4.14)
ou` b > 0 et m ≥ 0 sont des constantes et α ∈ (1/2, 1) (voir par exemple Pages et Printems
(2003), Cardot et al. (2013) ou Moulines et Bach (2011)). Notons que ce choix de parame`tre
satisfait les conditions (4.13). Nous reviendrons sur l’ajustement des valeurs b,m et α, mais
pre´sentons d’abord un algorithme base´ sur la me´thode de descente du gradient stochastique
connu sous le nom de quantification vectorielle par apprentissage compe´titif, qui nous per-
mettra de ge´ne´rer les sce´narios pour l’optimisation stochastique.
On introduit la fonction suivante qui sera utilise´e dans l’algorithme de quantification vecto-
rielle :
Ij(u) =
1 si h(v
n
j ,u) ≤ min
l
h(vnl ,u)
0 sinon .
(4.15)
Quantification vectorielle par apprentissage compe´titif (QVAC)
1. (Initialisation) On tire des e´chantillons uj, j = 1, ..., K, a` partir de la distribution U.
On pose v0j = uj et p
0
j = 0 ∀ j. On pose e´galement n = 0 et on choisit un nombre
d’ite´rations N ∈ N.
2. (Phase compe´titive) On tire un nouvel e´chantillon u de U et on de´termine un indice j
tel que h(vnj ,u) ≤ min
l
h(vnl ,u).
3. (Phase d’apprentissage) On pose
vn+1ij = v
n
ij + Ij(u) (γn+1 sgn(ui − vij)) (4.16)
et ps+1j = p
s
j + Ij(u) (4.17)
ou` γn+1 est le parame`tre de saut de la me´thode de descente du gradient stochastique.
4. (Terminaison) Si n < N , alors n ← n + 1 et on retourne a` la deuxie`me e´tape. Sinon,
les sce´narios correspondent aux valeurs vNj avec probabilite´s respectives p
N
j /N .
L’algorithme ci-dessus nous permet non seulement de trouver les me´dianes des sous-ensembles
Ωj, mais aussi les probabilite´s pj associe´es a` chaque ensemble Ωj. Il serait possible de de´-
montrer que les valeurs de pj convergent effectivement vers P [U ∈ Ωj]. Par les propositions
3.6 et 3.7, les valeurs obtenues par la quantification vectorielle par apprentissage compe´titif
minimisent la distance de Wasserstein.
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Une autre fac¸on de calculer les probabilite´s consiste a` e´chantillonner de nouveau la dis-
tribution apre`s avoir trouve´ les sce´narios. Ce proce´de´ est toutefois un peu plus laborieux.
Nous utiliserons donc la me´thode de´crite ci-haut pour assigner les probabilite´s aux sce´na-
rios. Il existe e´galement une alternative a` l’initialisation ci-dessus dont nous nous servirons
a` quelques reprises au chapitre suivant. Plutoˆt que de prendre des e´chantillons ale´atoires
comme sce´narios initiaux, ces derniers peuvent aussi correspondre aux sce´narios obtenus par
une imple´mentation ante´rieure de la QVAC. Cette proce´dure est e´quivalente a` exe´cuter la
QVAC deux fois de suite, ou` les sce´narios initiaux de la 2e imple´mentation correspondent a`
ceux obtenus par la 1re.
On se concentre maintenant sur l’ajustement du parame`tre de saut. Comme nous l’avons
de´ja` mentionne´, la convergence de la me´thode du gradient stochastique (et celle de la QVAC
par le fait meˆme) est tre`s sensible aux valeurs de b, c et α. En pratique, il est donc pre´fe´rable
de de´terminer ces valeurs empiriquement selon la dimension, le nombre de me´dianes et la
distribution de U pour le proble`me conside´re´. Cependant, e´tant donne´ que nous effectuerons
plusieurs simulations au prochain chapitre a` partir d’instances varie´es, il sera plus commode
de trouver une forme ge´ne´rale du parame`tre de saut qui donne des re´sultats acceptables pour
toutes les instances. On supposera pour commencer que m > 0, ce qui nous permet d’e´crire
γn = β
m
m+ nα
, (4.18)
ou` β > 0 est une nouvelle constante. Puisque l’on veut effectuer une grande quantite´ de tests
nume´riques, on acce´le´rera la convergence de la QVAC en prenant α = 1. L’ajustement du
parame`tre de saut repose donc sur la recherche des valeurs β et m qui permettent d’obtenir
les meilleures discre´tisations. La valeur de β correspond a` la grandeur du pas initial (lorsque
n = 0) tandis que m controˆle le taux de de´croissance de γs. Plus m est petit, plus le parame`tre
de saut de´croˆıtra rapidement.
En ge´ne´ral, l’ajustement du parame`tre de saut constitue un proble`me difficile et de´pend
du vecteur ale´atoire que l’on souhaite quantifier. Cependant, puisque diverses distributions
seront teste´es au prochain chapitre, il serait assez laborieux d’ajuster le parame`tre de saut
pour chacune d’entre elles. Nous pre´senterons donc une heuristique qui permet d’obtenir
des valeurs satisfaisantes de β et m en supposant que les distributions marginales sont non
corre´le´es et suivent une loi normale standard N (0, 1). L’ajustement de γn ne sera donc pas
optimal pour les autres distributions, mais nous verrons au prochain chapitre que le parame`tre
36
de saut obtenu avec la loi normale standard entraˆıne e´galement des gains importants (par
rapport a` l’e´chantillonnage pur) pour plusieurs autres distributions. La distribution e´tant
fixe´e, les valeurs optimales de β et m ne de´pendent plus que du nombre de me´dianes K et de
la dimension que l’on notera D. On cherche donc une forme de γn qui s’ajuste quelque peu
au nombre de sce´narios et a` la dimension du proble`me :
γn(K,D) = β(K,D)
m(K,D)
m(K,D) + n
. (4.19)
Nous pre´sentons maintenant notre heuristique qui permet d’ajuster les parame`tres ite´rative-
ment en fonction de trois caracte´ristiques du proble`me : la dimension, le nombre de centres
et les variances marginales. L’influence de chacune de ces caracte´ristiques est analyse´e tour
a` tour dans les sous-sections qui suivent. Nous avons utilise´ des distributions marginales
N (0, 1), mais la meˆme proce´dure peut e´galement s’appliquer aux autres lois ale´atoires. Les
tests des prochaines sous-sections sont tous effectue´s a` l’aide de la QVAC avec N = 500 000
ite´rations.
Dimension
On commence par poser β(K,D) = 1 et e´valuer l’influence de la dimension sur l’ajuste-
ment de m(K,D). Nous avons suppose´ que m(K,D) = K ·mD, ou` mD ∈ R est un parame`tre
qui de´pend de la dimension. On obtient donc
γn(K,D) = 1× K ·mD
K ·mD + n . (4.20)
Nous avons ensuite imple´mente´ l’algorithme de QVAC avec diffe´rentes valeurs de mD et cal-
cule´ la distance de Wasserstein des solutions obtenues. Les courbes de d1(U,V) en fonction
de mD sont pre´sente´es a` la figure 4.3 pour D = 2, 5, 10 et 20. On ne conside`re pas le cas
unidimensionnel ici puisque l’on a e´tabli que la me´thode de Lloyd serait alors utilise´e. On
constate que l’on obtient de bons re´sultats avec mD ≈ 7 peu importe la dimension et que
les solutions obtenues sont tre`s stables autour de cette valeur. On se satisfera donc de cette
valeur de mD pour l’instant.
On e´value maintenant le comportement de β(K,D) en fonction de la dimension en posant
β(K,D) = βD. Suite aux re´sultats ci-dessus, on a
γn(K,D) = βD × 7K
7K + n
pour D = 2, 3, ... (4.21)
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Figure 4.3 Distance de Wasserstein en fonction du parame`tre mD pour les dimensions 2, 5,
10 et 20.
De manie`re analogue a` ce qui a e´te´ fait ci-haut, les courbes de la distance de Wasserstein en
fonction du parame`tre βD pour D = 2, 5, 10 et 20 se retrouvent sur la figure 4.4. On constate
que l’on devrait probablement choisir une valeur de βD le´ge`rement infe´rieure a` 1. Sauf en
2 dimensions, les distances de Wasserstein les plus basses sont obtenues lorsque βD ≈ 0, 8.
Meˆme lorsque D = 2, la diffe´rence entre les solutions minimales et celle avec βD = 0, 8 est
ne´gligeable. On prendra donc cette valeur de β pour toutes les dimensions.
Nombre de centres
On conside`re maintenant l’influence du nombre de centres sur l’ajustement du parame`tre
de saut. On a choisi d’effectuer les tests avec D = 2 pour acce´le´rer la convergence. On cherche
les valeurs mK du parame`tre de saut de la forme
γn = 0.8× 7 mK
7 mK + n
pour D = 2, 3, ... (4.22)
qui minimise la distance de Wasserstein. Les re´sultats pour K = 5, 50, 100 et 200 en 2
dimensions sont pre´sente´s a` la figure 4.5. Puisqu’on a utilise´ K = 50 pour l’ajustement du
facteur de saut en fonction de la dimension et que l’on avait suppose´ mK = K, on s’attend a`
obtenir les meilleurs re´sultats pour 50 sce´narios lorsque mK = 50. On constate que n’importe
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Figure 4.4 Distance de Wasserstein en fonction du parame`tre βD pour les dimensions 2, 5, 10
et 20.
quelle valeur de mK entre 20 et 60 donne de bons re´sultats lorsque D = 2 et K = 50. Pour
le reste des instances avec D = 2, on trouve cependant que mK devrait se situer autour de
25 inde´pendamment de K.
On pourrait de´montrer de manie`re analogue aux tests pre´ce´dents que β = 0, 8 est un
choix approprie´, peu importe le nombre de centres. Le parame`tre de saut pour la QVAC aura
donc la forme suivante :
γn = 0, 8× 7 · 25
7 · 25 + n = 0, 8×
175
175 + n
pour D = 2, 3, ... (4.23)
Il est assez surprenant de constater que pour D ≥ 2, l’ajustement de γn de´pend peu de la
dimension et du nombre de centres. Nous avons donc choisi le parame`tre de saut inde´pendant
de ces facteurs. Nous ne tenterons pas une explication simpliste de ce phe´nome`ne assez com-
plexe. Notons cependant qu’un nombre e´leve´ de me´dianes diminuent les chances de chacune
d’entre elles d’eˆtre ajuste´e a` chaque ite´ration, mais augmente leur chance de se trouver pre`s
de leur valeur optimale v∗j .
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Figure 4.5 Distance de Wasserstein en fonction du parame`tre mK pour K = 5, 25, 50, 100 et
200.
Variances marginales
Le dernier aspect que nous analyserons est l’influence des variances marginales sur le
parame`tre de saut. Prenons par exemple une variable ale´atoire U suivant une distribution
N (µ, σ2). On a alors
E [|U − µ|] =
∫ ∞
−∞
|u− µ| 1√
2piσ
e
−(u−µ)2
2σ2 du
=
∫ µ
−∞
(µ− u) 1√
2piσ
e
−(u−µ)2
2σ2 du+
∫ ∞
µ
(u− µ) 1√
2piσ
e
−(u−µ)2
2σ2 du
= −
∫ 0
−∞
1√
2piσ
e
−v
2σ2
dv
2
+
∫ ∞
0
1√
2piσ
e
−v
2σ2
dv
2
=
∫ ∞
0
1√
2piσ
e
−v
2σ2 dv
=
[
1√
2piσ
e
−v
2σ2 (−2σ2)
]∞
0
=
√
2
pi
σ . (4.24)
En comparaison avec une N (µ, 1), l’espace de probabilite´ d’une variable ale´atoire N (µ, σ2)
est donc dilate´ d’un facteur σ par rapport a` sa moyenne. Par conse´quent, le parame`tre de
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saut doit eˆtre ajuste´ d’un facteur σi :
γn = 0, 8 σi × 175
175 + n
pour D = 2, 3, ... (4.25)
ou` σi est l’e´cart-type de la distribution marginale Ui, i = 1, ..., D. On constate e´galement
que le parame`tre de saut ne de´pend pas de la moyenne µ, qui n’influence que le centrage de
la fonction de densite´.
L’ine´galite´ (3.16) nous a conduits a` conside´rer la distance induite par la norme L1 et la
me´trique ρ(u,v) =
∑D
i=1 |ui − vi|. Or, rien ne nous empeˆche de conside´rer une autre mesure
de distance. Par exemple, on peut choisir ρ(u,v) =
∑D
i=1 |ud − vd|2 si l’on souhaite pe´naliser
plus fortement les grands e´carts entre U et les sce´narios. Le proble`me des k-me´dianes devient
alors celui des k-moyennes. Le seul de´savantage est que l’on ne pourra pas e´valuer la borne
supe´rieure sur l’erreur d’approximation donne´e par (3.16), mais on verra que celle-ci est sou-
vent beaucoup plus e´leve´e que l’erreur re´ellement commise.
Les algorithmes vus jusqu’a` pre´sent se ge´ne´ralisent tous facilement a` cette nouvelle distance.
Pour l’algorithme de Lloyd continu, il suffit de calculer la moyenne plutoˆt que la me´diane en
3e e´tape. Pour la QVAC, on a h(vj,u) = ρ(u,v) =
∑D
i=1 |ud − vd|2 et on trouve
∂h(vj,u)
∂vji
= −2 (ui − vji) .
L’avantage de conside´rer la norme L2 est que le saut de chaque ite´ration de la QVAC est
proportionnel a` la diffe´rence entre ui et vji. Pour la norme L1, le saut e´tait proportionnel a`
sgn (ui − vji) et l’ajustement des centres e´tait le meˆme inde´pendamment de leur distance
avec les e´chantillons. La QVAC avec la me´trique ρ(u,v) =
∑D
i=1 |ui − vi|2 a e´te´ e´tudie´e en
profondeur dans Pages et Printems (2003). Nous reprendrons donc le parame`tre de saut
γn =
4 K3/D
4 K3/D + pi2 n
(4.26)
qui avait e´te´ de´termine´ par ces auteurs. Nous noterons par QVAC1 et QVAC2 les algorithmes
de quantification vectorielle par apprentissage compe´titif avec les normes L1 et L2 respecti-
vement. Pareillement, les algorithmes de Lloyd seront note´s Lloyd1 et Lloyd2.
Ayant trouve´ une forme convenable pour le parame`tre de saut, nous sommes maintenant
en mesure de ge´ne´rer des sce´narios a` partir des me´thodes de Lloyd et QVAC lorsque la
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distribution est connue. Les re´sultats seront pre´sente´s au prochain chapitre. Pour l’instant,
on se concentre sur le de´veloppement d’un algorithme qui minimise la distance de Wasserstein
lorsque la distribution du vecteur ale´atoire est inconnue.
4.3 Distribution inconnue
On supposera dans cette section que l’on posse`de un ensemble de donne´es historiques
a` partir desquelles il n’est pas possible d’estimer la distribution du vecteur ale´atoire avec
confiance. Autrement dit, les donne´es sont en quantite´ insuffisante ou ne semblent provenir
d’aucune loi probabiliste e´vidente. Le nombre de donne´es disponibles pour la quantifica-
tion est limite´, contrairement a` la discre´tisation d’une distribution ale´atoire connue ou` il est
possible de ge´ne´rer une quantite´ d’e´chantillons arbitrairement grande. Dans ce cas, il est
pre´fe´rable d’utiliser une me´thode de partitionnement directement a` partir de l’ensemble de
donne´es historiques.
Algorithme de Lloyd
Il existe deux versions de l’algorithme de Lloyd. La premie`re correspond a` celle pre´sen-
te´e au chapitre pre´ce´dent qui peut eˆtre utilise´e pour minimiser la distance de Wasserstein
lorsque la distribution U est continue et connue. La deuxie`me (que nous appellerons algo-
rithme de Lloyd «discret» lorsqu’il y a matie`re a` confusion) est plus couramment utilise´e et
permet de re´soudre certains proble`mes de partitionnement a` partir d’un ensemble de donne´es,
comme ceux des k-moyennes ou des k-me´dianes. Elle repre´sente la me´thode de base pour ces
proble`mes et est parfois meˆme appele´e algorithme des k-moyennes (ou k-me´dianes). Nous
pre´sentons ici la variante de l’algorithme pour le proble`me des k-me´dianes, ou` l’on suppose
que l’on veut ge´ne´rer K sce´narios vj, j = 1, ..., K a` partir d’un ensemble de N donne´es un,
n = 1, ..., N .
Algorithme de Lloyd (discret)
1. (Initialisation) On choisit un parame`tre d’arreˆt  > 0 arbitrairement petit. On tire K
valeurs uj ale´atoirement et sans remises a` partir de l’ensemble de donne´es. On pose
s = 0 et v0j = uj, j = 1, ..., K.
2. (Sous-ensembles) Pour chaque centre vsj , on trouve parmi les donne´es les sous-ensembles
de points
Ωsj = {un | ρ(un,vsj) ≤ min
l
ρ(un,v
s
l ) , i = 1, ...N, l = 1, ..., K} , (4.27)
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ou` ρ(un,v
s
j) =
∑D
i=1 |uni − vji|.
3. (Me´dianes) On calcule la me´diane arithme´tique ν
1/2
j de chaque sous-ensemble Ω
s
j et on
pose vs+1j = ν
1/2
j .
4. (Crite`re d’arreˆt) Si ρ(vs+1j , v
s
j) <  ∀ j, alors on prend v∗j = vs+1j . Sinon, on incre´mente
s de 1 unite´ (s← s+ 1) et on retourne a` la 2e e´tape.
On entend par me´diane arithme´tique d’un ensemble Ωj le point forme´ a` partir de toutes
les me´dianes marginales. Plus spe´cifiquement, si Ωj posse`de Nj points, alors sa me´diane
ν
1/2
j = (ν
1/2
j1 , ..., ν
1/2
jD ) est de´finie par
ν
1/2
ji =
1/2 (u
(Nj/2)
i + u
(Nj/2+1)
i ) si Nj est pair
u
(Nj+1)/2
i si Nj est impair
(4.28)
pour i = 1, ..., D, et ou` u
(k)
i correspond a` la k
e plus petite valeur parmi tous les points pour
la dimension i (i.e. la statistique d’ordre de rang k de la dimension i). Pour le proble`me des
k-moyennes, l’algorithme de Lloyd est sensiblement le meˆme, a` l’exception de la me´trique qui
devient ρ(un,v
s
j) =
∑D
i=1 |uni − vji|2 et des centres (calcule´s en 3e e´tape) qui correspondent
aux moyennes plutoˆt qu’aux me´dianes. Comme on l’avait fait dans le cas continu, on notera
Lloyd1 et Lloyd2 les algorithmes avec les normes L1 et L2 respectivement. Les cas continus et
discrets seront traite´s se´pare´ment, il ne devrait donc pas y avoir de confusion dans la notation.
On pourrait de´montrer que les algorithmes de Lloyd ge´ne`rent une suite de solutions non
croissantes, mais garantissent seulement la convergence vers un minimum local du proble`me
des k-me´dianes (meˆme pour le cas unidimensionnel). De plus, un exemple tre`s simple permet
de constater que ce minimum local peut se situer arbitrairement loin du minimum global.
Conside´rons un vecteur ale´atoire a` deux dimensions U pouvant prendre les 4 valeurs suivantes
avec probabilite´s e´gales :
U =

u1 = (0, 0)
u2 = (0, b)
u3 = (a, b)
u4 = (a, 0)
avec probabilite´ 1/4,
ou` a>b. Ces points forment un rectangle dans le plan repre´sente´ a` la figure 4.6. Supposons
que l’on cherche a` approximer U par 2 sce´narios qui minimisent la distance L1. Selon l’initiali-
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sation (ale´atoire) de l’algorithme de Lloyd1, on pourrait soit obtenir une solution repre´sente´e
par les ∗ (minimum global) ou une autre repre´sente´e par les x (minimum local) 1.
Figure 4.6 Sce´narios repre´sentant les solutions minimales locales (x) et optimales (∗)
Les sce´narios optimaux sont
v∗1 = 1/2 (u1 + u2) = (0, b/2)
v∗2 = 1/2 (u3 + u4) = (a, b/2) .
Les ensembles de´finis par (3.38) pour ces sce´narios sont alors
Ω∗1 = {u1,u2}
Ω∗2 = {u3,u4}
et la distance de Wasserstein correspondante est
d∗1(U,V) = 1/4 ρ(u1,v1) + 1/4 ρ(u2,v1) + 1/4 ρ(u3,v2) + 1/4 ρ(u4,v2)
= 1/4 |b− b/2|+ 1/4 |0− b/2|+ 1/4 |b− b/2|+ 1/4 |0− b/2|
= b/2 .
D’autre part, les sce´narios
vx1 = 1/2 (u1 + u3)
1. En fait, d’autres choix de minima locaux et optimaux existent. Par exemple, n’importe quel point sur
les segments de droite reliant u2 et u3 ou reliant u1 et u2 auraient pu servir de minimum local.
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vx2 = 1/2 (u2 + u4)
correspondent a` des minima locaux et donnent
dx1(U,V) = a/2 .
Or, le meˆme re´sultat pourrait eˆtre obtenu avec un parame`tre a arbitrairement supe´rieur a` b.
Par conse´quent, le minimum local dx1(U,V) peut eˆtre arbitrairement supe´rieur au minimum
global d∗1(U,V). Malgre´ tout, l’algorithme de Lloyd reste une me´thode possible pour mini-
miser la distance de Wasserstein qui sera envisage´e. Il peut engendrer des solutions plus ou
moins bonnes de´pendamment des instances et de l’initialisation des centres. Pour plus de ro-
bustesse, nous chercherons donc une me´thode alternative qui permet de re´soudre le proble`me
des k-me´dianes, en espe´rant qu’elle peut combler certaines lacunes de l’algorithme de Lloyd.
Algorithme d’e´change des centres
Une difficulte´ du proble`me des k-me´dianes provient du fait que le temps de convergence des
algorithmes croˆıt ge´ne´ralement rapidement en fonction du nombre de centres K et de donne´es
N . Une option possible est alors de conside´rer le proble`me approximatif des k-me´do¨ıdes.
De´finition 4.3. Soit U un ensemble de N donne´es un ∈ RD, n = 1, ..., N , et une me´trique
ρ(u,v). Le proble`me des k-me´do¨ıdes consiste a` chercher les centres vj ∈ U, j = 1, ..., K,
appele´s me´do¨ıdes, qui minimisent
z(v) =
N∑
n=1
min
j
ρ(un,vj) . (4.29)
La diffe´rence entre ce proble`me et celui des k-me´dianes est que les centres vj appar-
tiennent a` U et la me´trique utilise´e est arbitraire. Cependant, nous conside´rerons dans cette
section le proble`me des k-me´do¨ıdes avec la me´trique ρ(u,v) =
∑n
i=1 |ui− vi|. Dans ce cas, les
deux proble`mes sont identiques a` l’exception de la contrainte supple´mentaire exigeant que
les centres correspondent a` des donne´es pour les k-me´do¨ıdes. L’avantage principal de cette
contrainte est qu’elle nous assure de trouver des sce´narios entiers lorsque l’on discre´tise un
vecteur ale´atoire ne prenant que des valeurs entie`res, contrairement a` l’algorithme de Lloyd
qui trouve des sce´narios vj ∈ RD, peu importe la distribution. De plus, le nombre de par-
titions que l’on peut former correspond au nombre de combinaisons possibles de K valeurs
parmi N , qui est conside´rablement infe´rieure au nombre de Stirling, i.e.
(
N
K
) S(N,K). Par
conse´quent, les algorithmes des k-me´do¨ıdes convergent souvent plus rapidement que ceux des
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k-me´dianes (par exemple, voir Velmurugan et Santhanam (2010)).
Nous re´soudrons dans cette section le proble`me des k-me´do¨ıdes a` l’aide d’une me´thode
base´e sur l’algorithme d’e´change des centres de Korupolu et al. (2000). On notera par
V = {v1, ...,vK} l’ensemble des centres.
Algorithme d’e´change des centres
1. (Initialisation) On tire K donne´es uj, j = 1, ..., K, ale´atoirement et sans remises parmi
l’ensemble U. On pose s = 0 et v0j = uj ∀ j, puis on calcule la matrice des distances
D =

ρ(u1,u1) ρ(u1,u2) · · · ρ(u1,uN)
ρ(u2,u1) ρ(u2,u2) · · · ρ(u2,uN)
...
...
. . .
...
ρ(uN ,u1) ρ(uN ,u2) · · · ρ(uN ,uN)

2. (Solution actuelle) On e´value le couˆt z(vs) de la solution actuelle (a` l’aide de (4.1)) et
on pose zsmin = z(v
s).
3. (E´change des centres)
pour j = 1, ..., K
pour n = 1, ..., N
si un /∈ V alors
(i) On e´change temporairement un et v
s
j , i.e. un devient un centre tandis v
s
j
n’en est plus un.
(ii) On e´value le couˆt zsjn de la solution obtenue par l’e´change en (i).
(iii) Si zsjn < z
s
min, alors z
s
min ← zsjn, jmin ← j et nmin ← n.
(iv) vsj et un redeviennent respectivement un centre et un point normal.
fin si
fin pour
fin pour
4. (Terminaison) Si zsmin = z
s−1
min, alors v
∗ = vs. Sinon, on effectue de´finitivement l’e´change
entre uimin et v
s
jmin
, s← s+ 1 et on retourne a` l’e´tape 2.
Pour le proble`me des k-me´dianes, la matrice des distances est e´norme e´tant donne´ le grand
nombre de centres possibles. La distance entre les me´dianes et les donne´es est donc norma-
lement calcule´e ite´rativement. En dimension e´leve´e, le temps de convergence peut devenir
prohibitif puisque le calcul des me´triques devient plus long. Un des avantages du proble`me
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des k-me´do¨ıdes est la possibilite´ de ne calculer la matrice des distances qu’une seule fois de`s
l’initialisation de l’algorithme, ce qui nous permet d’e´conomiser beaucoup de temps a` l’e´tape
(ii). Le temps de convergence total est O(N2K2) et de´pend peu de la dimension du proble`me.
Le choix du nombre de centres est une de´cision cruciale pour le proble`me des k-me´do¨ıdes.
D’une part, un nombre plus e´leve´ de centres conduira vers une solution infe´rieure aux de´pens
d’une convergence plus lente de l’algorithme utilise´. D’autre part, les centres correspondent
aux sce´narios dont la quantite´ affecte e´galement le temps de re´solution du programme sto-
chastique. Le the´ore`me suivant repre´sente un outil qui peut nous aider a` prendre une de´cision
plus e´claire´e par rapport au nombre de centres choisi.
The´ore`me 4.1. L’algorithme d’e´change des centres re´sout le proble`me des k-me´do¨ıdes avec
un facteur d’approximation (α, β) = (1 + 5/, 3 + ). C’est-a`-dire qu’il utilise au plus βK
centres pour trouver un partitionnement qui est infe´rieur ou e´gal a` α fois la solution optimale
du proble`me des k-me´do¨ıdes avec K centres (et ou` N ≥ βK).
Preuve Voir Korupolu et al. (2000).
Supposons par exemple que l’on he´site entre re´soudre le PS a` l’aide de 50 ou 500 sce´narios.
Il y a un facteur β = 10 entre ces quantite´s de sce´narios. On a donc  = 7 et le the´ore`me 4.1
nous indique alors que le couˆt de la solution avec 500 sce´narios sera au plus (1 + 5/7) fois
supe´rieure a` la solution optimale du proble`me avec 50 centres. Meˆme si ce re´sultat ne semble
pas tre`s convaincant a` premie`re vue, il faut se rappeler que la solution optimale est rarement
atteinte pour les proble`mes des k-me´do¨ıdes. De plus, la borne supe´rieure α est un re´sultat
the´orique qui correspond a` la pire des situations et ne sera probablement jamais atteint en
re´alite´.
Il existe une e´norme quantite´ d’algorithmes posse´dant chacun leurs forces et leurs fai-
blesses qui ont e´te´ de´veloppe´s pour re´soudre les proble`mes des k-me´dianes ou k-me´do¨ıdes. En
ge´ne´ral, un temps de convergence plus lent sera compense´ par une solution optimale moyenne
de meilleure qualite´. Si le PS ne´cessite peu de sce´narios, il serait alors possible de conside´rer
une me´thode plus pre´cise comme celle de Likas et al. (2002). Au contraire, s’il faut ge´ne´rer
plusieurs sce´narios a` partir d’une grande quantite´ de donne´es, des algorithmes de partitionne-
ment plus rapides comme celui de Indyk (1999), qui posse`de un temps de convergence line´aire
en N , devraient eˆtre conside´re´s. Lorsque N est trop grand, il est aussi possible de faire appel
a` des processus pre´liminaires pour re´duire la quantite´ de donne´es conside´re´e par l’algorithme
de partitionnement (par exemple, voir Chen (2009)).
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Nous avons maintenant en main divers algorithmes qui nous permettent de ge´ne´rer des
sce´narios dans les cas ou` la distribution continue est connue et dans ceux ou` elle ne l’est
pas. La seule situation qui n’a pas encore e´te´ envisage´e est celle des distributions discre`tes.
Pour ge´ne´rer des sce´narios dans un tel cas, il y a deux options possibles base´es sur les
me´thodes e´tudie´es dans ce me´moire. La premie`re est d’utiliser l’algorithme d’e´change des
centres directement a` partir des donne´es. L’avantage de cette proce´dure est qu’elle traite le
proble`me des k-me´do¨ıdes : les sce´narios correspondront donc ne´cessairement a` des re´alisations
du vecteur ale´atoire discret. Si la distribution peut eˆtre estime´e, la seconde option consiste
a` conside´rer la relaxation line´aire du vecteur ale´atoire discret et d’utiliser la QVAC (ou
l’algorithme de Lloyd continu en 1 dimension) pour ge´ne´rer les sce´narios. Dans ce cas, les
sce´narios ne correspondront pas a` des re´alisations du vecteur ale´atoire, mais pourraient tout
de meˆme eˆtre utilise´s pour re´soudre le PS.
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CHAPITRE 5
RE´SULTATS ET ANALYSE
5.1 Distribution connue
On conside`re d’abord les proble`mes pour lesquels il est possible d’estimer la distribution du
vecteur ale´atoire continu avec confiance. Par souci de concision, on supposera tout simplement
que la distribution de U est connue. On utilisera l’algorithme de Lloyd pour les variables
ale´atoires en une dimension et les me´thodes de quantification vectorielle par apprentissage
compe´titif pre´sente´es au chapitre pre´ce´dent pour le cas multidimensionnel. La QVAC avec la
norme L1 (i.e. la QVAC1) sera utilise´e avec le facteur de saut trouve´ a` partir de la distribution
normale
γn = 0, 8 σi × 175
175 + n
pour D = 2, 3, ... (5.1)
tandis qu’on aura
γn =
4 K3/D
4 K3/D + pi2 n
pour D = 2, 3, ... (5.2)
pour la QVAC2, avec n = 1, ...N . Sauf avis contraire, les imple´mentations de la QVAC sont
toutes effectue´es avec N = 3× 106 ite´rations.
5.1.1 Effet des instances
On a commence´ par tester les algorithmes pour les distributions continues avec la norme
L1, c’est-a`-dire ceux de Lloyd1 (continu) et QVAC1, sur une loi multinormale dont les distri-
butions marginales sont non corre´le´es et suivent toutes une distribution N (0, 1). Les re´sultats
sont pre´sente´s dans le tableau 5.1 pour diffe´rentes instances, variant selon la dimension et le
nombre de centres. Lorsque D = 1, l’algorithme de Lloyd1 est utilise´ tandis que les re´sultats
pour D = 2 et 10 proviennent de la QVAC1. Les valeurs de d1(U,V) et du temps de conver-
gence correspondent a` une moyenne des re´sultats sur 10 imple´mentations des algorithmes. La
signification de µˆE[V] et σˆ
2
E[V] sera explique´e sous peu. Nous analysons plus en de´tail certains
aspects de nos me´thodes de ge´ne´ration de sce´narios dans ce qui suit.
Temps de convergence
L’algorithme de Lloyd1 a e´te´ imple´mente´ sur MATLAB R2013b, tandis que la QVAC a
e´te´ exe´cute´e a` partir de JAVA. Le temps de convergence pour la me´thode de Lloyd1 a donc
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Tableau 5.1 Comparaison des re´sultats de l’algorithme de Lloyd1 (pour D = 1), de la QVAC1
(pour D = 2 et 10) et de l’e´chantillonnage pur (EP).
Lloyd1 / QVAC1 EP
D K d1(U,V) temps (s) µˆE[V] σˆ
2
E[V] d1(U,V)
1 5 0,218 - −9, 67× 10−17 2, 39× 10−32 0,338
1 50 0,025 - - - 0,056
1 100 0,013 - - - 0,030
2 5 0,860 2,33 3, 42× 10−3 1, 34× 10−4 1,153
2 50 0,299 8,56 - - 0,405
2 100 0,217 16,02 - - 0,286
10 50 5,736 65,08 −2, 33× 10−3 4, 03× 10−5 6,355
10 100 5,394 99,89 - - 5,844
10 500 4,722 376,20 - - 4,902
e´te´ omis du tableau puisqu’il ne peut pas re´ellement eˆtre compare´ a` celui de la QVAC1.
Les tests ont tous e´te´ imple´mente´s sur un ordinateur personnel muni d’un processeur Intel
Core i5 de 2,50 GHz et me´moire vive de 8,00 GB. Les temps de convergence sont seulement
indique´s a` titre de comparaison entre les me´thodes et pourraient facilement eˆtre ame´liore´s
par un syste`me plus performant. On constate que le temps pour la QVAC1 est environ pro-
portionnel a` K · D, ce qui semble indique´ un temps de convergence O(KD). Pour sa part,
l’e´chantillonnage pur ne consiste qu’a` e´chantillonner quelques valeurs de la distribution et
se fait quasi instantane´ment. Nous avons utilise´ la QVAC1 avec un nombre fixe d’ite´rations,
mais la convergence pourrait eˆtre acce´le´re´e en fixant un crite`re d’arreˆt lorsque la diffe´rence
entre les solutions successives devient trop basse.
Espe´rance des sce´narios
Il est e´galement inte´ressant d’observer la capacite´ de la me´thode de QVAC1 a` estimer l’es-
pe´rance de la distribution correctement. Pour ce faire, on introduit les estimateurs suivants :
µˆE[V] =
1
T
T∑
t=1
E[V1t] (5.3)
σˆE[V] =
1
T − 1
T∑
t=1
(
E[V21t]− E[U]2
)
=
1
T − 1
T∑
t=1
(
E[V1t]
2
)
, (5.4)
ou` T correspond au nombre d’imple´mentations observe´es, les V1t repre´sentent les valeurs de
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la 1e dimension des sce´narios Vt et
E[V1] =
K∑
j=1
pj · vj1 . (5.5)
Autrement dit, E[V1t] est la moyenne de la 1
re distribution marginale des sce´narios obtenus
a` l’imple´mentation t. Quelques re´sultats de ces estimateurs sont pre´sente´s dans le tableau 5.1
sur un ensemble de T = 40 imple´mentations de l’algorithme. On remarque que les valeurs de
µˆE[V] sont tre`s pre`s de 0 (ce qui correspond a` l’espe´rance des distributions marginales N (0, 1))
et varient peu autour de la moyenne. Les re´sultats e´tant de´ja` excellents pour les plus petites
valeurs de K, nous n’avons pas juge´ ne´cessaire de calculer les estimateurs lorsqu’il y a plus
de sce´narios, puisque l’on s’attend a` ce que l’estimation de l’espe´rance soit encore meilleure
dans ces cas. On en de´duit donc que les me´thodes Lloyd1 et QVAC1 ge´ne`rent des sce´narios
dont l’espe´rance correspond presque exactement a` celle de la distribution normale, meˆme s’il
ne s’agit pas de l’objectif principal de la me´thode.
Dimension
L’e´chantillonnage pur a e´te´ de´fini a` la section 3.2 et consiste simplement a` tirer les sce´-
narios au hasard parmi la distribution estime´e. Les probabilite´s sont ensuite de´termine´es par
la proportion d’e´chantillons sur un grand nombre de tirages dont la distance avec chaque
sce´nario est la plus courte. Puisque cette me´thode est beaucoup plus simple et rapide que
celles pre´sente´es dans ce me´moire, il est ne´cessaire de comparer nos re´sultats avec ceux de
l’e´chantillonnage pur pour de´terminer si l’effort en vaut la peine.
En une dimension, l’algorithme de Lloyd1 donne des re´sultats arbitrairement pre`s du mi-
nimum global. Nous avons utilise´ l’algorithme avec 2000 ite´rations, on peut donc s’attendre a`
ce que les valeurs de d1(U,V) obtenues correspondent approximativement a` la solution opti-
male. Pour le cas multidimensionnel, on remarque effectivement a` partir du tableau 5.1 que la
distance de Wasserstein obtenue par la QVAC1 est toujours infe´rieure a` celle de l’e´chantillon-
nage pur. La relation entre les deux me´thodes et la dimension est repre´sente´e sur la figure 5.1
pour des distributions N (0,1) non corre´le´es discre´tise´es par 50 sce´narios. On observe que la
distance de Wasserstein augmente exponentiellement en fonction de la dimension tant pour
la QVAC1 que pour l’e´chantillonnage pur. Bien que l’e´cart absolu augmente le´ge`rement, le
gain relatif (G%) de la quantification vectorielle par rapport a` l’e´chantillonnage pur, que nous
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de´finissons par
G% =
dEP1 (U,V)− dQV AC1 (U,V)
dEP1 (U,V)
× 100 (5.6)
diminue avec la dimension (dEP1 et d
QV AC
1 sont les distances de Wasserstein obtenues par
e´chantillonnage pur et avec la QVAC respectivement). Pour D ≥ 4, le gain se situe autour
de 10% et de´croˆıt lentement.
Figure 5.1 Distance de Wasserstein pour les me´thodes de Lloyd1/QVAC1 (ligne pleine) et
d’e´chantillonnage pur (ligne pointille´e) en fonction de la dimension (figure de gauche). Gain
relatif en fonction de la dimension (figure de droite).
Nombre de sce´narios
La distance de Wasserstein diminue e´videmment en fonction du nombre de sce´narios,
comme on peut le constater sur la figure 5.2 qui repre´sente les valeurs de d1(U,V) pour
D = 3 distributions marginales N (0, 1) non corre´le´es en fonction du nombre de sce´narios. Le
gain relatif est repre´sente´ a` la figure 5.2 et se situe autour 13,5 % inde´pendamment de K. De
plus, pour une dimension donne´e, on de´duit la relation suivante a` partir du tableau 5.1 :
K1/D · d1(U,V) ≈ cste , (5.7)
c’est-a`-dire qu’une augmentation du nombre de sce´narios d’un facteur α re´duit la distance
de Wasserstein d’environ α1/D. Ainsi, plus la dimension est e´leve´e, plus il devient difficile
de minimiser la distance de Wasserstein. Ce propos est e´galement confirme´ par la figure 5.1.
Nous chercherons donc des fac¸ons de re´duire la dimension effective de notre proble`me un peu
plus tard dans l’espoir d’ame´liorer nos me´thodes de ge´ne´ration de sce´narios en dimension
e´leve´e.
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Figure 5.2 Distance de Wasserstein pour la QVAC1 (ligne pleine) et d’e´chantillonnage pur
(ligne pointille´e) en fonction du nombre de me´dianes (figure de gauche). Gain relatif en
fonction du nombre de me´dianes (figure de droite).
Corre´lations
Jusqu’a` pre´sent, nous avons suppose´ que les distributions marginales e´taient non corre´-
le´es. Nous allons maintenant analyser l’effet des corre´lations sur les me´thodes de ge´ne´ration
de sce´narios. Pour utiliser la QVAC1, il est ne´cessaire de connaˆıtre ou d’avoir estime´ la
distribution du vecteur ale´atoire de notre proble`me. La premie`re conse´quence d’une de´pen-
dance substantielle entre les distributions marginales est que l’on doit e´valuer la matrice des
corre´lations, ce qui repre´sente D(D − 1)/2 parame`tres supple´mentaires. Nous supposerons
encore une fois que les corre´lations ont e´te´ estime´es a priori. Leur influence sur la QVAC1
et l’e´chantillonnage pur a e´te´ teste´e sur un vecteur de 3 distributions N (0, 1) quantifie´es
par 50 sce´narios dont les coefficients de corre´lations line´aires (ρij, i 6= j) sont tous e´gaux
et varient entre 0 et 1 (voir figure 5.3). On observe que d1(U,V) de´croˆıt en fonction des
corre´lations, surtout lorsque celles-ci sont fortes (> 0, 7) et qu’elles font croˆıtre le gain relatif
de la QVAC1 par rapport a` l’e´chantillonnage pur (voir figure 5.3). Lorsque les distributions
marginales sont parfaitement corre´le´es, les re´alisations s’alignent le long d’une droite et notre
proble`me devient unidimensionnel. Les corre´lations diminuent donc la dimension effective de
notre proble`me et permettent d’observer des gains plus importants de la QVAC.
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Figure 5.3 Distance de Wasserstein pour les me´thodes de QVAC1 (ligne pleine) et d’e´chan-
tillonnage pur (ligne pointille´e) en fonction des coefficients de corre´lations line´aires (figure de
gauche). Gain relatif en fonction des corre´lations (figure de droite).
Autres distributions
Le parame`tre de la QVAC1 donne´ par (5.1) a e´te´ obtenu a` partir d’un vecteur ale´atoire
dont les distributions marginales non corre´le´es suivaient toutes une loi normale. Or, nous
utiliserons aussi ce parame`tre de saut pour discre´tiser d’autres distributions dans la suite de
ce chapitre. Nous avons donc ve´rifie´ qu’il menait e´galement a` de bonnes solutions pour le pro-
ble`me de minimisation de la distance de Wasserstein pour quelques autres lois probabilistes.
Pour ce faire, nous avons ge´ne´re´ 50 sce´narios a` l’aide de la QVAC1 sur des vecteurs ale´atoires
a` 3 dimensions non corre´le´es dont les distributions marginales ont toutes e´te´ choisies de ma-
nie`re a` posse´der une variance e´gale a` 1. Les re´sultats sont pre´sente´s dans le tableau 5.2.
Tableau 5.2 Distances de Wasserstein obtenues avec la QVAC1 et l’e´chantillonnage pur (EP)
pour diffe´rentes distributions.
Loi multinomiale Distribution marginale QVAC1 EP Gain relatif (%)
Multinormale N (0, 1) 0,797 0,939 15,08
Uniforme U(0,√12) 0,686 0,833 17,65
Gamma G(4, 1
2
) 0,744 0,892 16,49
Exponentielle Exp(1) 0,615 0,762 19,23
Log-normale Log-N (0; 0, 6937) 0,614 0,768 20,00
Bien que le parame`tre de saut ait e´te´ ajuste´ a` partir d’une loi multinormale, les gains sur
la distance de Wasserstein obtenus par rapport a` l’e´chantillonnage pur se situent entre 15 et
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20 % pour toutes les distributions. On peut donc se satisfaire de la forme de γn donne´e par
(5.1) afin de minimiser la distance de Wasserstein pour les prochaines distributions conside´-
re´es dans ce chapitre.
Re´sumons brie`vement les conclusions apporte´es par cette sous-section. Nous avons com-
pare´ les distances de Wasserstein obtenues par l’e´chantillonnage pur avec celles de l’algorithme
de Lloyd1 (continu) en une dimension et la QVAC1 dans le cas multidimensionnel en fonction
de 5 aspects. Mis a` part le temps de convergence plus rapide de l’e´chantillonnage pur, toutes
les autres caracte´ristiques des instances favorisent l’utilisation des algorithmes de Lloyd1 et
QVAC1. Ces derniers offrent de meilleurs re´sultats que l’e´chantillonnage pur inde´pendam-
ment de la dimension, du nombre de sce´narios, etc. Le gain relatif diminue en fonction de
la dimension tandis qu’il est environ constant inde´pendamment du nombre de sce´narios et
augmente en fonction des corre´lations.
Nous n’avons pas encore teste´ nos algorithmes avec la distance euclidienne, mais on peut
se convaincre que le comportement des algorithmes Lloyd2 et QVAC2 en fonction des carac-
te´ristiques e´tudie´es ci-haut sera similaire a` celui avec la norme L1. En ge´ne´ral, la diffe´rence
entre les solutions de deux imple´mentations est certainement moins grande en utilisant deux
normes diffe´rentes qu’en se servant de deux algorithmes distincts. Nos me´thodes seront teste´es
avec la norme L2 prochainement.
5.1.2 Me´thodes de re´duction de la dimension
Nous avons vu qu’il devenait difficile de minimiser la distance de Wasserstein en dimen-
sion e´leve´e (i.e. pour D ≥ 4) comparativement au cas unidimensionnel. Il est donc important
de re´fle´chir a` des me´thodes qui permettraient de re´duire d1(U,V) lorsque D devient grand.
Nous cherchons donc dans cette sous-section des manie`res de re´duire la dimension effective
de notre proble`me.
Heuristique de quadrillage
Pour tirer profit du fait qu’il est plus facile de discre´tiser une variable ale´atoire en 1 dimen-
sion, une heuristique possible consiste a` ge´ne´rer les sce´narios de chaque distribution marginale
a` partir de l’algorithme de Lloyd1 et de les combiner pour obtenir des sce´narios multidimen-
sionnels. Cependant, il s’agit effectivement d’une heuristique, puisque les centres sont alors
place´s sous forme d’un quadrillage hyperdimensionnel, ce qui ne correspond ge´ne´ralement pas
a` la configuration optimale. On peut apercevoir sur la figure 5.4 l’emplacement des 49 sce´na-
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rios obtenus par la QVAC1 pour une loi binormale avec vecteur des moyennes µ = (0, 0)
T et
matrice des covariances Σ = I2 en comparaison avec 7 sce´narios d’une N (0, 1) place´s en grille.
Figure 5.4 Repre´sentation de 49 sce´narios discre´tisant un loi multinormale standard bidimen-
sionnelle non corre´le´e obtenus par QVAC1 et par l’heuristique de quadrillage.
On trouve que les distances de Wasserstein obtenues pour les me´thodes de QVAC1
et par l’heuristique de quadrillage pour 49 sce´narios en 2 dimensions sont respectivement
dQV AC11 (U,V) = 0, 3021 et d
quad
1 (U,V) = 0, 3231. Ainsi, meˆme lorsque les distributions sont
inde´pendantes, la solution optimale ne peut pas eˆtre obtenue en ge´ne´rant des sce´narios pour
chaque distribution marginale individuellement. L’heuristique ge´ne`re toutefois des sce´narios
dont la distance de Wasserstein est relativement pre`s de celle obtenue par la QVAC1. Notons
que l’on peut choisir un nombre de centres diffe´rent pour chaque dimension. Par exemple, il
serait possible de discre´tiser 3 distributions marginales par K1, K2 et K3 centres pour obtenir
un ensemble de K = K1 ·K2 ·K3 sce´narios. Meˆme si elle peut eˆtre une bonne alternative a`
la QVAC1 dans certains cas, cette me´thode posse`de ses limites. Tout d’abord, elle succombe
facilement au «fle´au de la dimensionnalite´». Supposons que l’on souhaite produire des sce´-
narios pour un vecteur ale´atoire en 20 dimensions. En ne ge´ne´rant alors que 2 centres par
dimension, on se retrouverait avec un ensemble de 220 ≈ 106 sce´narios. Meˆme en dimension
moins e´leve´e, la quantite´ de sce´narios peut rapidement devenir prohibitive. Ensuite, l’heu-
ristique de quadrillage ne permet pas de ge´ne´rer des sce´narios pour un vecteur ale´atoire en
conside´rant les corre´lations entre ses composantes. Si les distributions marginales ne sont pas
inde´pendantes, alors la ge´ne´ration des sce´narios pour chacune d’entre elles prise individuel-
lement est loin d’eˆtre optimale. Notons pour terminer que meˆme dans le cas de distributions
uniformes non corre´le´es avec la norme L1, les sce´narios optimaux ne forment pas un qua-
drillage (voir figure 5.5). Le cas d’une distribution uniforme avec la distance euclidienne et
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K = nD, n ∈ N est le seul ou` la solution optimale engendre un quadrillage.
Figure 5.5 Repre´sentation de 9 sce´narios discre´tisant des distributions U(0,√12) non corre´le´es
obtenus par QVAC1
Copules
La ge´ne´ration de sce´narios dans le cas multidimensionnel se re´sume principalement a`
quantifier les distributions marginales en tenant compte de leurs corre´lations. L’heuristique
de quadrillage offre la possibilite´ de ge´ne´rer des sce´narios beaucoup plus rapidement que la
QVAC1, mais ne permet pas de re´duire la distance de Wasserstein. En outre, elle ne permet
pas de conside´rer les de´pendances entre les variables ale´atoires.
Les distributions marginales sont certainement mieux discre´tise´es lorsqu’elles sont conside´re´es
individuellement. On aimerait utiliser une me´thode qui tire avantage de cette caracte´ristique
tout en respectant la matrice des corre´lations. On se servira donc des copules, qui permettent
justement de discre´tiser les distributions marginales et les corre´lations se´pare´ment.
De´finition 5.1. Soit FU la fonction de re´partition de U dont les fonctions de re´partitions
marginales sont F1, ..., FD. Une copule est une fonction C : [0, 1]
D → [0, 1] telle que
FU(u1, u2, ..., uD) = C (F1(u1), F2(u2), ..., FD(uD)) . (5.8)
The´ore`me 5.1. (The´ore`me de Sklar) Il existe toujours une copule satisfaisant la relation
(5.8). De plus, si les fonctions de re´partition Fi, i = 1, ..., D sont toutes continues, alors la
copule est unique.
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Preuve Voir Sklar (1996).
Ainsi, si les fonctions re´partition sont continues, on peut poser yi = Fi(ui) et on trouve
C(y1, y2, ..., yD) = FU
(
F−11 (y1), F
−1
2 (y2), ..., F
−1
D (yD)
)
. (5.9)
Le but des copules n’est pas de trouver la forme explicite de la fonction (5.9) (ce qui est ge´-
ne´ralement tre`s difficile). Elles nous serviront plutoˆt a` de´coupler les distributions marginales
pour la ge´ne´ration de sce´narios.
On suppose que l’on veut ge´ne´rer des sce´narios a` partir de la distribution U. Notons tout
d’abord que si Ui est une variable ale´atoire de fonction de re´partition Fi, alors Yi = Fi(Ui) suit
une loi U(0, 1). Apre`s l’application de Fi, il ne reste donc plus aucune information a` propos
de la distribution initiale Ui. Par conse´quent, C(y1, y2, ..., yD) ne de´pend que des corre´lations
entre les variables ale´atoires, et non de leurs distributions marginales. Plutoˆt que de chercher
a` discre´tiser FU directement, les copules nous permettront de ge´ne´rer les sce´narios en trois
temps :
1. On quantifie les distributions marginales Ui
2. On discre´tise C(y1, y2, ..., yD) et on associe les centres de chaque distribution
3. On trouve les probabilite´s associe´es a` chaque sce´nario.
La premie`re e´tape se fait simplement en utilisant la me´thode de Lloyd1. Les sce´narios margi-
naux obtenus en premie`re e´tape seront note´s vji, j = 1, ..., K, i = 1, ..., D et leurs probabilite´s
respectives pji.
La discre´tisation de la copule permet d’approximer les corre´lations entre les distributions
marginales. On utilise le fait que C correspond a` une fonction de re´partition dont les dis-
tributions marginales suivent toutes des lois U(0, 1). On a suppose´ dans cette section que
la distribution du vecteur ale´atoire est connue. Les observations de C correspondent donc a`
(F1(u1), F2(u2), ..., FD(uD)), ou` (u1, ..., uD) est un e´chantillon de U. Par exemple, la figure
5.6 montre des e´chantillons de distributions U1 ∼ N (0, 1) avec covariance σ12 = 0, 7. La
figure 5.6 correspond au re´sultat apre`s l’application des fonctions de re´partition marginales,
c’est-a`-dire a` des observations de la copule.
Puisque V ar [U(0, 1)] = 1/12, on discre´tisera les copules par la QVAC1 avec le parame`tre de
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Figure 5.6 E´chantillons de distributions multinormales (figure de gauche). Observations ob-
tenues apre`s application des fonctions de re´partition marginales (figure de droite).
saut
γn = 0, 8× 1√
12
× 175
175 + n
. (5.10)
La quantification des copules sert a` de´terminer quels sce´narios marginaux devraient eˆtre
associe´s. Si yj = (yj1, ..., yjD) est un centre repre´sentant la copule, alors un sce´nario sera
donne´ par
vj = (vrang(yj1),1, vrang(yj2),2, ... , vrang(yjD),D) , (5.11)
ou` rang(yji) correspond au rang de yji, que nous de´finissons formellement ci-dessous.
De´finition 5.2. Soit y1i, ..., yKi les valeurs des centres repre´sentant la copule pour une di-
mension i donne´e. Le rang de yji, j = 1, ..., K, est de´fini par
rang(yji) =
K∑
l=1
I{yli ≤ yji} , (5.12)
ou` I{yli ≤ yji} = 1 si yli ≤ yji et 0 sinon.
La figure 5.7 montre 5 centres de la copule pour la distribution U1 ∼ N (0, 1) avec σ12 = 0, 7
obtenus par la QVAC1. Les lignes pointille´es servent uniquement a` faciliter la visualisation
du rang de chaque centre. On observe par exemple que le point y1 = (0, 125; 0, 318) posse`de
des rangs rang(y11) = 1 et rang(y12) = 1. Un sce´nario sera donc donne´ par
v = (vrang(y11),1, vrang(y12),2) = (v11, v12) .
Pour cet exemple, la discre´tisation de la copule e´tablit donc la re`gle d’associer les 2 plus
petits sce´narios marginaux ensemble, le 2e avec le 4e, le 3e avec le 2e, etc. L’association des
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sce´narios marginaux pour l’ensemble des points est repre´sente´e sur la figure 5.7.
Figure 5.7 Centres des copules (figure de gauche). Association des copules en fonction du
rang des centres (figure de droite).
Pour associer les probabilite´s aux sce´narios, on n’a qu’a` tirer plusieurs valeurs de la dis-
tribution et compter le nombre de fois ou` la me´diane est plus pre`s de l’e´chantillon. Cette
proce´dure est analogue a` la manie`re de calculer les probabilite´s pour l’e´chantillonnage pur.
Plus d’information sur la ge´ne´ration de sce´narios par les copules est disponible dans Kaut
et Wallace (2011) ou Kaut (2013). Ces auteurs avaient obtenu des re´sultats encourageants
lorsque les copules e´taient utilise´es conjointement avec la me´thode de correspondance des
moments.
Dans notre cas, on constate cependant a` partir du tableau 5.3 que les re´sultats de la
me´thode des copules sont de´cevants, puisque la distance de Wasserstein est nettement su-
pe´rieure a` celle obtenue par la QVAC1. Une partie de l’explication provient du fait que les
distributions marginales trouve´es en 1e e´tape ne peuvent eˆtre conserve´es lorsque l’on jumelle
les centres. En deux dimensions par exemple, on forme 5 sce´narios a` partir des 5 re´alisations
pour chacune des distributions marginales, plutoˆt que d’en former 25 en multipliant leur pro-
babilite´ (comme pour l’heuristique de quadrillage), ce qui permettrait de conserver les lois
de probabilite´ marginales.
Une deuxie`me cause possible des re´sultats me´diocres de la me´thode des copules est la sui-
vante : les sce´narios ont tendance a` se localiser plus pre`s de la me´diane au fur et a` mesure
que la dimension augmente (voir Pages et Printems (2003)). C’est-a`-dire que pour un nombre
de sce´narios fixe, plus la dimension augmente, plus la distance moyenne entre les sce´narios
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Tableau 5.3 Distances de Wasserstein obtenues par la me´thode des copules et la QVAC1.
Instance Me´thode
D K σji Copule QVAC1
2 50 0,3 0,375 0,293
2 50 0,8 0,393 0,230
2 250 0,3 0,179 0,135
2 250 0,8 0,183 0,109
10 50 0,3 7,176 5,199
10 50 0,8 7,147 3,072
10 250 0,3 5,870 4,528
10 250 0,8 5,953 2,684
et la me´diane de la distribution diminue. En autres mots, les sce´narios «se rapprochent» de
la me´diane. Par conse´quent, les sce´narios marginaux trouve´s en 1e e´tape correspondent aux
valeurs optimales pour le cas unidimensionnel, mais sont trop e´loigne´s de la me´diane pour
discre´tiser ade´quatement la distribution multinomiale.
En 2 dimensions, on aurait e´galement pu utiliser l’heuristique de quadrillage, meˆme s’il
y a pre´sence de corre´lations entre les distributions marginales. Par contre, on peut constater
les limites de cette me´thode puisque la ge´ne´ration de seulement 2 centres en 10 dimensions
induit un arbre de 210 = 1024 sce´narios ; une quantite´ trop e´leve´e pour la majorite´ des PS. Il
faudrait donc s’en tenir a` une unique re´alisation pour certaines dimensions si l’on veut ge´ne´-
rer des arbres de taille plus modeste. E´tant donne´ les re´sultats ci-dessus, on ne conside´rera
pas la me´thode des copules pour ge´ne´rer nos sce´narios dans les tests a` venir.
Analyse par composantes principales
Nous avons vu que l’heuristique de quadrillage peut entraˆıner des valeurs de d1(U,V)
assez pre`s de celles obtenues par la QVAC lorsque la dimension et les corre´lations sont as-
sez faibles. Elle ne permet toutefois pas de conside´rer les corre´lations et ne´cessite une tre`s
grande quantite´ de sce´narios en dimension e´leve´e. Nous avons alors analyse´ la me´thode des
copules qui permet de tenir compte des distributions marginales et de leurs corre´lations se´-
pare´ment. On trouve cependant encore une fois que les re´sultats de cette proce´dure sont
beaucoup moins bons que ceux de la QVAC. Nous tentons ici une dernie`re me´thode appe-
le´e l’analyse par composantes principales (ACP), qui permet de re´duire la dimensionnalite´
effective des donne´es tout en pre´servant la majorite´ de la variance contenue dans le proble`me.
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Pre´sentons brie`vement le concept de l’ACP. Soit U ∈ RD un vecteur ale´atoire avec matrice
des covariances ΣU que l’on souhaite discre´tiser
1. Le principe de l’ACP est de chercher un
premier vecteur normalise´ α1 tel que
Z1 = α1 ·U =
D∑
i=1
α1i · Ui (5.13)
posse`de une variance maximale. Pour empeˆcher α1 de prendre des valeurs arbitrairement
grandes et ainsi obtenir une variance de Z1 infinie, on ajoute la contrainte suivante :
‖α1‖2 = α1 ·α1 = 1 , (5.14)
c’est-a`-dire que α1 doit eˆtre normalise´. On cherche ensuite une nouvelle variable Z2 = α2 ·U
de variance maximale line´airement inde´pendante de Z1, ou` α2 est normalise´. On proce`de ainsi
de suite jusqu’a` ce qu’on obtienne des variables Zm, m = 1, ...,M line´airement inde´pendantes
et de variances maximales. La variable Zm est nomme´e la m
e composante principale de U et
on appellera αm le m
e vecteur des poids. On espe`re ainsi pouvoir repre´senter le proble`me par
un vecteur ale´atoire Z = (Z1,...,ZM) conservant une grande proportion de la variance avec
M  D.
On pourrait de´montrer que les vecteurs de poids αm correspondent en fait aux vecteurs
propres de ΣU dont les valeurs propres λm sont donne´es par
λm = V ar[Zm] . (5.15)
Ainsi, α1 correspond au vecteur propre posse´dant la plus grande valeur propre, note´e λ1.
Sous notation matricielle, la relation entre Z et U est
Z1
Z2
...
ZD
 =

α11 α12 · · · α1D
α21 α22 · · · α2D
...
...
. . .
...
αD1 αD2 · · · αDD


U1
U2
...
UD
 . (5.16)
On trouve que les vecteurs de poids sont e´galement line´airement inde´pendants. Ils sont donc
orthonorme´s et on peut e´crire AAT = 1, ou` A est la matrice dont les lignes correspondent
1. Nous avons suppose´ dans ce chapitre que la matrice des covariances e´tait connue, mais l’ACP est aussi
possible a` partir d’un ensemble de donne´es duquel on estime les covariances.
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aux vecteurs de poids. On a donc
Z = AU (5.17)
U = ATZ . (5.18)
Il pourrait eˆtre de´montre´ que la matrice des covariances peut eˆtre de´compose´e en contribu-
tions de chaque composante principale par la relation suivante :
ΣU =
M∑
m=1
λm αmα
T
m. (5.19)
En observant les e´le´ments sur la diagonale, on remarque d’abord que
V ar[Ui] =
M∑
m=1
λm α
2
mi . (5.20)
De plus, (5.19) implique que la contribution de chaque terme λm αmα
T
m a` la matrice des
covariances tend a` de´croˆıtre avec m, puisque les valeurs propres λm sont classe´es en ordre
de´croissant et les vecteurs αm sont normalise´s. En autres mots, l’ACP pre´serve non seule-
ment la majorite´ de la variance, mais e´galement une bonne partie des covariances. On invite
le lecteur inte´resse´ a` consulter Jolliffe (2002) pour plus de de´tails.
La ge´ne´ration de sce´narios a` l’aide de L’ACP s’effectue en suivant les e´tapes suivantes :
1. Trouver toutes les composantes principales Zm, m = 1, ..., D de U a` partir de la matrice
des covariances ΣU
2. Se´lectionner un sous-ensemble de composantes principales {Zm : m = 1, ...,M}
3. Ge´ne´rer des sce´narios yj, j = 1, ..., K pour le vecteur ale´atoire Z = (Z1,...,ZM)
4. Transformer les sce´narios yj de Z en sce´narios vj = A
Tyj de U
Meˆme si les composantes principales Zm ne sont pas corre´le´es par de´finition, elles ne sont
pas inde´pendantes. Il est donc pre´fe´rable de ge´ne´rer les sce´narios de Z en conside´rant les M
dimensions a` la fois. En fait, meˆme lorsque les distributions marginales sont inde´pendantes,
on a vu que la QVAC offrait de meilleurs re´sultats que l’heuristique de quadrillage. L’ACP
nous fournit les axes selon lesquels la variance est la plus e´leve´e. Puisque la variance me-
sure l’espe´rance du carre´ de la distance entre une variable ale´atoire et sa moyenne, il est
plus logique de ge´ne´rer les sce´narios en utilisant la QVAC avec norme L2 lorsque l’on utilise
l’ACP. Les me´thodes de ge´ne´ration de sce´narios seront note´es QVAC2 lorsque l’analyse par
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composantes principales n’est pas utilise´e et ACP lorsqu’elle l’est.
Figure 5.8 Sce´narios obtenus avec la premie`re composante principale de la matrice des cova-
riances (figure de gauche). Sce´narios obtenus par la QVAC (figure de droite).
La figure 5.8 repre´sente 5 sce´narios obtenus par la discre´tisation d’un vecteur multinormale
U avec moyennes et matrice des covariances
µ = (0, 0) et ΣU =
(
1 0, 8
0, 8 1
)
(5.21)
en utilisant la premie`re composante principale de U seulement. La variable Z1 explique 90
% de la variance totale de U. On observe que les sce´narios sont aligne´s le long de la droite
supportant le vecteur des poids α1 = (
√
2
2
,
√
2
2
). Des re´alisations de U e´te´ ajoute´es au gra-
phique pour permettre de mieux e´valuer la qualite´ des sce´narios visuellement. La figure 5.8
repre´sente les sce´narios obtenus par la QVAC2. On constate remarquablement que ceux-ci
tendent e´galement a` s’aligner le long de la meˆme droite. En fait, on obtient des distances de
Wasserstein tre`s similaires qui oscillent autour de 0,348 pour la QVAC2 et lorsqu’on utilise
l’ACP avec la 1e composante principale.
E´videmment, l’ACP a produit un excellent re´sultat pour cet exemple puisque les distribu-
tions marginales de U e´taient tre`s corre´le´es. Notons toutefois qu’il est permis d’utiliser autant
de composantes que l’on de´sire. Ainsi, si les distributions marginales de U avaient e´te´ peu
corre´le´es, il aurait e´te´ pre´fe´rable d’utiliser les 2 premie`res composantes principales du pro-
ble`me, ce qui revient a` faire subir une rotation a` l’espace e´chantillonnal. Du point de vue de
la ge´ne´ration de sce´narios avec la norme L2, ces deux proble`mes sont e´quivalents. Il s’agit
ici d’une raison supple´mentaire de ne pas utiliser la norme L1 avec l’ACP, puisque la mini-
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misation de la distance de Wasserstein n’est alors plus invariante par une rotation de l’espace.
Nous analysons maintenant la ge´ne´ration de sce´narios a` l’aide de l’ACP pour les cas qui
nous inte´ressent, c’est-a`-dire lorsque la dimension est e´leve´e. Nous avons commence´ par esti-
mer une matrice des covariances en 25 dimensions a` partir de donne´es concernant la demande
en employe´s pour un restaurateur. Ces donne´es nous ont e´te´ transmises par l’entreprise, mais
la signature d’un contrat de confidentialite´ nous empeˆche de les divulguer. La moyenne de la
valeur absolue des corre´lations estime´es est
1
D(D − 1)
∑
i,j : i 6=j
|Cov[Ui, Uj]|
(V ar[Ui] V ar[Uj])1/2
= 0, 346 . (5.22)
On suppose ensuite que l’on cherche a` discre´tiser a` l’aide de 50 sce´narios une variable ale´a-
toire multinomiale U dont le vecteur moyen est µ = 025 = (0, ..., 0) et posse´dant la matrice
des covariances estime´e. Une question fondamentale de l’ACP consiste a` de´terminer la quan-
tite´ M de composantes principales que l’on devrait utiliser. Nous choisirons un nombre de
composantes principales qui minimisent la distance de Wasserstein pour l’ACP. La courbe de
la d1(U,V) en fonction de M est repre´sente´e a` la figure 5.9.
Figure 5.9 Distance de Wasserstein en fonction du nombre de composantes principales rete-
nues
On constate que le minimum est atteint lorsque seulement 3 composantes principales sur une
possibilite´ de 25 sont utilise´es, repre´sentant 71,07 % de la variance totale de U. La proportion
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de la variance conside´re´e augmente avec M , mais le proble`me de minimisation de la distance
de Wasserstein comporte alors plus de dimensions et devient plus difficile a` re´soudre. Une
composante principale doit donc contribuer significativement a` l’explication de la variance
pour me´riter d’eˆtre utilise´e.
Le tableau 5.4 compare les distances de Wasserstein obtenues par la QVAC2 avec celles
re´sultant de l’ACP pour diffe´rentes instances. La matrice des covariances en 10 dimensions a
e´te´ estime´e a` partir du meˆme ensemble de donne´es que pour D = 25. Le pourcentage de la
variance explique´e e% est affiche´ dans la 4
e colonne et le gain relatif (voir l’e´quation 5.6) de
l’ACP par rapport a` la QVAC2 dans la dernie`re.
Tableau 5.4 Distances de Wasserstein obtenues avec l’analyse par composantes principales
(ACP) et la QVAC2.
Instance Me´thode Gain relatif
D M K e% (%) ACP QVAC2 G% (%)
10 4 50 86,23 2,553 2,900 11,96
10 5 50 90,66 2,624 2,900 9,52
10 4 250 86,23 1,849 2,049 9,76
10 5 250 90,66 1,800 2,049 12,15
25 3 50 71,07 11,514 14,265 19,28
25 5 50 82,67 11,621 14,265 18,08
25 8 50 90,58 12,424 14,265 12,91
25 3 250 71,07 9,807 10,954 10,47
25 5 250 82,67 8,637 10,954 21,15
25 8 250 90,58 9,191 10,954 16,09
On remarque d’abord que la ge´ne´ration de sce´narios par l’ACP engendre des valeurs de
d1(U,V) conside´rablement infe´rieures a` la QVAC2 pour toutes les instances. Comme on pou-
vait s’y attendre, le gain relatif est plus important lorsque la dimension augmente. Notons
e´galement que le nombre de composantes principales optimal de´pend de la dimension du pro-
ble`me 2 et de la quantite´ K de sce´narios ge´ne´re´s. Par exemple, les meilleurs re´sultats avec 50
sce´narios en 10 et 25 dimensions sont obtenus lorsque M = 3 et M = 4 respectivement. Si on
utilise plutoˆt 250 sce´narios, il est optimal d’utiliser 5 composantes principales dans les deux
cas. On remarque e´galement que si on utilise de trop de composantes principales (M = 8
par exemple), alors on n’atteint pas d’aussi bons re´sultats. Avec le bon choix de M , le gain
2. En fait, la matrice des covariances ne serait plus la meˆme pour 2 proble`mes de dimensions diffe´rentes.
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relatif est environ le meˆme inde´pendamment du nombre de sce´narios.
On conclut des re´sultats ci-dessus que parmi les trois me´thodes de re´duction de la dimen-
sion, seule l’analyse par composantes principales permet de re´duire la distance de Wasserstein
obtenue par la QVAC2 en dimension e´leve´e. En fait, la ge´ne´ration de sce´narios multidimen-
sionnels devrait toujours se faire a` l’aide de l’ACP lorsqu’il y a pre´sence de corre´lations entre
les distributions marginales. Les re´sultats ne peuvent eˆtre pires que ceux de la QVAC2 puis-
qu’il est possible dans des cas extreˆmes de se servir de toutes les composantes principales et
ainsi obtenir une ge´ne´ration de sce´narios e´quivalente a` celle de la QVAC2.
5.1.3 Proble`me analytique
La proprie´te´ la plus importante d’une me´thode de ge´ne´ration de sce´narios reste ne´an-
moins de produire une solution aussi pre`s que possible de la solution optimale, c’est-a`-dire
que e(Z, Z˜) ≈ 0. La distance de Wasserstein permet d’e´valuer une borne supe´rieure sur l’er-
reur commise par la discre´tisation de U, mais ne nous permet pas de la mesurer directement.
Comme nous l’avons de´ja` mentionne´, l’e´valuation de e(Z, Z˜) n’est pas toujours possible puis-
qu’elle requiert la connaissance de la solution optimale re´elle qui serait obtenue si l’on pouvait
re´soudre le PS a` partir de la vraie distribution. On peut parfois obtenir une valeur approxi-
mative de l’erreur en re´solvant le PS avec un arbre de sce´narios de re´fe´rence aussi gros que
possible, mais cela n’est pas toujours faisable. Pour re´ellement tester les sce´narios, nous avons
besoin d’un proble`me d’optimisation stochastique que l’on peut re´soudre analytiquement.
Cas unidimensionnel
Nous avons donc choisi d’e´valuer les sce´narios a` l’aide du fameux proble`me du vendeur
de journaux (newsvendor problem), qui s’e´nonce comme suit. Un vendeur ache`te et vend des
journaux d’un fournisseur a` des prix unitaires c et b respectivement (c < b). Les journaux
invendus sont rachete´s par le fournisseur a` la fin de la journe´e au prix unitaire r (< c). On
suppose que la demande des clients est incertaine et suit une distribution U. Le proble`me
consiste a` de´terminer la quantite´ de journaux optimale a` acheter en fonction de la demande
des clients. On notera x, y et w respectivement les quantite´s de journaux achete´s, vendus et
rachete´s par le fournisseur. Ce proble`me est typiquement utilise´ pour de´terminer la quantite´
optimale d’un produit pe´rissable que l’on devrait de´tenir en stock. Le proble`me du vendeur de
journaux est l’un des rares que l’on est en mesure de re´soudre exactement. Il nous permettra
donc de mesurer l’erreur d’approximation donne´e par (3.8).
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En suivant la notation de l’e´quation (3.5), le programme stochastique se formule donc comme
suit :
Z(x) = min
x
cx+ EU[Q(x,U)] , (5.23)
ou`
Q(x,U) = min
y,w
− by − rw (5.24)
s.c. y ≤ U
y + w ≤ x
y, w ≥ 0
et b, r, c ≥ 0. Il est bien connu (voir Birge et Louveaux (2011), par exemple) que les valeurs
optimales du proble`me de 2e e´tape sont
y∗ = min(x,U) (5.25)
w∗ = max(x− U, 0) (5.26)
et on trouve que la solution optimale est
x∗ =
0 si b−cb−r < FU(0)F−1U ( b−cb−r) sinon , (5.27)
ou` FU est la fonction de re´partition de U. On a donc
Z(x∗) = cx∗ + EU[−b min{x∗,U} − r max{x∗ − U, 0}]
= cx∗ +
∫ x∗
−∞
(−bu− r(x∗ − u))dFU(u) +
∫ ∞
x∗
−bx∗dFU(u)
= cx∗ − rx∗FU(x∗) + (r − b)
∫ x∗
−∞
u dFU(u)− bx∗(1− FU(x∗))
= cx∗ − rx∗FU(x∗) + (r − b)
(
x∗ FU(x∗)−
∫ x∗
−∞
FU(u)du
)
− bx∗(1− FU(x∗))
= (c− b)x∗ + (b− r)
∫ x∗
−∞
FU(u)du , (5.28)
ou` l’on a inte´gre´ par parties a` l’avant-dernie`re ligne.
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On de´montre maintenant que la fonction de couˆt est uniforme´ment Lipschitz de constante b.
Notons tout d’abord que
z(x,U) = cx− b min{x,U} − r max{x− U, 0} , (5.29)
puisque
Z(x) = min
x
cx+ EU[−b min{x,U} − r max{x− U, 0}]
= min
x
EU[ cx− b min{x,U} − r max{x− U, 0}]
= min
x
EU[z(x, u)] .
On a donc
|z(x, u)− z(x, v)| = | (cx− b min{x, u} − r max{x− u, 0})
− (cx− b min{x, v} − r max{x− v, 0}) |
= |b (min{x, v} −min{x, u}) + r (max{x− v, 0} −max{x− u, 0})| .
En supposant sans perte de ge´ne´ralite´ que v > u, on a
0 ≤ (min{x, v} −min{x, u}) ≤ (v − u)
−(v − u) ≤ (max{x− v, 0} −max{x− u, 0}) ≤ 0
et puisque b > r,
|z(x, u)− z(x, v)| ≤ | b (v − u) + 0|
= b |v − u| .
La fonction de couˆt est donc uniforme´ment Lipschitz de constante L1 = b. La relation 3.16
nous donne donc la borne supe´rieure sur l’erreur d’approximation pour ce PS :
e(Z, Z˜) ≤ 2b · d1(U,V) . (5.30)
Puisque la demande ne peut eˆtre ne´gative, on supposera que celle-ci suit une loi log-normale
U ∼ Log-N (µ, σ2) . (5.31)
C’est-a`-dire que log(U) suit une loi normale de moyenne µ et variance σ2. On a choisi µ =
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Figure 5.10 Fonction de densite´ d’une variable Log-N (log(200), 1/2).
log(200) et σ2 = 1/2. La fonction de densite´ est repre´sente´e sur la figure 5.10. On analysera le
proble`me du vendeur de journaux avec b = 5, c = 2 et r = 1. Avec ces valeurs des parame`tres,
on calcule la solution et le couˆt optimal pour U ∼ Log-N (log(200), 1/2) :
x∗ = F−1U
(
b− c
b− r
)
= F−1U (3/4) ≈ 322, 22
et
Z(x∗) = −3 x∗ + 4
∫ x∗
0
FU(u)du
= −3× 322, 22 + 4
∫ 322,22
0
(
1
2
+
1
2
erf
(
log(u)− log(200)√
2 · 1/2
))
du
= −966, 66 + 4× 116, 60
= −500, 25 , (5.32)
ou` erf est la fonction d’erreur.
La figure 5.11 repre´sente la discre´tisation de U pour 50 sce´narios par l’algorithme de
Lloyd1. La repre´sentation des e´ve´nements extre´maux est souvent une qualite´ recherche´e des
arbres de sce´narios. On remarque effectivement que la discre´tisation de U par la me´thode de
Lloyd1 repre´sente´e sur la figure 5.11 couvre assez bien les re´alisations extreˆmes en incluant 5
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Figure 5.11 Repre´sentation de 50 sce´narios obtenus par l’algorithme de Lloyd1 discre´tisant
une variable Log-N (log(200), 1/2)
sce´narios dont la valeur est supe´rieure a` 1000. Pour cette quantification, on trouve d1(U,V) =
4, 711. L’ine´galite´ 5.30 nous indique donc que
err(Z, Z˜) ≤ 2× 5× 4, 711 = 47, 11 . (5.33)
Le couˆt de la solution obtenue par les sce´narios sera donc infe´rieur ou e´gal a` 47,11 unite´s de
plus que la solution optimale re´elle, i.e. Z(x˜∗) ≤ −500, 25 + 47, 11 = −453, 14. La solution
optimale me`ne donc a` un profit moyen de 500, 25 unite´s, tandis la solution approximative
obtenue par la discre´tisation donnera un profit moyen d’au moins 453,14.
Une fois les sce´narios ge´ne´re´s, la discre´tisation du PS pour le proble`me du vendeur de journaux
s’e´crit comme suit :
Z(x) = min
x
cx+
K∑
j=1
pj [Q(x, vj)] , (5.34)
ou` Q(x, vj) est de´finie par (5.24). On trouve en fait que la quantification repre´sente´e a` la fi-
gure 5.11 me`ne a` la solution x˜∗ = 317, 301, ce qui donne Z(x˜∗) = −500, 178. L’erreur obtenue
est donc e´gale a` 0,072 et est nettement infe´rieure a` la borne supe´rieure calcule´e.
Si l’on utilise plutoˆt l’algorithme de Lloyd2 (avec la norme L2), on obtient les sce´narios re-
pre´sente´s sur la figure 5.12. Nous avons choisi la meˆme e´chelle graphique pour les figures 5.11
et 5.12 de manie`re a` pouvoir comparer les discre´tisations obtenues. Il y a toutefois 4 sce´narios
obtenus par l’algorithme de Lloyd2 situe´s approximativement aux points 2629, 3136, 3950 et
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Figure 5.12 Repre´sentation de 50 sce´narios obtenus par l’algorithme de Lloyd2 discre´tisant
une variable Log-N (log(200), 1/2)
5550 qui n’ont pu eˆtre repre´sente´s graphiquement en conse´quence. Incluant ces 4 sce´narios,
on obtient un total de 5 valeurs supe´rieures a` 2000, qui posse`dent tous e´videmment une tre`s
faible probabilite´ de re´alisation. On constate que les e´ve´nements extreˆmes sont encore mieux
repre´sente´s en utilisant la norme L2, mais re´serve moins de sce´narios pour les e´ve´nements
plus probables. Cette dispersion des sce´narios re´sulte en de plus grandes probabilite´s de re´a-
lisation pour ceux situe´s pre`s des modes. On en de´duit que le choix de la norme de´pend du
proble`me et de la repre´sentation des e´ve´nements extre´maux de´sire´e.
Les valeurs des solutions obtenues par l’algorithme de Lloyd (en norme L1 et L2) sur le
proble`me du vendeur de journaux sont pre´sente´es dans le tableau 5.5. Elles sont compa-
re´es a` celles de l’e´chantillonnage pur et de l’optimisation de´terministe ou` l’unique sce´nario
correspond au vecteur des moyennes marginales de U, c’est-a`-dire avec un seul sce´nario
v = (E[U1], E[U2], ..., E[UD]) de probabilite´ 1. Un exemple de discre´tisation obtenu par
e´chantillonnage pur est repre´sente´ a` la figure 5.13. On constate que les sce´narios sont place´s
de manie`re beaucoup plus de´sorganise´e que pour les algorithmes de Lloyd.
Avant d’analyser le tableau 5.5, il faut savoir que la solution obtenue est tre`s variable
pour une meˆme me´thode d’une imple´mentation a` l’autre. Ceci est particulie`rement vrai pour
l’e´chantillonnage pur. Le tableau 5.5 affiche donc la valeur moyenne de Z(x˜∗) sur 10 imple´-
mentations de l’e´chantillonnage pur. Notons e´galement que les valeurs des solutions auraient
e´te´ diffe´rentes pour un autre choix des parame`tres b, c et r ou pour un PS carre´ment diffe´-
rent. Les re´sultats pre´sente´s nous permettront tout de meˆme de tirer certaines conclusions
inte´ressantes par rapport aux me´thodes de ge´ne´ration de sce´narios.
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Figure 5.13 Repre´sentation de 50 sce´narios obtenus par e´chantillonnage pur discre´tisant une
variable Log-N (log(200), 1/2).
Tableau 5.5 Solutions des algorithmes de Lloyd1 et Lloyd2, de l’e´chantillonnage pur (EP) et
de l’optimisation de´terministe (OD)
−Z(x˜∗) −Z(x∗)
D K Lloyd1 Lloyd2 EP OD sol. exacte
1 5 499,00 494,50 489,93
486,57 500,251 50 500,18 500,18 499,66
1 100 500,21 500,22 500,16
On remarque d’abord que les algorithmes de Lloyd1 et Lloyd2 induisent des gains consi-
de´rablement supe´rieurs a` ceux de l’optimisation de´terministe et l’e´chantillonnage pur. Pour
K = 5, la solution fournie par l’algorithme de Lloyd est meilleure avec la norme L1 qu’avec
L2, mais la diffe´rence devient insignifiante a` partir de K = 50. Avec 100 sce´narios, on obtient
par les me´thodes de Lloyd des valeurs des solutions supe´rieures a` 99,99 % le gain optimal.
L’e´chantillonnage pur offre e´galement d’excellents re´sultats avec 100 sce´narios et conduit a`
des valeurs de Z(x˜∗) tre`s pre`s de l’optimalite´. Comme on pouvait s’y attendre, on constate que
l’optimisation stochastique est plus profitable par rapport a` l’optimisation de´terministe pour
le proble`me du vendeur de journaux lorsqu’une grande quantite´ de sce´narios sont utilise´s.
D’autre part, les gains obtenus par les me´thodes de Lloyd relativement a` l’e´chantillonnage
pur sont plus significatifs lorsque peu de sce´narios sont utilise´s.
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Cas multidimensionnel
On conside`re maintenant une version multidimensionnelle du proble`me du vendeur de
journaux qui servira a` tester les algorithmes de QVAC lorsque la dimension est supe´rieure
a` 1. On suppose que notre vendeur souhaite acheter et vendre D biens dont la distribution
de la demande est Ui, i = 1, ..., D a` des prix ci et bi respectivement. Le prix de rachat est ri
et les variables de de´cision analogues au proble`me ci-dessus seront note´es xi, yi et wi. Le PS
s’e´nonce donc comme suit :
Z(x) = min
x
D∑
i=1
cixi + EUi [Q(xi,Ui)] , (5.35)
ou` Q(x, vj) est de´finie par (5.24). Le PS ci-dessus peut eˆtre divise´ en D sous-proble`mes inde´-
pendants qui pourraient eˆtre re´solus se´pare´ment. Autrement dit, il est donc e´quivalent a` D
programmes stochastiques unidimensionnels. On n’aurait alors qu’a` ge´ne´rer les sce´narios en
discre´tisant chaque distribution Ui individuellement par l’algorithme de Lloyd de manie`re a`
obtenir des solutions environ D fois supe´rieures a` celles trouve´es en une dimension. Cepen-
dant, le but de l’exercice ici est de tester les me´thodes de ge´ne´ration de sce´narios pour le cas
multidimensionnel. Nous proce´derons donc a` la quantification du vecteur U en entier.
On conside´rera pour commencer que les variables ale´atoires sont inde´pendantes et suivent
une loi Ui ∼ Log-N (log 200, 1/2) avec bi = 5, ci = 2 et ri = 1 ∀ i. Notons que si les valeurs
de ces parame`tres avaient e´te´ diffe´rentes pour certaines dimensions, alors les distributions
marginales n’auraient pas toutes eu la meˆme influence sur le PS et il aurait e´te´ pre´fe´rable
d’appliquer la transformation Γ introduite a` la proposition 3.4 a priori. Comme nous l’avons
vu pre´ce´demment, la ge´ne´ration de sce´narios n’est pas triviale meˆme lorsque les variables ne
sont pas corre´le´es. Il est important de conside´rer cette situation, puisqu’il n’est certainement
pas avantageux d’utiliser l’ACP lorsque les variables sont inde´pendantes. On se servira donc
directement des algorithmes QVAC pour ge´ne´rer les sce´narios.
La variance des distributions marginales U est donne´e par
V ar[U] = (eσ
2 − 1) e2µ+σ2
= (e1/2 − 1) e2 (200)+1/2
≈ 42 782 .
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On utilisera donc la QVAC1 avec
γn = 0.8×
√
42 782× K
K + n
. (5.36)
Avec la me´thode de QVAC1 tel que pre´sente´ au chapitre pre´ce´dent, si la valeur d’un centre
vnji se situe pre`s de 0 a` une ite´ration n donne´e et qu’on tire un e´chantillon infe´rieur a` cette
valeur, il se pourrait alors qu’elle «de´passe» l’axe des ordonne´es et prenne une valeur infe´-
rieure a` 0. Puisqu’une loi log-normale ne peut prendre de valeurs ne´gatives, on doit faire un
ajustement particulier a` la QVAC1 pour empeˆcher les sce´narios infe´rieurs a` 0. Nous avons
donc choisi d’attribuer une nouvelle valeur e´chantillonne´e a` partir de U a` tout centre qui
aurait e´te´ de´place´ vers une valeur ne´gative a` l’ite´ration n. Ce centre sera ensuite ite´re´ comme
tous les autres par la proce´dure normale de l’algorithme de QVAC1. Un ajustement de la
sorte est effectivement ne´cessaire pour toutes les distributions dont le domaine re´alisable est
borne´ infe´rieurement et/ou supe´rieurement, telles que la loi uniforme. Notons que les solutions
pre´sente´es dans le tableau 5.2 ont e´te´ obtenues sans appliquer cet ajustement et pourraient
donc eˆtre ame´liore´es a` l’aide de la proce´dure propose´e ici. Un avantage de la QVAC2 est que
le parame`tre de saut de´pend de la distance entre vji et un e´chantillon de Ui. Il n’y a donc
aucun risque d’obtenir des sce´narios ne´gatifs et l’algorithme ne requiert aucun ajustement
particulier.
Nous avons remarque´ durant les tests que les re´sultats obtenus en appliquant la QVAC 2
fois de suite e´taient meilleurs que si on ne l’exe´cutait qu’une fois. Autrement dit, la premie`re
imple´mentation sert d’initialisation des centres pour la deuxie`me. Il n’est cependant pas ne´-
cessaire d’exe´cuter l’algorithme plus de 2 fois. Elle peut donc eˆtre utilise´e avec un nombre
d’e´chantillons limite´ puisqu’on ne cherche pas directement la solution optimale, mais seule-
ment une initialisation raisonnable. Nous avons initialise´ les centres avec 5× 105 e´chantillons
a` partir desquels l’algorithme e´tait imple´mente´ une 2e fois avec 107 tirages. Les valeurs de
Z(x˜∗) obtenues a` partir des me´thodes de QVAC, de l’e´chantillonnage pur et de l’optimisation
de´terministe se retrouvent dans le tableau 5.6. La norme L2 a e´te´ utilise´e pour calculer les
probabilite´s de l’e´chantillonnage pur dont les re´sultats correspondent encore a` une moyenne
sur 10 imple´mentations.
Pour D = 2, les me´thodes de QVAC me`nent a` de meilleurs re´sultats que l’e´chantillon-
nage pur et l’optimisation de´terministe. On note cependant que la QVAC1 semble donner des
meilleurs re´sultats que la QVAC2. Ceci ne doit probablement pas eˆtre conside´re´ comme une
ge´ne´ralite´, mais plutoˆt comme une spe´cificite´ de notre proble`me du vendeur de journaux.
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Tableau 5.6 Solutions de la QVAC1, QVAC2, de l’e´chantillonnage pur (EP) et de l’optimisa-
tion de´terministe (OD)
−Z(x˜∗) −Z(x∗)
D K QVAC1 QVAC2 EP OD sol. exacte
2 5 998,45 989,70 975,79
963,14 1000,502 50 1000,17 999,47 996,25
2 100 1000,24 1000,11 997,78
10 50 4579,43 4911,49 4876,55
4865,69 5002,5010 100 4637,94 4949,04 4903,59
10 500 4929,51 4975,47 4952,79
En 10 dimensions, on remarque que la QVAC1 ge´ne`re des re´sultats de´sastreux. L’expli-
cation de ce phe´nome`ne est en lien avec la tendance des sce´narios ge´ne´re´s avec la norme L1
(resp. L2) de se rapprocher de la me´diane (resp. moyenne) lorsque la dimension augmente.
Nous avions e´galement mentionne´ cette caracte´ristique lors de l’analyse de la me´thode des
copules. Ainsi, les sce´narios obtenus par la discre´tisation de U, dont les distributions mar-
ginales suivent une loi Log-N (log(200), 1/2), avec la QVAC1 se trouveront pre`s du vecteur
me´dian ν1/2 = (200, ..., 200)T tandis que ceux de la QVAC2 se concentreront autour du vec-
teur moyen µ ≈ (257, ..., 257)T . E´tant donne´ que la solution optimale du proble`me du vendeur
de journaux avec notre choix des parame`tres est x∗ = F−1U (3/4) ≈ (322, ..., 322), il n’est pas
surprenant que les gains obtenus avec la norme L2 soient supe´rieurs. A` moins de conside´rer
jusqu’a` 500 sce´narios, la QVAC1 demeure encore pire que l’optimisation de´terministe, ou` seul
le vecteur moyen est conside´re´. La QVAC2 est l’algorithme le plus efficace pour ce proble`me
en 10 dimensions. Les couˆts obtenus par cette me´thode avec 50 et 100 sce´narios sont simi-
laires a` ceux de l’e´chantillonnage pur avec 100 et 500 sce´narios respectivement. Ne´anmoins,
les couˆts de la QVAC2 et de l’e´chantillonnage pur ne sont pas si loin de celles de l’optimisa-
tion de´terministe lorsque K = 50. En bref, il est clair qu’un grand nombre de sce´narios doit
eˆtre conside´re´ pour que l’optimisation stochastique soit profitable en dimension e´leve´e. No-
tons cependant que meˆme si 500 sce´narios peuvent paraˆıtre comme beaucoup, cette quantite´
repre´sente environ la moitie´ de ceux qui seraient obtenus par la combinaison de 2 sce´narios
marginaux pour chacune des 10 dimensions (210 = 1024).
On conside`re maintenant le proble`me du vendeur de journaux multidimensionnel (5.35)
ou` les distributions marginales Ui suivent une loi log-normale de moyenne µi = log 200 et
sont corre´le´es. On e´valuera les me´thodes de ge´ne´ration de sce´narios sur un vecteur ale´atoire
U a` 10 dimensions. A` la sous-section sur l’ACP, on avait obtenu une matrice des covariances a`
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partir d’un ensemble de donne´es confidentielles sur la demande en employe´s dans le domaine
de la restauration. On s’en servira a` nouveau pour calculer les covariances de Ui = e
Xi , ou`
X = (X1, ...,XD) suit une loi multinormale avec la matrice des covariances trouve´e pre´ce´-
demment. La moyenne de la valeur absolue des corre´lations utilise´es pour les variables Ui est
0,329. On suppose encore que bi = 5, ci = 2 et ri = 1 ∀ i ∈ {1, ..., D}.
Notons que le programme stochastique (5.35) ne de´pend pas des corre´lations entre les
distributions marginales. Il peut donc eˆtre divise´ en D sous-proble`mes et il suffirait de discre´-
tiser les distributions marginales individuellement. La qualite´ des solutions pour ce proble`me
refle`te donc la capacite´ des me´thodes de ge´ne´ration de sce´narios a` bien repre´senter les distri-
butions marginales, mais ne de´pend pas de la repre´sentation des corre´lations. Il serait possible
de cre´er des PS stochastiques dont les solutions de´pendent des corre´lations, mais ceux-ci ne
peuvent ge´ne´ralement pas eˆtre re´solus analytiquement comme on l’a fait pour le proble`me du
vendeur de journaux. Pour reme´dier a` cet inconve´nient, on pourrait utiliser une tre`s grande
quantite´ de sce´narios et ainsi trouver une solution assez pre`s du minimum global, a` partir de
laquelle on compare les autres solutions obtenues. Or, ces sce´narios doivent eˆtre ge´ne´re´s par
une me´thode diffe´rente de celles qui sont teste´es pour e´viter de biaiser les re´sultats (Kaut et
Wallace (2003)). Supposons par exemple que la QVAC2 est utilise´e avec un grand nombre de
sce´narios pour obtenir une approximation de la solution optimale. Il y a alors plus de chances
que les solutions obtenues par la QVAC2 s’apparentent a` l’estimation de la solution optimale
que pour toute autre me´thode teste´e. Par conse´quent, il serait pre´fe´rable d’approximer la so-
lution optimale a` partir de l’e´chantillonnage pur pour eˆtre en mesure de tester les me´thodes
de QVAC et d’ACP e´quitablement. Cependant, meˆme avec 10 000 sce´narios, l’EP me`ne a`
une erreur d’approximation e(Z, Z˜) = 8, 01 pour le programme stochastique (5.35) lorsque
les distributions marginales sont inde´pendantes, ce qui est beaucoup trop loin de la solution
optimale. Il est donc fort probable qu’une solution obtenue par e´chantillonnage pur avec une
grande quantite´ de sce´narios ne puisse servir d’e´chelon pour tester nos me´thodes avec un PS
quelconque. Par conse´quent, le programme stochastique (5.35) sera conside´re´ pour e´valuer
la ge´ne´ration de sce´narios sur des variables ale´atoires de´pendantes, meˆme s’il ne permet pas
d’e´valuer la capacite´ des me´thodes a` bien estimer les corre´lations.
Lorsque les distributions marginales sont inde´pendantes, nous avons vu qu’en prenant
suffisamment de sce´narios, les me´thodes de QVAC conduisaient a` des gains conside´rable-
ment supe´rieurs a` ceux de l’e´chantillonnage pur et de l’optimisation de´terministe. On peut
se convaincre qu’on en arriverait aux meˆmes conclusions lorsque les variables sont corre´le´es.
Nous avons donc seulement compare´ les solutions de la QVAC2 et de l’ACP pour le proble`me
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de´crit ci-dessus. Pour choisir le nombre de composantes principales M , nous avons calcule´
la distance de Wasserstein en fonction de M pour chaque instance puis avons choisi celle
qui minimisait d1(U,V), comme il a e´te´ fait a` la figure 5.9. Avec 50 et 100 sce´narios, on
trouve que la distance de Wasserstein minimale est atteinte avec 6 composantes principales,
qui expliquent 92,3 % de la variance. Lorsque K = 500, on trouve cependant que l’on devrait
utiliser toutes les 10 composantes principales, ce qui revient a` discre´tiser U directement a`
partir de la QVAC2. Nous avons donc e´galement utilise´ l’ACP avec 6 composantes princi-
pales lorsque 500 sce´narios sont ge´ne´re´s afin de comparer les deux me´thodes. Les re´sultats se
retrouvent dans le tableau 5.7.
Tableau 5.7 Solutions de la QVAC2 et de l’ACP avec 6 composantes principales sur le pro-
ble`me du vendeur de journaux.
−Z(x˜∗) −Z(x∗)
D K QVAC2 ACP sol.exacte
10 50 4867,04 4873,02
4950,4510 100 4908,37 4908,88
10 500 4941,01 4940,28
Avec 50 et 100 sce´narios, on constate que l’ACP permet d’obtenir des gains modestes par
rapport a` la QVAC2. Lorsque K = 500, on avait de´termine´ en se basant sur les valeurs des
distances de Wasserstein obtenues qu’il serait pre´fe´rable d’utiliser 10 composantes principales
plutoˆt que 6. On observe donc de meilleures solutions de la QVAC2 pour ce cas, en accord
avec nos pre´dictions. Ces re´sultats nous permettent de conclure deux choses. Premie`rement,
on constate que l’ACP permet souvent d’ame´liorer les solutions de la QVAC lorsqu’il y
a pre´sence de corre´lations entre les distributions marginales, particulie`rement lorsque peu
de sce´narios sont utilise´s. Deuxie`mement, il y a effectivement un lien entre la distance de
Wasserstein et les solutions obtenues par l’optimisation stochastique. Bien qu’une valeur de
d1(U,V) infe´rieure ne garantisse pas une meilleure solution, il semble clairement y avoir une
tendance des sce´narios minimisant la distance de Wasserstein a` produire des solutions de
meilleure qualite´. Il est donc pertinent de choisir le nombre de composantes principales en
fonction de la capacite´ de l’ACP a` minimiser d1(U,V).
5.2 Distribution inconnue
On conside`re maintenant les proble`mes pour lesquels la distribution du vecteur ale´atoire
est inconnue. C’est-a`-dire que l’on suppose posse´der un ensemble de donne´es historiques a`
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partir desquelles il est difficile d’estimer une loi probabiliste, soit a` cause d’une quantite´ de
donne´es insuffisantes ou parce que la distribution posse`de beaucoup trop de parame`tres. Le
but de cette section est de comparer les algorithmes d’e´change des centres et de Lloyd (dis-
cret), qui permettent de ge´ne´rer les sce´narios directement a` partir des donne´es.
On commence par conside´rer le cas unidimensionnel. Nous analyserons les algorithmes de
partitionnement de donne´es a` partir d’e´chantillons provenant de la distribution suivante :
U ∼ I1 N (−1, 1) + I2 G(5, 1) + I3 (5 + 2 · B(5, 2)) , (5.37)
ou`
– N (−1, 1) est une loi normale avec µ = −1 et σ2 = 1
– G(5, 1) est une loi gamma avec parame`tres de forme k = 5 et d’e´chelle θ = 1
– B(5, 2) est une loi beta avec parame`tres de forme α = 5 et β = 2
– P est une loi de probabilite´ discre`te qui prend les valeurs q =1, 2 ou 3 avec probabilite´s
respectives p1 = 0, 3, p2 = 0, 5 et p3 = 0, 2.
–
Iq =
1 si P = q0 sinon . (5.38)
Figure 5.14 Histogramme de 1000 e´chantillons de U re´partis dans 30 classes.
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Nous avons choisi cette distribution pour son coˆte´ he´te´roclite, ce qui la rend tre`s difficile
a` estimer a` l’aide d’un ensemble de donne´es typiques. Un exemple d’histogramme avec 30
classes obtenu a` partir de 1000 e´chantillons de U est repre´sente´ sur la figure 5.14. Notons
toutefois que meˆme s’il est pratiquement impossible d’obtenir la bonne forme de la distri-
bution, il n’est pas clair que les sce´narios devraient eˆtre ge´ne´re´s directement a` partir des
donne´es pour autant. Il semblerait e´galement plausible que l’histogramme repre´sente´ a` la fi-
gure 5.14 provienne d’une fonction de densite´ forme´e par la combinaison de trois gausiennes.
Il est donc probable que l’on puisse trouver une re´gression acceptable de la distribution a`
l’aide des fonctions a` base radiale, par exemple. Meˆme si elle n’est pas exacte, la distribu-
tion ainsi estime´e me`nerait peut-eˆtre a` des sce´narios similaires a` ceux obtenus a` partir de
la vraie loi de probabilite´. Ce questionnement est en lien avec l’e´laboration d’un crite`re per-
mettant de de´terminer s’il est pre´fe´rable d’estimer la distribution ou non, que nous laissons
ouvert a` de futures recherches. La distribution e´nonce´e ci-dessus nous permettra ne´anmoins
de comparer les solutions obtenues a` l’aide des algorithmes de Lloyd et d’e´change des centres.
Dans le cas multidimensionnel, on supposera que les distributions marginales suivent
toutes la meˆme loi que U et sont non corre´le´es. Notons que si les variables e´taient corre´le´es, il
serait encore plus difficile de de´finir la distribution multinomiale puisqu’il faudrait estimer les
corre´lations en plus des parame`tres des distributions marginales. Notre me´thode sera teste´e
sur des ensembles de 1000 e´chantillons de U.
Les re´sultats des algorithmes d’e´change des centres et de Lloyd1 (discret) sont pre´sente´s
dans le tableau 5.8. On constate que le premier offre de meilleurs re´sultats lorsque la dimen-
sion est faible tandis que le second conduit a` de meilleures solutions en dimension e´leve´e. Il
faut se rappeler que l’algorithme d’e´change des centres traite le proble`me des k-me´do¨ıdes, ou`
les centres sont contraints a` eˆtre place´s sur des points de donne´es. Pour un proble`me a` D
dimensions, le choix d’un seul centre correspond a` se´lectionner D sce´narios marginaux a` la
fois. Par conse´quent, plus la dimension est e´leve´e, moins bonnes sont les chances de trouver
des centres parmi l’ensemble de donne´es dont la valeur de chacune des dimensions discre´-
tise ade´quatement les distributions marginales. Peu importe la dimension, l’avantage d’un
algorithme par rapport a` l’autre se fait surtout remarquer lorsque le nombre de sce´narios
devient grand. On note que le temps de convergence de l’algorithme d’e´change des centres
est beaucoup plus long (O(N2D2)) que celui de Lloyd1, mais reste tout de meˆme raisonnable.
Nous avons mentionne´ au chapitre pre´ce´dent que l’algorithme de Lloyd1 ge´ne´rait une
suite de solutions non croissantes et qu’il e´tait donc possible de l’exe´cuter apre`s l’algorithme
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Tableau 5.8 Distance de Wasserstein et temps de convergence des algorithmes d’e´change des
centres (EC) et de Lloyd1 (discret).
EC Lloyd1
D K d1(U,V) temps (s) d1(U,V) temps (s)
1 5 0,5409 1,80 0,5653 0,005
1 50 0,0549 77,83 0,0853 0,011
1 100 0,0241 234,37 0,0437 0,018
2 5 2,255 1,50 2,321 0,009
2 50 0,682 80,3 0,712 0,022
2 100 0,446 210,90 0,459 0,026
10 5 24,735 1,83 23,991 0,058
10 50 17,051 65,82 15,712 0,071
10 100 14,767 235,40 12,999 0,132
d’e´change des centres pour peaufiner les re´sultats. Nous avons cependant trouve´ que le gain
de´coulant de cette proce´dure est tre`s faible et elle n’a donc pas e´te´ envisage´e.
La figure 5.15 repre´sente les 50 sce´narios obtenus par l’algorithme d’e´change des centres
a` partir des 1000 e´chantillons de U utilise´s pour tester les me´thodes de partitionnement de
donne´es en 2 dimensions. Il est aussi inte´ressant d’observer la capacite´ de cet algorithme a` es-
timer les premiers moments marginaux de la distribution, conside´rant qu’il s’agit de l’unique
objectif de certaines me´thodes de ge´ne´ration de sce´narios. Les espe´rances et variances mar-
ginales des 1000 donne´es et 50 sce´narios repre´sente´s sur la figure 5.15 sont affiche´es dans le
tableau 5.9. On remarque que les moments des sce´narios marginaux Vi sont assez pre`s de
ceux de l’ensemble de donne´es Ui. L’algorithme d’e´change des centres ge´ne`re donc des arbres
de sce´narios qui respectent tre`s bien les premiers moments de la distribution.
Tableau 5.9 Espe´rance et variances marginales des 1000 e´chantillons (Ui) et des 50 sce´narios
(Vi).
U1 V1 U2 V2
E 3,56 3,53 3,41 3,36
V ar 11,58 11,32 11,85 11,69
Nous avons a` nouveau teste´ les sce´narios ge´ne´re´s sur le proble`me du vendeur de journaux,
avec les meˆmes parame`tres que pre´ce´demment. La distribution conside´re´e dans cette section
peut prendre des valeurs ne´gatives. Physiquement, ces re´alisations ne sont pas re´alistes puis-
qu’elles repre´sentent une demande ne´gative, mais le proble`me reste tout de meˆme valide du
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Figure 5.15 Repre´sentation de 50 sce´narios (points bleus) obtenus par l’algorithme d’e´change
des centres repre´sentant 1000 donne´es (croix rouges).
point de vue mathe´matique. On suppose que l’ensemble de 1000 donne´es englobe la totalite´
des e´ve´nements re´alisables. Les couˆts Z(x∗) et Z˜(x˜∗) correspondent donc respectivement aux
programmes stochastiques re´solus a` partir de 1000 et K sce´narios. Les re´sultats sont pre´sen-
te´s dans le tableau 5.10. Les solutions exactes ont e´te´ obtenues en optimisant le proble`me
du vendeur de journaux avec 1000 sce´narios de probabilite´s e´gales, correspondant aux e´chan-
tillons utilise´s pour le partitionnement de donne´es.
Sauf pour l’instance avec 5 sce´narios en une dimension, on constate que les algorithmes
de partitionnement de donne´es engendrent des solutions plus pre`s du minimum global que
l’optimisation de´terministe, ou` seul le vecteur de la moyenne des distributions marginales est
conside´re´. Il ne semble pas y avoir une me´thode nettement plus avantageuse entre l’algorithme
d’e´change des centres et celui de Lloyd1. Sur certaines instances, la me´thode de Lloyd1 donne
de meilleurs re´sultats que l’e´change des centres et vice versa. Dans tous les cas, les re´sultats
sont excellents lorsque 50 sce´narios ou plus sont conside´re´s. Nos me´thodes de ge´ne´ration
de sce´narios nous permettent donc d’obtenir des solutions tre`s pre`s de l’optimalite´ avec
seulement 50 sce´narios repre´sentant 1000 donne´es. En comparant avec le tableau 5.8, on
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Tableau 5.10 Couˆts des solutions des algorithmes d’e´change des centres (EC), de Lloyd1 et
de l’optimisation de´terministe pour le proble`me du vendeur de journaux avec un ensemble
de 1000 donne´es.
−Z(x˜∗) −Z(x∗)
D K EC Lloyd1 OD sol. exacte
1 5 4,0901 5,2590
5,2356 7,31591 50 7,2516 6,6881
1 100 7,2541 7,3099
2 5 13,9803 13,9911
10,0742 14,01222 50 14,0085 14,0054
2 100 14,1030 14,0109
10 5 61,1572 61,8168
44,9931 64,972610 50 64,8789 64,7160
10 100 64,9232 64,8457
remarque que meˆme si la distance de Wasserstein obtenue par l’algorithme d’e´change des
centres e´tait infe´rieure a` celle de la me´thode de Lloyd1 en une dimension, nous avons obtenu
de meilleurs re´sultats avec cette dernie`re lorsque K = 5 et K = 100. On en de´duit que
la minimisation de la distance de Wasserstein ne conduit pas ne´cessairement a` une erreur
d’approximation e(Z, Z˜) minimale. E´tant donne´ la rapidite´ et la simplicite´ de l’algorithme de
Lloyd, il est sans doute plus pratique de privile´gier cette me´thode par rapport a` l’e´change des
centres dans la plupart des cas. Rappelons cependant que pour la discre´tisation d’un vecteur
ale´atoire discret, il peut eˆtre pre´fe´rable de choisir l’algorithme d’e´change des centres pour que
les sce´narios obtenus correspondent a` des points de donne´es.
5.3 Application
Nous conside´rons maintenant le proble`me de confection d’horaires d’employe´s traite´ par
Pacqueau (2011). L’objectif du programme stochastique est de minimiser les couˆts lie´s au
salaire des travailleurs d’une entreprise ou` le nombre d’employe´s requis a` chaque instant de
la journe´e est incertain. Celle-ci est divise´e en 96 pe´riodes de 15 minutes ; le vecteur ale´atoire
correspond donc a` la demande en employe´s quotidienne et comporte 96 dimensions. Les dif-
fe´rents ensembles contenus dans le proble`me sont pre´sente´s dans le tableau 5.11.
L’entreprise e´tudie´e posse`de des employe´s a` temps plein et a` temps partiel, qui se distinguent
par leur salaire et la longueur des quarts de travail. La fabrication des horaires de travail
repose sur l’assignation des quarts aux employe´s a` temps plein, a` temps partiel, des pauses
et des heures supple´mentaires. Les variables de de´cision se retrouvent dans le tableau 5.12.
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Tableau 5.11 Ensembles du proble`me.
Notation Signification
P Ensemble des pe´riodes
J Ensemble des quarts re´guliers
JP Ensemble des quarts a` temps partiel
H Ensemble des heures supple´mentaires
M Ensemble des pauses
Ξ Ensemble des e´ve´nements ale´atoires
Tableau 5.12 Variables de de´cision du proble`me
Notation Signification
Sj Nombre d’employe´s assigne´s au quart j ∈ J
SP uj Nombre d’employe´s assigne´s au quart a` temps partiel
j ∈ JP pour la re´alisation u ∈ Ξ
SHuh Nombre de fois ou` l’heure supple´mentaire h ∈ H est
attribue´e pour la re´alisation u ∈ Ξ
Bum Nombre d’employe´s a` temps plein utilisant la pause m ∈
M pour la re´alisation u ∈ Ξ
Xujm Nombre d’employe´s assigne´s au quart j et utilisant la
pause m pour la re´alisation u ∈ Ξ
XHujh Nombre d’employe´s assigne´s au quart j et effectuant
l’heure supple´mentaire h pour la re´alisation u ∈ Ξ
SCup Nombre d’employe´s manquants a` la pe´riode p ∈ P afin
de re´pondre a` la demande pour la re´alisation u ∈ Ξ
(sous-couverture)
Finalement, les constantes apparaissant dans le programme stochastique sont explique´es dans
le tableau 5.13.
Avec la notation de´finie ci-haut, la fonction objectif se formule comme suit :
min
∑
j∈J
cjSj +
∑
u∈Ξ
pu
[∑
j∈JP
cpjSP
u
j +
∑
h∈H
cshSH
u
h +
∑
p∈P
csc SCup
]
(5.39)
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Tableau 5.13 Constantes du proble`me.
Notation Signification
cj Couˆt du quart j ∈ J
cpj Couˆt du quart a` temps partiel j ∈ JP
csh Couˆt du bloc d’heures supple´mentaires h ∈ H
csc Couˆt de la sous-couverture (identique pour toutes les
pe´riodes)
pu Probabilite´ de l’e´ve´nement u ∈ Ξ
Dup Demande a` la pe´riode p ∈ P pour la re´alisation u ∈ Ξ
Ajp Vaut 1 si le quart j ∈ J couvre la pe´riode p ∈ P , 0 sinon
APjp Vaut 1 si le quart a` temps partiel j ∈ JP couvre la
pe´riode p ∈ P , 0 sinon
AKmp Vaut 1 si la pause m ∈ M couvre la pe´riode p ∈ P , 0
sinon
AHhp Vaut 1 si le bloc d’heures supple´mentaires h ∈ H couvre
la pe´riode p ∈ P , 0 sinon
Qjm Vaut 1 si la pause m ∈ M est compatible avec le quart
j ∈ J , 0 sinon
Rjh Vaut 1 si le bloc d’heures supple´mentaires h ∈ H est
compatible avec le quart j ∈ J , 0 sinon
et est soumise aux contraintes suivantes :
s.c.
∑
j∈J
AjpSj +
∑
j∈JP
APjpSP
u
j −
∑
m∈M
AKmpB
u
m
+
∑
h∈H
AHhpSH
u
h + SC
u
p ≥ Dup ∀ (u, p) ∈ (Ξ, P ) (5.40)∑
m∈M
QjmX
u
jm − Sj = 0 ∀ (u, j) ∈ (Ξ, J) (5.41)∑
j∈J
QjmX
u
jm −Bum = 0 ∀ (u,m) ∈ (Ξ,M) (5.42)∑
h∈H
RjhXH
u
jh ≤ Sj ∀ (u, j) ∈ (Ξ, J) (5.43)∑
j∈J
RjhXH
u
jh − SHuh = 0 ∀ (u, h) ∈ (Ξ, H) (5.44)
Sj, SP
u
j , SH
u
h , B
u
m, X
u
jm, XH
u
jh ∈ Z+ ∀ (u, j, h,m) ∈ (Ξ, J,H,M). (5.45)
Le seul parame`tre ale´atoire de ce proble`me correspond a` la demande D = (D1, ..., D96). La
ge´ne´ration de sce´narios pour ce proble`me consiste donc a` discre´tiser la demande par un en-
semble de vecteurs Dj = (Dj1, ..., D
j
96), j = 1, ..., K auxquels on associe des probabilite´s pj.
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Puisque la demande en employe´s ne prend que des valeurs entie`res positives, on cherche des
sce´narios Dj ∈ N96 ∀ j. Nous re´solvons ici le PS a` partir d’un ensemble de donne´es histo-
riques provenant du secteur de la restauration, qui contient la demande en employe´s pre´vue
par l’entreprise au moment de fabriquer les horaires ainsi que la demande re´ellement observe´e
la journe´e meˆme 3. Les donne´es ont e´te´ recueillies sur 4 semaines distance´es dans l’anne´e. La
demande prend des valeurs entie`res et n’exce`de pas plus de 8 employe´s pour tous nos trois
ensembles de donne´es. Un exemple d’une re´alisation de la demande en employe´s au cours
d’une journe´e est repre´sente´ sur la figure 5.16.
Figure 5.16 Exemple de re´alisation de la demande en employe´s au cours d’une journe´e
Le programme stochastique e´tant pose´, il faut re´fle´chir a` quelle serait la meilleure me´thode
de ge´ne´ration de sce´narios pour notre proble`me parmi celles pre´sente´es dans ce me´moire. No-
tons que la demande ne suit certainement pas la meˆme loi pour tous les jours de la semaine.
Par exemple, le nombre d’employe´s requis risque d’eˆtre diffe´rent la semaine et la fin de se-
maine. Il faudrait donc ge´ne´rer des sce´narios pour chaque jour de la semaine individuellement.
Or, on posse`de seulement 27 donne´es 4 re´parties sur 4 semaines de l’anne´e, ce qui correspond
a` 4 donne´es par jour de semaine, une quantite´ bien insuffisante pour la ge´ne´ration de sce´na-
rios. Pour reme´dier a` ce proble`me, on profite du fait que l’on connaˆıt e´galement la demande
en employe´s qui avait e´te´ pre´dite par les entreprises. La demande pre´vue tient compte entre
3. La demande en employe´s ne peut e´videmment pas eˆtre mesure´e directement. Elle est de´duite par les
entreprises a` partir de facteurs tels que le nombre de transactions aux caisses.
4. Nous ne posse´dons pas 28 donne´es puisque l’ensemble contenait un jour fe´rie´.
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autres choses du jour de la semaine et de la pe´riode de l’anne´e. Il est donc plausible que la
diffe´rence
θnp = Dnp − D̂np, p = 1, ..., 96 ; n = 1, ..., 28 (5.46)
entre les demandes observe´e Dnp et pre´vue D̂np de la p
e pe´riode suive la meˆme loi inde´pen-
damment du jour n. On supposera donc que θnp repre´sente des observations d’une variable
ale´atoire θp. Ainsi, on commencera par ge´ne´rer les sce´narios a` partir des donne´es θnp. Ceux
de la demande observe´e Dnp seront ensuite obtenus en additionnant la demande pre´vue D̂np
aux sce´narios de θp.
Remarquons qu’il aurait aussi e´te´ possible de ge´ne´rer des sce´narios a` partir du rapport
Dnp/D̂np. Cependant, ces rapports peuvent prendre des valeurs fractionnelles. Les sce´narios
de demande pre´vue ne seraient donc plus ne´cessairement entiers et il faudrait proce´der a` leur
arrondissement. Cette relaxation line´aire est peut eˆtre envisageable lorsque la demande en
employe´s est e´leve´e, mais elle induit une grosse erreur d’approximation pour des valeurs plus
faibles de Dnp. L’e´cart relatif entre 70,6 et 71 employe´s, par exemple, est bien moins grand
que celui entre 1,6 et 2 employe´s.
On ve´rifie maintenant s’il est possible d’estimer la distribution de θp, qui comprend l’es-
timation des distributions marginales, de leurs parame`tres et de la matrice des corre´lations.
Puisqu’on ne posse`de que 27 donne´es, il serait assez difficile d’estimer la distribution de
notre vecteur ale´atoire a` 96 dimensions. On pourrait alors ve´rifier si la distribution de θp
semble eˆtre la meˆme pour certaines pe´riodes. Le cas e´che´ant, il serait possible d’estimer la loi
de probabilite´ pour ces pe´riodes a` partir de la somme des donne´es recueillies pour chacune
d’entre elles. Or, la demande ne prend que des valeurs entie`res entre 0 et 8. Les distributions
marginales θp doivent donc eˆtre repre´sente´es par des lois de probabilite´ entie`res. Bien que
la QVAC puisse tirer avantage de la connaissance d’une distribution ale´atoire continue, elle
n’est malheureusement pas conc¸ue pour quantifier des variables ale´atoires discre`tes. En fait,
l’algorithme de Lloyd (discret) ne permet pas de ge´ne´rer des sce´narios entiers non plus. E´tant
donne´ la faible quantite´ de donne´es et la distribution entie`re de la demande, nous avons choisi
de ge´ne´rer les sce´narios a` partir de l’algorithme d’e´change des centres. Ce dernier garantit
l’obtention de sce´narios entiers, puisqu’il les se´lectionne parmi les points de donne´es.
L’algorithme d’e´change des centres tel que pre´sente´ dans ce me´moire choisit les sce´narios
selon la norme L1. Il serait e´galement possible de choisir les centres en utilisant la distance L2.
Nous avons vu dans plusieurs cas que la qualite´ des solutions obtenues par les deux normes
e´tait tre`s similaire. Nous avons cependant pre´fe´re´ utiliser la norme L1 puisqu’il est plus pro-
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bable pour la me´diane ν
1/2
p d’une dimension p de prendre une valeur entie`re 5 que pour sa
moyenne, ce qui simplifiera la proce´dure de ge´ne´ration de sce´narios pre´sente´e ci-dessous.
L’algorithme d’e´change des centres servira donc a` partitionner notre ensemble de N = 27
donne´es de dimension D = 96 pour former les sce´narios. Nous avons vu que la minimisa-
tion de la distance de Wasserstein par l’algorithme d’e´change des centres est plus difficile en
dimension e´leve´e, mais ne requiert pas plus de temps (voir tableau 5.8). Nous savons e´ga-
lement que l’analyse par composantes principales peut eˆtre be´ne´fique en dimension e´leve´e
lorsqu’il y a pre´sence de corre´lations ou de grandes diffe´rences entre les variances marginales.
Malheureusement, elle ne permet pas d’obtenir des sce´narios entiers. Base´s sur ces re´sultats,
nous proposons l’heuristique suivante dont le principe est similaire a` l’ACP, soit de re´duire
la dimension effective du proble`me tout en conservant une grande proportion des variances
et covariances :
1. Se´lectionner un ensemble de dimensions p dont la distance moyenne δp par rapport a`
la me´diane est supe´rieure ou e´gale a` une certaine valeur critique δ∗
2. Former des sous-ensembles a` partir des dimensions qui sont les plus corre´le´es entre elles
3. Ge´ne´rer des sce´narios «locaux» pour chaque sous-ensemble avec l’algorithme d’e´change
des centres
4. Former des sce´narios «globaux» par combinaison des sce´narios locaux
Nous expliquons maintenant plus en de´tail les e´tapes de l’heuristique a` partir des donne´es
provenant du domaine de la restauration. Le magasin conside´re´ est ouvert pour 64 pe´riodes de
15 minutes au cours de la journe´e (sur une possibilite´ de 96). Notre proble`me est donc re´duit
a` 64 dimensions, ce qui reste tout de meˆme beaucoup trop pour obtenir une ge´ne´ration de
sce´narios de qualite´. On proce`de donc a` une nouvelle re´duction de la dimension en premie`re
e´tape de l’heuristique, ou` l’on conserve seulement celle dont la distance moyenne par rapport
a` la me´diane :
δp =
1
N
N∑
n=1
|θnp − ν1/2p | , p = 1, ..., P (5.47)
est supe´rieure ou e´gale a` une valeur critique δ∗. Il est ainsi possible d’e´liminer (resp. conser-
ver) autant de dimensions que l’on de´sire en augmentant (resp. diminuant) la valeur de δ∗.
La justification de cette proce´dure provient du fait que si la valeur de δp est petite pour
une dimension donne´e, alors la demande de cette pe´riode sera bien repre´sente´e par sa va-
leur me´diane. La figure 5.17 repre´sente la distance moyenne par rapport a` la me´diane de
5. En fait, la me´diane sera toujours entie`re dans notre cas puisque nous avons un nombre impair de
donne´es (27).
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chaque dimension, ou` la droite horizontale correspond a` la valeur critique choisie pour cet
ensemble de donne´es. On observe que les pe´riodes en milieu de journe´e posse`dent une plus
grande variance de la demande, ce qui est tre`s plausible, puisqu’elles sont normalement les
plus achalande´es.
Sur les 64 pe´riodes pendant lesquelles le magasin est ouvert, on aimerait en conserver entre
30 et 40 pour la ge´ne´ration de sce´narios. De cette manie`re, il sera plus facile de les re´partir
en sous-ensembles de taille raisonnable en 2e e´tape. On trouve alors que le seuil devrait se
situer entre 19/27 et 22/27. On posse`de respectivement 4, 1, 3 et 8 pe´riodes dont la distance
moyenne par rapport a` la me´diane se trouve entre 19/27 et 22/27. Nous avons donc choisi
d’e´tablir le seuil a` δ∗ = 20/27, qui correspond a` la distance par rapport a` la me´diane d’une
seule dimension et permet d’obtenir un plus grand e´cart entre les dimensions conside´re´es et
rejete´es. Avec ce choix pour δ∗, 30 dimensions sont e´limine´es du proble`me de ge´ne´ration de
sce´narios et seront repre´sente´es par leur valeur me´diane.
Figure 5.17 Distances moyennes des demandes de chaque pe´riode par rapport a` leur me´diane
Il nous reste 34 pe´riodes pour lesquelles nous devons ge´ne´rer les sce´narios marginaux, ce
qui repre´sente encore un grand nombre de dimensions. Nous les avons donc divise´s en sous-
ensembles Φm, m = 1, ...,M de pe´riodes posse´dant de fortes corre´lations. Pour ce faire, on
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commence par regrouper les dimensions dont l’estimateur de la corre´lation de´fini par
rpq =
∑N
n=1(θnp − θp)(θnq − θq)√∑N
n=1(θnp − θp)2
∑N
n=1(θnq − θq)2
(5.48)
(ou` θp correspond a` la moyenne arithme´tique de θp pour la pe´riode p) est supe´rieur a` une
certaine valeur critique r∗. Si deux dimensions posse`dent une corre´lation supe´rieure a` r∗, alors
elles doivent se retrouver dans le meˆme sous-ensemble. Puisque deux pe´riodes peu espace´es
dans le temps ont plus de chance d’eˆtre corre´le´es, on associe celles qui n’ont aucune corre´la-
tion estime´e supe´rieure a` r∗ au sous-ensemble Φm avec lequel l’e´cart de temps est le plus petit.
Si une pe´riode est situe´e exactement entre 2 sous-ensembles, alors nous avons arbitrairement
choisi de l’associer au sous-ensemble le plus toˆt. Cette proce´dure est sche´matise´e sur la figure
5.18, ou` nous avons choisi une corre´lation seuil r∗ = 0, 6. Cette de´cision repose sur le fait qu’il
ne nous semble pas essentiel que les sce´narios des pe´riodes dont la corre´lation est infe´rieure
a` ce seuil soient ge´ne´re´s ensemble, tandis que celles qui ont une corre´lation supe´rieure a` 0,6
doivent clairement eˆtre conside´re´es simultane´ment.
Figure 5.18 Sous-ensembles de dimensions fortement corre´le´es (couleur) (figure de gauche).
Association des dimensions faiblement corre´le´es (gris) aux sous-ensembles les plus pre`s (figure
de droite).
Les 34 dimensions restantes sont donc divise´es en M = 4 sous-ensembles Φm, m = 1, ..., 4
de 10, 6, 10 et 8 pe´riodes respectivement (e´nume´re´s en ordre croissant dans le temps). On
constate qu’il n’y a pas de «croisements» entre les dimensions appartenant a` chaque sous-
ensemble. C’est-a`-dire que si deux pe´riodes font partie de Φm pour un m quelconque, alors
toutes celles qui se trouvent entre les deux premie`res appartiennent e´galement a` Φm. Ce
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re´sultat est logique puisqu’intuitivement, il est clair que deux pe´riodes successives ont plus
de chance d’eˆtre corre´le´es. La proce´dure choisie pour associer les dimensions restantes aux
sous-ensembles initiaux permet e´galement d’e´viter les croisements possibles entre les pe´riodes.
Ayant re´duit les 64 dimensions de notre proble`me initial, nous pouvons maintenant pro-
ce´der a` la ge´ne´ration de sce´narios des vecteurs θm, m = 1, ...,M forme´s a` partir des dis-
tributions marginales des dimensions de Φm, posse´dant tous moins de 11 pe´riodes. Puisque
les pe´riodes semblent toutes avoir environ la meˆme influence sur le programme stochastique
(5.39) pour chaque groupe Φm, il n’est pas ne´cessaire d’appliquer la transformation pre´sente´e
a` la proposition 3.4. Tel que mentionne´ pre´ce´demment, nous avons choisi d’utiliser l’algo-
rithme d’e´change des centres, puisqu’il permet d’obtenir des sce´narios entiers de θm et de la
demande par conse´quent. Les sce´narios obtenus a` cette e´tape seront dits «locaux», puisqu’il
repre´sente seulement une partie des dimensions de la demande journalie`re D = (D1, ..., D96).
Nous avons choisi la quantite´ de sce´narios locaux Km proportionnellement au nombre de di-
mensions des sous-ensembles Φm. Les sce´narios «globaux» sont forme´s par combinaison des
sce´narios locaux, d’une manie`re analogue a` ce qui avait e´te´ fait pour l’heuristique de qua-
drillage. Le programme stochastique (5.39) peut eˆtre re´solu avec K = 500 sce´narios (globaux)
en un temps raisonnable a` l’aide de l’algorithme de´veloppe´ par Pacqueau (2011). Celui-ci cor-
respond a` une heuristique base´e sur la me´thode L-shaped, ou` l’on re´sout d’abord (5.39) en
appliquant une relaxation line´aire aux sous-proble`mes (il y en a un par sce´nario), puis en
fixant les variables dont la partie fractionnaire est supe´rieure a` 0,8. On re´sout la relaxation
line´aire a` nouveau et on re´pe`te le processus jusqu’a` ce que toutes les variables soient fixe´es.
On obtient finalement une solution en proce´dant a` la re´solution en valeur entie`re du proble`me
maˆıtre.
Ainsi, en choisissant Km = |Φm|/2, m = 1, ..., 4, ou` |Φm| est le cardinal de Φm, on obtient
respectivement 5, 3, 5 et 4 sce´narios locaux de θm pour un total de K = 5× 3× 5× 4 = 300
sce´narios globaux de θ = (θ1, ..., θ96), puisque les autres dimensions sont repre´sente´es par
leur me´diane. Les sce´narios de la demande en employe´s pour une journe´e n sont finalement
obtenus en additionnant les sce´narios θ et la demande pre´vue D̂np (voir l’e´quation (5.46)).
Notons que l’heuristique ci-dessus ge´ne`re une quantite´ de sce´narios supe´rieure aux donne´es
fournies. Si l’on appliquait simplement l’algorithme d’e´change des centres a` partir des don-
ne´es, il ne serait alors pas possible de ge´ne´rer plus de N = 27 sce´narios pour chaque journe´e.
Un avantage de la me´thode propose´e est qu’elle permet une optimisation plus robuste en for-
mant des sce´narios qui n’ont pas e´te´ observe´s directement, mais dont l’existence est plausible.
91
Le programme stochastique (5.39) a e´te´ re´solu pour chaque journe´e de donne´es avec les
diffe´rentes instances du vecteur ale´atoire de la demande pre´sente´es dans le tableau 5.14. Les
solutions optimales x∗ sont obtenues par l’instance OBS ou` le vecteur «ale´atoire» corres-
pond a` la demande observe´e (avec probabilite´ 1). Elles correspondent aux de´cisions que l’on
prendrait s’il e´tait possible de pre´dire le futur pour chaque journe´e. Pareillement, le PS 6 est
re´solu a` partir de la demande qui avait e´te´ pre´vue par l’entreprise pour l’instance PRE. Le
seul proble`me d’optimisation stochastique traite´ (OS) est celui ou` les sce´narios sont ge´ne´re´s
par la proce´dure de´crite ci-haut tandis que l’optimisation de´terministe (OD) ne conside`re que
la somme du vecteur me´dian de θnp et de la demande pre´vue
D (OD)np = ν
1/2
p + D̂np ∀ n ∈ {1, ..., N}, p ∈ {1, ..., 96} . (5.49)
Tableau 5.14 Instances de la demande
Notation Instance
OBS Demande observe´e
PRE Demande pre´vue
OS Optimisation stochastique a` partir de 300 sce´narios
OD Optimisation de´terministe (sce´nario me´dian)
La re´solution du PS avec la demande observe´e nous permet de trouver le couˆt optimal
Z(x∗) de notre proble`me. Pour e´valuer la qualite´ des autres sce´narios, on mesure le couˆt re´el
de leurs solutions sur le programme stochastique OBS (voir e´quation (3.7)). Les couˆts re´els
des instances OBS, PRE et OS sont pre´sente´s a` la figure 5.19 pour les 27 journe´es de donne´es.
On constate que l’optimisation stochastique permet des e´conomies mode´re´es sur les de´-
penses lie´es a` la confection d’horaire pour la majorite´ des journe´es. Les moyennes et variances
e´chantillonnales des couˆts re´els sur les 27 journe´es sont pre´sente´es dans le tableau 5.15.
Tableau 5.15 Moyennes et variances e´chantillonnales des couˆts re´els
OBS OS PRE
E[Z] 51,342 54,372 55,105
V ar[Z] - 36,184 44,275
6. En fait, il ne s’agit plus re´ellement d’un programme stochastique puisqu’il n’y a qu’une seule repre´sen-
tation de la variable ale´atoire
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Figure 5.19 Couˆts re´els de solutions pour les instances OBS (gris), OS (vert) et PRE (rouge)
Si l’on e´tait capable de pre´dire le futur, alors le couˆt quotidien de la confection d’horaires
pour l’entreprise e´tudie´e serait de 51,342 unite´s. On constate que l’optimisation stochas-
tique permet effectivement de re´duire les de´penses journalie`res moyennes de la confection
d’horaires. L’optimisation base´e sur la demande pre´vue engendre des de´penses moyennes de
55,105 unite´s par jour, tandis que l’OS conduit a` des couˆts moyens de 54,372 unite´s, ce
qui repre´sente des e´conomies de 1,33 %. Ce gain peut paraˆıtre faible, mais pre´sente tout de
meˆme un inte´reˆt substantiel conside´rant que la confection d’horaire correspond souvent a`
la de´pense principale des entreprises. De plus, la variance des couˆts de l’OS est plus faible
que celle de l’optimisation base´e sur la demande pre´vue. L’optimisation stochastique permet
donc non seulement d’abaisser les de´penses en moyenne, mais re´duit e´galement les risques
e´conomiques qui y sont associe´s.
En toute justice, il faut noter que le re´sultat ci-dessus est peut-eˆtre le´ge`rement biaise´.
Ide´alement, il aurait fallu diviser les donne´es en deux ensembles : le premier pour ge´ne´rer
les sce´narios et l’autre pour les tester. Malheureusement, puisque l’on ne posse´dait pas une
grande quantite´ de donne´es, nous avons e´te´ contraints de les utiliser a` la fois pour la ge´ne´-
ration de sce´narios et pour leur e´valuation. Il se peut donc que les profits observe´s ne soient
pas dus a` l’optimisation stochastique, mais plutoˆt au fait que l’on ait tire´ avantage de la
connaissance de la demande a posteriori.
93
Nous avons donc e´galement e´value´ le couˆt re´el des solutions obtenues en ne conside´rant
que le vecteur me´dian D
(OD)
np de la demande donne´ par la formule (5.49). Nous avons mesure´
un couˆt journalier moyen de 54,635 unite´s et une variance e´chantillonnale de 38,703 pour cette
instance de la demande. Bien qu’ils soient assez faibles, l’optimisation stochastique permet
de re´aliser des gains de 0,48 % et posse`de une variance le´ge`rement infe´rieure a` l’instance OD.
Bien entendu, il aurait e´te´ plus satisfaisant d’observer des profits plus importants. Ces gains
sont probablement tout de meˆme suffisants pour justifier l’utilisation de l’OS dans certains
cas, mais tout de´pend du budget de l’entreprise accorde´ a` la fabrication d’horaires. Il faut
aussi noter que l’e´cart relatif entre les de´penses minimales (OBS) et ceux de l’OD n’est que de
6,10 %. Ainsi, meˆme si l’on e´tait capable de pre´voir l’avenir, les gains observe´s (aussi appele´s
valeur de l’information parfaite) ne seraient pas e´normes pour ce proble`me. De plus, Pacqueau
(2011) a constate´ une de´pendance entre les gains de l’OS et le coefficient de variation moyen
donne´ par
γ =
1
NP
N∑
n=1
P∑
p=1
 1
D
(OD)
np
√√√√ 1
K
K∑
j=1
(D
(OS)
njp −D (OD)np )
 , (5.50)
ou` D
(OS)
njp repre´sente la demande de la pe´riode p du jour n pour le sce´nario j de OS. Lorsque
D
(OD)
np est nul, on pose les termes a` l’inte´rieur des sommations e´gaux a` 0. Pour γ < 0, 49, les
gains de l’OS e´taient infe´rieurs a` 0,7 % pour toutes les instances e´tudie´es avec 500 sce´narios.
Dans notre cas, on calcule un coefficient de variation moyen γ = 0, 168, ce qui est tre`s faible
et seulement 300 sce´narios sont utilise´s. Il est donc tout a` fait naturel que la valeur de la
solution stochastique soit assez faible. Ne´anmoins, l’optimisation de la confection d’horaires
nous a permis de constater des gains a` partir de donne´es historiques sur un proble`me concret,
malgre´ la dimension e´leve´e et le faible coefficient de variation moyen.
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CHAPITRE 6
CONCLUSION
6.1 Synthe`se des travaux
Le travail pre´sente´ dans ce me´moire se re´sume principalement aux aspects suivants :
1. La pre´sentation de´taille´e de re´sultats the´oriques sur la quantification optimale justifiant
les me´thodes propose´es
2. Le de´veloppement d’algorithmes de partitionnement de donne´es pour les distributions
connues et inconnues
3. L’analyse de certaines caracte´ristiques, telles que le nombre de sce´narios et la dimension
du proble`me, sur la ge´ne´ration de sce´narios
4. L’e´valuation de nos me´thodes sur le proble`me analytique du vendeur de journaux et un
proble`me concret de confection d’horaires
La quantification optimale nous a permis de trouver une borne supe´rieure sur l’erreur
de discre´tisation du programme stochastique. Celle-ci de´pend notamment de la distance de
Wasserstein, une me´trique probabiliste qui mesure la distance moyenne entre une re´alisation
du vecteur ale´atoire et le sce´nario le plus pre`s. Ce re´sultat est a` la base de la me´thode de
ge´ne´ration de sce´narios propose´e, qui cherche a` minimiser la distance de Wasserstein. Nous
avons de´montre´ de fac¸on de´taille´e certains re´sultats par rapport aux me´triques probabilistes
qui nous ont permis de faire le lien entre la minimisation de la distance de Wasserstein et les
proble`mes de partitionnement de donne´es.
Il peut parfois eˆtre difficile d’estimer avec confiance la distribution d’un vecteur ale´atoire.
Nous avons donc propose´ des algorithmes de partitionnement de donne´es adapte´s a` la connais-
sance de la loi probabiliste. Lorsque la distribution est connue, la me´thode de Lloyd converge
vers le minimum global du proble`me de partitionnement en une dimension. Pour le cas mul-
tidimensionnel, nous avons utilise´ la quantification vectorielle par apprentissage compe´titif,
qui permet d’obtenir des valeurs satisfaisantes de la distance de Wasserstein. Des algorithmes
de QVAC existent de´ja` pour la norme L2, mais nous avons trouve´ peu d’informations pour
les proble`mes avec la norme en valeur absolue. Nous avons donc ajuste´ les parame`tres de la
QVAC avec la norme L1 pour nous permettre d’e´valuer l’erreur de discre´tisation de l’optimi-
sation stochastique. Lorsque la distribution est inconnue, nous avons pre´sente´ les algorithmes
95
d’e´change des centres et de Lloyd, qui ge´ne`rent les sce´narios directement a` partir des donne´es.
Nous avons ensuite analyse´ les effets du nombre de sce´narios, de la dimension du pro-
ble`me, de la matrice des covariances et de la norme sur la ge´ne´ration de sce´narios. Les
re´sultats the´oriques sur l’erreur de discre´tisation ont e´te´ obtenus avec la norme L1. Cepen-
dant, on a trouve´ qu’il e´tait e´galement possible de ge´ne´rer les sce´narios a` partir de la distance
euclidienne. Cette dernie`re ne permet pas d’e´valuer la borne supe´rieure sur l’erreur de dis-
cre´tisation, mais nos re´sultats de´montrent que cette e´valuation offre peu d’inte´reˆt puisque
l’erreur obtenue est ge´ne´ralement bien en dec¸a` de la borne supe´rieure. Le choix de la norme
de´pend du programme stochastique et de la repre´sentation de´sire´s des e´ve´nements extreˆmes.
Avec une quantite´ de sce´narios suffisante, la distance de Wasserstein obtenue est toujours
infe´rieure a` celle de l’e´chantillonnage pur. On trouve cependant que la ge´ne´ration de sce´na-
rios est particulie`rement difficile lorsque la dimension est e´leve´e. Nous avons donc propose´
trois me´thodes de re´duction de la dimension : une heuristique de quadrillage, l’utilisation des
copules et l’analyse par composantes principales. Seule la dernie`re des techniques propose´es
conduit a` de bons re´sultats et permet de re´duire la distance de Wasserstein obtenue par la
QVAC d’environ 20 % avec un choix approprie´ du nombre de composantes principales en 25
dimensions.
Nous avons ve´rifie´ a` l’aide du proble`me du vendeur de journaux si la minimisation de
la distance de Wasserstein conduit effectivement vers une erreur de discre´tisation minimale
pour le programme stochastique. Meˆme si une distance de Wasserstein infe´rieure ne garantit
pas l’obtention d’une meilleure solution, on observe effectivement une tendance des couˆts du
programme stochastique a` de´croˆıtre lorsqu’elle est faible. En une dimension, l’algorithme de
Lloyd donne une erreur de discre´tisation plus de deux fois plus petite que celle de l’e´chan-
tillonnage pur et environ 350 fois infe´rieure a` celle de l’optimisation de´terministe. Pour le cas
multidimensionnel, une plus grande quantite´ de sce´narios doit cependant eˆtre utilise´e pour
assurer l’obtention de solutions de qualite´.
Nous avons finalement e´value´ l’algorithme d’e´change des centres sur un proble`me concret
lie´ a` la confection d’horaires de personnel. Ce programme stochastique repre´sentait un de´fi
particulier puisqu’il comportait 64 dimensions et un faible coefficient de variation moyen.
Nous avons tout de meˆme re´ussi a` proposer une heuristique qui re´duit la dimension effective
du proble`me en conservant une grande proportion des variances marginales et ainsi obtenir
des gains de 0,5 % avec seulement 300 sce´narios par rapport a` l’optimisation de´terministe.
L’OS peut donc eˆtre profitable chez certaines entreprises pour lesquelles le budget lie´ a`
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la confection d’horaire est assez grand. En ge´ne´ral, l’optimisation stochastique sera plus
avantageuse lorsque le proble`me comporte moins de dimensions ou des variances plus e´leve´es.
6.2 Limitations de la solution propose´e
On trouve ge´ne´ralement que l’erreur de discre´tisation est beaucoup plus petite que la
borne supe´rieure trouve´e the´oriquement par la quantification optimale. Ainsi, notre me´thode
ne permet pas d’obtenir une e´valuation de l’erreur qui posse`de un re´el inte´reˆt.
Lorsque la distribution est connue, la QVAC converge rapidement vers une discre´tisa-
tion du vecteur ale´atoire minimisant la distance de Wasserstein. Le temps de re´solution de
l’algorithme d’e´change des centres est toutefois bien plus long. Il n’est donc pas possible de
quantifier un vecteur ale´atoire par cette me´thode lorsque la quantite´ de donne´es et le nombre
de sce´narios recherche´s sont trop e´leve´s. L’algorithme de Lloyd converge rapidement vers des
minimums locaux, mais ne permet pas de trouver des sce´narios discrets, tels que la demande
en employe´s pour le proble`me de confection d’horaires e´tudie´. Dans ces cas, il faudrait consi-
de´rer d’autres techniques de partitionnement de donne´es dont la convergence est plus rapide.
Lorsque la dimension est e´leve´e, meˆme si l’analyse par composantes principales permet
parfois de re´duire les couˆts lie´s a` l’optimisation stochastique, il peut eˆtre ne´cessaire de consi-
de´rer une tre`s grande quantite´ de sce´narios afin d’obtenir des solutions de qualite´. Or, certains
programmes stochastiques plus complexes ne peuvent inclure un grand nombre de sce´narios
en maintenant un temps de convergence acceptable. L’optimisation stochastique a donc de
meilleures chances d’eˆtre profitable pour les PS plus simples.
Nous avons eu la chance de travailler sur un proble`me concret a` partir de donne´es histo-
riques. Les re´sultats sont assez encourageants, mais certaines me´thodes telles que la QVAC
n’ont pu eˆtre e´value´es puisque le vecteur ale´atoire ne prenait que des valeurs entie`res. Les
me´thodes propose´es devraient donc eˆtre teste´es sur un plus grand nombre d’applications pour
re´ellement appre´cier leur utilite´.
6.3 Ame´liorations futures
Parmi les aspects qui n’ont pas e´te´ e´tudie´s dans ce me´moire, un des plus inte´ressants serait
sans doute d’e´tablir des crite`res permettant de discerner les ensembles de donne´es pour les-
quels il est pre´fe´rable d’estimer le vecteur ale´atoire de ceux pour lesquels il vaut mieux choisir
les sce´narios directement a` partir des donne´es. Par exemple, quel intervalle de confiance sur
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l’estimation des parame`tres du vecteur ale´atoire est ne´cessaire afin que la QVAC soit avan-
tageuse par rapport a` l’algorithme d’e´change des centres ? Un plus grand nombre de donne´es
avantage-t-il une me´thode plus que l’autre ?
Il existe e´videmment plusieurs me´thodes de ge´ne´ration de sce´narios. Nous n’en avons es-
sentiellement conside´re´ qu’une seule dans ce me´moire (avec certaines variantes). Il pourrait
donc eˆtre inte´ressant de confronter la quantification optimale a` d’autres me´thodes de ge´-
ne´ration de sce´narios. Existe-t-il des instances pour lesquelles certaines me´thodes sont plus
efficaces que d’autres ? Le cas e´che´ant, est-il possible d’extraire les caracte´ristiques du pro-
ble`me afin de se´lectionner la me´thode la plus performante ?
Il existe e´galement une e´norme quantite´ d’algorithmes des k-moyennes et k-me´dianes qui
pourraient eˆtre utilise´s afin de minimiser la distance de Wasserstein et qui me´ritent d’eˆtre
explore´s en fonction de la quantite´ de donne´es disponibles, du nombre de sce´narios requis et
de la dimension du proble`me.
Finalement, comme il e´te´ dit pre´ce´demment, certaines des me´thodes pre´sente´es dans ce
me´moire n’ont pu eˆtre teste´es sur des applications concre`tes. Il serait donc ne´cessaire de les
e´valuer sur des proble`mes tangibles afin de re´ellement ve´rifier leur utilite´.
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