Abstract. Let A, B be two selfadjoint operators whose difference B − A is trace class. Kreȋn proved the existence of a certain function
Introduction.
which originated from Lifšic [22] . The function ξ is known as Kreȋn's spectral shift function (SSF) and has important applications in spectral theory. For instance, ξ is related to the scattering matrix S(λ) for A and B by the remarkable formula [3] , det S(λ) = e −2π iξ (λ) . (1.2) More recently, Kreȋn's spectral shift function was used for the computation of Witten's index in supersymmetric scattering theory [7, 14] and in inverse spectral theory for Schrödinger operators [15] . The trace formula can also be viewed as a mean value theorem for operators [10] . A comprehensive survey and references can be found in [6] . For more recent results see [4, 12, 13, 18, 29] , and for extensions to non-selfadjoint operators see [1, 16, 26] and the references therein. Long time Kreȋn's original proof [19] -also in [2, 21, 28, 32] -was the only one available. This proof is based on the relation
where det B/A is the perturbation determinant for the pair A, B. It uses properties of such determinants and the integral representation of holomorphic functions on the upper half plane with a bounded imaginary part. In 1985, Voiculescu [31] approached the trace formula from a different direction. He constructed explicitly the spectral shift function in the finite dimensional case and then used the quasidiagonality of selfadjoint operators relative to the Hilbert-Schmidt class to extend by approxima-tion the trace formula to bounded operators on a separable Hilbert space. Recently, Sinha and Mohapatra [28] applied a sophisticated approximation procedure to extend the formula from bounded to unbounded operators and thus provided an alternative proof of Kreȋn's theorem. Another approach, using contour integration was suggested in [27] . We highly recommend the recent article [4] which contains very interesting comments on several formula representations of the SSF.
Outline of the paper. We give here a new proof of the trace formula which does not use determinants or approximation. The spectral shift function is defined as the boundary value of one appropriate harmonic function on the upper half plane, see (2.6 ). This way we provide a new formula representation for the SSF. A special feature of our proof is the connection to the Baker-Campbell-Hausdorff formula in Lemma 1.1.
In Section 2, we state Kreȋn's theorem. Section 3 contains its proof. In Section 4, we give some examples of admissible functions and in Section 5, we deal with a substitution in the trace formula. The Baker-Campbell-Hausdorff formula is discussed in Section 6. The paper is accessible to graduate students with a background in functional analysis.
Prerequisite. We work with linear operators on a complex Hilbert space. Throughout S 1 stands for the trace class. The notation · 1 is used for the norm on S 1 as well as for the norm on L 1 (R), and · is the uniform operator norm. 
The proof is given in Section 6. We need some simple facts about Poisson integrals and harmonic functions which can be found, for instance, in [17] . 
(1.6)
Kreȋn's trace formula
Definition 2.1. Let K be the set of all functions with the representation
where µ is a finite measure on R.
If A is a selfadjoint operator with spectral resolution E A (λ) and f ∈ K, we define as usual
Theorem 2.3. Let A and B be two selfadjoint operators with
In particular,
The function ξ is called Kreȋn's spectral shift function (SSF). It can be computed by the formula
where 
When f ∈ K, we have
We introduce one important tool, the function g(t) = arctan t. It belongs to the class K because the two representations
together give
For all x ∈ R, y > 0, we define
In view of (3.4) and (3.6),
Using the representation (3.6) we can write also
which shows that h(x, y) is harmonic in the upper half plane x ∈ R, y > 0. To find out more about this function we study one special unitary operator. Set z = x + iy and consider the unitary Cayley transforms:
Then define the unitary operator U(x,y) = T A T * B and compute
Suppose now that B − A is a nonnegative one-dimensional operator:
which shows that U has an eigenvalue 1 + α(x, y) with
The unitary operator U has exactly two eigenvalues, 1 and 1 + α(x, y), as B − A has exactly two eigenvalues, 0 and α. Because of this, α(x, y) ≠ 0 for all x ∈ R, y > 0. If α(x, y) = 0 for some x, y, then U(x,y) has only one eigenvalue 1 and U(x,y) = I which is impossible, since A ≠ B. Therefore we can write
where θ(x, y) is a continuous function on the upper half plane with 0 < θ < 1. The unitary operator U itself has the representation U = e i2πH , with H a selfadjoint trace class operator, having two eigenvalues, 0 and θ. Using the logarithm with argument in (0, 2π), we can write
Spectral theory easily gives
For large y > 0 the operators X, Y have small norms and by Lemma 1.1,
is harmonic for large y, it is harmonic for all y > 0 because it has the same structure for all y > 0,
We conclude that θ(x, y) = h(x, y) on the whole upper half plane because both functions are defined and harmonic there. Therefore 0 < h < 1. By Fatou's theorem it has boundary values ξ(x) = lim y→0+ h(x, y) a.e. with 0 ≤ ξ ≤ 1 and In order to define ξ for an arbitrary trace class perturbation 25) we proceed by the staircase method. Let
Suppose that we have defined ξ(t; A, B n ) for some n with 
Proof of (c).
When B − A ≥ 0, then all α k ≥ 0 and in view of (3.28) we find by induction ∀n : ξ(t; A, B n ) ≥ 0. Therefore ξ ≥ 0.
Proof of (a). By (3.4), the following estimate is true
Passing to limits in (3.27), we find
This relation, true for all x ∈ R, y > 0 implies Integrating for t and adjusting the constant of integration so that f (0,y) = 0, we find Taking limits for y → 0+ we come to (3.33). 
The limit lim y→0+ tr f (B; y) − f (A; y) = tr f (B)− f (A)
(
The function f (t) = t belongs to K with dµ(s) = −iδ(s)ds. This gives tr(B −
A) = R ξ(t) dt. (3.41)
Proof of (d). Suppose σ (A) σ (B) ⊆ [a, b] and x < a. The relation
gives (by using the spectral theorem with integration over (−∞,x] and [x, +∞))
Therefore,
The case x > b is treated similarly, using the relation
Moreover, if the spectra of the operators are separated, it easily follows that on intervals between them the SSF is a constant. The proof is completed. (when M = 1, α = 0, the operators are selfadjoint). The harmonic function (3.7) is well defined and its boundary value (2.6) is a certain distribution for which (2.4) holds. [11] and the note at the end of it). The characterization of all admissible functions is an open problem. Birman and Solomyak [5] , using the methods of double operator integrals, described a large class of admissible functions, including those with f ∈ L p (R) Lip , where 1 ≤ p < ∞, > 0. Their investigations were continued by Peller [24, 25] , who showed that every function in the Besov class B 1 ∞,1 is admissible. Using only simple means, we want to give here some examples of admissible functions, besides those in K.
Admissible functions. Let
Proposition 4.1 [20] . Suppose v(t) is a finite measure on a set M ⊆ R such that
Then all functions of the form f (x) = M e itx dv(t) are admissible.
Proof. Writing the trace formula for the admissible function
we get
which shows that the function g t (x) = e itx is admissible. In view of (3.2), we can multiply both sides in (4.3) by dv and integrate over M. Proof. Let z = s + it. For t > 0, we write
e iλx e iλs e −λt dλ (4.4) and for t < 0, 1
The result follows immediately from here. We deduce that the function
is also admissible. Now we turn to the case of nonnegative operators A, B. In view of property (d) we need to consider only functions on [0, ∞).
Proposition 4.3. Let 0 ≤ A, B and v(t) be a finite measure on [0, ∞) with
Then all functions of the form 
Proof. One has the Poisson representation
where f (it) is the boundary value of f (z) defined a.e. The spectral theorem gives
(4.12)
In the same way we represent f (B). Since the function x/(x 2 + t 2 ) is admissible, one can write
Multiplying both sides by f (it) and integrating over R one comes to (2.4) . To see that the integral on the left side converges, one needs to check that f (B) − f (A) ∈ S 1 . Indeed,
(4.14)
Using the decomposition (4.6), one estimates
and therefore, 
An important case is when the operators are bounded from below. We may assume that 0 ≤ A, B. Then (5.1) is equivalent to
and we can apply the trace formula to the operators (B +I) − 
Proof. Write the trace formula (2.6) for the pair Φ(A), Φ(B) and define
ξ(t) = ξ Φ(t); Φ(A); Φ(B) . (5.7)
Then the substitution x = Φ(t) brings to (5.5). where g w are certain coefficients and w = w 1 w 2 ···w n is a "word" with length |w| = n, n = 2, 3,. This series was studied by Thompson [30] , who proved its convergence when X, Y have small norms. Details and precise statements can be found in his paper (see also [23] ). A modification of Thompson's proof yields the following. which is convergent, since δ < 1/2. Therefore, the expansion (6.2) converges in S 1 and the proof is completed.
