We describe a reconstruction method of multiple motion scenes, which are the scenes containing multiple moving objects, from uncalibrated views 
Introduction
Structure from Motion (SEM), which is recovering camera motion and scene structure from image sequences, has various applications, such as scene modeling, robot navigation, object recognition and virtual reality. Most of previous research on SFM requires simplifying assumptions on the camera or the scene. Common assumptions are a) the camera intrinsic parameters, such as focal lengths, are known or unchanged throughout the sequence, andlor b) the scene does not contain moving objects. In practice, these are unrealistic assumptions. In this paper we propose a factorization-based method for multiple motion scene reconstruction from uncalibrated views. The method reconstructs the scene structure, the trajectories of the moving objects, the camera motion and the camera intrinsic parameters (assuming zero skews) simultaneously. The number of the moving objects is automatically detected without prior motion segmentation.
When the moving objects are far from the camera, it is ' The research described in this paper was conducted while the first author was a Ph.D. student in the Robotics Institute at CMU.
0-7695-1143-0/01 $10.00 0 2nnl TRRR 163 difficult to get multiple feature points from every moving object throughout the image sequences. It is a good approximation to abstract the moving objects as points. However, recovering the locations of a moving point from a monocular image sequence is impossible without assumptions about its trajectory [2] . In this paper we assume that the objects are moving linearly with constant speeds. This assumption is reasonable for most moving objects, such as cars, planes and people, especially for short time intervals.
Related work
The multibody factorization method proposed by Costeira and Kanade [7] reconstructs the motions and shapes of independently moving objects, but requires that each object have multiple feature points. Avidan and Shashua [2] recover the trajectory of a 3D point by line fitting. They assume that the object is moving along a line, but they do not require the object to move with constant speed. They assume that the camera positions and the prior motion segmentation are given. They extend this work to conic shape trajectories in [18] . Bregler et al. [4] describe a technique to recover non-rigid 3D model based on the representation of 3D shape as a linear combination of a set of basis shapes. The complexity of their solution increases with the number of basis shapes. There is much work done on planar points as well [23, 19, 201. Han and Kanade present a multiple motion scene reconstruction method under affine camera models in [ 1 13, assuming that the objects are moving with constant velocities. The method requires that the camera intrinsic parameters are known.
Whether cameras are intrinsically pre-calibrated or uncalibrated differentiates various solutions. The above multiple motion scene reconstruction methods all assume that the cameras are intrinsically pre-calibrated. When nothing is known about the camera calibration parameters or the scene, it is only possible to compute a reconstruction up to an unknown projective transformation [8] . There has been considerable progress on projective reconstruction ([3, 22, 13, 171) . Some additional information about either the camera or the object is needed to obtain a Euclidean reconstruction from the projective reconstruction. Tremendous work has been done in this area ([12, 14, 1, 16, IO] ). However, most of these methods assume that the scenes do, not contain moving objects. ' The method presented here uses the factorization technique as the basis of solution. to a large number of images and feature points. Christy and Horaud [5, 61 describe a method for the perspective camera model by incrementally performing reconstructions with either a weak or a para perspective camera model. One major limitation with most previous factorization methods is that they require the use of intrinsically calibrated cameras. The method described in this paper, however, works on uncalibrated cameras.
Representation
We propose a unified representation of the static scene and the moving objects in (1) in a world coordinate system, where i = 1 . . . n and j = 1 . . . m, n is the number of frames and m is the number of feature points. sj is the point position at frame 0 (i.e., when the 0th frame is taken) and vj is its motion velocity. The method presented in this paper is built on the same unified representation of feature points.
Projective reconstruction
Given tracked feature points from uncalibrated views, we first perform a projective reconstruction. Perspective pro-
where The upper triangular calibration matrix Ki encodes the intrinsic parameters of the ith camera: f i represents the focal length, ( u g i , woi ) is the principal point and ai is the aspect ratio. We assume that the cameras have zero skews. R, is the ith rotation matrix with i,, j, and k, denoting the rotation axes. t , is the ith translation vector. Feature point xj, j = 1 . . . m,'is represented by homogeneous coordinates,
where pj is .defined as the unified representation of point in Equation (1). The image coordinates are represented by (uij, w i j ) and the following hold,
where X i j is a non-zero scale factor called projective depth.
According to Equations (2) and (3), where P i is a 3 x 7 matrix which is the product of the ith calibration matrix and the unified motion matrix composed of the camera rotation, the scaled camera rotation by the frame number and the camera translation. i i j is a 7 x 1 vector which is the homogeneous representation of the unified scene structure including the initial point position and its velocity. The equivalent matrix form is, where W , is the scaled measurement matrix. We call the 3n x 7 matrix p as motion matrix and the 7 x m matrix X as shape matrix. The constraint of the objects moving with constant velocities enables the unified representation of the motion matrix P and the shape matrix X . They are both at most rank 7, therefore, the rank of the scaled measurement matrix W, is at most 7 (instead of rank 4 when the scene does not contain moving objects). We apply the following bilinear factorization algorithm to get the projective reconstruction. The algorithm is similar to the iterative algorithm presented in I221 with the difference that a rank 7 matrix factorization is performed at step 3. It iteratively applies factorization to the current scaled measurement matrix.
1.

2.
3.
4.
5.
Iterative Projective Factorization Algorithm S e t & = l , f o r i = l . -. n a n d j = l . . . m ;
Compute the. current scaled measurement matrix W, by Equation ( (7); Perform r a n k 7~a~t o r i z a t i o n~o n W,, generate the projective motion P and shape X; 
Euclidean reconstruction
The factorization of Equation (8) recovers the motion and shape up to a 7 x 7 linear projective transformation H , where P = P H and X = H-'X. P and X are referred to as the projective motion and the projective shape.^Any npn-singular 7 x 7 matrix could be inserted between P and X to get another motion and shape pair. The goal of the Euclidean reconstruction is to impose metric constraints on the projective motion and shape in order to recover the linear transformation H , from which we can simultaneously reconstruct the intrinsic parameters and the Euclidean motion and shape. This is the normalization process.
In this section we present a linear normalization algorithm for the case that only the focal lengths are unknown and varying. It is straightforward to derive the normalization algorithms for the other cases where more or all of the intrinsic parameters are unknown (except skews) following the same line of work presented in this paper.
When the focal lengths are the only unknown intrinsic parameters, we have, (2) and (3).
Moving coordinate system location
As the points are either static or moving linearly with constant speeds, the center of gravity of all the points is also moving linearly with constant speed. So is the center of gravity of the scaled feature points (vjpj). Here we transform the 3D representations to a moving world coordinate system with fixed orientation (such as being aligned with the first camera) and the origin at the center of gravity of all the scaled points. Therefore, where A is 7, x 6 and B is 7 x 1.
we have, T,, = PxaB Tyz = Py,B T,, = PzzB
From Equations (15) and (1 6 
Normalization
We recover the 7 x 6 matrix A by observing that the rows of the matrix M consist of mi, which are the scaled rotation axes by pi and the focal length fi, and ni, which are the scaled mi by the frame number i (Equation (12) where A is a 7 x 6 matrix and AI, A2 are both 7 x 3 matrices.
We get, according to Equation (1 2). Therefore, A2 is over constrained given A1 and P ,
(29)
where and P-l is the generalized inverse matrix which is 7 x 3n and uniquely defined when n 2 3.
From Equation (26), we see that Equation (21) imposes linear constraints on the 28 unknown elements of the 7 x 7 symmetric matrix Q1 = AlA?, while Equation (22) imposes constraints on the 28 unknown elements of Q 2 = A2AT. From Equation (29) we have, which translates the constraints on Q 2 to constraints on Q1. Equation (23) imposes constraints on Q3 = A2AT which can also be translated into constraints on & I ,
Therefore, each frame contributes 17 constraints (Equations (21) to (23)) on Q1. In total, we get 17n linear equations on the 28 unknown elements of the symmetric matrix Q1. Linear least squares solutions are computed. We then compute the matrix A1 from Q1 by rank 3 matrix decomposition and A2 by Equation (29), so we recover the linear transformation A.
Shape reconstruction and camera calibration
Once the matrices A and B have been found, the projective transformation H is [ A B]. The shape matrix is computed as X = H -' X and the motion matrix as P = P H .
We first compute the scale factors pi,
We then compute the focal lengths as,
Therefore, the camera motion parameters are,
The shape matrix consists of the scene structure and the velocities represented in the moving world coordinate system. We need to transform the representation back to a fixed coordinate system with the origin at the center of gravity of all the points at frame 1.
First the velocity of the moving coordinate system is computed. Since the system is moving at the average velocity of all the scaled moving points, the static points share the same velocity which is the negative value of the average velocity. It is often the case that there are more static points than the points from any moving object, so we let every point vote for a "common" velocity (denoted as vc).
The velocity with the most votes is taken as the negative velocity of the moving coordinate system. The points with the "common" velocity are automatically classified as static and the scene structure is computed as,
where sc3 denotes the scene point position represented in the fixed coordinate system. According to Equation ( l ) , sj is the point position at frame 0.
The points which do not have the "common" velocity are the moving points. The number of the moving objects is therefore detected. Their starting positions represented in the fixed coordinate system are,
and their velocities are,
Algorithm outline
We summarize the algorithm as follows: 
Experiments
In this section the experimental results on synthetic and real images are presented. The first set of experiments use synthetic images to evaluate the method quantitatively. The second experiment is conducted on a real image sequence taken by a hand-held camera of an indoor scene, and the reconstruction results are compared with the ground truth values.
Synthetic data
We generate 100 image sequences of the scene with 8 to 49 static feature points and 3 to 8 points moving in random directions. The frame number is 4 to 60. The shape of the static scene is a sweep of the sin curve in the space. The camera is rotating randomly through 30 to 40 degrees for each of roll, pitch and yaw, The distance between the camera and the center of gravity of all the static points is varied from 4 to 20 times the object size. We add 2 pixel standard noise to the feature locations from 640 x 480 images. Figure 1 illustrates the case where 4 objects are moving randomly in 3D space. The method automatically detects the number of the moving objects as 4, reconstructs the To compare the results, we apply the multiple motion scene reconstruction method for weak perspective cameras [ 1 11 to the same sequence using the true values of the focal lengths. The results are shown in Figure 3 . It is easy to see that the reconstruction results have distortions which are caused by the approximation of perspective cameras with weak perspective cameras. To evaluate the quality of the reconstruction method, we measure the reconstruction error by comparison with the ground truth. Since the reconstruction from monocular image sequences is up to scale, we assume that the size of the static shape is 1. The maximum distance between the recovered static points and their known positions is 3.2%, the maximum error of the reconstructed initial positions of the moving objects is 4.1% and the velocity error is less than 1.9%. We also assess the quality of the camera motion reconstruction. The maximum distance between the recovered camera locations and the ground truth values is 5.4% and the maximum angle between the recovered camera orientations and the known values is 0.12". The maximum reconstruction error of the focal lengths is 8.11% of the ground truth values.
Real data
This real data sequence was taken by a hand-held camera. There were three objects moving in the scene, including a toy car, a toy bird and a toy person. The objects were moving linearly with constant speeds. The car and the person were moving on the table. The speed of the car was 3.5cm per frame and the speed of the person was 2.5cm per frame. The bird was climbing the pole and moved 3.0cm per frame. The books and the box represented the static scene. The camera was zoomed out at the beginning and gradually zoomed in as it moved around the scene. The focal length was changed every two frames. 10 images were taken. Three of them are shown in Figure 4 (a). 29 feature points were manually selected and tracked. Each moving object had one feature point selected.
The shapes of the books and the box, the starting positions of the toys and the motion velocities are recovered and demonstrated in Figure 4 (b), the motion trajectories are overlaid in the images. Figure 4(c) shows the recovered camera locations and orientations. Figure 5 plots the recovered focal lengths, which shows that the focal lengths are changing with the camera motion as we expected. The largest focal length almost doubles the smallest one, which is correct for the 2 x optical lens.
We assess the quality of the reconstruction by comparison with the ground truth. The ratio between the speeds of 
Minimum data requirement
The main advantage of the factorization-based method is using the heavily redundant information from multiple image features and views. However, it is equally important to compute the minimum data requirement of the method to analyze its practicality and reliability.
The low bound of data requirement is determined by the number of degrees of freedom of the reconstruction and the number of constraints given by each feature in each view.
The input to the reconstruction method are the feature correspondences. Therefore, the number of constraints is Znm, where n is the number of views and m is the number of feature points. The output of the reconstruction consists of the scene structure (3m), the trajectories of the moving objects (3m), the camera motion (671) and the camera intrinsic parameters (n). Euclidean reconstruction from monocular image sequences is up to a rigidity transformation which has 6 degrees of freedom, and the scale. This number should be subtracted from the total number of degrees of freedom.
Therefore, the constraint is 2nm 2 7n + 6m -7. The minimum data requirement is n = 4, m = 11.
The minimum data is also constrained by the solution process. It requires that the number of equations is larger than the number of variables. The multiple motion scene re-construction method decouples the reconstruction into projective and Euclidean reconstruction. A total of 2nm measurements are available to estimate the projective motion and shape. Each camera projection is represented by a 3 x 7 matrix which has 20 variables because of the homogeneous representation. Each feature point is a 7 x 1 vector which has 6 variables. Since the projective reconstruction is up to an unknown 7 x 7 transformation, the total number of variables is 20n + 6m -48. In order to convert the projective reconstruction to the Euclidean one, the normalization algorithm sets up 17n equations to solve the 28 unknowns. Therefore, there are two constraints, 2nm 2 20n + 6m -48 and 17n 2 28, for the reconstruction process. The minimum data required is n = 4, m = 16.
The above two computations of the minimum'data only provide necessary conditions to carry out the reconstruction. We conduct a number of synthetic experiments to determine the minimum number of views and features required for reasonably accurate reconstructions. The empirical results show that the minimum data requirement is n = 4,m = 16.
Discussion
The method described in this paper solves the full rank case where the static structure and the motion space of the objects are both rank 3. In other words, the scene is three dimensional and the velocities of the moving objects span a three dimensional space. Degenerate cases, however, exist because either or both of shape and motion spaces are degenerate. The shape space is degenerate, for example, when all the points lie in a plane. The motion space of the moving objects is degenerate, when:
There is no moving object in the scene.
There is one moving object or multiple objects moving in the same and/or the opposite direction (not necessarily the same 3D line).
The velocities of the objects lie in a two dimensional space (not necessarily the same 3D plane).
When cameras are intrinsically calibrated, there are solutions to these degenerate cases as shown in [ 1 I]. Following the same line of work presented in this paper, it is easy to design the reconstruction algorithms for degenerate cases with uncalibrated cameras. However, the rank of the measurement matrix can not be used as a clue about which case is the best approximation under perspective projections. The measurement matrix is always full rank. Therefore, we assume that the rank approximation information is given though there is no requirement for prior motion segmentation and the rank does not depend on how many objects are moving. Detailed derivations can be found in [9] .
