ABSTRACT | This paper presents data centers from a cyberphysical system (CPS) perspective. Current methods for controlling information technology (IT) and cooling technology (CT) in data centers are classified according to the degree to which they take into account both cyber and physical considerations. To evaluate the potential impact of coordinated CPS strategies at the data center level, we introduce a controloriented model that represents the data center as two coupled networks: a computational network representing the cyber dynamics and a thermal network representing the physical dynamics. These networks are coupled through the influence of the IT on both networks: servers affect both the quality of service (QoS) delivered by the computational network and the generation of heat in the thermal network. Using this model, three control strategies are evaluated with respect to their energy efficiency and computational performance: a baseline strategy that ignores CPS considerations, an uncoordinated strategy that manages the IT and CT independently, and a coordinated strategy that manages the IT and CT together to achieve optimal performance with respect to both QoS and energy efficiency. Simulation results show that the benefits to be realized from coordinating the control of IT and CT depend on the distribution and heterogeneity of the computational and cooling resources throughout the data center. A new cyberphysical index (CPI) is introduced as a measure of this combined distribution of cyber and physical effects in a given data center. We illustrate how the CPI indicates the potential impact of using coordinated CPS control strategies.
I. INTRODUCTION
Data centers are facilities hosting a large number of servers dedicated to massive computation and storage. They can be used for several purposes, including interactive computation (e.g., web browsing), batch computation (e.g., renderings of images and sequences), or real-time transactions (e.g., banking). Data centers can be seen as a composition of information technology (IT) systems and a support infrastructure. The IT systems provide services to the end users while the infrastructure supports the IT systems by supplying power and cooling. IT systems include servers, storage and networking devices, middleware and software stacks, such as hypervisors, operating systems, and applications. The support infrastructure includes backup power generators, uninterruptible power supplies (UPSs), power distribution units (PDUs), batteries, and power supply units that generate and/or distribute power to the individual IT systems. The cooling technology (CT) systems, including server fans, computer room air conditioners (CRACs), chillers, and cooling towers, generate and deliver the cooling capacity to the IT systems [1] - [6] .
To provide the quality of service (QoS) required by service level agreements, the IT control system can dynamically provision IT resources or actively manage the workloads through mechanisms such as admission control and workload balance. The IT systems consume power and generate heat whenever they are on. The power demand of the IT system can vary over time and is satisfied by the power delivery systems. The CT systems extract the heat to maintain the thermal requirements of the IT devices in terms of temperature and humidity. The IT, power, and cooling control systems have to work together to manage the IT resources, power, and cooling supply and demand.
The number of data centers is rapidly growing throughout the world, fueled by the increasing demand for remote storage and cloud computing services. Fig. 1 shows the increase in data center expenditures for power, cooling, and new servers from 1994 until 2010. Energy consumed for computation and cooling is dominating data center runtime costs [7] , [8] . A report of the U.S. Environmental Protection Agency (EPA) shows that data center power consumption doubled from 2000 to 2006, reaching a value of 60 TWh/y (terawatt hour/year) [9] . Historical trends suggest another doubling by the end of 2011.
As computational density has been increasing at multiple levels, from transistors on integrated circuits (ICs), to servers in racks, to racks in a room, the rate at which heat must be removed has increased, leading to nearly equal costs for operating the IT system and the CT system [10] , [11] . Fig. 2 shows the measured and the expected growth of the power consumption density in data center equipment from 1994 until 2014 [12] . Available cooling capacity has in some cases become the limiting factor on the computational capacity [13] . Although liquid cooling is a promising alternative to air cooling, particularly for high-density data centers, this technology has not been widely adopted so far due to high costs and safety concerns [14] .
The increase in data center operating costs is driving innovation to improve their energy efficiency. A measure of data center efficiency typically used in industry is the power usage effectiveness (PUE), defined as the ratio between the total facility power consumption over the power consumption of the IT [16] . A PUE of 1.0 would indicate that all of the data center power consumption is due to the IT. Fig. 3 shows the PUE values measured by 60 different data centers in 2007 [16] . Their average PUE value is 2.03, i.e., almost half of the total data center power consumption is consumed by the CT, which dominates the non-IT facility power consumption. Data centers based on state-of-the-art cooling and load balancing technology can reach PUE values of 1.1, i.e., 90.9% of the total data center power consumption is consumed by IT. 1 A drawback of PUE is that it does not take into account IT equipment efficiency. Average value is 2.03 [16] .
This paper considers data centers as cyber-physical systems (CPSs), with a focus on runtime management and operating costs. The following section reviews current methods for controlling IT and CT in data centers, noting to the degree to which they take into account both cyber and physical considerations. To evaluate the potential impact of coordinated CPS strategies at the data center level, Section III introduces a control-oriented model that represents the data center as two coupled networks: a computational network representing the cyber dynamics and a thermal network representing the physical dynamics. These networks are coupled through the influence of the IT on both networks: servers affect both the QoS delivered by the computational network and the generation of heat in the thermal network. Three representative data center level control strategies are defined in Section IV: a baseline strategy that ignores CPS considerations, an uncoordinated strategy that manages the IT and CT independently, and a coordinated strategy that manages the IT and CT together to achieve optimal performance with respect to both QoS and energy efficiency. Simulation results presented in Section V show that the benefits to be realized from coordinating the control of IT and CT depend on the distribution and heterogeneity of the computational and cooling resources throughout the data center. As a measure of this combined distribution of cyber and physical effects in a given data center, a new cyber-physical index (CPI) is introduced in Section VI and we illustrate how the CPI indicates the potential impact of using coordinated CPS control strategies. The paper concludes with a summary of the insights gained by viewing data centers from a CPS perspective and the applicability of these observations to other CPSs.
II. TRENDS IN DATA CENTER CONTROL
This section reviews previous work on control in data centers. Active IT management, power control, and cooling control systems can each have their own hierarchies [17] , [18] , and the interactions and coordination between the cyber and physical aspects of data centers occur in multiple spatial and temporal scales as well. Depending on both the metrics and the control variables that are used, we classify the work into three typical scales: server level, group level, and data center level.
At every level, controllers can base their control actions considering only the state of the local controlled subsystem, or they can take into consideration the effects on other subsystems. In the first case, the controller acts based on a local view of the system, whereas in the second case, the controller acts based on a global view of the system. We classify the control approaches based on the scale of the controlled subsystem. For example, a controller at the server level manages the operations of a single server, even though the way the control actions are taken may derive from a global view of the data center.
A. Server Level Control
There are many control variables available at the server level for IT, power, and cooling management. The Bserver[ in this case means all the IT devices, including the computing servers, the storage units, and the networking equipment. The computing resources, such as central processing unit (CPU) cycles, memory capacity, storage access bandwidth, and networking bandwidth, are all local resources that can be dynamically tuned, especially in a virtualized environment. Power control can be done from either the demand side or the supply side, even at the server level. The power consumption of servers can be controlled by active management of the workload hosted by the server, for instance, through admission control, load balance, and by workload migration/consolidation. On the other hand, the power consumption can be tuned through physical control variables such as dynamic voltage and frequency scaling (DVFS) and through the on-off state control [19] - [27] . DVFS has been implemented already in many operating systems, e.g., the BCPU governors[ in Linux systems. CPU utilization usually drives the DVFS controller, which adapts the power consumption to the varying workload.
Previous work has been focused on how to deal with the tradeoff between the power consumption and IT performance. For instance, Varma et al. [28] discuss a controltheoretic approach to DVFS. Cho et al. [19] discuss a control algorithm that varies both the clock frequency of a microprocessor and the clock frequency of the memory. Leverich et al. [29] propose a control approach to reduce static power consumption of the chips in a server through dynamic per-core power gating control. Cooling control at the server level is usually implemented through active server fan tuning to cool down the servers [30] . Similar to power management, the thermal status of the servers, e.g., the temperatures of the processors, can be affected by active control of the workload or power as well. As one example, Mutapcic et al. [24] focus on the maximization of the processing capabilities of a multicore processor subject to a given set of thermal constraints. In another example, Cohen et al. [23] propose control strategies to control the power consumption of a processor via DVFS so as to enforce the given constraints on the chip temperature and on the workload execution.
B. Group Level Control
There are several reasons to control groups of servers rather than a single servers. First, the IT workload nowadays most often runs on multiple nodes, e.g., a multitier application can span a set of servers. Second, when the metrics that drive the controllers are the performance metrics of the IT workloads, the control decision has to be made at the group level. One typical example is the workload migration/consolidation in the virtualized environment, which is applied widely these days for sharing the resources, improving resource utilization, and reducing power consumption [31] - [37] . Third, the IT and the infrastructure are usually organized into groups, e.g., the server enclosures that contain several servers cooled by a set of fans, the racks that have more than 40 servers each, the rows of racks, and the hot/cold aisles. In any case the principal goal of group-level control is still to meet the cyber performance requirements while improving the physical resource utilization and energy efficiency. A few examples follow.
Padala et al. [38] propose a control algorithm to allocate IT resources among servers when these are divided among different tiers. Gandhi et al. [25] , [26] focus on workload scheduling policies and transitions between the off and on states of servers, as a means to minimize the average response time of a data center given a certain power budget. A model-predictive control (MPC) [39] , [40] approach is considered in the work of Aghajani et al. [27] , where the goal of the control action is to dynamically adjust the number of active servers based on the current and predicted workload arrival rates. Wang et al. [34] propose a model-predictive controller to minimize the total power consumption of the servers in an enclosure subject to a given set of QoS constraints. Tolia et al. [33] discuss an MPC approach for coordinated workload performance, server power, and thermal management of a server enclosure, where a set of blade servers shares the cooling capacity of a set of fans. The fans are controlled through a multiple-input-multiple-output (MIMO) controller to minimize the aggregate fan power, while the location-dependent cooling efficiency of the fans is exploited so that the decisions of workload migration can result in least total server and fan power consumption.
C. Data Center Level Control
Depending on the boundaries defining the groups, group-level controllers have to be implemented at the data center scale in some cases. For instance, in a workload management system, the workload may be migrated to the servers at any location in a data center. The other reason for the need of data center level control is that power and cooling capacity has to be shared throughout the data center. As one example, the cooling capacity in a raisedfloor air-cooled data center can be generated by a chiller plant, distributed to the IT systems through a set of CRAC units, the common plenum under the floor, and the open space above the floor. Sharing the capacity makes the cooling management in the first order a data center level control [41] - [43] .
Quershi et al. [44] discuss the savings that can be achieved by migrating workload to the data centers locations where the electricity cost is at its minimum. A similar problem is considered in the work of Rao et al. [45] . Tang et al. [46] discuss a control algorithm that allocates the workload among servers so as to minimize their peak inlet temperatures. Parolini et al. [47] , [48] consider a data center as a node of the smart grid, where time-varying and power-consumption-dependent electricity price information is used to manage data center operations.
Bash et al. [41] discuss a control algorithm for the CRAC units. The proposed control approach aims at minimizing the amount of heat removed by each CRAC unit, while enforcing the thermal constraints of the IT. Anderson et al. [49] consider a MIMO robust control approach to the control of CT. Computational fluid dynamic (CFD) simulations are a widely used tool to simulate and predict the heat distribution in a data center. Such simulations take a very long time to execute and cannot be used in real-time control applications. In [50] , Toulouse et al. discuss an innovative approach to CFD which is able to perform fast simulations.
Chen et al. [51] propose a holistic workload, power, and cooling management framework in virtualized data centers through exploration of the location-dependent cooling efficiency in the data center level. Workload migration and consolidation through virtual machine (VM) migration is taken as the main approach for active power management. On the thermal side, the rack inlet temperatures are under active control of a cooling controller. The controller dynamically tunes the cooling air flow rates and temperatures from the CRAC units, in response to the Bhot spots[ of the data center. On the cyber side, the authors consider multitier IT applications or workloads hosted in VMs that can span multiple servers, and be able to migrate VMs. The models are developed for application performance such as end-to-end response time. Based on the models and the predicted workload intensity, the computing resource demand of the workloads can be estimated. The demand of the VMs hosted by a server is then satisfied through dynamic resource allocation, if possible. Otherwise, the VMs may be migrated to other servers that have resources available. When possible, the VMs are consolidated onto fewer servers so that the idle ones can be turned off to save power. With the decision to migrate workload and turn on/ off servers by the consolidation controller, the effect of the actions on the cooling power is taken into consideration through introduction of the local workload placement index (LWPI). As one index for the interaction between the cyber and physical systems, the LWPI indicates how much cooling capacity is available in a certain location of the data center, and how efficiently a server in the location can be cooled. Using the LWPI, the consolidation controller tends to migrate the workload into the servers that are more efficiently cooled than others, while turning off the idle servers that are located at Bhotter spots. [ An idle server typically consumes about 60% of its peak power. Servers in data centers typically operate between 10% and 50% of their maximum utilization and often are completely idle [7] , [52] , [52] - [54] . In order to maximize the server energy efficiency it would be desirable to operate them at 100% utilization by consolidating the workload onto a few servers and turning off the unused ones. The main problem related to turning off a server is the time required to turn it back on. This time, often called setup time, is on the order of a few minutes and it is typically not acceptable for interactive workload [26] , [27] . This problem can be solved by predicting the incoming workload and adjusting the computational power accordingly. Another potential drawback of using such techniques is the effect they may have on the cooling effort. Concentrating computation on a few servers while turning off others has in general the effect of generating hot spots for which the cooling system needs to do extra work. As air cooling cannot be targeted to a specific device this method may in turn overcool the overall data center, leading to energy inefficiencies in the cooling system, thus potentially offsetting the savings achieved by reducing overall server power consumption.
III. A CPS MODEL FOR DATA CENTERS
As described in the previous section, the CT is managed at the data center level. At this level, the thermal properties of the IT are managed as groups of components (racks of servers) aggregated into zones. From a CPS perspective, the CT is purely physical, consuming power to removing heat from the zones, whereas zones have both cyber and physical characteristics. The IT processes the computational workload and also consumes power and generates heat. In this section, we present a model of the data center level dynamics using common representations of these cyber and physical features as well as the coupling between them. We use this model in the following sections to study the aspects of data center architectures and operating conditions that influence the potential impact of coordinated CPS (IT and CT) control strategies.
We model the data center as two networks. In the computational network, nodes correspond to the cyber aspects of zones, which can process jobs at rates determined by the allocated resources, and connections represent pathways for moving jobs between zones. The thermal network includes nodes to represent the thermal aspects of zones along with nodes for the CT. Connections in the thermal network represent the exchange of heat between nodes as determined by the data center's physical configuration. The two networks are coupled by connections between the two nodes that represent each zone in the computational network and thermal network, respectively. These connections reflect the correlation between the computational performance of the resources allocated in the zone (a control variable) and the physical features of the zone (power consumption and generated heat). Sections III-A and B elaborate on the details of the dynamics for each network.
A. Computational Network
We model the computational network using a fluid approximation of the workload execution and arrival processes, i.e., the workload is represented by job flow rates rather than as discrete jobs. The proposed modeling approach represents a first-order approximation of a queuing system. The strength of the proposed approach resides in its simplicity, which allows an uncluttered discussion of the model and of the control approach. On the other hand, a certain amount of computational details of a data center are not included in the model. We consider the approximation provided by the proposed model adequate for the goal of the paper. However, when additional details of the system are relevant for the system analysis, more refined approximations can be considered [55] .
Let N be the number of nodes and let l i ðÞ denote the amount of workload in the ith node at time . From a queuing perspective, l i ðÞ represents the queue length of the ith node at time . The workload arrival rate at the data center is denoted by W ðÞ. The relative amount of workload that is assigned to the ith node at time is denoted by s i ðÞ. Variables fs i ðÞg represent the workload scheduling (or allocation) action. The rate at which workload migrates from the ith computational node to the jth computational node at time is denoted by j;i ðÞ. The rate at which the workload departs from the ith node at time , after being executed on the node, is denoted by i ðÞ. Let i ðÞ denote the desired workload execution rate at the ith node at time and let j;i ðÞ denote the required migration rate of workload from the ith computational node to the jth computational node at time . Variables f i ðÞg, fs i ðÞg, and f j;i ðÞg are controllable variables, whereas fl i ðÞg are the state variables. Fig. 4 illustrates these variables that describe the ith computational node (a zone in the data center).
We define the following variables for i ¼ 1; . . . ; N: Parolini
Variable a i ðÞ represents the total rate at which workload arrives at the ith node, variable d i ðÞ represents the total rate at which workload departs from the ith node, and variable i ðÞ represents the desired total workload departure rate from the ith node. The evolution of the amount of workload at the ith computational node is given by
The relationship between the departure rate, the state, and the control variables at the ith node is given by
& (2)
The relationship between the workload migration rate, the state, and control variables at the ith node can be written as (3), shown at the bottom of the page.
Equations (2) and (3) model the case where the ith node does not migrate workload to other computational nodes if the total rate of incoming workload is lower than, or equal to, the desired workload execution rate, i.e., a i ðÞ i ðÞ and the queue length is 0, i.e., l i ðÞ ¼ 0.
The model for the workload execution rates developed above is sufficient for our purposes, but we note that it can be extended to include different migration policies, workload classes, hardware requirements, and interactions among different types of workloads [47] , [48] , [56] .
B. Thermal Network
Let M be the number of nodes in the thermal network. The dynamics of the thermal network is characterized in terms of temperatures associated with each of the thermal nodes. For each node of the network we define two temperatures: the input temperature and the output temperature. The input temperature of the ith node represents the amount of heat received from the other thermal nodes and its value at time is denoted by T in;i ðÞ. Variable T in;i ðÞ includes the recirculation and cooling effects due to all thermal nodes. The output temperature of the ith thermal node, denoted by T out;i ðÞ, represents the amount of heat contained in the ith thermal node at time . where the coefficients f i;j g are nonnegative and
The values of the coefficients f i;j g can be estimated following the procedure in [57] . We collect the input and output temperatures in the M Â 1 vectors T in ðÞ and T out ðÞ, respectively. Consequently, their relationship can be written in vector form as
where f i;j g are the components of the matrix É.
Measurements taken on a server in our laboratory and discussed in [58] show that a linear time-invariant (LTI) system is a good approximation of the evolution of the outlet temperature of a server. Therefore, we model the evolution of the output temperatures of the thermal nodes for zones by _ T out;i ðÞ ¼ Àk i T out;i ðÞ þ k i T in;i ðÞ þ c i p i ðÞ (6) where 1=k i is the time constant of the temperature of ith node, c i is the coefficient that maps power consumption into output temperature variation, and p i ðÞ is the power consumption of the ith node at time .
The power consumption of the nodes representing a zone is proportional to the rate at which workload departs, after being executed, from the associated computational node
where i is a nonnegative coefficient. A linear model is chosen since we assume that lower level controllers, for example, the one proposed by Tolia et al. [33] , can be used 
to make the power consumption of a zone proportional to the amount of workload processed by the zone. This linear model can be extended to include more complicated functions which may account for the on-off state of every server.
In the CT, we focus on the CRAC units, which are the primary power consumers. 
where T ref;i ðÞ represents the reference temperature of the CRAC node i and is assumed to be controllable. The min operator in (8) ensures that the node always provides output temperatures that are not greater than the input temperatures. As discussed by Moore et al. [59] , the power consumption of a CRAC node is given by 
where c i is a coefficient that depends on the amount of air passing through the CRAC and the air heat capacity. The variable COPðT out;i ðÞÞ is the coefficient of performance of the CRAC unit modeled by the ith node, which is a function of the node's output temperature [59] . In order to provide a compact representation of the overall model we use vector notation. We denote with the N Â 1 vector p N ðÞ the power consumption of the thermal nodes representing the zones, and with p C ðÞ and T ref ðÞ, respectively, the power consumption and the reference temperatures of the thermal nodes representing CRAC units. The state of the thermal network is represented by the vector T out ðÞ, the controllable input of the thermal network by the vector T ref ðÞ, and the uncontrollable input of the thermal network by p N ðÞ. Finally, the outputs of the thermal network are the vector of the thermal node input temperatures T in ðÞ and the vector p C ðÞ. The vector T in ðÞ is a function of the network state and therefore, it is an output of the network. However, when we look at a single node, the input temperature becomes an uncontrollable input of the node. In this sense, the input vector is an output of the thermal network and, at the same time, an uncontrollable input for each of the nodes.
IV. DATA CENTER CONTROL STRATEGIES
Three control strategies are introduced in this section: baseline, uncoordinated, and coordinated. The control strategies are abstractions of three different control approaches that can be implemented at the data center level. The baseline strategy represents those control approaches where IT and CT are set so as to satisfy the QoS and the thermal constraints for the worst case scenario, regardless of the actual computational and cooling demands of the data center. The uncoordinated strategy represents those control approaches where the efficiencies of IT and CT are considered in two separate optimization problems. The coordinated strategy represents those control approaches where the efficiencies IT and CT are controlled using a single optimization problem.
The goal of the control strategies is to minimize the total data center power consumption while satisfying both the QoS and the thermal constraints. The QoS constraint requires the workload execution rate of every zone to be greater than or equal to the workload arrival rate at the zone
where diagfxg is the diagonal matrix having the elements of the vector x on the main column and 1 is the vector of appropriate dimension whose elements are all 1. A more general formulation of the computational requirements can be obtained by considering the profit obtained by executing the workload with a certain QoS in the controller's cost function. In such a case, the goal of the control becomes the search of the best tradeoff between minimizing the cost of powering the data center and maximizing the profit induced by executing the workload. Initial results in this direction can be found in [47] . The thermal constraints on IT devices are formulated in terms of upper bounds on the input temperature of the thermal nodes
Controllable variables are also subject to constraints. Constraints on the vector of workload execution rates are given by 0 MðÞ M
where the inequalities are applied componentwise. Controllers do not migrate workload among the zones, i.e.,
where 0 is the zero vector. The constraints on the vector of workload scheduling are given by 0 sðÞ 1; 1 T sðÞ 1:
The second constraint in (14) allows the data center controller to drop workload. The constraints on the vector of reference temperatures are given by
Baseline Controller: The baseline control approach is a reasonable control approach when the power consumed by the CT is much smaller than the total power consumed by IT. A drawback of this control approach is that it cannot guarantee that QoS and the thermal constraints are enforced.
For all 2 R, the baseline controller sets the control variables to
DðÞ ¼ 0
Uncoordinated Controller: The uncoordinated controller represents a control strategy typically found in modern data centers where the management of the IT and the CT is assigned to two uncoordinated controllers. The uncoordinated controller is obtained by the composition of two controllers. The first controller deals with the optimization of the IT. The second controller manages the CT. Both controllers consider a predictive, discrete-time model of the data center. In this case, the QoS and the thermal constraints are considered and enforced only at the beginning of every interval.
Let T be the time horizon considered by the two optimization problems. We defineMðhjkÞ as the predicted value of the variable MðÞ at the beginning of the hth interval based on the information available up to the beginning of the kth interval and define the set M ¼ fMðkjkÞ; 
Since the uncoordinated controller considers the computational and thermal constraints in two different optimization problems, it cannot guarantee their enforcement. The uncoordinated controller manages variables related to both cyber and physical aspects of the data center, and therefore, it is a cyber-physical controller. We call it uncoordinated because the management of the IT and CT is treated separately.
Coordinated Controller: The coordinated control strategy is based on a discrete-time MPC approach and it manages the IT and CT resources in a single optimization problem. Under mild assumptions, the coordinated controller is able to guarantee the enforcement of both the QoS and the thermal constraints [47] . 
A drawback of the coordinated controller is the complexity of the optimization problem that has to be solved. Typically the optimization problem is nonconvex and large. Local optimal solutions may yield control strategies that are worse than those obtained by an uncoordinated controller.
V. SIMULATION RESULTS
We evaluate the long-term performance of the three control strategies for multiple constant workload arrival rates. The performances of the three controllers are evaluated in the ideal case, where the controllers have perfect knowledge about the data center and when the data center has reached its thermal and computational equilibrium. When the robustness of the control approaches is the focus of the simulation, then modeling errors and prediction errors should also be considered in the simulation. The simulations are developed using the TomSym language with Knitro as the numerical solver. 2 We consider the data center layout depicted in Fig. 5 . The picture represents a small data center containing 32 racks and four CRAC units. The CT comprises four CRAC units which cool the servers through a raised-floor architecture. Racks are grouped into eight zones and every rack contains 42 servers. Under the same workload, servers in zones 5-8 consume 10% less power than other servers, but they are not cooled as efficiently as the servers in zones 1-4 which are closer to the CRAC units. The maximum power consumption of the servers in zones 5-8 is 270 (W) and the maximum power consumption of the servers in zones 1-4 is 300 (W). It is assumed that every zone has a local controller that forces the zone to behave as postulated in the model, i.e., the amount of power consumed by every zone is proportional to the workload execution rate. CRAC units are identical and their efficiency, i.e., their COP, increases quadratically with respect to their output temperatures. The relationship between the output temperatures of the CRAC units and their COP is shown in Fig. 6 . The coefficients relating input and output temperatures of zones and CRAC units are summarized in Table 1 . We set the maximum allowed input temperature of every zone at 27 C, i.e., T in ¼ 27. This constraint reflects the environmental guidelines of the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) [60] .
We define the average utilization of the data center as the mean values of the ratios i ðÞ= i for i ¼ 1; . . . ; 8. When the average utilization is 0 then zones process no workload, i.e., HðÞ ¼ 0. When the average utilization is 1, then zones process the maximum amount of workload they can process, i.e., HðÞ ¼ M. The behavior of the three controllers is not considered for small average utilization values since, at very low utilization values, nonlinearities of the IT and CT neglected in the proposed model become relevant. Fig. 7 shows the total data center power consumption 2 http://tomsym.com/and http://www.ziena.com/knitro.html The total data center power consumption obtained by the baseline controller grows proportionally with the average utilization. The proportional growth is due to two factors. The first factor is the assumption that rack-level and server-level controllers make the power consumption of every zone to grow proportionally with the amount of workload they process. The second factor is that the reference temperature of each CRAC unit is fixed and always lower than or equal to its input temperature. In such a case, the efficiency of every CRAC unit is constant and the power consumed by the CT grows proportionally with the amount of power that the zones consume.
The total data center power consumption obtained by the uncoordinated controller is always lower than the one obtained by the baseline controller. This happens because the uncoordinated controller assigns as much workload as possible to the most energy-efficient servers, i.e., those servers located in zones 5 to 8, and it tries to maximize the efficiency of the CT by setting the reference value of every CRAC unit to the largest value that still enforces the thermal constraints.
The additional savings obtained by the coordinated controller are due to the coordinated management of the IT and CT resources. In particular, the coordinated controller, depending on the amount of workload that has to be processed by the zones, decides whether it is more efficient to allocate workload to the energy-efficient servers, i.e., to the servers in zones 5-8, or to the efficiently cooled servers, i.e., to the servers in zones 1-4.
The PUE values obtained by the three controller are shown in Fig. 8 . In the baseline controller case, the CRAC units operate at a constant, minimum, efficiency and therefore, the PUE values obtained by the baseline controller are constant. The uncoordinated and coordinated controllers are able to improve, i.e., to lower, the PUE obtained by the baseline controller. The PUE curves obtained by the uncoordinated and coordinated controllers are not smooth because for some values of the workload arrival rate, the controllers are unable to locate the true minimum of the optimization problems they solve. In these cases, control actions are based on a local minimum that may be different from the control actions chosen for nearby values of the workload arrival rate.
In the second simulation we focus on a case where the inlet temperatures of the servers in zones 1 to 4 equal the supplied air temperatures of the CRAC units, i.e., P j i;j ' 1 when i is the index of the zones 1 to 4 and j represents the CRAC units only. Also, in the second simulation the servers in zones 1 to 4 are subject to less airrecirculation than in the first simulation case and their inlet temperatures depends more on the output temperatures of the servers in zones 5 to 8. The total power consumption obtained by the uncoordinated equals the total power consumption obtained by the coordinated controller for every average utilization value, i.e., there is no loss of performance in managing IT and CT separately. Fig. 9 shows the total data center power consumption obtained by the three controllers in the second simulation. Table 2 summarizes the values of the coefficients relating input and output temperatures of zones and CRAC units for this simulation. The other parameters did not change. 
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The third simulation represents a data center where almost half of the airflow cooling servers in zones 5 to 8 comes from other servers, i.e., the third simulation considers a data center case where some servers are poorly positioned with respect to the CRAC units. Table 3 summarizes the values of the coefficients relating input and output temperatures of zones and CRAC units for this simulation. The other parameters did not change. Fig. 10 shows the total data center power consumption obtained by the three controllers in the third simulation.
The PUE obtained by the three controllers for these new cases are shown in Figs. 11 and 12. As shown in Fig. 12 , when there exists a large variability among the server cooling efficiency, the PUE strongly depends on the average utilization of the data center.
VI. A CYBER-PHYSICAL INDEX FOR DATA CENTERS
For a given a data center, it would be useful to estimate a priori how much energy could be saved by using a coordinated controller rather than an uncoordinated one. Towards this end, we define relative efficiency as the area between the power consumption curve obtained by the uncoordinated controller and the power consumption curve obtained by the coordinated controller in Figs. 7, 9 , and 10. With the appropriate weights, the relative efficiency can be mapped into the average monthly or average yearly energy savings obtained by using a coordinated controller with respect to an uncoordinated controller.
Consider a data center at its thermal and computational equilibrium and assume that both the QoS and the thermal constraints are satisfied. Furthermore, we assume that every CRAC unit provides a certain amount of cooling, i.e., for every thermal node j modeling a CRAC unit T ref;j T in;j . Let i be the index of a cyber node representing a zone and let T in;i be its input temperature value at thermal equilibrium. Collecting the input temperatures of the thermal nodes representing zones into vector T in;N , we define É ½N ;C as the matrix composed of the f i;j g variables such that i is the index of a thermal node modeling a zone and j is the index of a thermal node modeling a CRAC unit. We also collect all of the output temperatures of the thermal nodes modeling zones into the vector T out;N and define É ½N ;N as the matrix composed of the f i;j g variables such that i and j are the indexes of two thermal nodes modeling zones. From the above, we can write
With a slight abuse of notation, we use the symbol diagf i c i = k i g to denote the diagonal matrix composed of the f i c i = k i g terms, where k i , c i , and i are the coefficients introduced in (6) and (7) . Assuming every zone is processing a constant amount of workload and the matrix ðI À É N ;N Þ is invertible, (20) can be rewritten as
where L ¼ðI À É ½N ;N Þ À1 diagfc i =k i g and H ¼ ½ 1 ; . . . ; N T is the vector of workload departure rates from every zone at the equilibrium.
The variation of the input temperature of the thermal nodes with respect to a variation of the workload execution rate in the computational nodes or to a variation of the reference temperature vector can be written as
The physical meaning of the variables f i;j g implies that the matrix ðI À É N ;N Þ is invertible when the input temperatures of all the thermal nodes representing a zone are affected by at least one thermal node representing a CRAC unit.
The inlet temperature of an efficiently cooled server largely depends on the reference temperature of the CRAC units and marginally on the execution rate of other servers. Let i be the index of a thermal node representing a zone. The ith node is efficiently cooled if
We consider the vector z ¼ ½T ref H T and define the relative sensitivity index of the ith node as
When the relative sensitivity index of the ith zone equals 1, the input temperature of the ith zone uniquely depends on the reference temperature of the CRAC nodes, whereas when the relative sensitivity index equals 0, then the input temperature of the ith zone only depends on the workload execution rate of the other zones. A large variability among the relative sensitivity indexes can be exploited by a coordinated controller in order to improve the efficiency of a data center. We collect the relative sensitivity indexes in the vector S and define as CPI of a data center the normalized standard variation of S CPI ¼ k Á stdðSÞ (23) where k is the normalizing coefficient and std is the standard deviation of the elements of the vector argument. Fig. 13 shows the relative efficiency obtained by the coordinated controller for different values of the CPI. When the CPI values are larger than about 0.55, the uncoordinated controller is unable to find a cooling strategy that satisfies the thermal constraints for large values of the average data center utilization. When the CPI is almost 0, 3 We focus on 2-norm, but other norms can be considered. the relative efficiency of an uncoordinated controller is almost 0. As the CPI increases, the efficiency of a coordinated controller grows exponentially fast. The simulation cases discussed in the previous section correspond to a CPI of 0.33, 0.04, and 0.52, respectively.
The exponential growth of the relative efficiency as a function of the CPI suggests that, in order to minimize the power consumption of a data center controlled by an uncoordinated controller, a careful positioning of the servers should be made. Different locations of a data center are subject to different cooling efficiency values. Given a data center, the relocation of some of its servers may move the CPI of the data center toward smaller values so that an uncoordinated controller will be as efficient as a coordinated controller.
VII. DISCUSSION
This paper presents control of data centers from a CPS perspective. A survey of the literature and current practice shows how energy efficiency has been improved at all levels by taking into account the coupling between the cyber and physical features of data center components. We develop a control-oriented model of the coupled cyber and physical dynamics in data centers to study the potential impact of coordinating the control of the IT with the control of the CT at the data center level. Simulation results show that the amount of savings that can be realized by coordinated control depends upon the amount of workload relative to the total data center capacity and the way the variations in the efficiency of servers are physically distributed relative to the physical distribution of cooling efficiency throughout the data center.
A new CPI is proposed to quantify this dependence of the potential impact of coordinated control on the distribution of cyber (computational) and physical (power and thermal) efficiency. The CPI can be used to assess the need for coordinated control for a given data center, or as a tool to evaluate alternative data center designs. Further research is needed to understand how servers with different efficiencies should be distributed to reduce the need for coordinated control. We are also investigating improvements in the CPI to better quantify additional features, such as the impact of different efficiencies in CRAC units.
More research is needed to develop strategies for coordinating data center control with the power grid. Initial results in this direction can be found in [45] and [47] . Data centers can play an important role in the smart grid because of their high power consumption density. A low-density data center can have a peak power consumption of 800 W/m 2 (75 W/ft 2 ), whereas a high-density data center can reach 1.6 KW/m 2 (150 W/ft 2 ) [12] , [13] , [61] . These values are much higher than residential loads, where the peak power consumption is about a few watts per squared meter [62] , [63] .
Finally, we believe the observations made in this paper concerning data centers from a CPS perspective can offer insights into how to understand and control other largescale cyber-physical systems. Many cyber-physical systems can be viewed as coupled cyber and physical networks, similar to the computational and thermal networks used in this paper to model data centers. In CPS applications, it is important to understand the potential impact of coordinated control strategies versus uncoordinated strategies. Uncoordinated strategies offer the possibility of a Bdivideand-conquer[ approach to complexity, and in some cases the benefits of introducing more complex strategies to coordinate cyber and physical elements of a system may not be significant. The CPI defined for data centers offers one example of how to measure the potential impact of coordinated cyber and physical control. We expect that developing similar indices for other large-scale CPS applications could be of value. h
