Although the sampling theorem is well known, its demonstration assumes generalized delta functions and periodic signals, which are not defined in Hilbert spaces, as well as bandlimited signals which not exist in reality because they must have infinite duration. In this paper, we consider the sampling theorem in Hilbert spaces. We present a simple and complete demonstration of the sampling theorem that uses only signals defined in Hilbert spaces, i.e., we do not use generalized delta functions or periodic signals. We also establish the aliasing effects as a corollary of the theorem.
Introduction
The sampling theorem (also known as Nyquist-ShannonKotelnikov theorem, Whittaker-Shannon-Kotelnikov theorem or Whittaker-Nyquist-Kotelnikov-Shannon theorem, since it was derived independently by several authors [1, 2, 3, 4, 5, 6] ) is a key result of the information theory. Essentially, it says that the samples of a signal with bandwidth B taken at a rate 2B are contain all information regarding the signal. Therefore, we can recover the original signal from their samples (apart from a delay factor). It also established aliasing effects when the sampling rate is below 2B. For these reasons, the sampling theorem is a fundamental result of the digital communications area and the signal processing area. Although this theorem is well-known in the electrical engineering community (especially in the communications and signal processing areas), it is regarded with suspicion in the mathematical community, namely because its demonstration assumes an idealized model, namely employing delta functions and periodic signals. However, delta functions are not defined in Hilbert spaces and both bandlimited signals and periodic signals do not exist in reality because they must have infinite duration. Although there are several attempts to make a formal demonstration of this theorem without using generalized delta functions (e.g., see [7, 8] ), as far as we know, there is no true mathematical demonstration of the sampling theorem. In this paper, we consider the sampling theorem in Hilbert spaces. We present a simple and complete demonstration of the sampling theorem that uses only signals defined in Hilbert spaces, i.e., we do not use generalized delta functions or periodic signals. We also establish the aliasing effects as a corollary of the theorem. This paper is organized as follows: in sec. 2 we outline the conventional approach to demonstrate the sampling theorem, emphasizing its limitations. In sec. 3 we present a proof of the sampling theorem and sec. 4 concludes this paper.
Conventional Approach for the Sampling Theorem
An important scientific task is mapping dense functional Hilbert Spaces on discrete Hilbert Space of series. This mapping is named as discretization. Modern math apparatus for discretization is based on the sampling theorem. Essentially, it states that function x(t) has Fourier integral X(ω), then the function
has spectrum
where
and we took advantage of the assumption that the Fourier integral of
is
This means that if X(ω) = 0 for |ω| > 2πB (i.e., x(t) has bandwidth B) and
then the different replicas of X(ω) in (2) do not overlap and we can recover x(t) from the samples x(nT ), since
In other words, the sampling theorem guarantees that a function can be restored from its samples if the spectrum of this function is finite. But finite spectrum is very hard condition. In real communication systems, signals with finite spectrum are not used because this property accords to a function with infinite support. Real signals have finite support therefore their spectrum is infinite one. The "demonstration" of the sampling theorem outlined above has the following questionable issues: For these reasons, the sampling theorem is seen with suspicion by the mathematical community. In the following section we present a demonstration of the sampling theorem that is free of the questionable issues.
Sampling Theorem in Hilbert Spaces
A function f (t) assumed to belong to
Similarly, a function f (t) assumed to belong to
belongs L 2 (] − ∞, +∞[) and the Fourier integrals of all these functions are connected by the following formula:
Proof Because x(t) has a finite support so this function is not equal 0 on some interval only. Let we designate this interval as [−N T, N T ]. It is possible to write (10) in following manner
Since x d (t) is a linear combination of finite number of functions from space
The rearrangement of summing and integration is possible because the number of terms in the sum is finite. Then we can write following:
The term x(nT ) can be written as a Fourier integral of X(ν) as follows,
This means that the formula for X d (ω) can be written as
Let us make the change of variables −r = ν − ω. In this case ν = ω − r and dν = −dr. Moreover, if ν → ∞ then r → −∞ and if ν → −∞ then r → ∞. This means that
Let we present the integral with infinite limits by infinite sum of integrals with finite limits of integration.
By inserting this series in (17) and changing the summing order we get
Let us denote the coefficients of Fourier decomposition for the function X ω − r − k
By using (20) in (19) we obtain
It should be noted that the number of coefficients C n (k, ω) is finite because we assumed that the initial signal x(t) has limited support, i.e., x(t) = 0 in a limited interval. In fact, since the initial signal x(t) has a limited support C n (k, ω) is zero for |n| > N . For the case r = 0 we have
So from (21) we get the following formula:
which concludes the demonstration.
We would like to emphasize that the signals defined in (10) and (11) have finite support (see figures 1 and 2) . Clearly, the aliasing effects are also defined in theorem 3.1. It also should be pointed out that (23) corresponds to the convolution of X δ (ω) defined in (2) with w(t). 
Conclusion
In this paper, we considered the sampling theorem in Hilbert spaces. We presented a simple and complete demonstration of the sampling theorem that uses only signals defined in Hilbert spaces, i.e., we did not use generalized delta functions or periodic signals. We also established the aliasing effects as a corollary of the theorem. We would like to point out that although we considered signals with limited support, our approach could be extended to signals with unlimited support, provided that they are L 1 and L 2 . Therefore, our demonstration is valid for a wide range of signals that includes all practical signals with physical existence. 
