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Abstract: Adaptive unscented Kalman filter (AUKF) has been widely used for state of charge (SOC) 
estimation of lithium-ion battery. The noise covariance of the conventional AUKF method is updated 
based on the innovation covariance matrix (ICM), which is estimated using the error innovation 
sequence (EIS). However, the distribution of EIS changes due to the time-varying noise, load current 
dynamics and modelling error, which will lead to inaccurate ICM estimation. Therefore, an 
intelligent adaptive unscented Kalman filter (IAUKF) method is proposed to detect the distribution 
change of EIS. Then, the ICM is estimated based on the EIS after the distribution change. Results 
show that the IAUKF method can improve SOC estimation accuracy significantly. Compared to that 
of the AUKF method, the Root Mean Squared Error (RMSE) and the Mean Absolute Error (MAE) of 
SOC based on the IAUKF method decrease by 43.70% and 72.37% under random walk discharge 
condition, respectively. In addition, the computation time of the IAUKF method slightly increases by 
6.27% compared with that of AUKF method. Finally, the effect of initial parameters on the SOC 
estimation accuracy was analysed. The results indicate that proper algorithm tuning, such as initial 
window length of EIS for ICM update and the threshold value, can further improve the SOC accuracy 
based on the proposed IAUKF method. The proposed IAUKF method also shows high robustness 
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Lithium-ion batteries (LIBs) are widely used in various fields because of its long lifespan, high 
energy density and low self-discharge rate [1, 2]. Electric vehicles are one of the typical applications 
for LIBs [3]. The state of charge (SOC) is one of the core indicators of LIBs that must be monitored 
online [4]. The LIBs may suffer from the risk of over-discharge or over-charge if the SOC is 
estimated inaccurately [5]. The lifetime of LIBs will be shortened as a result of over-discharge or 
over-charge. In extreme cases, over-charge may lead to thermal runaway of LIBs. Therefore, 
improvement of SOC estimation accuracy is crucial for safe use and long life of LIBs.   
A lot of SOC estimation methods have been proposed for LIBs. These methods can be classified 
into four categories. The first category is the coulomb counting method [6]. This method is easy to 
implement by integrating the current over time. However, accurate prior information on the initial 
SOC must be provided for coulomb counting method. Further, coulomb counting method is an open 
loop method and lacks the ability of feedback correction [7]. As a result, coulomb counting method is 
vulnerable to electric current measurement errors, especially the bias error. The second one is the 
open-circuit voltage (OCV) method [8]. In the OCV method, the relationship between SOC and OCV 
is built using the OCV test data. However, it takes long time for the LIBs to reach equilibrium state 
due to the slow internal diffusion dynamics [9]. The third one is the data-driven methods [10]. 
Typical data-driven methods include neural networks [11-13], support vector regression [14] and 
fuzzy system [15]. The data-driven methods are capable of self-learning from data. Complicated 
knowledge of electrochemical dynamics is not necessary for the data-driven methods. However, 
substantial data is indispensable for the data-driven methods, which requires long test time. Careful 
experimental test design is also needed as the model performance depends on the quality of the 
training data set. The last one is model-based methods [16, 17]. The model-based method is the 




and has proved to be accurate and implementable online due to the low complexity. In comparison 
with the coulomb counting and OCV-based methods, model-based methods are capable of feedback 
state correction [11]. Compared with data-driven methods, model-based methods do not require 
substantial data for model training [12].  
Due to the advantages mentioned above, the model-based methods become the research hotspot 
in the field of SOC estimation [18-20]. The model-based method is a combination of battery model, 
parameter identification algorithm and filter algorithm. Electrochemical model [21, 22] and 
equivalent circuit model (ECM) [23] are two kinds of battery models widely used for describing the 
characteristics of LIBs. For online SOC estimation, ECM is widely used because of a good balance 
between computation complexity and estimation accuracy. Thevenin model is one of the typical 
ECMs used for the SOC estimation [24, 25]. It consists of an OCV, an internal resistor and a RC 
network. Different ways have been proposed to describe the OCV-SOC relationship, such as 
polynomial function, logarithmic function and exponential function [26]. With the obtained OCV 
model, the other parameters in the ECM can be identified from experimental data. Parameter 
identification methods can be classified into two categories: 1) offline identification method; 2) 
online identification method. Genetic algorithm [27], Particle swarm algorithm [28] and simulated 
annealing algorithm [29] are widely used for offline identification of ECM parameters. However, the 
parameters of ECM are time-varying during the charging/discharging operation. Therefore, online 
identification methods, such as recursive least square (RLS) method, are proposed for improved 
accuracy of parameter identification in this paper. Once the parameters of LIBs are identified online, 
the SOC of LIBs can be estimated based on various kinds of filter algorithms. Among these filter 
algorithms, extended Kalman filter (EKF) [17, 30-32], unscented Kalman filter (UKF) [33, 34], 
cubature Kalman filter (CKF) [24, 35, 36] and particle filter (PF) [10] are the popular state filter 




tuning parameters, such as the ICM [37]. Under real-world operation conditions the noise 
characteristics may change because of change of performance of sensors and environment. For 
example, the measurement error of the electric current sensor depends on the current magnitude. 
However, in these algorithms, the update of covariance of measurement and process noise are 
neglected. 
To cope with such problems, a lot of adaptive filters have been proposed to update the noise 
covariance to improve SOC estimation accuracy. Commonly used adaptive filters include the 
adaptive EKF (AEKF) [13], adaptive UKF (AUKF) [14][33], adaptive H infinity filter (AHIF) [38], 
and adaptive PF (APF) [28]. Apart from these adaptive filter algorithms, a lot of dual-filters were 
proposed for simultaneous parameter and state estimation of LIBs. Dual-filters are made of two 
filters. One is used for the parameter identification, and the other for the SOC estimation. Typical 
dual-filters, such as dual EKFs (DEKF) [39, 40], dual UKF (DUKF) [41, 42] and dual HIF (DHIF) 
[43], were proposed for the SOC estimation. In comparison with filters based on offline-identified 
parameters, the dual filters can achieve better SOC estimation accuracy. Considering that the change 
rate of parameters and state of LIBs may be different during operation, multi-time scale dual filters, 
such as multi-time scale DEKF [44], were proposed. For example, for slow-changing parameter, such 
as capacity, the updating rate is relatively low. In the comparison of dual filters, multi-time scale dual 
filters can achieve similar accuracy with less computation time. In order to update the covariance of 
measurement noise, double adaptive filters, such as multi-time scale dual AEKF [8] and multi-time 
scale dual adaptive PF [45], were proposed for the parameter and state estimation. Compared with 
multi-time scale dual filters, the multi-time scale dual adaptive ones can improve the SOC estimation 
accuracy by online adaption of the measurement noise covariance. 
Despite of these improvements, the distribution change of the EIS was neglected in these filters, 




based on fixed-length EIS, and the distribution change of EIS is not detected. However, several 
causes can lead to the change of the EIS distribution under dynamic load profiles. First, the 
measurement error of the current/voltage sensors depends on the signal amplitude. Second, the 
battery model error depends on the operating condition. For example, the battery model can achieve 
high accuracy when the real-time load current profile matches the data set used for model 
parameterization. In contrast, the model error can increase under a very different load profile. Before 
and after the border of distribution change of EIS, the ICMs are different. This effect is neglected in 
the existing adaptive SOC filter algorithms which generally update EIS covariance using a 
fixed-length window. As a result, it leads to inaccurate ICM estimation, which reduces the SOC 
estimation accuracy. 
The key contribution of this paper is that an intelligent adaptive Unscented Kalman filter 
(IAUKF) is proposed for accurate SOC estimation. First, the EIS distribution change is detected 
based on maximum likelihood. Second, the ICM is estimated with the EIS after that change point. 
The purpose of improving SOC estimation accuracy with intelligent noise estimator is achieved. 
The outline of the paper is as follows: The battery model and parameter identification is 
presented in Section 2. In Section 3, the IAUKF method is introduced. Section 4 presents the 
experimental results and analysis. Conclusions are given in Section 5. 
2 Introduction of Battery Model and Parameter Identification 
2.1 Description of Lithium-ion Battery Model 
The battery model must be established before the SOC estimation. Thevenin model is widely 
used for the SOC estimation as a good trade-off between complexity and accuracy [46]. As shown in 
Fig. 1, Thevenin model consists of a voltage source ocU , a series-connected ohmic resistor sR , and an 









Fig. 1. Thevenin model 
According to Kirchhoff voltage laws and Kirchhoff's current law, the Thevenin model equation 












    
                               (1) 
where pU  is the polarization voltage, tU  is the terminal voltage. i  is the load current with a 
positive value for discharge and a negative value for charge. 
ocU  is the OCV, and  a polynomial is 
used here to describe the OCV-SOC relationship, as   2oc 0 1 2SOC SOC SOC SOC
n
nU K K K K        . 
Discretising Eq. (1) and adding the state variable SOC , the model equations become  
State equation:    
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       (2)           
Measurement equation:    t , oc, p, s,k k k k kU U U i R                                    (3) 
where p,kU , oc,kU and t ,kU  represent the polarization voltage, OCV and terminal voltage at time step 
k , respectively. 1ki   represents the load current at the time step 1k  . SOCk  represents the SOC at 
the time step k .   is the charge and discharge efficiency of the LIBs. t  is the sampling time 
interval. nC  represents the nominal capacity of the battery.  





1 1 1 1
,
k k k k k k
k k k kg
     

 
x A x B u w
y x u υ














C R  
  
  




















   
     
       
 
  
B , k kiu , 
t ,k kUy ,   oc, p, s,,k k k k k kg U U i R   x u . kw  and kυ  are the process noise and measurement noise, 
respectively. 
2.2 Parameter identification for ECM 
In order to improve the accuracy of online parameter identification, the initial parameters must 
be set properly. Based on the OCV tests, a set of data points ( SOC,OCV ) are obtained. Then, the 
coefficients (
0 1 2, , , , nK K K K ) in the OCV model are obtained by fitting these points. With the 
obtained OCV model, the initial parameter values ( s p p, ,R R C ) of the ECM can be estimated by 
minimizing the objective function in Eq. (5), using the GA algorithm. 
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s.t. 
s p p0, 0, 0R R C     
where  *t,kU t  is the measured terminal voltage, pdsN  is the length of test data. 
As the parameters of the ECM change during the operation condition, the parameters 
( s p p, ,R R C ) of the ECM need to be identified online. Taking both complexity and accuracy into 
consideration, forgetting factor-RLS (FF-RLS) is adopted for online parameter identification. The 
initial parameters required for FF-RLS are set to the values obtained above. The detailed 




3 IAUKF for SOC estimation  
3.1 AUKF algorithm 
In the AUKF method, the measurement and process noise covariance are updated online based 
on the covariance matching principle. The AUKF method has been widely used for the state 
estimation of nonlinear systems. It consists of three parts: model prediction step, state correction step 
and covariance matching. The state and measurement equations used in the AUKF method are 
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where 
kx  is the system state vector, ky  is the measurement vector, ku  is the known input vector, 
kw  is the process Gaussian noise, kυ  is the measurement Gaussian noise,  ,k kf x u  is a nonlinear 
state function, and  ,k kg x u  is a nonlinear measurement function.  
The detailed algorithm of AUKF [48] is as follows: 
Model prediction step 
(1)  Initialization 
 
^
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where 
0R  and 0Q  are initial measurement and process noise covariance.  
(2)  Computing the sigma points 
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where   denotes a scaling factor, and 
 2 an k n                                      (11) 
  determines the spread of the sigma points around the mean state value. ak  is the second 
scaling parameter that is usually set to 0. Smaller value 
ak  corresponds to sigma points closer to 
the mean state. The spread is proportional to the square-root of 
ak . 
(3)  Time update 
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.   represents the prior knowledge of the 
state distribution. For Gaussian distributions, 2  . 
State correction step 
(4)  Measurement update 
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(5)  Measurement correction 
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Covariance matching 
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. M  is the fixed window length.  
The ICM kH  is updated online based on Eq. (23). Then the noise covariance kR  and kQ  are 














x u  in Eq. (12) can be substituted by the state equation of battery 
model in Eq. (4). 
3.2 Intelligent noise estimator 
3.2.1 Detection of the distribution change of the EIS 
In the AUKF algorithm, the ICM is estimated based on the fixed length ( M ) EIS according to 
Eq. (23). However, the EIS is affected by both load current dynamics and battery model error. The 
distribution of EIS may change during the charge and discharge process. In order to accurately 
estimate ICM, the border of distribution change of EIS need to be detected. Then the EIS after that 
border can be used for updating the ICM estimation. An intelligent approach is proposed here to 
detect the border of distribution change of the EIS. 
A detection window with length 2N  is considered. The EIS within this window is expressed as 
 2 2 1 1, , ,k N k N ke e e    , where ke  is the EIS at the time step k  in Eq. (20). If the EIS follows a white 
Gaussian noise distribution, the mean and variance of the EIS inside the detection window are zero 
and 2  respectively. The probability density function (PDF) of this EIS inside the detection window 
can be expressed as follows: 












                         (26) 
At each sampling step k, a new error innovation ke  will pop into the detection window. If the 
EIS distribution changes slowly, the PDF of the EIS within the new detection window will remain 
almost the same as before, and the ICM kH  can be estimated using Eq. (23). Because the estimation 
accuracy of ICM increases with the window length, the new error innovation can be added to the 
detection window for covariance estimation. However, if the distribution of the EIS changes rapidly, 




accurately using Eq. (23). It is then required to detect the border of the distribution change of the EIS 
inside the detection window. Once this border is detected, the EIS received after the border will be 
used to estimate the new ICM. The window length of the EIS used for ICM estimation will be reset. 
Therefore, the window length increases between two borders of distribution change and is reset once 
the new border of distribution change arrives.  
The values of EIS can be either positive or negative. However, the amplitude of EIS variation is 
equal when the square of the EIS is the same. Therefore, in this paper, the border of distribution 
change of EIS is detected based on the square of the EIS. Let 2k kZ e , then cumulative distribution 
function of 
kZ  can be obtained as the following equation,  
       
kZ k k k k k k
F z P z e z F z F z                          (27) 
The PDF of 
kZ  can be obtained by differentiating both sides of Eq. (27) as follows: 
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                    (28) 
The variance of the EIS inside the detection window can be estimated based on the 
Maximum-Likelihood (ML) method. If the sequence Z  inside the detection window is given as 
 2 1, , , ,k N k N kZ Z Z Z   , since the data of the sequence Z  are independent, the PDF of the 
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where  2 1, , , ,k N k N kZ z z z   . In order to obtain the variance 
2  based on ML estimation 
  ln Zf z  must be maximised. From Eq. (29), we can get  
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Substitute Eq. (31) into Eq. (30), we can obtain the logarithmic ML function value 
1ML , as 
shown in Eq. (32) 
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In order to detect the border of the distribution change of the EIS, the distribution change point 
inside the detection window must be checked at each time step. The initial window length is set to 
0L , 
where 
0 2L N . The indexes of points in the first half of the detection window start from 1 to N . The 
indexes of points in the second half of the detection window begin from 1N   to 2N . According to 
the previous analysis, the length of the detection window increases if there is no distribution change 
of the EIS. Then, the location of the middle point in the detection window also changes with the 
increasing window length. Assume that there is a distribution change after the middle point in the 
detection window, then the first and second half of the detection window follow two different 
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where the sequences in the first and second half of the detection window follow Gaussian distribution 
with variance 21  and 
2
2 , respectively. From Eq. (33)  
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Substitute Eq. (35) and Eq. (36) into Eq. (34), we can obtain the logarithmic ML function value 
2ML  under the conditions of the distribution change of the EIS, as shown in Eq. (37): 
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          (37) 
Next, 
1ML  and 2ML  can be used for detection of distribution change. If there exists a border of 
the distribution change of the EIS within the detection window, the value 
2ML  will be greater than 
1ML ; Otherwise, the opposite is true. Therefore, the border of the distribution change of the EIS can 
be detected according to Eq. (38). The parameter Th  in Eq. (38) is the threshold value that can be set 
through trial and error.  
2 1ML ML Th                                     (38) 
If Th  is too large, the chance of detection of the border of the distribution change of the EIS 
becomes small. Conversely, if Th  is too small, even slight variation in the distribution change of the 
EIS can lead to a false alarm. It is found that Th N  is a proper choice through trial and error. Next, 
Eq. (38) must be checked at each time step. If this condition is met, the distribution change of the EIS 
is detected, and the EIS received prior to detected border can’t be used for estimating the ICM after 
the detected border.  
The initial window length 0L  is 2N . If no distribution change of the EIS is detected, detection 




estimation window length increases. Therefore, a maximum value 
maxL  should be set for the window 
length to limit the computation expense. In view of this, an adaptive window length is described as 
follows 
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In order to reduce computational complexity, Eq. (32) and (37) are simplified as follows: 
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Three parameters ( , 1  and 2 ) are from Eq. (31), Eq.(35) and Eq.(36), respectively. As such, 
the calculation of ( 2 1ML ML ) based on Eq. (42) is relatively simple. Then, it is easy to judge whether 
the condition relation described by Eq. (38) is met. 
3.2.2 Noise estimator based on the selected EIS 
Based on the detection method of the distribution change of the EIS, the EIS after that border 
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With the obtained ICM 
kH , the covariance of the measurement kR  and process noise kQ  can 
be updated according to Eq. (24) and (25). 
3.3 Framework of the IAUKF algorithm 
The flow chart of the IAUKF-based SOC estimation is given in Fig. 2. It consists of two steps, 
the detection of the distribution change, and the update of the ICM. The estimation window length of 
the EIS is adaptive based on the detection results, as shown in the light blue part of Fig. 2. If the time 
step meets the condition relation 
0k L , the initial measurement noise covariance 0R  and process 
noise covariance 0Q  are used for state estimation. If the time step k  surpasses 0L , the ICM kH  
will be updated with the selected EIS based on the adaptive window length following Eq. (39). As 
shown in the yellow part of Fig. 2. Following the estimation of ICM 
kH , the covariance of the 
measurement noise (
kR ) and process noise ( kQ ) are updated. The number tN  in Fig. 2 represents 
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4 Results and discussion 
4.1 Parameter identification of the ECM 
The random charge and discharge test data (RW9.mat) provided by NASA PCoE [49] is used to 
verify the proposed IAUKF method. The test object is the 2nd generation 18650 LiCoO2 battery 
provided by Idaho National Laboratory. The nominal capacity of the battery is 2.1002Ah. The battery 
is tested at 25 ℃. The load current is randomly generated every five minutes. The current ranges 
from -4.5A to 4.5A. The negative current represents the charge of the battery, and the positive current 
represents the discharge of the battery. Here, the polynomial function is chosen to model the OCV 
data. The degree of polynomial function is the key parameter that affects the modelling accuracy of 
OCV. If the selected degree of polynomial function is low, the OCV model is under-fitting. If the 
selected degree of polynomial function is large, the OCV model will be over-fitting. By trial, the 
12-degree polynomial function is selected to model the OCV data. Based on the polynomial fitting, 
the parameters ( 0 1, , , nK K K ) of the OCV model are obtained. Fig. 3 shows the original data and 
fitting results, and Table 1 lists the corresponding parameters. The RMSE and MAE of the OCV 
estimation are 0.00337 V and 0.00264V, respectively, indicating that the proposed 12-degree 
polynomial OCV model has high accuracy.  
 





Table 1. Parameters of OCV model 
iK  0K  1K  2K  3K  4K  5K  
value -3.884e+4 2.503e+5 -7.131e+5 1.183e+6 -1.266e-6 9.151e+5 
 
6K  7K  8K  9K  10K  11K  12K  
-4.537e+5 1.540e+5 -3.497e+4 5.093e+3 -444.544 21.481 3.212 
With the obtained OCV model, the initial parameters of the ECM can be estimated based on GA 
in the MATLAB R2018b Optimization Toolbox with default parameters. The pulse discharge current 
and the corresponding terminal voltage are shown in Fig. 4, from which the initial parameters 
( s p p, ,R R C ) of the ECM can be estimated. The results are shown in Table 2. 
 
Fig. 4. (a) Pulse discharge current, and (b) terminal voltage 
Table 2. Initial parameter values of 1RC model 
Parameter sR  pR  pC  




The test data can be downloaded from the official website of NASA. The URL of this website is 
attached in the Acknowledgement. The test data covers a significant time (6.76 hours) due to the 
relatively lengthy charge step. So, the terminal voltage and current within the 1st hour of the test data 
are used to verify the proposed IAUKF method. Fig. 5 shows the terminal voltage and current of the 
battery during the random charge and discharge test. 
 
Fig. 5. (a) Battery terminal voltage tV , and (b) current I  under random discharge and charge test 
With the obtained initial parameter values, FF-RLS is used to estimate these parameters online. 
Typically, the forgetting factor in the FF-RLS is set to a value between 0.95 and 1. In this paper, the 
forgetting factor in the FF-RLS is set to 0.99. The estimated parameter results are shown in Fig. 6. 
The characteristic of parameter change is closely related to the random discharge and charge current 
and SOC, as shown in Fig. 5. The battery is charged or discharged every five minutes with the 




next random current pulse. During the short rest period, the sampling time of the current/voltage 
signals changes from 1s to 0.04s. Therefore, the parameter update scheme was stopped during the 
short rest period and the ECM parameters are kept the same as the last estimated value before the 
short rest period. Fig. 6 shows the parameter identification results of the ECM. 
 
Fig. 6. Estimated parameter values of sR , pR and pC  
The estimated terminal voltage and its error are shown in Fig. 7. The estimated terminal voltage 
in blue matches very well with the measured one in black, as shown in Fig. 7(a). The error of the 
terminal voltage is kept low, as shown in Fig. 7(b), except for a few small error spikes that occur at 













 in the 
FF-RLS algorithm [47] changes, model parameters should change. The parameter update scheme was 
stopped during the short stop periods and the ECM parameters are kept the same as the last estimated 
values before the short stop periods. The RMSE and MAE of terminal voltage are 0.00108 and 
0.00063, respectively, which indicates the high accuracy of the parameter identification of the ECM. 
The error of terminal voltage changes during the charge and discharge process, which depends on the 
load current dynamics and error of battery model. These factors will lead to the distribution change of 
the EIS in the AUKF-based SOC estimation. 
 





4.2 Verification of IAUKF-based SOC estimation 
4.2.1 Verification of IAUKF method under random walk discharge condition 
The initial parameters [50] required for IAUKF-based SOC estimation are listed in Table 3. 
Table 3. Initial parameter values for SOC estimation 
Parameters value 
Initial state 0 p=[ ,SOC]Vx  
T[0 0.95]  
Initial state error covariance matrix 
0P  [1e-3, 0; 0, 3e-4] 
Process noise covariance matrix 
0Q   [1e-4, 0; 0, 5e-4] 
Measurement noise covariance matrix 
0R   5e-3 
Fig. 8 shows the calculated EIS during the process of the SOC estimation of the battery. Based 
on the theoretical analysis above, the EIS can be affected by both load current dynamics and the error 
of the battery model. As shown in Fig. 8, it is obvious that the EIS does not follow the Gaussian 
distribution with zero mean value and fixed variance during the whole charge and discharge process. 
Therefore, the ICM should not be estimated with fixed length EIS. The border of the distribution 
change of the EIS should be detected, and the ICM should be updated with the EIS after that border. 
 
Fig. 8. Error innovation sequence 
 
Based on the IAUKF method, the border of the distribution change of the EIS is detected. Then 
the window length of EIS is updated according to adaptive rule described by Eq. (39). The maximum 
length maxL  of the sliding detection window is set to 8, and the threshold Th =4.0 by trial method. 




The window length of the selected EIS gradually increases if 
2 1ML ML  is less than the 
specified threshold, which means that the distribution of the EIS does not change significantly. On 
the other hand, if 
2 1ML ML  exceeds the specified threshold and a EIS distribution change is detected, 
the window length of the selected EIS will be reset to 2 in order to update the ICM. In order to show 
the length of the selected EIS clearly, the total time window [0, 3600] are separated into three parts, 
as shown in Fig. 9 (a), (b) and (c). The results show that the window length of the selected EIS 
constantly cycles from 2 to 8, indicating successful detections of the locations of the EIS distribution 
changes. In order to illustrate the adaptive rule clearly, the local enlarged drawing ranging from 1450 





Fig. 9. (a), (b) and (c) Selected EIS length, and (d) local enlarged drawing 
The selected EIS will be used to estimate the ICM, according to Eq. (43). Then the covariance of 
measurement and process noise are estimated based on Eq. (24) and (25) with the obtained ICM. 
Based on the proposed IAUKF method, the SOC estimation results are shown in Fig. 10. It shows 
that the SOC estimation results based on the IAUKF are very close to the reference SOC. The local 
enlarged drawing in Fig. 10 (a) shows that the SOC converges quickly to the reference SOC. Fig. 10 




in Fig. 10(b), is caused by the measurement error and model error. In order to demonstrate the 
superiority of the IAUKF method, the SOC results based on AEKF and AUKF methods are given as 
a comparison, as shown in Fig. 10. For AEKF method, the initial parameter values are the same as 
those values listed in Table 3. But the best window length for AEKF is 4 under random walk 
discharge condition. Although the AUKF method can quickly converge to near the reference SOC. 
However, the SOC error constantly fluctuates above the reference SOC, as shown in Fig. 10(b). The 
AUKF parameters are initialized with the same values listed in Table 3. The fixed window length of 
the EIS in the AUKF method is 8. The local enlarged drawings in Fig. 10 (a) shows that the SOC 
result based on IAUKF is closer to the reference SOC than the one based on AUKF method. As 
shown in Fig. 10 (b), the SOC error based on IAUKF method is significantly lower than that based 
on the AUKF method, which shows the better performance of the proposed IAUKF method.  
 




The reason is that the estimated ICM in the IAUKF method is different from the one in the 
AUKF method, as shown in the local enlarged drawing in Fig. 11. Since the covariance of 
measurement and process noise are updated based on the ICM according to Eq. (24) and (25), the 
relative magnitude between measurement and process noise covariance will change. From Fig. 11, it 
can be concluded that the IAUKF method can update the covariance faster than the AUKF method, 
leading to improvement of the SOC accuracy. This is because the IAUKF can detect the point of the 
EIS distribution change. 
 
Fig. 11. ICM 
kH  under different methods 
To quantitatively compare the performance of these two methods, the corresponding RMSE and 
MAE of SOC estimation results are listed in Table 4. Compared with the AUKF method, the RMSE 
and MAE of the proposed IAUKF decrease by 43.70% and 72.37% respectively, which demonstrates 
the superiority of the proposed method.  
Table 4. RMSE and MAE of SOC under different methods 
Method AEKF AUKF IAUKF 
RMSE 0.00239 0.00492 0.00277 
MAE 0.00165 0.00456 0.00126 
For online SOC estimation of lithium-ion battery, the computation time is another key index that 
must be evaluated. The computation time of the proposed IAUKF method is compared with the one 
of the AUKF method. This computational time is the execution time of MATLAB script on a PC with 




method may be slightly different when it is executed at different time even with the same PC. The 
reason is that the computation time is affected by the current state of system, such as CPU, memory 
and so on. In order to accurately evaluate the computation time of the proposed IAUKF method, the 
MATLAB script of the proposed IAUKF method is executed for 10 times to obtain the statistics of 
computation time.  
The statistics of computation time of different methods is listed in Table 5. The computation 
time of AEKF method takes the minimum value among three methods. Compared with the AUKF 
method, the average computation time of the proposed IAUKF method only slightly increases by 
6.27%. The standard error of the computation time of the two methods are at the same level. The 
increased computation time of the proposed IAUKF method is mainly contributed by the additional 
detection algorithm for EIS distribution change. However, the proposed IAUKF method has a shorter 
average window length for ICM estimation which helps reduce the computation time. In the AUKF 
method, the EIS window length used for ICM estimation is constant 8. However, in the proposed 
IAUKF method, the EIS window length changes from 2 to 8, as shown in Fig.9. Thus, the average 
window length of the EIS used for the ICM estimation of the proposed IAUKF method is shorter than 
the one of the AUKF method. In summary, the proposed IAUKF method can significantly improve 
the SOC estimation accuracy by slightly sacrificing the computation time. 
Table 5. Computation time under different methods 
Method AEKF AUKF IAUKF 
Average computation time (s) 0.879 1.8027 1.916 
Standard error of computation time (s)   0.0209 0.0391 0.0402 
4.2.2 Verification of IAUKF method under DST and FUDS conditions 
In order to verify the effectiveness of the IAUKF method for other discharge conditions, 
discharge test data of LIBs under DST and FUDS conditions are used to evaluate the performance of 
SOC estimation. These discharge test data are provided by Center for Advanced Life Cycle 




chemistry is LNMC/Graphite. The rated capacity of the test object is 2Ah. The discharge test of LIBs 
is implemented under 25℃. Considering that the SOC error fluctuation mainly occurs in the initial 
convergence phase, the first 1h test data are used for verifying the proposed IAUKF method. 
Based on the incremental test method, the SOC-OCV data for INR 18650-20R can be obtained. 
In order to obtain accurate OCV model, ten-degree polynomial is used to build the OCV model for 
INR 18650-20R. The coefficients of polynomial OCV model for INR 18650-20R is listed in Table. 6. 



























1.080e+4 -1.862e+3 1.667e+2 -4.001 3.298 
The parameters ( '
sR , 
'
pR  and 
'
pC  ) of ECM of INR 18650-20R can be obtained based on GA 
algorithm, as listed in Table 7. The RMSE and MAE of the ECM of INR 18650-20R is 5.988e-4 and 
3.708e-4 respectively, which demonstrates that 1RC ECM can accurately model the dynamic 
behaviour of INR 18650-20R under 25℃. 








value 0.0710 0.0342 1135.2 
For DST condition, the initial parameter values for SOC estimation based on IAUKF method 
are listed in Table 8. 
Table 8. Initial parameter values for SOC estimation of INR 18650-20R (DST) 
Parameters value 
Initial state '0 p=[ ,SOC]Vx  
T[0 0.5]  
Initial state error covariance matrix '0P  [1e-4, 0; 0, 2e-2] 
Process noise covariance matrix '0Q   [1e-3, 0; 0, 6.5e-3] 
Measurement noise covariance matrix '0R   5e-3 
The initial real SOC of INR 18650-20R is 0.8. For IAUKF method, the initial window length is 
set to 60. The maximum window length is set to 120. The threshold Th  is set to 100. For AUKF 




method are the same as that in IAUKF method. For AEKF method, the initial parameter values are 
the same as those listed in Table 8. But the best window length for AEKF is 10 under DST condition. 
The SOC estimation results of AEKF, AUKF and IAUKF methods are shown in Fig. 12. Fig.12 
shows that the SOC estimation performance of IAUKF method is the best among three methods 
under DST condition. The convergence performance of AEKF method is better than that of AUKF 
method. Fig. 12 shows that the SOC estimation result based on IAUKF method can quickly 
convergence to the reference SOC. However, the SOC estimation result based on AUKF method 
can’t converge to the reference SOC.  
 
Fig. 12. (a) Estimated SOC, and (b) its error under different methods (DST) 
To quantitatively compare the performance of these two methods, the corresponding RMSE and 
MAE of SOC estimation results are listed in Table 9. Both RMSE and MAE of SOC based on 




method, the RMSE and MAE of the proposed IAUKF decrease by 85.05% and 96.94% respectively, 
which demonstrates the superiority of the proposed method.  
Table 9. RMSE and MAE of SOC under different methods (DST) 
Method AEKF AUKF IAUKF  
RMSE 0.00942 0.0198 0.00296  
MAE 0.00946 0.0196 0.00066  
The computation time for different methods are listed in Table 10. The computation time of 
AEKF method takes the minimum value among three methods. The computation time of IAUKF 
method slightly increases by 4.90% compared with that of AUKF method. The reason is that the 
increased time is mainly caused by the detection algorithm for EIS distribution change. 
Table 10. Computation time under different methods (DST) 
Method AEKF AUKF IAUKF 
Average computation time (s) 0.594 0.971 1.021 
Standard error of computation time (s)   0.0247 0.065 0.093 
For FUDS condition, the initial parameter values for SOC estimation based on IAUKF method 
are listed in Table 11. 
Table 11. Initial parameter values for SOC estimation of INR 18650-20R (FUDS) 
Parameters value 
Initial state ''0 p=[ ,SOC]Vx  
T[0 0.5]  
Initial state error covariance matrix ''0P  [1e-6, 0; 0, 6e-3] 
Process noise covariance matrix ''0Q   [1e-4, 0; 0, 1e-3] 
Measurement noise covariance matrix ''0R   5e-3 
The initial SOC of INR 18650-20R is 0.8. For IAUKF method, the initial window length is set to 
160. The maximum window length is set to 400. The threshold Th  is set to 300. For AUKF method, 
the window length for AUKF method is set to 400. Other initial parameter values in AUKF method 
are the same as that in IAUKF method. For AEKF method, the initial parameter values are the same 
as those listed in Table 11. But the best window length for AEKF is 10 under FUDS condition. The 
SOC estimation results of AEKF, AUKF and IAUKF methods are shown in Fig. 13. Fig. 13 shows 
that the SOC estimation result based on IAUKF method can gradually converge to the reference SOC. 




estimation result based on AUKF and AEKF methods can’t converge to the reference SOC. The local 
enlarged drawing in Fig. 13(a) shows that the SOC estimation curves of AUKF and IAUKF method 
separate after about 200s. Then, the SOC estimation curve of IAUKF method gradually converges to 
the reference SOC. The reason is due to the intelligent noise estimator which can detect the 
distribution change of EIS. 
 
Fig. 13. (a) Estimated SOC, and (b) its error under different methods (FUDS) 
To quantitatively compare the performance of these two methods, the corresponding RMSE and 
MAE of SOC estimation results are listed in Table 12. Table 12 indicates that the proposed IAUKF 
method achieves the best performance for SOC estimation among these three methods. Compared 
with the AUKF method, the RMSE and MAE of the proposed IAUKF decrease by 44.53% and 
86.12% respectively, which demonstrates the superiority of the proposed method.  
Table 12. RMSE and MAE of SOC under different methods (FUDS) 




RMSE 0.00919 0.00649 0.00360 
MAE 0.00970 0.00560 0.00078 
The computation time for different methods are listed in Table 13. The computation time of 
AEKF method takes the minimum value among three methods. The computation time of IAUKF 
method slightly increases by 7.73% compared that of AUKF method. The reason is that the detection 
algorithm for EIS distribution change lead to the increase of computation time. 
Table 13. Computation time under different methods (FUDS) 
Method AEKF AUKF IAUKF 
Average computation time (s) 0.602 0.957 1.031 
Standard error of computation time (s) 0.0251  0.0286 0.0424 
To sum up, the proposed IAUKF method can significantly improve the SOC estimation 
performance of LIBs at the cost of slightly increase of computation time. 
4.3 Effect analysis of key parameters on SOC estimation 
In Section 4.3, effect analysis of key parameters is the key point. The method of effect analysis 
of key parameters on SOC estimation under different discharge condition is similar. In order to avoid 
a lengthy article, in Section 4.3, we still choose the random discharge condition to analyse the effect 
of key parameters on SOC estimation. 
4.3.1 Effect of the initial window length of EIS on the SOC estimation 
The SOC accuracy is affected by the relative magnitude of the measurement and process noise 
covariances. According to Eq. (24) and (25), the covariance of measurement and process noise are 
updated based on the ICM, which is estimated by the selected EIS. Therefore, the initial window 
length of the EIS will affect SOC estimation accuracy. The effect of the initial window length of the 





   Fig. 14. Effect of 0L  of the EIS on (a) SOC and (b) its error based on IAUKF method 
As shown in Fig. 14(a), the SOC converges to the reference SOC quickly in less than 100 
seconds. The SOC accuracy can be classified into two groups according to the size of SOC error, as 
shown in Fig. 14(b). The SOC error based on the proposed IAUKF is very close to each other when 
initial window length is set to 2, 5, 6, 7 and 8, which are categorized as the first group. The SOC error 
based on the proposed IAUKF is very close to each other when initial window length is set to 3 and 4, 
i.e., the second group. The reason is that the initial window length has an effect on the ICM kH . The 
estimated ICM kH  under different initial window length is shown in Fig. 15(a). The local enlarged 




groups according to the classification mentioned above. The ICM 
kH  will affect the update of 
covariance of measurement and process noise, and leads to two groups of SOC accuracy with 
significant difference. Therefore, a proper 
0L  should be selected by trial and error. 
 
Fig. 15. Effect of 0L  on (a) ICM kH , and (b) local enlarged drawing based on IAUKF method 
To quantitatively evaluate the effect of the initial window length of the EIS on the SOC 
estimated based on the IAUKF, the corresponding RMSE and MAE of SOC are listed in Table 14. 
The SOC accuracy based on the proposed IAUKF is very close to each other when initial window 




the proposed IAUKF is very close to each other when initial window length is set to 3 and 4, i.e., the 
second group. The SOC accuracy of the second group is lower than the one of the first group. 
Therefore, selecting proper initial window length can further improve the SOC accuracy based on the 
proposed IAUKF method. Therefore, the initial window length should be tuned properly by trial and 
error. 
Table 14. RMSE and MAE under different initial length of EIS 
IAUKF 0 =2L  0 3L   0 =4L  0 =5L  0 =6L  0 =7L  0 =8L  
RMSE of SOC 0.00277 0.00515 0.00596 0.00266 0.00266 0.00255 0.00284 
MAE of SOC 0.00126 0.00453 0.00553 0.00064 0.00063 0.00064 0.00176 
4.3.2 Effect of the threshold value on the SOC estimation 
The threshold Th  is also an important parameter that affects the SOC accuracy based on the 
proposed IAUKF method. The effect of the threshold Th  on the SOC estimation is also analysed, as 
shown in Fig. 16. Fig. 16(a) indicates that the SOC converges to the reference SOC quickly with time. 
As shown in Fig. 16(b), the SOC errors described by red and blue dot lines ( 4.3Th  , and 4.5Th  , 
respectively) are almost overlapped, and are very close to zero. The SOC errors described by red and 
blue dot lines ( 4.3Th  , and 4.5Th  , respectively) are significantly lower than those in the remaining 
parts. By calculating the window length of the EIS, it can be found that kL  is similar when Th  is 
set to 4.3 and 4.5, as shown in Fig. 17(a), (b) and (c). As shown in the local enlarged drawing in Fig. 
17(d), kL  is almost equal when Th  is set to 4.3 and 4.5. Similar window length of the EIS will lead 
to similar ICM. The similar ICM will lead to similar relative magnitude between covariance of 
measure and process noise, which affects the SOC accuracy directly. Due to the same reason, the 
SOC errors described by green dot line and red solid line ( 4.1Th  , and 4.2Th  , respectively) are 










  Fig. 17. (a), (b) and (c) Window length of EIS and (d) its local enlarged drawing 
In order to quantitatively evaluate the effect of the threshold Th  on the SOC estimation based 
on the proposed IAUKF, the corresponding RMSE and MAE of SOC are listed in Table 15. It can be 
found that the RMSE and MAE of SOC are close to each other when the threshold Th  is set to 4.3 
and 4.5. The MAE of SOC when the threshold Th  is set to 4.3 and 4.5 is significantly lower than the 
one of the remaining parts. Therefore, the threshold Th  should be tuned properly by trial and error 




Table 15. RMSE and MAE under different thresholds 
IAUKF =4.0Th  =4.1Th  4.2Th   =4.3Th  =4.4Th  =4.5Th  
RMSE of SOC 0.00277 0.00387 0.00388 0.00317 0.00322 0.00316 
MAE of SOC 0.00126 0.00317 0.00319 0.00095 0.00126 0.00083 
4.3.3 Effect of the initial measurement noise covariance on the SOC estimation 
Initial measurement noise covariance is also an important parameter that affects the SOC 
estimation based on the IAUKF method. The effect of initial measurement noise covariance on the 
SOC estimation is also analysed, as shown in Fig. 18. Fig. 18(a) indicates that the proposed IAUKF 
is robust to initial measurement noise covariance. The local enlarged drawing in Fig. 18(a) shows that 
the estimated SOC under different initial measurement noise covariance converges to the reference 
SOC quickly with the time. Fig. 18(b) shows that the SOC error is close to zero although the initial 





  Fig. 18. The effect of 0R  on (a) SOC and (b) its error  
The corresponding RMSE and MAE of SOC are listed in Table 16. It can be found that the 
maximum RMSE of SOC is almost twice the size of the minimum one. The maximum MAE of SOC 
is 28.77% larger than the minimum one. The reason is that the initial measurement noise covariance 
significantly affects the convergence process at the time interval [0, 200]s, as shown in the local 
enlarged drawing in Fig. 18(a). However, under all cases, the SOC error tends to zero with the time 
although the initial measurement noise covariance is different. This is because the proposed online 
adaption algorithm gradually corrects the initial covariance estimation error. Therefore, the proposed 




Table 16. RMSE and MAE under different initial measurement noise covariance 
IAUKF 0 =1e-3R  0 =3e-3R  0 5e-3R  0 =7e-3R  0 =9e-3R  
RMSE of SOC 0.00164 0.00248 0.00316 0.00335 0.00344 
MAE of SOC 0.00094 0.00099 0.00083 0.00091 0.00073 
To summarize, the minimum RMSE and MAE of SOC usually occur at different parameters. 
The RMSE of SOC is mainly determined by the initial convergence process. The MAE of SOC 
reflects the stable error of SOC, which should be put more emphasize on. Therefore, in order to 
obtain minimum MAE of SOC, the initial length 
0L , threshold Th  and initial measurement noise 
covariance should be set to 6, 4.5 and 5e-3 respectively. 
5 Conclusions 
AUKF has been widely used for battery SOC estimation based on ECM, and the accurate 
estimation of the ICM based on the EIS is key to the AUKF performance. To address the issue of the 
distribution change of EIS caused by load current dynamics and battery model error of AUKF, an 
IAUKF method is proposed as a way of improving the SOC estimation accuracy of LIBs. The 
following are conclusions drawn from this work: 
(1) Compared to AUKF, IAUKF leads to 43.70% and 72.37% improvement in the estimation 
accuracy of RMSE and MAE of SOC under random walk discharge condition, respectively. The 
steady-state SOC error based on the proposed IAUKF method is very close to zero, which is 
significantly lower than the one based on the AUKF method.  
(2) The computation time of the proposed IAUKF method only slightly increases by 6.27% 
compared with the one based on the AUKF method. Therefore, the proposed IAUKF method can 
be used for online SOC estimation. 
(3) The effect of the initial length of the EIS on SOC results based on the IAUKF method is analysed. 




estimation. The result indicates that choosing proper initial window length of the EIS can further 
improve the SOC accuracy based on the proposed IAUKF method. 
(4) The effect of the detection threshold for EIS distribution change on SOC results based on IAUKF 
method is analysed. The results indicate that selecting a proper threshold can further improve the 
SOC accuracy based on the proposed IAUKF method. 
(5) The influence of initial measurement noise covariance on SOC results based on IAUKF method 
is analysed. The initial measurement noise covariance significantly affects the convergence 
process. However, the effect of the initial measurement noise covariance on the steady-state SOC 
error is negligible. The results indicate that the proposed IAUKF method is robust to initial 
measurement noise covariance. 
In the short term, the influence of ageing on SOC estimation of lithium-ion battery is not 
significant, however, in the long term such influence can’t be ignored. As the battery ages, the 
capacity of LIBs will change, which would also contribute to the distribution change of the EIS in the 
AUKF method. In the future, the capacity fade of LIBs will be taken into consideration in the 
proposed IAUKF method to further improve the online SOC accuracy in the long term. 
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