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Abstract 
Sauter, S., The ILU method for finite-element discretizations, Journal of Computational and Applied Mathe- 
matics 36 (1991) 91-106. 
The ILU iteration scheme is well known as an excellent smoother in a multigrid process. But up to now a 
restricting fact of the method was that, apparently, the algorithm can only be applied efficiently to finite-dif- 
ference discretizations on rectangular grids. The problem to transfer the algorithm to finite-element discretiza- 
tions is that the iteration depends on the numbering of the grid points and on the structure of the grid. In 
opposition to this, the basic advantage of finite elements is that one can use self-adaptive refinement strategies, 
to get problem-orientated grids, which have not a uniform structure. In this paper we explain how to apply the 
ILU method to arbitrary finite-element grids and develop strategies for accelerating the algorithm and making it 
vectorizable. In Section 3 we shall study the influence of the grid for the stability of the ILU iteration and give a 
somewhat surprising example, which makes us optimistic with regard to a generalization of the theoretical 
results to larger classes of problems. Finally, in Section 4 we report on some numerical tests for an eigenvalue 
problem with real physical background. 
Keywords: ILU method, finite elements, vectorization, stability, eigenvalue problem. 
1. Introduction and formulation of the algorithm 
Usually the ILU iteration scheme is used to solve a system of linear equations, where the 
coefficient matrix should have a structured pattern. That would be the case if, for example, the 
nonzero entries of the matrix lie on diagonals. In this section we describe how to apply the ILU 
method to arbitrary matrices, resulting from a finite-element discretization in an efficient and 
easy way. 
1.1. The incomplete LU decomposition 
The exact LU decomposition of a large but sparse regular n X n matrix K is not practicable, 
because the factor matrices L and U do not have a sparse structure, so the storage requirements 
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are of order n2, and the whole method needs 0(n3) arithmetical operations, which is too 
expensive for large n. 
The idea of the incomplete factorization is to perform the decomposition only on a prescribed 
pattern and to set the other elements to zero during the process. This results in a splitting of the 
form 
K=LU-C, (1.1.1) 
with the rest-matrix C and the “sparse” lower (upper) triagonal matrix L (U). The correspond- 
ing iteration scheme to solve the equation Kx = b then proceeds as follows: 
arbitrary starting guess: x0, 
iteration step: xi+, = x, - M-‘( Kx, - b), 
with M := LU. 
It is well known that the above process converges, iff the spectral radius p of the iteration matrix 
S := I - M-‘K satisfies p(S) < 1 (see [9]). 
I. 2. Model problems 
For an arbitrary n x n matrix A the pattern ‘$(A) is defined by 
Q(A):= {(i, j); A,,j#O, 1 Gi, j<n}. 
The usual conditions for the pattern of L, U and C of the splitting (1.1.1) are 
~(L)n~(c)=~(U)n~(C)=0, Q(K)c%3(L)u%(U). (1.2.1) 
So the easiest way to split the matrix K in L and U is to use the pattern 
(1.2.2) 
which results in the so-called 5-point ILU scheme. 
Another common choice of the pattern is the following. Let !l3( C,) be the pattern of the 
rest-matrix C, in the case of (1.2.2). We now define 
~(L)u~(U)=~(K)u~(C,), 
which is called the 7-point ILU scheme. 
The ILU method was developed for model problems in the theory of partial differential 
equations. As a standard example one considers the Poisson equation with Dirichlet boundary 
conditions: 
-Au = g, in 52:= (0, 1) X (0, l), 
24 = 0, on afi. 
(1.2.3) 
If we discretize this problem with an equidistant grid of stepsize h, by using a lexicographical 
numbering of the grid points and the usual 5-point formula for the derivatives, the resulting 
discrete matrix is characterized by the star 
h-‘[ -1 1; -I]. 
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The 5-point ILU scheme for this problem is discussed in detail (also for anisotropic analoga) 
in [11,12], and it was shown that the method, by using some modifications, is convergent, 
numerical stable, robust and has the smoothing property in a multigrid process. 
Wesseling [lo] discussed the 7-point ILU scheme for the above problem, where he gets similar 
results. 
A fundamental property, the numerical stability of the method (cf. Section 3) could be shown 
in the case that K is an H-matrix [5], as a generalization of the basic result for M-matrices from 
[6]. The definition of these matrices is the following. 
Definition 1.2.1. A regular n x n matrix A is called M-matrix, if 
A,,i > 0, for all i, A, j<O, for all i#j, (A-‘),., 2 0, for all i, j. 
A regular n x n matrix B is called H-matrix, if the matrix B, defined by 
fij ; := B,,, , for all i, j,,j:= - 1 Bi,il, for all i#j, 
is an M-matrix. 
1.3. The ILU method for unstructured matrices arising from finite-element discretizations 
If we want to apply the ILU method to finite-element discretizations, the central problem is 
that the arising matrices are not structured and are not in the class of H-matrices. 
In the following we consider the problem 
-Au = g, in s2 := (0, 1) X (0, 1), 
24 = 0, on as2, 
(1.34 
where Ic2 is a domain in R*. Let D be discretized by small triangles forming the triangulation r. 
We consider 
h := sup { diam( T ) , T is a triangle of r ) 
as a discretization parameter (stepsize). For later use we will denote the set of edges of 7 by E,. 
The triangulation 7 := { T-,, . . . , K } has to be conform in the sense that 
(a) T is an open triangle, for all i, 1 < i < t; 
(b) T n 3 =_O, for all i + j; 
(c) lJ:=,q = a; 
(d) For i f j, Tj n 7 is either 
(i) empty, or 
(ii) an element of E,, or 
(iii) a common corner of the elements T. and Tj. 
We will use continuous, piecewise linear finite elements { (pi } 1 ~ i ~ N, where N denotes the 
number of nodal points. Writing (1.3.1) in variational formulation and using the finite-element 
space, formed by { +i }, we get a system of linear equations of the form 
Kx = b. 
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The pattern of K depends directly on the structure of the triangulation and the numbering of the 
grid points. Normally the pattern of K is - like the triangulation - not structured, but if we 
define the splitting matrices L, respectively U, by 
%VJ@(~)=P(Jq, 
we can formulate the algorithm in a manner which is very easy to implement. For a symmetric 
notation of the algorithm we write the incomplete factorization in the form 
K=(L+D)D-‘(U+D)-C, 
with strictly lower (upper) triagonal matrices L (U), the diagonal matrix D and the same 
rest-matrix C as before. 
With the notations (i, j) E ET, if there are grid points P,, P, with P;P,E E, and (i, j, k) E r, 
if there are grid points P,, P,, Pk, which are the corners of one triangle of r, we can write the 
formulae, needed to gain L, U and D, as follows: 
(1.3.2) 
(J31’)EET 
L,,J= Ki,j- C 
Lz,m"m, j 
D ’ i >J’, 
m,mcmin(i,j) m,m 
(m,l,J)- 
L,,,“,, J 
(1.3.3) 
Ul,jzKi,J- C 
D , i<j. 
m,m<min(~,j) m*m 
(m.i,j)sr 
This follows immediately from the fact that K,, j = 0 if (i, j) 4 E, and from the explicit formulae 
of the exact LU decompostion. 
So if we assume that in finite-element computer codes information from the relation between 
grid point data and triangle data must be present, we can say that the above expressions are 
really easy to implement. 
To estimate the consumptions of formulae (1.3.2) and (1.3.3) we need the following theorem. 
Eulers Polyeder Theorem 1.3.1. Let c be the number of corners, e the number of edges and a the 
number of triangles of a simple connected polygon D E Iw ‘; then c, e, a satisfy 
c-e+a=l. 
Remark 1.3.2. Let N denote the number of nodal points of r. 
(a) The number of terms in sum (1.3.2) is bounded by the maximum number N,,, of edges 
starting at a grid point of r, where the number of terms in each of the sums (1.3.3) is bounded by 
two. 
(b) The total number of summation terms in the whole ILU elimination process is bounded by 
If K is symmetric, the number of summations of the so-called incomplete Chotesky decomposition 
(U = LT) is bounded by 
(%,,a, + 2)N- 
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Proof. (a) is trivial, if we consider (1.3.2) and (1.3.3). 
(b) In the following estimation we use the fact that the number of triangles NT of T is 
bounded by +NE (number of edges of T), which gives, in combination with Eulers theorem, the 
estimation 
NE < 3N. 
Further we remark that if for the computation of D,,, from (1.3.2) there is a term of the form 
(L,,,U,,,)/D,, j, the summation to get 0,. j does not contain this term. An analogous observation 
can be made in the sums of (1.3.3). 
With this, we can estimate as follows: 
# [summation terms in the ILU process] 
< C #{i; (i, j)EE7; i<j} +2 C #{m; (m, i, j)Er; m<min(i, j)} 
JET (l.J)‘=E, 
< +N ,,,N+2+NE<(fN,,,+4)N. 0 
2. Acceleration and vectorization strategies 
2.1. Ordering of the grid points 
If we consider the ILU method as a convergent iteration, respectively as a smoother in a 
multigrid algorithm, it is clear that the structure of the matrix and so the convergence 
(smoothing) properties depend on the numbering of the grid points. There are, roughly spoken, 
two classes of possibilities to order the grid points. The first class covers methods to minimize the 
local bandwidth of the matrix (Cuthill-McKee, Rosen) and it works with arbitrary grids; the 
second class needs a special grid structure, called squaregrid triangulation, where the (rectangu- 
lar) domain fi is covered with elements of the form Q to number the grid points rowwise, 
zebralinewise, etc. (see [2]). 
We now give an algorithm, so that arbitrary grids can be viewed as a squaregrid bent to a ring, 
with few exception points, and all numbering strategies can be transfered. 
Algorithm 2.1.1. 
Comment: The algorithm defines successive ringlines Rj on the grid structure. 
Start: R, := as2. 
Iteration step: R, + , == { e, e is an edge of a triangle T of 7, which has exactly one common point 
with R,, and e satisfies: e fI U:=,R, = fl} U { P, P is a corner of a triangle T, which has exactly 
two corners on R,, and P satisfies: P P U:=,R,}. 
Now it is very easy to number the grid points, for example, in a linewise sense (P, denotes a 
grid point of 7). 
Algorithm 2.1.2. 
Start: Number the grid points, which lie on R,, starting at an arbitrary grid point on R,, 
clockwise from 1 to n,. 
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Iteration step: Number the grid points, which lie on Ri+,, starting at a grid point, which is joined 
by an edge of r with P,,, clockwise from n, + 1 to n, + i. 
Other grid-orientated numbering strategies can be performed in a similar way. 
We want to use the ILU scheme as a smoother in a multigrid algorithm. A smoother in a 
multigrid process should reduce the high frequencies of the error; in other words, the smoother 
must have a local character. As can be seen from model problems, this principle can be 
transfered to the algebraic condition that the nonzero entries of the factorization matrices L and 
U should be clustered. For example, if for a matrix K the nonzero entries are clustered around 
the diagonal, means 
for i>j: Ki,j#OoVm, j<mmi, K,,,#O, 
for i <j: K,,, Z 0 * tfA4, i < M <j, KM,j Z 0, 
the ILU iteration is an exact method, which gives the exact solution after one iteration step. 
Therefore the Cuthill-McKee algorithm, which minimizes the bandwidth, is well suited to 
accelerate the method. Numerical results can be found in [2]. In this paper also the linewise 
numbering shows excellent convergence properties. 
2.2. Vectorization of the ILU method 
We have seen in the previous section how to apply the ILU method to problems with arbitrary 
grids and how to define a line-structure on the grids. In this section we explain how to vectorize 
the decomposition process and the matrix-vector operations, which are the most time-consuming 
parts, to solve the system of linear equations with an iterative method. 
Usually there are two possibilities to perform matrix-vector operations. The first method uses 
a triangle-orientated data structure, with pointers to the grid points (respectively nonzero matrix 
elements), and the loops for the matrix-vector operation must use this nested data structure, so 
the speedup on a vector computer is very low. The other possibility is to work with the envelope 
of the matrix, which is defined for a symmetric, positive definite n x n matrix K by 
env(K):= {(i, j); l<i<j,(n; 3m<iKm,j#0}. 
Now it is easy to see that the pattern of the splitting matrix LT of a symmetric, positive definite 
matrix K (according to (1.1.1) with U = LT) is included by env( K ). Thus, if we store all elements 
Ki, j of K with (i, j) E env( K), the speedup of the vectorization is considerable, but the storage 
requirements and the number of arithmetic operations increase substantially. 
We now explain a method which vectorizes very well and the storage requirements as well as 
the number of operations do not increase. 
In the following we assume that we discretize our differential equation by continuous, 
piecewise linear finite elements over triangular grids. For a multigrid method we need a sequence 
of grids, which we obtain by refining coarser ones. The usual way to refine a triangulation is to 
use a local error estimator on a coarse grid, to indicate the regions in the domain where the grid 
should be refined. In these regions all triangles have to be separated in four new ones, by 
combining the midpoints of the edges of each triangle. We call this refinement the “regular 
refinement”. There are now several strategies to keep the refinement local, for example the 
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bisection proposed in [l], or the strategy of [7]. We denote these methods as “local refinement”. 
For the following we need the next definition. 
Definition 2.2.1. A nodal point Pi is called 
- interior, if - in the case of Dirichlet boundary conditions - Pi @ R,, - in the case of 
Neumann boundary conditions - P, G R,, where R, denotes the k th ringline (Algorithm 2.1.1); 
- exterior, if P, is not interior; 
- regular, if - in the case of an interior point P, - 
#{j; (j, i)EET; j<i} = #{j; (j, i)EET; j>i} =3, 
- in the case of an exterior point P, - 
#{j; (j, i)EET; j>i} =3; 
- nonregular, if P, is not regular; 
- neighbor of a grid point Pk, if (i, k) E E,. 
Remark 2.2.2. If Pi is a regular point, the number of nonzero entries in the ith line of the 
corresponding stiffness matrix K is bounded by seven, so we can store K in seven vectors kj, 
1 <j G 7, of size N (number of nodal points), where kj( m) equals the jth nonzero element of the 
m th line of K, and one additional vector for the other nonzero elements of K. 
Definition 2.2.3. Let L, denote the mth line of K, and let the indices L,,,~ be defined by 
k,(m) = K,,,_,,, Vl,<j,(7, Vl,<m<N. 
Then we call a sequence { L, } “, ~ y ~ y1 of lines of K a uniform part of K, if 
1 v,, + 1 = 1,+1,jr tl1<j<7, ifV,<l’<Z’,--1. 
The idea of the above definition is that the multiplication of a uniform part of the stiffness 
matrix K with a vector x can be performed with high speedup on a vector computer, as can be 
seen from the following algorithm. 
Algorithm 2.2.4. 
Comment: This routine multiplicates a uniform part of the stiffness matrix K with a vector x 
and stores the result in the vector r. The notations are as in Definition 2.2.3. 
do10 j=l,7 
1, = 1, , - v, 
10 continug 
do 20 v = vi, v2 
20 
r(v) = k,(v)x(l, + v) + . . . +k7(v)x(17 + v) 
continue 
end. 
If we use the linewise numbering, described in Algorithms 2.1.1 and 2.1.2, we will show that 
the uniform parts of K increase as a function of the number N of nodal points. 
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Lemma 2.2.5. Let Pi and P,, 1 be regular grid points on the ringline R,. Then the ith and the 
(i + 1) th line of the stiffness matrix K belong to the same uniform part of K. 
Proof. Follows directly from the definition of ringlines and linewise numbering. 0 
Lemma 2.2.6. Let NL,, 0 < i G i,,,, denote the number of ringlines of 7, and I,, 1 < i < i,,,, the 
number of triangles of r, _ 1, which are refined locally to get T;. We assume that the grid points Pi of 
r, consist of the grid points of T,_~ (P,“‘) and new grid points (P/new), which are midpoints of edges 
of 7,_,. Further we assume that the number of nonregular gridpoints with exactly six neighbors is of 
order NL,. 
If we use the linewise numbering of the gridpoints of rj, defined by Algorithms 2.1.1 and 2.1.2, the 
number of nonregular points NRP of r, is bounded by 
NRP,,<C NRP,+NL;+ iIj . 
i 1 ;=7 
Proof. For an interior grid point P,O’” of rj, we define TPj by 
TP,:= (TEr;_]; PJOld isacornerof T). 
If all T E TP, are refined regularly or none of all T E TPj is refined, then PJOld has exactly six 
neighbors. So the number of nonregular interior old grid points of r, can be estimated by 
NRPyld < NRP, + C NL; + i: 1, . 1 
1 /=I ‘1 
Let an interior grid point Pjnew of r, be midpoint of an edge ej of ET,-,, and let q.I, Tjz be the 
triangles of r,_, which have ej as a common edge. Then Pjnew has exactly six neighbors, if 7;, 
and T/, are refined regularly. So the number of nonregular interior new gridpoints of ri can be 
estimated by 
NRPT” < C(NL; + I,). 
A similar consideration can be made foi exterior grid points, which completes the proof. 0 
Theorem 2.2.7. (a) Under the assumptions of Lemma 2.2.6 the number of uniform parts of the 
stiffness matrix K, belonging to the grid ri, is bounded by NRPi. 
(b) NRP; can be estimated by 
NRP;< +‘fl+ ,$,Ij]. 
Proof. (a) is a direct consequence of Lemma 2.2.6. 
(b) An easy geometrical consideration gives by induction 
NL, < 2’NL,. 
Further we can estimate (compare Remark 1.3.2) 
NL, < CNT, < C4-‘NT, < C2-‘Ni, 
which gives the desired estimation with a constant C, depending on rO. 0 
S. Sauter / Finite-element discretiration 99 
We see that if the sum C>=,Z, is of lower order than N;, the average number of lines, belonging 
to a uniform part of K, defined by NJNRP,, increases with finer grids, resulting in a high vector 
speedup for a matrix-vector multiplication for large matrices. For example, if we refine our grids 
only regularly, I, equals zero for all j, and we have 
3. Numerical stability 
3.1. Theoretical results 
An important step in the numerical examination of an algorithm is to prove the numerical 
stability of the method, that is, the investigation of the method for h + 0. 
Definition 3.1.1 (Numerical stability of the ILU method). Let K be a symmetric positive definite 
n x n matrix. Then we can write the incomplete decomposition of K in the form 
K=(L+D)D-‘(L+IqT-cC, (3.1.1) 
with strictly lower triagonal matrix L and diagonal D. C is called the rest-matrix. The 
decomposition is stable, if 
II,,, > 0, for all i. 
The most general stability theorems are based on M-, respectively, H-matrices (cf. Definition 
1.2.1). 
Theorem 3.1.2. Let K be a symmetric, positive definite n X n M-matrix. Then the ILU decomposi- 
tion of K is stable. 
Proof. See [6]. 0 
This theorem can be used to prove numerical stability for the Poisson problem on the 
squaregrid triangulation, which leads to a stiffness matrix K, which is an M-matrix. But in [8] it 
is shown that, if we refine a grid which contains an angle of more than +IT, the finer grid leads to 
a stiffness matrix which is not an M-matrix. 
Theorem 3.1.3. Let K be a symmetric positive definite H-matrix. Then the ILU decomposition of K 
is stable. 
Proof. See [5]. Cl 
Similar as in the case of M-matrices it can be shown that arbitrary triangulations do not lead 
to H-matrices. But from the theory of M-matrices it follows that, adding a suitable diagonal 
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matrix to a symmetric and positive definite matrix K, we can always get a H-matrix. This leads 
to the next definition. 
Definition 3.1.4. For a symmetric, positive definite n X n matrix K, let DK be a diagonal matrix 
with the property 
(DK)i,r>max 
1 
CIK,,, I-K,,,; 0 , Vi, l,<i,<N, 
jti I 
and Ko be defined by 
K,:= K+ DK. 
Let K, be split according to (3.1.1). Then the modified ILU iteration scheme reads: 
x0 : arbitrary starting guess, X ,+I =X; - M,‘(KX, -f), 
with 
MD:= (L+ D)D-‘(L+ D)=. 
It can be shown that Kn is an H-matrix, so the above process is numerical stable. Manteuffel 
[5] shows that for ( DK);,, + 00, the method converges towards the Jacobi-method, which is 
known as a very slow solver. So the elements of DK should be as small as possible, in order to be 
near to the unmodified ILU iteration. In the following section we will study the influence of the 
grid structure on the size 
4,; - c I qj I- 
J’i 
3.2. The infkence of the grid on the convergence rate of a numerical stable ILU scheme 
We consider in the following always the Poisson equation with homogeneous Dirichlet 
(respectively Neumann) boundary conditions, discretized by continuous, piecewise linear finite 
elements {+i)lGiGN over arbitrary conform triangulations rk. Let K denote the corresponding 
stiffness matrix. 
Lemma 3.2.1. We use the notations as shown in Fig. 1. Then K can be written in the form 
K,,; = i( V+i, 04;) d0 = 5 C (cot ai,i + cot “:j)y (3.2.1) 
j,(j,i)EE, 
K;,j = / ( VC#+, v$) dS2 = +(cot a;,j + cot c$). 
a 
(3.2.2) 
Proof. If we use the coordinate representation of c#+ and transform into vectorial form, we can 
express the scalar products in the above formulae. 0 
Lemma 3.2.2. We use the notations of Lemma 3.2.1. Then in the case of Dirichlet boundary 
conditions the following relation between the matrix elements Ki,j, i #j, and the triangulation holds: 
Ki j>O~~~i+a~j>~. 
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Fig. 1. Two triangles of 7, which have one common edge. 
Proof. 
K,,j = - ;(cot CY;,, + cot CX,~,) = - z . 
It follows (cf. [S]) that K is - in the case of Dirichlet boundary conditions - an M-matrix, 
iff 
cy].,++OL v’i, j, (i, j&ET, P, and P, are interior grid points. 
In the same way one can show that - in the case of Neumann boundary conditions - 
K, := K + S, is an M-matrix, if for the diagonal matrix SK the following conditions hold: 
(S,);,,>O, tfI<i<N, 3j (~K),,j>OI 
and 
CY; j+lX,2j<lT vi, j, (i, j> E E,, P, or Pi are interior grid points, 
“,.j =G $7 V’i, j, (i, j) E E,, P, and P, are exterior grid points. 
In the following we study the case that the stiffness matrix is not an H-matrix. 
Theorem 3.2.3. Let q,,,, and N,,,,, be defined by 
%A) := 1 max (Y, (Y is an interior angle of T, T E r } , 
N,,, ( r ) := max { number of neighbors of P, ; P, is a grid point of r } . 
(a) The size D,,,(T), defined by 
D,,,( 7) := max l~i~N ,gl 1 Ki,j I- Ki,i ’ 
[. 1 
is unbounded in the sense that V’s E R +, 3ar, n, 0 < (Y -C 71, n E fW and a conform triangulation, with 
(Y,,,(T) = CY and N,,,ax = n, 
so that 
%,x(4 2 s. 
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@I let a,,, > $r. Then D,,,,,( 7) can be estimated by 
D max G - Kn,, cot %I,, . 
Proof. (a) Follows directly from Example 3.2.4. 
(b) Let P, be an arbitrary nodal point with neighbors P, , 1 <j G i,. 
(i) Let P, 4 R, (Neumann boundary condition), respedtively P, f$C R, (Dirichlet), where R, 
denote the ringlines of Algorithm 2.1.1. We define 
II:= i;; &+“;;<lT), 
( ’ / ‘J 
z2 := (<; “:,c + ff;,I; > 71 . 
> 
Then we have 
‘,? 
c I K,,;, I - K,,; = - ; 2 lcot a:,;, +cot a;,;, 1 - 2 (cot CY;,,, + cot a;,,,) 
j=l j=l 
= c [ cot a;; +cot ff;; ,,
i; E I, 
;,] G -Nmaxcot @-nm~ 
where we used 
112 I < i, < Nmax 
and the fact that only one angle in a triangle can be larger than &T, which gives the proof in case 
(i). 
(ii) Let now P, E R, (Neumann), respectively P, E R, (Dirichlet). The proof in case (ii) is 
analogous to that of case (i). q 
We see from the above theorem, that the diagonal shift DK can be very large as the maximal 
angle amaX of 7 tends to IT. So the ILU iteration then loses more and more the good properties of 
an ILU scheme and becomes a Jacobi method. We finish this section with a somewhat surprising 
example, which shows the gap between the theory and the real behavior of the ILU method. 
Example 3.2.4. Let us consider the domain 52 and the triangulation TV, disturbed by a parameter 
c as depicted in Fig. 2. We discretize the Poisson equation 
-Au=f, ‘in 9, 
u = 0, on ati, 
(0.0) (1.0) 
Fig. 2. Domain Q of Example 3.2.4 with corners (0, O), (1, O), (0.5,0.5/c), (1.5,0.5/c). 
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(3.2.3) 
by continuous, piecewise linear finite elements over 7,, 12 1, where r, arises by refining r,_ 1 
regularly (cf. Section 2.1). If we number the nodal points lexicographically, the corresponding 
stiffness matrix K, can be represented by the star 
I 
-C -c 
1 1 
- c-- 
2 t 1 
1 
c 
3c+f 2 c-i . 
-c -C ( il 
As c tends to infinity, the elements of the diagonal shift D,, also tend to infinity (see 
Definition 3.1.4) so the modified ILU iteration becomes a Jacobi method. In [8] is proved that, if 
we split K, according to 
K,=(L,+D,)D,-l(L,+D,)T- C,, 
with 
Q(K,) =%@,+Q+L:), 
the estimation 
(D,),,>0.612(K,),,j, Vi, l<i<N,, 
holds independently from c and I, which shows the numerical stability. 
Now if we consider, for example, the simple Poisson equation with homogeneous Dirichlet 
boundary conditions, discretized by piecewise linear, continuous finite elements over triangula- 
tions, the stiffness matrix K belongs to the class of positive definite matrices with some 
additional properties. We state that there are positive definite matrices, where the ILU scheme is 
not stable. For example, the matrix 
1 
4 -1 -1 -0.5 - 0.0628321543 
-1 4 0 0 2.85546875 
-1 0 4 -1 - 2.3300900459 
-0.5 0 -1 4 - 1.553393364 
-0.0628321543 2.85546875 - 2.3300900459 - 1.553393364 4.7 1 
is positive definite, but the ILU splitting according to (3.2.3) is not stable. One can show that this 
matrix cannot arise from the discretization described above, but it is still an open problem 
whether there are triangulations so that the incomplete splitting of the stiffness matrix K is not 
stable. 
4. Numerical results 
For a numerical test of our method, we treat the shallow water equations and compute the 
eigenvalues and eigenmodes of lakes. The problem can be reduced in the special case of the Lake 
Constance (Bodensee, Germany) to solving an eigenvalue equation of the form 
-div( h grad u) = hu, in 1(2 (surface of the lake), 
i3U 
-= 
an Oy on r (shore of the lake), 
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Bodensee 
Fig. 3. Shape of Lake Constance (Bodensee). 
where h = h(x, y) denotes the distance between the calm surface and the bottom of the lake (see 
In this problem the main difficulty of the numerical treatment arises from the complicated 
boundary (in our problem approximately 170 re-entrant corners). We must use high grid point 
densities near the boundary, to resolve the topological structure of the lake, but also in the 
interior the grid must not be too poor in order to permit also an approximation of eigenmodes 
with higher oscillations. This situation is well suited for us, to use the triangulation and 
refinement strategies as they have been explained in the previous sections. The topological 
structure of Lake Constance and some grids are shown in Figs. 3 and 4. 
The aim of our work was to accelerate matrix and matrix-vector operations, so we show now 
the results of the vector speedup of the numerical solver, based on our data structure, see Table 
1. The principle of the multigrid algorithm we use is described in [4] with the modified ILU 
iteration as a smoother. Our calculations were performed on a CRAY X-MP. We run the 
program in the vector mode and in the scalar mode, to see the speedup of our multigrid solver 
and of our matrix-vector multiplication routine in detail. We want to compare the method with 
the multigrid solver, based on pointer-orientated matrix storage, meaning that one stores only the 
nonzero elements of K, by using a pointer to the diagonal elements of the matrix and 
Fig. 4. Coarse grid triangulation and third refinement level. 
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Table 1 Table 2 
Speedup of the matrix-vector multi- Speedup of one whole multigrid cycle 
plication routine, by using linewise with ILU smoothing and linewise 
numbering (Algorithm 2.1.2) numbering 
Number of Speedup Number of Speedup 
Nodal points t,,,ur /f “&Or nodal points t scalar / t “ect”r 
305 6.09 305 1.54 
1129 6.21 1129 3.35 
4337 7.97 4337 3.97 
16993 8.11 16993 4.42 
Table 3 
Speedup of the multigrid cycle with a 
Jacobi smoother 
Number of 
nodal points 
Speedup 
t scalar/t vector 
305 3.81 
1129 4.98 
4337 5.83 
16993 6.69 
corresponding pointers to the nonzero entries of each line. We implement alternatively a 
matrix-vector multiplication routine, using this data structure. 
If we use the pointer-oriented matrix storage of the nonzero elements explained above, the 
acceleration factor is smaller than 1.1 for all grids. 
The speedup of one whole multigrid cycle (V-cycle) is reported in Table 2. We see that the 
vector speedup of our multigrid solver is really satisfactory. This is not obvious, if we consider 
the fact that the computation of y from 
Ly = b, 
with a lower triagonal matrix L, does not vectorize at all, if we use a straightforward 
implementation. But if we implement the following algorithm to solve the above equation, we get 
the speedup rates of Table 2 for the whole multigrid process. 
Algorithm 4.1. 
Comment: Compute y E R” from Ly = 6, where L is an n X n lower triagonal matrix, with 
L, i z 0. 
Fig. 5. Shape and level lines of the 10th eigenmode; X,, = 11.65 min. 
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do 10 i= 1, n 
Y, = b,/L, , 
do 10 j =‘i + 1, n 
if L,,, # 0 then b, = b, - Lj,i y, 
continue 
end. 
The inner loop in the above algorithm vectorizes considerably, because in our case L has a 
regular pattern, so we can implement the inner loop directly and omit the “if-statement”. 
Clearly our new data structure can be applied for arbitrary smoothers. As an example for an 
excellent speedup, we test the Jacobi smoother, see Table 3. 
All the computed eigenvalues and a comparison with experimental measurement are reported 
in [S]. As an example we plot the shape of the 10th eigenmode (see Fig. 5). 
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