In this paper, we investigate three methods for computing price sensitivities (or greeks) of an Asian option, namely, finite difference methods, a likelihood ratio method, and a pathwise method and we analyze the outputs. The efficiency of results is evaluated by means of Monte Carlo with and without, variance reduction technique.
Introduction
Asian options depend on the path of asset prices and their payoff is based on the average of the underlying asset prices over some period prior to maturity, which makes them interesting as hedging instrument,especially, in markets with strong movements. furthermore, they are very interesting to study whatsoever theoretically or practically. Indeed, These options are much more difficult to evaluate than the ordinary options and Standard techniques are often inconsistent, inaccurate, or require a lot of time. Practically, the payoff structure of Asian options makes them less vulnerable to manipulation. For the history and evolution of Asian options, one can refer to [8] .
Several methods are used for pricing Asian options, we quote J.E. Zhang (2001) who proposed a semi-analytical method for pricing and hedging continuously sampled Asian options [10] . In [11] , he presented analytical results up to the fourth order and demonstrated that the process converges quickly and gives accurate results. The method of "comonotonic approximations" has been developed by Kaas, Dhaene and Goovaerts (see Kaas et al. (2000) ). An approach based on Taylor series approximations proposed by N.Ju [14] . For Monte Carlo simulation to price Asian options, we can name, for example, Kemna and Vorst (1990) , or B.Lapeyre and E.Temam [4] .
For hedging purposes, the estimation of the price sensitivities (Greeks) is often as important as the evaluation of the prices themselves. In this sense, Fourni et al.(1999 Fourni et al.( ,2001 showed that under some conditions, rather general, a Greek can be represented as an expected value of the payoff multiplied by a certain weight function. Thus the Greek can be computed numerically by Monte Carlo simulation. The tools for computing the weight function are provided by the Malliavin calculus theory (see Benhamou [5] , and Kohatsu-Higa and Montero (2004)). Note that the estimators obtained using the Malliavin method are not unique. One can obtain any number of different estimators for the same price sensitivity which may have significant differences in the variance.
In this paper, we discuss three methods of calculating Asian options Greeks without Malliavin calculus. indeed, standard mathematical method to calculate a derivative of securities, namely, the finite difference method using re-simulation has been treated by several authors, we quote Boyle et.al [16] . otherwise, two direct methods for estimating security price derivatives using Monte Carlo simulation are presented, a pathwise method and a likelihood ratio method in [13] . Given that closed form does not exist for the sensitivities of an Asian option, we will be brought to simulation which has proven to be valuable tool in this case. In particular, Monte Carlo Method, which is useful tool for many of these calculations. However, during last few years, efficiency and accuracy increased.
In this work, we analyze the three methods under different angles. Focusing on the accuracy and quality of the results. We propose, particulary, to improve the quality of results using variance reduction in the Monte Carlo framework. The body of this work will be organized as follows: The second section is devoted to three methods selected, that are finite difference methods, a pathwise method and likelihood ratio method applied to Asian options case. The third one to Monte Carlo method with variance reduction. In section 4, we give numerical results and comparisons. Finally, we conclude with some remarks.
Note that throughout this work, we restrict ourself to an Asian call option.
Asian options sensitivities
We consider Black and Scholes model, where risky asset is governed by the Stochastic differential equation (SDE):
where (W t ) (t≥0) is a standard Brownian motion, and r ≥ 0, σ ≥ 0 are constants. The risky asset evolves under the risk neutral measure denoted by P, and the unique solution of (1) is given by
The payoff of a discretely sampled arithmetic average Asian option is given
S i /m, with, S i is the asset price at time t i , and T is the option maturity. Under the risk neutral measure, the value of the option for given strike K ≥ 0 is
Whereas prices for pricing securities can be observed in the market, their sensitivities to parameter changes typically cannot and must therefore be computed. Whence the importance of sensitivities in the hedging procedures. These sensitivities are also called Greeks because each of them is associated with a Greek letter.
The most important for hedging purpose are the delta and Gamma. Indeed, on one hand, delta measures the rate of change of option value with respect to changes in the underlying asset's price, and provides information on the quantity of the underlying asset necessary to balance the hedge portfolio. On the other hand, Gamma of an option is the second derivatives with respect to the initial price of the underlying security, and it is related to the optimal time interval required for re-balancing a hedge. Now, we define the Greeks which are the option price sensitivities relative to the underlying asset price. In fact, delta (∆) is the first derivative of the value of the option with respect to the underlying instrument's price, while Gamma (Γ) is the second derivative of the value of the option with respect to the underlying instrument's price. Vega (ν) and Rho (ρ) measure, respectively, the sensitivity of an option price to a change in volatility, interest rate. Whilst Theta (Θ) reflects the rate of decline in the value of an option due to the passage of time.
In Black and Scholes model, if C denotes the option price, and S 0 is the current underlying price, greeks are defined mathematically by
where, r is the risk-free rate, and σ is the volatility. Note that, in this paper we not deal with theta. Indeed, Theta is not the same type of hedge parameter as delta. There is uncertainty about the future stock price, but there is no uncertainty about the passage of time. It makes sense to hedge against changes in the price of the underlying asset, but it does not make any sense to hedge against the passage of time. In spite of this, many traders regard theta as a useful descriptive statistic for a portfolio. This is because in a delta-neutral portfolio theta is a proxy for gamma [12] .
Finite difference approximations
This is the basic approach to estimate greeks. It is based on re-simulation to have price at the perturbed parameter. Here, we present delta case and let the reader infer the case of other Greek by analogical reasoning. To estimate delta, we simulate the price C(S 0 ) and C(S 0 + ), thus the estimator of Delta is∆
We can compute N independent copies of∆. By using N → ∞ (by means of Monte Carlo method), the mean of these copies converges to the true finitedifference ratio, which is
Glynn showed in [18] that the best possible convergence rate is typically N −1/4 . Replacing the forward finite difference by the central difference
improves the optimal convergence rate to N −1/3 . Also, Boyle et al. shows in [16] that in some cases the rate of convergence of this method is N −1/2 , especially through using common random numbers. Nevertheless, this method within the Monte Carlo framework suffer from two shortcomings: it is biased and they require multiple re-simulations [17] . Thus, we have two numerical errors, the first results from the use of finite difference approximations, while the second is related to the method of Monte Carlo. Note that for using this approach to compute Gamma, we have to re-simulate twice because the estimator can be written as
In what follows, we present the results for the two other chosen simulation methods for the calculation of greeks relative to an Asian option averaged arithmetically. These approaches are known are direct methods based on unbiased estimates for Asian option greeks.
Pathwise Derivatives and Likelihood Ratios method
In this paper we restrict ourself to expose the estimators values and invite the reader to consult [13] or [17] for more details. The pathwise method is based on the relationship between the security payoff and the parameter of interest. Differentiating this relationship leads, under appropriate conditions, to an unbiased estimator for the derivative of the security price. In contrast, the likelihood ratio method is based on the relationship between the probability density of the price of the underlying security and the parameter of interest. These estimates require Monte Carlo simulation. In the case of Asian options based on arithmetic average as defined above, the estimators of price sensitivities can be written as follows:
• Asian option pathwise derivative estimators :
with n(.) represents the standard normal density function, and d(u, v, t) = (ln(v/u)−(r−1/2σ
2 )t)/(σ √ t). Note that one can replace the estimator of gamma in (6) by an "hybrid" biased estimator, based on a resimulation of the pathwise delta estimator, which iŝ
Taking into consideration the optimal value to be taken for the value of [13] . Note also that One can use the estimators of gamma and rho defined in [17] by P.Boyle, and A.Potapchik , which are different from those given in [13] . In fact, we write :
where A m is the arithmetic average of underlying asset price, φ is the cumulative normal distribution function.
• Asian option Likelihood Ratio derivative estimators :
where ∆t i = t i − t i−1 , and
Monte Carlo method and Antithetic variates
Thanks to its flexibility, the MC approach had success in finance. Two principal theorems build the main idea of this method, namely, the "Large Numbers
Theorem" to estimate the expectation E(Y 1 ) by the quantity lim Y n and the "Central Limit Theorem" for obtain confidence interval containing E(Y 1 ) for a fixed probability, where (Y i ) i≥1 is a sequence of independent identically distributed (i.i.d) real square-integrable random variables. The rate convergence of MC methods is typically N −1/2 . Generally, MC method is composed of three capital steps:
1. simulate sample paths of the value which one wants to estimate , 2. re-simulate N independent reproductions of this value , 3 . take the average of all returns. let [0, T ] be the time interval in which evolves our asset. We subdivide this interval into m points t i = iT /m, which are equally-spaced. Form the caracteristics of Brownien Motion, the Black and Scholes formula contained in equation (2) can be written:
where
, S i denotes the underlying asset price at date t i , and U is a random variable taken from the standard normal distribution. This formula will be used to compute prices which serve to estimate greeks with finite difference method. Morever, it is necessary to calculate the others estimators. For generating random variables following standard normal distribution, we will use the quadratic Pseudo Random Numbers Generator (PRNG)(see Moussi el al. [3] ). In what follow, we expose a method for increasing the efficiency of Monte Carlo simulation by reducing the variance of simulation estimates. Indeed, The method of antithetic variates attempts to reduce variance by introducing negative dependence between pairs of replications. It is the most widely used techniques in financial problems. Remark that if U is uniformly distributed over [0, 1], then 1 − U is too. Hence, if we generate a path using as inputs U 1 , · · · , U n , we can generate a second path using 1 − U 1 , · · · , 1 − U n without changing the law of the simulated process. In a simulation driven by independent standard normal random variables, the method of antithetic variates is based on the observation that if Z i has a standard normal distribution, then so does −Z i . Then, antithetic variates can be implemented by pairing a sequence 
Numerical results
Due to its flexibility relative to the choice of parameters, its accuracy, and its compatibility with this kind of simulations. The quadratic PRNG will be used in all simulations [3] . Hence, we can extract a reduced centered normal law variate N (0, 1) from X n , by Box-Muller method (see [9] ). For speed of execution we implemented all of the simulations in C programming language. In this paper, we consider The discretely sampled arithmetic Asian option which uses the average value of the underlying asset at predetermined dates
The price is computed by using equation (3) . Note that price and sensitivities of continuously sampled Asian options can be estimated by taking sufficiently large values of m. However one must account for the inherent discretization bias resulting from the approximation of continuous time processes through discrete sampling. In all simulations m represents number of readings and M replications of sample paths (Monte Carlo loops). The results that we give, the error considered is the standard error which can be defined as
, when σ is the standard deviation of estimator.
Forward finite difference and the central difference
We first compare forward and central finite difference for delta estimation (with and without common random numbers). Parameters: r = 0.1, K = 100, σ = 0.25, T = 0.2, S 0 = 90. we set m = 30 and vary the value of M (Monte Carlo loop). F orward indep and Central indep denote, respectively, the forward finite difference and the central finite difference with independents random variables. Otherwise, F orward Com and Central Com represent, respectively, the forward finite difference and the central finite difference with common random numbers. The four methods are used in accordance with the optimal rate of convergence for each (see [15] ). Standard errors related to the use of four approaches are presented in the table 2. In order to reflect the behavior of the above methods, we plot the results obtained in the two tables, which gives us the figures below.
The graph on the left shows that the theoretical convergence rate are audited. Thus it is found that the method of forward finite difference with independents random variables is the slower, the faster is the finite difference by using common ones. Nevertheless, we note that once M is very large (here M = 1000000), the four methods are converging toward "almost" to the same value. This result is confirmed with the right graph, which shows that if M is very large, the methods give the same standard error. Now, to highlight the effect of the discretization, we take three values of m (number of readings), precisely, m = 30, 300, 1000 and set M = 100000. Results are presented in the following graphs.
The two graphs show that the method of the approach of central finite difference is less affected by the change in number of readings. Further, generally, more we increase the number of points of discretization, the accuracy is increased except for the method of forward finite difference with independent random variables, which seems unstable depending on the change in number of points of discretization.
Greeks of Asian option with and without variance reduction
In this part, we consider the estimators presented in section 2. In fact, for finite difference method, we explained the general idea. Concerning the Likelihood ratio approach, the following estimators are used :∆ l ,Γ l ,ν l , andρ l . Finally, for pathwise method, we use∆ p for estimating delta. For the gamma and rho we employ, respectively,Γ h the hybrid estimator presented in [13] andν p . For rho note that the results obtained usingρ p are unsatisfactory so, we use the estimatorρ b .
The following table summarizes all results obtained by taking the same option described above with the parameters r = 0.1, K = 100, σ = 0.25, T = 0.5, M = 50000, m = 500, , changing the value of S 0 . Note that for calculating ρ using finite difference method we take = 0.0001. Note that for all tables DF , P W , and Likelihood denote, respectively, finite difference estimation, pathwise and likelihood ratio methods. The results of this table show that, although estimators by finite difference are biased and suffer from two shortcomings (discretization and Monte Carlo errors). By choosing optimally the settings, the method succeeds in producing satisfactory results and close to those obtained by the use of the pathwise method for all greeks. Otherwise, the method of likelihood ratio (although estimators are not biased) gives results far from the other two methods, especially for the calculation of gamma and vega (in bold in the table). More generally, this last induces a large error compared with the other two approaches. The gap that we have between the estimators of gamma and vega by the method of likelihood ratio (in bold in the table) and those by the other two methods can be explained by the fact that the likelihood ratio method is based on the relationship between the probability density of the price of the underlying security and the parameter of interest. Thus if the simulated probability density (drawn by using a PRNG and Box-Muller processing) is far from the theoretical probability density of price, these results are a consequence.
In the following two tables, we present the results related to the application of two methods for reducing Monte Carlo variance by introducing an antithetic variates. Indeed, in Section (3), we proposed to reduce the variance by transforming the uniform random variable resulting from PRNG (called variance reduction 1), or reduce it by introducing a negative dependence between pairs of replications by using the inverse of Gaussian random variable Z (ie : −Z) (noted variance reduction 2). The results of the two tables show that the calculation of greeks by Monte Carlo method using the three methods chosen can be improved by using the antithetic variates. We see that the outputs are improved and the standard errors are clearly reduced with a slight advantage for the method of variance reduction 2 (by introducing −Z). To account for this effect, we draw the graph below.
Figure 1: Exemples of the effect of variance reduction techniques
This figure shows the effectiveness of proposed methods to reduce the variance (and therefore the error) of Monte Carlo applied to estimators of sensitivities (greeks) of an arithmetic Asian option.
Conclusion
In this paper we analyzed three methods of calculating Greek of an Asian option, namely, the finite difference method, the pathwise method, and the likelihood ratio. We first studied different approaches related to the method of finite differences. Indeed, we showed that if the number of replications monte carlo used is very large, so the forward finite difference (with common or independent random variables) and the central one (with common or independent random variables) give almost the same results. furthermore, we found that the finite difference method with optimally chosen settings produces comparable values to those obtained by the pathwise method. likelihood ratio method generates a larger error than previous approaches and may become unstable.
