Abstract-With amplitude and phase information, time-synchronized measured phasor data of bus voltages and line currents can be used to calculate, without iterations, the voltage phasor on neighboring buses. In some phasor measurement units (PMUs), it has been observed that the voltage and current phasors exhibit phase biases, which can corrupt the conventional state estimator solution if it is augmented with such biased phasor data. This paper presents a new approach for synchronized phasor measurement-based state estimation, which can perform phasor angle bias correction given measurement redundancy. In this approach, polar coordinates are used as the state variables, because the magnitude and phase are largely independent measurements. The state estimation is formulated as an iterative least-squares problem, and its application to portions of the AEP high-voltage transmission system is illustrated.
In the case when a PMU is applied to every bus on the system, [12] establishes a non-iterative least-squares solution to perform state estimation in rectangular coordinates. Assuming far fewer PMUs, [13] suggests to install PMUs at critical buses to enhance the reliability of conventional SEs. 1 In this paper, we investigate a phasor state estimator (PSE) framework for power systems where a number of PMUs have been installed on high-voltage (HV) substations, although not necessarily on every HV substation. This new PSE will be built on synchronized phasor data only, and its solutions can be used to supplement a conventional SE based on ICCP data, as shown in Fig. 1 . This approach is attractive because the PSE is built independently of the conventional SE, allowing the PSE to be implemented without disrupting the role of a conventional SE in control centers.
The proposed PSE uses polar coordinates in its problem formulation, which requires an iterative solution procedure. The polar coordinate formulation is a better choice than the rectangular coordinate formulation [12] because the magnitude and phase of a phasor quantity as measured and computed in a PMU are largely independent variables [14] . Consider the phasor diagram shown in Fig. 2 , where is the true voltage phasor, is the measured phasor with an angle error of , and is the corresponding error phasor. Instead of two error quantities and in rectangular coordinates, the angle error is a single variable in the polar coordinates.
These type of phase angle errors have been observed from recorded data in several utilities [15] , [16] , which may be due to a variety of reasons. Phasor angles are typically computed using some signal processing techniques over one cycle or portions of a cycle to minimize the impact of quantization. The phase is also affected by the length of potential and current transformer cables. External synchronization issues with respect to GPS receivers and internal synchronization issues due to computational burden may also induce time delays, which translate into a phase 1 Loss of ICCP data at critical buses will result in unobservable islands.
0885-8950/$26.00 © 2010 IEEE lag in the measured data. We have observed random phase jumps of multiples of 7.5 2 and random saw-tooth behavior (as shown later in Section VI). Equally important, we have also observed that if such a phase bias occurs in a particular channel of a PMU, then the same bias will appear in all of the phase channels. 3 Thus, the polar coordinates provide a preferred setting for using weighted least-squares (WLS) techniques to correct the biases in the measured phasor data. The phase bias is a form of bad data, which is not part of conventional SCADA data. Here the magnitude is assumed to be correct, although it is still subject to normal calibration accuracy.
Phasor angle and magnitude error correction requires a power network to have redundant PMU measurements. Loosely speaking, redundancy means that the voltage phasor of a non-PMU bus can be computed by PMU data from two different buses. Thus, compared to observability, redundancy requires more PMUs. A result on the number of PMUs for redundancy is provided in Section IV.
The remainder of this paper is organized as follows. In Section II, the formulation for the PSE model is presented. Section III introduces the phasor state estimation solution method and discusses observability conditions. In Section IV, the methodology is extended to provide phasor angle bias correction, and redundancy measurement conditions are derived. In Section V, an observability and redundancy analysis is carried out on several test networks. The application of the PSE to actual PMU data recorded in portions of the AEP's high voltage network is demonstrated in Section VI. Conclusions are presented in Section VII.
II. MEASUREMENT MODEL IN POLAR COORDINATES
We first provide the formulation of the PSE model. A bus or line that is measured by a PMU is called a PMU bus or a PMU line. Otherwise, it will be referred to as either a non-PMU bus or a non-PMU line. 2 A 60-Hz signal measured at 48 points per cycle will result in an error of 360 =48 = 7:5 if a data point is skipped. 3 All phase channels use the same GPS clock signal and identical digital signal processing code. 
A. Buses and Lines in the PSE Model
Consider a power system with buses interconnected by lines. We label these buses as , and their corresponding bus voltage phasors as , . The phasor measurements for these voltages are denoted as , . The PMUs also measure a number of line currents between the buses. The current going from a PMU Bus to another Bus , whether a PMU bus or a non-PMU bus, will be denoted by , whose measurements will be denoted as . Let the total number of non-PMU buses be denoted by , and without loss of generality, these buses will be labeled as . Similarly, let the number of non-PMU lines be . Thus, the collection of these buses and branches connecting these buses comprises the PSE network model.
An example of such a PSE network is shown in Fig. 3 . 4 The voltage phasors are measured at the PMU Buses 1, 2, and 3. These PMUs also measure the current phasors on Lines 1-4, 2-5, 3-6, and 3-7. Thus, the non-PMU Buses 4, 5, 6, and 7, and Lines 1-7, 2-4, 2-6, 4-5, 5-6, and 5-7 are included in the PSE network, which has a total of seven buses and ten lines. Note that connections from these seven buses to other buses outside this island are not needed.
B. Measurement Model
At each PMU bus, the available measurements are , , , and
. The measurement equations are divided into voltage measurement equations and current measurement equations.
1) Voltage Measurement Equations:
They are constructed by using the and measurements at each PMU bus and equating them to their corresponding states, resulting in (1) where and are voltage measurement residuals. 
2) Current Measurement Equations:
They are constructed by using the and measurements at each PMU bus for Line -as (2) where and are current measurement residuals.
C. Network Model
The network model is developed based on the equivalent circuit in Fig. 4 connecting any two buses in the PSE network. The branch connecting Buses and is represented by the transmission line with impedance and line charging . The current phasor leaving Bus as is related to the bus voltages and line parameters as (3) Note that there will be such complex equations for the PSE network. Each complex circuit equation can be decomposed into two equations, one for the real part and the other for the imaginary part, respectively, as (4) where (5) We define the dimensional vector (6) of all the lines. Furthermore, the branches with current phasor measurements will occupy the first rows of .
D. State Vector Organization
The total number of unknown variables in the PSE model are voltage magnitudes and angles, and line current magnitudes and angles. These unknown variables are arranged as a vector (7) where the voltage magnitude and angle vectors are, respectively, defined as (8) (9) and the current magnitude and angle vectors are, respectively, defined as (10) (11) for all of the lines where the measured current magnitudes and angles are placed in the first parts of these vectors. Note that we augment to the voltage state vector in a conventional SE, the line current variables, because it provides a framework to correct for current angle bias.
III. PHASOR STATE ESTIMATION SOLUTION AND OBSERVABILITY

A. Least-Squares Formulation
The objective of the PSE problem is to find a set of voltage and current phasors satisfying (3) while minimizing the measurement errors in the measurement (1) and (2) . The PSE can be formulated as a nonlinear weighted least-squares (WLS) problem [17] , [18] . Define the objective function as (12) where denotes the magnitude of its vector argument, , , , and are vectors of the measurement residuals in (1) and (2). The weighting matrices in (12) are diagonal matrices given by
The weights are designed such that the normalized value for each variable is comparable to those of other variables so that measurement variance can be comparable.
The WLS problem can be formulated as (17) Because is a nonlinear function of , , , and , we augment the equality constraint to the objective function to form (18) where is diagonal matrix with large weights on the network equations thus enforcing
- (20) Thus, the constrained WLS problem (17) is transformed into an unconstrained WLS problem of (21)
B. Successive Solution Algorithms
There are a number of approaches to solve the nonlinear WLS problem (21) . A Newton algorithm would require the second derivative of . Here we discuss the Gauss-Newton method, which requires only the first derivative of .
In the Gauss-Newton method, starting from the current value of the solution vector , the increment in is computed as (22) where the Jacobian matrix is (23) and (24) The new solution is updated to and the Gauss-Newton iteration (22) is repeated until the solution converges. Note that the convergence of the Gauss-Newton iteration is quadratic when the solution is close to the optimum value of . Observe that by appropriately calculating the starting guess, , a solution may be reached with only a few iterations.
C. Jacobian Matrix Structure
From the ordering of the unknown variables in (7) and the network (19) , the structure of the Jacobian (23) has the following form: (25) where the identity matrices and have a dimension of , and matrices and have a dimension of , arising from the partial derivatives of the measurement error vector with respect to its unknowns. The measurement equations are ordered as follows: voltage magnitudes, current magnitudes, voltage angles, and current angles. Therefore, the columns of are arranged corresponding to the state vector in (7) , placing the states with measurements in the first part of each vector, as shown in (8)- (9). Algorithms [17] exploiting sparsity can be used to solve for the increment in (22) for computational efficiency.
D. Observability Condition
The phasor state estimation requires that (24) be nonsingular, that is, the Jacobian matrix has full rank and is equal to the number of unknown variables (26) This rank condition is satisfied when the network is observable, similar to the notion used in conventional state estimation. Thus, starting from the PSE model, we can proceed to determine whether there are any observable islands within the network, using an observability algorithm [2] , [3] to isolate the islands [19] . We define a PSE observable island as a portion of the power network for which condition (26) is satisfied. If full observability is required, the algorithms in [20] [21] [22] [23] may be used for adding new PMUs. Throughout this paper, a PSE model is constructed for each island, such that all the voltages of the buses and the currents on the branches connecting them will be observable. The rank condition (26) can also be used to determine a lower bound on the number of phasor measurements needed. In the PSE model unknown variables are constrained by real equations arising from (3), (1), and (2). Thus for the PSE network to be observable, it is necessary that (27)
The PSE network in Fig. 3 is observable with , , and , satisfying (27). In the case in which relay-based PMUs are used [22] , [24] , where one voltage phasor and one line current phasor are measured for each PMU, (27) reduces to , that is
where denotes an integer greater or equal to , provided that the PMUs are all on distinct buses. Equation (28) denotes the minimum number of current measurements required to make a PSE model observable.
More generally, when each PMU measures all incident currents [25] from a substation, the network becomes observable with fewer PMUs. It has been estimated in [20] that observability can be achieved with PMUs on to buses in the network.
IV. EXTENSION FOR PHASE ANGLE SHIFT CORRECTION AND REDUNDANCY
A. Example Systems With Redundancy
As discussed in Section I, a particular characteristic observed from measured data is that when an angle shift error occurs in the th PMU, the same shift will appear in all measured voltage and current phasors in that PMU. To correct for this bias, we need the notion of redundancy.
To motivate, consider the two PSE networks shown in Fig. 5 , each with the indicated voltage and current phasor measurements. In Fig. 5(a) , can be computed using the phasor mea- surements from either Bus 1 or Bus 2. If one of the phasor measurements has an angle bias, the two computed values of will be different. If the angle bias is corrected, then all five voltages and seven currents in the network can be accurately computed. A simpler example system in given in Fig. 5(b) where the voltage phasor measurements at adjacent buses provide a check on the phasor current. More detailed derivations will be available from [26] .
B. Modification of the Measurement Model
Incorporating in the analysis, the measurement (1) and (2) can be updated to (29) and (30) Note that we take Bus 1 to be the reference bus, and thus, the angle bias will not be applied to its phasor measurements. The angle bias terms form a vector where the Jacobian submatrix is sparse and consists of ones and zeros. 
C. Redundancy Condition
To correct angle shifts, we require (35) where is the number of unknown variables which include the angle biases.
The rank condition (35) can also be used to determine a lower bound on the number of measurements needed for redundancy. A necessary condition is that the number of rows in (34), , should be greater than or equal to the number of unknowns, that is,
To be more specific, the number of angle unknowns must be less than or equal to the number of angle equations in the , i.e., Simplifying the expression above yields in a lower bound on the number of current measurements (37) It is interesting to note that (37) is a condition on the number of line currents required, although implicitly each line current is accompanied by a measured voltage phasor. With phasor data on lines, one can connect all buses in the PSE model. With relay-based PMUs, redundancy requires PMUs with connectivity. For station-based PMUs, fewer PMUs would be needed, provided those PMUs have at least current measurements with connectivity.
V. OBSERVABILITY AND REDUNDANCY ANALYSIS FOR TEST NETWORKS
Next we perform a numerical observability and redundancy analysis on Network 1 (Fig. 3) , Network 2 [ Fig. 5(a) ], and Network 3 [ Fig. 5(b) ], using the condition (26) for observability, and the condition (35) for redundancy. Table I summarizes the results for both analyses.
1) Observability: For all three networks, the rank of their Jacobian matrices is equal to the number of unknowns , as shown in Table I , implying that they are all observable.
2) Redundancy: Now consider correcting potential biases on the PMU buses. For Network 1, and are added, resulting in a total of 36 unknowns. The number of network equations, however, remains at 34, and the rank of is also 34. Therefore, due to the lack of redundancy, PMU angle biases cannot be corrected for Network 1. For Networks 2 and 3, we include the angle bias term . The number of unknowns is increased by one, and the rank of is also increased by one from . Measurement redundancy in both networks allows reliable angle shift correction by satisfying condition (35).
VI. ILLUSTRATION WITH AEP'S HIGH-VOLTAGE NETWORK
In this section, we illustrate phasor state estimation with portions of American Electric Power's (AEP) southern HV network shown in Fig. 6 , where we have highlighted two PSE Islands. The locations of the PMUs are marked in the figure. Using the bus voltage and current measurements shown in the diagram, we set up the measurement model and the Jacobian matrix for each island. The state estimation solution is implemented with a Gauss-Newton solution algorithm. These two islands are small, but serve to illustrate the main features of the PSE with real PMU data. We expect that these islands will grow when additional PMU coverage is available. The PSE model can be enhanced in stages as each new PMU is installed in AEP's system.
A. PSE Island 1
The network in Island 1 has buses and lines, and a combination of station-based and relay-based PMUs. The measurement model includes two voltage phasor measurements at Buses 2 and 5. At Bus 2, two current phasors are obtained from the same PMU, one for Line 2-1 and the other for Line 2-3. At Bus 5, the voltage phasor is provided by two different PMUs, one also measuring the current for Line 5-4 and the other the current for Line 5-6. All other measurements are indicated in Fig. 6 . Accounting for the redundant measurements, we have and . Thus, the Jacobian for the PSE model has rows. To estimate the angle biases, we add six angle shift unknowns, one at each PMU, with the exception of Bus 2 which is used as reference. Thus, there is a total of unknowns. The augmented Jacobian, , has satisfying (35), and therefore allowing for angle-bias correction within Island 1.
B. PSE Island 2
The network in Island 2 has buses and lines, and one station-based and one relay-based PMU. The voltage phasor at Bus 2 is measured by both PMUs. The current measurements made by the PMUs are indicated in Fig. 6 . Accounting for the redundant measurements, we have and . Thus, the Jacobian for the PSE model has rows. To estimate angle bias, one angle shift unknown is assigned to the relay-based PMU measuring Line 2-3, thus allowing correction of phase errors in measurements and . Hence, there is a total of . The augmented Jacobian in Island 2 has , satisfying condition (35) and allowing angle bias correction. 
C. State Estimation and Phase Angle Correction
The PSE models for Islands 1 and 2 are implemented in a Gauss-Newton algorithm. The algorithm uses all the available measurement data and solves sequentially for each set of measurements. We have used a data set that illustrates the capability for angle correction. The resulting estimates provided by the PSE are shown in Figs. 8-11 , and the measurement residuals for the voltage magnitudes, , and voltage angles, , are shown in Fig. 7 (a) and (b), respectively.
Note from Fig. 7(a) that the voltage magnitude residuals are consistent with what we would normally expect as a result from instrument calibration errors. Angle biases are significant in some channels, possibly due to firmware and software issues in obtaining the phase of a measured quantity as shown in the voltage angle residuals in Fig. 7(b) .
Observe from Fig. 10 that the voltage and current phasors measured at Bus 4 present an angle error. The voltage angle measurement shows an undesirable saw-tooth behavior-a slew with a periodic reset. Likewise, in Island 2, the Bus 2 PMU measurements also exhibit a similar behavior, as shown in Fig. 11 . The voltage angle measurement has an average value of about . Regardless of these measured phase angle errors, the PSE algorithm is capable of correcting for them. Figs. 10 and 11 show the estimated angle and the angle-bias term which accounts for the necessary correction at each bus, while Figs. 8 and 9 show the estimates for all voltage magnitude and current magnitude state variables. We should stress that without the angle bias correction capabilities of the PSE method, the estimation process will converge to invalid solutions.
The method has also been applied to a transfer path in New York's high-voltage system [16] using real PMU data where we deliberately introduced artificial angle shifts to test our methodology. When angle shifts were introduced, the increase in the number of iterations in the Gauss-Newton method was insignificant.
VII. CONCLUSIONS
In this paper, we have developed a new least-squares approach to state estimation in the polar coordinate setting using synchronized voltage and current phasor data. The formulation readily extends to the automatic detection and correction of angle biases that may exist in the measured data. The notion of PMU data redundancy to remove angle biases is introduced, and a redundancy condition in terms of the rank of a Jacobian matrix is developed. A discussion on the minimum number of line current phasors required for redundancy is provided. The PSE approach is demonstrated using measured phasor data from a portion of the AEP HV network, and is shown to be able to correct angle shifts in the measured data.
We would like to point out that the PSE can be deployed in stages as more PMUs are installed in power systems. Initially PSE can be based on observability. When redundancy becomes available, angle bias estimate can be added to the redundant part. Results from the PSE will improve the data quality for subsequent applications such as the conventional state estimator.
