







This item was submitted to Loughborough University's Institutional Repository
by the/an author.
Additional Information:
• A Doctoral Thesis. Submitted in partial fulﬁllment of the requirements
for the award of Doctor of Philosophy of Loughborough University.
Metadata Record: https://dspace.lboro.ac.uk/2134/6103
Publisher: c© Jun Liu




This item was submitted to Loughborough’s Institutional Repository 
(https://dspace.lboro.ac.uk/) by the author and is made available under the 






For the full text of this licence, please go to: 
http://creativecommons.org/licenses/by-nc-nd/2.5/ 
 














Title…SIMULATION AND CHARACTERISATION OF ELECTROPLATED MICRO- COPPER 
COLUMNS FOR ELECTRONIC INTERCONNECTION ………………………………… 
 
Status of access OPEN / RESTRICTED / CONFIDENTIAL 
 
Moratorium Period:…………………………………years, ending…………../…………200…………. 
 





Department of……WOLFSON SCHOOL OF MECHANICAL & MANUFACTURING ENGINEERING 
 
Author's Declaration: I agree the following conditions: 
Open access work shall be made available (in the University and externally) and reproduced as necessary at 
the discretion of the University Librarian or Head of Department. It may also be digitised by the British 
Library and made freely available on the Internet to registered users of the EThOS service subject to the 
EThOS supply agreements.  
The statement itself shall apply to ALL copies including electronic copies: 
 
This copy has been supplied on the understanding that it is copyright material and that no quotation 
from the thesis may be published without proper acknowledgement. 
 
Restricted/confidential work: All access and any photocopying shall be strictly subject to written 
permission from the University Head of Department and any external sponsor, if any. 
 
Author's signature………………………………….Date…………25 JANUARY 2010..…………...……... 
 
users declaration: for signature during any Moratorium period (Not Open work):  
I undertake to uphold the above conditions:
Date Name (CAPITALS) Signature Address 
 
    
 
    
 
    
 




























This  is  to  certify  that  I am  responsible  for  the work  submitted  in  this  thesis,  that  the 
original work  is my own except as  specified  in acknowledgments or  in  footnotes, and 


























simulations  and  characterizations.  A  two‐dimensional  cross‐sectional  kinetic  Monte 
Carlo (2DCS‐KMC) model has been developed to simulate the electrodeposition of single 
crystal  copper.  The  evolution  of  the microstructure  has  been  visualized.  The  cluster 
density, average cluster size, variance of the cluster size and average aspect ratio were 
obtained from the simulations. The growth history of the deposition from the first atom 
to  an  equivalent  of  100  monolayers  was  reconstructed.  Following  the  single‐lattice 
2DCS‐KMC  model  for  a  single  crystal,  a  two‐dimensional  cross‐sectional  poly‐lattice 
kinetic Monte  Carlo  (2DCSP‐KMC) model  has  been  developed  for  simulation  of  the 
electrodeposition of polycrystalline copper on both a copper and a gold substrate. With 
this model, the early‐stage nucleation and the grain growth after impingement of nuclei 
can  be  simulated;  as  such  the  entire  growth  history  is  reconstructed  in  terms  of  the 
evolution  of  microstructure,  grain  statistics  and  grain  boundary  misorientation.  The 
model  is capable of capturing some key aspects of nucleation and growth mechanisms 
including  the  nucleation  type  (e.g.  homogeneous  or  heterogeneous),  texture 
development, the growth of grains and higher energetic state of grain boundaries. The 
model  has  also  proven  capable  of  capturing  the  effects  of  deposition  parameters 
including  applied  electrode  potential,  concentration  of  cupric  ions  and  temperature. 
Their  effects  are  largely  dependent  on  the  substrates.    The  early‐stage 
electrocrystallization  of  Cu  on  polycrystalline  Au  has  been  studied  by  ex‐situ  AFM 
observations. The evolution of surface morphology of the electrodeposited copper on a 
sputtered  Au  seed  layer  from  16ms  to  1000s  was  observed  and  their  formation 
mechanism  discussed.  The  heterogeneous  nucleation  phenomenon,  the  competitive 
growth both longitudinally and laterally, and the dominant growth of some nuclei were 
experimentally  observed,  which  are  also  visualized  by  the  relevant  KMC  simulation 
results at a  smaller  size  scale and a  shorter  time  scale. A heuristic model  is  therefore 
proposed to describe the mechanism of the early‐stage electrocrystallization of Cu on a 
polycrystalline Au  seed  layer. Electroplated  copper  columns plated  for different  times 
have been characterized  in terms of the evolution of their external morphology, cross‐
sectional  microstructure  and  crystal  structure.  The  microstructure  of  electroplated 
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self‐annealing.  Finally,  the  results  indicate  the  presence  of  organic  additives  is  not 
essential for self‐annealing of a copper column to occur.   
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௦௧௥   strange coordination number   
ݎ଴  initial grain size  m 
ݎௗ಴ೠషಲೠ   deposition rate on Au  s
‐1 
ݎௗ಴ೠష಴ೠ    deposition rate on Cu  s
‐1 
ݎௗ௜௙಴ೠషಲೠ   diffusion rate on Au  s
‐1 
ݎௗ௜௙಴ೠష಴ೠ   diffusion rate on Cu  s
‐1 
ݎ௦಴ೠషಲೠ   surface diffusion rate on Au  s
‐1 
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rapid  development  of  electronics  for  many  years.  Meanwhile,  it  poses  increasing 
challenges  to electronic packaging  technology, which has become  a major  concern  in 
both cost and performance of electronic products. Nowadays, electronic devices have 
been miniaturized to a scale where the size of an interconnect joint is comparable with 
the microstructure  feature size of  the materials  in  the  joint.  It has been  reported  that 
there are only a very small number of grains in a microelectronic solder joint, implying a 
multi‐crystalline rather than polycrystalline structure [1‐3]. This has become a concern in 
the  predictability  of  reliability  of  a  package  due  to  the  indeterminate  anisotropic 
behaviour of  such multi‐crystalline  joint  systems.  Therefore,  solutions  to  interconnect 
materials  and  manufacturing  are  required  to  meet  such  challenges.  Two  possible 
approaches  are  proposed  here.  One  is  to  reduce  the  feature  size  of  interconnect 
materials, e.g. using nano‐crystal interconnects. A micro‐scale joint with nano‐crystalline 
microstructure  is  still  polycrystalline.  Nano‐crystalline  joints  are  anticipated  to  have 
other  attractive  properties  such  as  high  tensile  strength,  superplasticity  and  good 
conductivity [4‐5]. For example, a copper deposit produced by pulse plating containing a 
high density of nano‐twins produces ten times higher tensile strength than pure copper 
and  comparable electrical  conductivity, which  are usually unavailable by  conventional 
strengthening methods [4].   Alternatively, another solution  is to use a single crystal for 
interconnects  i.e.  one  crystal  is  one  joint. Without  grain  boundaries,  single  crystals 
exhibit  numerous  attractive  characteristics  in  terms  of  mechanical,  electrical  and 
thermal  performance.  The  elongation  percentage  of  continuous‐cast‐single‐crystal 
copper  is  80%‐270%  greater  than  polycrystalline  copper;  contraction  of  cross‐section 
area     4%‐395% greater;  resistivity 4.25%‐15.75%  lower[6]. Single crystal copper wires 
have been widely applied in electronic communication, audio and video and super high‐
frequency  signal  transmission  and  ultra  fine  connector  wires  in  semiconductor 
connectors.  It  is  indicative  that  single crystals can perform multiple  functions  that are 











ranging  from  single‐crystal  [7‐13]  to  nano‐crystal  [14]  have  been  obtained  by 
electrodeposition  using  different  deposition  parameters  and  assisting  techniques.  For 







Micro‐  copper  columns  have  advantages  over  lead‐free  solder  joints  as  the  next‐
generation  IC  package  interconnect  in  terms  of  electrical  performance,  mechanical 
properties,  thermal and electro‐migration  resistance  [19]. The copper column  is also a  
                                                      
i Reprinted  from  Electrochimica  Acta,  45  (19),  D.  Dobrev,  J.  Vetter,  N.  Angert,  R.  Neumann,  Periodic 
reverse current electrodeposition of gold  in an ultrasonic field using  ion‐track membranes as templates: 







copper  columns  is  identified  here.  It  promises  a  practical  approach  to  obtain  single‐
crystal  or  nano‐crystal bumps  for  application  in  the  subsequent  assembly  operations. 
Fabrication  of  copper  columns  using  electrodeposition  has  been  previously  reported 
[19], but little attention has been given to  the resultant microstructure of such copper 
columns.  
The  formation  mechanism  behind  various  microstructures  of  electrodeposits  is  still 
unclear  to  large  degree.  It  has  been  found  that  electroplated  copper  tends  to 
recrystallize at room temperature after plating [21‐22], which adds a further complexity. 
It  is  imperative  to understand  the growth mechanism of an electrodeposit  in order  to 
tailor a specific microstructure for various applications in electronic packaging.  
1.2 Aim and scope 
The  aim  of  this  PhD  is  to  enhance  the  understanding  of  the  growth mechanism  of 
electroplated copper columns and  to provide guidance  for microstructure‐tailoring. To 
achieve  this,  kinetic Monte  Carlo  (KMC)  simulations  of  copper  electro‐crystallization 
have  been  conducted.  A  single‐lattice  KMC model was  developed  for  simulations  of 
single‐crystal  electrocrystallization  and  an  advanced  poly‐lattice  KMC model  to  treat 
growth  of  a  polycrystalline  deposit.  Experimentally,  the  early‐stage  nucleation  and 
growth  were  studied  by  characterizing  the  evolution  of  the  surface  morphology  of 





This  thesis  consists  of  ten  chapters.  Chapter  1  serves  as  a  general  overview  of  the 









is  twofold.  One  is  to  provide  readers  with  a  quick  review  of  fundamentals  on 
electrodeposition and electrocrystallization that is necessary for them to understand this 
thesis.  The  other  serves  as  an  expansion  of  the  introduction  of  the  background 
knowledge  and  information with  respect  to  this  PhD  research.  Chapter  3  presents  a 
single‐lattice KMC model for simulation of single‐crystal copper electrocrystallization. A 





a  heuristic  model  is  proposed  to  describe  the  nucleation  and  growth  mechanism. 
Chapter  7  deals with  the  later‐stage  growth  and  recrystallization  of  copper  columns. 
Chapter 8 discusses reconstruction of the growth history of electroplated copper column 
to understand the growth mechanism by both simulation and experimental study. The 




• The  growth  history  of  electroplated  micro‐  copper  columns  is  incompletely 
reconstructed  both  computationally  and  experimentally, which  partly  uncover 
their complex growth mechanism.  
• A  single‐lattice  two‐dimensional cross‐sectional KMC model was developed  for 
simulation  of  electrocrystallization  of  single  crystal  copper,  which  enables  a 
reconstruction of  the  growth history of not only  the early  stages but  also  the 
crystal  growth  process  at  later  stages, while most  of  the  reported  3D  and/or 
multi‐scale models focused only on the early‐stage nucleation processes.  
• An  advanced  poly‐lattice  KMC  model  was  developed  for  simulation  of 
polycrystalline copper electrodeposition on a copper or gold substrate. This work 




electrodeposition process. This also  leads  to  several advancements over other 
reported  multi‐lattice  KMC  models  which  have  been  developed  for  other 
thermal deposition processes, as explained in detail in Section 8.1.2.  
• These models  have  proved  capable  of  capturing  the  effects  of  the  deposition 




• A  heuristic model  is  proposed  to  describe  the mechanism  of  the  early‐stage 
electrocrystallization  of  Cu  on  a  polycrystalline  Au  seed  layer.  The 
heterogeneous  nucleation  phenomenon,  the  competitive  growth  both 
longitudinally  and  laterally,  and  the  dominant  growth  of  some  nuclei  were 
experimentally  observed,  which  also  validates  the  relevant  KMC  simulation 
results.  
• A detailed characterization of electroplated micro‐ copper columns  in  terms of 
their external morphology,  cross‐sectional microstructure and  crystal  structure 
has  been  carried  out.  It  was  found  that  the  recrystallization  accompanying 
growth and the spontaneous self‐annealing after plating played important roles 
in the formation of the final microstructure of a bi‐modal or tri‐modal grain size 









This chapter presents a  literature  review on  the  fundamental  issues and experimental 
studies  relating  to electrodeposition and electrocrystallization  that are  relevant  to  the 
scope of this thesis. The purpose of this chapter is twofold. 1) It provides readers with a 







is  a  process  of  producing  a  coating,  usually metallic,  on  a  conductive  surface  by  the 
action of electric  current.  Fig. 2‐1  shows a  schematic of a basic electroplating  cell  for 
plating metal 'Me' from a solution of the metal salt 'MeA'. The deposition of Me onto a 















Three main  attributes  of  electrodeposition make  it well  suited  for  nano‐  and micro‐
technologies [24]. Firstly, it can be used to grow functional material through complex 3D 
masks.  Secondly,  it  can  be  performed  near  room  temperature  from  a  water‐based 
electrolyte.  Finally,  it  can  be  scaled  down  to  the  deposition  of  a  few  atoms  up  to 
macroscopic dimensions. Electrodeposited  flip‐chip solder C4  (Controlled Collapse Chip 
Connection)  connections  were  introduced  in  1995  as  the  first  application  of 
electrodeposition  on  a  semiconductor  chip  [24‐25].  Fig.  2‐2  shows  a  SEM  image  of 
electrochemically  fabricated  flip‐chip  interconnects.  This  technology  offers  significant 
cost,  reliability  and  performance  advantages  over  the  previously  used  evaporation 
technology.  Electrodeposition has  also been used  to produce  various micro‐bumps of 
e.g.  Au,  Ni,  Cu  etc  [19,  26].  The  packaging  technology  for  Intel's  forthcoming  45 
nanometre  (nm) high‐k metal  gate  family of processors uses  an  electroplated  copper 











In  1997,  copper  interconnect  technology  was  introduced  in  semiconductor 
manufacturing to replace aluminium for creating circuitry on silicon wafers [27]. Today, 
copper metallization  is being used  in every major  semiconductor  fabrication  facility  in 
the world. The  implementation of Cu wiring resulted  in a 40‐50% drop  in resistance, a 




3D  chip  integration  using  TSV  is  considered  to  be  one  of  the  most  advanced  and 





























pulse  current  cycles.  It was  found  that  the  stress was  generated  during  the  pulse‐on 
periods and partially  relaxed during  the pulse‐off periods and  the  stress  relaxation of 
each off cycle is a miniature version of the overall stress response, i.e. high tensile stress 
followed  by  partial  relaxation.  It was  proposed  that  the  stress  relaxation  during  the 






ii Reprinted with permission  from Brongersma, S.H., et al., Two‐step  room  temperature grain growth  in 










that  is, growth of  large grains  in  the matrix of small grains which usually  results  in bi‐
modal grain size distribution in the case of an incomplete transformation. Brongersma et 










deposition,  followed  by  a  slower  lateral  recrystallization  resulting  in  large  secondary 
grains. Yin et al.’s  finding  [34], however, was  the opposite,  in  that  the microstructure 
transformation  started  and  nucleated  from  the  bottom  of  the  deposit  near  the 
deposit/substrate interface and then propagated towards free surfaces. Hau‐Riege et al. 
[35]  performed  in  situ  TEM  observation  of  the  grain  growth  in  free‐standing 






components  during  storage,  as  illustrated  in  Fig.  2‐7.    The  authors  ascribed  the 
phenomena  to  the decrease of defect density of  the plated  film. Pantleon  et  al.  [36] 
found  the  similar phenomenon of peak  splitting  in both Cu  (111) and Cu  (200) peaks. 
Additionally,  they performed detailed  and quantitative  analyses of  the  grain  size,  the 
grain  orientation  and  the  grain  boundary  characters  of  self‐annealed  copper  films  of 
different thickness using in‐situ XRD and EBSD [36‐38]. One of the major conclusions was 




















What  is  the  driving  force  behind  these  intriguing  phenomena?  Harper  et  al.  [31] 
proposed that grain boundary energy in fine‐grained as‐deposited films was the driving 
force  for  self‐annealing.    They  observed  a  period  of  incubation  time  before 
recrystallization and attributed it to Ostwald ripening of the pinning species along grain 
boundaries.  The  subsequent  unpinning  of  certain  grain  boundaries  led  to  rapid 
secondary grain growth. Detavemier et al. [30] studied the thermodynamics and kinetics 
of microstructural  evolution  in  copper  films  by  estimating  the magnitude  of  possible 
driving  forces  including  grain boundaries,  stacking  faults, dislocations,  surface energy, 
elastic strain and Zener pinning, as summarized in Table 2‐1 . They concluded that a high 
density  of  dislocations  and/or  stacking  faults  is  the  primary  driving  force  for  self‐
annealing while Zener pinning by impurities from the plating bath is not crucial, although 
it may  strongly  influence  the kinetics  (e.g.  the  incubation  time). Hau‐Riege et al.  [35], 
however,  proposed  that  impurities  play  important  roles  in  self‐annealing  of 
electroplated  copper  films.  First,  the  normal  growth  of  grains  in  an  untransformed 
                                                      
v  Reprinted  with  permission  from  [Detavernier,  C.,  et  al.,  Thermodynamics  and  kinetics  of  room‐





matrix  is  impaired by  solute drag due  to  the  impurities. The  resulting  stabilized  small 
grain  size  contributes  to  a  high  driving  force  for  self‐annealing.  Second,  impurity 
rejection contributes  to  the energy which drives  the  transformation  to a  large‐grained 
structure. Third, accumulation of rejected impurities at the perimeters of growing grains 
can  slow down  the  rate of  transformation. Pantleon et  al.  [36‐38] believed  that  their 
EBSD  results,  together with  in‐situ  XRD  analysis,  had  confirmed multiple  twinning  in 
















  ݊ ൌ 3 െ 20; ߛௌி ൌ 0.078 J/mଶ  ≈150 -20 
Dislocations  ܧdisl ൌ 1/2ߩܩܾଶ  ߩ ൌ 10ଵଶ െ 10ଵଷ/ܿ݉ଶ  ≈15-140 
Surface energy  ܧsurf ൌ െ2Δߛ/݄  ݄ ൌ 500 nm  ≈0.05 
Elastic strain 
ܧstrain











vi  Reprinted  with  permission  from  [Detavernier,  C.,  et  al.,  Thermodynamics  and  kinetics  of  room‐









dependence of transformation time on deposit thickness: ߬ െ ݐ଴ ൌ ݇ ሺ݀ െ ݀଴ሻ⁄  , where 
߬ is  the  transient  time  (the  time  for half of  the  resistivity decrease of  the deposits  to 
occur), ݀  thickness, ݐ଴ incubation time and ݀଴ minimum thickness.  The model was used 
to estimate the  incubation time and critical minimum thickness. The function  is shown 






Yin et al.  [34] described  the  transformed  fraction as a  function of  self‐annealing  time 
using  the  Avrami  equation  and  obtained  the  Avrami  constants,  from  which  it  was 
inferred that 3D growth and nucleation saturation has occurred.  
                                                      






Deposition  parameters  e.g.  current  density,  also  have  effects  on  the  self‐annealing 
kinetics.  It  was  found  [40]  that  the  microstructures  of  self‐annealed  Cu  deposits 
obtained at different current density looked similar while the transformation rate for the 




to  occur,  but  slowed  down  the  process  for  higher  concentration.  Vas'ko  et  al.  [41] 
reported that self‐annealing occurred only  if both the two organic additives the 3‐N,N‐
dimethylaminodithiocarbamoyl‐1‐propanesulphonic  acid  (DPS)  and polyethylene  glycol 
(PEG) were present  in  the plating bath.  It  is worth noting  that all  the above‐reviewed 




it was  found  that  the  topography,  or  geometry,  of  the  trench,  e.g.  trench width  and 
spacing, has an influence on the recrystallization [22].  
To sum up, the driving force behind the self‐annealing of electroplated copper remains 
controversial. Whether  it occurs during plating has not been  confirmed.   Most of  the 
above‐reviewed work  concerned electroplated  copper  films.  Since  the microstructural 
transformation is direction‐selective, the shape of plated samples is anticipated to affect 
the  self‐annealing process. The growth and  recrystallization with  respect  to cylindrical 
interconnects  such as  copper  columns and  through‐wafer  interconnects has not been 
reported.  
2.3 Nano­twinning in electrodeposited Cu 
Crystal  twinning  occurs  when  two  seperate  crystals  share  some  lattice  points  in  a 
symmetric manner. Such crystals are referred to as twin crystals and they are separated 




















twin  boundary meets  a  grain  boundary was  found  to  slow  down  grain‐boundary  and 
surface electromigration by one order of magnitude.  It  indicates nano‐twinned copper 
has good resistance to electromigration. A combination of high strength, good resistance 
to  electromigration,  excellent  plasticity  and  comparable  conductivity  makes  nano‐
twinned electroplated copper a great choice  for electronic  interconnection. L. Xu et al 
















if the deposition  introduces a  large strain/stress  in the film, followed by a relaxation of 
strain/stress.  Pulse  electrodeposition  can  provide  such  strain/stress  evolution  during 
deposition. During the pulse‐on time period, the growth of copper grains introduces an 
increasing  tensile  stress. During  the pulse‐off  time period, Cu  grains have  a period of 
time to undergo structure rearrangement such as recrystallization and grain growth,  in 
                                                      





order  to  stay  in  a  lower  energy  status.  Total  energies  of  fcc  Cu  and  periodic  nano‐
twinned Cu were estimated using  first‐principle  total energy calculations.  It was  found 
that  the strain‐relaxed nano‐twinned Cu  is energetically more stable  than  the strained 
fcc Cu. In‐situ stress measurement of a copper film during pulse plating was performed 




The  term  ‘electrocrystallization’ was  coined by  Fischer[52]  in  the  1940s  to describe  a 
crystallization process  in which mass transfer  is accompanied by charge transfer.  It has 
also  been  described  as  a  'phenomenological  field  of  electrochemistry'  [53]    or  a 
particular  case  of  a  first  order  phase  transition  or  electrochemical  kinetics  [54‐55].  
Electrocrystallization  is  an  interdisciplinary  subject  involving  Electrochemistry, 
Nucleation and Crystal Growth. From this point of view, it is better defined as nucleation 
and  crystal growth  in electrochemical  systems under  the  influence of an electric  field 
[54‐63].  
2.4.2 Basic processes 




• The  solvated  cupric  ions  from  the  bulk  electrolyte  are  transported  to  the 
cathode/electrolyte interface via convective diffusion through the diffusion layer; 
• The  cupric  ions  then  lose  their  hydration molecules  and  are  adsorbed  to  the 
cathode surface and become ad‐ions; 











The  thermodynamic  equilibrium  of  a Me Me୬ା⁄ system  can  be  described  by  Nernst 
equation [55‐56, 64]given by: 
 












The  driving  force  for  Me  electrocrystallization  is  the  overpotential,  ߟ௖ ,  of  the 
ܯ݁ ܯ݁௡ା ⁄ electrode, which was defined by Vetter [58] : 
     







where ܽெ௘ೌ೏ೞ  and ܽ଴,ெ௘ೌ೏ೞ  stand  for  the  activities  of ܯ݁௔ௗ௦   at ܧ ് ܧெ௘/ெ௘೙శ  and 




overpotential,ߟ௖ ൏ 0,  while  Me  dissolution  takes  place  at  an  anodic  overpotential, 
ߟ௖ ൐ 0.  In  the  case  of  deposition  of  Me  on  a  foreign  substrate  S,  under  certain 
conditions,  the Me deposition can occur at underpotential,  i.e. ߟ௖ ൏ 0. Underpotential 
deposition (UDP) and overpotential deposition (OPD) of Me on S are associated with the 
formation of 2D (monolayer) and 3D (cluster or bulk) Me phases, respectively.  Usually, 
the  interactions between  the  substrate S on deposit Me  for OPD deposition becomes 
negligible after about twenty monolayers.  
Electrodeposition  of  metal  on  a  foreign  substrate  follows  different  growth  modes 
depending  on  the Me‐S  binding  energy  and  the  crystallographic misfit  between  the 
substrate S and the 3D Me bulk deposit as schematically illustrated in Fig. 2‐12 [57, 65‐
67]. When  the  binding  energy  between  a Me  adatom Meads  and  a  substrate  atom  S 
Ψெ௘ೌ೏ೞିௌ is  lower than that between Meads and Me   Ψெ௘ೌ೏ೞିெ௘ ,  it follows the Volmer‐
Weber or 3D island growth mode independent of crystallographic misfit as shown in Fig. 
2‐12(a). When  the  binding  energy Ψெ௘ೌ೏ೞିௌ is  higher  than Ψெ௘ೌ೏ೞିெ௘,  it  could  follow 
either the Frank‐van de Merwe (or layer‐by‐layer) growth mode up to the disappearance 
of the strong Me‐S attraction, followed by Me‐on‐Me growth, or the Stranski‐Krastanov 
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Weber  [68],  Farkas  [69]and  Kaischew  and  Stranski  [70‐72].  Becker  and  Döring  [73], 
Zeldovich  [74]and  Frankel  [75]did  more  rigorous  treatments  by  a  discrete  and  a 
continuous approach, respectively. Walton employed an atomistic approach deriving an 
explicit  expression  for  the  stationary  nucleation  rate  valid  for  small  critical  nuclei  to 
overcome  the  quantitative  contradiction  between  the  classical  nucleation  theory  and 
the experimental results. Details about the kinetics of electrochemical nucleation can be 
found  in a number of books [55‐56] and review articles [54, 59, 61, 63]. F. Sagues et al 




With  the  advent  of  Scanning  Tunnelling  Microscope  (STM)  and  its  application  in 
electrochemistry,  it  is possible  to observe  the  initial  stage of metal deposition  in  situ. 
Copper deposition on Au  (111)[76‐78], Au  (100)  [79]and on polycrystalline Au  [80]was 
among the  first systems to be studied. The UPD of Cu on Au  (111)  is  illustrated  in Fig. 
2‐13, showing the cyclic voltammogram and an image of the gold electrode obtained at 
a potential between peak A  and B.  It was  found  that  an ordered  layer of Cu  and  co‐
adsorbed  sulphate  ions  formed  during  the  first  step  (peak  A).  The  resultant ൫√3 ൈ
√3ሻܴ30° structure  was  observed  by  in‐situ  XRD[81],  STM[82‐84]  and  AFM[85].  This 
structure  has  now  been  widely  employed  as  a  standard  in  electrochemical  STM.  It 
should  be  noted  that  such  structure  was  only  observed  in  sulphate‐containing 
electrolyte.  During  the  second  step  (Peak  B),  a  full monolayer  of  copper  on  gold  is 
formed.   
In the case of bulk copper deposition on Au (111), the deposition of a full monolayer of 
Cu at underpotential  is  followed by  three‐dimensional growth, which conforms  to  the 
Stranski‐Krastanov mode. At a  lower overpotential e.g.  ‐185mV, nucleation takes place 
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Nichols  et  al  [78]studied  deposition  of  Cu  on  different  substrates  including  gold, 
polypyrrole and gold which has been pre‐covered with a multi‐layer copper film using in‐
situ  STM.  The  results  indicate  that  substrates  and  organic  additives  have  profound 
effects on  the growth modes.  Fig. 2‐15  shows a  STM  image of a gold  film at  ‐200mV 
(versus  Cu/Cu2+)  in  an  additive‐free  acidic  copper  sulphate  solution.  The  growth 
morphology  can  be  interpreted  by  the  Stranski‐krastanov  growth  mode.  The  Cu 
monolayers are  formed at underpotential due  to strong Cu‐Au bonds and  large  lattice 
misfit. After that, 3D copper clusters, which generally nucleate at defect sites e.g. steps 






thin copper  film  (typical multi‐layers of 4‐7 monolayers  thick)  is  formed on  top of  the 
UPD monolayer.  It  grows  laterally  at  a  nearly  constant  height  across  the  surface.  It 
indicates that the organic additive  inhibits the upward growth of the copper clusters  in 




Au  (100) structure up  to several  layers despite a  large  lattice mismatch of about 13%. 
The  in‐situ  XRD measurements  show  the  growing  phase  is  body  centred  cubic  (bcc) 
rather than face centred cubic (fcc) [88]. After ten  layers,  it begins to transit to fcc‐like 
copper  and  a  striped  structure  appears.  Such  behaviour were  also  observed  for  the 
analogous system of Cu on Ag (100) [90]. Volmer‐Weber growth has been observed for 




Grujicic and   Pesic  [91]  studied  the nucleation mechanism  for  copper deposition on a 
glassy  carbon  substrate  using  electrochemical  techniques  (cyclic  voltammetry  and 
chronoamperometry)  and  AFM.  It  was  found  that  copper  concentration,  deposition 
potential,  solution pH  and  the presence of a background electrolyte all had profound 
effects  on  the  nucleation  mechanisms  of  copper  on  the  glassy  carbon  surface.  An 
increase of  pH  and  copper  concentration  results  in nuclei with  a  coarser  texture  and 
























The  fundamentals  of  electrodeposition  and  electrocrystallization  have  been  briefly 
introduced,  followed  by  a  literature  review  focusing  on  application  and  experimental 
studies of copper electrodeposition and electrocrystallization. Self‐annealing and nano‐
twinning of electrodeposited copper, which have drawn great attention during the  last 










experimental work  [55‐56] with  review articles  since published  [54, 62, 92]. Since  the 
1980s  the  simulation of electrocrystallization has also become an effective  tool  to aid 
the understanding of the  fundamentals. The models that have been developed can be 
broadly classified into two types. The first type is analytical models. Scharifker and Hills 
(SH)  [93]  proposed  a model  for multiple  nucleation  of  diffusion‐controlled  growth  by 
considering hemispherical diffusion to a hemispherical nucleus. Several modifications or 
improvements  to  the  SH  model  were  subsequently  attempted  by  Scharifker  and 
Mostanywere (SM) [94], Sluyters‐Rehbach, Wijenberg, Bosco and Sluyterswere (SRWBS) 
[95], Mirkin  and Nilov  [96]  and Heerman  and  Tarallo  (HT)  [97]. Abyanneh  developed 
models for single‐phase[98] and two‐phase[99] electrocrystallization processes that are 
all charge transfer controlled and a model for diffusion‐controlled processes[100]. These 
models  derive  the  current  time  transient  (CTT)  based  on  a  pre‐assumption  of  the 
geometric  shape of nuclei and  related  fundamental electrochemical  laws. The CTT  for 
the  early  stage  of  deposition  is  predicted,  from  which  the  nucleation  rate  can  be 
extracted. However, all  these models are  incapable of  simulating  the evolution of  the 





etc.  It  is  sometimes possible  to write  a master  equation whose  solution  is  the  set of 
probabilities  for  the  possible  surface  configurations;  even  so,  such  an  equation  is  in 










the  thin  film growth processes  including electrodeposition, physical vapour deposition 
and chemical vapour deposition, amongst other areas of physics and chemistry.  
Guo et al  [102‐103] have developed a KMC model  in which  ion transport  in solution  is 
modelled using Brownian dynamics for studying the nucleation and island growth during 
the bulk electrodeposition. The  rate  constants  and nucleus density predicted by KMC 
have  been  compared  to  several  analytic models.  Their  simulation  results  show  good 
agreement with the SH model. The growth rate of the individual islands and the spatial 
distribution  of  the  islands  have  also  been  reported.  This,  as  one  of many  examples, 
demonstrates that the KMC method is generally more powerful than analytical methods.  
In  recent years, a  research group  from University of  Illinois at Urbana‐Champaign has 
been active  in multi‐scale KMC simulation of electrodeposition. For example, T.J. Pricer 
et  al  [104‐105]  developed  a  multi‐scale  model  by  linking  a  one‐dimensional  finite 
difference (1D FD) code dealing with the mass transfer within the diffusion layer to a 3D 
KMC code responsible for the surface growth. This model was used to simulate copper 
electrodeposition  when  bath  additives  were  absent  or  present.  The  effects  of  the 
additives  on  the  surface morphology were  studied.  Drews  and  co‐workers  [106‐109] 
developed a multi‐scale KMC model by linking a 2D continuum model to a (2+1)D  solid‐
on‐solid  KMC model  using  a  face‐centred  cubic  lattice  rather  than  the  simple  cubic 
lattice at both atomic and  coarse‐grained  scale. The  (2+1)D  solid‐on‐solid KMC model 
alone has also been used to study the nucleation and growth at the early stage of the 
kinetically controlled electrodeposition [110]. By this approach, the lattice consists only 
of  2D  “interface”  sites  on  the  surface;  the  roughness  is  accounted  for  in  the  “+1D” 








Saedi  [112]  from  the Sharif University of Technology  in  Iran has developed a different 
method  to  couple  a  2D  KMC  code  to  a  1D  FD  code  for  the  simulations  of  various 
electrochemical processes.  In his model,  the KMC  lattice  is  restricted  to  the deposited 
phase  and moving  atoms  are  limited  to  the  first monolayer of  the  electrode  surface, 
which  reduces  the processing  time  considerably when  compared  to Pricer’s model. S. 
Harinipriya  [113]  recently  developed  a  novel  multistep  continuum  KMC  model  to 
evaluate the change of step‐wise free energy in the process of copper electrodeposition. 
To  summarise,  KMC  method  has  become  a  powerful  tool  for  the  simulation  of 
electrocrystallization.  Nevertheless  it  is  time‐consuming  and  computationally  costly, 
especially  when  a  3D model  is  used  and  a  large  number  of  particles  or  atoms  are 
involved.  Most  of  the  research  reviewed  here  has  focused  on  the  early  stages  of 
electrocrystallization, i.e. before most of the nuclei have impinged or merged. We have 
developed  a  2D  cross‐sectional  KMC  model  which,  saving  computational  cost 
significantly when compared to 3D KMC models, enables the simulation of not only the 
nucleation processes at early stages but also the crystal growth processes at later stages 
e.g. merging of nuclei and  faceting. The model has been used  to  simulate  the growth 






consisting of Cu2+  ions of a given concentration,  the Cu atoms  that have already been 
deposited and a gold substrate as illustrated in Fig. 3‐1. In this kinetically‐limited model, 
it  is assumed  that  the deposition  is kept  slow and  the  solution  is efficiently  stirred  so 
that  the concentration of Cu2+ at  the electrode surface do not differ appreciably  from 
the given bulk values.  In  such a case,  the mass‐transfer effects are neglected and  the 




overpotential  is  applied.  In  the  present  study,  the  applied  electrode  potentials  are 




seed  layer as  the  cathode and a  copper  sheet as  the anode  in an additive‐free acidic 
copper  plating  solution  containing  0.66 mol/l  Cu2+  at  room  temperature.  It  is worth 
noting  that  the  low overpotential  and hence  a  slow deposition,  favours  single  crystal 
growth.  Therefore,  a  kinetically‐limited  process  is  more  likely  to  be  successful  for 
deposition of single crystals. All the Cu atoms are restricted to be on a  lattice site  in a 
face centred cubic (fcc) lattice of (111) orientation. The substrate is assumed to have the 





Two  types  of  events  are  presently  included  in  this  model:  deposition  and  surface 
diffusion, although other events may be included in a later version for more complicated 
issues. For example, desorption can be considered  for  the simulation of  the  reversible 







least  two  neighbour  atoms  underneath  considering  that  a  site with  fewer  than  two 
neighbour atoms is unstable [112]. The deposition rate on Au is determined [110] by 












ߙ஼௨ି஺௨  and ߙ஼௨ି஼௨  the  charge  transfer  coefficient  for  the  deposition  of  Cu
2+, ݊ the 
electron number, ܨ the Faraday constant, ߩ the applied electrode potential,     ߩ଴಴ೠమశ ಲೠ⁄  
and ߩ଴಴ೠమశ ಴ೠ⁄  the  equilibrium  potential  for  Cu
2+/Au  and  Cu2+/Cu  respectively,   ܴ the 
ideal gas constant and ܶ the deposition temperature.  
A  deposited  atom  is  subject  to  surface  diffusion  to,  if  vacant,  one  of  nearest 
neighbouring sites. Jumping up or down to a different layer is not allowed for simplicity. 
The surface diffusion rate on Au is computed [110] by: 









atom must overcome  in order to diffuse. The higher the energy barrier  is, the  less  it  is 
possible for an atom to diffuse. The energy barrier is assumed to be only determined by 
the  coordinate  number  and  the  nature  of  the  nearest  neighbouring  atoms.  Such  an 
assumption has been used  in a wide variety of models  in many systems e.g. [110, 112, 





  ܧ௔௖௧಴ೠషಲೠ ൌ 2ܧ஼௨ି஺௨ ൅ ௖ܰ௢௥ௗܧ஼௨ (3.5)
and  
  ܧ௔௖௧಴ೠష಴ೠ ൌ ௖ܰ௢௥ௗܧ஼௨  (3.6)
respectively, where ܧ஼௨ି஺௨ is the binding energy between a Cu and a Au atom, ܧ஼௨ the 
cohesive  energy  of  Cu.  i.e.  the  binding  energy  between  two  Cu  atoms,      coordinate 
number  ௖ܰ௢௥ௗ only counts the nearest neighbouring Cu atoms.  
3.2.2 Parameters 
Values of the parameters used  in this chapter are  listed  in Table 3‐1. The rate constant 
for deposition on pre‐deposited Cu ݇஼௨ି஼௨ was determined from experiments [116]and 










varied  to  study  the  effects  of  these  deposition  parameters.  In  this  model,  the 
macroscopic  dimensions  with  respect  to  a  closely‐packed  plane  of  a  fcc  lattice  is 
calculated  by ݈௪ܽ √2⁄    and √6݈௬ܽ 4⁄  along  the  directions  parallel  and  normal  to  the 
surface of a substrate respectively, where  ݈௪ is the  lattice width, ݈௬ the number of the 
layers of lattice sites or atoms and ܽ the lattice constant. Accordingly, a lattice width of 









Cu Cuk −   Rate constant for deposition on pre‐deposited Cu  0.204 m
3 ∙mol∙s‐1[116] 
Cu Auk −   Rate constant for deposition on Au  0.143 m
3 ∙mol∙s‐1[106] 
Cu Cuα −   Charge transfer coefficient for deposition on Cu  0.5[106] 
Cu Auα −   Charge transfer coefficient for deposition on Au  0.5[106] 
n   Electron number for Cu2+  2 
0 Cu Au
ρ −   Equilibrium potential for Cu2+/Au  ‐0.1 V[116] 
0 Cu Cu
ρ −   Equilibrium potential for Cu2+/Cu  0 V[116] 
ρ   Applied potential  ‐0.11, ‐0.13 V 
CuE   Energy barrier for a Cu‐Cu bond  0.13 eV
[110] 
Cu AuE −   Energy barrier for a Cu‐Au bond  0.35 eV
[110] 
Cu Cuν −   Jump frequency for surface diffusion of a Cu atom on Au  3.9×105 s‐1 
Cu Auν −   Jump frequency for surface diffusion of a Cu atom on Cu  3.9×105 s‐1 
2Cu
C +   Concentration of Cu
2+ ions at electrode surface  0.1, 0.32 or 0.66 
mol/m3 
F   Faraday constant  96 485.3 s∙A∙mol‐1 
R   Ideal gas constant  8.314 J∙K‐1∙mol‐1 
a   Lattice constant for Cu  3.61×10‐10 m 
3.2.3 KMC Algorithm 
A  variety  of  KMC  algorithms  can  be  implemented  for  a  simulation  based  on  the 
theoretical  foundation  interpreted  in  [117]. A  code  has  been  developed  that  tries  to 
balance  computational  efficiency  against  accuracy. Matrices were  used  to  store  and 
organize  the data, which  takes  advantage of  the discrete periodic nature of  a  crystal 
lattice. A ܮ ൈ ܬ matrix ܯ௢௖௖௣ was  used  to  represent  all  the  lattice  sites, where ܮ is  the 
lattice width preset to be 1000 and ܬ has an initial value of 1 and extends automatically 
when any site of a new layer is occupied. Changing the size of the matrices dynamically 
assures  the minimum dimension of  the matrix being used during  the  computing. This 
can  save  on  memory  usage  and  improve  the  efficiency  of  the  computation.  Each 




corresponding  element  is  evaluated  with  1,  otherwise  0.  The  deposition  rates  and 
surface diffusion  rates were also organized  in  two matrices of  same  size  respectively. 
The indices of the rate matrices correspond to the location of the sites as the ܯ௢௖௖௣. The 
algorithm  is  illustrated  in  the  flow  chart  shown  in  Fig.  3‐2  and  the  procedures  are 
described as follows:  
1. Define the initial rate matrices and the initial occupancy matrix ܯ௢௖௖௣.  
2. Build  a  rate  list ݎଵ, ݎଶ, … , ݎ௡ consisting  of  all  non‐zero  elements  of  the  rate 






4. Select the first index ݓ from the normalized rate list, which meets ܴ௪ே ൒ ߦ.  




the  selected  event  and  its  nearest  neighbours  need  updating.  The  periodic 
boundary condition is imposed in the ݔ direction in step 6 and 7. 









of  3.6GHz  and  8GB  memories  or  a  Bull  Linux  Cluster  at  the  High  Performance 
Computing  Centre  of  the  Loughborough  University.  The  computing  time  was 
dependent on  the  combination of  the  simulation parameters  ranging  from half an 








Post‐processor  codes  (see  Appendix  V) were  developed  to  visualize  and  analyze  the 








from  the beginning when  the  first atom  is deposited until a given  target of deposition 










variation  has  been  reflected  in  the microstructure, we  took  snapshots  at  a  series  of 
selected  times. As  can be  seen  in  Fig. 3‐4a and  Fig. 3‐4b, within one EML  there have 



















then  continue  growing  not  only  longitudinally, mainly  by  taking  atoms  directly  from 
solution, but also  laterally by merging with  the adjacent clusters. Overall,  the average 











down with  intermittent  fluctuations  as  shown  in  Fig.  3‐3d, which  indicates  that  the 




significant.  The  fluctuations  can  be  accredited  to  the merging  of  the  clusters. During 
early  stages when  clusters  are  relatively  small, merging with  a  small  cluster will  not 
result  in a significant change of the cluster shape. Most clusters grow wider and higher 
at  a  relatively even pace. Meanwhile,  the  facets of  (11) orientation  form  and  remain 















of Cu2+,  temperature  and potential  after 30 EML. By  comparing  Fig. 3‐6a‐c,  the more 
concentrated a solution used, the larger the variance of the cluster size is observed.  For 
























transferred  to  the  increment  of  the  KMC  time ߬,  according  to  equation  (3.7).  For 
convenience the KMC time, instead of the equivalent monolayer, is used as the time axis 
for  describing  the  growth  history  in  such  a  case.  Fig.  3‐7  shows  the  dependence  of 
cluster  density  and  the  variance  of  cluster  size  on  the  KMC  time  and  the  process 
parameters  including  the  concentration  of  Cu2+,  the  temperature  and  the  potential. 
Interestingly,  the  temperature has  shown no noticeable effects on  the  cluster density 
but  slight changes  in  the variance of  the cluster  size between about 50s and 100s. By 
contrast,  the  concentration  and  the  applied  potential  have  significant  effects  on  the 
cluster  density  and  variance  of  the  cluster  size  during  the  course  of  deposition.  The 
cluster density has changed more rapidly when the more concentrated solution  is used 
or the more negative potential applied.   However, the temperature, concentration and 
potential  all  have  little  effect  on  the maximum  cluster  density  as  shown  in  Fig.  3‐7a. 
Oscillations  appearing  near  the  end  of  the  curves  in  Fig.  3‐7b  can  be  attributed  to 






Finally,  our  simulation  is  ultimately  aimed  to  guide  the  optimization  of  process 
parameters for the deposition towards growth of single crystals. Therefore, it is of great 
significance  for  our  KMC model  to  be  able  to  capture  the  effects  of  the  deposition 
parameters on the growth history and the microstructure. This has proved to be able to 
capture  the  effects  of  some  deposition  parameters,  including  the  concentration, 
temperature  and  potential.  However,  it  should  be  noted  that  an  accurate  output  of 











by  equation  (3.3)  and  (3.4),  however,  vary  during  the  deposition  according  to  the 
coordinate  number  of  the  diffusing  atom  and  the  nature  of  its  neighbour  atoms.  A 
deposition event or surface diffusion event is selected randomly at each KMC step with a 
probability proportional  to  its  rate. The  final structure of a deposit  is  the  result of  the 




effects  on  the  simulation  results  by  affecting  the  event  rates.  For  a more  accurate 
prediction, more work is needed to obtain the values of the unknown parameters and a 
more  complicated  model  considering  more  events  that  may  occur  during  the 
electrodeposition  is necessary.  In  the  future model,  the microscopic  reversibility  [114] 
can  be  considered,  and  the  embedded  atom method  (EAM)  [112,  114]  and  Schowel‐
Ehrlich  barriers  [118‐120]employed  while  determining  the  activation  energy  for  the 
diffusion. Further to this single‐lattice model, an advanced poly‐lattice KMC model has 
been  developed  that  enables  the  simulation  of  a  polycrystalline  deposit  during 
electrodeposition as presented in the next chapter.  
3.4 Conclusions 
A  2DCS‐KMC  model  has  been  developed  for  the  simulation  of  electrodeposition  of 
copper on a gold  substrate. The entire growth history can be  reconstructed at atomic 
scale.  The  cluster density,  average  size,  variance of  the  size  and  average  aspect  ratio 
have been obtained  from the simulations. They are  found to vary with the deposition, 
which  has  been  reflected  in  the  evolution  of  the  microstructure.  A  microstructure 
history map together with a series of separate snapshots has been used to visualize the 
evolution of the microstructure. It is possible to trace an individual cluster to find out the 
time  and  location  of  the  occurrences  of  its  formation,  growth  and  its merging with 
others using the microstructure history map. The model has been proven to be able to 
capture  the  effects  of  the  process  parameters  including  the  concentration  of  the 
solution,  temperature  and  potential  on  the  growth  history.  Using  a  concentrated 
solution  tends  to  result  in  larger  variance  of  the  cluster  size  and  accelerate  the 
microstructure  evolution.  The  cluster  size  varies  to  a  lesser  extent  at  higher 
temperatures.  However  the  temperature  has  no  notable  effects  on  the  rate  of  the 
change of cluster density and variance of cluster size. The cluster height varies less while 
cluster width varies more and the microstructure evolution is accelerated when a more 











Kinetic Monte  Carlo  (KMC)  simulation  has  become  a  powerful  tool  for  the  study  of 
electrocrystallization  and  is  essentially  the  only  feasible way  of  simulating  the  crystal 
growth at a practical size and time scale.  It has been employed to simulate early‐stage 
electrocrystallization  [102‐103,  110]  at  the  both  only  the  atomic  scale  or  coupled  to 
macroscopic models  e.g.  finite  element  or  finite  difference models  for  a multi‐scale 





polycrystalline  structure,  including  the  texture  development  and  grain  boundary mis‐
orientation, cannot be captured in such models.  
Although most electrodeposits of practical interests are polycrystalline, there have been 









reached.   Huang  et  al  [126‐127] developed  a multi‐lattice model by mapping  a  given 
number of  lattices  representing grains onto a single  reference  lattice  for simulation of 




dimensions,  allowing  atoms  to  diffuse  across  grain  boundaries  and  change  grain 
membership,  but  it  gives  a  definite  number  of  lattices  such  as Huang  et  al  reported. 
However, the higher energetic state at a grain boundary is still not considered. And pre‐
setting  a  definite  number  of  lattices  renders  these multi‐lattice models  incapable  of 
dealing with the nucleation process.  
In  the  last decade, KMC  simulation  for polycrystalline growth has attracted  increasing 
attention  in  the  area  of  multi‐lattice  KMC  models  that  have  encountered  various 
limitations. Neither grain boundary mis‐orientation nor poly‐ or even multi‐lattice KMC 
models  in  simulation of electrodeposition have been considered.  In  this chapter, a 2D 
cross‐sectional  poly‐lattice  (2DCSP)  KMC  model  to  simulate  electrodeposition  of 
polycrystalline  copper  is developed,  furthering    the 2DCS‐KMC model  [128]  for  single‐
crystal  electrocrystallization  presented  in  Chapter  3.  The  evolution  of microstructure, 
grain  statistics  and  grain  boundary  mis‐orientation  distribution  during  the 
electrodeposition  of  copper  on  a  copper  or  gold  substrate  have  been  considered 







be  an  atomically even  surface. Any  atom on  the  substrate or near  the  substrate  (the 
distance to the substrate  is  less than the  lattice space ܽ has, by default, two neighbour 
substrate atoms. The type of substrate is defined by defining a list of available sites and 

















time  for  this operation will not  increase with  the  size of  the  simulation cell. Each box 
ܤሺ݅, ݆ሻcontains  deposited  atoms,  induced  sites  and  substrate  sites  each  of  which  is 
represented  by  a  sub‐structure  with  appropriate  fields  storing  its  location,  grain 
membership,  orientation,  normal  coordination  number,  strange  coordination  number 
(see  section  4.2.3  for  its  definition),  deposition  rate,  diffusion  destination  sites  and 







plane of a  face‐centred  cubic  lattice)  representing a grain  is generated and a  random 
orientation (defined by the tilt angle of the lattice against the surface normal direction) 










by existing  atoms.  That  is,  if  there  is  an  atom within  the  inhibiting distance ݀௜௡௛,  the 







and  corresponding  diffusion  rates  computed.  The  fields  of  the  induced  sites  are 
computed and assigned. The affected neighbour sites and atoms are then updated. Only 
the  fields  of  normal  and/or  strange  coordination  number,  diffusion  destination  and 
corresponding  diffusion  rate  require  updating.  When  a  Cu  atom  is  deposited  on  a 





exchange  the  fields  of  coordinates,  grain  ID  and  orientation.  Other  fields  are  re‐
computed. The diffused atom will also  induce new sites and annihilate the sites within 



















Where ݇஼௨ି஺௨  and ݇஼௨ି஼௨  are  the  rate  constant, ܥ஼௨మశ  the  concentration  of  Cu
2+, 
ߙ஼௨ି஺௨ and ߙ஼௨ି஼௨the charge transfer coefficient, ݊ the electron number, ܨ the Faraday 








to  a  site  belonging  to  other  grains  within  the  range  of ܽ  and  change  its  grain 
membership. This enables  the  simulation of grain boundary dynamics at atomic  scale. 
The diffusion rate on/near the substrate is computed by 
  ݎௗ௜௙಴ೠషಲೠ ൌ ݓ஼௨ି஺௨ · ݁
ିሺா೘೔೒ା୼ாሻ ோ்⁄   (4.3)
and on pre‐deposited Cu atoms by  
  ݎௗ௜௙಴ೠష಴ೠ ൌ ݓ஼௨ି஼௨ · ݁
ିሺா೘೔೒ା୼ாሻ ோ்⁄   (4.4)
where ݓ஼௨ି஺௨ and ݓ஼௨ି஼௨are  the  jump  frequency  for  diffusion, ܧ௠௜௚is  the migration 
energy dependent on  the coordination. Δܧ ൌ ܧ௙ െ ܧ௠௜௚ is  the difference between  the 
energy  of  the  system  after  and  before  the  diffusion  if  the  difference  is  positive  and 
Δܧ ൌ 0 if  negative. ܧ௠௜௚ and ܧ௙ are  determined  by ܧ௫ ൌ ௖ܰ௢௥ௗܧ௕௔௥௥ ൅ ௖ܰ௢௥ௗ
௦௧௥ ሺߣܧ௕௔௥௥ሻ, 
where ܧ௫  represents  ܧ௠௜௚ or ܧ௙  and  ௖ܰ௢௥ௗ  is  the  coordination  counting  the  nearest 
neighbour  atoms within  the  same  grain. Here we  introduce  a  new  concept  'strange' 
coordination  ௖ܰ௢௥ௗ




Table 4‐1  lists  the values of  the new parameters  introduced  in  this chapter and  those 
parameters with a different value  from  that  in Chapter 3. The  inhibiting distance ݀௜௡௛ 
was  assumed  to  be 0.8ܽ based  on  the  estimation  for  Al  in  [125].  The  correction 
coefficient  λ  was  assumed  to  be  0.5,  considering  the  facts  that  a  decrease  of 
coordination number of an atom leads to a loss in its stability and a grain boundary atom 
is  less  stable.  Jump  frequency  for  diffusion  of  a  Cu  atom  on  Cu, ݓ஼௨ି஼௨ or  on  Au,  
ݓ஼௨ି஺௨ was assumed to be the same value, and both varied in section 4.5 to study their 
effects. Deposition parameters including the applied electrode potentials, concentration 


















Postprocessor  codes  (see Appendix VII) were  developed  to  subtract  grains  from  final 
structure  array  B  by  sorting  all  the  atoms  according  to  their  grain  ID  into  a  grain 
structure array. Each element of the grain structure array represents a grain and stores 
the  information  including  its atom members, grain orientation, grain  ID and grain size. 
The grain boundary atoms are readily identified by the strange coordination number of 
atoms. Neighbour  grains  are  identified by  searching  the  grain boundary  atoms  in  the 
neighbour boxes. This enables the study of grain boundary misorientation. The snapshot 
of  the microstructure  is  obtained  by  plotting  all  the  atoms  and mapping  their  grain 
orientation to colours. Individual grains are tracked in the simulation and post‐analyzed 
statistically. The grains consisting of fewer than 5 atoms are not counted in the statistics 





in  Fig.  4‐3,  a  number  of  nuclei  are  evenly  distributed  across  the  Cu  substrate  on 







them  on  20  EML.  Consequently,  the  suppressed  small  grains  remain  while  others 
proceed with upward and competitively  lateral growth. Finally on 50 EML,  the deposit 
shows  fabric  texture with  some  finer  grains  near  the  deposit/substrate  interface.  In 
sharp  contrast,  the microstructural evolution  for deposition on Au  substrate presents 
characteristics  of  heterogeneous  nucleation  and  growth  as  illustrated  in  Fig.  4‐4.  A 
prominent grain stands out within 1 EML  followed by another one  in  the next 4 EML, 
although  initially no particularly preferred nucleation site on  the substrate  is preset  in 
the  present model.  Before  the  saturation  of  the  nucleation,  the  growth  is  basically 
dominated by a  few grains which nucleate one after another at  certain  intervals. The 
resulting grains are, on average, much larger than on Cu substrate. Meanwhile, the grain 













consist  of  three  unit  shapes  namely  the  funnel,  pyramid  and  columnar  shape  as 
illustrated  in  Fig.  4‐5.  The  competition  between  neighbouring  grains  ultimately 
determines the final grain shape. Each unit shape reflects one type of the status of the 





present  a  pyramidal  shape.  Sometimes,  a  few  small  neighbouring  grains  are  all 
suppressed by same grains that are more competitive and constitute together a pyramid 







The  quantitative  description  of  the  grain  growth  history  is  presented  in  Fig.  4‐6.  The 
grain  density  soars  to  a  saturation  value  at  8.1×108/m  within  about  0.4  s  for  the 
deposition on Cu substrate while for Au substrate it takes eight times as long to climb to 
a  one‐fourth  saturated  grain  density  as  shown  in  Fig.  4‐6a,.  An  effective  grain  size 
݀ ൌ ඥሺ6ܰ ௠ܸ ஺ܰߨ⁄ ሻ
య  is defined here, where ܰ is  the number of  atoms  in  an  individual 
grain, ௠ܸ the molar volume of  the  solid phase  (0.71×10
‐6 m3/mol  for copper  [103]) and 
஺ܰthe  Avogadro's  constant.  The  average  effective  grain  size  as  a  function  of  time  is 
plotted in Fig. 4‐6b. The saw‐toothed part of the curve for Cu substrate corresponding to 
the  stepped  one  for  Au  substrate  is  due  to  the  intermittent  nucleation  events  and 
subsequent  dominant  growth  of  the  large  grains  as  described  above.  Normal  grain 
growth generally obeys the power law ݎ௠ െ ݎ଴௠ ൌ ܭ଴ݐ  where  ݎ଴ is the initial grain size, 
݉ is a material‐dependent growth exponent, ܭ଴ a temperature‐dependent grain growth 
rate [129]. Least‐squares regression was performed based on the simulated data of the 
average grain  size,  through which  it was  found  that ݉ ൌ 2.53, ܭ଴ ൌ 4.66 ൈ 10ିଵ଴ m/s 
for Cu  substrate and ݉ ൌ 2.53, ܭ଴ ൌ 8.75 ൈ 10ିଵ଴ m/s  for Au  substrate. The variance 
of grain size also increases with the growth of grains as shown in Fig. 4‐6c. It can be seen 
that the curve of the variance of grain size versus time fits very well with the power law 
with  an  exponent  of  1.265,  exactly  half  the  value  of m ,  which  further  verifies  the 




misorientation  is also explored by simulation.   As can be  seen  in Fig. 4‐7 and Fig. 4‐8, 























ions  in  the  electrolyte  (C)  and  deposition  temperature  (T) were  varied  to  study  their 






P (V)  C (mol)  T (K)  Remark 
1  ‐0.13  0.5  298  Reference parameters 
2  ‐0.11  0.5  298  Low potential 
3  ‐0.20  0.5  298  High Potential 
4  ‐0.13  0.1  298  Low concentration 
5  ‐0.13  0.5  313  High temperature 




Fig.  4‐9  presents  a  comparison  of  the  simulated  microstructures  of  Cu  deposit  on 
deposition of 50 EML on a Cu substrate using different sets of deposition parameters. In 
general,  they  all  present  the  similar morphological  features  –  fabric morphology  and 
suppressed  small  grains near  the deposit/substrate  interface –  as described earlier  in 
this chapter. In comparison, the more negative the applied electrode potential, the finer 
the grain structure. At a lower potential of ‐0.11V, in Fig. 4‐9, a few funnel‐like grains as 
marked  by  a  capital  'F'  are  distinctively  larger  than  the  rest  of  the  columnar  grains. 
Between  them  are  other  types  of  grains  whose  shapes  and  tilting  direction  are 
apparently dominated by their funnel‐like neighbours. It indicates the dominance of the 











Fig. 4‐10  shows  the evolution of  the grain density over growth of 50 EML Cu on a Cu 
substrate using different sets of deposition parameters. Generally, grain density soars to 
a saturation value and plateaus afterwards. It indicates a progressive nucleation process 
reaching  the saturation when  the nucleation saturates. The  tangent slope of  the grain 
density curves reflects the nucleation rate. Deposition parameters have various effects 
on the nucleation rate, growth rate, final grain density, average grain size and variance 







time  by  16  times.    At  a  lower  potential  of  ‐0.11V,  the  grain  density  plateaus  at 





























Cu  Au  Cu  Au  Cu  Au  Cu  Au  Cu  Au 
1  3.387  4.244  8.031  1.959  0.298  2.709  8.163  13.06  1.307  4.476 
2  7.358  12.42  5.289  2.742  0.526  8.051  9.384  11.65  1.817  2.705 
3  0.209  0.267  8.814  1.959  0.022  0.168  7.9  13.06  1.288  4.476 
4  17.09  26.93  5.484  2.938  1.335  17.01  9.291  11.4  1.509  3.015 
5  4.281  6.065  6.628  3.33  0.805  3.303  8.875  10.93  1.322  2.104 




parameters,  respectively.  From  these,  the  more  negative  the  applied  electrode 
potential,  the  faster  the  growth,  the  smaller  the  average  grain  size  and  the  less  the 
variance. At ‐0.2V, in spite of a 54% increase of the applied electrode potential, the final 
average grain  size and  the variance of  the grain  size are  just  slightly  smaller  than at  ‐




Generally,  both  deposits  show  preferences  in  grain  boundaries  with  a  smaller 
misorientation. At ‐0.2V the preference steadily decreases with the misorientation while 
at  ‐0.11V  the  smallest  range  of  misorientations  (0  ‐  6°)  are  distinctively  favoured. 


































as  shown  in  Table  4‐3.  At  ‐0.11V,  a  few  columnar  and  pyramidal  grains  are  formed 
between two large funnel‐like grains marked with 'F'. It is obvious that growth direction 
and the final shape of the former are dominated by the  latter. Such phenomenon was 
also  observed  for  the  deposition  on  a  Cu  substrate  at  ‐0.11V.  It  is  interesting  that  a 
smooth surface profile  is formed as a result. And this phenomenon  is repeatable. From 
the  thermodynamic  point  of  view,  a  smoother  surface  is more  stable  having  lower 
surface  energy.  Such  lower‐energy  surface  profiles must  be  formed  and maintained 





4‐18  respectively.  Similar  to  Cu  substrate,  the more  negative  the  applied  electrode 
potential,  the  faster  the  nucleation  and  the  growth.  The  steps  and  sawteeth  of  the 
curves  are  due  to  the  dominant  growth  of  some  grains  as  explained  earlier.  The 
distribution  and evolution of  the misorientation  for deposition on a Au  substrate at  ‐
0.2V and ‐0.11V are illustrated in Fig. 4‐19 and Fig. 4‐20 respectively. Accordingly, there 
are  slightly  more  low‐angle  grain  boundaries.  At  ‐0.2V,  the  number  of  the 
misorientations of 0‐6° is larger than the rest over which the misorientations are evenly 
distributed. At  ‐0.11V, however,  the distribution of  the misorientations  is more or  less 
inconclusive,  which  is  probably  owing  to  the  small  sample  space  for  the  statistical 




























Concentration of cupric  ions  in  the electrolyte was also varied. For deposition on a Cu 
substrate, at a concentration of 0.1mol the deposit morphology  looks similar to that at 
0.5mol  as  shown  in  Fig.  4‐9. However, most  of  the  grains  present  an  irregular  shape 
consisting of a number of unit shapes, which suggests a more competitive growth owing 
to the reduced concentration of Cu2+ ions.  The average grain size is increased by about 






in  Fig.  4‐21.  We  can  clearly  see  the  preference  of  grain  boundaries  on  smaller 
misorientations.  In comparison with Fig. 4‐7,  there  is a bigger difference between  the 











slowed down by more  than 6  times. The  saturation  value of  the  final grain density  is 
increased by 50%. These effects are significant compared to those on a Cu substrate. Fig. 












Increasing  the  deposition  temperature  by  15K  has  an  effect  on  the  deposit 
microstructure as shown in Fig. 4‐9. The average grain size is increased by about 9% and 








15 EML  and basically  stabilizes  after  that.  In  comparison with  Fig. 4‐7,  the high‐angle 








For deposition on a Au  substrate,  increasing  the  temperature by 15K has a  significant 
effect on the microstructure and grain growth history.  The grain density is significantly 




insignificant effects on  the nucleation  rate  in  spite of an  increased  final grain density. 
However,  it  shows negative effects on  the growth  rate as  shown  in Fig. 4‐17 and Fig. 








It  is worth noting  that  the  temperature was  changed  in a  relatively  small  range: 298‐
313K,  based  on  the  specific  application  of  this  project  as  has  been  explained  in  the 
Introduction. Electrodeposition in the field of electronic manufacturing is usually applied 






















by  32.9%,  which  is  slightly  less  than  the  sum  of  decreases  caused  by  varying  them 
separately. Reducing the applied electrode potential led to an increase of variance of the 
grain  size  by  39.0%, while  diluting  the  concentration  and  increasing  the  temperature 
resulted  in  a  drop  of  the  variance  of  the  grain  size  by  15.5%  and  1.2%,  respectively. 
Collectively,  the  variance  is  increased  by  29.7%,  which  is  about  7%  less  than  the 
algebraic summation of the variation rate of the variance.  
In  contrast,  for  deposition  on  a  Au  substrate,  the  combined  effects  are  more 












are  found  to  be  largely  dependent  on  substrates.  At  each  KMC  step,  an  event  is 







(foreign)  substrate,  however,  the  deposition  rates  on  pre‐deposited  Cu  or  Au  are 
different.  The nucleation at the initial stage is influenced by the competition among the 
events of deposition on the Au, on the pre‐deposited Cu, as well as the diffusion events. 
According  to  the  equation  (4.1)  and  (4.2),  concentration  of  cupric  ions  and  applied 
electrode  potential  have  effects  on  the  deposition  rates  but  have  no  effect  on  the 
diffusion rates. Therefore, they effect the differences between the deposition rates on 
pre‐deposited  Cu  and  substrate, ∆ݎ,  through which,  their  effects  can  be  qualitatively 
predicted. Deposition  temperature has  effects on both deposition  rates  and diffusion 
rates. Therefore, it effects not only the ∆ݎ but also the difference between the depsition 
rates and diffusion rates. Fig. 4‐25 shows the dependences of the deposition parameters 
on ∆ݎ whose values are mapped  to colours  indicated by  the colour bar. Generally,  the 
smaller  the ∆ݎ ,  the  more  chance  for  the  deposition  event  on  the  substrate  i.e. 
nucleation  to  occur, which  accounts  for  the  larger  grain  density  and  smaller  average 
grain  size  at  the  low  potential  of  ‐0.11V,  low  concentration  of  0.1mol  and  the  high 
temperature  of  313K  for  deposition  on  a  Au  substrate.  Without  considering  the 
competition of the diffusion rate, at higher potentials and higher concentrations, growth 
of  existing  nuclei  is more  dominant  and  there  is  less  chance  for  further  nucleation. 
Consequently,  the  grain  population  is  small  and  grains  are  large.  At  the  combined 
parameters however, the combined effects are not only determined by ∆ݎ, but also the 











The  value  of  the  jump  frequency was  assumed  to  be  1.5×106  s‐1  in  the  simulations 
discussed  above.  Fig.  4‐26  shows  the  snapshots  of  the  simulated microstructure  for 
deposition on a Cu or a Au substrate using the jump frequency of 1.5×107 s‐1 and 1.5×108 
s‐1. For deposition on both substrates, the simulated microstructures at different values 
of  jump  frequency  look  broadly  similar  to  that  at  1.5×106  s‐1  in  spite  of  the  slight 
differences in the grain population. It is discernible that at the higher jump frequency of 


























For  deposition  on  a  Au  substrate,  the  higher  the  jump  frequency,  the  smaller  the 
average grain size and the variance of the grain size, and the slightly slower the growth 
as can be seen  in Fig. 4‐26, Fig. 4‐28 and Fig. 4‐29.  It has an  insignificant effect on the 
















A  2DCSP‐KMC model  has  been  developed  for  the  simulation  of  electrodeposition  of 
polycrystalline copper on a copper or gold  substrate. With  this model,  the early‐stage 
nucleation and  the grain growth after  impingement of  the nuclei  can be  studied as  a 
whole process and the entire growth history reconstructed in terms of the evolution of 
microstructure,  grain  statistics  and  grain  boundary misorientation.  The  growing‐over 
growth mechanism is visualized by the simulation. The growth of the grains fits well with 
the  power  law.  The  simulated  distribution  of  grain  boundary  misorientation  shows 
preference  for  the most stable boundaries, which  indicates  that  the energetic state of 
grain boundaries have been captured  in the simulations by  introducing the concepts of 
strange  coordination  number  and  correction  coefficient.  The model  has  also  proved 
capable of capturing the various effects of the deposition parameters  including applied 
electrode  potential,  the  concentration  of  cupric  ions  and  temperature.  Their  effects 
were  found  to be  largely dependent on  substrates.  For deposition on a Cu  substrate, 
generally, the more negative the applied electrode potential, the faster the nucleation, 
the higher the saturation grain density,   the smaller the average grain size, the  less the 
variance  of  the  grain  size  and  the  less  significant  the  preference  on  low‐angle  grain 
boundaries. Diluting the electrolyte leads to an increase of grain size and variance of the 
grain  size,  a  decrease  of  the  nucleation  and  growth  rate  and  an  increase  of  the 
preference on the low‐angle boundaries. Increasing deposition temperature results in an 
increase  of  grain  size  and  the  variance  of  the  grain  size,  accelerates  the  nucleation 
process  but  has  an  insignificant  effect  on  the  growth  rate.  Varying  the  related 





of  the  grain  size nucleation  rate  and  growth  rate  in  comparison with  a Cu  substrate. 
Increasing deposition temperature reduces grain size and variance of the grain size, but 
has  insignificant  effects  on  nucleation  rate  and  a  negative  effect  on  growth  rate, 

















Fig.  5‐1  illustrates  the  fabrication  of micro‐  copper  columns  by  electroplating, which 




















provide a conductive  seed  layer  for  subsequent electroplating. The Ti  layer acts as an 





















A  positive  photoresist  AZ9260  photoresist  is  chosen  because  it  is  suitable  for  high‐












copper  columns.  After  that,  the  sample  was  rinsed  with  DI  water  and  dried  by 
compressed air.  
5.2 Electroplating 
A plating  system was  set up as  shown  in Fig. 5‐2. The plating  cell  comprises of a  test 
sample  as  the  working  electrode  (or  cathode),  a  large  copper  disk  as  the  counter 
electrode  (or anode) and,  if electrode potential needs to be controlled or measured, a 
saturated  calomel  electrode  (SCE)  as  the  reference electrode.  The  ratio of  the  anode 




3  litres. Before plating, an ultrasonic pre‐wetting was applied by placing  the  tank with 
the test wafer being immersed in into an ultrasonic bath for 10 seconds. This is to help 












electrical  connection between  a  sample  and  the power  supply using multiple  contact 
points. It consists of four main parts, namely a base, a racket, a copper ring and an outer 
ring  as  shown  in  Fig.  5‐3.  An  assembly  drawing  and  part  drawings  are  attached  in 
Appendix  II  and  III  respectively.  Six  spring‐loaded  contact  probes  with  gold‐plated 
rounded  tips  were  soldered  to  the  copper  ring  which  was  connected  to  the  power 
supply  through a wire. The  copper  ring  is embedded  into  the  racket and  fixed by  the 
outer  ring which  is also embedded  into  the  racket. When  the holder  is closed,  the  six 
contact probes will be connected to the contact pads on the sample by contact under 








A  range  of  techniques  have  been  employed  to  characterise  the  electroplated  copper 
columns  in  terms  of  microstructure,  surface  morphology,  crystal  structure  and  the 
deposit/seed layer interface as summarized in Table 5‐1. 
A  field emission gun  scanning electron microscope  (FEG‐SEM) was used  to obtain  the 
stereoscopic  images  of  the  surface morphology.  Atomic  force microscope  (AFM) was 
also used to characterise the surface of the copper deposit for studying the nucleation at 
the  early  stage of plating. AFM  analysis provides not only  the  surface morphology  at 










has  replaced  the  traditional mechanical  cross‐sectioning  and  polishing  in  the  present 
case.  The  ion‐beam‐polished  cross‐section  is  of  much  higher  quality  than  the 
mechanically  polished  cross‐section.  There  is  no  need  to  chemically  etch  the  cross‐







M*  CS*  SM*  IF*  STM* 
FEG‐SEM      ●  ●  ●  Secondary electron (SE) images 
FIB  ●    ●     
Ion induced SE images revealing 
microstructure 
XRD    ●        XRD spectrum 
HRTEM        ●   High‐resolution images 
AFM      ●     
Surface image, surface profile, statistical 
results 










and  gas  injector  depositing  Pt  for  TEM  sample  lift‐out.    The  FIB  is  equipped with  an 
electron backscattered diffraction  (EBSD) detector. A 3D‐EBSD analysis can be done by 
the  serial  cutting  with  FIB  and  subsequent  EBSD  mapping  followed  by  the  3D 
reconfiguration.  This  state‐of‐the‐art  3D‐EBSD  technique  is  of  great  interests  in  the 













observations,  theoretical  calculations  and  numerical  simulations,  which  have  been 
reviewed  in Chapter  2  and Chapter  3. Most  of  the  earlier  experimental  studies were 
performed  on  single‐crystal  or  glassy  carbon  substrates  for  simplicity.  However, 
polycrystalline substrates are of more practical interests in industry. For example, in the 
electronic manufacturing industry, seed layers for electroplating of metals usually have a 
polycrystalline  structure  being  produced  by  e.g.  Phase  Vapour  Deposition  (PVD). 
Nevertheless,  there  is  little  work  on  electrocrystallization  based  on  polycrystalline 
substrates.  As  substrates  can  have  significant  effects  on  the  nucleation  at  the  initial 
stage and the  final microstructure of a deposit,  it  is necessary to study the early‐stage 
nucleation using an ordinary polycrystalline substrate  for a complete reconstruction of 

















structure. Fig. 6‐1 shows an AFM  image of the as‐sputtered Au seed  layer.   It shows an 
extremely fine structure with a uniform distribution of grain size. The surface is smooth 
with a  roughness of only 14.62 nm as measured by  the AFM. Fig. 6‐2 presents a XRD 
spectrum  of  an  as‐sputtered  sample  before  deposition.  The  broadened  Au  peaks  as 
shown  in  Fig.  6‐2  ,  together  with  the  AFM  image  as  shown  in  Fig.  6‐1  ,  indicate  a 














deposition,  a  number  of  nuclei  of  various  sizes  and  shapes  are  formed  and  unevenly 
distributed over  the  surface, as  shown  in  Fig. 6‐3b. The overpotential  throughout  the 
plating was measured.  Fig.  6‐4  shows  the  overpotential‐time  transient  for  a  16ms  of 
plating of the sample. It can be seen that the overpotential reached a peak within 4ms, 





























when  the  interaction  between  the  seed  layer  and  Cu  adatoms  becomes  weak,  3D 






layer  is due  to  the UPD of Cu  initially.   Fig. 6‐3c shows  the surface morphology of  the 





seen more  clearly  from  the  top  view  shown  in  Fig. 6‐7. After 1000s of deposition,  as 












25×25μm  scan  size.  These  two  variables  as  a  function  of  plating  time  are  illustrated 
in  Fig.  6‐8.  The  roughness  of  the  surface  increases  rapidly  during  the  initial  stage  of 
deposition,  i.e.  before  100s, when  the  surface  has  not  been  completely  covered  by 
electrodeposit,  and  nucleation  and  growth  proceed  simultaneously.  However,  the 










Based  on  the  above  results,  together  with  the  findings  from  the  simulations  as 
presented in Chapter 4, a heuristic model is proposed to describe the mechanism of the 
early‐stage  nucleation  of  Cu  on  a  polycrystalline  Au  thin  film.  The  binding  energy 
between  a  copper  adatom  and  a Au  atom  is  greater  than  cohesive energy of Cu  (i.e. 
binding energy between  two  copper  atoms)  [56]. And Cu  and Au have  a  large  lattice 
misfit. Therefore, nucleation of Cu on Au seed layer should follow the Stranski‐Krastanov 
mode [56] as illustrated  in Fig. 6‐9a‐b. In such case, copper adatoms tend to follow the 
structure of Au seed  layer until, after a  few  layers, the attraction between the coming 
adatoms and  the Au atoms  is weak enough  to  free  some Cu adatoms  to  form atomic 
clusters.  As  the  nucleation  continuously  proceeds  and  growth  of  existing  nuclei 
proceeds,  the  deposition  reaches  a  stage  where  nucleation  become  less  dominant 
(see  Fig.  6‐9d).  Therefore,  the  continuous  growth  of  existing  nuclei  dominates  the 
deposition  process.  All  the  existing  grains  grow  both  longitudinally  and  laterally 
competitively. The more  competitive grains grow over neighbouring grains and hence 










Au  seed  layer  from  16ms  to  1000s  was  observed  and  their  formation  mechanism 
discussed.  It  was  found  that  the  copper  nucleation  starts  within  4ms.  Then  the 
nucleation parallels the growth of the existing nuclei until certain time after 100s, when 
the  latter  dominates  the  deposition  process.  After  that,  the  surface morphology  of 
copper deposit evolves following the mechanisms of growing‐over and recrystallization. 










not been well understood. The microstructural evolution at  room  temperature due  to 
recrystallization  observed  in  electroplated  copper  films  further  increases  complexity. 
Recrystallization  is  believed  to  occur  during  plating  [33,  133].  To  study  the  growth 
history  of  copper  columns  experimentally,  copper  columns were  plated  on  four  test 
wafers  by  altering  the  deposition  time  while  other  plating  parameters  remain 











edge  of  the  columns.  Approximately,  150  columns were  randomly  selected  from  the 
sample after plating for 3 hours for statistical analysis on the number and position of the 
large grains, which are  illustrated  in Fig. 7‐3.  It can be seen most of the columns have 
two to four large grains on the top and most of them are on the edge of the columns. In 
addition, most of the columns plated for three hours have a well‐formed facet parallel to 
the  wafer  surface  while  those  plated  for  one  hour  show  a  pyramidal  shape.  In  the 































Three  large  grains  stand  out  from  the  finer  matrix  of  the  column.  They  all  show 
morphology  of  a  rectangular  pyramid with  a  blunt  tip  and  a  rough  surface.  They  are 
similar in size and are all on the edge of the column. Fig. 7‐5 shows an ion‐beam‐induced 




















these  large  grains  were  formed  by  deposition,  they  would  continue  growing  and 











































at  their microstructure.  A  precise  cross‐sectioning  is  available  with  FIB.  The  cutting 
positions were  carefully  chosen  to  involve  as much of  the  large  grains  as well  as  the 
matrix.  Fig.  7‐9a‐d  show  the  ion  beam  induced  images  of  the  cross‐sectional 
microstructure of the copper columns plated for half an hour, one hour, two hours and 
three hours,  respectively.  It  can be  seen  that all  these  columns  show bi‐modal or  tri‐




columnar  grains  of median  size  and  twins. A  column  does  not  necessarily  contain  all 
these three types of grains. For example, Region  III  is missing from the columns plated 
for half an hour and  two hours as shown  in Fig. 7‐9a and c respectively. The Region  II 
grains of the column plated  for one hour are generally  finer than other columns. Note 
the  methodology  of  this  investigation  is  to  use  these  columns  plated  for  different 
periods  of  time  to  represent  different  points  of  time  over  the  growth  history  of  a 
column.  Also  note  the  growth  direction  is  from  the  bottom  up.  Therefore,  the 
microstructure of  the column plated  for half an hour  should be  similar  to  the bottom 
half of the one plated for one hour; the one‐hour column  to the bottom half of the two‐
hour one; and  the  like. On  the contrary, covering  the bottom one  third of  the column 





surface down,  i.e. by  recrystallization.  Furthermore,  the Region  I  grains  and  the  large 
Region  II grains among the  finer matrix have the  features of secondary grains that are 
usually  resulted  from  recrystallization.  Therefore,  one  can  conclude  that  it  is  the 
recrystallization, however during or after plating, that ultimately results in the bi‐modal 























Fig.  7‐10  to  Fig.  7‐12  show  the  morphology  and  microstructure  of  the  columns  of 
nominal diameter of 10μm plated for one hour, two hours and three hours respectively. 
Accordingly, the size of Region I grains become larger and comparable with the diameter 
of  the column. Also  their morphology has changed. As shown  in Fig. 7‐10,  the column 
plated  for one hour shows morphology of  frustums of  rectangular pyramid while such 
morphology was  not  observed  until  plated  for  two  hours  in  the  columns  of  15μm  in 
diameter.  Fig.  7‐11  and  Fig.  7‐12  presents  the  Region  I  grains  in  the  10μm  columns 
plated  for  two  hour  and  three  hours,  respectively.  They  have  ridge‐like morphology. 
Interestingly, the upper half of the column plated for three hours is a single crystal. This 
has  demonstrated  that  the  size  of  the  columns  caused  the  changes  of  the  bump 
morphology  and microstructure  as  the  columns  are  sourced  from  the  same  samples. 
This size effect on the morphology and microstructure is likely due to recrystallization of 
the  columns.  Brongersma  et  al.  [32]  proposed  that  self‐annealing  in  electroplated 
copper  films  follows  a  two‐step  growth  mechanism  i.e.  a  rapid  primary  top  down 
recrystallization followed by a slower  lateral one. The former  is dominant owing to the 
lower  energy  barrier  for  recrystallization  with  respect  to  free  surfaces.  For  copper 
columns, however,  the  cylinder  surface  is  also  regarded  as  free  surface. This explains 
why the Region I grains tend to grow on the edge of the columns. It is hard to determine 
whether  the  top‐down  or  the  lateral  recrystallization  is  primary  based  on  present 
results. Nevertheless, the resultant microstructure as shown in Fig. 7‐10c and Fig. 7‐11c 


















































and  a  smaller  limit  of  intensity was  used.  Fig.  7‐13  shows  the  XRD  spectra  of  all  the 










Evolution  of  grain  orientation  of  a  copper  column  can  occur  during  plating  and 
recrystallization.  The final texture depends on which formation mechanisms and driving 
forces dominate.  It has been  found  [135]  that Cu  (111)  textures develop  for  surface‐
energy‐driven growth, Cu(100) textures for strain‐energy‐driven growth in elastic regime 
and  Cu  (110)  textures  for  the  strain‐energy‐driven  growth  in  plastic  regime.  If  grain 
growth occurs during plating,  it  is  likely  to  favour orientations which minimize surface 
and  interface energy.  If  grain  growth occurs during  recrystallization,  the  stored  strain 
energy  will  drive  the  texture  development.  Accordingly,  the  observed  Cu  (111) 
orientations must have developed by a surface energy minimizing growth during plating. 





















diffracting  intensity of  (111) planes was negligible until 10 days after plating. For  (200) 
planes changes were observed within 100 minutes but remained nearly unchanged after 
that.  This  indicates  that  the  self‐annealing  of  plated  copper  columns  may  have 
preferences  in  different  orientations  during  different  stages.  However,  it  should  be 
noted  the  amplitude  of  the  changes  of  the  peak  density  is  rather  small  and  the 
phenomenon  of  peak‐splitting  due  to  self‐annealing,  which  have  been  previously 
reported  in literatures [30, 36], are not observed  in this study. The Kα1 and Kα2 peaks 
already exist and no obvious broadening  in as‐deposited sample, for which the spectra 














As explained earlier,  it was believed  [32, 41]  that  the presence of organic additives  is 
necessary  for  self‐annealing of  a  copper  film  to occur. However,  the present  findings 
concerning  the  copper columns  seem  to disagree with  the observations on  thin  films. 
Organic additives, which can be partially co‐deposited with metal atoms, may retard the 
recrystallization  during  plating  and  save  the  energy  for  subsequent  spontaneous  self‐
annealing.  
7.5 Discussion and conclusions 
At  room  temperature,  electro‐crystallization  is  characterised  as  a  non‐equilibrium 
process.  A  high  density  of  defects  is  therefore  expected  to  be  formed  in  a  copper 
electrodeposit. The passage of electric current  through  the deposit may also  influence 
the  atomic  diffusion  process  during  plating  as  suggested  by  a  recent  paper  [51].  For 
plating  of  electronic  interconnects  e.g.  copper  columns  and  through  silicon  vias,  the 
shape  and  size  of  the  deposit  also  effect  crystal  growth.  These  factors  make  the 
deposition  process  of  electroplated  copper  columns  very  complex.  A  complete 
prediction of the final structure of a copper column requires   consideration of not only 
the  growth  process  during  plating,  which  are  governed  by  plating  parameters  and 








columns  and  the  absence of organic  additives  in  the plating  solution have  led  to  the 
faster kinetics of self‐annealing and/or recrystallization during plating.  
In  summary, electroplated  copper  columns have been  characterized  in order  to  study 
the evolution of  their external morphology,  cross‐sectional microstructure  and  crystal 





edge  (Region  I), ultrafine  grains near  the deposit/seed  layer  interface  (Region  III)  and 
mixture of columnar grains and twins (Region II). The size of the columns was also found 
to have significant effects on the microstructure of the columns when  it  is comparable 
with  the  size  of  the  Region  I  grains.  The  results  indicate  that  recrystallization  have 
occurred  during  or  after  the  plating  in  two ways,  i.e.  via  the  top  surface  down  and 
laterally. And the lateral recrystallization seems to be more significant when the column 
diameter decreases. The copper columns plated for longer time show stronger Cu (200) 
peaks. The  low  intensity peaks  including Cu (311) and Cu (220) were only found  in XRD 
line profiles of the columns plated for longer than two hours. The Au (311) peaks, which 
are absent  in as‐sputtered Au, was  found  in plated samples and  its  intensity  increased 
with deposition time. Slight changes of the crystal structure were observed by the in‐situ 
XRD and it was found that the changes have preference in orientation in different stages 
of  self‐annealing.  Finally, our  results  indicate  the presence of organic  additives  is not 








The  aim  of  this  project  was  to  uncover  the  growth mechanism  of  electrodeposited 
copper columns.  To achieve this, methodologies to reconstruct the growth history both 




A  single‐lattice  2DCS‐KMC  model  to  simulate  the  electro‐crystallization  of  a  copper 
single  crystal  was  developed,  thereby  the  microstructure  history,  incorporated  with 
selected snapshots at any times of interest can be restored to visualize the processes of 
nucleation, merging  of  clusters  and  faceting.  The  statistics  of  the  growth  of  clusters 
provided  a  quantitative  description  of  the  growth  history.  Finally,  the  entire  growth 
history from the beginning of the first atom to 100 EML was reconstructed. The model is 
capable of  capturing effects of  the deposition parameters  including  applied electrode 
potential, temperature and concentration of the electrolyte on the growth history.  
As a  single‐lattice model,  it exactly  represents a  single  crystal; as a 2D  cross‐sectional 
model, it saves on computational cost significantly when compared to 3D models. These 
features  make  it  well  suited  for  treating  single  crystal  electrocrystallization  and 
reconstructing the growth history of not only the early stages but also the crystal growth 
processes  at  later  stages.  Note most  of  the  reported  3D  and/or multi‐scale models 
focused only on the early‐stage nucleation processes. In Chapter 1, it is recognized that 
the  electrodeposition  of  single  crystal  copper  columns  is  one  of  the  two  solutions  to 
eliminate  the  size  effects.  This  study  provides  a  simulation  tool  to  aid  the  optimum 
selection of deposition parameters for the electrodeposition of a single crystal deposit. 
Nevertheless,  the  growth  history  was  reconstructed  in  a  rather  idealized  sense. 
Specifically,  it  is more  likely for a single crystal to grow either from a seed crystal or by 
recrystallization  from  a  polycrystalline  structure  [136‐138],  other  than  following  the 
















Further  to  the  single‐lattice KMC model  for  single‐crystal electrocrystallization, a poly‐
lattice KMC model for simulation of polycrystalline copper electrodeposition on a copper 
or gold substrate was developed. The growth history was reconstructed by simulations 
of  the  evolution  of  the  microstructures,  the  grain  shapes  and  the  grain  statistics 
including the grain density, the grain size and the variance of grain size.  
This  work  is  the  first  attempt  at  using  a  poly‐lattice  KMC  model  to  simulate  the 
electrodeposition  process.  This  leads  to  several  advancements  over  other  reported 
multi‐lattice  KMC models  which  have  been  developed  for  other  thermal  deposition 
processes  in  the  following  aspects:  Firstly,  the  key  feature  of  grain  boundaries  ‐  the 
higher  energetic  state‐  is  taken  into  account  in  this model  by  introducing  two  novel 
parameters,  namely  the  strange  coordination  and  the  correction  coefficient  while 
determining the diffusion rate. Secondly, grains are generated on an ad hoc basis, as in 
real  life;  thereby  no  restriction  is  given  to  the  number  of  lattices, which  enable  the 
model  to  treat  the early‐stage nucleation and grain growth at  later  stages as a whole 
process.  In  addition,  the  grain  boundary  misorientation  can  also  be  simulated.  The 
model  is  capable  of  capturing  the main  aspects  of  the  nucleation mechanism,  grain 
growth,  texture  development  and  grain  boundary  misorientation  distribution.  The 
model  is  capable  of  capturing  the  effects  of  the  deposition  parameters  on  deposit 









few hours  to  about  100 hours  and  the  simulated deposition  time  ranged  from  a  few 




the  electrodeposition  of  polycrystalline  nano‐components  to  understand  the  growth 
mechanism  without  the  need  of  coarse‐grained  approximation.  Note  the 
electrodeposition of nano‐crystal copper columns was recognized as another solution to 
eliminate  the  size  effects.  This  poly‐lattice model  is  also  identified  as  a major  step 
towards  the  ultimate  goal  ‐  to  develop  a  simulation  tool  to  guide  the  selection  of 
optimum deposition parameters for various applications. 
8.1.3 Limitations 
The present 2DCS models  save on  computational  costs  significantly at  the expense of 
less physical significance as well as the missing data of the third dimension. For example, 
the  values  of  some  physicochemical  parameters  that  are  originally  defined  and/or 
measured  based  on  three  dimensions  need  modification  for  their  use  in  the  2DCS 
models. In the present work, assumptions were made about e.g. the values of unknown 
parameters  such  as  jump  frequency  and  it was  varied  to  look  at  their  effects  on  the 
simulations. However,  if  computational  cost  is not a major  issue,  then 3D models are 
better  suited  for  a more  complete  reconstruction  of  the  growth  history, with more 
accurate prediction and a better comparison with  the experimental observations.  It  is 
straightforward  to extend  the present 2DCS models  to  three dimensions;  for  instance, 








simulation.  In  reality,  these  parameters  may  change  due  to  the  change  of  the 
environment or the growth of the deposit. For example, the concentration of cupric ions 
at the electrode/electrolyte interface is usually less than the bulk value and varies during 
a  diffusion‐limited  deposition  process.  The  deposition  temperature may  also  change 
with  the  ambient  temperature  or  rise  due  to  a  strong  and  continuous  stirring,  for 
example,  ultrasonic  or  mega‐sonic  agitations.  The  effects  of  the  variation  of  these 
deposition parameters can be taken  into account by coupling the present atomic‐scale 









stages  of  electrodeposition,  the  nucleation  process  is  dominant.  Scanning  probe 
microscopy (SPM) has proved to be a useful method to observe the nucleation at atomic 
scale experimentally. An ex‐situ observation of the evolution of the surface morphology 
of  Cu  deposits  on metallized  but  unpatterned wafers with  AFM was  performed.  The 
heterogeneous nucleation phenomenon, the competitive growth both longitudinally and 
laterally  and  the  dominant  growth  of  some  nuclei  were  observed  and  verified 
experimentally. These experimental observations were also visualized by the poly‐lattice 
KMC  simulation  of  deposition  of  Cu  on  a  Au  substrate  at  a  smaller  size  scale  and  a 
shorter time scale as presented  in Chapter 4. For a convincing validation of the model 







the  experimental  results,  the  present  KMC models  need  significant  improvements  to 
overcome their limitations, some of which are stated above.  
It  should  be  noted  that  the  patterned wafers  are  not  suitable  for  this  investigation 
because  of  the  technical  challenges  of  getting  the  probe  into  the  apertures  of  high 
aspect ratio and performing scanning. Therefore, the experimental reconstruction of the 
growth  history was  divided  into  two  stages,  namely  the  nucleation‐dominating  early 
stage  and  later  stages  featuring  growth  and  recrystallization.    Patterned wafers were 
plated  for  the ex situ observation of  the  later  stage growth of copper columns, which 
were  then  characterized  in more  detail  in  terms  of  the  external morphology,  cross‐
sectional  microstructure  and  crystal  structure.  The  results  indicated  that 
recrystallization, during or after plating or both, play important roles in the formation of 
the  final  bi‐modal  or  tri‐modal microstructure.  This  raised  a methodological  concern. 
Since  the  recrystallization  can  be  critical,  it may  be more  useful  to  reconstruct  the 
history according to recrystallization time rather than deposition time, especially, when 
the  time  of  characterization  can  be  critical.  The  in‐situ  observation  of  the 
recrystallization after plating indicated that major recrystallization had already occurred 
during  plating  or  very  shortly  after  plating  although  there  is  still  insignificant 
recrystallization  going  on  afterwards.  The  results  also  suggested  that  the  cylindrical 
shape  of  copper  columns  may  promote  the  recrystallization  laterally  from  outside 
inwards and accelerate the overall recrystallization process in comparison with the case 
of  electroplated  copper  films.  Therefore,  the  copper  columns  have  already  largely 
reached  a  stable  state  in  terms  of microstructure  and  crystal  structure  when  being 
characterized, which means the methodology can still be applicable.  
It  is  technically  unrealistic  at  present  to  experimentally  observe  the  growth  and 
recrystallization  process  in  situ  in  the  course  of  deposition.  For  a  more  complete 
reconstruction  of  the  growth  history,  simulations  are  required.  The  poly‐lattice  KMC 
model  provides  an  approach  to  simulations  of  the  nucleation,  growth  and 
recrystallization during and/or after plating as a whole process. However, at present, it is 
still too computationally costly to simulate the electrodeposition of copper columns at 






There has not been a unanimous definition of electrocrystallization.  In  this  study,  the 
best definition was “nucleation and crystal growth in electrochemical systems under the 
influence  of  an  electric  field”.  Copper  self‐annealing  has  been  observed  in  the  last 
decades in electroplated copper and it is strongly influenced by plating parameters and 
compositions of plating baths. It was suggested by some earlier work [33, 133] and the 
present  work  that  recrystallization  may  also  occur  during  the  course  of 
electrodeposition.  Accordingly,  the  formation  of  an  electrodeposit  can  undergo 
nucleation,  grain  growth,  accompanying  recrystallization  and  post‐deposition 








A  2DCS‐KMC  model  has  been  developed  for  the  simulation  of  electrodeposition  of 
copper on a gold substrate. The entire growth history of the simulated timescale can be 
reconstructed at atomic scale. The cluster density, average size, variance of the size and 




to  capture  the  effects  of  the  process  parameters  including  the  concentration  of  the 
solution,  the  temperature  and  the  applied  electrode potential on  the  growth history. 
Using a concentrated solution  tends  to result  in  larger variance of  the cluster size and 
accelerate  the microstructure  evolution.  The  cluster  size  varies  to  a  lesser  extent  at 
higher  temperatures. However  the  temperature has no notable effects on  the  rate of 
the change of cluster density and variance of cluster size. The cluster height varies  less 
while cluster width varies more and the microstructure evolution is accelerated when a 
more  negative  potential  is  applied.    All  these  parameters  have  little  effect  on  the 
maximum cluster density.  
Further  to  the  2DCS‐KMC model  for  single  crystal  electrocrystallization,  an  advanced 
2DCSP‐KMC  model  has  been  developed  for  simulation  of  the  electrodeposition  of 
polycrystalline copper on a copper or gold  substrate. With  this model,  the early‐stage 
nucleation and the grain growth after  impingement of the nuclei can be simulated as a 
whole process and the entire growth history reconstructed in terms of the evolution of 
microstructure,  grain  statistics  and  grain  boundary misorientation.  The  growing‐over 
mechanism  has  been  visualized  by  the  simulation.  And  the  simulated  distribution  of 
grain  boundary  misorientation  shows  preferences  on  the  more  stable  low‐angle 
boundaries.  It  is  indicative of  the  fact  that  the energetic state of grain boundaries has 
been captured in the simulations. The model has also proved being capable of capturing 
the various effects of  the deposition parameters  including applied electrode potential, 




microstructure  and  various  parameters  describing  the  nucleation  and  growth  history 
including  the  average of  grain  size,  the  variance of  the  grain  size,  saturation  value of 
grain density,  the  time  for  reaching  the  saturation,  the  total deposition  time  and  the 
distribution  of  misorientation,  which  were  found  to  be  significantly  dependent  on 
substrates. The unknown physicochemical parameter, the  jump  frequency was studied 




Au  seed  layer  from  16ms  to  1000s  was  observed  and  their  formation  mechanism 
discussed.  It was  found that the copper nucleation starts within as short as 4ms. Then 




and  laterally  and  the  dominant  growth  of  some  nuclei  were  observed  and  verified 
experimentally.  These  phenomena  were  also  visualized  by  the  poly‐lattice  KMC 
simulatios on a Au substrate at a smaller size scale and a shorter time scale. A heuristic 








and/or after the plating  in two ways,  i.e.  from the top surface down and  laterally. The 
lateral  recrystallization  also  seems  to  be  promoted  when  the  column  diameter 
decreases. The crystal structure of the electroplated columns also evolved during and/or 




and  it was found that the changes have preference  in orientation  in different stages of 
self‐annealing.  
9.3 Summary 
To  summarize,  the  growth  history  of  electrodeposition  of  copper  columns  were 















with  staking  faults, which makes  it  possible  to  simulate  the  interesting  nano‐





models  for modelling multi‐scale and multi‐physics  systems.    For example,  the 
effects  of  grain  boundaries  on  the  electrical  and  mechanical  response  of 
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% The simulation code for the 2DCS-KMC model. 
%******************************************** 
clear 








global ls   
global occp     
global ii 
  
% Constants and Parameters 
 
Frd=96485.3415; % Faraday constant (s.A / mol) 
R=8.314472;  % Gas constant (J K-1 mol-1) 
kb=8.617343; % Boltzmann (eV.k-1) 
nn=2;   % electron number, which is 2 for Cu ion 
NA=6.02e23;  % Avagadro constant 
kcu=0.143;  % Deposition rate constant for Cu on Cu (m^3/mol.s) 
ksub=0.0143; % Deposition rate constant for Cu on substrate 
(m^3/mol.s) 
eeqcu=0;  % Equilibrium potential for Cu deposition on Cu (V) 
aphcu=0.5;  % charge transfer coefficient for Cu deposition on Cu 
eeqsub=-0.1; % Equilibrium potential for Cu deposition on substrate 
(V) 
aphsub=0.5  % charge transfer coeffiecient for Cu deposition on 
substrate 
wcu=1.5e1;  % Jump frequency for Cu surface diffusion on Cu, (s^-
1) 
ebcu=0.13;  % Energy barrier for breaking a Cu-Cu bond, (eV) 
wsub=1.5e1;  % Jump frequency for Cu surface diffusion on substrate 
(s^-1) 
ebsub=0.35;  % Energy barrier for breaking a Cu-substrate bond (eV) 
T=298;  % Temperature K 
ap=-0.1;  % applied potential(V) 
con=0.66;  % Cu ion concentration (mol) 
ls=1000;  % Lattice size  
 
% Deposition rate  
rdcu=kcu*con*exp(-aphcu*nn*Frd*(ap-eeqcu)/(R*T)); %deposition rate 
on Cu 






% occp is a matrice in which stored the state of the occupancy of each 






% At the beginning, a deposition event is allowed to occur on any site 
of the first row of the lattice by rate rdsub. 
  
rd=rdsub*ones(1,ls); % Deposition rate on substrate initially 
rd=sparse(rd);  % Convert it into sparse matrix 
rsl=zeros(1,ls);  % Rate of surface diffusion to the left 
rsl=sparse(rsl);      
rsr=zeros(1,ls);  % Rate of surface diffusion to the right 
rsr=sparse(rsr); 
  
time=100;  %Specify the simulation time 
kmctime=0;  %The timer reading is zero initially 
evtind=[]; 
mcstep=1;  % counter of MC steps 
m=1;  
numdep=0;  % counter of deposition events 
events={};  % A cell array to store every events including the 
lattice site index and type of event 
history={};  % A cell array to store the history of the 
microstructur 
timestep=linspace(0,time);  
% set time steps at which the microstructure and events are stored in 
'history' 
t0=clock;  % Start the timer 
 
while kmctime<time 
    xi=rand; 
    allrates=[rd(:);rsl(:);rsr(:)]; 
    nonzeroind=find(allrates); 
    rates=allrates(nonzeroind); 
    normrates=cumsum(rates)./sum(rates); 
    evtind(mcstep)=find(normrates>=xi,1,'first'); 
    location=nonzeroind(evtind(mcstep)); 
    if location<=numel(rd) 
        eventtype=1; 
        [ii,jj]=ind2sub(size(rd),location); 
    elseif location>numel(rd)&&location<=(numel(rd)+numel(rsl)) 
        eventtype=2; 
        [ii,jj]=ind2sub(size(rsl),location-numel(rd)); 
    elseif location>(numel(rd)+numel(rsl))&&location<numel(allrates) 
        eventtype=3; 
        [ii,jj]=ind2sub(size(rsr),location-numel(rd)-numel(rsl)); 
    end 
    rows=size(occp,1); % Mornitor the thickness of the deposit 
    rowsrd=size(rd,1); 
    rowsrsl=size(rsl,1); 
    rowsrsr=size(rsr,1); 
    capsz=max(rowsrd,rowsrsl,rowsrsr); 
    %% activate the empty cap of occp 
    if rows<=capsz 
        occp(capsz+1,:)=0; 
    end 
    switch eventtype 
        case 1 
            %% An atom is deposited 
            occp(ii,jj)=1;  % This site is occupied 
            rd(ii,jj)=0;    % No deposition at this site next step 
            numdep=numdep+1; % Counter of atoms deposited 
            % Update the rd of neighbors 
            if issafe(ii+1,pbcind(oddeven(jj))) 




            end 
            if issafe(ii+1,pbcind(oddeven(jj-1))) 
                rd(ii+1,pbcind(oddeven(jj-1)))=rdcu; 
            end 
            % Update the surface diffusion rates 
            if ii>1 
                rsl(ii-1,pbcind(oddeven(jj)))=0; 
                rsr(ii-1,pbcind(oddeven(jj)))=0; 
                rsl(ii-1,pbcind(oddeven(jj-1)))=0; 
                rsr(ii-1,pbcind(oddeven(jj-1)))=0; 
            end 
            if occp(ii,pbcind(jj-1))==1 
                rsl(ii,jj)=0; 
                rsr(ii,pbcind(jj-1))=0; 
                if occp(ii,pbcind(jj-2))==1 
                    rsl(ii,pbcind(jj-1))=0; 
                else 
                    if issafe(ii,pbcind(jj-2))&nooverhang(ii,pbcind(jj-
1)) 
                        rsl(ii,pbcind(jj-1))=sdr(ii,pbcind(jj-1)); 
                    else 
                        rsl(ii,pbcind(jj-1))=0; 
                    end 
                end 
            else 
                    if issafe(ii,pbcind(jj-1))&nooverhang(ii,jj) 
                        rsl(ii,jj)=sdr(ii,jj); 
                    else 
                        rsl(ii,jj)=0; 
                    end 
            end 
            if occp(ii,pbcind(jj+1))==1 
                rsr(ii,jj)=0; 
                rsl(ii,pbcind(jj+1))=0; 
                if occp(ii,pbcind(jj+2))==1 
                    rsr(ii,pbcind(jj+1))=0; 
                else 
                    if 
issafe(ii,pbcind(jj+2))&nooverhang(ii,pbcind(jj+1)) 
                        rsr(ii,pbcind(jj+1))=sdr(ii,pbcind(jj+1)); 
                    else 
                        rsr(ii,pbcind(jj+1))=0; 
                    end 
                end 
            else 
                if issafe(ii,pbcind(jj+1))&nooverhang(ii,jj) 
                    rsr(ii,jj)=sdr(ii,jj); 
                else 
                    rsr(ii,jj)=0; 
                end 
            end 
            if occp(ii+1,pbcind(oddeven(jj+1)))==1 
                if 
issafe(ii+1,pbcind(oddeven(jj)))&nooverhang(ii+1,pbcind(oddeven(jj+1))) 
                    
rsl(ii+1,pbcind(oddeven(jj+1)))=sdr(ii+1,pbcind(oddeven(jj+1))); 
                else 
                    rsl(ii+1,pbcind(oddeven(jj+1)))=0; 
                end 
            end 




                if issafe(ii+1,pbcind(oddeven(jj-
1)))&nooverhang(ii+1,pbcind(oddeven(jj-2))) 
                    rsr(ii+1,pbcind(oddeven(jj-
2)))=sdr(ii+1,pbcind(oddeven(jj-2))); 
                else 
                    rsr(ii+1,pbcind(oddeven(jj-2)))=0; 
                end 
            end 
        case 2 
            %% Surface diffusion to left 
            occp(ii,jj)=0; 
            occp(ii,pbcind(jj-1))=1; 
            rd(ii,pbcind(jj-1))=0; 
            %% update the deposition rate at this site and neighbors 
            if ii==1 
              rd(ii,jj)=rdsub; 
            else 
              rd(ii,jj)=rdcu; 
            end 
            rd(ii+1,pbcind(oddeven(jj)))=0; 
            rd(ii+1,pbcind(oddeven(jj-1)))=0; 
            if issafe(ii+1,pbcind(oddeven(jj-2))) 
              rd(ii+1,pbcind(oddeven(jj-2)))=rdcu; 
            end 
            %% update the surface diffusion rate 
            rsl(ii,jj)=0; 
            rsr(ii,jj)=0; 
            rsr(ii,pbcind(jj-1))=sdr(ii,pbcind(jj-1)); 
            if occp(ii,pbcind(jj-2))==1 
              rsl(ii,pbcind(jj-1))=0; 
              rsr(ii,pbcind(jj-2))=0; 
              if occp(ii,pbcind(jj-3))==1 
                  rsl(ii,pbcind(jj-2))=0; 
              else 
                  if issafe(ii,pbcind(jj-3))&nooverhang(ii,pbcind(jj-2)) 
                      rsl(ii,pbcind(jj-2))=sdr(ii,pbcind(jj-2)); 
                  else 
                      rsl(ii,pbcind(jj-2))=0; 
                  end 
              end 
            else 
              if issafe(ii,pbcind(jj-2))&nooverhang(ii,pbcind(jj-1)) 
                  rsl(ii,pbcind(jj-1))=sdr(ii,pbcind(jj-1)); 
              else 
                  rsl(ii,pbcind(jj-1))=0; 
              end 
            end 
  
            if occp(ii,pbcind(jj+1))==1 
              if issafe(ii,jj)&nooverhang(ii,pbcind(jj+1)) 
                  rsl(ii,pbcind(jj+1))=sdr(ii,pbcind(jj+1)); 
              else 
                  rsl(ii,pbcind(jj+1))=0; 
              end 
              if occp(ii,pbcind(jj+2))==1 
                  rsr(ii,pbcind(jj+1))=0; 
              else 
                  if issafe(ii,pbcind(jj+2))&nooverhang(ii,pbcind(jj+1)) 
                      rsr(ii,pbcind(jj+1))=sdr(ii,pbcind(jj+1)); 
                  else 




                  end 
              end 
            end 
            if ii>1 
              rsl(ii-1,pbcind(oddeven(jj-1)))=0; 
              rsr(ii-1,pbcind(oddeven(jj-1)))=0; 
              rsl(ii-1,pbcind(oddeven(jj-2)))=0; 
              rsr(ii-1,pbcind(oddeven(jj-2)))=0; 
              if occp(ii-1,pbcind(oddeven(jj)))==1 
                  if occp(ii-1,pbcind(oddeven(jj+1)))==0 
                      if issafe(ii-
1,pbcind(oddeven(jj+1)))&nooverhang(ii-1,pbcind(oddeven(jj))) 
                          rsr(ii-1,pbcind(oddeven(jj)))=sdr(ii-
1,pbcind(oddeven(jj))); 
                      else 
                          rsr(ii-1,pbcind(oddeven(jj)))=0; 
                      end 
                  end 
              end 
            end 
            if occp(ii+1,pbcind(oddeven(jj+1)))==1 
              rsl(ii+1,pbcind(oddeven(jj+1)))=0; 
            end 
            if occp(ii+1,pbcind(oddeven(jj-3)))==1 
              if issafe(ii+1,pbcind(oddeven(jj-
2)))&nooverhang(ii+1,pbcind(oddeven(jj-3))) 
                  rsr(ii+1,pbcind(oddeven(jj-
3)))=sdr(ii+1,pbcind(oddeven(jj-3))); 
              else 
                  rsr(ii+1,pbcind(oddeven(jj-3)))=0; 
              end 
            end 
        case 3 
            %% Surface diffusion to right occur 
            occp(ii,jj)=0; 
            occp(ii,pbcind(jj+1))=1; 
            rd(ii,pbcind(jj+1))=0; 
            if ii==1 
             rd(ii,jj)=rdsub; 
            else 
             rd(ii,jj)=rdcu; 
            end 
            rd(ii+1,pbcind(oddeven(jj-1)))=0; 
            rd(ii+1,pbcind(oddeven(jj)))=0; 
            if issafe(ii+1,pbcind(oddeven(jj+1))) 
             rd(ii+1,pbcind(oddeven(jj+1)))=rdcu; 
            end 
            %% Update the surface diffusion rate of this site and 
neighbors 
            rsl(ii,jj)=0; 
            rsr(ii,jj)=0; 
            rsl(ii,pbcind(jj+1))=sdr(ii,pbcind(jj+1)); 
            if occp(ii,pbcind(jj+2))==1 
              rsr(ii,pbcind(jj+1))=0; 
              rsl(ii,pbcind(jj+2))=0; 
              if occp(ii,pbcind(jj+3))==1 
                  rsr(ii,pbcind(jj+2))=0; 
              else 
                  if issafe(ii,pbcind(jj+3))&nooverhang(ii,pbcind(jj+2)) 
                      rsr(ii,pbcind(jj+2))=sdr(ii,pbcind(jj+2)); 




                      rsr(ii,pbcind(jj+2))=0; 
                  end 
              end 
            else 
              if issafe(ii,pbcind(jj+2))&nooverhang(ii,pbcind(jj+1)) 
                  rsr(ii,pbcind(jj+1))=sdr(ii,pbcind(jj+1)); 
              else 
                  rsr(ii,pbcind(jj+1))=0; 
              end 
            end 
            if occp(ii,pbcind(jj-1))==1 
              if issafe(ii,jj)&nooverhang(ii,pbcind(jj-1)) 
                  rsr(ii,pbcind(jj-1))=sdr(ii,pbcind(jj-1)); 
              else 
                  rsr(ii,pbcind(jj-1))=0; 
              end 
              if occp(ii,pbcind(jj-2))==1 
                  rsl(ii,pbcind(jj-1))=0; 
              else 
                  if issafe(ii,pbcind(jj-2))&nooverhang(ii,pbcind(jj-1)) 
                      rsl(ii,pbcind(jj-1))=sdr(ii,pbcind(jj-1)); 
                  else 
                      rsl(ii,pbcind(jj-1))=0; 
                  end 
              end 
            end 
            if ii>1 
              rsl(ii-1,pbcind(oddeven(jj)))=0; 
              rsr(ii-1,pbcind(oddeven(jj)))=0; 
              rsl(ii-1,pbcind(oddeven(jj+1)))=0; 
              rsr(ii-1,pbcind(oddeven(jj+1)))=0; 
              if occp(ii-1,pbcind(oddeven(jj-1)))==1 
                  if occp(ii-1,pbcind(oddeven(jj-2)))==0 
                      if issafe(ii-1,pbcind(oddeven(jj-
2)))&nooverhang(ii-1,pbcind(oddeven(jj-1))) 
                          rsl(ii-1,pbcind(oddeven(jj-1)))=sdr(ii-
1,pbcind(oddeven(jj-1))); 
                      else 
                          rsl(ii-1,pbcind(oddeven(jj-1)))=0; 
                      end 
                  end 
              end 
            end 
            if occp(ii+1,pbcind(oddeven(jj-2)))==1 
              rsr(ii+1,pbcind(oddeven(jj-2)))=0; 
            end 
            if occp(ii+1,pbcind(oddeven(jj+2)))==1 
              if 
issafe(ii+1,pbcind(oddeven(jj+1)))&nooverhang(ii+1,pbcind(oddeven(jj+2))
) 
                  
rsl(ii+1,pbcind(oddeven(jj+2)))=sdr(ii+1,pbcind(oddeven(jj+2))); 
              else 
                  rsl(ii+1,pbcind(oddeven(jj+2)))=0; 
              end 
            end 
    end % end of switch 
  %% MC time increment 
  kmctime=kmctime-log(xi)/sum(rates);  
  %% Data collecting and process monitor 




      history{m}={kmctime occp [ii jj] eventtype rates(evtind(mcstep))};  
% Store the simulation results 
      lapsedtime=etime(clock,t0); 
      percent=100*kmctime/time; 
      progress=num2str(percent,3); 
      timeleft=elapsedtime*(time-kmctime)/kmctime; 
      tleft=num2str(timeleft,6); 
      display({clock 'current MC time is:' kmctime}) 
      display({ progress '%' ' finished; '}) 
      display({ size(occp,1) 'layers deposited'}) 
      display({ 'Estimated time remaining:' tleft }) 
      m=m+1; 
  end 
  mcstep=mcstep+1;  % MC step counter 
end % end of while 

























display 'computing completed' 
display({'Time consumed is' etime(clock,t0)}) 
display({'Amout of deposits:' numdep/ls 'equivalent atomic layers'}) 







%NOOVERHANG check if a site has two nearest neighboring atoms above it. 
%Retures true if not and false if yes. INDI and INDJ 




    if mod(indi,2)~=0 
        f=occp(indi+1,pbcind(indj))==0&occp(indi+1,pbcind(indj-1))==0; 
    elseif mod(indi,2)==0 
        f=occp(indi+1,pbcind(indj+1))==0&occp(indi+1,pbcind(indj))==0; 
    end 
elseif indi==rows 












    if indi(k)==1 
        f=true; 
    elseif indi(k)>1 
        if mod(indi,2)~=0 
            f=occp(indi(k)-1,pbcind(indj(k)))==1&occp(indi(k)-
1,pbcind(indj(k)-1))==1; 
        else 
            f=occp(indi(k)-1,pbcind(indj(k)+1))==1&occp(indi(k)-
1,pbcind(indj(k)))==1; 
        end 









% ODDEVEN is used with the function pbcind for applying the period 
boundary condition. Because the index of neighbors for 




    f=indj+1; 
elseif mod(ii,2)~=0 













    f=ind+ls; 
elseif ind>0&&ind<=ls 
    f=ind; 
elseif ind>ls 





















    f=wsub*exp(-(ebcu*(nnbs-2)+2*ebsub)/(kb*T)); 
else 









% coordnum computes the number of neighbors from the input as indi, 






    f=f+1; 
end 
if occp(indi,pbcind(indj+1))==1 
    f=f+1; 
end 
if occp(indi+1,pbcind(oe(indj-1,indi)))==1 
    f=f+1; 
end 
if occp(indi+1,pbcind(oe(indj,indi)))==1 
    f=f+1; 
end 
if indi>1 
    if occp(indi-1,pbcind(oe(indj,indi)))==1 
        f=f+1; 
    end 
    if occp(indi-1,pbcind(oe(indj-1,indi)))==1 
        f=f+1; 
    end 
elseif indi==1 







    out=jj; 
else 








this  model,  the  column  and  row  indexes  of  the  elements  of  the  occupancy  matrix 
correspond to its X and Y coordinates in the lattice respectively. The function SNAPSHOT 




of a  series of amounts of Cu atoms, and mapping color  to  the deposition amounts. A 



















% Set limits for x and y axises 










    [xodd,yodd]=meshgrid(0:(numc-1),0:sqrt(3):(sqrt(3)*(numr-1)/2)); 
    [xeven,yeven]=meshgrid(0.5:(numc-
0.5),(0.5*sqrt(3)):sqrt(3):(sqrt(3)*(numr-1)*0.5)); 
    oddoccp=a(1:2:numr,:); 
    evenoccp=a(2:2:(numr-1),:); 
else 
    [xodd,yodd]=meshgrid(0:(numc-1),0:sqrt(3):(sqrt(3)*(numr-2)/2)); 
    [xeven,yeven]=meshgrid(0.5:(numc-
0.5),(0.5*sqrt(3)):sqrt(3):(sqrt(3)*numr*0.5)); 
    oddoccp=a(1:2:(numr-1),:); 






















% f=CLUSTER(X) computes and anlyzes the cluters. It outputs a structure 
containg the cluster matrices, cluster numbers, cluster hts, widths, 
aspect ratios etc 
% X is a cell array consisting of the microstructure matrices 
latticecon=3.61e-10; 
  
for j=1:length(x) % Loop for the cell array 
    mm=x{j}; % mm is the microstructure matrix 
    botm=mm(1,:);  % Extract the first layer for subseqent analysis 
    %************************* 
    % Periodic movement happened 
    %************************ 
    if botm(1)==1&&botm(end)==1 
        t=0; 
        while t<size(botm,2)&&botm(end-t)==1 
            t=t+1; 
        end 
        mm=circshift(mm',t)';  % Reshape the matrix X to be a non-
periodic matrix 
        botm=mm(1,:); 
    end 
    %************************** 
    % Count the clusters 
    %************************** 
    i=1; % counter of the index of the X 
    sn=0; % counter of the index of the cluster SN 
    vol=[]; %Defind the volume vector 
    width=[]; 
    ht=[]; 
    asprat=[]; 
    while i<=length(botm) 
        wid=0; % Define the width of a cluster, initially 0 
        while i<=length(botm)&&botm(i)==1 
            wid=wid+1; 
            i=i+1; 
        end 
        %-------------------- 
        % If the first site is not occupied, then skip the following 
checks 
        %       if occupied, then analyze it,  
        %---------------------   
        if i>=2 
            sn=sn+1; % point to another cluster 
            width(sn)=wid; 
            tailind(sn)=i-1;    % the index of the last atom in a 
cluster 
            headind(sn)=tailind(sn)-width(sn)+1; 
            clusters{sn}=mm(1:end,headind(sn):tailind(sn)); 
            [II,JJ]=find(clusters{sn}==1); 
            vol(sn)=numel(II); 
            ht(sn)=max(II); 
            asprat(sn)=ht(sn)/width(sn);      
        end  
        %-------------------------- 
        % If vacannt, just move the pointer to the next site 




        while i<=length(botm)&&botm(i)==0 
            i=i+1; 
        end 
    end 
    %end of the loop for check every site of first layer 
  
    f.clusterMatrix{j}=clusters;        %   cluster matrix, cell array 
consisting of sub-matrices of the microstructure matrix                             
% each sub-matrix corresponds to one cluster 
    f.nums(j)=sn;                                       % number of 
clusters 
    f.density(j)=f.nums(j)/(length(botm)*latticecon); % cluster density, 
/m 
    f.volume{j}=vol;                                % cluser size 
    f.width{j}=width;                               % cluster width 
    f.height{j}=ht;                                 % the peak of the 
cluster 
    f.aspectratio{j}=asprat;                % aspect ratio of clusters 
    f.meanvol(j)=mean(vol); 
    f.varvol(j)=var(vol); 
    f.meanwidth(j)=mean(width); 
    f.varwidth(j)=var(width); 
    f.meanheight(j)=mean(ht); 
    f.varheight(j)=var(ht); 
    f.meanaspr(j)=mean(asprat); 
    f.varaspr(j)=var(asprat); 
end 
f.crittime=find(f.nums(2:end)==1, 1 )+1;   % the critical time when all 








%   POLY1_1 
%*********************************************************************** 
clear all 
property=input('Descrption about this running: ','s'); 
name=input('Give the prefix of the name of the result file:','s'); 
global bxsz % delcare the box size by lattice space global 
global a    % lattice space 
global dinh % Declare the inhibited distance 
global bx   % Declare the BX global 
global cellsz %Declare the cellsz global 
global corr % Declare the correction coefficience global 
global kb   % Declare the boltzman constant global 
global T    % Declare the temprature global 
global ebme % Declare ebme global 
global ebsub % 
global wsub 
global wme 
global rdsub rdme 
global err  % Declare the error for compare the distance  
 
corr=0.5;             % Correction coefficien for computing the 
diffusion barrier contributed by strange neighboring atoms 
err=-3; 
Frd=96485.3415;     % Faraday constant (s.A / mol) 
R=8.314472;         %Gas constant (J.K-1.mol-1) 
kb=8.617343e-5;     % Boltzmann (eV.k-1) 
nn=2;               % electron number, which is 2 for Me ion 
NA=6.02e23;         % Avagadro constant 
%% Input paramters 
  
kme=input('Deposition rate constant for Me on Me (m^3/mol.s) Kme= 
[0.204]'); 
if isempty(kme) 
    kme=0.204; 
end 
ksub=input('Deposition rate constant for Me on Me (m^3/mol.s) Ksub= 
[0.143]'); 
if isempty(ksub) 
    ksub=0.143; 
end 
  
wme=input('Jump frequency for Me surface diffusion on Me, (s^-1) Wme= 
[1.5e6]'); 
if isempty(wme) 
    wme=1.5e6; 
end 
wsub=input('Jump frequency for Me surface diffusion on substrate (s^-1) 
Wsub= [1.5e6]'); 
if isempty(wsub) 
    wsub=1.5e6; 
end 
ebme=input('Energy barrier for breaking a Me-Me bond, (eV) Ebme= 
[0.13]'); 
if isempty(ebme) 





ebsub=input('Energy barrier for breaking a Me-substrate bond (eV) Ebsub= 
[0.35]'); 
if isempty(ebsub) 
    ebsub=0.35; 
end 
  
T=input('Temperature T= [298K]'); 
if isempty(T) 
    T=298; 
end 
ap=input('Applied electrode potential (V) ap= [-0.13]'); 
if isempty(ap) 
    ap=-0.13; 
end 
con=input('Me ion concentration (mol) c= [0.5]'); 
if isempty(con) 
    con=0.5; 
end 
eeqme=input('Equilibrium potential for Me deposition on Me (V) eeqme= 
[0]'); 
if isempty(eeqme) 
    eeqme=0; 
end 
eeqsub=input('Equilibrium potential for Me deposition on substrate (V) 
eeqsub= [-0.1]'); 
if isempty(eeqsub) 
    eeqsub=-0.1; 
end 
  
target=input('How many EMLs do you want to deposit for this run? [50]'); 
if isempty(target) 




dinhcoef=input('What is the inhabitation distance?[0.8]'); 
if isempty(dinhcoef) 
    dinhcoef=0.8; 
end 
  
cellsz=input('What is the size of the simulation cell? [50]'); 
if isempty(cellsz) 
    cellsz=50; 
end 
  
aphme=0.5;          % charge transfer coefficient for Me deposition on 
Me 
aphsub=0.5;         % charge transfer coefficient for Me deposition on 
substrate 
  
opme=ap-eeqme;      % overpotential for Me on Me 
opsub=ap-eeqsub;    % overpotential for Me on sub 
a=1;                % lattice space, a unit value 
  
time=100;               % Define the time when the simulation terminates 
  
dinh=dinhcoef*a; %Inhibited distance 





rdme=kme*con*exp(-aphme*nn*Frd*opme/(R*T));     % Deposiiton rate on 
metal 
rdsub=ksub*con*exp(-aphsub*nn*Frd*opsub/(R*T)); % Deposition rate on 
substrate 
eml=cellsz*bxsz/a; 
%% Parameters for data collection 
if target>5 
    intedge=[10 1000 target*eml]; % Edges of the regions in which the 
step for save result is same 
    rstepsz=[10 100]; % the result steps corresponding to the intedge 
else 
    intedge=[10 target*eml]; 
    rstepsz=10; 
end 
rc=1; % results counter 
  
% build all the checkpoints where a result cell element is saved 
for i=1:(length(intedge)-1) 
    % the vector of checkpoints for each region 
    regn{i}=intedge(i):rstepsz(i):(intedge(i+1)-rstepsz(i));   
end 
rcp=cat(2,regn,intedge(end)); % concatonate all the regions to form the 
complete check point lists 
  
%% Initial conditions 
kmcclock=0; 
t0=clock; %the current time 
ic=1; % counter of the intervals 
stepinterval=100; % the interval of kmcstep after which the progress is 
reported and displayed 
gc=0;   % grain counter 
% INitial bx.atm 
% INitial sub structure and bx.sub 
%  




    bx(1,i).sub=[]; 
    bx(1,i).site=[]; 
    bx(1,i).atm=[]; 
end 
for j=1:length(xx) 
    [boxi boxj]=xy2bxind(xx(j),0); 
    sbc=length(bx(boxi,boxj).sub)+1; 
    bx(boxi,boxj).sub(sbc).x=xx(j); 
    bx(boxi,boxj).sub(sbc).y=0; 








%% KMC COMPUTATION MAIN CODE 
while kmcclock<time&&(substeps+depsteps)<(target*eml) 
    %% Event selector 




    % Build the rate list from atom structure 
    subrate=[]; 
    subind=[]; 
    atmrate=[]; 
    atmind=[]; 
    siterate=[]; 
    siteind=[]; 
    [brows bcols]=size(bx); 
    m=0; %counter 
    for i=1:brows 
        for j=1:bcols 
            if ~isempty(bx(i,j).atm) 
                for l=1:length(bx(i,j).atm) 
                    if ~isempty(bx(i,j).atm(l).evt) 
                        for k=1:length(bx(i,j).atm(l).evt) 
                            if ~isempty(bx(i,j).atm(l).evt(k).rate) 
                                m=m+1; 
                                atmrate(m)=bx(i,j).atm(l).evt(k).rate; 
                                atmind(m,:)=[i j l k]; 
                            end 
                        end 
                    end 
                end 
            end 
        end 
    end 
  
    n=0; %counter 
    for i=1:brows 
        for j=1:bcols 
            if ~isempty(bx(i,j).site) 
                for k=1:length(bx(i,j).site) 
                    if ~isempty(bx(i,j).site(k).rate) 
                        n=n+1; 
                        siterate(n)=bx(i,j).site(k).rate; 
                        siteind(n,:)=[i j k]; 
                    end 
                end 
            end 
        end 
    end 
  
    t=0; %Counter 
    for i=1:size(bx,2) 
        if ~isempty(bx(1,i).sub) 
            for j=1:length(bx(1,i).sub) 
                if ~isempty(bx(1,i).sub(j).rate) 
                    t=t+1; 
                    subrate(t)=bx(1,i).sub(j).rate; 
                    subind(t,:)=[1 i j]; 
                end 
            end 
        end 
    end 
         
    % Then build the whole rate list followingly 
    rates=[subrate siterate atmrate]; 
    types=[1.*ones(size(subrate)) 2.*ones(size(siterate)) 
3.*ones(size(atmrate))]; 





    normrates=cumsum(rates)./sum(rates); % normalize the rate list 
    rateind=find(normrates>=xi, 1); % select the rate according to the 
random number and rates list 
    %-----Retracing the event type 
    evttype=types(rateind); 
    evtind=rateind-find(types==evttype,1)+1; 
    %% Eexecute the selected event and update the database accordingly 
    switch evttype 
        case 1   
            casesub1 
            substeps=substeps+1; 
        case 2 
            casedep1 
            depsteps=depsteps+1; 
        case 3 
            casediff1 
            diffsteps=diffsteps+1; 
    end 
     
    %% Time increment 
    kmcclock=kmcclock-log(xi)/sum(rates); 
    clockincrment=-log(xi)/sum(rates); 
    kmcsteps=kmcsteps+1; 
    %% Mornitoring the processes 
  
     
    if kmcsteps==stepinterval*ic 
        ic=ic+1; 
        elapsedtime=etime(clock,t0);  
        timecons=s2hms(elapsedtime); 
  
        percent=100*depositamount/(target*eml); 
        progress=num2str(percent,3); 
        timeleft=elapsedtime*(target*eml-depositamount)/depositamount; 
        display (strcat('Time elapsed is: ',timecons)) 
        display (['KMC clock is: ' num2str(kmcclock) 's']) 
        display ([num2str(progress) ' percent finished']) 
        display (strcat('Estimated time remaining: ', s2hms(timeleft))) 
        display ([num2str(depsteps+substeps) ' atoms deposited']) 
        display ([ 'There are ' num2str(gc) ' grains']) 
        display ' ' 
    end 
    %% Data collecting 
    depositamount=depsteps+substeps; 
    if rc<=length(rcp) 
        if depositamount==rcp(rc) 
            history(rc).bx=bx; 
            history(rc).kmcclock=kmcclock; 
            history(rc).timespent=etime(clock,t0); 
            history(rc).depositamount=depositamount; 
            rc=rc+1; 
            display (['data collected when ' num2str(depositamount) ' 
atoms has been deposited']) 
            display (' ') 
        end 
    end 
         
end 
  















% DEPOSITION ON A SUB SITE HAPPENS 
%*********************************** 
% NEW STRATEGY 
%% Remove the sub site 
bxi=1; % box index of the selected subsite 
bxj=subind(evtind,2); 
inbx=subind(evtind,3); % the index of the sub site in the box 
x0=bx(1,bxj).sub(inbx).x; 
y0=bx(1,bxj).sub(inbx).y; 
bx(1,bxj).sub(inbx)=[]; %get rid of this sub bx.site from the bx.sub 
list 
  
%% Add a new atom 
%---------------------------------------------------------- 
% Add the deposited atom in the box  
% Generate a new grain 
% Give the values of its fields including .x, .y, .orient, .grain 
ac=length(bx(bxi,bxj).atm)+1; % Get the cursor of the atom counter in 
the box 
bx(bxi,bxj).atm(ac).x=x0; % x cordinate 
bx(bxi,bxj).atm(ac).y=y0; % y cordinate of the atom 
  
bx(bxi,bxj).atm(ac).orient=rand*pi/3; %give the atom a random 
orientation 
gc=gc+1; 





%% Update the neighboring sites 
updatenbsites(bxi,bxj,ac); 
%% Update the inhibited sites 
inhibitsite(bxi,bxj,ac); 
%% Update the induced sites 
induce(bxi,bxj,ac); 
%% Update the diffusion events of this deposited atom and its 








%      DEPOSITION OCCURS 
%************************************** 










%Get rid of this site 
bx(bxi,bxj).site(inbx)=[]; 
%% Add a new atom 
%Replace this site with a new atom 
%Add a new atom to the current box 










%% Update the neighboring site 
updatenbsites(bxi,bxj,ac); 
%% Remove the inhibited sub sites 
inhibitsub(bxi,bxj,ac); 
%% update the induced sites 
induce(bxi,bxj,ac); 
%% Update the ihibited sites 
inhibitsite(bxi,bxj,ac); 
%% Update the diffusion events of this deposited atom and its 







%% A DIFFUSION EVENT OCCURS 
%------------------------------------------ 
%------------------------------------------ 
%% Allocate the location and bxind of the diffusion atom and the 
destination site 
%Get the box index and inbox location of the oringal atom 
%Get the index in the EVT field of the original atom 
%With these three index, we can index into the individual event in the 





%Allocate the original atom to a variable 
%Allocate the destination site to a varaible 







%Get the box index of the destination site 
%Find the inbox location of the destination site by its coordinates, 
becuase coordinates of any class are unique 
%in this model 















dd=da2b(xorg,yorg,xd,yd); %distance between the orignal atom position to 
its destination site 
if dd<a 
    bx(bidest,bjdest).atm(ac).strcn=destsite.strcn-1; 
    bx(bidest,bjdest).atm(ac).cn=destsite.cn; 
elseif dd==a 
    bx(bidest,bjdest).atm(ac).cn=destsite.cn-1; 
    bx(bidest,bjdest).atm(ac).strcn=destsite.strcn; 
end 
bx(bidest,bjdest).atm(ac).evt=[]; 











    bx(biorg,bjorg).site(sc).cn=origatm.cn; 
elseif dd==a 
    bx(biorg,bjorg).site(sc).cn=origatm.cn+1; 
    bx(biorg,bjorg).site(sc).strcn=origatm.strcn; 
end 
if yorg<a 
    bx(biorg,bjorg).site(sc).rate=rdsub; 
else 
    bx(biorg,bjorg).site(sc).rate=rdme; 
end 





%% Update the inhibited sub sites 
inhibitsub(bidest,bjdest,ac) 
%% Remove the inhibited sites 
inhibitsite(bidest,bjdest,ac); 
%% Update the neighboring sites of the destination sites 
updatenbsites(bidest,bjdest,ac); 




%Update the cn and strcn of the neighboring sites 
if ~isempty(allnbsites) 
    for i=1:length(allnbsites) 
        bi=nbsiteind(allnbsites(i),1); 
        bj=nbsiteind(allnbsites(i),2); 
        itsx=nbsite(allnbsites(i)).x; 
        itsy=nbsite(allnbsites(i)).y; 
        inbxind=find([bx(bi,bj).site.x]==itsx&[bx(bi,bj).site.y]==itsy); 
        if d2(allnbsites(i))<a 
            bx(bi,bj).site(inbxind).strcn=bx(bi,bj).site(inbxind).strcn-
1; 
        elseif d2(allnbsites(i))==a 
            bx(bi,bj).site(inbxind).cn=bx(bi,bj).site(inbxind).cn-1; 
        end 
        if 
bx(bi,bj).site(inbxind).strcn+bx(bi,bj).site(inbxind).cn<2&&itsy>=a 
            bx(bi,bj).site(inbxind)=[]; 
        end    
    end 
end 
  
%% Add induced sites 
induce(bidest,bjdest,ac); 
%% Update neighboring atoms within the range of 3a 
if ~isempty(nbatm) 
    d1=da2b([nbatm.x],[nbatm.y],xd,yd); 
    allnbsind=find(d1<=3*a); 
    if ~isempty(allnbsind) 
        for i=1:length(allnbsind) 
            bi=nbatmind(allnbsind(i),1); 
            bj=nbatmind(allnbsind(i),2); 
            inbxind=nbatmind(allnbsind(i),3); 
            itsx=bx(bi,bj).atm(inbxind).x; 
            itsy=bx(bi,bj).atm(inbxind).y; 




                
bx(bi,bj).atm(inbxind).strcn=bx(bi,bj).atm(inbxind).strcn+1; 
            elseif d1(allnbsind(i))==a 
                bx(bi,bj).atm(inbxind).cn=bx(bi,bj).atm(inbxind).cn+1; 
            end 
            d0=da2b(xorg,yorg,itsx,itsy); 
            if d0>=dinh&&d0<a&&(itsx~=xd||itsy~=yd) 
                
bx(bi,bj).atm(inbxind).strcn=bx(bi,bj).atm(inbxind).strcn-1; 
            elseif d0==a 
                bx(bi,bj).atm(inbxind).cn=bx(bi,bj).atm(inbxind).cn-1; 
            end 
            diffusion(bi,bj,inbxind); 
        end 









% Update the neighboring sites 
%---------------------------------------------------- 
% Find the neighboring sites 
% Update cn and strcn of all the neighboring sites 





if ~isempty(nbsite)     
    d=da2b([nbsite.x],[nbsite.y],x0,y0);  
    nbs=find(d<=a&d>=dinh); 
    if ~isempty(nbs) 
        for i=1:length(nbs) 
            bi=nbsiteind(nbs(i),1); %Get the box index of this site 
            bj=nbsiteind(nbs(i),2); 
            inbxind=nbsiteind(nbs(i),3); %Get the inbox location of this 
site 
            % Calculate the coordinate number of the sites 
            if d(nbs(i))<a&&d(nbs(i))>=dinh 
                
bx(bi,bj).site(inbxind).strcn=bx(bi,bj).site(inbxind).strcn+1; 
            elseif d(nbs(i))==a 
                bx(bi,bj).site(inbxind).cn=bx(bi,bj).site(inbxind).cn+1; 
            end 
        end 








% DIFFUSION updates the fields of the atom indexed by (BXI,BXJ,ATMIND). 
The fields includes .dest (destination sites) and 
% .rate (diffusion rate) 
% 










    for k=1:length(itsnbsites) 
        bi=nbsiteind(itsnbsites(k),1); 
        bj=nbsiteind(itsnbsites(k),2); 
        inbxind=nbsiteind(itsnbsites(k),3); 
        cnf=bx(bi,bj).site(inbxind).cn; 
        strcnf=bx(bi,bj).site(inbxind).strcn; 
        yf=bx(bi,bj).site(inbxind).y; 
        if cnf+strcnf>=3||yf<a 
            ec=length(bx(bxi,bxj).atm(atmind).evt)+1; 
            
bx(bxi,bxj).atm(atmind).evt(ec).dest=bx(bi,bj).site(inbxind); 
            
bx(bxi,bxj).atm(atmind).evt(ec).rate=diffrate(cn0,strcn0,y0,cnf,strcnf,y
f); 
        end 









% INDUCED compute the induced sites 
% 
% Update the induced sites 
% Find up to six potential induced sites 
% Check them one by one to see if they are inhibited by other atoms 
% Check if will be a stable site for deposition, i.e., if its cn+strcn>2 
or if its y coordinate is less than a; 
% Add the qualified new induced sites to the BX.SITE 





[NBX NBY]=nb(x0, y0,orient0);  
for i=1:length(NBX) 
    %Get the box index 
    %Rebuild the neighbor boxes of the potential site 
    %Induce site could be in a box above the current box,so extend the 
box size  
    [bi,bj]=xy2bxind(NBX(i),NBY(i)); 
    rows=size(bx,1); 
    if bi>rows 
        bx(bi,cellsz).site=[]; 
        bx(bi,cellsz).atm=[]; 
    end 
    [nbatm nbatmind]=buildnbatm(bi,bj); 
  
    if ~isempty(nbatm) 
        d1=da2b([nbatm.x],[nbatm.y],NBX(i),NBY(i)); %distance from atoms 
to this site 
        isinhibited=any(d1<dinh); 
    else 
        isinhibited=false; 
    end 
     
    [nbsite nbsiteind]=buildnbsite(bi,bj); 
    if ~isempty(nbsite) 
        d2=da2b([nbsite.x],[nbsite.y],NBX(i),NBY(i));% distance from 
sites to this site 
        %Check if it overlaps with existing atoms 
        isoverlapped=any(d2==0); 
    else 
        isoverlapped=false; 
    end 
    %Check its coordinate number to see it is a stable site for 
deposition 
    itscn=numel(find(d1==a)); 
    itsstrcn=numel(find(d1>=dinh&d1<a)); 
    %Exclude it if it is inhibited or overlapped with exisiting sites, 
else add it to the bx as a new site 
    if (~isinhibited)&&(~isoverlapped)&&(itscn+itsstrcn>=2||NBY(i)<a) 
        sc=length(bx(bi,bj).site)+1; %Get the site counter cursor 
        bx(bi,bj).site(sc).x=NBX(i); 
        bx(bi,bj).site(sc).y=NBY(i); 
        if NBY(i)>=a 
            bx(bi,bj).site(sc).rate=rdme; 




            bx(bi,bj).site(sc).rate=rdsub; 
        end 
        bx(bi,bj).site(sc).cn=itscn; 
        bx(bi,bj).site(sc).strcn=itsstrcn; 
        bx(bi,bj).site(sc).grain=bx(bxi,bxj).atm(atmind).grain; 
        bx(bi,bj).site(sc).orient=bx(bxi,bxj).atm(atmind).orient; 















    d3=da2b([nbsub.x],[nbsub.y],x0,y0); 
    inhibitedsub=find(d3<dinh); 
    %Update the inhibited sub site 
    if ~isempty(inhibitedsub) 
        for i=1:length(inhibitedsub) 
            bi=nbsubind(inhibitedsub(i),1); 
            bj=nbsubind(inhibitedsub(i),2); 
            itsx=nbsub(inhibitedsub(i)).x; 
            itsy=nbsub(inhibitedsub(i)).y; 
            
bx(bi,bj).sub([bx(bi,bj).sub.x]==itsx&[bx(bi,bj).sub.y]==itsy)=[]; 
        end 










% Update the inhibited neighboring sites 
% Get rid of those inhibited sites from BX 





    d2=da2b([nbsite.x],[nbsite.y],x0,y0); 
    inhibited=find(d2<dinh); 
    %Check them one by one, if it was the destination of an atom, then 
update that atom's .evt field 
    if ~isempty(inhibited) 
        for i=1:length(inhibited) 
            bi=nbsiteind(inhibited(i),1); 
            bj=nbsiteind(inhibited(i),2); 
            itsx=nbsite(inhibited(i)).x; 
            itsy=nbsite(inhibited(i)).y; 
            
bx(bi,bj).site([bx(bi,bj).site.x]==itsx&[bx(bi,bj).site.y]==itsy)=[]; 
        end 







function [atm atmind]=buildnbatm(bxi,bxj) 
% BUILDNBATM build all the neighbor atoms from the neighboring boxes of 
the current box, the input arguement BI is the index 














[rows cols]=size(bx);     
kc=0;%counter 
if bxi==1 
    if bxi<rows 
        boxinds=[bxi pbcs(bxj-1);bxi pbcs(bxj);bxi pbcs(bxj+1); 
                 bxi+1,pbcs(bxj-1);bxi+1,pbcs(bxj);bxi+1,pbcs(bxj+1)]; 
    else 
        boxinds=[bxi pbcs(bxj-1);bxi pbcs(bxj);bxi pbcs(bxj+1)]; 
    end 
  
    for i=1:size(boxinds,1) 
        if ~isempty(bx(boxinds(i,1),boxinds(i,2)).atm) 
            for j=1:length(bx(boxinds(i,1),boxinds(i,2)).atm) 
                if ~isempty(bx(boxinds(i,1),boxinds(i,2)).atm(j)) 
                    kc=kc+1; 
                    atm(kc).x=bx(boxinds(i,1),boxinds(i,2)).atm(j).x; 
                    atm(kc).y=bx(boxinds(i,1),boxinds(i,2)).atm(j).y; 
                    
atm(kc).orient=bx(boxinds(i,1),boxinds(i,2)).atm(j).orient; 
                    
atm(kc).grain=bx(boxinds(i,1),boxinds(i,2)).atm(j).grain; 
                    atm(kc).cn=bx(boxinds(i,1),boxinds(i,2)).atm(j).cn; 
                    
atm(kc).strcn=bx(boxinds(i,1),boxinds(i,2)).atm(j).strcn; 
                    
atm(kc).evt=bx(boxinds(i,1),boxinds(i,2)).atm(j).evt; 
                    atmind(kc,:)=[boxinds(i,1) boxinds(i,2) j]; 
                end 
            end 
        end 
    end 
else 
    if bxi<rows 
        boxinds=[bxi pbcs(bxj-1);bxi pbcs(bxj);bxi pbcs(bxj+1); 
                 bxi+1,pbcs(bxj-1);bxi+1,pbcs(bxj);bxi+1,pbcs(bxj+1); 
                 bxi-1,pbcs(bxj-1);bxi-1,pbcs(bxj);bxi-1,pbcs(bxj+1)]; 
    else 
        boxinds=[bxi pbcs(bxj-1);bxi pbcs(bxj);bxi pbcs(bxj+1); 
                 bxi-1,pbcs(bxj-1);bxi-1,pbcs(bxj);bxi-1,pbcs(bxj+1)]; 
    end 




        if ~isempty(bx(boxinds(i,1),boxinds(i,2)).atm) 
            for j=1:length(bx(boxinds(i,1),boxinds(i,2)).atm) 
                if ~isempty(bx(boxinds(i,1),boxinds(i,2)).atm(j)) 
                    kc=kc+1; 
                    atm(kc).x=bx(boxinds(i,1),boxinds(i,2)).atm(j).x; 
                    atm(kc).y=bx(boxinds(i,1),boxinds(i,2)).atm(j).y; 
                    
atm(kc).orient=bx(boxinds(i,1),boxinds(i,2)).atm(j).orient; 
                    
atm(kc).grain=bx(boxinds(i,1),boxinds(i,2)).atm(j).grain; 
                    atm(kc).cn=bx(boxinds(i,1),boxinds(i,2)).atm(j).cn; 
                    
atm(kc).strcn=bx(boxinds(i,1),boxinds(i,2)).atm(j).strcn; 
                    
atm(kc).evt=bx(boxinds(i,1),boxinds(i,2)).atm(j).evt; 
                    atmind(kc,:)=[boxinds(i,1) boxinds(i,2) j]; 
                end 
            end 
        end 







function [site siteind]=buildnbsite(bxi,bxj) 
%BUILDNBSITE build the site list of all the neighboring boxes to the 
current box,  BI is the index of the box. SITE is the 
%site list, SITEIND is the corresponding box index and inbox location of 
















    if bxi<rows 
        boxinds=[bxi pbcs(bxj-1);bxi pbcs(bxj);bxi pbcs(bxj+1); 
                 bxi+1,pbcs(bxj-1);bxi+1,pbcs(bxj);bxi+1,pbcs(bxj+1)]; 
    else 
        boxinds=[bxi pbcs(bxj-1);bxi pbcs(bxj);bxi pbcs(bxj+1)]; 
    end 
    kc=0; 
    for i=1:size(boxinds,1) 
        if ~isempty(bx(boxinds(i,1),boxinds(i,2)).site) 
            for j=1:length(bx(boxinds(i,1),boxinds(i,2)).site) 
                if ~isempty(bx(boxinds(i,1),boxinds(i,2)).site(j)) 
                    kc=kc+1; 
                    site(kc).x=bx(boxinds(i,1),boxinds(i,2)).site(j).x; 
                    site(kc).y=bx(boxinds(i,1),boxinds(i,2)).site(j).y; 
                    
site(kc).cn=bx(boxinds(i,1),boxinds(i,2)).site(j).cn; 
                    
site(kc).strcn=bx(boxinds(i,1),boxinds(i,2)).site(j).strcn; 
                    
site(kc).grain=bx(boxinds(i,1),boxinds(i,2)).site(j).grain; 
                    
site(kc).orient=bx(boxinds(i,1),boxinds(i,2)).site(j).orient; 
                    
site(kc).rate=bx(boxinds(i,1),boxinds(i,2)).site(j).rate; 
                    siteind(kc,:)=[boxinds(i,1) boxinds(i,2) j]; 
                end 
            end 
        end 
    end 
else 
    if bxi<rows 
        boxinds=[bxi pbcs(bxj-1);bxi pbcs(bxj);bxi pbcs(bxj+1); 
                 bxi+1,pbcs(bxj-1);bxi+1,pbcs(bxj);bxi+1,pbcs(bxj+1); 
                 bxi-1,pbcs(bxj-1);bxi-1,pbcs(bxj);bxi-1,pbcs(bxj+1)]; 
    else 
        boxinds=[bxi pbcs(bxj-1);bxi pbcs(bxj);bxi pbcs(bxj+1); 
                 bxi-1,pbcs(bxj-1);bxi-1,pbcs(bxj);bxi-1,pbcs(bxj+1)]; 




    kc=0; 
    for i=1:size(boxinds,1) 
        if ~isempty(bx(boxinds(i,1),boxinds(i,2)).site) 
            for j=1:length(bx(boxinds(i,1),boxinds(i,2)).site) 
                if ~isempty(bx(boxinds(i,1),boxinds(i,2)).site(j)) 
                    kc=kc+1; 
                    site(kc).x=bx(boxinds(i,1),boxinds(i,2)).site(j).x; 
                    site(kc).y=bx(boxinds(i,1),boxinds(i,2)).site(j).y; 
                    
site(kc).cn=bx(boxinds(i,1),boxinds(i,2)).site(j).cn; 
                    
site(kc).strcn=bx(boxinds(i,1),boxinds(i,2)).site(j).strcn; 
                    
site(kc).grain=bx(boxinds(i,1),boxinds(i,2)).site(j).grain; 
                    
site(kc).orient=bx(boxinds(i,1),boxinds(i,2)).site(j).orient; 
                    
site(kc).rate=bx(boxinds(i,1),boxinds(i,2)).site(j).rate; 
                    siteind(kc,:)=[boxinds(i,1) boxinds(i,2) j]; 
                end 
            end 
        end 








function [sub subind]=buildnbsub(bxi,bxj) 
%BUILDNBSUB build the sub list of all the neighboring boxes, BI is the 
index of the box, SUB is the sub list, SUBIND is the 










    boxinds=[1 pbcs(bxj-1);1 pbcs(bxj);1 pbcs(bxj+1)]; 
  
    for i=1:3 
        if ~isempty(bx(boxinds(i,1),boxinds(i,2)).sub) 
            for j=1:length(bx(boxinds(i,1),boxinds(i,2)).sub) 
                if ~isempty(bx(boxinds(i,1),boxinds(i,2)).sub(j)) 
                    kc=kc+1; 
                    sub(kc)=bx(boxinds(i,1),boxinds(i,2)).sub(j); 
                    subind(kc,:)=[boxinds(i,1),boxinds(i,2) j]; 
                end 
            end 
        end 








% Find the atoms within the range 
% Update their cn and strcn if necessary 
% Empty their bx.atm.evt 
% Re-compute their diffusion event and diffusion rate 





    d1=da2b([nbatm.x],[nbatm.y],x0,y0); 
    bx(bxi,bxj).atm(atmind).cn=length(find(d1==a)); 
    bx(bxi,bxj).atm(atmind).strcn=length(find(d1>=dinh&d1<a)); 
    allnbsind=find(d1<=range); 
    if ~isempty(allnbsind) 
        for i=1:length(allnbsind) 
            bi=nbatmind(allnbsind(i),1); 
            bj=nbatmind(allnbsind(i),2); 
            inbxind=nbatmind(allnbsind(i),3); 
            if d1(allnbsind(i))>=dinh&&d1(allnbsind(i))<a 
                
bx(bi,bj).atm(inbxind).strcn=bx(bi,bj).atm(inbxind).strcn+1; 
            elseif d1(allnbsind(i))==a 
                bx(bi,bj).atm(inbxind).cn=bx(bi,bj).atm(inbxind).cn+1; 
            end                         
            diffusion(bi,bj,inbxind) 
        end 








function [X Y]=nb(x,y,theta) 
% NB calculate the coordinates of the neighbouring atoms or sites 
%  
global a  
  
for i=0:5 
    X(i+1)=pbc(x+a*cos(theta+i*(pi/3))); 































   p=n-cellsz; 
elseif (n>=1)&&(n<=cellsz) 
   p=n; 
elseif n<=0 
   p=n+cellsz; 







% DA2B calculate the distance between point/points (X0,Y0) and 
point/points (X1,Y1);  
% 
global bxsz cellsz err 












function f=diffrate(cn0, strcn0, y0,cnf,strcnf,yf) 
% DIFFRATE compute the diffuction rate with the given input arguments 












    Emig=cn0*ebme+strcn0*ebme*corr+2*ebsub; 
else 
    Emig=cn0*ebme+strcn0*ebme*corr; 
end 
if yf<a 
    Ef=cnf*ebme+strcnf*ebme*corr+2*ebsub; 
else 
    Ef=cnf*ebme+strcnf*ebme*corr; 
end 
if Ef>=Emig 
    E=Emig; 
else 
    E=2*Emig-Ef; 
end 
if y0<a 
    f=wsub*exp(-E/(kb*T)); 
else 








function [I J]=xy2bxind(x,y) 
















%the funtion S2HMS(X) converts the time unit of seconds into the form of 
hours, minutes and seconds 
%        
if x<60 
    f=[num2str(x) 's']; 
elseif x>=60&&x<3600 
    f=strcat(num2str(floor(x/60)),' min ',num2str(floor(rem(x,60))),' 
s'); 
elseif x>=3600 




















    if ~isempty(bx(i).atm) 
        for j=1:length(bx(i).atm) 
            if ~isempty(bx(i).atm(j)) 
                m=m+1; 
                atmx(m)=bx(i).atm(j).x; 
                atmy(m)=bx(i).atm(j).y; 
                atmorient(m)=bx(i).atm(j).orient; 
                 
            end 
        end 




















%Compute the history of grain growth by inputting all the grain data at 
different times of deposition.  
 
savename=input('Please give the name of the file to save the grain 
history data:[grainhistorydata]'); 
if isempty(savename) 
    savename='grainhistorydata'; 
end 
  
range=input('Please give the rang of the history array[1:190]'); 
if isempty(range) 
    range=1:190; 
end 
  
threshhold=input('please defind the threshhold grain size [5]'); 
if isempty(threshhold) 




   grainhist(i)=grains(history(i).bx,threshhold); 









% GRAINS compute the grain data from the input bxx 
% 
global a dinh 
  
display ('The grains are now being analyzed, please wait...') 
%% Firstly, a list of all the atoms is build 
  
[atoms atominds]=allatoms(bxx); 




% Find the unique grain IDs 
% Find the first index of the atom belonging to the grain id in the 
sortedatom list  
% 
[id firstind n]=unique(sortedgrainID,'first');  
[id lastind n]=unique(sortedgrainID); 
  
grainsize=lastind-firstind+1; % grain size, a vector 
orient=[sortedatoms(firstind).orient]; % grain orientatin, a vector 
  
% f.boundary is a cell vector, each elecments contains a vector of the 
index of the boundar atoms in the sortedatoms list 
f.atoms=sortedatoms; 
f.atominds=sortedatominds; 







% index of the atoms in the sortedatoms list, an N*2 matrix, first 
column is the first index,  
% second column is the last ind 
  
%% Get the ID of neighboring grains and the misorientation 
if f.numgrain>=1 
    for i=1:f.numgrain 
        memberindex=f.member(i,1):f.member(i,2); 
        % Identify the grain boundary atoms    
        f.boundary{i}=memberindex([sortedatoms(memberindex).strcn]>=1); 
        dbatoms=f.atoms(f.boundary{i}); 
        % Get the box inds of these grainboundary atoms 
        dbinds=f.atominds(f.boundary{i},:); 
        %% Find strange neighbors and their corresponding grain ids and 
orientation  
        if ~isempty(f.boundary{i}) 
            for j=1:length(f.boundary{i}) 
                x0=dbatoms(j).x; 
                y0=dbatoms(j).y; 
                bi=dbinds(j,1); 
                bj=dbinds(j,2); 
                [nbatm nbatmind]=anynbatm(bi,bj,bxx); 
                d1=da2b(x0,y0,[nbatm.x],[nbatm.y]); 




                if ~isempty(nbs) 
                    for k=1:length(nbs) 
                        bxi=nbatmind(nbs(k),1); 
                        bxj=nbatmind(nbs(k),2); 
                        bxind=nbatmind(nbs(k),3); 
                        % neighbor grains 
                        g(k).id=bxx(bxi,bxj).atm(bxind).grain; 
                        g(k).orient=bxx(bxi,bxj).atm(bxind).orient; 
                    end 
                     % Find the unique grain neighbors ids and 
corresponding orientations 
                    [nbgid{j} first n]=unique([g.id]); 
                    nbgorient{j}=[g(first).orient];  
                else 
                    nbgid={}; 
                    nbgorient={}; 
                end 
  
            end 
  
            % Find the unique grain neighbors ID , i.e. eliminate those 
repetitious ones caused by different boundary atoms of this 
            % grain 
  
            nbgrains=unique(cat(2,nbgid)); 
            nborientations=unique(cat(2,nbgorient)); 
  
            %% output the ID of the neighbor grains and misorienation 
            f.nbg{i}=nbgrains;     
            f.misorient{i}=abs(nborientations-orient(i)); 
        else 
            f.nbg{i}=[]; 
            f.misorient{i}=[]; 
        end 
        if ~isempty(f.nbg) 
            for j=1:length(f.nbg) 
                [f.nbg{j} inds unused]=intersect(f.nbg{j},f.ids); 
                f.misorient{j}=f.misorient{j}(inds); 
            end 
        end 
    end 
else 
    f.boundary={}; 
    f.nbg={}; 










% EVOMISORIENT plot the distribution of the misorientation given the 
input of the grain data GRAINDATA and how mnay bins 
% NUMBINS to use for the historgram plotting 
% 
k=0; 
for i=[10:20:100 101:2:length(graindata)] 
    k=k+1; 







ylabel('Deposition amount, EML','Rotation',-37); 
xlabel('Misorientation, \circ','Rotation',20); 
zlabel('Counts') 
 
 
  
 
 
 
