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ABSTRAK 
Kelulusan mahasiswa dapat menimbulkan masalah yang begitu serius terhadap kualitas 
penyelenggaraan proses pembelajaran pada sebuah program studi, salah satu ancaman 
bagi pihak program studi adalah masih banyak mahasiswa yang memperoleh kelulusan 
tidak tepat waktu. Kelulusan tidak tepat waktu pada jurusan Teknik Informatika 
Universitas Islam Negeri Sultan Syarif Kasim Riau memperoleh 86% dari angkatan 2011 
sampai 2015 bahkan bisa lebih jika tidak ada penanganan serius. Diperlukan klasifikasi 
untuk melihat ketepatan hasil kelulusan mahasiswa menggunakan penerapan K-Optimal 
dengan dibangunnya sebuah sistem untuk algoritma Modified K–Nearest Neighbor (MK-
NN). setiap nilai K yang dihasilkan dengan akurasi terbaik akan disimpan dan digunakan 
pada sebuah parameter nilai K pada proses prediksi data uji pada algoritma Modified K–
Nearest Neighbor (MK-NN) serta atribut yang digunakan yaitu Indeks Prestasi Semester 
(IP 1-4), Satuan Kredit Semester Tempuh (SKS Tempuh 1-4), Indeks Prestasi Kumultif 
(IPK) serta keterangan lulus tepat waktu atau lulus tidak tepat waktu pada data mahasiswa 
angkatan 2011 sampai 2015. Hasil akurasi K-Optimal terbaik terdapat pada K=1 pada 
percobaan ke-8 dengan hasil nilai akurasi sebesar 88.22682% dan nilai akurasi pada 
algoritma Modified K–Nearest Neighbor (MK-NN) menghasilkan ketepatan untuk 
kurikulum 2011 sebanyak 62 dari 63 data dengan akurasi sebesar 96.83%, sedangkan 
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ABSTRACT 
Student graduation can cause serious problems with the quality of the implementation of 
the learning process in a study program, one of the threats to the study program is that 
there are still many students who do not graduate on time. Graduates who are not on time 
in the Department of Informatics Engineering, Sultan Syarif Kasim State Islamic 
University, Riau, received 86% of the class from 2011 to 2015 even more if there was no 
serious handling. Classification is needed to see the accuracy of student graduation results 
using the application of K-Optimal with the construction of a system for the Modified K–
Nearest Neighbor (MK-NN) algorithm. each K value generated with the best accuracy 
will be stored and used in a parameter K value in the process of predicting test data on the 
Modified K–Nearest Neighbor (MK-NN) algorithm and the attributes used are Semester 
Achievement Index (IP 1-8), Unit Semester Credits (SKS Take 1-8), Grade Point 
Average (GPA) and information about graduating on time or graduating on time in 
student data from 2011 to 2015. The best K-Optimal accuracy result is K=1 on the third 
try. 8 with an accuracy value of 88.22682% and the accuracy value of the Modified K–
Nearest Neighbor (MK-NN) algorithm produces accuracy for the 2011 curriculum as 
much as 62 of 63 data with an accuracy of 96.83%, while the 2015 curriculum produces 
an accuracy of 3 out of 3 data has accuracy value of 100%. 
 
 
Keywords : Student Graduation, K-Fold Cross Validation, Classification, MK-NN.
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Tabel Notasi Flow Chart 
SIMBOL NAMA KETERANGAN 
 
Terminator 
Menyatakan permulaan (awal) 
atau akhir dari suatu program. 
 
Process 
Menyatakan suatu tindakan 




Menunjukkan suatu kondisi 
tertentu yang akan 
menghasilkan dua kemungkinan 
jawaban: Ya (Yes) / Tidak (No). 
 Flow Line 
Menunjukkan arus/aliran dari 
proses. 
 
Input / Output 
Menunjukkan proses input dan 




Menunjukkan keluaran dalam 
bentuk layar monitor dan pesan. 
Tabel Notasi Flow Graph 
SIMBOL NAMA KETERANGAN 
 
Simpul (node) 





Menggambarkan aliran kontrol / 










BAB I   
PENDAHULUAN 
1.1  Latar Belakang 
Lulus tepat waktu pasti di inginkan semua mahasiswa begitu pula dengan 
perguruan tinggi. Kelulusan merupakan indikator atau tolak ukur keberhasilan 
perguruan tinggi dalam menyelenggarakan proses pembelajaran salah satunya 
kinerja akademik mahasiswa. Salah satu kriteria kinerja akademik mahasiswa 
yang baik adalah mahaiswa dapat meneyelesaikan studi sesuai dengan waktu yang 
telah ditentukan atau istilahnya mahasiswa dapat lulus tepat waktu (Pambudi et 
al., 2019) atau dalam waktu normal. 
Ketentuan lama studi sudah diatur dalam keputusan (Menteri Pendidikan 
Nasional Republik Indonesia, 2002). Menjelaskan bahwa beban studi program 
sarjana sekurang-kurangnya 144 SKS (Satuan Kredit Semester) dan sebanyak-
banyaknya 160 SKS (Satuan Kredit Semester) yang dijadwalkan untuk 8 semester 
dan dapat ditempuh dalam waktu kurang 8 semester dan paling lama 14 semester 
setelah pendidikan menegah. Pengaruh nilai IP semester setiap mahasiswa yang  
berbeda-beda dikarenakan memiliki pengontrakan jumlah satuan kredit semester 
(SKS) dengan jumlah mata kuliah yang berbeda di setiap per semster. Nilai IP 
semester juga sangat berpengaruh terhadap IPK mahasiswa dan tahun lulus 
mahasiswa dipengaruhi oleh nilai IPK serta waktu pengontrakan satuan kredit 
semester (SKS) setiap mata kuliah yang diambil. 
Berdasarkan data kelulusan yang dimiliki Pusat Teknologi Informasi dan 
Pangkalan Data (PTIPD) Universitas Islam Negeri Sultan Syarif Kasim Riau, 
Kelulusan mahasiswa tepat waktu dan tidak tepat waktu yang dimiliki oleh 
program studi Teknik Informatika memiliki jumlah total data mahasiswa yang 
dinyatakan lulus angkatan 2011 sampai 2015 berjumlah 632 data, yang ternyata 
lebih didominasi oleh kelulusan dengan kelas tidak tepat waktu sebanyak 571 data 
atau sebanyak 86% dari jumlah keseluruhan data yang ada, dan 61 data atau 




mahasiswa Teknik Informatika Universitas Islam Negeri Sultan Syarif Kasim 
Riau masih sering memperoleh kelulusan mahasiswa dengan kelas tidak tepat 
waktu. 
Teknik untuk memperoleh informasi berharga dari data jumlah yang besar 
yang belum diketahui agar dapat dimanfaatkan dalam pengambilan keputusan 
disebut data mining (Susanto et al., 2018), dengan mendapatkan hasil analisis dari 
pengalaman atau kesalahan dimasa lalu untuk meningkatkan kualitas, hal inilah 
yang dimanfaatkan data mining salah satunya dengan kemampuan yang dimiliki 
teknik data mining yaitu klasifikasi. Klasifikasi adalah suatu proses menentukan 
kumpulan pola serta fungsi–fungsi yang mendeskripsikan dan memisahkan setiap 
kelas data satu dengan yang lainnya, agar dapat digunakan untuk memprediksi 
setiap data yang belum memiliki kelas data tertentu (hidayah, 2019). 
Dibutuhkan suatu sistem yang bertujuan untuk melakukan klasifikasi 
kelulusan mahasiswa dengan menggunakan teknik yang tepat serta memilih 
metode yang baik. Penelitian ini menggunakan salah satu metode yang merupakan 
implementasi data mining yaitu metode Modified K-Nearest Neighbor (MK-NN) 
yang merupakan salah satu algoritma yang menggunakan metode klasifikasi. 
Dimana algoritma Modified K-Nearest Neighbor (MK-NN) merupakan salah satu 
pengembangan suatu metode konvensional K-Nearest Neighbor (K-NN) yang 
diklasifikasikan terhadap tingkat kemiripan data baru terhadap data pola. Nilai K 
ditentukan dan dinyatakan oleh jumlah data tetangga terdekat dengan tujuan hasil 
penelitian untuk meningkatkan nilai akurasi, namun Modified K-Nearest Neighbor 
(MK-NN) juga memilki kelemahan yang sama dengan K-Nearest Neighbor (K-
NN) yaitu nilai k yang masih bias. 
Penelitian terdahulu (Mutiara, 2015) yang berjudul Penerapan K-Optimal 
Pada Algoritma K-Nearest Neighbor (K-NN) untuk Prediksi Kelulusan Tepat 
Waktu Mahasiswa Program Studi Ilmu Komputer Fmipa Unlam Berdasarkan IP 
Sampai dengan Semester 4 untuk mengetahui berapa hasil nilai K dan tingkat 
akurasinya. Menghasilkan nilai K=5 dengan tingkat akurasi sebesar 80.00% yang 




Neighbor (K-NN) untuk prediksi kelulusan tepat waktu mahasiswa berdasarkan IP 
sampai dengan semester 4. 
Peneliti banyak yang sudah melakukan penelitian tentang pengembangan 
K-Nearest Neighbor (K-NN) baik dalam memperbaiki nilai akurasi maupun dalam 
hal optimal pada nilai k pada metode K-Nearest Neighbor (K-NN). Tentunya 
pengembangan metode konvensional K-Nearest Neighbor (K-NN) pada data 
training diharapkan dapat menguatkan ketetanggaan serta menguatkan suatu hasil 
kinerja metode Modified K-Nearest Neighbor (MK-NN) dalam proses perbaikan. 
Perbaikan ini dilakukan dengan cara menambahkan proses validitas pada data 
latih dan proses weight voting (Parvin et al., 2010).  
Berdasarkan permasalahan pada metode Modified K-Nearest Neighbor 
(MK-NN) tersebut penulis bermaksud mengusulkan untuk melakukan perbaikan 
pada algoritma Modified K-Nearest Neighbor (MK-NN) dalam hal optimal nilai k 
menggunakan penerapan nilai K-Optimal pada algoritma Modified K-Nearest 
Neighbor (MK-NN) untuk klasifikasi kelulusan mahasiswa menggunakan data 
kelulusan mahasiswa angkatan tahun 2011 sampai 2015. 
1.2 Rumusan Masalah 
Berdasarkan permasalahan yang telah diuraikan pada latar belakang, maka 
rumusan masalah dalam penelitian ini adalah sebagai berikut : 
1. Bagaimana mengimplementasikan Modified K–Nearest Neighbor (MK-
NN) dengan penerapan nilai K-Optimal pada pengklasifikasian kelulusan 
mahasiswa pada Teknik Informatika UIN SUSKA RIAU. 
2. Bagaimana tingkat akurasi algoritma Modified K–Nearest Neighbor (MK-
NN) dengan penerapan nilai K-Optimal pada pengklasifikasian kelulusan 
mahasiswa pada Teknik Informatika UIN SUSKA RIAU. 
1.3 Batasan Masalah 
Agar pembatasan penelitian tidak menyimpang dari rumusan masalah 
yang telah ditentukan maka dibuatlah suatu batasan masalah dalam penelitian ini 




1. Data yang digunakan sebagai datasets utama yaitu data akademik 
mahasiswa Teknik Informatika UIN SUSKA RIAU yang sudah lulus 
angkatan 2011-2015. 
2. Menggunakan 2 inputan set kurikulum yaitu kurikulum 2011 dan 2015. 
3. Dataset yang digunakan pada kurikulum 2011 berjumlah 632 data dan 
kurikulum 2015 berjumlah 31 data. 
4. Data training yang digunakan untuk mencari nilai K-Optimal sebanyak 
569 data (kurikulum 2011) dan 28 (kurikulum 2015) dan data testing yang 
akan digunakan untuk pengimpl ementasian metode MK-NN sebanyak 63 
data (kurikulum 2011) dan 3 data (kurikulum 2015). 
5. Variabel yang digunakan Nomor Induk Mahasiswa (NIM), Indek Prestasi 
Semester (IP) 1-4, SKS Tempuh Semester 1-4, Indek Prestasi Komulatif 
(IPK) dan Kelulusan. 
6. Kelas atau label yang digunakan sebagai hasil klasifikasi terdiri dari dua 
kelas yaitu Lulus Tepat Waktu dan Tidak Tepat Waktu.  
7. Parameter Nearest Neighbor (NN) yang digunakan sebagai K awal adalah 
1-NN, 3-NN, 5-NN, 7-NN, 9-NN. 
8. Nilai K- Fold Cross Validation yang digunakan untuk percobaan untuk 
mencari nilai K-Optimal adalah 10-Fold Cross Validation. 
9. Proporsi data training dan data testing yang digunakan dalam algoritma 
Modified K–Nearest Neighbor (MK-NN) adalah 90:10. 
1.4 Tujuan Penelitian 
Adapun tujuan yang ingin dicapai dari penelitian ini adalah : 
1. Membuat suatu sistem yang dapat mengklasifikasikan kelulusan pada 
mahasiswa berdasarkan data yang ada menggunakan algoritma Modified 
K–Nearest Neighbor (MK-NN) dengan otomatis pada nilai K. 
2. Mengukur tingkat akurasi algoritma Modified K–Nearest Neighbor (MK-
NN) pada pengklasifikasian kelulusan mahasiswa pada Teknik Informatika 




1.5 Sistematika Penelitian 
Sistematika yang akan dibuat dalam laporan tugas akhir ini dibagi dalam 
beberapa bagian utama adalah sebagai berikut : 
BAB I    PENDAHULUAN 
Bab ini akan mendeskripsikan umum tugas akhir yang meliputi 
latar belakang masalah, rumusan masalah, batasan masalah, tujuan 
masalah, serta sistematika penulisan. 
BAB II  LANDASAN TEORI 
Bab ini menjelaskan tentang teori-teori umum yang relevan dengan 
penelitian, yang berkaitan mengenai kelulusan mahasiswa, data 
mining, dan algoritma Modified K–Nearest Neighbor (MK-NN). 
Teori tersebut akan menjadi suatu literatur bagi peneliti dalam 
membangun sistem. 
BAB III  METODOLOGI PENELITIAN 
Bab ini menjelaskan tentang prosedur atau langkah-langkah yang 
dilakukan dalam penelitian ini meliputi metodologi penelitian, 
identifikasi masalah, teknik pengumpulan data, analisa algoritma 
hingga tahapan pembangunan sistem.   
BAB IV  ANALISA DAN PERANCANGAN 
Bab ini menjelaskan tentang suatu analisa data, analisa proses 
menggunakan algoritma Modified K–Nearest Neighbor (MK-NN) 
serta perancangan database dan antarmuka dari sistem yang akan 
dibangun. 
BAB V   IMPLEMENTASI DAN PENGUJIAN 
Bab ini menjelaskan bagaimana cara mengimplementasikan hasil 
suatu perancangan ke dalam sebuah sistem berbasis web serta 
menjelaskan bagaimana tentang hasil pengujian dari sistem yang 
sudah dibangun.  
BAB VI  PENUTUP 
Bab ini menjelaskan kesimpulan hasil dari penelitian beserta saran-




BAB II  
LANDASAN TEORI 
2.1 Knowledge Discovery In Database (KDD)  
Proses KDD melibatkan hasil proses data mining kemudian mengubah 
hasilnya menjadi informasi yang mudah dipahami secara akurat (Tampubolon et 
al., 2013). Knowledge Discovery in Databases (KDD) merupakan suatu proses 
menggali informasi dalam basis data yang besar dan memiliki hubungan yang erat 
dengan data mining karena semua tahapan pada proses KDD adalah data mining. 
Proses KDD secara garis besar terdiri dari data Selection (seleksi), Pre-processing 
(cleaning), Transformation, Data Mining dan Interpretation/evalution (Larose, 
Daniel, 2015).  
 
Gambar 2 1 Proses Knowledge Discovery In Databases (KDD) 
2.1.1 Data Selection  
Seleksi data merupakan proses pertama dalam sebuah proses knowledge 
discovery in databases (KDD). Proses pada tahap ini dilakukan dengan cara 
memilih data yang akan dijadikan sampel pada database, dimana dalam memilih 
data pada database tidak semua data yang akan digunakan, data yang digunakan 






Proses pre-processing atau cleaning merupakan tahap proses pada data 
yang tidak relevan, noise dan data yang tidak konsisten, maka data tersebut dapat 
dihilangkan. Misalnya data pada database ada beberapa data yang hilang, data 
tidak valid maupun salah tulis, maka data seperti itu akan dihilangkan karena data 
seperti ini mempengaruhi kinerja dari data mining.  
2.1.3 Transformation  
Proses transformation merupakan tahap data yang diubah format skala 
pengukuran data asli menjadi bentuk yang lain, untuk dapat memenuhi perkiraan-
perkiraan suatu analisis yang sesuai untuk diproses yang ada dalam data mining. 
Serta proses transformasi data dapat di ubah serta dikondisikan ke dalam sebuah 
bentuk yang sesuai untuk proses mining dengan dilakukan cara ringkasan atau 
penggabungan operasi. 
2.1.4 Data Mining 
Tahap sekumpulan data telah melewati tahapan sebelumnya dan dianalisa 
berdasarkan metode yang dipilih untuk memperoleh hasil akhir. Metode data 
mining yang akan digunakan adalah klasifikasi kelulusan mahasiswa tentunya 
memperoleh suatu pengetahuan baru dari data yang ada. Mendapatkan informasi 
kelulusan dari setiap mahasiswa untuk keputusan kedepannya dengan teknik data 
mining yang dapat menggali sekumpulan data untuk dijadikan informasi yang 
dapat membantu dalam menemukan keteraturan, pola atau hubungan data berskala 
besar, yang bisa dipakai dalam menentukan kelulusan setiap mahasiswa untuk 
meningkatkan kualitas akademik.  
Metode-metode dalam data mining terdiri dari : 
1. Classification (klasifikasi) 
Memiliki tujuan yaitu memperkirakan suatu kelas dari suatu objek yang 
lebelnya belum diketahui. Contonya : program E-mail, mengklasifikasian 
sebuah email apakah email yang sah dengan email spam. Beberapa 
algoritma klasifikasi antara lain pohon keputusan, Nearest Neighbor, 
Naïve Bayes, Neural Networks dan Support Vector Machines (SVM). 




Pengelompokan dengan mengidentifikasi data yang memiliki karakteristik 
tertentu. sehingga setiap klaster berisi data yang semirip mungkin. Seperti 
contoh : mengelompokan suatu customer dalam beberapa cluster dengan 
suatu kesamaan karakteristik yang kuat. Metode fungsi ini diantaranya 
Hierarchical Clustering, metode K-Means, dan Self Organizing Map 
(SOM). 
3. Association Rule Learning (Pembelajaran Aturan Asosiasi) 
Digunakan untuk menemukan suatu hubungan antara variabel variabelnya. 
Contoh : pada suatu toko mengumpulkan kebiasaan pelanggan dalam 
berbelanja sehingga dapat menentukan produk yang sering dibeli dalam 
waktu bersamaan. Tentunya informasi ini berguna untuk pemasaran. 
metode atau algoritma fungsi ini merupakan Back Propagation pada 
Neural Network. 
4. Forecasting (peramalan) 
Memperkirakan kejadian dimasa depan. Contoh : menetapkan kebijakan 
ekonomi seperti tingkat pertumbuhan ekonomi, tingkat pengangguran, dan 
tingkat inflasi, metode atau algoritma fungsi ini adalah Back Propagation 
pada Neural Network. 
2.2 Klasifikasi 
Klasifikasi adalah suatu proses dalam menemukan suatu model atau suatu 
fungsi yang menjelaskan bahkan untuk membedakan suatu konsep atau kelas data 
dengan memiliki tujuan memperkirakan kelas tidak diketahui dari suatu objek. 
Terdapat dua proses yang dilakukan dalam pengklasifikasian, yaitu : 
1. Proses training  
Tahap ini training yang memiliki data set telah diketahui label-labelnya 
terlebih dahulu untuk membangun model atau fungsi. 
2. Proses testing  
Tahap ini data yang digunakan yang sering disebut testing set digunakan 
untuk memprediksi label-labelnya untuk mengetahui suatu keakuratan 




2.3 Standarisasi Data  
Tentunya untuk mengatasi suatu masalah, dimana suatau variabel dengan 
nilai yang besar sangat memiliki pengaruh yang lebih besar dalam melakukan 
suatu klasifikasi dari pada variabel dengan nilai yang kecil. Maka dapat digunakan 
teknik standarisasi sehingga semua variabel berada pada jangkauan yang sama 
dan tentunya tidak ada variabel yang memiliki pengaruh dominasi terhadap 
variabel lainnya (Prasetyo, 2014). 
(Prasetyo, 2014) Menghitung nilai rata-rata dan varian dalam menentukan 
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N    banyak data 
xik  data ke-  pada variabel ke-  dimana  = 1,2,..,r 
x̅k   rata-rata pada variabel ke -k 
 k  = varians 
 k   standar deviasi 
x̂ik  normalisasi data ke-i variabel ke-k 
2.4 K-Fold Cross Validation 
(Pandie, 2012) berpendapat bahwa K-Fold Cross Validation merupakan 
metode untuk mengetahui rata-rata keberhasilan dari suatu sistem menggunakan 
perulangan dengan melakukan randomisasi pada dataset sehingga sistem nantinya 
teruji untuk beberapa atribut input yang acak. Untuk memperkirakan tingkat 
kesalahan yang terjadi maka teknik K-Fold Cross Validation dapat digunakan. 







perulangan satu subset disisakan untuk data testing dan subset lainnya digunakan 
untuk data training. 
Proses dalam algoritma klasifikasi, data baru diklasifikasikan berdasarkan 
jarak data baru dengan tingkat kemiripan data baru yang terdekat dengan pola 
data. Nillai K dapat dinyatakan, ditentukan sebagai jumlah data tetangga terdekat. 
agar nila K dapat diperkirakan dengan baik, maka dilakukan menggunakan teknik 
Cross Validation. Cross validation adalah sebuah uji validitas yang melibatkan 
penggunaan data pembanding untuk memeriksa sebuah validitas dari perkiraan 
semula. Salah satu teknik Cross Validation yang sering digunakan menentukan 
nilai optimal algoritma klasifikasi adalah K-Fold Cross Validation. Apabila 
diberikan sampel yang cukup, maka nilai K yang lebih besar akan lebih tahan 
terhadap noise. Prinsip Algoritma K-Fold Cross Validation diantaranya adalah : 
1. Melakukan randomisasi data 
2. Menentukan Subset Data 
3. Menghitung jarak Euclidean antar subset 
4. Mengurutkan jarak Euclidean dan melakukan prediksi klasifikasi dengan 
menggunakan metode K-NN 
5. Menghitung akurasi prediksi 
Jumlah data dalam satu subset dapat dihitung menggunakan Persamaan (2.4) 
sebagai berikut: 
b=n/k             (2.4) 
Keterangan : 
b= banyak data di dalam satu subset 
n= banyak data yang digunakan 
k= nilai K-Fold Cross Validation 
Tingkat akurasi tinggi itulah yang dipilih menjadi nilai nilai K yang 
terbaik atau K-Optimal (Mutiara, 2015). 
2.5 K-Nearest Neighbour (KNN) 
Metode K-NN adalah metode yang melakukan klasifikasi suatu objek 
berdasarkan data pembelajaran yang jaraknya paling dekat dengan objek tersebut. 




dan training sample. Misalkan ada suatu titik query, yang nanti akan ditemukan 
sejumlah K objek atau suatu titik training yang paling dekat dengan titik query. 
Tetanggaan ini yang akan memprediksi nilai dari query berdasarkan klasifikasi 
(Dzikrulloh & Setiawan, 2017). 
Sebelum melakukan perhitungan dengan metode K-NN, terlebih dahulu 
harus menentukan data training dan data testing. Kemudian akan dilakukan suatu 
proses perhitungan untuk mencari jarak menggunakan euclidean. Dan setelah itu, 



















Gambar 2 2 Proses K-Nearest Neighbor (K-NN) 
Metode ini memiliki kemiripan teknik clustering, yaitu mengelompokkan 
suatu data baru berdasarkan dari tetangga terdekat atau beberapa data. Langkah 
pertama sebelum mencari jarak data ketetangga terlebih dahulu menentukan nilai 
dari K tetangga (Neighbor). Kemudian, untuk mendefinisikan suatu jarak antara 
dua titik, yaitu         pada data training dan titik         pada data uji, maka 
digunakan jarak Euclidean dengan rumus (2.5) sebagai berikut (Pratiwi,2017) : 
Menentukan nilai dari 𝐾 
Menghitung jarak Euclidean antara data 
training dan data testing  
Mengurutkan data yang 
mempunyai jarak terkecil 
Menentukan kelompok data hasil uji 
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       (2.5) 
Keterangan: 
        : Jarak Euclidean 
    : nilai ke-i variabel ke-k dari x 
    : nilai ke-i variabel ke-k dari y 
r : jumlah variabel 
2.6 Modified K-Nearest Neighbor (MK-NN) 
Algoritma Modified K-Nearest Neighbor (MK-NN) adalah modifikasi atau 
pengembangan dari metode K-NN yang diusulkan oleh Parvin dkk, memiliki 
tujuan untuk mengatasi suatu masalah tingkat akurasi yang masih rendah pada 
algoritma K-NN. Proses modifikasi atau pengembangan ini pada Modified K-
Nearest Neighbor (MK-NN) dilakukan dengan menambahkan suatu proses yaitu 
proses validitas data training dan proses weight voting. Tentunya modifikasi 
dengan proses validitas dan proses weight voting inilah yang membedakan dengan 
metode K-Nearest Neighbor (K-NN) Supaya bisa menguatkan ketetanggaan yang 
ada pada data training, serta menguatkan hasil kinerja metode tersebut. Sangat 
diharapkan Modified K-Nearest Neighbor (MK-NN) mampu menghasilkan suatu 
akurasi yang lebih baik dibandingkan menggunakan metode konvensional pada K-
NN.  
Tetangga yang kuat digunakan dalam proses ini untuk menambahkan 
proses validasi setiap dataset. Selanjutnya proses menjalankan suatu klasifikasi 
berdasarkan pembobotan suatu dataset menggunakan nilai validasi sebagai suatu 
faktor perkalian (Parvin et al., 2010). Berikut gambar 2.3 yang merupakan 































Gambar 2 3 Diagram Alir Modified K-Nearest Neighbor (MK-NN) 
Menurut Agustin dalam (Basuki, 2015) langkah-langkah algoritma Modified K-
Nearest Neighbor (MK-NN) yaitu : 
1. Menentukan terlebih dahulu nilai K  jumlah data  nilai α beserta variabel 
klasifikasi. 
2. Membagi dataset yaitu data training dan data testing menggunakan uji 
proporsi seperti pada Persamaan (2.6) 
          Jumlah Data  raining 
 roporsi Data Traning
1  
   N                                  .   
Mulai 
    Jumlah Data, Nilai 𝑘  Nilai α   
dan variabel Klasifikasi 
Perhitung n Jarak Euclidean antar data training dan data 
testing 
Perhitungan nilai Validitas 
Membagi data training dan data testing 
A  
Hasil Klasifikasi MK-NN 






3. Menghitung jarak antar data training dan data testing menggunakan rumus 
jarak euclidean pada persamaan (2.5). Proses perhitungan ini dilakukan untuk 
semua data training. Kemudian hasil perhitungan diurutkan secara ascending 
dengan memilih tetangga terdekat sesuai nilai K. 
4. Validitas data training 
Validitas adalah suatu proses menghitung jumlah titik dengan label yang 
sama untuk semua data training. Setiap data memiliki validitas tergantung 
tetangga terdekatnya. Rumus yang digunakan untuk menghitung validitas 
pada data training yaitu pada Persamaan (2.7) (Parvin et al., 2010) : 
 Validitas x  
1
H
∑  Hi 1 (lbl x  lbl Ni   x )     (2.7) 
       Keterangan: 
H                   = Jumlah tetangga yang dipertimbangkan 
lbl x     = Kelas x 
lbl (Ni x )           Kelas titik ke-i yang terdekat dari x . 
Dimana S menghitung kesamaan antara titik a dan data ke- b pada tetangga 
terdekat dengan menggunakan Persamaan (2.8) : 
       a  b   {
  1  jika a b
      jika a b
        (2.8) 
Dimana a merupakan kelas a pada data training dan b merupakan kelas 
selain a pada data training.  
5. Weight voting 
Perhitungan ini menggunakan K tetangga terdekat yang merupakan variasi 
metode K-Nearest Neighbor (K-NN). Tahap selanjutnya dilakukan validitas 
setiap data training yang akan dikalikan dengan weight voting berdasarkan 
jarak pada setiap tetangganya. Perhitungan weight voting dilakukan dengan 
Persamaan (2.9) (Parvin et al., 2010) 
    i   Validitas i  
1
de     
            (2.9) 
Keterangan: 
  i    = Perhitungan weight voting 




         de  = Jarak Euclidean 
              = Nilai regulator smoothing  
6. Penentuan kelas dari data testing dengan dipilih dari bobot terbesar sesuai 
dengan nilai K Hasil perhitungan weight voting yang telah didapatkan, tahap 
selanjutnya diurutkan secara descending untuk mendapatkan suatu kelas 
klasifikasi. 
2.6.1 Tujuan Modified K-Nearest Neighbor (MK-NN) 
(Parvin et al., 2008) Penyempurnaan dari algoritma K-NN maka pada 
tahapan algoritma Modified K-Nearest Neighbor (MK-NN) ditambah perhitungan 
validalitas dan weight voting, yang berguna untuk melakukan klasifikasi terhadap 
suatu objek berdsasarkan data pembelajaran yang jaraknya paling dekat dengan 
objek tersebut. 
2.6.2 Kelebihan dan Kekurangan Modified K-Nearest Neighbor (MK-NN) 
Kelebihan dari algoritma Modified K-Nearest Neighbor (MK-NN) adalah 
data ini lebih efektif di data yang besar dan mampu menghasilkan data yang lebih 
akurat dari algoritma sebelumnya yaitu K-Nearest Neighbor (K-NN). Adapun 
kekurangan dari algoritma ini pertama, menurut (Parvin et al., 2008) berpendapat 
bahwa nilai K yang masih bias tentunya perlu untuk menemukan sebuah nilai K 
yang Optimal sehingga untuk menyatakan jumlah suatu tetangga terdekatnya lebih 
mudah. (Mutroffin, Siti, 2014) berpendapat bahwa suatu kekurangan kedua 
algoritma Modified K-Nearest Neighbor (MK-NN) adalah persoalan komputasi 
lebih besar. 
2.7 Pengujian Akurasi Prediksi 
(Rodiyansyah, 2013) suatu sistem dalama melakukan suatu klasifikasi 
tentunya diharapkan mampu melakukan suatu klasifikasi semua set data dengan 
benar, namun tidak dipungkiri kinerja suatu sistem tidak bisa dilakukan 100% 
benar, tentunya suatu sistem klasifikasi juga harus diukur kinerjanya. Adapun 
Persamaan (2.10) perhitungan akurasi prediksi sebagai berikut: 
   = 
Jumlah data yang diprediksi benar
b






     akurasi untuk subset ke-i dan K-NN ke-j 
      banyak data di dalam satu subset data testing 
2.8 Pengujian White Box 
White box testing adalah suatu cara dalam menguji suatu aplikasi atau 
software dengan melihat model agar dapat diteliti dan dianalisa kode dari program 
yang dibuat apakah ada yang salah atau tidak. White box ini merupakan suatu 
petunjuk untuk mendapatkan apakah program benar secara 100%. (Kurniawan, 
2007) berpendapat bahwa langkah-langkah pengujian white box dilakukan dengan 
metode basis path sebagai berikut : 
1. Pembuatan Flowgraph 
Diagram alir atau grafik program merupakan sebuah notasi sederhana yang 
merepresentasikan untuk menggambarkan jalur eksekusi atau aliran kontrol 
dari sebuah struktur program. Menggunakan notasi lingkaran berupa (simpul 
atau node) dan anak panah berupa (link atau edge). Digunakan dalam suatu 
bahasa pemograman. Setiap representasi rancangan procedural diterjemaahkan 
kedalam bentuk flowgraph. 
2. Penghitungan CC (Cyclomatic Complexity)  
Cyclomatic complexity V(G) merupakan metode dalam pengukuran sebuah 
besaran perangkat lunak yang menyatakan suatu ukuran tingkat kompleksitas 
logika program. Mengukur kompleksitas pada program maka dilakukan suatu 
proses perhitungan Cyclomatic Complexity (CC) yang didapatkan berdasarkan 
perhitungan tersebut untuk menentukan jumlah jalur dasar atau independent 
suatu himpunan path, dan akan memberikan nilai batas bagi jumlah pengujian 
yang akan dilakukan minimal sekali dari sebuah pada program. V(G) dapat 
dilambangkan dengan CC. Rumus penghitungan CC adalah : 
V(G) = E – N + 2 atau        (2.11) 
V(G) = P + 1  
Keterangan :  
V(G) = Cyclomatic Complexity  




N     = jumlah node pada flowgraph 
P     = jumlah predicate node pada flowgraph 
3. Penentuan Independent Path 
Jalur independen (Independent Path) merupakan jalur sebuah program 
yang mengandung paling sedikit sebuah pernyataan lojik. Konteks grafik alir, 
jalur dasar merupakan jalur yang memiliki paling tidak satu buah simpul yang 
belum pernah dilalui sebelumnya oleh jalur yang sudah didefinisikan. Jumlah 
jalur independent nilai dari cyclomatic complexity V(G) harus sesuai dengan 
yang teridentifikasi. 
4. Pengujian Test Case 
Test case merupakan suatu kondisi yang dilakukan untuk menguji serta 
menjamin bahwa sebuah jalur dasar dapat diuji. Setiap kasus test case harus 
memuat kondisi atau data awal, prosedur uji dan hasil yang diharapkan dari 
sebuah jalur dasar yang akan diuji. Tentunya sebuah jalur dasar mungkin tidak 
bisa diuji secara mandiri, tetapi harus menjadi bagian dari suatu kasus uji jalur 
dasar yang lain. Dan setelah proses test case selesai, penguji dapat yakin telah 
dilaksanakan semua pernyataan dalam program ini setidaknya sekali dan telah 
sesuai dengan yang diharapkan. 
2.9 Kelulusan Mahasiswa 
Berdasarkan pada (Buku Panduan dan Informasi Akademik UIN SUSKA 
RIAU, 2016). Pemberian predikat lulus apabila mahasiswa dinyatakan telah lulus 
pada ujian akhir. Predikat lulus diberikan berdasarkan IPK terakhir hasil 
perhitungan semua studi. Masa studi paling lama 7 (tujuh) tahun akademik dan 
menyelesaikan studi dalam masa delapan semester efektif untuk program sarjana 
(S1). Pada akhir semester 2 dilakukan evaluasi tahap 1 untuk kelanjutan studi 
mahasiswa, dan pada akhir semester 8 dilakukan evaluasi tahap kedua yang 
dilaksanakan oleh Rektor. Mahasiswa program S1 yang memiliki IPK kurang dari 
2,0 setelah di evaluasi dinyatakan gagal atau drop out (DO). Mahasiswa semester 
empat belas dapat menyelesaikan studinya bila I K terakhir ≥      dan dapat 
diberi toleransi satu mata kuliah apabila bernilai E untuk diadakan ujian khusus 




Mahasiswa program sarjana yang IPK terakhirnya tidak mencapai 2,0 dinyatakan 
tidak lulus. Mahasiswa yang telah berhasil menyelesaikan seluruh program studi 
di UIN SUSKA RIAU wisuda secara resmi oleh Rektor atau usul Dekan. Adapun 
prediksi lulus sebagaimana berikut ini : 
1. Pujian atau Cumlaude, apabila : 
a. IPK terakhir 3,50 – 4,00. 
b. Tidak memiliki nilai lebih rendah dari B- (B minus). 
2. Sangat memuaskan, apabila : 
a. IPK terakhir 3,00 – 3,49. 
b. Tidak memiliki nilai lebih rendah dari C- (C minus). 
c. I K ≥ 3    tetapi tidak memenuhi persyaratan untuk predikat 
cumlaude. 
3. Memuaskan, apabila : 
a. IPK terakhir 2,50 – 2,99 
b. IPK 3,00 – 3,49 tetapi tidak memenuhi persyaratan untuk predikat 
sangat memuaskan  
4. Cukup 
a. IPK 2,00 – 2,49. 
2.10 Kurikulum 
Berdasarkan pada (Buku Panduan dan Informasi Akademik UIN SUSKA 
RIAU, 2016). Komponen utama keseluruhan kurikulum terdiri atas 80 sampai 100 
SKS. Kurikulum UIN SUSKA RIAU terdiri atas kurikulum inti dan kurikulum 
institusional. Kurikulum inti merupakan suatu program pembentukan kompetensi 
utama, sedangkan kurikulum institusional adalah program-program komponen 
penunjang komponen lainnya. Komponen utama adalah sesuai dengan pencirian 
fakultas dan program studi dimana program atau materi mencakup pembentukan 
kemampuan suatu minimal untuk menampilkan unjuk kerja yang memuaskan. 
Komponen pendukung adalah ciri khas Universitas bersangkutan dimana program 
yang berisi pembentukan pada kemampuan yang gayut dan dapat mendukung 
kompetensi utama. Suatu mata kuliah mengandung keseluruhan atau sebahagian 




(PK), keahlian atau keilmuan dan keterampilan (KK), keahlian berkarya (KB), 
prilaku berkarya (PB), dan berkehidupan bermasyarakat (BB). 
2.11 Sistem Satuan Kredit Semester (SKS) 
Berdasarkan pada (Buku Panduan dan Informasi Akademik UIN SUSKA 
RIAU, 2016). Setiap semester untuk seorang mahasiswa memiliki beban studi 
sebanyak-banyaknya 24 SKS. Program pendidikan pada satuan kredit semester 
(SKS) dilaksanakan dengan perencanaan, penyusunan, serta pelaksanaan sebagai 
tolok ukur beban pendidikan, terutama beban studi mahasiswa. Satuan kredit 
semester (SKS) adalah satuan yang menyatakan beban studi mahasiswa, beban 
kerja dosen, pengalaman belajar, dan beban penyelenggaraan program dengan 
menggunakan suatu sistem penyelenggaraan pendidikan. Kegiatan tatap muka 
berjadwal, kegiatan akademik terstruktur, serta kegiatan akademik mandiri dalam 
perkuliahan diselenggarakan dengan sistem satuan kredit semester (SKS). Satu 
program semester bobot 1 (Satu) SKS diselenggarakan setiap minggu selama satu 
semester ekuivalen dengan: 
1. 50 menit kegiatan tatap muka berjadwal; 
2. 60 menit kegiatan akademik terstruktur; 
3. 60 menit kegiatan akademik mandiri. 
Pengambilan pada jumlah satuan kredit semester (SKS) memiliki ketentuan 
diantaranya: 
1. Ketentuan Umum  
a. Mahasiswa baru untuk (semester I) mengambil jumlah satuan kredit 
semester (SKS) sesuai paket matakuliah masing-masing jurusan atau 
program studi. 
b. Mahasiswa lama (aktif) mengambil jumlah satuan kredit semester 
(SKS) sesuai IP (Indeks Prestasi) semester n-1 (sebelumnya). Beban 
studi yang bisa diambil pada semester berikutnya memiliki ketentuan 
sebagai berikut:   
Indeks Prestasi Semester  3,00 ke atas : maksimum 24 sks    
Indeks Prestasi Semester 2,50-2,99 : maksimum 22 sks   




Indeks Prestasi Semester 1,50-1,99  : maksimum 16 sks    
Indeks Prestasi Semester < 1,50  : maksimum 12 sks   
c. Mahasiswa yang telah aktif kembali dari cuti akademik pengambilan 
jumlah satuan kredit semester (SKS) didasarkan pada IP semester 
terakhir. 
d. Mahasiswa bertanggung jawab atas kesalahan dalam pengisian KRS 
(input KRS) . 
2. Mahasiswa mengambil kuliah kerja nyata (KKN) setelah menyelesaikan 
paling tidak 100 satuan kredit semester (SKS) dari seluruh kredit yang 
harus diambilnya. 
2.12 Indeks Prestasi  
Berdasarkan pada (Buku Panduan dan Informasi Akademik UIN SUSKA 
RIAU, 2016). Indeks Prestasi (IP) adalah nilai total satu semester. Bisa diartikan 
menurut sistem kredit semester (SKS) sebagai angka yang menunjukkan tingkat 
keberhasilan pada prestasi mahasiswa untuk satu semester. Mahasiswa dapat 
memperoleh nilai rata-rata setelah menyelesaikan beberapa tahapan penilain hasil 
belajar yang terdiri dari beberapa tahapan yaitu Indeks Prestasi Semester, Indeks 
Prestasi Kumulatif, dan Indeks Prestasi Akhir. 
1. Indeks Prestasi Semester (IP Semesteran)  
Indeks prestasi semester (IP semesteran) diperoleh dari hasil penilaian 
hasil belajar seluruh mata kuliah dalam satu semester. 
2. Indeks Prestasi Kumulatif (IPK)  
Indeks prestasi kumulatif adalah yang diperoleh dari penilaian hasil belajar 
seluruh mata kuliah yang pernah ditempuh semenjak semester pertama 
sampai semester terakhir (saat dilakukan perhitungan IPK).  
3. Indeks Prestasi Akhir (IP akhir) yang diperoleh dari penilaian hasil belajar 
seluruh mata kuliah yang dilakukan pada akhir program. 
2.13 Penelitian Terkait 
Beberapa penelitian terkait Modified K-Nearest Neighbor (MK-NN) untuk 





Tabel 2.1 Penelitian Terkait 
SUMBER JUDUL OBJEK 
MASUKAN 
HASIL 
Penelitian Berdasarkan Penerapan Menggunakan K-Optimal 




















IP sampai dengan 
semester 4. 
Menghasilkan nilai 


































data set terdiri dari  
266 data dimana 
parameter ini 
mencari nilai k 
pada algoritma 








100% dengan K=1 
dan rata-rata akurasi 
dari 5 percobaan 
sebesar 98,83% 
 




















































8 atribut yang terdiri 







akurasi yang baik 
mencapai 83% pada 









Vol. 2, No. 8 











yaitu umur,     
kerontokan,     
kerabahan,  
Tekstur  nasi,  
 rata-rata  hasil,  
potensi  hasil,  
Ketahanan   
terhadap hama,   
































data iris dan data 
wine. Data iris 
adalah data bunga 
iris yang terdiri dari 
4 atribut, 3 kelas 
dan 150 data. 
Sedangkan, data 
wine terdiri dari 13 





kinerja yang sama 
baiknya, dalam 
melakukan klasi 
kasi data Iris dengan 























30 atribut, dan 
klasifikasi dike- 
lompokkan  dalam 





K yang terbaik untuk 
kedua algoritma 
yaitu K=5, sehingga 
MK-NN mengha-
silkan akurasi 




waktu kom putasi 
yang dimana 
algoritma MK-NN 








(Okfalisa et al., 
2018) 
Algorithms to 
classify the data of 
Conditional Cash 
TransferImplementa
tion Unit (Unit 
Pelaksana Program 
Keluarga Harapan). 








consist of 7395 
records. 
Menghasilkan 
akurasi KKN sebesar 
94,95% dengan 
akurasi rata- rata 
selama tes 93,94% 









Penelitian Berdasarkan Objek (Masukan) 
Jurnal Positif, 
Volume 3, No.2 












IV yang telah 
lulus. 
Hasil akurasi yang 
sesuai dengan data 
uji sebesar 70% 
dengan meng 
gunakan α    .   
decrement alfa 0.35 






Prediksi Masa Studi 
Mahasiswa dengan 










(Amelia et al., 
 2017) 
-ma  Naive Bayes. Sistem Kredit 
Sem ester 
(SKS). Dalam 
kate gori tepat 
waktu, terlam 















Fitur Seleksi Forward 
Selection untuk Mene 






Mengg unakan Algori 
tma Naive Bayes. 
Status peker-
jaan dan IPK 
semester 4. 








BAB III  
METODOLOGI PENELITIAN 
Membuat suatu  penelitian diperlukan sebuah alur dari proses-proses yang 
dilakukan. Alur ini dipergunakan dari tahap awal penelitian hingga selesai. Agar 
tahapan-tahapan berjalan secara terstruktur, sehingga mudah mengontrolnya jika 
terjadi kendala. Berikut adalah gambar alur dari metode penelitian yang penulis 



























a. Selection Data 
b. Cleaning Data 
c. Transformasi Data 
d. Data mining 
Perancangan Sistem 
1. Perancangan Database (basis data) 




1. Uji akurasi K-Optimal terbaik 










3.1 Studi Literatur 
Proses ini mempelajari literatur-literatur berkaitan dengan permasalahan 
klasifikasi data pada algoritma Modified K–Nearest Neighbor (MK-NN) dan 
pengaruh kelulusan pada mahasiswa. Tentunya studi literatur ini dilakukan untuk 
mendukung suatu penelitian dalam meningkatkan pemahaman terhadap suatu 
permasalah yang akan diangkat dan dapat menyelesaikan permasalahan tersebut. 
Pengetahuan diambil dari berbagai sumber pengetahuan seperti buku, jurnal serta 
pengetahuan lain yang dapat memberikan tambahan wawasan dalam penelitian 
ini. Dasar teori yang dilakukan setelah mendapatkan beberapa referensi yang tepat 
dari berbagai sumber pengetahuan yang dapat mendukung penulisan pada 
penelitian ini. Dasar teori tersebut sebagai berikut : 
1. Pengetahuan tentang kelulusan mahasiswa  
Teori-teori yang berhubungan dengan suatu kelulusan mahasiswa, seperti 
kurikulum pembelajaran pada mahasiswa, sistem satuan kredit semester 
(SKS) tempuh, ideks prestasi (IP) serta indeks prestasi kumulatif yang 
diambil mahasiswa dan wawasan pengetahuan dasar mengenai pengaruh 
kelulusan mahasiswa. 
2. Algoritma Modified K–Nearest Neighbor (MK-NN) 
Teori-teori meliputi tahapan-tahapan proses perhitungan yakni mulai dari 
mencari standarisasi data, menghitung jarak ecludien antara training, 
validasi, menghitung jarak ecludien antara training dan testing serta 
mencari nilai terbesar pada weight voting dan yang terakhir proses 
klasifikasi kelulusan mahasiswa untuk data uji baru.  
3.2 Pengumpulan Data  
Tahap pengumpulan data ini dilakukan dengan cara mempelajari dan 
menentukan data set yang akan digunakan sebagai data training. Data yang akan 
digunakan dalam penelitian ini merupakan data yang berasal dari Pusat Teknologi 
Informasi dan Pangkalan Data (PTIPD) serta Akademik Universitas Islam Negeri 
Sultan Syarif Kasim Riau berbentuk file berekstensi .xls. Data yang diperoleh 
adalah data kelulusan mahasiswa pada jurusan Teknik Informatika angkatan 2011 




3.3 Perumusan Masalah 
Perumusan masalah akan digunakan menjadi penentu tentang masalah apa 
yang akan diangkat dan dibahas dalam metode Algoritma Modified K–Nearest 
Neighbor (MK-NN) sehingga menghasilkan solusi yang diharapkan. Perumusan 
masalah yang akan dibangun adalah bagaimana mengimplementasikan Algoritma 
Modified K–Nearest Neighbor (MK-NN) serta mengukur tingkat akurasi pada 
pengklasifikasian kelulusan mahasiswa jurusan Teknik Informatika Universitas 
Islam Negeri Sultan Syarif Kasim Riau. 
3.4 Analisa  
Analisa dalam penelitian ini dilakukan untuk mempermudah dalam proses 
penelitian. Analisa memilki tujuan dalam menganalisis suatu masalah. Tahapan 
analisa ini akan mendalami beberapa proses seperti menganalisa yang terjadi 
sebelum mengambil suatu keputusan. 
3.4.1 Analisa Kebutuhan Data 
1. Data Selection 
Tahap analisa data selection pada penelitian ini menggunakan data 
kelulusan mahasiswa angkatan 2011 sampai 2015, dengan 5 Atribut yang akan 
digunakan yaitu Nomor Induk Sisiwa (Nim), Indeks Prestasi (IP) Semester 1-
4, Satuan Kredit Semester (SKS) Tempuh Semester 1-4, Indeks Prestasi 
Kumulatif (IPK) serta Kelulusan.  
2. Pre-processing/ Cleaning  
Tahap ini dilakukan untuk melakukan suatu pengenalan serta perbaikan 
pada data yang akan ditelit yang diperoleh dari Pusat Teknologi Informasi dan 
Pangkalan Data dan Akademik Universitas Islam Negeri Sultan Syarif Kasim 
Riau. Setelah diseleksi data dilihat satu persatu apakah masih ada data yang 
cenderung tidak siap untuk dimining sehingga nantinya akan mempengaruhi 
hasil perhitungan. 
3. Transformation 
Data setelah di seleksi serta di bersihkan, maka tahap selanjutnya adalah 
mentransformasikan data yang akan digunakan sehingga data tersebut lebih 




ini hanya terjadi pada kelulusan dan IPK akan diubah ke dalam bentuk range 
atau beberapa kategori. 
4. Data Mining  
Tahap ini menggunakan algoritma Modified K–Nearest Neighbor (MK-
NN) untuk memberikan informasi tentang klasifikasi kelulusan mahasiswa 
dan sistem akan melakukan klasifikasi sesuai dengan kriteria data yang 
dimasukkan. 








Gambar 3 2 Standarisasi Data 
Menentukan nilai standariasi adalah dengan menghitung nilai rata-rata dan 
varian Untuk semua variable dilakukan dalam persamaan (2.1) dan persamaan 
(2.3). 
3.4.3 Pembagian data Training dan Testing 
Data dibagi menjadi 2 bagian terpisah yaitu data training dan data testing 
yang di peroleh dari data sebelumnya yaitu datasets utama. Data kelulusan 
mahasiswa dari tahun 2011-2015 sebagai data inputan yang dibagi secara acak 
dan proporsi pembagian data yaitu 90:10, maka terdapat 90% yang merupakan 
data training dan 10% data testing. Data training digunakan untuk mencari nilai 
K-Optimal. Selanjutnya dilakukan proses data mining untuk prediksi klasifikasi 
data baru mahasiswa dan mengetahui hasil prediksi klasifikasi pada algoritma 









3.4.4 Data Mining 
Mendapatkan pola-pola dan informasi tersembunyi di dalam basis data 
yang telah melewati tahap transformation dan pembagian data. maka penelitian ini 
digunakan tahap penelitian yaitu K-Fold Cross Validation, Uji Akurasi, dan 
klasifikasi Modified K-Nearset Neighbour (MK-NN). Metode K-Fold Cross 
Validation dan Uji Akurasi digunakan untuk mengetahui nilai K-Optimal. Setelah 
mendapatkan nilai K-Optimal, tahap selanjutnya menggunakan nilai K tersebut 
untuk mengimplementasikan algoritma Modified K-Nearset Neighbour (MK-NN) 
untuk klasifikasi kelulusan mahasiswa. 
3.4.4.1 Mencari Nilai K-Optimal dengan K-Fold Cross Validation 
Nilai  -Optimal dapat ditentukan dengan menggunakan metode K-Fold 
















Gambar 3 3 Mencari Nilai K-Optimal 
 
 
Melakukan Randomisasi Data 
Menentukan Subset Data 
Menghitung Jarak Euclidean Antar 
subset 
Mengurutkan jarak Euclidean dan melakukan prediksi 
klasifikasi dengan menggunakan metode K-NN 
subset 




Menentukan Subset data dan menghitung jarak euclidean antar subset 
untuk semua variable dilakukan dalam persamaan (2.4) dan persamaan (2.5). 
Dengan tujuan mendapatkan hasil dari menghitung akurasi prediksi nilai K-
Optimal. 























Gambar 3 4 Alur Algoritma Modified K-Nearset Neighbour (MK-NN) 
Dalam prediksi MK-NN hal yang pertama kali dilakukan adalah sebagai berikut : 
1. Perhitungan ini menggunakan jarak euclidean seperti pada persamaan 
(2.5), dimana perhitungan ini sama dengan metode konvensional K-NN 
Penentuan Nilai K Tetangga 
Terdekat 
Perhitungan Jarak Euclidean Antar 
Data Training 
Perhitungan Validasi Data 
Training 
Perhitungan Jarak Euclidean Data 
Testing Dengan Data Training 
Perhitungan Weight Voting 





biasa, sebagai langkah awal MK-NN juga melakukan perhitungan jarak 
antara data training dan testing, Kemudian hasil perhitungan diurutkan 
secara ascending dengan memilih tetangga terdekat sesuai nilai K. 
2. Rumus yang digunakan menghitung validitas pada data training yaitu pada 
Persamaan (2.9) dan (2.8). Melakukan validitas  yaitu  proses  perhitungan 
jumlah titik, dengan label sama pada semua data training. Setiap data 
memiliki validitas yang bergantung pada suatu tetangga terdekatnya. 
3. Perhitungan weight voting dilakukan dengan persamaan (2.9). Dimana 
Perhitungan selanjutnya yaitu weight voting, menggunakan K tetangga 
terdekat yang merupakan variasi dari metode K-Nearest Neighbor. 
4. Hasil perhitungan weight voting yang di dapat dari menentukan kelas dari 
data testing dengan memilih bobot terbesar sesuai nilai K. selanjutnya 
diurutkan secara descending untuk mendapatkan suatu klasifikasi kelas.  
3.4.4.3 Perhitungan Akurasi Prediksi 
Tahap proses ini dilakukan perhitungan dengan membandingkan antara 
data real dan hasil suatu prediksi menggunakan Modified K-Nearest Neighbor 
(MK-NN). Uji akurasi digunakan untuk mengetahui suatu ketetapan dari nilai K 
terbaik yang didapatkan dari proses sebelumnya yaitu K-Fold Cross Validation. 
Perhitungan akurasi prediksi dilakukan dengan menggunakan Persamaan (2.10). 
3.4.5 Analisa Fungsional Sistem 
Tahapan ini melakukan proses pencarian K-Fold Cross Validation dan 
Klasifikasi Modified K-Nearset Neighbour (MK-NN). Pada metode K-Fold Cross 
Validation digunakan mengetahui nilai K-Optimal, setelah mendapatkan nilai K-
Optimal tahap selanjutnya menggunakan nilai K tersebut untuk klasifikasi pada 
kelulusan mahasiswa menggunakan algoritma Modified K-Nearset Neighbour 
(MK-NN). Tentunya dalam menganalisa sistem ini digunakan alat bantu berupa 
flowchart sistem. 
3.5 Perancangan Sistem 
Tahap proses ini menjelaskan mengenai proses-proses dalam membangun 
sebuah sistem. Tentunya sistem akan memberikan informasi tentang klasifikasi 




yang akan diinputkan menggunakan algoritma Modified K-Nearset Neighbour 
(MK-NN). 
3.6 Implementasi Sistem 
Implementasi dari rancangan sistem yang menerapkan algoritma Modified 
K-Nearset Neighbour (MK-NN) dengan penerapan nilai k-optimal pada kelulusan 
mahasiswa terdiri dari perangkat keras dan perangkat lunak. 
1. Perangkat keras  
Perangkat keras yang akan digunakan dalam pengimplementasian dan 
pengembangkan sistem pada penelitain ini adalah sebagai berikut : 
Processor  : Intel Core i3 
RAM   : 4 GB 
Harddisk  : 500 GB 
2. Perangkat lunak  
Perangkat keras yang akan digunakan dalam pengimplementasian dan 
pengembangkan sistem klasifikasi kelulusan mahasiswa menggunakan 
algoritma Modified K-Nearset Neighbour (MK-NN) dengan penerapan 
nilai k-optimal sebagai berikut : 
Operating System : Microsoft Windows 10 Home Single Language 
Database  : MySQL 
Web Server  : Apache 
Browser  : Google Chrome 
Server   : localhost 
Bahasa Pemrograman : HTML, Python dan JavaScript 
Text Editor  : Sublime Text 3 dan Visual Studio Code 
3.7 Pengujian 
Mengetahui sistem apakah telah berjalan dengan baik dan sesuai dengan 
spesifikasi kebutuhan yang diperlukan maka dibutuhkan suatu proses pengujian.  
1. Pengujian akurasi K-Optimal terbaik 
Uji akurasi ini digunakan untuk mengetahui K terbaik yang didapatkan 
dari proses sebelumnya yaitu K-Fold Cross Validation menggunakan 10 




prediksi klasifikasi menggunakan 10-Fold Cross Validation. menggunakan 
masukan parameter nilai K yaitu 1NN, 3NN, 5NN, 7NN dan 9NN yang 
nanti nilai K yang didapat di implementasikan ke algoritma Modified K-
Nearset Neighbour (MK-NN). 
2. Pengujian akurasi algoritma Modified K-Nearset Neighbour (MK-NN). 
Perhitungan pada proses ini adalah dengan membandingkan antara data 
real serta hasil klasifikasi menggunakan algoritma Modified K-Nearset 
Neighbour (MK-NN). 
3. WhiteBox 
Pengujian WhiteBox adalah menguji suatu aplikasi atau software dengan 
melihat model agar dapat diteliti dan dianalisa kode dari program yang 
dibuat apakah ada yang salah atau tidak. 
3.8 Kesimpulan dan Saran 
Tahap penarikan kesimpulan dan pemberian saran ini merupakan tahap 
terakhir yang dilakukan setelah semua tahapan perancangan, implementasi dan 
pengujian metode telah sepenuhnya dilakukan. Kesimpulan berisikan tentang 
rangkuman penelitian dan hasil yang didapatkan dalam mengklasifikasi kelulusan 
mahasiswa Teknik Informatika Universitas Islam Negeri Sultan Syarif Kasim 
Riau angkatan 2011 sampai 2015 dengan algoritma Modified K-Nearest Neighbor 
(MK-NN) apakah sudah dapat bekerja dengan baik atau tidak. Tahapan terakhir 
penelitian ini adalah saran yang bertujuan sebagai perbaikan dari suatu kesalahan 
yang ada dengan memberikan pertimbangan untuk pengembangan penelitian yang 










BAB IV  
ANALISA DAN PERANCANGAN 
 
Analisa dan perancangan dilakukan untuk membahas dan menelaah suatu 
permasalahan yang telah dirumuskan. Analisa dan perancangan dilakukan dalam 
penelitian ini dilakukan untuk memahami kebutuhan yang nantinya dibutuhkan 
dalam pengembangan sistem. Tahap ini melalui proses penyesuaian masalah yang 
ada dalam penelitian serta pendalaman terhadap penelitian. 
4.1 Analisa Kebutuhan Data  
Data yang digunakan pada penelitian ini merupakan data kelulusan 
mahasiswa teknik informatika angkatan 2011 sampai dengan  2015 yang terdiri 
dari 2 kurikulum yang berbeda yaitu kurikulum 2011 dan 2015. Total jumlah data 
yaitu sebanyak 632 record  untuk kurikulum 2011 dan 31 record data kurikulum 
2015 yang berasal dari Pusat Teknologi Informasi dan Pangkalan Data (PTIPD) 
dan Akademik Universitas Islam Negeri Sultan Syarif Kasim Riau. Beberapa 
Atribut yang akan digunakan yaitu Nim, Indeks Prestasi (IP) Semester 1-4, Satuan 
Kredit Semester (SKS) Tempuh Semester 1-4, Indeks Prestasi Kumulatif (IPK) 
serta Kelulusan. Atribut pada data penelitian ini dijelaskan pada Tabel 4.1 
Tabel 4.1 Atribut Data Kelulusan Mahasiswa 
Nama Atribut Keterangan 
Nim Nomor Induk Mahasiswa 
IP Semester 1 Indeks Prestasi Semester Mahasiswa Semester 1 
IP Semester 2 Indeks Prestasi Semester Mahasiswa Semester 2 
IP Semester 3 Indeks Prestasi Semester Mahasiswa Semester 3 
IP Semester 4 Indeks Prestasi Semester Mahasiswa Semester 4 
SKS  Tempuh Semester 1 Satuan Kredit Semester Tempuh Mahasiswa Semester 1 
SKS  Tempuh Semester 2 Satuan Kredit Semester Tempuh Mahasiswa Semester 2 
SKS  Tempuh Semester 3 Satuan Kredit Semester Tempuh Mahasiswa Semester 3 
SKS  Tempuh Semester 4 Satuan Kredit Semester Tempuh Mahasiswa Semester 4 






Berdasarkan penjelasan di atas, keseluruhan data yang digunakan pada 
penelitian ini yang dijabarkan pada Gambar 4.1 (data selengkapnya dapat dilihat 
pada lampiran A) 
 
Gambar 4.1 Data Kelulusan Mahasiswa (kurikulum 2011) 
 
Gambar 4.2 Data Kelulusan Mahasiswa (kurikulum 2015) 
4.2 Data Selection 
Proses tahap ini adalah menseleksi data yang akan digunakan untuk proses 
klasifikasi. Hanya data yang dijadikan sebagai atribut yang akan diseleksi, dan 
menghapus data atribut yang tidak diperlukan, pada keseluruhan data mahasiswa 
yang telah diperoleh hanya beberapa atribut data saja yang akan digunakan. Maka 
total parameter yang digunakan dalam penelitian ini adalah 5 atribut yaitu Nim, 




Kredit Semester (SKS) Tempuh Semester 1, Sks Tempuh Semester 2, Sks 
Tempuh Semester 3, Sks Tempuh Semester 4, Indeks Prestasi Kumulatif (IPK) 
serta Kelulusan dengan jumlah data didapat sebesar 1016 data (kurikulum 2011) 
dan 50 data (kurikulum 2015). Data selection dapat dilihat pada Tabel 4.2 berikut: 







… IPK KELULUSAN 
1 11151100023 3 … 24 … - - 
2 11151100108 - … - … - - 
3 11151100013 2.48 … 17 … 2.93 Tepat Waktu 
4 11151100264 2.19 … 17 … - - 
5 11151100352 2.29 … 17 … 3 
Tidak Tepat 
Waktu 
… …… …… … …… … …… - 
1016 11451205956 2.79 … 17 … …… - 
4.3 Pre-Processing 
Kasus yang sering terjadi yaitu data yang kosong disebabkan karena data 
tidak memiliki nilai atau informasi, pada Tabel 4.3 berikut data IP, SKS Tempuh 
dan IPK semester yang masih terdapat null sehingga perlu pembersihan dilakukan 
dengan menghapus data secara keseluruhan secara manual.  







 SMTR 1 
…. IPK KELULUSAN 
1 11151100023 3 … 24 …. - - 
2 11151100108 - … - …. - - 
3 11151100013 2.48 … 17 …. 2.93 Tepat Waktu 
4 11151100264 2.19 … 17 …. - - 
… …… …… … …… … …… - 




Tabel 4.3 diatas, masih terdapat data yang memiliki nilai missing value. 
Data yang ditandai dengan warna kuning merupakan data dengan nilai missing 
value, tentunya harus dilakukan pembersihan pada data tersebut. Pembersihan 
data dilakukan dengan cara menghapus data yang memiliki nilai missing value 
satu per satu. Datasets sebelum dilakukanya pembersihan atau penghapusan data 
nilai missing value berjumlah 1.016 data menjadi 632 (kurikulum 2011) dan 31 
data (kurikulum 2015) yang dipakai sebagai dataset. 
4.4 Transformation Data 
Tahap selanjutnya adalah mentransformasikan data yang akan digunakan 
sehingga data tersebut lebih mudah dipahami pada proses klasifikasi. Pengubahan 
data dalam proses klasifikasi ini terjadi pada lama studi dan IPK yang akan 
dikategorikan ke dalam bentuk range pada Tabel 4.4 berikut:  
Tabel 4.4 Kategori IPK 
No. IPK Keterangan 
1. > 3.50 IPK dengan rentang > 3.50 sampai dengan 4.00 
2. 3.00-3.50 IPK dengan rentang 3.00 sampai dengan 3.50 
3. < 3.00 IPK dengan rentang dibawah 3.00 
 
Tabel 4.5 Kategori Lama Studi 
No. Lama Studi Keterangan 
1. 4- 5 tahun Menempuh masa studi rentang 4-5 tahun 
2. 5-6 tahun 
Menempuh masa studi dengan rentang > 5 tahun sampai 
6 tahun 
3. 6-7 tahun 
Menempuh lama studi dengan rentang > 6 tahun sampai 7 
tahun 
 
Setelah melalui tahap transformasi dengan cara mengkategotikan atribut 






Tabel 4.6 Atribut Hasil Transformasi 
Atribut Keterengan 
NIM Nomor Induk mahasiswa  
IP SMTR Indeks Prestasi Semester mahasiswa 
SKS Tempuh Satuan Kredit Semester Tempuh mahasiswa 
IPK Indeks Prestasi Komulatif mahasiswa 
Kelulusan Lama mahasiswa menempuh perkuliahan mahasiswa 
 
4.5 Data Mining 
Tahapan selanjutnya yaitu data mining yang akan dijelaskan menggunakan 
algoritma Modified K-Nearest Neighbor (MK-NN). Berikut penjelasan dapat 
dilihat pada alur proses sistem. Alur proses sistem terdiri dari 3 tahap proses yaitu 
preprocessing terdiri dari proses standarisasi data serta pembeagian data, proses 
penacarian K-Optimal menggunakan  Fold Cross Validation dan proses klasifikasi 












































Gambar 4.3 Diagram Alur Proses Sistem 
 
Adapun langkah-langkah dalam proses ini antara lain yaitu : 
1. Menginputkan dataset kelulusan mahasiswa. 
2. Melakukan preprocessing data yaitu standarisasi data serta pembagian 
data. 
Proses Preprocessing 
Standarisasi Data dan Pembagian data 
Proses K-Optimal menggunakan K-Fold 
Cross Validation 











3. Melakukan pencarian Nilai K Optimal dengan 10-Fold Cross Validation. 
4. Melakukan klasifikasi menggunakan algoritma MKNN untuk menentukan 
kelulusan mahasiswa. 
5. Output data setelah dilakuakan suatu proses klasifikasi  
4.5.1 Proses perhitungan validitas  
Langkah-langkah proses ini adalah memberikan inputan data berupa hasil 
perhitungan jarak ecludien data, data kelas atau kategori kelulusan mahasiswa, 
dan nilai K yang telah ditentukan oleh sistem, sehingga dapat melakukan suatu 
perhitungan nilai validitas berdasarkan suatu persamaan 2.8 yang telah dijelaskan 
sebelumnya, sehingga menghasilkan keluaran berupa hasil validas. Diagram alir 



























































For i to 
nilai_k 
For j to 
count(jrkDataLatih 
Array[0] 

































Gambar 4.4 Diagram Alir Validitas 
4.5.2 Proses Menghitung weight voting 
Perhitungan ini dilakukan setelah mendapatkan nilai perhitungan validasi 
dan data jarak euclidean anatar training dan testing untuk mendapatkan 
perhitungan weight voting. Adapun langkah-langkah yang akan dilakukan dalam 
proses ini adalah dengan memamsukkan nilai jarak euclidean antar training dan 
testing dan nilai validitas data. Melakukan perhitungan weight voting berdasarkan 
persamaan 2.9, sehingga sistem mampu memberikan hasil keluaran berupa nilai 
Result = 0 
Result += val_k 
Selesai 
For i to 
count(datalatihbaru) 
For j to nilai_k 
j 
i 




weight voting. Adapun diagram alir perhitungan weight voting ditunjukkan pada 



































For a to count 
(dataLatihBaru) 








4.5.3 Perhitungan Manual 
Perhitungan manual dilakukan agar mengetahui langkah-langkah serta 
proses yang akan dilakukan sistem secara detail, hingga sistem ini mendapatkan 
berupa hasil klasifikasi kelulusan mahasiswa berdasarkan inputan yang diberikan. 
Perhitungan pada sistem dimulai dari proses standarisasi data, pembagian data, 
pencarian nilai K-Optimal dengan K-Fold cross validation, menghitung jarak 
ecludien antar training, mencari nilai validitas, mencari jarak ecludien antar 
training dan testing, mencari nilai weight voting serta mencari klasifikasi uji 
prediksi data. Pada contoh perhitungan manual ini menggunakan 632 dataset yang 
mana 569 data sebagai training dan 63 data testing. Berikut  Tabel 4.7 merupakan 
data training sebelum distandarisasi yang akan digunakan dalam proses 
perhitungan. 







 SMTR 1 
… IPK KELULUSAN 
1 11151100238 3.15 … 17 … 3.07 1 
2 11151100013 2.48 … 17 … 2.93 1 
3 11151100212 3.41 … 17 … 3.57 2 
4 11151100109 3.23 … 17 … 3.18 2 
5 11151100110 3.09 … 17 … 2.97 1 
6 11151100123 2.72 … 17 … 3.08 2 
7 11151100132 3.01 … 17 … 3.12 2 
… … … … … … … … 
632 11451201580 3.06 … 17 … 3.47 2 
 
Keterangan : 
NIM    : Nomor Induk Mahasiswa 
IP SMTR    : Indeks Prestasi Semester 
SKS TEMPUH  SMTR  : Satuan Kredit Semester Tempuh Semester 
IPK    : Indeks Prestasi Kumulatif 
Kelas : 
1     : Lulus Tepat Waktu 




1. Menghitung Standarisasi Data  
Standarisasi data adalah tapahan untuk menstandarkan data agar dalam 
jangkauan yang tetap sama. Menentukan nilai standarisasi adalah dengan cara 
menghitung nilai rata-rata dan varian semua atribut yang digunakan. Berikut 
merupakan standariasi data untuk atribut Indeks Restasi Semester 1 (IP semester 
1), dilakukan dalam persamaan (2.1) dan persamaan (2.3). 
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Nilai standarisasi pada data ke-1, 2, dan 3 pada atribut Indeks Prestasi Semester 1 
(IP semester 1) adalah: 
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       = 0.813709382 
Perhitungan yang sama juga dilakukan pada data ke- 4, 5 sampai dengan 
data ke- 632 pada datasets. Perhitungan standarisasi dilakukan untuk semua 
atribut yang ada, dengan klasifikasi untuk kelas kelulusan. Klasifikasi 1 untuk 
kelas tepat waktu dan 2 kelas tidak tepat waktu. Adapun data yang distandarisasi 
dapat dilihat pada Tabel 4.8 berikut ini : 
Tabel 4 8 Datasets Setelah di Standarisasi 
































… 1.48319203 2 















1. Pembagian Data Training dan Testing 
Dataset harus dibagi menjadi dua yaitu data training dan testing. Prediksi 
kelas data baru yang belum pernah ada yang berasal dari representasi pengetahuan 
disebut model classifier. Model dibentuk dari algoritma klasifikasi menggunakan 
data training untuk mengukur sejauh mana classifier berhasil dalam melakukan 
klasifikasi yang benar maka menggunakan data testing. Tujuan agar data yang 
terdapat pada data testing tidak terdapat pula pada data training sehingga dapat 
diketahui apakah model classifier sudah berhasil melakukan klasifikasi (Witten 
dan Eibe, 2011). 
Penelitian dengan melakukan percobaan yang memiliki data berjumlah 
632 data yang akan dibagi dalam 2 bagian yakni data training dan testing. Data 
training dan testing akan dibagi dalam proporsi 90:10. Menggunakan  persamaan 
(2.6) berikut ini. 
 
Jumlah data training   
proporsi data training
1  
  N  
           
  
 1  
   3   
                           Data       
Jumlah data testing       N jumlah data training       
                                                              3 -                 3 Data        
Adapun  hasil pembagian data training dan data testing dapat dilihat pada 







Tabel 4 9 Data Hasil Pembagian Data Training 


















… 0.067957733 … 1.48319203 2 












Tabel 4 10 Data Hasil Pembagian Data Testing 










































2. K-Fold Cross Validation 
Setelah memperoleh jumlah data training dan testing, selanjutnya yaitu 
menentukan nilai K-Optimal menggunakan metode K-Fold Cross Validation 
untuk memperoleh K yang Optimal pada proses klasifikasi Modified K-Nearest 
Neighbor. Proses penentuan nilai K-Optimal tahap pertama yang harus dilakukan 
adalah pembentukan subset data training. Pada tahap ini, data training ke-1-569 
diacak dengan tujuan agar setiap data memiliki peluang yang sama untuk dipilih 
sebagai anggota dari subset. Berikut dapat dilihat pada Tabel 4.11 untuk data 
pengacakan pada data training. 
Tabel 4 11 Pengacakan Data Training 





… IPK KELULUSAN 
453 11351204877 0.888189171 … 0.0679482 … 1.127113259 2 
243 11251104933 -0.73174626 … 0.0679482 … -1.43665389 2 
… … … … … … … … 
60 11151103167 -2.14686226 … 0.0679482 … -1.40104601 2 
 
Pencarian Nilai K Optimal dengan 10-Fold Cross Validation 
Sebelum tahap proses melakukan metode Modified K-Nearest Neighbor maka 
terlebih dahulu akan dilakukan tahap dalam menentukan nila K-Optimal dengan 
menggunakan 10-Fold Cross validation. Ada 4 tahapan untuk menentukan nilai 
K-Optimal dengan 10-Fold Cross validation yakni : 
1. Menentukan subset data 
2. Menghitung jarak Euclidean antar subset 
3. Mengurutkan jarak Euclidean dan melakukan prediksi klasifikasi dengan 
menggunakan metode K-NN 
4. Menghitung akurasi prediksi 





Langkah 1. Menentukan Subset Data 
Perhitungan jumlah data dalam untuk subset 10-Fold Cross Validation 
dapat dihitung menggunakan persamaan berikut ini : 
ik
n




                   569,56  atau 57 
Berdasarkan perhitungan subset data tersebut, jumlah data dalam satu 
subset adalah 56 dan 57 data. Masing-masing setiap subset memiliki giliran untuk 
dijadikan sebagai data testing. Apabila satu subset berlaku sebagai data testing 
maka untuk 9 subset lainnya akan berlaku sebagai data training. Selanjutnya data 
training dan testing ini digunakan untuk menghitung jarak ecludien. Berikut data 
lengkap training dan data testing dari subset 1 sampai subset 10 pada lampiran E. 
Tahap selanjutnya menghitung jarak euclidean pada percobaan pertama 10-Fold 
Cross Validation. Berikut ini padaTabel 4.12 dan 4.13 merupakan data training 
dan testing pada pencarian 10-Fold Cross Validation. 
Tabel 4 12 Data Training untuk 10-Fold Cross Validation SUBSET 2 








1 223 11251104817 
0.16201
1221 













… … … … … … … … … 
57 447 11351204369 
0.40407
0537 










Tabel 4 13 Data Testing untuk 10-Fold Cross Validation 
SUBSET 1 








1 453 11351204877 
0.88818
9171 













… … … … … … … … … 
57 115 11251100369 
0.03167
1588 






Berdasarkan tabel data training dan data testing 10-Fold Cross Validation 
diatas, misalkan pada masing–masing subset 1 dengan data 453, 243 sampai data 
115 digunakan sebagai data testing untuk menentukan jarak euclidean, dan subset 
lainya seperti subset 2 sampai sabset 10 dijadikan sebgai training. Setelah 
menyelesaikan perhitungan subset 1 yang digunakan menjadi data testing, untuk 
perhitungan selanjutnya subset 2 hingga subset 10 di gunakan menjadi data 
testing. Tahap selanjutnya menghitung jarak euclidean pada percobaan pertama 
10-Fold Cross Validation  
Langkah 2 Menghitung Jarak Euclidean Subset 1 
Berikut adalah proses perhitungan jarak euclidean untuk semua atribut 
pada Subset ke-1 sebagai testing dan subset ke-2 sebagai training sampai dengan 
subset ke-1 sebagai testing dan subset ke-10 sebagai training. Dan dilanjutkan 
proses perhitungan untuk ke-10 subset yang digunakan akan menjadi data testing. 
dengan menggunakan Persamaan (2.4) sebagai berikut :  
Untuk menghitung jarak euclidean data yang digunakan yaitu data training ke-1 




pertama sampel/data ke-453. Untuk data training sampel/data ke-223 dinyatakan 
sebagai X dan data testing sampel/data ke-453 dinyatakan sebagai Y. 
d x y     √(x1-y1)
 
 … (x1 -y1 )
 
          
d x y     √
  1.1  1  33     1.  1  3      … 
   .     1       1.          
             
        6.473741504 
Perhitungan Jarak Euclidean dilakukan hingga data training sampel/data ke-115 
hingga data training sampel/data ke-60 pada Subset 10. 
Setelah perhitungan jarak euclidean dari subset 1 hingga subset 10 selesai 
digunakan sebagai data testing. Maka selanjutnya dilakukan perangkingan pada 
hasil jarak euclidean yang diurutkan dari data terkecil hingga data terbesar. pada 
setiap proses perhitungan jarak euclidean yang dapat dilihat Tabel 4.14. 










… Data Data Testing 

























… 112 2 
1.623
5953 






… 371 2 
1.880
7182 













Langkah 3 Prediksi Klasifikasi Sesuai Perhitungan Jarak Euclidean Subset 1 
Setelah data diurutkan mulai darai jarak euclidean terkecil hingga jarak 




prediksi klasifikasi. voting kelas memiliki tujuan untuk memilih klasifikasi yang 
paling sering banyak muncul (modus). 
subset 1 data testing berjumlah 57 data yang digunakan, dengan data 
testing sampel/data ke-453, 243 sampai sampel/data ke-115. Untuk data testing 
sampel 493 Pada nilai K = 1, yaitu nilai yang sering muncul (modus) dari 
klasifikasi urutan pertama, maka prediksi klasifikasinya adalah lebel kelas 2 (tidak 
tepat waktu). Untuk nilai K = 3, yaitu nilai yang sering muncul (modus) dari 
klasifikasi urutan pertama sampai dengan klasifikasi urutan ketiga, maka prediksi 
klasifikasi adalah lebel kelas 2 (tidak tepat waktu). Untuk nilai K=5, yaitu nilai 
yang sering muncul (modus) dari klasifikasi urutan ketiga sampai dengan 
klasifikasi urutan kelima, maka prediksi klasifikasi adalah lebel kelas 2 (tidak 
tepat waktu). Untuk nilai K=7, yaitu nilai yang sering muncul (modus) dari 
klasifikasi urutan kelima sampai dengan klasifikasi urutan ketujuh, maka prediksi 
klasifikasi adalah lebel kelas 2 (tidak tepat waktu). Untuk nilai K=9, yaitu nilai 
yang sering muncul (modus) klasifikasi urutan ketujuh sampai dengan klasifikasi 
urutan kesembilan, maka prediksi klasifikasi adalah lebel kelas 2 (tidak tepat 
waktu). Dan perhitungan prediksi klasifikasi dilakukan seterusnya untuk data 
testing sampel 243 sampai dengan sampel 115, perhitungan dilakukan sampai 
dengan prediksi K= 9 subset 10. 
Selanjutnya, prediksi klasifikasi dilakukan 10-Fold Cross Validation 
yang nantinya akan dibandingkan dengan klasifikasi data asli untuk ke-569 data 
training. Berikut subset 1 dapat dilihat pada Tabel 4.15. 
Tabel 4 15 Perbandingan Prediksi Klasifikasi dengan Data Asli untuk 10- 









1 3 5 7 9 1 3 5 7 9 
453 2 1 2 2 2 2 1 0 1 1 1 
243 2 2 2 2 2 2 1 1 1 1 1 




536 2 2 1 2 2 1 0 0 1 0 0 
496 2 2 2 2 2 2 1 1 1 1 1 
171 2 2 2 1 2 2 1 1 1 0 1 
138 2 2 2 2 2 2 1 1 1 1 1 
69 2 2 2 2 2 2 1 1 1 1 1 
102 2 2 2 2 2 2 1 1 1 1 1 
484 2 2 2 2 2 2 1 1 1 1 1 
6 2 2 2 2 2 2 1 1 1 1 1 
… … … … … … … … … … … … 
115 2 2 2 2 1 2 1 1 1 1 0 













Berdasarkan Tabel 4.15 perbandingan prediksi klasifikasi dengan data asli 
untuk 10-Fold Cross Validation subset 1 pada hasil prediksi nilai K untuk angka 
yang bercetak tebal merupakan angka yang memiliki perbedaan terhadap 
klasifikasi pada data asli. Tentunya apabila semakin banyak prediksi yang sama 
dengan klasifikasi data asli maka nilai K tersebut menjadi optimal atau lebih baik 
untuk digunakan dalam perhitungan prediksi klasifikasi. 
Langkah 4. Akurasi Hasil Prediksi Klasifikasi Subset 1 
Akurasi hasil prediksi klasifikasi subset 1 dapat dihitung menggunakan 
persamaan (2.5) sebagai berikut : 
 
a11 
Jumlah data yang diprediksi benar
banyak data dalam satu subset data testing
 
 
C.1 Perhitungan akurasi dengan 1-NN 
            a11   
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a1    
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C.3 Perhitungan akurasi dengan 5-NN 
 a13   
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C.4 Perhitungan akurasi dengan 7-NN 
  a1    
 1
  
       .    3  
C.5 Perhitungan akurasi dengan 9-NN 
  a1    
  
  
        .   1     
 
Perhitungan pada subset 1, akurasi prediksi klasifikasi benar untuk 10-
Fold Cross Validation dapat dilihat pada Tabel 4.16 : 
Tabel 4 16 Perhitungan Akurasi Prediksi Klasifikasi Benar pada 10-Fold 
Cross Validation 
SUBSET 1 
Nilai K Prediksi Benar Akurasi 
1 52 0.9122807 
3 51 0.89473684 
5 53 0.92982456 
7 51 0.89473684 
9 50 0.87719298 
 
Berdasarkan perhitungan sebelumnya yaitu dengan perhitungan pada jarak 
euclidean subset 1, menggunakan nilai K-Fold Cross Validation subset 1, hingga 
mendapatkan hasil perhitungan akurasi prediksi yang perhitungan ini dilanjutkan 
untuk perhitungan subset 2 hingga subset 10. Selanjutnya mencari nilai rata-rata 
untuk setiap subset sampai subset ke-10. Setelah mendapatkan nilai rata-rata maka 
selanjutnya dicari nilai rata-rata akurasi untuk 10 subset dengan menggunakan 








1. Presentase akurasi hasil prediksi dengan K = 1 
a1  
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2. Presentase akurasi hasil prediksi dengan K = 3 
     a1  
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3. Presentase akurasi hasil prediksi dengan K = 5 
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4. Presentase akurasi hasil prediksi dengan K = 7 
a1   
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5. Presentase akurasi hasil prediksi dengan K = 9  
a1   
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Tabel 4.17 berikut merupakan suatu tahap nilai akurasi prediksi klasifikasi dengan  










1 2 3 4 5 6 7 8 9 10 
1 0.9122807 0.7894737 0.929825 0.842105 0.859649 0.894737 0.859649 0.964912 0.877193 0.892857 0.882268 88.22682 
3 0.8947368 0.8245614 0.877193 0.824561 0.859649 0.807018 0.877193 0.929825 0.824561 0.821429 0.854073 85.40727 
5 0.9298246 0.8421053 0.824561 0.807018 0.789474 0.912281 0.842105 0.947368 0.859649 0.839286 0.859367 85.93672 
7 0.8947368 0.8245614 0.912281 0.807018 0.807018 0.912281 0.842105 0.859649 0.842105 0.892857 0.859461 85.94612 
9 0.877193 0.8070175 0.754386 0.894737 0.929825 0.859649 0.842105 0.929825 0.859649 0.839286 0.859367 85.93672 
K-OPTIMAL = 1  
 
Berdasarkan Tabel 4.17, melihat dari nilai akurasi yang memiliki akurasi tertinggi bahwa nilai K-Optimal terdapat pada suatu 
nilai K = 1 dengan persentase sebesar = 88.22682%. hal ini tentunya menyatakan bahwa nilai K=1 akan digunakan pada algoritma 






3. Algoritma Modified K-Nearest Neighbor (MK-NN) 
Subab ini akan menjelaskan tahapan dari Algoritma Modified K-Nearest 
Neighbor (MK-NN) seperti tahapan yang dijelaskan pada bab 2, berikut tahapan 
dari MK-NN : 
1. Penentuan nilai   tetangga terdekat 
2. Perhitungan jarak Euclidean antar data training 
3. Perhitungan validasi data training 
4. Perhitungan jarak Euclidean data testing dengan data training 
5. Perhitungan weight voting 
6. Penentuan kelas dari data testing 
Langkah 1. Penentuan Nilai K  
Langkah pertama nilai K yang digunakan untuk pada algoritma Modified 
K-Nearest Neighbor (MK-NN) ini adalah K=1.  
Langkah 2. Perhitungan Jarak Euclidean Antar Data Training 
Tahap perhitungan jarak euclidean antar data training bertujuan untuk 
mendapatkan tetangga terdekat untuk proses pencarian validasi data training. 
Dimana pada tahap ini dilakukan perhitungan jarak euclidean sebanyak 2 kali 
proses, yaitu pada menghitung jarak euclidean antar data training dan proses 
menghitung jarak euclidean data training terhadap data testing.  
Berikut proses perhitungan jarak Euclidean antar data training pertama 
yaitu d(1,2) perhitungan dilakukan sampai menghitung jarak d(119,120) dengan 
menggunakan persamaan (2.4) dan Tabel 4.15 berikut merupakan perhitungan 
jarak euclidean antar data training ke 1 dan data training lainnya. 
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Tabel 4 18 Hasil Perhitungan Jarak Euclidean Antar Data Training ke 1 dan 











Maka jarak Euclidean terdekat dengan data training 1 ditunjukkan pada 
Tabel 4.19. 






Nilai K yang diperhitungankan adalah K=1. Berdasarkan perhitungan jarak 
untuk data training d(1,2) hingga d(1,120) diperoleh 120 jarak yang mana telah 
diurutkan dari jarak yang terkecil hingga jarak terbesar, maka hasil jarak data 
adalah d(1,84) yakni 2.027837 Perhitungan dilakukan hingga data ke- (119,120).  
Langkah 3. Perhitungan Validitas Data Training  
Setelah dilakukan perhitungan jarak euclidean antar data training. 
Selanjutnya dilakukan validasi data training, maka berdasarkan jarak euclidean 
antar data training yang telah diketahui sebelumnya maka dapat ditentukan kelas 
data terdekat. Nilai kedekatan data 1 dengan data lainnya adalah berdasarkan 
kesamaan dari kelas atau klasifikasi data asli. Jika kelas data adalah sama, maka 
nilai validasi = 1 dan jika kelas dari data tidak sama, maka nilai validasi = 0. 




K=1. Maka selanjutnya perhitungan nilai validasi data training yang didapatkan 
dari total nilai kedekatan antar data training dibagi sebanyak K. Berikut 
merupakan perhitungan mencari nilai validasi data training pertama dengan 
menggunakan persamaan (2.7) dan (2.8). 
Validitas 1  
1
3
 (lbl 1    ) 
Validitas 1  
1
3
       
Berdasarkan kedekatan jarak dimana nilai tersebut didapatkan dari data 
training (1,84). Perhitungan pada validitas data training pertama diperoleh nilai = 
0. Nilai 1 diperoleh dari perhitungan nilai validasi berdasarkan kedekatan tiap 
kelas data, Untuk jarak data training (1,84) nilai validitas = 0, hal ini menyatakan 
bahwa klasifikasi untuk data training pada baris pertama dan baris kedelapan 
empat adalah tidak sama yakni untuk data pertama memiliki klasifikasi tepat 
waktu sedangkan untuk data kedelapan empat memiliki klasifikasi tidak tepat 
waktu. Hasil perhitungan validasi seluruh data training dilihat pada Lampiran C. 
Langkah 4. Perhitungan Jarak Euclidean Antar Data Training Dan Data 
Testing 
Mendapatkan nilai jarak euclidean data testing dengan data training maka 
dilakukan tahap perhitungan jarak euclidean terhadap data training dengan data 
testing. Tahap perhitungan dimulai dengan menghitung jarak data testing 
terhadap data training sampel/data pertama yang disimbolkan dengan d(121,1) 
atau berdasarkan dataset diawal 121 merupakan data ke 570. dimana urutan 121 
merupakan data testing pertama dan urutan 1 merupakan data training pertama. 
Tahap perhitungan dilakukan menggunakan persamaan (2.4). 
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Tahap perhitungan jarak euclidean antara data training dan data testing 
dilakukan untuk semua data training dan semua data testing. perhitungan 
dilakukan untuk ke-120 data training dan ke-63 data testing secara berurutan, atau 
dari data training sampel/data 1 sampai dengan data ke-120 untuk data testing 1, 
hingga perhitungan dilakukan sampai dengan data training 1 sampai data ke-120 
untuk data testing ke-63. Selanjutnya  akan dilakukan proses weight voting. 
Langkah 5. Perhitungan Weight Voting 
Berikut perhitungan weight voting dengan menggunakan persamaan (2.9). 
Weight voting dilakukan perhitungan dengan memasukan nilai validasi data 
training yang telah diperoleh sebelumnya dan data jarak euclidean antara data 
testing dengan data training. Berikut adalah contoh perhitungan weight voting : 
  1       Validitas 1  
1
d 1 1 1      
 
    
1
 .  3 1 3        
 
             = 0 
Berikut merupakan weight voting hasil perhitungan data testing pertama  
data ke-570, yang ditunjukkan pada Tabel 4.20. 





Nilai Validasi d(x,y) W 
1 1 0 (121,1) 4.063912355 0 
2 1 0 (121,2) 5.278983238 0 
3 2 0.333333333 (121,3) 3.833120578 0.076926854 
4 2 0.333333333 (121,4) 3.887782291 0.075968522 
… … … …  … … 
120 2 0.333333333  (121,120) 5.50985475 0 
 
Berdasarkan Tabel 4.17 terdapat 120 perhitungan weight voting untuk 




terbesar hingga terkecil dan dipilih berdasarkan nilai K-Optimal, yakni pada nilai 
K=1. Nilai weight voting untuk data testing data 570 sesuai nilai K=1 dapat dilihat 
pada tabel 4.21. 
Langkah 6. Menentukan Kelas Dari Data Testing 
Setelah nilai weight voting diurutkan dari yang terbesar hingga yang 
terkecil. Maka  tahap selanjutnya adalah menentukan kelas dari data testing. Kelas 
dari data testing adalah total weight voting  yang terbesar. kemudian data diambil 
sebanyak nilai K yang telah ditentukan yaitu K=1. Berikut merupakan hasil 
weight voting yang telah dipilih sesuai nilai K untuk data 570. Berikut merupakan 
weight voting data ke-570 yang telah terurut sesuai nilai K yang ditunjukkan pada 
Tabel 4.21. 









    
1 d(121,31) 0.333333 2.44275038 0.113274177 2 2 
Jumlah 0.113274177     
 
Berdasarkan Tabel 4.21 data testing data ke-570 memiliki nilai weight 
voting terbesar adalah 0.113274177. selanjutnya untuk mengetahui total dari nilai 
weight voting data ke-570 cara yang digunakan yaitu dengan menjumlahkan nilai 
keseluruhan dari weight voting berdasarkan nilai K. Berdasarkan hasil dari nilai 
pertama nilai klasifikasi awal dan klasifikasi yang didapat dari data klasifikasi 
data testing memiliki nilai yang sama maka klasifikasi pada data testing 570 
adalah klasifikasi 2 (tidak tepat waktu). Adapun perhitungan yang sama akan 
dilakukan untuk semua data testing lainnya yaitu data ke-570,571,572 sampai 
data ke-632.  
4. Menentukan Akurasi Prediksi 
 Berdasarkan nilai weight voting menentukan akurasi prediksi Modified K-
Nearest Neighbor MK-NN, dengan melihat kesamaan antara klasifikasi awal dan 




dengan data lengkap terlampir pada lampiran E. Berikut adalah perbandingan 
klasifikasi MK-NN dan klasifikasi awal yang dapat dilihat pada Tabel 4.22. 








570 0.1132726 2 2 2 
571 0.1433018 2 2 2 
572 0.1603471 2 2 2 
573 0.1214733 2 2 2 
574 0.1731951 2 2 2 
575 0.2101366 2 2 2 
576 0.1340027 2 2 2 
577 0.1319266 2 2 2 
578 0.1844326 2 2 2 
579 0.1118235 2 2 2 
580 0.098087 2 2 2 
581 0.1313209 1 2 0 
…  ….  ….  ….  ….  
632 0.1278688 2 2 2 
Total Hasil Prediksi 61 
Persentase Akurasi 96.83% 
 
Presentase nilai akurasi prediksi Modified K-Nearest Neighbor (MK-NN) dihitung 
dengan menggunakan persamaan (2.10) 
Presentase akurasi = 
 anyak data yang diprediksi benar
 banyak data dalam satu subset data testing
 x 100 % 
      = 
  
 3
 x 100 % = 96.83%. 
Berdasarkan perhitungan nilai akurasi prediksi tersebut, diketahui bahwa 




Universitas Islam Negeri Sultan Syaif Kasim Riau menggunakan Algoritma 
Modified K-Nearest Neighbor dengan penerapan K-Optimal nilai K = 1 pada data 
testing Presentase akurasi sebesar 96.83%. 
6. Pengujian Pada Data Uji Baru  
 Data uji baru merupakan sample yang diambil dari dataset mahasiswa 
yang ingin di uji kelulusanya dan yang belum diketahui kelasnya. Berikut tabel 
4.23 tentang contoh penerapan atribut pada data uji baru. 
Tabel 4.23 Data uji baru   
N Ip semester Sks tempuh semester Ipk Kelulusan 
1 
1 2 3 4 1 2 3 4 
? ? 
2.89 3.00 3.56 3.50 17 21 21 24 
 
 Berdasarkan perhitungan manual pada data inputan maka data diprediksi 
berdasarkan nilai hasil weight voting yang telah di urutkan dari data yang terkecil 
hingga terbesar dan berdasarkan hasil akurasi terbaik yang telah dihasilkan. 
Berikut tabel 4.24 dan 4.25 tentang hasil weight voting yang telah diurutkan 
berdasarkan prediksi data uji baru dan kelas data yang dihasilkan. 
Tabel 4.24 Hasil Weight Voting yang telah diurutkan   
Klasifikasi 
awal 




1 0.333333 39.2787 0.0084 
 








WV Jumlah Klasifikasi Sampel 
Inputan 
Tepat Waktu Benar 39.2787 0.0084 0.0084 0 Tepat Waktu 
 
Keseluruhan hasil perhitungan weight voting yang mana hasil perhitungan 
diurutkan mulai dari terbesar hingga terkecil menghasilkan nilai sebesar 0.0084. 
Setelah diurutkan, dilihat mayoritaas klasifikasi yang muncul sesuai dengan jarak 




sebesar 96.83% dapat dilihat bahwa mayoritas klasifikasi pada data testing yang 
ingin diklasifikasikan termasuk kedalam klasifikasi kelas “Tepat aktu”. 
4.6 Analisa Dan Perancangan Fungsional Sistem 
Analisa sistem menjelaskan perancangan suatu sistem yang akan dibangun 
yang berfungsi sebagai hasil klasifikasi kelulusan mahasiswa. Berikut flowchart 
sistem dalam melakukan suatu analisa sistem dapat dilihat pada Gambar 4.6. 
 
Gambar 4 6 Flowchart  Analisa dan Perancangan Fungsional Sistem 
Kelulusan Mahasiswa 
Langkah–langkah flowchart analisa dan perancangan fungsional sistem sebagai 
berikut :  
1. Pada halaman awal pengguna menginput datasets kelulusan mahasiswa 





2. Sistem menampilkan menu proses pre-processing yang terdiri dari proses 
perhitungan standarisasi dan hasil pembagian data  
3. Tahap ketiga memilih menu K-Optimal untuk melakukan proses perhitung 
k-fold cross validation  
4. Melakukan proses pencarian jarak ecludien  
5. Menampilkan akurasi nilai K-Optimal  
6. Selanjutnya memilih menu MKNN untuk melakukan proses perhitungan 
validitas  
7. Melakukan proses weigh voting  
8. Tahap proses selanjunya menguji data baru untuk klasifikasi kelulusan 
mahasiswa dengan menginputkan atribut yang akan diklasifikasikan. 
9. Menampilkan from inputan sesuai atribut yang digunakan. 
10. Melakukan proses klasifikasi  
11. Sistem menampilkan hasil klasifikasi  
4.6.1 Deskripsi Umum Sistem 
Secara umum sistem akan melakukan proses pengklasifikasian kelulusan 
mahasiswa pada Teknik Informatika Universitas Islam Negeri Sultan Syarif 
Kasim Riau menggunakan algoritma Modified K-Nearest Neighbor (MK-NN). 
Nilai K yang nantinya dibutuhkan oleh sistem ini tidak diinputkan secara manual 
oleh user, melainkan sistem akan melakukan proses perhitungan menggunakan 
penerapan K-Optimal. Nantinya sistem akan mengolah inputan yang diberikan 
oleh user kemudian memberikan hasil keluaran berupa klasifikasi pada kelulusan 
mahasiswa.  
4.6.2 Perancangan Database 
Perancangan database merupakan suatu proses perancangan basis untuk 
menentukan isi dan pengaturan data sebagai tempat penyimpanan data yang 
dibutuhkan untuk mendukung berbagai rancangan sistem. Berikut merupakan 
Proses perancangan sistem pada data, standarisasi, subset, testing, training, 





Tabel 4 23 Data 
Tabel Nama Field Type dan Length Keterangan 
 
Data 
Nim Varchar (15) Data Nim Mahasiswa 
IP 1 Varchar (5) Data IP Semester 1 
IP 2 Varchar (5) Data IP Semester 2 
IP 3 Varchar (5) Data IP Semester 3 
IP 4 Varchar (5) Data IP Semester 4 
IP 5 Varchar (5) Data IP Semester 5 
IP 6 Varchar (5) Data IP Semester 6 
IP 7 Varchar (5) Data IP Semester 7 
IP 8 Varchar (5) Data IP Semester 8 
SKS_SMTR 1 Int (2) SKS Tempuh Semester 1 
SKS_SMTR 2 Int (2) SKS Tempuh Semester 2 
SKS_SMTR 3 Int (2) SKS Tempuh Semester 3 
SKS_SMTR 4 Int (2) SKS Tempuh Semester 4 
SKS_SMTR 5 Int (2) SKS Tempuh Semester 5 
SKS_SMTR 6 Int (2) SKS Tempuh Semester 6 
SKS_SMTR 7 Int (2) SKS Tempuh Semester 7 
SKS_SMTR 8 Int (2) SKS Tempuh Semester 8 
IPK Varchar (5) Data IPK Mahasiswa 
Kelulusan  Varchar (25) Data Kelulusan Mahasiswa 
Nim Varchar (15) Data Nim Mahasiswa 
 
Tabel 4 24 Standarisasi 
Tabel Nama Field Type dan Length Keterangan 
 
Standarisasi 
Id_data Int (11) Id data 
Nim Varchar (15) Data Nim Mahasiswa 




IP 2 Varchar (25) Data IP Semester 2 
IP 3 Varchar (25) Data IP Semester 3 
IP 4 Varchar (25) Data IP Semester 4 
IP 5 Varchar (25) Data IP Semester 5 
IP 6 Varchar (25) Data IP Semester 6 
IP 7 Varchar (25) Data IP Semester 7 
IP 8 Varchar (25) Data IP Semester 8 
SKS_SMTR 1 Varchar (15) SKS Tempuh Semester 1 
SKS_SMTR 2 Varchar (25) SKS Tempuh Semester 2 
SKS_SMTR 3 Varchar (25) SKS Tempuh Semester 3 
SKS_SMTR 4 Varchar (25) SKS Tempuh Semester 4 
SKS_SMTR 5 Varchar (25) SKS Tempuh Semester 5 
SKS_SMTR 6 Varchar (25) SKS Tempuh Semester 6 
SKS_SMTR 7 Varchar (25) SKS Tempuh Semester 7 
SKS_SMTR 8 Varchar (25) SKS Tempuh Semester 8 
IPK Varchar (25) Data IPK Mahasiswa 
Kelulusan  Varchar (2) Data Kelulusan Mahasiswa 
 
Tabel 4 25  Subset 
Tabel Nama Field Type dan Length Keterangan 
 
Subset 
Subset  Int (5) Data Subset 
Id_data Int (11) Id data 
Nim Varchar (15) Data Nim Mahasiswa 
IP 1 Varchar (25) Data IP Semester 1 
IP 2 Varchar (25) Data IP Semester 2 
IP 3 Varchar (25) Data IP Semester 3 
IP 4 Varchar (25) Data IP Semester 4 




IP 6 Varchar (25) Data IP Semester 6 
IP 7 Varchar (25) Data IP Semester 7 
IP 8 Varchar (25) Data IP Semester 8 
SKS_SMTR 1 Varchar (25) SKS Tempuh Semester 1 
SKS_SMTR 2 Varchar (25) SKS Tempuh Semester 2 
SKS_SMTR 3 Varchar (25) SKS Tempuh Semester 3 
SKS_SMTR 4 Varchar (25) SKS Tempuh Semester 4 
SKS_SMTR 5 Varchar (25) SKS Tempuh Semester 5 
SKS_SMTR 6 Varchar (25) SKS Tempuh Semester 6 
SKS_SMTR 7 Varchar (25) SKS Tempuh Semester 7 
SKS_SMTR 8 Varchar (25) SKS Tempuh Semester 8 
IPK Varchar (25) Data IPK Mahasiswa 
Kelulusan  Varchar (2) Data Kelulusan Mahasiswa 
 
Tabel 4 26 Testing 
Tabel Nama Field Type dan Length Keterangan 
 
Testing 
Id_data Int (11) Id data 
Nim Varchar (15) Data Nim Mahasiswa 
IP 1 Varchar (25) Data IP Semester 1 
IP 2 Varchar (25) Data IP Semester 2 
IP 3 Varchar (25) Data IP Semester 3 
IP 4 Varchar (25) Data IP Semester 4 
IP 5 Varchar (25) Data IP Semester 5 
IP 6 Varchar (25) Data IP Semester 6 
IP 7 Varchar (25) Data IP Semester 7 
IP 8 Varchar (25) Data IP Semester 8 
SKS_SMTR 1 Varchar (15) SKS Tempuh Semester 1 




SKS_SMTR 3 Varchar (25) SKS Tempuh Semester 3 
SKS_SMTR 4 Varchar (25) SKS Tempuh Semester 4 
SKS_SMTR 5 Varchar (25) SKS Tempuh Semester 5 
SKS_SMTR 6 Varchar (25) SKS Tempuh Semester 6 
SKS_SMTR 7 Varchar (25) SKS Tempuh Semester 7 
SKS_SMTR 8 Varchar (25) SKS Tempuh Semester 8 
IPK Varchar (25) Data IPK Mahasiswa 
Kelulusan  Varchar (2) Data Kelulusan Mahasiswa 
 
Tabel 4 27 Training 
Tabel Nama Field Type dan Length Keterangan 
 
Training 
Id_data Int (11) Id data 
Nim Varchar (15) Data Nim Mahasiswa 
IP 1 Varchar (25) Data IP Semester 1 
IP 2 Varchar (25) Data IP Semester 2 
IP 3 Varchar (25) Data IP Semester 3 
IP 4 Varchar (25) Data IP Semester 4 
IP 5 Varchar (25) Data IP Semester 5 
IP 6 Varchar (25) Data IP Semester 6 
IP 7 Varchar (25) Data IP Semester 7 
IP 8 Varchar (25) Data IP Semester 8 
SKS_SMTR 1 Varchar (15) SKS Tempuh Semester 1 
SKS_SMTR 2 Varchar (25) SKS Tempuh Semester 2 
SKS_SMTR 3 Varchar (25) SKS Tempuh Semester 3 
SKS_SMTR 4 Varchar (25) SKS Tempuh Semester 4 
SKS_SMTR 5 Varchar (25) SKS Tempuh Semester 5 
SKS_SMTR 6 Varchar (25) SKS Tempuh Semester 6 




SKS_SMTR 8 Varchar (25) SKS Tempuh Semester 8 
IPK Varchar (25) Data IPK Mahasiswa 
Kelulusan  Varchar (2) Data Kelulusan Mahasiswa 
 
Tabel 4 28 Training_Acak 
Tabel Nama Field Type dan Length Keterangan 
 
Training_Acak 
Id_data Int (11) Id data 
Nim Varchar (15) Data Nim Mahasiswa 
IP 1 Varchar (25) Data IP Semester 1 
IP 2 Varchar (25) Data IP Semester 2 
IP 3 Varchar (25) Data IP Semester 3 
IP 4 Varchar (25) Data IP Semester 4 
IP 5 Varchar (25) Data IP Semester 5 
IP 6 Varchar (25) Data IP Semester 6 
IP 7 Varchar (25) Data IP Semester 7 
IP 8 Varchar (25) Data IP Semester 8 
SKS_SMTR 1 Varchar (15) SKS Tempuh Semester 1 
SKS_SMTR 2 Varchar (25) SKS Tempuh Semester 2 
SKS_SMTR 3 Varchar (25) SKS Tempuh Semester 3 
SKS_SMTR 4 Varchar (25) SKS Tempuh Semester 4 
SKS_SMTR 5 Varchar (25) SKS Tempuh Semester 5 
SKS_SMTR 6 Varchar (25) SKS Tempuh Semester 6 
SKS_SMTR 7 Varchar (25) SKS Tempuh Semester 7 
SKS_SMTR 8 Varchar (25) SKS Tempuh Semester 8 
IPK Varchar (25) Data IPK Mahasiswa 






Tabel 4 29 User 
Tabel Nama Field Type dan Length Keterangan 
User  
Id_User  int(5) Id User 
Username varchar(100) Username  
Password varchar(100) Password  
Nama varchar(100) Nama 
Level varchar(10) Level 
 
4.6.3 Perancangan Antarmuka (Interface) 
Perancangan antarmuka bertujuan memudahkan user dalam menggunakan 
sistem. perancangan sistem ini digunakan sebagai acuan dalam implementasi pada 
sistem yang akan dibangun.  
4.6.3.1 Rancangan Antarmuka Home  
Berikut Tabel 4.7 gambaran tentang rancangan antarmuka pada Home 
(tampilan awal sistem ketika setelah login). 
 
Gambar 4 7 Rancangan Antarmuka Home 
Rancangan halaman home atau awal ini terdapat bebebrapa menu dengan 
label home, dataset mahasiswa, Pre-processing, K-Optimal dan MKNN berguna 
untuk menuju ke halaman proses masing - masing perhitungan tempat algoritma 




digunakan nantinya oleh user. Perancangan antar muka dibagi menjadi 2 bagian 
utama pada tampilan program yaitu bagian proses pelatihan dan proses pengujian. 
4.6.3.2 Rancangan Antarmuka Pelatihan  
Bagian ini user dapat melakukan proses pelatihan terhadap data sebelum 
melakukan proses pengujian. Bagaian ini user dapat melihat data latih dengan 
menginputkan sejumlah data dalam bentuk file .xls. rancangan halaman proses 
pelatihan dataset mahasiswa dapat dilihat pada Gambar 4.8 dibawah ini: 
 
Gambar 4 8 Rancangan halaman dataset mahasiswa 
Halaman set kurikulum akan menginputkan data kurikulum yang dijadikan 
proses pelatihan dengan nama file untuk penyimpanan. Setelah diinputkan tekan 
tombol “ impan” maka data akan diproses. Berikut rancangan antarmuka pada 
dataset mahasiswa untuk menampilkan halaman per kurikulum 2011 atau 2015 






Gambar 4 9 Rancangan halaman kurikulum 
Halaman menampilkan kurikulum dengan menekan tombol “ import file”  
“kosongkan” dan “previous” maka akan diproses. Berikut rancangan antarmuka 
pada K-Optimal proses pencarian jarak ecludien dapat dilihat pada Gambar 4.10 
dibawah ini: 
 




Proses perancangan gambar antar muka diatas ada beberapa tampilan yang akan 
dijelaskan sebagai berikut : 
1. Tombol yang akan membuat dialog untuk memilih file yang berisi dataset 
yang akan diproses dengan format .xls. 
2. Tombol yang akan menyimpan dataset yang diproses nantinya kedalam 
database. 
3. Tombol yang akan menambah file data pada kurikulum. 
4. Tombol yang akan menghapus file data pada kurikulum. 
5. DataGridView untuk menampilkan kumpulan dataset per kurikulum. 
6. Tombol yang akan digunakan untuk menegembalikan slide sebelum atau 
sesudahnya. 
7. Tombol yang menampilkan perhitungan standarisasi data dan pembagian 
data. 
8. Tombol yang melakukan proses pada pengacakan data dan perhitungan K-
Fold cross validation untuk mengetahui nilai K-Optimal. 
9. Tombol yang menampilkan halaman untuk mencari nilai jarak ecludien 
untuk diurutkan dari jarak terkecil ke terbesar. 
10. DataGridView untuk menampilkan halaman kumpulan data  per subset. 
11. Tombol untuk membuka dan melihat data per subset. 
12. Tombol yang melakukan menampilkan halaman proses perhitungan pada 
data uji menggunakan algoritma Modified K-Nearest Neighbor (MK-NN). 
13. Tombol yang akan menampilkan halaman pengujian data baru. 
4.6.3.3 Rancangan Antarmuka pengujian 
Selanjutnya proses untuk menguji dan mengetahui suatu akurasi sistem. 
Hasil setiap uji coba akan dilakukan analisis dan akan dihitung berapa akurasinya. 
Pengujian menggunakan data yang akan digunakan untuk melakukan pengujian 
menggunakan data uji yang telah ditetapkan. Perancanagan antarmuka pengujian 





Gambar 4 11 Perancanagan antarmuka pengujian akurasi 
Keterangan : 
1. Sampel:Data uji yang digunakan. 
2. MV:Weight Voting penentu kelas data yang telah diurutkan 
3. Klasifikasi MKNN :Hasil klasifikasi kelulusan mahasiswa dihasilkan oleh 
sistem menggunakan algoritma Modified K-Nearest Neighbor (MK-NN). 
4. Klasifikasi Awal:Data kelulusan awal atau data asli. 
5. Hasil prediksi:Perbandingan klasifikasi kelulusan MKNN dan data awal 
dalam bentuk prediksi klasifikasi benar atau salah. 
6. Total hasil prediksi:Jumlah data yang dinyatakan benar dalam proses 
ketepatan klasifikasi. 
7. Persentasi akurasi:Tingkat akurasi perhitungan (%). 
 
Selanjutnya bagian proses untuk user menginputkan data pada suatu sistem 
sehingga dapat mengolah masukan tersebut untuk dapat menentukan klasifikasi 




dengan data latih. Rancangan antar muka proses pengujian prediksi data uji dapat 
dilihat pada Gambar 4.11 dibawah ini. 
 
Gambar 4.12 Rancangan Proses Pengujian prediksi data uji  
Proses perancangan gambar antar muka diatas ada beberapa tampilan yang akan 
dijelaskan sebagai berikut : 
1. Kumpulan ComboBox digunakan untuk proses input data IP Semester 1-4. 
2. Kumpulan ComboBox digunakan untuk proses input data SKS Tempuh 
Semester 1-4. 
3. ComboBox digunakan untuk proses dalam memunculkan nilai IPK secara 
otomatis . 




5. Tombol untuk mereset semua proses yang sudah dilakukan untuk dapat 
memulai pada proses baru. 
6. Tombol yang digunakan untuk memulai proses klasifikasi MKNN. 
7. TextLabel yang akan menampilkan deskripsi dari data weight voting yang 
telah diurutkan. 
8. TextLabel yang akan menampilkan deskripsi dari kelas data. 
9. TextBox yang akan menampilkan hasil klasifikasi yang sudah dilakukan. 
 
 
Fmipa Unlam Berdasarkan Ip Sampai Dengan Semester 4. Klik - Kumpulan 
Jurnal Ilmu Komputer, 2(2), 159–173. 
Mutroffin, Siti,  dkk. (2014). No Title. Jurnal GAMMA, 10(Optimasi Teknik 
Klasifikasi Modified K-Nearest Neighbor Menggunakan Algoritma 
Genetika), 130–134. 
Nugroho, M. F., & Wibowo, S. (2017). Fitur Seleksi Forward Selection Untuk 
Menetukan Atribut Yang Berpengaruh Pada Klasifikasi Kelulusan 
Mahasiswa Fakultas Ilmu Komputer UNAKI Semarang Menggunakan 
Algoritma Naive Bayes. Jurnal Informatika Upgris, 3(1), 63–70. 
https://doi.org/10.26877/jiu.v3i1.1669 
Okfalisa, Gazalba, I., Mustakim, & Reza, N. G. I. (2018). Comparative analysis of 
k-nearest neighbor and modified k-nearest neighbor algorithm for data 
classification. Proceedings - 2017 2nd International Conferences on 
Information Technology, Information Systems and Electrical Engineering, 
ICITISEE 2017, 2018-Janua, 294–298. 
https://doi.org/10.1109/ICITISEE.2017.8285514 
 ambudi  R. D. ;   upianto  A. A. ;  &  etiawan  N. Y.    1  .  rediksi Kelulusan 
Mahasiswa Berdasarkan Kinerja Akademik Menggunakan Pendekatan Data 
Mining Pada Program Studi Sistem Informasi Fakultas Ilmu Komputer 
Universitas Brawijaya. Jurnal Pengembangan Teknologi Informasi Dan Ilmu 
Komputer 2196, 3(3), 2194–2200. 
Pandie, E. S. Y. (2012). Sistem Informasi Pengambilan Keputusan Pengajuan 
Kredit Dengan Algoritma K-Nearest Neighbour (Studi Kasus: Koperasi 
Simpan Pinjam). 
Parvin, H., Alizadeh, H., & Minaei-bidgoli, B. (2008). MK-NN : Modified K-
Nearest Neighbor. May 2014. 
Parvin, H., Alizadeh, H., & Minati, B. (2010a). A Modification on K-Nearest 
Neighbor Classifier. May 2014. 
Parvin, H., Alizadeh, H., & Minati, B. (2010b). A Modification on K-Nearest 




Prasetyo, E. (2014). No Title. Andi. 
Pratiwi, Retno., Sri Wahyuningsih., F. D. T. . (2017). No Title. Prosiding Seminar 
Nasional Matematika, Statistika, Dan Aplikasinya 2017, Klasifikasi 
Batubara Berdasarkan Jenis Kalori Dengan Menggunakan Algoritma K-
Nearest Neighbor (K-NN). 
Proporsi, P., & Tridharma, P. (2012). 28. 29. 1. 1–56. 
Rodiyansyah, S. F. (2013). No Title. Jurnal Universitas Pendidikan Indonesia, 07, 
No.01(Klasifikasi Posting Twitter Kemacetan Lalu Lintas Kota Bandung 
Menggunakan Naive Bayesian Classificatio), 13–22. 
Simanjuntak, T. H., Mahmudy, W. F., & Sutrisno Sutrisno. (2017). Implementasi 
Modified K-Nearest Neighbor Dengan Otomatisasi Nilai K Pada 
Pengklasifikasian Penyakit Tanaman Kedelai. Pengembangan Teknologi 
Informasi Dan Ilmu Komputer, 1, No.2(2), 75–79. http://j-
ptiik.ub.ac.id/index.php/j-ptiik/article/view/15/21 
Susanto, E. S., Kusrini, & Fatta, H. Al. (2018). Prediksi Kelulusan Mahasiswa 
Magister Teknik Informatika Universitas Amikom Yogyakarta 
Menggunakan Metode K-Nearest Neighbor. Jurnal Teknologi Informasi, 
XIII(2), 67–72. 
Syarat, D. S. (2020). Perbandingan Kinerja Algoritma K-Nearest Neighbor Dan 
Modified K-Nearest Neighbor Pada Klasifikasi Website Phishing. 
Tampubolon, K., Saragih, H., Reza, B., Epicentrum, K., Asosiasi, A., & Apriori, 
A. (2013). Implementasi Data Mining Algoritma Apriori Pada Sistem 




LAMPIRAN A  
RANCANG ANTARMUKA 
 
A.1  Rancangan Antarmuka Home User 
Berikut rancangan antarmuka home user, halaman ini berisi gambaran umum 
tentang sistem (halaman utama). 
 
Gambar A- 1 Rancangan Antarmuka Home User 
A.2 Rancangan Antarmuka Menu Set Mahasiswa  
Berikut rancangan antarmuka menu datasets mahasiswa (data kurikulum 
2011 dan data kurikulum 2015). 
 
Gambar A- 2 Rancangan Antarmuka Menu Set Mahasiswa 
   
 
A-2 
A.3 Rancangan Antarmuka Menu Pre-Processing 
Berikut rancangan antarmuka pada menu pre-processing (perhitungan 
standarisasi, tabel standarisasi dan pembagian data) 
 
Gambar A- 3 Rancangan Antarmuka Menu Pre-Processing 
A.4 Rancangan Antarmuka Menu K-Optimal  
Berikut rancangan antarmuka pada menu k-optimal (pengacakan training dan 
10-fold cross validation yang terdiri dari subset data, jarak ecludien, pengurutan jarak 
ecludien, prediksi dan akurasi) 
 




A.5 Rancangan Antarmuka Menu MK-NN 
Berikut rancangan antarmuka pada menu MK-NN (training & testing, jarak 
ecludien antar training, validasi data, jarak ecludien antar training & testing, weight 
voting, kelas data testing, dan akurasi prediksi). 
 
Gambar A- 5Rancangan Antarmuka Menu MK-NN 
A.6 Rancangan Antarmuka Setelah Mulai Mencari Jarak Ecludien 
Berikut rancangan antarmuka halaman setelah mulai mencari jarak ecludien 
pada jarak ecludien 10-fold cross validation (k-optimal). 
 




A.7 Rancangan Antarmuka Setelah Mulai Urutkan Jarak Ecludien 
Berikut rancangan antarmuka halaman setelah mulai urutkan jarak ecludien 
pada jarak ecludien 10-fold cross validation (k-optimal). 
 
Gambar A- 7 Rancangan Antarmuka Setelah Mulai Urutkan Jarak Ecludien 
A.8 Rancangan Antarmuka Akurasi 
Berikut rancangan antarmuka pada halaman akurasi pada jarak ecludien 10-
fold cross validation (k-optimal). 
 




A.9 Rancangan Antarmuka Validasi Data  
Berikut rancangan antarmuka pada halaman Validasi Data (MK-NN). 
 
Gambar A- 9 Rancangan Antarmuka Validasi Data 
A.10 Rancangan Antarmuka Weight Voting  
Berikut rancangan antarmuka pada halaman weight voting (MK-NN). 
 





A.11 Rancangan Antarmuka Kelas Data Testing 
Berikut rancangan antarmuka pada halaman kelas data testing (MK-NN) 
 
Gambar A- 11 Rancangan Antarmuka Kelas Data Testing 
A.12 Rancangan Antarmuka Akurasi Prediksi  
Berikut rancangan antarmuka pada halaman akurasi prediksi (MK-NN). 
 




A.13 Rancangan Antar Muka Prediksi Data Uji  
Berikut rancangan antarmuka pada halaman prediksi data. 
 





LAMPIRAN B  
IMPLEMENTASI ANTARMUKA 
B.1 Implementasi Antarmuka Home User 
Berikut implementasi antarmuka home user, halaman ini berisi gambaran 
umum tentang sistem (halaman utama). 
 
Gambar B- 1 Implementasi Antarmuka Home User 
B.2 Implementasi Antarmuka Menu Set Mahasiswa  
Berikut implementasi antarmuka menu datasets mahasiswa (data kurikulum 
2011 dan data kurikulum 2015). 
 




B.3 Implementasi Antarmuka Menu Pre-Processing 
Berikut implementasi rancangan antarmuka pada menu pre-processing 
(perhitungan standarisasi, tabel standarisasi dan pembagian data) 
 
Gambar B- 3 Implementasi Antarmuka Menu Pre-Processing 
B.4 Implementasi Antarmuka Menu K-Optimal  
Berikut implementasi antarmuka pada menu k-optimal (pengacakan training 
dan 10-fold cross validation yang terdiri dari subset data, jarak ecludien, pengurutan 
jarak ecludien, prediksi dan akurasi) 
 




B.5 Implementasi Antarmuka Menu MK-NN 
Berikut implementasi antarmuka pada menu MK-NN (training & testing, 
jarak ecludien antar training, validasi data, jarak ecludien antar training & testing, 
weight voting, kelas data testing, dan akurasi prediksi). 
 
Gambar B- 5 Implementasi Antarmuka Halaman Kurikulum 
Berikut implementasi antarmuka pada halaman kurikulum 2011 dan 2015 
pada (datasets mahasiswa). 
 




B.6 Implementasi Antarmuka Setelah Mulai Mencari Jarak 
Ecludien 
Berikut implementasi antarmuka halaman setelah mulai mencari jarak 
ecludien pada jarak ecludien 10-fold cross validation (k-optimal). 
 
Gambar B- 7 Implementasi Antarmuka Setelah Mulai Mencari Jarak Ecludien 
B.7 Implementasi Antarmuka Setelah Mulai Urutkan Jarak 
Ecludien 
Berikut implementasi antarmuka halaman setelah mulai urutkan jarak 
ecludien pada jarak ecludien 10-fold cross validation (k-optimal). 
 




B.8 Implementasi Antarmuka Akurasi 
Berikut implementasi antarmuka pada halaman akurasi pada jarak ecludien 
10-fold cross validation (k-optimal). 
 
Gambar B- 9 Implementasi Antarmuka Akurasi 
B.9 Implementasi Antarmuka Validasi Data  
Berikut implementasi antarmuka pada halaman Validasi Data (MK-NN) 
 





B.10 Implementasi Antarmuka Weight Voting  









B.11 Implementasi Antarmuka Kelas Data Testing 
Berikut implementasi antarmuka pada halaman kelas data testing (MK-NN) 
 
Gambar B- 12 Implementasi Antarmuka Kelas Data Testing 
B.12 Implementasi Antarmuka Akurasi Prediksi  
Berikut implementasi antarmuka pada halaman akurasi prediksi (MK-NN) 
 
 





B.13 Implementasi Antarmuka Prediksi Data Uji 































































































1 11151100238 3.15 2.87 3.43 2.83 3.06 2.82 3.42 1.75 17 21 20 20 20 24 18 16 3.07 TEPAT WAKTU 1 
2 11151100013 2.48 2.88 2.96 2.37 2.95 2.82 3.35 2.45 17 17 20 20 18 21 15 20 2.93 TEPAT WAKTU 1 








5 11151100110 3.09 3.16 3.07 2.94 2.97 2.91 3.2 3.9 17 21 22 20 20 20 16 12 2.97 TEPAT WAKTU 1 












9 11151100268 2.96 3.28 3.32 2.78 3.36 3.05 3.29 3.79 17 19 23 22 20 24 13 10 3.07 TEPAT WAKTU 1 




11 11151101770 2.54 3.14 3.18 3.02 3.23 3.3 3.19 3.6 17 17 20 22 22 24 17 15 3.06 TEPAT WAKTU 1 






































































































                     








































615 11451201631 3.5 3.42 3.08 2.66 3.57 3.28 3.71 2.21 17 21 22 23 20 23 18 15 3.49 TEPAT WAKTU 1 




















































































LAMPIRAN B (DATA TESTING DAN TRAINING PADA 10-FOLD CROSS 
VALIDATION ) 
SUBSET 1 
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20 1 0.333333 40 1 0.333333 60 1 0.333333 
1 0 0 21 1 0.333333 41 1 0.333333 61 1 0.333333 
2 0 0 22 1 0.333333 42 1 0.333333 62 1 0.333333 
3 1 0.333333 23 1 0.333333 43 1 0.333333 63 1 0.333333 
4 1 0.333333 24 1 0.333333 44 1 0.333333 64 1 0.333333 
5 0 0 25 1 0.333333 45 1 0.333333 65 1 0.333333 
6 1 0.333333 26 1 0.333333 46 1 0.333333 66 1 0.333333 
7 1 0.333333 27 1 0.333333 47 1 0.333333 67 1 0.333333 
8 0 0 28 1 0.333333 48 1 0.333333 68 1 0.333333 
9 0 0 29 1 0.333333 49 1 0.333333 69 1 0.333333 
10 1 0.333333 30 1 0.333333 50 1 0.333333 70 1 0.333333 
11 0 0 31 1 0.333333 51 1 0.333333 71 1 0.333333 
12 1 0.333333 32 1 0.333333 52 1 0.333333 72 1 0.333333 
13 1 0.333333 33 1 0.333333 53 1 0.333333 73 1 0.333333 
14 1 0.333333 34 1 0.333333 54 1 0.333333 74 1 0.333333 
15 1 0.333333 35 1 0.333333 55 1 0.333333 75 1 0.333333 
16 1 0.333333 36 1 0.333333 56 1 0.333333 76 0 0 
17 1 0.333333 37 0 0 57 1 0.333333 77 1 0.333333 
18 1 0.333333 38 1 0.333333 58 1 0.333333 78 1 0.333333 
19 1 0.333333 39 1 0.333333 59 1 0.333333 79 1 0.333333 
            
            
 
C-1 
80 1 0.333333 100 1 0.333333 
    81 0 0 101 0 0 
    82 1 0.333333 102 1 0.333333 
    83 1 0.333333 103 0 0 
    84 1 0.333333 104 1 0.333333 
    85 1 0.333333 105 1 0.333333 
    86 1 0.333333 106 1 0.333333 
    87 1 0.333333 107 1 0.333333 
    88 1 0.333333 108 1 0.333333 
    89 1 0.333333 109 1 0.333333 
    90 1 0.333333 110 1 0.333333 
    91 1 0.333333 111 1 0.333333 
    92 1 0.333333 112 1 0.333333 
      93 1 0.333333 113 1 0.333333 
      94 1 0.333333 114 0 0 
      95 1 0.333333 115 1 0.333333 
      96 1 0.333333 116 1 0.333333 
      97 1 0.333333 117 1 0.333333 
      98 0 0 118 1 0.333333 
      99 1 0.333333 119 1 0.333333 
            120 1 0.333333 
















2 0.333333 2.44275038 0.1132726 0.1132726 570 2 
2 0.333333 1.82609168 0.14330175 0.14330175 571 2 
2 0.333333 1.57882197 0.16034706 0.16034706 572 2 
2 0.333333 2.24408415 0.12147332 0.12147332 573 2 
2 0.333333 1.42461046 0.17319505 0.17319505 574 2 
2 0.333333 1.08626793 0.21013663 0.21013663 575 2 
2 0.333333 1.98751036 0.13400266 0.13400266 576 2 
2 0.333333 2.02665482 0.13192661 0.13192661 577 2 
2 0.333333 1.30734273 0.18443264 0.18443264 578 2 
2 0.333333 2.48088505 0.1118235 0.1118235 579 2 
2 0.333333 2.89834027 0.098087 0.098087 580 2 
1 0.333333 2.03830974 0.13132085 0.13132085 581 2 
2 0.333333 1.91146337 0.13822851 0.13822851 582 2 
2 0.333333 2.20745047 0.12311693 0.12311693 583 2 
2 0.333333 2.45720571 0.11271891 0.11271891 584 2 
2 0.333333 2.80768797 0.10077523 0.10077523 585 2 
2 0.333333 1.47871635 0.16845921 0.16845921 586 2 
2 0.333333 2.65912568 0.10551432 0.10551432 587 2 
2 0.333333 1.73967068 0.14883126 0.14883126 588 2 
2 0.333333 2.64950647 0.10583658 0.10583658 589 2 
2 0.333333 2.74643507 0.10267663 0.10267663 590 2 
 
  E-1 
  
2 0.333333 1.69015422 0.15219613 0.15219613 591 2 
2 0.333333 1.9073118 0.1384669 0.1384669 592 2 
2 0.333333 2.06259786 0.1300762 0.1300762 593 2 
2 0.333333 1.76889595 0.14691419 0.14691419 594 2 
2 0.333333 1.86967986 0.14066584 0.14066584 595 2 
2 0.333333 2.50532247 0.11091422 0.11091422 596 2 
2 0.333333 2.00248584 0.13320075 0.13320075 597 2 
2 0.333333 1.40099006 0.17534705 0.17534705 598 2 
2 0.333333 1.93439977 0.13692615 0.13692615 599 2 
2 0.333333 2.28630996 0.11963242 0.11963242 600 2 
2 0.333333 2.21953297 0.12256994 0.12256994 601 2 
2 0.333333 2.79252313 0.10123938 0.10123938 602 2 
2 0.333333 2.23419443 0.12191269 0.12191269 603 2 
2 0.333333 3.05913321 0.09365567 0.09365567 604 2 
2 0.333333 1.08392031 0.21044809 0.21044809 605 2 
2 0.333333 1.26089841 0.18929712 0.18929712 606 2 
2 0.333333 2.20745047 0.12311693 0.12311693 607 2 
2 0.333333 2.33610275 0.11753206 0.11753206 608 2 
2 0.333333 2.80768797 0.10077523 0.10077523 609 2 
2 0.333333 1.47871635 0.16845921 0.16845921 610 2 
2 0.333333 1.91146337 0.13822851 0.13822851 611 2 
2 0.333333 2.2322962 0.12199739 0.12199739 612 2 
2 0.333333 1.62445417 0.15690289 0.15690289 613 2 
2 0.333333 1.08626793 0.21013663 0.21013663 614 2 
2 0.333333 1.83335792 0.14285549 0.14285549 615 1 
2 0.333333 2.74959944 0.10257664 0.10257664 616 2 
 
  E-1 
  
2 0.333333 1.57882197 0.16034706 0.16034706 617 2 
2 0.333333 2.64668181 0.10593159 0.10593159 618 2 
2 0.333333 1.85186782 0.14173118 0.14173118 619 2 
2 0.333333 2.44275038 0.1132726 0.1132726 620 2 
2 0.333333 2.13480876 0.12651127 0.12651127 621 2 
2 0.333333 1.98468477 0.13415505 0.13415505 622 2 
2 0.333333 1.68396781 0.15262725 0.15262725 623 2 
2 0.333333 1.98468477 0.13415505 0.13415505 624 2 
2 0.333333 1.42461046 0.17319505 0.17319505 625 2 
2 0.333333 1.30734273 0.18443264 0.18443264 626 2 
2 0.333333 2.1505403 0.1257604 0.1257604 627 2 
2 0.333333 3.05742968 0.09370052 0.09370052 628 2 
2 0.333333 1.70628246 0.15108356 0.15108356 629 2 
2 0.333333 1.86967986 0.14066584 0.14066584 630 2 
2 0.333333 2.2322962 0.12199739 0.12199739 631 2 








  E-1 
  











 570 0.1132726 2 2 2 
 571 0.14330175 2 2 2 
 572 0.16034706 2 2 2 
 573 0.12147332 2 2 2 
      574 0.17319505 2 2 2 
      575 0.21013663 2 2 2 
      576 0.13400266 2 2 2 
      577 0.13192661 2 2 2 
      578 0.18443264 2 2 2 
      579 0.1118235 2 2 2 
      580 0.098087 2 2 2 
      581 0.13132085 1 2 0 
      582 0.13822851 2 2 2 
      583 0.12311693 2 2 2 
      584 0.11271891 2 2 2 
      585 0.10077523 2 2 2 
      586 0.16845921 2 2 2 
      587 0.10551432 2 2 2 
      588 0.14883126 2 2 2 
      589 0.10583658 2 2 2 
      
 
  E-1 
  
590 0.10267663 2 2 2 
      591 0.15219613 2 2 2 
      592 0.1384669 2 2 2 
      593 0.1300762 2 2 2 
      594 0.14691419 2 2 2 
      595 0.14066584 2 2 2 
      596 0.11091422 2 2 2 
      597 0.13320075 2 2 2 
      598 0.17534705 2 2 2 
      599 0.13692615 2 2 2 
      600 0.11963242 2 2 2 
      601 0.12256994 2 2 2 
      602 0.10123938 2 2 2 
      603 0.12191269 2 2 2 
      604 0.09365567 2 2 2 
      605 0.21044809 2 2 2 
      606 0.18929712 2 2 2 
      607 0.12311693 2 2 2 
      608 0.11753206 2 2 2 
      609 0.10077523 2 2 2 
      610 0.16845921 2 2 2 
      611 0.13822851 2 2 2 
      612 0.12199739 2 2 2 
      613 0.15690289 2 2 2 
      614 0.21013663 2 2 2 
      615 0.14285549 2 1 0 
      
 
  E-1 
  
616 0.10257664 2 2 2 
      617 0.16034706 2 2 2 
      618 0.10593159 2 2 2 
      619 0.14173118 2 2 2 
      620 0.1132726 2 2 2 
      621 0.12651127 2 2 2 
      622 0.13415505 2 2 2 
      623 0.15262725 2 2 2 
      624 0.13415505 2 2 2 
      625 0.17319505 2 2 2 
      626 0.18443264 2 2 2 
      627 0.1257604 2 2 2 
      628 0.09370052 2 2 2 
      629 0.15108356 2 2 2 
      630 0.14066584 2 2 2 
      631 0.12199739 2 2 2 
      632 0.12786877 2 2 2 
      Total Hasil Prediksi 61 
      Persentase Akurasi 96.83% 






  E-1 
  
 
 
 
 
 
 
