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ABSTRACT
Ultraviolet spectroscopy of the extended solar corona is a powerful tool for measuring the properties of pro-
tons, electrons, and heavy ions in the accelerating solar wind. The large coronal holes that expand up from the
north and south poles at solar minimum are low-density collisionless regions in which it is possible to detect
departures from one-fluid thermal equilibrium. An accurate characterization of these departures is helpful in
identifying the kinetic processes ultimately responsible for coronal heating. In this paper, Ultraviolet Coron-
agraph Spectrometer (UVCS) measurements of the H I Lyman α line are analyzed to constrain values for the
solar wind speed, electron density, electron temperature, proton temperature (parallel and perpendicular to the
magnetic field) and Alfve´n-wave amplitude. The analysis procedure involves creating a large randomized en-
semble of empirical models, simulating their Lyα profiles, and building posterior probability distributions for
only the models that agree with the UVCS data. The resulting temperatures do not exhibit a great deal of radial
variation between heliocentric distances of 1.4 and 4 solar radii. Typical values for the electron, parallel proton,
and perpendicular proton temperatures are 1.2, 1.8, and 1.9 MK, respectively. Resulting values for the “nonther-
mal” Alfve´n wave amplitude show evidence for weak dissipation, with a total energy-loss rate that agrees well
with an independently derived total heating rate for the protons and electrons. The moderate Alfve´n-wave am-
plitudes appear to resolve some tension in the literature between competing claims of both higher (undamped)
and lower (heavily damped) values.
Keywords: Alfve´n waves (23) – Solar coronal holes (1484) – Solar ultraviolet emission (1533) – Solar wind
(1534) – Space plasmas (1544) – Spectroscopy (1558)
1. INTRODUCTION
The Sun’s upper atmosphere is heated to temperatures
greater than 106 K, and solar plasma flows out into the he-
liosphere at supersonic speeds. Even after almost a century
of study, the physical processes responsible for heating the
corona and accelerating the solar wind are still not under-
stood (see, e.g., Parnell & De Moortel 2012; Klimchuk 2015;
Peter 2015; Abbo et al. 2016; Cranmer & Winebarger 2019).
In order to test any theoretical model that proposes a new
physical process, there must be accurate and relevant obser-
vational data. Thus, when investigating the origin of the solar
wind, we need to know particle speeds, densities, and tem-
peratures at heliocentric distances between about 1.5 and 5
solar radii (R⊙). This is the “extended corona” (also called
the middle corona) where much of the solar wind’s accel-
eration occurs. It is also the region in which the corona
begins to evolve from being a collisional magnetohydrody-
namic (MHD) fluid to being a collisionless kinetic plasma.
Observations of the extended corona are somewhat rare be-
cause this region sits in a gap between the distances probed
by standard solar telescopes and the distances probed by
many space-based coronagraphs. Fortunately, there have
been instruments designed specifically to measure plasma
properties in this gap. This paper focuses on observa-
tions made by the Ultraviolet Coronagraph Spectrometer
(UVCS), one of twelve instruments on the Solar and He-
liospheric Observatory (SOHO) spacecraft (Domingo et al.
1995; Fleck & Sˇvestka 1997). From 1996 to 2013, UVCS
observed emission lines with wavelengths between 470 and
1360 A˚ in the extended corona (Kohl et al. 1995, 1997,
2006a; Noci et al. 1997; Antonucci 2006).
In the collisionless extended corona, different popula-
tions of particles (e.g., neutral atoms, protons, electrons,
and heavy ions) can exhibit different thermodynamic prop-
erties. When comparing any two populations, there can
be differential flows, unequal temperatures, and differ-
ing amounts of anisotropic departure from an equilibrium
Maxwell-Boltzmann velocity distribution (see Marsch 2006;
Verscharen et al. 2019). UVCS has been used to mea-
sure some strong departures from thermal equilibrium for
heavy ions such as O+5 and Mg+9 (e.g., Kohl et al. 1999;
Cranmer et al. 2008). These observations have been incred-
ibly useful as diagnostics of collisionless particle energiza-
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tion. However, heavy ions contribute only a tiny fraction of
the total mass, momentum, and energy of the corona.
To learn more about the processes that heat and acceler-
ate the corona as a whole, one needs to study hydrogen, the
dominant elemental constituent. At coronal temperatures of
106 K, hydrogen is almost fully ionized, so a complete ki-
netic description requires knowledge of the properties of both
protons and electrons. The small remaining population of
neutral hydrogen atoms enables the formation of spectral-line
photons, and in this paper we analyze UVCS observations
of the bright H I Lyα (1215.67 A˚) resonance line. Because
the neutrals are closely coupled to the protons by collisions
and charge-exchange processes, the properties of the H I
Lyα line are sensitive to proton flow speeds and anisotropic
temperatures. Also, the ionization/recombination balance
that determines the time-steady neutral hydrogen concentra-
tion depends on the electron temperature (see Gabriel 1971;
Kohl et al. 1980; Withbroe et al. 1982; Strachan et al. 1993).
The goal of this paper is to show how UVCS H I Lyα data
can be combined with some well-established physical prin-
ciples (e.g., mass and momentum conservation) to provide
self-consistent measurements of proton and electron temper-
atures, outflow speeds, and “nonthermal” wave/turbulence
amplitudes. Section 2 presents the UVCS data, which was
taken from north and south polar coronal holes during the
1996–1997 solar minimum. Section 3 describes the construc-
tion of a large-scaleMonte Carlo ensemble of trial “empirical
models” that are meant to explore the full parameter space of
possible proton and electron properties. Section 4 then sum-
marizes how we synthesize a set of predicted H I Lyα line
profiles for each of the trial models, and Section 5 presents
the comparison between the synthetic and observed profiles.
By taking only the small subset of models that agree with the
UVCS data, we produce a set of posterior probability distri-
butions for the relevant proton and electron properties. Sec-
tion 6 concludes by summarizing some broader implications
of this work and suggesting future improvements. The Ap-
pendix contains a supplementary estimation of the proton and
electron heating rates that appear to be required to maintain
the corona in its measured state.
2. UVCS OBSERVATIONS
This paper is concerned with the plasma properties of large
polar coronal holes that are known to be associated with high-
speed solar wind streams (see, e.g., Harvey & Sheeley 1979;
Wang 2009). For a few years around each solar minimum, the
Sun’s magnetic field appears to expand superradially above
its north and south poles, and there is a roughly axisymmetric
magnetic geometry. The UVCS data analyzed in this paper
consist of observations over the poles during the 1996–1997
minimum between Solar Cycles 22 and 23.
The UVCS instrument contains two ultraviolet toric-
grating spectrometers paired with a system of external and
internal occulters that block out light from the bright solar
disk. The spectrometer slits can be rotated around the Sun
and are always oriented tangentially to the limb. Each of the
observations discussed below was performed at a nominal
heliocentric distance r, defined by the intersection between
the slit and a line extending out radially from the Sun, be-
tween 1.4 and 4.1 solar radii (R⊙). The total length of the
slit corresponds to 40′ on the sky (i.e., 2.5R⊙ in the corona),
and the width of the slit is adjustable depending on the de-
sired count rate and spectral resolution.
The observational data used in this paper are the intensi-
ties and widths of coronal H I Lyα emission lines. The spe-
cific UVCS measurements are the same as those presented
by Cranmer et al. (1999b). Although other UVCS data ex-
ist for the 1996–1997 solar minimum (see, e.g., Kohl et al.
1997; Esser et al. 1999; Suleiman et al. 1999; Zangrilli et al.
1999; Antonucci et al. 2000; Nakagawa 2008; Strachan et al.
2012; Dolei et al. 2016), the selected data represent a homo-
geneous collection of observations that was reduced and an-
alyzed with identical procedures. Specifically, this paper ex-
cludes all data taken when part or all of the UVCS slit was
exposed directly to the solar disk. Observations in that mode
have not been as well-calibrated as the more standard off-
limb, over-occulted mode.
As described by Cranmer et al. (1999b), the H I Lyα data
were obtainedmainly in two time periods. The first was 1996
December 28 to 1997 January 5, corresponding to Carrington
Rotation (CR) 1917, with UVCS lead scientist S. Fineschi.
The second was 1997 April 14 to 1997 April 20, correspond-
ing to CR 1921, with UVCS lead scientist S. Cranmer. Ad-
ditional context on the nearly axisymmetric structure of the
corona at solar minimum was obtained from the first “Whole
Sun Month” campaign in CR 1913 (Galvin & Kohl 1999;
Guhathakurta et al. 1999).
Cranmer et al. (1999b) described how the UVCS data anal-
ysis software (DAS) was used to compensate for image dis-
tortion, correct for detector flat-field effects, and calibrate
the data in intensity and wavelength (see also Gardner et al.
1996, 2002; Kohl et al. 2006a). The total emission at H I Lyα
wavelengths was corrected for instrument-scattered stray
light from the solar disk (Cranmer et al. 2010) and emission
due to interstellar neutral hydrogen atoms in the outer he-
liosphere (e.g., Bertaux et al. 1997; Spadaro et al. 2017). An
additional correction to the heliocentric slit distance has been
implemented to account for cross-talk between the UVCS
mirror-pointing mechanism and the grating mechanism. For
most of the H I Lyα data, this amounted to no more than a
3% relative correction to the “commanded” radial distance;
for r . 1.6R⊙ it was more like a 6% correction. To ob-
tain the individual intensity measurements discussed below,
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Figure 1. H I Lyα coronal hole measurements from Cranmer et al.
(1999b): (a) total line-integrated intensities, with fit function from
Equation (1), (b) 1/e half-widths expressed in Doppler velocity
units, with fit function from Equation (2), and (c) ratios of 1σ un-
certainties to associated means, with curves showing linearly inter-
polated values.
counts were summed over the central 15′–25′ of the UVCS
spectrometer slit, which averages over the differences be-
tween high-density polar plumes and low-density interplume
regions.
Figure 1 shows the calibrated H I Lyα intensities (inte-
grated over the coronal emission line profile) and their 1/e
Gaussian half-widths ∆λ1/e as a function of radial distance
at slit-center. The half-widths are shown in Doppler velocity
units as V1/e = c∆λ1/e/λ0, where c is the speed of light and
λ0 is the rest wavelength of the line. Error bars provide±1σ
uncertainty limits that were computed from Poisson count-
rate statistics and known uncertainties in the various instru-
mental correction steps (see Cranmer et al. 1999b). Because
the data were obtained with somewhat large gaps between
successive radii, it is useful to provide smooth fitting func-
tions so that values at intermediate radii can be estimated.
For the total intensity,
Itot = I0
(
5.092
x10.04
+
5.238
x6.972
)
, (1)
where x = r/R⊙ and I0 = 10
11 photons s−1 cm−2 sr−1.
For the Gaussian half-width,
V1/e = A + Bx + C tanh
(
x− 1.9107
0.27154
)
(2)
where A = 204.21 km s−1, B = 4.9612 km s−1, and C =
23.433 km s−1. Figure 1(c) shows the radial dependence
of the fractional uncertainties of both quantities. Instead of
fitting these to smooth functions, it is straightforward to use
linear interpolation (using the mean values at each discrete
radial pointing) to specify their values at intermediate radii.
3. THE ENSEMBLE OF EMPIRICAL MODELS
The observed properties of the H I Lyα emission line de-
pend on a combination of several parameters associated with
hydrogen and free electrons in the extended corona. The goal
of this paper is to put realistic constraints on values for as
many of these particle parameters as possible. In general, it
is not straightforward to “invert the data;” i.e., to compute
the desired parameters directly from the intensities and line
widths. Instead, an empirical forward modeling approach is
adopted. In this approach, a large Monte Carlo ensemble of
randomized trials is created for the particle parameters. Syn-
thetic H I Lyα profiles are simulated for each trial model.
Comparison with the actual observed data provides a way to
select which sets of particle parameters are the most realistic.
The following subsections describe theMonte Carlo model
parameters, and Table 1 lists them along with their allowed
ranges. Specifically, each trial empirical model is described
by specific choices for the 8 parameters listed in Table 1.
Once those parameters are chosen, the procedures described
in Sections 3.1–3.5 specify the descriptions of continuous ra-
dial functions for the electron density ne, solar wind proton
speed up, radial magnetic field magnitude Br, Alfve´n speed
VA, Alfve´n wave velocity amplitude v⊥, bi-Maxwellian pro-
ton temperature componentsTp‖ and Tp⊥, and isotropic elec-
tron temperature Te. Since the goal of this paper is to model
the H I Lyα data from the 1996–1997 solar minimum, the
other observational constraints on the Monte Carlo parame-
ters should come from this time period, too.
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Table 1. Monte Carlo Parameter Ranges
Quantity Minimum Maximum
∆lo Lower electron density multiplier 1 4
∆hi Upper electron density multiplier 1 4
u∞ Wind speed at 1 AU (km s
−1) 350 900
fmax Superradial expansion factor 6.8 10.2
ξ0 Turbulent broadening at r = 1.4R⊙ (km s
−1) 30 90
Ψ Proton perpendicular speed multiplier 0.7 1.3
α Proton temperature anisotropy ratio 0.1 10
Ttop Electron temperature at r = 5R⊙ (MK) 0.3 3
In earlier studies of UVCS coronal-hole data (e.g.,
Cranmer et al. 1999b, 2008) the approach was to never pre-
sume that the empirical plasma propertiesmust obey any spe-
cific physical laws. In other words, it may prejudice the result
if a specific assumption about, say, the coronal heating mech-
anism was included in the analysis that leads to a measured
value of the coronal temperature. This “empirical modeling”
is meant to be clearly distinct from the bottom-up kind of
modeling that involves, say, solving the full set of MHD con-
servation equations in a self-consistent way. However, there
are some nearly universal physical laws that we expect to be
valid in the extended corona for long time-averages, such as
the steady-state conservation of mass and linear momentum
along magnetic field lines. Thus, in a slight departure from
earlier empirical modeling work (i.e., following the example
of Lemaire & Stegen 2016), these laws are utilized in this pa-
per to help put firmer constraints on the time-steady plasma
properties. Nevertheless, we continue to refrain from mak-
ing any assumptions about the physical processes directly re-
sponsible for heating the corona.
3.1. Coronal Number Densities
For the coronal regions modeled in this paper, the plasma
is believed to be almost fully ionized. Thus, measure-
ments of the free-electron number density ne provide a re-
liable proxy for the total plasma density. There has been
almost a century’s worth of electron-density measurement
using the linearly polarized component of the Thomson-
scattered visible continuum above the solar limb (Minnaert
1930; van de Hulst 1950; Inhester 2015). Figure 2(a) shows
several radial ne curves derived from these kind of obser-
vations in polar coronal holes. The measurements were ob-
tained from space-based instruments such as the Spartan 201
White Light Coronagraph (Fisher & Guhathakurta 1995),
the Large Angle Spectroscopic Coronagraph (LASCO) on
SOHO (Guhathakurta et al. 1999), and the UVCS White
Light Channel (WLC; Cranmer et al. 1999b). Additional
data from near the solar limb were also obtained from the
Mauna Loa Mark III K-coronameter (Guhathakurta et al.
1999). For context we also show the electron density recon-
Figure 2. (a) Radial dependence of electron density from
Cranmer et al. (1999b) (labeled C99b), Fisher & Guhathakurta
(1995) (labeled FG95), and Guhathakurta et al. (1999) (labeled
G99), and Saito et al. (1970). The lower black curve is from
Equation (3) and the upper black curve is from Equation (4) with
∆lo = ∆hi = 4. (b) Example parameter ranges for ∆(r) (black
curves), compared with a theoretical model curve obtained from
solving Equation (4) for∆ (red curve).
struction of Saito et al. (1970), which was found to match
observations over the north and south heliographic poles at
earlier solar-minimum phases.
Taking into account their varying absolute normalizations,
the electron density curves in Figure 2(a) appear to have
rather similar radial shapes. However, there are subtle dif-
ferences between them; see also Figure 3 of Cranmer et al.
(2008). These differences were found to be important when
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evaluating radial pressure-gradient forces (Section 3.5), so
they must be modeled carefully. Thus, we employ several
free parameters to specify the radial shape of ne(r) in the
Monte Carlo ensemble models. To start, it is noted that the
electron density never seems to dip below a minimum “floor”
function, which is given by
ne,0 = 10
5 cm−3
(
0.657
x2
+
35.4
x5
+
536
x12
)
, (3)
where x = r/R⊙. This functional form is similar to those
used by Doyle et al. (1999), Cranmer & van Ballegooijen
(2005), Schiff & Cranmer (2020), and others. The above ex-
pression is valid only for x ≥ 1.4. At lower heights, there
need to be additional terms with higher inverse powers of x
to account for the smaller density scale height near the solar
surface.
The data shown in Figure 2(a) indicate an approximate dy-
namic range of about a factor of four between the different
measurements, so the complete model expression for elec-
tron density is specified as
ne(r) = ne,0(r)∆(r) , (4)
where∆(r) is a dimensionless multiplier that ranges in value
between 1 and 4. Its radial dependence is given by
∆(r) = ∆hi + (∆lo −∆hi)e1.4−x (5)
which is applied only for x ≥ 1.4. Figure 2(b) shows a se-
lection of ∆(r) curves for a coarse grid of values for the di-
mensionless parameters ∆lo and ∆hi, each of which is also
varied between values of 1 and 4. Also shown is a scaled
∆(r) function taken from a theoretical ZEPHYR model of a
polar coronal hole (Cranmer et al. 2007).
Specific choices for ∆lo and ∆hi are able to reproduce
most of the observational curves shown in Figure 2(a). One
possible exception is the ne curve derived from the WLC in-
strument of UVCS. The inferred density values at low heights
(r < 2R⊙) fall above the envelope of Monte Carlo model
parameters, and Cranmer et al. (1999b) discussed some pos-
sible instrumental effects that may have contaminated these
data. Thus, we do not believe it is important to raise the
maximum values of ∆lo and ∆hi in order to accommodate
that particular observation.
Particle densities at 1 AU are measured frequently by
in situ instruments in the solar wind, so it is worthwhile to
test the empirical model by comparing with these measure-
ments. The densities in interplanetary space are insensitive
to the values chosen for ∆lo. Given that ne,0(r) is fixed,
the value of ne at 1 AU has a linear, one-to-one relationship
with the value of ∆hi. For a range of values for ∆hi be-
tween 1 and 4, this model produces a range of values for ne
at 1 AU between 1.42 and 5.68 cm−3. In comparison, proton
density data from the OMNI database (King & Papitashvili
2005) was collected for the 25-year period between 1990 and
2015 and converted to ne as discussed below. Taking only
fast solar wind data (bulk speeds greater than 600 km s−1),
the median value of ne was found to be 3.08 cm
−3, and the
distribution of values ranged between 1.65 and 6.05 cm−3 for
the 10% and 90% percentiles, respectively. This represents a
dynamic range of 3.67, close to the value of 4 used to specify
∆lo and∆hi.
Models for the H I Lyα emission require specifying the
hydrogen number density, and some of the conservation
laws used below require specifying the total mass density ρ.
Strictly speaking, the total hydrogen number density is given
by nH = nHI + np, where nHI is the neutral hydrogen num-
ber density and np is the proton density. However, at the
coronal temperatures examined in this paper, it is always the
case that nHI ≪ np. Thus, both np and ρ can be computed
under the approximation of complete ionization, with
np =
ne
1 + 2h
and ρ = (1 + 4h)npmp , (6)
wheremp is the protonmass and h is the helium-to-hydrogen
number-density ratio, which is set to a typical value of 0.05
(see, e.g., Kasper et al. 2007). The neutral hydrogen density
is computed under the assumption of local coronal ioniza-
tion equilibrium, in which the local ratio nHI/np is a func-
tion of the electron temperature Te only. To specify this ra-
tio, equilibrium tables from the CHIANTI version 7.1 atomic
database were used (Dere et al. 1997; Landi et al. 2013), and
these results span a wide range of Te values between 10
4 and
109 K. Although the codes described below interpolate val-
ues from this table, it is also useful to provide an approximate
analytic expression. Between Te values of about 10
6 and 108
K, the equilibrium CHIANTI curve can be fit to about 10%
accuracy by
nHI
np
≈
(
0.59
Te
)1.063
, (7)
where Te is expressed in K. At large heights in the low-
density solar wind, coronal ionization equilibrium is not al-
ways a valid assumption. Spadaro et al. (2017) showed that
collisionless departures from ionization equilibrium are not
important for neutral hydrogen at most of the coronal heights
considered in this paper. These effects begin to affect local
values of nHI/np substantially (i.e., at a ∼20% level) above
heights of r ≈ 4R⊙, and are much less important at lower
heights.
3.2. Bulk Solar Wind Acceleration
The H I Lyα emission is sensitive to the bulk velocity
of outflowing solar wind plasma. In this paper, it is pre-
sumed that the different particle components of the plasma
(i.e., electrons, protons, and neutral hydrogen atoms) are all
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flowing out at the same speed up(r).
1 Time-steady mass-
flux conservation demands that the product ρupA remains
constant, where A is the cross-sectional area of a bundle of
closely-spaced magnetic field lines, commonly referred to as
a flux tube. Open flux tubes in the corona are often specified
with an area given by A(r) = r2f(r), where f(r) is a su-
perradial expansion factor normalized to f = 1 at r = R⊙.
Thus, anchoring the mass-flux normalization to its value at
1 AU, one can solve for the hydrogen outflow speed at an
arbitrary radius as
up = u∞
(ne r
2)1AU fmax
ne r2 f
, (8)
where u∞ and fmax are the values of up and f at 1 AU,
respectively.
Superradial expansion factors were computed for solar
wind flows over the north and south heliographic poles by ex-
amining output from three-dimensional solutions of the poly-
tropic MHD conservation equations, constrained by synop-
tic magnetograms. These solutions were computed by the
Magnetohydrodynamics Around a Sphere (MAS) code (e.g.,
Mikic´ et al. 1999; Linker et al. 1999; Riley et al. 2001; Riley
2007) and made available by the MHDweb project.2 Models
were obtained for CR 1913, 1917, and 1921, which corre-
spond to the relevant times for the UVCS observations (see
Section 2). The models for CR 1913 used photospheric mag-
netograms from the National Solar Observatory (NSO) Kitt
Peak Vacuum Telescope (Livingston et al. 1976; Jones et al.
1992) as a lower boundary condition. The models for CR
1917 and 1921 used magnetgrams from the SOHO Michel-
son Doppler Imager (MDI; Scherrer et al. 1995). Figure 3(a)
shows the polar f(r) curves for these MAS models. To pa-
rameterize these models in the Monte Carlo empirical-model
framework of this paper, a fitting function was found that
reproduces these numerical curves with only one free param-
eter (fmax). This function is given by
f(r) = fmax + (1 − fmax) exp
[
−
(
x− 1
H
)1.1]
, (9)
where H = (fmax/2.804)
0.62 and x = r/R⊙ as above
(see also Schiff & Cranmer 2020). The minimum and max-
imum values of fmax shown in Figure 3(a) are 6.8 and
10.2. This range of values encompasses many earlier esti-
mates of the superradial expansion rate over the poles at solar
minimum (see, e.g., Kopp & Holzer 1976; Munro & Jackson
1977; Banaszkiewicz et al. 1998).
1 Differential flows between particle species tend to set in at even larger
heights than departures from collisional ionization equilibrium (e.g.,
Allen et al. 2000), so they are assumed to be negligibly small for the em-
pirical models of the corona described here.
2 http://www.predsci.com/mhdweb/
With the density and superradial expansion factor both
specified with choices for the Monte Carlo parameters ∆lo,
∆hi, and fmax, one needs only to choose a value for the pa-
rameter u∞ in order to specify the outflow speed as a func-
tion of radial distance. Figure 3(b) shows the outflow speeds
that result from 150 sets of randomized choices of these four
parameters. Despite the knowledge that polar coronal holes
tend to contain fast solar wind, we judged it to be too restric-
tive to rule out the possibility that UVCS data may instead be
consistent with slow wind speeds in the corona. Thus, trial
values of u∞ were sampled from a uniform probability dis-
tribution that ranges from 350 to 900 km s−1. As seen in
Figure 3(b), this range of values is consistent with both the-
oretical models and earlier empirical determinations of the
wind speed from UVCS data.
3.3. Magnetic Field and MHD Turbulence
Although the coronal magnetic field strength is not needed
directly for computing the H I Lyα emission (at least for the
unpolarized component of the line observed by UVCS), it
is needed to model the MHD fluctuations that presumably
broaden the line profiles and affect momentum conservation.
Thus, the Monte Carlo empirical models specify a radial de-
pendence for the radial component of the magnetic field over
the poles, as well as the Alfve´n speed,
VA =
Br√
4piρ
. (10)
The relative radial variation of Br is known already from
the superradial expansion (i.e., flux conservation demands
Br ∝ A−1), but its absolute normalization remains to be
determined. A useful common distance at which to set this
normalization is 1 AU, and we chose to examine the same
OMNI database described above. Using the same cutoff for
fast wind speeds greater than 600 km s−1, the median value
of the radial field strength at 1 AU, which we callBr∞, is 3.1
nT. The associated 10% and 90% percentile values in this pa-
rameter were 0.9 and 6.1 nT, respectively. After some initial
trial models in which Br∞ was sampled randomly from this
range, it was found that the results do not depend strongly on
this value. Thus, to reduce the multidimensional space to be
explored by the Monte Carlo models, the decision was made
to fix the value of Br∞ to the median value of 3.1 nT for all
models.
Given the above description of how the radial dependences
of both Br and ρ are computed, a distribution of likely VA
profiles can be derived as well. This distribution consists of
curves that all have a single global maximum in the extended
corona, typically at values of r between 1.5 and 1.8 R⊙. The
maxima of VA are distributed with a median value of 3105
km s−1 and approximate 10% and 90% percentile values of
2540 and 4140 km s−1, respectively. The radial dependence
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Figure 3. (a) Superradial expansion factors for the MAS simula-
tions described in the text. Each model corresponds to two curves:
one for the north polar field line, and one for the south polar field
line. (b) Modeled outflow speed profiles for 150 random trials (gray
solid curves). Also shown is the theoretical ZEPHYR polar out-
flow speed (Cranmer et al. 2007, blue dashed curve) and an ear-
lier empirical estimate of proton outflow speed from UVCS data
(Cranmer et al. 1999b, violet outline).
of VA is needed in order to describe the spatial evolution of
small-amplitudeMHD fluctuations. The time-steady damped
wave-action-conservationmodel used here is the same as the
one described in more detail by Cranmer & van Ballegooijen
(2012), with
∂
∂r
[
(up + VA)
2v2⊥
upVA
]
= − (up + VA)Qdamp
ρupVA
(11)
and this equation is solved for v⊥, the root mean squared
(rms) transverse velocity amplitude of the MHD fluctuations.
The damping rate Qdamp contains a phenomenological de-
scription of the rate of nonlinear cascade for fully-developed
MHD turbulence, and the full expression is given in Equa-
tions (18)–(28) of Cranmer & van Ballegooijen (2012). Note
that Qdamp depends nontrivially on the local value of v⊥, so
the self-consistent solution for v⊥(r) must be integrated nu-
merically from a specified lower boundary condition. In the
limit of weak damping (Qdamp → 0), the solution to Equa-
tion (11) scales as
v2⊥ ∝
upVA
(up + VA)2
(12)
which, near the Sun (i.e., where up ≪ VA) behaves as v⊥ ∝
ρ−1/4 (see also Parker 1965; Hollweg 1973).
Transverse velocity fluctuations can affect the profiles of
optically thin emission lines in several ways:
1. Stochastic plasma motions tend to provide a time-
averaged Doppler broadening to a spectral line (see,
e.g., Maltby 1968; Esser 1990). This is likely to be re-
lated to the observational inference of unresolved “mi-
croturbulence” in stellar atmospheres (Struve & Elvey
1934; Gray 1973). For the solar corona, only the
component of the velocity field parallel to the ob-
server’s line of sight (LOS) has a direct influence on
the Doppler broadening. Thus, we presume that the
kinetic energy in the fluctuations is equipartitioned be-
tween the two orthogonal directions transverse to the
background magnetic field. Only one of those direc-
tions influences the spectral line formation, and the
time-averaged LOS component of its velocity ampli-
tude is specified as ξ = v⊥/
√
2. The impact of this
velocity amplitude on the computed line profiles is dis-
cussed further in Section 3.4.
2. MHD fluctuations that propagate through an
inhomogeneous background plasma exert a
mean “wave-pressure” acceleration on that
plasma (Bretherton & Garrett 1968; Belcher 1971;
Alazraki & Couturier 1971; Heinemann & Olbert
1980). In the limiting case of Alfve´n waves that have
equal kinetic and magnetic energy densities, the radial
wave-pressure acceleration is specified as
awp = − 1
2ρ
∂
∂r
(
ρv2⊥
)
. (13)
After v⊥(r) has been evaluated numerically for a given
Monte Carlo trial model, awp is determined by com-
puting the above radial derivative using centered finite-
differencing.
3. Lastly, at large distances from the Sun, particle col-
lisions and charge-exchange processes become infre-
quent enough that the charged particles respond to
MHD flucutations in the magnetic and electric field,
but the neutral atoms do not. Line profiles produced
by neutrals may not be as strongly broadened by the
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Doppler motions of the fluctuations as would an equiv-
alent ion line. However, decoupling between the trans-
verse motions of the neutrals and the ions may also
lead to frictional heating of the neutrals (Olsen et al.
1994; Allen et al. 2000). In existing models, this heat-
ing tends to provide an additional amount of line
broadening that is of the same order of magnitude as
the original Doppler broadening due to ion motions.
Thus, we follow Cranmer (1998) by assuming these
two effects (neutral decoupling and frictional heating)
cancel out exactly, and that the overall broadening of
the neutral H I Lyα line remains the same as if it were
formed by ions.
In order to account for a range of possible results regarding
the MHD velocity fluctuations in the corona, the value of ξ at
the lower boundary of the integration of Equation (11) is var-
ied as one of the Monte Carlo parameters (see Table 1). At a
radial distance r0 = 1.4R⊙, the quantity ξ0 is selected from
a uniform random distribution between 30 and 90 km s−1.
This range was chosen to encompass the uncertainty in the
recent observational literature about the magnitude of non-
thermal velocities measured above the solar limb. For each
Monte Carlo trial model, v⊥ is specified at r0, and Equation
(11) is integrated up to a maximum radial height of 5 R⊙
using first-order Euler forward differencing.
Figure 4 shows a selection of representative ξ(r) curves
and compares them with some observationally inferred
values of the nonthermal velocity (Banerjee et al. 1998;
Esser et al. 1999; Landi & Cranmer 2009; Hahn & Savin
2013). For r < 1.2R⊙ the measurements largely agree in
showing a monotonically increasing trend for ξ versus height.
Above 1.2 R⊙, there is some disagreement. Esser et al.
(1999) combined multiple line-profile measurements from
UVCS to show how the data were consistent with a lack of
damping (i.e., v⊥ ∝ ρ−1/4). However, more recent data from
Hinode appear to show substantial wave dissipation up to the
largest heights observable without occultation (Hahn et al.
2012; Bemporad & Abbo 2012; Hahn & Savin 2013; Gupta
2017). Figure 4 illustrates how the full range of possible ran-
dom choices for ξ0 (at 1.4 R⊙) is meant to allow us to use
the UVCS H I Lyα data to help resolve this observational
tension.
The exact nature of coronal turbulence is not yet under-
stood completely. Thus, the adopted form of the Qdamp
term in Equation (11) was only one of many possible de-
scriptions of the cascade and dissipation process. One way
to assess the verisimilitude of this term is by computing
slopes of the numerically integrated v⊥(r) curves and com-
paring them to the results of more sophisticated simula-
tions. For each model shown in Figure 4, a linear fit was
made to log v⊥ versus − log ρ over the modeled range of
heights, and the derived slope m is then equivalent to a
Figure 4. Line-of-sight velocity amplitudes ξ shown for a set
of trial Monte Carlo models (thin gray curves), compared with
model results from Cranmer & van Ballegooijen (2005) (dashed
thick black curve) and Cranmer et al. (2007) (solid thick black
curve), and with observations from Banerjee et al. (1998) (green
squares) Landi & Cranmer (2009) (red triangles), Hahn & Savin
(2013) (blue circles), and Esser et al. (1999) (purple outline). Also
shown is the observed trend in the H I Lyα line width from Figure 1
(dotted brown curve), which ξ does not exceed.
mean power-law scaling v⊥ ∝ ρ−m. Undamped Alfve´n
waves in the corona would have m = 0.25. For the nu-
merical results shown here, the distribution ofm values was
roughly normal, with a mean of 0.1352, a standard deviation
of 0.0204, a minimum of 0.074, and a maximum of 0.187.
This range of values is roughly comparable to the output of
reduced MHD simulations. For comparable heights in the
low corona, we extracted power-law exponentsm from these
simulations and found values sometimes as low as 0.12 (from
Woolsey & Cranmer 2015) and sometimes as high as 0.21
(from van Ballegooijen & Asgari-Targhi 2016). Neither our
Qdamp model nor the reduced MHD simulations ever exhib-
ited values ofm as high as the undamped value of 0.25.
3.4. Anisotropic Hydrogen Temperatures
The shapes and strengths of H I Lyα profiles depend on
the kinetic velocity distributions of neutral hydrogen atoms in
the corona. In order to accommodate models of coronal heat-
ing that use collisionless physics, we do not assume a purely
Maxwellian velocity distribution. Instead, a bi-Maxwellian
(i.e., two temperature) distribution is used, with unequal tem-
peratures defined in the directions parallel and perpendicular
to the background magnetic field vector. As discussed in the
previous subsection, it is also assumed that the neutral hy-
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drogen atoms exhibit the same velocity distribution as the
protons. The unresolved most-probable speeds in the two or-
thogonal directions are specified by
w2p‖ =
2kBTp‖
mp
(14)
w2p⊥ =
2kBTp⊥
mp
+ ξ2 (15)
where kB is Boltzmann’s constant. Note that the trans-
verseMHD fluctuations described in Section 3.3 are assumed
to vary on spatial and time scales short enough so that it
makes sense to incorporate them directly into the perpendic-
ular most-probable speed. Sometimes the quantity defined
in Equation (15) is expressed in terms of a “kinetic tempera-
ture” Tk, with w
2
p⊥ = 2kBTk/mp.
For each trial model in the Monte Carlo ensemble, the
hydrogen most-probable speeds are determined as follows.
First, given that the line profile width is generally known to
remain close to the plane-of-sky value of wp⊥, the radial de-
pendence of the latter is specified as
wp⊥ = ΨV1/e , (16)
where Ψ is a dimensionless constant randomly sampled be-
tween 0.7 and 1.3. Equation (2) is used to specify the ra-
dial variation of V1/e. Now that both wp⊥ and ξ are known,
Equation (15) is solved for Tp⊥. It is possible that the small-
est allowed values for Ψ and the largest allowed values of
ξ0 conspire to produce an unphysically low value of Tp⊥.
Thus, at this point, a minimum threshold is applied; i.e., at
any height where Tp⊥ happens to fall below 0.2 MK, it is set
to be equal to that “floor” value. In the large Monte Carlo
ensemble of thousands of random samples, no more than 7%
of them required this correction.
Once a reasonable model curve for Tp⊥(r) exists, a
value for the microscopic temperature anisotropy ratio α =
Tp⊥/Tp‖ is sampled between 0.1 and 10, with the sam-
ple taken uniformly in logα. For simplicity, the quantity
α is assumed to be constant as a function of radial dis-
tance. Such a large dynamic range in α appears to be war-
ranted because of the wide variety of proton temperature
anisotropies measured in the solar wind (see, e.g., Marsch
2006; Matteini et al. 2007; Verscharen et al. 2019). The ran-
domly chosen anisotropy ratio is combined with the previ-
ously specified value of Tp⊥, and thus the full radial depen-
dence of Tp‖ is obtained straightforwardly.
Together with ne(r) and up(r), the above temperature
quantities are computed on a fine radial grid between 1.4
and 5 R⊙. Values at larger heights are also required in or-
der to specify the plasma properties along foreground and
background parts of the observational LOS. The expressions
given in Sections 3.1–3.3 can be evaluated safely at heights
well above 5 R⊙. However, because of our use of the fitting
function for V1/e, the expressions above for Tp‖ and Tp⊥
should not be extrapolated above 5 R⊙. Thus, for the pur-
poses of LOS integration, it is assumed that both proton tem-
peratures remain equal to their specified values at r = 5R⊙
at all larger heights.
Although many assumptions have been built into the func-
tional forms of Tp‖(r) and Tp⊥(r), the eventual set of val-
idated temperature “measurements” is not required to obey
these functions. Each trial model in the Monte Carlo ensem-
ble may end up agreeing with the observational data over
a limited range of heights. The proton temperatures that
agree with the UVCS data can be sampled from one subset
of Monte Carlo models at r = 1.5R⊙, a different subset at
r = 2.5R⊙, and a completely different subset at r = 4R⊙.
Thus, completely new radial dependences are free to emerge
from these different subsets. For example, despite the as-
sumption that the anisotropy ratio α is constant as a function
of radial distance for each model, the final set of best-fitting
values of α can in fact exhibit some radial variation (see, e.g.,
Figure 10(a) below).
3.5. Electron Temperature
The resonantly scattered H I Lyα line depends mainly on
the properties of neutral hydrogen atoms, but it was seen in
Section 3.1 that the number density nHI also depends on the
electron temperature Te. At large heights in polar coronal
holes, the plasma is collisionless enough that the protons and
electrons are not guaranteed to be in thermal equilibrium.
Thus, we require some additional observational or model-
based constraints on Te.
Unfortunately, reliable electron temperature data do not
appear to exist for off-limb heights above a few tenths of
a solar radius in coronal holes. There are some extreme-
ultraviolet collisional line-pairs that are sensitive to Te
(e.g., Fludra et al. 1999; Doschek et al. 2001; Wilhelm 2006;
Landi 2008), but coronagraphic occultation would be needed
to extend those observations to the heights sampled by
UVCS. X-ray filter ratios have been applied to off-limb so-
lar data (e.g., Foley et al. 1997; Aschwanden & Acton 2001),
but count rates are low in coronal holes and the interpre-
tation of LOS-integrated Te values is difficult. “Frozen-in”
ion charge states measured at 1 AU have been used to infer
coronal electron temperatures (Owocki et al. 1983; Ko et al.
1997; Aellig et al. 1998; Esser & Edgar 2000; Landi et al.
2014), but the results depend strongly on assumptions about
the shape of the velocity distribution function and differential
flow between the ions. The shape of the Thomson-scattered
visible-light continuum can be used to measure Te (Cram
1976; Reginald & Davila 2000; Reginald et al. 2011), but ex-
isting measurements from total eclipses still have large uncer-
tainties for dark coronal-hole regions. Lastly, the Thomson-
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scattered component of the H I Lyα line itself is sensitive to
Te, but that component is exceedingly dim as well (see, e.g.,
Hughes 1965; Withbroe et al. 1982; Fineschi et al. 1998).
Another traditional way of determining Te is to use the ra-
dial momentum conservation equation. In hydrostatic equi-
librium, one can assume the absence of a radial flow, no wave
pressure, and an isotropic one-fluid temperature that varies
with radius much more slowly than ne (e.g., Alfve´n 1941;
Fisher & Guhathakurta 1995). Under those assumptions, the
“scale-height temperature” is given by
Te ≈ GM⊙mp
2kBr2
∣∣∣∣ ne∂ne/∂r
∣∣∣∣ (17)
where G is Newton’s gravitational constant and M⊙ is the
solar mass. Figure 5(a) shows solutions to this equation both
for the floor density ne,0 and for two extreme choices of the
other density parameters that maximize (∆lo = 1, ∆hi = 4)
and minimize (∆lo = 4, ∆hi = 1) the hydrostatic tempera-
ture.
A more general version of the momentum equa-
tion includes the presence of a mass-conserving solar
wind (Munro & Jackson 1977; Lemaire & Stegen 2016;
Lemaire & Katsiyannis 2020), wave-pressure acceleration,
and anisotropic proton temperatures. Assuming all parti-
cle species flow together at a common bulk speed up, the
single-fluid momentum equation for bi-Maxwellian protons
and isotropic Maxwellian electrons is
up
∂up
∂r
= − kB
npmp
∂
∂r
[
np
(
Tp‖ + Te
)]
+
kB
Amp
∂A
∂r
(
Tp⊥ − Tp‖
)− GM⊙
r2
+ awp . (18)
Note that this reduces to Equation (17) in the limit of up = 0,
awp = 0, Tp‖ = Tp⊥ = Te, and the assumption that the tem-
perature can be removed from the pressure-gradient deriva-
tive. In the present case, solving Equation (18) for Te re-
quires numerical integration from a specified boundary con-
dition. A value for Te was specified at an upper boundary
of 5 R⊙, and Equation (18) was integrated down to 1.4 R⊙
using first-order Euler differencing. The boundary tempera-
ture Ttop is the final Monte Carlo parameter listed in Table 1,
and it was sampled from a uniform distribution between 0.3
and 3 MK. When integrating down from different values of
Ttop, Lemaire & Stegen (2016) found that the Te(r) curves
converge toward a common solution and the choice of upper
boundary condition matters less at lower heights.
Figure 5(b) shows a selection of 170 trial solutions to
Equation (18). Each solution involves randomly sampling
from all 8 parameters in Table 1, and thus it gives rise to a
huge range of possible electron temperatures. Over all pos-
sible combinations of parameters, the maximum value of Te
Figure 5. Electron temperatures derived from momentum conser-
vation equations: (a) Hydrostatic solutions of Equation (17) for
ne,0 (dashed black curve) and two extreme choices of∆lo and∆hi
(dot-dashed black curves; see text). (b) Solar-wind solutions of
Equation (18), both with (black curves) and without (gray curves)
the initial cut for marginal consistency with in situ charge-state
data. Both panels show observationally inferred temperatures from
Ko et al. (1997) (red solid curve), Landi (2008) (green error bars),
and Wilhelm (2006) (gold error bars).
is about 8 MK, and the minimum values may become neg-
ative. Thus, an initial plausibility criterion was imposed to
maintain marginal consistency with the existing range of data
for Te discussed above and shown in Figure 5. Only models
with: (1) a minimum Te greater than 0.3 MK, (2) a max-
imum Te less than 3.0 MK, (3) a value of Te at the base
(r = 1.4R⊙) between 0.6 and 1.8 MK, were found to be
plausible enough to move forward in theMonte Carlo ensem-
ble. For the 170 trial cases shown in Figure 5(b), 49 of them
satisfied the above criteria and are shown as black curves.
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4. SIMULATING LYMAN ALPHA EMISSION
Each random trial in the Monte Carlo ensemble requires
calculation of the H I Lyα emission line profile over a range
of observation heights. For the heights sampled by UVCS,
this emission line is formed primarily by resonance scattering
of photons by neutral hydrogen atoms in the extended corona
(Gabriel 1971; Beckers & Chipman 1974; Withbroe et al.
1982; Noci & Maccari 1999). Here, it is safe to ignore H I
Lyα emission from collisional processes and Thomson scat-
tering, and also to model the resonance scattering in the
limit of the Hummer (1962) Case I approximation (see also
Cranmer 1998). The general expression for the specific in-
tensity along the observational LOS direction nˆ is
Iν(nˆ) =
hν0
4pi
B12
∫
dx nHI ×
∫
dν′
∮
dΩ′
4pi
R(ν′, nˆ′, ν, nˆ) I⊙ν′(nˆ′) , (19)
where ν0 is the rest-frame frequency of the line, B12 is its
Einstein absorption rate, and x is the coordinate parallel to
the LOS. The Case I redistribution function R depends not
only on the observed frequency ν, but also on the incident
frequency ν′ from the solar disk, the incident direction vec-
tor nˆ′, and the properties of the neutral hydrogen veloc-
ity distribution, which we parameterize using up, wp‖, and
wp⊥. Generally, for larger values of up, there are fewer pho-
tons scattered into the observer’s LOS; this phenomenon is
called Doppler dimming. The emission at each point along
the LOS depends on an integration over all incident frequen-
cies and directions from the solar disk. The latter is a two-
dimensional integral over solid angle, which we express in
spherical coordinates as dΩ′ = sin θ′ dθ′ dφ′. Additional de-
tails about Equation (19) are given by, e.g., Cranmer (1998)
and Cranmer et al. (1999b).
Because the relevant H I Lyα photons are emitted initally
from the upper chromosphere then scattered into our LOS,
the observed profiles depend on the intensity I⊙ν′ coming
from the solar disk. The shape of this incident spectral energy
distribution was taken from the atlas obtained by the Solar
Ultraviolet Measurements of Emitted Radiation (SUMER)
instrument on SOHO (Curdt et al. 2001). Note that some ear-
lier modeling efforts (e.g., Cranmer et al. 1999b) used only a
narrow range of ±1 A˚ around the rest-frame wavelength and
assumed I⊙ν′ = 0 outside that range. Here, we found that
some of the Monte Carlo models involve quite large Doppler
shifts, so we kept a larger range of ±13 A˚ around the rest-
frame wavelength for safety.
The Sun’s H I Lyα intensity varies substantially over the
solar cycle, so the intensities in the SUMER atlas were scaled
to agree with the times of the relevant UVCS data. Below,
values of the total integrated intensity I15 are specified in
units of 1015 photons s−1 cm−2 sr−1. Cranmer et al. (1999b)
Figure 6. (a) Solar-disk spectral energy distribution in the vicin-
ity of H I Lyα, with λ0 = 1215.67 A˚. (b) Comparison of sim-
ulated profiles (points) and reconstructed Gaussian estimates from
observed values of Itot and V1/e (solid curves) at heights of r =
1.5R⊙ (blue) and 4R⊙ (red). For the r = 1.5R⊙ model, param-
eters were: ∆lo = 1.233, ∆hi = 3.886, u∞ = 463.6 km s
−1,
fmax = 7.701, ξ0 = 64.19 km s
−1, Ψ = 0.9215, α = 0.9207,
Ttop = 0.8710 MK. For the r = 4R⊙ model, parameters were:
∆lo = 1.035, ∆hi = 2.741, u∞ = 712.1 km s
−1, fmax = 9.790,
ξ0 = 42.37 km s
−1, Ψ = 1.218, α = 0.5116, Ttop = 0.8166 MK.
used UVCS on-disk measurements of Raymond et al. (1997)
from 1996 December 4, which found I15 = 5.24. Nakagawa
(2008) took an average over the 1996–1997 solar minimum
and found I15 ≈ 4.5. The Woods et al. (2000) spectral ir-
radiance database gave mean values of I15 = 5.167 for the
1996 December 28 to 1997 January 5 (CR 1917) time pe-
riod, and I15 = 5.260 for the 1997 April 14 to 1997 April
20 (CR 1921) time period. The average of those two val-
ues, I15 = 5.214, is used in the H I Lyα simulations for this
paper’s Monte Carlo ensemble, and Figure 6(a) shows the
SUMER spectrum normalized to this adopted total intensity.
In order to compare with the UVCS data shown in Figure
1, the H I Lyα emission lines were simulated using the CUES
code (described by Cranmer et al. 1999b, 2008) for a grid of
28 lines of sight with impact parameters r between 1.4 and
4.1 R⊙ in steps of 0.1 R⊙. Each profile was simulated with
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51 wavelength points spread between −4 A˚ and +4 A˚ of the
rest-frame wavelength of λ0 = 1215.67 A˚. To have higher
spectral resolution near line-center, a stretched wavelength
grid was specified. First, a uniform grid was created in a
dimensionless quantity q, with −1 ≤ q ≤ +1. Then, the
transformation to wavelength was performed using
λ = λ0 + q|q|0.9(4 A˚) , (20)
so that, for a grid of 51 points, the grid spacing at line-center
is only 0.0088 A˚, but at the edges it grows to 0.2985 A˚. The
integration over the LOS-direction x was discretized with a
fixed step-size ∆x = 0.15R⊙, and the integration limits in
x were set to be ±8r. In other words, as the observation
height increases, the absolute range of x values included in
the integral also increases.
When analyzing the results from each Monte Carlo trial
model, the simulated lines were fit by Gaussian func-
tions. Nonlinear least-squares fitting was performed with
the GAUSSFIT routine of the Interactive Data Language
(IDL), which uses a gradient-expansion algorithm (see, e.g.,
Marquardt 1963). As described in more detail in Section 5,
sometimes the simulated profiles exhibited central reversals
and were not well-fit by a single Gaussian. These cases end
up being ruled out (prior to fitting) because this behavior is
not seen in the UVCS coronal-hole data.
Each simulated LOS is assumed to pass directly over the
polar axis of an axisymmetric coronal hole. Because of
the superradial expansion described in Section 3.2, the so-
lar wind velocity vector does not always point radially away
from the Sun. At points along the foreground and back-
ground of any given LOS, there tends to be an extra deflection
away from the polar axis by about 5◦ to 15◦ (see, e.g., Figure
2 of Cranmer et al. 2008). The shapes of magnetic field lines
inside the coronal hole are assumed to self-similarly follow
polar angles θ that remain proportional to the outer boundary
of the coronal hole as a function of radial distance. This is
the same assumption made by Cranmer et al. (1999b), but in
this case the expansion factor f(r) is given by Equation (9).
Two examples of simulated H I Lyα emission lines are
shown in Figure 6(b). Modeled profiles are shown with dis-
crete points, and idealized Gaussian reconstructions of the
observed data at two heights are shown with solid curves.
Despite these profiles not being formal fits to the simulations,
we nevertheless compute and show χ2-like goodness-of-fit
parameters (see below for definitions) to illustrate how spe-
cific values of these quantities correspond to various levels
of agreement. The simulated profile at r = 4R⊙ exhibits
a clear power-law departure from a Gaussian shape in the
line wings. This effect arises because line broadening due to
bulk solar wind outflow does not behave in the same way as
more random sources of “nonthermal” broadening like waves
or microturbulence (see, e.g., Kohl et al. 2006b, as well as
Gilly & Cranmer 2020). It is worth repeating that the line-
synthesis procedure assumes the bulk outflow speed of the
neutral hydrogen atoms is equal to the bulk outflow speed
up(r) of the protons.
5. RESULTS: ELECTRON AND PROTON PLASMA
PROPERTIES
Because there are 8 independently varied Monte Carlo
variables (see Table 1), there is an 8-dimensional volume
of parameter space that must be searched for unique com-
binations of plasma properties that match the UVCS data.
However, it is somewhat computationally intensive to run the
CUES line-synthesis code. Thus, a tradeoff had to be found
between a finely exhaustive search of the 8-dimensional pa-
rameter space and calculations that could be completed in a
reasonable time. We ended up creating 105 random trial sets
of the 8 Monte Carlo parameters, and we put them through
a four-step winnowing process to determine whether a given
model can be claimed to “agree” with the observations:
1. As described in Section 3.5, any trial model with val-
ues of Te that fell outside a range of marginal con-
sistency with existing near-limb and charge-state data
was rejected. Out of the 105 initial sets of trial param-
eters, only 12,657 sets satisfied this consistency crite-
rion (i.e., 12.657%).
2. All remaining models were run through CUES to com-
pute 354,396 individual H I Lyα profiles (i.e., 28 ob-
servation heights for each set of parameters that sur-
vived the previous step). In the UVCS data, off-limb
emission lines in coronal holes were always clearly
single-peaked; i.e., there was a global intensity max-
imum at line-center, and the coronal profiles tended to
be well-fit by a single Gaussian function. Thus, all
nonmonotonic profiles were rejected from further con-
sideration. The ratio Imax/Icen was used to judge non-
monotonicity, where Imax is the maximum value of the
specific intensity across the entire line profile, and Icen
is the value of the specific intensity at its centroid (first
moment) wavelength. Usually the centroid wavelength
falls within 0.1 A˚ of the rest wavelength λ0, but not al-
ways. Synthesized profiles with a value of Imax/Icen
exceeding 1.01 were judged to exhibit a non-Gaussian
central reversal, so they were excluded from further
consideration. Of the 354,396 synthesized profiles,
159,849 survived this cut (i.e., only 5.709% of the ini-
tial set of all trials).
3. Next, Gaussian fits were made to the remaining pro-
files. The widths V1/e and total intensities Itot were
compared with the UVCS data at the same observation
height r (see Figure 1). Separate goodness-of-fit quan-
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tities were computed for the total intensity
χ2I =
(
Itot,fit − Itot,obs
δItot,obs
)2
(21)
and for the line width
χ2V =
(
V1/e,fit − V1/e,obs
δV1/e,obs
)2
(22)
where Equations (1)–(2) were used to specify Itot,obs
and V1/e,obs. Linear interpolation of the curves in Fig-
ure 1(c) was used to specify the uncertainties δItot,obs
and δV1/e,obs. A useful criterion for a “good fit to the
data” was found to be max(χ2I , χ
2
V) ≤ 1. In other
words, if the worst-performing of the two criteria still
showed a variation inside the ±1σ error bars, it was
judged to be an acceptable trial model for this partic-
ular observation height. Of the 159,849 profiles that
made it this far, only 4,350 satisfied this criterion (i.e.,
0.155% of the initial set of all trials).
4. Lastly, it was observed that a few of the trial models
exhibited good agreement with the data at one partic-
ular height, but the radial gradients of, say, Itot,fit and
Itot,obs were very different from one another. This one
point of agreement was just a coincidental crossing.
These solutions were found to be unrealistic, so a final
coherency criterion was applied. For each profile with
max(χ2I , χ
2
V) ≤ 1, a coherency parameterC was com-
puted, where C is the number of directly neighboring
profiles—at both lower and higher values of r—that
also have max(χ2I , χ
2
V) ≤ 1. A profile that coinci-
dentally agrees with the data at one height but not any
neighboring heights would have C = 1. We found
that keeping all profiles with C ≥ 2 successfully elim-
inated the few pathological cases. The final number of
remaining profiles was 3,507 (i.e., 0.125% of the initial
set of all trials).
Figure 7 shows how many profiles were retained at each of
the 28 observation heights and at each of the above steps of
the winnowing process.
The Monte Carlo model parameters for the validated sub-
set of trials allowed the construction of radially dependent
posterior probability distributions for plasma parameters
such as ne, up, Br, VA, v⊥, Tp‖, Tp⊥, and Te. The remain-
der of this section presents these distributions as a function
of observation height r. It is evident from these distribu-
tions that the minimum and maximum values for the original
parameters—given in Table 1—were sufficiently broad to al-
low a full exploration of the 8-dimensional parameter space.
None of the posterior distributions were found to be signif-
icantly edged up against the boundaries of parameter space.
Figure 7. Numbers of simulated H I Lyα profiles in the Monte
Carlo ensemble that passed each of the four successive tests de-
scribed in the text: consistency with observed Te values (brown
solid curve), lack of a central reversal in the simulated profile (black
dot-dashed curve), agreement with observed intensities and line
widths within 1σ (green dashed curve), and radial coherency (blue
solid curve).
Thus, we can be somewhat confident that the validated “mea-
surements” were not limited by the initial choices of model
parameters.
Figure 8 shows the distributions of up(r) and∆(r) for the
3,507 fully validated cases. At each radial distance r, the
probabilities were independently normalized to a common
maximum value of 1 (i.e., the darkest blue color) so the re-
gions of highest probability are always visible by eye. Note
that the distributions appear smoother at the largest heights,
where there were several hundred validated models at each
discrete observation height. As indicated in the lower left of
Figure 7, the smallest observation height of 1.4 R⊙ had only
5 validated models. Thus, the distributions there are more
random and irregular. The main reason for there being more
validated models at larger heights is that the observational
uncertainties at those heights were larger (see, e.g., Figure
1(c)).
The collection of validated solar-wind velocities shown in
Figure 8(a) agrees well with the proton bulk outflow veloci-
ties from Cranmer et al. (1999b). This is not surprising, since
the analysis of Cranmer et al. (1999b) was based on the same
set of UVCS/SOHO H I Lyα data as was used in this paper,
but the analysis procedure was quite different. These val-
ues are also quite similar to other published results (see, e.g.,
Zangrilli et al. 2002; Bemporad 2017; Spadaro et al. 2017;
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Figure 8. Monte Carlo posterior distributions for: (a) radial outflow
speed up and (b) the electron density multiplier ∆. Normalized
probability densities are shown with a yellow-green-blue (viridis-
style) color map. Also shown are proton outflow speeds from
Cranmer et al. (1999b, purple outline) and O+5 outflow speeds
from Cranmer et al. (2008, red symbols).
Dolei et al. 2018) for comparable ranges of heights above po-
lar coronal holes. Also shown in Figure 8(a) are observation-
ally inferred O+5 ion outflow velocities from Cranmer et al.
(2008). The heavy ions appear to be flowing substantially
slower than the protons at low heights and faster than the
protons at larger heights.
Figure 8(b) shows that∆(r) appears to be increasing from
1.4 to 4 R⊙, which is somewhat similar to the ZEPHYR
model result shown in Figure 2(b). The validated distri-
butions for other ingredients to the mass-flux conservation
equations from Section 3.2 were not as clear-cut. For exam-
ple, in the full set of 3,507 validated models, fmax appeared
to be distributed uniformly between the specified minimum
and maximum (i.e., there was no clear peak in the distribu-
tion of values). For the u∞ model parameter, there seemed
to be a mild preference for intermediate values; the validated
distribution had a median value of 463 km s−1 and a standard
deviation of 93 km s−1. This is lower than expected for the
fast solar wind associated with polar coronal holes, but it is
also true that the UVCS data put no real constraints on the
existence of continued acceleration above 4.1 R⊙.
Figure 9. Plasma temperatures inferred from UVCS and other data.
Monte Carlo posterior distributions for Tp are shown with the same
color map as Figure 8. Also shown are perpendicular ion tempera-
tures for O+5 (red circles) and Mg+9 (orange triangles), as well as
Te data from Landi (2008) (green error bars).
Results for validated coronal temperatures are shown in
Figures 9, 10, and 11. Specifically, the posterior distributions
for the input model parameters (i.e., α, Ψ, and Ttop) showed
no clear trends because, as expected, each trial model only
agreed with the UVCS data for a limited range of heights.
The resulting distributions for Tp‖(r), Tp⊥(r), and Te(r) tell
a more consistent story. Figure 9 shows radially dependent
distributions for the isotropic proton temperature, defined as
Tp =
Tp‖ + 2Tp⊥
3
, (23)
and it seems to be well-constrained to remain between about
1 and 2 MK over the observed heights. It is important to note
that many earlier UVCS studies of proton “kinetic tempera-
tures” in coronal holes reported higher values of order 3–4
MK. As shown in Equation (15), estimation of the temper-
ature from the line-width alone does not disambiguate be-
tween Doppler broadening due to random thermal motions
and that due to unresolved waves or turbulence. An earlier
attempt to subtract a specific model of Alfve´nic turbulence
from measured H I Lyα kinetic temperatures was presented
in Figure 6 of Cranmer (2009), and the result was a range of
values between 1 and 2 MK, similar to what is shown here.
For comparison to the proton temperatures, Figure 9 also
shows perpendicular ion temperatures derived from the O VI
1032, 1037 A˚ doublet (Cranmer et al. 2008) and from the
Mg X 625 A˚ line (Kohl et al. 1999). Corresponding paral-
lel temperatures for these ions either have not yet been com-
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puted (for Mg X) or they have large uncertainties that are
difficult to show as error bars (for O VI). To convert the ki-
netic temperatures to true thermal temperatures in this figure,
a simple power-law model for ξ(r) has been subtracted from
each O VI and Mg X data point; see Equation (24) below.
Figure 10 shows validated distributions for the anisotropy
ratio α = Tp⊥/Tp‖ and the ratio of isotropic proton to
electron temperatures Tp/Te. Although some mild trends
in these quantities can be seen as a function of observation
height, they are both also marginally consistent with being
constant between 1.4 and 4.1 R⊙. Taking the parameters for
the full set of 3,507 validated profiles (covering all heights),
the median values of Tp‖, Tp⊥, and Te are 1.755 MK, 1.918
MK, and 1.236 MK, respectively. Interestingly, the median
anisotropy ratio that one obtains from the above values is
α = 1.093, but the median of the original set of 3,507 values
of α itself is 0.9424. This discrepancy appears to be the re-
sult of there being many more validated models at the largest
heights (where α tends to be less than 1) than at the lowest
heights. There is a similar discrepancy for the Tp/Te ratio,
but it is much smaller; i.e., using the above median tempera-
tures gives Tp/Te = 1.508, but the median of the distribution
of Tp/Te values is 1.501.
The results shown above have implications on theories of
proton and electron heating; these are discussed in more de-
tail in the Appendix. For now, we only discuss one additional
trend in the proton–electron disequilibrium (i.e., Tp 6= Te)
that appears to resemble the behavior of the solar wind at
1 AU. Figure 11(a) examines the 740 validated model pa-
rameters for Tp and Te at r = 4R⊙ and plots them as a
function of the wind speed up in each model. The gen-
eral trend is for higher values of Tp to be associated with
faster wind speeds, whereas Te does not vary as much. Fig-
ure 11(b) shows hourly-averagedmeasurements of Tp and Te
from ISEE-3 at 1 AU (Newbury et al. 1998). The similarities
between the two trends are interesting, but should be inter-
preted with caution. Note that Figure 11(a) shows model re-
sults consistent with one set of data over polar coronal holes,
but Figure 11(b) shows a wide swath of data taken over sev-
eral years in the ecliptic plane. It is also true that measure-
ments at intermediate distances (e.g., Helios and Parker So-
lar Probe) show a mild anticorrelation between Te and the
wind speed; see Maksimovic et al. (2020).
Figure 12 shows the distribution of turbulent velocity am-
plitudes ξ(r) for all 3,507 validated models. The most prob-
able values appear to fall in between the high values in-
ferred by Esser et al. (1999) and the low values inferred by
Hahn & Savin (2013) and others. If the various modeling
assumptions described in Section 3 are to be believed, the
UVCS data can provide a resolution to the existing tension
between these two seemingly incompatible measurements.
Figure 12 also shows a relatively simple power-law fit to the
Figure 10. Monte Carlo posterior distributions for: (a) the proton
temperature anisotropy ratio Tp⊥/Tp‖, and (b) the ratio of isotropic
proton and electron temperatures Tp/Te, using the same color map
as Figure 8.
radial dependence of the median values of ξ(r),
ξ ≈ 47
(
r
R⊙
)0.59
km s−1 (24)
which was used in Equation (15) to obtain the ion tempera-
tures shown in Figure 9.
Table 2 provides a summary of various statistical proper-
ties of the posterior distributions at a selection of six obser-
vation heights. The values provided are for the median (50%
percentile) and ±1 standard deviations away from the me-
dian (16% and 84% percentile) for the distributions of ne,
up, ξ, Te, Tp⊥, and Tp‖. Also shown are derived quantities
for plasma heating rates that are described in the Appendix.
Lastly, additional data from this paper have been published
to a third-party repository (Cranmer 2020). These data in-
clude tabulated information for Figures 1, 3(a), 6(a), and
13, as well as the statistical properties given in Table 2 for
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Table 2. Plasma Parameters Consistent with UVCS Data
Quantity Percentile r = 1.5R⊙ r = 2.0R⊙ r = 2.5R⊙ r = 3.0R⊙ r = 3.5R⊙ r = 4.0R⊙
ne (10
5 cm−3) 16% 11.7849 2.7427 1.0397 0.4490 0.2765 0.1732
50% 14.0308 3.4586 1.2988 0.5583 0.3841 0.2358
84% 15.9363 4.1464 1.4971 0.7243 0.4304 0.2760
up (km s
−1) 16% 61.58 123.17 177.01 173.32 233.69 262.32
50% 84.59 143.12 205.82 236.04 275.90 314.27
84% 104.94 195.78 260.60 314.60 343.73 408.55
ξ (km s−1) 16% 35.87 54.16 60.84 69.93 75.22 80.21
50% 54.82 71.76 92.21 84.41 100.45 107.02
84% 78.92 90.50 119.23 107.99 131.97 138.41
Te (10
6 K) 16% 1.059 1.075 0.853 0.952 0.984 0.831
50% 1.208 1.361 1.151 1.194 1.269 1.208
84% 1.352 1.449 1.343 1.447 1.562 1.635
Tp‖ (10
6 K) 16% 0.844 0.931 1.362 1.285 1.433 0.632
50% 1.154 1.380 1.781 2.113 2.087 1.653
84% 1.645 2.986 3.526 4.037 3.481 3.775
Tp⊥ (10
6 K) 16% 1.161 1.124 1.271 1.259 1.119 1.193
50% 1.439 1.545 1.738 2.135 1.885 2.021
84% 1.633 2.501 3.105 3.109 2.914 3.138
Qp‖/Qnorm ... 55.829 10.865 4.124 1.936 0.884 0.331
Qp⊥/Qnorm ... 90.143 26.097 10.632 5.178 2.789 1.585
Qe/Qnorm ... 164.431 35.004 13.840 6.984 3.993 2.485
Qdamp/Qnorm ... 450.898 97.950 32.962 14.237 7.163 4.012
the full grid of 28 radial distances (i.e., between 1.4 and
4.1 R⊙ in increments of 0.1 R⊙). The tabulated H I Lyα
data for Figure 1 also include the exact dates and times for
each relevant UVCS exposure, so that the original data can
be reassembled and reanalyzed from the SOHOArchive (see,
e.g., Sanchez Duarte 1997; Osuna et al. 2010). The repos-
itory contains the full set of Monte Carlo input and output
parameters for all 3,507 validated H I Lyα profile models.
6. DISCUSSION AND CONCLUSIONS
Measurements of coronal temperatures, flow speeds, wave
amplitudes, and heating rates are necessary to have when
testing (i.e., validating or falsifying) theoretical models. A
primary goal of this paper was to put new observational con-
straints on the values of relevant proton and electron proper-
ties in the acceleration region of the fast solar wind. To ac-
complish this, a large Monte Carlo ensemble of trial models
of the corona was created, and H I Lyα emission-line profiles
were simulated for each randomly generated model. Part of
this model construction procedure was to ensure compatibil-
ity with mass and momentum conservation along open field
lines, (see, e.g., Lemaire & Stegen 2016). Only about one
out of every 800 of these models ended up agreeing with the
UVCS observations within an uncertainty range of ±1 stan-
dard deviations around measured intensities and line widths.
This subset of successful model parameters led to the con-
struction of posterior probability distributions for quantities
such as the wind speed, electron density, electron tempera-
ture, proton temperature (parallel and perpendicular to the
magnetic field), and Alfve´n-wave amplitude.
Measured values of the outflow speed for the coupled
proton–electron plasma (shown in Figure 8) agree well with
earlier results from Cranmer et al. (1999b), who analyzed the
same UVCS data with a completely different analysis proce-
dure. Measured temperatures were obtained with the help
of a two-fluid momentum conservation equation, such that
there were separate constraints on the thermal and nonther-
mal components of the H I Lyα line width. Thermal tempera-
tures did not show substantial radial dependence, and typical
values were approximately Tp‖ ≈ 1.8 MK, Tp⊥ ≈ 1.9 MK,
and Te ≈ 1.2 MK (see Figures 9–10). Results for nonther-
mal line broadening—which were obtained in tandem with
a specific model of MHD turbulence—were consistent with
moderately damped LOS velocity amplitudes that increase
from about 50 km s−1 at 1.5 R⊙ to about 100 km s
−1 at
4 R⊙ (see Figure 12). These values fall in between two
sets of seemingly incompatible measurements of undamped
(Esser et al. 1999) and heavily damped (Hahn & Savin 2013)
Alfve´n waves in coronal holes.
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Figure 11. (a) Full set of validated Monte Carlo results for Tp (red
points) and Te (blue points) as a function of up at r = 4R⊙. (b)
Hourly averaged proton (red) and electron (blue) temperatures mea-
sured at 1 AU by ISEE-3 from January 1980 to October 1982. Small
points indicate individual measurements, and large symbols show
median and ±1σ values in 30 km s−1 bins of wind speed. See Fig-
ure 3 of Cranmer et al. (2017) for additional details.
The results presented above are plausible, but they should
be tested further with other analysis methods and observa-
tional data. A larger number of Monte Carlo trials—possibly
extending into a larger volume of parameter space—would
be useful as an improvement on the statistics of the pos-
terior distributions. If possible, the use of mass and mo-
mentum conservation equations should be replaced by in-
dependent measurements of, say, the solar wind outflow
speed (e.g., DeForest et al. 2018) and the electron temper-
ature (e.g., Reginald et al. 2011). The model of turbulent
dissipation described in Section 3.3 is only one possibility
out of many (see also Usmanov et al. 2018; Zank et al. 2018;
Chandran & Perez 2019; Mallet et al. 2019). Also, the idea
that nonthermal line broadening could be the result of other
features such as impulsive jets, short-lived filaments, or mag-
Figure 12. Monte Carlo posterior distributions for the LOS-
projected turbulent nonthermal velocity ξ, shown using the same
color map as Figure 8. Other observational results are duplicated
from Figure 4, and the fitting function from Equation (24) is shown
with a black dot-dashed curve.
netic “switchbacks” (e.g., Tenerani et al. 2020) should be ex-
plored.
Lastly, it would be advantageous to repeat this analysis
procedure with data from other source-regions of the solar
wind, such as equatorial coronal holes (Miralles et al. 2001),
helmet streamers (Strachan et al. 2002), and pseudostream-
ers (Wang et al. 2012). Repeating the UVCS measurements
with next-generation coronagraph/spectrometer instruments
(Kohl et al. 2008; Vourlidas et al. 2018; Laming et al. 2019)
would also likely provide new constraints on theoreti-
cal models. In addition to using the H I Lyα line,
Vial & Chane-Yook (2016) explored how the inclusion of
other hydrogen lines can provide complementary infor-
mation about the accelerating solar wind. The Metis
coronagraph on board Solar Orbiter (Romoli et al. 2017;
Antonucci et al. 2019) is poised to begin measurements of
H I Lyα Doppler dimming when its commissioning phase is
completed. A future instrument with greater sensitivity and
a broader spectral range than UVCS could measure the ki-
netic properties of dozens of other heavy ions, and also may
be able to detect subtle departures from Gaussian line shapes
that indicate the presence of specific non-Maxwellian veloc-
ity distributions (e.g., Cranmer 2001; Jeffrey et al. 2018).
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APPENDIX
A. PRELIMINARY CONSTRAINTS ON HEATING RATES
The main results of this paper for proton and electron temperatures in coronal holes (i.e., Tp ≈ Te and Tp⊥ ≈ Tp‖) seem
rather “mild.” Other recent observational and theoretical studies point to the likelihood of strong kinetic heating mechanisms—
such as ion cyclotron resonance and associated velocity-space diffusion—that could provide Tp ≫ Te and Tp⊥ ≫ Tp‖ (e.g.,
Hollweg & Isenberg 2002; Marsch 2006; Chandran et al. 2010; Kasper et al. 2013; Cranmer 2014). However, the current obser-
vational results do not necessarily rule out the presence of these effects. Rather than examining local temperatures, it would be
preferable to know the actual plasma heating rates (i.e., in units of power deposited per unit volume). Unfortunately, computing
these rates from the UVCS measurements involves taking one additional step farther away from the theory-agnostic “empirical
modeling” approach described in Section 3.
We proceed anyway by assuming the protons and electrons obey time-steady conservation equations for thermal energy (see,
e.g., Isenberg 1984; Li et al. 1999; Cranmer et al. 1999a). The goal is to use the results of the Monte Carlo modeling exercise
to specify every term in these equations except the rates of direct heat deposition, then solve for the latter. The adopted electron
energy equation assumes an isotropic velocity distribution function that is affected by plasma expansion, Spitzer & Ha¨rm (1953)
heat conduction, collisional equilibration with protons, and some amount of direct heatingQe, with
3
2
neupkB
∂Te
∂r
− upkBTe ∂ne
∂r
=
Qe − 1
A
∂
∂r
(Aqe) + C‖ep(Tp‖ − Te)
+C⊥ep(Tp⊥ − Te) +mp(J‖ep + J⊥ep) (A1)
and the classical (Spitzer & Ha¨rm 1953) thermal conduction flux is given by
qe = −(1.84× 10−5 erg cm−1 s−1K−7/2) T
5/2
e
ln Λee
∂Te
∂r
(A2)
(see, however, Schiff & Cranmer 2020 for discussions of nonclassical heat conduction in the extended corona) with the electron
Coulomb logarithm given approximately by
ln Λee = 23.2 +
3
2
ln
(
Te
106K
)
− 1
2
ln
( ne
106 cm−3
)
. (A3)
The Coulomb collision rates denoted byC and J , with various subscripts, are given in detail by Isenberg (1984) and Cranmer et al.
(1999a). Proton energy conservation is expressed using two equations for the bi-Maxwellian components Tp‖ and Tp⊥, with
1
2
npupkB
∂Tp‖
∂r
+ npkBTp‖
∂up
∂r
=
Qp‖ + C‖pe(Te − Tp‖) +meJ‖pe , (A4)
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npupkB
∂Tp⊥
∂r
+
npkBTp⊥
A
∂A
∂r
=
Qp⊥ + C⊥pe(Te − Tp⊥) +meJ⊥pe (A5)
and proton thermal conduction is neglected because it is traditionally at least 20 times weaker than electron heat conduction (see,
however, Scudder 2015).
To evaluate many of the terms with radial derivatives, one specific set of the original Monte Carlo parameters was chosen to
produce plasma parameters that pass through the median values given in Table 2. To constrain the density and outflow speed, we
used ∆lo = 1.40, ∆hi = 3.25, fmax = 7.0, and u∞ = 460 km s
−1. For the temperatures, it was simpler to produce analytic
least-squares fits to the median model values. Using x = r/R⊙ as above,
Te = 1.31x
−0.05MK (A6)
Tp‖ =
(−0.8177 + 1.5821x− 0.2249x2) MK (A7)
Tp⊥ =
(
0.3432 + 0.8125x− 0.1001x2) MK (A8)
and these functions are valid only for 1.4 ≤ x ≤ 4.1. The turbulence amplitude ξ (or v⊥) was not needed directly for evaluating
the heating rates, but for later comparison we took the above set of model parameters and computed a representative curve for
Qdamp from Equations (11), (24), and the turbulence dissipation model of Cranmer & van Ballegooijen (2012).
Equations (A1)–(A5) were thus solved for Qe, Qp‖, and Qp⊥. Figure 13(a) shows these results as a function of heliocentric
distance. Below, we also examine the total rate of proton heating (Qp = Qp‖+Qp⊥) and the total rate of heating for both species
(Qtot = Qp + Qe). Note that the proton and electron heating rates are roughly comparable to one another in magnitude, with
the ratio Qp/Qe ranging between 0.73 and 1.07 over the modeled heights. However, the heating anisotropy ratio Qp⊥/Qp‖ is
consistently greater than unity, increasing from about 1.6 at low heights to 5.5 at large heights. This preferential perpendicular
heating does not show up as clearly in Tp‖ and Tp⊥ because of the other heating and cooling terms in Equations (A4)–(A5) due
to plasma expansion and Coulomb collisions.
Figure 13(a) also comparesQtot with the wave/turbulence dissipation rateQdamp that was computed for the best-fitting model
parameters described above. The fact that these two rates agree so well with one another (i.e., never differing by more than
∼30%) was by no means a foregone conclusion. There could have been three possible outcomes:
1. If Qdamp ≫ Qtot, this would point to a possible inconsistency in the modeling assumptions. In other words, if the energy
lost by turbulent dissipation just disappeared, and did not show up as plasma heating, then where could it have gone? It is
possible this energy could be converted into other forms, such as shocks or MHD waves (in modes other than the dominant
Alfve´n mode) or as bulk-flow kinetic energy in, e.g., reconnection exhausts. However, those other forms often undergo
rapid braking and thermalization (e.g., Birn et al. 2009; Zhang et al. 2019), so at least some of it ought to appear in Qtot
eventually.
2. IfQdamp ≪ Qtot, this would have implied that the damping of MHD turbulence is insufficient to heat polar coronal holes.
If this was the case, then some other physical process, such as slow nanoflare-type energy release (Sturrock & Uchida
1981; Parker 1988), would have to be responsible for supplyingQtot in these regions.
3. If Qdamp ≈ Qtot, as we indeed see, it implies that the model of MHD wave/turbulence dissipation described in Section
3.3 appears to be sufficient to heat the protons and electrons in coronal holes.
Despite the fact that the UVCS data imply Qp ≈ Qe, this may still be consistent with protons and other ions being heated
by cyclotron resonance. Figure 13(b) shows the ratio Qp/Qe plotted versus the plasma β ratio for the model coronal hole.
Here, β = (cs/VA)
2, where cs is an effective sound speed defined using the average one-fluid temperature (Tp + Te)/2. It
has been known for some time that the MHD turbulence excited in low-β plasmas does not naturally produce ion cyclotron
waves. It tends to produce waves with low frequencies and high perpendicular wavenumbers, which undergo linear Landau
damping. Howes (2010) predicted that in low-β plasmas this would give rise to Qp/Qe ≪ 1, as shown in Figure 13(b).
However, Cranmer & van Ballegooijen (2012) found that a small amount of nonlinear mode-coupling between Alfve´n and fast-
mode turbulence may produce ion cyclotron waves that would heat protons when they dissipate. The green curves in Figure
13(b) show that, depending on the choice of mode-coupling parameters, it may be possible to have Qp/Qe ≈ 1 as indicated by
the UVCS data. Of course, several other mechanisms have been suggested to explain preferential proton and ion heating in low-
β plasmas (e.g., Voitenko & Goossens 2004; Chandran 2010; Servidio et al. 2015; Matthaeus et al. 2016; Isenberg & Vasquez
2019; Schekochihin et al. 2019; Kawazura et al. 2020) and these should also be tested for consistency with the UVCS data.
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Figure 13. Modeled heating rates Qe (blue dot-dashed curve), Qp‖ (red dotted curve), Qp⊥ (red dashed curve), Qtot (purple solid curve), and
Qdamp (black circles). (b) UVCS-derived model result for Qp/Qe (purple solid curve) compared with theoretical heating ratios from Howes
(2010) (brown dashed curve) and Cranmer & van Ballegooijen (2012) (green curves). The cascade/mode-coupling parameters for the latter are:
F = 1, Φ = 10 (solid green), F = 1, Φ = 1 (dashed green), F = 0.1, Φ = 10 (dot-dashed green), F = 0.01, Φ = 10 (dotted green), where
F is the number multiplied by the fast-mode energy density UF in Figure 16(b) of Cranmer & van Ballegooijen (2012).
Table 2 lists Qe, Qp‖, Qp⊥, and Qdamp at a selection of six observation heights. These values are all divided by a constant
Qnorm = 10
−9 erg s−1 cm−3. It is also possible to extrapolate the heating rates to larger heliocentric distances and compare
with in situ measurements. Using only the data points above r = 3R⊙, the radial dependence of Qtot is well-fit by a power-law
function∝ r−4.1, andQdamp is well-fit by r−4.3. This gives dissipation and heating rates of order 10−15 to 10−14 erg s−1 cm−3
at Helios distances of order 0.3–0.6 AU, and values of a few times 10−16 erg s−1 cm−3 at 1 AU. These values are comparable to
empirically determined heating rates from, e.g., Vasquez et al. (2007) and Sˇtvera´k et al. (2015).
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