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Introduction 
The frequency and intensity of extreme precipitation is predicted to increase due to 
climate change (Masson-Delmotte, A. Pirani et al. 2018).  In the United States, regions such as 
the Midwest have experienced an increase in one day heavy rainfall events (Easterling, Evans et 
al. 2000), while in the Northeastern United States, extreme precipitation events have increased in 
both frequency and intensity, particularly during the last three decades (Huang, Winter et al. 
2017, Howarth, Thorncroft et al. 2019).  Extreme precipitation events have contributed to an 
increase in flooding events (Pielke Jr and Downton 2000), which can result in waterborne 
disease outbreaks (Curriero, Patz et al. 2001) and uncertainty and risks in food systems (Wheeler 
and Von Braun 2013).  It is important to understand how extreme precipitation events may 
change in the future to mitigate negative impacts on human and ecological systems.    
Global Climate Models (GCMs) are useful for understanding how extreme precipitation 
trends may change in the future (Kothavala and simulation 1997).  However, their coarse 
resolution makes it difficult to study the local impacts of extreme precipitation events (Kothavala 
and simulation 1997).  Regional Climate Models (RCMs) incorporate regional orography and 
topography (Lupo, Kininmonth et al. 2013), resulting in more accurate climate representations at 
regional scales.  However, the ability of RCMs to capture the magnitude and seasonality of 
extreme precipitation is poor (Kyselý, Beranová et al. 2009).  Even with recent advances, 
extreme precipitation events are difficult to model due to their infrequent nature (McBean 2004).  
In addition, output from GCMs and RCMS is biased due to systematic model errors, coarse 
spatial resolution, and simplification of climate processes (Park, Kang et al. 2012).  Prior to its 
use in applications, output from climate models is bias-corrected.  Bias-correction is a post-
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processing procedure in which observed data is used to reduce bias in climate model output and 
is especially important for reliable predictions of extreme events (Soriano, Mediero et al. 2018).   
Several methods can be used to analyze patterns and trends in extreme precipitation over 
time: the Mann-Kendall Test, least squares regression, and techniques in Extreme Value Theory.  
The Mann-Kendall (MK) Test tests for the presence of a negative or positive temporal trend in a 
timeseries.  The MK Test has been used to determine trends in monthly and annual precipitation 
data (Ahmad, Tang et al. 2015, Toride, Cawthorne et al. 2018).  The null hypothesis of the MK 
test is that the sequence of observations occur independently with a common probability 
distribution (Santos and Fragoso 2013).  The alternative hypothesis is that the precipitation data 
are distributed negatively or positively (Santos and Fragoso 2013).  While the MK test is widely 
used in climate science, it has one major drawback.  Daily and monthly precipitation 
observations are temporally correlated, which can cause a rejection of the null hypothesis on 
weaker evidence than is implied by the significance level (Kulkarni and von Storch 1995, Santos 
and Fragoso 2013).  Another common method for determining trends in extreme precipitation is 
least squares regression (LSR) (Hussain and Lee 2013).  LSR was used to determine trends in 
monthly precipitation totals in Germany (Trömel, Schönwiese et al. 2008) and the tropics 
(O’Gorman 2012).  Hussain and Lee (2013) used LSR to analyze daily extreme precipitation in 
Pakistan to explore seasonal and spatial trends over time.  While LSR is simple and efficient, it is 
unreliable, as its trend estimates have a large variance, and the power of trend detection is low 
(Zhang, Zwiers et al. 2004).  Finally, techniques from Extreme Value Theory (EVT) have been 
applied to analyze extreme precipitation (Demirdjian, Zhou et al. 2018).  One technique, the 
method of block maxima, consists of dividing a time series into periods (“blocks”) of equal size, 
and the analysis is constrained to the maximum observation in each distinct block (Coles, Bawa 
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et al. 2001).  These maxima are then fit to a Generalized Extreme Value Distribution (GEV) 
(Coles, Bawa et al. 2001).  Typically, for analyzing extreme precipitation, blocks are composed 
of many years, and annual precipitation maxima are used for distribution fitting (Bezak, Brilly et 
al. 2014).  Rust, Maraun et al. (2009) used the block maxima approach to analyze the seasonality 
of extreme daily precipitation in the United Kingdom.  Ender, Ma et al. (2014) analyzed monthly 
and semiannual extreme precipitation spatially in China using the block maxima method.  In the 
Netherlands, Golroudbary, Zeng et al. (2017) used the block maxima method to analyze monthly 
blocks of daily precipitation to understand spatial patterns across the country.  However, use of 
the method of block maxima may result in the loss of information, as some high values close to 
the maximum will not be included in the analysis (Bezak, Brilly et al. 2014).  Another common 
technique is Peaks-Over-Threshold (POT), which involves fitting a GEV to daily, monthly, or 
annual observations above a user-defined threshold; however, it can be very difficult to designate 
an appropriate threshold, making the block maxima method preferable in certain cases (Bezak, 
Brilly et al. 2014).  Beguería, Angulo‐Martínez et al. (2011) used POT to assess trends in annual 
extreme precipitation in Spain.  Both the block maxima and POT methods are comparable 
practices for analyzing extreme precipitation (Jarušková, Hanek et al. 2006).   
 For my study I use the method of block maxima to analyze projected future changes in 
extreme precipitation in a region within the Northeastern United States.  I apply the method of 
block maxima to regionalized future projections of daily precipitation from an RCM.  My 
objectives are to 1) determine if estimated parameters of GEV distributions exhibit significant 
trends and 2) determine if regions differ with one another with respect to estimated GEV 
parameters.  
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Methods 
The study area, the Lake Champlain Basin, consists of Vermont and New Hampshire, 
northeastern New York, and southern Québec, Canada (Figure 1).  
   Figure 1: Map of the 86 stations within our study region. 
I obtained daily historical observational precipitation data from the Global Historical Climate 
Network (GHCN).  GHCN is an integrated database of climate summaries from land stations 
around the world that are checked for calibration and measurement accuracy (NOAA 1990).  
Historical simulations (1976-2014) and future projections (2015-2099) of daily precipitation 
were generated by the Weather Research and Forecasting Model (WRF), a regional climate 
model.  WRF is widely used for numerical weather prediction and applied forecasting purposes 
(Skamarock, Klemp et al. 2019).  Historical simulations (1976-2014) were reproduced by bias-
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corrected Community Earth System Model 1 (CESM1), a GCM, while future projections (2015-
2099) were obtained from bias-corrected CESM1 output under the relative concentration 
pathway 8.5 (Monaghan, Steinhoff et al. 2014).  CESM1 daily precipitation simulations and 
projections were dynamically downscaled to 4 km using three one-way nests (36 km, 12 km, 
4km) using WRF.  Only 4km resolution data were used for this study.  The original spatial 
resolution of CESM1 output is 100km (Monaghan, Steinhoff et al. 2014).  Prior to analysis, 
WRF daily precipitation data were downscaled to GHCN station locations and bias-corrected 
using empirical quantile mapping (EQM) (Cannon, Sobie et al. 2015) using a workflow 
described in (Holthuijzen, Beckage et al. (in review)).  Only GHCN stations with at least 70% 
complete records during the historical period of 1976-2014 were retained for analysis (n = 86). 
For the GHCN data during the historical period 1976-2014, the highest annual daily 
rainfall occurred in 1999 (250 mm), while the lowest annual daily rainfall occurred in 1980 (40 
mm).  Besides two extremes, most years had maxima between 50 and 100 mm (Figure 2).  For 
WRF, the largest annual maxima of 200 mm occurred in 2012, while the smallest annual maxima 
(40 mm) occurred in 1978, 1991, and 2013. The majority of maxima ranged between 50 and 150 
mm, indicating a very slight wet bias of WRF precipitation during the historical period (Figure 
3).  For future WRF projections, annual maxima ranged between 50 and 150 mm (Figure 4).   
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Figure 2: Time Series of GHCN Historical Annual Maximum Precipitation 
 
Figure 3: Time Series of WRF Historical Annual Maximum Precipitation 
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Figure 4: Time Series of WRF Future Projections of Annual Maximum Precipitation  
Regionalization by k-means clustering 
 I used k-means clustering to divide the observed and RCM output into distinct spatial 
regions.  This approach is widely used as it is computationally simple and produces accurate 
results compared to other, more complex clustering methods (Santini 2016).  This approach 
allowed me to examine spatial trends in the study region by analyzing a few distinct regions 
rather than all 86 stations individually.  Latitude, longitude, elevation, and the 90th percentile of 
precipitation during the historical period were used as variables in the clustering algorithm, 
similar to methods from Demirdjian, Zhou et al. (2018).  The k-means clustering algorithm 
depends highly on the number of k clusters (Bholowalia and Kumar 2014), so I used two 
methods to determine the optimal value of k: the elbow method (Bholowalia and Kumar 2014) 
and the Bayesian Inference Criterion (BIC) (Chen and Gopalakrishnan 1998).  Three iterations of 
the k-means clustering algorithm were run to ensure consistency of results, and Euclidean 
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distance was used as the distance measure.  K-means clustering was applied to both GHCN and 
WRF data from the historical period (1976-2014) to ensure that both WRF and GHCN cluster 
memberships were similar.  Subsequent block maxima analyses of WRF data were conducted 
using clustering results from the historical period. The statistical software R (Team 2017) was 
used for all analyses.   The R package mclust (Scrucca, Fop et al. 2016) was used for all cluster 
analysis.  
Block maxima 
GEV distributions have special properties that make them useful for examining extreme 
precipitation.  Each GEV has location (μ), shape (ξ), and scale (σ) parameters, but it is the shape 
parameter that determines the tail behavior of a GEV (Figure 5, Equation 1).   
 
 
 
 
 
 
 
 
Figure 5: Distributions of the GEV Family 
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 The GEV family of distributions are classified as a Gumbel, Fréchet, or Weibull distributions 
depending on the value of ξ (Equation 1).   
 
 
 
 
Equation 1: Cumulative Distribution Function for the GEV family 
The Fréchet distribution is characterized by ξ>0 and has an infinite right tail, while the 
Weibull distribution is characterized by ξ<0 and has a finite right tail.  The Gumbel distribution 
arises when ξ=0 and has an infinite right tail that decays faster than that of the Fréchet 
distribution.  I used the extRemes package (Gilleland and Katz 2016) and the fevd function for 
fitting GEV distributions using maximum likelihood (ML).   
It can be shown (e.g. Beirlant, Goegebeur et al. 2006) that extreme value distributions are the 
only limiting forms for maxima of a random sample.  Assumptions of the block maxima 
approach are that sample data are drawn from the same distribution and represent independent 
samples (Rust, Maraun et al. 2009).  The assumptions for the method of block maxima were met 
as the annual WRF precipitation maxima were independent, and the number of samples within 
each block (39) was large enough to allow for robust estimation of GEV parameters.  GEV 
distributions were fit to annual maxima of bias-corrected historical and future WRF precipitation 
output and historical GHCN data, using a block length of 39 years.  GEV distributions were fit 
using a moving average approach, similar to the methods of Thomas, Lemaitre et al. (2016) who 
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analyzed pneumonia and influenza over 8 week moving time periods.  GEV distributions were fit 
to 39-year blocks, starting with the historical period of 1976-2014; next, distributions were fit to 
annual maxima in blocks 1977-2015, 1978-2016 and so on up to 2061-2099.  This same 
approach was used for all regions resulting from the cluster analysis.. 
Trend analysis 
Linear regressions were used to determine if location, shape, and scale parameters of all 
regions obtained from cluster analysis exhibited positive or negative long-term trends.  For each 
regression, the response was the parameter of interest (location, shape, or scale), and the 
predictor variable was Time_Period, a nominal variable that represented the 86 different time 
periods (e.g. 1976-2014…2061-2099) used for fitting GEV distributions. Linear regressions 
were fit separately for each of the regions obtained from cluster analysis. 
Results 
Cluster Analysis 
 The optimal number of clusters indicated by both the elbow and BIC methods was 4 
(Appendix, Figures 1 and 2). The 90th percentile precipitation value was particularly high for one 
high-elevation for both WRF and GHCN data. Therefore, a fifth cluster was added containing 
only the one high-elevation station, which had an elevation of 1,204m.  The five regions 
(clusters) resulting from k-means clustering were Mount Mansfield (MM), Adirondacks (A), 
Southern Vermont and New Hampshire (NH), Western Canada and Northern New York (WC), 
and Eastern Canada and Northern Vermont (EC) (Figure 6).  The number of members in the five 
clusters varied considerably.  MM consisted of only one station, while WC contained 40 (Table 
1).  The number of stations in A, NH, and EC ranged from 10 to 18.  K-means clustering was 
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applied to both WRF and GHCN data, and results were identical for both cluster size and 
characterization.  
 
 
 
 
 
 
 
 
Figure 6: Map of the 5 WRF clusters in our study region.   
        Table 1: Size (n) of WRF regions obtained through k-means clustering in each WRF cluster. 
Region n 
NH 18 
A 10 
WC 40 
EC 17 
MM 1 
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Block Maxima Results: 
 Mean GEV parameters for both GHCN and WRF during the historical period were 
similar.  The mean location, scale, and shape parameters of GHCN data for the historical period 
were 44.74, 13.09, and 0.06, respectively.  For WRF results for the historical period, the mean 
location, scale, and shape parameters were 39.31, 11.46, and 0.08, respectively.  For WRF, the 
mean location, scale, and shape parameters for the entire time period (1976-2099) were 42.65, 
11.47, and 0.07.  Any negative estimates for location were omitted. Overall, WRF means varied 
the most for the location parameters and the least for shape parameters (Table 5).  MM exhibited 
the most variability of the five regions.  Since the main objective of this study is to investigate 
trends in future time periods, the following results pertain only to results from applying the 
moving-average block maxima approach to WRF data. 
For all regions except MM, the mean location increased from 40 to 50 (Figure 7).  The 
location parameters varied between 30 and 50 for all regions except MM over time.  Slope 
estimates for NH, A, WC, and EC regions were significantly positive, indicating a positive linear 
trend (Table 2).  However, the location parameter for MM exhibited a pronounced nonlinear 
trend over time.  It decreased between the 1976-2014 and 1994-2012 time periods from 67 to 60.  
Between the 1995-2013 and 2020-2058 time periods, the location parameter increased 
dramatically from 60 to 80 and then decreased between 2021-2059 and 2061-2099 (Figure 8). 
Due to the nonlinear trend of the MM location parameter, no linear trend analysis was 
conducted.   
Mean scale parameters consistently ranged between 10 and 13 for all regions except MM, 
which had a scale parameter between 10 and 50 (Figure 9).  The range of the scale parameters 
was between 5 and 20 for all clusters except MM.  The scale estimates for MM were between 40 
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and 50 between time periods 1976-2014 and 2009-2047 and ranged from 15 to 30 between time 
periods 2010-2048 and 2061-2009 (Figure 10). 
Mean shape parameters of NH, A, EC, and WC were consistent over all time periods, 
ranging between -0.05 to 0.15, while those for MM varied between -0.3 and 0.3 (Figure 11).  The 
WC, A, and NH regions all had mean shape parameters greater than 0 for all time periods.  
However, the mean shape parameter for EC was less than 0 between time period 2054-2092 and 
2061-2099.  The mean shape parameter for MM was less than 0 between time periods 1976-2014 
and 2009-2047 and positive from time periods 2010-2048 to 2061-2099 (Figure 12).  No trends 
were significant for the shape parameter for all regions (Table 4).  Fréchet distributions were 
most common for all the regions except MM over all time periods and Weibull distributions 
were more common than Gumbell distributions.  Because shape estimates of exactly 0 are very 
unlikely, I categorized a distribution as belonging to the Gumbell family if the shape parameter 
estimate was between -0.01 and 0.01. 
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Figure 7: Location parameters for all clusters except MM for all time periods with respective 
regression line. 
Figure 8: The location parameter for the MM cluster for all time periods. 
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Figure 9: Scale parameters for all clusters except MM for all time periods with fitted regression 
lines.    
  Figure 10: Scale parameters for MM for all time periods. 
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Figure 11: Shape parameters for all clusters except MM for all time periods with fitted regression 
lines.  
Figure 12: Shape parameters for the MM cluster for all time periods.   
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Figure 13: Frequency of the type of GEV distribution in each cluster except MM for all time 
periods. 
Table 2: Regression analysis of location parameters for each region over all time periods. Linear 
regressions were not fit for the location parameter of MM. 
Cluster Slope Estimate Standard Error P-value 
NH 0.088 0.004 0 
A 0.092 0.006 0 
WC 0.089 0.003 0 
EC 0.065 0.003 0 
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Table 3: Regression analysis of scale parameters for each region over all time periods. Linear 
regressions were not fit for the scale parameter of MM. 
Cluster Slope Estimate Standard Error P-value 
NH 0.014 0.003 0 
A -0.003 0.003 0.272 
WC 0.014 0.002 0 
EC -0.017 0.003 0 
 
Table 4: Regression analysis of shape parameters for each region over all time periods. Linear 
regressions were not fit for the shape parameter of MM. 
Cluster Slope Estimate Standard Error P-value 
NH 0 0 0.909 
A -0.001 0 0 
WC -0.077 0.026 0.023 
EC 0 0 0.651 
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Table 5: Standard deviation of all location, scale, and shape parameters for each region across all 
time periods. 
Cluster SD of Location SD of Scale SD of Shape 
NH 4.73 3.033 0.154 
MM 5.982 11.574 0.172 
A 5.207 2.236 0.13 
EC 3.27 2.448 0.144 
WC 4.445 2.59 0.152 
 
Discussion  
 In this study, I investigated how the GEV parameters changed both temporally and 
spatially within my study region.  Overall, I found that the location parameters for all five 
regions increased over time.  I also found that MM had greater location parameters than the other 
four regions and had a negative trend in its scale parameter over time.  These results suggest that 
changes in extreme precipitation are likely in the Northeastern United States and that this region 
may be at risk to negative impacts of extreme precipitation. 
 An increase in GEV location parameters over time have implications for social and 
ecological systems in the Northeastern United States.  An increase in the location parameter 
suggests that maximum precipitation will increase in the future and that return periods for 
extreme precipitation events may decrease (DeGaetano and Climatology 2009).  Essentially, a 
return period or interval explains the average amount of time that will occur between subsequent 
extreme events (Cooley, Nychka et al. 2007).  For instance, a 100-year return interval means 
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that, on average, a specific extreme event will occur every 100 years.  Thus, in the future, 
extreme events may occur more frequently, particularly in the northeastern United States (Pielke 
Jr and Downton 2000).   
 Throughout all time periods, MM had much higher variability and larger location 
parameters than the other four regions.  These results could be attributed to the orographic effect, 
a phenomena where locations at higher elevations are more likely to experience higher 
precipitation and greater variability in precipitation than lower elevation locations (Muccilli 
2015).  Heavy snowfall is common in the Green Mountains and may exacerbate variability in 
extreme precipitation events at high elevation locations (Muccilli 2015).  Not only was the 
location parameter of MM variable, but its scale and shape parameters exhibited similar patterns.  
During the time period 2011-2049, the shape parameter for MM shifted from negative (Weibull) 
to positive (Fréchet), and the scale parameter decreased drastically from around 40 to 25.  In 
addition, the location parameter reached its maximum (80).  The shift in all three parameters 
apparent during the 2011-2049 time period could be due to several factors.  First, this time period 
includes only four years from the historical time period (2011, 2012, 2013, and 2014) which 
were checked for accuracy with the GHCN data.  It could be that WRF is particularly inaccurate 
in the initial shift from the historical period to the future period.  Another possibility is that the 
year 2010 could have had a major influence in the shift since it was included in all the time 
periods up to 2011-2049.  Since I used a moving average approach in the analyses I was able to 
investigate year-to-year variability; thus, a major change like this one could be attributed to a 
specific year such as 2010.      
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Conclusion 
 Overall, the Northeast is expected to experience an increase in extreme precipitation in 
the future.  Locations at higher elevations are most at risk from this increase.  The frequency of 
extreme precipitation events will also likely increase, leading to a decrease in the return intervals.  
The changes in extreme precipitation could lead to future increases in waterborne disease 
outbreaks, food insecurity, and flooding. 
Appendix  
Figure A1: Total within-clusters sum of squares by number of k clusters. 
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Figure A2: BIC for various k-means models with different values of k (x – axis). 
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