Abstract. Let T be a bounded linear, or sublinear, operator from L p (Y ) to L q (X). To any sequence of subsets Y j of Y is associated a maximal operator T f(x) = sup j jT (f Yj )(x)j. Under the hypotheses that q > p and the sets Y j are nested, we prove that T is also bounded. Classical theorems of Menshov and Zygmund are obtained as corollaries.
The purposes of this paper are rstly, to establish a rather general maximal theorem 1 , Theorem 1.1, and secondly, to establish two multilinear variants. Theorem 1.1. Let 1 p; q 1, and suppose that T : L p (Y ) 7 ! L q (X) is a bounded linear operator. Then for any ltration fY n : n 2 Zg of Y , the maximal operator T is bounded from L p (Y ) to L q (X), provided that p < q. Moreover kT k p;q (1 ? 2 ?(p ?1 ?q ?1 ) ) ?1 kTk p;q : Because the constant appearing in the conclusion is independent of fY n g, a corresponding result can be deduced for continuum ltrations, indexed by a real variable, as a direct consequence via a limiting argument. The most natural example is where Y = R and Y n = (?1; n] for each n 2 R. Theorem 1.2. Suppose that p < q. Let A corollary is thatT f(x) = R y<x K(x; y)f(y) dy is bounded from L p to L q , with operator norm (1 ? 2 ?(p ?1 ?q ?1 ) ) ?1 kTk p;q . Except in the trivial cases where p = 1 or q = 1, the hypothesis p < q is necessary even for the conclusion of this corollary to hold for general operators. Indeed, applying the corollary to the Hilbert transform would yield the absurd conclusion that convolution with the restriction to the negative half axis of t ?1 preserves L p .
A classical example is a variant due to Zygmund 9] (cf. 8], p. 257) of theorems of Menshov 4] and Paley 5] . Let X = Y = R 1 with Lebesgue measure, and let T be the Fourier transform. Then 2 f 7 ! sup s2R j R s ?1 e ?iyx f(y) dyj maps L p to L p 0 for all 1 p < 2.
We were led to this result in studying the generalized (that is, not L 2 ) eigenfunctions of Schr odinger operators on the real line; both Theorem 1.2 and the technique underlying its proof were used in 1] , 2] to analyze an in nite family of multilinear expressions out of which the generalized eigenfunctions are built. A related result formulated earlier by one of us 3] has elements in common with Theorem 1.2 but is more closely connected with interpolation theory.
Our theorems and their proofs apply without change to functions taking values in Banach spaces. This generalization of the corollary to Theorem 1.2 mentioned above has already proved useful in connection with Strichartz-type estimates in work of Tao 7] on nonlinear evolution equations, and of Smith and Sogge 6] on the obstacle problem.
A multilinear variant of Theorem 1.1 is as follows. Let T : L p (R; dx) 7 ! L q ( ; d ( )) be a bounded linear operator with a locally integrable distribution kernel K( ; x). Theorem 1.3. Suppose that p < q and that 2 q. Then for every n 1, (f 1 ; : : : ; f n ) 7 ! M n (f 1 ; : : : f n ) maps n L p (R) boundedly to L q=n ( ), with operator norm B n kTk n p;q .
Here B is a nite universal constant. With B n replaced by some constant depending on n in an unspeci ed way, this was proved in our earlier work 1], but the proof there gives an inferior bound for large n.
Our next variant demonstrates a very substantial improvement, in the special case when all the functions f i are taken to be the same. It has at least one concrete application; it serves in a companion paper 2] as the heart of our analysis of the asymptotic behavior of generalized eigenfunctions of one-dimensional Schr odinger operators. Theorem 1.4. Suppose that p < q and that 2 q. Then for every n 1 and every f 2 L p (R), kM n (f; f; : : : ; f)k L q=n ( ) B n kTk n p;q kfk n L p p n! : (1.3) This bound improves that of the preceding theorem by the factor 1= p n!, which has just the right dependence on n for our intended application 2]. Even the weaker version of the conclusion in which y; y 0 are xed and the supremum is removed was not previously known to us. Much of the work in this paper is devoted to this numerical factor. No such factor arises in Theorem 1.3; modulo the factor of B n , the bound stated cannot be improved.
There are also more general versions of Theorem 1.3 and Theorem 1.4 in the same spirit as Theorem 1.1, but their formulations are more awkward and are therefore omitted. Remark. The proof can be recast in the following manner, which will be used in our analysis of multilinear analogues. Let r be any exponent strictly greater than p. Summing over m 0 completes the proof.
Proof of the Maximal
As an application we deduce a theorem of Menshov 4] . Let f n : n 1g be an orthonormal subset of L 2 (X) for some measure space X. Then for any p < 2 and any sequence of coe cients c = fc n g 2`p, the partial sums of the series P n c n n converge almost everywhere in X. Menshov's theorem fails, in general, for p = 2. This is a further indication that our results cannot extend to the endpoint p = q, and are far too crude to yield Carleson's theorem.
Some Numerical Inequalities
The proofs of our multilinear results, Theorems 1.3 and 1.4, are based on an induction on the degree n of multilinearity. In this section we analyze the asymptotic behavior of the solution of a certain numerical recursion, (3.2), which will be used in the proof of Theorem 1.4. For k = 2; 3 the inequality holds, if it is interpreted as the trivial assertion c k x k + c k y k c k (x 2 + y 2 ) k=2 ; this holds for any c 2 ; c 3 . Our argument does not work for k = 4; 5, but we will show later that this is irrelevant for the main application. The lack of any terms associated to the indices j = 1; n ? 1 in the inequality is not a typographical error.
Proof. De ne
for 2 j k ? 2, and k;0 = k;k = 1. Then c j c k?j =c k = k;j .
Assume that k 6. Suppose rst that k is even. We aim to majorize the lefthand side of (3.2), divided by c k , by the binomial series
?l = (x 2 + y 2 ) k=2 , via a term-by-term comparison, while bearing in mind that the former series has about twice as many terms as the latter.
Suppose that j is even. We write a b to indicate that the ratios a=b; b=a are bounded above by a positive constant, uniformly over all relevant parameters on which a; b depend. In this notation, Stirling's formula is n! n n+ uniformly in j; k satisfying 2 j k ? 2, provided that is chosen to be su ciently large and k 5, because k=(j(k?j)) is then bounded uniformly by a constant strictly less than 1. This breaks down for k = 4; j = 2, causing the restriction k 6 in the statement of the lemma, since our analysis of k = 5 involves a reduction to k = 4; see below.
For j odd, the above calculations tell us that (3.6) k=2 Adding in the two remaining terms x k + y k from the left-hand side of the inequality to be proved, we obtain on the right the full binomial series, whose sum equals (x 2 + y 2 ) k=2 .
The proof for odd k is similar but involves an extra initial step. Start by majorizing x j y k?j by the sum of appropriate coe cients times (x 2 + y 2 ) ?1=2 x j+1 y k?j and (x 2 + y 2 ) +1=2 x j?1 y k?j , or of (x 2 + y 2 ) ?1=2 x j y k+1?j and (x 2 + y 2 ) +1=2 x j y k?1?j . The rst alternative can be applied when j ? 1 2 and k ? j k ? 1 ? 2; thus when j 3. The second can be applied when k ? j 3. Since k > 6 and 2 j k ? 2, at least one of these two restrictions is satis ed. This reduces matters to the case where k is even, and the above argument can then be applied. The details, including the choice of the coe cients that replace j=(k ? j)] 1=2 in the above reasoning, are left to the reader.
Observe that for any B 2 R + , if c k is replaced byc k = B k c k for all k, then the conclusion of the lemma remains valid for fc k g. Moreover, the same goes if B 1 andc k = B k c k for all k 4, whilec k = c k for all k < 4. The signi cance of this is that for B su ciently large, fc k g will satisfy the inequality (3.2) for all k. In fact, it is easy to check that B = 2 is su cient. Hence the restriction k 6 in the preceding lemma can be eliminated. The absolute value signs are outside the integrals; this is essential in the application 2] for which this machinery is designed.
It is obvious that jM n (f)j kfk n 1 =n!, with equality for nonnegative f. The following variant is related but seemingly less obvious. Proposition 4.1. There exists B < 1 such that for any martingale structure on R, for every f 2 L 1 , and for every n 1, jM n (f)j B n g(f) n = p n! : (4.3) No connection is assumed between f and the martingale structure; both are arbitrary.
Proof. Fix n; f. By Stirling's formula, it su ces to prove that jM n (f)j b n g(f) n , where b n n ?n=2 A n n ? are the constants in Lemma 3. Partition the region of integration = fx : x 1 < x 2 < < x n g into regions S j = fx 2 : x j 2 E 1 1 and x j+1 2 E 1 2 g, with 0 j n, interpreting this to mean that x 2 S 0 , x 1 2 E 1 2 and x 2 S n , x n 2 E 1 1 . For 1 j n ? 1, We proceed by induction on n. Thus for 2 j n ? 2, jM j (f 1 1 ) M n?j (f 1 2 )j b j b n?j g 1 1 (f) j g 1 2 (f) n?j :
For j = 1 we have the simpler upper bound f 1;1 b n?1 g 1 2 (f) n?1 , and for j = n ? 1, the bound f 1;2 b n?1 g 1 1 (f) n?1 .
For j = 0; n we are in the same situation with which we began, except that f has been replaced by its restriction to either half E 1 r of the space. To handle these terms we proceed rst via circular reasoning, majorizing them by the desired quantities b n g 1 1 (f) n and b n g 1 2 (f) n respectively, and will subsequently explain how this can be justi ed by restructuring the induction argument to eliminate the circularity.
By summing over all 0 j n, we obtain from (4.6) and (4.7) For large integers K de ne K to be the set of all x = (x 1 ; : : : ; x n ) 2 such that there exist no j 2 f1; 2; : : : 2 K g and 1 i n ? 1 such that both x i ; x i+1 belong to E K j . Since K " as K ! 1, it su ces to prove that R R K Q i f(x i )dx i satis es the bound desired for M n (f), for every K. We generalize the setup, allowing R to be replaced by an arbitrary subinterval, and fE m j g to be replaced by an arbitrary martingale structure on that subinterval. The bound is proved by a double induction on K; n, doing induction on n for each K. When The above argument still applies; the factor of the characteristic function of K causes no disturbance. Moreover, for the contributions of S 0 ; S n , K is e ectively replaced by K ? 1, if one replaces R by E 1 t and considers fE m j E 1 t g m 2 to be a martingale structure on E 1 t . Thus the induction hypothesis applies, and yields the bounds desired for the contributions of these two exceptional regions.
The same reasoning yields a slightly more general result, in which M n (f) is modi ed by replacing some of the factors f(x i ) by their complex conjugates. Nothing is changed in the conclusion, nor in its proof, since f m;j f m;j . To simplify the notation set x j t = g 1 t (f j ) for t = 1; 2, and set y j t = j R E 1 t f j j. Also set jx j j = (x j 1 ) 2 + (x j 2 ) 2 ] 1=2 , and likewise de ne jy j j. We claim that each of the two terms in parentheses is Q n?2 j=3 jx j j. To see this observe that the sum of the rst two terms in the rst set of parentheses is (x 3 1 x 4 1 + x 3 2 x 4 2 )x 5 2 x n?2 2 jx 3 j jx 4 j x 5 2 x n?2 2 , by Cauchy-Schwarz. In all the other terms in the rst set of parentheses, majorize x 3 t x 4 t by jx 3 j jx 4 j. Now there is one fewer term than when we began; the sum of the contribution of the term just obtained by applying Cauchy-Schwarz and the next term in the sum is jx 3 j jx 4 j(x 5 1 x 6 1 + x 5 2 x 6 2 )x 7 2 x n 2 . Apply Cauchy-Schwarz to bound the factor in parentheses by jx 5 j jx 6 j, majorize each factor x 5 t x 6 t in the other terms by jx 5 j jx 6 j, and repeat the process.
Eventually the desired bound Q n?2 j=3 jx j j is obtained.
The analysis of the second line of (5.4) proceeds in the same way, except that we begin by majorizing x 3 t and x n?2 t by jx 3 j; jx n?2 j, respectively, in every term, and then proceed as in the preceding paragraph. The same bound Q n?2 j=3 jx j j is obtained. Finally, the case of odd n is the same except for minor changes in notation. Multiplying by x 1 1 x 2 1 x n?2 2 x n 2 and taking 1=2, the sum of the contributions of the two terms in (5.4) is x 1 1 x 2 1 x n?2 2 x n 2 Q n?2 j=3 jx j j.
The next step is to add in the terms This last product is the desired bound.
