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2
1 Introduction
Discrete convex functions are used in many areas, including operations research, discrete-
event systems, game theory, and economics [11, 29, 31, 35, 36, 45, 46]. The objective of
this paper is to offer a survey of fundamental operations of various kinds of discrete convex
functions in discrete convex analysis.
Discrete convex functions treated in this paper include integrally convex functions [10,
26], L- and L\-convex functions [12, 29, 31], M- and M\-convex functions [28, 29, 31, 38],
multimodular functions [1, 2, 13, 14], globally and locally discrete midpoint convex functions
[27], and M- and M\-convex functions on jump systems [19, 33, 37]. L-convex functions on
trees and graphs [15, 16, 17, 18, 22] are outside the scope of this paper. It is worth noting that
“L” stands for “Lattice” and “M” for “Matroid.” It is also noted that “L\” and “M\” should be
pronounced as “ell natural” and “em natural,” respectively.
Various operations can be defined for discrete functions f : Zn → R∪{+∞}. With changes
of variables we can define operations such as origin shift f (x) 7→ f (x − b), coordinate inver-
sion f (x) 7→ f (−x), permutation of variables f (x) 7→ f (xσ(1), xσ(2), . . . , xσ(n)), and scaling of
variables f (x) 7→ f (αx) with a positive integer α. With arithmetic or numerical operations
on function values we can define nonnegative multiplication of function values f (x) 7→ a f (x)
with a ≥ 0, addition of a linear function f (x) 7→ f (x) + ∑ni=1 cixi with c ∈ Rn, projection
(partial minimization) f (x) 7→ infz f (y, z), sum f1 + f2 of two functions f1 and f2, convolution
( f1 f2)(x) = inf{ f1(y) + f2(z) | x = y + z, y, z ∈ Zn} of two functions f1 and f2, etc. Sta-
bility of discrete convexity under these operations has been investigated for many function
classes in discrete convex analysis [19, 24, 26, 27, 31, 39]. By collecting these results scat-
tered in the literature and by adding new observations and examples, we will present a fairly
comprehensive survey on the operations on discrete convex sets and functions.
This paper is organized as follows. Section 2 is a review of the definitions of discrete con-
vex sets and functions. Section 3 treats operations on discrete convex sets such as restriction,
projection, and Minkowski sum. Section 4 treats operations on discrete convex functions
such as restriction, projection, convolution, and discrete Legendre–Fenchel transformation.
The classes of discrete convex sets and functions considered in this paper are listed in
Tables 1 and 2 with brief descriptions of their definitions, while the precise definitions are
given in Section 2.
Notations We use the following notations.
• The set of all real numbers is denoted by R, and the set of all integers is denoted by Z.
• We assume N = {1, 2, . . . , n} for a positive integer n.
• The characteristic vector of a subset A ⊆ N = {1, 2, . . . , n} is denoted by 1A, that is,
(1A)i =
{
1 (i ∈ A),
0 (i ∈ N \ A). (1.1)
For i ∈ {1, 2, . . . , n}, we write 1i for 1{i}, which is the ith unit vector. We define 10 = 0
where 0 = (0, 0, . . . , 0). We also define 1 = (1, 1, . . . , 1).
• For a vector x = (x1, x2, . . . , xn) and a subset A ⊆ {1, 2, . . . , n}, x(A) denotes the com-
ponent sum within A, i.e., x(A) =
∑{xi | i ∈ A}.
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Table 1: Various kinds of discrete convex sets
Convex set Defining condition (roughly)
Integer box [a, b]Z = {x ∈ Zn | a ≤ x ≤ b}
Integrally convex The union of local convex hulls is convex
L\-convex x, y ∈ S ⇒
⌈
x+y
2
⌉
,
⌊
x+y
2
⌋
∈ S
L-convex L\-convex & invariance in direction 1
M\-convex x, y ∈ S ⇒ x − 1i + 1 j, y + 1i − 1 j ∈ S
M-convex M\-convex & constant component-sum
Multimodular x + d, x + d′ ∈ S , d = 1i − 1i+1, d′ = 1 j − 1 j+1
(0 ≤ i < j ≤ n) ⇒ x, x + d + d′ ∈ S
Disc. midpt convex x, y ∈ S , ‖x − y‖∞ ≥ 2 ⇒
⌈
x+y
2
⌉
,
⌊
x+y
2
⌋
∈ S
Simul. exch. jump x, y ∈ S ⇒ x ± 1i ± 1 j, y ∓ 1i ∓ 1 j ∈ S
Const-parity jump Simul. exch. jump & constant-parity
• For two vectors x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn), x ≤ y means that xi ≤ yi for
all i = 1, 2, . . . , n.
• For a vector x = (x1, x2, . . . , xn) the positive and negative supports of x are defined as
supp+(x) = {i | xi > 0}, supp−(x) = {i | xi < 0}. (1.2)
• The 1-norm of a vector x is denoted as ‖x‖1, i.e., ‖x‖1 = |x1| + |x2| + · · · + |xn|.
• The `∞-norm of a vector x is denoted as ‖x‖∞, i.e., ‖x‖∞ = max(|x1|, |x2|, . . . , |xn|).
2 Definitions of Discrete Convex Sets and Functions
We consider functions defined on integer lattice points, f : Zn → R ∪ {+∞}, where the
function may possibly take +∞. The effective domain of f means the set of x with f (x) < +∞
and is denoted by dom f = {x ∈ Zn | f (x) < +∞}. We always assume that dom f is nonempty.
The indicator function of a set S ⊆ Zn is the function δS : Zn → {0,+∞} defined by
δS (x) =
{
0 (x ∈ S ),
+∞ (x < S ). (2.1)
The convex hull of a set S is denoted by S . A set S is said to be hole-free if
S = S ∩ Zn, (2.2)
which means that all integer points contained in the convex hull of S are members of S .
2.1 Separable convexity
For integer vectors a ∈ (Z ∪ {−∞})n and b ∈ (Z ∪ {+∞})n with a ≤ b, [a, b]Z denotes the
integer box (discrete rectangle, integer interval) between a and b, i.e.,
[a, b]Z = {x ∈ Zn | ai ≤ xi ≤ bi (i = 1, 2, . . . , n)}. (2.3)
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Table 2: Various kinds of discrete convex functions
Convex function Dom Defining condition (roughly)
Submod. set fn 2N f (X) + f (Y) ≥ f (X ∪ Y) + f (X ∩ Y)
Valuated matroid 2N f (X) + f (Y) ≤ max{ f (X − i + j) + f (Y + i − j)}
Separable convex Zn f (x) = ϕ1(x1) + ϕ2(x2) + · · · + ϕn(xn) (ϕi: convex)
Integrally convex Zn Local convex extension is (globally) convex
L\-convex Zn f (x) + f (y) ≥ f
(⌈
x+y
2
⌉)
+ f
(⌊
x+y
2
⌋)
L-convex Zn L\-convex & linear in direction 1
M\-convex Zn f (x) + f (y) ≥ min{ f (x − 1i + 1 j) + f (y + 1i − 1 j)}
M-convex Zn M\-convex & constant sum of dom f
Multimodular Zn f (x) = g(x1, x1 + x2, . . . , x1 + · · · + xn), g: L\-convex
Globally d.m.c. Zn f (x) + f (y) ≥ f
(⌈
x+y
2
⌉)
+ f
(⌊
x+y
2
⌋)
(‖x − y‖∞ ≥ 2)
Locally d.m.c. Zn f (x) + f (y) ≥ f
(⌈
x+y
2
⌉)
+ f
(⌊
x+y
2
⌋)
(‖x − y‖∞ = 2)
Jump M\-convex Zn f (x) + f (y) ≥ min{ f (x ± 1i ± 1 j) + f (y ∓ 1i ∓ 1 j)}
Jump M-convex Zn Jump M\-convex & constant-parity of dom f
∗ A valuated matroid is discrete concave.
A function f : Zn → R ∪ {+∞} in x = (x1, x2, . . . , xn) ∈ Zn is called separable convex if it
can be represented as
f (x) = ϕ1(x1) + ϕ2(x2) + · · · + ϕn(xn) (2.4)
with univariate functions ϕi : Z→ R ∪ {+∞} satisfying
ϕi(t − 1) + ϕi(t + 1) ≥ 2ϕi(t) (t ∈ Z). (2.5)
2.2 Integrally convexity
In this section we introduce the concept of integrally convex functions.
For x ∈ Rn the integral neighborhood of x is defined as
N(x) = {z ∈ Zn | |xi − zi| < 1 (i = 1, 2, . . . , n)}. (2.6)
For a set S ⊆ Zn and x ∈ Rn we call the convex hull of S ∩ N(x) the local convex hull of S
at x. A nonempty set S ⊆ Zn is said to be integrally convex if the union of the local convex
hulls S ∩ N(x) over x ∈ Rn is convex [31]. This is equivalent to saying that, for any x ∈ Rn,
x ∈ S implies x ∈ S ∩ N(x). An integrally convex set S is hole-free in the sense of (2.2).
For a function f : Zn → R ∪ {+∞} the local convex extension f˜ : Rn → R ∪ {+∞} of f is
defined as the union of all convex envelopes of f on N(x). That is,
f˜ (x) = min{
∑
y∈N(x)
λy f (y) |
∑
y∈N(x)
λyy = x, (λy) ∈ Λ(x)} (x ∈ Rn), (2.7)
where Λ(x) denotes the set of coefficients for convex combinations indexed by N(x):
Λ(x) = {(λy | y ∈ N(x)) |
∑
y∈N(x)
λy = 1, λy ≥ 0 for all y ∈ N(x)}.
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If f˜ is convex on Rn, then f is said to be integrally convex [10]. The effective domain of an
integrally convex function is an integrally convex set. A set S ⊆ Zn is integrally convex if
and only if its indicator function δS : Zn → {0,+∞} is an integrally convex function.
Integral convexity of a function can be characterized by a local condition under the as-
sumption that the effective domain is an integrally convex set.
Theorem 2.1 ([10, 26]). Let f : Zn → R ∪ {+∞} be a function with an integrally convex
effective domain. Then the following properties are equivalent:
(a) f is integrally convex.
(b) For every x, y ∈ Zn with ‖x − y‖∞ = 2 we have
f˜
( x + y
2
)
≤ 1
2
( f (x) + f (y)). (2.8)
The reader is referred to [10], [31, Section 3.4], and [36, Section 13] for more about
integral convexity, and [24] and [26] for recent developments.
2.3 L-convexity
2.3.1 L\-convex sets and functions
A nonempty set S ⊆ Zn is called L\-convex if
x, y ∈ S =⇒
⌈ x + y
2
⌉
,
⌊ x + y
2
⌋
∈ S , (2.9)
where, for t ∈ R in general, dte denotes the smallest integer not smaller than t (rounding-
up to the nearest integer) and btc the largest integer not larger than t (rounding-down to the
nearest integer), and this operation is extended to a vector by componentwise applications.
The property (2.9) is called discrete midpoint convexity.
A function f : Zn → R ∪ {+∞} with dom f , ∅ is said to be L\-convex if it satisfies a
quantitative version of discrete midpoint convexity, i.e., if
f (x) + f (y) ≥ f
(⌈ x + y
2
⌉)
+ f
(⌊ x + y
2
⌋)
(2.10)
holds for all x, y ∈ Zn. The effective domain of an L\-convex function is an L\-convex set. A
set S is L\-convex if and only if its indicator function δS is an L\-convex function.
It is known [31, Section 7.1] that L\-convex functions can be characterized by several
different conditions, stated in Theorem 2.2 below. The condition (b) in Theorem 2.2 imposes
discrete midpoint convexity (2.10) for all points x, y at `∞-distance 1 or 2. The condition (c)
refers to submodularity, which means that
f (x) + f (y) ≥ f (x ∨ y) + f (x ∧ y) (2.11)
holds for all x, y ∈ Zn, where x∨y and x∧y denote, respectively, the vectors of componentwise
maximum and minimum of x and y, i.e.,
(x ∨ y)i = max(xi, yi), (x ∧ y)i = min(xi, yi) (i = 1, 2, . . . , n). (2.12)
The condition (d) refers to a generalization of submodularity called translation-submodularity,
which means that
f (x) + f (y) ≥ f ((x − µ1) ∨ y) + f (x ∧ (y + µ1)) (2.13)
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holds for all x, y ∈ Zn and nonnegative integers µ, where 1 = (1, 1, . . . , 1). The condition (e)
refers to the condition1 that, for any x, y ∈ Zn with supp+(x − y) , ∅, the inequality
f (x) + f (y) ≥ f (x − 1A) + f (y + 1A) (2.14)
holds with A = arg max
i
{xi−yi}, where 1A denotes the characteristic vector of A. The condition
(f) refers to submodularity of the function
f˜ (x0, x) = f (x − x01) (x0 ∈ Z, x ∈ Zn) (2.15)
in n + 1 variables associated with the given function f .
Theorem 2.2. For f : Zn → R ∪ {+∞} the following conditions, (a) to (f), are equivalent:
(a) f is an L\-convex function, that is, it satisfies discrete midpoint inequality (2.10) for
all x, y ∈ Zn.
(b) dom f is an L\-convex set, and f satisfies discrete midpoint inequality (2.10) for all
x, y ∈ Zn with ‖x − y‖∞ ≤ 2.
(c) f is integrally convex and submodular (2.11).
(d) f satisfies translation-submodularity (2.13) for all nonnegative µ ∈ Z.
(e) f satisfies the condition (2.14).
(f) f˜ in (2.15) is submodular (2.11).
For a set S ⊆ Zn we consider conditions
x, y ∈ S =⇒ x ∨ y, x ∧ y ∈ S , (2.16)
x, y ∈ S =⇒ (x − µ1) ∨ y, x ∧ (y + µ1) ∈ S , (2.17)
x, y ∈ S , supp+(x − y) , ∅ =⇒ x − 1A, y + 1A ∈ S for A = arg max
i
{xi − yi}, (2.18)
which correspond to submodularity (2.11), translation-submodularity (2.13), and the condi-
tion (2.14), respectively. The first condition (2.16) means that S forms a sublattice of Zn.
Proposition 2.3. For a nonempty set S ⊆ Zn the following conditions, (a) to (d), are equiva-
lent:
(a) S is an L\-convex set, that is, it satisfies (2.9).
(b) S is an integrally convex set that satisfies (2.16).
(c) S satisfies (2.17) for all nonnegative µ ∈ Z.
(d) S satisfies (2.18).
The concept of L\-convex functions was introduced in [12] as an equivalent variant of L-
convex functions introduced earlier in [29]. L- and L\-convex functions form major classes of
discrete convex functions [31, Chapter 7]. They have applications in several fields including
image processing, auction theory, inventory theory, and scheduling [36, 44, 46].
2.3.2 L-convex sets and functions
A function f (x1, x2, . . . , xn) with dom f , ∅ is called L-convex if it is submodular (2.11) and
there exists r ∈ R such that
f (x + 1) = f (x) + r (2.19)
1This condition (2.14) is labeled as (L\-APR[Z]) in [31, Section 7.2].
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for all x ∈ Zn. If f is L-convex, the function g(x2, . . . , xn) := f (0, x2, . . . , xn) is an L\-convex
function, and any L\-convex function arises in this way. The function f˜ in (2.15) derived from
an L\-convex function f is an L-convex function with f˜ (x0 + 1, x + 1) = f˜ (x0, x), and we have
f (x) = f˜ (0, x).
Theorem 2.4. For f : Zn → R ∪ {+∞} the following conditions, (a) to (c), are equivalent:
(a) f is an L-convex function, that is, it satisfies (2.11) and (2.19) for some r ∈ R.
(b) f is an L\-convex function that satisfies (2.19) for some r ∈ R.
(c) f satisfies translation-submodularity (2.13) for all µ ∈ Z (including µ < 0).
A nonempty set S is called L-convex if its indicator function δS is an L-convex function.
This means that S is L-convex if and only if it satisfies (2.16) and
x ∈ S =⇒ x − 1, x + 1 ∈ S . (2.20)
The effective domain of an L-convex function is an L-convex set.
The following proposition gives equivalent conditions for L-convex sets.
Proposition 2.5. For a nonempty set S ⊆ Zn the following conditions, (a) to (c), are equiva-
lent:
(a) S is an L-convex set, that is, it satisfies (2.16) and (2.20).
(b) S is an L\-convex set that satisfies (2.20).
(c) S satisfies (2.17) for all µ ∈ Z (including µ < 0).
2.3.3 Discrete midpoint convex sets and functions
A generalization of the concept of L\-convexity has been introduced recently in [27]. A
nonempty set S ⊆ Zn is said to be discrete midpoint convex if
x, y ∈ S , ‖x − y‖∞ ≥ 2 =⇒
⌈ x + y
2
⌉
,
⌊ x + y
2
⌋
∈ S . (2.21)
This condition is weaker than the defining condition (2.9) for an L\-convex set, and hence
every L\-convex set is a discrete midpoint convex set.
A function f : Zn → R ∪ {+∞} is called globally discrete midpoint convex if the discrete
midpoint convexity
f (x) + f (y) ≥ f
(⌈ x + y
2
⌉)
+ f
(⌊ x + y
2
⌋)
(2.22)
is satisfied by every pair (x, y) ∈ Zn × Zn with ‖x − y‖∞ ≥ 2. The effective domain of a
globally discrete midpoint convex function is necessarily a discrete midpoint convex set. A
function f : Zn → R ∪ {+∞} is called locally discrete midpoint convex if dom f is a discrete
midpoint convex set and the discrete midpoint convexity (2.22) is satisfied by every pair
(x, y) ∈ Zn × Zn with ‖x − y‖∞ = 2 (exactly equal to 2). Obviously, every L\-convex function
is globally discrete midpoint convex, and every globally discrete midpoint convex function is
locally discrete midpoint convex.
We sometimes abbreviate “discrete midpoint convex(ity)” to “d.m.c.”
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Figure 1: Definition of M\-convex functions
2.4 M-convexity
2.4.1 M\-convex sets and functions
We say that a function f : ZN → R∪ {+∞} with dom f , ∅ is M\-convex, if, for any x, y ∈ ZN
and i ∈ supp+(x − y), we have (i)
f (x) + f (y) ≥ f (x − 1i) + f (y + 1i) (2.23)
or (ii) there exists some j ∈ supp−(x − y) such that
f (x) + f (y) ≥ f (x − 1i + 1 j) + f (y + 1i − 1 j). (2.24)
This property is referred to as the exchange property. See Fig. 1, in which (x′, y′) = (x −
1i, y + 1i) for (2.23) and (x′′, y′′) = (x − 1i + 1 j, y + 1i − 1 j) for (2.24).
A more compact expression of the exchange property is as follows:
(M\-EXC) For any x, y ∈ ZN and i ∈ supp+(x − y), we have
f (x) + f (y) ≥ min
j∈supp−(x−y)∪{0}
{ f (x − 1i + 1 j) + f (y + 1i − 1 j)}, (2.25)
where 10 = 0 (zero vector). In the above statement we may change “For any x, y ∈ ZN ” to
“For any x, y ∈ dom f ” since if x < dom f or y < dom f , the inequality (2.25) trivially holds
with f (x) + f (y) = +∞.
It follows from (M\-EXC) that the effective domain S = dom f of an M\-convex function
f has the following exchange property:
(B\-EXC) For any x, y ∈ S and i ∈ supp+(x − y), we have (i) x − 1i ∈ S and y + 1i ∈ S or
(ii) there exists some j ∈ supp−(x − y) such that x − 1i + 1 j ∈ S and y + 1i − 1 j ∈ S .
A nonempty set S ⊆ ZN having this property is called an M\-convex set, which is an alias for
the set of integer points in an integral generalized polymatroid.
M\-convex functions can be characterized by a number of different exchange properties
including a local exchange property under the assumption that function f is (effectively)
defined on an M\-convex set. See [40] as well as [36, Theorem 4.2] and [45, Theorem 6.8].
It is known [39, Theorem 3.8] (see also [31, Theorem 6.19]) that an M\-convex function
f : ZN → R ∪ {+∞} is supermodular on the integer lattice, i.e.,
f (x) + f (y) ≤ f (x ∨ y) + f (x ∧ y) (x, y ∈ ZN). (2.26)
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Not every supermodular function is M\-convex, that is, M\-convex functions form a proper
subclass of supermodular functions on ZN .
The concept of M\-convex functions was introduced in [38] as an equivalent variant of
M-convex functions introduced earlier in [28]. M- and M\-convex functions form major
classes of discrete convex functions [31, Chapter 6]. M-convexity and its various variants
have applications in economics [31, 35, 36, 41, 45]. See [31, Chapters 4 and 6], [36, Section
4], [40] for detailed discussion about the exchange properties.
2.4.2 M-convex sets and functions
If a set S ⊆ ZN lies on a hyperplane with a constant component sum (i.e., x(N) = y(N) for all
x, y ∈ S ), the exchange property (B\-EXC) takes a simpler form (without the possibility of
the first case (i)):
(B-EXC) For any x, y ∈ S and i ∈ supp+(x − y), there exists some j ∈ supp−(x − y) such that
x − 1i + 1 j ∈ S and y + 1i − 1 j ∈ S .
A nonempty set S ⊆ ZN having this exchange property is called an M-convex set, which is an
alias for the set of integer points in an integral base polyhedron.
An M\-convex function whose effective domain is an M-convex set is called an M-convex
function [28, 29, 31]. In other words, a function f : ZN → R∪ {+∞} is M-convex if and only
if it satisfies the exchange property:
(M-EXC) For any x, y ∈ dom f and i ∈ supp+(x − y), there exists j ∈ supp−(x − y) such that
(2.24) holds.
M-convex functions can be characterized by a local exchange property under the assumption
that function f is (effectively) defined on an M-convex set. See [31, Section 6.2].
When the effective domain of a function f is contained in the unit cube {0, 1}N , f is
M-convex if and only if − f is a valuated matroid introduced earlier in [6, 8]. Historically,
the concept of M-concave functions was introduced in [28] as a generalization of valuated
matroids. See also [30, Chapter 5] for valuated matroids.
M-convex functions and M\-convex functions are equivalent concepts, in that M\-convex
functions in n variables can be obtained as projections of M-convex functions in n + 1 vari-
ables. More formally, let “0” denote a new element not in N and N˜ = {0} ∪ N. A function
f : ZN → R ∪ {+∞} is M\-convex if and only if the function f˜ : ZN˜ → R ∪ {+∞} defined by
f˜ (x0, x) =
{
f (x) if x0 = −x(N)
+∞ otherwise (x0 ∈ Z, x ∈ Z
N) (2.27)
is an M-convex function.
2.4.3 M-convex functions on jump systems
Let x and y be integer vectors. The smallest integer box containing x and y is given by
[x ∧ y, x ∨ y]Z using the notations x ∧ y and x ∨ y introduced in (2.12). A vector s ∈ ZN is
called an (x, y)-increment if s = 1i or s = −1i for some i ∈ N and x + s ∈ [x ∧ y, x ∨ y]Z.
A nonempty set S ⊆ ZN is said to be a jump system [4] if satisfies an exchange axiom,
called the 2-step axiom:
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(2-step axiom) For any x, y ∈ S and any (x, y)-increment s with x + s < S , there exists an
(x + s, y)-increment t such that x + s + t ∈ S .
Note that we have the possibility of s = t in the 2-step axiom.
A set S ⊆ ZN is called a constant-sum system if x(N) = y(N) for any x, y ∈ S . A constant-
sum jump system is nothing but an M-convex set, since an M-convex set is a constant-sum
system and, for a constant-sum system, the 2-step axiom reduces to the exchange axiom
(B-EXC) for an M-convex set.
A set S ⊆ ZN is called a constant-parity system if x(N) − y(N) is even for any x, y ∈ S .
For a constant-parity system S , the 2-step axiom is simplified to:
(J-EXC+) For any x, y ∈ S and for any (x, y)-increment s, there exists an (x + s, y)-increment
t such that x + s + t ∈ S .
It is known ([33, Lemma 2.1]) that this exchange property (J-EXC+) is equivalent to the
following (seemingly stronger) exchange property:
(J-EXC) For any x, y ∈ S and any (x, y)-increment s, there exists an (x + s, y)-increment t
such that x + s + t ∈ S and y − s − t ∈ S .
That is, (J-EXC) characterizes a constant-parity jump system (or c.p. jump system for short).
Example 2.1. Let S = {0, 2}, which is a subset of Z (with n = 1). This is a constant-
parity jump system. Indeed, for (x, y, s) = (0, 2, 1) we can take t = 1 in (J-EXC), and for
(x, y, s) = (2, 0,−1) we can take t = −1 in (J-EXC). In contrast, this set is not an M\-convex
set, since we cannot take t = s in the exchange property (B\-EXC) for M\-convex sets.
A function f : ZN → R ∪ {+∞} is called2 jump M-convex if it satisfies the following
exchange axiom:
(JM-EXC) For any x, y ∈ dom f and any (x, y)-increment s, there exists an (x + s, y)-
increment t such that x + s + t ∈ dom f , y − s − t ∈ dom f , and
f (x) + f (y) ≥ f (x + s + t) + f (y − s − t). (2.28)
The effective domain of a jump M-convex function is a constant-parity jump system.
Just as we consider M\-convex functions as well as M-convex functions, we can introduce
the concept of jump M\-convex functions by the following exchange axiom [37]:
(JM\-EXC) For any x, y ∈ dom f and any (x, y)-increment s, we have
(i) x + s ∈ dom f , y − s ∈ dom f , and
f (x) + f (y) ≥ f (x + s) + f (y − s), (2.29)
or (ii) there exists an (x+ s, y)-increment t such that x+ s+ t ∈ dom f , y− s− t ∈ dom f ,
and (2.28) holds.
2This concept (“jump M-convex function”) is the same as “M-convex function on a jump system” in [19, 33].
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The condition (JM\-EXC) is weaker than (JM-EXC), and hence every jump M-convex
function is a jump M\-convex function. However, the concepts of jump M-convexity and
jump M\-convexity are in fact equivalent to each other in the sense that jump M\-convex
function in n variables can be identified with jump M-convex functions in n + 1 variables.
More specifically, for any integer vector x ∈ ZN we define pi(x) = 0 if x(N) is even, and
pi(x) = 1 if x(N) is odd, and let N˜ = {0} ∪ N with a new element “0” not in N. It is known
[37] that a function f : ZN → R ∪ {+∞} is jump M\-convex if and only if the function
f˜ : ZN˜ → R ∪ {+∞} defined by
f˜ (x0, x) =
{
f (x) (x0 = pi(x))
+∞ (otherwise) (x0 ∈ Z, x ∈ Z
N) (2.30)
is a jump M-convex function.
As a consequence of (JM\-EXC), the effective domain of a jump M\-convex function is a
jump system that satisfies
(J\-EXC) For any x, y ∈ S and any (x, y)-increment s, we have (i) x + s ∈ S and y − s ∈ S ,
or (ii) there exists an (x + s, y)-increment t such that x + s + t ∈ S and y − s − t ∈ S .
A jump system that satisfies (J\-EXC) is called a simultaneous exchange jump system (or
s.e. jump system for short) [37]. Every constant-parity jump system is a simultaneous ex-
change jump system, since the condition (J-EXC) implies (J\-EXC).
When a set S is a subset of {0, 1}N , S is a c.p. jump system if and only if it is an even
delta-matroid [4], and S is an s.e. jump system if and only if it is a simultaneous delta-
matroid considered in [47], where a subset of N is identified with its characteristic vector.
Furthermore, when the effective domain of a function f is contained in the unit cube {0, 1}N ,
f is jump M-convex if and only if − f is a valuated delta-matroid of [7], and f is jump M\-
convex if and only if − f is a valuation on a simultaneous delta-matroid in the sense of [47].
Not every jump system is a simultaneous exchange jump system, as the following exam-
ples show.
Example 2.2. Let S = {0, 2, 3}, which is a subset of Z (with n = 1). This set satisfies the 2-
step axiom, and hence a jump system. However, it does not satisfy the simultaneous exchange
property (J\-EXC). Indeed, (J\-EXC) fails for x = 0, y = 3, and s = 1.
Example 2.3 ([47]). Let S = {(0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1)}. This set satisfies
the 2-step axiom, and hence a jump system. However, it does not satisfy the simultaneous
exchange property (J\-EXC). Indeed, (J\-EXC) fails for x = (0, 0, 0), y = (1, 1, 1), and s =
(1, 0, 0). It is worth noting that S consists of the characteristic vectors of the rows (and
columns) of nonsingular principal minors of the symmetric matrix
A =
 0 1 11 0 11 1 0

and hence it is a delta-matroid.
The following example demonstrates the difference of (M\-EXC) and (JM\-EXC) for
functions.
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Example 2.4. Let S = {(0, 0), (1, 0), (0, 1), (1, 1)} and define f : Z2 → R∪ {+∞} by f (0, 0) =
f (1, 1) = a and f (1, 0) = f (0, 1) = b with dom f = S . (M\-EXC) is satisfied if and only if
a ≥ b, whereas (JM\-EXC) is true for any (a, b).
The inclusion relations for sets and functions may be summarized as follows:
{M-convex sets} $
{ {M\-convex sets}
{c.p. jump systems}
}
$ {s.e. jump systems} $ {jump systems},
(2.31)
{M-convex fns} $
{ {M\-convex fns}
{jump M-convex fns}
}
$ {jump M\-convex fns}. (2.32)
It is noted that no convexity class is introduced for functions defined on general jump systems.
Jump M- and M\-convex functions find applications in several fields including matching
theory [3, 20, 21, 47] and algebra [5].
2.5 Multimodularity
Recall that 1i denotes the ith unit vector for i = 1, 2, . . . , n, and F ⊆ ZN be the set of vectors
defined by
F = {−11, 11 − 12, 12 − 13, . . . , 1n−1 − 1n, 1n}. (2.33)
A finite-valued function f : Zn → R is said to be multimodular [14] if it satisfies
f (z + d) + f (z + d′) ≥ f (z) + f (z + d + d′) (2.34)
for all z ∈ Zn and all distinct d, d′ ∈ F . It is known [14, Proposition 2.2] that f : Zn → R is
multimodular if and only if the function f˜ : Zn+1 → R defined by
f˜ (x0, x) = f (x1 − x0, x2 − x1, . . . , xn − xn−1) (x0 ∈ Z, x ∈ Zn) (2.35)
is submodular in n + 1 variables. This characterization enables us to define multimodularity
for a function that may take the infinite value +∞. That is, we say [25, 32] that a function
f : Zn → R ∪ {+∞} with dom f , ∅ is multimodular if the function f˜ : Zn+1 → R ∪ {+∞}
associated with f by (2.35) is submodular.
Multimodularity and L\-convexity have the following close relationship.
Theorem 2.6 ([32]). A function f : Zn → R∪{+∞} is multimodular if and only if the function
g : Zn → R ∪ {+∞} defined by
g(p) = f (p1, p2 − p1, p3 − p2, . . . , pn − pn−1) (p ∈ Zn) (2.36)
is L\-convex.
Note that the relation (2.36) between f and g can be rewritten as
f (x) = g(x1, x1 + x2, x1 + x2 + x3, . . . , x1 + · · · + xn) (x ∈ Zn). (2.37)
Using a bidiagonal matrix D = (di j | 1 ≤ i, j ≤ n) defined by
dii = 1 (i = 1, 2, . . . , n), di+1,i = −1 (i = 1, 2, . . . , n − 1), (2.38)
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we can express (2.36) and (2.37) more compactly as g(p) = f (Dp) and f (x) = g(D−1x),
respectively. The matrix D is unimodular, and its inverse D−1 is an integer matrix with
(D−1)i j = 1 for i ≥ j and (D−1)i j = 0 for i < j. For n = 4, for example, we have
D =

1 0 0 0
−1 1 0 0
0 −1 1 0
0 0 −1 1
, D−1 =

1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1
.
A nonempty set S is called multimodular if its indicator function δS is multimodular. A
multimodular set S can be represented as S = {Dp | p ∈ T } for some L\-convex set T , where
T is uniquely determined from S as T = {D−1x | x ∈ S }. It follows from (2.36) that the
effective domain of a multimodular function is a multimodular set.
A quadratic multimodular function admits a simple characterization in terms of its coef-
ficient matrix.
Proposition 2.7 ([25, Proposition 3]). A quadratic function f (x) = x>Ax is multimodular if
and only if
ai j − ai, j+1 − ai+1, j + ai+1, j+1 ≤ 0 (0 ≤ i < j ≤ n), (2.39)
where A = (ai j | i, j = 1, 2, . . . , n) and ai j = 0 if i = 0 or j = n + 1.
The reader is referred to [1, 2, 14, 32, 34] for more about multimodularity, and [25] for a
recent development.
2.6 Relations among classes of discrete convex sets
Figure 2 shows the inclusion relations among the most fundamental classes of discrete convex
sets. Integrally convex sets contain both L\-convex sets and M\-convex sets. L\-convex sets
contain L-convex sets as a special case. Similarly, M\-convex sets contain M-convex sets
as a special case. The classes of L-convex sets and M-convex sets are disjoint, whereas
the intersection of the classes of L\-convex sets and M\-convex sets is precisely the class of
integer boxes. Integer boxes are neither L-convex nor M-convex, with the exception that the
entire lattice Zn is an L-convex set and every singleton set is an M-convex set.
Other kinds of discrete convex sets treated in this paper are multimodular sets, discrete
midpoint convex sets, and jump systems. Multimodular sets can be obtained from L\-convex
sets by a unimodular transformation, and vice versa. Integer boxes are multimodular, and
multimodular sets are integrally convex. L\-convex sets are discrete midpoint convex, and
discrete midpoint convex sets are integrally convex. Simultaneous exchange jump systems
contain M\-convex sets as a special case, and constant-parity jump systems contain M-convex
sets as a special case. Jump systems, whether simultaneous exchange or constant-parity, are
not necessarily integrally convex.
The inclusion relations among these set classes are summarized in the following theorem.
We mention that (2.40) to (2.44) are shown in Fig. 2.
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Set S ⊆ Zn
Hole-free set
Integrally convex set
L♮-convex
L-convex
M♮-convex
M-convex
Integer
box
Figure 2: Classes of discrete convex sets (L\-convex ∩M\-convex = integer box)
Theorem 2.8. The following inclusion relations hold for subsets of Zn:
{L-convex} $ {L\-convex} $ {integrally convex}, (2.40)
{M-convex} $ {M\-convex} $ {integrally convex}, (2.41)
{integer box} = {L\-convex} ∩ {M\-convex}, (2.42)
{integer box} ∩ {L-convex} = {Zn}, (2.43)
{integer box} ∩ {M-convex} = {singleton}, (2.44)
{integer box} $ {multimodular} $ {integrally convex}, (2.45)
{L\-convex} $ {discrete midpoint convex} $ {integrally convex}, (2.46)
{M-convex} $
{ {M\-convex}
{c.p. jump}
}
$ {s.e. jump} * {integrally convex}, (2.47)
where “c.p. jump” and “s.e. jump” mean constant-parity jump system and simultaneous
exchange jump system, respectively.
Remark 2.1. Here is a supplement to Theorem 2.8. The relation (2.42) originates in [39,
Lemma 5.7]. The inclusion relations given in Theorem 2.8 follow from the inclusion relations
for discrete convex functions in Theorem 2.9. Integral convexity of L-convex sets is proved
in [31, Theorem 5.10], and that of M-convex sets in [31, Theorem 4.24]. Integral convexity
of discrete midpoint convex sets is established in [27, Proposition 1].
Remark 2.2. For subsets of Z2, L\-convexity and M\-convexity are essentially the same in
the sense that S ⊆ Z2 is L\-convex if and only if T = {(x1,−x2) | (x1, x2) ∈ S } is M\-convex.
Moreover, multimodularity is the same as M\-convexity, that is, a set S ⊆ Z2 is multimodular
if and only if it is M\-convex.
Hole-free property Integrally convex sets are hole-free (S = S ∩ Zn), and hence the same
is true for L-convex, L\-convex, M-convex, M\-convex, multimodular, and discrete midpoint
convex sets. In contrast, jump systems may have a hole in its convex hull.
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Function f : Zn → R ∪ {+∞}
Convex-extensible function
Integrally convex function
L♮-convex
L-convex
M♮-convex
M-convex
Separable
-convex
Figure 3: Classes of discrete convex functions (L\-convex ∩M\-convex = separable convex)
2.7 Relations among classes of discrete convex functions
Figure 3 shows the inclusion relations among the most fundamental classes of discrete convex
functions. Integrally convex functions contain both L\-convex functions and M\-convex func-
tions. L\-convex functions contain L-convex functions as a special case. Similarly, M\-convex
functions contain M-convex functions as a special case. The classes of L-convex functions
and M-convex functions are disjoint, whereas the intersection of the classes of L\-convex
functions and M\-convex functions is precisely the class of separable convex functions. A
separable convex function is neither L-convex nor M-convex, except that every linear func-
tion on the entire lattice Zn is an L-convex function and every function on a singleton set is
an M-convex function.
Other kinds of discrete convex functions treated in this paper are multimodular functions,
globally and locally discrete midpoint convex functions, and jump M\- and M-convex func-
tions. Multimodular functions can be obtained from L\-convex functions by a unimodular
coordinate transformation, and vice versa. Separable convex functions are multimodular, and
multimodular functions are integrally convex. The class of globally discrete midpoint con-
vex functions lies between the classes of L\-convex functions and locally discrete midpoint
convex functions. Locally discrete midpoint convex functions are integrally convex. Jump
M\-convex and jump M-convex functions are not necessarily integrally convex. Jump M\-
convex functions contain M\-convex functions a special case, and similarly jump M-convex
functions contain M-convex functions a special case.
The inclusion relations among these function classes are summarized in the following
theorem. We mention that (2.48) to (2.52) are shown in Fig. 3.
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Theorem 2.9. The following inclusion relations hold for functions on Zn:
{L-convex} $ {L\-convex} $ {integrally convex}, (2.48)
{M-convex} $ {M\-convex} $ {integrally convex}, (2.49)
{separable convex} = {L\-convex} ∩ {M\-convex}, (2.50)
{separable convex} ∩ {L-convex} = {linear on Zn}, (2.51)
{separable convex} ∩ {M-convex} = {singleton effective domain}, (2.52)
{separable convex} $ {multimodular} $ {integrally convex}, (2.53)
{L\-convex} $ {globally d.m.c.} $ {locally d.m.c.} $ {integrally convex}, (2.54)
{M-convex} $
{ {M\-convex}
{jump M-convex}
}
$ {jump M\-convex} * {integrally convex}. (2.55)
Remark 2.3. Here is a supplement to Theorem 2.9. The relation (2.50) originates in [39,
Theorem 3.17] and is stated in [31, Theorem 8.49]. Integral convexity is established for L\-
convex functions in [31, Theorem 7.20], for M\-convex functions in [39, Theorem 3.9] (see
also [31, Theorem 6.42]), and for locally (hence globally) discrete midpoint convex functions
in [27, Theorem 6]. The integral convexity of multimodular functions in (2.53) was pointed
out first in [34, Section 14.6], while this is implicit in the construction of the convex extension
given earlier in [14, Theorem 4.3]. The first inclusion in (2.53) for multimodular functions is
given in [25, Proposition 2]. The inclusion relations in (2.54) are given in [27, Theorem 6].
Remark 2.4. For functions in two variables, L\-convexity and M\-convexity are essentially
the same in the sense that a function f : Z2 → R∪{+∞} is L\-convex if and only if g(x1, x2) =
f (x1,−x2) is M\-convex. Moreover, multimodularity is the same as M\-convexity, that is, a
function in two variables is multimodular if and only if it is M\-convex.
Convex-extensibility Integrally convex functions are convex-extensible (by definition), and
therefore, separable convex, L-convex, L\-convex, M-convex, M\-convex, multimodular, and
globally/locally discrete midpoint convex functions are convex-extensible. In contrast, jump
M\- or M-convex functions are not necessarily convex-extensible. The convex extension of
an L\-convex function can be given by a collection of the (local) Lova´sz extensions (Cho-
quet integrals) [31, Section 7.7]. The convex extension of a multimodular function can be
constructed in an explicit manner [14, Theorem 4.3] (also [1, Theorem 2.1]), which may be
regarded as a variant of the Lova´sz extension. No explicit expression is available for the
convex extension of an M\- or M-convex function [31, Section 6.10].
Set function A function f : 2N → R ∪ {+∞} that assigns a real number (or +∞) to each
subset of N = {1, 2, . . . , n} is called a set function. A set function f is said to be submodular
[9, 11, 23, 48] if
f (X) + f (Y) ≥ f (X ∪ Y) + f (X ∩ Y) (X,Y ⊆ N), (2.56)
where it is understood that the inequality is satisfied if f (X) or f (Y) is equal to +∞.
A set function f : 2N → R ∪ {+∞} can be identified with a function g : Zn → R ∪
{+∞} with dom g ⊆ {0, 1}n through the correspondence f (X) = g(1X) for X ⊆ N. With
this correspondence in mind we can say that submodular set functions are exactly L\-convex
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functions on {0, 1}n, and valuated matroids are exactly M-concave functions on {0, 1}n. M\-
concave functions are known to be submodular [39, Theorem 3.8] (see also [31, Theorem
6.19]).
Theorem 2.10. The following inclusion relations hold for set functions:
{valuated matroid} = {M-concave}, (2.57)
{M\-concave} $ {submodular} = {L\-convex}. (2.58)
3 Operations on Discrete Convex Sets
3.1 Operations via simple coordinate changes
In this section we consider operations on discrete convex sets defined by changes of variables
such as origin shift, coordinate inversion, permutation of variables, and scaling of variables.
Let S be a subset of Zn, i.e., S ⊆ Zn. For an integer vector b ∈ Zn, the origin shift of S by
b means a subset T of Zn defined by
T = {x − b | x ∈ S }. (3.1)
Proposition 3.1. The origin shift operation (3.1) for a set preserves integral convexity, L\-
convexity, L-convexity, M\-convexity, M-convexity, multimodularity, and discrete midpoint
convexity. Moreover, the origin shift of an integer box is an integer box, and the origin
shift of an s.e. (resp., c.p.) jump system is an s.e. (resp., c.p.) jump system.
For coordinate inversions, two types are distinguished. The simultaneous coordinate in-
version for S means a subset T of Zn defined by
T = {(−x1,−x2, . . . ,−xn) | (x1, x2, . . . , xn) ∈ S }, (3.2)
and the independent coordinate inversion for S means a subset T of Zn defined by
T = {(τ1x1, τ2x2, . . . , τnxn) | (x1, x2, . . . , xn) ∈ S } (3.3)
with an arbitrary choice of τi ∈ {+1,−1} (i = 1, 2, . . . , n).
Proposition 3.2. The simultaneous coordinate inversion operation (3.2) for a set preserves
integral convexity, L\-convexity, L-convexity, M\-convexity, M-convexity, multimodularity, and
discrete midpoint convexity. Moreover, the simultaneous coordinate inversion of an integer
box is an integer box, and the simultaneous coordinate inversion of an s.e. (resp., c.p.) jump
system is an s.e. (resp., c.p.) jump system.
Proposition 3.3. The independent coordinate inversion operation (3.3) for a set preserves
integral convexity. Moreover, the independent coordinate inversion of an integer box is an
integer box, and the independent coordinate inversion of an s.e. (resp., c.p.) jump system is
an s.e. (resp., c.p.) jump system.
The independent coordinate inversion operation does not preserve L\-convexity, L-convexity,
M\-convexity, M-convexity, multimodularity, or discrete midpoint convexity.
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Example 3.1. Let S = {(t, t) | t ∈ Z} and T = {(t,−t) | t ∈ Z}, which is obtained from S by
an independent coordinate inversion (3.3) with τ1 = +1 and τ2 = −1. The set S is L-convex,
and hence L\-convex and discrete midpoint convex, whereas T is not L-convex, L\-convex,
or discrete midpoint convex.
Example 3.2. Let S = {(t,−t) | t ∈ Z} and T = {(t, t) | t ∈ Z}, which is obtained from S by
an independent coordinate inversion (3.3) with τ1 = +1 and τ2 = −1. The set S is M-convex
and hence M\-convex, whereas T is not M-convex or M\-convex. The set S is multimodular,
and T is not.
For a permutation σ of (1, 2, . . . , n), the permutation of S by σ means a subset T of Zn
defined by
T = {(y1, y2, . . . , yn) | (yσ(1), yσ(2), . . . , yσ(n)) ∈ S }. (3.4)
Proposition 3.4. The permutation operation (3.4) for a set preserves integral convexity, L\-
convexity, L-convexity, M\-convexity, M-convexity, and discrete midpoint convexity. Moreover,
the permutation of an integer box is an integer box, and the permutation of an s.e. (resp., c.p.)
jump system is an s.e. (resp., c.p.) jump system.
The permutation operation does not preserve multimodularity.
Example 3.3. S = {(0, 0, 0), (0, 1,−1), (0, 1, 0), (1, 0, 0)} is a multimodular set, but the set
T = {(0, 0, 0), (1, 0,−1), (1, 0, 0), (0, 1, 0)} obtained from S by a permutation (transposition)
σ : (1, 2, 3) 7→ (2, 1, 3) is not multimodular. Indeed, the transformed set
S˜ = {D−1x | x ∈ S } = {(0, 0, 0), (0, 1, 0), (0, 1, 1), (1, 1, 1)}
is L\-convex, whereas
T˜ = {D−1x | x ∈ T } = {(0, 0, 0), (1, 1, 0), (1, 1, 1), (0, 1, 1)}
is not L\-convex, since b((1, 1, 0) + (0, 1, 1))/2c = (0, 1, 0) does not belong to T˜ .
For a positive integer α, the scaling of S by α means a subset T of Zn defined by
T = {(y1, y2, . . . , yn) ∈ Zn | (αy1, αy2, . . . , αyn) ∈ S }. (3.5)
Note that the same scaling factor α is used for all coordinates.
L-convexity and its relatives is well-behaved with respect to the scaling operation.3
Proposition 3.5. The scaling operation (3.5) for a set preserves L\-convexity, L-convexity,
multimodularity, and discrete midpoint convexity. Moreover, the scaling of an integer box is
an integer box.
Remark 3.1. Here is a supplement to Proposition 3.5 about scaling. The statements for L\-
convex and L-convex sets are easy to prove and well known. The statement for multimodular
sets is given in [25, Proposition 7] and that for discrete midpoint convex sets in [27, Propo-
sition 9]. The statements given in Proposition 3.5 follow from the corresponding statements
for functions in Proposition 4.6.
3The scaled set T can be empty even when S is nonempty. Therefore, strictly speaking, we should add a
proviso in Propositions 3.5 and 3.6 that the resulting set is nonempty.
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Figure 4: An integrally convex set S and its scaled set T (Example 3.6)
In contrast, M-convexity and integral convexity are not compatible with the scaling oper-
ation, as follows.
• The scaling of an M\-convex set is not necessarily M\-convex. See Example 3.4.
• The scaling of an M-convex set is not necessarily M-convex. See Example 3.5.
• The scaling of an s.e. (resp., c.p.) jump system is not necessarily an s.e. (resp., c.p.)
jump system. See Examples 3.4 and 3.5.
• The scaling of an integrally convex set is not necessarily integrally convex. See Exam-
ple 3.6.
Example 3.4 ([26, Example 1.1]). This example shows that M\-convexity is not preserved
under scaling. Let S be a subset of Z3 defined as
S = {c1(1, 0,−1) + c2(1, 0, 0) + c3(0, 1,−1) + c4(0, 1, 0) | ci ∈ {0, 1} (i = 1, 2, 3, 4)}.
This is an M\-convex set, but the scaled set T = {y ∈ Z3 | 2y ∈ S } = {(0, 0, 0), (1, 1,−1)} (with
the scaling factor α = 2) is not M\-convex. This example also shows that the scaling of an
s.e. jump system is not necessarily an s.e. jump system.
Example 3.5 ([31, Note 6.18]). This example shows that M-convexity is not preserved under
scaling. Let S be a subset of Z4 defined as
S ={c1(1, 0,−1, 0) + c2(1, 0, 0,−1) + c3(0, 1,−1, 0) + c4(0, 1, 0,−1) |
ci ∈ {0, 1} (i = 1, 2, 3, 4)}.
This is an M-convex set, but the scaled set T = {y ∈ Z4 | 2y ∈ S } = {(0, 0, 0, 0), (1, 1,−1,−1)}
(with the scaling factor α = 2) is not M-convex. This example also shows that the scaling of
a c.p. jump system is not necessarily a c.p. jump system.
Example 3.6 ([26, Example 3.1]). This example shows that integral convexity is not pre-
served under scaling. Let S be a subset of Z3 defined by
S ={(x1, x2, 0) | 0 ≤ x2 ≤ 1, 0 ≤ x1 − x2 ≤ 3}
∪ {(x1, x2, 1) | 0 ≤ x2 ≤ 2, x2 ≤ x1 ≤ 4}
∪ {(x1, x2, 2) | 0 ≤ x2 ≤ 2, 1 ≤ x1 − x2 ≤ 3, x1 ≤ 4},
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Table 3: Operations on discrete convex sets via simple coordinate changes
Discrete convex set Origin Coord. inversion Permu- Scaling Reference
shift simult. indep. tation
Integer box Y Y Y Y Y
Integrally convex Y Y Y Y N [10, 26, 31]
L\-convex Y Y N Y Y [12, 31]
L-convex Y Y N Y Y [29, 31]
M\-convex Y Y N Y N [31, 38]
M-convex Y Y N Y N [28, 31]
Multimodular Y Y N N Y [1, 2, 14, 25]
Disc. midpt convex Y Y N Y Y [27]
Simul. exch. jump Y Y Y Y N [37]
Const-parity jump Y Y Y Y N [4]
“Y” means “Yes, this set class is closed under this operation.”
“N” means “No, this set class is not closed under this operation.”
which is an integrally convex set (cf., Fig. 4, left). With the scaling factor α = 2, however,
the scaled set
T = {y ∈ Z3 | 2y ∈ S } = {(0, 0, 0), (1, 0, 0), (1, 0, 1), (2, 1, 1)}
is not integrally convex (cf., Fig. 4, right).
In the case of n = 2, M-convexity and integral convexity admit the scaling operation.
Proposition 3.6. Let α be a positive integer, S ⊆ Z2, and T = {y ∈ Z2 | αy ∈ S }.
(1) If S is integrally convex, then T is integrally convex.
(2) If S is M\-convex, then T is M\-convex.
(3) If S is M-convex, then T is M-convex.
Remark 3.2. Here is a supplement to Proposition 3.6 about scaling for two-dimensional
sets. Part (1) for integrally convex sets is due to [26, Theorem 3.2]. Part (2) for M\-convex
sets follows from the statement for L\-convex sets in Proposition 3.5 and Remark 2.2 in
Section 2.6, while Part (3) for M-convex sets is almost a triviality.
Table 3 is a summary of the behavior of discrete convex sets with respect to the simple
coordinate changes considered above. In this table, “Y” means “Yes, this set class is closed
under this operation” and “N” means “No, this set class is not closed under this operation.”
3.2 Restriction
For a set S ⊆ ZN and a subset U of the index set N = {1, 2, . . . , n}, the restriction of S to U is
a subset T of ZU defined by4
T = {y ∈ ZU | (y, 0N\U) ∈ S }, (3.6)
4More generally, we can define the restriction of S to U as T = {y ∈ ZU | (y, z) ∈ S } using an arbitrary
z ∈ ZN\U . For simplicity of description we here choose z = 0N\U .
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where 0N\U denotes the zero vector in ZN\U . The notation (y, 0N\U) means the vector in ZN
whose ith component is equal to yi for i ∈ U and to 0 for i ∈ N\U; for example, if N = {1, 2, 3}
and U = {1, 3}, then (y, 0N\U) means (y1, 0, y3).
The restriction operation preserves discrete convexity as follows.5
Proposition 3.7. The restriction operation (3.6) for a set preserves integral convexity, L\-
convexity, M\-convexity, M-convexity, multimodularity, and discrete midpoint convexity. More-
over, the restriction of an integer box is an integer box, and the restriction of an s.e. (resp.,
c.p.) jump system is an s.e. (resp., c.p.) jump system.
Remark 3.3. Here is a supplement to Proposition 3.7 about restriction. The statements given
in Proposition 3.7 follow from the corresponding statements for functions in Proposition 4.9.
The statement for multimodular sets is given in [25, Proposition 9]. The statements for (s.e.
or c.p.) jump systems are immediate from [4, Section 3].
The restriction of an L-convex set is not necessarily L-convex, simply because the re-
stricted set lacks in the translation invariance in the direction of 1.
Example 3.7. S = {(t, t) | t ∈ Z} is an L-convex set in Z2 and its restriction to U = {1} is
T = {0}, which is not L-convex.
Table 4 is a summary of the behavior of discrete convex sets with respect to the restriction
operation as well as the operations of projection, intersection, and Minkowski sum, to be
discussed below. Two types of intersections are distinguished: one is the intersection of S
with an integer box B, denoted S ∩ B, and the other is the intersection S 1 ∩ S 2 of two sets
S 1 and S 2 in the same convexity class. Similarly for the Minkowski sum, denoted S + B and
S 1 + S 2.
3.3 Projection
For a set S ⊆ ZN and a subset U of the index set N = {1, 2, . . . , n}, the projection of S to U is
a subset T of ZU defined by
T = {y ∈ ZU | (y, z) ∈ S for some z ∈ ZN\U}, (3.7)
where the notation (y, z) means the vector in ZN whose ith component is equal to yi for i ∈ U
and to zi for i ∈ N \ U; for example, if N = {1, 2, 3, 4} and U = {2, 3}, we have (y, z) =
(z1, y2, y3, z4).
The projection operation preserves discrete convexity as follows.
Proposition 3.8. The projection operation (3.7) for a set preserves integral convexity, L\-
convexity, L-convexity, M\-convexity, and discrete midpoint convexity. Moreover, the pro-
jection of an integer box is an integer box, and the projection of an s.e. jump system is an
s.e. jump system.
Remark 3.4. Here is a supplement to Proposition 3.8 about projection. The result for in-
tegrally convex sets is established in [24, Theorem 3.1], those for L\-convex, L-convex, and
M\-convex sets follow from [31, Theorem 7.11], [31, Theorem 7.10], and [31, Theorem 6.15],
respectively. The result for discrete midpoint convex sets is proved in [24, Theorem 3.4], and
that for s.e. jump systems in [37]. The statements given in Proposition 3.8 follow from the
corresponding statements for functions in Proposition 4.10.
5The restriction operation may result in an empty set. Therefore, strictly speaking, we should add a proviso
in Proposition 3.7 that the resulting set is nonempty.
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Table 4: Operations on discrete convex sets
Discrete Restric- Projec- Intersection Minkow. sum Reference
convex set tion tion box general box general
{y|(y, 0)∈S} {y|(y, z)∈S} S ∩ B S 1 ∩ S 2 S + B S 1 + S 2
Integer box Y Y Y Y Y Y
Integrally convex Y Y Y N Y N [10, 24, 31]
L\-convex Y Y Y Y Y N [12, 31]
L-convex N Y N Y Y N [29, 31]
M\-convex Y Y Y N Y Y [31, 38]
M-convex Y N Y N N Y [28, 31]
Multimodular Y N Y Y N N [1, 2, 14, 25]
Disc. midpt conv. Y Y Y Y N N [24, 27]
Sim. exch. jump Y Y Y N Y Y [37]
Const-par. jump Y N Y N N Y [4]
(B: integer box)
“Y” means “Yes, this set class is closed under this operation.”
“N” means “No, this set class is not closed under this operation.”
The projection of an M-convex set is not necessarily M-convex, simply because the pro-
jected set does not lie on a hyperplane of a constant component sum. Similarly, the projection
of a constant-parity jump system is not necessarily a constant-parity jump system.
Example 3.8. S = {(t,−t) | t ∈ Z} is an M-convex set in Z2 and its projection to U = {1} is
T = Z, which is not M-convex. The set S is a constant-parity jump system, while T is not.
The projection of a multimodular set is not necessarily multimodular.
Example 3.9. S = {(0, 0, 0), (0, 1,−1), (0, 1, 0), (1, 0, 0)} is a multimodular set (Example 3.3).
Its projection to U = {1, 3} is given by T = {(0, 0), (0,−1), (1, 0)}, which is not multimodular,
since the transformed set T˜ = {D−1x | x ∈ T } = {(0, 0), (0,−1), (1, 1)} is not L\-convex.
A subset U of the index set N = {1, 2, . . . , n} is said to be consecutive if it consists of
consecutive numbers, that is, it is a set of the form {k, k + 1, . . . , l − 1, l} for some k ≤ l. The
projection of a multimodular set to a consecutive index subset U is multimodular.
Proposition 3.9 ([25, Proposition 10]). The projection of a multimodular set S to a consec-
utive index subset U is multimodular.
3.4 Intersection
We consider discrete convexity of the intersection S 1 ∩ S 2 of two discrete convex sets S 1,
S 2 ⊆ Zn. L-convexity and its relatives are well-behaved with respect to the intersection
operation.6
6The intersection operation may result in an empty set. Therefore, strictly speaking, we should add a proviso
in Propositions 3.10, 3.11, and 3.12 that the resulting set is nonempty.
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Proposition 3.10.
(1) The intersection of integer boxes is an integer box.
(2) The intersection of L\-convex sets is L\-convex.
(3) The intersection of L-convex sets is L-convex.
(4) The intersection of multimodular sets is multimodular.
(5) The intersection of discrete midpoint convex sets is discrete midpoint convex.
Remark 3.5. Here is a supplement to Proposition 3.10 about intersection. This property for
L-convex sets is given in [31, Theorem 5.7], whereas that for L\-convex sets is an immediate
corollary thereof. This property for multimodular sets is stated in [25, Proposition 8], and
that for discrete midpoint convex sets in [27, Proposition 2].
In contrast, M-convexity and integral convexity are not compatible with the intersection
operation.
• The intersection of integrally convex sets is not necessarily integrally convex. See
Example 3.10.
• The intersection of M\-convex sets is not necessarily M\-convex. See Example 3.11.
• The intersection of M-convex sets is not necessarily M-convex. See Example 3.12.
• The intersection of s.e. (resp., c.p.) jump systems is not necessarily an s.e. (resp., c.p.)
jump system. See Example 3.12.
Example 3.10 ([39, Example 4.4]). The intersection of two integrally convex sets is not
necessarily integrally convex. Let
S 1 = {(0, 0, 0), (0, 1, 1), (1, 1, 0), (1, 2, 1)}, S 2 = {(0, 0, 0), (0, 1, 0), (1, 1, 1), (1, 2, 1)},
for which S 1 ∩ S 2 = {(0, 0, 0), (1, 2, 1)}. The sets S 1 and S 2 are both integrally convex,
whereas S 1 ∩ S 2 is not integrally convex.
Example 3.11 ([39, Example 3.7]). The intersection of two M\-convex sets is not necessarily
M\-convex. Let
S 0 = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 0, 1)},
S 1 = S 0 ∪ {(0, 1, 1)}, S 2 = S 0 ∪ {(1, 1, 0)}.
Here S 1 and S 2 are M\-convex sets, whereas S 0 = S 1 ∩ S 2 is not. Indeed, the exchange
property (B\-EXC) for M\-convex sets fails for S 0 with x = (1, 0, 1), y = (0, 1, 0), and i = 1 ∈
supp+(x − y).
Example 3.12 ([31, Note 4.25]). The intersection of two M-convex sets is not necessarily
M-convex. Let
S 0 = {(0, 0, 0, 0), (1, 0, 0,−1), (0, 1, 0,−1), (0, 0, 1,−1), (1, 0, 1,−2)},
S 1 = S 0 ∪ {(0, 1, 1,−2)}, S 2 = S 0 ∪ {(1, 1, 0,−2)}.
Here S 1 and S 2 are M-convex, whereas S 0 = S 1 ∩ S 2 is not. Indeed, the exchange property
(B-EXC) for M-convex sets fails for S 0 with x = (1, 0, 1,−2), y = (0, 1, 0,−1), and i = 1 ∈
supp+(x − y).
This example also shows that the intersection of two (s.e. or c.p.) jump systems is not
necessarily a jump system, since a constant-sum system is a jump system if and only if it is
an M-convex set.
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The intersection of two M\-convex sets is integrally convex, though not M\-convex.
Proposition 3.11 ([31, Theorem 8.31]). The intersection of two M\-convex sets is integrally
convex. In particular, the intersection of two M-convex sets is integrally convex.
Example 3.13. In Example 3.12, the intersection S 0 = S 1 ∩ S 2 of two M-convex sets S 1 and
S 2 is not M-convex, but it is integrally convex. For x = (0, 0, 0, 0) and y = (1, 0, 1,−2) in
S 0 with ‖x − y‖∞ = 2, for example, the midpoint z = (x + y)/2 = (1/2, 0, 1/2,−1) can be
expressed as z = ((1, 0, 0,−1) + (0, 0, 1,−1))/2 using two points (1, 0, 0,−1) and (0, 0, 1,−1)
in S 0 ∩ N(z).
Remark 3.6. Proposition 3.10 enables us to define the “L\-convex hull” of a set S ⊆ Zn.
Indeed, the intersection of all L\-convex sets containing S is the smallest L\-convex set con-
taining S , which we can naturally call the “L\-convex hull” of S . In a similar manner we can
define the “L-convex hull” of S and the “discrete midpoint convex hull” of S . However, such
definition does not work for M\-convexity, M-convexity, or integral convexity.
We next consider the intersection of a set S ⊆ Zn with an integer box B. If S is equipped
with a certain discrete convexity, the intersection S ∩ B also possesses the same kind of
discrete convexity, as follows.
Proposition 3.12.
(1) The intersection of an integrally convex set with an integer box is integrally convex.
(2) The intersection of an L\-convex set with an integer box is L\-convex.
(3) The intersection of an M\-convex set with an integer box is M\-convex.
(4) The intersection of an M-convex set with an integer box is M-convex.
(5) The intersection of a multimodular set with an integer box is multimodular.
(6) The intersection of a discrete midpoint convex set with an integer box is discrete midpoint
convex.
(7) The intersection of an s.e. jump system with an integer box is an s.e. jump system.
(8) The intersection of a c.p. jump system with an integer box is a c.p. jump system.
Remark 3.7. Here is a supplement to Proposition 3.12 about the intersection with an integer
box. The statements (1)–(8) are immediate from the definitions. Parts (2), (5), and (6) for L\-
convex, multimodular, and discrete midpoint convex sets are special cases of Proposition 3.10
(2), (4), and (5), respectively, since an integer box is L\-convex, multimodular, and discrete
midpoint convex (cf., Theorem 2.8).
In this connection we note the following fact.
• The intersection of an L-convex set with an integer box is not necessarily L-convex.
This is because the intersected set lacks in the translation invariance in the direction of
1. See Example 3.14.
Example 3.14. Let S = {(t, t) | t ∈ Z} and B = [0, 1]Z. S is an L-convex set and B is an
integer box. Their intersection S ∩ B is equal to {(0, 0), (1, 1)}, which is not L-convex.
25
3.5 Minkowski sum
The Minkowski sum of two sets S 1, S 2 ⊆ Zn means the subset of Zn defined by
S 1 + S 2 = {x + y | x ∈ S 1, y ∈ S 2}. (3.8)
We sometimes refer to this as the discrete (or integral) Minkowski sum to emphasize discrete-
ness. The Minkowski sum is often a source of difficulty in a discrete setting, since
(S 1 + S 2) ∩ Zn , S 1 + S 2
in general, as is demonstrated by Example 3.15 below.
Example 3.15 ([31, Example 3.15]). The Minkowski sum of S 1 = {(0, 0), (1, 1)} and S 2 =
{(1, 0), (0, 1)} is equal to
S 1 + S 2 = {(1, 0), (0, 1), (2, 1), (1, 2)},
which has a “hole” at (1, 1), i.e., (1, 1) ∈ S 1 + S 2 and (1, 1) < S 1 + S 2.
M-convexity and its relatives are well-behaved with respect to the Minkowski sum.
Theorem 3.13.
(1) The Minkowski sum of integer boxes is an integer box.
(2) The Minkowski sum of M\-convex sets is M\-convex.
(3) The Minkowski sum of M-convex sets is M-convex.
(4) The Minkowski sum of s.e. jump systems is an s.e. jump system.
(5) The Minkowski sum of c.p. jump systems is a c.p. jump system.
Remark 3.8. Here is a supplement to Theorem 3.13 about the Minkowski sum. The Minkowski
sum of integer boxes [a1, b1]Z and [a2, b2]Z is equal to the integer box [a1 + a2, b1 + b2]Z. Part
(3) for M-convex sets is a translation of a known fact in submodular function theory and is
given explicitly in [31, Theorem 4.23]. Part (2) for M\-convex sets is easily obtained as a
variant of (3) for M-convex sets, or as a special case of [31, Theorem 6.15] for M\-convex
functions. Part (4) for s.e. jump systems is due to [37], and Part (5) for c.p. jump systems is
immediate from a result in [4, Section 3]. The statements given in Theorem 3.13 follow from
the corresponding statements for functions in Theorem 4.15.
In contrast, other kinds of discrete convexity are not compatible with the Minkowski sum
operation, as follows.
• The Minkowski sum of integrally convex sets is not necessarily integrally convex. In
Example 3.15, both S 1 and S 2 are integrally convex, but S 1 + S 2 is not. See also
Example 3.20.
• The Minkowski sum of L\-convex sets is not necessarily L\-convex. See Example 3.16.
• The Minkowski sum of L-convex sets is not necessarily L-convex. See Example 3.17.
• The Minkowski sum of multimodular sets is not necessarily multimodular. See Exam-
ple 3.18.
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• The Minkowski sum of discrete midpoint convex sets is not necessarily discrete mid-
point convex. In Example 3.15, both S 1 and S 2 are discrete midpoint convex, but
S 1 + S 2 is not.
Example 3.16 ([39, Example 3.11]). The Minkowski sum of S 1 = {(0, 0, 0), (1, 1, 0)} and
S 2 = {(0, 0, 0), (0, 1, 1)} is equal to
S 1 + S 2 = {(0, 0, 0), (0, 1, 1), (1, 1, 0), (1, 2, 1)}. (3.9)
Both S 1 and S 2 are L\-convex. For x = (0, 1, 1) and y = (1, 1, 0) in S 1+S 2, we have (x+y)/2 =
(1/2, 1, 1/2), for which d(x + y)/2e = (1, 1, 1) < S 1 +S 2, and b(x + y)/2c = (0, 1, 0) < S 1 +S 2.
Therefore, S 1 + S 2 is not L\-convex. This example also shows that the Minkowski sum of
two L\-convex sets is not discrete midpoint convex, either.
Example 3.17 ([31, Note 5.11]). (This is an adaptation of Example 3.16 to L-convex sets.)
Let S 1 = {(0, 0, 0, 0), (1, 1, 0, 0)}, S 2 = {(0, 0, 0, 0), (0, 1, 1, 0)}, and D = {α(1, 1, 1, 1) | α ∈ Z}.
Define S˜ 1 = S 1 + D and S˜ 2 = S 2 + D, which are both L-convex. The Minkowski sum
S˜ 1 + S˜ 2 = S 1 + S 2 + D = {(0, 0, 0, 0), (0, 1, 1, 0), (1, 1, 0, 0), (1, 2, 1, 0)} + D
is not L-convex, since for the elements x = (0, 1, 1, 0) and y = (1, 1, 0, 0) of S˜ 1 + S˜ 2, we have
d(x + y)/2e = (1, 1, 1, 0) < S˜ 1 + S˜ 2 and b(x + y)/2c = (0, 1, 0, 0) < S˜ 1 + S˜ 2.
Example 3.18 ([25]). Let S 1 = {(0, 0, 0), (1, 0,−1)} and S 2 = {(0, 0, 0), (0, 1, 0)}. Both S 1 and
S 2 are multimodular (S 2 is in fact an integer box). However, their Minkowski sum
S 1 + S 2 = {(0, 0, 0), (1, 0,−1), (0, 1, 0), (1, 1,−1)}
is not multimodular. We can check this directly or via transformation to Ti = {D−1x | x ∈ S i}
for i = 1, 2. We have T1 = {(0, 0, 0), (1, 1, 0)} and T2 = {(0, 0, 0), (0, 1, 1)}, which are L\-
convex. But their Minkowski sum
T1 + T2 = {(0, 0, 0), (0, 1, 1), (1, 1, 0), (1, 2, 1)}
is not L\-convex, since for p = (0, 1, 1) and q = (1, 1, 0) in T1 + T2, we have d(p + q)/2e =
(1, 1, 1) < T1 + T2 and b(p + q)/2c = (0, 1, 0) < T1 + T2. Since T1 + T2 = {D−1x | x ∈ S 1 + S 2},
this means that S 1 + S 2 is not multimodular. It is mentioned that this example is based on
Example 3.16 for L\-convex sets due to [39, Example 3.11].
The Minkowski sum of two L\-convex sets is integrally convex, though not L\-convex.
Proposition 3.14 ([31, Theorem 8.42]). The Minkowski sum of two L\-convex sets is inte-
grally convex. In particular, the Minkowski sum of two L-convex sets is integrally convex.
Example 3.19. In Example 3.16, the Minkowski sum S 1 + S 2 in (3.9) is not L\-convex,
but it is integrally convex. For x = (0, 1, 1) and y = (1, 1, 0) in S 1 + S 2, the midpoint
z = (x + y)/2 = (1/2, 1, 1/2) can be expressed as z = ((0, 1, 1) + (1, 1, 0))/2 using two points
(0, 1, 1) and (1, 1, 0) in (S 1 + S 2) ∩ N(z).
The Minkowski sum of three L\-convex sets is no longer integrally convex, as the follow-
ing example shows.
27
Example 3.20 ([39, Example 4.12]). Let S 1 = {(0, 0, 0), (1, 1, 0)}, S 2 = {(0, 0, 0), (0, 1, 1)},
and S 3 = {(0, 0, 0), (1, 0, 1)}. These three sets are all L\-convex. Their Minkowski sum
S = S 1 + S 2 + S 3 = {(0, 0, 0), (0, 1, 1), (1, 1, 0), (1, 0, 1), (2, 1, 1), (1, 1, 2), (1, 2, 1), (2, 2, 2)}
has a “hole” at (1, 1, 1), i.e., (1, 1, 1) ∈ S and (1, 1, 1) < S . Hence S is not integrally convex.
It is worth noting that this gives another example to show that the Minkowski sum of two
integrally convex sets is not necessarily integrally convex, since S 1 and S 2 + S 3 are both
integrally convex by (2.40) in Theorem 2.8 and Proposition 3.14.
We next consider the Minkowski sum of a set S ⊆ Zn with an integer box B. If S is
equipped with a certain discrete convexity, the Minkowski sum S + B also possesses the same
kind of discrete convexity, as follows.
Proposition 3.15.
(1) The Minkowski sum of an integrally convex set with an integer box is integrally convex.
(2) The Minkowski sum of an L\-convex set with an integer box is L\-convex.
(3) The Minkowski sum of an L-convex set with an integer box is L-convex.
(4) The Minkowski sum of an M\-convex set with an integer box is M\-convex.
(5) The Minkowski sum of an s.e. jump system with an integer box is an s.e. jump system.
Remark 3.9. Here is a supplement to Proposition 3.15 about the Minkowski sum with an
integer box. Part (1) for integrally convex sets is established in [24, Theorem 4.1]. Part (2) for
L\-convex sets is a special case of [31, Theorem 7.11]. Part (3) for L-convex sets is a special
case of [31, Theorem 7.10]. Part (4) for M\-convex sets is a special case of Theorem 3.13
(2), since an integer box is M\-convex. Part (5) for s.e. jump systems is a special case of
Theorem 3.13 (4), since an integer box is an s.e. jump system.
In this connection we note the following facts.
• The Minkowski sum of an M-convex set with an integer box is not necessarily M-
convex. See Example 3.21.
• The Minkowski sum of a constant-parity jump system with an integer box is not nec-
essarily a constant-parity jump system. See Example 3.21.
• The Minkowski sum of a discrete midpoint convex set with an integer box is not nec-
essarily discrete midpoint convex. See Example 3.22.
• The Minkowski sum of a multimodular set with an integer box is not necessarily mul-
timodular. See Example 3.18.
Example 3.21. The Minkowski sum of S = {(1, 0), (0, 1)} and B = {(0, 0), (1, 0)} is equal to
S + B = {(1, 0), (0, 1), (2, 0), (1, 1)}.
The set S is an M-convex set (and hence a constant-parity jump system) and B is an integer
box. The component-sums of the members of S + B are 1 and 2, and therefore, S + B is
neither an M-convex set nor a constant-parity jump system.
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Example 3.22 ([24, Example 4.3]). The Minkowski sum of S = {(0, 0, 1), (1, 1, 0)} and B =
{(0, 0, 0), (1, 0, 0)} is equal to
S + B = {(0, 0, 1), (1, 1, 0), (1, 0, 1), (2, 1, 0)}.
The set S is discrete midpoint convex and B is an integer box. For x = (0, 0, 1) and y =
(2, 1, 0) in S + B we have ‖x− y‖∞ = 2,
⌈
x+y
2
⌉
= (1, 1, 1) < S + B, and
⌊
x+y
2
⌋
= (1, 0, 0) < S + B.
Therefore, S + B is not discrete midpoint convex.
Remark 3.10. The Minkowski sum operation contains the projection operation as a special
case. Let T = {y ∈ ZU | (y, z) ∈ S for some z ∈ ZN\U} be the projection of S to U as defined in
(3.7). Consider B = {(y′, z′) ∈ ZU × ZN\U | y′ = 0U}, which is an integer box. The Minkowski
sum S + B is given as
S + B = {(y, z) + (y′, z′) | (y, z) ∈ S , y′ = 0}
= {(y, z + z′) | (y, z) ∈ S , z′ ∈ ZN\U}
= {(y, z′′) | y ∈ T, z′′ ∈ ZN\U}
= T × ZN\U .
This shows that the restriction of S + B to U coincides with the projection T .
4 Operations on Discrete Convex Functions
4.1 Operations via change of variables
In this section we consider operations on discrete convex functions defined by changes of
variables such as origin shift, coordinate inversion, permutation of variables, and scaling of
variables.
Let f be a function on Zn, i.e., f : Zn → R ∪ {+∞}. For an integer vector b ∈ Zn, the
origin shift of f by b means a function g on Zn defined by
g(y) = f (y − b). (4.1)
Proposition 4.1. The origin shift operation (4.1) for a function preserves separable convex-
ity, integral convexity, L\-convexity, L-convexity, M\-convexity, M-convexity, multimodularity,
global and local discrete midpoint convexity, jump M\-convexity, and jump M-convexity.
For coordinate inversions, two types are distinguished. The simultaneous coordinate in-
version for f means a function g on Zn defined by
g(y1, y2, . . . , yn) = f (−y1,−y2, . . . ,−yn), (4.2)
and the independent coordinate inversion for f means a function g of Zn defined by
g(y1, y2, . . . , yn) = f (τ1y1, τ2y2, . . . , τnyn) (4.3)
with an arbitrary choice of τi ∈ {+1,−1} (i = 1, 2, . . . , n).
Proposition 4.2. The simultaneous coordinate inversion operation (4.2) for a function pre-
serves separable convexity, integral convexity, L\-convexity, L-convexity, M\-convexity, M-
convexity, multimodularity, global and local discrete midpoint convexity, jump M\-convexity,
and jump M-convexity.
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Proposition 4.3. The independent coordinate inversion operation (4.3) for a function pre-
serves separable convexity, integral convexity, jump M\-convexity, and jump M-convexity.
The independent coordinate inversion operation does not preserve L\-convexity, L-convexity,
M\-convexity, M-convexity, multimodularity, or (global and local) discrete midpoint convex-
ity.
Example 4.1. Let f (x) = |x1 − x2 − 3| and g(x) = |x1 + x2 − 3| for x = (x1, x2) ∈ Z2,
where g is obtained from f by an independent coordinate inversion (4.3) with τ1 = +1 and
τ2 = −1. The function f is L-convex, and hence L\-convex and globally discrete midpoint
convex, whereas g is not L-convex, L\-convex, or globally discrete midpoint convex. Indeed,
for x = (3, 0) and y = (0, 3) we have ‖x− y‖∞ = 3,
⌈
x+y
2
⌉
= (2, 2), and
⌊
x+y
2
⌋
= (1, 1), for which
g(x) + g(y) = 0 + 0 = 0 is strictly smaller than g
(⌈
x+y
2
⌉)
+ g
(⌊
x+y
2
⌋)
= 1 + 1 = 2.
Example 4.2. Let f (x) = |x1 − x2 − 1| and g(x) = |x1 + x2 − 1| for x = (x1, x2, x3) ∈ Z3, where
g is obtained from f by an independent coordinate inversion (4.3) with τ1 = +1, τ2 = −1, and
τ3 = +1. The function f is locally discrete midpoint convex (actually L-convex), whereas g
is not locally discrete midpoint convex. Indeed, for x = (0, 1, 2) and y = (1, 0, 0) we have
‖x − y‖∞ = 2,
⌈
x+y
2
⌉
= (1, 1, 1), and
⌊
x+y
2
⌋
= (0, 0, 1), for which g(x) + g(y) = 0 + 0 = 0 is
strictly smaller than g
(⌈
x+y
2
⌉)
+ g
(⌊
x+y
2
⌋)
= 1 + 1 = 2.
Example 4.3. Let f (x) = |x1 + x2| and g(x) = |x1 − x2| for x = (x1, x2) ∈ Z2, where g is
obtained from f by an independent coordinate inversion (4.3) with τ1 = +1 and τ2 = −1. The
function f is M-convex and hence M\-convex, whereas g is not M-convex or M\-convex. The
function f is multimodular, and g is not.
For a permutation σ of (1, 2, . . . , n), the permutation of f by σ means a function g on Zn
defined by
g(y1, y2, . . . , yn) = f (yσ(1), yσ(2), . . . , yσ(n)). (4.4)
Proposition 4.4. The permutation operation (4.4) for a function preserves separable convex-
ity, integral convexity, L\-convexity, L-convexity, M\-convexity, M-convexity, global and local
discrete midpoint convexity, jump M\-convexity, and jump M-convexity.
The permutation operation does not preserve multimodularity. We show two examples,
an indicator function and a quadratic function on the entire lattice Z3.
Example 4.4. Let f be the indicator function δS of the multimodular set S = {(0, 0, 0),
(0, 1,−1), (0, 1, 0), (1, 0, 0)} considered in Example 3.9. The permutation g of f by σ :
(1, 2, 3) 7→ (2, 1, 3) is the indicator function of the set T = {(0, 0, 0), (1, 0,−1), (1, 0, 0), (0, 1, 0)}.
Since T is not multimodular, as shown in Example 3.9, the function g is not multimodular.
Example 4.5 ([25, Example 3.1]). The quadratic function f (x) = x>Ax with A =
 1 1 01 2 1
0 1 1

is multimodular, since A satisfies the condition (2.39). On the other hand, g(y1, y2, y3) =
f (y2, y1, y3) resulting from a transposition is not multimodular. Indeed we have g(y) = y>A˜y
with A˜ =
 2 1 11 1 0
1 0 1
, for which the condition (2.39) fails for (i, j) = (1, 3). A cyclic permu-
tation of variables results in f (y3, y1, y2), which is not multimodular, since it coincides with
y>A˜y.
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It is known that reversing the ordering of variables preserves multimodularity.
Proposition 4.5 ([14, Remarks (1)]). For a multimodular function f , the function g defined
by g(y1, y2, . . . , yn) = f (yn, . . . , y2, y1) is multimodular.
For a positive integer α, the variable-scaling (or scaling for short) of f by α means a
function g on Zn defined by
g(y1, y2, . . . , yn) = f (αy1, αy2, . . . , αyn). (4.5)
Note that the same scaling factor α is used for all coordinates.
L-convexity and its relatives are well-behaved with respect to the scaling operation.7
Proposition 4.6. The variable-scaling operation (4.5) for a function preserves separable
convexity, L\-convexity, L-convexity, multimodularity, and discrete midpoint convexity.
Remark 4.1. Here is a supplement to Proposition 4.6 about scaling. The scaling operation for
L-convex (resp., L\-convex) functions is treated in [31, Theorem 7.10] (resp., [31, Theorem
7.11]). The result for multimodular functions is due to [25, Proposition 7], and that for
discrete midpoint convex functions is to [27, Theorem 9].
In contrast, M-convexity and integral convexity are not compatible with the scaling oper-
ation, as follows. In referring to examples in Section 3, we intend to consider the indicator
functions of the sets mentioned in the examples.
• The scaling of an M\-convex function is not necessarily M\-convex (Example 3.4).
• The scaling of an M-convex function is not necessarily M-convex (Example 3.5).
• The scaling of a jump M\-convex (resp., M-convex) function is not necessarily jump
M\-convex (resp., M-convex) (Examples 3.4 and 3.5).
• The scaling of an integrally convex function is not necessarily integrally convex. See
Examples 4.6 and 4.7 below.
For the scaling of an integrally convex function, we show two examples, an indicator
function and a function defined on an integer box in Z3.
Example 4.6. Let f be the indicator function δS of the integrally convex set S considered
in Example 3.6 (Fig. 4). The scaled function g(y) = f (2y) is the indicator function of the
set T = {(0, 0, 0), (1, 0, 0), (1, 0, 1), (2, 1, 1)}. Since T is not integrally convex, as shown in
Example 3.6, the function g is not integrally convex.
Example 4.7 ([26, Example 3.1]). Consider the integrally convex function f : Z3 → R∪{+∞}
defined on an integer box [(0, 0, 0), (4, 2, 2)]Z by
x2 f (x1, x2, 0)
2 3 1 1 1 3
1 1 0 0 0 0
0 0 0 0 0 3
0 1 2 3 4 x1
x2 f (x1, x2, 1)
2 2 1 0 0 0
1 1 0 0 0 0
0 0 0 0 0 0
0 1 2 3 4 x1
x2 f (x1, x2, 2)
2 3 2 1 0 0
1 2 1 0 0 0
0 3 0 0 0 3
0 1 2 3 4 x1
7The scaled function g may have an empty effective domain. Therefore, strictly speaking, we should add a
proviso in Proposition 4.6 that the resulting function has a nonempty effective domain.
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For the scaling with α = 2, the function g(y) = f (2y) is not integrally convex. Indeed, the
inequality (2.8) in Theorem 2.1 fails for g with y = (0, 0, 0) and z = (2, 1, 1) as follows:
g˜
(y + z
2
)
= g˜
(
1,
1
2
,
1
2
)
= min{1
2
g(1, 1, 1) +
1
2
g(1, 0, 0),
1
2
g(1, 1, 0) +
1
2
g(1, 0, 1)}
=
1
2
min{ f (2, 2, 2) + f (2, 0, 0), f (2, 2, 0) + f (2, 0, 2)}
=
1
2
min{1 + 0, 1 + 0} = 1
2
,
1
2
(g(y) + g(z)) =
1
2
( f (0, 0, 0) + f (4, 2, 2)) = 0.
It is noted that the minimizer set {x | f (x) = 0} coincides with the integrally convex set S
considered in Examples 3.6 and 4.6.
In the case of n = 2, M-convexity and integral convexity admit the scaling operation.
Proposition 4.7. Let α be a positive integer, f : Z2 → R ∪ {+∞} a function in two variables,
and g(y) = f (αy) for y ∈ Z2.
(1) If f is integrally convex, then g is integrally convex.
(2) If f is M\-convex, then g is M\-convex.
(3) If f is M-convex, then g is M-convex.
Remark 4.2. Here is a supplement to Proposition 4.7 about functions in two variables. Part
(1) for integrally convex functions is due to [26, Theorem 3.2]. Part (2) for M\-convex func-
tions follows from the statement for L\-convex functions in Proposition 4.6 and Remark 2.4
in Section 2.7. Part (3) for M-convex functions is almost a triviality, since an M-convex func-
tion in two variables is essentially a univariate convex function in the sense of (2.5), which is
a special case of separable-convex functions treated in Proposition 4.6.
Table 5 is a summary of the behavior of discrete convex functions with respect to changes
of variables such as origin shift, coordinate inversion, permutation, and scaling. In this table,
“Y” means “Yes, this function class is closed under this operation” and “N” means “No, this
function class is not closed under this operation.”
In Sections 4.2–4.6 we consider operations such as nonnegative multiplication of function
values, addition of a linear function, projection (partial minimization), sum of two functions,
and convolution of two functions. Table 6 is a summary of the behavior of discrete convex
functions with respect to those operations. Two types of additions are distinguished: one is
the addition of f with a separable convex function ϕ, denoted f + ϕ, and the other is the sum
f1 + f2 of two functions f1 and f2 in the same convexity class. Similarly for convolution,
denoted fϕ and f1 f2. In Section 4.7 we consider conjugate and biconjugate functions.
4.2 Value-scaling
For a function f : Zn → R ∪ {+∞} and a nonnegative factor a ≥ 0, the value-scaling of f by
a means a function g : Zn → R ∪ {+∞} defined by
g(y) = a f (y) (y ∈ Zn). (4.6)
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Table 5: Operations on discrete convex functions via coordinate changes
Discrete Origin Coord. inversion Permu- Variable- References
convexity shift simult. indep. tation scaling
f (x − b) f (−x) f (±xi) f (xσ(i)) f (αx)
Separable convex Y Y Y Y Y
Integrally convex Y Y Y Y N [10, 26]
L\-convex Y Y N Y Y [12, 29]
L-convex Y Y N Y Y [29]
M\-convex Y Y N Y N [28, 38]
M-convex Y Y N Y N [28]
Multimodular Y Y N N Y [1, 2, 13, 14, 25]
Globally d.m.c. Y Y N Y Y [27]
Locally d.m.c. Y Y N Y Y [27]
Jump M\-convex Y Y Y Y N [33, 37]
Jump M-convex Y Y Y Y N [19, 33]
d.m.c.: discrete midpoint convex.
“Y” means “Yes, this function class is closed under this operation.”
“N” means “No, this function class is not closed under this operation.”
Table 6: Operations on discrete convex functions related to function values
Discrete Value- Restric- Projec- Addition Convolution Reference
convexity scaling tion tion separ. general separ. general
a f f (y, 0) inf
z
f (y, z) f + ϕ f1 + f2 fϕ f1 f2
Separable convex Y Y Y Y Y Y Y
Integrally convex Y Y Y Y N Y N [10, 24, 39]
L\-convex Y Y Y Y Y Y N [12, 29]
L-convex Y N Y N Y Y N [29]
M\-convex Y Y Y Y N Y Y [28, 38]
M-convex Y Y N Y N N Y [28]
Multimodular Y Y N Y Y N N [1, 14, 25]
Globally d.m.c. Y Y Y Y Y N N [27]
Locally d.m.c. Y Y Y Y Y N N [27]
Jump M\-convex Y Y Y Y N Y Y [33, 37]
Jump M-convex Y Y N Y N N Y [19, 33]
(ϕ: separable convex)
“Y” means “Yes, this function class is closed under this operation.”
“N” means “No, this function class is not closed under this operation.”
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Proposition 4.8. The value-scaling operation (4.6) for a function preserves separable con-
vexity, integral convexity, L\-convexity, L-convexity, M\-convexity, M-convexity, multimodu-
larity, global and local discrete midpoint convexity, jump M\-convexity, and jump M-convexity.
4.3 Restriction
Let N = {1, 2, . . . , n}. For a function f : ZN → R ∪ {+∞} and a subset U of the index set N,
the restriction of f to U is a function g : ZU → R ∪ {+∞} defined by8
g(y) = f (y, 0N\U) (y ∈ ZU), (4.7)
where 0N\U denotes the zero vector in ZN\U . The notation (y, 0N\U) means the vector whose
ith component is equal to yi for i ∈ U and to 0 for i ∈ N \U; for example, if N = {1, 2, 3} and
U = {1, 3}, (y, 0N\U) means (y1, 0, y3).
The restriction operation preserves discrete convexity as follows.9
Proposition 4.9. The restriction operation (4.7) for a function preserves separable convexity,
integral convexity, L\-convexity, M\-convexity, M-convexity, multimodularity, global and local
discrete midpoint convexity, jump M\-convexity, and jump M-convexity.
Remark 4.3. Here is a supplement to Proposition 4.9 about restriction. The restriction of a
separable convex function
∑{ϕi(xi) | i ∈ N} to U is given by the separable convex function∑{ϕi(xi) | i ∈ U}+ C, where C = ∑{ϕ j(0) | j ∈ N \U}. The result for multimodular functions
is shown in [1, Lemma 2.3] as well as in [2, Lemma 3]. The statements for other kinds
of discrete convex functions are rather obvious. We can find the statement for L\-convexity
in [31, Theorem 7.11], for M\-convexity in [31, Theorem 6.14], for M-convexity in [31,
Theorem 6.13], for integral convexity in [31, Proposition 3.19] (in a more general form as
in Remark 4.4), for global and local discrete midpoint convexity in [25, Table 5.1], and for
jump M\- and M-convexity in [37] and [19, Section 3].
The restriction of an L-convex function is not necessarily L-convex, simply because the
restricted function lacks in the linearity (2.19) in the direction of 1.
Example 4.8 (cf., Example 3.7). For S = {(t, t) | t ∈ Z}, its indicator function δS is L-convex.
The restriction of f = δS to U = {1} is given by g = δT for T = {0}, which is not L-convex.
Remark 4.4. The restriction of a function f : ZN → R ∪ {+∞} to an integer box [a, b]Z is a
function f[a,b] on ZN defined by
f[a,b](x) =
{
f (x) (x ∈ [a, b]Z),
+∞ (x < [a, b]Z). (4.8)
In the special case where ai = −∞ and bi = +∞ for i ∈ U, and ai = bi = 0 for i ∈ N \ U,
this function f[a,b] coincides with f (y, 0N\U) in (4.7). Thus, the restriction to an integer box is
more general than the restriction to a subset of N.
8For any z ∈ ZN\U we may consider a function g(y) = f (y, z) in y ∈ ZU as a restriction of f to U. For
simplicity of description we choose z = 0N\U .
9The restriction operation may result in a function with an empty effective domain. Therefore, strictly
speaking, we should add a proviso in Proposition 4.9 that the resulting function has a nonempty effective domain.
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4.4 Projection
For a function f : ZN → R ∪ {+∞} and a subset U of the index set N = {1, 2, . . . , n}, the
projection of f to U is a function g : ZU → R ∪ {−∞,+∞} defined by
g(y) = inf{ f (y, z) | z ∈ ZN\U} (y ∈ ZU), (4.9)
where the notation (y, z) means the vector whose ith component is equal to yi for i ∈ U and to
zi for i ∈ N\U. We assume g > −∞. The projection is sometimes called partial minimization.
The projection operation preserves discrete convexity as follows.
Proposition 4.10. The projection operation (4.9) for a function preserves separable con-
vexity, integral convexity, L\-convexity, L-convexity, M\-convexity, global and local discrete
midpoint convexity, and jump M\-convexity.
Remark 4.5. Here is a supplement to Proposition 4.10 about projection. The projection of a
separable convex function
∑{ϕi(xi) | i ∈ N} to U is given by the separable convex function∑{ϕi(xi) | i ∈ U} + C, where C = ∑{minϕ j | j ∈ N \ U}. The results for L\-convex, L-
convex, and M\-convex functions are given in [31, Theorem 7.11], [31, Theorem 7.10], and
[31, Theorem 6.15], respectively. The statements for integrally convex functions, globally
discrete midpoint convex functions, locally discrete midpoint convex functions, and jump
M\-convex functions are obtained recently in [24, Theorem 3.3], [24, Theorem 3.5], [24,
Theorem 3.6], and [37], respectively.
The projection of an M-convex function is not necessarily M-convex, simply because
the effective domain of the projected function does not lie on a hyperplane of a constant
component sum. Similarly, the projection of a jump M-convex function is not necessarily
jump M-convex.
Example 4.9. For S = {(t,−t) | t ∈ Z}, its indicator function δS is M-convex. The projection
of f = δS to U = {1} is given by g ≡ 0 on Z (i.e., g(y1) = 0 for all y1 ∈ Z), which is not
M-convex. The function f is jump M-convex, while g is not.
The projection of a multimodular function to a subset of indices is not necessarily multi-
modular. We show two examples, an indicator function and a quadratic function on the entire
lattice Z4.
Example 4.10. Let f be the indicator function δS of the multimodular set S = {(0, 0, 0),
(0, 1,−1), (0, 1, 0), (1, 0, 0)} considered in Example 3.9. The projection g of f to U = {1, 3} is
the indicator function of the set T = {(0, 0), (0,−1), (1, 0)}. Since T is not multimodular, as
shown in Example 3.9, the function g is not multimodular.
Example 4.11 ([25, Example 4.1]). The quadratic function f (x) = x>Ax with
A =

3 2 1 0
2 3 2 1
1 2 2 1
0 1 1 1

is multimodular, since A satisfies the condition (2.39). On the other hand, the projection g of f
to U = {1, 2, 4} is not multimodular. Indeed we have g(y) = y>A˜y with A˜ = 1
2
 5 2 −12 2 0−1 0 1
,
where A˜ = (a˜i j | i, j = 1, 2, 4) is obtained from A by the usual sweep-out operation: a˜i j =
ai j − ai3a3 j/a33 (i, j ∈ {1, 2, 4}). The matrix A˜ violates the condition (2.39) for (i, j) = (1, 2).
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The projection of a multimodular function to a consecutive index subset is multimodular.
Recall that a consecutive set means a set of the form {k, k + 1, . . . , l − 1, l} for some k ≤ l.
Proposition 4.11 ([25, Proposition 10]). For a multimodular function f and a consecutive
index subset U, the projection of f to U in (4.9) is multimodular.
4.5 Addition
The sum of two functions f1, f2 : Zn → R ∪ {+∞} is defined, in an obvious way, by
( f1 + f2)(x) = f1(x) + f2(x) (x ∈ Zn). (4.10)
The effective domain of the sum is equal to the intersection of the effective domains of the
given functions, that is,
dom ( f1 + f2) = dom f1 ∩ dom f2. (4.11)
For two sets S 1, S 2 ⊆ Zn, the sum of their indicator functions δS 1 , δS 2 coincides with the
indicator function of their intersection S 1 ∩ S 2, that is, δS 1 + δS 2 = δS 1∩S 2 .
L-convexity and its relatives are well-behaved with respect to the sum operation.10
Proposition 4.12.
(1) The sum of separable convex functions is separable convex.
(2) The sum of L\-convex functions is L\-convex.
(3) The sum of L-convex functions is L-convex.
(4) The sum of multimodular functions is multimodular.
(5) The sum of globally discrete midpoint convex functions is globally discrete midpoint con-
vex.
(6) The sum of locally discrete midpoint convex functions is locally discrete midpoint convex.
Remark 4.6. Here is a supplement to Proposition 4.12 about sum. The proofs of these
statements (1)–(6) are pretty easy. The sum of separable convex functions
∑n
i=1 ϕ1i(xi) and∑n
i=1 ϕ2i(xi) is given by
∑n
i=1(ϕ1i + ϕ2i)(xi), which is a separable convex function. Part (2) for
L\-convex functions is given in [31, Theorem 7.11]. Part (3) for L-convex functions is given
in [31, Theorem 7.10]. Part (4) for multimodular functions is given in [25, Proposition 8].
Parts (5) and (6) for globally and locally discrete midpoint convex functions are given in [25,
Table 5.1].
In contrast, M-convexity and integral convexity are not compatible with the sum opera-
tion. In referring to examples in Section 3, we intend to consider the indicator functions of
the sets mentioned in the examples.
• The sum of integrally convex functions is not necessarily integrally convex (Exam-
ple 3.10).
• The sum of M\-convex functions is not necessarily M\-convex (Example 3.11).
• The sum of M-convex functions is not necessarily M-convex (Example 3.12).
10By (4.11) the sum f1 + f2 may have an empty effective domain. Therefore, strictly speaking, we should add
a proviso in Propositions 4.12, 4.13, and 4.14 that the resulting function has a nonempty effective domain.
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• The sum of jump M\-convex (resp., M-convex) functions is not necessarily jump M\-
convex (resp., M-convex) (Example 3.12).
The sum of two M\-convex functions is integrally convex, though not M\-convex.
Proposition 4.13 ([31, Theorem 8.31]). The sum of two M\-convex functions is integrally
convex. In particular, the sum of two M-convex functions is integrally convex.
We next consider the sum of a discrete convex function f with a separable convex function
ϕ. If f is equipped with a certain discrete convexity, the sum f + ϕ also possesses the same
kind of discrete convexity, as follows. Note that a linear function
∑n
i=1 cixi is a very special
case of a separable convex function.
Proposition 4.14.
(1) The sum of an integrally convex function with a separable convex function is integrally
convex.
(2) The sum of an L\-convex function with a separable convex function is L\-convex.
(3) The sum of an M\-convex function with a separable convex function is M\-convex.
(4) The sum of an M-convex function with a separable convex function is M-convex.
(5) The sum of a multimodular function with a separable convex function is multimodular.
(6) The sum of a globally discrete midpoint convex function with a separable convex function
is globally discrete midpoint convex.
(7) The sum of a locally discrete midpoint convex function with a separable convex function
is locally discrete midpoint convex.
(8) The sum of a jump M\-convex function with a separable convex function is jump M\-
convex.
(9) The sum of a jump M-convex function with a separable convex function is jump M-convex.
Remark 4.7. Here is a supplement to Proposition 4.14 about the sum with a separable convex
function. The statements (1)–(9) are immediate from the definitions. Parts (2), (5), (6), and
(7) for L\-convex, multimodular, and globally and locally discrete midpoint convex functions
are special cases of Proposition 4.12 (2), (4), (5), and (6), respectively, since a separable con-
vex function is L\-convex, multimodular, and globally and locally discrete midpoint convex
(cf., Theorem 2.9).
In this connection we note the following facts.
• The sum of an L-convex function f with a separable convex function ϕ is not necessar-
ily L-convex. This is because the sum f +ϕ lacks in the linearity (2.19) in the direction
of 1 (Example 3.14).
• The sum of an L-convex function f with a linear function 〈c, x〉 = ∑ni=1 cixi is L-convex.
Let g(x) = f (x)+ 〈c, x〉 and r f = f (x+1)− f (x). For the linearity (2.19) in the direction
of 1, we observe that g(x+1) = f (x+1)+〈c, x+1〉 = f (x)+r f +〈c, x〉+〈c, 1〉 = g(x)+rg
with rg = r f + 〈c, 1〉.
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4.6 Convolution
The (infimal) convolution of two functions f1, f2 : Zn → R ∪ {+∞} is defined by
( f1 f2)(x) = inf{ f1(y) + f2(z) | x = y + z, y, z ∈ Zn} (x ∈ Zn), (4.12)
where it is assumed that the infimum is bounded from below (i.e., ( f1 f2)(x) > −∞) for
every x ∈ Zn. For two sets S 1, S 2 ⊆ Zn, the convolution of their indicator functions δS 1 , δS 2
coincides with the indicator function of their Minkowski sum S 1+S 2 = {y+z | y ∈ S 1, z ∈ S 2},
that is, δS 1 δS 2 = δS 1+S 2 .
M-convexity and its relatives are well-behaved with respect to the convolution operation.
Theorem 4.15.
(1) The convolution of separable convex functions is a separable convex function.
(2) The convolution of M\-convex functions is M\-convex.
(3) The convolution of M-convex functions is M-convex.
(4) The convolution of jump M\-convex functions is jump M\-convex.
(5) The convolution of jump M-convex functions is jump M-convex.
Remark 4.8. Here is a supplement to Theorem 4.15 about convolution. The convolution of
separable convex functions
∑n
i=1 ϕ1i(xi) and
∑n
i=1 ϕ2i(xi) is given by
∑n
i=1(ϕ1iϕ2i)(xi), which
is a separable convex function. Part (3) for M-convex functions originates in [28, Theorem
6.10] and is given in [31, Theorem 6.13]. Part (2) for M\-convex functions is a variant of
(3) for M-convex functions and is given in [31, Theorem 6.15]. Part (4) for jump M\-convex
functions is given by [37], and Part (5) for jump M-convex functions is by [19, Theorem 12].
In contrast, other kinds of discrete convexity are not compatible with the convolution op-
eration, as follows. In referring to examples in Section 3, we intend to consider the indicator
functions of the sets mentioned in the examples.
• The convolution of convex-extensible functions is not necessarily convex-extensible
(Example 3.15).
• The convolution of integrally convex functions is not necessarily integrally convex (Ex-
ample 3.15).
• The convolution of L\-convex functions is not necessarily L\-convex (Example 3.16).
• The convolution of L-convex functions is not necessarily L-convex (Example 3.17).
• The convolution of multimodular functions is not necessarily multimodular (Exam-
ple 3.18).
• The convolution of globally (resp., locally) discrete midpoint convex functions is not
necessarily globally (resp., locally) discrete midpoint convex (Example 3.15).
The convolution of two L\-convex functions is integrally convex, though not L\-convex.
Proposition 4.16 ([31, Theorem 8.42]). The convolution of two L\-convex functions is inte-
grally convex. In particular, the convolution of two L-convex functions is integrally convex.
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The convolution of three L\-convex functions is no longer integrally convex, as the fol-
lowing example shows.
Example 4.12. Let fi = δS i (i = 1, 2, 3) for the three L\-convex sets S 1 = {(0, 0, 0), (1, 1, 0)},
S 2 = {(0, 0, 0), (0, 1, 1)}, S 3 = {(0, 0, 0), (1, 0, 1)} in Example 3.20. Since S 1 + S 2 + S 3 =
{(0, 0, 0), (0, 1, 1), (1, 1, 0), (1, 0, 1), (2, 1, 1), (1, 1, 2), (1, 2, 1), (2, 2, 2)} is not an integrally con-
vex set, f1 f2 f3 = δS 1+S 2+S 3 is not an integrally convex function.
We next consider the convolution of a discrete convex function f with a separable convex
function ϕ.
Proposition 4.17.
(1) The convolution of an integrally convex function and a separable convex function is inte-
grally convex.
(2) The convolution of an L\-convex function and a separable convex function is L\-convex.
(3) The convolution of an L-convex function and a separable convex function is L-convex.
(4) The convolution of an M\-convex function and a separable convex function is M\-convex.
(5) The convolution of a jump M\-convex function and a separable convex function is jump
M\-convex.
Remark 4.9. Here is a supplement to Proposition 4.17 about convolution with a separable
convex function. Part (1) for integrally convex functions is due to [24, Theorem 4.2]. Parts
(2) and (3) for L\-convex and L-convex functions are given in [31, Theorem 7.11] and [31,
Theorem 7.10], respectively. Part (4) for M\-convex functions is a special case of Theorem
4.15 (2). Part (5) for jump M\-convex functions is a special case of Theorem 4.15 (4).
In this connection we note the following facts.
• The convolution of an M-convex function f and a separable convex function ϕ is not
necessarily M-convex. This is simply because domϕ is an integer box and hence
dom ( fϕ) = dom f + domϕ does not lie on a hyperplane of a constant component
sum. Let ϕˆ denote the restriction of ϕ to an M-convex set S , that is, ϕˆ(x) = ϕ(x) for
x ∈ S and ϕˆ(x) = +∞ for x < S . Then ϕˆ is an M-convex function, and therefore, f ϕˆ
is M-convex by Theorem 4.15 (3).
• The convolution of a jump M-convex function f and a separable convex function ϕ is
not necessarily jump M-convex. This is simply because domϕ is an integer box and
hence dom ( fϕ) = dom f + domϕ is not a constant-parity jump system. Let ϕˆ denote
the restriction of ϕ to a constant-parity jump system S , that is, ϕˆ(x) = ϕ(x) for x ∈ S
and ϕˆ(x) = +∞ for x < S . Then ϕˆ is a jump M-convex function, and therefore, f ϕˆ is
jump M-convex by Theorem 4.15 (5).
• The convolution of a multimodular function and a separable convex function is not
necessarily multimodular (Example 3.18).
• The convolution of a globally discrete midpoint convex function and a separable convex
function is not necessarily discrete midpoint convex. See Examples 4.13 and 4.14.
• The convolution of a locally discrete midpoint convex function and a separable convex
function is not necessarily locally discrete midpoint convex. See Examples 4.13 and
4.14.
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For the convolution of a (globally or locally) discrete midpoint convex function and a
separable convex function, we show two examples. In the latter example, the effective domain
of f is an integer box (the unit cube).
Example 4.13. Let f = δS and ϕ = δB for S = {(0, 0, 1), (1, 1, 0)} and B = {(0, 0, 0), (1, 0, 0)}
considered in Example 3.22. Function f is (globally and locally) discrete midpoint convex,
and ϕ is separable convex. The convolution fϕ coincides with the indicator function of the
set S + B = {(0, 0, 1), (1, 1, 0), (1, 0, 1), (2, 1, 0)}. Since S + B is not discrete midpoint convex,
as shown in Example 3.22, the function fϕ is not (globally or locally) discrete midpoint
convex.
Example 4.14 ([24, Example 4.4]). Let S = {(0, 0, 1), (1, 1, 0)}, B = {(0, 0, 0), (1, 0, 0)}, and
ϕ = δB, and define f : Z3 → R ∪ {+∞} with dom f = [(0, 0, 0), (1, 1, 1)]Z by
f (x) =
{
0 (x ∈ S ),
1 (x ∈ [(0, 0, 0), (1, 1, 1)]Z \ S ).
This function is (globally and locally) discrete midpoint convex, while ϕ is separable convex.
The convolution fϕ is given by
( fϕ)(x) =
{
0 (x ∈ S + B),
1 (x ∈ [(0, 0, 0), (2, 1, 1)]Z \ (S + B))
with dom ( fϕ) = [(0, 0, 0), (2, 1, 1)]Z. For x = (0, 0, 1), y = (2, 1, 0) we have ‖x − y‖∞ = 2,
x, y ∈ S + B, d(x + y)/2e = (1, 1, 1) < S + B, b(x + y)/2c = (1, 0, 0) < S + B, and
( fϕ)(x) = ( fϕ)(y) = 0, ( fϕ)
(⌈ x + y
2
⌉)
= ( fϕ)
(⌊ x + y
2
⌋)
= 1.
Hence fϕ is not (globally or locally) discrete midpoint convex.
Remark 4.10. The convolution operation with a separable convex function contains the pro-
jection operation as a special case. Let g(y) = inf{ f (y, z) | z ∈ ZN\U} be the projection of
f to U as defined in (4.9). Let ϕ be the indicator function of the cylinder B = {(y, z) ∈
ZU × ZN\U | y = 0U}, where B is an integer box and hence ϕ is a separable convex function.
The convolution fϕ is given as
( fϕ)(y, z) = inf{ f (y′, z′) + ϕ(y′′, z′′) | (y, z) = (y′, z′) + (y′′, z′′)}
= inf{ f (y′, z′) | (y, z) = (y′, z′) + (0, z′′)}
= inf{ f (y, z − z′′) | z′′ ∈ ZN\U}
= inf{ f (y, z′) | z′ ∈ ZN\U}
= g(y).
Thus, the value of projection g(y) is equal to that of convolution ( fϕ)(y, z) for any z. In
this sense the projection can be regarded as a special case of the convolution with a separable
convex function.
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4.7 Integral Legendre–Fenchel transformation
In this section we deal with the operations related to integral conjugacy for integer-valued
discrete convex functions. For an integer-valued function f : Zn → Z ∪ {+∞}, we define a
function f • on Zn by
f •(p) = sup{〈p, x〉 − f (x) | x ∈ Zn} (p ∈ Zn), (4.13)
where 〈p, x〉 = ∑ni=1 pixi is the inner product of p = (p1, p2, . . . , pn) and x = (x1, x2, . . . , xn).
This function f • is referred to as the integral conjugate of f , or the integral Legendre–Fenchel
transform of f . The function f • takes values in Z∪{+∞}, since 〈p, x〉 and f (x) are integers (or
+∞) for all p ∈ Zn and x ∈ Zn and f (x) is finite for some x by the assumption of dom f , ∅.
That is, we have f • : Zn → Z∪ {+∞}. This allows us to apply the transformation (4.13) to f •
to obtain f •• = ( f •)•. This function f •• is called the integral biconjugate of f .
Concerning conjugacy and biconjugacy it is natural to ask the following questions for a
given class of discrete convex functions.
• For an integer-valued function f in the class, does the integral conjugate f • belong to
the same class? If not, how is it characterized?
• For an integer-valued function f in the class, does integral biconjugacy f •• = f hold?
For biconjugacy the following theorem has recently been obtained.
Theorem 4.18 ([42]). For an integer-valued integrally convex function f , the integral bicon-
jugate f •• coincides with f itself, i.e., f •• = f .
The biconjugacy for other classes of discrete convex functions can be obtained immedi-
ately from this result by the inclusion relations given in Theorem 2.9. See also Table 7.
Corollary 4.19. Let f be an integer-valued function on Zn and f •• be its integral biconjugate.
(1) If f is separable convex, then f •• = f .
(2) If f is L\-convex, then f •• = f .
(3) If f is L-convex, then f •• = f .
(4) If f is M\-convex, then f •• = f .
(5) If f is M-convex, then f •• = f .
(6) If f is multimodular, then f •• = f .
(7) If f is globally discrete midpoint convex, then f •• = f .
(8) If f is locally discrete midpoint convex, then f •• = f .
Remark 4.11. Here is a supplement to Corollary 4.19 about biconjugacy. The biconjugacy
of L-convex functions in Part (3) was established in [29, Theorem 4.22], and that of M-
convex functions in Part (5) was in [29, Theorem 4.8]. The biconjugacy of L\- and M\-
convex functions can be derived easily from these results, and an explicit statement is made
in [31, Theorem 8.12]. Part (1) for separable convex functions is a special case of Part (2)
for L\-convex functions and Part (4) for M\-convex functions. Parts (6), (7), and (8) for
multimodular functions and globally and locally discrete midpoint convex functions have not
been given explicitly in the literature.
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Remark 4.12. Here is a technical remark about integral biconjugacy. For a point x ∈ dom f ,
the subdifferential of f at x is a set of real vectors defined as
∂ f (x) = {p ∈ Rn | f (y) − f (x) ≥ 〈p, y − x〉 for all y ∈ Zn}, (4.14)
and an element of ∂ f (x) is called a subgradient of f at x [43]. The condition ∂ f (x) ∩ Zn ,
∅ is sometimes referred to as the integral subdifferentiability of f at x. It is known that,
for each x ∈ dom f , f ••(x) = f (x) holds if and only if ∂ f (x) ∩ Zn , ∅. Therefore, the
integral biconjugacy f •• = f is equivalent to the integral subdifferentiability of f (under
some additional conditions to guarantee dom f •• = dom f ). See [29, Lemma 4.2] as well as
[42, Lemma 2] for details.
The following example demonstrates the necessity of the assumption of integral convexity
in Theorem 4.18.
Example 4.15 ([29, Example 1.1]; also [42]). Let S = {(0, 0, 0),±(1, 1, 0),±(0, 1, 1),±(1, 0, 1)}
and define f : Z3 → Z ∪ {+∞} by
f (x1, x2, x3) =
(x1 + x2 + x3)/2 (x ∈ S ),+∞ (otherwise).
Note that the function f is indeed integer-valued on S . The set S is hole-free in the sense of
(2.2) and the function f can be naturally extended to a convex function on the convex hull S
of S . However, this function f is not integrally convex, since S is not an integrally convex
set. Indeed, for x = [(1, 1, 0) + (−1, 0,−1)]/2 = (0, 1/2,−1/2) ∈ S , we have
N(x) ∩ S = {(0, 0, 0), (0, 1, 0), (0, 0,−1), (0, 1,−1)} ∩ S = {(0, 0, 0)},
and hence x < N(x) ∩ S .
The integral conjugate of f is given as
f •(p) = max{0, |p1 + p2 − 1|, |p2 + p3 − 1|, |p3 + p1 − 1|} (p ∈ Z3).
For the integral biconjugate f ••(x) = sup{〈p, x〉 − f •(p) | p ∈ Z3} we have
f ••(0) = − inf
p∈Z3
max{0, |p1 + p2 − 1|, |p2 + p3 − 1|, |p3 + p1 − 1|} = −1.
Therefore we have f ••(0) = −1 , 0 = f (0). This shows f •• , f .
The subdifferential of f at x = 0 can be computed as follows. Let p ∈ ∂ f (0), which means
(by definition) that f (y) − f (0) ≥ 〈p, y〉 for all y ∈ S , that is,
1 ≥ p1 + p2, 1 ≥ p2 + p3, 1 ≥ p3 + p1,
−1 ≥ −p1 − p2, −1 ≥ −p2 − p3, −1 ≥ −p3 − p1.
This system of inequalities admits a unique (non-integral) solution (p1, p2, p3) = (1/2, 1/2, 1/2).
Hence ∂ f (0) = {(1/2, 1/2, 1/2)} and ∂ f (0) ∩ Z3 = ∅.
Concerning conjugate functions we have the following fundamental results (cf., Table 7).
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Theorem 4.20 ([29, Theorem 4.24], [31, Theorem 8.12]). Let f be an integer-valued function
on Zn and f • be the integral conjugate of f .
(1) If f is separable convex, then f • is separable convex.
(2) If f is L\-convex, then f • is M\-convex.
(3) If f is L-convex, then f • is M-convex.
(4) If f is M\-convex, then f • is L\-convex.
(5) If f is M-convex, then f • is L-convex.
The conjugate of a multimodular function can be captured through the correspondence
between multimodularity and L\-convexity.
Proposition 4.21. The conjugate f • of a multimodular function f can be represented as
f •(p) = h(D>p) with an M\-convex function h and the matrix D in (2.38).
Proof. Since f is multimodular, the function g defined by g(y) = f (Dy) is L\-convex, and
hence g• is M\-convex by Theorem 4.20 (2). On the other hand, we have
f •(p) = sup{〈p, x〉 − f (x) | x ∈ Zn} = sup{〈p,Dy〉 − f (Dy) | y ∈ Zn}
= sup{〈D>p, y〉 − g(y) | y ∈ Zn} = g•(D>p),
from which we obtain the claim with h = g•. 
The integral conjugate of an integrally convex function is not necessarily integrally con-
vex. This is shown by the following example, which is obtained from [39, Example 4.15]
with a minor modification.
Example 4.16. Let S = {(1, 1, 0, 0), (0, 1, 1, 0), (1, 0, 1, 0), (0, 0, 0, 1)}. This is obviously an
integrally convex set, as it is contained in {0, 1}4. Accordingly, its indicator function δS :
Z4 → {0,+∞} is integrally convex. The integral conjugate g = δ•S is given (cf., (4.13)) by
g(p1, p2, p3, p4) = max{p1 + p2, p2 + p3, p1 + p3, p4} (p ∈ Z4).
Let g˜ be the local convex extension of g. For p = (0, 0, 0, 0) and q = (1, 1, 1, 2) we have
g˜((p + q)/2) > (g(p) + g(q))/2,
since (p + q)/2 = (1/2, 1/2, 1/2, 1) = [(1, 0, 0, 1) + (0, 1, 0, 1) + (0, 0, 1, 1) + (1, 1, 1, 1)]/4,
g˜((p+q)/2) = [g(1, 0, 0, 1)+g(0, 1, 0, 1)+g(0, 0, 1, 1)+g(1, 1, 1, 1)]/4 = (1+1+1+2)/4 = 5/4,
and (g(p) + g(q))/2 = (0 + 2)/2 = 1. Thus the function g violates the condition (2.8) in
Theorem 2.1, and therefore it is not integrally convex.
Remark 4.13. In convex analysis (for functions in continuous variables) the addition and
convolution operations are known to be conjugate to each other. In discrete convex analysis
some subtlety arises from discreteness. Although
( f1 f2)• = f1• + f2• (4.15)
holds for any functions f1, f2 : Zn → Z ∪ {+∞}, a similar relation
( f1 + f2)• = f1• f2• (4.16)
may not be true in general. The identity (4.16) holds if f1 and f2 are M\-convex or if f1 and
f2 are L\-convex. (The proof of [31, Theorem 8.36] works also for L\-convex functions.)
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Table 7: Conjugacy operations on discrete convex functions
Discrete Convex- Integral Conjugate Reference
convexity extension biconj. function
Separable convex Y Y separ. convex [29, 31]
Integrally convex Y Y — [42]
L\-convex Y Y M\-convex [31]
L-convex Y Y M-convex [29, 31]
M\-convex Y Y L\-convex [31]
M-convex Y Y L-convex [29, 31]
Multimodular Y Y  M\-convex
Globally d.m.c. Y Y —
Locally d.m.c. Y Y —
Jump M\-convex N N —
Jump M-convex N N —
“Y” means “Yes, this property holds for this function class.”
“N” means “No, this property does not hold for this function class.”
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