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Resumo: Com a evolução da Educação a Distância nos últimos anos, muito se tem estudado sobre 
a importância de se considerar estilos de aprendizagem no processo de ensino a distância. No 
entanto, a identificação dos estilos de aprendizagem de um estudante em um ambiente EaD não é 
uma tarefa trivial. Este artigo busca realizar uma revisão sobre as diferentes abordagens 
computacionais para detecção de estilos de aprendizagem presentes na literatura. As abordagens 
computacionais aqui apresentadas são baseadas em técnicas da Inteligência Artificial capazes de 
realizar a detecção dos estilos de aprendizagem de forma automática a partir do comportamento 
do aluno em um ambiente virtual de aprendizagem. No total, foram selecionados 26 artigos, dos 
quais pode-se analisar 15 abordagens diferentes para detecção de estilos de aprendizagem. Dentre 
as abordagens, a mais utilizada nos trabalhos selecionados foram as Redes Bayesianas. Além disso, 
percebeu-se que as pesquisas relacionadas a detecção automática de estilos de aprendizagem, 
mesmo após as críticas recentes a teoria, continuam sendo desenvolvidas e aperfeiçoadas.  
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Abstract: With the evolution of Distance Education in recent years, much has been studied about 
the importance of considering learning styles in the distance learning process. However, identifying 
a student's learning styles in an EaD environment is not a trivial task. This article seeks to review 
the different computational approaches for detecting learning styles present in the literature. The 
computational approaches presented here are based on Artificial Intelligence techniques capable of 
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automatically detecting learning styles from the student's behavior in a virtual learning 
environment. In total, 26 articles were selected, of which 15 different approaches for detecting 
learning styles can be analyzed. Among the approaches, the most used in the selected works were 
the Bayesian Networks. In addition, it was noticed that research related to the automatic detection 
of learning styles, even after recent criticisms of the theory, continues to be developed and 
improved. 
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A Educação a Distância (EaD) tem crescido mundialmente nos últimos anos. No Brasil, a 
realidade não é diferente, visto que a EaD é incentivada pela Lei de Diretrizes e Bases da 
Educação (BRASIL, 1996). Segundo dados do Instituto Nacional de Estudos e Pesquisas 
Educacionais Anísio Teixeira (INEP), o número de cursos de graduação a distância no Brasil 
cresceu 571% entre 2003 e 2006. Entre 2011 e 2014, esse número cresceu 213% 
(BITTENCOURT; MERCADO, 2014).  
Com o advento da Internet, diversas ferramentas para uso coletivo surgiram. Na área da 
educação, os sistemas de gestão de aprendizagem (Learning Management Systems - LMS) 
vieram revolucionar a Educação a Distância, disponibilizando diversos recursos que dão suporte 
ao processo de ensino-aprendizagem, auxiliando no seu planejamento, implantação e 
avaliação. 
Segundo Dorça (2012), os sistemas de gestão de aprendizagem fornecem grande apoio aos 
professores, auxiliando-os na autoria e realização de cursos online. Porém, esses sistemas não 
consideram as diferenças individuais dos estudantes, fornecendo um suporte limitado aos 
usuários (GRAF et al., 2010), pois o mesmo conteúdo e estratégia pedagógica são utilizados 
para todos os discentes. 
Diferentes estudantes possuem diferentes preferências no aprendizado. Cada pessoa possui 
uma forma diferente de melhor compreender alguma situação. De acordo com Silva (2006), 
cada pessoa tem uma forma única para perceber e adquirir conhecimento a partir do processo 
ensino-aprendizagem. Dessa forma, os estilos de aprendizagem (EAs) representam um 
conjunto de habilidades e experiências que estão diretamente relacionadas com o estado 
cognitivo de cada pessoa (SILVA, 2006). O EA refere-se à forma como cada indivíduo assimila e 
processa as informações que recebe (SOARES; SOARES, 2019). 
Os EAs representam um papel importante no processo de aprendizagem. Através deles é 
possível conhecer a forma como os alunos aprendem e, assim, selecionar as melhores 
estratégias de ensino (ZAPALSKA; BROZIK, 2006). Silva (2012) afirma que compreender essas 
diferenças relacionadas a estilos de aprendizagem e estilos cognitivos pode ser o primeiro 
passo que as instituições educacionais devam dar para alcançar uma aprendizagem eficaz. 
Ainda, de acordo com Barros (2008), a teoria dos estilos de aprendizagem é flexível e se apoia 
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nas diferenças individuais, contribuindo para a construção do processo de ensino e 
aprendizagem na perspectiva de uso das tecnologias. 
Dessa forma, muito se tem estudado sobre a detecção automática de estilos de 
aprendizagem nos Sistemas para Educação a Distância. Nos últimos anos diversos trabalhos 
foram desenvolvidos, apresentando novas técnicas computacionais para a solução do problema 
de detecção de EA. Este artigo busca fazer uma revisão dos principais métodos computacionais 
que vêm sendo desenvolvidos para realizar a detecção de estilos de aprendizagem nos 
Sistemas de Gestão de Aprendizagem. 
 
2 Educação a Distância e Estilos de Aprendizagem 
 
A EaD é uma modalidade de ensino caracterizada pela separação física entre aluno e 
professor (RAMOS, 2010). Ela possui elementos interativos que englobam os processos de 
ensino, aprendizagem, comunicação e controle (MOORE; KEARSLEY, 2011). Devido à 
flexibilidade e os preços acessíveis, o número de pessoas que buscam os cursos EaD no Brasil 
têm se multiplicado (NETTO; SOUZA, 2019). Hoje ela é considerada uma importante 
ferramenta para difusão do conhecimento e democratização da informação (SILVA, 2019). 
Com o rápido crescimento da internet e o surgimento do e-learning, os sistemas de gestão 
de aprendizagem (LMS) surgiram para auxiliar a EaD. Os LMS são sistemas especializados com 
tecnologias para o ensino e aprendizagem baseados na Internet e na Web, que visam fornecer 
educação e treinamento seguindo o paradigma da educação a distância (AVGERIOU et al., 
2003). 
Os LMS possibilitam que os professores desenvolvam o material instrucional, os exercícios e 
testes, e facilitam a comunicação com os alunos. Para os alunos, um LMS deve possibilitar o 
acesso ao material disponibilizado e fornecer ferramentas de comunicação com seus colegas e 
com os professores e monitores (NETO, 2006). 
Apesar dos LMS fornecerem grande apoio aos professores e alunos, esses sistemas não 
consideram as diferenças individuais dos estudantes e o mesmo conteúdo é apresentado para 
todos os usuários. Para Puga (2008), esses sistemas auxiliam na organização e controle das 
atividades programadas em um curso, mas não auxiliam o professor na preparação ou na 
escolha do conteúdo mais adequado a ser apresentado ao aluno. Diante desse cenário, a 
adaptatividade desses sistemas a diferentes estudantes tem sido frequentemente discutida. 
Segundo Dorça (2012), muito se tem discutido sobre a modelagem do estudante baseada 
em estilos de aprendizagem. Dessa forma, as preferências psicológicas são armazenadas em 
bases de dados e então utilizadas no fornecimento de estratégias de ensino personalizadas 
(BROWN et al., 2006). Essa base de dados é denominada Modelo do Estudante (ME), que é 
destinada a armazenar as características dos estudantes e que são utilizadas para que o 
sistema possa realizar a adaptação (PUGA, 2008). 
Basicamente, estilos de aprendizagem são características básicas de como se aprende uma 
nova informação, e não são perceptíveis de forma consciente pelos estudantes (REID, 1998). 
Felder e Brent (2005) definem os estilos de aprendizagem como características cognitivas que 
servem como um indicador de como o estudante percebe, interage e responde aos ambientes 
de aprendizagem. 
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Ao longo do tempo, diversos modelos foram desenvolvidos para a estruturação e descrição 
de Estilos de Aprendizagem. Dentre os modelos desenvolvidos, pode-se destacar: Kolb et. al 
(1984), Honey e Mumford (1992), Pask (1976) e Felder et. al (1988). O Felder-Silverman 
Learning Style Model - FSLSM (FELDER et. al, 1988) é o modelo que vem sendo utilizado pelas 
abordagens computacionais, principalmente devido a sua simplicidade na representação: é 
composto por apenas quatro dimensões. 
As dimensões do FSLSM são divididas em subdimensões e se caracterizam da seguinte 
forma (DORÇA, 2012): 
 Percepção: essa dimensão refere-se ao tipo de informação que o estudante prefere 
receber. Subdivide-se em Sensitivo, com preferência por fatos, datas, dados 
experimentais, exemplos; e Intuitivo, com preferência por teorias, definições, modelos 
matemáticos. 
 Entrada: essa dimensão refere-se ao tipo de informação que é mais efetivamente 
percebida. Subdivide-se em Visual, com inclinação por figuras, diagramas, gráficos, 
filmes; e Verbal, com inclinação por explicação escrita ou falada. 
 Processamento: essa dimensão refere-se à preferência do estudante sobre o 
processamento da informação. Subdivide-se em Ativo, com preferência por 
experimentação ativa, discussões, trabalho em grupo; e Reflexivo, com preferência por 
trabalho individual, introspecção, reflexão, teoria. 
 Organização: essa dimensão refere-se à preferência de progressão do estudante dentro 
do curso. Subdivide-se em Sequencial, com inclinação por uma progressão lógica e 
linear no conteúdo; e Global, com inclinação por uma visão geral do todo, aprendendo 
aleatoriamente. 
Os estudantes apresentam tendências de preferências em cada uma das quatro dimensões 
(FELDER; SPURLIN, 2005). As dimensões definem as formas de receber, processar, perceber e 
organizar a informação (DORÇA, 2012). Uma característica do FSLSM é que suas dimensões 
não são estáticas, ou seja, um estudante pode tender de um Estilo de Aprendizagem para 
outro, dentro de uma mesma dimensão. 
Para Barros (2008), o espaço virtual apresenta possibilidades de aprendizagem 
diferenciadas das tradicionais do ensino presencial e os estilos de aprendizagem apresentam 
características que podem ser identificadas dentro do espaço virtual. Dessa forma, os estilos de 
uso do espaço virtual aliados aos estilos de aprendizagem podem auxiliar na identificação do 
perfil de como um indivíduo aprende, permitindo um direcionamento das ações pedagógicas 
(MIRANDA, 2012). Os estilos de uso do espaço virtual, embora sejam importantes, não são 
foco da presente pesquisa e por isso seus conceitos não serão aprofundados.  
 
2.1 Críticas aos Estilos de Aprendizagem 
 
Embora exista na literatura um rico estudo sobre os EAs e uma variedade de modelos que 
buscam descrevê-los, algumas pesquisas recentes têm questionado a teoria. Essas pesquisas 
levantam possíveis falhas na teoria e modelos de EA. 
Uma das críticas está relacionada ao aspecto determinístico que os EAs supostamente 
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apresentam. Kirschner e Merriënboer (2013) criticam a concepção de EA como uma 
característica fixa do indivíduo, onde o EA é estático e não pode variar ao longo do tempo. 
Crítica semelhante apresenta Pashler et al. (2008), ao constatarem que essa definição de um 
EA fixo pode levar o indivíduo a entender que não consegue aprender de determinadas formas, 
que não sejam aquelas de sua preferência. 
 Outra crítica aos EAs está relacionada às suas formas de detecção. Rawson; Stahovich; 
Mayer (2017) alegam que a identificação de EA por meio de questionários muitas vezes não 
condiz com a realidade, visto que existe uma baixa correlação entre as respostas e o que é, de 
fato, verdade. Veenman; Prins; Verheij (2003) criticam o uso de questionários psicométricos 
para realizar a detecção dos EAs, visto que os estudantes não conseguem definir claramente a 
forma que melhor aprendem. Graf, Lin et al. (2007) abordam a imprecisão e grau de incerteza 
associados a este tipo de questionário para autoavaliação de EA. Outras críticas também são 
apresentadas nos trabalhos de Kirshner (2017) e Nancekivell; Shah; Gelman (2019). 
 Apesar das críticas, pesquisas recentes têm explorado a utilização de EAs nos Sistemas 
de Aprendizagem. Trabalhos como Dorça (2012), Sena et al. (2016), Rodrigues et al. (2016), 
Falci et al. (2017), Salazar et al. (2017), Ribeiro et al. (2017) e Silva et al. (2018) apresentam 
abordagens para detecção de EAs de forma automática, baseadas em técnicas de Inteligência 
Artificial e Aprendizagem de Máquina. As abordagens para detecção de EA de forma automática 
afastam uma das principais críticas à teoria, já que dispensam o uso de questionários para 
autoavaliação dos estudantes. 
 Todos esses trabalhos utilizam ainda o FSLSM como modelo para descrição de EA. O 
FSLSM é um modelo dinâmico e probabilístico, onde os estudantes possuem tendências de 
preferências em cada dimensão (DORÇA, 2012). Sendo assim, o estudante possui uma 
probabilidade de pertencer a uma determinada dimensão de EA, mas possui também 
probabilidades menores de pertencer a outros estilos (DORÇA, 2012). Assim, o uso do FSLSM 
como modelo uma outra crítica à teoria, de que os EAs são tratados de forma determinística. 
 Ressalta-se, ainda, que as críticas aos EAs apresentadas neste trabalho, retiradas de 
Kirschner e Merriënboer (2013), Pashler et al. (2008), Rawson; Stahovich; Mayer (2017) e 
Veenman; Prins; Verheij (2003), fazem mais sentido quando aplicadas ao ensino presencial, já 
que no ensino na modalidade EaD existe o uso de ferramentas computacionais, que facilitam a 
detecção automática dos EAs e a classificação de acordo com um modelo como o FSLSM. 
 
3 Detecção de Estilos de Aprendizagem 
 
Uma das formas mais utilizadas para realizar a detecção de EA é a automática. Nas 
abordagens automáticas, de acordo com o comportamento e as ações tomadas pelo estudante 
dentro do sistema, o ambiente consegue detectar e atualizar o estilo de aprendizagem do 
estudante automaticamente (BRUSILOVSKY, 1996). 
Com o decorrer do tempo, diversas abordagens para detecção e correção de estilos de 
aprendizagem foram desenvolvidas. Algumas delas são abordagens colaborativas que utilizam 
questionários. Outras são abordagens computacionais que utilizam técnicas de Aprendizado de 
Máquina, Inteligência Computacional e Inteligência Artificial.  
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Na revisão bibliográfica realizada nesse trabalho, foram selecionados 26 trabalhos sobre 
detecção automática de estilos de aprendizagem. Eles possuem em comum o fato de utilizarem 
técnicas de Inteligência Artificial para identificar os EAs. Foram considerados os trabalhos 
clássicos de detecção automática de estilos de aprendizagem, ou seja, aqueles realizados por 
pesquisadores que já publicaram muitos trabalhos na área e possuem pelo menos 5 citações; 
além de trabalhos importantes desenvolvidos por pesquisadores brasileiros (as) e publicados 
em eventos e periódicos nacionais. Os buscadores utilizados para a pesquisa foram a 
plataforma Periódicos Capes e o Google Acadêmico.  
Nos próximos tópicos são descritas as principais técnicas da Inteligência Artificial para 
detecção de estilos de aprendizagem desenvolvidas nos últimos anos. 
 
3.1 Redes Bayesianas 
 
As Redes Bayesianas são uma representação compacta e expressiva de relações incertas 
entre parâmetros de um domínio (GARCIA et al., 2007). São estruturas capazes de modelar 
situações que apresentam algum grau de incerteza e não são determinísticas.  
Dessa forma, as Redes Bayesianas se adéquam muito bem na detecção de estilos de 
aprendizagem, se considerarmos que esse é um problema não determinístico e que apresenta 
determinado grau de incerteza. De acordo com Al-Azawei e Badii (2014), com a técnica de 
Redes Bayesianas é possível criar uma rede entre os padrões de comportamento do estudante 
e as dimensões do modelo de estilo de aprendizagem utilizado. 
Vários autores já desenvolveram pesquisas relacionadas à detecção dos estilos de 
aprendizagem utilizando a abordagem de Redes Bayesianas. Podemos citar, por exemplo, os 
trabalhos de Garcia et al. (2005), Garcia et al. (2007), Garcia et al. (2008), Botsios et al. 
(2008), Essaid; El Bachari; El Adnani (2011) e Salazar et al. (2017). 
O trabalho de Garcia et al. (2007) foi um dos primeiros a relacionar Redes Bayesianas e o 
FSLSM. Garcia et al. (2007) utiliza o Teorema de Bayes para inferir as características do 
estudante após observar seu comportamento durante o processo de aprendizagem.  
Para avaliar sua abordagem, Garcia et al. (2007) utilizou 27 estudantes de um curso de 
Inteligência Artificial em um Ambiente Virtual de Aprendizagem. Os resultados foram 
comparados com resultados obtidos pelo ILS, proposto por Felder. Foi verificado um grande 
índice de acerto entre as probabilidades inferidas pela Rede Bayesiana e o resultado obtido pelo 
questionário ILS. 
Dessa forma, Garcia et al. (2007) conseguiu comprovar com sua pesquisa a eficiência e 
viabilidade do uso de Redes Bayesianas para detecção e correção automática dos estilos de 
aprendizagem utilizando o FSLSM em ambientes virtuais de aprendizagem reais. 
Já em Amir et al. (2016) é proposto uma abordagem para detecção de estilos de 
aprendizagem que utiliza Máquinas de Vetores de Suporte. Uma Máquina de Vetores de Suporte 
(Support Vector Machine - SVM) é uma técnica da área da Inteligência Computacional, baseada 
na Teoria de Aprendizado Estatístico (GONG; WANG, 2011). Uma SVM é um classificador 
binário, pois possui como entrada um conjunto de dados e infere, para cada entrada, qual das 
duas classes a entrada faz parte. 
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Amir et al. (2016) analisaram dados de duzentos alunos através dos logs de arquivos de um 
sistema de gestão de aprendizagem. Utilizaram, então, o SVM para inferir os estilos de 
aprendizagem dos estudantes. Os resultados foram comparados com resultados obtidos 
utilizando o classificador Naive Bayes. Os resultados da SVM se mostraram superiores aos 
resultados utilizando Naive Bayes, o que comprova a viabilidade da proposta (AMIR et al., 
2016). 
 
3.2 Redes Neurais Artificiais 
 
As Redes Neurais Artificiais são modelos computacionais baseados na estrutura dos 
neurônios do cérebro humano e tem como objetivo reproduzir a maneira como o sistema 
nervoso humano trabalha (VILLAVERDE et al., 2006). O principal elemento da rede é o 
neurônio artificial, que está conectado a outros neurônios, e estes formam uma rede de 
neurônios. Por meio desta rede, os sinais são transmitidos e geram as sinapses, responsáveis 
pelo aprendizado da rede (VILLAVERDE et al., 2006). 
Alguns autores já desenvolveram pesquisas relacionadas à detecção e correção de estilos de 
aprendizagem utilizando a abordagem de Redes Neurais Artificiais. Podemos citar Villaverde et 
al. (2006), Cabada et al. (2011), Lo et al. (2012) e Bernard et al. (2015). 
Lo et al. (2012) propõe um sistema de aprendizagem baseado na web que possui dois 
módulos: o modelo do estudante e o modelo adaptativo. O modelo do estudante, após coletar 
informações sobre o comportamento do mesmo durante as sessões de aprendizagem, faz uso 
de uma rede neural do tipo multicamada feed-forward para classificar o comportamento do 
aluno. 
A validação da abordagem foi feita com estudantes reais. Os resultados mostraram que o 
treinamento da rede neural foi apropriado e o ambiente conseguiu inferir o estilo cognitivo do 
estudante com um alto grau de precisão (LO et al., 2012). Os autores consideraram, por fim, 
que o uso da rede neural multicamada possui potencial para poder ser utilizado em um 
ambiente virtual de aprendizagem. 
Embora a utilização de redes neurais para detecção dos estilos de aprendizagem dos 
estudantes tenha se mostrado promissora, Al-Azawei e Badii (2014) ressaltam que essa 
abordagem deve ser melhor avaliada, pois apresenta um elevado custo computacional e grande 
complexidade. 
 
3.3 Árvores de Decisão 
 
De acordo com Russell e Norvig (1995), uma Árvore de Decisão é uma estrutura 
computacional utilizada para aprendizado de máquina e tomada de decisão. As árvores utilizam 
uma situação problema (conjunto de atributos) como entrada e geram uma hipótese como 
saída. Esse método é bastante utilizado por apresentar estrutura simples, porém poderosa. 
O problema de detecção e correção automática dos estilos de aprendizagem já foi modelado 
por alguns autores utilizando a estrutura de Árvore de Decisão. Cha et al. (2006) e Ozpolat e 
Akar (2009) são exemplos de pesquisadores que utilizaram essa abordagem para identificação 
dos estilos de aprendizagem. 
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Ozpolat e Akar (2009) utilizam uma estrutura de árvore combinada com o algoritmo NBTree 
e o classificador Binary Relevance para modelar os estilos de aprendizagem, baseados no 
FSLSM. Nessa abordagem, o estudante interage com o ambiente virtual de aprendizagem, que 
oferece objetos de aprendizagem genéricos ao estudante. De acordo com as opções do 
estudante pelos objetos, as mesmas são agrupadas e organizadas na árvore de decisão 
(OZPOLAT e AKAR, 2009). 
A partir da geração da árvore, utiliza-se o algoritmo NBTree para inferir o estilo de 
aprendizagem do estudante. Assim, os estudantes são classificados de acordo com seus 
interesses e, conforme o resultado da classificação é identificado os estilos de aprendizagem 
(OZPOLAT e AKAR, 2009). 
Já a abordagem proposta por Cha et al. (2006) utiliza Árvores de Decisão combinadas com 
Modelos Ocultos de Markov. Através da interação do estudante com o ambiente virtual de 
ensino, o sistema coleta suas preferências individuais e as armazena em uma estrutura de 
Árvore de Decisão. A detecção dos estilos de aprendizagem é realizada utilizando o Modelo 
Oculto de Markov, um método estatístico que utiliza a sequência de observações e as 
probabilidades para inferir os resultados. 
 
3.4 Algoritmos Genéticos 
 
Algoritmos Genéticos são heurísticas baseadas na Teoria da Evolução de Charles Darwin. 
Com base nessa técnica, uma população de soluções candidatas a um problema de otimização 
evolui para melhores soluções, através dos princípios naturais de herança, mutação, seleção 
natural e recombinação (YANNIBELLI et al., 2006). 
Algumas abordagens para identificação de estilos de aprendizagem utilizando Algoritmos 
Genéticos já foram propostas. Chang et al. (2009) propõe um método para classificar e 
identificar estilos de aprendizagem de estudantes. O autor utiliza o K-Nearest Neighbor como 
classificador, juntamente com um Algoritmo Genético. 
Yannibelli et al. (2006) utiliza um Algoritmo Genético que busca identificar as ações do aluno 
ao frequentar uma disciplina. Assim, as ações observadas são consideradas como as 
preferências do estudante e então são mapeadas para o FSLSM. No seu algoritmo, Yannibelli et 
al. (2006) define a população inicial de cromossomos, de forma que cada cromossomo 
representa uma combinação de ações. Cada cromossomo dessa população é avaliado de acordo 
com as ações feitas pelo aluno. Uma nova população é obtida por meio de técnicas de seleção, 
crossover e mutação (YANNIBELLI et al., 2006). 
Yannibelli et al. (2006) realizou testes com uma base de dez estudantes e seu algoritmo 
mostrou um alto índice de acerto nos estilos de aprendizagem. A taxa de acerto na detecção foi 
de 80% para a dimensão Processamento, 100% para a dimensão Percepção e 100% para a 
dimensão Organização. Yannibelli et al. (2006) não considerou no seu algoritmo a dimensão 
Entrada do FSLSM. 
 
3.5 Aprendizagem por Reforço e Cadeias de Markov 
 
A Aprendizagem por Reforço é uma técnica da Inteligência Artificial que utiliza recompensas 
para que o agente possa aprender (RUSSEL; NORVIG, 1995). Através da interação do agente 
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com o ambiente, o mesmo consegue aprender, de acordo com as recompensas que lhe são 
oferecidas. 
De acordo com Dorça (2012), a Aprendizagem por Reforço é geralmente utilizada quando 
não se consegue obter exemplos de qual o comportamento correto que o agente deve ter em 
determinadas situações, ou quando o agente está em um ambiente desconhecido. Assim, logo 
após realizar alguma ação, o agente toma conhecimento do estado alcançado e consegue obter 
experiência sobre o ganho de suas ações em determinado estado (DORÇA, 2012). 
Sendo assim, a Aprendizagem por Reforço é um bom método para ser utilizado em 
situações onde não se possui uma base de conhecimento capaz de informar os objetivos e 
ações corretas, como é o caso da detecção automática e dinâmica de estilos de aprendizagem 
(DORÇA, 2012). 
Dorça (2012) apresenta uma abordagem que utiliza Aprendizagem por Reforço, onde o 
processo de atualização do Modelo do Estudante é feito a partir do desempenho dos 
estudantes. O desempenho do estudante, por sua vez, é aferido utilizando-se um Processo 
Estocástico para Simulação do Desempenho do Estudante - PESDE, metodologia criada pelo 
autor. 
O Modelo do Estudante é modelado com uma cadeia de Markov para cada dimensão do 
FSLSM, e é formado por uma combinação de objetivos de aprendizagem, estilos de 
aprendizagem e nível cognitivo. 
A abordagem de Dorça (2012) utiliza o algoritmo Q-learning para, de acordo com o 
resultado do desempenho do estudante calculado pelo PESDE, realizar a retroalimentação e 
atualização do modelo de estudante, representado pelas cadeias de Markov. 
Para realizar os testes e validar sua abordagem, Dorça (2012) utilizou a metodologia de 
simulação computacional. Os resultados obtidos foram satisfatórios, pois foi detectado um alto 
grau de coesão entre o modelo do estudante probabilístico e o modelo do estudante real, com 
um baixo custo computacional. 
 
3.6 Dynamic Scripting 
 
O Dynamic Scripting é uma técnica de Aprendizagem por Reforço online. Dessa forma, o 
aprendizado é concomitante ao próprio uso do sistema (SPRONCK, 2005). O Dynamic Scripting 
é capaz de aprender a partir de poucas tentativas por meio de scripts tradicionais da IA, que 
limitam o tamanho do espaço de estados (SPRONCK, 2005). Já a Aprendizagem por Reforço 
tradicional demanda grande quantidade de tentativas para convergência e por isso não são 
eficientes para a aprendizagem online (RABIN, 2002). 
Nos trabalhos de Silva et al. (2017) e Silva et al. (2018), é apresentada uma nova forma de 
reforço no modelo proposto em Dorça (2012). A técnica é uma adaptação do Dynamic 
Scripting, denominada Adapted Dynamic Scripting (ADS). O ADS é composto por um conjunto 
de regras que contém condições, uma ação e um peso. As condições usam a nota do estudante 
e/ou a distância entre os estilos de aprendizagem. As ações consistem na aplicação de reforço 
positivo ou negativo no Estilo de Aprendizagem probabilístico. Já o peso determina a 
probabilidade de seleção de determinada regra. A base de regras do ADS é composta por 40 
regras, de forma que para compor um script são necessárias 20 regras (SILVA et al., 2018). 
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Os resultados obtidos pela abordagem se mostraram superiores ao apresentado em Dorça 
(2012). Para a comparação, foram apresentadas duas métricas: número de problemas de 
aprendizagem e nota média dos estudantes. Em relação ao número de problemas de 
aprendizagem, a abordagem ADS reduziu em aproximadamente 54% o número de problemas 
de aprendizagem para EAs estáticos e 35% para EAs dinâmicos (SILVA et al., 2018). Na 
métrica nota média dos estudantes, a média de notas foi aproximadamente 6,06% maior que 
as notas obtidas na abordagem proposta em Dorça (2012) (SILVA et al., 2018). 
 
3.7 Mineração de Dados Educacionais 
 
A Mineração de Dados tem como objetivo utilizar técnicas para descoberta de conhecimento 
em bases de dados. Recentemente muito se tem discutido sobre a Mineração de Dados 
Educacionais, que consiste em aplicar métodos da Mineração de Dados para a descoberta de 
conhecimento em bases de dados de ambientes educacionais (BAKER et al., 2011). 
Senechal (2013) afirma que essa abordagem utiliza informações da interação do aluno com 
o ambiente virtual, armazenadas nos arquivos de logs, para buscar padrões e inferir os estilos 
de aprendizagem dos estudantes. 
De acordo com Baker et al. (2011), uma das principais linhas de pesquisa da Mineração de 
Dados Educacionais é o desenvolvimento de métodos eficazes para dar suporte ao aluno que 
utiliza ambientes virtuais de aprendizagem. Ainda, segundo o autor, alguns Sistemas Tutores 
Inteligentes na Europa e EUA já utilizam técnicas de Mineração de Dados Educacionais para 
proporcionar uma aprendizagem mais personalizada e de melhor qualidade. 
Existe ainda a possibilidade de utilizar os dados coletados como entrada para outros 
algoritmos da Inteligência Artificial que possam realizar a inferência dos estilos de 
aprendizagem (AL-AZAWEI; BADII, 2014). Assim, os dados podem servir de insumo para 
técnicas como as Redes Bayesianas, Redes Neurais Artificiais, entre outros.  
Esse é o caso do trabalho de Rajper et al. (2016), que utiliza técnicas de mineração de 
dados e Redes Bayesianas para inferir os estilos de aprendizagem. A pesquisa foi realizada com 
863 estudantes matriculados em cursos de Ciência da Computação. Para validação da pesquisa, 
os resultados foram comparados com resultados do questionário KLSI, utilizado para classificar 
os estudantes de acordo com o modelo do Kolb's Learning Style Model. Por fim, o autor avalia 
que os resultados obtidos podem melhorar no futuro com o aprimoramento da técnica (RAJPER 
et al., 2016). 
 
3.8 Lógica Fuzzy 
 
A Lógica Fuzzy é baseada na teoria dos conjuntos fuzzy e se difere dos sistemas lógicos 
tradicionais devido a suas características e detalhes (GOMIDE et al., 1995). É a lógica onde os 
modelos de raciocínio são aproximados, e não exatos. Na Lógica Fuzzy, o valor verdade de uma 
proposição pode ser um subconjunto fuzzy de qualquer conjunto parcialmente ordenado 
(GOMIDE et al., 1995). 
De acordo com Rodrigues et al. (2016), a Lógica Fuzzy é uma técnica que se adequa bem 
em situações onde não existe uma definição única de determinadas características, como é o 
caso da modelagem dos estilos de aprendizagem. 
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Rodrigues et al. (2016) propõe uma abordagem baseada em Lógica Fuzzy para detecção dos 
estilos de aprendizagem dos estudantes. Nesse modelo, o autor classifica as notas do estudante 
de acordo com alguns conjuntos difusos: Muito Ruim, Ruim, Média, Boa e Muito Boa. Cada nota 
pertence a um determinado conjunto difuso com certo grau de pertinência que varia entre 0 e 1 
(RODRIGUES et al., 2016). 
Sendo assim, o sistema seleciona, por meio de algumas regras de defuzzificação, uma 
Combinação de Estilo de Aprendizagem que contenha uma baixa média de notas ruins e alta 
média de notas boas (RODRIGUES et al., 2016).  
Os resultados do algoritmo foram comparados com resultados obtidos pelo algoritmo 
descrito por Dorça (2012). A abordagem proposta se mostrou superior devido à sua baixa 
variabilidade nos resultados e um melhor desempenho do algoritmo (RODRIGUES et al., 2016). 
 
3.9 Modelos Ocultos de Markov 
 
Um Modelo Oculto de Markov é uma variação das cadeias de Markov, pois além de 
apresentar as distribuições de probabilidades comuns às cadeias de Markov, ele possui também 
uma distribuição baseada em observação e comportamento do ambiente em que está inserido 
(RABINER, 1989). 
De acordo com Rabiner (1989), o Modelo Oculto de Markov é um processo duplamente 
estocástico, onde um dos processos estocásticos é não visível e não observável, e o outro é um 
processo que produz uma sequência de observações. Dessa forma, o primeiro processo 
estocástico, não visível, pode ser observado pelo segundo processo estocástico, que produz a 
sequência de observações. 
Alguns autores já utilizaram a abordagem de Modelo Oculto de Markov para detectar os 
estilos de aprendizagem de estudantes. Pode-se destacar as propostas de Nguyen (2013), Sena 
et al. (2016) e Almeida et al. (2019). 
A abordagem proposta por Nguyen (2013) utiliza um Modelo Oculto de Markov para cada 
dimensão do FSLSM. As subdimensões das dimensões formam os estados ocultos do modelo, 
enquanto as observações das ações do estudante no sistema compõem os estados observados 
do modelo. 
A inferência dos estilos de aprendizagem, no caso da modelagem por meio dos Modelos 
Ocultos de Markov, está relacionada a resolver o problema de encontrar a melhor sequência de 
estados ocultos que influenciou na geração dos estados observados do modelo. Ou seja, qual 
sequência de transição de estados é mais provável que tenha conduzido a uma sequência de 
observações (NGUYEN, 2013). A melhor solução para esse problema, conforme Nguyen (2013), 
é utilizar o Algoritmo de Viterbi. 
Sena et al. (2016) implementou a modelagem de estilos de aprendizagem utilizando os 
Modelos Ocultos de Markov e o Algoritmo de Viterbi para inferir os estilos. Os resultados foram 
muito satisfatórios, com uma taxa de acerto de estilo de aprendizagem probabilístico acima de 
85% para cada dimensão do FSLSM. 
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Já em Almeida et al. (2019) foi implementada uma modelagem de estilos de aprendizagem 
utilizando Modelos Ocultos de Markov e uma abordagem de Aprendizagem por Reforço. Os 
resultados obtidos foram satisfatórios, com uma taxa de acerto superior a 91%. 
 
3.10 Outras Técnicas para Detecção de Estilos de Aprendizagem 
 
Em Oliveira et al. (2018), é apresentado um modelo para detecção automática de estilos de 
aprendizagem que se baseia na meta-heurística Vitis Vinífera (MHV). A MHV é baseada no 
comportamento e crescimento da videira. Os autores compararam o desempenho da 
abordagem proposta com o Algoritmo Genético apresentado em Yannibelli et al. (2006). Os 
resultados apontam diferença significativa entre o MHV e o Algoritmo Genético, sendo que o 
MHV apresentou resultados melhores. 
Em Ribeiro et al. (2017), é apresentada uma abordagem baseada em Dorça (2012) e que 
propõe o uso do conceito de Média Móvel Exponencialmente Ponderada (MMEP) com o objetivo 
de valorizar bons resultados encontrados em sessões de aprendizagem anteriores e acelerar o 
processo de detecção do estilo de aprendizagem do estudante. Os resultados do uso da MMEP 
apontam que o tempo médio para identificar as preferências do estudante, bem como o número 
de sessões de aprendizagem, foi menor do que a abordagem apresentada em Dorça (2012). 
No trabalho proposto por Dung e Florea (2012), uma abordagem baseada em regras de 
mapeamento é utilizada. As regras de mapeamento são baseadas no tempo gasto pelos 
estudantes e no número de visitas a determinado objeto de aprendizagem. Para validação da 
proposta, foi utilizada uma base de dados com 44 estudantes de um curso de 9 meses de 
inteligência artificial. Os resultados obtidos pela abordagem foram comparados com o resultado 
obtido pelo questionário ILS, aplicado no início do curso. Para a dimensão Processamento, foi 
obtida uma média de 72,73% de inferências corretas; para a dimensão Percepção, 70,15%; 
para a dimensão Entrada, 79,54%; para a dimensão Organização, 65,91%. 
 
4 Análise da Revisão 
 
A presente revisão bibliográfica realizou o levantamento de 26 trabalhos sobre detecção de 
estilos de aprendizagem. Além dos trabalhos clássicos sobre detecção de estilos de 
aprendizagem, foram considerados também trabalhos importantes desenvolvidos por 
pesquisadores brasileiros (as) e publicados em eventos e periódicos nacionais. A Figura 1 
apresenta uma linha do tempo com as publicações relacionadas a detecção de estilos de 
aprendizagem exploradas na presente revisão. 
A linha do tempo apresenta o trabalho e ano de publicação, bem como o método utilizado 
para realizar a modelagem e detecção do estilo de aprendizagem. Os métodos foram 
abreviados de acordo com a seguinte legenda: RB – Redes Bayesianas; ILS – Index of Learning 
Styles; RNA – Redes Neurais Artificiais; AD – Árvore de Decisão; AG – Algoritmo Genético; LSI 
– Learning Style Inventory; CM – Cadeias de Markov; AR – Aprendizagem por Reforço; HMM – 
Modelos Ocultos de Markov; SVM – Máquina de Vetor de Suporte; MD – Mineração de Dados; 
MMEP – Média Móvel Exponencialmente Ponderada; DS – Dynamic Scripting; MHV – Meta-
heurística Vitis Vinífera. 
Conforme pode ser visualizado na Figura 1, existem diversas abordagens para detecção dos 
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estilos de aprendizagem. Ao todo, foram levantados 15 métodos distintos, sendo que alguns 
deles utilizam mais de uma técnica para realizar a modelagem e detecção dos estilos de 
aprendizagem. 
Figura 1 – Linha do tempo dos trabalhos relacionados a detecção de estilos de aprendizagem 
  
 
Fonte: Próprio autor. 
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No trabalho de Kirshner (2017), o autor faz críticas aos estilos de aprendizagem. Segundo o 
autor, a teoria dos estilos de aprendizagem é uma crença que apresenta pouca evidência 
científica, pouca base teórica e ausência de evidência empírica significativa (KIRSHNER, 2017). 
O autor recomenda ainda que os pesquisadores parem de propagar a teoria, considerada por 
ele como um mito. 
Com as críticas apresentadas em Kirshner (2017), apenas dois anos depois os estilos de 
aprendizagem ainda parecem ser objeto de estudo de alguns pesquisadores. Conforme linha do 
tempo apresentada na Figura 1, foram 4 trabalhos publicados em 2016 (anteriores ao trabalho 
do Kirshner), 3 trabalhos publicados em 2017 (ano do trabalho do Kirshner), 2 em 2018 e 1 em 
2019. A quantidade de trabalhos nesses anos é absolutamente compatível com o de outros 
anos, como 2011 (3 trabalhos), 2012 (3 trabalhos) e 2013 (1 trabalho). 
Dessa forma, não se pode dizer que após o trabalho de Kirshner (2017) e as críticas que ele 
apresenta as pesquisas sobre estilos de aprendizagem estejam em declínio. Com as diversas 
abordagens automáticas para detecção dos estilos de aprendizagem, como as apresentadas 
neste trabalho, as pesquisas na área ainda devem obter avanços consideráveis e auxiliar na 
adaptação dos Ambientes Virtuais de Aprendizagem. 
A Tabela 1 apresenta uma síntese dos trabalhos e das técnicas computacionais para 
detecção de EA. Pela tabela é possível perceber que o modelo mais utilizado para descrição dos 
EAs em ambientes computacionais é o FSLSM. Ele está presente em 21 dos 26 trabalhos. Isso 
se deve principalmente a: sua simplicidade de representação, visto que o modelo possui 4 
dimensões com 2 subdimensões cada, totalizando 16 combinações possíveis de EA, sendo 
simples sua representação computacional; sua característica de não ser estático, refutando 
assim uma crítica a teoria de EA; e também por ser um modelo já consolidado.  
Tabela 1 – Trabalhos e técnicas para detecção automática de EA 
Abordagem 
Utilizada 
Trabalhos Relacionados Modelo de EA Utilizado 
Redes Bayesianas Garcia et al. (2005), Garcia et al. (2007), 
Garcia et al. (2008), Botsios et al. (2008), 
Essaid; El Bachari; El Adnani (2011) e 
Salazar et al. (2017). 
- Garcia et al. (2005, 2007, 2008): FSLSM; 
- Botsios et al. (2008): KOLB; 
- Essaid; El Bachari; El Adnani (2011): MBTI; 
- Salazar et al. (2017): FSLSM. 
Redes Neurais 
Artificiais 
Villaverde et al. (2006), Cabada et al. 
(2011), Lo et al. (2012) e Bernard et al. 
(2015). 
- Villaverde et al. (2006): FSLSM; 
- Cabada et al. (2011): FSLSM; 
- Lo et al. (2012): MBTI; 
- Bernard et al. (2015): FSLSM. 
Árvore de Decisão Cha et al. (2006) e Ozpolat e Akar (2009). - Cha et al. (2006): FSLSM; 
- Ozpolat e Akar (2009): FSLSM.  
Algoritmo Genético 
+ K Nearest 
Neighbor 
Chang et al. (2009). Não utiliza um modelo específico de EA. 
Algoritmo Genético Yannibelli et al. (2006). FSLSM 
Aprendizagem por 
Reforço e Cadeia 
de Markov 
Dorça (2012). FSLSM 




Rajper et al. (2016). KOLB 
Lógica Fuzzy Rodrigues et al. (2016). FSLSM 
Modelos Ocultos de 
Markov 
Nguyen (2013), Sena et al. (2016). FSLSM 




Almeida et al. (2019) FSLSM 
Meta-heurística 
Vitis Vinífera 
Oliveira et al. (2018). FSLSM 
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Ribeiro et al. (2017). FSLSM 
Regras de 
Mapeamento 
Dung e Florea (2012). FSLSM 
Máquina de Vetor 
de Suporte (SVM) 
Amir et al. (2016). FSLSM 
 
Fonte: Próprio autor. 
 
5 Considerações Finais 
 
A partir dos fundamentos abordados neste trabalho, percebe-se que os estilos de 
aprendizagem e suas formas de detecção são um fator determinante para a criação de 
ambientes computacionais que se adaptem ao estudante, oferecendo melhorias ao processo de 
ensino-aprendizagem. Dessa forma, este é um amplo horizonte a ser explorado na EaD e, por 
isso, este é um tópico que vem sendo constantemente objeto de estudo na área da Informática 
aplicada a Educação. 
Existem na literatura diversas abordagens para detecção de estilos de aprendizagem de 
estudantes em Sistemas Educacionais. Desde abordagens colaborativas, que utilizam 
questionários para levantamento das preferências dos estudantes, até abordagens automáticas, 
que utilizam técnicas avançadas de Inteligência Artificial, Inteligência Computacional e 
Aprendizado de Máquina para detectar os estilos de aprendizagem. 
Na pesquisa bibliográfica realizada nesse trabalho, a abordagem para detecção automática 
de estilos de aprendizagem mais utilizada na literatura é por meio de Redes Bayesianas, com 6 
trabalhos encontrados. Em segundo, a técnica de Redes Neurais, com 4 trabalhos relacionados. 
As outras abordagens descritas nesse artigo têm 3, 2 ou 1 trabalho relacionado. Por possuírem 
mais trabalhos relacionados e também por serem amplamente utilizadas na área da 
computação, as abordagens que utilizam Redes Bayesianas e Redes Neurais Artificiais são 
promissoras para serem implementadas em um ambiente virtual de aprendizagem real.  
O presente trabalho cumpre, assim, o seu propósito inicial de realizar uma revisão e 
descrição sobre as diversas técnicas presentes na literatura para identificação dos estilos de 
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