We propose a method to model metallic surfaces in Lattice Boltzmann Electrokinetics simulations (LBE), a latticebased algorithm rooted in kinetic theory which captures the coupled solvent and ion dynamics in electrolyte solutions. This is achieved by a simple rule to impose electrostatic boundary conditions, in a consistent way with the location of the hydrodynamic interface for stick boundary conditions. The proposed method also provides the local charge induced on the electrode by the instantaneous distribution of ions under voltage. We validate it in the low voltage regime by comparison with analytical results in two model nanocapacitors: parallel plate and coaxial electrodes. We examine the steady-state ionic concentrations and electric potential profiles (and corresponding capacitance), the timedependent response of the charge on the electrodes, as well as the steady-state electro-osmotic profiles in the presence of an additional, tangential electric field. The LBE method further provides the time-dependence of these quantities, as illustrated on the electro-osmotic response. While we do not consider this case in the present work, which focuses on the validation of the method, the latter readily applies to large voltages between the electrodes, as well as to timedependent voltages. This work opens the way to the LBE simulation of more complex systems involving electrodes and metallic surfaces, such as sensing devices based on nanofluidic channels and nanotubes, or porous electrodes.
I. INTRODUCTION
Interfaces between metals and electrolyte solutions play the central role in electrochemistry as well as in many analytical chemistry techniques. Electrodes are also necessary to apply electric field to manipulate charged objects in solutions, such as colloidal particles or electrolytes. As a result, electrodeelectrolyte interfaces have been extensively studied both experimentally and theoretically for well over a century. Recent technological advances have made it possible to design experimental setups in which electrolyte solutions are confined between electrodes separated by very small distances, down to a few tens or hundreds of nm, or within carbon nanotubes which may also exhibit partially metallic behavior 1 . The ability to build such nanocapacitors opens the way to new analytical strategies based on electrochemistry with a very limited number of redox-active species, using nanofluidic devices [2] [3] [4] or thin layer cells 5 , and questions our basic understanding of coupled fluid and charge flows, or electrokinetic phenomena, through single nanotubes [6] [7] [8] [9] .
Significant progress has been made in the understanding of the electric double layer (EDL) at charged or metallic interfaces since the pioneering Gouy-Chapman-Stern theory [10] [11] [12] . In recent years, simulations has become a powerful tool to predict their structure and dynamics without the need to rely on strong simplifying assumptions, which are generally required to obtain analytical theoretical results. For example, Brownian dynamics simulations allowed to investigate the relaxation of the EDL after a charge transfer event 13 , treating the metallic electrodes as homogeneously charged surfaces and the solvent as a dielectric continuum. At the atomistic level, the introduction of models allowing to perform molecular simulation of electrodes maintained at a constant potential (as in a perfect metal), rather than constant charge 14, 15 , opened the way to detailed investigations of electrochemical interfaces. These studies showed the importance of taking the polarization of the metal by the electrolyte into account [16] [17] [18] [19] . However, the computational cost of such atomistic simulations restricts their use to small systems (below 10 nm) and relatively concentrated electrolytes (due to the small number of ions in such small volumes).
The dynamics of ions in the bulk and in EDLs, and in turn the charging dynamics of nanocapacitors, results from their thermal motion (diffusion) and their migration due to the local electric field they experience. Taking these factors into account allows to provide a detailed description of the charging dynamics in capacitors in planar 20, 21 or more complex (e.g. porous) geometries 22 . Another process by which ions move is their advection by the local fluid flow, which may vanish by symmetry in some simple cases, but cannot be neglected a priori. Together with the fluid flow induced by the net local charge within the EDL, this is at the origin of the above-mentioned electrokinetic phenomena, which have been long studied theoretically or numerically with simulations, from molecular [23] [24] [25] to models with various levels of coarse-graining (see e.g. Refs. 26 and 27 for reviews on multiscale simulation approaches).
Among these mesoscopic simulation approaches for electrokinetics (such as Dissipative Particle Dynamics 28 or Multiparticle Collision Dynamics 29, 30 ), Lattice-Boltzmann 31 (LB) has emerged as an efficient compromise between the simplicity of the solvent description, based on kinetic theory and allowing to recover proper hydrodynamic behavior, and on the flexibility with which it can be coupled to explicit particles or free energy models to describe complex fluids. In the former case, Molecular Dynamics (MD) coupled to LB was successfully used to investigate the electrokinetic effects with charged colloids 32, 33 , polyelectrolytes in the bulk 34 or grafted on surfaces 35 or their translocation through nanopores 36 , and more recently (and closer to the subject of the present work) to the response of EDLs to changes in the charge of surfaces 37 .
The other approach, where no explicit particles are present, exists in different flavors, which can broadly be seen as efficient numerical solvers of the continuous electrokinetic equations, even though their roots on kinetic theory also provide additional information on the dynamics of species. In that respect, treating solvent and ions on the same footing in a multicomponent LB model 38 is a promising approach to capture correlations due in particular to the discrete nature of solvent molecules and ions at this coarse-grained level, especially under extreme confinement (comparable to molecular sizes). For larger systems, the LB method is rather coupled to numerical schemes to describe the evolution of ions. Assuming their instantaneous relaxation (on the time scale over which the fluid evolves) toward the Poisson-Boltzmann equilibrium, for charged 39 or constant-potential 40 walls, does not allow investigating the relaxation of the ionic concentration and potential profiles in the EDLs. This requires an explicit integration of the ionic dynamics, typically solving the Nernst-Planck equation (described below), via finite differences/elements methods. This has for example been used to simulate electrokinetic effects in porous media 41, 42 or electrochemical desalination 43 .
An alternative hybrid approach for the dynamics of ions coupled to the LB method for that of the fluid makes a consistent use of the LB lattice. Inspired by previous work based on the moment propagation method 44 , and extending a previous attempt with ionic fluxes computed on the lattice node 45 , Capuani et al. proposed a method focussing instead on the ionic fluxes through each link connecting nodes of the lattice (via the discrete lattice velocities) 46 . This point of view has a number of advantages, such as strictly enforcing charge conservation in particular at solid-liquid boundaries, and offering a statistical interpretation which can be exploited to compute other properties such as velocity auto-correlation functions via moment propagation 47 . This hybrid LB/link-flux method, called Lattice Boltzmann Electrokinetics (LBE), has been successfully used to investigate the dynamics of charged colloids [48] [49] [50] [51] [52] , charged porous media and ions in oil-water mixtures 53 or binary colloidal suspensions 54 . In these systems, electrostatic boundary conditions at solid-liquid interfaces correspond to constant charge (Neumann, i.e. constant normal electric field), rather than constant potential (Dirichlet).
In the present work, we show that a simple rule to impose Dirichlet electrostatic boundary conditions allows the simulation of systems involving metallic surfaces using LBE simulations. Specifically, the method leads to imposing the target potential at the location of the hydrodynamic interface, i.e. between the solid and liquid nodes rather than solely on the solid nodes. In addition, it is possible to determine the instantaneous local charge on the electrode at virtually no additional cost. This opens the way to the simulation of the dynamic response of electric double layers in capacitors by following the evolution of the ionic concentrations and potential profiles as well as the charge of the electrodes. The LBE method naturally also captures the electrokinetic couplings with the solvent. The proposed implementation of electrostatic boundary conditions is readily applicable to arbitrary electrode geometries, just as the bounce-back rule to impose no-slip boundary conditions.
The electrokinetic equations and the LBE algorithm are presented in Section II, together with the proposed method to impose constant-potential boundary conditions and to compute the charge induced on the (blocking) electrode by the instantaneous distribution of ions under voltage. We then demonstrate the validity of the method in Section III by considering capacitors in two geometries, parallel plate and coaxial electrodes, in the regime of small applied voltage, for which analytical results are available (Debye-Hückel theory for the ionic concentration and electric potential profiles, together with Stokes for the steady-state electro-osmotic profiles). We also show numerical results for the transient regime for electro-osmosis in the presence of an additional, tangential electric field, for which no analytical results are available. While we do not consider this case in the present work, which focuses on the validation of the method, the latter readily applies to large voltages between the electrodes.
II. METHOD A. Electrokinetic equations
The canonical description of electrokinetic couplings in a dilute electrolyte consisting of k ionic species with valencies z k and diffusion coefficients D k in a solvent characterized by its mass density ρ, dynamic viscosity η and dielectric permittivity ε 0 ε r , couples the Poisson-Nernst-Planck equations for the dynamics of ions and the Navier-Stokes equation for that of the solvent. The Nernst-Planck equation is a conservation equation for the ionic concentrations ρ k :
where β = 1/k B T with k B the Boltzmann constant and T the temperature, e is the elementary charge, u is the local velocity of the fluid and where the electrostatic potential ψ satisfies the Poisson equation:
The three terms in the flux defined by Eq. 1 correspond to advection, diffusion and migration under the effect of the local electric field −∇ψ, respectively. The advective part depends on the local velocity u which is assumed to satisfy the NavierStokes equation for an incompressible fluid (∇ · u = 0):
with f ext V the external force density and the chemical poten-
k a reference concentration) and an excess part assumed to arise only from mean-field electrostatic interactions. The excess part results, together with the applied electric field E app when present, in a local electric force acting on the fluid e(∑ k z k ρ k )(−∇ψ + E app ) in Eq. 3.
These coupled equations should be solved for prescribed boundary conditions at solid-liquid interfaces, usually stick (no-slip) for hydrodynamics (u = 0) and Neumann (constant field, corresponding to fixed surface charge density) or Dirichlet (constant potential) for electrostatics.
At equilibrium, the ionic fluxes and fluid velocities vanish. From Eq. 1, the concentration profiles then follow Boltzmann distributions ρ k = ρ 0 k e −z k β eψ . From Eq. 2, the potential satisfies the Poisson-Boltzmann equation:
which can be linearized for small potentials (Debye-Hückel limit) as:
with the Debye screening length:
where the Bjerrum length l B = β e 2 4πε 0 ε r is the distance at which the Coulomb interaction between two unit charges is equal to the thermal energy (l B = 0.7 nm in water at room temperature, which corresponds to all the simulation results shown in the rest of this work).
B. Lattice Boltzmann Electrokinetics
The Lattice-Boltzmann Electrokinetics (LBE) algorithm is a hybrid lattice scheme coupling the standard Lattice Boltzmann (LB) method for the dynamics of the fluid, which captures in particular overall mass and momentum conservation, with the link-flux method for the evolution of its composition, in particular the diffusion, advection and migration of the ions. Since its introduction by Capuani et al. 46 it has been used and described many times and we only recall the basics to focus on the novelty of the present work, which is the introduction of new electrostatic boundary conditions described in the next section.
The LB method can be derived as a discretized version of a continuous kinetic equation for the evolution of the probability density function f (r, v,t) to find a fluid particle with a velocity v at position r at time t. The moments of f in velocity space provide the hydrodynamic observables, such as the local density ρ(r,t) = f (r, v,t)dv, local mass flux ρ(r,t)u(r,t) = f (r, v,t)vdv and local stress tensor. The Boltzmann equation with the Bhatnagar-Gross-Krook (BGK) collision operator is discretized consistently in space (cubic grid with lattice spacing ∆x), time (with time step ∆t) and velocity space with a finite set of velocities {c i } with associated populations f i (r,t) ≡ f (r, c i ,t) and weights w i . Here we use the three-dimensional D3Q19 lattice 31 The local hydrodynamic variables are computed exactly from the populations as:
and the populations evolved according to:
where τ is the characteristic time for the relaxation toward the local Maxwell-Boltzmann distribution f eq i and controls the viscosity of the fluid, while F i (r,t) accounts for the effect of local force density. The latter includes external forces as well as the internal contribution of local chemical potential gradients (see Eq. 3).
The ionic concentrations are discretized on the same spatial grid and time steps and evolved using the link-flux method, separating the contribution of advection from the ones arising from the ideal and excess chemical potential gradients, as described in Ref. 46 to which we refer the reader for the advection part. The contributions of chemical potential gradients are expressed in a symmetrized form by writing the fluxes
k . This leads to the update of amount of solutes on each node, n k (r,t) = ρ k (r,t)∆x 3 , according to:
where the sum runs over discrete velocities, j i k is the contribution of each link between r and r + c i ∆t to the flux of species k through the cell boundary around node r and A 0 is a latticedependent geometric factor (equal to 1 + 2 √ 2 for D3Q19). The link-fluxes are given by:
While this choice of discretization leads to spurious fluxes when the lattice spacing is too large (large potential differences between neighboring nodes) 51 , this form enforces that the ionic concentrations follow the Boltzmann distribution at equilibrium.
At each time step, the excess chemical potentials are computed from the local electrostatic potential determined from the ionic concentrations by solving numerically the Poisson equation as described in the next section. The effect of thermodynamic forces, arising from local excess chemical potential gradients, on the dynamics of the fluid (see Eq. 3) is expressed from the link-fluxes, in dimensionless units, via the term:
in Eq. 8.
No-slip hydrodynamic boundary conditions are enforced by the bounce-back rule, which places the interface at the midplane between liquid and solid nodes 31 , while setting the linkfluxes to zero through the corresponding links ensures the absence of leakage of ions inside the solid. Together with the advection of ions (see Ref. 46 for more details), the link-flux and LB methods give rise to an evolution of the ionic concentrations and fluid velocity satisfying the coupled PoissonNernst-Planck and Navier-Stokes equations 1, 2 and 3.
C. Imposing conducting boundary conditions
The Poisson equation 2 must be solved numerically at each time step to determine the electrostatic potential ψ(r) from the charge distribution ρ el on the lattice. Following previous implementations of the LBE algorithm, we use the Successive Over Relaxation (SOR) method 45, 46, 53 , which we modify as described below to impose constant-potential boundary conditions and to determine the charged induced at the surface of the metal. Introducing the reduced potential φ (r) = β eψ(r), the Poisson equation can be rewritten as ∇ 2 φ + 4πl B ρ el e = 0. Then, we discretize the Laplacian using a stencil consistent with the LB lattice, which can be derived from the Taylor expansion: φ (r + c i ∆t) ≈ φ (r) + ∆t∇φ · c i + ∆t 2 2 ∇∇φ :c i c i . Using the sum rules for the lattice, ∑ i w i = 1, ∑ i w i c iα = 0 and ∑ i w i c iα c iβ = c 2 s δ αβ , where δ αβ is the Kronecker symbol (1 if α = β , 0 otherwise) and {α, β } ∈ {x, y, z} refer to the components of the discrete velocities, it then follows that the Laplacian can be approximated by:
In practice, starting from an initial guess of the potential (e.g. uniform at t = 0 or from the potential at the previous time step), the potential is found iteratively according to:
with ω a constant (here 1.4) chosen to ensure numerical stability and convergence as a function of iteration h. It is straightforward to see that if convergent, the procedure yields a solution of the Poisson equation.
Up to now, this procedure has been used successfully with charged colloids or charged porous media, in which the charge density of the solid is known. Note that in general the distribution of the charge within the solid (e.g. localized at the interface or homogeneously) matters if one wants to model solids with a fixed surface charge density 55 . In the present work, our interest goes instead to model metallic solids with fixed potential. The simplest solution is to update the potential as described above in the liquid while maintaining the potential of the solid nodes at the prescribed values ψ s This is possible, but the results on the liquid side are only accurate to first order in the lattice spacing ∆x. Indeed, as mentioned, the location of the physical interface between the solid and the liquid lies at the mid-plane between the solid and liquid nodes, not on the last layer of solid nodes (the situation is more complex on curved boundaries).
Enforcing the constant potential boundary condition (Dirichlet). The electrostatic potential is displayed as a function of position, in the vicinity of a solid electrode. For consistency with the hydrodynamic treatment, the liquid-solid interface is located halfway between two lattice nodes, as illustrated by the vertical dotted line at z = L/2. The resolution is ∆x and the reduced potential of the electrode is fixed at a constant value φ s . The ratio between the slopes of the thick (green) and dashed (red) lines is two. Unlike the former, the latter provides a poor estimation of the gradient at the interface, as illustrated by the figure. A consistent calculation of the gradient at the interface requires to account for this factor of two, which in turn leads to the modified Laplacian in Eq. 15 as compared to Eq. 12. While φ is prescribed in the solid region, Poisson equation is solved in the liquid side.
In order to be consistent with this observation, we therefore propose a slightly modified algorithm: For each boundary link, i.e. such that r and r + c i ∆t belong to different phases (interfacial nodes), we simply multiply by 2 the difference appearing in Eq. 12 when computing the Laplacian in Eq. 13 (in order to determine the potential on interfacial liquid nodes). The fact that this effectively places the boundary condition at the mid-plane is illustrated on Figure 1 in the case of a onedimensional geometry. A related discussion can be found in Ref. 41 , where the ion dynamics was simulated using finite elements (see their Eq. 15 seq.). The proposed modification applies this idea to the stencils used for differential operators consistent with the LB lattice (for a discussion of stencils in the bulk, see Ref. 56) . It proves convenient to reformulate the modification in a compact form by introducing the character-istic function of the solid:
Eq. 12 is then replaced by: (15) when solving the Poisson equation via Eq. 13. A bona fide feature of this reformulation is that it is parametrization independent, and can be used for arbitrary geometry of the solid electrode. Note that this introduces a correction (with respect to Eq. 12) only at the boundaries, which can be shown using the above-mentioned Taylor expansion and sum rules to correspond to a surface term 2∇φ (r) · ∇χ s (r) = − σ ε 0 ε r n, with σ the local surface charge density and n the local normal unit vector pointing out of the electrode (the factor of 2 again corresponds to the location of the interface between the solid and liquid nodes, as sketched in Fig. 1 ).
Once the potential distribution inside the liquid is known, in particular at the interfacial liquid nodes, we can compute the charge Q of the electrodes using again the Poisson equation as:
where the Laplacian is computed via Eq. 15 and vanishes everywhere inside the electrode except at interfacial nodes, as expected for the charged induced by the polarization of a metal. We will show in Section III that the method presented in this section allows to recover the correct potential throughout the liquid and in turn the correct ionic density profiles at steady-state, as well as the corresponding capacitance of the electrode with second order accuracy in the lattice spacing. As for the rest of the link-flux method, the discretization of the differential operators is only accurate for sufficiently small variations of the considered quantities (in particular of the potential) between neighboring nodes. We underline however that the voltage between electrodes needs not be small and that non-linear electrostatic regimes can be simulated using the present method provided that the lattice spacing is well chosen.
III. RESULTS AND DISCUSSION
In the following, we validate our approach to impose constant-potential boundary conditions in LBE simulations by considering cases for which it is possible to obtain analytical results, in the linear regime. However the method can also be readily applied without this restriction. We consider two geometries, illustrated in Fig. 2 , corresponding to parallel plate and cylindrical (coaxial) capacitors, with a 1:1 electrolyte (z + = −z − = 1) at concentration ρ s corresponding to In the following we also consider the electro-osmotic flow induced in the charged capacitors by an additional electric field in the y (resp. z) direction for the parallel plate (resp. coaxial) capacitor.
A. Parallel plate capacitor
We first consider parallel plate capacitors with two planar electrodes separated by a distance L (in the z direction, with z = 0 at the mid-plane). Starting from an uncharged capacitor, we apply at t = 0 a voltage ∆ψ = ψ 2 − ψ 1 = 2.5 mV between the two electrodes, or in reduced units (in terms of the thermal voltage k B T /e ≈ 25 mV): β e∆ψ = 0.1. With such a small reduced voltage, it is possible to linearize the Poisson-NernstPlanck equation to obtain the time-dependent charge on the positive electrode Q(t) as well as the steady-state potential and ionic density profiles in the capacitor, which corresponds to the Debye-Hückel (DH) theory.
LBE simulations in this geometry are performed for a system with periodic boundary conditions in all directions, with N x = N y = 1 in the directions parallel to the surfaces (this is sufficient to simulate infinite planar walls, as we checked by also performing simulations for N x = N y = 3 for one of the systems). In the direction perpendicular to the electrodes we use N z = N f + 6 nodes, where N f = L/∆x (with L the distance between the solid/liquid interfaces and ∆x the lattice spacing) is the number of layers of fluid nodes, and 3 layers of nodes on each side of the liquid for the two electrodes. This choice ensures that there is no effect of the periodic boundary conditions in this direction on the charged induced at the surface of each electrode. We use a BGK relaxation τ = ∆t, which corresponds to a kinematic viscosity of ν = ∆t , to ensure that the Schmidt number Sc = ν/D is larger than one, as for small ions in water (even though the order of magnitude is larger in this case). The potentials of the two electrodes are arbitrarily chosen as ψ 1 = 0.1 k B T /e and ψ 2 = 0.2 k B T /e to apply the desired voltage, but the resulting evolution of the ionic densities and electrode charge do not depend on the absolute potentials, as expected.
Potential and concentration profiles
Before examining the charge induced on the electrodes and the corresponding capacitance, we first examine the potential and concentration profiles through the capacitor, which are reported in Figure 3 for simulation parameters indicated in its caption. As explained above, the initial potential profile corresponds to the solution of the Poisson equation for a neutral capacitor, since the charge density vanishes inside the liquid because ρ + (z) = ρ − (z) = ρ s everywhere before the ions start moving. The corresponding initial electric field drives the cations and anions toward opposite electrodes. Once the electric double layers are established, there is no field in the bulk part of the liquid, i.e. at distances much larger than λ D (this can be achieved only in the regime λ D L).
The solution of the DH equation 5 for the parallel plate capacitor with boundary conditions ψ(+L/2) = ψ 2 and ψ(−L/2) = ψ 1 is given by:
.
Therefore in steady-state regime and the small voltage limit, both the potential and ionic density profiles decay exponentially from the surface, with a decay length λ D . The LBE results are in excellent agreement with these analytical predictions in the considered range of physical and simulation parameters (which are the same as for Figure 4a ). This is a first validation of the proposed method to impose the fixed potential boundary conditions.
Charge and capacitance
As explained in Section II C, we can compute the instantaneous charge Q(t) on the electrode surface from the potential distribution (once it has been determined from the ionic concentration via the Poisson equation) using Eq. 16. Figure 4a shows the charge as a function of time for a capacitor with electrodes separated by a distance L ≈ 52.8l B ≈ 36.9 nm and electrolyte concentration (0.011 mol.L −1 ) such that λ D ≈ 4.2l B ≈ 2.9 nm. The simulation parameters are indicated in the caption of the figure. The charge is reported normalized by the DH prediction for the surfacic capacitance: but one can already note the exponential form of the charge as a function of time, illustrated by the solid line. Another point of interest is the initial value of the charge, which does not vanish once voltage is applied, but rather corresponds to the value for a dielectric (neutral) capacitor: C 0 = ε 0 ε r /L. This is due to the fact that the liquid is neutral before the ions start moving (see the potential distribution inside the liquid in Figure 3a) . Of course, the accuracy of the simulation results depends on the level of discretization, more specifically the grid spacing ∆x with respect to the physical lengths. The latter are generally in the order l B < λ D < L, even though the order of the last two can be reversed for small electrolyte concentrations and distances between electrodes. The grid spacing must be sufficiently small to resolve the electric double layers at steadystate (∆x/λ D < 1). Figure 4b shows the relative error on the steady-state capacitance with respect to the DH result as a function of ∆x/λ D , for a fixed ratio L/l B = 52.5 and several values of λ D /l B . The slope of 2 on this double logarithmic scale indicates that
for all considered cases, i.e. that our algorithm to impose constant-potential boundary conditions and to determine the surface charge induced by the ionic distributions in the electrolyte is accurate to second order. Note that we have pushed the numerical results to the rather extreme case of λ D ≈ l B : this is a high concentration regime in which the DH theory itself becomes too crude an approximation, because correlations between ions (in particular due to excluded volume) cannot be neglected.
Charging dynamics
The LBE simulations do not only provide the steady-state electrode charge and potential/concentration profiles, but also their evolution with time. Figure 5a reports simulation results for the electrode charge similar to those of Figure 4a , at fixed salt concentration (0.065 mol.L −1 , corresponding to λ D = 1.2 nm) and resolution (∆x/l B ) but for several distances between electrodes L (see caption for details) and in a scale that emphasizes the exponential relaxation of Q(t) toward the steady-state solution. This scale clearly shows that the corresponding characteristic time (inverse of the slope) depends on the system. 
Electrokinetic effects
Finally, the LBE method is able to capture the electrokinetic coupling between the ions and the solvent. This is illustrated in the present case of constant-potential walls by examining the electro-osmotic response of the charged parallel plate capacitor (obtained as the steady-state of the previous sections) to an additional electric field E y parallel to the electrodes. Note that in a real system of a capacitor with finite lateral dimensions, such an additional field would be applied by other electrodes, located outside of the capacitor, and the field lines would be modified compared to the simplified case considered here for validation purposes. For sufficiently small applied field, the electro-osmotic flow is laminar and the steady-state solution of the Navier-Stokes equation 3 in this geometry, with no-slip boundary conditions and in the Debye-Hückel limit, is given by: Figure 6 reports the simulation results corresponding to the system already shown in Figure 3 with an applied electric field in the y direction of magnitude β eE y ∆x = 0.01. It perfectly reproduces the analytical result expected to be valid for the considered range of physical parameters, which confirms the validity of the LBE scheme. We note that the resulting flow profile corresponds to shearing the fluid by applying opposite forces in the two double layers (since they are oppositely charged). This differs from the common situation of shear induced by moving walls in opposite directions, since the electrodes are not mobile in the present case.
This figure also shows electro-osmotic flow profiles in the transient regime. The flow builds up in the electric double layers near the electrodes and develops by momentum diffusion in the direction perpendicular to the electrodes, over a characteristic time scale τ ν = L 2 /π 2 ν with ν = η/ρ the kinematic viscosity of the fluid.
As a final remark on the parallel plate capacitor, we emphasize again that the comparison is made here only in the linear regime where DH theory applies for validation purposes, but that the LBE simulations would provide the numerical solution of the non-linear PNP and Navier-Stokes outside of this regime.
B. Cylindrical (coaxial) capacitor
The setup to simulate cylindrical capacitors is illustrated in Figure 7 . As for the parallel plate geometry, periodic boundary conditions along z allow in principle to use a single lattice node in this direction to simulate an infinite system.
Potential profile
As for the parallel plate capacitor, we first examine the initial and steady-state potential profiles within the electrolyte. LBE simulations were performed in the setup illustrated in Figure 7 , with a grid of N x × N y × N z = 74 × 74 × 3 nodes, a lattice spacing ∆x = l B /1.2, inner and outer cylinder radii of R 1 = 2∆x ≈ 1.2 nm and R 2 = 35∆x ≈ 20.4 nm, and a salt concentration (≈ 0.0034 mol.L −1 ) corresponding to a screening length λ D = 9∆x = 7.5l B ≈ 5.25 nm. With this choice of box size and outer radii, the width of the outer electrode region is w = 4∆x, see Figure 7 . The potential satisfies the Poisson equation 2, with boundary conditions ψ(R 1 ) = ψ 1 and ψ(R 2 ) = ψ 2 as well as the constraint of opposite surface charge of the two cylinders leading to R 1 ψ (R 1 ) = R 2 ψ (R 2 ). Before the ions start moving (t = 0), the solution reads:
with r the radial distance from the axis of both cylindrical electrodes. Figure 8 shows that the initial potential profile obtained numerically with the SOR algorithm is in excellent agreement with this analytical solution, even though the inner cylinder is discretized quite roughly (R 1 = 2∆x only). This further demonstrates the accuracy of our numerical scheme to impose constant-potential boundary conditions in a more complex geometry than planar electrodes. Figure 8 also compares the LBE simulation results for the steady-state potential profile with the analytical solution of the DH equation 5 given by:
with:
where I α and K α are modified Bessel functions of the first and second kind. The LBE results are again in excellent agreement with the analytical DH predictions, which are expected to be valid in this low-voltage regime.
Capacitance
We now turn again to the charge induced on the electrode and corresponding capacitance. The electrode charge per unit length is coisnveniently derived using Gauss theorem from the electric field at the surface of the electrodes. Taking derivatives of the potential with respect to voltage ψ 2 − ψ 1 and to the radial distance r (evaluated at r = R 1 ), it follows from Eqs. 21 and 22-23 that the capacitances per unit length are: C cyl 0 = 2πε 0 ε r / ln(R 2 /R 1 ) for a neutral liquid (before the ions start moving) and:
at steady-state (within the Debye-Hückel limit). LBE simulations were performed in the setup illustrated in Figure 7 , with a grid of N x × N y × N z = 54 × 54 × 3 node, inner and outer cylinder radii of R 1 = 2∆x and R 2 = 25∆x, with a lattice spacing ∆x = l B /1.2. The reduced potential difference is again fixed to β e∆ψ = 0.1 and the concentration is varied over a range corresponding to λ D /∆x = 3, 6, 9 and 12. Table I . Relative error on the capacitance, computed at steady-state, with respect to the theoretical result Eq. 24 in the Debye-Hückel limit, for a coaxial capacitor (see text for simulation details). Table I reports the relative errors for the capacitance computed at steady-state in the LBE simulations with respect to the Debye-Hückel analytical result 24 which is expected to be valid in this low-voltage regime. The errors are very small for the chosen range of simulation parameters. Similarly to the slit case, the error decreases as (∆x/λ D ) 2 when the resolution of the double layer increases. However, the extrapolated value for ∆x/λ D → 0 does not vanish in that case: This residual value (∼ 0.8%) reflects other sources of errors, in particular due to the coarse discretization of the inner cylinder with a radius of only R 1 = 2∆x. Electrostatic potential profile in a coaxial cylindrical channel, obtained from Lattice Boltzmann Electrokinetics simulations (LBE, symbols) and Debye-Hückel theory (line). We also indicate the initial potential profile: Before the ions start to move, the fluid is neutral and the solution of the Poisson equation in this geometry is the same as the one for a simple dielectric coaxial capacitor (see Eq. (21) . Simulations are performed for an inner radius R 1 = 2∆x and an outer radius R 2 = 35∆x, with a lattice spacing ∆x = l B /1.2, with l B the Bjerrum length, a salt concentration corresponding to a Debye length λ D = 9∆x, and a reduced voltage β e∆ψ = 0.1 between the inner and outer electrodes.
Electrokinetic effects
We finally examine the electrokinetic response of the charged coaxial capacitor to an additional electric field in the axial z direction. The steady-state electro-osmotic flow profile can be derived from the Stokes equation using the steady-state potential profile, in the Debye-Hückel limit. The result for noslip boundary conditions at the surface of the electrodes reads:
with f given by Eq. 23. We performed LBE simulations with the same parameters as described in section III B 1 for the potential profile. Starting from the charged capacitor, we apply a reduced electric field β eE z ∆x = 0.0001 parallel to the electrodes (axial direction z) and monitor the velocity of the fluid in this direction, as a function of radial position r and time t. The results shown in Figure 9 demonstrate that the steady-state velocity profile is in excellent agreement with the analytical result Eq. (25) , as a last illustration of the validity of the proposed method to impose constant-potential boundary conditions. The transient regime (for which no analytical result is available) is consistent with the expected acceleration near the electrode surfaces, where the fluid is not neutral, followed by viscous momentum diffusion away from these regions to the whole fluid with a characteristic time ∝ (R 2 − R 1 ) 2 /ν. 57 As for the parallel plate capacitor, we note that the steady state corresponds to shearing the fluid via opposite forces Figure 9 . Electro-osmotic flow profile in a coaxial capacitor, in the presence of an additional electric field E z along the electrodes. The situation at t = 0 corresponds to the steady state of the charged capacitor. Lattice-Boltzmann Electrokinetics simulations (LBE, symbols) for the steady-state are compared to the theoretical result Eq. (25) combining Debye-Hückel theory for the electrostatic potential and the Stokes equation for the flow (line). Results are scaled with the reference velocity u re f = ε 0 ε r E z (ψ 2 − ψ 1 )/η Simulations are performed under the same conditions as in Figure 8 , with a reduced applied field β eE z ∆x = 0.0001 parallel to the electrodes. The LBE simulations further provide the time-dependence of the electrokinetic response, which reaches steady-state over a time scale τ cyl ν = (R 2 − R 1 ) 2 /π 2 ν. 57 within the two double layers. This results in particular in flows in opposite directions near the two electrodes, but with very different magnitudes in that case (larger velocity near the inner electrode) since the total fluid flux vanishes (there is no net force on the fluid which is overall neutral). Such an original setup may find applications to separate species in a mixture of ions.
IV. CONCLUSION
We have introduced a simple rule to impose Dirichlet electrostatic boundary conditions in LBE simulations, in a consistent way with the location of the hydrodynamic interface (for stick boundary conditions), i.e. between the solid and liquid nodes rather than on the solid nodes. The proposed method also provides the instantaneous local charge induced on the electrode by the instantaneous distribution of ions under voltage. We validated it in the low voltage regime by comparison with analytical results in two model capacitors (parallel plate and coaxial electrodes), examining the steady-state ionic concentrations and electric potential profiles, the time-dependent response of the charge on the electrodes, as well as the steadystate electro-osmotic profiles in the presence of an additional, tangential electric field. The LBE method naturally provides the time-dependence of all these quantities -a possibility that we illustrate on the electro-osmotic response. While we do not consider this case in the present work, which focuses on the validation of the method, the latter readily applies to large voltages between the electrodes, as well as to time-dependent voltages. The only restriction is a sufficiently small lattice spacing, with small potential differences (compared to k B T /e) between neighboring nodes. Besides, we have shown that the method is accurate to second order in lattice spacing.
This work opens the way to the LBE simulation of more complex systems involving electrodes and metallic surfaces, such as the nanofluidic channels and nanotubes mentioned in the introduction, or porous electrodes, since the algorithm can readily be applied to arbitrary geometries. It would also be a convenient tool for the simulation of other electrokinetic phenomena, such as induced-charged electrokinetics 58 . On the methodological side, possible extensions include the coupling of electrokinetics to adsorption/desorption at the solid-liquid interface [59] [60] [61] , which may play a role in the specific behavior of carbon vs boron nitride nanotubes 62 , as well as including additional excess terms in the free energy model underlying the present work (which only leads to the emergence of the Nernst-Planck dynamics for the ions). In particular, capturing the effect of ion correlations 63 would be necessary to simulate more concentrated electrolytes as well as multivalent ions. Finally, it would be useful to obtain analytical results in the non-linear regime, at least in simple geometries, in order to validate the numerical method outside of the range considered here. Work in this direction is in progress.
