In this Rapid Communication complete and exact solutions of a class of nonlinear diffusion equations have been presented. The exact solutions give a tutorial explanation about the mechanism of velocity selection. The marginal stability hypothesis is extended to predict velocity selection for the equations. It has been shown that this class of equations can be transformed to the heat equation via nonlinear transformations. Numerical experiments have been performed to test the theoretical prediction. ͓S1063-651X͑97͒51411-5͔
In exploration of dissipative systems far from equilibrium ͓1,2͔, one of the challenging problems concerns the selection mechanism: what kinds of evolving velocity and emerging pattern would be selected in a kinetic process when the system is suddenly quenched into an unstable state. This nonequilibrium problem shares a common ground with physical kinetics, chemical reaction and living phenomena ͓3-13͔. The difficulties with this problem originate from the specific nonlinearities in dissipative systems. When a nonlinear system loses its stability, a set of possible states of the system would appear. In practice, however, one and only one state is realized. Therefore one needs to find a criterion that allows one to judge which state would be finally selected in a dissipative process. Although the search for such a selection mechanism has a long history in studies of crystal growth ͓3͔, recent interest and developments in this topic have been directly stimulated by rigorous mathematical studies done in the 1970's about a specific kind of nonlinear diffusion equations ͓14-16͔.
In Aroson and Weinberger's work on the Fisher-type nonlinear diffusion equation ͓14͔ ‫‪t‬ץ/ץ‬ Ϫ ‫ץ‬ 2 /‫ץ‬x 2 ϭ f ͑ ͒ , ͑1͒
f ͑ ͒C 1 ͓0,1͔; f ͑ ͒Ͼ0,᭙͑0,1͒;
f ͑ 0 ͒ϭ f ͑ 1 ͒ϭ0; f Ј͑0͒Ͼ0; f Ј͑1͒Ͻ0 , it has been rigorously proved, based on the comparison principle on parabolic operators, that there exists a distinct selection mechanism in this Fisher-type equation. In plain physical language the main results obtained by Aroson and Weinberger are the following: ͑i͒ There exists a unique critical velocity C* for Eq. ͑1͒, such that for any CϾC* Eq. ͑1͒ admits a kink-type solitary wave solution; ͑ii͒ the system is extremely insensitive to the initial conditions; during the dynamic process all irrelevant modes of initial perturbations quickly dissipate, while relevant modes survive and are amplified; ͑iii͒ almost any physical disturbance of a nonlinear diffusion system governed by Eq. ͑1͒ develops into a kinktype solitary wave with a critical velocity C*; the front with speed C* is an attractive state of the time evolution, which is automatically selected by the system itself; ͑iv͒ this critical velocity can be estimated by 2ͱf Ј(0)рC*
) is a concave function, the estimation actually gives an exact expression for the critical velocity. All of these points are physically significant, in particular the selection of the asymptotic speed C*. This characteristic quantity C*, in a sense, plays a similar role for describing kinetic dissipative systems far from equilibrium as the critical exponents do for phase transitions in equilibrium. A conventional wisdom is to predict the selected velocity and other basic quantities without solving any tough nonlinear equations. Inspired by the mathematical studies, physicists have proposed a few scenarios ͓17-21͔ regarding the selection mechanism on some nonlinear equations. Dee and Langer ͓17͔, based on heuristic arguments, made a step towards obtaining a criterion of the marginal stability. According to their arguments in simple cases the selected velocity and wave number can be determined via analyzing the dispersion relationship of the corresponding equations, and the selected velocity is basically represented by the smallest phase velocity. Since then several different scenarios including the structure stability principle ͓20͔, and the variational principle ͓21͔, have been proposed in addition to the extensive discussions about marginal stability ͓18,19͔.
As nonlinearity is a subtle subject, finding such a selection principle depends to a large extent on a detailed knowledge of the corresponding equations. A completely and exactly solvable example of a nonlinear partial differential equation which could be related to the selection mechanics is indispensable. First of all, such an example would shed light on where and how a selection event emerges. Second, it could be used to either illustrate or to judge the validity of a proposed selection principle. Third, it would stimulate the development of a more general principle of selection for a wider class of equations. The purpose of this Rapid Communication is to offer such examples of nonlinear diffusion equations, and to discuss the problem of velocity selection.
We begin with the following nonlinear diffusion equation studied by Sattinger ͓16͔:
where g͓(‫ץ/ץ‬x),͔ is a smooth function of ‫‪x‬ץ/ץ‬ and . Equation ͑2͒ is a generalization of Eq. ͑1͒. By defining the weighted function and weighted norms, Sattinger proved a general stability theorem regarding wave front solutions of Eq. ͑2͒. As a particular example of Eq. ͑2͒, let us consider the following modified Fisher equation
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where m is a parameter. When mϭ0, Eq. ͑3͒ becomes the standard Fisher equation. The third term on the left hand side of Eq. ͑3͒ represents a modification to the diffusion. It will be seen shortly that by adding this term into the standard Fisher equation, Eq. ͑3͒ acquires an important inherent symmetry. This equation has applications to real systems such as bacteria colony growth ͓10͔. If one looks for a traveling wave solution, ϭ(xϪct)ϵ(), Eq. ͑3͒ becomes
In a mechanical analogy, this ordinary differential equation describes the motion of a particle in the potential Ϫ͐(1Ϫ)d with the resistance forces proportional to the velocity as well as to the velocity squared. The state ϭ0 is unstable, whereas the state ϭ1 is stable. By letting ϭ1Ϫu, Eq. ͑3͒ becomes
One of the crucial characteristics of this nonlinear partial differential equation is that the basic form of the differential operator on the left hand side of Eq. ͑5͒ remains invariant under the operation of any power transformation. Actually if we make the transformation uϭv 1/␣ for Eq. ͑5͒ where ␣ is a real number, then Eq. ͑5͒ becomes
This means that after performing the power transformation, the differential operator on the left hand side of Eq. ͑6͒ shows the same algebraic structure as that of Eq. ͑5͒. It is this symmetry observation that suggests that Eq. ͑5͒ can be exactly linearized for the case mϭ2 by using the following transformation:
By virtue of transformation ͑7͒, Eq. ͑5͒ is reduced to a linear
In the case of separable variables, Eq. ͑8͒ can be exactly solved. Therefore the most general solution of Eq. ͑3͒ for the case mϭ2 is
where A i1 and A i2 are integration constants and i is an arbitrary constant which represents an eigenvalue of Eq. ͑8͒. In order to guarantee that is a bounded real number, the conditions A i1 у0 and A i2 у0 are required. This general solution provides a great deal of information about Eq. ͑3͒. First of all, it is easy to see from Eq. are the exact wave front solutions of Eq. ͑3͒. Solution ͑14͒, 3 , contains the two eigenmodes of Eq. ͑8͒, which could be regarded as a ''nonlinear combination'' of solutions ͑12͒ and ͑13͒. A natural question is this: which exact solution is more probable, 1 , 2 , or 3 ? The answer, however, is very clear. If c 1 Ͻc 2 , the last term in the denominator of Eq. ͑14͒ will be much smaller than the other terms in the asymptotic limit; therefore solution ͑14͒ will quickly evolve into solution ͑12͒. The role of wave fronts with a faster velocity will be gradually diminished in the kinetic process. In other words, the slower the wave travels, the longer the wave survives. Similarly, the general solution ͑9͒ contains the multieigenmodes of Eq. ͑8͒, which may be considered as a ''non-linear combination'' of multisolitary wave solutions; each with a different velocity. The same arguments applied to the general solution ͑9͒ lead to the conclusion that only the front with the smallest velocity will survive in the asymptotic process. By using expression ͑11͒, this smallest velocity is c min ϭ2. Therefore the front with the smallest velocity is naturally selected in the kinetic process. This example illustrates some basic points of the selection process and suggests that the selection mechanism is the competition between the nonlinear eigenmodes. When the system is suddenly driven to an unstable state, a large amount of nonlinear modes are excited. The number of these modes may be innumerably infinite, and each of them has a different decaying rate. These modes interact with each other in a dissipative environment. The eigenmodes with a larger decaying rate are depressed. Finally only the mode with the smallest decaying rate survives in a nonlinear limit. It is this lowest decay mode that determines the selected velocity. This picture on the velocity selection is, in fact, consistent with the corresponding conclusions in the mathematical literature ͓14-16͔ and the considerations of marginal stability ͓17,18͔.
Another interesting point for Eq. ͑8͒ is that if vϭ1 ϩexp(t)w(x,t), Eq. ͑8͒ will become the heat equation ‫ץ‬w/‫ץ‬t Ϫ ‫ץ(‬ 2 w/‫ץ‬x 2 )ϭ0. This shows that for the case mϭ2, the modified Fisher equation ͑3͒ is transformed into the heat equation by the following transformation:
Therefore all the classical solutions of the modified Fisher equation can be exactly recovered. This situation is similar to that of the Burgers equation which can be transformed to the heat equation by the Cole-Hopf transformation ͓22͔. This is another example of a nonlinear partial differential equation which can be exactly and completely solved. When m 2, to the best of our knowledge, no exact and complete solutions of Eq. ͑3͒ can be found. Although the above exact solvable example and the proposed selection mechanism support the basic points of the marginal stability hypothesis, the correct selected velocity cannot be predicted successfully by simply using the conventional marginal stability hypothesis ͓17-19͔. The reason is that there is a nonlinear derivative term m/(1Ϫ)(‫ץ/ץ‬x) 2 in Eq. ͑3͒. Thus a supplementary version of the marginal stability hypothesis should be made. Generally, asymptotic behavior of a wave front is dominated by both stable and unstable states; and a selected velocity is determined by a balance between asymptotic behavior of the wave on both sides. Let us write two dispersion relationships for Eq. ͑3͒ for both the unstable state ϭ0 and the stable state ϭ1. The first is 1 ϭk 2 ϩ1 ͑around ϭ0), by which the corresponding minimum phase velocity is ͉c 1min ͉ϭ2. The second is 2 ϭ(1Ϫm)k 2 Ϫ1 ͑around ϭ1), by which the corresponding minimum phase velocity is ͉c 2min ͉ϭ2ͱmϪ1, where mϾ1. The question is: which velocity is reliable, ͉c 1min ͉ϭ2 or ͉c 2min ͉ϭ2ͱmϪ1? Note that both the c 1min and c 2min represent the stability limits of the wave front on the opposite sides. In order to guarantee the global stability of the wave front, the low limit of the velocity should be the larger of the two velocities, ͉c 1min ͉ and ͉c 2min ͉. Therefore the naturally selected velocity, i.e., the marginal velocity, is C min ϭMax͕͉c 1min ͉,͉c 2min ͉͖. ͑16͒
In short, the selected velocity is C min ϭ2 when mϽ2; and C min ϭ2ͱmϪ1 when mϾ2. A numerical experiment has been performed to check this prediction. The results are shown in Fig. 2 . It is clear that the numerical calculations are in excellent agreement with the theoretical prediction.
Next we would like to discuss a general example of Eq. ͑2͒:
where the parameter ␤Ͼ0 is an arbitrary real number. This class of nonlinear diffusion equations can be considered as a generalization of Eq. ͑5͒. Armed by the above detailed discussion and analysis, our task now becomes straightforward and swift. First of all, it is easy to see that by letting u ϭv 1/␤ , Eq. ͑17͒ is transformed into
So one immediately gets the complete and exact solutions of Eq. ͑17͒ for any value of the parameter ␤,
The structure of solutions of Eq. ͑17͒ is similar to that of Eq. ͑3͒. Carrying out a discussion parallel to that for Eq. ͑9͒, we reach to the same conclusions that all the fast nonlinear eigenmodes are depressed by the slowest eigenmode during a dissipative process, and finally the asymptotic behavior of the system is dominated only by this slowest eigenmode. According to Eq. ͑19͒, each nonlinear propagating mode has a phase velocity Cϭ ͱ␤/ͱϪ1. Then the slowest velocity, or the selected velocity is C min ϭ2ͱ␤. ͑20͒ Figure 3 demonstrates that our numerical simulations on Eq. ͑17͒ which show the perfectly same velocities for the different values of ␤ as predicted by Eq. ͑20͒. These general results obviously support the proposed selection mechanism again and are more convincing. Furthermore a noticeable fact is that by using the transformation uϭ͓1/1 ϩexp(␤t)w(x,t)͔ 1/␤ , Eq. ͑17͒ becomes the linear heat equation.
We have also considered a more general case of Eq. ͑5͒:
where m ␤ϩ1. In this case no complete and exact solution could be found. Using the extended marginal stability criterion discussed above, the selected velocity is
It is encouraging that for the different values of ␤ and m our numerical calculations ͓23͔ are once again in excellent agreement with the prediction by Eq. ͑22͒. In summary, the complete and exact solutions of a class of nonlinear diffusion equations have been found based on a symmetry observation, which are the first and perhaps the simplest examples that explicitly illustrate the fundamental points of selection mechanism and offers a concrete expla nation for the abstract conclusions on the nonlinear diffusion equations related to the selection mechanism. It has been shown that these equations can be exactly mapped into the linear heat equation. This fact indicates that there exists an inherent relationship among this class of equations, the heat equation and the Burgers equation. Furthermore an alternative scenario on the marginal stability hypothesis has been proposed, which is capable of predicting the selected velocity for the general case of the equations. One element of this scenario is to emphasize the significance of asymptotic analysis on stability on both the stable and unstable sides of a wave front; the other is that a selected velocity should be chosen in such a way that would guarantee the necessary conditions on stability on the both sides. In our opinion the extended marginal stability hypothesis should be valid for a wider class of nonlinear diffusion equations.
