In this paper, we analyze the dynamic relationship between CDS spreads and stock market implied credit spreads for a large international set of companies during the period [2002][2003][2004]. We document a time-varying behavior of credit risk discovery, with a slight and declining dominance of the stock market during the period considered. The probability of such stock market leadership -along with the strength of the relationship between stock and CDS markets -increases with the overall credit risk level. This result, however, is not inconsistent with the argument of insider trading in credit derivatives; we document a positive relationship between the frequency of severe credit downturns and the probability of the CDS market leading credit risk discovery.
Credit Risk Discovery in the Stock and CDS Markets: Who Leads, When, and Why? 7 contains CDS data for at least two consecutive years, with a minimum of 150 observations per year. Alonso et al. (2008) derive implied credit spreads by considering the modified version of Leland and Toft's (1996) structural credit risk model and the novel calibration methodology proposed by Forte (2008) . 6 In a nutshell, the firm asset value and volatility are consistently derived from equity prices, whereas the default barrier is calibrated from CDS premia. 7 Additional inputs to the model are: shortand long-term liabilities, interest expenses, cash dividends, and 1-10 year local swap rates. Daily data on market capitalization (close of business) and 1-10 year local swap rates are obtained from Datastream. Required financial balance-sheet data are gathered from WorldScope.
For comparison, we exclude two companies (one European and one Japanese)
from the sample for lack of available credit rating. We also exclude data from 2001;
CDS series satisfying the inclusion criteria are available for only eight companies in that year. In the first stage of the analysis we consider the entire [2002] [2003] [2004] sampling period; in the second stage, the entire sample is divided into natural halfyearly periods. Thus, we impose the additional restriction that no half-yearly period for a company is included unless a minimum of 50 daily CDS-ICS observations is available. We find the division by natural half-yearly periods to be optimalsufficiently short to capture the dynamics of the factors underlying credit risk discovery and to address the issue of their consequent influence on the informational content of stock and CDS markets between firm-periods, yet sufficiently long to allow for valid statistical conclusions within each firm-period observation.
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In summary, the final sample used in this paper contains daily data on CDS spreads
and ICSs for 94 non-financial companies (40 European, 32 US, and 22 Japanese) 
Descriptive statistics
General descriptive statistics for CDS spreads and ICS series are depicted in Table   1 . (2006) are even closer to those in our sample: an average basis of 15 bp and an average absolute basis of 29 bp. Likewise, observed variation across time, rating category, and economic region, is not an unexpected phenomenon. Again, the literature reveals similar patterns in bond and credit default swap spread differentials. As emphasized by Zhu (2006) , price discrepancy during volatile periods can be large, while Blanco at al. (2005) find substantial differences between economic regions (US and Europe) and rating categories.
<Table 2 about here>
Implied Credit Spreads vs. Stock Returns
As noted in the introduction, the use of stock market implied credit spreads (ICSs) provides several advantages compared to the traditional use of stock returns.
Implied credit spreads allow consideration of the eventual long-run equilibrium relationship between the two credit spread series. Likewise, they enable accounting for the effect of other relevant variables in addition to stock prices (e.g. the risk-free rate), while reflecting the highly non-linear functional relationship between considered variables and credit spreads. In order to provide additional support for the argument that ICSs outperform stock returns typically used in the literature, we estimate the following models for changes in CDS spreads.
Model A:
Model B: As a complementary analysis, Model C extends Models A and B by including contemporaneous and past changes in ICSs, along with contemporaneous and past stock returns.
Model C:
The following alternative hypotheses are tested:
Results, summarized in 
Cointegration analysis
Provided that stock and CDS markets price credit risk equally in the long-run, and as long as factors that differ from credit risk (e.g. liquidity considerations, measurement errors) do not affect ICS and CDS time series on a permanent basis, the two credit spread series should be cointegrated. At the same time, the common factor could be thought of as the implicit, unobservable efficient price of credit risk.
We start by performing Augmented Dickey-Fuller (ADF) Tests for the presence of unit roots, where the corresponding number of lags is selected according to the Akaike Information Criterion. Results in Table 6 show that the null hypothesis -the level of the time series is non-stationary -is rejected at the 95% level for 26 companies in the case of CDS series and for 11 companies in the case of ICS series. Significant evidence of unit roots in both series is detected for 66 companies.
Credit Risk Discovery in the Stock and CDS Markets: Who Leads, When, and Why? 12 In order to examine the eventual existence of cointegration between those ICS and CDS time series that simultaneously prove to be I(1), we apply the VAR-based Johansen Cointegration Test. 15 As indicated in Table 7 , clear evidence of a cointegration relationship is found for 17 firms; for these entities we conclude that ICSs and CDS spreads are driven, in the long-run, by the same common factor.
<Table 6 about here> <Table 7 about here>
In the presence of cointegration, the short-term dynamics between CDS spreads and ICSs is characterized by a VECM representation. Accordingly, the following two-dimensional VECM is specified for the respective 17 companies:
where, ε 1 and ε 2 are i. is evident in 6 cases; the reverse holds for 5 cases. Both coefficients are correctly signed and significant in 6 cases. At first glance, and according to the significance and correctly signed factor loadings, it seems that both markets contribute almost equally to price discovery.
<Table 8 about here>
More formally, Gonzalo and Granger (1995) , and Hasbrouck (1995) , introduced two alternative measures of a single market contribution to price discovery. Gonzalo and Granger's (GG) measure is based on the ratio between the two factor loadings, defined as
In our case, the higher the GG measure, the higher the stock market contribution (the lower the CDS market contribution) to price discovery. Nevertheless, the GG measure may sometimes exceed 1 or be below 0. If GG  1, then the stock market clearly dominates the CDS market in price discovery. For GG  1 the inverse situation holds. In the case of the 17 examined entities, the GG measure supports CDS market leadership for 11 companies, whereas the reverse appears to be true for only six companies. Furthermore, the average GG measure for all the companies we consider is 0.48, suggesting a slight dominance of the CDS market in price discovery during the entire 2002-2004 sample period.
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Alternatively, Hasbrouck (1995) proposed the model of information shares, which assumes that the market that contributes more to the variance of innovations in the implicit unobservable efficient price (i.e. the common factor implied by cointegration)
is informationally dominant and contributes more to price discovery. The information share of a given market is therefore determined by the proportion of the innovation variance that can be attributed to that market. When innovations are correlated,
Hasbrouck suggests lower (HL) and upper (HU) limits for market shares: ,
where σ 1 , σ 2 , and σ 12 , are the elements of the variance-covariance matrix of the residuals from the VECM specification. The mid-Hasbrouck measure (HM), calculated at the midpoint of the lower and upper bound, is usually taken as an adequate measure of a single market contribution to price discovery (Baillie et al, 2002) . According to this measure, the stock market dominates in 10 cases, the CDS market dominates in 7 cases, and the average for all the entities examined amounts to 0.55, signifying a slight dominance of the stock market in price discovery.
Contrasting average GG and HM measures over the entire sampling period implies that both markets contribute approximately equally to price discovery; both measures are close to 0.5, and no clear conclusion can be made regarding which of the markets is more informationally efficient. Repeating the same exercise in a timevarying context, however, provides a more detailed picture of the price discovery process. Half-yearly loadings for each company and period, reported in Table 9 , are estimated by imposing the entire sample cointegrating vector to the restricted time 
Granger causality
For the sub-sample of 77 entities that either do not have unit roots, or for which the cointegration is rejected, the VECM approach is not valid. Price leadership is tested in these cases by the presence of Granger causality in a VAR model of the form:
where ε 1 and ε 2 are i.i.d. error terms, and p is the number of lags determined according to the Schwarz Information Criterion. The Granger Causality Test is not aimed at revealing the causality pattern between the considered series, but does yield information regarding the price formation dynamics and information precedence. It actually tests whether coefficients of the lagged changes in CDS spread levels are statistically significant, and help in the explanation of the current changes in ICSs (and vice versa).
F-statistics for the corresponding Wald Tests are presented in Table 10 . The null hypothesis that changes in ICSs do not Granger-cause changes in CDS spreads is rejected at the 95% significance level for 47 companies (61.04% of the sub-sample of 77 names). In contrast, the null hypothesis that changes in CDS spreads do not
Granger-cause changes in ICSs is rejected for only 16 companies (20.78%).
Furthermore, a one-way influence of the stock market (ICS do Granger-cause CDS, but CDS do not Granger-cause ICS) is detected for 36 companies, whereas the opposite is true just for 5 entities. Overall, it seems that lagged changes in ICSs are important in explaining current changes in CDS spreads more often than the other way around, which may suggest the dominance of the stock market in credit risk discovery over the entire 2002-2004 sampling period. These results are not surprising; the literature has already uncovered similar patterns when considering stock returns (Norden and Weber, 2009 In order to determine if these findings are stable over time, we perform the same analysis by natural half-yearly periods; Results are presented in Table 11 . Again, the null hypothesis -ICS do not Granger-cause CDS -is rejected more frequently than vice versa. The informational precedence of the stock market, however, appears to diminish over the period considered (measured by the proportion of the null hypothesis rejections in the total number of examined companies), in line with results from the VECM analysis.
<Table 11 about here>
Factors underlying credit risk discovery
In this section, we extend previous analysis by investigating factors that may influence the informational dominance of the stock and CDS markets. As we have shown, the relative contribution of these markets to credit risk discovery differs not only between companies, but also within the same company across different periods. Thus, we depart from results obtained in the analysis of half-yearly periods.
Regarding potential factors, and in the light of the existing literature and our own findings, we consider the following: liquidity of the CDS and stock markets, credit quality of the reference entity, presence of significant negative shocks, and time period. A detailed description follows.
CDS percentage bid-ask spread.
Liquidity is an obscure concept and there is no one, universally accepted liquidity measure. The literature has considered many different alternatives, with the percentage bid-ask spread being one of the most commonly used. We therefore use the average percentage bid-ask spread (calculated relative to the mid quote) over the corresponding half-yearly period. It appears natural to presume that the higher the CDS market liquidity, the higher its contribution to credit risk discovery. As a result, we expect a negative relationship between this illiquidity measure and the CDS market leadership.
Stock turnover ratio.
Turnover ratio shows how actively the stock is being traded.
It is defined as the number of shares traded, adjusted by the number of shares outstanding -the turnover volume over market capitalization. This proxy for the stock market liquidity seems suitable for our international sample, as it is a unitless measure that allows direct comparison over time and geographical regions.
Following the notion that the more actively the stock is being traded, the more information revelation should occur in the stock market, we expect a positive relationship between this liquidity measure and the stock market leadership. For a single half-yearly observation, we use the average turnover ratio over the corresponding half-yearly period.
Relative frequency of adverse shocks. CDS contracts, as a form of insurance, are subject to moral hazard and asymmetric information risk, especially considering that major participants in the market are primarily insiders (banks, insurance companies, hedge funds). Acharya and Johnson (2007) have shown that information revelation in the CDS market is asymmetric, consisting exclusively of bad news. Accordingly, we expect that the information share of the CDS market will be positively related to the presence of negative and severe credit events. In line with previous study, we approximate the severity of credit deterioration by the relative frequency of adverse shocks, defined as the number days with an increase in the CDS level of more than 50 bp relative to the total number of days within the specific half-yearly period.
Credit condition. We have already seen that the lower the credit quality of the underlying reference entity, the higher the strength of the relationship between the stock and CDS markets. It seems suitable to test if the overall credit risk level also affects the relative informational dominance of considered markets. In order to achieve higher robustness in the results, we perform three alternative analyses using rating, mean CDS spread level, and a dummy variable that takes the value of Table 12 shows the correlation matrix between relevant variables. In the first stage of the analysis, we consider only companies for which a cointegration relationship between ICS and CDS series has been detected. Results from the analysis of halfyearly periods provide estimates of information shares for 92 firm-period observations. Although both GG and Hasbrouck's measures are commonly used in the literature (e.g. Blanco et al., 2005) , the GG measure may fall out of the 0-1 range, and is completely determined by the estimated factor loadings. In contrast,
Hasbrouck's measures are, by definition, always in the 0-1 range, simultaneously accounting for the variance-covariance matrix of the VECM residuals and, consequently, containing more information. Following Baillie et al. (2002) , in the remainder of the study we use only the mean of the upper and lower Hasbrouck bounds (HM). Table 14 . It seems that, despite its parsimony, the proposed econometric framework is capable of revealing significant determinants of information shares. To be precise, the set of factors considered explains approximately 30% of the variation in HM information shares. The information share of the stock market proves to be significantly influenced by the stock turnover ratio, the credit condition of the underlying reference entity, and the relative frequency of negative shocks. As expected, an increase in the stock turnover ratio implies a higher information share for the stock market. Rating, expressed numerically (i.e. a higher credit quality corresponds to a higher numerical score), seems to have a negative effect on the stock market share. This finding is corroborated with a significant positive influence of the CDS level. Finally, and consistent with the initial hypothesis, the presence of credit deterioration shocks positively influences the information share of the CDS market. The coefficients for the remaining regressors are not statistically significant.
<Table 14 about here>
For the sub-sample of 77 companies for which unit roots are not simultaneously detected in ICS and CDS spread series, or for which a cointegration relationship is not supported by the Johansen Cointegration Test, we replicate the analysis in an ordered probit framework. Results from Granger Causality Tests actually allow us to define a discrete dependent variable, and make the distinction between three naturally ordered, mutually exclusive states: Estimates from ordered probit regressions, performed on the basis of 388 halfyearly observations, are presented in Table 15 . As the results show, the likelihood ratio statistics (LR) are highly significant, whereas the Pseudo-R 2 ranges from 0.056 to 0.080. 20 At first glance, some of the regression coefficients seem puzzling, when either the credit rating or a dummy variable for the mean CDS spread level above 100 bp are used as a proxy for credit condition. The CDS percentage bid-ask spread appears to be negatively related to the probability of stock market leadership, whereas credit condition exhibits weak (dummy) or null (rating)
significance. It is noteworthy that a poorer credit condition and a higher CDS percentage bid-ask spread are negatively related in our sample (see Table 12 ), a result already documented by Chen, et al. (2005) . We provide empirical evidence that allows for several conclusions. First, credit risk discovery in the stock and CDS markets is a dynamic process. Although our results do not contradict the leading role of the stock market documented in previous studies, we do find a downward trend in this pattern over the period considered.
Second, the relative informational dominance of the stock market is significantly influenced by the overall credit condition of the reference entity. The probability of the stock market leading credit risk discovery increases with the level of credit risk, as does the strength of the relationship between the two markets. Yet, consistent with the argument of insider trading in the market for credit derivatives, the probability of the CDS market leading credit risk discovery is positively related to the presence of severe credit deterioration shocks.
Credit Risk Discovery in the Stock and CDS Markets: Who Leads, When, and Why?
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Appendix The Forte (2008) Methodology
The market value of total assets, V, is assumed to evolve according to the continuous diffusion process
where  is the expected rate of return on asset value,  is the fraction of the asset value paid out to investors,  is the asset return volatility, and z is a standard Brownian motion. Default occurs whenever V reaches a specific critical point B V , defined in this case as a fraction  of the nominal value of the total debt P. With this modification of the original Leland and Toft (1996) model, at any t, the value of a bond with maturity  , principal    p , and coupon    c , will be expressed as:
where r is the risk-free rate,   1 , 0   represents the bankruptcy costs, and
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The total value of the debt   t V D , will be equal to the sum of all individual bonds outstanding. Accordingly, for N issued bonds with i  being the maturity of the i-th bond, the total value of debt will be:
Finally, the total market value of the equity   t V S , will be expressed as:
is the value of the total debt when bankruptcy costs equal zero.
This expression follows from the reasoning that the presence of bankruptcy costs affects only creditors.
Credit Spread Estimation
The theoretical credit spread at time t is determined as the premium from issuing at par value a hypothetical bond with the same maturity as the corresponding CDS In order to determine  
, it is assumed that at each point t, the company has 10 bonds: one with a maturity of one year and face value equal to t STL , and nine with maturities from 2 to 10 years, each with a face value equal to 1/9 of t LTL . The coupon of each bond is determined as the fraction of t IE proportional to the weight of its face value relative to the face value of total debt. The risk-free rate for each bond is fixed according to the swap rate for the corresponding maturity. The process is repeated until convergence is achieved.
In line with Leland (2004) , bankruptcy costs are assumed constant and equal to Measures of discrepancy are reported by period, region, and rating. ADF unit root tests are performed for the three possible alternatives: without constant and trend in the series, with constant and without trend, and with constant and trend. Reported ADF test statistics correspond to the model with the lowest Schwarz Information Criterion, where the number of lags is determined according to the Akaike Information Criterion. *** indicates significance at the 1% level, ** indicates significance at the 5% level, and * indicates significance at the 10% level. Panel A lists the companies for which the presence of unit roots is rejected at the 95% level for at least one series.
Panel B lists the companies for which the ADF test shows I(1) for both series simultaneously. 
