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NON-COMMUTATIVE f-DIVERGENCE FUNCTIONAL
MOHAMMAD SAL MOSLEHIAN AND MOHSEN KIAN
Abstract. We introduce the non-commutative f -divergence functional Θ(A˜, B˜) :=∫
T
B
1
2
t
f
(
B
−
1
2
t
AtB
−
1
2
t
)
B
1
2
t
dµ(t) for an operator convex function f , where A˜ = (At)t∈T
and B˜ = (Bt)t∈T are continuous fields of Hilbert space operators and study its prop-
erties. We establish some relations between the perspective of an operator convex
function f and the non-commutative f -divergence functional. In particular, an op-
erator extension of Csisza´r’s result regarding f -divergence functional is presented.
As some applications, we establish a refinement of the Choi–Davis–Jensen operator
inequality, obtain some unitarily invariant norm inequalities and give some results
related to the Kullback–Leibler distance.
1. Introduction and Preliminaries
Let B(H ) be the algebra of all bounded linear operators on a complex Hilbert space
H and I denote the identity operator. If dimH = n, we identify B(H ) with the
algebra Mn(C) of all n × n matrices with entries in the complex number field C. An
operator A is said to be positive (denoted by A ≥ 0) if 〈Ax, x〉 ≥ 0 for all vectors
x ∈ H . If, in addition, A is invertible, then it is called strictly positive (denoted by
A > 0). By A ≥ B we mean that A − B is positive, while A > B means that A − B
is strictly positive. A map Φ on B(H ) is called positive if Φ(A) ≥ 0 for each A ≥ 0.
An operator C is called an isometry if C∗C = I, a contraction if C∗C ≤ I and an
expansive operator if C∗C ≥ I.
A continuous real valued function f defined on an interval J is said to be operator
convex if
f(λA+ (1− λ)B) ≤ λf(A) + (1− λ)f(B),
for all self-adjoint operators A,B with spectra contained in J and any λ ∈ [0, 1]. If −f
is operator convex, then f is said to be operator concave. Let J1 and J2 be two real
intervals. A jointly operator convex function is a function f defined on J1 × J2 such
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that
f(λ(A,B) + (1− λ)(C,D)) ≤ λf(A,B) + (1− λ)f(C,D),
for all self-adjoint operators A,C with spectra contained in J1, all self-adjoint operators
B,D with spectra contained in J2 and all λ ∈ [0, 1]; see e.g. [16] for the definition of
f(A,B).
The Jensen operator inequality, due to Hansen and Pedersen states that f : J → R
is operator convex if and only if
f(C∗AC) ≤ C∗f(A)C, (1.1)
for any isometry C and any self-adjoint operator A with spectrum contained in J ,
see [10] for various equivalent assertions. If 0 ∈ J and f(0) ≤ 0, then f is operator
convex on J if and only if (1.1) holds for any contraction C. Some other various
characterizations of operator convexity can be found in [10, Chapter 1]; see also [18, 19]
and references therein.
The Choi–Davis–Jensen inequality states that if f is operator convex, then
f(Φ(A)) ≤ Φ(f(A)), (1.2)
for any unital positive linear map Φ and any self-adjoint operator A, whose spectrum
is contained in the domain of f ; see [20] for a characterization for the case of equality.
An extension of this significant inequality reads as follows.
Theorem A. [17] Let f be an operator convex function on J and Φ1, · · · ,Φn be positive
linear maps on B(H ) with
∑n
i=1Φi(I) = I. Then
f
(
n∑
i=1
Φi(Ai)
)
≤
n∑
i=1
Φi(f(Ai)), (1.3)
for all self-adjoint operators Ai (i = 1, · · · , n) with spectra contained in J . In partic-
ular,
f
(
n∑
i=1
C∗i AiCi
)
≤
n∑
i=1
C∗i f(Ai)Ci, (1.4)
whenever
∑n
i=1C
∗
i Ci = I.
Let T be a locally compact Hausdorff space and A be a C∗-algebra of Hilbert space
operators. A field (At)t∈T of operators in A is said to be continuous if the function
t 7→ At is norm continuous on T . Moreover, If µ is a Radon measure on T and the
function t 7→ At is integrable on T , then the Bochner integral
∫
T
Atdµ(t) is defined to
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be the unique element of A with the property that
ρ
(∫
T
Atdµ(t)
)
=
∫
T
ρ(At)dµ(t),
for any linear functional ρ in the norm dual A∗ of A.
Furthermore, let A and B be C∗-algebras of operators. A field (Φt)t∈T : A → B of
positive linear maps is said to be continuous if the function t 7→ Φt(A) is continuous on
T for every A ∈ A. If the C∗-algebras A and B are unital and the function t 7→ Φt(I)
is integrable on T with integral I, then we say that the field (Φt)t∈T is unital.
The following result, is the Jensen operator inequality for continuous fields of oper-
ators.
Theorem B. [11] Let f be an operator convex function defined on an interval J , and
let A and B be unital C∗-algebras. If (Φt)t∈T : A→ B is a unital field of positive linear
maps defined on a locally compact Hausdorff space T with a bounded Radon measure
µ, then
f
(∫
T
Φt(At)dµ(t)
)
≤
∫
T
Φt(f(At))dµ(t), (1.5)
for every norm bounded continuous field (At)t∈T of self-adjoint operators in A with
spectra contained in J .
Let f be a convex function on a convex set K ⊆ R. Following [12], the perspective
function g associated to f is defined on the set {(x, y) : y > 0 and x
y
∈ K} by
g(x, y) := yf
(
x
y
)
.
As an operator extension of the perspective function, Effros [9] introduced the per-
spective function of an operator convex function f by
g(L,R) := Rf
(
L
R
)
,
for commuting strictly positive operators L and R and proved the following notable
theorem.
Theorem C. [9] If f is operator convex, when restricted to the commuting strictly
positive operators, then the perspective function (L,R) 7→ g(L,R) = Rf
(
L
R
)
is jointly
operator convex.
He also extended the generalized perspective function, defined by Mare´chal [14, 15]
to operators. Given continuous functions f and h and commuting strictly positive
operators L and R, Effros defined the operator extension of the generalized perspective
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function by
(f∆h)(L,R) := h(R)f
(
L
h(R)
)
,
and proved the following assertion.
Theorem D. If f is operator convex with f(0) ≤ 0 and h is operator concave with
h > 0, then f∆h is jointly convex on commuting strictly positive operators.
The authors of [8] extended Effros results by removing the restriction to commuting
operators and proved analogue results to Theorem C and Theorem D.
An interesting study of such functions for operators was introduced by Kubo and
Ando. They considered the case where f is an operator monotone function and es-
tablished a relation between the operator monotone functions and the operator means
(see [10, Chapter 5]).
One of the most principal matters in applications of probability theory is to find a
suitable measure between two probability distributions. Many kinds of such measures
have been studied and applied in several fields such as signal processing, genetics and
economics. One of the most famous of such measures is the Csisza´r f -divergence
functional, which includes several measures.
For a convex function f : [0,∞) → R, Csisza´r [4, 5] introduced the f -divergence
functional by
If (p˜, q˜) :=
n∑
i=1
qif
(
pi
qi
)
, (1.6)
for positive n-tuples p˜ = (p1, · · · , pn) and q˜ = (q1, · · · , qn), in which undefined expres-
sions were interpreted by
f(0) = lim
t→0+
f(t), 0f
(
0
0
)
= 0, 0f
(p
0
)
= lim
ǫ→0+
f
(p
ǫ
)
= p lim
t→∞
f(t)
t
.
Also Csisza´r and Ko¨rner [6] obtained the following result.
Theorem E. If f : [0,∞)→ R is convex, then If(p˜, q˜) is jointly convex in p˜ and q˜
and
n∑
i=1
qif
(∑n
i=1 pi∑n
i=1 qi
)
≤ If(p˜, q˜) (1.7)
for all positive n-tuples p˜ = (p1, · · · , pn), q˜ = (q1, · · · , qn).
A series of results and inequalities related to f -divergence functionals can be found
in [1, 3, 7, 13].
The paper is organized as follows. In section 2, we introduce an operator extension
of f -divergence functional for an operator convex function f , which is more general
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than the perspective function associated to f . We give some properties of our non-
commutative f -divergence functional and establish its relationship to the perspective of
f . In particular, an operator extension of (1.7) is presented. In section 3, we provide
some applications for our results. More precisely, a refinement of the Choi–Davis–
Jensen operator inequality is obtained, some unitarily invariant norm inequalities are
presented and some results related to the Kullback–Leibler distance are given.
2. Non-commutative f-divergence functionals
Throughout this section, assume that T is a locally compact Hausdorff space with a
bounded Radon measure µ and A and B are C∗-algebras of Hilbert space operators.
Assume that A˜ = (At)t∈T and B˜ = (Bt)t∈T are continuous fields of self-adjoint and
strictly positive operators in A, respectively, and (Φt)t∈T : A → B is a unital field of
positive linear maps. Furthermore, when T is the finite set {1, · · · , n} and µ is the
counting measure, suppose that L˜ = (L1, · · · , Ln) and R˜ = (R1, · · · , Rn) are n-tuples
of self-adjoint and strictly positive operators on a Hilbert space H , respectively, and
(Φ1, · · · ,Φn) is an n-tuple of positive linear maps on B(H ).
Let f : [0,∞) → R be a convex function. The perspective function g associated to
f is defined by
g(L,R) := R
1
2 f(R−
1
2LR−
1
2 )R
1
2 ,
where L is a self-adjoint operator and R is a strictly positive operator on a Hilbert
space H . In [8] it is shown that f is operator convex if and only if g is jointly
operator convex. We consider a more general case. Let us define the non-commutative
f -divergence functional Θ by
Θ(A˜, B˜) :=
∫
T
B
1
2
t f
(
B
−
1
2
t AtB
−
1
2
t
)
B
1
2
t dµ(t). (2.1)
Hence, in the discrete case Θ is defined by
Θ(L˜, R˜) =
n∑
i=1
R
1
2
i f(R
− 1
2
i LiR
− 1
2
i )R
1
2
i . (2.2)
By the same argument as in [8], it is easy to see that Θ is jointly operator convex if
and only if f is operator convex. In the sequel, we study some properties of Θ and
establish some relations between Θ and g. The following result is an extension of (1.7).
Theorem 2.1. Let f be an operator convex function, and g be the corresponding per-
spective function. Then
g(A,B) ≤ Θ(A˜, B˜), (2.3)
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where A =
∫
T
Atdµ(t) and B =
∫
T
Btdµ(t).
Proof.
f
(
B−
1
2AB−
1
2
)
= f
((∫
T
Bsdµ(s)
)− 1
2
∫
T
Atdµ(t)
(∫
T
Bsdµ(s)
)− 1
2
)
= f
(∫
T
(∫
T
Bsdµ(s)
)− 1
2
At
(∫
T
Bsdµ(s)
)− 1
2
dµ(t)
)
= f
(∫
T
(∫
T
Bsdµ(s)
)− 1
2
B
1
2
t
(
B
− 1
2
t AtB
− 1
2
t
)
B
1
2
t
(∫
T
Bsdµ(s)
)− 1
2
dµ(t)
)
≤
∫
T
(∫
T
Bsdµ(s)
)− 1
2
B
1
2
t f
(
B
− 1
2
t AtB
− 1
2
t
)
B
1
2
t
(∫
T
Bsdµ(s)
)− 1
2
dµ(t)
( by the Jensen operator inequality (1.5))
=
(∫
T
Bsdµ(s)
)− 1
2
∫
T
B
1
2
t f
(
B
− 1
2
t AtB
− 1
2
t
)
B
1
2
t dµ(t)
(∫
T
Bsdµ(s)
)− 1
2
= B−
1
2Θ(A˜, B˜)B−
1
2 ,
whence we obtain the desired inequality (2.3). 
Corollary 2.2. Let f be an operator convex function and g be the perspective function
of f . Then
(i) The perspective function g of an operator convex function f is sub-additive.
More general,
g
(
n∑
i=1
Li,
n∑
i=1
Ri
)
≤
n∑
i=1
g(Li, Ri) . (2.4)
(ii) f (
∑n
i=1 Li) ≤
∑n
i=1 g(Li, Ri), whenever
∑n
i=1Ri = I.
Let T1 and T2 be disjoint locally compact Hausdorff spaces and T = T1 ∪ T2. The
following refinement of (2.3) holds.
Corollary 2.3. Let g be the perspective function of an operator convex function f .
Then
2g
(
1
2
(A,B)
)
≤ g(AT1, BT1) + g(AT2, BT2) ≤ Θ(A˜, B˜), (2.5)
where A =
∫
T
Atdµ(t), B =
∫
T
Btdµ(t), AT1 =
∫
T1
Atdµ(t) and BT1 =
∫
T1
Btdµ(t).
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Proof. Since (A,B) = (AT1 , BT1) + (AT2 , BT2), the first inequality of (2.5) follows from
the joint convexity of g. The second inequality follows immediately from Theorem
2.1. 
Theorem 2.4. Let Lij and Rij (1 ≤ i, j ≤ n) be self-adjoint and strictly positive
operators, respectively, and let pj (1 ≤ j ≤ n) be positive numbers. If f is operator
convex, then
n∑
i=1
g(Li, Ri) ≤
n∑
i=1
piΘ(L˜
i, R˜i),
where Li =
∑n
j=1 pjLij, Ri =
∑n
j=1 pjRij, L˜
i = (Li1, · · · , Lin), R˜
i = (Ri1, · · · , Rin).
Proof. Using (2.3) for Ai and Bi (1 ≤ i ≤ n) we obtain
g(Li, Ri) = R
1
2
i f
(
R
−
1
2
i LiR
−
1
2
i
)
R
1
2
i ≤ Θ(pL˜
i, pR˜i), (1 ≤ i ≤ n), (2.6)
where pA˜i = (p1Ai1, · · · , pnAin) and pB˜
i = (p1Bi1, · · · , pnBin). In addition,
Θ(pL˜i, pR˜i) =
n∑
j=1
(pjRij)
1
2f
(
(pjRij)
− 1
2 (pjLij)(pjRij)
− 1
2
)
(pjRij)
1
2
=
n∑
j=1
pjR
1
2
ijf(R
− 1
2
ij LijR
− 1
2
ij )R
1
2
ij . (2.7)
Summing (2.6) over i we get
n∑
i=1
g(Li, Ri) ≤
n∑
i=1
Θ(pL˜i, pR˜i)
=
n∑
i=1
n∑
j=1
pjR
1
2
ijf(R
− 1
2
ij LijR
− 1
2
ij )R
1
2
ij (by (2.7))
=
n∑
j=1
pj
n∑
i=1
R
1
2
ijf(R
− 1
2
ij LijR
− 1
2
ij )R
1
2
ij
=
n∑
j=1
pjΘ(L˜
i, R˜i).

For continuous functions f and h and commuting matrices L and R, Effros [9] defined
the function (L,R) 7→ (f∆h)(L,R) by
(f∆h)(L,R) := f
(
L
h(R)
)
h(R).
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He also proved that if f is operator convex with f(0) ≤ 0 and h is operator concave
with h > 0, then f∆h is jointly operator convex. In [8], definition and properties of
f∆h were naturally given for two not necessarily commuting self-adjoint operators.
Let f and h be continuous real valued functions defined on an interval J and µ be
a probability measure on T . As a generalization of f∆h, we define f∇h by
(f∇h)(A˜, B˜) :=
∫
T
h(Bt)
1
2f
(
h(Bt)
− 1
2Ath(Bt)
− 1
2
)
h(Bt)
1
2dµ(t).
It is not hard to see that f is operator convex with f(0) ≤ 0 and h is operator concave
with h > 0 if and only if f∇h is jointly operator convex.
The next result, is a Choi–Davis–Jensen type inequality for f∆h.
Theorem 2.5. Let f be an operator convex function with f(0) ≤ 0 and h be an operator
concave function with h > 0. If
∫
T
Φt(I)dµ(t) ≤ I, then
(f∆h)
(∫
T
Φt(At)dµ(t),
∫
T
Φt(Bt)dµ(t)
)
≤
∫
T
Φt((f∆h)(At, Bt))dµ(t). (2.8)
In particular, if g is the perspective function of f , then
g
(∫
T
Φt(At)dµ(t),
∫
T
Φt(Bt)dµ(t)
)
≤
∫
T
Φt(g(At, Bt))dµ(t), (2.9)
where Bt is strictly positive for any t ∈ T .
Proof. Let (Bt)t∈T be a continuous filed of self-adjoint operators. Define the field of
positive linear maps Ψt : A→ B by
Ψt(X) = h
(∫
T
Φt(Bt)dµ(t)
)− 1
2
Φt
(
h(Bt)
1
2Xh(Bt)
1
2
)
h
(∫
T
Φt(Bt)dµ(t)
)− 1
2
.
Since h is operator concave, h > 0 and
∫
T
Φt(I)dµ(t) ≤ I, we have∫
T
Φt(h(Bt))dµ(t) ≤ h
(∫
T
Φt(Bt)dµ(t)
)
.
Therefore
∫
T
Ψt(I)dµ(t) =
∫
T
h
(∫
T
Φt(Bt)dµ(t)
)− 1
2
Φt(h(Bt))h
(∫
T
Φt(Bt)dµ(t)
)− 1
2
≤ I.
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Put C =
∫
T
Φt(Bt)dµ(t). We have
(f∆h)
(∫
T
Φt(At)dµ(t),
∫
T
Φt(Bt)dµ(t)
)
= h(C)
1
2 f
(
h(C)−
1
2
∫
T
Φt(At)dµ(t) h(C)
− 1
2
)
h(C)
1
2
= h(C)
1
2 f
(∫
T
h(C)−
1
2 Φt(At) h(C)
− 1
2dµ(t)
)
h(C)
1
2
= h(C)
1
2 f
(∫
T
Ψt
(
h(Bt)
− 1
2 At h(Bt)
− 1
2
)
dµ(t)
)
h(C)
1
2
≤ h(C)
1
2
∫
T
Ψt
(
f
(
h(Bt)
− 1
2 At h(Bt)
− 1
2
))
dµ(t)h(C)
1
2
(by the Jensen operator inequality (1.5))
=
∫
T
Φt((f∆h)(At, Bt))dµ(t),
which gives rise to (2.8). 
As special cases of Theorem 2.5 we have the following result.
Corollary 2.6. Let f be an operator convex function with f(0) ≤ 0 and h be an
operator concave function with h > 0. If Φ is a positive linear map on B(H ) with
Φ(I) ≤ I, then
(f∆h) (Φ(A),Φ(B)) ≤ Φ((f∆h)(A,B)), (2.10)
for all self-adjoint operators A,B. In particular, if g is the perspective function asso-
ciated to f , then
g (Φ(A),Φ(B)) ≤ Φ(g(A,B)), (2.11)
for any self-adjoint operator A and any strictly positive operator B.
Example 2.7. Let Φ be a positive linear map on B(H ). Applying Corollary 2.6 to
the operator convex function f(t) = tβ (−1 ≤ β ≤ 0 or 1 ≤ β ≤ 2) and the operator
concave function h(t) = tα (0 ≤ α ≤ 1), we obtain
Φ(B)
α
2
(
Φ(B)−
α
2Φ(A)Φ(B)
−α
2
)β
Φ(B)
α
2 ≤ Φ
(
B
α
2
(
B−
α
2AB−
α
2
)β
B
α
2
)
. (2.12)
In particular, for α = 1
2
and β = −1, inequality (2.12) gives rise to
Φ(B)
1
2Φ(A)−1Φ(B)
1
2 ≤ Φ
(
B
1
2A−1B
1
2
)
.
Note that with α = 1 and β = −1, inequality (2.12) gives rise to the known inequality
Φ(B)Φ(A)−1Φ(B) ≤ Φ
(
BA−1B
)
.
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Corollary 2.8. Let f be an operator convex function with f(0) ≤ 0 and h be an
operator concave function with h > 0. Then
(f∆h) (〈Ax, x〉, 〈Bx, x〉) ≤ 〈(f∆h)(A,B)x, x〉,
for all self-adjoint operators A,B ∈ B(H ) and all unit vectors x ∈ H . In particular,
if g is the perspective function of f , then
g (〈Ax, x〉, 〈Bx, x〉) ≤ 〈g(A,B)x, x〉, (2.13)
for any self-adjoint operator A ∈ B(H ), any strictly positive operator B ∈ B(H ) and
any unit vector x ∈ H .
Theorem 2.9. Let f1 and f2 be operator convex functions with f1(0) ≤ 0 and f2(0) ≤ 0
and let h be an operator concave function with h > 0. The following assertions are
equivalent:
(1) f1 ≤ f2;
(2) (f1∆h)
(∫
T
Φt(At)dµ(t),
∫
T
Φt(Bt)dµ(t))
)
≤
∫
T
Φt((f2∆h)(At, Bt))dµ(t) for all
unital fields (Φt)t∈T and all continuous fields of operators (At)t∈T and (Bt)t∈T ;
(3) f1
(∫
T
Φt(At)dµ(t)
)
≤
∫
T
Φt(f2(At))dµ(t) for all continuous fields of operators
(At)t∈T .
Proof. (1)⇒ (2) Let f1 ≤ f2 and (Bt)t∈T be a continuous field of self-adjoint operators
in A. Let C =
∫
T
Φt(Bt)dµ(t). Define the field of positive linear maps (Ψt)t∈T : A→ B
by
Ψt(X) = h(C)
− 1
2Φt
(
h(Bt)
1
2Xh(Bt)
1
2
)
h(C)−
1
2 .
It follows from the operator concavity of h and h > 0 that∫
T
Φt(h(Bt))dµ(t) ≤ h
(∫
T
Φt(Bt)dµ(t)
)
.
Therefore ∫
T
Ψt(I)dµ(t) =
∫
T
h(C)−
1
2Φt(h(Bt))h(C)
−
1
2 ≤ I.
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Hence
(f1∆h)
(∫
T
Φt(At)dµ(t),
∫
T
Φt(Bt)dµ(t))
)
= h(C)
1
2 f1
(
h(C)−
1
2
∫
T
Φt(At)dµ(t)h(C)
−
1
2
)
h(C)
1
2
= h(C)
1
2 f1
(∫
T
Ψt
(
h(Bt)
− 1
2Ath(Bt)
− 1
2
)
dµ(t)
)
h(C)
1
2
≤ h(C)
1
2f2
(∫
T
Ψt
(
h(Bt)
− 1
2Ath(Bt)
− 1
2
)
dµ(t)
)
h(C)
1
2
≤ h(C)
1
2
∫
T
Ψt
(
f2
(
h(Bt)
− 1
2Ath(Bt)
− 1
2
))
h(C)
1
2
(by the Jensen operator inequality (1.5))
=
∫
T
Φt((f2∆h)(At, Bt)).
(2)⇒ (3) Let h(t) = t. Then
f1
(∫
T
Φt(At)dµ(t)
)
= (f1∆h)
(∫
T
Φt(At)dµ(t),
∫
T
Φt(I)dµ(t)
)
≤
∫
T
Φt((f2∆h)(At, I))dµ(t) =
∫
T
Φt(f2(At))dµ(t).
(3)⇒ (1) Putting T = {1} and Φ1(A) = A in (3) we get (1). 
Applying the theorem above to h(t) = t we get the following result.
Corollary 2.10. Let f1 and f2 be operator convex functions and g1 and g2 be the
corresponding operator perspective functions, respectively. The following assertions are
equivalent:
(1) f1 ≤ f2,
(2) g1 (Φ(A),Φ(B)) ≤ Φ(g2(A,B)) for any unital positive linear map Φ on B(H ),
any self-adjoint operator A ∈ B(H ) and any strictly positive operator B ∈
B(H ).
(3) f1(Φ(A)) ≤ Φ(f2(A)) for any unital positive linear map Φ on B(H ) and any
self-adjoint operator A ∈ B(H ).
In the next theorem, we establish a relation between two functions f∆h and f∇h.
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Theorem 2.11. Let f be an operator convex function with f(0) ≤ 0 and h be an
operator concave function with h > 0. If µ is a probability measure on T , then
(f∆h)(A,B) ≤ (f∇h)(A˜, B˜), (2.14)
where A =
∫
T
Atdµ(t) and B =
∫
T
Btdµ(t).
Proof.
f
(
h(B)−
1
2Ah(B)−
1
2
)
= f
(
h
(∫
T
Bsdµ(s)
)− 1
2
(∫
T
Atdµ(t)
)
h
(∫
T
Bsdµ(s)
)− 1
2
)
= f
(∫
T
h
(∫
T
Bsdµ(s)
)− 1
2
Ath
(∫
T
Bsdµ(s)
)− 1
2
dµ(t)
)
= f
( ∫
T
h
(∫
T
Bsdµ(s)
)− 1
2
h(Bt)
1
2
(
h(Bt)
− 1
2Ath(Bt)
− 1
2
)
h(Bt)
1
2h
(∫
T
Bsdµ(s)
)− 1
2
dµ(t)
)
.
(2.15)
Since h is operator concave,∫
T
h(Bt)dµ(t) ≤ h
(∫
T
Btdµ(t)
)
.
So, (2.15), the operator convexity of f and f(0) ≤ 0 imply that
f
(
h(B)−
1
2Ah(B)−
1
2
)
= f
(∫
T
h(B)−
1
2h(Bt)
1
2
(
h(Bt)
− 1
2Ath(Bt)
− 1
2
)
h(Bt)
1
2h(B)−
1
2dµ(t)
)
≤
∫
T
h(B)−
1
2h(Bt)
1
2 f
(
h(Bt)
− 1
2Ath(Bt)
− 1
2
)
h(Bt)
1
2h(B)−
1
2dµ(t)
= h(B)−
1
2
∫
T
h(Bt)
1
2 f
(
h(Bt)
− 1
2Ath(Bt)
− 1
2
)
h(Bt)
1
2dµ(t) h(B)−
1
2
= h(B)−
1
2 (f∇h)(A˜, B˜)h(B)−
1
2 ,
whence we get the required inequality (2.14). 
In the discrete case, assume that p˜ = (p1, · · · , pn) and q˜ = (q1, · · · , qn) are probability
distributions. In this case let us define f∇h by
(f∇h)(L˜, R˜, p˜, q˜) =
n∑
i=1
pih(qiRi)
1
2 f
(
h(qiRi)
− 1
2Lih(qiRi)
− 1
2
)
h(qiRi)
1
2 .
Note that with p1 = q1 = 1 and pi = qi = 0 (i = 2, · · · , n), f∇h = f∆h.
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Remark 2.12. We can generalize (2.10) to f∇h as follows. If f is operator convex with
f(0) ≤ 0, h is operator concave with h > 0, and Φ is a unital positive linear map on
B(H ), then
(f∇h)(Φ˜(L), Φ˜(R), p˜, q˜) ≤ Φ((f∇h)(L˜, R˜, p˜, q˜)),
where Φ˜(L) = (Φ(L1), · · · ,Φ(Ln)) and Φ˜(R) = (Φ(R1), · · · ,Φ(Rn)).
The following result similar to (2.14) may be stated.
Corollary 2.13. Let f be an operator convex function with f(0) < 0 and h be an
operator concave function with h > 0. If p˜ = (p1, · · · , pn) and q˜ = (q1, · · · , qn) are
probability distributions, then
(f∆h)(L,R) ≤ (f∇h)(L˜, R˜, p˜, q˜), (2.16)
where L =
∑n
i=1 piLi, R =
∑n
i=1 qiRi.
The next theorem, gives a bound for the non-commutative f -divergence functional,
when f is differentiable.
Theorem 2.14. Let g and Θ be the perspective function and the non-commutative
f -divergence functional associated to a differentiable operator convex function f , re-
spectively. Then
f(I)
∫
T
Btdµ(t)− f
′(I)
∫
T
(Bt −At)dµ(t) ≤ Θ(A˜, B˜). (2.17)
Proof. It follows from the convexity of f that
f(y)− f(x) ≤ f ′(y)(y − x), (2.18)
for each x, y. Using the functional calculus to (2.18) we obtain
f(I)− f
(
B
− 1
2
t AtB
− 1
2
t
)
≤ f ′(I)
(
I − B
− 1
2
t AtB
− 1
2
t
)
, (2.19)
for each t ∈ T . Multiplying both sides of (2.19) by B
1
2
t and integrating over t we get
f(I)
∫
T
Btdµ(t)−Θ(A˜, B˜) ≤ f
′(I)
∫
T
(Bt − At)dµ(t),
which ensures (2.17). 
Corollary 2.15. If f is operator convex and differentiable and g is the perspective
function of f , then
f(I)
n∑
i=1
Ri − f
′(I)
n∑
i=1
(Ri − Li) ≤
n∑
i=1
g(Li, Ri).
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3. Applications
In this section, we use the results of section 2 to derive some interesting operator
inequalities.
3.1. Refinements of Choi–Davis–Jensen inequality. Let T1 and T2 be disjoint
locally compact Hausdorff spaces, T1 ∪ T2 = T and µ be a bounded Radon measure on
T . As the first application of our result in section 2, we obtain the following refinement
of the Jensen operator inequality (1.5).
Theorem 3.1. Let f be an operator convex function, (At)t∈T be a continuous field of
self-adjoint operators in A, (Φt)t∈T : A → B be a unital field of positive linear maps,
DT1 =
∫
T1
Φt(I)dµ(t) and DT2 =
∫
T2
Φt(I)dµ(t). Then
(i) f
(∫
T
Φt(At)dµ(t)
)
≤ D
1
2
T1
f
(
D
− 1
2
T1
∫
T1
Φt(At)dµ(t)D
− 1
2
T1
)
D
1
2
T1
+D
1
2
T2
f
(
D
− 1
2
T2
∫
T2
Φt(At)dµ(t)D
− 1
2
T2
)
D
1
2
T2
≤
∫
T
Φt(I)
1
2 f
(
Φt(I)
− 1
2Φt(At)Φt(I)
− 1
2
)
Φt(I)
1
2dµ(t)
≤
∫
T
Φt(f(At))dµ(t). (3.1)
(ii)
∫
T
Φt(f(At))dµ(t) − f
(∫
T
Φt(At)dµ(t)
)
≥
∫
T1
Φt(f(At))dµ(t)−D
1
2
T1
f
(
D
− 1
2
T1
∫
T1
Φt(At)D
− 1
2
T1
dµ(t)
)
D
1
2
T1
≥ 0. (3.2)
Proof. (i) Put C1 = D
1
2
T1
and C2 = D
1
2
T2
. Clearly C∗1C1 + C
∗
2C2 = I. It follows from
(1.4) that
D
1
2
T1
f
(
D
− 1
2
T1
∫
T1
Φt(At)dµ(t)D
− 1
2
T1
)
D
1
2
T1
+D
1
2
T2
f
(
D
− 1
2
T2
∫
T2
Φt(At)dµ(t)D
− 1
2
T2
)
D
1
2
T2
= C∗1f
(
C∗1
−1
∫
T1
Φt(At)dµ(t)C
−1
1
)
C1 + C
∗
2f
(
C∗2
−1
∫
T2
Φt(At)dµ(t)C
−1
2
)
C2
≥ f
(∫
T1
Φt(At)dµ(t) +
∫
T2
Φt(At)dµ(t)
)
dµ(t)
= f
(∫
T
Φt(At)dµ(t)
)
,
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which is the first inequality of (3.1). Assume that g is the perspective function of f .
It follows from Theorem 2.1 that
D
1
2
T1
f
(
D
− 1
2
T1
∫
T1
Φt(At)dµ(t)D
− 1
2
T1
)
D
1
2
T1
+D
1
2
T2
f
(
D
− 1
2
T2
∫
T2
Φt(At)dµ(t)D
− 1
2
T2
)
D
1
2
T2
= g
(∫
T1
Φt(At)dµ(t), DT1
)
+ g
(∫
T2
Φt(At)dµ(t), DT2
)
= g
(∫
T1
Φt(At)dµ(t),
∫
T1
Φt(I)dµ(t)
)
+ g
(∫
T2
Φt(At)dµ(t),
∫
T2
Φt(I)dµ(t)
)
≤
∫
T1
g(Φt(At),Φt(I))dµ(t) +
∫
T2
g(Φt(At),Φt(I))dµ(t) (by (2.3))
=
∫
T
g(Φt(At),Φt(I))dµ(t)
=
∫
T
Φt(I)
1
2 f
(
Φt(I)
− 1
2Φt(At)Φt(I)
− 1
2
)
Φt(I)
1
2dµ(t),
whence we get the second inequality of (3.1). For each t ∈ T , let the unital positive
linear map Ψt : A→ B be defined by
Ψt(X) = Φt(I)
− 1
2Φt(X)Φt(I)
− 1
2 .
Since f is operator convex, we have
f
(
Φt(I)
− 1
2Φt(At)Φt(I)
− 1
2
)
= f(Ψt(At))
≤ Ψt(f(At))
= Φt(I)
− 1
2Φt(f(At))Φt(I)
− 1
2 . (3.3)
The last inequality of (3.1) now follows from (3.3).
(ii) Let Ψ be the unital positive linear map defined by
Ψ ((At)t∈T ⊕B) =
∫
T2
Φt(At)dµ(t) +D
1
2
T1
BD
1
2
T1
.
Applying Choi–Davis–Jensen’s inequality (1.2) to Ψ we obtain
f
(∫
T
Φt(At)dµ(t)
)
= f
(∫
T2
Φt(At)dµ(t) +D
1
2
T1
(
D
− 1
2
T1
∫
T1
Φt(At)dµ(t)D
− 1
2
T1
)
D
1
2
T1
)
= f
(
Ψ
(∫
T2
Atdµ(t)⊕D
− 1
2
T1
∫
T1
Φt(At)dµ(t)D
− 1
2
T1
))
≤
∫
T2
Φt(f(At))dµ(t) +D
1
2
T1
f
(
D
− 1
2
T1
∫
T1
Φt(At)dµ(t)D
− 1
2
T1
)
D
1
2
T1
.
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Hence∫
T
Φt(f(At))dµ(t)− f
(∫
T
Φt(At)dµ(t)
)
≥
∫
T
Φt(f(At))dµ(t)−
∫
T2
Φt(f(At))dµ(t)
−D
1
2
T1
f
(
D
− 1
2
T1
∫
T1
Φt(At)dµ(t)D
− 1
2
T1
)
D
1
2
T1
=
∫
T1
Φt(f(At))dµ(t)−D
1
2
T1
f
(
D
−
1
2
T1
∫
T1
Φt(At)dµ(t)D
−
1
2
T1
)
D
1
2
T1
≥ 0.
The last inequality follows from (1.5). 
Assume that Φ1, · · · ,Φn be positive linear maps on B(H ) with
∑n
i=1Φi(I) = I and
A1, · · · , An be self-adjoint operators on H . Applying Theorem 3.1 to T = {1, · · · , n},
T1 ⊆ T , T2 = T − T1 and the counting measure µ, we have the following consequence,
which is a refinement of (1.3).
Corollary 3.2. Let f be an operator convex function, DT1 =
∑
i∈T1
Φi(I) and DT2 =∑
i∈T2
Φi(I). Then
(i) f
(
n∑
i=1
Φi(Ai)
)
≤ D
1
2
T1
f
(
D
− 1
2
T1
∑
i∈T1
Φi(Ai)D
− 1
2
T1
)
D
1
2
T1
+D
1
2
T2
f
(
D
− 1
2
T2
∑
i∈T2
Φi(Ai)D
− 1
2
T2
)
D
1
2
T2
≤
n∑
i=1
Φi(I)
1
2f
(
Φi(I)
− 1
2Φi(Ai)Φi(I)
− 1
2
)
Φi(I)
1
2
≤
n∑
i=1
Φi(f(Ai)); (3.4)
(ii)
n∑
i=1
Φi(f(Ai))− f
(
n∑
i=1
Φi(Ai)
)
≥
∑
i∈T1
Φi(f(Ai))−D
1
2
T1
f
(
D
− 1
2
T1
∑
i∈T1
Φi(Ai)D
− 1
2
T1
)
D
1
2
T1
≥ 0. (3.5)
We give an example to show that all inequalities of (3.4) are sharp. So either (3.1)
or (3.4) is really a refinement of the Choi–Davis–Jensen inequality.
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Example 3.3. Let f(t) = t2, T = {1, 2, 3} and T1 = {1}. Consider the positive linear
maps Φ1,Φ2,Φ3 :M3(C)→M2(C) defined by
Φ1(A) =
1
3
(aij)1≤i,j≤2, Φ2(A) = Φ3(A) =
1
3
(aij)2≤i,j≤3,
where A ∈ M3(C). Clearly Φ1(I3) + Φ2(I3) + Φ3(I3) = I2, where I3 and I2 are the
identity operators in M3(C) and M2(C), respectively. Also DT1 = Φ1(I3) =
1
3
I2 and
DT2 = Φ2(I3) + Φ3(I3) =
2
3
I2. If
A1 = 3
 2 0 10 1 0
1 0 0
 , A2 = 3
 0 0 10 1 0
1 0 0
 , A3 = 3
 1 0 10 0 1
1 1 1
 ,
then
(Φ1(A1) + Φ2(A2) + Φ3(A3))
2 =
(
10 5
5 5
)
,
D
1
2
T1
f
(
D
−
1
2
T1
∑
i∈T1
Φi(Ai)D
−
1
2
T1
)
D
1
2
T1
+D
1
2
T2
f
(
D
−
1
2
T2
∑
i∈T2
Φi(Ai)D
−
1
2
T2
)
D
1
2
T2
=
(
15 3
3 6
)
,
Φ1(I)
1
2
(
Φ1(I)
−
1
2Φ1(A1)Φ1(I)
−
1
2
)2
Φ1(I)
1
2
+ Φ2(I)
1
2
(
Φ2(I)
− 1
2Φ2(A2)Φ2(I)
− 1
2
)2
Φ2(I)
1
2
+ Φ3(I)
1
2
(
Φ3(I)
−
1
2Φ3(A3)Φ3(I)
−
1
2
)2
Φ3(I)
1
2
=
(
18 3
3 9
)
,
Φ1(f(A1)) + Φ2(f(A2)) + Φ3(f(A3)) =
(
21 3
3 15
)
.
Now inequalities(
10 5
5 5
)
 
(
15 3
3 6
)
 
(
18 3
3 9
)
 
(
21 3
3 15
)
,
show that all inequalities of (3.1) can be strict. By similar computations, one may
show that inequalities of (ii) are strict.
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Corollary 3.4. Let f be an operator convex function, A1, · · · , An be self-adjoint oper-
ators and C1, · · · , Cn be such that
∑n
i=1C
∗
i Ci = I. Then
f
(
n∑
i=1
C∗i AiCi
)
≤ C
1
2
T1
f
(
C
− 1
2
T1
∑
i∈T1
C∗i AiCiC
− 1
2
T1
)
C
1
2
T1
+ C
1
2
T2
f
(
C
− 1
2
T2
∑
i∈T2
C∗i AiCiC
− 1
2
T2
)
C
1
2
T1
≤
n∑
i=1
(C∗i Ci)
1
2 f
(
(C∗i Ci)
− 1
2 (C∗i AiCi)(C
∗
i Ci)
− 1
2
)
(C∗i Ci)
1
2
≤
n∑
i=1
C∗i f(Ai)Ci,
where CT1 =
∑
i∈T1
C∗i Ci and CT2 =
∑
i∈T2
C∗i Ci.
Proof. Apply Corollary 3.2 to Φi(A) = C
∗
i ACi (1 ≤ i ≤ n). 
3.2. Unitarily invariant norm inequalities. Now we use the results of section 2
to obtain some norm inequalities. For this end, we need to recall some preliminary
concepts. A norm |||·||| onMn(C) is said to be unitarily invariant if |||UAV ||| = |||A|||,
for any A ∈ Mn(C) and all unitaries U, V ∈ Mn(C). For a Hermitian matrix A ∈
Mn(C), we denote by λ1(A) ≥ λ2(A) ≥ · · ·λn(A) the eigenvalues of A arranged in the
decreasing order with their multiplicities counted. By s1(A) ≥ s2(A) ≥ · · · ≥ sn(A)
we denote the eigenvalues of |A| = (A∗A)1/2, i.e., the singular values of A. One of
important classes of unitarily invariant norms is the class of the Ky Fan k-norms
defined by
|||A|||(k) =
k∑
i=1
si(A), 1 ≤ k ≤ n.
We need the following lemmas.
Lemma 3.5. [2, Theorem III.3.5] Let A ∈Mn(C). Then
k∑
i=1
λi(A) = max
k∑
i=1
〈Aui, ui〉 (k = 1, · · · , n),
where the maximum is taken over all choices of orthonormal vectors u1, · · · , uk ∈ Cn
under the usual inner product 〈·, ·〉.
Lemma 3.6. [2, Theorem IV.2.2] Let A and B be two matrices. Then |||A|||(k) ≤
|||B|||(k) for all k = 1, · · · , n if and only if |||A||| ≤ |||B||| for all unitarily invariant
norms.
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The following lemma is an extension of the Jenesen inequality to separately convex
functions of two variables.
Lemma 3.7. [16, Lemma 2.2] Let f : [a, b]× [c, d]→ R be a separately convex function
and A,B ∈Mn(C). Then
f(〈Au, u〉, 〈Bv, v〉) ≤ 〈f(A,B)u⊗ v, u⊗ v〉,
for all unit vectors u, v ∈ Cn.
Theorem 3.8. Let f be an operator convex function and g be the perspective function
of f . Then
g(|||A|||, |||B|||)≤ |||g(A,B)|||, (3.6)
for all unitarily invariant norms ||| · ||| and positive-definite matrices A,B ∈Mn(C).
Proof. Let λi(A), µi(B) denote the eigenvalues of A,B, respectively. We have
g
(
n∑
i=1
λi(A),
n∑
i=1
µi(B)
)
= g
(
n∑
i=1
〈Aui, ui〉,
n∑
i=1
〈Bvi, vi〉
)
≤
n∑
i=1
g (〈Aui, ui〉, 〈Bvi, vi〉) (by (2.4))
≤
n∑
i=1
〈g(A,B)ui ⊗ vi, ui ⊗ vi〉 (by Lemma 3.7)
≤
n∑
i=1
νi(g(A,B)) (by Lemma 3.5).
Now, (3.6) follows from Lemma 3.6. 
Example 3.9. Applying Theorem 3.8 to the operator convex function f(t) = tβ
(−1 ≤ β ≤ 0 or 1 ≤ β ≤ 2), we obtain
|||B|||
1
2
(
|||B|||−
1
2 |||A||| |||B|||−
1
2
)β
|||B|||
1
2 ≤ |||B
1
2
(
B−
1
2AB−
1
2
)β
B
1
2 |||,
for all strictly positive matrices A,B ∈Mn(C). In particular,
|||A||| |||B|||−1|||A||| ≤ |||AB−1A|||,
for all unitarily invariant norms ||| · |||.
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3.3. Kullback–Leibler distance. The Kullback–Leibler distance is obtained from
f -divergence functional (1.6), where f(t) = − log t and is defined by
KL(p˜, q˜) :=
n∑
i=1
pi log
(
pi
qi
)
,
where p˜ = (p1, · · · , pn) and q˜ = (q1, · · · , qn) are probability distributions. By defini-
tion (2.2), the non-commutative f -divergence functional Θ, which we will call it ”the
operator Kullback–Leibler functional”, is defined by
Θ(L˜, R˜) :=
n∑
i=1
R
1
2
i log
(
R
1
2
i L
−1
i R
1
2
i
)
R
1
2
i .
Applying Corollary 2.2 to f(t) = − log t, we get
n∑
i=1
R
1
2
i log
(
R
1
2
i L
−1
i R
1
2
i
)
R
1
2
i
≤
(
n∑
i=1
Ri
) 1
2
log
( n∑
i=1
Ri
) 1
2
(
n∑
i=1
Li
)−1( n∑
i=1
Ri
) 1
2
( n∑
i=1
Ri
) 1
2
.
In particular, for strictly positive operators A,B,C,D, we have
A
1
2 log
(
A
1
2C−1A
1
2
)
A
1
2 +B
1
2 log
(
B
1
2D−1B
1
2
)
B
1
2
≤ (A+B)
1
2 log
(
(A +B)
1
2 (C +D)−1(A+B)
1
2
)
(A+B)
1
2 .
Moreover, f ′(t) = −1/t. Using Corollary (2.15) we get
n∑
i=1
(Ri − Li) ≤ Θ(L˜, R˜),
or equivalently
n∑
i=1
Ri ≤
n∑
i=1
R
1
2
i log
(
R
1
2
i L
−1
i R
1
2
i
)
R
1
2
i +
n∑
i=1
Li.
In particular, for L˜ = (C,D) and R˜ = (A,B), we obtain
A+B ≤ C +D + A
1
2 log
(
A
1
2C−1A
1
2
)
A
1
2 +B
1
2 log
(
B
1
2D−1B
1
2
)
B
1
2 .
The function f(t) = t log t is operator convex and f ′(t) = log t + 1. Again, it follows
from Corollary 2.15 that
n∑
i=1
(Li − Ri) ≤
n∑
i=1
LiR
− 1
2
i log
(
R
− 1
2
i LiR
− 1
2
i
)
R
1
2
i .
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In particular
C +D ≤ CA−
1
2 log
(
A−
1
2CA−
1
2
)
A
1
2 +DB−
1
2 log
(
B−
1
2DB−
1
2
)
B
1
2 + A+B.
References
[1] G.A. Anastassiou, Higher order optimal approximation of Csiszar’s f -divergence, Nonlinear Anal.,
TMA, 61, 309-339(2005).
[2] R. Bhatia, Matrix Analysis, Springer-Verlag, New York (1997).
[3] P. Cerone and S.S. Dragomir, Approximation of the integral mean divergence and f -divergence
via mean results, Math. Comput. Modelling, 42, 207-219(2005).
[4] I. Csisza´r, Information measures: A critical survey, Trans. 7th Prague Conf. on Info. Th., Statist.
Decis. Funct., Random Processes and 8th European Meeting of Statist., Volume B, Academia
Prague, 73-86 (1978).
[5] I. Csisza´r, Information-type measures of difference of probability distributions and indirect ob-
servations, Studia Sci. Math. Hungar, 2, 299-318(1967).
[6] I. Csisza´r and J. Ko¨rner, Information Theory: Coding Theorems for Discrete Memory-less Sys-
tems, Academic Press, New York (1981).
[7] S.S. Dragomir and S. Koumandos, Some inequalities for f -divergence measures generated by
2n-convex functions, Acta Sci. Math. (Szeged), 76, 71-86(2010).
[8] A. Ebadian, E. Nikoufar and M.E. Gordji, Perspectives of matrix convex functions, Proc. Natl.
Acad. Sci. USA, 108, 7313-7314(2011).
[9] E.G. Effros, A matrix convexity approach to some celebrated quantum inequalities, Proc. Natl.
Acad. Sci. USA, 106, 1006-1008(2009).
[10] T. Furuta, H. Mic´ic´, J. Pecˇaric´ and Y. Seo, Mond-Pecaric Method in Operator Inequalities,
Zagreb, Element (2005).
[11] F. Hansen, J. Pecˇaric´ and I. Peric´, Jensen’s operator inequality and its converses, Math. Scand.,
100, 61-73 (2007).
[12] J.-B. Hiriart-Urruty and C. Lemarchal, Fundamentals of Convex Analysis, Grundlehren Text Ed.,
Springer, Berlin (2001).
[13] J.-B. Hiriart-Urruty and J.-E. Mart´ınez-Legaz, Convex solutions of a functional equation arising
in information theory, J. Math. Anal. Appl., 328, 1309-1320(2007).
[14] P. Mare´chal, On a functional operation generating convex functions. I. Duality, J. Optim. Theory
Appl., 126, 175-189(2005).
[15] P. Mare´chal, On a functional operation generating convex functions. II. Algebraic properties, J.
Optim. Theory Appl., 126, 357-366(2005).
[16] J.S. Matharu and J.S. Aujla, Some majorization inequalities for convex functions of several
variables, Math. Inequal. Appl., 4, 947-956(2011).
[17] B. Mond and J. Pecˇaric´, Converses of Jensen inequality for several operators, Rev. Anal. Nume´r.
The´or. Approx., 23, 179-183(1994).
[18] M.S. Moslehian, Operator extensions of Hua’s inequality, Linear Algebra Appl., 430, 1131-
1139(2009).
[19] M.S. Moslehian and H. Najafi. Around operator monotone functions, Integral Equations Operator
Theory, 71, 575-58(2011).
22 M.S. MOSLEHIAN, M. KIAN
[20] D. Petz, On the equality in Jensen’s inequality for operator convex functions, Integral Equations
Operator Theory, 9, 744-747(1986).
Department of Pure Mathematics, Center of Excellence in Analysis on Algebraic
Structures (CEAAS), Ferdowsi University of Mashhad, P.O. Box 1159, Mashhad 91775,
Iran.
E-mail address : moslehian@um.ac.ir and moslehian@member.ams.org
E-mail address : kian−tak@yahoo.com
