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1. I~vTR~DUCTI~N 
In this paper we investigate the nonlinear diffusion equation 
a+, 4 ---xzz 
at Au(t, x) + g d&, x) d(t, x) (**I 
60 
in R x Rm, where the differential operator 
A = aij(x) & + hi(x) $, + c(x) (aij = ay 
2 3 * 
is strictly elliptic in an m-dimensional euclidean space R”. The coefficients 
aij, bi, and c are assumed to be real-valued infinitely differentiable functions 
on Rm which satisfy 
max {gy2(sup I ~gai3(x)l), p=~ (SUP I ~@“@>I>, SUP I c(x>i> = 77 < ~0, . x . r x 
where p = (p, ,..., p,), LP = al~l/ax~ ... ax:%, and / p j = p, + ... + p, . 
Under these conditions, K. Yosida has shown [7, pp. 413-4181 that the 
smallest closed extension a in L,(Rm) of A is the infinitesimal generator 
of a holomorphic semigroup of bounded operators on L,(R”) of class {Co> 
which we shall denote by (exp(h) : t > 0). Formally, solutions of (*x) 
may be written implicitly in terms of {exp(At) : t > 0} and the nonlinear 
term. Our main purpose is to state conditions under which these formal 
solutions may be interpreted as solutions in the classical sense. 





&t, .) + fj di(t, +) ui(t, -) 
i=O 
(*) 
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in L,(P) where 2 is an unbounded linear operator. In a recent paper [I], 
the author and C. T. Taam have obtained several conditions under which 
{exp(at) : t > 0} b ecomes a contraction semigroup in the spaces L, and 
C(P). In particular, let c0 and ca* denote the least upper bounds, respec- 
tively, of the termination coefficients for A and A*. Then 
II exp(At)ll, < eCOt and 11 exp(At)ij2 < e(cu+co*‘2)t 
hold for t _>, 0. The kind of nonlinearity we assume includes the case where 
Cy=, diui is an analytic function of u in some disk of radius Y in L, that 
vanishes at 0. The coefficients (di} are required to satisfy a Holder type 
condition. In Theorem 2.1, we assume c0 < 0, c,, + co* < 0, and discuss 
the existence, uniqueness, and stability of bounded, periodic, almost periodic, 
and compact solutions of (*). The initial value problem for (*) is considered 
in Theorem 2.2. 
In Section 3, we state additional conditions and justify two ways in which 
the solutions u(t, .) of (*) may be interpreted as classical solutions of (**). 
The main problem is to prove that a solution u(t, .) of (*) belongs to the 
classical domain of the operator A. This is accomplished by using a version 
of Weyl’s Lemma. 
Notation. Let R denote the real line and let 52 be an open subset of R”“. 
By P(Q), 0 < k < co, we denote the set of all bounded complex-valued 
functions defined in Q which have bounded continuous partial derivatives 
of all finite orders up to and including k. When k = 0, we omit the super- 
script. We introduce the space Ck[Rm] of all functions f~ Ck(Rm) such that 
lirnizi .)zI D?(z) = 0 for / p 1 < K. Equipped with the uniform norm 
llfilm = su~W(4 : 2 E R”‘), 
C(R’“) and C[R”‘] are Banach spaces. We shall also use the space COb(R”l) 
of functions in Ck(Rm) with compact support in Rm. 
Let I denote any interval in R. For a function f from 1 to a complex 
Banach space (X, 1) ilx) of complex-valued functions or classes of complex- 
valued functions, we write 
whenever it is finite. f is said to be compact if f(1, .) is precompact in X. 
The following spaces of functions from I to X are complex Banach spaces: 
(a) The space (C(I, X), Ij . I]) of all b ounded continuous functions. 
(b) The space (C,(R, X), ~1 II) of all p eriodic continuous functions 
with period 7. 
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(c) The space (CAP(R, X), jJ . 11) of all continuous almost periodic 
functions. 
(d) The space (CC(R, X), /j .I\) of all continuous compact functions. 
For an operator A defined on a subspace of X into a subspace of some 
space Y, we denote by D(A) the domain of A in X and by R(A) the range 
of A in Y. 
Let f E C(R,L,). Then there exists a function f(t, X) measurable on the 
product set I x R” such that f(t) = f(t, .) for each t E 1. For convenience 
of notation we shall denote this representation by f (t, x). Let L&R”) = L, 
denote the Banach space of all complex-valued Lebesgue measurable func- 
tions f with norm 
11 f /lm = ess sup{1 f (x)1 : x E R”‘). 
No confusion should result from this dual use of the norm notation 1) . 11% 
for both L, and C(Rm). For a function f E C(I, L,), we shall denote by 
1) f (t, .)iim or lIf(., *& the essential supremum off in the missing variable(s) 
whenever it exists. 
2. BOUNDED, PERIODIC, ALMOST PERIODIC AND COMPACT SOLUTIONS 
Let f : I + L,(R”) and set T1 f (t, .) = f (t + h, .) for t, t + h ~1. We 
shall say that f belongs to the class Hz4 in I, 0 < q < 1, if for any t, t + h E I, 
II 7fif 0, .) -f (t, .)llz < H I h P 
for some constant H. For f : I + L&R”) or f : I + C(R”) and 0 < q < 1 
we shall say that f E H,g if for any t, t + h ~1, 
II Thf (c 9 -f (t, NC G ff I h I* 
for some constant H. Throughout this section and the following we shall 
often use the above constant H with any function in H,q or H,q, it being 
understood that the constant His not necessarily the same at every occurrence. 
LetfcL,nL,. We note that there are constants C and C* such that 
(4 II 4expGQ - ~q@41112 G 4C2 (+), (O<s,(t,(l) 
(2) 
(b) II A[exp(& - exp(&l f IL < 4(C*)’ (GA) llf IL , 
(0 < s < t < 1). 
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These inequalities follow from [i; (7), (22), and Theorem 21 since 
A[exp(A”t) - exp(AS)]f = { [Aexp (KJ]‘fdr. 
s 
We now investigate the ordinary differential equation (*) in L, under 
the following conditions: 
(a) di E C(I,L,) n Hm”, i = 0, l,... . (3) 
(b) d, E C(I, LJ n H2(!. 
(c) Let 6, = /I di(., .)\I= . For some Y > 0 we have 
(i) xF=, S,ri < y / c0 / and (ii) Cy=, iS,+l < min(l a, /, / c0 I). 
(d) For each index i, let Hi denote the Holder coefficient for di in 
H,p. For Y in (c) we have 
$ Hiri < co. 
(a> co < 0, 
(b) a, = co + co* 2 < 0. 
(4) 
We note that when the coefficients di = di(t, X) are independent of x and 
continuous in t ~1, and if for each t EI the nonlinear term xy=, d,ui is an 
analytic function of u in some disk of radius Y > 0 in L, that vanishes 
at 0, then all conditions in (3) are satisfied when 1 co / is sufficiently large. 
DEFINITION. A function u : I - L, is called a bounded solution of the 
differential equation (c) if and only if 
(4 44 .> E C(LLJ, 
(b) the strong derivative du(t, .)/dt exists and is strongly continuous 
in I, 
(c) u(t, .) E II(A) for each t ~1. 
(d) u(t, .) satisfies (*) for all t ~1. 
We seek solutions of (*) which lie in closed sets of the form 
S(Y, I) = (v E C(I, L,) : (1 z1(., .)ilm < y < a}. 
THEOREM 2.1. Let conditions (3) and (4) be satisfied with I = R. Then 
(a) there is one and only one bounded solution u(t, .) of (*) in S(Y, R); in 
fact, /I u(., .)& < r and !I u (/ < I/ do il(i a, 1 - X:=1 &+l)-l. 
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(b) u E H,” n H,n. 
(c) u(t, .) is negatively unstable in the sense that for any a E R and 
any other strongly continuousfunction v(t, .) which satisfies (*) a.e. in (-co, a] 
and Ij v(a, .)iim < r must also satisfy )/ v(t, .)llm > Y for in$niteZy many t 
without lower bound. 
(d) u(t, .) is positively asymptotically stable in the sense that there exist 
two positive numbers S and w such that for any a E R and any other solution 
v(t, .) E C([a, oo), L,) of (*), each one of the following conditions 
II u(a, .> - v(a, .>lL < 6 and II v(t, .>llm d r for t E [a, a + ~1 
implies that 11 v(t, .)llco < r for t E [a, C.Q) and )I u(t, .) - v(t, .)llm ---f 0 expo- 
nentially as t t co. 
Proof. We define an operator T on S(r, R) by 
TV& .> = g j, exp(&) d,(t - s, *) vi(t - s, *) ds, (5) 
where the integral is taken in the sense of Bochner in L, . The existence 
of the integral follows using [I, Theorem 21 and (4) from 
II TV@, .)l12 < go j$ e w I/ di(t - s, a) vi(t - s, .)112 ds 
The integral also exists in the Lebesgue sense since, for any E > 0, 
1 go 1: [edA4 (t - s, -) vi(t - s, -)1(x> ds 1 
< f Siri J’:: ecos ds = & %gO S,ri. 
i=o 
Further, [Tv(t, .)1(x) = Tv(t, 2) a.e. in R x Rn”. Indeed, from Hille- 
Phillips [3, p. 711 we have for any p > 0 
[/I exp(As) d,(t - s, .) vi(t - s, .) ds] (x) 
= 
s 
1 [exp(&) d,(t - s, .) vi(t - s, .)1(x) ds 
a.e. in R x R”. 
ON NONLINEAR DIFFUSION EQUATIONS 289 
Given E > 0, we may choose /3 and N so large that 
< i r eaos /I di(t - s, .> vi(t - S, a) - di(t’ - S, *) d(t - S, *)Ilp ds + E. 
i=” 0 
From the uniform continuity of the products d,(t - s, .) vi(t - s, .) on finite 
intervals, it follows that TV E C(R, La). From the hypothesis, // Tv( ., .)lim < Y. 
Thus, T maps S(r, R) into itself. For v, w E S(Y, R), 
il Tv(t, *> - Tw(t, *>llz 
< f J’= II exp(As)[h(t 
id) 0 
- s, .)(vyt - s, .) - wi(t - s, .))]l12 ds 
w 11 = 01 Ij v - w 11. 
Since 01 < 1, T is a contraction operator. From the contraction mapping 
principle, there is a unique fixed point u E S(r, R) which satisfies 11 U( ., .)li, < Y. 
,41so, from (3) we have 
13 
II ThU(C .) - 44 .)I12 G 
j I 
eaos 11 7h d,(t - s, .) - d,(t - s, .)112 
0 
Thus, u E Hsq. Similarly, we find u E N,” using (3)(c). 
Let 0 < E < E’ and set 




Since Aexp(/k) is a bounded linear operator, from Hille-Phillips [3, p. 831 
we have 
Jm A exp(As) [ 2 di(t - s, e) ui(t - S, .)I ds 
E i=O 
= A exp(XG) Jm exp(A”((s - 6)) [ f di(t - S, *) ui(t - S, .)I ds 
E = Au&, a). 
i==O 
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Thus, u&, .) E D(J) f or each E > 0. To prove ~(t, .) E D(A), since 2 is 
a closed linear operator, it suffices to show 
)I J”’ /f’exp(/&) [ 2 di(t - s, *) ui(t - s, a)] ds I/ + 0 
E i=O 2 
as E, E’ -+ 0. From [I, (7)] and (4), we have 
s, -) ui(t - s, 0) 
2 
< s ” // sA exp(As)ll, i II do@ - s, *> - do@, .)I12 < S 
t ,F; /II ui(t - s> .>I12 
11 di(t - s, .) - 4(t, *)llm 
S 
+ II di(t, -)llm II ui(t - s, .) - f4t, *>I12 ds 
S 
CH + f CH< jl u I/ ri-l ” s*-l ds 
i=l E 
+ f ll[-=q@‘) - exp(&l 46 .) ui(t, *)112 
i=O 
which tends to zero uniformly for t in a bounded set as E, E’ -+ 0. Thus, 
Au(t, .) = s - limcLo Au(t, .) and &(t, .) E C(I, L,) for any bounded 
interval in I. 
We now show that u(t, .) satisfies (*) for all t E R. For h > 0, we write 
u(t + h, -) - u(t, *) _ [ exp(A”h) - I 
h h 1 
exp(A(t - s)) di(s, *) ui(s, *) ds (7) 
+ %go 1; Jyh exp(ajt + h - s)) 4(s, .I @(s, a) ds/. 
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Letting h J 0, the last expression gives the derivative of the integral while 
the preceding expression yields &(t, .) by definition of infinitesimal 
generator. A similar situation exists for h < 0. Thus, u(t, .) satisfies (*). 
The uniqueness of u follows as in [4, p. 8581. The proof of part (c) follows 
as in [4, p. 8591. Part (d) follows as in [6, p. 4911. 
LEMMA 2.1. If 0 < q < 1 in (3) then &(t, .) E H,q. 
Proof. We shall write 
u(t, *) = jt exp(a(t - s)) 2 (di(s, *) ui(s, .) - d,(t, *) z@(t, a)) ds 
--m F i=o 1 
+ L 
exp(A”s) 2 d,(t, a) ui(t, a) 
II isI) I ds. 
Thus, for h > 0 
.&(t + h, *) - &(t, .) 
z s - l$ 
J 
t--E A”[exp(A(t + h - s)) - exp(A(t - s))] 
--m 
. 1 -f. (di(s, .) ui(s, .) - di(t, .) ui(t, .))’ 
I 
ds 
+ [” Aexp(d(t + h - s)) 1 f (di(t, .) ui(t, 0) 
s 
t+h-•r 
+ s - lji A exp(A(t + h - s)) 
t 
+ s - ‘Ii jr:-’ A exp(d(t + h - s)) 
- di(t + h, *) ui(t + h, .)) ds 
i 
go MS, .> +, -) 
- d,(t + h, .) ui(t + h, .)) 
- s - hi Jte’ A(exp(iZ”(t - s)) 1 5 di(t, *) Q(t, .)( ds 
= .I1 + 12 + r,; 14 - J5 * 
i=O 
We may write 
J5=s-liij;, A exp(A(t - s)) f di(t, .) ui(t, .) ds. 
E 1 i-0 I 
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Indeed fix E’ > E so small that t + l/c’ > 0. Then from [I, (7)] we have 
/I J‘-l” A exp(A(t - s)) d((t, *) ui(t, .) ds 11 
-co 
< C II 4(& *> ui(& *Ill2 j:,,,,,, eaoS d: 
which tends to zero uniformly for all t > -l/c’ as E J, 0. Thus, upon 
integrating J4 - J5 we find /I J4 - J5 iI2 < Hhq. To estimate J1 we use (2) 
and (3) and obtain the bound 
s t II A[exp(&t + h - s)) - exp(Alt - ~>>1112 -cc 
- 11 go (di(S, *) Ui(s, *)- di(t, -) ui(t, e))/I2 ds 
< 4C2Hh j’ (t + h - s)-l (t - s)@ ds = [4C2H?~Csc(gn)] hn. 
-cc 
Upon integrating, J, is bounded by 
11 exp(&z)l12 11 $gO (di(t, *) ui(t, .> - di(2 i- h, *) u'(t + 4 *>) /I < H@. 
2 
Also, 
/I J3 /I2 < HC j:+n (t + h - s)q-l ds = ; NC h”. 
Collecting the above estimates, we obtain the result for h > 0. A similar 
argument holds for h < 0. 
COROLLARY 2.1. (a) If the coeficients di(t, ,) are periodic in t of the same 
period 7, then the solution u(t, .) of (*) is periodic in t of period T. 
(b) If the coefficients di(t, .) are almost periodic in t then the solution 
u(t, .) of (*) is aZmost periodic in t. 
(c) If the coeficients di(t, .) are compact in L, then the solution u(t, .) 
of (*) is compact. 
Proof. (a) follows immediately upon direct verification that the operator T 
in (5) maps S(r, R) n C,(R, L2) into itself. From Lemma 2 in [4, p. 8541 
we obtain that T maps S(r, R) n CAP(R, L,) into itself. For (c), it follows 
from Theorem 1 in [5, p. 2741 that T maps S(r, R) n CC(R, L,) into itself. 
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THEOREM 2.2. Let the conditions in (3) except (3)(c) be sutis$ed in 
I = [a, 00) and suppose a, and c0 in (4) are any real numbers. In place of 
(3)(c) we assume that for some Y > 0 we have 
max f Siri-1, f iS,ri-l 
i 
< 1. 
i=O i=l 1 
Then for any f EL, n L, which sutisjies //f /Im < Y there is a unique bounded 
so&ion u(t, .) of (*) on some interval (a, b] in S(r, [a, b]) which sutisJies the 
initial condition 
‘$7 II 44 .I - f (.)li2 = 0. 
For any E > 0, u E Hz* on [u + E, b]. Moreover, if 0 < q < 1 in (3) then 
z&~H~Qon[a$~,b]. 
Proof. If u(t, .) is a solution of (*) on [a, b], then [4, p. 8731 for t E [a, b] 
we have 
u(t, a) = exp(d(t - a)) u(a, .) 
exp(A(t - s))[di(s, .) 3(s, .)] ds. (8) 
Let ~(a, .) =f(*). As in Theorem 2.1, the principle of contraction mapping 
yields a unique function u(t, .) in S(r, [a, b]) satisfying (8) for b chosen 
such that the following conditions hold: 
ecocbpa) /If 1/oo + go &ri !“I ecOcb-‘) ds < r, 
( gr i&ripI) min /!“I ecoCb-‘) ds, I”, enoCbWs) ds/ < 1. 
For any E > 0 such that b - a > E > 0 and t E (u + C, b), since 
1 exp(/&t - a)) f = A exp(A(t - a)) f 
we have exp(d(t - u))f+z Hag n H,n on [u + E, b]. Thus, for t, 
t + h E [a + E, b] we have 
II v(t, .I - u(t, .)lh G H I h P 
+ go Jyhea enuS 11 Th(di(t - s, +) ui(t - s, .)) - di(t - s, a) ui(t - s, .)\I2 ds 




exp(As) [ f di(t - s, *) ui(t - s, .) ds 
i=n 1 
for b - t 3 h > a + E - t. Since F is continuous, possesses a continuous 
derivative and both F and its derivative are bounded independently of 
tE(a,b] when h =O, we have FEH,qr\H,n on [aft-t,b-t] and 
the Holder constant H may be chosen independently of t E (a, b]. Thus, 
u E H,q on (a, b]. The methods in Theorem 2.1 carry over to show 
u(t, .) E D(A) and au E C([a + E, b], La). Clearly, u(t, .) satisfies the initial 
condition. The above arguments together with the argument in Lemma 2.1 
show that AU E H,q on [a + e, b]. 
3. EXISTENCE OF SOLUTIONS FOR THE NONLINEAR DIFFUSION EQUATION (*a) 
DEFINITION. We say that u = u(t, X) is a solution of (**) in I x R” 
if all the derivatives of u which occur in (*c) are continuous functions in 
I x Rm and u satisfies (**) at each point of I x Ii”. 
We require the following additional conditions on the coefficients di 
in (;I;*): 
(a) d,(t, .) E C(I, C2(Rm)) for i = 0, I ,... . (9) 
(b) For each t ~1, we have 
gl sup{11 DP d&> .)llm : lpl ,<2}ri< co. 
(c) D”do(t, .) E C(I,L,) for [ p 1 < 2. 
The above conditions imply that the coefficients di are jointly continuous 
in t and x and twice continuously differentiable in x. 
THEOREM 3.1. Let the hypothesis of Theorem 2.1 and condition (9) be 
satisjied for I = R. Then the solution u(t, .) of (*) in Theorem 2.1 taken in 
the sense of either the Lebesgue or Bochner integral in (5) is a solution of (w). 
Moreover, if0 < q < 1 in (3), then Au E H,q. 
Proof. We first show that for t > 0, exp(At) maps L, n C(R”) into 
C[Rm]. By [l, Theorem 21, it suffices to prove this when the coefficient c in A 
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satisfies a Holder condition. For f~ L, n C(P), from [I, Theorem l] we 
have exp(A”t)f E C(P) and 
[exp(&f](x) = e@ 
1 Rm-Sp 
P(h x, Y>f( Y> dY 
+ eCo’ 
J ~(t, x, Y) f( Y> dyt (10) SD 
where S, is a closed sphere of radius p about the origin in R”. Given E > 0, 
we may choose p so large that JRrn+- If( y)is dy < G/4K where K is some 
constant bounding jRrn p2( t, X, y) dy foe fixed t > 0. Using Holder’s inequality 
on the first integral in (10) gives the bound 42. For 1 x 1 > 4p we have 
from [I, (IS)] 
jsop(t, x, y)f( y) dy < Mt-m/2 llfii2 j e-(2alt)lyiz dy e-(a/t)1212. 
so 
Thus, limlzl+ca [exp(k)f](x) = 0. 
We may rewrite (6) as 
so that ~,(t, .) E C[R”] for each t. Noting that n,(t, .) lies in C(R, C[Rm]) 
we have u(t, .) E C(R, CIRqrl]). Therefore, [u(t, .)](x) is jointly continuous 
in t and X. For small /3 > 0, we write 
u(t, x) = 2 I” [exp(A(t - s)) di(s, *) ui(s, e)](x) ds 
i=O t-0 
+ [exp(&) 4 - P, *>lW 
For 0 < /3’ < 8, 
which shows that u(t, X) is jointly continuous in t and x. Thus, u(t, x) = 
[u(t, .)1(x) in R x Rm. 
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Since {exp(&) : t 2 0) is of class {C,> on C[Rm] we may treat the con- 
vergence of &(t, .) E C[P] to au(t, .) in the topology of C[P], uniformly 
for t in a bounded interval, as in the case of L, convergence. Therefore, 
[&t, .)](x) is jointly continuous in t and x. Moreover, the proof showing 
xu E H2q in Lemma 2.1 is now valid upon replacing the L, norm with the 
norm in C[Rm]. Thus, Au E H,q when 0 < q < I. 
Using Theorem 2 in [l], we may show that 
& u,(t, .) = $ exp(A6) u(t - E, .) E C[Rm]. 
k L 
Further, for 0 < E < 6’ we have 
!lS 
which tends to zero uniformly for all t as E’ 4 0. Therefore, 
& u(t, .) E C(R, CPI). 
In addition, 
I/ 
Th & u(t, a) - y& u(t, .) 
II i 
m 
* e s/2 
< 
k cc 0 
21’n;:,2e ” ds H 1 h IQ. 
Thus, (a/&) u(t, .) E H,q. 
Recalling that u,(t, *) E Cm(Rm), for n = 2, 3,..., we may write 
Aqn(t, .) = nu,n-‘(t, .) Au,(t, a) - (n - 1) cqn(t, .) 
+ n(?z - I) a ii n-2(t, *) (& 46 a,,(& 4 9). 24, 
z 3 
Thus, we see that for any bounded interval I, &(t, .) E C(I, C[R”“]). 
Similarly, for zz = 1, 2 ,..., we have 
A(d,(t, *) qn(t, e)) = d,(t, .) Au,“(t, .) + ~,“(t, .> Ad,(t, .) 
- cu,“(t, .) dn(t, a) + 2& (& u”(t, .,)(-$ &(t, -I), 
z 3 
which, letting E J 0, converges to &(dJt, .) u”(t, .)) in the topology of C[Rm], 
uniformly on any bounded interval I. From (9b) since A is closed, we see 
that CT=, d,(t, .) ui(t, .) E D(A) and for any bounded interval I, 
A f d,(t, a) ui(t, -) E C(1, C[Rm]). 
i=O 
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We wish to show that a/L&[&t, .)I( x exists and is jointly continuous ) 
in t and s. We observe these properties hold for [(a/&) Au(t, .)](.x) since 
for 0 < E < E’ < 1 we have 
which tends to zero as E’ J, 0. The result follows since 
For each t, [h(t, .)I( ) x sa IS es t’ fi a Holder condition in any bounded 
open set .Q C Rm. For any #I E C,“(Q), we have by partial integration, 
[ *a [u(t> . I(4 A*W dx = $y .r, L%(t, *>I(4 CC4 dx 
-s - [A”u(t, .>I64 d(x) dx. n 
Using a version of Weyl’s lemma [2, p. 1991, we find that for each t, 
[u(t, .)](zc) coincides a.e. in Q with a function which is twice Hijlder con- 
tinuously differentiable in x E Q. Thus, in fact, [u(t, .)1(x) is C2 in x E R” 
for each t. Therefore, du(t, X) = [h(t, .)1(x). Since u(t, .) satisfies (*), we 
have 
du(t, .) 
[ 1 dt a.e. in x E R”. 
We observe that the convergence of the difference quotient in (7) holds 
in the norm in C[Rm], uniformly for t in bounded sets. Thus, u(t, x) is 
continuously differentiable in t. Hence, u(t, X) is a solution of (**). 
With the necessary modifications indicated in Theorem 3.1, we have 
THEOREM 3.2. Let the hypothesis of Theorem 2.2 and condition (9) be 
satisfied for I = [a, a~). Then the solution u(t, .) of (*) in Theorem 2.2 taken 
in the sense of either the Lebesgue or Bochner integral in (8) is twice continuously 
dzserentiable in x and once continuously differentiable in t and satis$es (w) 
continuously on (a, b] x Rm. 
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