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A vosotras, mama´, abuelita.

... Das Ziel ist also nicht so sehr das zu sehen,
was noch niemand sah,
sondern u¨ber die Dingen nachzudenken,
u¨ber die niemand nachgedacht hat, die aber jeder sieht.1
Schro¨dinger
1As´ı pues, el objetivo no es tanto ver lo que todav´ıa nadie vio´, sino cuestionarse lo que au´n
nadie se cuestiono´, acerca de algo que todos ven.

Prefacio
Las siguientes pa´ginas tienen como nexo comu´n el ana´lisis del feno´meno de
explosio´n en ciertos problemas de evolucio´n de tipo parabo´lico.
Comenzamos proponiendo un me´todo nume´rico para tratar el problema de
Dirichlet asociado a la ecuacio´n del p-laplaciano con una fuente no lineal en un
intervalo acotado. Demostramos que las aproximaciones nume´ricas obtenidas con-
vergen a las soluciones del problema continuo, y que verifican un principio de com-
paracio´n, adema´s de otras propiedades. Con ellas reproducimos las condiciones de
existencia de explosio´n, tasas y conjuntos de explosio´n y comportamiento asinto´tico
conocidos para las soluciones del problema continuo.
A continuacio´n estudiamos un problema asociado al operador doblemente no
lineal con condicio´n de contorno de tipo Neumann no lineal en un intervalo acota-
do. Demostramos existencia local de soluciones de dicho problema, y determinamos
los conjuntos y tasas de explosio´n en funcio´n del valor de los exponentes que inter-
vienen. Asimismo, para cierto valor de los mismos, demostramos la convergencia
de las soluciones a un perfil estacionario.
Finalizamos dando algunos ejemplos de problemas parabo´licos en varias dimen-
siones espaciales, cuyas soluciones explotan en compactos no triviales, de dimensio´n
arbitrariamente menor que la del espacio ambiente. Para ello deberemos estudiar
el soporte de las soluciones de ciertos problemas el´ıpticos.
i

Agradecimientos
Esta Memoria comprende el trabajo realizado en los u´ltimos cuatro an˜os. Tras
todo este tiempo de esfuerzo y dedicacio´n au´n me cuesta creer estar escribiendo
estas l´ıneas. Y es que, si bien el lector es lo primero que encuentra, en general es
lo u´ltimo que se escribe.
S´ı, no me ha resultado fa´cil llegar hasta aqu´ı, pero sin duda merecio´ la pena,
no so´lo por haber disfrutado en muchos momentos de mi trabajo, sino adema´s
por haberme permitido e´ste viajar, conocer otras personas y ambientes, y hasta
divertirme.
Y durante todos estos an˜os no sois pocas las personas que en algu´n momento
habeis aportado vuestro granito de arena de una u otra forma, para que esta tesis
tenga lugar. Y si por alguien he de comenzar agradeciendo esa eres tu´, Conchi,
que tantas veces me has animado a continuar en esos momentos malos que todos
tenemos, a pesar de no comprender muy bien para que´ ” nos pasamos la vida estu-
diando....”Gracias por apoyar cada una de las decisiones que tomo y por mostrarme
siempre con infinita paciencia el lado positivo de las cosas en cada dificultad.
Y co´mo no a vosotros, Arturo y Rau´l, que durante todo este tiempo me habeis
transmitido ese entusiasmo y gusto por descubrir nuevos resultados. Os agradezco
de verdad vuestra generosidad, tanto de tiempo como de medios que habeis puesto
en mis manos para formarme en el mundo cient´ıfico, y todo el apoyo humano que
me brindasteis en el dif´ıcil comienzo. Gracias Arturo por estar siempre presto a leer
iii
iv Agradecimientos
y corregir mis resultados, ensen˜a´ndome a redactarlos mejor, as´ı como a echarme
un cable en las dudas que me van surgiendo. Y a t´ı, Rau´l, por todas esas largas
horas frente al pizarro´n de la complu haciendo cuentas, unas de vida un tanto
corta, – subir del comedor –, y otras de vida ma´s larga, –alguno de los siguientes
cap´ıtulos –. Con ellas aprend´ı a pensar y descubr´ı que muchas veces, detra´s de un
enunciado escueto y una demostracio´n breve, hay un sinf´ın de papelotes en sucio,
y que eso es precisamente lo que hace bonito este trabajo. Ha sido un verdadero
placer trabajar con vosotros y espero poder seguir hacie´ndolo muchos an˜os.
Tampoco puedo olvidaros a vosotras, Maribel y Nona, y tantos buenos y no tan
buenos ratos compartidos, en el despacho y en casa. Vuestros consejos y ejemplo
me sirvieron de gu´ıa para tomar la decisio´n acertada. Os echo mucho de menos.
Y hacen ya seis los an˜os que trabaje´ en la Carlos III, durante los cuales sois
tantos los compan˜eros que valio´ la pena conocer, aunque algunos ya no esteis. Gra-
cias Jaime, por ayudarme en los primeros pasos con Matlab, y Alberto y Cristina,
por resolverme tantos problemas con Latex. A t´ı Elena, por orientarme para dar
mis primeras clases, y a t´ı, Jose´ Manuel, por tu apoyo en los cursos de Doctorado.
Paco, te agradezco el entusiasmo que me transmitiste por correr y no olvidare´ que
la primera marato´n la corr´ı con tu dorsal. Gracias A´ngeles, Marina, Juany, Thal´ıa,
Alfredo, Julio, Roberto, Mar´ıa Jose´, Alberto, Jaime, Sau´l, Nacho, Jordi, Nona,
Maribel, Dariana,... por esos ratillos de charla y risas en las comidas o cafe´s, antes
de reanudar el trabajo. Gracias Asun por hacer que cualquier gestio´n administra-
tiva resulte tan fa´cil y gracias en general a todo el Departamento de Matema´ticas
y al personal de servicios de la Carlos III, donde he podido trabajar co´modamente
y feliz.
Pero ¿que´ ser´ıa del trabajo sin un buen descanso el fin de semana? Olga, Maria
Jose´, Lorena, Domi, Isabelle, Beatriz ...., tantas tardes de cine, teatro, conciertos,
museos, compras...y tantas man˜anas de rastro y can˜itas con vosotras, han hecho
de Madrid un lugar que recordare´ siempre con much´ısimo carin˜o.
Formacion de singularidades en problemas parabolicos v
Sonia, Carmina, siempre recordare´ que mi primera casa en Madrid estuvo en
Antonio Lo´pez. Os agradezco Paloma y Fernando que me ayudarais a instalarme
por primera vez en Legane´s. Javi, Raquel, Olga, Domi, tampoco olvidare´ toda
vuestra ayuda en cada posterior traslado. Gracias Javi por ensen˜arme cosas de
Madrid que nadie ma´s me mostro´, como aque´l paseo en moto por la Castellana.
Gracias por abrirnos tu casa cada navidad y a vosotros, Conchi, A´ngel y Cristina,
por querer venir a pasarla con nosotros. Ha sido divertido descubrir el Madrid de
los nin˜os.
Gracias Mar´ıa, Gemma, Delia, Inessa, Dorota, por esas tardes de Club Deutsch
en Legane´s, que me hicieron desconectarme de alguna que otra cuenta atascada,
para retomarla al d´ıa siguiente con ma´s ganas.
No puedo concluir sin dedicar alguna l´ınea a las personas que he conocido en
mis estancias en Bratislava y en Buenos Aires. Gracias Prof. Filo por aportarme
una visio´n distinta de enfocar los problemas y de tratar de hacer mi estancia
en Bratislava lo ma´s agradable que pudo. Gracias Anka y Thomas por acogerme
y mostrarme vuestra familia, amigos, costumbres y vuestra tierra. Igualmente,
Daniel, Mariana, Julia´n, Carola, Sandra, Noemı´, Ricardo, Gabriel, Eduardo, Su-
sana...hicisteis de mis d´ıas en Buenos Aires una muy grata experiencia. Y si bien
ma´s corto, pero no menos agradable fue el tiempo que estuve en Valencia. Gracias
Mazo´n, Fuensanta, Julia´n y Sergio, por mostrarnos tantos sitios bonitos.
Y aunque la siguiente confesio´n puede que os decepcione a algunos y os divierta
a otros, quiero que quede incluida en esta parte, para recordarla y reirme en el
futuro. Y es que quienes realmente me dieron el empujo´n definitivo para sentarme
a escribir el trabajo de tantos an˜os, y que posiblemente nunca tengan conciencia
de ello, fueron el doctor Sanz y el doctor Murillo. Y agradecerles, por cierto, el
buen trabajo que hicieron con mis pies.
Y vosotros, Conan, Feria, Tizo´n y Bowie, jama´s podre´ıs entender ni leer estas
l´ıneas, pero teneros en el Puerto espera´ndome ansiosos cada verano y puente festivo
vi Agradecimientos
para correr por la playa, ha hecho de mis vacaciones una muy buena oportunidad
para descansar del a veces estresante Madrid.
Por u´ltimo he de agradecerte a t´ı, Julio, no so´lo como coautor de algunos de
los resultados comprendidos en esta Memoria, sino tambie´n y sobre todo, como
cosufridor de esos nervios que me han asaltado estos u´ltimos meses. Y aprovecho
ahora para decir algo que ya no podre´ hacer en lo sucesivo. Y es que el mejor
resultado que se desprende del tercer cap´ıtulo de esta tesis, (y de lejos....!!!!) es
haberte conocido.
I´ndice
Prefacio I
Agradecimientos III
Introduccio´n 1
1. Blow-up nume´rico para el p-laplaciano con una fuente no lineal 17
1.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2. El esquema nume´rico. Convergencia y propiedades . . . . . . . . . . . . . 23
1.3. Explosio´n para el esquema nume´rico . . . . . . . . . . . . . . . . . . . . . 31
1.4. Tasa y tiempo de explosio´n . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.5. Conjuntos de explosio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.6. Experimentos nume´ricos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2. Una ecuacio´n doblemente no lineal con flujo no lineal en la frontera 53
2.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.2. Existencia local de soluciones. Estimaciones a priori. . . . . . . . . . . . . 59
2.3. Explosio´n regional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.4. Explosio´n global y explosio´n puntual . . . . . . . . . . . . . . . . . . . . . 84
3. Conjuntos de explosio´n de dimensio´n menor que el espacio ambiente 91
3.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.2. Resultado principal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.3. Existencia de una solucio´n de soporte compacto del problema el´ıptico . . 97
Bibliograf´ıa 115

Introduccio´n
Las ecuaciones parabo´licas de segundo orden del tipo
ut = ∇
(
A(x, u,∇u)
)
+B(x, u,∇u),
son utilizadas para modelar diversos feno´menos y procesos en meca´nica, f´ısica,
tecnolog´ıa, biolog´ıa y muchas otras a´reas. Por ejemplo, bajo ciertas condiciones,
la ecuacio´n no lineal del calor,
ut = ∆ϕ(u) + f(u),
describe el proceso de conduccio´n en plasma, filtracio´n de gases y l´ıquidos en medios
porosos, reacciones qu´ımicas, procesos de crecimiento y migracio´n de poblaciones,
etc.
Para este tipo de problemas de evolucio´n no lineales, por lo general se posee
una teor´ıa de existencia, unicidad y dependencia continua de las soluciones para
tiempos cortos. Sin embargo, a diferencia de lo que sucede con los problemas
lineales, existe la posibilidad de que a partir de datos regulares, las soluciones de
aquellos desarrollen singularidades en tiempo finito.
Una forma bien conocida de aparicio´n de singularidades se da cuando existe
un tiempo T < ∞, llamado tiempo de explosio´n, tal que la solucio´n u esta´ bien
definida para todo 0 < t < T , mientras que
l´ım sup
t→T−
‖u(·, t)‖∞ =∞. (I.1)
Esto es lo que se conoce como feno´meno de explosio´n o blow-up.
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La prueba de que la causa de la misma es debida a la propia esencia no lineal
del problema la brinda el siguiente ejemplo. Consideremos la ecuacio´n ordinaria
u′(t) = up(t), t > 0,
u(0) = u0 > 0.
(I.2)
Si p > 1, esta ecuacio´n tiene como u´nica solucio´n la funcio´n
u(t) = Cp(T − t)−1/(p−1), (I.3)
T =
1
up−10 (p− 1)
, Cp = (p− 1)−1/(p−1).
A partir de la expresio´n expl´ıcita podemos observar que la solucio´n u(t) es regular
para todo t < T y que u(t) −→ +∞ cuando t → T. Por otra parte, si p ≤ 1 las
soluciones esta´n definidas para todo tiempo t.
La situacio´n es matema´ticamente ma´s dif´ıcil, y tambie´n ma´s interesante para
las aplicaciones a las distintas ciencias, cuando dotamos al problema de estructura
espacial, de forma que las inco´gnitas dependen no so´lo del tiempo, sino tambie´n
de la variable espacial, u = u(x, t), con x ∈ Ω, siendo Ω un dominio de RN , N ≥ 1.
Hay dos modelos de explosio´n escalares cla´sicos, donde se puede decir que
comienza la historia matema´tica de la explosio´n. Uno de ellos es el modelo de
reaccio´n exponencial
ut = ∆u+ λe
u, λ > 0, (I.4)
que es importante en teor´ıa de combustio´n [ZBLM] bajo el nombre de modelo
de combustible so´lido o ecuacio´n de Frank-Kamenetsky, as´ı como en geometr´ıa
diferencial, [KW]. La otra ecuacio´n de explosio´n cla´sica es la ecuacio´n semilineal
del calor
ut = ∆u+ u
p, p > 1. (I.5)
Las generalizaciones ma´s usuales de estas ecuaciones sustituyen la reaccio´n, up,
por una funcio´n general superlineal y la difusio´n lineal, ∆u, por un operador no
lineal como el operador de medios porosos :
ut = ∆u
m + uq, (I.6)
o el operador p-laplaciano:
ut = ∇(|∇u|p−2∇u) + uq. (I.7)
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Los trabajos que componen esta tesis tienen como nexo comu´n el estudio de
la explosio´n en problemas de evolucio´n con el operador p-laplaciano. Junto con
el operador de medios porosos, ambos son casos particulares de un operador ma´s
general conocido como el operador doblemente no lineal:
∇ · (|∇um|p−2∇um). (I.8)
Dediquemos pues unas l´ıneas a describirlo y motivar sus mu´ltiples aplicaciones
f´ısicas que incluyen meca´nica de fluidos no newtonianos, flujos turbulentos, dina´mi-
ca de poblaciones, o climatolog´ıa.
El operador no lineal p-laplaciano
Son numerosas las situaciones f´ısicas en las que aparece involucrado de manera
natural el operador p-laplaciano
∆pu = ∇(|∇u|p−2∇u)
como modelo de difusio´n. Analizaremos aqu´ı brevemente una de las ma´s conocidas,
el flujo turbulento de un fluido compresible en un medio poroso homoge´neo e
isotro´pico, vea´nse [BCP, Le]. De acuerdo con [Le], este flujo puede ser descrito
en te´rminos de la densidad ρ, la presio´n pi y la velocidad −→v , todas ellas funciones
de la variable espacial x y del tiempo t. Estas magnitudes esta´n relacionadas por
las siguientes leyes:
En primer lugar, por la ecuacio´n de estado, que establece que para fluidos
considerados como gases politro´picos, se tiene
pi = pi0ρ
γ.
Asimismo, por la ecuacio´n de continuidad:
ηρt +∇(ρ−→v ) = 0.
Por u´ltimo, por la Ley de Darcy no lineal, ley emp´ırica que describe la dina´mi-
ca del fluido en re´gimen turbulento, y que sustituye para tales medios a las
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ecuaciones de Navier-Stokes:
ρ−→v = −k|∇Ψ|α−1∇Ψ,
donde Ψ a su vez se relaciona con pi de la forma
Ψ = µ
−1
α pi
γ+1
γ .
Los para´metros η (porosidad), µ (viscosidad), k (coeficiente de difusio´n) y pi0
(presio´n de referencia) se suponen constantes y positivos, y los exponentes α y γ
verifican γ > −1, α > 0. Combinando las ecuaciones anteriores, un ca´lculo sencillo
nos lleva a deducir la ecuacio´n
ηρt =
kpi
α(γ+1)
γ
0
µ
∇(|∇ργ+1|α−1∇ργ+1),
la cual, rescalada convenientemente, se transforma en :
ut = ∇(|∇um|p−2∇um) = ∆pum, (I.9)
con m = γ + 1 > 0 y p = α+ 1 > 1.
Esta ecuacio´n, conocida en la literatura como ecuacio´n de filtracio´n ela´stica
no newtoniana (m = 1) o politro´pica (m 6= 1), surge en varias situaciones f´ısicas.
Podemos encontrar algunas de sus aplicaciones y las principales propiedades de
las soluciones en [EV, GiK, K, SGKM] y las referencias en ellos citadas. En
este contexto, el para´metro p es una caracter´ıstica del medio: medios con p > 2 se
conocen como dilatantes, si p < 2 reciben el nombre de pseudopla´sticos, y si p = 2
se trata de fluidos newtonianos.
La ecuacio´n (I.9) describe un proceso de difusio´n en el que la difusividad D =
m|∇um|p−2um−1 depende tanto de la solucio´n como de su gradiente. Por tanto,
puede degenerar (o ser singular, dependiendo de los valores de m y p) cuando
u = 0 o´ cuando ∇u = 0.
Los casos l´ımites p = 2 o´ m = 1 corresponden, respectivamente, a la ecuacio´n
de los medios porosos y a la ecuacio´n p-laplaciana. Obviamente, el caso m = 1 y
p = 2 se reduce a la ecuacio´n cla´sica del calor.
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Preguntas ba´sicas
Durante mucho tiempo para estos problemas se consideraron las soluciones que
explotan como ejemplos patolo´gicos, u´tiles u´nicamente para establecer el grado
de optimalidad de las condiciones necesarias para obtener existencia global. Sin
embargo estas soluciones tienen significado f´ısico: ignicio´n, acumulacio´n de ondas
de choque . . . Los primeros resultados rigurosos que prueban la aparicio´n de este
feno´meno en problemas parabo´licos son los obtenidos por Kaplan [Ka] y Fujita
[Fj1], [Fj2] en la de´cada de 1960.
En la actualidad sin embargo, este es un campo muy activo, en el que hay
continuamente nuevos resultados. Algunos de ellos esta´n recogidos en los trabajos
recopilatorios [DL, GV, Lev1]. Existen tambie´n algunos libros que muestran
muchos de los resultados conocidos sobre explosio´n en problemas parabo´licos, y
que contienen extensas listas de referencias, por ejemplo [BE, SGKM, VK].
Describamos con ma´s detalle que´ se entiende por blow-up. Como ya dijimos
anteriormente, las soluciones de algunos problemas parabo´licos no lineales pueden
desarrollar singularidades, aunque los datos iniciales de partida sean regulares. La
forma ma´s usual de singularidad consiste en que la propia solucio´n del problema
en cuestio´n se haga infinita en tiempo finito, es decir, explota en norma infinito.
Se podr´ıa considerar tambie´n explosio´n en otros espacios Lr, r < ∞. En este
trabajo para nosotros blow-up querra´ decir siempre explosio´n en sentido de la
norma infinito, i.e. se verifica (I.1).
Tambie´n pudiera suceder que fuera alguna de las derivadas de la solucio´n la
que presentara blow-up. Tal es el caso del problema estudiado en [SV], donde es
la derivada espacial de la solucio´n la que explota, mientras que la propia solucio´n
se mantiene acotada.
Otro tipo de singularidad que puede tener lugar es un feno´meno conocido como
quenching, el cual fue observado por vez primera en [Kw] para el problema
ut = uxx +
1
1− u, (x, t) ∈ (0, L)× (0, T ),
u(0, t) = u(L, t) = 0, t ∈ (0, T ),
u(x, 0) = u0(x) < 1, x ∈ [0, L].
(I.10)
Las soluciones positivas de este problema se mantienen acotadas por uno, alcan-
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zando este valor en cierto tiempo T <∞, si el dominio es suficientemente grande,
aunque lo hacen a velocidad infinita, ya que u′(t)→∞ cuando t→ T .
A ra´ız de este primer ejemplo, se han ido encontrando numerosos problemas
en los cuales algu´n te´rmino de los que en ellos intervienen deja de tener sentido.
Para consultar bibliograf´ıa referente a este feno´meno ve´ase por ejemplo el trabajo
recopilatorio [Lev2].
Son varias las preguntas que surgen ante este tipo de problemas:
(1) ¿Hay blow-up?
Para comenzar el estudio de un problema determinado el primer paso es
averiguar si efectivamente existen soluciones que se hacen infinitas (ellas o
sus derivadas) en un tiempo finito T . Por ejemplo, la ecuacio´n (I.4) siempre
tiene soluciones que explotan, mientras que para la ecuacio´n (I.5) se sabe
que hay soluciones que explotan si y so´lo si p > σ0 ≡ 1. Se dice entonces que
para este problema σ0 es el exponente cr´ıtico de explosio´n.
(2) ¿Que´ soluciones explotan?
Si hay soluciones que explotan en un determinado problema, nos interesa
saber si todas las soluciones explotan o so´lo las que pertenezcan a una cierta
clase (que habr´ıa que identificar, por ejemplo en te´rminos del dato inicial).
En el problema de Dirichlet asociado a la ecuacio´n (I.4), la explosio´n depende
del taman˜o del dominio, del taman˜o del dato inicial o del valor del coeficiente
de reaccio´n λ. Por otro lado, en el caso de la ecuacio´n (I.5) en todo RN , Fujita
prueba que si 1 < p ≤ σc ≡ 1 + 2N todas las soluciones explotan, mientras
que si p > σc, explotan u´nicamente las soluciones con dato inicial grande,
[Fj1].
Un problema con este tipo de propiedad se conoce como problema de Fujita, y
el exponente que delimita la zona de coexistencia de soluciones que explotan y
soluciones globales frente a la zona en la que todas explotan, σc, se denomina
exponente de Fujita
(3) ¿Cua´ndo tiene lugar la explosio´n ?
Si tenemos una solucio´n que explota en tiempo finito, ¿que´ se puede decir de
este tiempo maximal de existencia T? ¿Es posible estimarlo en te´rminos
de los para´metros, del dato inicial o de la forma que toma la solucio´n a
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medida que avanza el tiempo? ¿Es continuo respecto a los para´metros que
intervienen en el problema o respecto a los datos iniciales?
Aunque no es frecuente, en ocasiones se puede tener incluso explosio´n in-
stanta´nea, i.e. T = 0, como sucede en algunos casos de reaccio´n exponencial,
como la ecuacio´n (I.4), ver [PV, V].
En este trabajo centraremos nuestra atencio´n en la explosio´n en tiempo finito,
o blow-up esta´ndar, aunque el feno´meno de grow-up, esto es, explosio´n en
tiempo infinito, suscita tambie´n cada d´ıa ma´s intere´s, [GiK].
(4) ¿Do´nde se produce la explosio´n?
El conjunto de puntos espaciales donde la solucio´n u explota,
B(u) = {x ∈ Ω/∃(xn, tn), xn → x, tn → T−, l´ım
n→∞
u(xn, tn) =∞}, (I.11)
se conoce como el conjunto de explosio´n de la solucio´n u. E´ste puede
estar formado por un nu´mero finito de puntos, o un conjunto de medida
de Hausdorff N -dimensional nula, lo que se denomina explosio´n puntual,
puede tratarse de un subconjunto propio del dominio de la misma dimensio´n,
explosio´n regional, o incluso puede haber explosio´n en todo el dominio,
explosio´n global.
Para las ecuaciones (I.4) y (I.5), la explosio´n es siempre puntual.
Sin embargo, considerando como operador de difusio´n el operador medios
porosos, la situacio´n es ma´s rica. Tomando un dato inicial radialmente de-
creciente, para las soluciones de (I.6) tienen lugar los tres tipos de explosio´n
que citamos anteriormente. En concreto,
i) Si 1 < p < m, entonces B(u) = RN , explosio´n global, [SGKM].
ii) Si p = m se tiene que B(u) = {|x| ≤ r}, explosio´n regional, [CPE1,
CPE3].
iii) Por u´ltimo, si p > m el conjunto de explosio´n se reduce a un punto,
B(u) = {x = 0}, explosio´n puntual, [SGKM].
Otras cuestiones interesantes relativas al conjunto de explosio´n son estudiar
si puede ser caracterizado en te´rminos del dato inicial, o si presenta algu´n
tipo de simetr´ıa o regularidad, [Z2, Z1], etc.
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(5) ¿Co´mo tiene lugar la explosio´n? Respecto a esta cuestio´n hay dos aspectos
importantes a tener en cuenta:
(5.i) La tasa de explosio´n de u, esto es, la velocidad a la que tiene lugar la
explosio´n, se determina mediante una estimacio´n del tipo
‖u(·, t)‖∞ ∼ (T − t)−α,
donde por f ∼ g entendemos que existen constantes positivas c, C tales que
cg ≤ f ≤ Cg.
Como la explosio´n esta´ originada por el te´rmino de reaccio´n, a primera vista
la difusio´n deber´ıa ser pequen˜a cerca del tiempo de explosio´n en aquellos
puntos donde la solucio´n explota. Por ejemplo, las soluciones del problema
(I.5) que explotan en tiempo T lo hacen con la misma velocidad que la
solucio´n plana (esto es, la solucio´n de la E.D.O. que resulta de prescindir
del te´rmino de difusio´n) que explota en ese mismo instante, si 1 < p < ps, es
decir
C1(T − t)−1/(p−1) ≤ ‖u(·, t)‖∞ ≤ C2(T − t)−1/(p−1).
Por ps = (N + 2)/(N − 2)+ denotamos el exponente cr´ıtico de Sobolev,
y dicha restriccio´n sobre el exponente de reaccio´n es necesaria para que la
tasa de explosio´n sea la denominada natural, tambie´n denominada explosio´n
de tipo I. Los primeros trabajos orientados a probar la estimacio´n superior
de la tasa para las soluciones de (I.5) son debidos a Weissler en [W1], si
p < ps y bajo ciertas hipo´tesis de crecimiento de las soluciones y de simetr´ıa.
Vea´nse adema´s [FrM, GKi].
Sin embargo, si p ≥ ps se pierde la desigualdad superior de la tasa de ex-
plosio´n, es decir, se puede tener que
l´ım sup
t→T
(T − t)1/(p−1)‖u(·, t)‖∞ =∞,
y decimos que la explosio´n es en este caso superra´pida o de tipo II. El primer
contraejemplo de la tasa natural para exponentes supercr´ıticos se encuentra
en [HV], con p suficientemente grande y dimensio´n espacial N ≥ 11.
(5.ii) Otro aspecto importante a considerar es el perfil de explosio´n, es decir,
la forma de la solucio´n cerca del tiempo de explosio´n. En general esta forma
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se puede describir a trave´s de la convergencia de la solucio´n convenientemente
rescalada a un perfil l´ımite. Por ejemplo, para el problema (I.5), escribiendo
v(y, τ) = (T − t) 1p−1u(x, t), y = x(T − t)− 12 , τ = − log(T − t),
consultar [B, GK2, GK1]. En general habra´ que contentarse con dar la
forma de la solucio´n cerca del punto o puntos de explosio´n, probando la
convergencia uniforme en compactos de dichas soluciones reescaladas a cierto
estado estacionario, esto es, se tiene
l´ım
τ→∞
v(y, τ) = f(y),
vea´nse por ejemplo [CPE1, CPE2, GV]. El cambio de escala correspondi-
ente var´ıa con el problema a estudiar y depende de la tasa de explosio´n, y
de la tasa de difusio´n, que para el problema (I.5) son α = 1
p
− 1 y β = 1
2
,
respectivamente.
(6) En el caso de sistemas, ¿es simulta´nea la explosio´n?
En el estudio de sistemas, adema´s de las preguntas anteriores, cabe pre-
guntarse si la explosio´n tiene lugar de forma simulta´nea en todas las com-
ponentes. Pudiera suceder que, si el acoplamiento entre las mismas es lo
suficientemente de´bil, algunas de ellas permaneciesen acotadas, explosio´n no
simulta´nea. No obstante, en ocasiones este acoplamiento hace que las com-
ponentes que explotan arrastren a las otras hacia el blow-up, permitiendo la
explosio´n simulta´nea.
Sobre el estudio acerca de la simultaneidad del blow-up en sistemas referimos
por ejemplo a [QR1].
Por otra parte, ¿es el conjunto de explosio´n el mismo para todas las compo-
nentes? En [QR2] se encuentran ejemplos de soluciones cuyas componentes
cuenchean en conjuntos distintos.
(7) ¿Se puede continuar la solucio´n despue´s de la explosio´n?
En el instante t = T en que aparece la singularidad, explosio´n en nuestro
caso, el problema considerado deja de tener sentido. ¿Existe alguna man-
era razonable de definir la solucio´n a partir del tiempo de explosio´n? El
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primer trabajo orientado en esta direccio´n se trata de [BC] en relacio´n con
el problema (I.5). Si aproximamos el problema por una sucesio´n de problemas
globalmente bien definidos en tiempo, en el l´ımite recuperamos la solucio´n
de nuestro problema para todo t < T . En [BC] se prueba que en el caso del
problema (I.5) estye l´ımite se hace ide´nticamente infinito para todo t > T .
Esto es lo que se conoce como explosio´ncompleta. En caso contrario, si existe
un l´ımite no trivial para t > T se dice que la explosio´n es incompleta.
Como referencia con respecto a estas cuestiones recomendamos los trabajos
recopilatorios [F, GV].
(8) ¿Co´mo calcularlo nume´ricamente? Otra direccio´n en la que se investiga
recientemente, es en el desarrollo de esquemas nume´ricos, capaces no so´lo de
detectar el feno´meno de blow-up en modelos gobernados por ecuaciones de
evolucio´n, sino adema´s de reproducir de forma adecuada las propiedades de
explosio´n que presentan las soluciones continuas. En otras palabras, lo que
nos interesa conocer de un me´todo nume´rico es en que´ medida las respuestas a
las preguntas previas coinciden en la solucio´n continua y en su aproximacio´n
nume´rica.
La principal dificultad con la que tropieza dicho ana´lisis se debe principal-
mente a la imposibilidad de aplicar los teoremas de convergencia usuales,
que no incluyen casos singulares como los problemas que aqu´ı analizamos.
La solucio´n de la ecuacio´n ordinaria (I.2) nos sirve nuevamente de ejemplo
que ilustra este hecho. Recordando su solucio´n expl´ıcita en el caso p > 1, (I.3)
podemos ver que cualquier perturbacio´n (por ejemplo, una perturbacio´n de
su dato inicial u0,ε = u0+ε, ε > 0) provoca un cambio en el tiempo de blow-
up de tal forma que el error crece indefinidamente au´n mientras la solucio´n
es regular, i.e. si llamamos uε a la solucio´n perturbada tenemos que
e(t) = uε(t)− u(t)→ +∞ (t→ Tε < T ).
Por lo tanto, las te´cnicas usuales para problemas regulares no son aplicables
a este tipo de problemas y deben desarrollarse otras nuevas que sirvan para
demostrar que´ propiedades de las soluciones continuas son heredadas por
sus aproximaciones nume´ricas y cua´les no. Estas te´cnicas consitira´n general-
Formacion de singularidades en problemas parabolicos 11
mente en principios de comparacio´n, desarrollos asinto´ticos y estimaciones
funcionales de las soluciones discretas.
Aunque el ana´lisis nume´rico desarrollado hasta la fecha sobre este tipo de
modelos resulta au´n escaso en relacio´n con la teor´ıa continua, podemos
destacar algunos trabajos que se basan en esquemas de malla fija, como
los estudiados en [ALM1, ALM2, N].
Ahora bien, haciendo uso de la invarianza de escala que poseen algunas
soluciones de problemas de evolucio´n, se pueden desarrollar algoritmos que
refinan la malla espacial a medida que el tiempo transcurre, [BK], o bien
adaptarla de manera adecuada (moving mesh methods), [BHR]. E´stos u´lti-
mos, si bien son los ma´s empleados, u´nicamente son aplicables a modelos
unidimensionales y carecen de resultados de convergencia rigurosos.
Como trabajos recopilatorios donde se incluyen multitud de referencias se
pueden consultar [BB, GR2].
Contenido de la tesis.
Hagamos una breve descripcio´n del contenido de los diferentes cap´ıtulos que
integran el presente trabajo, que trata de responder a las preguntas anteriores para
algunas situaciones concretas. Nos centraremos en (8) en el primer cap´ıtulo, en (4)
en el tercero y en general en (4-5) en el segundo.
Cap´ıtulo 1. En el primer cap´ıtulo de esta tesis nos centraremos en la ecuacio´n
p-laplaciana, a cuya descripcio´n y motivacio´n ya dedicamos una seccio´n previa. En
dicho planteamiento hemos obviado efectos adicionales de gravedad, conveccio´n o
reaccio´n. En particular, si tenemos en cuenta un efecto de reaccio´n con densidad
volume´trica c(u) = |u|q−2 para q > 2, obtenemos el modelo (I.7) de propagacio´n no
lineal del calor en un medio reactivo (reaccio´n dada por la potencia |u|q−2u). Bajo
este punto de vista u representa la temperatura, [GV]. Este problema tambie´n
aparece en el estudio de fluidos no newtonianos y en teor´ıa de filtracio´n no lineal,
[ZQ].
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Ma´s concretamente, estudiamos aproximaciones nume´ricas del problema de
Dirichlet para la ecuacio´n del p-laplaciano con una fuente no lineal,
ut = (|ux|p−2ux)x + |u|q−2u, (x, t) ∈ (−L,L)× (0, T ),
u(−L, t) = u(L, t) = 0, t ∈ [0, T ),
u(x, 0) = ϕ(x) ≥ 0, x ∈ (−L,L),
donde p > 2, q > 2 y L > 0 son para´metros en te´rminos de los cuales las soluciones
del problema presentara´n comportamientos muy diferentes. Por ejemplo, si q < p
las soluciones existen para todo t > 0, mientras que si q ≤ p, el te´rmino reactivo
|u|q−2u hace que existan soluciones que explotan en tiempo finito.
Para las soluciones discretas, nos cuestionamos las preguntas ba´sicas citadas
anteriormente, como las condiciones para la existencia de blow-up, los conjuntos
y la velocidad de explosio´n o la convergencia hacia un perfil estacionario. Veremos
que las respuestas a las mismas coinciden con las del problema continuo. Para ello
demostraremos un Principio de Comparacio´n para el problema discreto, desar-
rollaremos una Teor´ıa de Intersecciones, utilizaremos argumentos de concavidad,
funcionales de Lyapunov, estimaciones de energ´ıa, me´todos de disparo para un
problema estacionario, etc.
El contenido de este cap´ıtulo puede encontrarse en el art´ıculo Numerical blow-
up for the p-Laplacian equation with a source, Ferreira, R., de Pablo, A. y Pe´rez-
Llanos M., M. Comput. Methods Appl. Math. 5, no2, 137–154, 2005.
Cap´ıtulo 2. La explosio´n no siempre se produce por causa de una reaccio´n en
el interior del dominio, como ha sido el caso de los problemas hasta el momento
citados. En ocasiones la reaccio´n se produce en la frontera, dando lugar a problemas
con condicio´n de Neumann no lineal, como el que analizamos en el Cap´ıtulo 2
(uσ)t = (|ux|p−2ux)x (x, t) ∈ (0, L)× (0, T )
ux(0, t) = 0 , |ux|p−2ux(L, t) = uq(L, t) t ∈ (0, T )
u(x, 0) = ϕ(x) x ∈ [0, L] ,
(I.12)
donde 0 < σ, q < ∞, y 1 < p < ∞ son para´metros. No´tese que en este problema
realizando el cambio v = u
1
σ , la ecuacio´n para v se transforma en la ecuacio´n
doblemente no lineal dada en (I.8), con m = 1
σ
.
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El estudio de la explosio´n para problemas de difusio´n lineal y no lineal con
condiciones de frontera no lineales, tiene su origen en los trabajos de Levine y
Payne [LP], y desde entonces se ha dedicado bastante atencio´n a este tipo de
problemas, por ejemplo
ut = ∆u, (x, t) ∈ Ω× (0, T ),
∂u
∂n
= f(u), (x, t) ∈ ∂Ω× (0, T ),
u(x, 0) = u0(x), x ∈ Ω.
(I.13)
El operador ∂/∂n denota la derivada en la direccio´n del vector normal exterior n
a la frontera del dominio ∂Ω. Si u representa por ejemplo la temperatura, ∇u rep-
resenta el flujo de calor, y la condicio´n de frontera representa una ley de radiacio´n
no lineal en la frontera.
En [ChF, FF, FQR], pueden encontrarse ma´s resultados y referencias relati-
vas a la explosio´n producida por condiciones de borde no lineales.
En el problema (I.12) la reaccio´n en la frontera da lugar los tres tipos de
explosio´n posibles en un intervalo, de los cuales sera´ el estudio de la explosio´n
regional el que requiera algo ma´s de trabajo, y al que dedicamos la mayor parte
del segundo cap´ıtulo.
Este feno´meno ha sido analizado por un gran nu´mero de autores. El primer tra-
bajo concerniente a la explosio´n regional en un problema involucrando un operador
de difusio´n como (2.1)1 es [G1], donde se estudia el p-laplaciano
ut = (|ux|p−2ux)x + uq.
Para q = p − 1 aparece explosio´n regional. Para la ecuacio´n del calor con no
linealidades de crecimiento lento tales como
ut = ∆u+ u (ln u)
2
el efecto de la explosio´n regional se describe en [L]. Posteriormente, en [G3], la
ecuacio´n de los medios porosos
ut = (u
m)xx + u
q
se considera en todo R. En este caso se obtiene explosio´n regional cuando q = m. Si
centramos nuestra atencio´n en la explosio´n regional producida por una condicio´n
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de borde no lineal remitimos por ejemplo a [CEV], para el caso del problema
formulado en la semirrecta:
ut = (u
m)xx, en R+ × (0, T ),
−(um)x(0, t) = uq(0, t) , en (0, T ),
u(x, 0) = ϕ(x), en [0, L].
y a [FGR1] para un intervalo acotado:
ut = (u
m)xx, en (0, L)× (0, T ),
−(um)x(0, t) = uq(0, t) , ux(L, t) = 0, en ∈ (0, T ),
u(x, 0) = ϕ(x), en ∈ [0, L].
Como veremos, el ana´lisis de la explosio´n regional para el problema (I.12),
requerira´ el conocimiento de otros aspectos de la solucio´n, como la tasa de ex-
plosio´n, que deduciremos mediante argumentos de masa, y la convergencia de las
soluciones a un estado estacionario, via construccio´n de un funcional de Lyapunov
y estimaciones de energ´ıa. Este hecho demuestra que las cuestiones que nos estamos
planteando no se tratan de meras preguntas aisladas, sino que esta´n ı´ntimamente
relacionadas entre s´ı.
No obstante, veremos que para algunos valores de los exponentes la explosio´n se
produce tambie´n de forma puntual, usando tec´nicas similares a las introducidas en
[FrM], y de forma global. Con esto analizamos los tres tipos de explosio´n posibles
en un intervalo.
Estos resultados, que se encuentran contenidos en el art´ıculo Regional blow-
up for a doubly nonlinear equation with nonlinear boundary condition. Filo, J. y
Pe´rez-Llanos, M., que aparecera´ en J. Dynam. Differential Equations, generalizan
y completan algunos de los resultados obtenidos en [DW, Fo, FGR1] para el
operador de los medios porosos, y en [ChF] para el operador p-laplaciano, al
operador doblemente no lineal.
Cap´ıtulo 3. Dedicamos este cap´ıtulo al estudio de algunos conjuntos de explosio´n
en varias dimensiones espaciales. En esta ocasio´n enfocaremos dicho ana´lisis en
encontrar nuevos ejemplos de conjuntos de explosio´n.
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Para comprender en que´ medida son interesantes y novedosos estos ejemplos,
recordemos la ecuacio´n semilineal del calor dada en (I.5),
ut = ∆u+ u
p, p > 1.
Determinar los conjuntos de explosio´n para esta ecuacio´n es un problema dif´ıcil
de tratar, sobre todo en varias dimensiones espaciales, ver [Ve]. Sin embargo para
casos particulares se obtienen resultados sencillos. Por ejemplo, si el dato inicial
es radial con un u´nico ma´ximo en el origen, entonces el conjunto de explosio´n se
reduce a ese punto. Ma´s en general, en una dimensio´n espacial se sabe que si el
dato inicial tiene un nu´mero finito de ma´ximos, el conjunto de explosio´n consiste
en un nu´mero finito de puntos (no mayor que el nu´mero de ma´ximos), [ChM].
Cabe an˜adir que, considerando soluciones radiales de la ecuacio´n (I.5) en RN ,
con N ≥ 2, se puede construir un ejemplo de conjunto de explosio´n que sea una
esfera, [FM].
Hasta el momento, los u´nicos ejemplos de conjuntos de explosio´n puntuales
construidos, han sido conjuntos finitos de puntos o esferas, como es el caso de la
ecuacio´n (I.5).
En el tercer cap´ıtulo de esta tesis construimos soluciones explotando en com-
pactos cualesquiera no triviales de dimensio´n arbitrariamente menor a la del espa-
cio ambiente, por ejemplo, segmentos en R2 o discos en RN , N > 2.
Para ello propondremos ciertos problemas parabo´licos en el espacio RN con
N ≥ 2, o en el semiespacio con condicio´n de contorno no lineal, y estudiaremos
soluciones en variables separadas de los mismos. Esto nos permitira´ desacoplar
el problema original en un problema parabo´lico y un problema el´ıptico. Nuestro
objetivo consistira´ pues en demostrar que las soluciones del problema el´ıptico son
de soporte compacto. Para ello emplearemos diversas te´cnicas, tales como planos
mo´viles y argumentos de comparacio´n.
Todos estos resultados pueden encontrarse en los art´ıculos Nontrivial compact
blow-up sets of smaller dimension. Pe´rez-Llanos, M. y Rossi, J. D., que apare-
cera´ en Procc. Amer. Math. Soc. y Nontrivial compact blow-up sets of lower dimen-
sion in a half-space. Pe´rez-Llanos, M. y Rossi, J. D. enviado para su publicacio´n.

1Blow-up nume´rico para el
p-laplaciano con una fuente no
lineal
Estudiamos aproximaciones nume´ricas de soluciones no negativas de la ecuacio´n
p-laplaciana con una fuente no lineal,
ut = (|ux|p−2ux)x + |u|q−2u, (x, t) ∈ (−L,L)× (0, T ),
u(−L, t) = u(L, t) = 0, t ∈ [0, T ),
u(x, 0) = ϕ(x) > 0, x ∈ (−L,L),
donde p > 2, q > 2 y L > 0 son para´metros. Describimos en te´rminos de p, q y L
cua´ndo las soluciones de una semidiscretizacio´n en espacio existen globalmente en
tiempo y cua´ndo explotan en tiempo finito. Asimismo encontramos las tasas y los
conjuntos de explosio´n por medio de los perfiles autosimilares discretos.
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18 1. Blow-up nume´rico para el p-laplaciano con una fuente no lineal
1.1 Introduccio´n
En este cap´ıtulo analizamos aproximaciones nume´ricas a las soluciones no neg-
ativas del siguiente problema:
ut = (|ux|p−2ux)x + |u|q−2u, (x, t) ∈ (−L,L)× (0, T ),
u(−L, t) = u(L, t) = 0, t ∈ [0, T ),
u(x, 0) = ϕ(x) > 0, x ∈ (−L,L),
(1.1)
donde p > 2, q > 2 y L > 0 son para´metros y T es el tiempo ma´ximo de existencia
de las soluciones, ve´ase [J].
Suponemos que el dato inicial ϕ es una funcio´n regular, positiva en (−L,L) y
compatible con la condicio´n de borde. Asimismo, por simplicidad asumimos que
ϕ es sime´trica y decreciente en [0, L]; nuestro esquema nume´rico preservara´ estas
propiedades de simetr´ıa, lo que facilitara´ los ca´lculos.
Nuestro objetivo en el presente trabajo es analizar si para el problema (1.1) una
discretizacio´n nume´rica en espacio describe con exactitud el comportamiento del
problema original. El caso p = 2 se trata de la bien conocida ecuacio´n semilineal del
calor y las aproximaciones nume´ricas han sido ampliamente estudiadas, citamos
por ejemplo [ALM1, BB, BK, GR1].
El problema continuo. Sinteticemos brevemente lo que se conoce para el prob-
lema continuo (1.1), ve´anse [BG, D, FO, G1, G2, GKPS, LX, Ts] y las
referencias que en ellos se incluyen.
i) Si ϕ(x) es una funcio´n continua no trivial y no negativa, entonces existe una
u´nica solucio´n no negativa u ∈ C1+α, 12 ([−L,L] × (0, T )) para algu´n 0 < α < 1 y
algu´n T > 0, en sentido de´bil, esto es, verificando∫ L
−L
utφ dx =
∫ L
0
uq−1φ− |ux|p−2uxφx dx,
para todo φ ∈W 1,1([−L,L]) de soporte compacto en [0, L].
ii) q = p es el exponente cr´ıtico de explosio´n, esto es, si q < p el problema (1.1)
es global para toda condicio´n inicial (T =∞), mientras que si q > p existen tanto
soluciones globales, como soluciones que explotan en T <∞.
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En el caso cr´ıtico q = p la existencia de soluciones que explotan depende de
la longitud del intervalo: la solucio´n explota si y solamente si L es grande. En
concreto, si λ1(L) < 1 no existen soluciones de´biles globales no triviales, y si
λ1(L) ≥ 1 todas las soluciones de´biles son globales, donde λ1(L) es el primer
autovalor del problema de autovalores no lineal{
−(|ψx|p−2ψx)x = λ|ψ|p−2 ψ, −L < x < L,
ψ(−L) = ψ(L) = 0. (1.2)
iii) La tasa de explosio´n para las soluciones que explotan viene dada por el
exponente α = 1
q−2 , esto es
‖u(·, t)‖L∞([−L,L]) ∼ (T − t)−
1
q−2 .
iv) En cuanto a los conjuntos de explosio´n, tenemos explosio´n puntual, B(u) =
{0} si q > p, mientras que para q = p e´sta nunca es puntual. Que la explosio´n sea
regional o global en este caso depende de la longitud del intervalo. En concreto, se
tiene que
B(u) =
{
[−L,L] si Lp < L ≤ Lα, (explosio´n global)
[−Lα, Lα] si L > Lα, (explosio´n regional)
donde Lp es la longitud del intervalo para la cual el primer autovalor del problema
(1.2) es igual a uno, y Lα es la longitud ma´xima de existencia para los perfiles
autosimilares positivos (en (−Lα, Lα), ya que dichos perfiles presentan simetr´ıa
par). Esta u´ltima afirmacio´n se deduce de los resultados en [CPE1] y [G2].
Resultados principales. Resumimos aqu´ı brevemente los resultados obtenidos
cuando analizamos nume´ricamente el problema (1.1). Si realizamos una discretizacio´n
de la variable espacial en un mallado uniforme, conservando la variable temporal
continua, convertimos el problema (1.1) en un sistema de E.D.O.s de la forma
MU ′h = Dp Uh +MU
q−1
h ,
u−N = uN = 0,
Uh(0) = ϕ
I ,
(1.3)
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para cierta matriz M y cierto operador de diferencias no lineal Dp, que describi-
mos en la Seccio´n 1.2 con ma´s detalle. Por Uh denotamos el vector cuyas compo-
nentes son el valor de la aproximacio´n lineal, uh, en los nodos, esto es, Uh(t) =
(uh(x−N , t), · · · , uh(xN , t)) = (u−N(t), · · · , uN(t)).
Para este esquema nume´rico lo primero es establecer un resultado de conver-
gencia que asegure que el me´todo nume´rico propuesto converge en conjuntos de
la forma [−L,L] × [0, T − τ ], para todo 0 < τ < T . Observemos que, debido a la
singularidad desarrollada por la solucio´n a tiempo t = T , no es posible que dicha
convergencia pueda extenderse hasta el tiempo de explosio´n.
Nuestro objetivo es estudiar en que´ medida la solucio´n nume´rica Uh se aproxima
a la solucio´n original, cuando h→ 0. Entonces se verifica:
Teorema 1.1 Sea u ∈ C1+α, 12 ([−L,L]× [0, T − τ ]), 0 < α < 1, una solucio´n no
negativa de (1.1) y uh su aproximacio´n nume´rica. Entonces existe una constante
C, que depende de τ y de la norma de u en el espacio anterior, tal que para todo
h suficientemente pequen˜o se cumple que
ma´x
0≤t≤T−τ
‖u(·, t)− uh(·, t)‖L2([−L,L]) ≤ Chα,
ma´x
0≤t≤T−τ
‖ux(·, t)− (uh)x(·, t)‖Lp([−L,L]) ≤ Ch2α/p,
ma´x
0≤t≤T−τ
‖u(·, t)− uh(·, t)‖L∞([−L,L]) ≤ Ch2α/p.
Ma´s au´n, si u(·, t) ∈ W 2,2([−L,L]) podemos tomar α = 1 en las estimaciones
anteriores.
A continuacio´n demostramos que, siempre que la solucio´n u del problema con-
tinuo (1.1) explote, tambie´n lo hace Uh, la solucio´n del problema discreto (1.3) si
h es suficientemente pequen˜o.
Para establecer cua´les son las condiciones para las cuales tiene lugar la explosio´n
nume´rica, introducimos el problema de autovalores discreto ana´logo a (1.2){
DpΨ+ λ|Ψ|p−2Ψ = 0,
Ψ(−L) = Ψ(L) = 0. (1.4)
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Denotamos por λ1(L, h) al primer autovalor para este problema, y vemos que,
en te´rminos del mismo, las condiciones que garantizan la presencia de soluciones
discretas que explotan son completamente ana´logas a las dadas para el problema
continuo.
Teorema 1.2 Consideremos el problema de Dirichlet (1.10). Tenemos:
i) Si q < p toda solucio´n es global.
ii) Si q = p, la solucio´n explota en tiempo finito siempre que λ1(L, h) < 1,
mientras que si λ1(L, h) ≥ 1 toda solucio´n de (1.10) es global.
iii) Si q > p existen soluciones que explotan en tiempo finito.
Es ma´s, en el caso q = p tenemos la convergencia de los autovalores discretos
al autovalor continuo.
Obse´rvese que en este caso (q = p), se tiene que λ1(L) ≤ λ1(L, h) (ve´ase (1.33)),
lo que significa que si la aproximacio´n nume´rica explota tambie´n debe hacerlo la
solucio´n continua. Si q > p se desconoce si existen soluciones globales aproximadas
por soluciones nume´ricas que explotan.
En lo que resta del cap´ıtulo, centramos nuestra atencio´n en el comportamiento
asinto´tico de la aproximaciones nume´ricas cerca del tiempo de explosio´n. Esto es,
la tasa de explosio´n, la convergencia del tiempo de explosio´n de las soluciones disc-
retas al tiempo de explosio´n de las soluciones al problema continuo y el conjunto
de explosio´n.
En el caso q > p la reaccio´n es ma´s fuerte que la difusio´n, lo que facilita el
ana´lisis. Para el caso q = p construimos una familia de soluciones autosimilares
adecuada
Sh(t) = (Th − t)−1/(p−2)Wh,
donde el perfil Wh = (ωk) satisface{
0 = 2h−p|ω1 − ω0|p−2(ω1 − ω0) + |ω0|p−2ω0 − 1p−2 ω0,
0 = Dp ωk + |ωk|p−2ωk − 1p−2 ωk, k > 0.
(1.5)
No´tese que para cualquier w0 > 0 existe una u´nica solucio´n del problema anterior.
Es ma´s, esta solucio´n converge al correspondiente perfil autosimilar continuo. Este
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hecho y la versio´n discreta de la Teor´ıa de Comparacio´n mediante intersecciones
(ve´ase el Lema 1.10 posterior) nos permiten deducir la tasa para el problema
discreto, y resulta ser ide´ntica a la del continuo.
Teorema 1.3 Sea q ≥ p y sea Uh una solucio´n que explota de (1.9) con tiempo de
explosio´n Th. Entonces existen dos constantes positivas independientes de h tales
que
C1(Th − t)
−1
q−2 ≤ ‖Uh(t)‖L∞([−L,L]) ≤ C2(Th − t)
−1
q−2 . (1.6)
Ma´s au´n, si q > p tenemos
l´ım
t↗Th
(Th − t)
1
q−2‖Uh(t)‖L∞([−L,L]) = (q − 2)
−1
q−2 .
El hecho de que las constantes Ci, i = 1, 2 de la tasa sean independientes de h,
nos permitira´ deducir la convergencia del tiempo de explosio´n discreto al tiempo
en el que explota la correspondiente solucio´n continua.
Teorema 1.4 Sea q ≥ p y sea ϕ un dato inicial para (1.1) tal que u explota.
Si denotamos por T y Th los tiempos de explosio´n para u y Uh respectivamente,
tenemos
l´ım
h→0
Th = T.
En cuanto a los conjuntos de explosio´n de la aproximacio´n nume´rica, esto es el
conjunto de nodos xk tales que uk(t)→∞ cuando t→ T , probamos:
Teorema 1.5 Sea Uh una solucio´n que explota de (1.9).
i) Si q > p el conjunto de explosio´n lo determina un nu´mero finito de nodos,
B(Uh) = [−Kh,Kh], donde K ≡ K(p, q) esta´ dado por (1.29).
ii) Si q = p el conjunto de explosio´n es la totalidad del intervalo B(Uh) =
[−L,L].
Observamos que en el caso q > p el conjunto de explosio´n de la solucio´n nume´ri-
ca puede contener ma´s de un u´nico punto. No obstante, el u´nico nodo donde la
solucio´n explota con la tasa dada en (1.6) es el origen, siendo e´sta menor con-
forme nos alejamos del mismo. Adema´s probamos que la cantidad de nodos que
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comprende dicho conjunto no depende de h, (es decir, K no depende de h) lo que
implica que
B(Uh) = [−Kh,Kh]→ {0} = B(u), cuando h↘ 0.
Por otro lado, cuando q = p tenemos explosio´n global para todo h. Encontramos,
por lo tanto, que no es posible la explosio´n regional para el me´todo nume´rico que
proponemos. Sin embargo podemos recuperar la explosio´n regional esperada para
el esquema nume´rico (ve´ase [FGR2]) por medio de las variables autosimilares
Yh(s) = (Th − t)1/(q−2)Uh(t), (Th − t) = e−s.
Probamos que la funcio´n rescalada Yh(s) converge a un perfil autosimilarWh cuan-
do s→∞, donde Wh es la solucio´n al problema (1.5) que cumple adema´s ωN = 0.
Por otro lado, Wh tiende a cero en los nodos que esta´n fuera de [0, Lα] cuando
h→ 0. Lo que para t ∼ Th significa,
uk(t) ∼ ωk(h)(Th − t)−α,
donde ωk(h)→ 0 para los nodos que se encuentran en el intervalo [Lα, L]. Y es en
este sentido en el que se produce la explosio´n regional deseada si L > Lα.
Comencemos describiendo el esquema nume´rico que utilizamos, para despue´s
demostrar que, efectivamente, reproduce de manera correcta el comportamiento
asinto´tico de las soluciones continuas. En lo que sigue le letra C denotara´ una
constante gene´rica, la cual puede ser diferente en cada situacio´n. Asimismo uti-
lizaremos la letra minu´scula xk para denotar las componentes de un vector X.
1.2 El esquema nume´rico. Convergencia y propiedades
Dedicamos esta seccio´n a la descripcio´n del esquema nume´rico que estudiamos.
Consideremos la particio´n uniforme del intervalo [−L,L] de taman˜o h, esto es,
un mallado de nodos xi = ih (h = L/N), y el correspondiente espacio usual
de aproximaciones por elementos finitos lineales a trozos Vh. Obtenemos nuestras
aproximaciones semidiscretas,
uh(t, x) =
N∑
k=−N
uk(t)φk(x), φk ∈ Vh, (1.7)
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empleando elementos finitos lineales a trozos con mass lumping. Se trata e´sta de
una te´cnica nume´rica que consiste en realizar una interpolacio´n en las integrales
que intervienen en el me´todo de los elementos finitos, y conseguir de esta forma un
mayor nu´mero de ceros entre las entradas de las matrices correspondientes. Ma´s
concretamente, nuestra aproximacio´n lineal uh, verifica∫ L
−L
[(uh)tφ]
I dx+
∫ L
−L
|(uh)x|p−2(uh)xφxdx =
∫ L
−L
[
(uh)
q−1φ
]I
dx, (1.8)
para toda funcio´n φ ∈ Vh, y t ∈ (0, T ), donde el super´ındice I denota la interpo-
lacio´n de Lagrange.
Sea Uh(t) = (u−N(t), · · · , uN(t)) el vector cuyas componentes son los valores
de la aproximacio´n nume´rica uh en los nodos en el tiempo t. Si en (1.8) tomamos
φ = φk, para cada k, es fa´cil ver que Uh(t) satisface el siguiente problema
MU ′h = Dp Uh +MU
q−1
h ,
u−N = uN = 0,
Uh(0) = ϕ
I ,
(1.9)
donde M = I2N es la matriz de masa resultante tras aplicar lumping y
Dp Uh = D+|D−Uh|p−2D−Uh.
En esta fo´rmula D+ y D− denotan las matrices de rigidez dadas por las diferencias
progresivas y regresivas, respectivamente, i.e.
D+ =
1
h

−1 1 0 · · · 0
−1 1 ...
. . . . . . 0
−1 1
−1

, D− =
1
h

−1
1 −1
0 1
. . .
...
. . . −1
0 · · · 0 1 −1

.
Finalmente ϕI es la interpolacio´n de Lagrange del dato inicial ϕ.
Queremos destacar que el operador Dp no viene dado por una matriz. Este
hecho hace que el ana´lisis de (1.9) difiera en gran medida respecto al esquema
para tratar la ecuacio´n semilineal del calor (p = 2).
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Escribiendo expl´ıcitamente la ecuacio´n se obtiene el siguiente sistema de E.D.Os,
u−N = 0,
u′k(t) = Dpuk(t) + u
q−1
k (t), −N + 1 ≤ k ≤ N − 1,
uN = 0,
uk(0) = ϕ(xk),
(1.10)
donde Dpuk, denota la k-e´sima componente de Dp Uh, dada por
Dpuk :=
(
Dpu
)
k
= h−p
{|uk−1 − uk|p−2 (uk−1 − uk)− |uk − uk+1|p−2 (uk − uk+1)} .
Observacio´n 1.1 Para el estudio de problemas que presentan explosio´n se pueden
aplicar adema´s otros me´todos tales como el me´todo de malla mo´vil (moving mesh
method) utilizado por ejemplo en [BK, BHR, DV, HRR]. Este me´todo requiere
cierta invarianza espacial del problema. A pesar de que los resultados cuantitativos
resultan ser mejores cuando la malla se refina de forma apropiada, no conocemos
ningu´n resultado de convergencia riguroso en esta direccio´n.
Una vez descrito el esquema nume´rico que proponemos, probamos nuestro re-
sultado de convergencia. Para ello hacemos uso de un resultado te´cnico sobre la
aproximacio´n de Lagrange, as´ı como dos desigualdades sencillas de ca´lculo, ve´anse
[BL1, GM].
Lema 1.6 i) Si f ∈ C1+α([−L,L]), 0 < α < 1, entonces
‖f − f I‖L∞([−L,L]) = O(h1+α), ‖(f − f I)′‖L∞([−L,L]) = O(hα).
ii) Si f ∈ W 2,s([−L,L]), s ≥ 1, entonces
‖f − f I‖W 1,s([−L,L]) ≤ Ch‖f‖W 2,s([−L.L]).
Ahora estamos en disposicio´n de probar las primeras estimaciones para nuestras
soluciones, nume´rica y exacta, como paso previo para demostrar el Teorema 1.1.
En lo que sigue utilizaremos la notacio´n
∇pu = |ux|p−2ux.
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Lema 1.7 Sea p ∈ (1,∞) fijo. Existen constantes positivas tales que para todo x,
y ∈ R se cumple∣∣∣|x|p−2x− |y|p−2y∣∣∣ ≤ C1|x− y|(|x|+ |y|)p−2,
(|x|p−2x− |y|p−2y)(x− y) ≥ C2|x− y|2(|x|+ |y|)p−2.
Lema 1.8 Sea u la solucio´n de (1.1), uh su aproximacio´n nume´rica y supongamos
que ambas esta´n acotadas en [0, t0]. Entonces∫ L
−L
(ut)
2 dx ≤ C,
∫ L
−L
((uh)t)
2 dx ≤ C.
Demostracion. Usando ut como funcio´n test en la formulacio´n de´bil de (1.1)
tenemos∫ t0
0
∫ L
−L
(ut)
2 dxdt = −1
p
∫ t0
0
∫ L
−L
(|ux|p)t dxdt+
1
q
∫ t0
0
∫ L
−L
(uq)t dxdt
=
1
p
∫ L
−L
(|ϕx|p − |ux(t0)|) dx− 1
q
∫ L
−L
(ϕq − uq(t0)) dx
≤ C(‖u(t0)‖W 1,p([−L,L]), ‖u(t0)‖L∞([−L,L]), ‖ϕ‖W 1,p([−L,L]), ‖ϕ‖L∞([−L,L])).
De la regularidad de u ∈ C1+α, 12 ([−L,L] × [0, T − τ ]) y la estimacio´n previa, se
deduce fa´cilmente que en [0, t0] ∫ L
−L
(ut)
2 dx ≤ C.
Las estimacio´n para uh se demuestra de forma similar. ¤
Demostracio´n del Teorema 1.1. Definimos la funcio´n error como ε(x, t) =
u(x, t) − uh(x, t), donde u es la solucio´n del problema continuo (1.1), y uh su
aproximacio´n nume´rica.
En primer lugar, definimos el tiempo
t0 = ma´x{t ∈ [0, T − τ ] : ma´x
x∈[−L,L]
|ε(x, t)| ≤ 1},
el cual garantiza que ninguna de las dos soluciones explota en el intervalo [0, t0].
Al final probaremos si h es suficientemente pequen˜o, se tiene que t0 = T − τ .
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Consideremos V = W 1,p0 ([−L,L]) y su aproximacio´n usual por elementos finitos
lineales a trozos, Vh. A continuacio´n consideramos la formulacio´n variacional para
ambos problemas, el problema continuo y el problema discreto. Si restamos las
igualdades obtenidas, teniendo en cuenta que
∫ L
−L |f I |dx =
∫ L
−L |f |dx + O(h2),
llegamos a∫ L
−L
utΨdx +
∫ L
−L
∇puΨxdx−
∫ L
−L
(uh)tvhdx−
∫ L
−L
∇puh(vh)xdx
=
∫ L
−L
uq−1Ψdx−
∫ L
−L
(uh)
q−1vhdx+O(h2),
(1.11)
para todo Ψ ∈ V y vh ∈ Vh, donde ∇pu = |ux|p−2ux. Seguidamente tomamos como
funcio´n test Ψ = vh = u
I − uh ∈ Vh ⊂ V . En consecuencia (1.11) da∫ L
−L
εtεdx+
∫ L
−L
(∇pu−∇puh)εxdx dt ≤ C
{∫ L
−L
|εt| |u− uI |dx
+
∫ L
−L
|uq−1 − (uh)q−1| |ε| dx+
∫ L
−L
|uq−1 − (uh)q−1| |u− uI | dx
+
∫ L
−L
|∇pu−∇puh| |(u− uI)x|dx+ h2
}
= J1 + J2 + J3 + J4 + Ch
2.
Trataremos cada una de las integrales anteriores por separado.
• Para estimar J1 tendremos en cuenta que por el Lema 1.8 sabemos que ut y
(uh)t esta´n acotadas en norma L
2([−L,L]), para todo t ∈ [0, t0]. En efecto,
J1 =
∫ L
−L
|εt| |u− uI |dx ≤
(∫ L
−L
|εt|2dx
) 1
2
(∫ L
−L
|u− uI |2dx
) 1
2
≤
(∫ L
−L
(
((uh)t)
2 + (ut)
2
)
dx
) 1
2
(∫ L
−L
|u− uI |2dx
) 1
2
≤ Ch1+α.
• Usando ahora el Teorema del Valor Medio, y el hecho de que u y uh esta´n
acotadas hasta t0, acotamos J2,
J2 =
∫ L
−L
|uq−1 − (uh)q−1| |ε| dx ≤
∫ L
−L
(q − 1)ηq−2|ε|2 dx ≤ C
∫ L
−L
ε2dx,
para cierto η > 0 comprendido entre u y uh y, por consiguiente acotado.
• Por las consideraciones anteriores, para J3 tenemos
J3 =
∫ L
−L
|uq−1 − (uh)q−1| |u− uI | dx ≤ C
∫ L
−L
|u− uI |dx ≤ Ch1+α.
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• Procediendo con J4 como en [BL2], utilizando la primera de las estimaciones
relativas al operador p-laplaciano dadas en el Lema 1.7, obtenemos∣∣(∇pu−∇puh)(u− uI)x∣∣ ≤ C(|ux|+ |(uh)x|)p−2|εx| |(u− uI)x|
≤ C(|ux|+ |(uh)x|)p−2
(
δ|εx|2 + c(δ)|(u− uI)x|2
)
para todo δ > 0. Obse´rvese que la segunda estimacio´n del Lema 1.7 implica
(∇pu−∇puh)εx ≥ C1(εx)2(|ux|+ |(uh)x|)p−2.
As´ı pues, eligiendo δ suficientemente pequen˜o podemos absorber el primer te´rmino
de J4 en el miembro izquierdo de la ecuacio´n. Para acotar el segundo te´rmino de
J4 observamos que tanto ux como (uh)x se mantienen acotadas en [0, t0],∫ L
−L
(|ux|+ |(uh)x|)p−2|(u− uI)x|2dx ≤ C
∫ L
−L
|(u− uI)x|2 ≤ Ch2α.
Recapitulando,∫ L
−L
εtεdx+
∫ L
−L
(∇pu−∇puh)εxdx dt ≤ C
∫ L
−L
ε2 +O(h2α),
y teniendo en cuenta la desigualdad
ε2x(|ux|+ |(uh)x|)p−2 ≥ Cε2x(|ux|+ |εx|)p−2 ≥ |εx|p,
deducida del Lema (1.7), obtenemos
1
2
d
dt
∫ L
−L
ε2 ≤ 1
2
d
dt
∫ L
−L
ε2 +
∫ L
−L
|εx|p ≤ C
∫ L
−L
ε2 +O(h2α). (1.12)
Integrando la desigualdad anterior en [0, t] para cualquier 0 < t < t0, y uti-
lizando la estimacio´n del error para la interpolacio´n dada anteriormente, llegamos
a
∫ L
−L
ε2(t)dx ≤ Ce2CTh2α,
para algu´n 0 < α < 1. Subrayamos que si asumimos u ∈ W 2,p podemos tomar α =
1 en la estimacio´n anterior. Considerando nuevamente (1.12) obtenemos adema´s∫ L
−L
|εx|p ≤ Ch2α.
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Observamos ahora que gracias a la inclusio´n W 1,p0 ([−L,L]) ↪→ L∞([−L,L]) ten-
emos la cota del error correspondiente en la norma L∞,
ma´x
0≤t≤T−τ
‖u(·, t)− uh(·, t)‖L∞([−L,L]) ≤ Ch2α/p.
Por u´ltimo, remarquemos que la estimacio´n anterior no depende de t0. Podemos
tomar entonces t0 = T − τ para todo h suficientemente pequen˜o, completando
as´ı la demostracio´n. ¤
A continuacio´n queremos establecer un Principio de Comparacio´n de soluciones
para el problema discreto. Para este fin necesitamos introducir la siguiente defini-
cio´n,
Definicio´n 1.1 Diremos que U es una supersolucio´n (resp. U una subsolucio´n) si
satisface (1.9) con una desigualdad superior (resp. inferior) en lugar de la igualdad.
Lema 1.9 Sean U y U una supersolucio´n y una subsolucio´n respectivamente, en-
tonces
U(t) ≥ Uh(t) ≥ U(t).
Demostracion. Por un proceso de aproximacio´n nos restringimos a considerar
desigualdades estrictas para la supersolucio´n. Probemos U(t) > Uh(t). Razonamos
nuevamente por contradiccio´n. Supongamos que existe un primer tiempo t0 y un
nodo j tal que uj(t0) = uj(t0) = a; entonces para −N + 1 < j < N − 1 tenemos
0 ≥ u′j(t0)− u′j(t0)
>
1
hp
{|uj−1(t0)− a|p−2 (uj−1(t0)− a)− |uj−1(t0)− a|p−2 (uj−1(t0)− a)}
+
1
hp
{|a− uj+1(t0)|p−2 (a− uj+1(t0))− |a− uj+1(t0)|p−2 (a− uj+1(t0))}
≥ 0,
lo que supone una contradiccio´n. La desigualdad Uh(t) ≥ U(t) puede deducirse de
forma similar. ¤
Seguidamente incluimos dos resultados relativos al nu´mero de intersecciones
entre dos soluciones. El primero se trata de la versio´n discreta del bien conocido
Teorema de Comparacio´n de Sturm, ve´ase por ejemplo [SGKM]. El segundo se
trata de una consecuencia directa del Principio de Comparacio´n.
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Lema 1.10 Sean Uh y Vh dos soluciones del sistema de ecuaciones
u′k(t) = Dp uk(t) + u
q−1
k (t), J1 ≤ k ≤ J2.
Supongamos que en cierto tiempo t∗ tienen una u´nica interseccio´n en [xJ1 , xJ2 ],
i.e., para algu´n k0, se verifica uj(t
∗) ≥ vj(t∗) para todo j ≤ k0, uj0(t∗) < vj0(t∗)
y uj(t
∗) ≤ vj(t∗) para j > k0. Asumamos tambie´n que uJ1(t) > vJ1(t) y uJ2(t) <
vJ2(t) para todo t ≥ t∗. Entonces, el nu´mero de intersecciones para t > t∗ es como
ma´ximo uno.
Demostracion. Denotemos por Eh(t) = Vh(t) − Uh(t). Por contradiccio´n,
supongamos que existe un primer tiempo t0 tal que ek(t0) = 0, para k 6= k′0, donde
k′0 es el nodo de la interseccio´n existente a tiempo t0. Sea k < k
′
0 (para la situacio´n
k > k′0 el siguiente razonamiento es el mismo con un cambio de signo). Entonces
0 ≤ e′k(t0) = (Dpvk(t0)−Dpuk(t0)) + vq−1k (t0)− uq−1k (t0) ≤ 0,
lo cual repetido para cada nodo implica que vj(t0) = uj(t0), J1 ≤ j ≤ k′0. Llegamos
as´ı a contradiccio´n. ¤
Observacio´n 1.2 No´tese que el argumento anterior se puede generalizar para pro-
bar que el nu´mero de intersecciones es una funcio´n no creciente del tiempo.
Lema 1.11 Dos soluciones ordenadas del problema (1.10) no pueden explotar al
mismo tiempo.
Demostracion. Sean Uh y Vh dos soluciones de (1.10) y sea T el tiempo de
explosio´n de Uh. Supongamos que existe t0 tal que Uh(t0) > Vh(t0). Entonces el
Principio de Comparacio´n implica que Uh(t) > Vh(t), para todo t ≥ t0. Mediante
un argumento ana´logo al utilizado en la prueba de la proposicio´n 2 del cap´ıtulo
IV de [SGKM], se puede rescalar Vh(t) y probar que no explota antes de T + ε,
para cierto ε > 0. ¤
Concluimos esta seccio´n probando algunos resultados que verifica nuestro me´to-
do nume´rico, los cuales simplificara´n los ca´lculos. En primer lugar, establecemos
una propiedad de simetr´ıa para el problema nume´rico (1.10). Diremos que un vec-
tor es sime´trico si verifica u−k = uk, para todo k = 1, · · · , N .
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Lema 1.12 Sea Uh(0) un vector sime´trico; entonces la solucio´n Uh(t) al problema
(1.9) es asimismo sime´trica para todo t ∈ (0, Th).
Demostracion. Este resultado se deduce fa´cilmente de la reflexio´n y unicidad
del problema. ¤
Observacio´n 1.3 Como uk(0) = ϕ(xk) y ϕ es sime´trico, entonces Uh(0) (y con-
secuentemente Uh(t)) es sime´trico. As´ı que para trabajar podemos restringirnos
al intervalo [0, L], reduciendo as´ı el taman˜o del sistema de E.D.O. que ha de ser
resuelto nume´ricamente. Es decir, en adelante estudiaremos el sistema
u′0(t) = 2h
−p|u1 − u0|p−2(u1 − u0) + uq−10 ,
u′k(t) = Dp uk + u
q−1
k , 0 < k < N,
uN(t) = 0.
(1.13)
Lema 1.13 Sea Uh una solucio´n de (1.10) con uk(0) > uk+1(0), para todo 0 ≤
k ≤ N − 1. Entonces uk(t) > uk+1(t), para todo 0 ≤ k ≤ N − 1.
Demostracion. Razonemos por contradiccio´n. Supongamos que existe un
primer tiempo t0 y dos nodos consecutivos para los cuales falla la conclusio´n del
lema. Esto es, si les llamamos j, j + 1, suponemos que uj+1(t0) = uj(t0). De las
ecuaciones (1.10) se obtiene
0 ≥ u′j(t0)− u′j+1(t0) =
1
hp
{|uj−1(t0)− uj(t0)|p−2(uj−1(t0)− uj(t0))
+ |uj+1(t0)− uj+2(t0)|p−2(uj+1(t0)− uj+2(t0))} ≥ 0.
De aqu´ı se desprende que uj−1(t0) = uj(t0) = uj+1(t0) = uj+2(t0). Usando el mismo
razonamiento con todos los nodos, llegamos a que uj(t0) = uN(t0) = 0. Este hecho
contradice la unicidad del problema retro´grado para t < t0, ya que Uh(0) > 0. ¤
Observacio´n 1.4 El resultado anterior garantiza que el ma´ximo de Uh(t) se al-
canza en el nodo central x0 = 0.
1.3 Explosio´n para el esquema nume´rico
Dos sera´n los objetivos principales a abordar en la presente seccio´n, garantizar
que toda solucio´n continua que explota esta´ incluida en nuestro ana´lisis y carac-
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terizar cua´ndo el problema discreto (1.10) tiene soluciones que presentan blow-up.
Para ello consideramos el funcional de energ´ıa para el problema continuo (1.1)
dado por
H(v) =
1
p
∫ L
−L
|vx|p dx− 1
q
∫ L
−L
|v|q dx, v ∈W 1,p0 ([−L,L]).
Dicho funcional es no creciente sobre las o´rbitas del problema (1.1), es decir,
d
dt
H(u(·, t)) ≤ 0, para toda u solucio´n de (1.1). Asimismo se sabe que si q ≥ p
y ϕ ∈ W 1,p0 ([−L,L]) ∩ L∞([−L,L]) satisface H(ϕ) < 0, entonces la correspondi-
ente solucio´n del problema (1.1) explota en tiempo finito, (ve´anse [J, LX, Mes]).
Veamos que adema´s satisface la siguiente propiedad, cuya prueba se puede
hacer siguiendo las mismas ideas que en [CPE2], pero que incluimos en el Ape´ndice
por completitud.
Lema 1.14 Si u explota en tiempo finito T entonces
l´ım
t→T
H(u(t)) = −∞. (1.14)
Seguidamente definimos Hh, el funcional discreto ana´logo a H, como
Hh(t) ≡ Hh(Uh(t)) = 1
p
〈−Dp Uh, Uh〉(t)− 1
q
〈|Uh|q−2Uh, Uh〉(t). (1.15)
El resultado que probamos a continuacio´n nos permitira´ deducir los dos obje-
tivos fundamentales de esta parte mencionados anteriormente.
Proposicio´n 1.15 Sea q ≥ p. Consideremos el funcional de energ´ıa discreto dado
en (1.15). Si existe t0 tal que Hh(t0) < 0, entonces Uh explota.
Demostracion. En primer lugar notemos que Hh(t) es tambie´n no creciente
a lo largo de las o´rbitas H ′h(t) = −〈U ′h, U ′h〉(t) ≤ 0. Por tanto, Hh(t) < 0 para todo
t ≥ t0. Introduzcamos a continuacio´n el siguiente funcional
J(t) ≡ J(Uh(t)) = 1
2
〈Uh, Uh〉(t),
y utilicemos argumentos de concavidad, como en [Lev3]. Tenemos
J ′(t) = 〈Uh, U ′h〉(t) = −pHh(t) + (1− p/q) 〈U q/2h , U q/2h 〉(t).
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Debido al te´rmino adicional que aparece en la expresio´n de la primera derivada
de J si q > p, este caso necesita un tratamiento diferente. De hecho, u´nicamente
sera´ necesario uno de los te´rminos en cada caso para obtener la explosio´n de Uh.
Para el caso q > p tenemos
J ′(t) ≥ C〈U q/2h , U q/2h 〉(t) ≥ C〈Uh, Uh〉q/2(t) = C J(t)q/2.
Como q > 2, significa que J explota en tiempo finito y por lo tanto tambie´n U lo
hace.
Para el caso q = p tenemos que las dos primeras derivadas del operador J son
positivas. En efecto, J ′(t) = −pHh(t) > 0 y J ′′(t) = −pH ′h(t) = p〈U ′h, U ′h〉(t) > 0.
Por otro lado, al ser p > 2 tenemos que la funcio´n J(t)1−
p
2 es decreciente.
Adema´s se cumple la siguiente estimacio´n
(J ′(t))2 = 〈Uh, U ′h〉2(t) ≤ 〈Uh, Uh〉〈U ′h, U ′h〉(t) =
2
p
J(t)J ′′(t),
que nos permite probar que J(t)1−
p
2 es co´ncava. Luego se anula en tiempo finito,
lo que significa que J(t) explota en tiempo finito. En consecuencia, tambie´n Uh
explota en tiempo finito. ¤
Observacio´n 1.5 En la primera parte de la prueba u´nicamente se asume que
q > ma´x(p, 2) con lo que el resultado ser´ıa igualmente va´lido para el rango 1 < p ≤ 2.
Como consecuencia de los dos resultados anteriores demostramos a contin-
uacio´n, que siempre que la solucio´n continua explote, y h es suficientemente pequen˜o,
su aproximacio´n nume´rica tambie´n lo hace.
Proposicio´n 1.16 Sea u una solucio´n que explota de (1.1). Entonces la solucio´n
Uh de (1.13) tambie´n explota para h suficientemente pequen˜o.
Demostracion. Por el Teorema 1.1 resulta sencillo comprobar la convergencia
‖Hh(t)−H(t)‖L1([−L,L]) → 0 cuando h → 0, lo cual, an˜adido al Lema 1.14 nos
permite concluir que si u explota en tiempo finito, entonces Hh(t0) < 0 para algu´n
t0 y h suficientemente pequen˜o. La Proposicio´n 1.15 concluye la prueba. ¤
La Proposicio´n 1.15 tambie´n nos capacita para establecer las condiciones que
garantizan la presencia de blow-up para el problema discreto. Resultan ser com-
pletamente ana´logas a las que dimos en la Seccio´n 1.1 para el caso continuo.
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Sea λ1(L, h) el primer autovalor para el problema de autovalores discreto ana´lo-
go a (1.2), y Ψ = (ψ)k el vector que consiste en su autofuncio´n asociada, solucio´n
del siguiente problema
2h−p|ψ1 − ψ0|p−2(ψ1 − ψ0) + λ|ψ0|p−2ψ0 = 0,
Dpψk + λ|ψk|p−2ψk = 0,
ψN = 0.
(1.16)
Establecemos en te´rminos del mismo las condiciones de blow-up para las soluciones
discretas. Para ello utilizaremos repetidamente el Principio de Comparacio´n del
Lema 1.9.
Demostracio´n del Teorema 1.2. La prueba consistira´ en comparar con sub-
soluciones que explotan o con supersoluciones globales, segu´n cada caso.
i) Si q < p consideramos la primera autofuncio´n Ψ del operador p-laplaciano
discreto (1.16) en el intervalo [−L− 1, L+1]. No es dif´ıcil ver que para c suficien-
temente grande tenemos que Uh(0) ≤ cΨ y que cΨ es una supersolucio´n global
estacionaria de (1.13). El Principio de Comparacio´n concluye la primera parte del
teorema.
ii) Si q = p sea Ψ > 0, para todo k 6= N , la primera autofuncio´n del problema
(1.16) con ‖Ψ‖L∞([−L,L]) = 1. Entonces, si λ1(L, h) < 1, para cualquier c > 0 se
cumple,
Hh(0) =
1
p
〈−Dp (cΨ), cΨ〉 − 1
p
〈|cΨ|p−2cΨ, cΨ〉 = cpλ1 − 1
p
〈|Ψ|p−2Ψ,Ψ〉 < 0.
En consecuencia, la solucio´n de (1.1) con dato inicial cΨ explota en tiempo finito
por la Proposicio´n 1.15.
Dado cualquier dato inicial ϕ(x) > 0 no trivial, y eligiendo c > 0 pequen˜o de
tal modo que Uh(0) ≥ cΨ, concluimos que la correspondiente solucio´n explota en
tiempo finito por el Principio de Comparacio´n.
Si, por el contrario, λ1(L, h) ≥ 1, obse´rvese que, tomando c suficientemente
grande, cΨ es una supersolucio´n estacionaria de (1.1). Por lo tanto, aplicando de
nuevo el Principio de Comparacio´n, deducimos que Uh es global.
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iii) La Proposicio´n 1.15 asegura que si q > p existen soluciones que explotan,
aque´llas cuyo dato inicial verifica que Hh(0) < 0. ¤
Finalizamos esta seccio´n con un resultado sobre convergencia de autovalores.
Posponemos hasta el Ape´ndice de este cap´ıtulo su prueba, que se deduce siguiendo
los pasos dados en [R].
Teorema 1.17 Sean λ1(L) y λ1(L, h) el primer autovalor de los problemas (1.2)
y (1.16), respectivamente. Tenemos
l´ım
h→0
λ1(L, h) = λ1(L).
1.4 Tasa y tiempo de explosio´n
Dedicamos esta seccio´n a la demostracio´n de los resultados relativos al tiempo
de explosio´n, los Teoremas 1.3 y 1.4. Comenzamos por el estudio de la tasa de ex-
plosio´n. Recalquemos que los coeficientes que obtenemos en las tasas no dependen
de h.
Demostracio´n del Teorema 1.3. En primer lugar, observamos que de la
ecuacio´n que verifica el nodo central u0
u′0(t) = 2h
−p|u1 − u0|p−2(u1 − u0) + uq−10 ,
se deduce que
uq−10 ≥ u′0 ≥ uq−10 (1−
2
hp
up−q0 ). (1.17)
Integrando en tiempo la primera desigualdad se obtine la estimacio´n inferior del
Teorema 1.3. De hecho,
u0(t) ≥ (q − 2)−1/(q−2) (Th − t)−1/(q−2). (1.18)
Si q > p podemos considerar la estimacio´n (1.18) en la segunda desigualdad en
(1.17),
u′0(t) ≥ u0(t)q−1(1−
2
hp
(Th − t)
q−p
q−2 ),
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para t suficientemente cercano a Th. Integrando la estimacio´n previa entre t y Th
se obtiene
u0(t) ≤
[
(q − 2)(Th − t)
(
1− 2(q − 2)
hp(2q − p− q) (Th − t)
q−p
q−2
)]− 1
q−2
. (1.19)
Teniendo en cuenta (1.18), si tomamos l´ımite en (1.19) demostramos que, efecti-
vamente
l´ım
t↗Th
(Th − t)
1
q−2u0 = (q − 2)−1/(q−2), (1.20)
No´tese que para el caso q = p y h pequen˜a, la segunda desigualdad en (1.17)
carece de sentido. A fin de obtener la estimacio´n superior en este caso cuando
razonamos de modo distinto. Construimos la siguiente familia de soluciones au-
tosimilares
Sh(t) = (Th − t)−1/(p−2)Wh,
donde el perfil Wh = (ωk) satisface{
0 = 2h−p|ω1 − ω0|p−2(ω1 − ω0) + |ω0|p−2ω0 − 1p−2 ω0,
0 = Dp ωk + |ωk|p−2ωk − 1p−2 ωk, k > 0.
(1.21)
Demostraremos a continuacio´n que estos perfiles discretos convergen uniforme-
mente a los correspondientes perfiles continuos. Adema´s veremos que, como se
aprecia en la Figura 1.1, cuanto mayor es el dato inicial ω0, estos perfiles cortan al
eje en un valor cada vez ma´s proximo a Lp, el valor para el cual el primer autovalor
es uno.
Admitamos por un momento que existe una altura ω0 tal que para h suficien-
temente pequen˜o, el correspondiente perfil y nuestro dato inicial tienen un u´nico
corte, es decir, se cumple
ωj ≥ T
1
p−2
h ϕ(xj), ∀j < k0, ωk0 < T
1
p−2
h ϕ(xk0) y ωj ≤ T
1
p−2
h ϕ(xj), ∀j > k0,
(1.22)
para algu´n u´nico 0 ≤ k0 ≤ N . Consideremos las soluciones de (1.13) dadas por
Uh e Yh = (Th − t)−1/(q−2)Wh. Como ambas funciones explotan al mismo tiempo
por el Lema 1.11 sabemos que el nu´mero de intersecciones entre ellas no puede ser
cero. Por otra parte, ωJ(t) < yJ(t), para todo t > 0. Nos encontramos entonces
en las hipo´tesis del Lema 1.10 con t∗ = 0, luego el nu´mero de intersecciones de Uh
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Figura 1.1: Perfiles discretos para distintos datos iniciales.
e Yh es exactamente uno, para todo t > 0. Por lo tanto concluimos que u0(t) ≤
y0(t) = w0(Th − t)−1/(q−2), donde w0 es independiente de h. Y con ello finalizamos
la prueba del teorema. ¤
Antes de demostrar la existencia de ω0 verificando (1.22), estudiaremos los
perfiles discretos Wh.
Lema 1.18 Sea Wh la solucio´n de (1.21). Si el dato inicial w0 es suficientemente
grande entonces existe un nodo xJ tal que wJ < 0 y wk−1 > wk para 1 < k < J .
Es ma´s, cuando h tiende a cero Wh tiende a la solucio´n del problema
(|z′|p−2z′)′ + |z|p−2z − 1
p−2z = 0, x > 0,
z(0) = w0,
z′(0) = 0.
(1.23)
Demostracion. Probamos que existe un nodo tal que los perfiles discretos se
hacen negativos en varios pasos.
• Multiplicando cada ecuacio´n de (1.21) por (ωj+1 − ωj−1)/2 y sumando las
mismas, conseguimos, para todo k ≥ 1,
0 =
k∑
j=1
{
Dp ωj + ω
p−1
j −
1
p− 2 ωj
}
ωj+1 − ωj−1
2
=
(
1− 1
p
) ∣∣∣∣ωk+1 − ωkh
∣∣∣∣p + F (ωk+1)− F (ω0) +O(h),
(1.24)
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donde F (x) = 1
p
xp − 1
2(p−2)x
2, ve´ase por ejemplo [BL1].
• A continuacio´n demostramos que el problema (1.24) no tiene mı´nimos posi-
tivos. Notemos que si w0 es grande, por la primera ecuacio´n en (1.21) tendremos
que w1 < w0. Supongamos que exista un nodo xK tal que wK−1 > wK < wK+1.
De la ecuacio´n (1.21) en el nodo xK llegamos a
1
p− 2 ωK − ω
p−1
K = Dp ωK > 0.
Luego wK ≤ (p− 2)−1/(p−2), lo cual implica que F (ωK) < 0. De la misma ecuacio´n
tambie´n se deduce
h−p(ωK − ωK−1)p−1 ≤ 1
p− 2 ωK − ω
p−1
K ≤ C,
y en consecuencia ((wK − wK−1)/h)p−1 ≤ Ch. Substituyendo esta desigualdad
en (1.24) finalmente obtenemos F (ωK) = F (ω0) + O(h), lo que nos conduce a
contradiccio´n ya que ω0, y por tanto F (w0), es grande.
• Demostramos que debe existir entonces un nodo xj0 tal que F (ωj0) ≤ 0. Si
por el contrario F (ωk) > 0, para todo k, o lo que es lo mismo
wk >
(
p
2(p− 2)
) 1
p−2
>
(
1
(p− 2)
) 1
p−2
para todo k ≥ 0, las funciones V (t) = (Th − t)−1/(p−2)Wh y V˜ (t) = (Th −
t)−1/(p−2)(p−2)−1/(p−2) estar´ıan ordenadas teniendo el mismo tiempo de explosio´n,
lo que contradice el Lema 1.11.
• Probamos finalmente que ha de existir un nodo donde el perfil discreto sea
negativo. Supongamos que ωj0 , ωj0+1 son positivos. Como Wh es decreciente se
tiene que F (ωj0+1) < 0, lo que por (1.24) implica
ωj0+1 ≤ ωj0 − Ch(F (ω0))
1
p < 0,
ya que ωj0 esta´ acotado. Esto implica que para cada h fijo, debe existir un primer
nodo xJ tal que ωJ < 0.
Para probar la convergencia de estos perfiles notemos que, por (1.24) para el
nodo xJ anterior debe existir una sucesio´n hn → 0 y L˜ > 0 tal que xJ → L˜,
wJ → 0 y (ωJ − ωJ−1)/hn → −Λ = −
(
p
p−1F (ω0)
) 1
p
< 0.
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As´ı pues, consideremos el problema auxiliar
(|z′|p−2z′)′ + zp−1 − 1
p−2z = 0, x ∈ [0, L˜],
z(0) = ω0,
z(L˜) = 0. z′(L˜) = −Λ.
(1.25)
Se sabe que este problema tiene una u´nica solucio´n para cada longitud L˜. Utilizan-
do resultados cla´sicos para ecuaciones parabo´licas, ver por ejemplo [Fr], tenemos
la convergencia de Wh a z en (0, L˜]. Adema´s, teniendo en cuenta que en el punto
de degeneracio´n x = 0, se cumple que ω0 = z(0), la convergencia es cierta en el
intervalo entero.
Por otra parte, multiplicando por z′ la ecuacio´n en (1.25) obtenemos(
1− 1
p
)
|z′|p + F (z) =
(
1− 1
p
)
Λp.
Recordando que F (ω0) = (1 − 1/p)Λp, la igualdad anterior implica z′(0) = 0,
completa´ndose la prueba del lema. ¤
Por u´ltimo, la demostracio´n de la existencia de ω0 tal que se verifique (1.22) la
haremos en varios pasos.
• Para un valor preciso de ω0 el problema (1.23) tiene una u´nica solucio´n de´bil
de soporte compacto [0, Lα] , ve´ase [G2]. Adema´s, para ω0 grande existe una u´nica
solucio´n cla´sica que cruza el eje horizontal en un punto finito x∗, y a medida que ω0
crece, el punto x∗ decrece; si ω0 → ∞ entonces x∗ → Lp, donde Lp es la longitud
del intervalo para la cual el primer autovalor del problema (1.2) es igual a uno.
Ve´ase [FO].
• As´ı pues, para cualquier dato inicial acotado ϕ exite una condicio´n inicial
z(0) = ω0 suficientemente grande, z(0) > T
1
p−2
h ϕ(0) y tal que el perfil correspondi-
ente z interseca a ϕ una u´nica vez, en cierto punto x < L.
• Por el lema previo, sabemos que Wh converge hacia el perfil z, luego para h
suficientemente pequen˜o, se cumple (1.22).
A continuacio´n centramos nuestra atencio´n en el tiempo de explosio´n del prob-
lema aproximado y estudiamos la convergencia del mismo al tiempo de explosio´n
del problema continuo.
Demostracio´n del Teorema 1.4. Como u explota por la Proposicio´n 1.16
sabemos que para h ¿ 1 tambie´n Uh explota. De (1.6) se sigue que existe una
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constante C independiente de h tal que
Th − t ≤ Cu2−q0 .
Por otro lado, como u explota en tiempo T podemos elegir t0 tal que
T − t0 ≤ ε y u(0, t0) > C1ε−1/(q−2).
Si h es suficientemente pequen˜o, por el resultado de convergencia tenemos que
u0(t0) > C1ε
−1/(q−2)/2 y por tanto, Th − t0 < Cε.
Finalmente, |Th−T | ≤ |Th− t0|+ |T − t0| < Cε, lo que concluye la continuidad
del tiempo de explosio´n respecto de la longitud de malla. ¤
1.5 Conjuntos de explosio´n
Llegados a este punto, centramos nuestro intere´s en determinar el conjunto de
explosio´n de la solucio´n nume´rica. Para h fijo queremos encontrar el conjunto de
nodos xk tales que uk(t)→ +∞ cuando t↗ Th. Llevaremos a cabo esta tarea por
medio de las variables autosimilares,
Yh(s) = (Th − t)1/(q−2)Uh(t), (Th − t) = e−s, (1.26)
las cuales trasforman nuestro sistema en el siguiente
y′0(s) = −2e−s
q−p
q−2 h−p(y0(s)− y1(s))p−1 + yq−10 (s)− 1q−2 y0(s),
y′k(s) = e
−s q−p
q−2 Dp yk(s) + y
q−1
k (s)− 1q−2 yk(s), 0 < k < N,
yN(s) = 0.
(1.27)
Demostracio´n del Teorema 1.5. Comenzamos con el caso q > p, para el
cual la reaccio´n es ma´s fuerte que la difusio´n. De (1.20) se sigue que
l´ım
s→∞
y0(s) = Cq = (q − 2)−1/(q−2).
Para los restantes nodos se puede probar que yk(s) → 0, para todo k 6= 0.
Posponemos hasta el Ape´ndice la prueba de este hecho.
A continuacio´n describimos brevemente la forma en que se propaga la explosio´n
de la solucio´n nume´rica, basa´ndonos en las ideas de [GR1], (ve´ase el Ape´ndice
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para ma´s detalles). Usando que Yh(s) = (y0(s), y1(s), · · · , yN(s)) → (Cq, 0, · · · , 0)
cuando s→∞, en la expresio´n que verifica y′1(s) se obtiene
y′1(s) ∼ Ce−s
p−q
q−2 − 1
q − 2y1(s).
Por tanto, integrando llegamos a
0 ≤ y1(s) ∼

C e−s
q−p
q−2 , q < p+ 1,
C s e−s
1
q−2 , q = p+ 1,
C e−s
1
q−2 , q > p+ 1,
(1.28)
donde se observa fa´cilmente en todos los casos que efectivamente y1(s)→ 0. Este
comportamiento, en te´rminos de Uh da
u1(t) ∼

C (Th − t)
q−p−1
q−2 , q < p+ 1,
−C ln(Th − t), q = p+ 1,
C, q > p+ 1,
lo cual demuestra que si q ≤ p+1 el nodo u1(t) explota con diferente tasa que u0,
y para q > p+ 1 incluso esta´ acotado.
Au´n ma´s, una vez conocido el comportamiento asinto´tico de un nodo podemos
deducir el comportamiento de los siguientes nodos repitiendo el procedimiento
anterior, el cual tambie´n nos da el nu´mero de nodos que explotan. Se obtiene que
e´ste lo da el u´nico entero K que satisface la siguiente expresio´n,
ΣK+1i=0 (p− 1)i
ΣKi=0(p− 1)i
< q − 1 ≤ Σ
K
i=0(p− 1)i
ΣK−1i=0 (p− 1)i
,
es decir
K =
[
ln((q − 2)/(q − p))
ln(p− 1)
]
. (1.29)
Consideramos ahora el caso q = p. Probamos la convergencia de la funcio´n
Yh(s) en (1.26) a un perfil estacionario. Para ello, definimos el siguiente funcional
Φ(Y (s)) = −1
p
〈Dp Y (s), Y (s)〉 − 1
p
〈Y (s)p−1, Y (s)〉+ 1
2(p− 2)〈Y (s), Y (s)〉,
ana´logo al funcional de Lyapunov del problema continuo, y que es tambie´n decre-
ciente sobre las o´rbitas. Utilizando teor´ıa cla´sica de ecuaciones parabo´licas, ve´ase
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por ejemplo [Fr], se puede demostrar fa´cilmente que las soluciones convergen a un
estado estacionario. Esto es, Yh(s) → Sh(t) = (Th − t)−1/(p−2)Wh, donde el perfil
Wh = (ωk) satisface

0 = 2h−p|ω1 − ω0|p−2(ω1 − ω0) + |ω0|p−2ω0 − 1p−2 ω0,
0 = Dp ωk + |ωk|p−2ωk − 1p−2 ωk, k > 0,
0 = ωN .
(1.30)
Adema´s, comenzando con un dato inicial Yh(0) decreciente y no negativo, en-
tonces para s fijo, el vector Yh(s) es tambie´n decreciente y no negativo. Luego
buscamos una solucio´n no creciente de (1.30).
Dicha solucio´n ha de ser positiva para todo 0 < k < N . De no ser as´ı, es decir,
si ωj = 0 para algu´n 0 < j < N , tendr´ıamos que ωk = 0 para todo k ≥ j, ya que
Wh es no creciente y no negativo, lo cual implica adema´s que ωk = 0 para todo k.
Pero esto no es posible porque ω0 > 0.
Por lo tanto, en las variables originales se tiene
uk ∼ (Th − t)−1/(p−2)ωk →∞, 0 < k < N.
De esta forma hemos obtenido explosio´n global para todo L > Lp, lo que nos da
el conjunto de explosio´n esperado si Lp < L ≤ Lα, siendo Lα la longitud ma´xima
de existencia para los perfiles autosimilares positivos (ve´anse [G2] y [CPE1]).
Con el fin de estudiar con ma´s detalle el caso L > Lα, y la relacio´n del resultado
anterior con el resultado de explosio´n regional conocido para el caso continuo,
demostramos que para todo nodo xk dentro del intervalo [Lα, L], tenemos que ωk →
0 cuando h → 0. Este hecho es una consecuencia del resultado de convergencia
de los perfiles discretos al u´nico perfil continuo que satisface (1.23), y tal que
z(x) ≥ 0, ∀x ∈ [0, L) y z(L) = 0. Esta convergencia se puede probar de forma
similar al resultado de convergencia en la seccio´n previa (ve´ase adema´s [FGR2])
y nos permite recuperar en este sentido la explosio´n regional. Con ello damos fin
a la prueba del Teorema 1.5. ¤
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1.6 Experimentos nume´ricos
En esta seccio´n ilustramos los resultados obtenidos a lo largo del cap´ıtulo con
algunos experimentos nume´ricos, los cuales muestran algunas de las propiedades
observadas para las soluciones nume´ricas. En todos los casos tomamos como dato
inicial la funcio´n ϕ(x) = L2 − x2. Para realizar la integracio´n en tiempo usamos
un me´todo adaptivo para problemas stiff (Matlab ODE23s).
En primer lugar tratamos el caso q = p. La Figura 1.2 muestra la evolucio´n
de la solucio´n nume´rica correspondiente a los valores q = p = 2.3 y L = 2, cuyo
tiempo de explosio´n resulta ser Th = 4.993189. En la Figura 1.3 representamos
ln(ui) con respecto a − ln(Th − t) para i = 0, N − 1 y demostrar as´ı que, con
nuestro esquema nume´rico, todo nodo explota y lo hace con la misma tasa.
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Figura 1.2: Evolucio´n de la solucio´n
nume´rica (q = p, L < L1).
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Figura 1.3: Tasa de explosio´n (q = p).
Sin embargo, para valores mayores de L esperamos explosio´n regional. Para ver
este hecho consideramos q = p = 2.3 y L = 15. En la Figura 1.4 comparamos la
solucio´n discreta rescalada en variables autosimilares cerca del tiempo de explosio´n
Th con el perfil autosimilar. En este dibujo se puede apreciar que, en los nodos que
se encuentran fuera del conjunto de explosio´n esperado para la solucio´n continua,
la solucio´n discreta rescalada, aunque positiva, es muy pequen˜a comparada con el
valor que toma en los nodos centrales. Y es en este sentido en el que recuperamos
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la explosio´n regional para la solucio´n nume´rica, cuya evolucio´n se representa en la
Figura 1.5.
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Figura 1.4: Solucio´n rescalada cerca de
Th y el perfil autosimilar.
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Para finalizar, consideramos el caso q = 3, p = 2.3. Encontramos que el tiempo
de explosio´n correspondiente es Th = 0.00441 y K = 1. Describimos la evolucio´n
de la aproximacio´n nume´rica en la Figura 1.6. Con el fin de obtener la tasa y
el conjunto de explosio´n, en la Figura 1.7 representamos nuevamente ln(ui) con
respecto a − ln(Th − t) para i = 0, 1, 2. Se puede observar co´mo la primera curva
(correspondiente a ma´xuk = u0) tiene pendiente 1, la segunda (correspondiente
a u1) tiene pendiente 0.3 y la u´ltima (correspondiente a u2) tiene pendiente cero.
En particular este hecho significa que el tercer nodo (u2) no explota y que los dos
primeros lo hacen pero con distinta tasa. Este comportamiento coincide con los
resultados anteriores descritos en las secciones previas.
Ape´ndice
Incluimos en este apartado las demostraciones que, para facilitar su lectura,
omitimos a lo largo del presente cap´ıtulo.
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Demostracio´n del Lemma 1.14 Demostramos (1.14) probando que H(u(t)) ≥
0, para todo t ∈ (0, T ), entonces existe C > 0 tal que u(x, t) ≤ C, para todo t ∈
(0, T ). De no ser as´ı, existir´ıa tn ∈ (0, T ), {tn} → T , tal que Mn =: ‖u(., tn)‖∞ →
∞. Sea xn ∈ [0, L] tal que Mn/2 ≤ u(xn, tn) ≤Mn. Consideramos
vn(y, τ) = a
p
q−p
n u
(
xn + any, tn + a
p(q−2)
q−p
n
)
,
con a
p
q−p
n =M−1n . Se comprueba fa´cilmente que vn verifica
(vn)τ =
(
|(vn)y)|p−2(vn)y
)
y
+ vq−1n , en
[
−xn
an
,
L− xn
an
]
×
[
−tna
−p(q−2)
q−p
n , 0
]
.
Por otro lado, tenemos que∫ t2
t1
∫ L
0
|ut(x, t)|dx dt ≤ H(u(t0))−H(u(t1)) ≤ H(u(t0)),
since H(u(t)) ≥ 0.
Para todo t ∈ (0, T ) se tiene∫ ∫
|(vn)τ |2dy dτ = a
2p(q−1)
q−p
n
∫ ∫
|ut(xn + any, tn + a
p(q−2)
q−p )|2dy dτ
= a
q(p−1)+p
q−p
n
∫ ∫
|ut(x, t)|2dx dt ≤ a
q(p−1)+p
q−p
n H(ϕ).
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Luego vτ ≡ 0 y como v(0) ≥ 1/2, v es una solucio´n no negativa de
0 =
(
|(vn)y)|p−2(vn)y
)
y
+ vq−1n , en
[
−xn
an
,
L− xn
an
]
×
[
−tna
−p(q−2)
q−p
n , 0
]
,
lo cual no es posible para n suficientemente grande. ¤
Demostracio´n del Teorema 1.17 Consideremos la caracterizacio´n del primer
autovalor del problema continuo (1.2) como la solucio´n al siguiente problema de
minimizacio´n,
λ1(L) = ı´nf
ψ∈W 1,p0 ([−L,L])
{∫ L
−L
|∇ψ|pdx :
∫ L
−L
|ψ|pdx = 1
}
. (1.31)
Adema´s, el correspondiente primer autovalor discreto del problema (1.4) satisface
λ1(L, h) = ı´nf
ψh∈Vh
{∫ L
−L
|∇ψh|pdx :
∫ L
−L
|ψh|pdx = 1
}
, (1.32)
donde Vh se trata de la aproximacio´n usual del espacio W
1,p
0 por elementos finitos
considerada en la Seccio´n 1.2.
Sea ψ un extremal para (1.31), es decir, una solucio´n de (1.2). Probamos que
existe una constante C independiente de h tal que, para todo h suficientemente
pequen˜o, se cumple
|λ1(L)− λ1(L, h)| ≤ C ı´nf
v∈Vh
‖∇(ψ − v)‖pp.
De la inclusio´n Vh ⊂ W 1,p0 se deduce que
λ1(L) ≤ λ1(L, h). (1.33)
Elijamos ahora v ∈ Vh de tal modo que
‖∇(ψ − v)‖pp ≤ ı´nf
ω∈Vh
‖∇(ψ − ω)‖pp + ².
Si ψh es un extremal para (1.32), se tiene
λ1(L, h)
1/p = ‖∇ψh‖p ≤ ‖∇v‖p‖v‖p
≤ ‖∇(v − ψ)‖p + ‖∇ψ‖p‖v‖p =
‖∇(v − ψ)‖p + λ1(L)1/p
‖v‖p .
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Usando las estimaciones
1− ‖v‖p ≤ |‖v‖p − 1| = |‖v‖p − ‖ψ‖p| ≤ ‖v − ψ‖p ≤ C‖∇(v − ψ)‖p,
y el hecho de que
l´ım
h→0
ı´nf
v∈Vh
‖v − ψ‖W 1,p0 = 0,
tenemos que para todo h suficientemente pequen˜o
λ1(L, h) ≤
(‖∇(v − ψ)‖p + λ1(L)1/p
1− C‖∇(v − ψ)‖p
)p
≤ λ1(L) + C‖∇(v − ψ)‖p. (1.34)
De (1.33) y (1.34) se obtiene el resultado deseado:
|λ1(L)− λ1(L, h)| = λ1(L, h)− λ1(L) ≤ C ı´nf
v∈Vh
‖∇(ψ − v)‖pp
¤
En lo que sigue de este apartado consideramos el problema (1.27) y probamos
que el u´nico nodo que se comporta como Cq(Th − t)−1/(q−2) es x = 0. La de-
mostracio´n se llevara´ a cabo en varias etapas.
Lema 1.19 Supongamos que existe un tiempo s0 tal que
yq−1k (s0)−
1
q − 2yk(s0) < −Ce
−s0 q−pq−2 . (1.35)
Entonces yk(s)→ 0 cuando s→∞.
Demostracion. Teniendo en cuenta (1.27) se deduce
y′k(s) ≤ Ce−s
q−p
q−2 − 1
q − 2yk(s) + y
q−1
k (s).
Sea φ(s) solucio´n del siguiente problema{
φ′(s) = Ce−s
q−p
q−2 − 1
q−2φ(s) + φ
q−1(s),
φ(s0) = yk(s0).
(1.36)
No´tese que por comparacio´n 0 ≤ y(s) ≤ φ(s). Por otro lado, la estimacio´n (1.35)
implica que φ′(s0) < 0 y φ(s0) < Cq.
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A continuacio´n veamos que φ′(s) < 0 para todo s ≥ s0. Razonando por con-
tradiccio´n, supongamos que existe un primer tiempo s1 tal que φ
′(s1) = 0. En ese
tiempo tendr´ıamos
φ′′(s1) = −Ce−s1
q−p
q−2 − 1
q − 2φ
′(s1) + (q − 1)φq−2(s1)φ′(s1) = −Ce−s1
q−p
q−2 < 0.
Luego φ′ es decreciente en s1, lo que es una contradiccio´n. Hemos probado as´ı que
φ(s) es decreciente para todo s ≥ s0. Adema´s φ(s) ≥ 0, luego existe l´ıms→∞ φ(s) =
a. Es ma´s, este l´ımite verifica aq−1 − a
q−2 = 0, ya que l´ıms→∞ φ
′(s) = 0. Como
tenemos que φ(s0) < Cq y es decreciente para s ≥ s0, deducimos que a 6= Cq, y en
consecuencia a = 0. Concluimos la prueba observando que 0 ≤ yk(s) ≤ φ(s)→ 0,
cuando s→∞.
¤
Lema 1.20 Supongamos que existe un tiempo s0 tal que
yq−1k (s0)−
1
q − 2yk(s0) > Ce
−s0 q−pq−2 . (1.37)
Entonces yk(s) explota en tiempo finito.
Demostracion. Por (1.27) se tiene
y′k(s) ≥ −Ce−s
q−p
q−2 − 1
q − 2yk(s) + y
q−1
k (s).
Sea φ una solucio´n del problema (1.36). Obse´rvese que φ(s0) > Cq y φ
′(s0) > 0.
Razonando como en el lema anterior podemos probar que φ(s) es decreciente para
todo s ≥ s0, lo cual asegura que existe ε > 0 tal que φ′(s) ≥ εφq−1(s). Como
q > 2 tenemos que φ explota en cierto tiempo s∗. Nuevamente por comparacio´n
yk(s) ≥ φ(s)→∞, cuando s→ s∗, e yk explota en tiempo finito. ¤
Como consecuencia de ambos lemas obtenemos el siguiente resultado.
Corolario 1.21 Sea Yh(t) una solucio´n del problema (1.27). Entonces, cuando
s→∞ el l´ımite de cada yk(s) verifica
yk(s)→ 0, o bien yk(s)→ Cq.
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Demostracion. Por (1.6) sabemos que yk(s) esta´ acotada. De los dos lemas
anteriores, si yk(s) no converge a cero y no explota en tiempo finito, se deduce
Ce−s
q−p
q−2 ≥ yq−1k (s)−
1
q − 2yk(s) ≥ −Ce
−s q−p
q−2 .
Entonces
yq−1k (s)−
1
q − 2yk(s)→ 0, cuando s→∞.
Dado que yk(s) es continua, acotada y por hipo´tesis no converge a cero, con-
cluimos que yk(s)→ Cq. ¤
Adema´s probamos que el origen es el u´nico nodo que se comporta de esta
manera.
Lema 1.22 Sea Yh(t) una solucio´n del problema (1.27). Entonces yk(s) → Cq,
cuando s→∞, si y so´lamente si k = 0.
Demostracion. Como consecuencia inmediata del Corolario 1.21 y de la
estimacio´n (1.6) del Teorema 1.3 sabemos que
l´ım
t→Th
(Th − t)
1
q−2u0(t) = Cq. (1.38)
Supongamos que tambie´n se verifica el l´ımite anterior (1.38) para los nodos adya-
centes, k = 1, −1 (recordemos que por la simetr´ıa del dato inicial u1(t) = u−1(t)
para todo t ≥ 0), es decir,
l´ım
t→Th
(Th − t)
1
q−2u−1(t) = l´ım
t→Th
(Th − t)
1
q−2u1(t) = Cq. (1.39)
Restando las ecuaciones para los nodos k = 0, 1 tenemos
(
u0 − u1
)′
(t) =
1
hp
(
−3(u0(t)− u1(t))p−1 + (u1(t)− u2(t))p−1)
+uq−10 (t)− uq−11 (t)
≥
(−3
hp
(
u0(t)− u1(t)
)p−2
+ (q − 1)ηq−2(t)
)(
u0(t)− u1(t)
)
,
≥
(−3
hp
up−20 (t) + (q − 1)ηq−2(t)
)(
u0(t)− u1(t)
)
,
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donde η(t) resulta de aplicar el Teorema del Valor Medio. Entonces,(
ln(u0 − u1)
)′
(t) ≥ −3
hp
up−20 (t) + (q − 1)ηq−2(t),
que integrado entre cierto t0 y t da
ln(u0 − u1)(t)− ln(u0 − u1)(t0) ≥
∫ t
t0
(−3
hp
up−20 (s) + (q − 1)ηq−2(s)
)
ds. (1.40)
Dado que u1(t) ≤ η(t) ≤ u0(t), de (1.39) se sigue que
l´ım
t→Th
(Th − t)
1
q−2η(t) = Cq. (1.41)
Usando (1.38) y (1.41) deducimos que∫ t
t0
(−3
hp
up−20 (s) + (q − 1)ηq−2(s)
)
ds
≥
∫ t
t0
(−3(Cp−2q + ε)
hp
(Th − s)−
p−2
q−2 + (q − 1)(Cq−2q − ε)(Th − s)−1
)
ds
≥ −C(C
p−2
q + ε)
hp
(Th − t)
q−p
q−2 − (q − 1)(Cq−2q − ε) ln(Th − t)− C
=
−C(Cp−2q + ε)
hp
(Th − t)
q−p
q−2 − (q − 1)ε ln(Th − t)
−(q − 1)(Cq−2q − 2ε) ln(Th − t)− C
≥ −(q − 1)(Cq−2q − 2ε) ln(Th − t)− C,
(1.42)
para t suficientemente pro´ximo a Th. Tomando exponenciales en (1.40) y (1.42)
obtenemos
(u0 − u1)(t) ≥ C(Th − t)−(q−1)(C
q−2
q −2ε) = C(Th − t)
−(q−1)
q−2 +2(q−1)ε.
Pero entonces
0 = l´ım
t→Th
(Th − t)
−1
q−2 (u0 − u1)(t) = C l´ım
t→Th
(Th − t)
−q
q−2+2(q−1)ε = +∞,
tomando ε suficientemente pequen˜o, lo cual es una contradiccio´n. As´ı pues el l´ımite
(1.39) no puede ser cierto y, en consecuencia, por el Corolario 1.21 se tiene que
y1(s) = y−1(s) → 0 cuando s → ∞. Finalmente, usando el decrecimiento para la
solucio´n nume´rica del Lema 1.13 concluimos que yk(s)→ 0 para todo k 6= 0. ¤
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Finalizamos el presente ape´ndice describiendo la forma de propagarse la explosio´n
en el caso q > p, esto es, la primera parte del Teorema 1.5.
Demostracio´n del Teorema 1.5 Recordemos la ecuacio´n correspondiente al
nodo k = 1,
y′1(s) = e
−s q−p
q−2 h−pDp y1(s)+y
q−1
1 (s)−
1
q − 2 y1(s) ≤ Ce
−s q−p
q−2 −
(
1
q − 2 − ε
)
y1(s).
Sea ψ solucio´n del problema{
ψ′(s) = Ce−s
q−p
q−2 −
(
1
q−2 − ε
)
ψ(s),
ψ(s0) = y1(s0).
Por comparacio´n obtenemos
y1(s) ≤ ψ(s) = C1e−s
q−p
q−2 + C2e
−s( 1q−2−ε). (1.43)
De la ecuacio´n para el nodo k = 1 tambie´n se deduce(
e
1
q−2 sy1(s)
)′
= e
1
q−2 s
(
e−s
q−p
q−2Dp y1(s) + y
q−1
1 (s)
)
,
lo que integrado entre s0 y s da
y1(s) = e
− 1
q−2 s
(
C +
∫ s
s0
e
1
q−2σ
(
e−σ
q−p
q−2Dp y1(σ) + y
q−1
1 (σ)
)
dσ
)
= e−
1
q−2 s
(
C +
∫ s
s0
e
1−q+p
q−2 σ
(
Dp y1(σ) + e
− 1−q+p
q−2 σyq−11 (σ)
)
dσ
)
.
(1.44)
De (1.43) deducimos que
e−
1−q+p
q−2 syq−11 (s) ≤ C1e−
(q−1)(q−1−p)−p
q−2 s + C2e
[ −pq−2−ε(q−1)] s → 0,
cuando s → ∞. Adema´s, del Corolario 1.22 se sigue que h−pDp y1(s) → C 6= 0,
cuando s→∞. En consecuencia, si p 6= q − 1 de (1.44) se obtiene
y1(s) ∼ e−
1
q−2 s
(
C +
∫ s
s0
e
1−q+p
q−2 σdσ
)
∼ C1e−
1
q−2 s + C2e
− q−p
q−2 s,
mientras que para p = q − 1 se verifica
y1(s) ∼ e−
1
q−2 s(C1 + C2s) ∼ C1e−
q−p
q−2 s + C2se
− q−p
q−2 s.
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Hemos probado as´ı (1.28). Obse´rvese que, para los restantes nodos tambie´n se
cumple (1.44). Razonando de forma ide´ntica, al conocer la tasa de explosio´n del
nodo anterior, podemos establecer la siguiente relacio´n de recurrencia para dichas
tasas, en el caso p > q − 1 (el caso p = q − 1 puede probarse de forma ana´loga)
αk =
q − p
q − 2 + (p− 1)αk−1. (1.45)
Deberemos repetir este proceso hasta que para algu´n nodo suceda que αk ≥ 1q−2 .
Sustituyendo el valor de cada αj para j = 1...k − 1 en (1.45) es fa´cil ver que K es
el u´nico entero verificando (1.29), concluyendo la prueba del teorema. ¤
2Una ecuacio´n doblemente no
lineal con flujo no lineal en la
frontera
Dedicamos el presente cap´ıtulo al estudio de las soluciones positivas de una ecuacio´n
de tipo parabo´lico doblemente no lineal con una condicio´n no lineal en la frontera.
Analizaremos el problema
(um)t = (|ux|p−2ux)x (x, t) ∈ (0, L)× (0, T )
ux(0, t) = 0 , |ux|p−2ux(L, t) = uq(L, t) t ∈ (0, T )
u(x, 0) = ϕ(x) x ∈ [0, L] ,
donde 0 < m, q < ∞, y 1 < p < ∞ son para´metros. Se sabe que para algunos
valores de estos para´metros existen soluciones que explotan en tiempo finito.
Determinamos en te´rminos dem, p y q los conjuntos de explosio´n de tales soluciones,
as´ı como las tasas de explosio´n.
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2.1 Introduccio´n
Sean 0 < m, q <∞ y 1 < p <∞ dados. Consideremos el problema

(um)t = (|ux|p−2ux)x, (x, t) ∈ (0, L)× (0, T ),
ux(0, t) = 0 , |ux|p−2ux(L, t) = uq(L, t), t ∈ (0, T ),
u(x, 0) = ϕ(x), x ∈ [0, L].
(2.1)
El dato inicial ϕ sera´ estrictamente positivo, creciente, convexo y regular.
La ecuacio´n contiene al operador doblemente no lineal, por lo que el coeficiente
de difusio´n degenera cuando ux = 0. As´ı pues nuestro problema no admite solu-
ciones en sentido cla´sico. Comencemos precisando el significado de solucio´n de´bil
del problema (2.1).
Definicio´n 2.1 Por solucio´n de´bil del problema (2.1) en Q = (0, L) × (0, T ) en-
tendemos una funcio´n u ∈ L∞(0, T : W 1,p(0, L)) que verifica∫
Q
{
(ϕm − um)ζt + |ux|p−2uxζx
}
dx dt =
∫ T
0
uq(L, t)ζ(L, t) dt, (2.2)
para todo ζ ∈ L1(0, T : W 1,p(0, L)) con ζt ∈ L1(Q) y ζ(·, T ) = 0 .
A continuacio´n identificamos las condiciones que garantizan la existencia de solu-
cio´n de´bil.
Teorema 2.1 Sea ϕ ∈ C3([0, L]) cumpliendo las condiciones de compatibilidad
ϕx(0) = 0 , (ϕx)
p−1(L) = ϕq(L). (2.3)
Supongamos que adema´s verifica
ϕ > 0, ϕxx ≥ 0 en [0, L] (2.4)
y ϕxx > 0 en un entorno de L.
Entonces existe T = T (ϕ), 0 < T ≤ ∞ tal que el problema (2.1) tiene una
solucio´n de´bil u en [0, t] para cualquier t < T y u ∈ C([0, L]× [0, T )). Au´n ma´s,
u es estrictamente positiva y no decreciente ni en espacio ni en tiempo.
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Adema´s, si el tiempo maximal de existencia, T , es finito, tenemos
ma´x
0≤x≤L
u(x, t) = u(L, t) −→ +∞ cuando t→ T. (2.5)
En [WWX] se demuestra que el problema (2.1) es resoluble globalmente, esto
es, T =∞, si y solamente si
q ≤ mı´n
{
m,
(p− 1)(m+ 1)
p
}
,
i.e. toda solucio´n del problema (2.1) con ϕ positiva explota en tiempo finito si
q > m o p q > (p− 1)(m+ 1) .
En primer lugar observamos que si u es regular, aplicando el Teorema del Valor
Medio, teniendo en cuenta que ux, uxx ≥ 0, obtenemos:
u(L, t)
[
1− (L− x)u q−p+1p−1 (L, t)
]
≤ u(x, t) ≤ u(L, t). (2.6)
En el Lema 2.6 hacemos riguroso este razonamiento. Por otro lado, la primera
desigualdad en (2.6) no aporta informacio´n si su primer te´rmino es negativo. Este
hecho dependera´ notablemente del signo del exponente γ = q−p+1
p−1 , si tenemos
en cuenta que, si las soluciones explotan, e´stas se hacen infinitas al menos en el
punto x = L. Como consecuencia directa de esta estimacio´n tenemos los primeros
resultados.
• Si γ < 0, es decir, q < p − 1,(y adema´s q > m para asegurar que haya
explosio´n), el primer te´rmino de (2.6) es positivo para todo x ∈ [0, L]. Entonces
se tiene que u(x, t) ∼ u(L, t) en todo el intervalo, de donde se deduce explosio´n
global en este caso.
• Si γ = 0, esto es, q = p− 1, la estimacio´n (2.6) se expresa ahora
(1 + x− L)u(L, t) ≤ u(x, t).
As´ı pues, si L < 1 podemos tomar x = 0 y la explosio´n es global. Sin embargo, si
L ≥ 1, que el primer te´rmino sea positivo limitara´ la eleccio´n de x. Se puede intuir
de este razonamiento el feno´meno de explosio´n regional, que demostraremos con
detalle en la Seccio´n 2.3.
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• Si γ > 0, es decir, q > p− 1, la estimacio´n (2.6) no nos da informacio´n en
lo que a los conjuntos de explosio´n se refiere.
En primer lugar haremos un estudio de la explosio´n regional para las soluciones
del problema (2.1), que tiene lugar para el rango m < q = p− 1.
A continuacio´n exponemos nuestro resultado principal:
Teorema 2.2 Consideremos el problema (2.1). Si m < q = p− 1, entonces tiene
lugar explosio´n regional si L > L∗ ≡ p
p−1−m , siendo el conjunto de explosio´n
B(u) = [L− L∗, L]. Si L ≤ L∗, entonces la explosio´n es global.
El ana´lisis de la explosio´n en el caso regional resultara´ algo ma´s delicado que en
los restantes casos, como veremos. Abordaremos pues la prueba de este Teorema
en varias etapas, que describimos a continuacio´n brevemente.
Comenzaremos determinando mediante argumentos de masa cua´l es la tasa de
explosio´n de las soluciones, encontrando que e´stas se comportan como
‖u(·, t)‖∞ ∼ (T − t)
−1
p−1−m .
(Dicha demostracio´n sera´ tambie´n aplicable al caso de explosio´n global). Una vez
conocida la velocidad de explosio´n, rescalamos las soluciones en la forma
v(x, τ) =
(
Te−τ
) 1
p−1−m u(x, T (1− e−τ )), τ = − ln
(
T − t
T
)
,
y estudiamos el problema en variables autosimilares que verifican estas soluciones
rescaladas. Mediante un funcional de Lyapunov y estimaciones de energ´ıa de-
mostramos la convergencia de las soluciones rescaladas a un perfil estacionario.
No´tese que el rescale anterior preserva la variable espacial, lo que implica que
la solucio´n u de nuestro problema original explota al menos en los puntos donde
el perfil es positivo, y lo hace adema´s con la tasa de explosio´n dada por el cambio
de escala. Esto es, si denotamos por ω el perfil l´ımite, tenemos:
(T − t) 1p−1−mu(x, t) = v(x, τ)→ ω(x), cuando τ →∞,
lo que se traduce en
supp(ω) ⊂ B(u)
u(x, t) ∼ (T − t) −1p−1−m , para todo x ∈ supp(ω).
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Estudiamos dichos perfiles mediante un me´todo de disparo, (variando la altura
en x = 0) y encontramos que, si la longitud del intervalo L es menor que cierto
valor L∗ = p
p−1−m , e´stos son estrictamente positivos en [0, L]. Se deduce entonces
de inmediato que B(u) = [0, L] y con la tasa de explosio´n dada.
Sin embargo, si L ≥ L∗ el soporte de dichos perfiles es el intervalo [L−L∗, L].
Entonces u explota al menos en esos puntos, pero ¿que´ sucede en [0, L−L∗]? Sabe-
mos que si x ∈ [0, L− L∗] entonces (T − t) 1p−1−mu(x, t)→ 0, pero ¿podra´ suceder
que (T − t)au(x, t) → c > 0, para cierto a < 1
p−1−m? Para ver que esto no es
posible y que, efectivamente B(u) = [L − L∗, L] seguimos las ideas de [CEV], y
demostramos que si x ∈ [0, L− L∗], entonces(
Te−τ
) 1
p−1−m u(x, T (1−e−τ )) = v(x, τ) ≤ Ce −τp−1−m , ∀(x, τ) ∈ [0, L−L∗]×[0,∞),
y claramente u ≤ C en [0, L− L∗].
Recapitulando, lo que tenemos hasta el momento es un estudio completo del
conjunto y de la tasa de explosio´n de las soluciones que explotan en los casos
γ = 0 y γ < 0. Adema´s, para γ = 0 estudiamos el comportamiento asinto´tico de
las soluciones, demostrando su convergencia hacia un perfil estacionario. En ambos
casos, el exponente de reaccio´n q ha de ser mayor que m, para garantizar que haya
blow-up.
Sin embargo, en el caso que nos falta, γ > 0, habr´ıa que distinguir si q > m
o´ si pm ≥ pq > (p − 1)(m + 1). Utilizando las te´cnicas introducidas en [FrM]
somos capaces de probar que si q > m, el conjunto de explosio´n se reduce al punto
x = L y damos una estimacio´n inferior de la tasa de explosio´n. Si adema´s m ≥ 1,
encontramos la estimacio´n superior de la tasa.
Estas te´cnicas no son aplicables para m ≥ q > (p−1)(m+1)
p
, quedando este ran-
go de exponentes como un problema abierto. Conjeturamos no obstante que la
explosio´n es puntual para estos valores de los exponentes.
En el siguiente teorema englobamos los resultados obtenidos para los casos
γ 6= 0.
Teorema 2.3 Sea u una solucio´n de´bil del problema (2.1)
• Si 0 < m < q < p− 1,
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i) las soluciones explotan globalmente.
ii) Adema´s lo hacen con la tasa
‖u(·, t)‖∞ ∼ (T − t)
−1
q−m .
• Si ma´x{m, p− 1} < q,
iii) entonces existe una constante positiva d tal que
u(L, t) ≥ d(T − t)−γ , γ = p− 1
pq − (p− 1)(m+ 1) , (2.7)
para cualquier (x, t) ∈ [0, L] × [0, T ). Si adema´s suponemos m ≥ 1, existe
una constante positiva D, tal que
u(L, t) ≤ D(T − t)−γ, (2.8)
para cualquier t ∈ [0, T ).
iv) Adema´s, existe una constante positiva C tal que
u(x, t) ≤ C(L− x)−α , α = p− 1
q − p+ 1 (2.9)
para cualquier (x, t) ∈ [0, L]× [0, T ) .
Ma´s au´n, existen constantes positivas c y Λ tales que
u(x, t) ≥ c(L− x)−α (2.10)
para cualquier 0 ≤ x ≤ L−Λ(T − t)γ/α y t ∈ [0, T ) , con γ dado en (2.7).
La Figura 2.1 esquematiza los resultados sobre los conjuntos de explosio´n
obtenidos a lo largo de este cap´ıtulo. En ella se aprecia que la regio´n de para´metros
satisfaciendo
p− 1 < (p− 1)(m+ 1)
p
< q ≤ m
queda abierta en lo que a conjuntos de explosio´n se refiere.
Pasamos pues a demostrar los resultados anteriores. Comenzaremos con el re-
sultado de existencia, junto con algunas propiedades y estimaciones ba´sicas de
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Explosión
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Existencia
global
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global
p−1 m
Explosión
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q q=m
pq=(p−1)(m+1)
Figura 2.1: Conjuntos de explosio´n para q > m.
nuestras soluciones, en la Seccio´n 2. Propiedades que, como ya anunciamos, de-
muestran explosio´n global para ciertos valores de los para´metros. La siguiente parte
del cap´ıtulo la dedicaremos al estudio de la explosio´n regional. Para finalizar, en
la u´ltima seccio´n nos ocupamos de la explosio´n global y puntual, determinando
conjuntamente las tasas de explosio´n.
2.2 Existencia local de soluciones. Estimaciones a priori.
Dedicaremos esta seccio´n a probar la existencia local de soluciones del problema
(2.1), junto con algunas de sus propiedades de crecimiento y convexidad.
Demostracio´n del Teorema 2.1. Demostramos el resultado de existencia en
varias etapas.
1. En primer lugar, para 0 < ε¿ 1 planteamos el problema con dato de contorno
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en x = 0 modificado
((uε)m)t = ((u
ε
x)
p−1)x , (x, t) ∈ (0, L)× (0, t0),
uεx(0, t) = ε, t ∈ (0, t0),
(uεx)
p−1(L, t) = (uε)q(L, t), t ∈ (0, t0),
uε(x, 0) = ϕε(x), x ∈ [0, L],
(2.11)
con t0 > 0 suficientemente pequen˜o, donde ϕ
ε satisface las condiciones de compat-
ibilidad (2.4),
ϕεx(x) ≥ ε , ϕεxx(x) ≥ 0 ∀x ∈ [0, L] (2.12)
y
ϕε ↗ ϕ en C([0, L]), (2.13)
cuando ε→ 0. Para ver que esto es posible, tomemos
ϕε(x) = ϕ(x) + ε(x− L)
(
1− ζ
(
x− L
`
))
, 0 ≤ x ≤ L ,
donde suponemos que la funcio´n auxiliar ζ ∈ C∞(R) verifica lo siguiente
ζ(y) =
{
1 y ≥ −1
0 y ≤ −2 , ζ
′ > 0 en el intervalo (−2,−1) .
Si elegimos primero ` > 0 pequen˜o y despue´s ε pequen˜o, no es dif´ıcil ver que se
cumplen (2.12) y (2.13). Ma´s au´n, si ε > 0 es suficientemente pequen˜o tenemos
que
0 < δ ≤ ϕε(x) ≤ ϕ(L) ∀x ∈ [0, L] , δ = ϕ(0)
2
.
2. A continuacio´n consideramos el problema regularizado
b′(uε)uεt = a
′(uεx)u
ε
xx, (x, t) ∈ (0, L)× (0, t1),
uεx(0, t) = ε, t ∈ (0, t1),
a(uεx(L, t)) = g(u
ε(L, t)), t ∈ (0, t1),
uε(x, 0) = ϕε(x), x ∈ [0, L],
(2.14)
donde a, b, g ∈ C∞(R) satisfacen b(0) = a(0) = g(0) = 0 ,
b(v) = vm para δ ≤ v ≤ ε−1,
a(z) = zp−1 para ε ≤ z ≤ ε −qp−1 ,
g(v) = vq para δ ≤ v ≤ ε−1,
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y 0 < κ(ε) ≤ b′(v), a′(z), g′(v) ≤ κ−1(ε) para algu´n κ < 1 y para todo v, z ∈ R.
Con esta eleccio´n de no linealidades los resultados de [LSU] (Cap´ıtulo V, Teorema
7.4 y consecuencias en pa´g 492) garantizan la existencia de una solucio´n cla´sica
uε de (2.14) en [0, t1] para t1 arbitrariamente grande en la clase de funciones
C2+α,1+
α
2 ([0, L]× [0, t1]) para algu´n 0 < α < 1.
En los dos siguientes lemas veremos que las soluciones del problema (2.14) lo
son a su vez de (2.11).
Lema 2.4 Para cualquier M À ϕ(L) positivo existe un tiempo τε ∈ (0,∞), tales
que
i) uεt(x, t) ≥ 0
ii) δ ≤ uε(x, t) ≤M
iii) ε ≤ uεx(x, t) ≤M
q
p−1
 ∀(x, t) ∈ [0, L]× [0, τε]. (2.15)
Demostracion. Esta demostracio´n es extensa y tambie´n la llevaremos a cabo
en varias etapas. Antes que nada, comencemos observando que, al ser uε regulares,
las estimaciones superiores de (2.15) en [0, L]× [0, τε] se deducen de forma sencilla.
Primera Etapa. Probamos la primera estimacio´n de (2.15).
Siguiendo los razonamientos de [FFL], para h > 0 denotemos
Uh(x, t) =
uε(x, t+ h)− uε(x, t)
h
, Uh− = mı´n{Uh, 0} .
Notemos que Uh satisface
b′(uε)Uht = a
′(uεx)U
h
xx + AhU
h
x −BhUh en (0, L)× (0, t1) ,
Uhx (0, t) = 0 ,
Uhx (L, t) = ChU
h(L, t) , t ∈ (0, t1) ,
Uh(x, 0) = uεt(x, 0) + ω(x, h) , x ∈ [0, L] ,
(2.16)
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donde
Ah =
a′(uεx(x, t+ h))− a′(uεx(x, t))
uεx(x, t+ h)− uεx(x, t)
uεxx(x, t+ h) ,
Bh =
b′(uε(x, t+ h))− b′(uε(x, t))
uε(x, t+ h)− uε(x, t) u
ε
t(x, t+ h) ,
Ch =
a−1(g(uε(L, t+ h)))− a−1(g(uε(L, t)))
uε(L, t+ h)− uε(L, t) ,
uεt(x, 0) =
a′(ϕεx)ϕ
ε
xx
b′(ϕε)
(x) ≥ 0,
|ω(x, h)| ≤ 1
h
∫ h
0
|uεt(x, s)− uεt(x, 0)|ds ≤ Ch
α
2 ,
por la continuidad Ho¨lder de uεt(x, ·). Ahora, multiplicamos la ecuacio´n (2.16)1 por
Uh− , e integramos sobre (0, L) × (0, t) para 0 < t < t1. Integrando por partes y
reagrupando convenientemente, llegamos a∫ t
0
∫ L
0
1
2
b′(uε)(|Uh−|2)τdx dτ = −
∫ t
0
∫ L
0
Bh|Uh−|2dx dτ
−
∫ t
0
∫ L
0
a′(uεx)|(Uh−)x|2dx dτ +
∫ t
0
∫ L
0
(
Ah − (a′(uεx))x
)
UhxU
h
−dx dτ
+
∫ t
0
a′(uεx(L, t))C
h|Uh−|2(L, τ) dτ = I1 + I2 + I3 + I4.
(2.17)
Tratemos las integrales anteriores por separado.
• Comenzamos estimando I4, para la cual, por las propiedades de a se tiene
I4 ≤ C1
∫ t
0
|Uh|2(L, τ)dτ.
A continuacio´n observamos que por teor´ıa de trazas se da la siguiente desigualdad∫ t
0
|Uh|2(L, τ)dτ ≤ C(η)
∫ L
0
∫ t
0
|Uh|2dτ dx+ η
∫ L
0
∫ t
0
|Uhx |2dτ dx = J1 + J2.
Por tanto, para η suficientemente pequen˜o J2 se absorbe en I2.
• I1 e I2 se desprecian por ser negativos.
• Para acotar I3 notemos que
Ah − (a′(uεx))x = a′′(ux(x, t))
(
uεxx(x, t+ h)− uεxx(t, x)
)
≤ C2hα2 .
Formacion de singularidades en problemas parabolicos 63
Entonces I3 = ω1(h), con ω1(h)→ 0 cuando h→ 0.
• Por u´ltimo, no´tese que por las propiedades de b se tiene∫ t
0
∫ L
0
1
2
b′(uε)(|Uh−|2)τdx dτ ≥ C2
∫ t
0
∫ L
0
(|Uh−|2)τdx dτ. (2.18)
Teniendo en cuenta en (2.17) los puntos anteriores, en los cuales las constantes
Ci = Ci(‖uε‖C2,1([0,L]×[0,T ])), i = 1, · · · , 3, obtenemos∫ L
0
∣∣Uh−∣∣2 (x, t) dx ≤ C ∫ t
0
∫ L
0
∣∣Uh−∣∣2 (x, τ) dx dτ + ∫ L
0
∣∣Uh−∣∣2 (x, 0) + ω1(h) ,
donde C = C(‖uε‖C2,1([0,L]×[0,T ])). Aplicando el Lema de Gronwall se deduce que∫ L
0
∣∣Uh−∣∣2 (x, t) dx ≤ eCt(∫ L
0
∣∣Uh−∣∣2 (x, 0) + ω1(h)) ,
lo cual tomando l´ımite cuando h→ 0 da
l´ım
h→0
∫ L
0
∣∣Uh−∣∣2 (x, t)dx = eCt ∫ L
0
∣∣(uεt)− (x, t)∣∣2 dx = 0
para cualquier t ∈ [0, t1], ya que vimos que uεt(x, 0) ≥ 0. Esto concluye la prueba
de uεt(x, t) ≥ 0.
Segunda etapa. Demostremos que ε ≤ uεx(x, t).
Si denotamos por w = uεx−ε, esta funcio´n verifica, al menos de manera formal,
el problema
b′(uε)wt = a′(uεx)wxx −
(
b′′(uε)
b′(uε)
a′(uεx)u
ε
x − a′′(uεx)uεxx
)
wx, en (0, L)× (0, t0),
w(0, t) = 0 ,
w(L, t) = (uε)q/(p−1)(L, t)− ε ≥ 0 , t ∈ (0, t0)
w(x, 0) = ϕεx(x)− ε ≥ 0 , x ∈ [0, L] ,
(2.19)
Notemos que podemos tomar ε suficientemente pequen˜o, en te´rminos del dato
inicial, con el fin de asegurar (2.19)4.
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Multipliquemos la ecuacio´n (2.19)1 por w−, siendo w− = mı´n{w, 0}, e integre-
mos sobre (0, L)× (0, t) para 0 < t < t0. Reagrupando te´rminos de forma similar
a la etapa anterior llegamos a∫ t
0
∫ L
0
1
2
b′(uε)(|ω−|2)τdx dτ = −
∫ t
0
∫ L
0
a′(uεx) |(ω−)x|2 dx dτ
−
∫ t
0
∫ L
0
(a′(uεx))xωxω−dx dτ +
∫ t
0
a′(uεx(L, τ))ωx(L, τ)ω−(L, τ)dτ
+
∫ t
0
∫ L
0
a′′(uεx)u
ε
xxωxω−dx dτ +
∫ t
0
∫ L
0
1
2
(
b′′(uε)
b′(uε)
a′(uεx)u
ε
x
)
x
|ω−|2 dx dτ
= I1 + I2 + I3 + I4 + I5.
Estimemos las integrales anteriores por separado.
• Despreciamos I1 ≤ 0.
• I3 se anula, ya que w(L, t) ≥ 0.
• I2 e I4 se cancelan.
• Considerando las propiedades que satisfacen las funciones a, b, g deducimos
I5 ≤ C
∫ t
0
∫ L
0
|ω−|2dx dτ.
• Por u´ltimo, el miembro derecho podemos estimarlo de forma ana´loga a
(2.18).
Con todo ello se obtiene∫ L
0
ω−(x, t) dx ≤ K
∫ t
0
∫ L
0
|ω−|2 +
∫ L
0
ω−(x, 0) dx.
Aplicando Gronwall nuevamente tenemos
∫ L
0
|w−|2 (x, t)dx ≤ eKt
(∫ L
0
ω−(x, 0)
)
= 0,
para cualquier t ∈ [0, t0], i.e. uεx(x, t) ≥ ε .
Tercera etapa. Finalicemos probando que las soluciones son positivas en [0, t0].
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Por la segunda etapa sabemos que las soluciones son crecientes en [0, t0]. Por
tanto, en este intervalo se tiene δ = ϕ(0)/2 ≤ u(0, t) ≤ u(x, t), ya que en la etapa
anterior probamos que uεx(x, t) ≥ ε.
¤
Lema 2.5 Sea ε > 0 suficientemente pequen˜o. Entonces uε, la solucio´n del prob-
lema (2.14), es tambie´n solucio´n cla´sica de (2.11) en [0, τ ] para τ independiente
de ε. Ma´s au´n, se tiene
uε ↗ u uniformemente en [0, L]× [0, τ ] ,
donde u es solucio´n de´bil del problema original (2.1).
Demostracion. Por el Lema 2.4, u´nicamente falta probar que las funciones
uε esta´n acotadas uniformemente en ε.
Denotemos por ξε(t) =
∫ L
0
(uε)m+1(x, t)dx . En primer lugar vamos a acotar
ξε(t) ≤M(t), con M(t) independiente de ε.
Multiplicando la ecuacio´n (2.14)1 del problema aproximado por u
ε e integrando
por partes, no es dif´ıcil ver que ξε(t) verifica la siguiente ecuacio´n diferencial
m
m+ 1
ξ′ε(t) + ε
p−1uε(0, t) +
∫ L
0
(uεx)
p(t)dx = (uε)q+1(L, t) (2.20)
para cualquier t ∈ (0, τε).
Si q = p− 1, por teor´ıa de trazas se tiene
vp(L, t) ≤ C1(η)
∫ L
0
|v|pdx+ η
∫ L
0
|vx|pdx; (2.21)
y si p− 1 ≥ m, se verifica∫ L
0
|v|pdx ≤ η
∫ L
0
(|vx|p + |v|p) dx+ C2(η)
(∫ L
0
|v|m+1dx
) p
m+1
, (2.22)
para todo η > 0, ve´ase [LSU]. Supongamos ahora
q = p− 1 ≥ m, (2.23)
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de forma que se verifiquen las dos estimaciones anteriores. Entonces (2.20) se lee
ahora
m
m+ 1
ξ′ε(t) +
∫ L
0
(uεx)
p(t)dx ≤ (uε)p(L, t) (2.24)
Aplicamos ahora (2.21) para v = uε para estimar el miembro derecho de (2.24) con
η = 1/2 y seguidamente an˜adimos el te´rmino
1
2
∫ L
0
|uε|pdx a ambos lados. Esto da
m
m+ 1
ξ′ε(t) +
1
2
(‖uε‖W 1,p[0,L])p ≤ C1
∫ L
0
(uε)pdx.
Aplicando ahora (2.22) para η suficientemente pequen˜o se deduce
ξ′ε(t) ≤ C2 ξρε (t) , ρ =
p
m+ 1
> 1 (2.25)
para una constante positiva C2 independiente de ε , i.e.
ξε(t) ≤ ξε(0)[
1− C(ρ− 1)ξρ−1ε (0) t
]1/(ρ−1) ≤ M1(t), (2.26)
para t ∈ [0, T ∗), T ∗ > 0 y M1(t) independiente de ε.
A continuacio´n deducimos una cota uniforme para uε de una acotacio´n para
ξε.
Para ello introducimos la ecuacio´n de la energ´ıa para el problema (2.14),
4m
(m+ 1)2
∫ t
0
∫ L
0
∣∣∣((uε)m+12 )
t
∣∣∣2 dx ds+Hε(uε(t)) = Hε(ϕε) ,
Hε(v) =
1
p
∫ L
0
(vx)
p(x) dx+ εp−1v(0)− 1
q + 1
vq+1(L) ,
(2.27)
para todo t ∈ [0, τε]. Si en dicha ecuacio´n hacemos q = p − 1 y despreciamos los
te´rminos positivos del miembro derecho, obtenemos∫ L
0
(vx)
p(x) dx ≤ pHε(ϕε) + (uε)p(L, t).
Estimando el te´rmino (uε)p(L, t) como hicimos anteriormente en (2.24) obtenemos
que∫ L
0
((uεx)
p(x, t) + (uε)p(x, t)) dx ≤ A+B (ξε)ρ (t) ≤ A+B(M1)ρ(t), (2.28)
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con constantes positivas A,B independientes de ε y t. Adema´s, por (2.21) la
acotacio´n en la norma W 1,p implica la acotacio´n uniforme de la solucio´n, i.e.
ma´x
0≤x≤L
uε(x, t) = uε(L, t) ≤M(t), (2.29)
para t ∈ [0, T ∗) y para M(t) = C(A+B(M1)ρ(t)). Por la expresio´n de M1(t) en
(2.26), se tiene que M1(t) → ∞ cuando t → T ∗. Por tanto, M(t) → ∞ cuando
t→ T ∗, y podemos determinar τ ∈ (0, T ∗) como una solucio´n de
M(τ) =M,
demostrando as´ı acotacio´n uniforme en ε para este caso.
Definamos a continuacio´n el tiempo
T = sup {τ ∈ [0,∞) : {uε} esta´ uniformemente acotada con respecto a ε
en [0, L]× [0, τ ]} .
Sabemos ya que T > 0. Fijemos cierto tiempo τ tal que 0 < τ < T . Entonces
uε es la solucio´n cla´sica del problema (2.11) para cualquier 0 < ε ¿ 1 en [0, τ ].
Observemos que
ε1 < ε2 implica u
ε1(x, t) ≥ uε2(x, t) ∀(x, t) ∈ [0, L]× [0, τ ], (2.30)
como consecuencia del hecho de que uε2 es una subsolucio´n del problema uniforme-
mente parabo´lico (2.14) para ε = ε1.
Si τ ∈ [0, T ) entonces debido a (2.30), a que uε(L, t) ≤ M(t) y a la ecuacio´n
de la energ´ıa (2.27), tenemos que uε converge en norma apropiada a una solucio´n
de´bil u del problema (2.1). Debido a los resultados de DiBenedetto [D], Teorema
1.3 Cap´ıtulo III si p ≥ 2 y Teorema 1.3 Cap´ıtulo VI si p < 2, u es continua y, en
consecuencia, uε converge uniformemente a u en cualquier compacto incluido en
[0, L]× [0, T ).
Supongamos que p, q,m no verifican (2.23). Sean p˜, q˜ y m˜ verificando (2.23),
esto es, q˜ = p˜− 1 ≥ m˜.
Consideremos el siguiente problema
b˜′(u˜)u˜t = a˜′(u˜x)u˜xx, (x, t) ∈ (0, L)× (0, t0),
u˜x(0, t) = 0, t ∈ (0, t0),
a˜(u˜x(L, t)) = g˜(u˜(L, t)), t ∈ (0, t0),
u˜(x, 0) = ϕ(x), x ∈ [0, L],
(2.31)
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siendo
a˜(z) =
{
zp−1, si z < 2M
q
p−1 ,
zp˜−1 si z > 3M
q
p−1 ,
b˜(v) =
{
vm, si v < 2M,
vm˜ si v > 3M,
g˜(v) =
{
vq, si v < 2M,
vq˜ si v > 3M,
siendo a˜, b˜, g˜ ∈ C∞(R). Por las consideraciones anteriores tenemos que las solu-
ciones de este problema, u˜ son continuas y verifican u˜(t) ≤ M(t), para todo
t ∈ [0, τ ]. Pero entonces, se tiene que u˜(x, t) es solucio´n del problema original (2.1)
con p, q y m, para todo t ∈ [0, τ ]. ¤
3. Continuamos la prueba del Teorema 2.1. No´tese que la monoton´ıa de u en
x y t se deduce de la monoton´ıa de uε, dada en (2.15) del Lema 2.4. As´ı pues,
para concluir la prueba resta probar (2.5), esto es, que si el tiempo maximal de
existencia T es finito, entonces
ma´x
0≤x≤L
u(x, t) = u(L, t) −→ +∞ cuando t→ T.
Sea T <∞ y supongamos que u(L, t) ≤ K para t ∈ [0, T ), y alguna constante K
positiva. La desigualdad (2.30) da entonces la acotacio´n de {uε} en [0, L]× [0, T ]
y razonando de forma ana´loga a la deduccio´n de la cota uniforme para uε dada
anteriormente en (2.29), obtenemos
ma´x
0≤x≤L
uε(x, t) = uε(L, t) ≤ 2K for t ∈ [T, T + η]
para algu´n η positivo, lo cual contradice la definicio´n de T . Entonces u(L, t) no
puede estar acotada, cumplie´ndose (2.5), lo que da fin a la prueba. ¤
El siguiente resultado es ahora consecuencia directa de las propiedades de crec-
imiento y convexidad de las soluciones.
Lema 2.6 Para cada t ∈ [0, T ) fijo se tiene la siguiente estimacio´n
u(L, t)
[
1− (L− x)u q−p+1p−1 (L, t)
]
≤ u(x, t) ≤ u(L, t), (2.32)
que se cumple para todo 0 ≤ x ≤ L .
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Demostracion. Sea 0 < t0 < T dado. Por la proposicio´n anterior sabemos
que uε ↗ u uniformemente en [0, L] × [0, t0], donde uε son soluciones cla´sicas
del problema regularizado (2.11), cuyas derivadas verifican uεx, u
ε
xx ≥ 0 . En
consecuencia, aplicando el teorema del Valor Medio, conseguimos
uε(L, t)− uε(x, t) ≤ (L− x)uεx(L, t) ≤ (L− x)(uε)
q
p−1 (L, t) . (2.33)
Haciendo ε→ 0, por la convergencia uniforme, se cumple (2.32). ¤
2.3 Explosio´n regional
En esta Seccio´n estudiamos el problema (2.1) para el caso 0 < m < q = p− 1, que
se reduce a
(um)t = (|ux|p−2ux)x, (x, t) ∈ (0, L)× (0, T ),
ux(0, t) = 0 , ux(L, t) = u(L, t), t ∈ (0, T ),
u(x, 0) = ϕ(x), x ∈ [0, L].
(2.34)
Probaremos el Teorema 2.2 referente a la explosio´n regional. La demostracio´n de
este teorema es extensa y a ella dedicaremos esta parte del cap´ıtulo. La llevaremos
a cabo en varias etapas.
Un primer paso sera´ estudiar la tasa de explosio´n para este caso. Lo haremos
mediante un argumento de masas.
Proposicio´n 2.7 Sea 0 < m < q = p − 1 y u una solucio´n de´bil del problema
(2.1). Entonces,
‖u(·, t)‖∞ ∼ (T − t)
−1
p−1−m , (2.35)
cuando t se aproxima a T ,
Demostracion.
Comenzamos probando la estimacio´n superior. Para ello, fijemos x0 = L−1+c,
para algu´n c > 0. No´tese que la estimacio´n (2.32) obtenida en el Lema 2.6, para
todo x > x0 se expresa ahora
cuε(L, t) ≤ uε(x, t) ≤ uε(L, t). (2.36)
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Si denotamos por
yε(t) =
1
L
∫ L
0
(uε)m(x, t)dx,
elevando a la potencia m la desigualdad (2.36) e integrando en [0, L], fa´cilmente
se sigue
uε(L, t) ≥ yε(t) 1m ≥ cuε(L, t). (2.37)
De aqu´ı concluimos
yε(t) ∼ (uε)m(L, t). (2.38)
Por otra parte, utilizando la ecuacio´n del problema regularizado (2.11) se de-
duce la siguiente identidad
Ly′ε(t) =
∫ L
0
(um)tdx =
∫ L
0
(
((uε)x)
p−1)
x
dx = (uε)p−1(L, t)− εp−1,
que unida a la primera desigualdad de (2.37) da
1 ≤ y
−(p−1)
m
ε (t)
(
Ly′ε(t) + ε
p−1) . (2.39)
Para ε suficientemente pequen˜o, (2.39) implica que yε explota en cierto tiempo
finito T , y por consiguiente, teniendo en cuenta (2.38), tenemos que
(uε)m(L, t)→∞, cuando t→ T. (2.40)
Adema´s, si integramos ahora (2.39) sobre (t, s) llegamos a
s− t ≤ Lm
p− 1−m
[
(yε(t))
−(p−1−m)
m − (yε(s))−(p−1−m)m
]
.
Ya que sabemos que yε se hace infinita en T , para s suficientemente pro´ximo a T
la expresio´n anterior da
c(T − t) ≤ (uε)−(p−1−m)(t),
lo que tomando ε→ 0 nos da la desigualdad superior de la tasa (2.35).
A continuacio´n, para demostrar la cota inferior de (2.35), escribimos la esti-
macio´n ana´loga a (2.36),
(1− λ)uε(L, t) ≤ uε(x, t) ≤ uε(L, t), (2.41)
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para todo x ∈ [L− λ, L] con λ¿ 1.
Para estos puntos consideremos la funcio´n
zλ,ε(t) =
1
λ
∫ L
L−λ
(uε)m(x, t) dx,
y procederemos como anteriormente. En primer lugar, elevamos a la potencia m
la expresio´n previa y la integramos en [L− λ, L] para obtener
uε(L, t) ≤ 1
1− λz
1
m
λ,ε(t) ≤
1
1− λu
ε(L, t). (2.42)
De aqu´ı se obtiene que
zλ,ε(t) ∼ (uε)m(L, t)→∞, cuando t→ T, (2.43)
donde hemos utilizado adema´s (2.40).
Por otro lado, si derivamos zλ,ε con respecto a t, teniendo en cuenta la ecuacio´n
(2.11)1 y la condicio´n de contorno del problema aproximado (2.11), se tiene
λz′λ,ε(t) =
∫ L
L−λ
(
(uε)m
)
t
dx =
∫ L
L−λ
(
(uεx)
p−1
)
x
dx ≤ (uε)p−1(L, t). (2.44)
La primera desigualdad de (2.42) an˜adida a (2.44) da
λz′λ,ε(t) ≤
(
1
1− λz
1
m
λ,ε(t)
)p−1
,
esto es,
z
− p−1
m
λ,ε (t)z
′
λ,ε(t) ≤
1
λ(1− λ)p−1 = C(λ).
Integrando sobre (t, s) con 0 < t < s < T nos da
z
−(p−1−m)
m
λ,ε (t)− z
−(p−1−m)
m
λ,ε (s) ≤ C(s− t) .
Por (2.43) no so´lo sabemos que z
−(p−1−m)
m
λ,ε (s)→ 0 cuando s→ T , sino que adema´s
la expresio´n anterior se escribe
(uε)−(p−1−m)(L, t) ≤ C(T − t),
lo cual, tomando ε→ 0, completa la demostracio´n de la tasa.
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¤
Seguidamente, rescalamos las soluciones de acuerdo con la tasa de explosio´n
dada en (2.35):
v(x, τ) =
(
Te−τ
) 1
p−1−m u(x, T (1− e−τ )), τ = − ln
(
T − t
T
)
. (2.45)
Si denotamos
β =
m
p− 1−m,
se tiene que la funcio´n v(x, τ) satisface
(vm)τ = ((vx)
p−1)x − βvm, (x, τ) ∈ (0, L)× (0,∞),
vx(0, τ) = 0, vx(L, τ) = v(L, τ), τ ∈ (0,∞),
v(x, 0) = v0(x) = T
1
p−1−mϕ(x), x ∈ [0, L].
(2.46)
Observemos que, debido a (2.35), existen constantes positivas c, C tales que
c ≤ v(L, τ) ≤ C (2.47)
para cualquier τ ∈ [0,∞). Ahora bien, la convexidad de v implica que su derivada
espacial alcanza su ma´ximo valor en el punto x = L. De este hecho, de la condicio´n
de contorno y de la estimacio´n anterior, se deduce
c ≤ ma´x
x∈[0,L]
vx(x, τ) ≤ C. (2.48)
De estas estimaciones se deduce que v ∈ W 1,p(0, L) ⊂ C p−1p ([0, L]). Por tanto,
v ∈ L∞(0,∞ : C p−1p ([0, L])). As´ı pues, existe una subsucesio´n, que seguiremos
denotando por {τn}∞n=1 , τn →∞, y una funcio´n $(x, τ) ∈ L∞(0,∞ : W 1,p(0, L))
tales que
v(·, τ + τn) −→ $(·, τ) en C([0, L])
v(·, τ + τn)⇀ $(·, τ) de´bilmente en W 1,p(0, L)
}
cuando n→∞ . (2.49)
Es decir, hemos probado la compacidad de la o´rbita de una solucio´n del problema
(2.46), como enunciamos a continuacio´n.
Lema 2.8 La o´rbita {v(x, τ), τ > τ0} de una solucio´n del problema (2.46) es
compacta en el siguiente sentido: para cada sucesio´n {τn}∞n=1 , τn →∞, la familia
v(x, τ + τn) es compacta en L
∞(0,∞ : C[0, L]).
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Nuestra pro´xima tarea consiste en probar que $ es la u´nica solucio´n no trivial del
correspondiente problema estacionario.{
((ωx)
p−1)x = βωm, x ∈ (0, L),
ωx(0) = 0, ωx(L) = ω(L).
(2.50)
Lo llevaremos a cabo en varios pasos.
1. En primer lugar, disparando desde diferentes valores iniciales ω(0) = ω0, estu-
diaremos dichos perfiles.
Teorema 2.9.
(i) Existe una solucio´n estrictamente positiva de (2.50) si y solamente si
L < L∗, L∗ =
p
p− 1−m.
La solucio´n estrictamente positiva es u´nica para cada L ∈ (0, L∗).
(ii) Si L ≥ L∗ , entonces existe una u´nica solucio´n dada por
ω(x) =
(
µ
[
1− 1
L∗
(L− x)
]p
+
) 1
p−1−m
,
(2.51)
µ =
mp
(m+ 1)(p− 1)(p− 1−m) .
Observacio´n 2.1 No´tese que ω ≡ 0 en [0, L−L∗] y ω > 0 en (L−L∗, L] en (ii).
Demostracion. Consideremos la E.D.O.
((ωx)
p−1)x = βωm x ∈ (0, L), (2.52)
con condiciones iniciales
ω(0) = ω0 > 0, ωx(0) = 0. (2.53)
Buscamos valores de ` en te´rminos de ω0 verificando
ωx(`) = ω(`). (2.54)
Nos proponemos, para ω0 > 0 dado, encontrar ` > 0 para el cual (2.54) se cumpla.
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Figura 2.
Multiplicando (2.50)1 por ωx e integrando obtenemos
ωx =
(
µ(ωm+1 − ωm+10 )
) 1
p ,
donde µ viene dado en (2.51). Por lo tanto, resolver el problema (2.52)-(2.54) es
equivalente a encontrar ` de tal modo que se cumplan las dos identidades siguientes,∫ ω(`)
ω0
(
ωm+1 − ωm+10
)−1
p dω = µ
1
p ` (2.55)
y
ω(`) =
(
µ(ωm+1(`)− ωm+10 )
) 1
p . (2.56)
Basa´ndonos en las ideas de [ChFQ] (ve´ase tambie´n [FGR1]), consideramos el
problema estacionario (2.50) en la forma (2.55)-(2.56). Definimos la funcio´n
P (z) = µ−1zp − zm+1 + ωm+10 .
No´tese que por (2.56), ω(`) debe ser una ra´ız de P y que P ′(z) se anula u´nicamente
para
z0 =
(
m
(p− 1)(p− 1−m)
) 1
p−1−m
.
A fin de asegurar que P tiene al menos una ra´ız debemos asumir que P (z0) ≤ 0.
Este hecho implica la siguiente restriccio´n de los posibles valores para el dato inicial
Formacion de singularidades en problemas parabolicos 75
ω0 ≤ ωco = z0
(
p−1−m
p
) 1
m+1
. Denotemos las dos ra´ıces de P por R1(ω0) ≤ R2(ω0).
Como se tiene que P (ω0) > 0 y P (z0) ≤ 0 entonces ω0 ≤ R1(ω0) ≤ R2(ω0).
La relacio´n entre R1(ω0), R2(ω0) y las correspondientes soluciones del problema
(2.52)-(2.54) esta´n dadas por (2.55), i.e.
`i(ω0) = µ
−1
p ω
p−1−m
p
0 ρ (γi(ω0)) , (2.57)
donde
ρ(z) =
∫ z
1
(
ωm+1 − 1)−1p dω, γi(ω0) = Ri(ω0)
ω0
. (2.58)
Observamos que `1(ω0) ≤ `2(ω0), y `1(ω0) = `2(ω0) = `c si y solamente si ω0 = ωc0.
A continuacio´n probamos que `1 es creciente en ω0 y `1(0) = 0. Es decir, vemos
que `1(ω0) corresponde a los valores de ` hasta `c en la Figura 2, para 0 ≤ ω0 ≤ ωc.
Para demostrar que `′1(ω0) > 0 si ω0 ∈ (0, ωc0), es suficiente ver que γ′1(ω0) > 0.
Derivando P (R1(ω0)) = 0 con respecto a ω0 llegamos a
R′1(ω0) =
(m+ 1)ωm0
(m+ 1)(R1(ω0))m − pµ−1(R1(ω0))p−1 = −
(m+ 1)ωm0
P ′(R1(ω0))
.
Adema´s,
γ′1(ω0) =
R′1(ω0)ω0 −R1(ω0)
ω20
=
−(p− 1−m)Rp1(ω0)
µω20P
′(R1(ω0))
> 0 .
Si tomamos l´ımite en (2.55) cuando ω0 → 0, como R1(ω0)→ 0, vemos que `1(0) =
0. Para concluir la prueba de (i) probamos que `2 es decreciente en ω0 y `2(0) = L
∗,
como se representa para ` ≥ `c en la Figura 2. Tenemos
`′2(ω0) =
p− 1−m
p
(
µωm+10
)−1
p
Φ(ωo) ,
donde
Φ(ω0) = ρ(γ2(ω0))+γ2(ω0)(γ
m+1
2 (ω0)−1)
−1
p
(
m
(p− 1)(p− 1−m)R
m−p+1
2 (ω0)− 1
)−1
y γ2 y ρ dados en (2.58). No presenta dificultad probar que Φ(ω0) es negativa para
todo 0 < ω0 ≤ ωc0. Tenemos Φ(0) = 0 y mediante un sencillo ca´lculo, utilizando
que P (R2(ω0)) = 0, deducimos que
Φ′(ω0) =
m
p−1R
m−p
2 (ω0)R
′
2(ω0)(
m
(p−1)(p−1−m)R
m+1−p
2 (ω0)− 1
)2 ≤ 0.
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Substituyendo ω(`) por R2(0) = µ
1
p−1−m en (2.55), llegamos a
`2(0) =
p
p− 1−m = L
∗.
As´ı pues, el resultado previo nos dice que si L ≥ L∗ las soluciones de (2.50)
deben anularse en x = 0. La u´nica solucio´n no trivial verificando ω0(0) = 0 es la
solucio´n expl´ıcita dada en (2.51). ¤
2. A continuacio´n vemos que el l´ımite $ dado por (2.49) no depende del tiempo.
Para ello, mediante la construccio´n de un funcional de Lyapunov para el problema
(2.46), probamos el siguiente resultado:
Lema 2.10 Sea v la correspondiente solucio´n de´bil de (2.46). Entonces v satisface∫ τ2
τ1
∫ L
0
∣∣∣(vm+12 )
τ
∣∣∣2 dx dτ ≤ L, (2.59)
para todo τ1, τ2 ∈ [0,∞).
Demostracion. Definimos el siguiente funcional
Lv(τ) =
1
p
∫ L
0
|vx|pdx+ β
m+ 1
∫ L
0
vm+1dx− 1
p
vp(L) ,
el cual no es dif´ıcil probar que es no creciente sobre las o´rbitas, ya que
d
dτ
Lv(τ) = − 4m
(m+ 1)2
∫ L
0
∣∣∣(vm+12 )
τ
∣∣∣2 dx ≤ 0. (2.60)
De aqu´ı se deduce que Lv(τ1) ≤ Lv(0) ≤ K, para todo τ1 ≥ 0.
Adema´s, por su propia definicio´n, se tiene que Lv(τ) ≥ −1pCp, para C > 0
dada por (2.47).
Para concluir, notemos que integrando (2.60), se obtiene
4m
(m+ 1)2
∫ τ2
τ1
∫ L
0
∣∣∣(vm+12 )
τ
∣∣∣2 dxds = Lv(τ1)− Lv(τ2) ≤ L˜, (2.61)
para todo τ1, τ2 ∈ [0,∞), con L˜ independiente de τ .
¤
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Lema 2.11 Sea Vn(x, τ) = v(x, τn + τ), x ∈ [0, L], donde {τn}∞n=1 esta´ dado por
(2.49). Entonces, cuando n→∞, se tiene el l´ımite{
Vn −→ $ in L∞([0, τ ] : Lm+1(0, L)) si m < 1,
V
m+1
2
n −→ $m+12 in L∞([0, τ ] : L2(0, L)) si m ≥ 1,
para todo τ > 0.
Demostracion. En efecto, expresando vτ =
2
m+1
v
1−m
2
(
v
m+1
2
)
τ
y aplicando la
desigualdad de Ho¨lder tenemos∫ L
0
|Vn(x, τ)− v(x, τn)|m+1 dx =
∫ L
0
∣∣∣∣∫ τn+τ
τn
vs(x, s) ds
∣∣∣∣m+1 dx
≤ C
[∫ L
0
(∫ τn+τ
τn
∣∣∣(vm+12 )s∣∣∣2 ds)m+1 dx]
1
2
[∫ L
0
(∫ τn+τ
τn
v1−mds
)m+1
dx
] 1
2
≤ C
[∫ L
0
(∫ τn+τ
τn
∣∣∣(vm+12 )s∣∣∣2 ds)m+1 dx]
1
2
−→ 0,
cuando n→∞, debido a la estimacio´n uniforme de v dada en (2.47) y (2.59). De
forma similar,∫ L
0
∣∣∣V m+12n (x, τ)− vm+12 (x, τn)∣∣∣2 dx ≤ C ∫ L
0
∫ τn+τ
τn
∣∣∣(vm+12 )s∣∣∣2 dsdx −→ 0
cuando n→∞. ¤
3. Ma´s au´n, veamos que $ es una solucio´n del problema estacionario (2.50), uti-
lizando algunas de las ideas de [LP].
Lema 2.12 El l´ımite $ dado por (2.49) es solucio´n del problema estacionario
(2.50).
Demostracion.
Sea θ ∈ C20(R+) , θ ≥ 0 ,
∫
R+
θ(s)ds = 1 y denotamos por
ζ(x, τ) = θ(τ − τn)ϕ(x, τ)
para ϕ suficientemente regular. De este modo ζ es una funcio´n test admisible en
la definicio´n de solucio´n de´bil con T = τn + τ . Tras realizar el cambio de variables
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s = τ − τn, y denotar por Φn(x, s) = ϕ(x, τn + s), esta identidad en la definicio´n
se traduce en
−
∫ τ
0
∫ L
0
(
V mn (Φnθ)s − ((Vn)x)p−1(Φn)xθ − βV mn Φnθ
)
dx ds
=
∫ τ
0
(Vn)
p−1(L, s)Φn(L, s)θ(s) ds.
(2.62)
Eligiendo Φn(x, s) = ξ(x) llegamos a
−
∫ τ
0
∫ L
0
(
V mn θ
′ξ − ((Vn)x)p−1ξ′θ − βV mn ξθ
)
dx ds
=
∫ τ
0
(Vn)
p−1(L, s)ξ(L)θ(s) ds.
Pasando al l´ımite cuando n −→∞ obtenemos
−
∫ τ
0
θ′(s)ds
∫ L
0
$m(x)ξ(x)dx+
∫ τ
0
∫ L
0
(σ(x, s)ξ′ − β$mξ
)
θ(s)dx ds
=
∫ τ
0
$p−1(L)ξ(L)θ(s) ds,
donde σ ∈ L∞([0, τ ] : L pp−1 (0, L)) es l´ımite de´bil de ((Vn)x)p−1. Obse´rvese que la
existencia de dicho l´ımite nos la asegura la estimacio´n uniforme para la derivada
de v, esta es, (2.48).
Como
∫ τ
0
θ′(s)ds = 0, para τ suficientemente grande, el primer te´rmino del
miembro izquierdo de la igualdad anterior se anula, quedando∫ τ
0
(∫ L
0
σ(x, s)ξ′(x)dx
)
θ(s)ds =
∫ L
0
β$m(x)ξ(x)dx+$p−1(L)ξ(L) (2.63)
para cualquier θ como antes y cualquier ξ ∈ W 1,p(0, L).
La arbitrariedad de θ nos permite concluir que
∫ L
0
σ(x, s)ξ′(x)dx no depende
de s. Ahora la arbitrariedad de ξ indica que σ no depende de s y (2.63) se traduce
por tanto en ∫ L
0
σ(x)ξ′(x)dx =
∫ L
0
β$m(x)ξ(x)dx+$p−1(L)ξ(L) (2.64)
para cualquier ξ ∈ W 1,p(0, L).
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Seguidamente, tomamos Φ = Vn en (2.62) y e´sta se convierte en∫ τ
0
∫ L
0
((Vn)x)
p (x, s) θ(s) dx ds =
m
m+ 1
∫ τ
0
∫ L
0
V m+1n (x, s)θ
′(s) dxds+
∫ τ
0
(∫ L
0
βV m+1n dx + V
p
n (L, s)
)
θ(s) ds .
(2.65)
Como el primer te´rmino del miembro derecho de (2.65) tiende a cero cuando n
tienda a ∞, se tiene∫ L
0
((Vn)x)
p (x, s)dx ⇀
∫ L
0
β$ m+1(x) dx +$p(L)
de´bilmente en L1(0, τ). En consecuencia, debido a (2.64) para ξ = $, concluimos
que ∫ L
0
((Vn)x)
p(x, s) dx ⇀
∫ L
0
σ(x)$x dx (2.66)
de´bilmente en L1(0, τ). Falta probar que σ es igual a ($x)
p−1, para lo que apli-
caremos la te´cnica de Minty. No´tese que la desigualdad
0 ≤
∫ 1
−1
∫ L
0
[(
((Vn)x)
p−1 − |Wx|p−2Wx
)(
(Vn)x −Wx
)]
θ(s)dx ds
se cumple para cualquier W ∈ W 1,p(0, L) y θ como antes. Ahora, tomando l´ımite
cuando n→∞ y usando (2.66) llegamos a
0 ≤
∫ L
0
(
σ(x)− |Wx|p−2Wx
)
($x −Wx) dx.
Substituyendo Wx = $x + λϑx, λ ∈ R y ϑ arbitraria en la expresio´n anterior y
multiplica´ndola por λ−1 encontramos que∫ L
0
(
σ − |$x + λϑx|p−2($x + λϑx)
)
ϑx dx
es no positiva (resp. no negativa ) para todo λ > 0 (resp. λ < 0). Luego tomando
λ→ 0 ∫ L
0
(
σ − ($x)p−1
)
ϑxdx = 0
para todo ϑ, lo cual nos da la identidad σ = ($x)
p−1. Adema´s la identidad (2.64)
para σ = ($x)
p−1 nos permite concluir que $ es una solucio´n de (2.50). ¤
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Acabamos de probar que
v(·, τ) −→ $ cuando τ →∞ en C([0, L]) ,
donde $ es una solucio´n estacionaria no negativa de (2.46). Hasta el momento
sabemos que para L > 0 existen dos soluciones de (2.50), la solucio´n trivial $ ≡ 0
y la u´nica solucio´n no trivial $ = ω dada por el Teorema 2.9. Pero v no puede
tender a una funcio´n ide´nticamente cero debido a (2.47).
Como consecuencia de la unicidad de ω, la solucio´n no trivial de (2.50), con-
cluimos que
v(·, τ) −→ ω cuando τ →∞ en C([0, L]) . (2.67)
Recordemos que (2.67) significa
l´ım
t→T
(T − t) 1p−1−mu(x, t) = ω(x) (2.68)
uniformemente en x ∈ [0, L].
La igualdad (2.68) implica que
supp(ω) ⊂ B(U).
Si L < L∗ y, por consiguiente, ω > 0 en [0, L], se tiene que B(U) = [0, L].
Sin embargo, para L ≤ L∗, por lo que hemos probado hasta el momento,
u´nicamente podemos concluir que [L − L∗, L] ⊂ B(U), y que v(x, τ) → 0, para
todo x ∈ [0, L−L∗]. Pero pudiera suceder que u se hiciera infinita tambie´n en esos
puntos con una tasa menor que la considerada en (2.68). En la siguiente etapa
veremos que esto no sucede y que, efectivamente, B(U) = [L− L∗, L].
4. Por u´ltimo, demostramos que fuera del intervalo [L − L∗, L] las soluciones se
mantienen acotadas. Para llevar a cabo esta prueba seguimos las ideas de [CEV].
Notemos en primer lugar que
ω(x) = 0 ∀x ∈ [0, L− L∗]
y por lo tanto, debido a (2.67) para cualquier ε > 0 existe τ0 = τ0(ε) tal que
v(x, τ) < ε ∀(x, τ) ∈ [0, L− L∗]× [τ0,∞) .
Formacion de singularidades en problemas parabolicos 81
A continuacio´n probaremos que en cualquier intervalo donde v decaiga a cero,
lo hace exponencialmente como e
−τ
m−1 . Este hecho, junto con la definicio´n (2.45),
implica que u se mantiene acotada en dicho intervalo.
Para ello, en primer lugar demostramos que v(x, τ0 + τ) es una subsolucio´n
de´bil del problema
(gm)τ = (|gx|p−2gx)x − βgm (x, τ) ∈ [a− δ, b+ δ]× (0,∞),
g(a− δ, τ) = g(b+ δ, τ) = ε τ ∈ (0,∞),
g(x, 0) = ε x ∈ [0, L],
 (2.69)
para cualquier intervalo [a− δ, b+ δ] ⊂ [0, L−L∗]. Para la existencia de la solucio´n
de (2.69) ve´ase [A].
Definicio´n 2.2 (a) Se dice que γ es subsolucio´n de (2.69) en (0, S) con dato
inicial γ0, si γ ∈ L∞(0, S : W 1,p(a− δ, b+ δ)) satisface
γ(a− δ, τ) ≤ ε , γ(b+ δ, τ) ≤ ε
para c.t.p. τ ∈ (0, S) y se cumple la siguiente desigualdad diferencial en forma
de´bil ∫ S
0
∫ b+δ
a−δ
{
(γm0 − γm)ζτ + (γx)p−1ζx − βγζ
}
dxdτ ≤ 0
para todo ζ ∈ L1(0, T : W 1,p(a− δ, b+ δ)) no negativa con ζτ ∈ L1((a− δ, b+ δ)×
(0, S)) y ζ(S) = 0.
(b) Se dice que γ es supersolucio´n de (2.69) con ′′ ≤′′ reemplazado por ′′ ≥′′.
Lema 2.13 Sea v la solucio´n de nuestro problema rescalada segu´n (2.45) y p la
solucio´n al problema (2.69). Entonces v(x, τ) ≤ g(x, τ) para todo (x, τ) ∈ [a −
δ, b+ δ]× R+0 , donde [a− δ, b+ δ] ⊂ [0, L− L∗] es arbitrario.
Demostracion. Denotemos por sg−θ y sg
−
0 las siguientes funciones
sg−θ (x) =

0 0 ≤ x,
x
θ
−θ ≤ x ≤ 0,
−1 x ≤ −θ,
sg−0 (x) =
{
0 0 ≤ x
−1 x < 0.
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Si restamos (2.46)1 a (2.69)1 multiplicamos por sg
−
θ (g − v) e integramos en [a −
δ, b+ δ]× [0, τ0], para cualquier τ0 > 0, se obtiene∫ τ0
0
∫ b+δ
a−δ
(gm − vm)τsg−θ (g − v)dxdτ + β
∫ τ0
0
∫ b+δ
a−δ
(gm − vm)sg−θ (g − v)dxdτ
+
∫ τ0
0
∫ b+δ
a−δ
(|gx|p−2gx − |vx|p−2vx)(gx − vx)(sg−θ )′(g − v)dxdτ = 0,
donde la tercera integral surge de realizar integracio´n por partes. No´tese que el
hecho de que en la frontera la diferencia entre v y g sea positiva implica que la
funcio´n sg−θ se anule y, por consiguiente la integral sobre el borde es cero. Obse´rvese
tambie´n que la segunda y tercera integral son positivas. Se obtiene por tanto∫ τ0
0
∫ b+δ
a−δ
(gm − vm)τsg−θ (g − v)dxdτ ≤ 0
Tomando l´ımite cuando θ → 0 nos da∫ τ0
0
∫ b+δ
a−δ
(gm − vm)τsg−0 (gm − vm)dxdτ ≤ 0,
donde usamos adema´s que sg−0 (g − v) = sg−0 (gm − vm). Esta u´ltima desigualdad
puede expresarse∫ b+δ
a−δ
[gm(τ0, x)− vm(x)]−dx ≤
∫ b+δ
a−δ
[gm(0, x)− vm(x)]−dx ≤ 0
con [x]− = −mı´n(x, 0) . Luego gm(τ0, x) ≥ vm(x) para cualquier τ0 positivo y todo
x ∈ [a− δ, b+ δ] como quer´ıamos demostrar. ¤
Como consecuencia del Lemma 2.13 se cumple
v(x, τ0 + τ) ≤ g(x, τ) ∀(x, τ) ∈ [a− δ, b+ δ]× [0,∞). (2.70)
Proposicio´n 2.14 Sea v solucio´n de ( (2.46)) tal que v(x, τ) → 0 en [a − δ, b +
δ]× [0,∞). Entonces existe una constante C > 0 tal que v(x, τ) ≤ Ce −τm−1 .
Demostracion. Debido a (2.70) basta probar que la solucio´n g de (2.69)
tiende exponencialmente a la solucio´n estacionaria del problema{
(|hx|p−2hx)x = βhm, x ∈ (a− δ, b+ δ),
h(a− δ) = h(b+ δ) = ε, (2.71)
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para el cual podemos construir una solucio´n sime´trica de forma expl´ıcita cuyo
soporte queda contenido en X = [a− δ, a− δ
2
] ∪ [b+ δ
2
, b+ δ] :
h(x) =

Λ
(
a− δ
2
− x
) p
p−1−m
x ∈ [a− δ, a− δ
2
],
0 x ∈ (a− δ
2
, b+ δ
2
),
Λ
(
x− b− δ
2
) p
p−1−m
x ∈ [b+ δ
2
, b+ δ],
con
Λ =
[
m
(p− 1)(m+ 1)
(
p− 1−m
p
)p−1] 1p−1−m
y para
ε = Λ
(
δ
2
) p
p−1−m
.
Restando (2.71) a (2.69) e integrando
d
dt
∫ b+δ
a−δ
(gm − hm)dx =
∫ b+δ
a−δ
(
(|gx|r−1gx − |hx|r−1hx)x − β(gm − hm)
)
dx
= (|gx|r−1gx − |hx|r−1hx)(b+ δ)− (|gx|r−1gx − |hx|r−1hx)(a− δ)
−β
∫ b+δ
a−δ
(gm − hm)dx ≤ −β
∫ b+δ
a−δ
(gm − hm)dx,
ya que, por el principio de comparacio´n demostrado en el Lema 2.13, g(x, τ) ≥ h(x)
para todo x, τ y despreciamos los te´rminos negativos. Luego∫ b+δ
a−δ
(gm − hm)dx ≤ Ce−βτ . (2.72)
De las propiedades de crecimiento y simetr´ıa que satisface g se deduce para cualquier
y ∈ [a, b]
gm(y, τ)δ ≤
∫ b+ δ
2
a− δ
2
gmdx =
∫ b+ δ
2
a− δ
2
(gm − hm)dx ≤
∫ b+δ
a−δ
(gm − hm)dx ≤ Ce−βτ ,
lo cual por (2.70) implica
v(x, t0 + τ) ≤ Ce
−τ
p−1−m , ∀(x, τ) ∈ [0, L− L∗]× [0,∞).
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¤
De acuerdo al rescale (2.45), la estimacio´n previa significa que u se mantiene
acotada en [0, L−L∗] para todo t ≤ T . Concluimos as´ı que la explosio´n es regional
para L > L∗.
2.4 Explosio´n global y explosio´n puntual
Finalizamos el ana´lisis del problema (2.1) con la demostracio´n del Teorema 2.3.
Dividiremos dicha prueba en los dos casos, explosio´n global y explosio´n puntual,
pues las te´cnicas que empleamos difieren en ambos. En realidad, el conjunto y la
tasa de explosio´n para el rango 0 < m < q < p − 1 se pueden deducir de forma
inmediata de los razonamientos anteriores. Trabajaremos un poco ma´s para probar
la explosio´n puntual y la tasa de explosio´n correspondiente.
1. Caso 0<m<q <p-1. Explosio´n global. Como ya apuntamos con anteriori-
dad, si 0 < m < q < p−1 las soluciones explotan globalmente como consecuencia
del Teorema del Valor Medio. Este hecho nos permitira´ utilizar en el argumento
de masas la misma funcio´n
yε(t) =
∫ L
0
(uε)mdx,
para determinar ambas estimaciones de la tasa de explosio´n. Los ca´lculos son por
lo tanto ide´nticos a las ya realizados en la Proposicio´n 2.7, u´nicamente teniendo en
cuenta que, para estos valores de los exponentes, la condicio´n de contorno implica
Ly′ε(t) = (u
ε)q(L, t)− εp−1.
Sustituyendo el valor p − 1 por q, todos los razonamientos son va´lidos, y nos
dan la tasa de explosio´n en este caso.
2. Caso: max {m,p-1 } < q. Explosio´n puntual. Comenzamos demostran-
do la tercera afirmacio´n del Teorema 2.3, esto es, un resultado relativo a la tasa
de explosio´n, cuya cota inferior nos permitira´ describir la solucio´n de forma ma´s
precisa cerca del punto x = L cuando t se aproxima a T .
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1. Probamos la desigualdad inferior de la tasa siguiendo las ideas de [FrM]. Defi-
namos la funcio´n
J(x, t) = uεx(x, t)− ς(x)(uε)σ(x, t) , σ =
q
p− 1 > 1 , (2.73)
donde ς(x) ≡
(
(x− `)+
L− `
)n
, 0 < ` < L con ` suficientemente pro´ximo a L y
n ≥ ma´x{2, 1
p− 1}. No´tese que ς verifica
ςς ′′ − (2− p)(ς ′)2 ≥ 0 .
No es dif´ıcil sino algo tedioso demostrar que J verifica el siguiente problema
parabo´lico,
m(uε)m−1Jt − LεJ = F ε(x, t) (x, t) ∈ (0, L)× (0, t0)
J(0, t) = ε , J(L, t) = 0 t ∈ (0, t0)
J(x, 0) = (ϕε)′(x)− ς(x)(ϕε)σ(x) x ∈ [0, L] ,
donde
LεJ = (p− 1)(uεx)p−2Jxx − Aε(x, t)Jx −Bε(x, t)J ,
Aε(x, t), Bε(x, t) son funciones Ho¨lder continuas y acotadas en [0, L]× [0, τε] y
F ε(x, t) = (p− 1)u2σ(uεx)p−3 {ςς ′′ − (2− p)(ς ′)2
+(2q −m+ 1)ς2ς ′(uε)σ−1 + σ(q −m)ς4(uε)2(σ−1)} .
Veamos que J(x, 0) ≥ 0 para x ∈ [0, L], basa´ndonos en las ideas de [ChF]. Ha-
ciendo uso del Teorema del Valor Medio como en el Lema 2.6, si denotamos por
M = ma´x
ζ∈[0,L]
(ϕε)′′(ζ) > 0, se deduce
(ϕε)′(x) ≥
(
(ϕε)σ(L)− (L− x)M
)
+
≡ r(x), (2.74)
donde tambie´n hemos utilizado que (ϕε)′ ≥ 0. Obse´rvese que r ≡ 0 para todo
x ∈ [0, x0], siendo x0 = LM− (ϕ
ε)σ(L)
M .
Si definimos f(x) = ς(x)(ϕε)σ(x), tomando ` suficientemente pro´ximo a L
tenemos que ς(x0) se anula y, por tanto, f(x0) = 0 = r(x0). Como adema´s f(L) =
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r(L) y f se trata de una funcio´n convexa, obtenemos que f(x) ≤ r(x) para todo
x ∈ [0, L]. Este hecho junto con (2.74) prueban que J(x, 0) ≥ 0.
No´tese adema´s que F ε(x, t) es no negativa en el rango de para´metros consid-
erado. Por tanto, el principio del ma´ximo da J(x, t) ≥ 0 para todo x ∈ [0, L].
Tengamos en cuenta que J(L, t) = 0 . Por tanto, Jx(L, t) ≤ 0, i.e.
0 ≥ uεxx(L, t)− ς ′(L)(uε)σ(L, t)− σ(uε)σ−1(L, t)uεx(L, t)
=
m(uε)m−1uεt
(p− 1)(uεx)p−2
(L, t)− ς ′(L)(uε)σ(L, t)− σ(uε)2σ−1(L, t) .
Consecuentemente, debido al hecho de que uε permanece acotada por debajo por
una constante estrictamente positiva tenemos
uεt(L, t) ≤ C (uε)1+
1
γ (L, t) (2.75)
para una constante positiva C independiente de ε .
Para probar la estimacio´n inferior (2.7), integramos (2.75) sobre (t, t0), para
0 < t < t0 < T . Esto nos da
C
γ
(t0 − t) + (uε)
−1
γ (L, t0) ≥ (uε)
−1
γ (L, t)
A continuacio´n tomamos ε→ 0 y t0 → T para tener
C
γ
(T − t) ≥ u−1γ (L, t),
que es efectivamente la estimacio´n buscada, (2.7).
2. Demostremos a continuacio´n que si m ≥ 1 entonces tambie´n podemos estimar
superiormente la tasa de explosio´n, esto es (2.8). En primer lugar, procediendo
como en [FQ], probamos que uε verifica dicha estimacio´n de la tasa.
(uε)q+σ(L, t)− εp =
∫ L
0
((uεx)
p)x dx
=
∫ L
0
((uε)m)t(u
ε)x dx+
∫ L
0
(uεx)
p−1(uε)xx dx
= ((uε)m)tu
ε(L, t)− ((uε)m)tuε(0, t)
−
∫ L
0
((uε)m)xtu
ε dx+
1
p
(
(uε)q+σ(L, t)− εp) .
(2.76)
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Si m ≥ 1 siguiendo las ideas del Teorema 1 en [ChF] se puede ver que (uε)xt ≥ 0.
En efecto, si denotamos por
a(z) = zp−1, b(z) = zm,
el problema (2.1) se escribe como
b′(u)ut = a′(ux)uxx, (x, t) ∈ (0, L)× (0, T ),
a(ux(0, t)) = 0, t ∈ (0, T ),
a(ux(L, t)) = u
q(L, t), t ∈ (0, T ).
(2.77)
Derivando la ecuacio´n (2.77)1 respecto de espacio y tiempo, tenemos
b′(u)ut − a′(ux)wxx − 2a′′(ux)uxxwx
+
(
2b′′(u)ut − a′′′(ux)(uxx)2 − a′′(ux)uxxx
)
w
= −b′′′(u)ux(ut)2 − b′′(u)uxutt,
donde w = uxt. Teniendo en cuenta en la expresio´n anterior las siguientes igual-
dades
ut =
a′(ux)
b′(u)
uxx,
utt =
a′(ux)
b′(u)
wx +
a′′(ux)
b′(u)
uxxw − b
′′(u)
b′(u)
(ut)
2,
se deduce fa´cilmente que w verifica el siguiente problema parabo´lico,

b′(u)ut − a′(ux)wxx + A(x, t)wx +B(x, t)w = C(x, t), (x, t) ∈ (0, L)× (0, T ),
w(0, t) = 0, t ∈ (0, T ),
a′′(ux)uxxw(L, t) = q
a′(ux)uxxuq−1
b′(u)
(L, t), t ∈ (0, T ),
siendo
A(x, t) =
b′′(u)a′(ux)
b′(u)
ux − 2a′′(ux)uxx,
B(x, t) =
b′′(u)a′(ux)
b′(u)
ux − a′′′(ux)(uxx)2 − a′′(ux)uxxx,
C(x, t) = ux(ut)
2
(
(b′′(u))2
b′(u)
− b′′′(u)
)
= m(m− 1)um−3.
Entonces, si m ≥ 1 tenemos C(x, t) ≥ 0, y aplicando el principio del ma´ximo
deducimos w ≥ 0.
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Por tanto ((uε)m)xt ≥ 0, lo que con la identidad anterior (2.76) implica
(uε)t(L, t) ≥ (p− 1)
mp
(uε)1+
1
γ (L, t)
[
1− ε
p
(uε)m(L, t)
]
.
Integrando en primer lugar esta desigualdad sobre (t, t0) para t0 < T , tomando
despue´s ε→ 0 y, finalmente tomando t0 → T , obtenemos la estimacio´n superior
de la tasa (2.8).
3. Demostremos a continuacio´n que las soluciones uε del problema aproximado
(2.11) esta´n acotadas por una funcio´n que u´nicamente se hace singular en x = L,
esto es, vamos a probar para estas soluciones la estimacio´n (2.9).
Para ello consideramos nuevamente el funcional
J(x, t) = uεx(x, t)− ς(x)(uε)σ(x, t) , σ =
q
(p− 1) ,
dado en (2.73). Teniendo en cuenta que es positivo y que adema´s ς(x) =
(
(x− `)+
L− `
)n
es creciente, tenemos
uεx(x, t) ≥ ς(x0)(uε)σ(x, t) ∀x ∈ [x0, L], ` < x0 < L . (2.78)
Integramos (2.78) sobre (x, L), para x ≥ x0, y llegamos a
uε(x, t) ≤ [(σ − 1)ς(x0) (L− x)]−1/(σ−1) .
Tomando ε → 0, obtenemos la acotacio´n buscada para la solucio´n de nuestro
problema, por una funcio´n singular u´nicamente en x = L. Se concluye as´ı la
explosio´n puntual en x = L.
4. Para probar (2.10) y describir as´ı, de forma ma´s precisa co´mo es nuestra solucio´n
en esos puntos, recordemos que en el Lema 2.6 obten´ıamos la estimacio´n
u(x, t) ≥ u(x, s) ≥ u(L, s)− uσ(L, s)(L− x),
para cualquier s ∈ [0, t] y x ∈ [0, L]. Definimos ahora v(t) ≡ d(T−t)−γ, donde d, γ
son las mismas constantes que intervienen en la cota inferior de la tasa de explosio´n
(2.7). Se tiene por tanto u(L, t) ≥ v(t) para todo t ∈ [0, T ). En consecuencia
u(x, t) ≥ ma´x
ϕ(L)≤y≤u(L,t)
{y − yσ(L− x)} ≥ ma´x
ϕ(L)≤y≤v(t)
{y − yσ(L− x)} . (2.79)
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Sin embargo, para cada x ∈ [0, L] fijo, este u´ltimo ma´ximo se alcanza en el punto
y0 = (σ(L− x))−
1
σ−1 , siendo su valor
ma´x
0≤y<∞
{y − yσ(L− x)} = C(q, p)(L− x)− 1σ−1 . (2.80)
Este punto y0 permanece dentro del intervalo [ϕ(L), v(t)] para todo x cumpliendo
0 ≤ x ≤ L− σ−1 [d(T − t)]γ/α .
De aqu´ı se deduce fa´cilmente la estimacio´n (2.10) del Teorema 2.3, y se concluye
la prueba. ¤

3Conjuntos de explosio´n de
dimensio´n menor que el espacio
ambiente
Nuestro principal objetivo en este cap´ıtulo es encontrar algunos ejemplos de solu-
ciones de problemas de tipo parabo´lico cuyos conjuntos de explosio´n son no triviales
y de dimensio´n estrictamente menor que la dimensio´n del espacio ambiente.
Con este fin consideraremos diferentes operadores de difusio´n en las distintas vari-
ables que intervienen, to´mese por caso, ut = (um)xx + uyy + um, en R2. Probamos
que para esta ecuacio´n existe una solucio´n que explota en el segmento B(u) =
[−L,L] × {0} ⊂ R2. Otros operadores y generalizaciones a ma´s dimensiones son
tratados de la misma manera.
Tambie´n encontraremos ejemplos interesantes en el semiespacio, RN+M+ . Para el-
lo probaremos la existencia de soluciones no triviales de soporte compacto de la
ecuacio´n ∇(|∇ϕ|p−2∇ϕ) = ϕm en el semiespacio RN+ con la condicio´n de borde no
lineal −|∇ϕ|p−2 ∂ϕ∂xN = ϕp−1 sobre ∂RN+ . Este resultado tiene tambie´n intere´s en
s´ı mismo.
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92 3. Conjuntos de explosio´n de dimensio´n menor en el semiespacio
3.1 Introduccio´n
Dedicamos este cap´ıtulo al estudio de los conjuntos de explosio´n de las solu-
ciones de ciertos problemas parabo´licos. Como ya dijimos en la Introduccio´n de
este trabajo, existen soluciones de ciertos problemas, como es el caso de la ecuacio´n
de los medios porosos con una fuente no lineal,
ut = ∆u
m + up,
que presentan los tres tipos de explosio´n, segu´n sea el valor de los exponentes m
y p. Por ejemplo, para un dato inicial radial con un u´nico ma´ximo en el origen, se
tiene:
i) Explosio´n global si 1 < p < m.
ii) Explosio´n regional en bolas, i.e. B(u) = {|x| ≤ r}, si p = m.
iii) La explosio´n se reduce a un punto si p > m
Adema´s, se pueden encontrar soluciones de la ecuacio´n anterior para m = 1
explotando en esferas.
Pero hasta la fecha, se trataban e´stos de los u´nicos conjuntos de explosio´n
compactos no triviales conocidos en la literatura. El principal objetivo de este
cap´ıtulo sera´ construir otros muchos ejemplos diferentes de conjuntos de explosio´n
compactos que sean no triviales y de dimensio´n arbitrariamente menor que el
espacio ambiente.
Como un primer ejemplo sencillo, encontramos una ecuacio´n parabo´lica con una
solucio´n cuyo conjunto de explosio´n es un segmento en R2, B(u) = [−L,L]× {0}.
En general, dadas dos dimensiones cualesquiera, N , M , existe una solucio´n de
un problema parabo´lico en RN+M , con conjunto de explosio´n un disco, B(u) =
B(0, L)×{0}, donde B(0, L) es la bola N -dimensional en RN de radio L. Tratare-
mos tambie´n problemas en el espacio RN+ × RM , cuyas soluciones explotan en
compactos no triviales N -dimensionales.
Para construir los ejemplos citados proponemos analizar los siguientes proble-
mas.
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• En primer lugar consideraremos dos problemas cuyo te´rmino de reaccio´n
actu´a sobre el dominio, el espacio producto RN+M y con difusio´n diferente depen-
diendo de la direccio´n. En particular, consideremos los problemas:
ut = ∆xu
m +∆yu+ u
m, en RN+M × (0, T ), (3.1)
con m > 1, y
ut = ∇x(|∇xu|p−2∇xu) + ∆yu+ up−1, en RN+M × (0, T ), (3.2)
con p > 2.
Aqu´ı y en adelante, el sub´ındice denota derivadas con respecto de las primeras
N variables (x) o con respecto a las u´ltimas M variables (y). Subrayamos que
el operador de difusio´n en (3.1) se trata de una combinacio´n del operador medio
poroso y el Laplaciano usual en diferentes espacios de variables, mientras que
el operador que interviene en (3.2) es una combinacio´n del p-laplaciano y del
Laplaciano.
• A continuacio´n estudiaremos el siguiente problema parabo´lico, combinando
el operador doblemente no lineal en RN+ = {xN > 0} (con p > 2 y m > 0 como
para´metros) y el operador laplaciano en RM , en el espacio producto RN+ ×RM . La
explosio´n en este caso viene producida por una reaccio´n no lineal en la frontera:
(um)t = ∇x(|∇xu|p−2∇xu) + ∆yum, en RN+ × RM × (0, T ),
−|∇xu|p−2 ∂u
∂xN
= up−1, sobre ∂RN+ × RM × (0, T ),
(3.3)
donde x ∈ RN+ e y ∈ RM .
Para ambos tipos de problemas buscaremos datos iniciales que produzcan los
conjuntos de explosio´n deseados.
3.2 Resultado principal
Enunciamos el resultado principal del cap´ıtulo:
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Teorema 3.1 i) Existe L > 0 tal que, para dos conjuntos cualesquiera de pun-
tos {y1, ..., yk} ∈ RM , {x1, ..., xj} ∈ RN , con |xi − xj| > 2L, existe una
solucio´n de (3.1) (o de (3.2) ) cuyo conjunto de explosio´n es
B(u) =
j⋃
i=1
B(xi, L)× {y1, ..., yk}.
ii) Existe una solucio´n de (3.3) cuyo conjunto de explosio´n esta´ compuesto por
una cantidad arbitraria de componentes conexas de dimensio´n N .
Demostracio´n del Teorema 3.1.
Para demostrar este resultado u´nicamente se ha de buscar una solucio´n en
variables separadas adecuada. E´sta sera´ de la forma
u(x, y, t) = ϕ(x)ψ(y, t). (3.4)
Entonces ϕ y ψ habra´n de satisfacer ciertos problemas el´ıptico y parabo´lico, re-
spectivamente.
El problema el´ıptico que verifica ϕ variara´ segu´n el ejemplo que tratemos,
aunque en todo caso nuestro objetivo es buscar condiciones para obtener ϕ de
soporte compacto. Este hecho implica que el conjunto de explosio´n de una solucio´n
de la forma (3.4) esta´ dado por
B(u) = supp(ϕ)×B(ψ), (3.5)
siendo B(ψ) el conjunto de explosio´n de ψ.
En todos los ejemplos ψ (o una potencia suya) obedecera´ la siguiente ecuacio´n
parabo´lica:
ψt(y, t) = ∆yψ(y, t) + ψ
γ(y, t), (y, t) ∈ RM × (0, T ). (3.6)
Destacamos que la ecuacio´n anterior se trata de la ecuacio´n del calor con una
fuente dada por el te´rmino ψγ, la cual presenta soluciones que explotan para γ > 1
y condiciones iniciales grandes.
Es sabido que para esta ecuacio´n el conjunto B(ψ) lo constituye, de forma
gene´rica, un nu´mero finito de puntos [ChM, MW, W2]. Es ma´s, [M] prueba
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que dados los puntos {y1, ..., yk} ∈ RM , siempre se pueden construir soluciones de
(3.10), cuyo conjunto de explosio´n sea precisamente este conjunto.
As´ı pues, para encontrar el conjunto B(u) = supp(ϕ) × {y1, ..., yk} deseado
necesitamos identificar el soporte de ϕ.
• Comenzamos determinando el conjunto de explosio´n para el problema (3.1).
Al separar variables en (3.1) definiendo u como en (3.4), tenemos que la funcio´n
ϕ verifica la ecuacio´n el´ıptica
ϕ(x) = ∆xϕ
m(x) + ϕm(x), x ∈ RN , (3.7)
y como ya dijimos, ψ obedece la ecuacio´n del calor con una reaccio´n ψm, dada en
(3.6).
La identificacio´n del soporte de ϕ se basa en el hecho de que existe una u´nica
solucio´n radial de (3.7) con ϕm ∈ H1(RN), ve´ase [CEF]. Este hecho es simple de
comprobar, pues buscar soluciones radiales reduce (3.7) a un problema de E.D.O.
En una dimensio´n espacial, N = 1, la solucio´n viene dada de forma expl´ıcita por
la fo´rmula
ϕ(x) =
(
2m
m2 − 1 cos
2
(m− 1
2m
x
)
+
)
.
En ma´s dimensiones espaciales se sabe que una solucio´n gene´rica de (3.7) (en
el espacio natural de energ´ıa H1(RN)) consiste en una unio´n de un nu´mero finito
de copias disjuntas de los perfiles radiales centrados en ciertos puntos x1, ..., xj con
|xi − xj| > 2L, donde L es el radio del soporte de la u´nica solucio´n radial, ve´ase
[CEF].
Por lo tanto, por (3.5) concluimos que existe una solucio´n de (3.1) cuyo conjunto
de explosio´n es
B(u) =
j⋃
i=1
B(xi, L)× {y1, ..., yk}.
• Es posible realizar un ana´lisis similar para las soluciones de (3.2). En este
caso, ϕ obedece el siguiente problema:
ϕ(x) = ∇x(|∇xϕ|p−2∇xϕ(x)) + ϕp−1(x), x ∈ RN , (3.8)
mientras que ψ es nuevamente solucio´n de la ecuacio´n del calor con reaccio´n, (3.6).
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La demostracio´n concluye exactamente como antes, teniendo en cuenta que es
sabido que el problema (3.8) presenta soluciones radiales de soporte compacto,
ve´ase [SGKM].
• Para completar la prueba, notemos que si u es solucio´n de (3.3) en vari-
ables separadas de la forma (3.4), entonces ϕ y ψ debera´n resolver los siguientes
problemas el´ıptico y parabo´lico, respectivamente,
ϕm = ∇(|∇ϕ|p−2∇ϕ), en RN+ ,
−|∇ϕ|p−2 ∂ϕ
∂xN
= ϕp−1, sobre ∂RN+ ,
(3.9)
y
(ψm)t = ∆ψ
m + ψp−1, en RM × (0, T ), (3.10)
Obse´rvese que la ecuacio´n anterior escrita para ψ˜ = ψm no es sino la ecuacio´n del
calor con una fuente dada por el te´rmino ψ˜(p−1)/m, cuyas soluciones son globales
si p− 1 ≤ m. Ya que nuestro intere´s reside en identificar el conjunto de explosio´n
de u, consideraremos p− 1 > m en lo que sigue.
Si ϕ es de soporte compacto, tomando datos iniciales tales queB(ψ) = {y1, ..., yk},
el conjunto de explosio´n de u lo forma un nu´mero arbitrario de componentes
conexas, esto es, B(u) = K × {y1, · · · , yk}, siendo K = supp(ϕ).
La prueba de la compacidad del soporte de ϕ, que completar´ıa la de este teo-
rema, sera´ algo ma´s delicada, y a ella dedicaremos las siguientes pa´ginas.
Llegados a este punto, recordemos que por resultados bien conocidos, la existen-
cia de tales soluciones de soporte compacto para la ecuacio´n ∇(|∇u|p−2∇u) = uα
en todo RN , es posible si y solamente si p− 1 > α, vea´se [PuS]. Lo que indica que
nuestra hipo´tesis p− 1 > m resulta natural tambie´n en este sentido.
Una vez realizado este ana´lisis, se deduce de forma sencilla un corolario con-
cerniente al problema (3.3).
Corolario 3.2 Si 1 < (p− 1)/m < 1 + 2/M toda solucio´n de (3.3) no negativa y
no trivial, explota en tiempo finito.
Demostracion. Asu´mase que v es una solucio´n global no negativa. Como v
es una solucio´n de (3.3) su soporte en x se expande (siendo la totalidad del espacio
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en y) y finalmente cubre el soporte de cualquier solucio´n de la forma u(x, y, t) =
ϕ(x)ψ(y, t). La prueba concluye utilizando argumentos de comparacio´n, teniendo
en cuenta que toda solucio´n de (3.10) explota cuando (p − 1)/m esta´ por debajo
del exponente cr´ıtico de Fujita, esto es, 1 < (p− 1)/m < 1 + 2/M . ¤
Ma´s au´n, conjeturamos que tales soluciones en variables separadas introducidas
anteriormente, muestran el comportamiento asinto´tico de cualquier solucio´n de
(3.3) cerca de su tiempo de explosio´n.
3.3 Existencia de una solucio´n de soporte compacto del
problema el´ıptico
Sea ϕ una solucio´n del problema (3.9), que recordamos a continuacio´n:
ϕm = ∇(|∇ϕ|p−2∇ϕ), en RN+ ,
−|∇ϕ|p−2 ∂ϕ
∂xN
= ϕp−1, sobre ∂RN+ .
Como ya vimos en el Cap´ıtulo 2 de esta tesis, en una dimensio´n espacial el soporte
de ϕ es expl´ıcito, ya que mediante un cambio de variables, (3.9) se reduce al
siguiente problema de E.D.O., que es equivalente al problema (2.50),{
((ωx)
p−1)x = βωm,
−ωx(0) = ω(0), ωx(L) = 0.
Demostramos que supp(ω) = [0, L∗], con L∗ = p
p−1−m .
Por otra parte, el estudio de este problema para el caso p = 2 (difusio´n lineal)
se puede encontrar en [DR].
As´ı pues, lo que necesitamos es extender el resultado de existencia de un perfil
de soporte compacto ϕ a varias dimensiones espaciales. Al realizar tal extensio´n
surgen nuevas dificultades, ya que la condicio´n de borde impide elegir ϕ como una
funcio´n radial, no siendo posible, en consecuencia, reducir (3.9) a una E.D.O. No
obstante, podemos buscar soluciones que sean radiales en las variables tangenciales,
esto es, denotando x ∈ RN+ por x = (x′, xN), x′ ∈ RN−1, entonces u verifica
u(x′, xN) = u(|x′|, xN). (3.11)
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El principal resultado de esta parte del presente cap´ıtulo es el siguiente:
Teorema 3.3 Sea p − 1 > m; entonces existe una solucio´n de (3.9) no negativa
y no trivial de soporte compacto, cumpliendo (3.11).
Ma´s au´n, toda solucio´n u ∈ W 1,p(RN+ ) de (3.9) no negativa y no trivial, es de
soporte compacto y radial en las variables tangenciales en el sentido (3.11).
Observamos que el problema de unicidad excepto traslaciones en las variables
tangenciales (x1, ..., xN−1) de soluciones de soporte compacto de (3.9) continu´a
abierto.
Expongamos brevemente la estrategia a seguir para probar el Teorema 3.3.
Primero, para R > 0 suficientemente grande, planteamos el siguiente problema
∇(|∇uR|p−2∇uR) = (uR)m, en B+R ,
−|∇uR|p−2 ∂uR
∂xN
= (uR)
p−1, sobre Γ0,
uR = 0, sobre Γ+,
(3.12)
donde B+R denota la semibola B(0, R)+ = {x, |x| < R, xN > 0} , Γ0 = ∂B+R∪{xN =
0} y Γ+ = ∂B+R ∪ {xN > 0}.
Un primer paso sera´ estudiar el problema auxiliar (3.12) en la semibola. De-
ducimos un principio de comparacio´n, junto con algunas propiedades de simetr´ıa
y crecimiento que satisfacen estas soluciones. Utilizamos como referencia el traba-
jo [FR], donde se estudia el problema en un dominio acotado con condicio´n de
Neumann en toda la frontera.
Estas propiedades nos permitira´n probar que el soporte de tales soluciones se
encuentra incluido estrictamente en la semibola, esto es, demostraremos que para
R suficientemente grande existe una solucio´n no negativa y no trivial de (3.12) tal
que
ma´x
x∈supp(uR)
|x| < R. (3.13)
Este hecho nos provee de una solucio´n de nuestro problema original, ya que
uR sera´ una solucio´n de soporte compacto de (3.9). Es ma´s, utilizando algunas de
las te´cnicas empleadas para deducir (3.13), probamos que de hecho toda solucio´n
u ∈ W 1,p(RN+ ) de (3.9) no negativa y no trivial, es de soporte compacto y radial
en las variables tangenciales.
Formacion de singularidades en problemas parabolicos 99
1. Existencia y propiedades de las soluciones del problema auxiliar.
En esta parte del cap´ıtulo estudiamos el problema (3.12). Trataremos de encontrar
soluciones no triviales del mismo en un marco variacional natural. Consideremos
el espacio W = {u ∈ W 1,p(B+R) verificando u|Γ+ = 0} con la norma
||u||pW =
∫
B+R
|∇u|p.
Obse´rvese que la desigualdad de Poincare´ se aplica tambie´n a funciones que se an-
ulan en una parte no trivial de la frontera del dominio. Es ma´s, ‖ ‖W es equivalente
a la norma usual W 1,p en W .
Minimizando el funcional
JR(u) =
(∫
B+R
|∇u|p −
∫
Γ0
up
)
p
m+ 1
(∫
B+R
um+1
)p/(m+1)
sobre W , encontraremos una solucio´n no trivial a (3.12). En [FR] se pueden con-
sultar argumentos similares.
Lema 3.4 Para todo R suficientemente grande JR alcanza un mı´nimo en W . Ma´s
au´n, existe un minimizante no trivial que es solucio´n de´bil de (3.12).
Demostracion. La demostracio´n la llevaremos a cabo en varios pasos.
• Comenzamos viendo que, para todo R grande, existe una constante K(R)
tal que
ı´nf
u∈W, u 6=0
JR(u) ≥ −K > −∞,
esto es, ∫
B+R
|∇u|p +K
(∫
B+R
um+1
)p/(m+1)
≥
∫
Γ0
up, ∀u ∈ W.
De no ser as´ı, para todo n existir´ıa una solucio´n un ∈ W tal que
∫
Γ0
upn = 1,
verificando adema´s∫
B+R
|∇un|p + n
(∫
B+R
um+1n
)p/(m+1)
≤ 1, ∀n ≥ 1. (3.14)
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De (3.14) se deduce que existe una subsucesio´n que denotamos de nuevo por un
tal que
un ⇀ u de´bilmente en W,
un → u fuertemente en Lp(B+R),
un|Γ0 → u fuertemente en Lp(Γ0).
(3.15)
De la u´ltima convergencia se sigue que
∫
Γ0
up = 1. Por otro lado, (3.14) implica a
su vez que u = 0, lo que supone una contradiccio´n.
• El siguiente paso consiste en demostrar que
ı´nf
u∈W, u 6=0
JR(u) < 0,
lo cual descarta que el minimizante sea trivial. Para ello basta con probar que el
funcional JR es estrictamente negativo al aplicarlo a ϕ1,R, la autofuncio´n asociada
al primer autovalor λ1(R) del siguiente problema
∇(|∇ϕ|p−2∇ϕ) = 0, en B+R ,
−|∇ϕ|p−2 ∂ϕ
∂xN
= λϕp−1, sobre Γ0,
ϕ = 0, sobre Γ+.
(3.16)
Si R es suficientemente grande, la existencia de tal autovalor y de la autofuncio´n
positiva correspondiente se obtiene fa´cilmente siguiendo las l´ıneas de [FR], por lo
que omitimos aqu´ı la prueba. Afirmamos que, para R grande,
JR(ϕ1,R) =
(λ1(R)− 1)
∫
Γ0
ϕp1,R
p
m+ 1
(∫
B+R
ϕm+11,R
)p/(m+1) < 0. (3.17)
Es fa´cil ver, mediante la dilatacio´n x→ Rx, que la dependencia del primer auto-
valor con el radio es
λ1(R) =
λ1(1)
R
.
Tomando entonces R suficientemente grande obtenemos que λ1(R) < 1 y la afir-
macio´n anterior (3.17) queda demostrada.
• A continuacio´n veamos que se alcanza el mı´nimo de JR en W .
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Consideramos un, una sucesio´n minimizante para JR, tal que
∫
Γ0
upn = 1. Para n
grande se tiene JR(un) < 0 por el paso anterior, lo cual implica que
∫
B+R
|∇un|p < 1.
Esto no so´lo asegura las convergencias dadas en (3.15) sino tambie´n que el l´ımite
u es no trivial. Supongamos que u ≥ 0. De la semicontinuidad inferior de la norma
y de la convergencia de´bil se infiere que
ı´nf JR ≤ JR(u) ≤ l´ım inf
n→∞
JR(un) = ı´nf JR.
• Finalmente, por homogeneidad, multiplicando el minimizante por una cons-
tante adecuada, obtenemos una solucio´n de (3.12).
Encontramos dicha constante minimizando JR entre las funciones de W con∫
B+R
um+1 = 1, lo cual nos da la existencia de un multiplicador de Lagrange verifi-
cando ∫
B+R
|∇u|p−2∇u∇v −
∫
Γ0
up−1v = λ
∫
B+R
umv, ∀v ∈ W.
Tomando v = u en la expresio´n anterior tenemos que λ < 0, ya que este auto-
valor tiene el mismo signo que JR(u). No es dif´ıcil comprobar que (−λ)1/(p−m−1)u
es un minimizante que resuelve adema´s (3.12). ¤
Las estimaciones que incluimos a continuacio´n nos sera´n de gran utilidad a lo
largo de la siguiente seccio´n. Como veremos ma´s tarde, sera´n asimismo aplicables
a las soluciones de nuestro problema original.
Lema 3.5 Sea R suficientemente grande. Entonces, si uR es un minimizante no
negativo de JR, existe una constante C independiente de R tal que
‖uR‖Lm+1(B+R) ≤ C, ‖uR‖L∞(B+R) ≤ C, ‖∇uR‖L∞(B+R/2) ≤ C.
Demostracion. Tomemos R0 tal que el primer autovalor del problema (3.16)
verifique λ1(R0)− 1 < 0. Extendemos por cero la primera autofuncio´n asociada a
λ1(R0), y la denotamos por ϕ1,R0 . Para R > R0 se tiene
ı´nf JR ≤ JR(ϕ1,R0) =
(λ1(R0)− 1)
∫
Γ0
ϕp1,R0
p
m+ 1
(∫
B+R
ϕm+11,R0
)p/(m+1) = −C0. (3.18)
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Por otro lado, multiplicando la ecuacio´n del problema auxiliar (3.12) por uR e
integrando por partes obtenemos
−
∫
B+R
|∇uR|p +
∫
Γ0
upR =
∫
B+R
um+1R .
De esta igualdad y de (3.18) se deduce
m+ 1
p
(∫
B+R
um+1R
)1− p
m+1
= −J(uR) ≥ C0.
Como p > m + 1 la primera estimacio´n se obtiene de forma inmediata. Las esti-
maciones restantes se infieren de la teor´ıa general de regularidad, ve´ase [T]. ¤
En el pro´ximo lema incluimos algunas estimaciones de ca´lculo que sera´n u´tiles
en relacio´n con el operador p-laplaciano.
Lema 3.6 Para todo η, η′ ∈ RN , existen constantes positivas tales que
i) si p ≥ 1 y |η|+ |η′| > 0 se cumple que∣∣∣|η|p−2η − |η′|p−2η′∣∣∣ ≤ C1|η − η′|(|η|+ |η′|)p−2, (3.19)
ii) si p ≥ 2 tenemos que |η|p ≥ |η′|p−p|η|p−2〈η, η−η′〉+C(p)|η−η′|p, de donde
fa´cilmente se deduce:
〈|η|p−2η − |η′|p−2η′, η − η′〉 ≥ C(p)|η − η′|p. (3.20)
Mediante el uso de las desigualdades anteriores demostramos que es posi-
ble comparar dos soluciones de (3.12) a pesar de la condicio´n de contorno tipo
Neumann, siempre que la medida de la regio´n de dicho borde sea suficientemente
pequen˜a. Este principio de comparacio´n constituye una pieza clave en varias de
las demostraciones que llevaremos a cabo. Para ello introducimos el concepto de
sub y supersolucio´n del siguiente problema en un dominio Ω ⊂ RN+ ,
∇(|∇ω|p−2∇ω)− ωm = 0, en Ω,
ω = 0, sobre ∂Ω ∩ {xN > 0},
−|∇ω|p−2 ∂ω
∂xN
= ωp−1, sobre ∂Ω ∩ {xN = 0},
(3.21)
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Definicio´n 3.1 Sea Ω ⊂ RN+ un dominio abierto y acotado, con frontera Lipschitz.
Decimos que ω ∈W 1,p(Ω), es supersolucio´n del problema (3.21) si verifica
ωm ≥ ∇(|∇ω|p−2∇ω), en Ω,
ω = 0, sobre ∂Ω ∩ {xN > 0},
−|∇ω|p−2 ∂ω
∂xN
≥ ωp−1, sobre ∂Ω ∩ {xN = 0},
(3.22)
Diremos que ω es subsolucio´n si verifica (3.22) con ”≤ ” en lugar de ” ≥ ”.
Lema 3.7 Sea Ω ⊂ RN+ un dominio abierto y acotado, con frontera Lipschitz.
Supongamos que ωi ∈ W 1,p(Ω), i = 1, 2 son sub y super soluciones acotadas del
problema (3.21), respectivamente. Si la medida N − 1 dimensional del conjunto
∂Ω∩{xN = 0} verifica µ(∂Ω ∩ {xN = 0}) < δ para algu´n δ > 0 pequen˜o, entonces
(ω2 − ω1) ≥ 0 en Ω.
Demostracion. Multiplicamos las desigualdades que cumplen ωi, i = 1, 2
por h(ω2 − ω1) e integramos en Ω, siendo h(x) = −mı´n{0, x}. Esto da∫
Ω
(
∇(|∇ω2|p−2∇ω2)−∇(|∇ω1|p−2∇ω1)
)
h(ω2 − ω1) ≤
∫
Ω
(ωm2 − ωm1 )h(ω2 − ω1).
Tras integrar por partes utilizando la condicio´n de borde tenemos∫
Ω∩A
(
|∇ω2|p−2∇ω2 − |∇ω1|p−2∇ω1
)
∇(ω2 − ω1)
+
∫
Ω∩A
(ωm2 − ωm1 )(ω2 − ω1)
≤
∫
∂Ω∩{xN=0}∩A
(ωp−12 − ωp−11 )(ω2 − ω1),
donde A = {x ∈ Ω tal que ω2(x) ≤ ω1(x)}. Aplicando (3.20) del lema previo a la
primera integral de la expresio´n anterior y (3.19) a la u´ltima integral, obtenemos
C1(p)
∫
Ω
|∇h(ω2 − ω1)|p +
∫
Ω∩A
(ωm2 − ωm1 )(ω2 − ω1)
≤ C2(‖ωi‖∞, p)
∫
∂Ω∩{xN=0}
(
h(ω2 − ω1)
)2
≤ C2
(∫
∂Ω∩{xN=0}
h(ω2 − ω1)p
)2/p (
µ(∂Ω ∩ {xN = 0})
)1−2/p
,
(3.23)
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aplicando por u´ltimo la desigualdad de Ho¨lder a la integral de contorno, dado que
p > 2. De la siguiente inclusio´n, W 1,p(Ω) ⊂ Lp(∂Ω), obtenemos(∫
∂Ω∪{xN=0}
|h|p
) 1
p
≤ C
(∫
Ω
|∇h|p
) 1
p
.
No´tese que la condicio´n de contorno se anula sobre una parte del borde, con lo
que hemos aplicado adema´s la desigualdad de Poincare´. Consideramos la esti-
macio´n anterior en (3.23), teniendo en cuenta adema´s que la segunda integral que
all´ı aparece es positiva se tiene
‖∇h‖pLp(Ω) ≤ C‖∇h‖2Lp(Ω)
(
µ(∂Ω ∩ {xN = 0})
)1−2/p
. (3.24)
Llegados a este punto es fa´cil ver que, si tomamos h(x) = −Kmı´n{0, x},
con K > 0, todos los razonamientos anteriores siguen siendo va´lidos. A partir
de este momento, supongamos que ω1 6= ω2, ya que si fueran iguales estar´ıan
ordenadas y finalizar´ıa la prueba. Entonces, debido a que ω1 = ω2 = 0 sobre
∂Ω∩{xN > 0}, tenemos que ∇h(ω2−ω1) 6= 0. Por lo tanto, tomando la constante
K suficientemente grande, obtenemos ‖∇h‖Lp(Ω) > 1. As´ı pues, si µ(∂Ω∩{xN = 0})
es suficientemente pequen˜o, el hecho de que p > 2 y la estimacio´n (3.24) implican
que h(ω2 − ω1) ≡ 0 en Ω y el principio de comparacio´n queda probado. ¤
Observacio´n 3.1 La prueba anterior es la u´nica donde se utiliza la hipo´tesis
p > 2 de manera esencial. Como ya demostramos en el anterior cap´ıtulo, en
una dimesio´n espacial tenemos compacidad del soporte de las soluciones de (3.9).
Ser´ıa deseable por tanto, establecer un principio de comparacio´n en ma´s dimen-
siones para 1 < p < 2. El resultado para p = 2 es cierto y se encuentra en [DR].
Proseguimos el estudio del problema (3.12) demostrando que sus soluciones son
radiales en las variables tangenciales, i.e., verifican (3.11). Ma´s adelante veremos
que tambie´n las soluciones de (3.9) cumplen esta propiedad.
Para llevar a cabo esta tarea, establezcamos alguna notacio´n u´til para aplicar el
me´todo de los planos mo´viles, que figura en [GNN]. Definimos para i = 1, · · · , N,
Sλi = {x ∈ RN tales que xi > λ} , Πλi el hiperplano ∂Sλi y xλ = 2(λ− xi)ei + x,
esto es, la reflexio´n con respecto a Πλi . Finalmente, u
λ
R(x) = uR(x
λ) y vλ = uλR−uR.
Supongamos que D = supp(uR) ⊆ B+R es conexo.
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Lema 3.8 Sea uR una solucio´n de (3.12). Entonces se satisface (3.11). Es ma´s,
uR(|x′|, xN) es decreciente en |x′| y xN .
Demostracion. Este resultado lo probamos en varias etapas.
Primera etapa.Demostremos que si vλ(x0) = 0 para cualquier x0 ∈ Sλ1 , entonces
vλ ≡ 0 en Sλ1 .
Una demostracio´n similar figura en el Lema 2.1 en [CEF] para cualquier punto
x0 ∈ Sλ1∩RN+ . Sobre {xN = 0} aplicamos el Lema de Hopf para concluir que vλ ≡ 0.
Segunda etapa. Definimos
λ0 = ı´nf{λ ∈ R tal que vλ(x) ≥ 0, para todo x ∈ Sλ1 }.
Como trabajamos en un dominio acotado B+R , entonces λ0 esta´ bien definida y
adema´s −∞ < λ0 <∞. Veamos que Sλ01 ∩D 6= ∅.
Si λ es grande entonces Sλ1 ∩D = ∅ y consecuentemente vλ ≥ 0, mientras que
si −λ es grande se tiene que (RN+ \Sλ1 )∩D = ∅, lo que implica que vλ < 0. No´tese
que es posible tomar λ˜ de forma que µ(Sλ˜1 ∩ D ∩ {xN = 0}) sea suficientemente
pequen˜o, y aplicar as´ı el Lema 3.7 a uλ˜R y uR en S
λ˜
1 ∩D ∩ RN+ , dando vλ˜ ≥ 0.
Tercera etapa. vλ0 se anula en Sλ01 ∩ RN+ , lo cual implica que uR es sime´trica
respecto del plano Πλ01 .
Razonando por contradiccio´n, supongamos que vλ0 6≡ 0. Por la primera etapa
sabemos que entonces vλ0 > 0 en Sλ01 ∩ D. La segunda etapa asegura que Sλ01 ∩
D ∩ {xN = 0} 6= ∅. Tomemos un compacto K, K ⊂ Sλ01 ∩ D ∩ {xN = 0} y λ
suficientemente pro´ximo a λ0 tal que µ((S
λ
1 ∩D\K)∩{xN = 0}) ≤ δ/2, para el cual
vλ > 0 en K, ya que vλ0 > 0 en K. Denotemos por D− = {x ∈ Sλ1 tal que vλ < 0}.
La definicio´n de λ0 implica que D
− 6= ∅ si λ < λ0. Dado que D− ⊂ Sλ1 ∩D \K las
consideraciones anteriores aseguran que µ(D− ∩{xN = 0}) es pequen˜o. Aplicando
el principio de comparacio´n del Lema 3.7 a uλR y uR en D
− se sigue que vλ ≥ 0 en
D−, lo que es una contradiccio´n.
Cuarta etapa. Notemos que las tres etapas anteriores pueden repetirse para
cada direccio´n espacial xi, i = 2, · · · , N − 1. Esto concluye con la prueba de la
simetr´ıa con respecto a las variables tangenciales (3.11).
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Adema´s vλ ≥ 0, para λ > λ0 = λ0(i). Luego ∂uR∂xi < 0 si xi > λ0, para todo
i = 1, · · · , N − 1.
Sin embargo, al reflejar con respecto a planos mo´viles ΠλN , la parte de la frontera
donde tenemos la condicio´n de borde Neumann, Γ0, se traslada. Ello conlleva un
tratamiento ma´s delicado en la prueba del decrecimiento en dicha variable.
Quinta etapa. Demostramos que uR es decreciente en la variable xN . En lo que
sigue de esta prueba destacamos la variable xN en el me´todo de planos mo´viles, y
denotamos por SλN = {x ∈ RN+ tal que xN > λ}.
Tomamos λ ∈ [R/2, R]. Es sencillo ver que
∇(|∇uλR|p−2∇uλR)−∇(|∇uR|p−2∇uR) = (uλR)m − umR , en SλN ∩B+R ,
vλ = 0, sobre ΠλN ∩B+R ,
vλ ≥ 0, sobre SλN ∩ ∂B+R .
(3.25)
Multiplicando la ecuacio´n por h(vλ) e integrando en SλN ∩B+R se tiene∫
SλN∩B+R
(
|∇uλR|p−2∇uλR − |∇uR|p−2∇uR
)
∇h(vλ)
+
∫
SλN∩B+R
((uλR)
m − umR )h(vλ)
=
∫
∂(SλN∩B+R)
(
|∇uλR|p−2
∂uλR
∂xN
− |∇uR|p−2 ∂uR
∂xN
)
h(vλ).
(3.26)
La integral sobre la frontera se anula y en consecuencia vλ ≥ 0 in Sλ ∩ B+R para
todo λ ∈ [R/2, R].
Consideramos λ ∈ (R/4, R/2). Queremos ver que vλ ≥ 0 en B+R ∩ {λ < xN <
2λ} = B+R ∩ Cλ. Obse´rvese que si x ∈ B+R ∩ Cλ entonces xλ ∈ B+R , de donde se
deduce de inmediato que vλ verifica (3.25)1 en B
+
R∩Cλ. Razonemos como en (3.26)
y veamos que la integral sobre el borde correspondiente a dichos valores de λ es no
negativa. Es inmediato ver que vλ ≥ 0 sobre ∂B+R ∩Cλ y se anula sobre {xN = λ},
lo que implica que la integral sobre el borde se anule en ambos casos. Finalmente,
vemos que el integrando es no negativo sobre BR∩{xN = 2λ}. Si xN > R/2 hemos
demostrado ya que uR es decreciente con respecto a xN . Luego
∂uR
∂xN
≤ 0. Por el
contrario,
∂uλR
∂xN
= −2∂uR
∂xN
≥ 0, obteniendo as´ı el resultado que quer´ıamos probar.
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Si repetimos el razonamiento usando (3.26) concluimos que vλ ≥ 0 para todo
λ > 0. ¤
La siguiente tarea consistira´ en demostrar que, para R suficientemente grande,
la solucio´n uR del problema (3.12) tiene soporte compacto estrictamente contenido
en la semibola B+R .
Proposicio´n 3.9 Sea uR una solucio´n de (3.12) cumpliendo (3.11). Para R sufi-
cientemente grande se tiene
ma´x
x∈supp(uR)
|x| < R.
Demostracion. Comenzamos probando que uR tiene soporte compacto en
la variable xN . Obse´rvese que gracias a la monoton´ıa obtenida en el Lema 3.8
tenemos que
um+1R (x
′, xN) ≤ 1
µ(A)
∫
A
um+1R (y
′, yN)dy,
donde A = {(y′, yN) : |y′| ≤ |x′|, 0 < yN ≤ xN}. Teniendo en cuenta que uR
esta´ uniformemente acotada en Lm+1(B+R), (primera estimacio´n del Lema 3.5), se
deduce que
uR(x
′, xN) ≤ C|x′|(N−1)/(m+1)|xN |1/(m+1) ≤
C(2L)(N−1)/(m+1)
R
1/(m+1)
1
≤ 1
2
, (3.27)
para cualquier |x′| ≥ 1
2L
, xN ≥ R1 y R1 ≤ R suficientemente grande, donde L
denota la cota uniforme para ‖∇u‖L∞(B+
R/2
) del Lema 3.5. Si y
′ ∈ RN−1+ es tal que
|x′ − y′| ≤ 1
2L
entonces
|uR(x′, R1)− uR(y′, R1)| ≤ L|x′ − y′| ≤ 1
2
,
lo que junto con (3.27) da
uR(x
′, R1) ≤ 1, ∀x′. (3.28)
En consecuencia, uR es una subsolucio´n del siguiente problema,
∇(|∇ω|p−2∇ω) = ωm, en {xN > R1} ∩B+R ,
ω(R1) = 1, en {xN = R1} ∩B+R ,
ω = 0, en {xN ≥ R1} ∩ ∂B+R .
(3.29)
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Nuestro siguiente objetivo sera´ construir una supersolucio´n del problema ante-
rior, ω, de soporte compacto en xN , esto es, ω = 0 si xN > R2, para cierto R2 < R.
De esta forma, v´ıa un principio de comparacio´n, concluimos que uR es de soporte
compacto en xN .
Que tal comparacio´n se da se obtiene fa´cilmente mediante una integracio´n por
partes de las ecuaciones que satisfacen ω y uR, multiplicadas por h(ω − uR) da∫
Ω∩{ω≤uR}
(
|∇ω|p−2∇ω − |∇uR|p−2∇uR
)
∇(ω − uR)
+
∫
Ω∩{ω≤uR}
(ωm − umR )(ω − uR)
≤ −
∫
∂Ω
(
|∇ω|p−2∂ω
∂η
− |∇u|p−2∂uR
∂η
)
h(ω − uR),
donde Ω = {xN > R1} ∩ B+R y η es el vector normal exterior unitario. Obse´rvese
que ω ≥ uR en ∂Ω, debido a (3.28) y al hecho de que uR ≡ 0 sobre {xN >
R1} ∩ ∂B+R . Luego la integral sobre la frontera se anula obtenie´ndose ω ≥ uR en
{xN > R1} ∩ B+R . Por lo tanto, si xN ≥ R2 entonces u(x′, xN) ≤ ω(x′, xN) = 0.
Como tal supersolucio´n podemos tomar, por ejemplo
ω = β
(
(R2 − xN)+
)α
, (3.30)
donde α, β ,R2 satisfacen
α =
p
p− (m+ 1) ,
βp−(m+1)pp−1(m+ 1)(p− 1) =
(
p− (m+ 1)
)p
,
β(R2 −R1)p/(p−(m+1)) = 1.
(3.31)
Veamos a continuacio´n que el soporte de uR esta´ acotado en la direccio´n de x
′.
Por la estimacio´n (3.27) sabemos que podemos tomar R3 suficientemente grande
de manera tal que
uR(x
′, xN) ≤ ε
2
, ∀|x′| ≥ R3, xN ≥ ε
2L
,
denotando por L la cota uniforme para |∇uR| del Lema 3.5 (basta tomar
(2L)
1
m+1R
−N−1
m+1
3 ≤ ε
m
m+1 ). Procediendo como en (3.28) se sigue que
uR(x
′, xN) ≤ ε, ∀x′ tal que |x′| = R3, ∀xN > 0.
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No es dif´ıcil ver que uR es una subsolucio´n del siguiente problema
∇(|∇ψ|p−2∇ψ)− ωm = 0, en Ω,
ψ = ε, sobre ∂Ω ∩ {xN > 0},
−|∇ψ|p−2 ∂ψ
∂xN
= ψp−1, sobre ∂Ω ∩ {xN = 0},
(3.32)
donde Ω = B(x0, r0), con 0 < r0 ¿ 1 y x0 ∈ {xN = 0}, con |x0| suficientemente
grande. As´ı pues la siguiente tarea sera´ construir una supersolucio´n de (3.32) ψ
que se anule en un pequen˜o entorno de x0. Es decir, ψ ha de verificar lo siguiente:
ψ
m ≥ ∇(|∇ψ|p−2∇ψ), en Ω ∩ {xN > 0}, (3.33)
−|∇ψ|p−2 ∂ψ
∂xN
≥ ψp−1, sobre ∂Ω ∩ {xN = 0}, (3.34)
ε := ı´nf
∂Ω∩{xN>0}
ψ > 0, (3.35)
Si elegimos x0 ∈ RN+ tal que |x0| = R3 + r0 la comparacio´n del Lema 3.7 se
aplica y resulta ψ ≥ uR en Ω ∩ RN+ , con R ≥ R3 + 2r0. No´tese que x0 puede ser
cualquiera de los puntos en ∂BR3+r0 ∩ {xN = 0}, en consecuencia uR se anula
en un entorno de este conjunto. La monoton´ıa de uR en |x′| y en xN finaliza la
demostracio´n.
Para concluir construimos la funcio´n ψ con las propiedades requeridas. De-
notamos x0 = (x
′
0, 0). Por simplicidad, suponemos que ψ es radial alrededor del
punto (x′0, d) , esto es, ψ = ψ(r
2), donde r2 = r21 + (xN − d)2, r21 = |x′ − x′0|2.
Concretamente, buscamos una funcio´n de la forma
ψ = a
(
(r2 − b)+
)α
, con α =
p
p− 1−m, (3.36)
y las constantes a, b, d > 0 convenientemente fijadas dependiendo u´nicamente de
r0,m y p. Como
−|ψ ′|p−2 ∂ψ
∂xN
= −(2aα)p−1rp−2
(
(r2 − b)+
)(p−1)(α−1)
(xN − d),
la condicio´n (3.34) se convierte ahora
(2α)p−1rp−2d ≥
(
(r2 − b)+
)p−1
.
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Tomando
d ≥ rp0,
para r < r0 tenemos
(2α)p−1rp−2d ≥ rp−2d ≥ r2(p−1) ≥
(
(r2 − b)+
)p−1
,
y se cumple (3.34). Si adema´s
d2 − b < 0,
entonces ψ se anula en un entorno de r1 = 0 y xN = 0. Para ver que (3.35) se
satisface necesitamos hacer uso de la siguiente desigualdad
r21 + (xN − d)2 − b = r21 + x2N + d2 − 2xNd− b ≥ r0(r0 − 2d) + d2 − b, (3.37)
ya que en ∂Ω se verifica r21 + x
2
N = r
2
0 y xN ≤ r0. Entonces, si d < r0/2 podemos
elegir b de forma apropiada tal que (3.35) se cumpla. Por u´ltimo, demostramos
(3.33), expresando dicha ecuacio´n en variables radiales
(p− 1)|ψ ′|p−2ψ ′′ + (N − 1) |ψ
′|p−2ψ ′
r
≤ ψ m.
La desigualdad anterior se cumple tomando a suficientemente pequen˜o. En con-
creto, si
ap−1−m(2α)p−1rp−2
(
2r2(α− 1)(p− 1) + (p+N − 2)(r2 − b)
)
≤ 1.
Esta eleccio´n de a obliga a tomar la constante ε tambie´n pequen˜a y concluye la
prueba. ¤
2. Estudio del problema el´ıptico.
Concluimos este cap´ıtulo con la prueba del Teorema 3.3. Por la Proposicio´n 3.9 la
solucio´n uR del problema (3.12) tiene soporte compacto estrictamente contenido
en la semibola B+R . Por tanto, extendie´ndola por cero obtenemos una solucio´n de
(3.9), concluyendo as´ı con la primera afirmacio´n del teorema.
Finalicemos la prueba del Teorema 3.3, y demostremos que cualquier u ∈
W 1,p(RN+ ) solucio´n de (3.9) es de soporte compacto y radial en las variables tangen-
ciales. Pero antes, demostramos las siguientes estimaciones, necesarias para llevar
a cabo esta tarea.
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Lema 3.10 Si u ∈W 1,p(RN+ ) satisface (3.9) entonces
‖u‖Lm+1(RN+ ) ≤ C, ‖u‖L∞(RN+ ) ≤ C y ‖∇u‖L∞(RN+ ) ≤ C.
Demostracion. Multiplicando la ecuacio´n (3.9) e integrando por partes∫
RN+
|∇u|p +
∫
RN+
um+1 =
∫
{xN=0}
up,
se sigue la primera estimacio´n, ya que u ∈ W 1,p(RN+ ). Las restantes estimaciones
se infieren de la primera como sigue.
Comenzamos con la cota uniforme para u. Obse´rvese que si u satisface (3.9)
por los resultados del Lema 3.5 sabemos que u ∈ L∞(B+R), y ∇u ∈ L∞(B+R/2)
para R > 0 grande. Razonemos por contradiccio´n y supongamos que dicha cota
no es uniforme. Esto es, suponemos que existe una sucesio´n {xn} ∈ RN+ tal que
|xn| → ∞ y |u(xn)| → ∞. Tomando cualquier y ∈ B(xn, R/2)+ se puede ver que
u(y) ≥ u(xn)− LR/2, (3.38)
donde L es la cota uniforme para el gradiente de u en la semibola B(xn, R/2)
+.
Por otro lado, por el paso anterior sabemos que ‖u‖Lm+1(R+) ≤ C, lo que sustituido
en (3.38) da
C ≥
∫
RN+
um+1 ≥
∫
B+R
um+1 ≥ µ(B+R)(u(xn)− LR/2)m+1,
lo cual no esta´ acotado, llegando a contradiccio´n como quer´ıamos.
Para probar la estimacio´n que nos falta razonamos de un modo similar, pero
utilizando la continuidad Ho¨lder del gradiente de u, ve´ase [T], ya que carecemos
de una cota uniforme para la segunda derivada. De esta forma conseguimos la
expresio´n ana´loga a (3.38)
|∇u(y)| ≥ |∇u(xn)| − C(R/2)α,
para cualquier y ∈ B(xn, R/2). Pero este hecho contradice que u ∈ W 1,p(RN+ ) dado
que
C ≥
∫
RN+
|∇u|p ≥
∫
B(xn,R/2)+
|∇u|p ≥ µ(B(xn, R/2))(‖∇u(xn)‖ − C(R/2)α)p,
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el cual no esta´ acotado y el lema queda probado. ¤
Ya estamos en condiciones de completar la prueba del Teorema 3.3.
Por la Proposicio´n 3.9 ya tenemos la existencia de una solucio´n no trivial de
(3.9), uR, de soporte compacto cumpliendo (3.11).
A continuacio´n demostremos que cualquier u ∈ W 1,p(RN+ ) solucio´n de (3.9) se
hace pequen˜a fuera de B+R , esto es
l´ım
R→∞
sup
RN+ \B+R
u = 0. (3.39)
De no ser as´ı, existir´ıan ε0 > 0 y xn ∈ RN+ , tales que u(xn) ≥ ε0, si |xn| → ∞. Sea
L la cota uniforme en RN+ para el gradiente de u encontrada en el lema anterior y
r = ε0
2L
. Para todo yn ∈ B(xn, r) se cumple
|u(xn)− u(yn)| ≤ ‖∇u‖L∞(RN+ )|xn − yn| ≤
ε0
2
.
Adema´s u ≥ ε0/2 en B(xn, r) ∩RN+ , ∀n. Entonces, para una subsucesio´n de bolas
disjuntas B(xn, r), tenemos∫
RN+
um+1 ≥
∑
n
∫
B(xn,r)∩RN+
um+1 =∞,
lo que contradice el Lema 3.10.
Por (3.39) sabemos que podemos encontrar R1 > 0 tal que u(x
′, R1) ≤ 1, ∀x′ ∈
RN−1. Considerando la misma funcio´n ω de la Proposicio´n 3.9 para este nuevo R1
se sigue que
ω ≥ u sobre {xN = R1} (3.40)
y
l´ım inf
|x|→∞
(ω − u) ≥ 0. (3.41)
No´tese que (3.40) y (3.41) implican que u ≤ ω en {xN > R1}. Se puede ver
fa´cilmente este hecho multiplicando la ecuacio´n que verifican u y ω por h(ω − u)
nuevamente e integrando por partes, lo que da∫
Ω∩{ω≤u}
(
|∇ω|p−2∇ω − |∇u|p−2∇u
)
∇(ω − u) +
∫
Ω∩{ω≤u}
(ω m − um)(ω − u)
≤ −
∫
∂Ω
(
|∇ω|p−2∂ω
∂η
− |∇u|p−2∂u
∂η
)
h(ω − u),
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donde Ω = {xN > R1}. Como la integral sobre el borde se anula, se tiene h(ω−u) ≡
0 en Ω, obteniendo el resultado deseado. Es ma´s, existe R2 tal que u(x
′, xN) = 0
para todo x′ ∈ RN−1, xN > R2.
Probemos ahora que u(x′, 0) = 0 para cualquier x′ ∈ RN−1 con |x′| grande.
Sea x0 ∈ {xN = 0}. En B(x0, r0) ∩ RN+ con r0 > 0 suficientemente pequen˜o,
consideremos la funcio´n ψ dada por (3.36), construida en la Proposicio´n 3.9. Ya
vimos que ψ cumpl´ıa
ı´nf
∂B(x0,r0)∩{xN>0}
ψ = ε,
ve´ase (3.35). Que se cumpla (3.39) nos permite encontrar R3 > 0 grande y de
modo tal que si |x0| > R3 entonces u ≤ ε en ∂B(x0, r0) ∩ RN+ .
Aplicando el principio de comparacio´n del Lema 3.7 a ψ y a u en B(x0, r0)∩RN+ ,
deducimos que u ≤ ψ en este dominio, y en consecuencia u se anula en un entorno
de x0, porque ψ lo hac´ıa.
Para completar la prueba de la compacidad del soporte de u consideremos una
funcio´n ω con la misma expresio´n (3.30) pero como funcio´n de xk para cualquier
direccio´n k = 1, ..., N − 1, es decir
ω = β
(
(R3 − xk)+
)α
,
con α, β,R3 elegidas como en (3.31). Ana´logamente, tomamos R1 suficientemente
grande asegurando u(x) ≤ 1 siempre que xk ≥ R1 y xN > 0. Como antes, plante-
ando el problema (3.29) en {xk > R1} ∩ RN+ se sigue que u ≤ ω en esta regio´n.
Luego u = 0 para xk grande y xN > 0. Como xk era arbitrario lo que deducimos
es que u es de soporte compacto.
Una vez probada la compacidad del soporte de u, de los pasos 1-3 en el Lema
3.8 se obtiene fa´cilmente la propiedad de simetr´ıa (3.11), lo que da fin a la prueba
del Teorema 3.3. 2
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