We present a noise adaptive speech recognition approach, where time-varying noise parameter estimation and Viterbi process are combined together. The Viterbi process provides approximated joint likelihood of active partial paths and observation sequence given the noise parameter sequence estimated till previous frame. The joint likelihood after normalization provides approximation to the posterior probabilities of state sequences for an EM-type recursive process based on sequential Kullback proximal algorithm to estimate the current noise parameter. The combined process can easily be applied to perform continuous speech recognition in presence of non-stationary noise. Experiments were conducted in simulated and real non-stationary noises. Results showed that the noise adaptive system provides significant improvements in word accuracy as compared to the baseline system (without noise compensation) and the normal noise compensation system (which assumes the noise to be stationary).
INTRODUCTION
Speech recognition has to be carried out often in situations where there exists environment noise, which causes mismatches between pre-trained models and real testing data. Among many approaches for noisy speech recognition, model-based approach assumes explicit models representing noise effects on speech features. With the assumed models, transformations can be constructed in the model space or feature space to decrease the mismatch.
In the model-based approach, most researches are focused on stationary or slow-varying noise conditions. In this situation, parameters representing environments are often estimated prior to speech recognition, and then, plug into the transformations. However, it is known that the environment statistics may vary during recognition. As a result, the noise parameters estimated prior to speech recognition are no longer relevant to the subsequent inputs.
Recently, we have seen a number of techniques proposed to cope with time-varying noise. They can be categorized into two approaches. In the first approach, time-varying environment sources are modeled by Hidden Markov Models (HMM) or Gaussian mixtures that were trained by prior measurement of environments, so that noise compensation is a task of identification of the underlying state/mixture sequences of the noise HMM/Mixtures. In the second approach, environment model parameters are assumed to be time varying and need to be estimated. Works in this approach are either based on (constrained) maximum likelihood estimation [1] [2] [3] or Bayesian approach [4] [5] .
In this paper, we apply our recent work on sequential Kullback proximal algorithm [3] , which is an extension of the sequential EM algorithm, to the situations where the posterior probability of state sequence given observation sequence is approximated by Viterbi recognition process. With the approximation, the timevarying noise parameter estimation process is combined with the Viterbi process, where the noise parameter estimated in the current frame provides noise parameter for modification of the speech model parameters in the next frame.
NOISE ADAPTIVE SPEECH RECOGNITION

MAP Decision rule for automatic speech recognition
The speech recognition problem can be described as follows. Given a set of trained models Recent trend in the area of noisy speech recognition is to treat this noise to be non-stationary and estimate the noise parameters frame-by-frame. It considers that ¢ m (in (3)) is seldom available before speech recognition, or even it is available, the true noise environment may change during the recognition process, so that the ¢ m estimated prior to speech recognition is not related to the true noise parameter during the recognition process. Recent works are either based upon (constrained) maximum likelihood estimation, e.g., [1] [2] [3] , or Bayesian approach [4] [5] . In this paper, we consider methods based upon (constrained) maximum likelihood, since our method in this approach [3] shows less computational complexity than our work in [5] .
In this approach, the noise parameter is recursively estimated. Denote the estimated noise parameter sequence till frame as the current noise parameter estimate, which satisfies,
is the state sequence till frame o . The formula shows that the updated noise parameter sequence will not decrease the likelihood of observation sequence o $ , over that given by the previously estimated noise parameter sequence.
Since
is hidden, at each frame, we iteratively maximize the lower bound of the log-likelihood according to Jensen's inequality, i.e.,
where
. At each iteration, the procedure will calculate . After one iteration, the estimated
where u works as a relaxation factor. Recursive procedure by (7) is denoted as sequential Kullback proximal algorithm [3] . The sequential EM algorithm is a special case of this algorithm and corresponds to setting u equal to 1.0 in the algorithm. The algorithm can achieve faster parameter estimation than that by sequential EM algorithm.
Approximation of the posterior probability
Normally, time-varying noise parameter estimation is carried out separately from the recognition process, as that in [1] 
By normalizing the joint likelihood w.r.t. sum of those from all active partial state sequences, an approximation of the posterior probability of state sequence can be obtained. Thus in (5) and (7), instead of summing over all state/mixture sequences, the summation is over all active partial state sequence (path) till frame o provided by Viterbi process. By Jensen's inequality (5), the summation still provides the lower bound of the log-likelihood. This approximation makes it easy to combine time-varying noise parameter estimation with the Viterbi process. We denote this scheme of time-varying noise parameter estimation as noise adaptive speech recognition.
IMPLEMENTATION
Time-varying noise parameter estimation is carried out in the logspectral domain. The noise model 
EXPERIMENTAL RESULTS
Experimental setup
Experiments were performed on TI-Digits database down-sampled to 16kHz. Five hundred clean speech utterances from 15 speakers were used for training and 111 utterances unseen in the training set were used for testing. Digits and silence were respectively modeled by 10-state and 3-state whole word HMMs with 4 diagonal Gaussian mixtures in each state. The window size was 25.0ms with a 10.0ms shift. A filter-bank of Twenty-six filters was used in the binning stage. The features were MFCC + C0. We compared three systems. The first was the baseline trained on clean speech without noise compensation, denoted as Baseline, and the second was the system with noise compensation by (10) assuming stationary noise, i.e., c $ was kept as constant once initialized, denoted as Normal. The third was the noise adaptive recognition system by (11). It is denoted according to the relaxation factor u set. Forgetting factor in (6) and (13) was set to 0.995 empirically. Time-varying noise parameter estimation was unsupervised.
Four seconds of contaminating noise was used in each experiment to obtain noise mean vector for Normal. It was also for initialization of c Ý $
in the third system. Baseline performance in clean condition was 97.89% word accuracy (WA).
Speech recognition in simulated non-stationary noise
White noise signals were multiplied by a Chirp signal, so that the noise power, e.g., in the 12th filter bank, changed continuously as the dash-dotted curve shown in Figure 1 . The SNR ranged from 0dB to 20.4dB. We also plotted the estimated noise power versus time in the filter bank by the noise adaptive system.
Observations are as follows. First, the noise adaptive system can track the evolution of the true noise power. Second, the results show that the smaller relaxation factor u , the faster the convergence rate in estimation process. . In terms of performance, "Baseline" without noise compensation attained 34.34% WA, and "Normal" with stationary noise compensation attained 58.73% WA. All the noise adaptive systems achieved 95.48% WA, higher than that by "Normal" assuming stationary noise.
Speech recognition in real noise
Speech signals were contaminated by non-stationary Babble noise in different SNRs. Recognition performances are shown in Table 1, together with "Baseline" and "Normal". It is observed that, in all SNR conditions, the noise adaptive system can further improve system performance, compared to that obtained by "Normal", over "Baseline". For example, in 21.5dB, the "Baseline" achieved 34.04% WA, and "Normal" attained 95.18%. The noise adaptive system with u ¥ ) S achieved 96.69% WA. As a whole, the adaptive system with u set to 0.5, 0.9, and 1.0, achieved, respectively, 26.9%, 30.9%, and 30.9% relative error rate reduction (ERR) over that by "Normal".
We then increased the non-stationarity of the Babble noise by multiplying the noise signal with the Chirp signal as that in subsection 4.2. Results are shown in Table 2 Relative error rate reduction (ERR) of the noise adaptive system are larger than those in Table 1 . We also tested systems in highly non-stationary Machine-gun noise. Through results shown in Table 3 , we observe that the noise adaptive system can improve recognition performance in the noise.
We have the following observations on the results: 1) Our derivation is based on the assumption that the noise is time varying. The assumption fits the real situations. In the non-stationary noises, we observed improvements over noise compensation assuming stationary noise. 2) As shown in Table 1 , the highest ERR of the adaptive system over "Normal" was achieved at u equal to 1.0 and 0.9, whereas it achieved the highest ERR at u ¥ S ß , when the non-stationarity of the Babble noise was increased by multiplying it with a Chirp signal. Also, we observed that the highest ERR was achieved at in Machine-gun noise, which is more non-stationary than Babble noise. It seems that the more non-stationary the noise is, the smaller the u to be set 1 . 
DISCUSSION AND SUMMARY
The above results have shown that the noise adaptive speech recognition improves system performances in time-varying noises. Results also show a possible relationship between the best relaxation factor u of the recursive noise parameter estimation and the contaminating noise. The noise parameter updating was derived for static MFCCs. It will be more beneficial by making it related to dynamic MFCCs as well. We are still investigating these issues and will report those results in future.
