Domain decomposition methods for eigenvalue problems  by Lui, S.H.
Journal of Computational and Applied Mathematics 117 (2000) 17{34
www.elsevier.nl/locate/cam
Domain decomposition methods for eigenvalue problems(
S.H. Lui
Hong Kong University of Science and Technology, Department of Mathematics, Clear Water Bay, Kowloon,
Hong Kong
Received 18 May 1998; received in revised form 22 April 1999
Abstract
This paper proposes several domain decomposition methods to compute the smallest eigenvalue of linear self-adjoint
partial dierential operators. Let us be given a partial dierential operator on a domain which consists of two nonover-
lapping subdomains. Suppose a fast eigenvalue solver is available for each of these subdomains but not for the union
of them. The rst proposed method is a scheme which determines an appropriate boundary condition at the interface
separating the two regions. This boundary condition can be derived from the zero of a nonlinear operator which plays
the same role for the eigenvalue problem as the Steklov{Poincare operator for the linear equation. An iterative method
can be used to solve this nonlinear equation, yielding the exact boundary condition at the interface. This enables the
determination of the eigenpair on the whole domain. The same concept can be applied to a Schwarz alternating method
for the eigenvalue problem in case the subdomains overlap. A nonoverlapping scheme (in the spirit of Schur complement)
will also be discussed. These ideas are also applicable to a domain imbedding algorithm. c© 2000 Elsevier Science B.V.
All rights reserved.
MSC: 65N25; 65N55
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1. Introduction
Domain decomposition is a technique for solving a dicult problem by solving several smaller
subproblems. In the context of partial dierential equations (PDEs), a complicated domain is divided
into several simpler domains where the solution may be more tractable. The benets of this technique
include parallel computation of the solution on the subdomains and isolation of dicult regions with
a rapidly varying solution and=or irregular geometry. Another advantage is that it can enlarge the
class of problems that can be solved by a given code. For example, if a code is available to solve
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a class of PDEs on a rectangular domain, then domain decomposition can make use of this code to
solve a PDE on any domain that is composed of a union of rectangles.
In some applications, it may be natural to consider the problem on nonoverlapping subdomains.
For example, in elasticity, a domain may be occupied by two materials of dierent elastic properties
joined together at an interface. In the design of large engineering structures (such as an aircraft),
dierent teams of engineers are responsible for dierent substructures. Domain decomposition en-
ables us to determine the spectral properties of the entire structure from the spectral properties of
the substructures. In other applications, it may be more convenient to decompose the domain into
overlapping subdomains.
The earliest known work in domain decomposition for the boundary value problem goes back
to H.A. Schwarz more than a century ago. In the numerical analysis literature, one of the earliest
papers on domain decomposition and imbedding methods is [8]. Today, with the emergence of par-
allel computers, there is a large and rapidly growing volume of literature on domain decomposition
methods for the solution of linear PDEs. We only mention the annual domain decomposition con-
ference, the rst one is [20]. Recent reviews are [9,41,42] and the book [40] also deals with the
subject. Relatively few works for the eigenvalue problem have appeared in the numerical analysis
literature. However, engineers have been using this technique for several decades. The following is
an incomplete list of papers on domain decomposition methods for the eigenvalue problem: [1{3,5
{7,10,11,15,17{19,22{29,31{33,37{39]. See also the references in these papers. This paper proposes
domain decomposition methods to compute the smallest eigenvalue of linear self-adjoint partial dif-
ferential operators.
Consider rst the solution of a PDE with Dirichlet boundary conditions by domain decomposition.
Suppose the domain of the problem consists of two nonoverlapping regions and a fast linear solver
is available for each of these regions but not for the union of the regions. The crucial step is to
nd the solution on the interface separating the two regions. Once this is known, it becomes the
boundary condition for the PDEs in each region. A fast solver may then be applied to each of the
two regions and the nal solution can be simply pieced together. The solution at the interface can
be expressed as the zero of a linear operator (called the Steklov{Poincare operator) whose discrete
version is called the Schur complement.
For the eigenvalue problem, suppose a fast eigenvalue solver is available for each of these regions
but not for the union of them. We propose a method to determine the boundary condition at the
interface separating the two regions. This boundary condition can be derived from the zero of a
nonlinear operator which plays the same role for the eigenvalue problem as the Steklov{Poincare
operator for the linear equation. An iterative method can be used to solve this nonlinear equation,
yielding the exact boundary condition at the interface. This will enable us to determine the eigenpair
on the whole domain. This is a minimal-overlapping algorithm (in other words, the interior of
the subdomains are disjoint and the boundary of the subdomains overlap at the interface, i.e., the
unknowns along the interface are computed separately in the solution of each region). We shall also
present a Schwarz alternating algorithm for subdomains which overlap in the interior as well as on
the boundary. We shall give a proof of the convergence of this algorithm in the one-dimensional
case. Finally, we discuss briey a nonoverlapping algorithm which has been used in the engineering
community for several decades and is called the Kron’s method.
Domain imbedding (also known as ctitious domain and capacitance matrix methods) is a dual
approach to domain decomposition. (See, for example, [8,16,27,34,4,13,21] and the references in
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these articles). Instead of breaking up a region into several smaller ones, domain imbedding methods
imbed the region into a larger regular domain where a fast solver is available. Again, the crucial issue
is the determination of the boundary condition of the larger domain. The idea which we develop for
domain decomposition methods is also applicable to domain imbedding methods.
Most of the concepts are already present in the one-dimensional problem which will be presented
in the following section. In Section 3, we discuss three algorithms for the two- and three-dimensional
problem. A domain imbedding method will be discussed in Section 4 which will be followed by a
conclusion (Section 5).
2. One-dimensional problem
Suppose we wish to nd the smallest eigenpair (eigenvalue and eigenfunction) of
− u00 = u; u(0) = 0 = u(): (2.1)
We split the interval into two subintervals [0; =4] and [=4; ] and solve an eigenvalue problem on
each of these subintervals. The solution of the original problem will then be constructed from the
solution on each of these subintervals. The natural question is what to use as the boundary condition
at =4. We propose a mixed boundary condition gu(=4) + u0(=4) = 0, where g is a real number
which will be determined iteratively (g is the solution of a nonlinear equation). In the limit, this
value of g will determine the solution on each subinterval which is equal to the true solution.
Fix a real number g. First, consider the problem on the left interval.
−u001 = 1u1; u1(0) = 0; gu1(=4) + u01(=4) = 0:
The solution is u1(x)=sin(x), where  is determined from the right boundary condition g sin(=4)+
 cos(=4) = 0 which is equivalent to
g+  cot(=4) = 0: (2.2)
The solutions fi; i = 1; 2; 3 : : :g can be read o the graph in Fig. 1 for any xed value of g. The
eigenvalues of this problem are f2i g, of which only the smallest, denoted by 2, is of interest. This
is a function of g.
The problem on the right interval is
−u002 = 2u2; gu2(=4) + u02(=4) = 0; u2() = 0:
The solution is u2(x) = sin (− x) where
g−  cot(3=4) = 0: (2.3)
(The calculation is simplied by rst making a change of variable y =  − x.) See Fig. 2. The
smallest eigenvalue of this problem will be denoted by 2.
Now we describe how to determine the value of the parameter g. Since the eigenfunctions are
dened only up to a scalar multiple, we make them unique by imposing the conditions
u(=4) = u1(=4) = u2(=4) = 1:
From the boundary conditions
gu1(=4) + u01(=4) = 0 = gu2(=4) + u02(=4);
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Fig. 1.
Fig. 2.
we can deduce that u01(=4)=u02(=4). Now we show that the equality of the two smallest eigenvalues
on the subintervals is the required condition for the solution of the original problem.
Suppose 1 = 2 = 2 = 2. From (2.1), we obtain
−
Z =4
0
u1u00 = 
Z =4
0
u1u:
After two integration by parts, we get
−u0(=4)− gu1(=4) = (− 1)
Z =4
0
uu1:
S.H. Lui / Journal of Computational and Applied Mathematics 117 (2000) 17{34 21
Repeating the same calculation for u2 on [=4; ], we obtain
u0(=4) + gu2(=4) = (− 2)
Z 
=4
uu2:
Adding these two equations, noting that 1 = 2, we have
0 = (− 1)
"Z =4
0
uu1 +
Z 
=4
uu2
#
:
Since the quantity in the square brackets is positive (the principal eigenfunctions are positive inside
the domain), we must have = 1.
Write u1(x) = c1 sin x and u2(x) = c2 sin ( − x), where c1 and c2 are normalization constants:
1 = c1 sin(=4) = c2 sin(3=4). Dene
v(x) =

u1(x) if x 2 [0; =4];
u2(x) if x 2 [=4; ]:
We have already noted that v is continuously dierentiable at the interface. It is actually twice
continuously dierentiable there (u001 (=4) = −c12 sin(=4) = −2 = −2 = −c22 sin(3=4) = u002
(=4)). Dene w = u − v. Then −w00 = w; w(0) = w() and w(=4) = 0. This implies that w  0
and hence the solution on each subinterval together form the exact solution of the original problem.
The equation to determine the correct value of g can be written as F(g)  2−2 =0. The above
paragraph shows that if we have a g such that 2 = 2, then solving the eigenvalue problem on
the subintervals and piecing together the solutions would yield the exact solution to the eigenvalue
problem on the entire interval.
We can solve the nonlinear equation F(g) = 0 using an iterative method. Note that the correct
values at the true solution are: g=−1, ==1, 0=2=(− 2), 0=−2=(3+2), F 0(−1)=20−
20 = 4=(− 2) + 4=(3+ 2) 6= 0 and
F 00(−1) = 4
2 − 2− 4
(− 2)3 + 4
92 + 6− 4
(2 + 3)3 =−0:833858 : : : :
(The value of the derivatives of  and  with respect to g can be computed from (2.2) and (2.3).)
Thus, for example, Newton’s method converges quadratically near g=−1. The algorithm above is a
minimal-overlapping scheme. The boundary point u(=4) is an unknown in both intervals (if we do
not impose the normalization condition at =4). An overlapping scheme as well as a nonoverlapping
scheme will be described in the next section.
We remark that it is unfortunate that obtaining the correct value of g for the smallest eigenvalue
does not help, in any apparent way, in the computation of the second smallest eigenvalue. It can be
checked that at the second smallest eigenvalue, the exact values are: g = 0; 2 = 2 = 4. Thus, the
value of g is dierent for dierent eigenvalues.
3. Two- and three-dimensional problem
Let 
 be a bounded open domain in R2 or R3 with a smooth boundary @
. Consider the eigenvalue
problem
−4u= u
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Fig. 3.
with homogeneous Dirichlet boundary conditions. We are interested in the smallest eigenvalue  and
the corresponding eigenfunction u. We consider u as a function in the Sobolev space H 10 (
)\H 2(
).
In this section, we discuss three methods to solve this eigenvalue problem, classied according
to whether (i) the subdomains are considered disjoint except for an overlap at the interface or
(ii) the subdomains overlap (Schwarz alternating method) or (iii) the subdomains are disjoint (Schur
complement).
3.1. Minimal-overlapping algorithm
Suppose 
 is a disjoint union of two domains 
1 and 
2 with a smooth, simple (nonselnter-
secting) interface  . See Fig. 3. We suppose that   intersects @
 in a nondegenerate way. More
precisely, for x 2  , let D(x) denote the (minimum) distance from x to @
 and d(x) denote the
(minimum) distance from x to @
 along  . The assumption on   is that there exists a positive
constant C such that
sup
x2 
d(x)
D(x)
6C: (3.1)
This means that as x approaches @
 along  , the ratio d=D must be bounded. Thus, for example,  
and @
 cannot intersect tangentially. We assume that a fast eigenvalue solver is available for each
of the subdomains (with mixed boundary conditions). This method is called minimal-overlapping be-
cause while the subdomains are disjoint, the unknowns along the interface separating the subdomains
are solved for separately in the eigenvalue problem of each subdomain.
Let g 2 C(  ). Consider the eigenvalue problem
−4u1 = 1u1 on 
1
with boundary conditions
u1 = 0 on @
1n  and gu1 + d@u1@n1 = 0 on  
and the eigenvalue problem
−4u2 = 2u2 on 
2
S.H. Lui / Journal of Computational and Applied Mathematics 117 (2000) 17{34 23
with boundary conditions
u2 = 0 on @
2n  and gu2 − d@u2@n2 = 0 on  :
Here, ni denotes the unit outward normal on 
i. Note that the second boundary condition above is
equivalent to gu2 + d@u2=@n1 = 0 on  . The quantity i denotes the smallest eigenvalue on 
i. We
assume ui 2 H2(
i).
According to a well-known result (see [12], for example), the eigenfunction corresponding to
the smallest eigenvalue of the original problem is either positive or negative in 
. To x the
eigenfunction, we pick some interior point P on   and require u(P) = 1. Since ui approximates u
on the respective subdomains, we require, in addition, u1(P) = u2(P) = 1. We now state one of the
main results of this section, namely that if we can nd a g such that 1 =2 and u1 =u2 on  , then,
1 is the eigenvalue that we seek and ui agrees with the true eigenfunction on 
i.
Theorem 1. Suppose u1 = u2 on   and 1 = 2. Then; u1 = u on 
1; u2 = u on 
2 and = 1.
Proof. Multiplying the equation −4u= u by u1 and then integrating over 
1, we obtain
−
Z

1
u1 4u= 
Z

1
u1u:
After two integration by parts and some simplications, we have
−
Z
 
u1
d

gu+ d
@u
@n1

= (− 1)
Z

1
uu1: (3.2)
Similarly, we also have
−
Z
− 
u2
d

gu+ d
@u
@n1

= (− 2)
Z

2
uu2:
Note that all line integrals are taken in the counterclockwise direction. Hence the direction along  
for the above integrand must be taken in the opposite direction to the direction of the corresponding
integral in (3.2). This is reected by the notation − . Since u1 =u2 on   and 1 =2, adding above
equations yields
0 = (− 1)
 Z

2
uu2 +
Z

1
uu1

:
Since the quantity in the square brackets is always nonzero, we conclude = 1. Dene
v(x) =
(
u1(x) if x 2 
1;
u2(x) if x 2 
2;
and z=u−v. Since u1=u2 on  , we also have @u1=@n1=@u2=@n1 on   from the boundary condition.
Thus v 2 H 10 (
) \ H 2(
) and hence so is z. By Sobolev imbedding theory, z is a continuous
function. Now −4z = z on 
 and z(@
) = 0. Since z(P) = 0, we must have z  0. Hence u= ui
on 
i; i = 1; 2.
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The nonlinear equation which must be solved to nd the boundary function g 2 C(  ) is
F(g) 

1 − 2
(u1 − u2)j 

= 0:
Since the normalized eigenfunction u is unique, we deduce from the previous theorem that
g= −d
u
@u
@n1

 
(3.3)
is the unique C(  ) solution to this nonlinear equation, which plays the same role in the eigenvalue
problem as the Steklov{Poincare operator for the linear equation. We only need to check
Theorem 2. The function g dened in (3:3) is in C(  ).
Proof. Since u is the principal eigenfunction, it is smooth and positive in 
. Hence it is sucient
to check that d(x)=u(x) is bounded as x ! @
 along  . Let x 2   \ @
. By (3.1),
lim
x!x
d(x)
u(x)
= lim
x!x
d(x)=D(x)
u(x)=D(x)
6
C
j @u(x)@n j
;
where n is the unit outward normal to @
. Now by the Hopf’s lemma (p. 65 in [36]), @u=@n is
bounded away from zero on @
 and thus d=u is bounded on  .
As a simple illustration, consider 
 = (0; )2 and   is the line x = a for some a2 (0; ) and
y 2 (0; ). The principal eigenfunction is u= sin x siny. A direct calculation yields
g=−cot a min (y; − y);
which is in fact a continuous function on [0; ]. We now compute the Frechet derivative F 0(g) at
the solution g (3.3) and check the feasibility of using Newton’s method to nd the roots of F .
For any h 2 C(  ) and i = 1; 2, let i = 0i(g)h and vi = u0i(g)h, where prime denotes Frechet
derivative with respect to g. Then,
−4vi = vi + iu on 
i
with boundary conditions vi = 0 on @
in  and gvi + d@vi=@n1 = −hu on  . We now check the
solvability of this PDE. First, we remove the nonhomogeneous term in the boundary condition by
writing vi = zi +w, where
R

i
ziu=0 and w 2 H 2(
)\H 10 (
) such that gw+ d@w=@n1 =−hu on  .
(The condition on zi simply states that it lies in the orthogonal complement of the span of u. This
will be needed to uniquely determine zi below.) Now, the PDE becomes
−4zi = zi + w +4w + iu on 
i
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with zi=0 on @
in  and gzi+d(@zi=@n1)=0 on  . By the Fredholm alternative, this has a solution
providedZ

i
(w +4w + iu)u= 0; i = 1; 2:
This holds i
1 =
1R

i
u2
Z
 
hu2
d
and 2 =
1R

2
u2
Z
− 
hu2
d
:
Together with the condition that zi is orthogonal to u in the L2 sense, zi exists and is unique. Now,
(v1 − v2)j  = (z1 − z2)j  and thus we obtain
F 0(g)h=
2
64
 
1R

1
u2
+ 1R

2
u2
!R
 
hu2
d
(z1 − z2)j 
3
75 : (3.4)
We now show that F 0(g) is 1{1. Suppose for some h 2 C(  ); F 0(g)h= 0. Hence,Z
 
hu2
d
= 0 ) 1 = 2 = 0
and the boundary condition on   implies that @z1=@n1 = @z2=@n1 on  . Thus, with vi = zi + w,
v=
(
v1 on 
1;
v2 on 
2;
is a smooth function on 
 satisfying the eigenvalue relation − 4v = v, the boundary condition
v = 0 on @
 and the auxiliary condition gv + d@v=@n1 = −hu on  . From the eigenvalue relation
and the homogeneous boundary condition on @
; v must be a constant multiple of u. The auxiliary
condition can be satised only if h  0. Hence F 0(g) is 1{1.
The above calculations show that provided F 0(g) has a bounded inverse and a good initial guess,
Newton’s method can be applied to nd the required root of F . To solve the equation F = 0
numerically, a quasi-Newton method [14] is suitable. The usual Newton’s method is not because of
the diculty in calculating F 0(g). Note that if the interface   has k grid points, then F is a system
of k nonlinear equations: one for the equality of the eigenvalues, and k − 1 for the equality of the
eigenfunctions at k − 1 grid points on   (leaving out the one at P).
3.2. Overlapping algorithm
In the previous section, we considered an algorithm for domains which can be conveniently subdi-
vided into disjoint subdomains. However, for some domains, it may be more suitable if subdomains
are allowed to overlap. See Fig. 4 for an example. We develop a method employing the idea of the
previous section and a Schwarz alternating procedure to compute the smallest eigenvalue.
Suppose domain 
 is the union of two subdomains 
1 and 
2 and the interior of the overlapping
region is denoted by 
12 which is presumed to be nonempty. Let  1 be @
1\
2 and  2 be @
2\
1.
We rst recall the Schwarz alternating method for the boundary value problem − 4u = f on 

with u= 0 on @
. Here, f is some given function in L2(
). This method produces two sequences
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Fig. 4.
of functions u(i)1 on 
1 and u
(i)
2 on 
2, i= 1; 2; 3; : : : such that u
(i)
1 ! uj
1 and u(i)2 ! uj
2 uniformly.
Starting with any function g 2 H 1=200 ( 1), u(1)1 is dened as the solution of the boundary value problem
on 
1 with boundary conditions u
(1)
1 = 0 on @
1n 1 and u(1)1 = g on  1. Next, u(1)2 is dened as the
solution of the boundary value problem on 
2 with boundary conditions u
(1)
2 = 0 on @
2n 2 and
u(1)2 = u
(1)
1 on  2. The boundary condition for u
(2)
1 is 0 on @
1n 1 and u(1)2 on  1. The pattern should
now be clear. It can be shown ([12] or [30] for example) that these sequences converge as claimed.
For the eigenvalue problem, we present a similar alternating procedure to iteratively solve the
problem. Since inhomogeneous boundary conditions are not permissible in eigenvalue problems,
we transmit information between the subdomains by boundary functions. Assume  i satises the
nondegenerate condition that di=D is bounded, where di denotes the (minimum) distance from @

along  i, i = 1; 2. Let g be any function in C(  1). Dene u
(1)
1 as the solution of the eigenvalue
problem on 
1 with boundary conditions u
(1)
1 =0 on @
1n 1 and gu(1)1 +d1(@u(1)1 =@n1)=0 on  1. For
i any positive integer, dene u(i)2 as the solution of the eigenvalue problem on 
2 with boundary
conditions u(i)2 = 0 on @
2n 2 and g(i)2 u(i)2 + d2(@u(i)2 =@n2) = 0 on  2, where g(i)2 is an estimate of the
true boundary function on  2 approximated by u
(i)
1 :
g(i)2 u
(i)
1 + d2
@u(i)1
@n2
= 0 on  2:
Dene u(i+1)1 as the solution of the eigenvalue problem on 
1 with boundary conditions u
(i+1)
1 =0 on
@
1n 1 and g(i)1 u(i+1)1 + d1(@u(i+1)1 =@n1) = 0 on  1, where
g(i)1 u
(i)
2 + d1
@u(i)2
@n1
= 0 on  1:
Note that we introduced the sequence of boundary functions g(i) for the purpose of explanation only.
The actual boundary conditions can be simplied to
u(i)2
@u(i+1)1
@n1
− @u
(i)
2
@n1
u(i+1)1 = 0 on  1
and
u(i)1
@u(i)2
@n2
− u(i)2
@u(i)1
@n2
= 0 on  2:
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We now show:
Theorem 3. The Schwarz alternating method for the one-dimensional eigenvalue problem converges
if the initial guess is suciently close to the true solution.
Proof. Let 0<a<b< . The sequences of eigenvalue problems reduce to
−u(i)001 = (i)1 u(i)1 on (0; b); u(i)1 (0) = 0; u(i−1)2 u(i)
0
1 − u(i)1 u(i−1)
0
2 jx=b = 0
and
−u(i)002 = (i)2 u(i)2 on (a; ); u(i)2 u(i)
0
1 − u(i)1 u(i)
0
2 jx=a = 0; u(i)2 () = 0
for i=1; 2; : : : : The sequences are dened after prescribing the initial guess u(0)2 . The exact solutions
are:
u(i)1 (x) = sin(ix); u
(i)
2 (x) = sin(i(− x)); i = 1; 2; : : :
where the constants i and i are determined by the interior boundary conditions. After some algebra,
we nd that these constants are the smallest positive roots of the equations
i−1 cot(i−1(− b)) + i cot(ib) = 0 (3.5)
and
i cot(ia) + i cot(i(− a)) = 0; i = 1; 2; : : : : (3.6)
Once the value of 0 has been specied, these sequences are well-dened. The proof of convergence
reduces to showing that both the sequences i and i converge to one.
Denoting the left-hand side of (3.5) by F(i−1; i), we note that F(1; 1) = 0 and
Fi(1; 1) = cot b−
b
sin2 b
is nonzero for 0<b< . By the Implicit Function Theorem, there exists a smooth function S such
that S(1) = 1 and F(i−1; S(i−1)) = 0 for i−1 close to 1. Dierentiating the equation F = 0 with
respect to i−1 and evaluating at the point (1; 1), we obtain Fi−1 (1; 1) + Fi(1; 1)S
0(1) = 0 and thus
S 0(1) =−cot(− b)−
−b
sin2(−b)
cot b− bsin2 b
:
Thus for i−1 suciently close to 1, i = S(i−1) = 1 + S 0(i)(i−1 − 1) for any positive integer i
and i lying between i−1 and 1.
Denoting the left-hand side of (3.6) by G(i; i), we note that G(1; 1) = 0 and
Gi(1; 1) = cot(− a)−
− a
sin2(− a)
is nonzero for 0<a< . By the Implicit Function Theorem, there exists a smooth function T such
that T (1) = 1 and G(T (i); i) = 0 for i close to 1. As above, we obtain an expression
T 0(1) =− cot a−
a
sin2 a
cot(− a)− −asin2(−a)
:
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For i suciently close to 1, i = T (i) = 1 + T 0(i)(i − 1) for any positive integer i and i lying
between i and 1.
Hence,
i − 1
i−1 − 1 = S
0(i)T 0(i)  r; (3.7)
where
r  S 0(1)T 0(1) = cot(− b)−
−b
sin2(−b)
cot(− a)− −asin2(−a)
cot a− asin2 a
cot b− bsin2 b
:
For 0<a<b< , it can be shown that 0<r< 1 and thus the sequence i converges to 1. Simi-
larly, the ratio i − 1 to i−1 − 1 also approaches r asymptotically.
Finally, we explicitly dene a positive constant  such that j0−1j< implies the convergence of
the sequences. Fix a constant r0 such that r < r0< 1. In the denition of the function S, there exists
a positive constant 1 such that j0 − 1j<1 implies 1 = S(0). Similarly, there exists a positive
constant 2 such that j1 − 1j<2 implies 1 = T (1). Now dene  to be a positive constant less
than 1 such that j0 − 1j< implies jS(0)− 1j<2 and for every  and  in a -neighborhood
of 1, jS 0()T 0()j<r0. Note that such a positive constant  exists by virtue of the smoothness of
the functions S and T . Then for every i>2, i − 1i−1 − 1
= jS 0(i)T 0(i−1)j<r0< 1
and for every i>1, i − 1i−1 − 1
= jS 0(i)T 0(i)j<r0< 1
and we obtain convergence.
From (3.7), we conclude that if 0 is larger than 1 but suciently close to it, then i is a
monotonically decreasing sequence converging to 1. Similarly, if 0 is less than 1, then i is a
monotonically increasing convergent sequence. In the same manner, i is a monotone sequence which
is increasing or decreasing depending on 1. We note that the sequences converge geometrically at
rate r. In Table 1, we monitor the convergence for the case a= =3, b= 2=3 and 0 = 0:5.
For another Schwarz alternating method based on the variational approach, see [33,10].
3.3. Nonoverlapping algorithm
Suppose the domain 
 is as shown in Fig. 3. Assume that the discrete eigenvalue problem can
be written in the form2
4A11 0 A130 A22 A23
AT13 A
T
23 A33
3
5
2
4 u1u2
u3
3
5= 
2
4 u1u2
u3
3
5 : (3.8)
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Table 1
Convergence of the Schwarz alternating method.
i i i i−1i−1−1
i−1
i−1−1
0 | 0.50000 | |
1 1.07401 0.98042 | 0.039163
2 1.00466 0.99886 0.062912 0.058085
3 1.00028 0.99993 0.059287 0.058997
4 1.00002 1.00000 0.059068 0.059050
5 1.00000 1.00000 0.059055 0.059054
Note: r = 0:059054 : : : .
Here,  is the smallest eigenvalue, ui is the vector of unknowns in 
i, i=1; 2 and u3 is the vector of
unknowns along the interface. We assume that the matrices Aii, i=1; 2; 3; are symmetric matrices and
fast linear solvers involving these matrices are available. (Note that for the previous two methods,
we required fast eigensolvers on the subdomains.) This is the case, for example, for the usual
second-order nite dierence approximation of the Laplacian with rst-order, one-sided dierence
approximation at the boundary. Recall that for the continuous problem, the smallest eigenvalue of
the whole domain is strictly smaller than any eigenvalue of the subdomain with Dirichlet boundary
conditions [12]. Hence, for a reasonable discretization, we may assume that  is smaller than any
eigenvalue of A11 and of A22. Thus, we can explicitly solve for u1 and u2 in terms of u3:
u1 =−(A11 − )−1A13u3; u2 =−(A22 − )−1A23u3:
On substitution into the third equation in (3.8), we obtain
S()u3  [(A33 − )− AT13(A11 − )−1A13 − AT23(A22 − )−1A23]u3 = 0:
Hence, an equation for  is
f()  det S() = 0: (3.9)
Note that S is a k  k symmetric matrix where k is the number of unknowns on the interface. Now
f is a rational polynomial and under mild conditions, f()=0 i  is an eigenvalue of A. See [31]
for a theoretical discussion of this method.
One possible method to solve this nonlinear equation is to use the secant method to nd the 
at which the smallest eigenvalue of S(), computed by the Lanczos method [35] say, is zero. Note
that this method requires linear solves on the subdomains. Since the smallest eigenvalue  is simple,
f0() is nonzero and secant method converges near . One clear advantage of this scheme over
the overlapping algorithms is that the total number of unknowns is less. We no longer solve for a
boundary function g and each unknown is only solved for once.
This method is also suitable for nding eigenvalues other than the principal one. See [37] where
it discusses schemes which guarantee that the iterates converge to the desired eigenvalues. See also
[31].
The operator S() is reminiscent of the Schur complement occurring in the solution of linear
systems. An alternative way of looking at the matrix in (3.8) is that it is a low-rank perturbation of
the matrix which is a tensor product of the matrices corresponding to the Laplacian for each region.
Very general bounds for the eigenvalues have been obtained by [2] for a slightly dierent class of
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Fig. 5. Wedge-shaped and rectangular domains.
matrices. In the engineering literature, a similar scheme is referred to as the Kron’s method [26,37].
Another method, called the Craig{Bampton method, seems to be still an active area of research. In
fact most of the references listed earlier belong to this category. These methods are often called
component mode synthesis or dynamic substructuring methods in the engineering literature.
4. Domain imbedding methods
Assume the domain is imbedded in a larger domain for which a fast eigenvalue solver is available.
The issue is the determination of the boundary condition of the larger domain. We shall again
introduce boundary functions to accomplish this task.
Given the eigenvalue problem
−4u= u on 
 (4.1)
with u= 0 on @
. See the wedge-shaped example in Fig. 5. Now extend the domain to a rectangle
by adding the region 
0 with extended boundary  . Let  0 be the interface separating 
 and 
0 and
let g be a function in C(  ). We solve the eigenvalue problem
−4u1 = 1u1 on 
1  
 [ 
0 [  0
with boundary conditions
u1 = 0 on @
n 0 and gu1 + d@u1@n = 0 on  :
Note that 1 is not assumed to be the smallest eigenvalue. Assume the normalization conditions
u1(P) = u(P) = 1 for some point P in 
. More generally, if 
1 is not a rectangle, we also assume
that   satises the nondegenerate condition (3.1).
We rst specify the class of domains for which domain imbedding is applicable. Assume that 
0,
the domain in the exterior, satises the following geometric restriction: for any point q0 2 
0 [  
(except possibly a set of measure zero on  ), there exists a unique point q 2 
 such that q is
the reection of q0 across  0, the boundary separating 
 and 
0. The wedge is one such example
satisfying this condition but the rectangle of Fig. 5 does not. It is not dicult to relax this restriction.
We only require (i) uniqueness of reection for points from 
0[  to 
 and (ii) apply homogeneous
Dirichlet boundary condition on the part of   which is reected to @
. For example, the rectangular
region may now be handled if we apply the Robin condition to the vertical part of   and Dirichlet
condition to the horizontal segments of  . We shall not discuss this generalization any further
because of a slight inconvenience in the notation. All results below also hold for this generalization.
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Fig. 6. L-shaped and U-shaped domains.
We remark that the existence of the reection point is not unreasonable. If it is not satised, then
perhaps domain decomposition is a better approach. Uniqueness imposes a much stronger restriction.
For example, L-shaped and U-shaped domains (Fig. 6) fall outside of this class of domains. In the
absence of symmetries in the domain, we shall see in Theorem 5 that the geometric restriction
applies to any domain imbedding algorithm, not just the domain imbedding algorithm we propose
here.
Let 1 be some eigenvalue for 
1, with u1 as a corresponding eigenfunction. As before,  is the
smallest eigenvalue on 
 with corresponding eigenfunction u. We have a similar method as the
previous section: nd the appropriate g so that u1 is zero on  0.
Theorem 4. Suppose u1 is nonzero on 
 and u1 = 0 on  0. Then u= u1 on 
 and = 1.
Proof. Multiply (4.1) by u1 and then integrate over 
, we obtain, after two integration by parts,
(− 1)
Z


uu1 =
Z
 0

u
@u1
@n
− u1 @u@n

= 0:
Since both u and u1 are nonzero in 
, = 1 and thus u= u1 on 
.
The natural question is to ask whether there exists a C(  ) function g for which the hypotheses of
the above theorem are satised. The answer is yes but it is not unique. Nonuniqueness can be seen
in one-dimensional examples. We now show how to circumvent this diculty. The idea is to nd
the g so that some eigenfunction on 
1 is nonzero on 
, zero on  0 and satises an extra symmetry
condition which makes g unique.
Theorem 5. There exists a unique g 2 C(  ) such that 1 =  and u= u1 on 
; where 1 is some
eigenvalue for the problem on 
1 with a corresponding eigenfunction u1 which is nonzero on 
;
zero on  0 and satises the symmetry condition: u1(q0) = −u1(q) for every q0 2  ; and q is the
unique image of q0 under reection across  0.
Proof. We rst show existence of g using a reection principle [12]. Dene a function u1 on 
1
so that u1 = u on 
 and for any point q0 2 
0 [  , dene u1(q0) =−u(q); where q is the (unique)
image of q0 under the reection across  0. It may now be veried directly that − 4u1 = u1 in

1; u1 = 0 on  0 and @u1=@n is continuous along  0. (Note that if q0 has more than one image, then
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in general, it may not be possible to extend u into 
0 and still maintain the eigenvalue relation.)
By construction, u1j
0[  is negative and hence
g=− d
u1
@u1
@n

 
2 C(  ) (4.2)
is the required boundary function.
Next, we show that the symmetry condition is enough to give uniqueness. Suppose for some
~g 2 C(  ), we have the solution of the eigenvalue problem:
−4 ~u 1 + ~1 ~u 1 = 0 on 
1
with ~u 1 = 0 on @
n 0, and
~g ~u 1 + d
@ ~u 1
@n
= 0 on  : (4.3)
Here ~1 denotes some eigenvalue on 
1 whose corresponding eigenfunction is nonzero on 
, zero
on  0 and satises the symmetry condition. The previous theorem implies that u  ~u 1  u1 on 
,
where u1 is dened in the above paragraph and ~1 = . From (4.2),
gu1 + d
@u1
@n
= 0 on  :
Subtracting the above from (4.3), we arrive at
(g− ~g)u1 = 0 on  :
Since u1 is nonzero on  , ~g= g.
Note that 1 in the above theorem cannot be the principal eigenvalue on 
1 because u1 is zero on
 0. However, it need not be the second smallest eigenvalue. Indeed, there are examples of domains
(see [12, p. 455]) where the rst few eigenfunctions have only two nodal domains. Simply take  0
to be a nodal line of one of these eigenfunctions whose corresponding eigenvalue 1 is larger than
the second smallest eigenvalue.
5. Conclusion
We have provided a framework to compute the smallest eigenpair of a self-adjoint dierential
operator using domain decomposition and imbedding approaches. The use of a boundary function
(g) for the eigenvalue problem in the subdomains appears to be new. We have performed some very
crude numerical experiments on T -shaped and wedge-shaped domains and the convergence of the
algorithms are nicely veried. The algorithms as they stand are not as ecient as other algorithms
but future research may make them more competitive.
Future work has to include more careful numerical experiments as well as a parallel implemen-
tation. Also, it would be desirable to extend these results to problems with multiple subdomains.
It is also necessary to construct a proof of convergence of the Schwarz alternating method in the
2-dimensional case. Much work remains to be done for domain imbedding methods. Finally, we
would also like to employ the techniques developed in this paper to nd eigenvalues other than the
smallest one.
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