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Abstract
For an in invertible quasihomogeneous singularity w we prove an all-genus
mirror theorem establishing an isomorphism between two cohomological field
theories. On the B-side it is the Saito-Givental theory given by a certain
choice of a primitive form. On the A-side, it is the reduced matrix factorization
CohFT of [24] for the dual singularity wT with the maximal diagonal symmetry
group.
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1 Introduction
1.1 Mirror symmetry and cohomological field theories
Mirror symmetry, which started with a discovery by theoretical physicists that differ-
ent geometric objects can produce equivalent string theory models, brought spectac-
ular developments in mathematics. In particular, it predicted that Gromov-Witten
invariants of a Calabi-Yau manifold X (observables in the A-model on X depending
only on the symplectic structure of X) can be expressed in terms of the B-model ob-
servables of another Calabi-Yau manifold Y (the mirror partner of X) which depend
only on the complex structure and are usually much easier to compute.
To axiomatize the formal properties of Gromov-Witten invariants Kontsevich
and Manin [12] introduced the concept of a cohomological field theory (CohFT). A
CohFT is a finite-dimensional vector space H (called the state space of the theory)
with a non-degenerate symmetric pairing and a collection of operations
Λg,r : H⊗r → H∗(Mg,r) (1)
labeled by the cohomology classes of the Deligne-Mumford moduli space Mg,r. The
maps Λg,r are called the correlation functions of the theory. They are required to
satisfy various compatibility properties. Many important features of a CohFT are
encoded in its potential, a certain generating functions of the correlators (integrals
over Mg,r of the forms Λg,r evaluated on elements of a fixed basis of the state space
cupped with products of tautological ψ classes).
A CohFT is a very rich structure. In particular, the topological part (correspond-
ing to the cohomological degree 0 and genus 0 components Λ00,k of the correlation
functions (1) equips the state space H with a 2d TQFT (or, equivalently, a Frobenius
algebra) structure, and the full collection of genus 0 correlators makes H a (formal)
Frobenius manifold in the sense of Dubrovin [6].
Using the CohFT formalism we can give a mathematical interpretation of mirror
symmetry as a statement about isomorphism between two CohFT s constructed from
different geometric data.
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The majority of mirror symmetry statements compare only such partial struc-
tures, and in these cases we talk about mirror symmetry at the level of Frobenius
algebras, genus 0 mirror symmetry, etc. Complete, all-genera, mirror-symmetry re-
sults are still very rare. In this paper we prove such a theorem for CohFTs coming
from invertible singularities.
1.2 Landau-Ginzburg CohFTs
Gromov-Witten CohFTs take as an input a smooth projective variety (or a Deligne-
Mumford stack) X . The corresponding Frobenius algebra is the cohomology ring
H∗(X,C) of X and the genus zero part describes the quantum cohomology of X .
Another large class of CohFTs is provided by the so-called Saito-Givental theories
(Landau-Ginzburg B-models in the physical language) defined for each quasihomo-
geneous polynomial w : Cn → C with an isolated singularity at the origin. The
Frobenius algebra of this CohFT is the Milnor ring
Aw = C[x1, . . . , xn]/(∂1w, . . . , ∂nw) (2)
with the pairing given by the Grothendieck residue. They are constructed by first
building a Frobenius manifold structure on Aw using Saito’s theory of primitive
forms for isolated singularities [25, 26, 27] and then applying Givental’s quantization
procedure [17] to define higher genus correlators. So such CohFT depends on a
singularity w and a choice of primitive form ζ for w.
In [7, 8] Fan, Jarvis and Ruan following ideas of Witten constructed Landau-
Ginzburg CohFTs of an A-model type which they called the quantum singularity
theory and which is currently known as the FJRW CohFTs. The starting point
of the FJRW theory is a nondegenerate quasihomogeneous polynomial w with an
admissible group G of diagonal symmetries.
Recall that a quasihomogeneous polynomial w is called nondegenerate if there
exists a unique choice of rational numbers q1, q2, . . . , qn ∈ (0, 12 ] ∩ Q (called the
weights), such that w(λq11 x1, . . . , λ
q1
n xn) = λw(x1, . . . , xn) for λ ∈ C (this is equivalent
to saying that w is quasihomogeneous and has no monomials of the kind axixj with
i 6= j).
The group
Gw := {(γ1, . . . , γn) ∈ (C∗)n |w(γ1x1, . . . , γnxn) = w(x1, . . . , xn)} (3)
of diagonal symmetries of a nondegenerate polynomial w is always finite and contains
the exponential grading element
Jw :=
(
exp(2π
√−1q1), . . . , exp(2π
√−1qn)
)
, (4)
3
and a subgroup G ⊂ Gw is called admissible if Jw ∈ G.
For each nondegenerate polynomial w and an admissible group G [8] produces a
CohFT ΛFJRWg,r whose state space is isomorphic to the so-called orbifoldized Milnor
ring of w
Aw,G :=
⊕
γ∈G
(Awγd(xγ))G, (5)
where wγ := w|Vγ is the restriction of w to the fixed subspace of γ and d(xγ) is the
product of the differentials of the coordinates in Vγ (see [29]).
The construction of ΛFJRW in [7] is based on an analysis of the perturbed Witten
equation and is very hard to compute with directly. In [24] the second and fourth
author gave another construction of a CohFT ΛMF on the same state space (5) using
categories of matrix factorizations. This construction is purely algebraic and is more
amenable to computations and is known to agree with ΛFJRW in many cases (see [4]).
1.3 Landau-Ginzburg mirror symmetry
Now that there are mathematical constructions of CohFTs for Landau-Ginzburg
A- and B-models, we can ask about possible mirror symmetries between Landau-
Ginzburg models. It turns out that the appropriate class of singularities for this
question is provided by invertible polynomials
w =
n∑
i=1
si
n∏
j=1
x
aij
j ,
i.e. nondegenerate polynomials in which the number of non-zero monomials is equal
to the number of variables. This condition is equivalent to requiring that the the
exponent matrix
Ew := (aij)n×n
of w is invertible over Q. If the polynomial w is invertible, its variables can be
rescaled so that all coefficients si become equal to 1. For an invertible polynomial
w =
n∑
i=1
n∏
j=1
x
aij
j , (6)
the polynomial
wT =
n∑
i=1
n∏
j=1
x
aji
j , (7)
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with the transposed exponent matrix is also invertible and is called the mirror of
the polynomial w.
Mirror pairs of invertible polynomials were first considered by Berglund and
Hu¨bsch [2] in an attempt to generalize Greene and Plesser’s construction [18] of
mirror pairs of Calabi-Yau manifolds.
The invertible polynomials are classified by Kreuzer and Skarke [16, Theorem 1].
A polynomial is invertible if and only if it is a disjoint (direct) sum of polynomials
belonging to one of the following three atomic types
w = xa11 , (Fermat)
w =
n−1∑
i=1
xaii xi+1 + x
an
n , (Chain)
w =
n−1∑
i=1
xaii xi+1 + x
an
n x1, (Loop)
(8)
where ai ≥ 2.
In Table 1 we present the exponent matrices and the order of the diagonal sym-
metry group Gw for the atomic polynomials.
Table 1: Atomic invertible polynomials
Type Fermat Loop Chain
w xa
n−1∑
i=1
xaii xi+1 + x
an
n x1
n−1∑
i=1
xaii xi+1 + x
an
n
Ew
(
a
)

a1 1
a2
. . .
. . . 1
1 an


a1 1
a2
. . .
. . . 1
an

|Gw| a
n∏
j=1
aj + (−1)n+1
n∏
j=1
aj
To study mirror symmetry between the mirror pairs (w,wT ) of invertible poly-
nomials, we need to consider symmetry groups. Soon after Berglund-Hu¨bsch’s in-
troduced mirror pairs of polynomials, Berglund and Henningson [1] constructed a
mirror group GT for a subgroup G ⊂ Gw, and verified that the elliptic genera of
the Landau-Ginzburg pairs (w,G) and LG pair (wT , GT ) are the same. This pro-
vided the first evidence that the two pairs are mirror to each other. Later in [13],
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Krawitz rediscovered a construction for the group GT and proved that the state
spaces Aw,G and AwT ,GT are isomorphic as bi-graded vector spaces. In the case when
G = Gw is the maximal group, and so G
T is the trivial group, Krawitz proved that
for all invertible polynomials except some (infinitely many) exceptional cases, the
vector space isomorphism between Aw,G and AwT ,GT can be upgraded to a Frobenius
algebra isomorphism.
1.4 Previous mirror symmetry results
Since the invention of the FJRW theory [8], enormous effort has been made to prove
mirror symmetry results matching the potential A SGwT ,ζ of the Saito-Givental CohFT
with the FJRW potential A FJRWw,Gw . See [8, 14, 21, 20] for the work on various examples
of wT with a small central charge. So far the most general result has been obtained
in the paper [11], by the first author, third author and their collaborators.
Theorem 1.1. [11, Theorem 3.1] For all invertible polynomial w with no chain
components having variables of weight 1
2
, there exists a primitive form ζ and mirror
map between the state spaces AwT and Aw,Gw which identifies the potentials A SGwT ,ζ
and A FJRWw,Gw .
The proof of the statement relies heavily on reconstruction of both FJRW and
Saito prepotential (the genus zero part of the total potential which is responsible
for the Frobenius manifold structure of the corresponding CohFT) starting from the
underlying Frobenius algebras and certain four-point correlation functions. Most
of these correlation functions satisfy the concavity condition and therefore can be
effectively calculated by a formula of Chiodo [5]. On the other hand, the cases missing
in Theorem 1.1 are exactly the cases missing in Krawitz’s work on isomorphisms of
Frobenius algebras, i.e. when the invertible polynomial w contains a chain summand
of the form
n−1∑
i=1
xaii xi+1 + x
2
n. (9)
In this case, the variable xn has the weight
1
2
. The main difficulty here is that the
FJRW Frobenius algebra Aw,Gw contains the so-called broad ring generators and so
the structure constants cannot be computed using standard tools. For this reason it
is still unknown if the corresponding A-model FJRW Frobenius algebra is isomorphic
to the Milnor ring AwT of the mirror polynomial!
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1.5 Matrix factorizations and main result
The technical difficulties arising in computing the A-model Frobenius algebra for
polynomials w of chain can be avoided if instead of the FJRW CohFT ΛFJRW we
consider a different candidate A-model for the pair (w,Gw) the matrix factorizations
theory constructed in [24]. Following this path we succeeded in proving a mirror
symmetry theorem all invertible polynomials without exceptions.
More precisely, we consider on the A-model side the reduced CohFT of matrix
factorization of the pair (w,Gw) [24, Theorem 5.1.3]. The state space of this CohFT
Hw,Gw (see (17)) is the Hochschild homology of the graded dg-category of equivariant
matrix factorizations MFΓw(w) of w (see (10)). As a vector spaceHw,Gw is isomorphic
to the orbifoldized Milnor ring Aw,Gw. Due to the pure algebraic nature of this
CohFT, there are effective techniques developed in [24] and [10] for calculating its
correlation functions. In particular, Guere’s formula from [10] allows to calculate
correlation functions of the non-concave type. This significantly enhances the power
of the theory.
In this paper, we use the method developed in [24] to explicitly calculate the
structure constants of the Frobenius algebra Hw,Gw for any invertible polynomial w.
After that we identify it with the Frobenius algebra of its mirror: the Milnor ring
AwT .
Theorem 1.2. For all invertible polynomial w, the Frobenius algebras AwT and
Hw,Gw are isomorphic.
An explicit isomorphism, called mirror map θ, is presented in Definition 3.6. Then
we use the reconstruction technique developed in [11] and Guere’s formula to prove
the isomorphism of Frobenius manifolds.
Theorem 1.3. For all invertible polynomial w, there exists a primitive form ζ, such
that the two prepotentials, FMF0,w,Gw and FSG0,wT ,ζ are identical under a mirror map.
Now the results of Givental and Teleman [17, 28] immediately imply a mirror
symmetry theorem.
Corollary 1.4. For all invertible polynomial wT , there exists a primitive form ζ
and a mirror map between two Frobenius algebras: AwT and Hw,Gw, such that the
potentials A SGwT ,ζ and A
MF
w,Gw are identical.
This extends the mirror symmetry theorem of [11] in the case of the Landau-
Ginzburg A-model based on matrix factorizations.
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1.6 Plan of the paper
This paper is organized as follows. In Section 2, we review the construction of a
CohFT from categories of matrix factorizations given in [24]. In Section 3, we prove
Theorem 1.2. In Section 4, we prove Theorem 1.3. In the appendix, we provide a
reconstruction argument for the chain type polynomials.
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2 CohFT from matrix factorizations
In this section we briefly recall the construction of the CohFT based on matrix
factorizations from [24].
2.1 Hochschild homology of the category of matrix factor-
izations
Let w(x1, . . . , xn) be a quasihomogeneous polynomial, with deg(xi) = di > 0, deg(w) =
d. We assume that w has an isolated singularity at 0 and denote by Gw the group
of diagonal symmetries of w defined in (3). We set V = An, and for each γ ∈ Gw we
denote by wγ the restriction of w to the subspace V
γ ⊂ V of γ-invariants. Let Nγ
be the dimension of V γ.
Note that Gw contains a special element
J = (exp(2π
√−1qj))j=1,...,n.
The group Gw is contained in a bigger group Γw of diagonal transformation
preserving w up to a scalar. The group Γw is equipped with a natural character
χ : Γw → Gm such that ker(χ) = Gw.
Now given a commutative algebraic group Γ with a homomorphism Γ → Γw we
can consider the induced character χ : Γ→ Gm and set G = ker(χ). Assuming that
G is finite, we consider the (Z-graded) dg-category MFΓ(w) of Γ-equivariant matrix
factorizations of w. By definition, such a matrix factorization E = (E, δE) consists
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of a Z/2-graded Γ-equivariant free C[x1, . . . , xn]-modules of finite rank, E = E0⊕E1,
together with Γ-invariant module maps
δ1 : E1 → E0, δ0 : E0 → E1 ⊗ χ, such that δ0δ1 = w · id, δ1δ0 = w · id .
By [24, Eq. (2.11)], the Hochschild homology of the dg-category MFΓ(w) is given
HH∗(MFΓ(w)) ≃
⊕
γ∈G
H(wγ)
G, (10)
where for each w, we consider the G-invariant subspace Hγ := H(wγ)
G of the space
H(w) = Aw ⊗ dx,
with dx = dx1 ∧ · · · ∧ dxn and
Aw := C[x]/(∂1w, · · · , ∂nw).
is the Milnor ring of w.
of w The dimension dimH(w) = dimAw is called the Milnor number µw of w
and is given by
µw =
n∏
i=1
(
1
qi
− 1
)
. (11)
The space HH∗(MFΓ(w)) is naturally a module over the dual group Gˆ, and the
decomposition (10) is precisely the decomposition into isotypical components (where
elements of G are viewed as characters of Gˆ). Let us set R = C[Gˆ] and consider the
homomorphism π1 : R → C corresponding to the trivial character of Gˆ. Then we
have an identification
HH∗(MFΓ(w))⊗R C ≃ H(w)G. (12)
For each Γ-equivariant matrix factorization E = (E, δE) of w, there is a cate-
gorical Chern character ChG(E) with values in HH∗(MFΓ(w)). It is calculated in
[23, Eq. (3.17)], in terms of the above identification of the Hochschild homology. In
particular, its component in H(w)G is given by
Ch(E) = str(∂nδE · · ·∂1δE) · dx ∈ Aw · dx (13)
(here str denotes the supertrace of an endomorphism of a Z2-graded vector bundle).
The Hochschild homology HH∗(MFΓ(w)) is equipped with the canonical bilinear
form (·, ·)R with values in R, given by a general categorical construction (see [24,
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Def. 2.7.1]). The decomposition (10) is orthogonal with respect to this form, and the
pairing is computed in [24, Sec. 2.7]. We will only need the induced form on H(w)G
(obtained via (12)), which is given
〈f ⊗ dx, g ⊗ dx〉w = (−1)(
n
2)Resw(fgdx). (14)
where we use the Grothendieck residue
Resw(fdx) = Resk[x]/k
[
f(x) · dx1 ∧ · · · ∧ dxn
∂1w, · · · , ∂nw
]
(15)
Note that we have (see [23, Eq. (4.25)])
Resw(Hess(f)) = µw. (16)
2.2 A brief review of the construction in [24]
In [24] the authors construct a CohFT with values in R = C[Gˆw], with the state
space ⊕
γ∈Gw
HH∗(MFΓw(w)),
and a CohFT with values in C whose state space is
Hw,Gw =
⊕
γ∈Gw
Hγ :=
⊕
γ∈Gw
H(wγ)
Gw , (17)
which is related to the R-valued one by some twisting and the reduction of scalars
from R to C. In the present paper we are interested in this latter theory which is
supposed to match the FJRW CohFT defined in [8]. We equip the state space with
the pairing 〈·, ·〉, which pairs the summands corresponding to γ and γ−1 by
〈xγ , yγ−1〉 = 〈(ζ•)∗xγ , yγ−1〉wγ , (18)
where xγ ∈ Hγ , yγ−1 ∈ Hγ−1 , and 〈·, ·〉wγ is the pairing (14) for wγ. Here ζ• is a
special element of (C∗)n given by
ζ• = (exp(π
√−1qj))j=1,...,n, (19)
so that ζ2• = J , where J ∈ Gw is the exponential grading element defined in (4).
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The main geometric ingredient of the theory are the moduli space Srigg (γ), where
g ≥ 0 and γ = (γ1, . . . , γr) ∈ Grw, equipped with the projection
stg : Srigg (γ)→Mg,r.
It parametrizes rigidified Γw-spin structures over stacky pointed curves (the notion
that generalizes higher spin-structures, i.e., roots from the canonical bundle), which
are roughly speaking, principal Γw-bundles P together with an isomorphism of χ∗P
with the Gm-torsor corresponding to ω
log
C .
The key construction in [24] is that of a fundamental matrix factorization which
is a Γw-equivariant matrix factorization of −⊕ wγi over
Srigg (γ)× V γ1 × . . .× V γr .
Viewing the fundamental matrix factorizations as kernels of the Fourer-Mukai
type functors and passing to the Hochschild homology, the authors constructed the
maps
φtwg (γ) :
r⊗
i=1
Hγi −→ H∗(Srigg (γ),C) (20)
(the definition also involves twisting by some Todd class, see [24, Eq. (5.15)]). The
CohFT with values in C is given by
Λg,r(γ) = exp(πiD˜g(γ)) · 1
deg(stg)
· (stg)∗φtwg (γ) :
r⊗
i=1
Hγi −→ H∗(Mg,r,C), (21)
(see [24, Eq. (5.16)]). Here D˜g(γ) is given by (see [24, Eq. (3.19), (3.20)])
D˜g(γ) = (g − 1)cˆw +
r∑
i=1
ιγi +
1
2
·
r∑
i=1
Nγi . (22)
Here ĉw is the central charge of w, given by
ĉw =
n∑
j=1
(1− 2qj),
and ιγi are the degree shifting numbers
ιγi =
n∑
j=1
(θ(j)γi − qj)
11
determined by γi = (exp(2π
√−1θ(1)γi ), . . . , exp(2π
√−1θ(n)γi )), 0 ≤ θ(j)γi < 1. For each
nonzero element vi ∈ Hγi , we define
deg vi =
Nγi
2
+ ιγi . (23)
The corresponding correlators are given by
〈v1, . . . , vr〉MFg,r =
∫
Mg,r
Λg,r(γ)(v1 ⊗ . . .⊗ vr). (24)
These correlators will be called primary MF correlators. The elements vi will be
called the insertions of the correlator. Note that the above correlators are only
nonzero when
γ1 · . . . · γr = J2g−2+r.
Let us fix a basis of Hw,Gw , denoted by {αj}, j = 1, · · · , µ. Let tj be the coordi-
nate parametrizing αj . We define a MF prepotential by
FMF0,w,Gw =
∑
r≥3
1
r!
〈
µ∑
j=1
tjαj〉MF(w)0,r . (25)
Let C be the universal stacky curve over Srigg (γ), and let ρ : C → C be the
partial relative coarse moduli space, obtained by forgetting the stacky structure at
the marked points. Note that the natural embedding Γw ⊂ Gnm allows us to associate
n line bundles L1, . . . ,Ln with a universal Γw-spin structure P . We also set
V = L1 ⊕ . . .⊕ Ln.
We denote by Lj = ρ∗Lj the corresponding line bundles on C. Their fiberwise
degrees are given by the formula
(degL1, . . . , degLn) = (2g − 2 + r)q− θγ1 − . . .− θγr , (26)
where q = (q1, . . . , qn), and θγ = (θ
(1)
γ , . . . , θ
(n)
γ ).
Formula (26) gives the following Selection Rule.
Lemma 2.1. If the generalized spin moduli space Sg(γ) is non-empty, then the num-
bers degLj, determined from (26), are integers.
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When g = 0 and n = 3 these correlators define a commutative Frobenius algebra
structure on Hw,Gw , with the multiplication given by
〈α • β, γ〉 = 〈α, β, γ〉MF0,3 . (27)
The above CohFT has many nice properties. First of all, it satisfies the axioms of
the CohFT which connect the restrictions of λg(γ) to the boundary divisors with the
same maps defined for other values (g, r). It has a flat identity, which is the natural
generator 1J in HJ = C. In particular, the following metric axiom holds:
〈xγ , yγ−1, 1J〉MF0,3 = 〈(ζ•)∗xγ , yγ−1〉wγ , (28)
where xγ ∈ Hγ , yγ−1 ∈ Hγ−1 (see [24, Lemma 6.1.1]).
We refer to [24, Sec. 5, 6] for various properties of the virtual fundamental classes.
We will often use the following recipe for computing some three-point correlators in
genus 0 derived from [24, Proposition 6.2.2].
Fix γ1, γ2, γ3 ∈ G such that Srig0 (γ1, γ2, γ3) is nonempty (in particular, γ1γ2γ3 =
J). For each j = 1, . . . , n, we denote by Σj ⊂ {1, 2, 3} the subset of i such that jth
component of γi is trivial. For i = 0, 1, 2, let us set
Si = {j | |Σj | = i and Lj ≃ O(i− 2)} ⊂ {1, . . . , n}.
For each γ, γ′ ∈ G we set
V γ,γ
′
:= V γ ∩ V γ′ .
Proposition 2.2. Assume that for every j with Σj = ∅, one has degLj = −1. Let
us denote by
pij : V → V γi,γj , pS1 : V → AS1
the coordinate projections, and let
πS1 : V
γ1 ⊕ V γ2 ⊕ V γ3 → AS1
be the composition of the natural map to V with pS1. Then there exist elements of
the torus t1, t2, t3 ∈ Gnm such that the subspace V (t1, t2, t3) ⊂ V γ1 ⊕ V γ2 ⊕ V γ3 given
by
V (t1, t2, t3) = {(x1, x2, x3) | πS1(x1, x2, x3) = 0,
p12(x1) = t1p12(x2), p23(x2) = t2p23(x3), p13(x3) = t3p13(x1)}
satisfies
wγ1 ⊕ wγ2 ⊕ wγ3 |V (t1,t2,t3) = 0,
13
and the map
φtw0 (γ1, γ2, γ3) : Hγ1 ⊗Hγ2 ⊗Hγ3 → C
is induced by the composed functor RΓ ◦ ι∗, where
ι : V (t1, t2, t3) →֒ V γ1 ⊕ V γ2 ⊕ V γ3
denotes the natural embedding.
Proof. Note that the first assumption is equivalent to the condition that S0 = ∅ and
|Σj | ≥ 1 for each j such that degLj = 0.
The relation γ1γ2γ3 = J implies that V
γ1 ∩ V γ2 ∩ V γ3 = 0. Now [24, Proposition
6.2.2](i) implies that the fundamenal matrix factorization on V γ1 ⊕ V γ2 ⊕ V γ3 is a
Koszul matrix factorization {α, β}, where β is regular and its zero locus is the sub-
space V (γ1, γ2, γ3) for some t1, t2, t3. Thus, the assertion follows from the well known
property of regular Koszul matrix factorizations (see [24, Proposition 1.6.3.(ii)]).
Corollary 2.3. In the situation of Proposition 2.2, assume in addition that V γ1 = 0
and that the homomorphism
Gw → Gwγ2,γ3
is surjective, where wγ2,γ3 = w|V γ2,γ3 . Assume also that for i = 1, 2,
wγi |V γi∩ker(pS1) = p∗23wγ2,γ3 |V γi∩ker(pS1 ).
Let us denote for i = 2, 3, by
fi : H(wγi)→ H(wγ2,γ3)
the linear map induced on Hochschild homology by the restriction to V γi ∩ker(pS1) ⊂
V γi followed by the push-forward with respect to the projection to V γ2,γ3. Then for
hi ∈ H(wγi), i = 1, 2, we have
〈1γ1, h2, h3〉MF(w)0,3 = 〈f2(h2), f3(h3)〉wγ2,γ3 .
Proof. By Proposition 2.2, there exists an element of the torus t2 such that φ
tw
0 (γ1, γ2, γ3)
is induced by the functor RΓ ◦ ι∗, where ι is the embedding of the subspace V (t2) ⊂
V γ2 ⊕ V γ3 consisting of (x2, x3) such that πS1(x2, x3) = 0 and p23(x2) = t2p23(x3).
Thus, V (t2) is the preimage of the graph of t2 on V
γ2,γ3 under the surjective map
q : V γ2 ∩ ker(πS1)⊕ V γ3 ∩ ker(πS1)→ V γ2,γ3 ⊕ V γ2,γ3 .
By assumption, the restriction of wγ2 ⊕ wγ3 to the source of this map is equal to
q∗(wγ2,γ3 ⊕ wγ2,γ3). It follows that the restriction of wγ2,γ3 ⊕wγ2,γ3 to the graph of t2
is zero. Hence, there exists an element g ∈ Gwγ2,γ3 such that t2 = gζ•, where ζ• is
the square root of the grading element (19). Since g comes from an element of Gw,
we can replace t2 by ζ•, which leads to the claimed formula.
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2.2.1 Homogeneity
The following Homogeneity Conjecture is stated in [24, Section 5.6].
Conjecture 2.4. The image of φtwg (γ) is contained in H
2D˜g(γ)(Srigg (γ),C).
We quote a result related to this conjecture.
Lemma 2.5. [24, Corollary 5.6.5] The Homogeneity Conjecture holds for the CohFT
associated with ω and G if the space HH∗(MF(ωγ))
G is generated by the Chern
characters of Koszul matrix factorizations for each γ ∈ G.
The following result will be reviewed in Section 3.2.3.
Lemma 2.6. [10, Lemma 2.2] Let w be an invertible polynomial, the Hochshild
homology HH∗(MF(ωγ))
Gw is generated by the Chern characters of Koszul matrix
factorizations for each γ ∈ Gw.
As a consequence of Lemma 2.6 and Lemma 2.5, we have
Proposition 2.7. The Homogeneity Conjecture holds for the CohFT associated with
(w,Gw).
3 Mirror Frobenius algebras
In this section, we describe three constructions of Frobenius algebras for invertible
polynomials and the isomorphisms among them. In Section 3.1, we review some
combinatorics for invertible polynomials. In Section 3.2, we review basis for the Mil-
nor ring Aw, the twisted Milnor ring Aw,Gw, and the reduced equivariant Hochshild
homology of matrix factorizations Hw,Gw . In Section 3.3, we construct a mirror map
from the Milnor ring Aw to Hw,Gw . In Section 3.4, we compute the ring structure
constants of Hw,Gw .
3.1 Combinatorics of invertible polynomials
Let w be an atomic type invertible polynomial. Following Kreuzer [15], we consider
the inverse matrix of Ew, and write it by
E−1w =
 ρ
(1)
1 · · · ρ(1)n
...
...
...
ρ
(n)
1 · · · ρ(n)n
 . (29)
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Consider the following elements in the group of diagonal symmetries of w,
ρj :=
(
exp(2π
√−1ρ(1)j ), . . . , exp(2π
√−1ρ(n)j )
)
∈ Gw, (30)
ρTj :=
(
exp(2π
√−1ρ(j)1 ), . . . , exp(2π
√−1ρ(j)n )
)
∈ Gw. (31)
The weight of xi of the polynomial w is given by
qi =
n∑
j=1
ρ
(i)
j . (32)
Moreover, the exponential grading element Jw ∈ Gw can be written as
Jw =
n∏
j=1
ρj .
We recall some facts about atomic invertible polynomials (see [15, 13, 11]).
(i) For a Fermat polynomial w = xa11 , a1 ≥ 2,
q1 = ρ
(1)
1 =
1
a1
.
(ii) For a chain polynomial wchain =
n−1∑
i=1
xaii xi+1 + x
an
n , the (i, j)-th entry of E
−1
w is
ρ
(i)
j =
 (−1)j−i
j∏
k=i
1
ak
, j ≥ i;
0, j < i.
(33)
The variable xi has weight qi,
qi =
n∑
j=1
ρ
(i)
j =
n∑
j=i
(−1)j−i
j∏
k=i
1
ak
=
1
ai
− 1
aiai+1
+ · · ·+(−1)n−i
n∏
k=i
1
ak
> 0 (34)
Here qi is a finite sum of alternating numbers with a positive leading term.
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(iii) For a loop polynomial wloop =
n−1∑
i=1
xaii xi+1 + x
an
n x1,
ρ
(i)
j =

(−1)j−i
n∏
j+1
ak
i−1∏
k=1
ak
/( n∏
k=1
ak + (−1)n+1
)
, j ≥ i,
(−1)n+j−i
i−1∏
k=j+1
ak
/( n∏
k=1
ak + (−1)n+1
)
, j < i.
(35)
Here we use the convention that an empty product is 1. Again, the weight
qi =
(
n∑
j=i
(−1)j−i
n∏
k=j+1
ak
i−1∏
k=1
ak +
i−1∑
j=1
(−1)n+j−i
i−1∏
k=j+1
ak
)/( n∏
k=1
ak + (−1)n+1
)
.
(36)
Use (33), (34), (35), and (36), the following result of [15] can be obtained.
Proposition 3.1. For each atomic polynomial w in Table 1, we have:
(i) The rational numbers ρ
(i)
j satisfy
ρ
(i)
j−1 + ajρ
(i)
j = δ
i
j . (37)
(ii) Use convention that qn+1 := q1 when w is a loop and qn+1 := 0 when w is a
chain. For all i = 1, · · ·n, the rational numbers qi satisfy
aiqi = 1− qi+1. (38)
(iii) The rational number qi−ρ(i)j is an integer only if j = i+1 = n = 2 and an = 2.
3.2 State spaces
Let w one of the atomic polynomials (8) We study the basis the vector spaces: the
Milnor ring Aw and the reduced equivariant Hochshild homology of matrix factor-
izations Hw,Gw .
17
3.2.1 A standard basis of AwT
Let wT be the mirror polynomial of w. Some important invariants of wT are listed
in Table 2.
Table 2: Mirror atomic polynomials
Type Fermat Loop Chain
wT xa wTloop = xnx
a1
1 +
n∑
i=2
xi−1x
ai
i w
T
chain = x
a1
1 +
n∑
i=2
xi−1x
ai
i
EwT
(
a
)

a1 1
1 a2
. . .
. . .
1 an


a1
1 a2
. . .
. . .
1 an

µwT a− 1
n∏
j=1
aj
n∑
k=0
(−1)n−k
k∏
j=1
aj
soc(wT ) xa−2
n∏
i=1
xai−1i x
an−2
n
n−1∏
i=1
xai−1i
xm; xm;
n∏
i=1
xmii ;
k−1∏
i=0
x
an−2i−1
n−2i
n−2k∏
j=1
x
mj
j ;
m ∈ BwT 0 ≤ m < a− 1 0 ≤ mi < ai 0 ≤ k ≤ ⌊n2 ⌋,
0 ≤ mj < aj − δn−2kj
We explain the notations in Table 2. The formula of Milnor number µwT in Table
2 is a consequence of the formula (11) and (38) for each atomic invertible polynomial
wT (instead of w). The element soc(wT ) ∈ AwT is a top degree element, called
the socle element of wT . For the definition of BwT , we first recall a basis of AwT
studied in [15, 13]. Let N be the set of natural numbers. We assign each vector
m = (m1, · · · , mn) ∈ Nn a monomial xm :=
∏n
j=1 x
mj
j . For each w
T , the set BwT
defined in Table 2 is a set of vectors. In particular, for the chain polynomial wTchain,
we have a decomposition
BwT
chain
=
⌊n
2
⌋⊔
k=0
BkwT
chain
(39)
=
⌊n
2
⌋⊔
k=0
{
m ∈ Nn
∣∣∣∣xm = k−1∏
i=0
x
an−2i−1
n−2i
n−2k∏
j=1
x
mj
j , 0 ≤ mj < aj − δn−2kj
}
.
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Here
|BkwT
chain
| =
 (an−2k − 1)
n−2k−1∏
j=1
aj, k < n/2;
1, k = n/2.
(40)
For all atomic polynomial wT , we have |BwT | = µwT . Using Jacobi relations, the set
{xm|m ∈ BwT } is a basis of AwT [15].
Definition 3.2. We introduce several notations.
• The basis {xm|m ∈ BwT } is called the standard basis of AwT .
• A vector m ∈ BwT is called a standard vector.
• The standard vector of the socle element soc(wT ), called the socle vector, is
denoted by
s(wT ) := (s(wT )1, · · · , s(wT )n) ∈ Nn.
• For a standard vectorm ∈ BwT , we introduce its dual vectorm := (m1, · · · , mn),
given by
mi =
{
mi, if m ∈ Bk≥1wT
chain
and i > n− 2k;
s(wT )i −mi, otherwise.
(41)
The standard vectors in the following example are important for later discussion
of loop polynomials.
Example 3.3. If w =
n−1∑
i=1
xaii xi+1+ x
an
n x1 is a loop polynomial and n is even. There
are two special standard vectors modd and meven in BwT , which are dual to each
other,
moddi =
{
ai − 1, i is odd;
0, i is even;
meveni =
{
0, i is odd;
ai − 1, i is even.
3.2.2 The rank of Hw,Gw
For each w, we construct a map Iw : N
n → Gw, by defining
Iw(m) =
n∏
j=1
ρ
mj+1
j = Jw
n∏
j=1
ρ
mj
j ∈ Gw. (42)
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Two elements are quite special,
Iw(0) = Jw, Iw(s(w
T )) = J−1w . (43)
We will omit the subscript w in general. For chain type polynomials, the formula
(33) implies
Lemma 3.4. If w =
n−1∑
i=1
xaii xi+1 + x
an
n is a chain and m ∈ BkwT
chain
, then element
I(m) := Jw
k−1∏
i=0
ρ
an−2i−1
n−2i
n−2k∏
j=1
ρ
mj
j ∈ Gw (44)
fixes the variables xn, xn−1, · · · , xn−2k+1. The element is narrow if k = 0 and broad
if k ≥ 1.
The following result is well known.
Proposition 3.5. For each invertible polynomial w, the vector space Hw,Gw has rank
µwT .
Proof. Use the isomorphism Hw,Gw ≃ Aw,Gw, it is enough to prove that the vector
space Aw,Gw has rank µwT for each atomic polynomial w.
(i): If w = xa is a Fermat polynomial, then H(wγ)
Gw = ∅ when γ ∈ Gw is the
identity. For all other γ ∈ Gw, we have H(wγ)Gw ∼= C. Then result follows from the
fact that |Gw| = a.
(ii): If w is a loop, there are two cases. If n is odd, there is no broad sectors
which are invariant under the Gw action. Use |Gw| =
n∏
j=1
aj + (−1)n+1, we obtain
dimCAw,Gw =
n∏
j=1
aj + (−1)n+1 − 1 =
n∏
j=1
aj.
If n is even, theGw-invariant broad sectors are
n
2∏
j=1
x
a2j−1
2j
n∧
i=1
dxi and
n
2∏
j=1
x
a2j+1−1
2j+1
n∧
i=1
dxi.
Thus
dimCAw,Gw =
n∏
j=1
aj + (−1)n+1 − 1 + 2 =
n∏
j=1
aj .
(iii): If w is a chain polynomial, use Lemma 3.4 and (40), we see that
dimCAw,Gw =
n∑
k=0
(−1)n−k
k∏
j=1
aj.
Comparing with the formula of µwT , we see the rank ofAw,Gw (andHw,Gw) is µwT .
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3.2.3 A basis of Hw,Gw via Chern characters
According to [10, Section 2.4], there exists a basis of Hw,Gw represented by the Chern
characters of a Koszul matrix factorizations. We describe the basis now.
For each narrow γ ∈ Gw, let 1γ be the Chern character of a trivial matrix
factorization.
Hγ := HH∗(MFΓ, wγ)Gw ∼= C{1γ}.
For broad space Hγ , there are two cases.
Case (i): w =
n−1∑
i=1
xaii xi+1 + x
an
n x1 is a loop polynomial and n is even. Recall the
definitions in Example 3.3. We have
I(modd) = I(meven) = 1 ∈ Gw.
We consider two Koszul matrix factorizations of (An,−w):
Kodd =
⊗
j is even
{−(xajj +xaj+1j+1 xj+2), xj+1}, Keven = ⊗
j is odd
{−(xajj +xaj+1j+1 xj+2), xj+1}.
By the super trace formula (13), we have
Ch(Kodd) =
( ∏
j is odd
x
aj−1
j −
∏
j is even
(−ajxaj−1j )
)
n∧
j=1
dxj , (45)
Ch(Keven) =
( ∏
j is odd
(−ajxaj−1j )−
∏
j is even
x
aj−1
j
)
n∧
j=1
dxj . (46)
They span the rank two vector space Hγ=1. By (14) and (18), we have( 〈Ch(Kodd),Ch(Kodd)〉 〈Ch(Kodd),Ch(Keven)〉
〈Ch(Keven),Ch(Kodd)〉 〈Ch(Keven),Ch(Keven)〉
)
=

∏
j is even
(−aj) 1
1
∏
j is odd
(−aj)

(47)
Case (ii): w =
n−1∑
i=1
xaii xi+1 + x
an
n is a chain polynomial. If m ∈ Bk≥1wT
chain
, then
I(m) ∈ Gw fixes xn−2k+1, xn−2k+2, · · · , xn. Consider a Koszul matrix factorization of
(An,−w)
K
m
=
 n/2−1⊗
t=n/2−k+1
{− (xa2t−12t−1 + xa2t2t x2t+1), x2t}
⊗ {(−(xan−1n−1 + xan−1n ), xn)} (48)
21
Use the super trace formula (13), the rank one vector space HI(m) is spanned by
Ch(K
m
) =
∏
j>n−2k
2∤j
(−ajxaj−1j )
n∧
j=n−2k+1
dxj ∈ HI(m). (49)
Again, by (14) and (18), we have
〈Ch(K
m
),Ch(K
m
)〉 =
∏
j>n−2k,j is odd
(−aj). (50)
3.3 A pairing-preserving mirror map
Following [15], we construct a linear map between Hw,Gw and AwT for each atomic
invertible polynomial w.
Recall that the map I : Nn → Gw is defined in (42). If we restrict the map to
the set of standard vectors BwT ⊂ Nn, it is almost one-to-one. The only exception
happens when w is a loop polynomial with even number of variables, and in this
case, we have
I(modd) = I(meven).
Definition 3.6 (A mirror map θ). We define a linear map θ : AwT −→ Hw,Gw such
that
• if I(m) ∈ Gw is narrow for m ∈ BwT , then θ(xm) = 1I(m);
• if w =
n−1∑
i=1
xaii xi+1 + x
an
n x1 is a loop polynomial with even number of variables,
then
θ(xm
odd
) = Ch(Kodd), θ(x
m
even
) = Ch(Keven);
• if w is a chain polynomial and m ∈ Bk≥1
wT
chain
, then
θ(xm) = Ch(K
m
).
We sometimes denote the image θ(xm) by θ(m). We call θ(m) (or the vector
m, or the monomial xm) narrow if the element I(m) ∈ Gw is narrow, that is,
Fix(I(m)) = {0} ⊂ An. Otherwise, we call it broad. From the discussion above, we
summarize that
22
Lemma 3.7. For any atomic polynomial w, the element θ(m) ∈ Hw,Gw is broad if
and only if m =modd,meven, or m ∈ Bk≥1
wT
chain
.
Now we rescale the residue ReswT to get a normalized residue R˜eswT such that
R˜eswT (soc(w
T )) = 1. (51)
We have a non-degenerate symmetric bilinear pairing on AwT , denoted by R˜eswT (, ).
The nonzero terms are
R˜eswT (x
m
even
, xm
even
) =
∏
j is even
(−aj),
R˜eswT (x
m
odd
, xm
odd
) =
∏
j is odd
(−aj),
R˜eswT (x
m, xm) =
k−1∏
i=0
(−an−2i−1), if m ∈ Bk≥1wT
chain
;
R˜eswT (x
m, xm) = 1, otherwise.
(52)
By (47), (50), (51), and (52), we have
Proposition 3.8. The normalized residue pairing on AwT and the pairing (18) on
Hw,Gw are preserved under the mirror map θ. That is, for m,m
′ ∈ BwT , we have
R˜eswT (x
m, xm
′
) = 〈θ(m), θ(m′)〉.
3.4 Generators, Jacobi relations, and Frobenius algebras
Now we compute the Frobenius algebra associated with the reduced CohFT for all
atomic types invertible singularities.
Let mi’s be standard vectors in BwT . Recall that by (27) the multiplication is
given by
θ(m1) • θ(m2) =
∑
m3,m4∈BwT
〈θ(m1), θ(m2), θ(m3)〉MF0,3 · ηθ(m3),θ(m4) · θ(m4). (53)
Here η(?,?) is the inverse of the matrix of the pairing that is defined in (18). The
computation of the genus-0 3-point correlator 〈θ(m1), θ(m2), θ(m3)〉MF0,3 with narrow
insertions θ(m1), θ(m2), and θ(m3) will rely on the Selection Rule (Lemma 2.1),
Concavity Axiom [24, Corollary 5.5.3], and Index Zero Axiom [24, Proposition 5.7.1].
The computation of genus-0 3-point invariants with broad insertions need more tools
and we need some preparation.
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3.4.1 Chain type reduction
Let w(x1, . . . , xn) be a nondegenerate quasihomogeneous polynomial of the form
w(x1, . . . , xn) = x
a1
1 x2 + x
a2
2 x3 + . . .+ x
a2s−1
2s−1 x2s + x
a2s
2s x
m
2s+1 + w0(x2s+1, . . . , xn),
where ai ≥ 1 and a2i ≥ 2, m ≥ 0, where 2p ≤ n (and m = 0 if 2p = n). Let us
consider the Koszul matrix factorization of w − w0,
K0 := {xa11 + xa2−12 x3, x2} ⊗ . . .⊗ {xa2s−12s−1 + xa2s−12s xm2s+1, x2s}.
Note that it has a natural G-equivariant structure, where G is a group of diagonal
symmetries of w. Set V = An, with coordinates x1, . . . , xn, V0 = A
[2s+1,n], with
coordinates x2s+1, . . . , xn, and let p : V → V0 be the natural projection. For any
γ ∈ Gw, consider the functor
ΦK0,γ : MFp(G)(w0,p(γ))→ MFG(wγ) : E 7→ K0 ⊗ p∗E,
where p : V γ → V γ ∩ A[2s+1,n] (resp., Gnm → G[2s+1,n]m ) is the coordinate projection.
Let φK0,γ be the induced map on Hochschild homology.
Proposition 3.9. In the above situation, assume that we are given γ1, γ2, γ3 ∈ G,
such that Srig0 (γ1, γ2, γ3) is nonempty,
V γ1 = 0, V γ2 ⊂ A[2s+1,n],
S1 = {2, 4, . . . , 2s}, V γ3 = A[1,2s] × V γ2 ,
and degLj = −1 for every j with Σj = ∅. Then for any h2 ∈ Hw0,p(γ2) = Hw,γ2,
h3 ∈ Hw0,p(γ3) = Hw,γ2, one has
〈1γ1, h2, φK0,γ3(h3)〉MF(w)0,3 =
s∏
i=1
(−a2i−1) · 〈h2, h3〉wγ2 . (54)
Proof. By Corollary 2.3, we have
〈1γ1, h2, φK0,γ3(h3)〉MF(w)0,3 = 〈h2, f3(φK0,γ3(h3))〉wγ2 ,
where f3 : H(wγ3)→ H(wγ2) is induced by the restriction to the subspace x2 = x4 =
. . . = x2s = 0 followed by the push-forward with respect to the projection
p0 : A
{1,3,...,2s−1} × V γ2 → V γ2 .
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Thus, to calculate f3(φK0,γ3(h3)) we have to calculate the endofunctor of MF(wγ2),
E 7→ p0∗(ΦK0,γ3(E)|x2=...=x2s=0 = p0∗(K0|x2=...=x2s=0 ⊠ E) ≃ RΓ(K0|x2=...=x2s=0)⊗ E.
It remains to observe that
K0|x2=...=x2s=0 = {xa11 , 0} ⊗ . . .⊗ {xa2s−12s−1 , 0}..
Hence, in the Grothendieck group of MF(A{1,3,...,2s−1}, 0), this is equal to (−a1) . . . (−a2s−1)
times the class of the stabilization of the origin. Therefore, we get
f3(φK0,γ3(h3)) =
s∏
i=1
(−a2i−1) · h3,
which implies our formula.
3.4.2 Generators
Use Lemma 3.7, we classify all broad monomials in one variable.
Corollary 3.10. Let w be an atomic invertible polynomial in (1). If xℓj ∈ BwT , then
θ(ℓ · vj) is broad if and only if one of the conditions holds:
1. w is a loop polynomial of two variables, and ℓ = aj − 1.
2. w is a chain type, (j, ℓ) = (n, an − 1) or (an, j, ℓ) = (2, n, 1).
Moreover, the element I(vi) = Jwρi ∈ Gw is broad if and only if
(w = xa11 x2 + x
a2
2 x1, ai = 2) or (w = x
a1
1 x2 + · · ·+ xan−1n−1 xn + x2n, i = n).
Let vj be an n-tuple of integers that the j-th tuple is 1 and other tuples are zero.
We define
θj := θ(vj). (55)
We see {θj}nj=1 forms a set of ring generators of Hw,Gw because the set {θ(m) | m ∈
BwT } satisfies the following relations.
Proposition 3.11. Assume both m and m+ vj are standard vectors in BwT , then
θj • θ(m) = θ(m+ vj), ∀j = 1, · · · , n. (56)
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Proof. According to the formula (53) and the calculation of the pairing 〈, 〉, it suffices
to compute both 〈θj , θ(m),meven〉MF0,3 and 〈θj , θ(m),modd〉MF0,3 when m + vj is broad
for the loop type polynomial w, and 〈θj , θ(m), θ(m+ vj)〉MF0,3 for all other cases. We
discuss the details in three cases, each may contain several subcases.
1). Correlators without broad insertions.
If vj ,m, andm+vj are all narrow, because we assume m andm+vj are all stan-
dard vectors inBwT , the formula (42) implies for the correlator 〈θj, θ(m), θ(m+ vj)〉MF0,3 ,
we have
degLi = −2qi −
n∑
k=1
s(wT )kρ
(i)
k = −1, ∀i = 1, · · · , n.
Here s(wT )k is the k-th tuple of the socle vector s(w
T ) = (s(wT )1, · · · , s(wT )n). The
last equality follows from Proposition 3.1, part (i), and formula (32). The degree
calculation of degLi shows the correlator is concave and the Concavity Axiom [24,
Corollary 5.5.3] implies
〈θj , θ(m), θ(m+ vj)〉MF0,3 = 1.
Now (56) follows from this equation and the pairing calculated earlier.
2). Chain correlators with broad insertions.
Now we consider all the cases when at least one of vj ,m,m+vj is broad. We start
with w is a chain. Use Lemma 3.7 and the assumption that both m and m+ vj are
all standard vectors in BwT , we see m+ vj must be broad. That is, m+ vj ∈ BkwT
chain
for some k ≥ 1. There are three cases:
(i) j ≤ n− 2k;
(ii) j > n− 2k and vj is narrow;
(iii) j > n− 2k and vj is broad.
It is enough to prove
〈θj , θ(m), θ(m+ vj)〉MF0,3 =
k−1∏
i=0
(−an−2i−1). (57)
Recall (33), for each case, we have
I(vj)
(i) =

qi + ρ
(i)
j > qi, if i < j, j − i is even,
qi + ρ
(i)
j = qi, if i ≥ j,
qi + ρ
(i)
j < qi, if i < j, j − i is odd.
(58)
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Now we discuss each case in details. We set γ2 = I(m), γ3 = I(m+ vj).
Case (i): j ≤ n − 2k ≤ n − 2. Then mj + 1 ≤ aj − 1 and m ∈ BkwT
chain
is also
broad. Both m+ vj and m fix variables {xn−2k+1, · · · , xn}. Use (58), we obtain
(degL1, · · · , degLn) = (−1, · · · ,−1︸ ︷︷ ︸
n-2k copies
, 0, · · · , 0︸ ︷︷ ︸
2k copies
)
by explicitly calculating the following table
i = 1 · · · n− 2k n− 2k + 1 · · · n
I(vj)
(i) ∗ · · · ∗ qi · · · qi
I(m)(i) ∗ · · · ∗ 0 · · · 0
I(m+ ej)
(i) ∗ · · · ∗ 0 · · · 0
Here ∗ are nonzero entries. We see that
Σn−2k+1 = · · · = Σn = {2, 3}, S0 = S1 = ∅, S2 = {n− 2k + 1, · · · , n}.
The assumptions of Proposition 3.9 are satisfied with s = 0 and
wγ2 = wchain|V γ2 =
n−1∑
i=n−2k+1
xaii xi+1 + x
an
n .
Thus, by Proposition 3.9 we get
〈θj , θ(m), θ(m+ vj)〉MF0,3 = 〈Ch(Km),Ch(Km+vj )〉wγ2 =
k−1∏
i=0
(−an−2i−1).
Case (ii): j > n−2k and vj is narrow. Then n−j must be even andm ∈ B(n−j)/2.
Note that in this we actually have j− 1 > n− 2k (since n− j is even). Thus m fixes
variables {xj−1, · · · , xn} and m+ vj fixes variables {xn−2k+1, · · · , xn}. Use (58), we
obtain
(degL1, · · · , degLn) = (−1, · · · ,−1︸ ︷︷ ︸
n-2k copies
, 0,−1, · · ·︸ ︷︷ ︸
(j-n)/2+k-1 pairs
, 0, · · · , 0︸ ︷︷ ︸
n-j+2 copies
)
by explicitly calculating the following table
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i = 1 · · · n− 2k n− 2k + 1 n− 2k + 2 · · · j − 1 j · · · n
I(vj)
(i) ∗ · · · ∗ < qi > qi · · · qi qi · · · qi
I(m)(i) ∗ · · · ∗ ∗ ∗ · · · 0 0 · · · 0
I(m+ vj)
i ∗ · · · ∗ 0 0 · · · 0 0 · · · 0
We see that
S0 = ∅, S1 = {n− 2k + 2, n− 2k + 4, · · · , j − 2}, S2 = {j − 1, j, · · · , n}.
According to (48), the Koszul matrix factorization of K
m
and K
m+vj are
K
m
=
n/2−1⊗
t=j/2
{− (xa2t−12t−1 + xa2t2t x2t+1), x2t}
⊗ {(−(xan−1n−1 + xan−1n ), xn)}
and
K
m+vj =
 n/2−1⊗
t=n/2−k+1
{− (xa2t−12t−1 + xa2t2t x2t+1), x2t}
⊗ {(−(xan−1n−1 + xan−1n ), xn)}
Thus, again assumptions of Proposition 3.9 are satisfied with
S1 = {ℓ
∣∣ℓ is even, n− 2k < ℓ < j − 1}, V γ2 = A[j−1,n], V γ3 = A[n−2k+1,n].
Hence, applying Proposition 3.9, we reduce the calculation to that of the residue
pairing for wγ2. Thus, using (50) we get
〈θj, θ(m), θ(m+ vj)〉MF0,3 =
∏
ℓ∈S1
(−aℓ−1)
n−j
2∏
i=0
(−an−2i−1) =
k−1∏
i=0
(−an−2i−1).
Case (iii): j > n − 2k and ej is broad. Then j = n and an = 2. We see I(ej)
fixes the variables {xn−1, xn} and I(m+ vj) fixes {xn−2k+1, · · · , xn}.
S0 = ∅, S1 = {ℓ
∣∣ℓ is even, n− 2k < ℓ < n− 1}, S2 = {n− 1, n}.
Similar to Case (ii) above, we obtain
〈θj , θ(m), θ(m+ vj)〉MF0,3 = (−an−1)
∏
ℓ∈S1
(−aℓ−1) =
k−1∏
i=0
(−an−2i−1).
3). Loop correlators with broad insertions.
Finally we consider the cases when w is a loop, and at least one of the elements
in {vj,m,m+ vj} is broad. There are three cases:
28
(i) m+ vj is broad, that is, m+ vj = m
odd or meven.
(ii) m is broad, that is, m = modd or meven.
(iii) vj is broad. This happens when n = 2 and aj = 2.
Case (i): We first consider m + vj = m
odd. Then m = modd − vj and j should
be odd. We have to compute both 〈θj , θ(m),meven〉MF0,3 and 〈θj, θ(m),modd〉MF0,3 . For
both cases,
V γ1 = V γ2 = 0, V γ3 = An,
Li = O if i is even and Li = O(−1) if i is odd. Thus,
S1 = {1, 3, · · · , n− 1}.
Hence, by Corollary 2.3, the correlator is equal to the rank of the push-forward to
the point of meven|x1=x3=...=0 (resp., modd|x1=x3=...=0). We get
〈θj, θ(modd − vj), θ(modd)〉MF0,3 =
∏
2|j
(−aj), 〈θj , θ(modd − vj), θ(meven)〉MF0,3 = 1.
Using (53) and (47), we obtain
θj • θ(modd − vj) = θ(modd).
Next, we consider m + vj = m
even. Then m = meven − vj and j should be even.
Similarly, we obtain
θj • θ(meven − vj) = θ(meven)
from the following calculation
〈θj , θ(meven − vj), θ(meven)〉MF0,3 =
∏
2∤j
(−aj), 〈θj, θ(meven − vj), θ(modd)〉MF0,3 = 1.
Case (ii): If m = modd, then because m+ vj is still a standard vector, we see j
must be even and m + vj = m
odd + vj is narrow. Then m+ vj = m
even − vj . The
previous calculation shows 〈θj , θ(modd), θ(meven − vj)〉MF0,3 = 1 and it implies
〈θj • θ(modd) = modd + vj .
Similarly, if m = meven, we have
〈θj • θ(meven) = meven + vj .
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Case (iii): Now we consider vj is broad. Without loss of generality, we only
need to consider the case when vj = m
odd. Then j = 1 and w = x21x2 + x1x
a2
2 .
Use the assumption, m = (0, m) for some m ≤ a2 − 2. We consider the correlator
〈θ1, θ(xm2 ), θ(xa1−1−m2 )〉MF0,3 . For this correlator,
Σ1 = Σ2 = {p1}, L1 = O, L2 = O(−1), S0 = S2 = ∅, S1 = {2}.
This implies
〈θ1, θ(xm2 ), θ(xa1−1−m2 )〉MF0,3 = 1.
Thus we obtain θ1 • θ(xm2 ) = θ(xm+12 ).
3.4.3 Jacobi relations
Let
θkj := θj • · · · • θj︸ ︷︷ ︸
k copies
.
The second type of relations in (59) are called Jacobi relations.
Proposition 3.12. For each invertible polynomial wT , we have the Jacobi relations:
∂wT
∂θj
(θ1, · · · , θn) = 0, ∀ 1 ≤ j ≤ n. (59)
More explicitly, for atomic polynomials, we classify the Jacobi relations into three
cases.
(i) For Fermat type polynomial w = xa11 ,
θa1−11 = θ1 • θa1−21 = 0. (60)
(ii) For chain type w =
n−1∑
i=1
xaii xi+1 + x
an
n with j = n,
anθn−1 • θan−1n = 0. (61)
(iii) For loop type w =
n−1∑
i=1
xaii xi+1 + x
an
n x1 or chain type w =
n−1∑
i=1
xaii xi+1 + x
an
n with
j 6= n,
ajθj−1 • θaj−1j + θaj+1j+1 = 0. (62)
Here for the chain case, we use the convention θ0 := θJw when j = 1. For the
loop case, we use the convention θ0 := θn, θn+1 := θ1, and an+1 := a1.
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Proof. The proofs of (i), (ii), and the first case of (iii) follow exactly from [13]. The
other cases contain broad insertions, we use unique properties in the theory of matrix
factorizations.
Case (i): We have θ1 • θa1−21 = 0, as for all integer m, 0 ≤ m ≤ a1 − 2, Lemma
2.1 implies
〈θ(1), θ(a1 − 2), θ(m)〉MF0,3 = 0.
Case (ii): This is the same as [13, Lemma 4.6]. To obtain (61), it is enough to
show
〈θn−1, θan−1n , θ(m)〉MF0,3 = 0, ∀ θ(m) ∈ Hw,Gw .
If it is not true, we can use Lemma 2.1 and following calculations from (33) and (34),
θ
(n)
n−1 =
1
an
= qn, θ
(n−1)
n−1 =
1
an−1
+ qn−1 6= qn−1, (θan−1n )(n) = (θan−1n )(n−1) = 0.
Thus I(m) fixes the variable xn but not the variable xn−1. This contradicts Lemma
3.4.
Case (iii): According to Corollary 3.10, there are three cases:
1. None of θj−1, θ
aj−1
j , and θ
k
j+1 for 1 ≤ k ≤ aj+1 − 1 is broad.
2. A loop polynomial w = xa11 x2 + x1x
a2
2 . Here θ
ai−1
i is broad.
3. A chain polynomial w =
n−1∑
i=1
xaii xi+1 + x
an
n . Here θ
an−1
n is broad.
Case [(iii)(1)]: For this case, use the relation (56), we have θj−1 • θaj−1j = θ(m)
for a standard vector m such that I(m) = Jwρj−1ρ
aj−1
j and
mi = qi + ρ
(i)
j−1 + (aj − 1)ρ(i)j = qi − ρ(i)j + δij .
Since none of θkj+1 for 1 ≤ k ≤ aj+1 − 1 is broad, use Proposition 3.1 (iii) and
Corollary 3.10, the vector m must be narrow. So is its dual vector m. Use (42), we
can check for 〈θj+1, θaj+1−1j+1 , θ(m)〉MF0,3 ,
degLi = qi − (qi + ρ(i)j+1)− (qi + (aj+1 − 1)ρ(i)j+1)− (1− qi − ρ(i)j−1 − (aj − 1)ρ(i)j )
= −1 + (ρ(i)j−1 + ajρ(i)j )− (ρ(i)j + aj+1ρ(i)j+1)
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=
0, j = i;
−2, j = i− 1;
−1, otherwise.
Here the last equality follows from (37). Then by Index Zero Axiom [24, Proposition
5.7.1], we obtain
〈θj+1, θaj+1−1j+1 , θ(m)〉MF0,3 = −aj .
Now the relation (62) follows from
θ
aj+1
j+1 = θj+1 • θaj+1−1j+1 = 〈θj+1, θaj+1−1j+1 , θ(m)〉MF0,3 θ(m) = −ajθj−1 • θaj−1j .
Case [(iii)(2)]: Now w = xa11 x2 + x1x
a2
2 is a loop polynomial. According to
Corollary 3.10, the element θai−1i = θ(x
ai−1
i ) is broad. Moreover, θ
a1−1
1 = Ch(Kodd)
and θa2−12 = Ch(Keven), where the Chern characters are given by (45) and (46). This
is a special case of Case (iv) in Proposition 3.11. According to (3.4.2), we have
〈θ1, θa1−21 , θa1−11 〉MF0,3 = −a2, 〈θ2, θa2−22 , θa1−11 〉MF0,3 = −a1.
Use (52), we obtain the relations (62), which are
θ1 • θa1−11 = −a2θ1 • θa2−12 , θ2 • θa2−12 = −a1θ2 • θa1−11 .
Case [(iii)(3)]: To obtain the relation, we prove that the genus-0 three point
invariant
〈θn, θa2−1n , θan−2−2n−2
n−3∏
i=1
θai−1i 〉MF0,3 = −an−1. (63)
We break the discussion into three cases:
(a) n = 2 and an ≥ 3.
(b) n = 2 and an = 2.
(c) n ≥ 3 and an = 2.
Case [(iii)(3)(a)]: We start with n = 2 and an ≥ 3, i.e., the chain type polyno-
mial w = xa11 x2 + x
a2
2 . We notice that θ
a2−1
2 is broad with both variable fixed. For
〈θ2, θa2−12 , θa2−22 〉MF0,3 , we have
degL1 = 0, degL2 = −1, Σ1 = Σ2 = {2}, S0 = S2 = ∅, S1 = {2}.
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Now we can apply Proposition 3.9 to obtain (63), that is 〈θ2, θa2−12 , θa2−22 〉MF0,3 = −a1.
Case [(iii)(3)(b)]: Now we consider the chain type w =
n−1∑
i=1
xaii xi+1 + x
2
n when
an = 2. For 〈θ2, θa2−12 , θa2−22 〉MF0,3 , both xn−1 and xn are broad variables because
θ
(n−1)
n = θ
(n)
n = 0. By (49), we have θn = an−1x
an−1−1
n−1 dx1 ∧ dx2. The last insertion is
θJ if n = 2. Use the metric axiom (28) and the residue formula (16), we obtain (63),
that is
〈θ2, θ2, θJ〉MF0,3 = Resw(a1xa1−11 )2 = −a1.
Case [(iii)(3)(c)]: Finally, we consider 〈θan−2−2n−2
∏n−3
i=1 θ
ai−1
i , θn, θn〉MF0,3 when n ≥ 3
and an = 2. Use θ
(i)
n = qi + ρ
(i)
n , (33) and (34), we have θ
(n)
n = 1, θ
(0)
n = 0, and for all
i ≤ n− 2, qi < 2θ(i)n < 1 + qi. Thus we obtain Ln = 0, Ln−1 = 0, and Li = −1 if i ≤
n− 2. We have
Σn−1 = Σn = {1, 2}, S0 = S1 = ∅, S2 = {n− 1, n}, V γ2 = V γ3 = A[n−1,n].
Now again, we apply Proposition 3.9 to obtain (63).
3.4.4 Mirror symmetry between Frobenius algebras
Now we prove Theorem 1.2, that is
Theorem 3.13. Let w be an invertible polynomial, then the mirror map θ in Defi-
nition 3.6 induces a Frobenius algebra isomorphism
θ :
(
AwT , R˜eswT (, ), ·
)
−→
(
Hw,Gw , 〈, 〉, •
)
.
Proof. Use tensor product structures [24, Theorem 5.8.1], we only need to prove
when w is atomic. The result follows from Proposition 3.8, Proposition 3.11, and
Proposition 3.12.
4 Proof of Theorem 1.3
In this section, we prove Theorem 1.3. By the definition of the prepotential in (25),
once we fix an isomorphism between the basis of AwT and Hw,Gw , we need to identify
the correlators. We will choose the standard basis of AwT and the isomorphism
given in Theorem 3.13. Then we prove the theorem in three steps. We first prove
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a nonvanishing result in Proposition 4.1. Then we use the nonvanishing result and
WDVV equations to reconstruct the prepotential of the Frobenius manifold from a
few genus-zero four-point correlators in Proposition 4.6. Finally we compute these
correlators and match them with the corresponding correlators in Saito’s Frobenius
manifolds.
4.1 Nonvanishing
Recall that the ring Hw,Gw is generated by θ1, . . . , θn, a generic genus-zero k-point
MF correlator can be written as〈
n∏
i=1
θ
e1,i
i , . . . ,
n∏
i=1
θ
ek,i
i
〉MF
0,k
, ∀ej,i ∈ Z≥0. (64)
Sometimes we omit the superscript and subscript when the notation does not cause
confusion. We label the decorations of this correlator by γ, and denote the moduli
of Γw-spin structure for this correlator by S0,k(γ). Recall st : S0,k(γ) → M0,k is
the morphism forgetting the spin structures. We give necessary conditions when the
correlator (64) is nonzero.
Proposition 4.1 (Nonvanishing). If the genus-zero k-point correlator (64) is nonzero,
then
− 2qj −
k∑
ν=1
n∑
i=1
ρ
(j)
i eν,i ∈ Z for j = 1, . . . , n, (65)
and
k∑
ν=1
deg
n∏
i=1
θ
eν,i
i = cˆw + k − 3. (66)
Proof. If the invariant (64) is nonzero, then the moduli space S0,k(γ) is not empty.
According to Selection rule in Lemma 2.1, the degrees of Lj = ρ∗Lj must be integers.
Use (26), we obtain the equation (65).
According to Proposition 2.7, the Homogeneity Conjecture holds for the CohFT
associated with (w,Gw). This implies that for the correlator (64), the image of φ
tw
0 (γ)
(see (20)) has pure cohomological degree 2D˜0(γ). According to (22) and (23), we
have
2D˜0(γ) = −2cˆw +
k∑
i=1
(Nγi + 2ιγi) = −2cˆw +
k∑
ν=1
2 deg
n∏
i=1
θ
eν,i
i .
Since the S0,k(γ) has real dimension 2k−6, thus if the correlator is nonzero, we must
have 2D˜0(γ) = 2k − 6. Now this is equivalent to (66).
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Use the fact that ĉw = ĉwT , the nonvanishing conditions here are the same as the
vanishing conditions in [11, Lemma 5.3] under the Frobenius algebra isomorphism.
4.2 Reconstruction
Now the Frobenius algebra structure in Theorem 3.13, the nonvanishing conditions
in Proposition 4.1, and WDVV equations in MF theory allow us to reconstruct the
genus-zero primary MF invariants from the pairing, genus-zero three-point correla-
tors, and a few the genus-zero four-point correlators. We can run the reconstruction
process in Section 5 and Section 7 of [11], by replacing FJRW invariants with MF
invariants. The whole process in [11] is quite complicated. For the readers’ conve-
nience, we give a few examples to show the power of nonvanishing conditions and
WDVV equations. We also write a shorter proof for the chain type polynomials in
the Appendix. See [11] for more details.
By replacing the FJRW invariants in [8, Lemma 6.2.6] with MF invariants, we
obtain the following lemma, which is a consequence of WDVV equations.
Lemma 4.2. A genus-zero k-point MF correlator 〈ξ1, . . . , ξk−3, α, β, ǫ • φ〉 satisfies
〈ξ1, . . . , ξk−3, γ, δ, ǫ • φ〉 =〈ξ1, . . . , ξk−3, γ, ǫ, δ • φ〉+ 〈ξ1, . . . , ξk−3, γ • ǫ, δ, φ〉
− 〈ξ1, . . . , ξk−3, γ • δ, ǫ, φ〉+ S, (67)
where S is a linear combination of correlators with fewer than k insertions. If k = 4,
then there are no such terms in the equation, i.e., S = 0.
This lemma is a key tool in the reconstruction process. We may choose the
insertions appropriately, so that the correlators on the RHS of (67) are simpler than
the LHS. Here is an important example.
Lemma 4.3. For k ≥ 4, we can reconstruct a nonzero genus-zero k-point MF cor-
relator 〈ξ1, . . . , ξk〉 from correlators of the form
X = 〈θn, . . . , θn︸ ︷︷ ︸
ℓn
, θn−1, . . . , θn−1︸ ︷︷ ︸
ℓn−1
, . . . , θ1, . . . , θ1︸ ︷︷ ︸
ℓ1
, α, β〉0,N , (68)
where α, β ∈ Hw,Gw and N ≤ k.
Proof. Using string equations, we assume there is no identity element among ξ1, · · · , ξk.
The ringHw,Gw is generated by elements in {θi}ni=1, we write each insertion as a prod-
uct of θi’s. If we have at least three insertions, say ξk−2, ξk−1, ξk, are not from {θi}ni=1,
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we write one of them, say ξk = θj • ξ˜k, for some j. We set ǫ = θj , φ = ξ˜k, γ = ξk−2
and δ = ξk−1 in (67). Now we observe that among all the three terms in RHS of
(67), at least one of the last three insertions is θj or ξ˜1, whose degree is smaller than
the degree of ξk. We can repeat the process for all the correlators appeared in the
RHS of the equation (67) until there are at most two insertions are not from the set
{θi}ni=1. By permuting the insertions, we obtain the result.
Next, we want to reconstruct the MF correlators of the form in (68) from corre-
lators of simpler forms. We can write the nonvanishing conditions for the correlator
X of the form (68) in a different way. Since α, β ∈ Hw,Gw , we write
α =
n∏
i=1
θPii , β =
n∏
i=1
θQii ∈ Hw,Gw , with (P1, · · · , Pn), (Q1, · · · , Qn) ∈ BwT .
(69)
Now we define bi by b1...
bn
 := E−1w
 ℓ1 + P1 +Q1 + 2...
ℓn + Pn +Qn + 2
 , (70)
and define Ki by
Ki := ℓi − bi + 1. (71)
The nonvanishing conditions (65) and (66) impose strong constraints on these num-
bers.
Lemma 4.4. The numbers Ki for correlators of the form (68) are integers that
satisfy
K1 +K2 + . . .+Kn = 1. (72)
Proof. Use (32) and (65) for the correlator of the form (68), we have bi ∈ Z, then
Ki ∈ Z. Now the equation (72) follows from (66).
For one variable Fermat polynomials, this gives us the correlators of the ultimate
form.
Example 4.5. Let w = xa1 be a one variable Fermat polynomial, the condition (72)
implies K1 = 1. Now (70) and (71) implies
b1 =
ℓ1 + P1 +Q1 + 2
a1
= ℓ1.
Since P1, Q1 ≤ a−2, we obtain ℓ1 ≤ 2. Now we see that the nonvanishing correlators
of the form (68) are either genus-zero three-point correlators, or 〈θ1, θ1, θa−21 , θa−21 〉.
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The reconstruction process for chain polynomials and loop polynomials are much
more complicated. We state the result below in Proposition 4.6. After replacing
FJRW invariants by MF invariants, the proof is the same as the proof in [11]. For
the readers convenience, we will write a proof for the chain type in the appendix.
Proposition 4.6 (Reconstruction). The Frobenius manifold of reduced CohFT of
the matrix factorizations is uniquely determined by the Frobenius algebra and the
genus-zero four-point correlators Fi with i = 1 ≤ i ≤ n for Fermat polynomials and
loop polynomials, and Fn for chain polynomials, where
Fi =
{ 〈θi, θi, θai−2i , θJ−1〉MF0,4 , w is Fermat;
〈θi, θi, θi−1θai−2i , θJ−1〉MF0,4 , w is a chain or a loop.
Here θJ−1 := θ(soc(w
T )), and we use the convention θ0 := θn.
We have θJ−1 = 1J−1 ∈ HJ−1 by (43). For the correlators in Proposition 4.6, we
have
(b1, · · · , bn−1, bn) = (1, · · · , 1, 2)
and
(K1, · · · , Kn−1, Kn) = (0, · · · , 0, 1).
4.3 Calculations for genus-zero four-points MF correlators
To prove Theorem 1.3, it remains to compute the correlators in Proposition 4.6
and match them with the corresponding correlators from Saito’s Frobenius manifold
[25, 19]. The laters have been calculated in [11], using the pertubative formula for
primitive forms developed in [19]. Apply Proposition 4.6 and [11, Proposition 6.8],
Theorem 1.3 will follow from
Proposition 4.7. For all the correlator Fi in Proposition 4.6, we have
Fi = qi, (73)
where qi is the weight of the variable xi in the weighted homogeneous polynomial w.
In the rest of the paper, we prove the equation (73). We remark that if we modify
the MF invariants defined in (24) by throwing away the factor exp(πiD˜g(γ)) in the
definition in (21), then the modified invariants of (73) match the Saito invariants in
[11, Theorem 3.3].
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4.3.1 Classification
We first classify all the correlators in Proposition 4.6 into two cases.
(i) The correlator is concave.
(ii) The correlator is not concave.
According to the classification in [11, Lemma 5.5 and Lemma 5.6], when rotating the
variables in a loop polynomial is allowed, the nonconcave correlators in Proposition
4.6 will be of the form
Fn = 〈θn, θn, θn−1θan−2n , θJ−1〉MF(w)0,4 ,
where the polynomial w is one of the four cases:
Table 3: Nonconcave correlators Fn
Type Polynomial w Constraints θn θn−1θ
an−2
n θJ−1
(a)
n−1∑
i=1
xaii xi+1 + x
2
nx1 n ≥ 3 narrow narrow narrow
(b)
n−1∑
i=1
xaii xi+1 + x
2
nx1 n = 2, a1 ≥ 3 broad narrow narrow
(c)
n−1∑
i=1
xaii xi+1 + x
2
nx1 n = 2, a1 = 2 broad broad narrow
(d)
n−1∑
i=1
xaii xi+1 + x
2
n none broad narrow narrow
More explicitly, in case (a), all the insertions are narrow but the correlator is not
concave. In all other three cases, there exists at least two broad insertions in the
correlator.
The calculation of Type (i) correlators are exactly the same as the calculation
of the corresponding FJRW invariants, which has been carried out carefully in [11,
Section 6]. For Type (ii) correlators, we will first use Guere’s formula [10] to calculate
Polishchuk-Vaintrob’s virtual fundamental cycles. Indeed, Guere’s formula can be
applied to all the cases in Proposition 4.6. For Type (i) case, it is just the Witten’s
top Chern class defined in [22].
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In order to use Guere’s formula, we need some combinatorial preparation. Con-
sider the correlator Fn = 〈θn, θn, θn−1θan−2n , θJ−1〉MF0,4 , the decorations of this correla-
tor is noted by γ = (γ1, γ2, γ3, γ4). The moduli of Γw-spin structure is S0,4(γ). The
boundary strata are labeled by the following Gw-decorated dual graphs
γ1
γ2
γ3
γ4
γ1,+ γ1,−
γ1
γ3
γ2
γ4
γ2,+ γ2,−
γ1
γ4
γ2
γ3
γ3,+ γ3,−
Figure 1: Boundary strata on S0,4(γ)
Each vertex represents a genus-0 component, and each half-edge represents a
marking (labeled with decorations γj) or a node. The decorations γi,± ∈ Gw on the
same node are balanced, that is
γ
(j)
i,+ + γ
(j)
i,− ≡ 0 mod 1.
According to the Selection rule in Lemma 2.1, each decoration γi,± is uniquely de-
termined by other decorations on the component. We define decoration vectors
v(j)(Fn) =
(
γ
(j)
1 , · · · , γ(j)4
)
, v
(j)
+ =
(
γ
(j)
1,+, γ
(j)
2,+, γ
(j)
3,+
)
.
If j ≥ n − 1, we list these vectors for Type (b), (c), (d) nonconcave correlators in
Table 4.
Table 4: Decoration vectors
Type v(n−1)(Fn) v
(n−1)
+ v
(n)(Fn) v
(n)
+
(b) (0, 0, 3
2a1−1
, 2a1−2
2a1−1
) 1− 1
2a1−1
(0, 0, a1−2
2a1−1
, a1
2a1−1
) 1− 1
2a1−1
(c) (0, 0, 0, 2
3
) (1
3
, 1
3
, 1
3
) (0, 0, 0, 2
3
) (1
3
, 1
3
, 1
3
)
(d) (0, 0, 3
2an−1
, 1− 1
2an−1
) ( 1
2an−1
, an−1−1
an−1
, an−1−1
an−1
) (0, 0, 1
2
, 1
2
) (1
2
, 0, 0)
Type (a) case is more complicated, we only list
v(n−1)(Fn) =
(
n−2∑
j=1
ρ
(n−1)
j ,
n−2∑
j=1
ρ
(n−1)
j ,−3ρ(n−1)n +
n−2∑
j=1
ρ
(n−1)
j , 1− qn−1
)
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and
v(n)(Fn) =
(
ρ(n)n +
n∑
j=1
ρ
(n)
j , ρ
(n)
n +
n∑
j=1
ρ
(n)
j ,
n∑
j=1
ρ
(n)
j + ρ
(n)
n−1, 1− qn
)
.
We observe that in type (b) and (d), the first two insertions are broad, in type (c),
the first three insertions are broad, and there is no broad insertion in type (a).
4.3.2 Guere’s formula
Let w be an atomic invertible polynomial. Let Y = 〈v1, . . . , vr〉MF(w)g,r be a correlator
with decoration γ := (γ1, · · · , γr). Denote the image of φtwg (γ) defined in (20) by
cMFvir (Y ). Choose vi ∈ Hγi from the standard basis. If vi is broad, then vi has one
of the forms in (45), (46), (49). Following [10], we call a variable xj crossed to vi
if γ
(j)
i = 0, and (−ajxaj−1j ) is not in (45), (46), (49). For example, xj is crossed to
vi = Ch(Kodd) if j is odd. Define a line bundle LCj := Lj(−
∑
pi) by twisting the
markings pi such that xj is crossed to vi. The number of such markings with be
denoted by rj.
Let t(j) be the unique index such that x
aj
j xt(j) is a monomial of w. Define
λt(j) = λ
−aj
j , if H
0(C,LCj ) 6= 0,
λj = λ, for every remaining index j.
For the correlator Y , if there is some j such that H0(C,LCj ) = 0 for any orbicurve C
in Sg(γ), Guere proved a formula in [10, Theorem 3.21], that
cMFvir (Y ) = lim
λ→1
(
N∏
j=1
(1− λj)−Ch0(Rπ∗Lj)+rj
)
exp
(
N∑
j=1
∑
ℓ≥1
sℓ(λj)Chℓ(Rπ∗Lj)
)
. (74)
Here Chℓ is the degree ℓ term of the Chern character, and
sℓ(x) =
Bℓ(0)
ℓ
+ (−1)ℓ
ℓ∑
k=1
(k − 1)!
(
x
1− x
)k
γ(ℓ, k),
where Bℓ(−) is the ℓ-th Bernoulli polynomial and γ(ℓ, k) is the coefficients of zℓ in
the Taylor expansion of ℓ!(ez − 1)k/k! at z = 0.
Use the combinatoric preparation in Table 4, we obtain
Lemma 4.8. Consider all the correlators Fn in Table 3. If j 6= n − 1, then
H0(C,LCj ) = 0 for any C. If j = n−1, there exists some C, such that H0(C,Ln−1) 6= 0.
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Proof. For j < n− 1, by [11, Lemma 6.5], degLCj = degLj = −1 on each orbicurve
C. Thus H0(C,LCj ) = 0, and
Ch1(Rπ∗Lj) = 0, j < n− 1. (75)
Now we consider j ≥ n−1. Use degree formula (26), we see that on any smooth C,
(degLn−1, degLn) = (−1, 0) for type (a), (b), (d), and (degLn−1, degLn) = (0, 0) for
type (c). We can check that (rn−1, rn) = (0, 2) for type (a), (b), (d) and (rn−1, rn) =
(1, 2) for type (c). For all the cases, we have degLCj = degLj − rj = −1 − δnj < 0.
Thus if C is smooth, H0(C,LCj ) = 0. Moreover, we have a virtual degree formula
degvir(Lj) := −Ch0(Rπ∗Lj) + rj = δnj . (76)
If C is singular, then it has a node N and its normalization has two compo-
nent, denoted by C1 and C2. Use Table 4, we can check that if j 6= n − 1, the
unordered pair (degLCj |C1 , degLCj |C2) = (−2,−1) and the node N is a narrow node
with H0(N ,LCj |N ) = 0, or (degLCj |C1 , degLCj |C2) = (−2, 0) and the node is broad
with H0(N ,LCj |N ) = C. In both cases, we have H0(C,LCj ) = 0, using the long exact
sequence
0→ H0(C,LCj )→ H0(C1,LCj |C1)⊕H0(C2,LCj |C2)→ H0(N ,LCj |N )
→ H1(C,LCj )→ H1(C1,LCj |C1)⊕H1(C2,LCj |C2)→ 0
If j 6= n− 1, the only exception happens when both θn belong to a same compo-
nent, say C1, then (degLCj |C1 , degLCj |C2) = (0,−2) and the node N is narrow. Then
H0(C,LCi ) 6= 0.
Use Lemma 4.8, we can apply the formula (74) to the correlator Fn and get
Lemma 4.9. For all the Type (ii) correlators Fn,
cMFvir (Fn) = an−1Ch1(Rπ∗Ln−1)− Ch1(Rπ∗Ln). (77)
Proof. By Lemma 4.8, we see all the variables except xn−1 are concave. Thus
λj =
{
λ
−an−1
n−1 , j = n;
λ, j 6= n. (78)
Use (78) and (75), we obtain
cMFvir (Fn) = lim
λ→1
(1− λn) exp
(
n∑
j=1
∑
ℓ≥0
sℓ(λj)Chℓ(Rπ∗Lj)
)
41
= lim
λ→1
(1− λn)
(
1 +
n∑
j=1
(
−1
2
− λj
1− λj
)
Ch1(Rπ∗Lj)
)
= −
n∑
j=1
lim
λ→1
λj(1− λn)
1− λj Ch1(Rπ∗Lj)
A direct calculation shows the formula (77) holds.
4.3.3 Calculation of Chern characters
Use Chiodo’s formula [5, Theorem 1.1.1], we have
Tj :=
1
deg(st)
·(st)∗Ch1(Rπ∗Lj) =
∫
M0,4
(
B2(qj)
2
κ1 −
4∑
i=1
B2(Θ
(j)
γi )
2
ψi +
3∑
k=1
B2(Θ
(j)
γk,+)
2
[Γk]
)
Here κ1 is the first kappa class and ψi is the i-th psi class over M0,4 and Γk are all
the Gw-decorated dual graphs on the boundary listed in Figure 1.
By Table 4, case (d), the decoration vector for Ln is v(n)(Fn) = (0, 0, 12 , 12) and
the decoration vector v
(n)
+ = (
1
2
, 0, 0). Since qn =
1
2
, we have
Tn =
1
2
(
B2(qn)− 2B2(0)− 2B2
(1
2
)
+B2
(1
2
)
+ 2B2(0)
)
= 0.
Other cases are computed similarly. Use (21) and (24), we have
Type Polynomial w Tn−1 Tn Fn
(a)
n−1∑
i=1
xaii xi+1 + x
2
nx1, n ≥ 3 qn−1 + 2ρ(n−1)n 1− 2ρ(n)n qn
(b) xa11 x2 + x
2
2x1, a1 ≥ 3 − 12a1−1 − 12a1−1 a1−12a1−1
(c) x21x2 + x
2
2x1 −13 −13 13
(d)
n−1∑
i=1
xaii xi+1 + x
2
n − 12an−1 0 12
Now Proposition 4.7 is proved. We remark that case (a) is computed in [11,
Appendix], where
an−1(qn−1 + 2ρ
(n−1)
n )− (1− 2ρ(n)n ) = −qn.
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5 Appendix: Reconstruction for the chain type
This section consists of a proof of Proposition 4.6 for the chain type polynomial. We
consider the correlator in (68) with a slight change of the notation, (pi, qi) := (Pi, Qi).
We hope this won’t cause any confusion as the weight qi is never used through the
appendix. Let
X = 〈θn, . . . , θn︸ ︷︷ ︸
ℓn
, θn−1, . . . , θn−1︸ ︷︷ ︸
ℓn−1
, . . . , θ1, . . . , θ1︸ ︷︷ ︸
ℓ1
, α =
n∏
i=1
θpii , β =
n∏
i=1
θqii 〉, α, β ∈ Hw,Gw .
Noticing that pi + qi ≤ 2ai − 2 by (69). Via (70), (71) and ℓi ≥ 0, we have
pi + qi = ai(ℓi −Ki + 1) + (ℓi+1 −Ki+1 + 1)− ℓi − 2, ∀i ≤ n− 1; (79)
pn + qn = an(ℓn −Kn + 1)− ℓn − 2; (80)
aiKi +Ki+1 ≥ (ai − 1)(ℓi − 1) + ℓi+1, ∀i ≤ n− 1; (81)
anKn ≥ (an − 1)(ℓn − 1)− 1; (82)
Ki +Ki+1 ≥ (1− ai)(1 +Ki), ∀i ≤ n− 1. (83)
Those equations provide constraints for K = (K1, . . . , Kn). By (79)-(83), we have
Lemma 5.1. The vector K = (K1, . . . , Kn) satisfies the properties below.
• For i ≤ n − 1, Ki ≤ 0 implies Ki + Ki+1 ≥ 0. The equality holds when
(Ki, Ki+1) = (−1, 1). If (Ki, Ki+1) = (−1, 1), then ℓi = ℓi+1 = 0, pi + qi =
2ai − 2;
• −1 ≤ Kn ≤ ℓn. If Kn = −1, then ℓn = 0, pn + qn = 2an − 2.
Moreover, we have
Lemma 5.2. If Kn ≥ 0, we have K is of the following type:
• A concatenation of (0)s and (−1, 1)s followed by (1);
• A concatenation of (0)s and (−1, 1)s with one copy of (1), (−1, 2), or (−2, 3),
followed by (0).
Proof. Firstly, we claim that Kn−1 ≥ 0. In fact, if Kn−1 ≤ −1, since ℓn ≥ Kn, it
contradicts to (81). Now suppose Ki < 0 for some i < n− 1.
Use Lemma 5.1, we have Ki−1 ≥ 0 and Ki + Ki+1 ≥ 0. If we move all of these
pair (Ki, Ki+1) out of K, we get a new tuple K˜ = (K˜1, . . . , K˜s), we have
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• ∑si=1 K˜i ≥ 0, since all K˜i ≥ 0;
• ∑si=1 K˜i ≤ 1, since all pairs (Ki, Ki+1) we move out satisfying Ki + Ki+1 ≥
0⇒∑si=1 K˜i ≤∑nj=1Kj = 1.
The above result implies that 0 ≤ Ki+Ki+1 ≤ 1. And there is at most one (Ki, Ki+1)
satisfying Ki+Ki+1 = 1, which is (−1, 2) or (−2, 3) by (83). The other (Ki, Ki+1) =
(−1, 1) by Lemma 5.1. Then the lemma holds obviously by (72).
For the correlator X in (68), we can always replace θi with some θj , j > i, if
ℓi > 0.
Proposition 5.3. Let X be the correlator of following type:
X = 〈θi, θS, α, β〉, i < n,
where θS is a tuple consisting of θs. Then X can be reconstructed from correlators
with fewer insertions and correlators of the form
Z = 〈θj , θS, α′, β ′〉, j > i.
Proof. By assumption, we can choose i to be the largest index with i < n and ℓi ≥ 1.
So X = 〈. . . , θi, θpnn α, β〉 for some pn ≥ 0.
If pn ≥ 1, then we apply (67) with γ = β, δ = θi, ǫ = θn, and φ = θpn−1n α.
The correlators with δφ and δγ are of the form 〈. . . , θn, ∗, ∗〉. The correlator with
ǫγ equals 〈. . . , θi, θpn−1n α, θnβ〉. By induction we can reconstruct X from Z and the
correlator Y = 〈. . . , θi, αY , βY 〉 where pYn = 0.
Similarly, we move all xn−1 from αY to βY , and so on, until we move all θi+1
from α to β. Thus we reconstruct X from correlators Z, and the correlator Y =
〈. . . , θi, αY , βY 〉 where pYi+1 = . . . = pYN = 0. After reducing to the basis listed in
Table 2, Y satisfies pYk + q
Y
k ≤ ak − 1 for k > i. By Lemma 5.1, we have KYn ≥ 0
in Y . In the following argument, we focus on the reconstruction of Y , and drop the
subscript Y on K, p and q.
Case Kn = 1: In this case K is a concatenation of (0)s and (-1,1)s, followed by
Kn = 1.
If K = (. . . ,−1, 1, 1), then ℓ = (. . . , 0, 0, ∗) and p+ q = (. . . , 2an−2 − 2, 0, ∗) by
(79). Then n − 2 > i, but pn−2 + qn−2 ≥ an−2, contradicting our assumption on Y .
Similarly, we reach a contradiction if there is j > i such that (Kj , Kj+1) = (−1, 1).
Therefore, K = (. . . , 0, 0, . . . , 0, 1) and ℓ = (. . . , 1, 0, . . . , 0, ∗), where the under-
line marks the ith spot and ℓi = 1 by (81). Possibly, i = n − 1. If i 6= n − 1, then
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by assumption (Ki+1, ℓi+1) = (0, 0) so pi + qi = 2ai − 2 by (79). If i = n − 1, then
(Ki+1, ℓi+1) = (Kn, ℓn) where ℓn ≥ Kn. Then (79) shows pi + qi ≥ 2ai − 2 so by
(69) we know pi+ qi = 2ai− 2. Thus p+ q = (. . . , 2ai − 2, ∗, . . . , ∗, ∗). Now we have
three cases. In each case we compute p+ q by first using (81) to compute ℓ and
then using (79).
1. K = (. . . , 0, 0, . . . , 1), p+ q = (. . . , ai−1,M, . . . , ∗).
2. K = (−1, 1, . . . ,−1, 1, 0, . . . , 1), p+ q = (M, 0, . . . ,M, 0,M, . . . , ∗).
3. K = (. . . , 0,−1, 1, . . . ,−1, 1, 0, . . . , 1), p+ q = (. . . , ar,M, 0, . . . ,M, 0,M, . . . , ∗).
Here M = 2a− 2 with the appropriate subscripts. In each case, we claim that there
is a factor of α that equals θ
ai+1
i+1 (We will not assume α satisfies (69) here). We find
a factor of θ
ai+1
i+1 in α for each case as follows:
1. Here α has a factor of θi−1θ
ai−1
i , which by (62) equals θ
ai+1
i+1 in H(w,Gw).
2. Repeatedly apply (62) starting with a1θ
a1−1
1 = −θa22 .
3. Repeatedly apply (62) starting with ar+1θrθ
ar+1−1
r+1 = −θar+2r+2 .
Now apply (67) to Y with γ = θi, δ = β, ǫ = θ
ai+1
i+1 , and φ = α. Then γǫ =
θiθ
ai+1
i+1 vanishes by Proposition 3.12 and the other two correlators have the form
〈. . . , θai+1i+1 , . . . , α′, β ′〉. Now rewrite θai+1i+1 = θi+1 • θai+1−1i+1 , and perform a similar
reconstruction scheme as the step I, we will obtain the correlator of the required
form.
Case Kn = 0: In this case, (82) shows that ℓn = 0 or ℓn = 1, an = 2. Let us
firstly consider the case ℓn = 1, an = 2. By (80), we have pn + qn = 1 = an − 1. If
pn−1+ qn−1 > 0, WLOG, we assume pn = 1 and qn−1 > 0, we write α = θn •α′, Now
apply (67) to Y with γ = θi, δ = β, ǫ = θn and φ = α
′, we can obtain the require
correlator, since θn−1θn = 0. If pn−1 + qn−1 = 0, (79) and (81) tell us Kn−1 = 1,
ℓn−1 = 0. Set i < n− 1 be the largest index such that ℓi 6= 0. There are three cases:
1. K = (. . . , 0, 0, . . . , 1, 0), p+ q = (. . . , ai−1,M, . . . , 0, 1).
2. K = (−1, 1, . . . ,−1, 1, 0, . . . , 1, 0), p+ q = (M, 0, . . . ,M, 0,M, . . . , 0, 1).
3. K = (. . . , 0,−1, 1, . . . ,−1, 1, 0, . . . , 1, 0), p+ q = (. . . , ar,M, 0, . . . ,M, 0,M, . . . , 0, 1).
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The discussion is similar as Kn = 1.
Now assume ℓn = 0, i be the largest index such that (Ki, ℓi) 6= (0, 0). Since
0 ≤ pi + qi, equation (79) shows Ki ≤ ℓi. Then (81) shows that (Ki−1, Ki) cannot
be (−2, 3), (−1, 2), or (−1, 1). Six cases remain, and the reconstruction strategy is
smilar as Kn = 1 case. We leave it to the readers as an exercise (see Proposition
6.18 [11]).
We immediately obtain a corollary.
Corollary 5.4. We can reconstruct correlators in (68) from correlators of the form
X = 〈θn, . . . , θn︸ ︷︷ ︸
ℓn copies
, α, β〉. (84)
Furthermore, we have
Lemma 5.5. We can reconstruct correlators in (84) from correlators of the form
X = 〈θn, θn, α, β〉. (85)
Proof. Now we focus on correlator X in (84). From (82), since ℓn ≥ 2, we find
Kn ≥ an − 2
an
.
Thus Kn ≥ 0 and equality is possible only if an = 2.
If Kn = 0 and an = 2, then (82) shows that ℓn ≤ 2.
If Kn 6= 0, then Kn = 1 by Lemma 5.2. Then (82) shows ℓn ≤ 2an/(an − 1), so
ℓN = 2 , or ℓn = an = 3, or an = 2 and ℓn = 3 or 4. We will show that in each case
where ℓn > 2, the correlator does not satisfy (69), a contradiction.
If ℓn = an = 3, then pn + qn = 3an − 5 = 2an − 2. Either (Kn−1, ℓn−1) is (0, 0)
or it is (1, 0); in each case, pn−1 + qn−1 ≥ 1. Without loss of generality pn−1 ≥ 1, so
that α has a factor of θn−1θ
an−1
n , violating (69).
Similarly, if an = 2 and ℓn = 3 or 4, we can check all possibilities for K and ℓ
and show that p+ q violates (69).
Finally, we only need to show
Lemma 5.6. We can reconstruct correlators in (85) from correlators of the form
X = 〈θn, θn, θn−1θan−2n , θJ−1〉 (86)
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Proof. Let X be a correlator in (85) We know ℓ = (0, . . . , 0, 2). By (79)-(83), if
M = 2a− 2, we have three possibilities for K:
1. K = (0, . . . , 0, 0, 1), p+ q = (a1 − 1, . . . , an−2 − 1, an−1, 2an − 4).
2. K = (−1, 1, . . . ,−1, 1, 1), p+ q = (M, 0, . . . ,M, 0, 2an − 4).
3. K = (0, . . . , 0, 0,−1, 1, . . . ,−1, 1, 1), p+ q = (a1−1, . . . , ar−1−1, ar,M, 0, . . . ,M,
0, 2an − 4).
In all cases, if X 6= 0, we must have
X = 〈θn, θn, θp11 . . . θpn−1n−1 θan−2n , θq11 . . . θqn−1n−1 θan−2n 〉 (87)
where pi + qi = ai − 1 for i ≤ n− 2 and pn−1 + qn−1 = an−1.
In the first case, both pn−1 and qn−1 are at least 1. If pn = an− 1, then X = 0 by
(61), since it has a factor of θn−1θ
an−1
n . This shows that pn = qn = an − 2 and (87)
follows.
In the second case, α = θa1−11 θ
a3−1
3 . . . θ
an−2−1
n−2 θ
pn
n . The relations (62) show
α ∝ θa2−12 θa4−14 . . . θan−1n−1 θpnn .
If pn = an−1, we have a factor of α equal to θn−1θan−1n , and α = 0 by (61). Otherwise,
pn = qn = an − 2 and (87) follows.
In the last case, α has a factor equal to θprr θ
ar+1−1
r+1 . . . θ
an−2−1
n−2 θ
pn
n . As before we
use the relations (62) to rewrite it as θpr−1r θ
ar+2−1
r+2 . . . θ
an−1
n−1 θ
pn
n . As before, if X 6= 0,
then (87) follows.
Finally, we apply (67) to X in (87) with γ = θn, ǫ = θn−1θ
an−2
n , φ = θ
p1
1 . . . θ
pn−1−1
n−1 ,
and δ = θq11 . . . θ
qn−1
n−1 θ
an−2
n . Then ǫγ and γδ have a factor of θn−1θ
an−1
n , and hence
both are 0 by (61). The remaining term containing δφ is exactly Fn.
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