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Fluid-structure interaction modelling of a
patient-specific arteriovenous access fistula
Winston Guess
University of Cape Town
Abstract
This research forms part of an interdisciplinary project that aims to improve the de-
tailed understanding of the haemodynamics and vascular mechanics in arteriovenous
shunts that are required for haemodialysis treatments. A combination of new PC-
MRA imaging and computational modelling of in vivo blood flow aims to determine
the haemodynamic conditions that may lead to the high failure rate of vascular access in
these circumstances. This thesis focuses on developing a patient-specific fluid-structure
interaction (FSI) model of a PC-MRA imaged arteriovenous fistula.
The numerical FSI model is developed and simulated within the commercial mul-
tiphysics simulation package ANSYS® Academic Research, Release 16. The blood
flow is modelled as a Newtonian fluid with the finite-volume method solver ANSYS®
Fluent®. A pulsatile mass-flow boundary condition is applied at the artery inlet and
a three-element Windkessel model at the artery and vein outlets. ANSYS® Mechan-
ical™, a finite element method solver, is used to model the nonlinear behaviour of
the vessel walls. The artery and vein walls are assumed to follow a third-order Yeoh
model, and are differentiated by thickness and by material strength characteristics. The
staggered FSI model is configured and executed in ANSYS® Workbench™, forming a
semi-implicit coupling of the blood flow and vessel wall models.
This work shows the effectiveness of combining a number of stabilisation techniques
to simultaneously overcome the added-mass effect and optimise the efficiency of the
overall model. The PC-MRA data, fluid model, and FSI model show almost identical
flow features in the fistula; this applies in particular to a flow recirculation region in
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Haemodialysis is the primary form of renal replacement therapy (RRT) that saves and
extends the lives millions of patients worldwide [1–3]. The morbidity, mortality rate
and quality of life of these patients are however severely affected in a large part by the
consequent complications and interventions associated with vascular access, a surgically
created access point to the bloodstream [4–6]. These complications and interventions
are a large contributor to the high cost of caring for dialysis patients and make it more
difficult to implement dialysis in developing countries where it is most needed [7, 8].
If the frequency of complications to vascular access could be reduced, it is likely that
more patients could afford and gain access to haemodialysis.
Renal replacement therapy is required when a patient has end stage renal disease
(ESRD), the prognosis of permanent renal failure. A global market survey by Fresenius
Medical Care estimated that by the end of 2013 there were more than 3 million ESRD
patients worldwide [3]. With the growth rate of the renal replacement population far
exceeding the world population growth rate, this number is expected to rise to 5 million
by the year 2030 [2, 3]. Estimates show however that the number of patients currently
needing RRT worldwide is already between 4.9 and 9.7 million [2]. This is in large
part because more than a hundred countries are completely unable to afford RRT,
resulting in the death of over a 1 million people every year. There is thus a great need
to increase access to dialysis and reduce the RRT gap in developing countries [8–10].
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Although the situation is less dire in developed countries, ESRD remains a major cost
for health-care systems and the substantial growth in the prevalent dialysis population
is expected to continue.
The treatment of choice for renal failure is the kidney transplant, giving patients a
much better quality of life than those on dialysis. Few patients are however able to
receive a donor kidney, and for the few who do have access to transplantation, waiting
lists are long. Peritoneal dialysis uses the lining of the abdominal cavity and a dialysis
solution to remove waste and extra fluid from the body. Haemodialysis meanwhile
is used by more than 70% of the ESRD population, a proportion that is expected to
increase as the use of peritoneal dialysis continues to decrease in developed countries
[3, 11, 12]. In haemodialysis treatment, waste products and unwanted extra fluid are
removed from the bloodstream. Blood is pumped along an extracorporeal circuit and
through a dialyzer, a filter that acts as an artificial kidney, before being returned to the
bloodstream. Patients are typically required to be connected to the dialysis machine
for four hours, three times a week.
To ensure the efficiency of haemodialysis blood flow rates are required to be high and
at the very least 100ml/min more than the dialysis flow rate [13]. Countries vary in
regard to the dialysis flow rate regulation, in the United States and Europe this is
400 to 500 ml/min while in Japan this is much lower, at 200 to 250 ml/min [14]. To
generate these flow rates and provide an access point where the blood can be extracted
and reintegrated into the bloodstream, placement of vascular access is a requirement.
The three most common forms of vascular access are the arteriovenous (AV) fis-
tula, the AV graft, and the central venous catheter, or simply the fistula, graft and
catheter respectively. Fistulas and grafts are surgically placed arteriovenous shunts
(see Figure 1.1) that require a waiting period after surgery before they are ready for
cannulation. Catheters allow for immediate access and can be placed in temporary or
permanent forms into any one of the larger veins across the body.
The abnormally high and pulsatile flow rates generated in the vein by AV access are
the major reason for the high rate of complications and failure. The flow rates caused by
shunting can be upwards of 1000 ml/min which affect patency very negatively [17, 18].
Compared with AV access, catheters are associated with a higher rate of complications
and greater levels of risk and mortality rates [19]. The complications associated with
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(a) Arteriovenous fistula (b) Arteriovenous graft
Figure 1.1: Illustrations arteriovenous shunts with cannula placement for haemodialy-
sis: (a) of a lower arm arteriovenous fistula and (b) an upper arm arteriovenous graft
(source: [15] and [16])
catheters include mechanical complications, infections and thrombotic episodes [20].
Prior studies have also shown that patients treated with catheters have inferior blood
flow rates, more frequent hospitalisations and infections, higher related medical costs,
as well as a lowered perception of their own health status [7]. Studies such as these
have continually found that the overall performance of the AV approach is superior to
the catheter approach and the latter has hence been discouraged, except in circum-
stances of need [21–24]. The National Kidney Foundation K-DOQI Practice Guidelines
recommends that catheters be used in less than 10% of the dialysis patients because
of their high complication rate [5].
Given their problems, catheter usage has reduced recently but remains prevalent with
20% of patients estimated to be dialysing by this method in 2011 [1, 24]. This is
often as a result of ESRD being diagnosed at a late stage and immediate access with a
3
(a) Early-stage (b) Mid-stage (c) Late-stage
Figure 1.2: A depiction of the progression of stenosis by neointimal hyperplasia in the
vein near the anastomosis (source: [28])
catheter is needed while waiting for a fistula or graft to mature. Catheters also remain
an important access method in cases where AV access is highly likely to fail, has failed
to mature, or has failed irreversibly after successful maturation [25, 26].
The form of AV access implemented is dependent on the vasculature, the age and
health of the patient, and the preferences of the surgeon, among other things. Grafts
are created by shunting an artery and vein with a length of prosthetic graft allowing
for access in many positions across the body. Grafts require only 2-3 weeks of healing
after surgery before being ready for cannulation, while for certain newer graft materials
this may only take a matter of hours [1, 27]. A fistula is formed by suturing a vein
directly to an artery in the upper arm or forearm, and takes between 3 to 6 months
for the anastomosis, the surgical connection between the two structures, and the vein
to mature for cannulation. Only three types of AVF can be formed, the radiocephalic,
brachiocephalic and brachiobasilic fistula. The brachibasilic fistula, formed by the
brachial artery and basilic vein, is one used less often as it is very difficult to cannulate
[4].
With their versatility and short maturation times, grafts became the popular choice
of AV access in the 1990s, when they constituted 70% of the total permanent access in
the United States [29]. Numerous studies subsequently found that fistulas have overall
the best long term patency rates, the lowest required intervention rate and are thus
linked with the lowest costs to patients and the fewest number of deaths [7, 24, 30, 31].
As such the fistula has since been considered the first choice of access and in 2011 was
found to be used in 60% of the dialysis population [5, 21, 29, 32, 33].
In situations where patients’ veins and arteries are not suitable for fistula access or
they cannot wait the long maturation period, a graft may be the best choice. Fistulas
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Figure 1.3: Depiction of fistula salvage by angioplasty and stent placement (source:
[51])
have a higher likelihood of maturation failure, especially in older patients and those
with diabetes [4]. Once matured however, the patency rates of fistulas increase drasti-
cally and are also more likely to remain patent for longer than other access methods,
in some cases they can last for over ten years [34]. The average life of a graft is 2-3
years, while catheters on average have a short life span of only 12 months [5].
The vein walls in AV access experience abnormally high blood flow rates, pressures
and shear stresses due to shunting and need to adapt successfully to remain patent.
The increased flow and shear stresses lead to outward wall remodelling, described by
Poiseuille’s law, while the increases in pressure and hence tensile stress lead to wall
thickening. Maturation failure, from early neointimal hyperplasia and insufficient or
excessive vein adaptation, is the most common fistula dysfunction [35]. Numerous
studies have also found that neointimal hyperplasia is responsible for the progression
of venous outflow stenosis and eventual thrombosis and is the leading cause of ac-
cess failure especially in grafts [29, 35–50]. The progression of neointimal hyperplasia
stenosis is depicted in Figure 1.2.
Thrombosis can potentially be prevented by correcting mild outflow stenosis by an-
gioplasty, illustrated in Figure 1.3, or surgical revision, returning venous blood flow
rates and pressures to those sufficient for haemodialysis. Thrombosis itself can also be
successfully treated with surgical embolectomy or thrombosis; however, the underlying
stenosis also needs to be corrected or rapid re-thrombosis will occur. These interven-
tions are however costly and only extend the life of the AV access and usually need to
be repeated with increasing frequency [4].
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Many approaches are being taken to better understand what haemodynamic factors
lead to the aggresive and high rate of neointimal hyperplasia development found in
haemodialysis patients. Although a number of in-vivo blood flow measuring tech-
niques are available, they do not have a resolution capable of accurately determining
the complex flow in access vessels. Recently much work has been done to numeri-
cally model the behaviour of blood flow in vascular access and other cardiovascular
vessels. Computational fluid dynamics (CFD) simulations of patient-specific fistula
have been able to approximate the haemodynamics at a high resolution and determine
with relatively high accuracy, quantities such as pressure and wall shear stress (WSS)
[34, 52–54]. These studies have also shown that abnormal flow recirculation and WSS
conditions exist in fistulas in regions that correlate with neointimal development.
CFD models however do not capture the deformation of the vessel wall, decreasing
the accuracy of the final results and possibly obscuring valuable flow information due
to the interaction with highly-deformable solid media such as vessel tissue. Numer-
ous numerical studies have incorporated vessel wall mechanics with FSI simulations to
simulate more accurately regions of the cardiovascular system [55–65]. More recently
a FSI study on a patient-specific fistula found that the effect of the wall compliance
on the haemodynamics was non-negligible [66]. Their results showed that the veloci-
ties and WSS were overestimated by CFD simulations when compared with the FSI
case. FSI models however take many times longer than CFD to simulate due to the
added complexity of the vessel wall mechanics and in a large part due to the inherent
instability in partitioned coupling techniques when dealing with these strongly-coupled
problems [66–68].
Phase-contrast magnetic resonance angiography (PC-MRA) has also been used in
cardiovascular time-dependent flow visualisation and quantification [70–73]. Velocity
encoding MRI techniques have shown promise in their ability to determine the velocity
distribution of the flow and hence approximate parameters such as WSS and pressure
changes and to locate regions of stenosis [74, 75]. An example of the comparison be-
tween WSS vectors generated by a CFD simulation and that of a PC-MRA acquisition
of blood flow through a carotid artery bifurcation is shown in Figure 1.4. Studies have
however determined these parameters from acquisitions of blood flow in the larger ar-
teries and veins where the resolution requirements are not as strict as they would be
for smaller vessels such as those used in AV access. Increased resolution requires one or
6
(a) CFD WSS vectors (b) PC-MRA WSS vectors
Figure 1.4: Comparison of the WSS vector distribution between a CFD simulation and
a PC-MRA acquisition of a carotid artery bifurcation (source: [69])
more of the following depending on the scale: stronger magnetic fields, stronger field
gradients and longer acquisition times. MRI has also been used to produce valuable
data for the boundary conditions required in numerical models and to compare the
accuracy of the modelled and measured data [54, 69, 76].
1.2 Aim and objectives
The objective of this thesis is the numerical investigation of the fluid dynamics and
structural deformation of a patient-specific arteriovenous fistula. Various numerical
methods and models are used to simulate aspects of the patient’s vascular access un-
der standard loading conditions. The blood flow through the anastomotic region is
simulated by the partitioned coupling of two numerical methods, the finite element
method (FEM) for the solid mechanics and the finite volume method (FVM) for the
fluid mechanics.
The numerical model is developed and simulated within ANSYS® Academic Research,
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Release 16, a commercial multiphysics simulation package. Specifically, we aim to use
ANSYS® Fluent® to model the blood flow and ANSYS® Mechanical™ to model the
vessel walls. These two codes are coupled through the ANSYS® Workbench™ System
Coupling component. The artery and vein are modelled as hyperelastic materials while
the blood is assumed to behave as a Newtonian fluid.
The PC-MRA technique is assessed in terms of providing data for numerical modelling
and determining the blood flow characteristics of the vascular access itself. We will
also attempt to determine the near-optimal modelling schemes and range of parameters
for stability and efficiency of the FSI model. The FSI and CFD models shall be
quantitatively compared to determine the relative accuracy and efficiency between the
two approaches.
Models such as the one developed in this work may provide valuable data for as-
sessment and optimisation of fistula and grafts for current and future haemodialysis
patients. Adjustments and improvements to these types of models may advance our un-
derstanding of the haemodynamics in vascular access and improve maturation patency,
long-term patency and interventional strategies.
1.3 Outline
The structure of the rest of this work is as follows. In Chapter 2 we present the the-
ory behind phase-contrast magnetic resonance angiography. The governing equations
for nonlinear solid and fluid media are then introduced in Chapter 3 along with the
constitutive relations for a hyperelastic material and a Newtonian fluid.
Chapter 4 is dedicated to the numerical methods used in our partitioned fluid-structure
interaction. The first part of this chapter summarises the finite element method for ma-
terials experiencing large strain. The incompressible nature of the material is handled
via an enhanced assumed strain field. We then introduce the finite volume method
and a number of the underlying schemes and algorithms used in the pressure-based
segregated solver. Chapter 4 concludes with a section on partitioned fluid-structure
interaction coupling. This section starts by describing the features of a semi-implicit
coupling algorithm and the modifications required to implement it in the finite volume
method. The section ends with an explanation of the inherent numerical instability
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present in staggered coupling in FSI.
In Chapter 5, we turn to the implementation, results and analysis. We start by
giving the details of the patient-specific acquisition and the data that was obtained.
The method by which the geometry and mesh of the fluid region was developed for
the patient-specific fistula is then described. We then detail the fluid model boundary
conditions and setup. A mesh convergence analysis is then performed and the behaviour
and results of the model are assessed. In the next section we do the same for the solid
model while also comparing the performance of a number of element types. We then
look at the fluid-structure interaction model in terms of its setup and give an analysis
of the stability and performance of the method. The remainder of the chapter describes
the results obtained and gives a comparative study against the fluid model.
The conclusions arising from this work and suggested areas for further research are





The patient-specific fistula flow data were acquired from a PC-MRA sequence and a
number of post-processing techniques to obtain a velocity field. In this chapter we
briefly look at the theory of MRI and PC-MRA and highlight the generic techniques,
sequences and post-processing requirements used in these methods. More details on
this subject matter may be found in [77] for example.
2.1 Magnetic resonance imaging
In conventional MRI, radio waves and field gradients are imposed on a magnetic field to
localise magnetic resonance in a body and produce a non-invasive picture of its internal
structure from the processed signal data. Advantage is taken of the large number of
protium atoms, the most common isotope of hydrogen, which have a considerable
angular magnetic moment and are abundant in the water and fat in living tissue. The
complex sequence of events can vary significantly between MRI techniques but is based
on the basic underlying sequence described below. We will describe the basic sequence
in terms a three-dimenstional Cartesian system with axes X, Y , and Z as the localising
field gradients are applied in these directions.
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2.1.1 Excitation
The MRI scanner produces a strong magnetic fieldB0, measured in teslas (T), along its
axis, the Z-axis shown in Figure 2.1(a). This produces a net equilibrium magnetisation
M 0, proportional with the strength of the magnetic field. This occurs as a portion
of the otherwise randomly spinning MR active nuclei in the magnetic field change the
direction of the spin such that they precess in alignment with the magnetic field as
shown in Figure 2.1(b). This occurs in accordance with the magnetic and angular
momentum of each proton which do not precess in phase with one another, ensuring
that the net magnetisation is fully longitudinal, i.e. MZ = M 0, so that no resultant
signal is generated by the mass of precessing protons. The proportion of aligned nuclei,
and their precessional frequency ω0 are proportional to the strength of the magnetic
field. The angular frequency of the precession is given by the Larmor equation
ω0 = λ|B0| (2.1)
where λ is the gyromagnetic ratio, a constant of proportionality for a specific nucleus.
Since the gyromatic ratio of protium (1H) is 42.576 MHz/T−1, radiofrequency (RF)
waves can be used to induce resonance, or excitation, in these protons within the
magnetic field. The excitation produces a short burst of electromagnetic energy and
results in energy absorption by the precessing protons and a gain in phase coherence.
The result of excitation is a net loss of longitudinal magnetisation and a net gain in
transverse magnetisation MXY as shown in Figure 2.1(c). The degree of transverse
magnetisation is dependent on both the amplitude and duration of the radio RF pulse.
An apodised sine 90° pulse at the Larmor frequency rotates the protons’ spins into the
transverse plane fully as shown in Figure 2.1(d).
On cessation of the RF pulse, the protons’ frequency coherence decay back to their
random state where longitudinal magnetisation regained, as indicated in Figure 2.1(c),
this is known as T1 relaxation. Phase coherence loss also occurs and is due to random
fluctuations in the local magnetic field and inhomogeneities throughout the magnetic
field, this decay is known as T2 relaxation. Each tissue type has its own set of T1 and
T2 relaxation times.
























Figure 2.1: Magnetic field and excitation effects: (a) magnetic field direction and
magnetisation (fully transverse), (b) proton spin precession and full transverse mag-
netisation, (c) excitation and decay of transverse magnetisation and proton spins, (d)








Figure 2.2: An RF pulse and a slice selection gradient along the Z-axis causes causes
net magnetisation of protons in the slice to “tip” fully in the transverse (XY) plane
induction decay (FID) signal. At this point however one cannot differentiate between
the signals and determine their location. A complex set of magnetic field adjustments
and RF pulses is needed to give the signal positional information.
2.1.2 Signal localisation
A slice selection, frequency encoding, and phase encoding gradient perpendicular to
one another are used to assign spatial localisation to the FID. An image in the XY
plane is produced by a slice selection gradient along the Z-axis and assigns location in
this direction. The frequency and phase encoding gradients can then be applied along
the X and Y, or Y and X directions respectively to assign location in the XY-plane.
Applying a magnetic field gradient along the Z-axis at the same time as the 90°
RF pulse induces resonance only in protons in a narrow region along the XY plane




Figure 2.3: Slice selection causes spins to precess in phase and at the same frequency
throughout the selected slice
(Gs) and is the first step in generating an image in the chosen plane. All atoms
within the slice resonate in phase and with the same frequency as shown in Figure 2.3.
The slice selection gradient is turned off as soon as the RF pulse is complete, so
that precessional frequency and phase alignment start to decay and net transverse
magnetisation decreases.
A phase encoding gradient (Gφ) is then applied perpendicular to the slice selection
gradient, in this example along the Y-axis. This magnetic gradient is applied for a short
duration directly after slice selection but right before data acquisition and encodes a
phase gradient to spins, proportional to the magnetic field, along the Y-axis localising
spins in this direction. The effect of the phase encoding gradient pulse is illustrated in
Figure 2.4.
A frequency-encoding gradient (Gf ) is applied directly after the phase encoding gradi-
ent pulse and for the duration of the data acquisition along the X-axis. This magnetic
gradient imparts a frequency gradient along the X-axis and localising the spins this
direction as depicted in Figure 2.5. With use of the Fourier transform, the frequency
gradient can be translated into differences in signal at each spatial location along the
X-axis.





Figure 2.4: A short phase encoding gradient along the Y-axis imparts a corresponding
a phase gradient to proton spins as they start to decay
number of RF excitations at varying phase-encoding gradient strengths. The number
of phase-encoding steps required determines the extent of the MR image along the
y-axis. This contributes to image acquisition time, along with the Time to Repetition
(TR), and the time between consecutive excitation pulses. The basic MRI sequence
for signal localisation is shown in Figure 2.6.
2.1.3 Gradient-recalled Echo
To generate a useful FID signal the proton spins need to be in phase at just the right
moment. Spatial gradients, however, cause phase shifts to accumulate over time. To
correct for this, reverse gradients are used to regain phase coherence. This generates
an echo, referred to as a gradient-recalled echo.
This is accomplished by applying a gradient with two lobes that have opposite polarity.
The first lobe of the gradient is the dephasing lobe. A second gradient is then applied
with opposite polarity and typically twice the duration, called a rephasing lobe. At the
midpoint of this rephasing lobe, the sampled protons are most in phase and an echo is
generated, referred to as a gradient-recalled echo (GRE).
The time to echo (TE) is the time between the excitation pulse and the measurement
of the signal. GRE acquisitions allow for decreased RF power deposition and shorter





Figure 2.5: Frequency encoding gradient along the X-axis imparts a corresponding a
frequency gradient to proton spins as they decay
PC-MRA technique which is described in Section 2.2.
2.1.4 Image contrast
The tissue relaxation times are used to determine the length between successive RF
pulses and subsequently create contrast between tissue types taking into account that
the image contrast is also dependant on the proton density of the tissue.
The tissues in the body have different timing constants which are determined by the
size and movement of the molecules in the tissue. These timing constants are used to
create contrast by controlling TR and TE of the pulse sequence. In MRA techniques
blood flow is used to create contrast by a number of different methods.
The signal from the FID is captured and stored for each of the phase encoding gra-
dient strengths. The signal data is processed by a Fourier transform in the frequency
encoding direction and then in the phase encoding direction to localise the signals and
extract an image. The images then usually need to be post-processed to smooth out
noise and fix a number of other artefacts.
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Figure 2.6: The basic MRI sequence for signal localisation (adapted from [78])
2.2 Phase-contrast magnetic resonance angiography
Phase contrast is an excellent method to noninvasively obtain flow information in
patients with cardiac shunts due to its adjustable sensitivity to various flow rates [79].
It is the most sensitive sequence for detecting slow-flowing blood, and is the only
MRA technique whereby velocity, flow, and pressure can be ascertained [80]. It is thus
sensitive to turbulent flow that can be associated with vascular stenoses and can be
used to identify thrombosis [81].
In phase-contrast MR angiography pairs of bipolar GREs are used to generate flow-
sensitive phase images. Protons are velocity encoded by the dephasing and the rephas-
ing lobes of the bipolar gradient which are identical in magnitude and time, but exactly
opposite in direction. The movement of a proton causes it to experience a different field
strength, and hence net phase change, from each lobe relative to stationary protons
[81].
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homogeneities [81]. To account for this a second reversed bipolar gradient equal in
magnitude is applied directly after the first (back-to-back bipolar gradients with re-
versed order). This subtracts the unwanted equal but opposite phase changes from
the magnetic field inhomogeneities and doubles the phase change from proton motion.





where vdir is the component of velocity perpendicular to the scanned plane and venc is
dependent on the magnitude and duration of the applied gradient. This is set to cali-
brate the phase change according to the expected measured velocities. Velocities above
venc wrap past 180 degrees resulting in aliasing, otherwise known as phase wrapping.
The need for an additional bipolar gradient means that acquisition times are at least
twice as long as other MRA techniques. Furthermore, proton movement is detected
only in one direction at a time. To obtain flow in two or three dimensions the sequence
needs to be repeated in each direction.
Since this MRA sequence is effectively a GRE sequence and all echoes contain both
magnitude and phase information, additional anatomic information can also be de-
termined from the FID. The gradient echo method is also used in data acquisition
acceleration for 2D slices and to image multiple 2D slices at the same time for 3D
acquisitions. A typical PC-MRA sequence is illustrated in Figure 2.7.
Cardiac gating is used to obtain dynamic information throughout the cardiac cycle.
Gating techniques are required to improve temporal resolution and minimize imaging
artefacts caused by cardiac motion. This is especially important since phase contrast
imaging is by its nature very sensitive to motion degradation. If the patient moves
during any of the acquisitions however, the sequence usually cannot be used.
Arterial blood flow is pulsatile with high peak flow rates so that the venc is usually
chosen to be greater than 1 m s−1 and can be as high as 3 or 4 m s−1 depending on
the vessel or on the degree of stenosis present [80]. The closer the venc value is to the
measured velocity, the more accurate the measurement giving PC-MRA adjustable ac-
curacy. This ability makes phase contrast angiography the most sensitive MR sequence
for the detection of slow-flowing blood.
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Figure 2.7: An example of a fast GRE pulse sequence with velocity encoding. The
dotted lines show the flow encoding gradients for the frequency encoding axis while the
arrows show the change in strength of the phase encoding gradient (adapted from [82]
and [83])
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To detect the full range of blood flow velocities spatially and temporally to a higher
degree of accuracy, the venc parameter can be set lower than the expected maximum
velocity also reducing the signal to noise ratio, a number of unwrapping algorithms
can then be used to fix the artefacts from aliasing. These methods may however fail
to unwrap the data adequately in cases where the spatial resolution or the venc are too





In continuum mechanics a macroscopic approach to material behaviour is taken, whereby
it is assumed that a body has a distribution of matter which is continuous in space and
time. Furthermore, properties of the body are assumed to vary smoothly as functions
of space and time. An abridged description of continuum mechanics is given as a basis
for the governing equations and constitutive models used in setting up the coupled
numerical model in the next chapter. For a more in-depth description the reader is
referred to [85].
3.1 Notation
In this text scalar quantities are denoted by lower-case Greek symbols, vectors and
second-order tensors by bold-face Roman letters, and fourth-order tensors by black-
board Roman letters:
0th-order ρ, ψ
1st- and 2nd-order F , u, b
4th-order I, c
The components of a tensor are defined with respect to a fixed orthonormal basis ei,
















Here and elsewhere an index following a comma denotes partial differentiation with
respect to that component.
The principal scalar invariants of A are given by










I3 (A) = det (A) , (3.5)
where det (A) denotes the determinant of A and tr (A) is defined by
tr (A) = Aii. (3.6)
3.2 Kinematics
The undeformed and deformed states of a body are respectively referred to as the
reference and spatial configurations. Both are described with respect to the same right
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handed coordinate axes with orthonormal basis vectors ei.
The body occupies a region B0 in R
3 in its initial configuration at time t0, and is
bounded by the surface ∂B0. At time t the body occupies the region B with boundary
∂B. The position vectorX of a material particle in B0 is mapped to its current position
x by the motion χ:
x = χ(X, t).
It is assumed that the motion is invertible, so that
X = χ−1(x, t). (3.7)
The displacement field is given by
U(X, t) = χ(X, t)−X. (3.8)
This is a vector field and is given as a function of the reference position and time. In
the spatial form the displacement vector is described by
u(x, t) = x− χ−1(x, t). (3.9)
Quantities with text in upper case Roman are reserved for reference configuration
quantities while Roman lower case are reserved for spatial configuration quantities in
this text. The position and displacement vectors are illustrated in Figure 3.1.
It is convenient to describe the material behaviour and perform calculations of large
strain solid models with respect to the reference configuration. This is called the
Lagrangian approach which is normally used in solid mechanics with the equations
used in the form where they are only functions of X and t. The Eulerian description is
preferred in fluid mechanics where the spatial formulation of the governing equations
are used such that they functions of x and t. The spatial and material formulations
of the governing equations are equivalent and can be mapped back and forth between
configurations.


















Figure 3.1: Position and displacement vectors for body in motion from reference con-
figuration to spatial configuration





The deformation gradient is derived from the material gradient of the spatial position
field x
F (X, t) =
∂χ
∂X
= Grad χ = Grad U + I. (3.11)
In index notation this is written as
FiJ = χi,J = Ui,J + δiJ . (3.12)
An important measure in kinematics is the Jacobian which relates an infinitesimal





= det(F ) (3.13)
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Deformations where J ≤ 0 produce zero or negative volumes of the body during the
motion. Only motions where J > 0 are therefore permitted, ensuring the impenetra-
bility of matter in the continuous sense.
The following symmetric strain measures are used in this work: The right Cauchy-
Green stretch tensor:
C(X, t) = F TF ; (3.14)
The left Cauchy-Green stretch tensor:
b(X, t) = F F T ; (3.15)




(C − I) ; (3.16)








The material time derivative is the rate of change with respect to time of a quantity











The material time derivative of a spatial tensor field Φ(x, t) is thus given by








where grad Φ(x, t) is the spatial gradient




or in index form,
(grad Φ (x, t))ijk = Φij,k. (3.21)
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Since a = v̇, the acceleration field can be determined from the velocity field without
knowing the motion explicitly. This is a crucial element of the Eulerian formulation
for fluids.
The velocity gradient and rate of deformation are given respectively by
l(x, t) = grad v, (3.22)







Cauchy’s stress theorem states that the traction vector t on an infinitesimal surface
element da with normal n at a point in or on body B is given by
t (x, t,n) = σ (x, t,n)n (3.24)
where σ is the Cauchy stress tensor. The first Piola-Kirchhoff stress tensor P which
relates the traction in the deformed configuration to the surface element dA with
normal N in the reference configuration is defined such that
σn da = P (X, t,N )N dA. (3.25)
Since the surface element in the spatial configuration is related to its counterpart in
the reference configuration by
n da = J F−T N dA, (3.26)
the first Piola-Kirchoff stress is related to the Cauchy stress by the identity
P = J σF−T . (3.27)
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The second Piola-Kirchhoff stress tensor S is defined by
S = F−1P . (3.28)
This is a very useful stress measure in solid mechanics since it is symmetric and
parametrised by material coordinates.
3.4 Conservation laws
3.4.1 Conservation of mass
Since mass can neither be created nor destroyed, the rate of change of mass of a material





ρ(x, t) dv = 0, (3.29)
where P is any part of the body. In the material description the material time derivative










ρJ dV = 0 (3.30)
from this the point-wise mass conservation equation is obtain in the form
ρ̇+ ρ div v = 0 (3.31)
For an incompressible material conservation of mass reduces to the incompressibility
condition
div v = 0. (3.32)
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3.4.2 Conservation of momentum
Balance of linear momentum states that the rate of change of linear momentum of any





















from which we obtain Cauchy’s first equation of motion
div σ + f = ρv̇. (3.35)
In the material configuration where the body force is given by B = Jf , the equation
of motion is given by
DivP +B = ρ0V̇ . (3.36)
Balance of angular momentum states that the rate of change of angular momentum is
equal to the total applied moment. This reduces to the symmetry condition
σ = σT . (3.37)
3.5 Constitutive relations
So far the governing equations have been developed independent of the material char-
acteristics. A constitutive relation (material model) is required to relate the stress
state of the body to its motion or state of strain. We are interested in hyperelastic
behaviour for solids and Newtonian behaviour for fluids.
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3.5.1 Hyperelasticity
A hyperelastic material has a strain energy function Ψ that is a function of deformation
only, so that
Ψ = Ψ(F ). (3.38)
From material frame indifference the strain energy function can also be given in terms
of the right Cauchy-Green or Green-Lagrange strain tensors: that is,
Ψ(F ) = Ψ(C) = Ψ(E). (3.39)
Furthermore, for an isotropic material the dependence is on the principal invariants of






For incompressible materials we have J = I3 = 1. To enforce this constraint on the
deformation, the strain-energy function may be modified by adding the constraint term











From the second law of thermodynamics a reversible isothermal process is found to
have zero internal dissipation such that
Ψ̇ = J σ : ḋ or Ψ̇ = P : Ḟ (3.42)
holds for every admissible process, where Jσ : ḋ = P : Ḟ is the stress power per unit
referential volume (see Section 3.2 for material time derivative definitions). From the
time differentiation of the strain energy function we get
∂Ψ(F )
∂F
: Ḟ = P : Ḟ . (3.43)
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and in terms of the Cauchy stress tensor
σ = σ′ − p I = J−1 ∂Ψ(F )
∂F
F T − p I. (3.45)
The Yeoh model [86] is an isotropic hyperelastic material model used for rubber-
like materials with typical stress stiffening effect in the large strain domain. The
incompressible material model has a strain energy that is a function of the first strain




ci (I1 − 3)i (3.46)
where ci are material constants such that 2c1 can be interpreted as the initial shear
modulus. This produces a convex strain-energy function that increases monotonically
with I1. The Yeoh model has the consistency condition 2c1 = G, where G is the shear
modulus. The original model proposed by Yeoh will be used with n = 3. The stress
relation for the incompressible Yeoh model is given by
σ = 2
[
c1 + 2c2 (I1 − 3) + 3c3 (I1 − 3)2
]
b− p I. (3.47)
3.5.2 Newtonian fluids
The Newtonian fluid model is a good approximation for many fluids and assumes that
the stress is proportional to the rate of deformation:
σ = 2µd+ λtr (d) I. (3.48)
Here µ is the coefficient of shear viscosity or dynamic viscosity. The second constant
of proportionality λ is termed the second viscosity which relates stress to volumetric
deformation. In the incompressible limit λ −→ ∞ and tr (d) = 0, to account for the
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unknown hydrostatic pressure λtr (d) is replaced so that the Cauchy stress is given by
σ = 2µd− pI (3.49)
where p is the static pressure, often referred to only as the pressure in fluid mechanics.
This is accompanied by equation (3.32).
3.6 Boundary conditions
3.6.1 Solid model
The Dirichlet boundary condition imposes displacements
u(x, t) = ū on ∂Bu (3.50)
and the Neumann boundary condition imposes tractions
σ(x, t) · n = t̄ on ∂Bt. (3.51)
A Robin boundary condition is a weighted combination of Dirichlet and Neumann
boundary conditions and acts to impede displacements and changes in displacement
of the boundary. The most basic form of Robin boundary condition essentially states
that the surface traction is proportional to the displacement on the boundary and is
given by
σ(x, t)n = −ku on ∂Br, (3.52)
where k is the spring constant or foundation stiffness. The boundaries ∂Bu, ∂Bt, and
∂Br form complementary parts of ∂B, that is
∂Bu ∪ ∂Bt ∪ ∂Br = ∂B, (3.53)
∂Bu ∩ ∂Bt = ∂Bu ∩ ∂Br = ∂Bt ∩ ∂Br = ∅. (3.54)
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3.6.2 Fluid model
The Dirichlet boundary condition enforces velocities on part of the control surface ∂Ω
v(x, t) = v̄ on ∂Ωv (3.55)
and the Neumann boundary condition imposes tractions
σ(x, t)n = t̄ on ∂Ωt (3.56)
where ∂Ωv and ∂Ωt are complementary parts of ∂Ω, that is
∂Ωv ∪ ∂Ωt = ∂Ω, (3.57)
∂Ωv ∩ ∂Ωt = ∅. (3.58)
3.7 Governing equations
3.7.1 Solid model
The set of governing equations for the solid body B is given by




F T − p I, (3.60)
J − 1 = 0, (3.61)
along with the boundary conditions as stated in Sec. 3.6.1.
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3.7.2 Fluid model
The set of governing equations for the fluid control volume Ω is given by
div σ + f = ρv̇, (3.62)
σ = 2µd− pI, (3.63)
div v = 0, (3.64)





In numerical modelling the governing equations of continuous media are discretised
and linearised to form a set of algebraic equations that may be solved approximately
using various algorithms and solution techniques. To simulate the FSI of a fistula, a
structural model of the artery and vein needs to be coupled with a fluid model of the
blood flow. In industry and research, the finite element method (FEM) is primarily used
for structural modelling while the finite volume method (FVM) is often preferred for
fluid modelling. Coupling these two methods is a frequent approach to FSI modelling
and the one used in this project.
The ANSYS Academic Research suite is used to simulate the entire FSI system.
The ANSYS® Workbench™ software’s Coupling System component is used to couple
ANSYS® Mechanical™ software, FEM code, with ANSYS® Fluent® software, the
FVM solver, in a semi-implicit staggered manner. This chapter includes an overview
of the FEM, the FVM, and the partitioned FSI approach used in this project.
4.1 The finite element method
The finite element method was originally used in modelling structural behaviour, but
finite elements are now also used to analyse problems of heat transfer, fluid flow, and
magnetic fields, to name a few [87]. The FEM, in general, models a body or region
as an assembly of small elements where the approximate solution is a polynomial on
elements and piecewise-continuous across elements.
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This section gives a brief description of the finite element method. More details may
be found for example in [88]. For a description of the approach used in this project
please refer to the Mechanical APDL Guide and the ANSYS Mechanical User’s Guide
[89, 90].
4.1.1 The weak form
The weak form of the equation of motion is required in order to construct the finite
element formulation. This is derived by multiplying the equation of motion by a
test function δv and then integrating over the body. The test function satisfies the
homogeneous essential boundary condition. In the absence of body forces this gives∫
B
(div σ(u, p)− ρ ü) · δv dv = 0. (4.1)
By applying Green’s theorem we get∫
B
ρ ü δv dv +
∫
B






· δv da = 0. (4.2)
Setting σ = σ′ − p I as in equation (3.45) and simplifying gives∫
B
(





t̄ · δv da = 0, (4.3)
where δd is the variational rate of deformation. The weak form of the incompressibility






δp dv = 0. (4.4)
4.1.2 Linearisation
The set of equations are nonlinear in u and so need to be linearised so that they can
then to be solved with an iterative path-finding technique such as the Newton-Raphson
method. Taylor expansion of a function of two variables R(u, p), neglecting terms of
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higher order than linear, gives
Rk+1(u, p) = Rk(u, p)− ∂R
∂u
∣∣∣∣k∆u+ ∂R∂p
∣∣∣∣k∆p = 0. (4.5)
Linearisation of equation (4.3) gives∫
B
(
















t̄ · δv da, (4.6)
where c is the elasticity tensor in the spacial description. The linearisation of the
incompressible constraint equation in the direction of increment ∆p gives∫
Ω








The domain B is subdivided into a set of nel elements E1, E2, · · · , Enel that approxi-
mates the domain such that E1 ∪ E2 ∪ · · · ∪ EN ≈ B and Ei ∩ Ej = ∅ for i 6= j. An
approximate solution uh is chosen from the set of admissible finite element trial solu-
tions. These functions must satisfy at least C0 continuity and the essential boundary
condition u = u on ∂Bu. This is stated formally as u
h(X, t) ∈ Sh where
Sh = {u | u ∈ C0(X), u = u on ∂Bu}. (4.8)





where Na(X) are the chosen shape functions and ua the nodal (displacement) degrees
of freedom and n the number of nodes.
In the Galerkin finite element method the test functions δvh are chosen from the same
space as the trial functions with the additional restriction that these functions are zero
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at points on the boundary where essential boundary conditions are applied. Stated
formally, δvh(X) ∈ St where
St = {δv | δv ∈ C0(X), δv = 0 on ∂Bu}. (4.10)






Tensors can then be written in vector form to assist in calculation. The stress vector
σ is defined as
σ = [σ11, σ22, σ33, σ23, σ13, σ12]
T . (4.12)
Similarly the rate of deformation tensor can be re-written as
d = [d11, d22, d33, 2d23, 2d13, 2d12]
T . (4.13)
This choice of d ensures that internal energy is calculated correctly as in∫
B




In vector notation equation (4.9) may be written as
uh = N u (4.15)
where N and u are the shape function matrix and nodal displacement vector respec-
tively. The quantities x, v, a, X,and δv are then approximated by the same shape
functions along with their respective nodal vectors.













u = Lu, (4.16)
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Figure 4.1: Mapping between elements in the reference and spacial configurations and
the parent element configuration
with the quantities δu, ∆u approximated in the same way. The pressure is interpolated




Ña pa = Ñ p, (4.17)
where np is the number of pressure degrees of freedom.
Parent element shape functions and mapping
The element shape functions are defined with respect to a parent element in a coordi-
nate system with directions ξ1, ξ2, and ξ3. Functions and their derivatives can then be
mapped to the reference or current configurations as illustrated in Figure 4.1.
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Shape function derivatives with respect to X are required for the deformation gradient











Enhanced assumed strain method
So far we have described only the formulation of the mixed displacement-pressure
method for incompressible problems. However, in bending dominated problems volu-
metric locking may still occur. Locking, in general, can be prevented by employing the
enhanced strain formulation where a number of internal degrees of freedom are intro-
duced at the element level and condensed out. We follow the treatment by Nagtegaal
& Fox [91] which is based on the work of Simo & Armero [92] and Simo, Armero &
Taylor [93]. The deformation gradient approximation is adjusted by the addition of an
independent field so that the total deformation gradient is given by
F h = Grad ϕh + F̃
h
, (4.20)
where Grad ϕh is the compatible displacement-based part and F̃
h
is the enhanced field
which satisfy ∫
Be0
P h : F̃
h
dV = 0 (4.21)
for all F̃
h
, where Be0 is the reference element volume and P
h is the approximation
to the Piola-Kirchhoff stress. The incremental enhanced deformation gradient field

























while j(0) and J(0) are the evaluations at the centre of the isoparametric coordinate
system. The vectors ξi are those in each of the principal directions of the parent
element.
The Almansi strain is obtained directly from the deformation gradient using




























= Bu u, (4.25)







Mα = Bαα, (4.26)
where M denotes the interpolation matrix defined in [94]. The quantities d, δd, and
∆ε are approximated in the same way.













f̂(X) J dV0 =
∫
Ωξ
f̃(ξ) Jξ dVξ (4.28)
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w(i) w(j) w(k) f(ξ(ijk))
(4.30)
where ngp is the number of Gauss points chosen; ξ(ijk) is the position of the particular
Gauss point and; w(i), w(j), and w(k) are the weights associated with the Gauss point.
The finite element matrices
Applying the approximations to equation (4.6) and (4.7) and dropping the arbitrary


































BTu DBu dv + I Lτ L
T dv (4.33)
where the matrices D and τ correspond to the terms c and σ in equation (4.6). The
matrices Kup, Kuα, and Kαu are derived similarly from the current volume integrals
of LT Ñ , BTu DBα, and B
T
αDBα respectively with Kuα = K
T












LT p dv (4.34)
and Rα is derived similarly from B
T




NT t̄ da. (4.35)
Applying the finite element approximations to the linearised constraint equation (4.7)
we get
Rp = Ñ (J − 1). (4.36)





















where Keff = Kuu −KuαK−1ααKαu and Reff = Ru −KuαK−1ααRα.
Time discretisation
So far we have not dealt with the acceleration term ü. For an implicit time integration
scheme the equilibrium equation at time t+ ∆t is solved to obtain a solution for time
t+∆t. For implicit time integration and a full Newton-Raphson scheme equation (4.38)











where k is the current Newton iteration and k− 1 the previous Newton iteration. The
implicit time stepping scheme then updates the displacement vector according to
ut+∆tk = u
t+∆t
k−1 + ∆uk−1. (4.40)
The Newmark method [95] uses finite difference expansions of ∆t and for the trape-
zoidal rule assumes that the displacement vector and velocity vector at time t+ ∆t are
respectively given by























u̇t − üt. (4.42)
Substituting equation (4.40) into (4.42) and applying the result to the equilibrium























4.1.4 The Newton-Raphson solution procedure
To find the current position x at each time-step an iterative procedure is followed where
ut+∆t is obtained by repeatedly solving for ∆uk by equation (4.43) and updating u
t+∆t
k
according to equation (4.40) until certain convergence criteria are met . This is the
Newton-Raphson procedure, which is summarised below:
1. Initialise for tn
(a) If tn = 0: F = I, x0 = X0, R = 0, un = vn = 0
(b) If tn 6= 0: Xn = xn, R = 0
2. find ∆F n
3. set F n = F n + ∆F n
4. set R = R−∆F n
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(a) find K
(b) solve K∆u = −∆R
(c) set x = x+ ∆u
(d) update R
(e) do (i)-(iv) while ‖R‖/||F n|| > tol
5. loop over (2)-(4) for all load increments ∆F n
6. find ut+∆t
7. set n = n+ 1, tn = tn + ∆t
8. set ∆F n
9. loop over (1)-(8) for all time steps ∆t
The direct sparse matrix solver
The system of simultaneous linear equations can be solved by a direct elimination
process or an iterative method. The method used in this project is the direct method
by an elimination approach which solves the unknown vector in equation (4.43),
Kx = F (4.44)
The direct solver uses triangular decomposition with forward and backward substitu-
tion to solve for ∆x. A direct sparse solving algorithm can optimise the solution pro-
cedure as the matrices generated by the finite element procedure are normally sparse.
The sparse matrix solver is designed to consider only the non-zero entries in K and
can thus be further optimised by reordering the K matrix and respective ∆x and F
vectors. This reordering minimises the number of non-zero entries that appear in the
lower triangular matrix from Cholesky decomposition. The decomposition takes the
form
LU x = F (4.45)
where L and U are the lower and upper triangular matrices respectively.
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4.2 The finite volume method
The finite volume method (FVM) is a numerical method with a formulation that lends
itself well to computational fluid dynamics (CFD). The FVM has a long history in
CFD, leading to it generally being the preferred method in fluid flow modelling. Many
improvements to algorithms, new acceleration techniques and understanding of numer-
ical behaviour in the FVM have led to robust and efficient CFD codes.
The finite volume method takes the conservative form of the transport equations,
which are discretised over a region of control volumes to form a set of coupled equations.
The coupled equations may be solved by a number of methods.
This section aims to introduce FV CFD modelling specifically related to the imple-
mentation used in this project. The various discretisation techniques and the PISO
pressure-velocity coupling algorithm used are described. For more detailed descriptions
and derivations the reader is referred to [96]. For a description of the approach used
in this project please refer to the Fluent Theory Guide and the Fluent User’s Guide
[97, 98].
4.2.1 Divergence form of the momentum equation




(ρv) + div (ρv · v), (4.46)
and introduced into the momentum equation for a Newtonian fluid yields the divergence
form of the momentum equation
∂
∂t













Figure 4.2: A fluid body moving through a fixed control volume.
4.2.2 Control volume integration








div (ρv · v) dv =
∫
Ωa
div (2µd) dv −
∫
Ωa
div (pI) dv. (4.48)














where ∂Ωa is the boundary of the control volume.
The split momentum equations







ρ φ(v · n) da =
∫
∂Ωa
µ grad · φn da−
∫
∂Ωa
pn · eφ da (4.50)
where φ is equal to u, v or w, the velocity components in the x, y and z directions. In






















pn · eφ da dt. (4.51)
The continuity equation
In the FVM an alternate expression of the continuity equation is used, that is,
∂ρ
∂t
+ div (ρv) = 0. (4.52)
The density of an incompressible fluid remains constant so that the first term in the
equation 4.52 so that we are left with
div (ρv) = 0. (4.53)
Integrating this over an arbitrary control volume and applying Gauss’ theorem gives
the following constraint on the mass flux through the boundary of the control volume:∫
∂Ωa
ρv · n ds = 0. (4.54)
4.2.3 Discretisation schemes
The next step in developing the FVM is to discretise the integrated transport equations
so that they apply to discrete solution storage points of the control volumes. In the
FVM three-dimensional control volumes are made up of discrete planar faces that
enclose a polygon: these are referred to as cells. ANSYS Fluent uses a cell-centred
approach where the velocities and pressures are stored at the cell centres and face
values are determined by interpolation of the stored values to the face centres.






(ρφfvf ·Af ) =
∑
f
(µf∇φf ·Af ) +
∑
f










Figure 4.3: Illustration of the variables used in spatial and pressure discretisation
between neighbouring cells
with the following discretisation schemes showing how the face values and gradients
are obtained.
Second-order upwind spatial discretisation
In fluid flow φ is diffused and convected through the faces of each control volume. For
various discretisation schemes φ is therefore required at each face of the cells. This
quantity φf needs to be interpolated from φ at each of the neighbouring cells sharing
that face.
A two-dimensional representation of two adjacent cells, used in the spatial and pres-
sure discretisation, is shown in Figure 4.3. We denote Cp the discretised cell and by
Cnb the neighbouring cell that shares face f where φf is required. The quantities rf
and rfnb are the vectors from the cell centres of Cp and Cnb to the centre of their
shared face respectively. The quantity Af is the area vector (includes the normal and
magnitude of the face area) of the shared face for the discretised cell.
An upwinding scheme is preferred in CFD , whereby φf is approximated by φ at the
upstream control volume. By taking the flow direction into account in this way faster











Figure 4.4: Discretisation variables used in calculating gradients illustrated on an un-
structured grid
order upwinding scheme is computed using the expression
φf = φup + grad φup · rf , (4.56)
where φup is the cell-centred φ upstream cell.
Least squares gradient reconstruction
Gradients of variables are required in the various schemes such as in second-order
upwind discretisation. A number of methods for calculating gradients on structured or
unstructured grids are used in the FVM. A popular method, due to its robustness and
efficiency, is the least-squares gradient method. It gives good accuracy even on skewed
and distorted meshes while remaining computationally efficient.
For a two-dimensional grid, as shown in Figure 4.4, a first-order Taylor expansion
about φp gives









































This results in an overdetermined system of linear equations, in the form AX = B,
where X is obtained by the least-squares method. This method is easily adapted to
the three-dimensional case.
Pressure discretisation and the co-located scheme
The coupling between velocity and pressure in an incompressible fluid can lead to
an oscillatory pressure field that satisfies the momentum equation and yields a good
approximation to the velocity field but is otherwise non-physical. It is convenient to
use a co-located grid scheme, where the pressure and velocity are both stored at the
cell centres, along with Rhie-Chow [99] interpolation of the pressure to overcome this
numerical error.














∇pp · rf p +∇pnb · rfnb
))
Af · ei (4.59)
where ∇pp and ∇pnb are determined from the least squares gradient reconstruction
method.
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Second-order implicit time discretisation and integration
Discretisation of the partial differential equations in time involves the integration of





3φt+∆t − 4φt + φt−∆t
2∆t
. (4.60)
4.2.4 Discretisation of the transport equations
The discretised form of the continuity equation takes the form
∑
f
JfAf = 0 (4.61)
where Jf is the mass flux through face Af . Rhie-Chow interpolation of the pressure










pc1 + (∆p)c1 · rc1
)]
. (4.62)
Applying the discretisation schemes to equation (4.55) yields a set of linearised mo-







pfAf · eφ + b, (4.63)
where ap and anb are the linearised coefficients of φp and φnb respectively.
4.2.5 Pressure-velocity coupling and solving algorithms
Since the momentum and continuity equations are coupled through the velocity terms,
and the convective term in each of the momentum equations introduces a non-linearity,
an iterative solution strategy is used in pressure-based solvers to converge to the true
solution. A segregated approach is often used in CFD where the coupled equations are
corrected one after another giving a robust and efficient method.
The SIMPLE segregated algorithm of Patankar and Spalding (1972) or one of its deriva-
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tives can be used to progressively update the velocity and pressure fields. The PISO
algorithm, a revision of the SIMPLE algorithm, that is more efficient in solving tran-
sient flow problems was used in this project. These segregated approaches are discussed
in this section.
The SIMPLE algorithm
The SIMPLE (Semi-Implicit Method for Pressure Linked Equations) iteration process
begins with a ’guessed’ pressure and velocity field where p∗, u0,v0 and w0 are initialised
for each solution point of the domain. The first step is then to solve the discretised
momentum equations sequentially to obtain an intermediate velocity field of u∗,v∗ and

















where αu is the velocity relaxation variable with αu < 1. The resulting face flux from
the intermediate velocity field will not satisfy the discrete continuity equation, therefore








A discrete pressure correction equation is then obtained by substituting the flux cor-











Once the pressure correction equation is solved the cell pressure is updated by an
under-relaxed pressure correction equation, given by
p∗∗ = p∗ + αpp
′, (4.67)
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where αp is the pressure relaxation variable. The pressure correction equation is prone












The velocities then also need to be corrected according to
φ = φ∗ + φ′, (4.69)
where u is the ‘true’ velocity field while u′ is velocity correction field which when













Substitution of equation (4.69) into (4.70) gives the ’true’ velocity field. However,
in the SIMPLE algorithm the terms involving neighbouring velocity corrections are









the corrected pressure p∗∗ and velocity component solutions φ∗∗p are checked for con-
vergence at the end of the SIMPLE iteration (see Section 4.2.5). If the solution is not
converged p∗ and φ∗p are set to equal to p
∗∗ and φ∗∗p and the simple iteration is started
again.
PISO algorithm modification
In the PISO algorithm a second pressure and velocity correction step is added to the
end of the SIMPLE algorithm, before convergence is checked, so that the continuity
and momentum equations are more closely satisfied at the end of each iteration. A










J∗∗f Af . (4.72)
56
where J∗∗f is the updated face flux after the initial pressure and velocity corrections.
The pressures are then corrected a second time by
p∗∗∗ = p∗∗ + αpp
′′, (4.73)



















The PISO iteration ends exactly as the SIMPLE iteration does but instead does so with
regards to p∗∗∗ and φ∗∗∗p . The SIMPLE and PISO algorithms are outlined in Figure 4.5.
Boundary condition implementation and algorithms
Boundary conditions are implemented by constructing additional nodes surrounding
the ‘physical’ boundary so that cell centres are fixed along the boundaries, and by
introducing very large source terms to those cells. To set φp to the fixed value φfix the
discretised momentum equation for that cell is modified according to
ap = ap + cL, and b = b+ cLφfix. (4.75)
The large value of cL chosen for applying the boundary sources is arbitrary in magnitude
as long as it is very large relative to all of the coefficients of the discretised equations.
To apply a pressure boundary condition the pressure correction equation is modified
for the boundary cells according to
b′ = b′ + cL. (4.76)
Point-iterative solution method
The system of equations resulting from realistic CFD problems are usually very large
with sparse coefficient matrices. These systems are generally found to be solved more
economically by iterative methods with preconditioning. A further advantage to itera-
tive techniques in large scale CFD problems is that they also require less core memory.
57
Solve discretized momentum 
equations (2.64)
Solve pressure correction 
equation (2.66)
Correct pressures and velocities
(2.67) and (2.71)
Solve second pressure correction 
equation (2.72)










Figure 4.5: The SIMPLE and PISO algorithms
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The linear systems are solved using a point implicit Gauss-Seidel equation solver in
























with an over relaxation factor α in the range of 1.06 to 1.08.
Residuals and convergence
Convergence of the solution is based on the scaled residuals to the momentum and






nb anbφnb + b− ap φp |∑
cells p | ap φp |
(4.78)
when the momentum and continuity residuals fall below their tolerances the PISO
algorithm loop ends.
4.3 Partitioned fluid-structure interaction modelling
Coupling a fluid model with a solid model is necessary when the interaction between
the fluid and solid is significant. Since the mechanics of the fluid and solid differ they
cannot be modelled together as a continuous whole. A monolithic approach can be
taken where the coupling forms a single set of equations so that the FSI is solved in a
single system. However, a partitioned (staggered) approach is the preferred method in
FSI modelling where the fluid and solid are solved as two separate systems sequentially.
A number of staggered coupling methods exist. For strongly coupled FSI problems im-
plicit coupling is necessary to mitigate the numerical instability inherent in partitioned
FSI schemes known as the artificial added mass effect. To overcome this instability
for the strongest coupled problems, certain relaxation techniques may also need to be
included in implicit coupling. The monolithic coupling approach does not suffer from
the added mass effect, however it is affected by a number of its own numerical issues.
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This section gives a brief description of partitioned FSI modelling. More details on
the FSI may be found for example in [100]. For a more detailed description of the
approach used in this project please refer to the ANSYS Fluent User’s Guide and the
ANSYS System Coupling User’s Guide [97, 101].
4.3.1 The semi-implicit staggered algorithm
The implicit staggered solution method may be started by solving either the fluid or
solid model first. In the case where the forces on the solid are completely dependent
on the fluid solution, the fluid is solved first. The fluid and solid are solved once each
coupling step where the boundary solutions are transferred to the opposite solver once
each solve is completed. The fluid and solid models are solved sequentially in this way
until the change in both of the boundary solution transfers are considered negligible.
The General Grid Interface (GGI) algorithm presented in [102] is used in transferring
the fluid model boundary solution, the pressure, as a conservative variable force, from
the fluid boundary mesh to the solid boundary nodes. To transfer the non-conservative
solid boundary solution, the displacement, the Smart Bucket (SB) algorithm described
in [103] is used.
Once the fluid model receives its boundary displacement data from the solid model
solution it needs to perform a number of mesh smoothing operations as explained in the
next section. The boundary conditions are then updated and the fluid model is subse-
quently solved. If the fluid is only solved fractionally each coupling step the coupling
is considered semi-implicit. This method of coupling helps in providing techniques
to overcome the added mass instability discussed in Section 4.3.3. The semi-implicit
coupling algorithm procedure used in this project is illustrated in Figure 4.6 where nfi
fluid iterations are done each coupling step.
The FSI system is converged when the change in the solution transfers between cou-
pling steps have both converged along with the fluid FVM iterations. The solid model
converges fully during each coupling step. The fluid model is required to solve at the
end of each time step, regardless of if the staggered sequence starts with the fluid, so
that the FSI boundaries are conformal at the end, and start, of each time-step. Cou-
pling convergence is determined at the end of each coupling step from the normalised
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Do 𝑛 PISO iterations
Apply boundary conditions
Solve Newton-Raphson 
iterations until solid converged 
Implement GGI algorithm on 






Have the fluid solution and 










Deform boundary from 
solid solution transfer
Smooth mesh
Apply boundary condition from 
fluid solution transfer
Implement SB algorithm on 
displacement solution at FSI 
boundary
Figure 4.6: The semi-implicit staggered FSI coupling algorithm
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root mean square of the change in the solution transfer which is given by
RMSchange =






where ¯|φ| is the mean of the magnitude of the data transfer values over the boundary.
4.3.2 Finite volume mesh adaption
The FSI boundary deformation causes the fluid FVM cells that share faces with the
boundary to be deformed. To ensure that these cells maintain their mesh quality,
the rest of the mesh is usually deformed by a mesh smoothing algorithm. The FVM
requires a modification to incorporate the motion of the mesh.
A spring-based mesh smoothing algorithm was used to deform the mesh according
to the FSI boundary deformation and maintain a good quality mesh. The method
is efficient and performs well when the boundary deformation is predominantly nor-
mal to the boundary itself. Spring-based smoothing works best for tetrahedral cells
but still performs well on non-tetrahedral meshes when there is very little tangential
deformation of the mesh.
In this method the edges between any two mesh nodes are idealised as springs to form
a network of interconnected springs. Displacement of the boundary mesh nodes cause
an imbalance in the forces of the spring network according to Hooke’s Law. Jacobi
sweeps on all the interior nodes solve the equilibrium equation iteratively to a chosen
convergence criterion such that the interior nodes deform with the boundary.

















µ grad φn da−
∫
∂Ω
pn · eφ da.
(4.80)







ρ φ dv =
3 (ρ φ)t+∆t − 4 (ρ φ)t + (ρ φ)t−∆t
2∆t
(4.81)
where the cell volume at t+ ∆t is determined according to




To satisfy the mesh conservation law the volume time derivative of the control volume






vm · n da. (4.83)


























4.3.3 The added-mass effect
The added-mass effect occurs as a result of the solutions and boundary conditions
between the two models not being in sync. This effectively means that the solid model
displaces and entrains fluid making the structural model appear to have ‘added-mass’.
This ‘added-mass’ acts on the structural degrees of freedom at the interface between
the solid and fluid [104].
The stronger the physics coupling between solid and fluid, the more unstable the
added mass-effect becomes. The following criteria give a stronger coupling between
the fluid and solid:
• a lower stiffness solid,
• a thinner solid geometry,
• a higher viscosity fluid,
• a greater pressure changes within the fluid,
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• and the closer the fluid-solid density ratio is to unity.
When the added-mass effect is unstable a number of numerical modifications can be
made to diminish the effect. If the temporal resolution requirements allow, a larger
time-step size can be used to reduce effect of the instability. However, the best approach
is to converge only fractionally toward the solution of either or both of the underlying
models each at coupling step.
Iterative solvers give more flexibility in this regard by allowing one to converge only
partially either, or both, of the physics models in a number of ways. In this case,
decreasing the number of iterations per coupling step can greatly improve the stability
of staggered coupling. Stability can also be increased by using more under-relaxation.
A useful technique in very strongly coupled FSI problems is to modify the FVM
continuity equation so that the diagonal entries of the linear matrix system are rescaled
according to
aij = aij +KV δij (4.85)
for all i, j ∈ 1, 2, ..., nb, where nb is the number of cells adjacent to the FSI boundary,
K is the scaling factor and V is the volume of the cell adjacent to the boundary. The
Kroenecker delta function δij is defined as
δij =
0 if i 6= j,
1 if i = j.
(4.86)
Increasing the scaling factor K improves the diagonal dominance of the cells adjacent
to the coupling interface. This slows convergence rate of the fluid such that the force
transfer changes are more smooth. The effect is similar to that of under-relaxation but
is applied only to the solution on the boundary. The strength of the boundary source
coefficient stabilisation method is that it slows the rate of convergence primarily on





In this chapter we present details of the implementation of the FSI model, as set out
in the previous chapter, with specific reference to the patient-specific example. The
patient-specific fluid model geometry is defined from PC-MRA scan data of a dialysis
patient’s arteriovenous fistula. The numerical model is configured and simulated in
ANSYS® Fluent® software. The vessel wall geometry and mesh are then constructed
from the fluid model mesh and used to define the solid model which is implemented in
ANSYS® Mechanical™software. These two models are combined in ANSYS® Work-
bench™ software to form the patient-specific FSI model.
The structure of the chapter is as follows. In the Section 5.1 we present the MRI data
and show how it has been manipulated and utilised to develop the patient-specific geom-
etry and boundary conditions (BCs). In Section 5.2 we detail the set-up of the patient-
specific fluid model, describe some of its features and characteristics, and present a
mesh convergence analysis. We do the same for the patient-specific solid in Section
5.2, while also examining the behaviour of a number of element choices in the conver-
gence analysis. The FSI model preprocessing requirement are then detailed in Section
5.4. The behaviour of this model is analysed and the results described in comparison
with that of the fluid model.
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5.1 PC-MRA acquisition and post-processing
The case studied is a brachio-cephalic fistula. All data were acquired from a number
of PC-MRA scans which took place at Groote Schuur Hospital (Cape Town, South
Africa). These were performed with a 1.5T MRI scanner (MAGNETON Symphony
Siemens AG, Erlangen) with ECG leads providing data for cardiac gating. The images
were sequenced and processed by our collaborator as described in [82]. The acquisition
methods used were based on the 3D MRI velocity mapping package presented in [105].
A number of scans were done to first test and configure the PC-MRA and post process-
ing technique. These were carried out in five healthy volunteers, five dialysis patients
with a fistula and three with a graft. The scans on the patients were performed a min-
imum of 6 hours after dialysis treatment took place. No attempt was made however to
control for relative hyperaemia, where higher blood flow rates than normal may arise
after exercise or fluid consumption. Access patients were recruited from the chronic
haemodialysis program at Groote Schuur Hospital Renal Unit.
The 3D velocity encoded acquisitions were performed relative to the sagittal plan.
2D PC-MRA scans were also performed in the axial plane. The region of interest was
positioned such that the patients’ entire vascular access could be captured with one set
of acquisitions. Two slices were chosen at proximal and distal sites in the upper arm to
record velocities with greater accuracy at the inlets and outlets of the arteries, veins,
and/or grafts. Since it is only the orthogonal component of the velocity of these slices
that is measured, the patients arm was positioned as best as possible such that the
inlets and outlets ran perpendicular to the axial plane (the principal direction of flow is
axial to the vessel). The 3D scans took between 20 and 30 minutes to complete, while
the 2D scans took approximately one minute. The details of the sequences used in the
scans for each of the patients are shown in Table 5.1 for the 2D scans and Table 5.2
for the 3D scans.
Images were first processed to remove typical noise and eddy currents. A new spatio-
temporal algorithm, presented in [82], that combined the temporal phase unwrapping
and Goldstein-Zebker-Werner cut methods [106], was used to unwrap the 2D data ob-
tained from the haemodialysis patients. Each patient’s 3D flow data were processed
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Table 5.1: Details of the 2D PC-MRA scans for volunteers and patients [82]
Chapter 3. Methodology 27
known simply as 4D, acquisition was used to determine both the structure of the blood
vessels and the blood velocity profile throughout the upper arm. All volunteers and
patients were scanned with both imaging protocols.
3.2.1 2D PC-MRA
The 2D PC-MRA scans were performed in the axial plane and used velocity encoding
in the axial, or z-, direction. The scanning parameters used to scan the volunteers
and patients are given in Table 3.1. Volunteer scans were used to optimise and test
parameters for the patient scans.
Table 3.1: Details of 2D PC-MRA scans for volunteers and patients
Patient ID venc [cm/s] №of Images Pixel Spacing [mm/mm] TR [ms] TE [ms] Flip Angle [°]
Volunteer 1
15 12 0.70/0.70 84.0 4.17
15
30 22 0.70/0.70 49.6 3.41
40 22 0.94/0.94 46.4 3.17




































80 14 66.0 2.73
Fistula 3 80 14 0.70/0.70 66.0 2.73 15





15150 66 10.4 2.46






80 14 66.0 2.73






80 14 66.0 2.73
Two slices were chosen at proximal and distal sites in the upper arm of both patients and
volunteers; a third slice was also chosen at the level of the anastomosis of each patient.
Several images were acquired during the course of several cardiac cycles at different time
points, this produces a set of 2D magnitude and phase images over one cardiac cycle.
These scans can be performed in approximately one minute.
Table 5.2: Details of the 3D PC-MRA scans for volunteers and patients [82]
Chapter 3. Methodology 28
Figure 3.1: 2D PC-MRA magnitude and phase images; the red arrows show the location of
the brachial artery. Flow from head to toe appears darker in the phase image.
3.2.2 4D PC-MRA
The 4D acquisition was performed in the sagittal plane and used velocity encoding in
three orthogonal directions, that is the x-, y-, and z-directions. Table 3.2 gives the
parameters used for each patient scan.











TR [ms] TE [ms] Flip Angle
[°]
Volunteer 1 60 20 20 1.72/1.72 2 45.6 3.10 7
Volunteer 2
20










Volunteer 4 90 26 16 1.56/1.56 2 26.4 3.89 7
Volunteer 5 20 28 16 1.56/1.56 2 27.2 4.18 7
Fistula 1 90 28 30 1.56/1.56 2 26.0 3.89 7
Fistula 2 20 28 16 1.56/1.56 2 27.2 4.18 7
Fistula 3 90 28 30 1.56/1.56 2 26.0 3.89 7
Fistula 4 90 28 40 1.56/1.56 2 26.4 3.89 7
Fistula 5 250 12 32 1.56/1.56 2 11.0 2.73 7
Graft 1 20 28 26 1.56/1.56 2 27.2 4.18 7
Graft 2 90 28 24 1.56/1.56 2 26.0 3.89 7
Graft 3 20 28 16 1.56/1.56 2 27.2 4.17 7
The imaged 3D volume was positioned in the volunteers’ upper arm so that both the
brachial artery and cephalic vein could be measured in one acquisition. For the patients,
the volume was chosen to cover the brachial artery, the cephalic vein or graft, the anas-
tomosis of the artery and vein or graft, and the brachial artery distal to the anastomosis.
Similar to the 2D PC-MRA acquisition, a slice is imaged multiple times to produce a
set of images throughout one cardiac cycle, however, it differs in that several slices are
acquired throughout the volume. This leads to greatly increased scan times, generally







































Maximum velocity approximated profile 
Average velocity approximated profile
Figure 5.1: The flow rate waveform profiles approximated from the 2D PC-MRA inlet
scan of patient ‘Fistula 5’
to remove wrapping artefacts with a 3D branch cut method adapted from [107] and
[108]. Unwrapping failed in 38 to 43 % of the data sets due, in part, to the low spa-
tial resolution in relation to the geometry size, and to excessive wrapping caused by
specifying an inadequate venc setting for a specific patient’s vascular access blood flow
characteristics.
Inlet flow rate profiles have been calculated from the 2D PC-MRA velocity data,
positioned at the artery upstream of the anastomosis, of the patient-specific fistula
under consideration (Patient ID - Fistula 5). The corresponding profiles are shown
in Figure 5.1. The processed data from this scan was chosen for our model as it was
determined to have superior flow and geometric data quality. The temporal resolution
of this scan was set at 0.0157 sec and a pulse period of 1.02s was recorded by the ECG
unit. We have used two methods to approximate the flow rate at the artery inlet. The
maximum velocity recorded is used in the first, where it is assumed that the flow profile
at the inlet is parabolic. In the second method a summation of velocity contribution
from each voxel is taken to obtain the average velocity.
A further assumption that we were required to make in each of the methods above is
that the inlet diameter stays constant and is circular. It also needs to be noted that it is
68
Figure 5.2: A rendering of the velocity data taken from the 2D PC-MRA inlet scan
at peak flow. Each square pixel is a 2D voxel; the blue region surrounding the inlet is
residual signal noise.
difficult to ascertain exactly where the vessel wall is located, as can be seen in Figure 5.2.
Each of these assumptions introduces errors in the approximations of the flow rate. This
inlet data could not be implemented in our models due to complications in the scans
and the retrieval of data. The maximum velocity and average velocity methods result
in a time-averaged flow rate of 980 ml/min and 911 ml/min respectively.
The results of the 3D PC-MRA scan were processed to visualise the measured velocities
with velocity streamlines, this is shown in Figure 5.3.
5.2 Patient-specific fluid model
5.2.1 Geometry reconstruction of the fluid domain
The spatial data of the blood flow domain is extracted from the 3D PC-MRA scans.
These data come in the form of a point-cloud dataset, this is represented in Fig-
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Figure 5.3: Patient ‘Fistula 5’ 3D PC-MRA velocity streamlines processed and gener-
ated by [82].
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ure 5.4(a). Due to the relatively low spatial resolution of the 3D sequence and the size
of the region of interest, a large amount of geometrical post-processing was required to
smooth, simplify and extend the domain to create an acceptable fluid model. Attempts
to automate the extraction and smoothing of the geometry using a number of software
programs failed to generate a suitable and accurate approximation of the fluid domain;
an example of such an outcome is shown in Figure 5.4(d). We were able, however, to
generate a satisfactory fluid geometry by combining a number of manual 3D modelling
construction techniques with several automated 3D modelling tools. The method is
now summarised.
The points forming the outer surface of the point-cloud were extracted with MeshLab,
an open source post-processing tool for 3D scans. An alpha meshing filter was applied
to the point-cloud to produce the rudimentary surface mesh shown in Figure 5.4(b). A
surface point-cloud could then be extracted from this alpha mesh, the result is shown
in Figure 5.4(c). The surface point-cloud data was then exported to Solid Works® to
develop, smooth and extend the boundaries of the fluid model domain.
Smooth circular curves were created manually through the surface points in planes
perpendicular to the axis of the artery in one case, and the vein in the other (see Fig-
ure 5.4(e)). Two cylindrical surfaces were then swept through the curves constituting
the artery and vein. These surfaces were blended together with a rounding tool to best
follow the surface point-cloud at the anastomosis. Surfaces were then created perpen-
dicular to the axis at each end of the artery and vein to enclose the fluid domain. This
surface model, shown in Figure 5.4(f), was then exported to ANSYS® DesignModeler™
to ensure its compatibility with ANSYS Fluent software for final editing.
The ends of the domain were extended to varying degrees in DesignModeler to ensure
that the inlet and outlet lengths were sufficiently long for the fluid model (see Section
5.2.2). The final fluid model is shown in Figure 5.5. Here the blood flow directions, and
their relative flow rates (see Section 5.2.2), are indicated by the arrows. The artery
inlet is indicated by Ai, while the artery and vein outlets are indicated by Ao and
Vo, respectively. The line AN − AN cutting across the model at the junction is the
point at which the vein meets with the artery and forms the anastomosis, this is the
approximate suture location of the fistula.
The length of the domain from the inlet to the anastomosis is approximately 100 mm,
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(a) Raw MRI data point-cloud (b) Alpha surface mesh
(c) Surface point cloud (d) Automatic surface generation
(e) Manual surface generation (f) Final SolidWorks geometry
Figure 5.4: Process by which the blood flow domain is developed: from (a) the raw







Figure 5.5: A view of the patient-specific fluid domain boundaries; blood flow directions
are highlighted by dashed arrows.
while the lengths from the anastomosis to the artery outlet and to the vein outlet are
27 and 59 mm respectively. The average artery inlet, artery outlet, and vein outlet
diameters are 6.89, 4.15, and 5.23 mm and have areas of 37.8, 13.4, and 21.2 mm2,
respectively.
5.2.2 Material behaviour and boundary conditions
Blood flows in a pulsatile manner from the brachial artery upstream toward the anas-
tomotic junction of the fistula where it is shunted primarily back through the cephalic
vein, the low resistance pathway, toward the heart as shown in Figure 1.1(a). The
smaller proportion of blood that continues along the artery flows toward the down
stream vessel structure, including the arterioles and capillaries in the lower arm and
hand. The blood is modelled as a Newtonian fluid while the upstream, and down stream
behaviour, is replicated with inlet flow rate profile and lumped parameter model outlet
boundary conditions respectively.
In the arterial system of the arm, blood ordinarily demonstrates Newtonian behaviour,
where the viscosity remains relatively constant, as a result of high shear rates (of above
100 s−1). However, shear rates lower than 100 s−1 are likely to occur in the mature vein
of an AV shunt where velocities are lower due to the bifurcation of flow and considerable
enlargement of the vessel. This results in shear-thinning due principally to Rouleaux
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disaggregation in blood plasma [109]. The significant non-Newtonian behaviour is more
accurately simulated by a Casson or Carreau-Yusada material model [110].
Although studies have found that WSS in the enlarged veins of fistulae are under-
predicted by a Newtonian model [66, 111], we decided to model it as such and limit
the complexity of the fluid model to focus on creating an optimally stable FSI model.
We thus assume blood to be an isotropic, homogeneous, and incompressible Newtonian
fluid with a density of 1050 kg m−3 and a viscosity of 3.2 Pa s. Note that Decorato et al.
[66] found that the once the numerical instability brought about by the implementation
of a Casson model was stabilised, its computational expense was comparable to that
of a Newtonian model.
A standard approach in finite-volume method fluid modelling is to prescribe a velocity
BC at the inlet of a domain and a pressure at the outlet, or outlets, for a well posed
and robust numerical system [96]. Since the artery inlet face is not perfectly circular
we were not able to prescribe a parabolic velocity profile at Ai. Instead of recreating a
perfectly circular inlet we chose to prescribe a mass flow inlet condition at the artery
inlet, an equivalent BC in incompressible flow problems. This produces a spatially
constant velocity profile across the inlet that mimics the one prescribed in [66] over each
cardiac-cycle. The mass flow inlet waveform Mi is shown in Figure 5.6. The cardiac-
cycle period is 0.8 s, and has a time-averaged flow rate and velocity of 616 ml/min and
0.49 m s−1 respectively. This profile has been used in place of the MRI velocity data
for reasons explained in Section 5.1.
Prescribing a mass flow rate BC results in a uniform velocity distribution that is
unphysical; however, this is admissible provided that the inlet is far enough upstream
for the physically accurate flow profile to develop before reaching the region of interest,
the anastomosis in our case. Prescribing a parabolic velocity at the inlet would likely
have allowed have allowed the use of a shorter inlet length, decreasing the number
of DOF and thus the computation time for the fluid and FSI models. The pressure
outlet BCs are imposed by a Windkessel, or lumped parameter model, as described in
Section 5.2.2, while a no-slip boundary condition is imposed on the walls of the vessel.
The assumptions and BCs above result in a Womersley number and effective Reynolds



















































Figure 5.6: The mass flow boundary condition waveform prescribed at the artery inlet
of the fluid model
inar flow is thus predicted in the entire domain with a boundary layer thickness of
approximately 0.6 mm, a third of the radius of the inlet. The pulsatile nature of blood
flow causes the flow profile to deviate from a parabolic (Hagen-Poiseuille) flow profile
toward plug-like flow. This results in the flow profile developing more quickly than
it would in the steady case [112, 113], at approximately 98 mm from the inlet. The
entrance length was thus extended to a total of 100 mm, as described in the preceding
section, to ensure that a fully developed flow profile is established before reaching the
anastomosis. It should be noted that turbulent or “transition” flows occur in certain
larger vessels where flow rates are much higher. This could also potentially develop
in vascular access when abnormally high flow rates arise and/or due to the surface
roughness of the vessel walls [114].
The lumped parameter model
A lumped parameter model simplifies the partial differential equations of a model of a
physical system into ordinary differential equations with finite numbers of parameters.
Lumped parameter models have been used extensively in modelling the cardiovascular
system as electric circuit analogues, particularly the system of vessels downstream of
the domain of interest [115–117]. This would otherwise be impractical and would likely























Figure 5.7: The boundary conditions applied at the inlet and outlets of the patient-
specific blood flow model
resistive outlet models, as well as, two- and three-element Windkessel models. These
models mimic the upstream vessel resistance, and in the case of the Windkessel models,
the downstream vessel resistance and compliance as well.
We have implemented both types of Windkessel model with the three-element RCR
Windkessel model shown in Figure 5.7. The electric circuit analogue of this model
is a resistor, in series with a resistor and capacitor that are in parallel. The first,
and lone, resistor acts as the proximal resistance (upstream resistance). The resistor
and capacitor model the distal resistance and compliance of the downstream vascular
bed respectively. The two-element Windkessel RC Windkessel model, used in [66], is
simulated with the RCR Windkessel model by giving the proximal resistor negligible














where Rp and Rd are the proximal and distal resistance, Qo is the volumetric flow rate
at the outlet, and po is the average static pressure at the outlet. The time constant τ
describes how quickly the system responds to a changes in flow rate and is given by












The state variable form takes advantage of the viscoelastic like behaviour of the Wind-
kessel model so that the difficulty in retaining history data in the numerical scheme
is avoided. Dropping the first term in the equation and discretising implicitly by the


























e−t/τ in equation (5.2) can be neglected since it becomes
negligible in less than one and a half cardiac-cycles and the simulation needs to be run
longer than this to become sufficiently periodic (see Section 5.2.4). The resistance of
the walls of the model itself also have an affect on the flow rate split in the model, and
as periodicity is not reached any sooner if this term is retained, it was neglected. The
purely resistive lumped parameter model is given simply by po(t) = RpQo and reaches
periodicity in approximately the same time as the Windkessel outlet fluid models.
The ability to apply lumped parameter type BCs is not a standard feature in ANSYS
Fluent software. However, its features can be enhanced and customised by writing a
User-Defined Function (UDF), which is compiled and then implemented by the fluid
solver each fluid iteration (FI). The solver executes specific DEFINE Macros at different
stages of the solution process to carry out functions that the user defines. The details
of the DEFINE Macros we implemented in the UDF are summarised in Table 5.3. The
UDF source files were compiled within ANSYS Fluent software.
The following measurements are the minimum required to calibrate the Windkessel
models adequately: the pressure at the inlet or one of the outlets, the flow rate at the
inlet, and the approximate flow-rate split throughout the model. Increased calibration
accuracy of Windkessel models, or more complex lumped parameter models, would be
possible with pressure and flow rate waveform measurements at each of the inlets and
outlets.
Blood pressure measurements are typically taken with a sphygmomanometer that uses
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Table 5.3: Details of the UDF implemented to model the various lumped parameter
boundary conditions
DEFINE Macro Executed at Source code description:
INIT Initialisation Determines on which compute-node
each of the outlets are located.
ADJUST Each iteration Determines the total flow rate at each
outlet, then calculates the lumped
parameter outlet pressure for each
outlet by equations (5.3) and (5.4).
PROFILE Each iteration Applies the calculated pressure at
each of the respective outlets.
EXECUTE AT END End of time-step Sets ht = ht+∆t.
an inflatable cuff to determine the systolic and diastolic blood pressure in the upper
arm. However, dialysis patient’s are instructed never to take the typical inflatable
cuff pressure reading on an arm with an access site, since restricting blood flow may
lead to access trauma [5]. Regardless, arterial pressures measured by this method are
inaccurate and not that of the day to day loading conditions due to the restriction of
blood flow.
No pressure data for a brachio-cephalic fistula is currently available to our knowledge.
Measuring techniques with an intravascular catheter however have been used post op-
eratively to determine the blood pressure distal to a Brachio-Cimino fistula [118]. This
method is invasive but could potentially provide adequte readings of pressure proximal
or distal to the anastomosis of a fistula or graft. The viability of this technique, or a
non-invasive technique, to accurately pressure data for boundary condition to vascular
access requires testing.
We follow the convention used by Decorato et al. [66], whereby the lumped parameter
models at each of the outlets are calibrated to induce a flow split between the arterial
and venous outlets of 30 % - 70 %, and to generate inlet pressures that range between
50 and 65 mmHg (approximately 6.5 and 8.5 kPa). The total resistance (Rp + Rd),
and the time-constant (τ), of both lumped parameter outlet models are kept constant
across each of the three fluid models. The values are given in Table 5.4.
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Table 5.4: Lumped parameter boundary condition details
Outlet Rp (Pa s m
−3) Rd ( Pa s m
−3) C(m3 Pa−1) τ (s−1)
RCR Windkessel outlet BC model
Artery 1.12× 109 1.12× 109 1.34× 10−10 0.15
Vein 4.6× 108 4.6× 108 1.74× 10−10 0.08
RC Windkessel outlet BC model
Artery 2.2× 106 2.23× 109 6.73× 10−11 0.15
Vein 9.2× 105 9.2× 108 8.7× 10−11 0.08
Purely resistive outlet BC model
Artery 2.23× 109 - - -
Vein 9.21× 108 - - -
5.2.3 Domain discretisation
The domain of the problem is discretised with hexahedral cells so that as few cells as
possible are used and hereby minimise the computational expense of the problem. If
the mesh is structured well a far improved cell quality can be maintained throughout
the mesh to maximise the convergence rate of the fluid model.
The domain is discretised into an unstructured hexahedral mesh by a blocking ap-
proach where the geometry is overlaid by blocks that approximate the domain roughly.
The edges and faces of the blocks are associated with the relevant edges and faces of the
geometry so that an underlying hex mesh of the block is projected onto the geometry.
This allows one to use hexahedral meshes on complex domains so that there is greater
control over the directionality and quality of the mesh.
This strategy requires effort to set up initially. However, it is possible to automate
this process for further models with a script if required. Apart from an increased con-
vergence rate, the motivation for such this procedure is that the computational expense
can be drastically decreased in part because a hexahedral mesh typically requires far
fewer elements and vertices to mesh a geometry to the same level of accuracy as would
be required by a tetrahedral mesh.
In Figure 5.8 we show how a hex block mesh can be applied to a circular domain.
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(a) Geometry and block (b) Underlying mesh (c) Mesh projection
(d) O-grid blocks (e) Final projected mesh
Figure 5.8: The blocking method is shown for a simple geometry: (a) a circular sur-
face (blue) and its block, (b) the blocks’ underlying hexahedral mesh, (c) block mesh
projection with skewed cells (red dots), (d) block split into an O-grid, and (e) the O-
grid blocks’ hexahedral meshes are projected onto the geometry generating a boundary
layer and high quality of the mesh.
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The initial block’s underlying mesh is projected onto the edges of the domain. This
simple method, however, causes highly skewed cells to form; as highlighted (red dots)
in Figure 5.8(c) . Furthermore, the quality of these cells deteriorates further as the
mesh is refined. An O-grid strategy, as shown in Figure 5.8(d), alleviates this issue.
Additionally, an O-grid is used to generate the boundary layers to accurately capture
the velocity gradient near to the wall and to gradually build curvature into the mesh
as it reaches the outer circular shaped walls of the domain.
The blocking strategy used in the region of the anastomosis is shown in Figure 5.9.
The O-grid at the artery outlet can be seen at the bottom left in each subfigure. In
5.9(a) the outer edges of the blocks (black lines) are projected onto the domain surface.
These edges make up the outer faces of the blocks as shown in (b). The inner edges
(blue) in (a), project the O-grid and boundary layers throughout the domain, ensuring
a high quality mesh for each cell. Each block is shrunk in (c), to better display the
internal blocking structure. The resulting mesh is shown in (d), where the boundary
layers are visible at the artery outlet.
This blocking structure has further advantages. It ensures that the mesh scales well so
that grid quality is maintained as the is refined. The blocking strategy has also been
structured to minimise the amount of numerical diffusion by aligning the cells with
general direction of flow through the domain. The mesh deformation that takes place
in the FSI simulation is prone to developing skew cells, and in some cases cell inversion.
This is issue is exacerbated as the quality of the mesh decreases (see Section 5.4.2).
Additionally, the displacements of the FSI boundary mesh are predominantly perpen-
dicular to the boundary itself, our strategy thus inhibits mesh deterioration further
by ensuring that the cells are principally orthogonal to the outer walls of the fluid
domain (the FSI boundary). Triangular prisms can be used with a tetrahedral mesh
to accomplishes this to a degree, provided that the boundary layer thickness is large
enough and the internal tetrahedral mesh is of sufficient quality.
5.2.4 Solver settings and solution behaviour
A large array of solver schemes and settings were assessed to find the fastest conver-
gence rate while maintaining accuracy. A time-step size of 0.005 s was used for its tem-
poral accuracy, convergence rate, and solution accuracy. The PISO pressure-velocity
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(a) Blocking edges (b) Complete blocks
(c) Internal blocking (d) Final mesh 3
Figure 5.9: The blocking strategy used at the anastomosis and artery outlet to generate
a high quality hexahedral mesh with an O-grid for boundary layers. The outer edges
and surfaces of the blocks are projected onto the geometry.
coupling scheme, described in Section 4.2.5, is the preferred solver in ANSYS Fluent
software for transient problems. This scheme did perform best in our model partic-
ularly with Skewness Correction and Skewness-Neighbour Coupling deactivated. The
under-relaxation factors (URF) were decreased from their default values to address the
increased instability caused by the Windkessel outlet BCs. The critical solver settings
we have used are summarised in Table 5.5.
For larger time-step sizes the URFs need to be reduced to ensure stability and to
attain an optimal, but slower, convergence rate. The opposite is true if the time-step
size is decreased with a URF upper limit of around 0.4 for pressure. An important
quantity in this regard is the Courant number which gives the approximate number of
cells the fluid passes through in one time-step. This is also referred to as the convective
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Under-relaxation factors (∆t = 0.005s)
Pressure 0.2
Momentum 0.467





where Vc and Lc are the characteristic flow velocity and cell length respectively. The
stability of a typical fluid solution is inversely proportional to the Courant number. For
the final mesh and chosen time-step size the Courant number peaked at 3.8, 0.025s after
the peak inlet flow rate occurs, while the maximum cell convective Courant number
is 21.3. These values are more than adequate to ensure that the convergence rate is
maintained to the required accuracy for typical flow problem.
To ensure that the model converges correctly for each time-step we monitored the
scaled residuals (see Section 4.2.5), and the convergence of the velocity, pressure and
WSS solutions over their respective domains. We note that the maximum values and
integrals converged more than sufficiently if the scaled continuity residual (see Section
4.2.5) decreased to a value of 1× 10−4, hence this was chosen as the convergence crite-
rion for our problem in both the fluid and FSI models. The residuals for the segregated
x, y, and z momentum equations reduced to values between 1× 10−5 and 1× 10−6 at
convergence, depending on the time-step size. With the optimal solver settings 44
iterations on average were required to converge within each time-step. A single car-
diac cycle (pulse) requires less than 11 minutes to complete on an Intel®Xeon(R) E5




































Inlet (RC Windkessel) Inlet (purely resistive outlets) Inlet (RCR Windkessel)
Figure 5.10: Pressure waveform solution plot at the inlet of each fluid model
Periodicity of the solutions to the velocity, pressure and WSS were all verified to
have an error inferior to 1 %. The fluid models all reached sufficient periodicity within
the second cardiac-cycle. The approximate points at which the fluid models became
periodic was at 60 ,50 , and 80 % through the second pulse for the purely resistive outlet
model, the RC Windkessel model, and the RCR Windkessel models, respectively. The
results discussed below are those of the third cardiac-cycle simulated by each of the
three fluid models.
The inlet pressure waveform solution at the inlet to each of the three fluid models
is shown in Figure 5.10. The purely resistive outlet fluid model has a pressure wave
that is exactly in phase with the inlet flow rate waveform, as expected. The RCR
Windkessel fluid model solution has a smaller range of pressures throughout the pulse,
as well as a small lag to the peak pressure. The solution to the RC Windkessel model
solution has the smallest range of pressures, the greatest waveform lag and much of
the detail of the profile is lost.
The average velocity waveform solutions at each of the outlets of the three models are
plotted in Figure 5.11. In contrast to the pressure waveforms, there is very little lag
difference between the velocity waveforms. Although there is not a great difference in
average velocity between the artery and vein outlets in each model, the flow rate split
























Artery outlet (purely resistive outlets) Vein outlet (purely resistive outlets)
Artery outlet (RC Windkessel) Vein outlet (RC Windkessel)
Artery outlet (RCR Windkessel) Vein outlet (RCR Windkessel)
Figure 5.11: Average velocity waveform solutions at the outlets to the fluid models
5.2.5 Mesh convergence analysis
A mesh refinement analysis is carried out to make certain that the solution is mesh-
independent and to find an optimal mesh choice for efficiency while achieving the
required accuracy. The latter is determined by finding at which point the mesh is
sufficiently fine; that is, where further refinement leads to negligible improvement.
Since the solid and fluid meshes are conformal at the FSI boundary (see Section 5.3.1),
this also serves to minimise the size of the solid problem, provided that the solid mesh
is also sufficiently fine (see Section 5.3.6).
Four meshes were created with the meshing blocking strategy described in Section
5.2.3, of varying cell density and with a varying number of boundary layer cells. The
details of these meshes are shown in Table 5.6. Mesh independence was tested with
a transient analyses with results captured and compared at the peak inlet flow rate
(t = 0.64 s). The following integrated solution quantities were obtained; the pressure
and the velocity throughout the domain, and the WSS on over the fluid wall (FSI
boundary). The maximum velocity within the domain was also recorded for each of
the meshes.
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Table 5.6: Details of the four meshes created for the fluid convergence study
Mesh Cells Nodes Bnd. layers Cell size
Coarse 43224 47615 4 0.524 mm
Medium 187152 197618 7 0.321 mm
Fine 345792 362725 8 0.262 mm
Reference 1178928 1216925 16 0.174 mm
The relative error with respect to the highest density, the reference mesh, was calcu-
lated for each quantity for more dense meshes, the results are summarised in Table 5.7.
The convergence rates are plotted in Figure 5.12 with a linear rate of convergence indi-
cated by the dotted line. It is evident that the relative (approximate) error decreases
at a linear rate and that a negligible error in the integral of the WSS (1 %) is obtained
by the medium mesh.
The WSS solution error is greater relative to the rest of the solution quantities. Fur-
ther testing showed that the number of boundary layers and the growth rate are espe-
cially important factors in the accuracy of the WSS. Images of the contours to the WSS
solution are shown in Figure 5.13, these show qualitatively the trend in the model’s
Table 5.7: Solution errors to the fluid convergence study
Pressure integral (Pa m3) WSS integral (Pa m2)
Mesh Result Error Result Error
Coarse 4.161× 101 0.99 % 9.592× 10−3 3.09 %
Medium 4.193× 101 0.22 % 9.801× 10−3 0.97 %
Fine 4.195× 101 0.18 % 9.826× 10−3 0.72 %
Reference 4.202× 101 - 9.897× 10−3 -
Velocity integral (m4 s−1) Maximum velocity (m s−1)
Mesh Result Error Result Error
Coarse 1.804× 10−3 0.44 % 9.180× 10−1 0.30 %
Medium 1.808× 10−3 0.19 % 9.148× 10−1 0.06 %
Fine 1.809× 10−3 0.16 % 9.157× 10−1 0.04 %





























Figure 5.12: Plots of the convergence rates of fluid solutions during mesh refinement
ability to pick up the WSS concentration at the anastomosis as the mesh is refined.
One can see that medium mesh in Figure 5.13(c) identifies the WSS concentration
relatively accurately while the coarse does not.
The pressure solution on the boundary of the domain at the anastomosis is shown in
5.14, where the scale of pressures run from 8600 to 9000 Pa. It is clear that the pressure
distribution is solved for accurately by the medium and fine mesh but not by the coarse
mesh. The medium mesh was chosen to model the fluid in this section as well as in
the final FSI model (see Section 5.4) since it is sufficiently accurate quantitatively and
qualitatively. The conformal solid mesh is determined to be mesh-independent and






Figure 5.13: Comparison of the WSS solutions at the anastomosis between the high






Figure 5.14: Comparison of the pressure solutions at the anastomosis between the high
medium and low density meshes
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5.3 Patient-specific solid model
5.3.1 Geometry and mesh
The resolution used in the PC-MRA sequences is far too low to segment or even locate
the vessel walls. As such, the thickness of the vein and artery cannot be determined
from the MRI scan. It has thus been assumed that the vein has a constant thickness of
0.4 mm, a thickness typical for a cephalic vein prior to AVF creation [118]. The arterial
thickness is set to 1/10th of the lumen diameter, the approximate ratio according to
[119].
Shell elements can be used to generate an efficient solid model for an AVF with fewer
degrees of freedom, as used in [66]. However, the use of shell elements requires the inlet
and outlet extremities to be fixed in space, which is unphysical and likely to lead to
significant error if the inlet and outlet lengths are short as in our model. A Robin BC
is applied on the outer surfaces of the vessel walls to mimic the behaviour of the tissue
surrounding the vessel walls. This constrains the model adequately while allowing it
to deform more naturally. It would require a considerable number of additional DOF,
and unnecessary computational expense, to model the surrounding tissue. At present
a Robin BC cannot be applied to shell elements in ANSYS Mechanical software.
(a) (b) (c)
Figure 5.15: Generating the mesh and geometry in ICEM CFD: (a) boundary mesh
sectioned at anastomosis - green, blue, and red sections, yellow and pink surfaces -
artery, (b) sections extruded individually to create staggered taper, and (c) nodes
joined at mid-point to create smooth taper.
To incorporate the Robin BC the fluid boundary mesh is extruded to generate the
geometry of the vessel walls. The change in thickness between the artery and vein is
applied by first extruding the vein and artery separately to their respective average
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thickness. The cells at the anastomosis are then tapered between the artery and vein
manually in ICEM CFD. We were unable to automate this process, or join the artery
and vein with a more natural curve, due to the complexity of the geometry.
To manually taper the mesh, the boundary mesh was first sectioned at the anastomosis
as shown in Figure 5.15(a). Each section was then extruded separately to form a
stepped taper. The fluid artery wall was extruded to form the artery vessel walls
(yellow and pink faces). The narrow sections (green, blue, and red) are then extruded
to form a stepped taper between the artery and vein. The first section (green) is
extruded, as shown in Figure 5.15(b), and forms the arterial side of the anastomosis.
The final smooth transition is formed by manually joining the relevant nodes at their
mid-point as shown in Figure 5.15(c). An estimate had to be made as to where the
artery and vein domains join; we have assumed here the two meet a third of the way
down the taper from the artery (at the blue face).
5.3.2 Material model
The vessel walls are made up of a complex set of layers of tissue with helically dis-
tributed collagen fibres [120]. Increased tensile stress and deformation cause these
fibres to reorientate in the direction of the principal strain so that the tensile strength
of the vessel increases in this direction. Anisotropic hyperelastic material models are
able to model this tissue and fibre behaviour. However, we were only able to apply
this material model to perfectly cylindrical domains in ANSYS Mechanical software.
It is currently not able adequately apply fibre orientations to a complex domain such
as a patient specific fistula, though it is possible to do this loosely when combined with
ANSYS® Composite PrepPost software. The viability or accuracy of this method was
not tested.
We have assumed that the vessel walls follow the 3rd-order Yeoh model described
in Section 3.5.1. The mechanical properties are differentiated between the artery and
vein. The material constants were obtained from [66] which have been determined form
the experimental data of [121] for the venous tissue, and of [122, 123] for the arterial
tissue, the latter having a larger compliance. The relationships between the stress and












Figure 5.16: Artery and vein material stress-strain curves
5.3.3 Boundary and initial conditions
The model is constrained at the ends of the domain, at the inlet and outlet extremities
by Dirichlet BCs, and on the outer surface of the solid domain by a Robin BC, as
defined in Section 3.6.1. The inlet is fixed in place fully to aid in stabilising the
final FSI model where the pressure, and pressure changes, are greatest. This BC has
negligible effect on the overall solution, especially in the region of interest, since it is
far from the anastomosis. At the outlets, nodes are prevented from displacing axially,
but are free to translate parallel with the surface made by each outlet, this may be
called a frictionless BC.
If the size of the domain was such that the inlet and outlets are all long, i.e. far enough
from the region of interest, the extremities can all be made fixed without affecting the
accuracy of the desired solution. However, this would require a greater number of DOF
and increase the computational expense considerably, particularly in the respective FSI
model. For this reason we have chosen to limit the length of the outlets and allow them
to deform axially as is physically accurate.












Figure 5.17: Solid model BCs. Robin BC at outer artery and vein walls (Aw and Vw).
Frictionless BCs at the artery and vein outlet sections (Ao and Vo). Zero displacement
BC at artery inlet (Ai). Pressure is applied on the inner FSI boundary of the artery
and vein (red inner walls).
the veins and arteries in the upper arm. The Robin BC has thus been applied to
constrain the model so that it does not deform excessively when the outlets are not
held fixed, and also to test the numerical behaviour of the boundary condition in a
biomechanical and FSI setting. The stiffness of the Robin BC was thus set at k =
0.01 N mm−3 to constrain the model sufficiently but have negligible effect on the strain
in the vessel walls. The set of BCs used in the final solid and FSI models are depicted
in Figure 5.17. The artery inlet, outlet and outer walls are indicated by Ai, Ao, and
Aw respectively, while the vein outlet and outer walls are indicated by Vo and Vw.
The forces exerted by the blood flow and pressure on the internal vessel walls in the
fistula drive the solid model in the case of the FSI. We simulated this roughly by
subjecting the internal surface of the solid domain to a constant pressure of 9100 Pa,
the approximate peak pressure obtained from the fluid model (see Section 5.2.4). It
is possible to apply a pressure BC from a fluid model solution with a one-way FSI
simulation. This, however, would have required a fair amount of set-up time and limited
the number of tests we could perform with the BCs and element formulations. While
certainly not physically accurate, the variations in pressure on the boundary of the fluid
are relatively small and gradual (see Figure 5.14). Thus, the behaviour, performance,
and validity of the numerical model can still be tested with this approximation (see
Section 5.3.6).
Robustness tests of the solid model with various configurations of BCs were also
carried out. In each case fixed or sliding BCs were used at the inlets and outlets.
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Models were also tested with the outer surface constrained with various Robin BC
stiffnesses or with it left unconstrained. When the Robin BC stiffness is set too high
the solution has difficulty converging or fails to converge at all (while the stiffnesses
that produced credible deformations did not have convergence difficulties). All the inlet
and outlet displacement-based BC configurations solved successfully with the inclusion
of a Robin BC, this includes the least constrained configuration with only sliding BCs
and the Robin BC. We were also able to successfully run a simulation with the inlet
fixed, the outlets given sliding BCs, and the outer boundary completely unconstrained.
The outcome of these tests demonstrate the robustness of the numerical scheme, and
that any of these BC configurations are feasible for use in future work.
Considering initial conditions, it must be noted that cardiovascular vessels, such as
those in vascular access, are in a stressed state due to the continuous pulsatile pressure
generated by the heart. Likewise, the effects of prestressing have not been considered in
the present study. Prestressing was not mentioned and is presumably not incorporated
in the FSI project by Decorato et al. [66] (see Section 5.4.3).
5.3.4 Element formulations
We examined the performance of a number of element types and formulations in mod-
elling the vessel walls. All elements used a mixed displacement-pressure formulation
with hydrostatic pressure as the internal variable. The elements considered include the
following:
• Q′2-P1 serendipity 20 noded hexahedral with a further 2 internal nodes and 4
pressure DOF.
• Q1-P0 hexahedral with 1 pressure DOF and selective reduced integration (SRI)
where shear strains or volumetric strains are evaluated in the element midpoint
only.
• Q1-P1 hexahedral with the enhanced strain formulation (ESF) with 4 pressure
DOF and a further 9 enhanced strain DOF.
These elements are designed to handle the incompressibility constraint as described
in Section 3.5.1 and hence circumvent problems associated with volumetric locking.
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The enhanced assumed strain element is also designed to deal with bending dominated
problems as described in Section 4.1.3. The Q′2-P1 element produced negligibly differ-
ent results when using full integration or uniform reduced integration (URI), however
we chose to use the latter method as it was marginally more efficient in our case.
The use of the higher-order Q′2-P1 serendipity element produced the most accurate
results. However, the addition of the mid-side nodes on the edges of the element
meant that the fluid and solid meshes would not be conformal at the FSI boundary.
A further drawback to using higher-order elements is the additional computational
expense required for the extra displacement DOF.
Earlier tests were also carried out with two types of tetrahedral elements. A higher-
order tetrahedral (P2-P0) element with one hydrostatic pressure DOF and a the lower-
order tetrahedral (P1-P1) element with hydrostatic pressure introduced by an addi-
tional DOF at each node. The P1-P1 element uses a stabilised pressure formulation.
These tetrahedral elements performed poorly compared with the hexahedral elements;
to achieve the comparable accuracy a far greater number of DOF were required for the
P2-P1 elements while the P1-P1 elements performed poorly regardless.
5.3.5 Solution method
The solution procedure occurs in two stages to first speed up the solution process in
stage 1 and then to mimic to some degree the transient behaviour in stage 2. In the
first stage the pressure BC is applied at 9000 Pa with a time-step size of 1s so that the
model acts as if it is being increased in pressure from 0 to 9000 Pa over this duration. A
time-step size of 0.005s is then used in the subsequent time-step to increase the internal
pressure to its maximum value of 9100 Pa.
A direct solver with a full Newton-Raphson method is used to iterate toward the
solution (an iterative solver cannot be used with the mixed displacement-pressure for-
mulation in ANSYS Mechanical software). Line search and stabilisation methods were
not required to converge. It was found that it was unnecessary to use multiple sub-
steps to ramp the pressure BC in each time-step. This only lengthened the solution
time showing that Newton iterations alone were enough to converge efficiently to the
solution at each stage.
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5.3.6 Mesh and convergence analysis
As in Section 5.2.5, we investigate the effect of mesh density and mesh structure on
the solution to show that it is mesh-independent and to find an optimal mesh to use
for the FSI model. Additionally, this has been done with each of the element types
described in the preceding section to compare their relative accuracy and efficiency.
We carried out two mesh convergence studies since having to manually taper and
join nodes for high density meshes would take far too long. An extensive convergence
analysis was therefore performed on four underlying meshes where the vein are walls
assumed to have the same thickness dimension as the artery, these could be meshed far
more quickly. This allowed us to carry out a complete analysis in a reasonable time.
A smaller convergence analysis was then carried out with the tapered mesh geometries
for two underlying meshes.
For each mesh, mid-side nodes could simply be added to the lower-order element
mesh to create the higher-order element meshes. Each element type is tested with a
mesh that has one, two, three, and four layers of elements through the thickness of the
vessel walls. The meshes were refined in this way as multiple layers of 3D elements are
required in bending dominated problems to alleviate locking in extreme cases.
Initial mesh convergence analysis
The first convergence study was carried out with a Robin BC stiffness of 0.02 N mm−3.
We found that this stiffness was too restrictive and decreased this to 0.01 N mm−3 for
the smaller convergence study, and for the final FSI model. The details of the meshes,
as well as the results, of the larger convergence study are summarised in Table 5.8.
The simulations for these models were performed on Intel®Core(TM) i7 workstation
with 4 cores and 16 GB RAM. The reference mesh model was too large a problem for
this workstation, this was solved with an Intel®Xeon(R) E5 workstation with 16 cores
(4 used) and 64 GB RAM.
The error in the solution, relative to the reference model solution, is calculated for
the strain energy, L2-norm, maximum deformation, maximum principal strain, and


























Figure 5.18: Convergence plot of the error in the L2-norm with mesh refinement (initial
mesh convergence analysis)
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Table 5.8: Details and results of the large mesh convergence study
1 2 3 4 1 2 3 4 1 2 3 4
15744 31488 47232 251904 15744 31488 47232 251904 15744 31488 47232 251904
1.28E-10 6.38E-11 4.25E-11 7.98E-12 1.28E-10 6.38E-11 4.25E-11 7.98E-12 1.28E-10 6.38E-11 4.25E-11 7.98E-12
94890 142335 189780 946785 94890 142335 189780 946785 331695 521265 710835 3595653
157194 267279 377364 1951041 109962 172815 235668 1195329 392991 644529 896067 4593861
23.8 39.8 53.2 2065.3 23.3 43.7 63.3 1046.2 55.8 142.6 425.2 n/a
0.01 0.02 0.03 1.00 0.01 0.02 0.03 0.51 0.03 0.07 0.21 n/a
2.208E-03 2.222E-03 2.226E-03 2.227E-03 2.254E-03 2.231E-03 2.228E-03 2.229E-03 2.231E-03 2.230E-03 2.230E-03 2.230E-03
0.97% 0.34% 0.17% 0.14% 1.10% 0.07% 0.09% 0.02% 0.07% 0.02% 0.02% 0.00%
3.461E-07 3.339E-07 3.343E-07 3.350E-07 3.529E-07 3.365E-07 3.340E-07 3.357E-07 3.346E-07 3.346E-07 3.346E-07 3.353E-07
3.24% 0.43% 0.30% 0.08% 5.24% 0.36% 0.37% 0.12% 0.19% 0.19% 0.22% 0.00%
5.777E-04 5.766E-04 5.773E-04 5.770E-04 6.421E-04 5.896E-04 5.812E-04 5.803E-04 5.777E-04 5.779E-04 5.777E-04 5.776E-04
0.03% 0.17% 0.04% 0.10% 11.18% 2.09% 0.64% 0.47% 0.02% 0.05% 0.03% 0.00%
0.098 0.109 0.117 0.127 0.118 0.108 0.114 0.125 0.167 0.137 0.146 0.143
31.26% 23.78% 18.41% 11.50% 17.45% 24.36% 20.26% 12.60% 16.35% 4.41% 1.90% 0.00%
0.193 0.222 0.238 0.256 0.212 0.212 0.226 0.244 0.241 0.247 0.259 0.268
28.16% 17.28% 11.34% 4.42% 20.96% 21.09% 15.62% 9.06% 10.19% 7.75% 3.52% 0.00%
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(b) Relative calculation time
Figure 5.19: Plots of the displacement convergence and relative calculation times of
the initial mesh convergence analysis
log-log scale in Figure 5.18 for the lower-order elements, the overall convergence rate is
linear for both formulations as indicated by the dotted line. The error in the L2-norm
drops below 1% for both formulations when two or more element layers are used. The
Q1-P1 ESF elements seem to perform slightly better than the Q1-P0 SRI elements
when the mesh with one layer of elements is used with a 3% error in the L2-norm
compared with a 5% error in the case of the latter.
The errors in the maximum displacement norm of the solution is plotted in Fig-
ure 5.19(a). The results to the tests performed on the tetrahedral elements are also
plotted in Figure 5.19(a) and 5.19(b) (see Section 5.3.4).In this case the Q1-P1 ESF
elements outperform the Q1-P0 element by far when one layer is used, with an error
less than 1% for the former and more than 11% for the latter. It is interesting to note
that the Q1-P1 ESF model solves as efficiently as the Q1-P0 SRI model for one layer
of elements and more efficiently for two or three element layers, though the number of
equations solved is greater (see Figure 5.19(b)). This trend does not continue, however,
as the enhanced strain formulation takes twice as long to solve for the densest mesh.
Note that the graphs in Figure 5.19 have been plotted on a semi-log scale so that
results for the Q′2-P1 URI element meshes can also be shown. One can also see that
qualitatively the Q1-P1 ESF element outperforms the Q1-P0 element in Figure 5.20.
As shown in Figure 5.21(a) the convergence rate of the maximum principal strain is
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(a) Four layer, high node density, Q′2-P1 URI mesh
(b) One layer Q1-P0 SRI mesh (c) One layer Q1-P1 ESF mesh
Figure 5.20: Comparison of the displacement norm solution contours on the outer
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No. of nodal degrees of freedom
(b) Error in total strain energy
Figure 5.21: Graphs of the mesh convergence behaviour of various element types for
the patient-specific solid model where the artery and vein are assumed to both have a
thickness of 0.6mm.
far slower. This is due to a form of stress concentration near the anastomosis that
can be seen in Figure 5.22. From a qualitative perspective, however, the overall strain
solution of both one-layer models are relatively accurate, although the enhanced strain
formulation model appears to do slightly better. The trends in the strain energy error
behaviour are very similar for each element type and show a negligible error of 1% for
the single layered meshes (see Figure 5.21(b)).
Secondary mesh convergence analysis
The secondary convergence analysis uses the final patient-specific geometry with the
tapered anastomosis and a Robin BC stiffness of 0.01 N mm−3. The details of the
meshes and the results of this secondary convergence study are summarised in Table 5.9.
Again the reference mesh for the error analysis is on the far right of the table, the highest
density Q′2-P1 mesh, this time with two layers of elements through the thickness.
The errors in the L2-norm are plotted on a log-log scale in Figure 5.23 for the lower-
order elements. In this analysis the error in the L2-norm is inferior to 1 % for the 1
layer Q1-P1 ESF mesh while the Q1-P0 formulation maintains its error of just above
5 % for the same mesh. The accuracy of the displacement solution is for the enhanced
strain results for the single layered mesh could be due to the decreased stiffness in the
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(a) Four layer, high node density, Q′2-P1 URI mesh
(b) One layer Q1-P0 SRI mesh (c) One layer Q1-P1 ESF mesh
Figure 5.22: Comparison of the maximum principal strain solution contours on the
outer boundary of the artery-vein anastomosis (actual geometry mesh convergence
study).
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Table 5.9: Details and results of the actual geometry mesh convergence study
1 2 1 2 1 2
15744 31488 15744 31488 15744 31488
1.28E-10 6.38E-11 1.28E-10 6.38E-11 1.28E-10 6.38E-11
47232 94464 47232 94464 47232 94464
157386 267567 110154 173103 393471 645297
24 48 29 40 68 301
0.08 0.16 0.10 0.13 0.22 1.00
2.256E-03 2.270E-03 2.294E-03 2.277E-03 2.279E-03 2.278E-03
0.96% 0.32% 0.71% 0.00% 0.05% 0.00%
3.840E-07 3.847E-07 4.067E-07 3.857E-07 3.858E-07 3.853E-07
0.3% 0.2% 5.6% 0.1% 0.1% 0.0%
6.566E-04 6.418E-04 7.562E-04 6.420E-04 6.501E-04 6.517E-04
0.74% 1.52% 16.03% 1.50% 0.25% 0.00%
0.1056 0.1137 0.1096 0.1124 0.1757 0.1450
27.20% 21.58% 24.40% 22.48% 21.19% 0.00%
0.2041 0.2296 0.2070 0.2184 0.2567 0.2558















Element type Q'2-P1 URIQ1-P1 ESF Q1-P0 SRI
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Figure 5.23: Actual geometry convergence plot of the error in the L2-norm with mesh
refinement
Robin BC or as a result of the change in element sizes in the vein.
The enhanced strain single-layer mesh predicts the displacement solution more accu-
rately than its counterpart, this can be seen qualitatively in Figure 5.24. Here, both
double layered lower-order element meshes appear to behave similarly, although in
terms of the L2-norm, the enhanced assumed strain elements do perform marginally
better (see Table 5.9). The superior performance of the enhanced strain elements is
highlighted if we look at the error in the maximum displacement solution, it is less
than 1 % while the Q1-P0 SRI elements yield an error of 16 %.
The solutions obtained in both convergence studies show that as the number of DOF
are increased each model converges. The effectiveness of the enhanced strain formula-
tion in solving the displacement solution is clear; this element formulation provides the
best trade off between efficiency and solution accuracy except in the case of the reference
mesh. The enhanced assumed strain formulation is able to capture the displacement
solution with sufficient accuracy with the single-layer mesh. This combination of mesh
and element formulation minimises the computational expense of the solid model.
The importance of the FSI model is in the accuracy of the fluid solution. The solid
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(a) Two layer Q′2-P1 URI mesh
(b) Two layer Q1-P1 ESF mesh (c) Two layer Q1-P0 SRI mesh
(d) One layer Q1-P1 ESF mesh (e) One layer Q1-P0 SRI mesh
Figure 5.24: Comparison of the displacement norm solution contours on the outer
boundary of the artery-vein anastomosis for the final solid mesh convergence and per-
formance study.
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model enhances the accuracy of the fluid solution by taking the deformation of the vessel
walls into account. The stress and strain solution accuracy is not essential provided
that the displacement solution is accurate. We have thus chosen to use the single-
element layer mesh with the enhanced assumed strain formulation elements to model
the solid for the FSI model. This reduces the computational expense considerably
compared to using the alternatives, the single layered Q′2-P1 SRI mesh and the double
layered meshes of each element type.
If a highly accurate stress-strain solution is required for a model such as ours at least
three or four layers of elements should be used through the thickness of the walls. It
would also be advisable to use higher-order elements for such a model as this has been
shown to provide superior accuracy for a comparable computational expense. An FSI
model using a mesh such as this would take far longer to complete than the model we
have developed.
5.4 The patient-specific FSI model
5.4.1 Boundary and initial conditions
The BCs imposed on the fluid and solid models for the FSI case are the same as those
described for the RCR Windkessel fluid model in Section 5.2.2, and the solid model in
Section 5.3.3, excluding the BC prescribed at the FSI boundary in each model. The
fluid model pressure solution at the FSI boundary is applied as a BC to the solid
model while the fluid model FSI boundary is displaced according to the solid model
displacement solution at the FSI boundary; this occurs in each coupling step (CS) as
described in Section 4.3.1. The FSI boundary in the fluid model remains a no-slip BC,
and its deformation induces fluid mesh motion (adaption) as described in Sec. 4.3.2.
5.4.2 Numerical set-up and behaviour
In this section we note a few of the adjustments that are required to run, stabilise,
and optimise an FSI simulation. We remark on a few of the key distinguishing features
in modelling the FSI by a staggered approach when an iterative fluid solver is used.
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The unstable, overdamped and optimally stabilised behaviour of the fluid and solid
solutions to our FSI model are then shown. Finally, the settings that optimise the FSI
model are explained and summarised.
The staggered FSI algorithm we have used follows the approach described in Sec-
tion 4.3.1.Mesh smoothing is required for movement of the fluid domain induced by
the solid deformation. A number of mesh smoothing methods exist to cater for vari-
ous forms of mesh motion. The “spring-based smoothing” method, described in Sec-
tion 4.3.2, is a very efficient mesh smoothing technique which maintained the initial
fluid mesh quality throughout the simulation. An adjustment of the “Laplace Node
Relaxation” parameter was necessary to avoid cell deterioration however. the “linearly
elastic solid-based” mesh smoothing method performed poorly in comparison while we
were unable to achieve a stable FSI model with diffusion-based smoothing.
The spring-based method performs well for a tetrahedral mesh and when the the
boundary deformation is largely orthogonal to that of the boundary surface itself, as
it is in our case. The “Laplace node relaxation” parameter needs to be increased from
its default value to 1 to ensure that the internal fluid mesh nodes follow the boundary
nodes correctly. This ensures that cell inversion and solution divergence do not take
place. It is expected that values below unity could be used as long as they are close
enough to 1, this has not been tested however. The artery and vein outlet faces require
a “dynamic mesh zone geometry” with a “faceted” definition for the mesh motion to
function correctly.
The FSI is driven by the forces generated by the fluid model. Since the fluid solves
iteratively the changes in forces that are sent to the solid can be controlled to a degree
by only fractionally solving the fluid each coupling step. This is the mechanism by
which the FSI model is stabilised. The solid model on the other hand converges fully
(with a direct solver) each coupling step. The following simple changes to the FSI and
fluid models have a stabilising effect on the FSI coupling:
• decreasing the number of fluid iterations per coupling step,
• decreasing the fluid URFs,
• increasing time-step size.
Increasing the time-step size can adversely affect to the convergence rate of the FSI
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Table 5.10: Computational time per cardiac-cycle for the FSI model
Time-step No. of Coupling iterations Total CPU
size time-steps per time-step time per pulse
0.01 s 80 25 5.6 hrs
0.005 s 160 24 10.7 hrs
0.002 s 400 17 17.8 hrs
model however. This is as a result of the increased time-step size decreasing the rate
of convergence of the fluid. This means that more fluid iterations can be taken each
coupling step while maintaining the FSI coupling stability. However, more coupling
steps will be required to converge to the fluid and overall FSI solutions (see Table 5.10).
The effect is that the overall FSI convergence rate decreases if the time-step is increased.
Although the convergence rate of the FSI solution is negatively affected by an in-
creased time-step size the overall computational expense is decreased since fewer time-
steps need to be taken to complete a simulation. The time required to simulate a
FSI simulation of a single cardiac-pulse for each time-step size is shown in shown in
Table 5.10. This table also shows the number of coupling steps required to converge
each time step and the number of time-steps required to complete a simulation of a
cardiac-pulse. The computational time maintains a linear indirectly proportional rela-
tionship to the time-step size over the range of models tested. The FSI models were
run on a Xeon(R) E5 workstation with 16 cores and 64 GB RAM, the fluid model was
run on 12 of the cores and the solid on four.
When simulating the FSI with the 2 layered enhanced strain element mesh the com-
putational time was doubled. This arose not only due to the increased number of
solid model DOF but also because the solid model required two Newton iterations to
converge each coupling step, in contrast to the single Newton iteration required by the
smaller mesh.
We have found that the parameter that affects the FSI stability the most is the number
of fluid iterations carried out each coupling step. The less the fluid solution converges
each coupling step the more stable the FSI model is, this is easily achieved by carrying
out fewer FIs per coupling step. Another method is to lower the fluid URFs, this
however has less of an effect on stability, and the effect diminishes further as the URFs
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are lowered. Excessively lowering URFs is a very inefficient method in decreasing the
rate of convergence and increasing the stability of the fluid.
The changes described above affect how much the fluid solution converges globally
each coupling step. This is not optimal since the FSI instability is caused purely by
the changes in the solution at the FSI boundary. The boundary source coefficient
stabilisation method described in Section 4.3.3 slows the convergence rate primarily on
the FSI boundary. This method increases the stability of the FSI coupling while the
fluid convergence rate is not affected to the same degree as it is when URFs or number
of fluid iterations are decreased.
In weakly-coupled FSI problems it is sometimes possible to achieve stability by ramp-
ing up the pressure solution that is transferred to the solid over a number of the
coupling steps (as opposed to applying any of the changes above); this is implemented
in the ANSYS Workbench software’s System Coupling component. In strongly cou-
pled problems, however, this will only delay the onset of the growth of the instability.
Once the instability takes hold the solutions to both models oscillate with increasing
degree until inversion of a cell or element occurs, causing the FSI simulation to fail (see
Figure 5.25).
A combination of all of the above methods was required to optimally stabilise the
model. The number of iterations needs to be decreased drastically, in our case to 4
iterations per time-step (down from the 44 iterations required for convergence in the
fluid problem, see Section 5.2.4). The use of boundary source coefficient stabilisation
negatively affected the stability of the fluid problem as it interacted badly with the
Windkessel BCs on the fluid outlets. We were able however to use a larger amount of
boundary stabilisation if the URFs were decreased. Lastly, we found that ramping the
boundary solution transfer from the fluid for the first few iterations decreased the total
number of coupling steps required to achieve FSI convergence. This is most likely the
case because the iterative solution changes are drastic for the first few iterations, again
largely due to the Windkessel BC, and the ramping ensures that the solid model does
not follow closely these initial fluid solutions which have a stabilising effect.
To initially stabilise a staggered FSI model such as ours it is best to start by decreasing
the number of fluid iterations to one or two and decrease the URFs as we have done
by a half (from that of the fluid model). The number of fluid iterations can then be
increased, until either the number of coupling steps start to increase, or if the model
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becomes unstable. Boundary stabilisation can then be applied and increased until
the number of coupling steps is minimised. One may want to adjust each of these
parameters slightly to attempt to further optimise the model. Lastly the total number
of coupling steps can be reduced by one or two with the addition of pressure ramping
over a number of the first few coupling steps.
The solution behaviour of our patient-specific FSI model, in unstable and overly stable
(overdamped) states, is shown Figure 5.25. The maximum pressure on the FSI bound-
ary in the fluid model is plotted against the coupling step number in Figure 5.25(a).
The pressure is plotted for each fluid iteration so that one can see how the fluid pro-
gresses in the fluid model as well as the overall FSI model for two full time-steps. Four
FIs have been used per coupling step for each time-step. Plotted in Figure 5.25(b) is
the absolute value of the maximum displacement on the FSI boundary at the end of
the coupling step. This is the maximum displacement that is transferred across the
FSI boundary from the solid model to the fluid model.
In the first time step in Figure 5.25, the FSI model has been overdamped by applying
too high a boundary source coefficient stabilisation to the fluid model. The initial
wavelike behaviour of the pressure caused by excessive boundary stabilisation is also
evident. Overdamping by other methods of stabilisation do not cause the same wavelike
behaviour. On the other hand, too little stabilisation is used in the second time time-
step so that the FSI model becomes increasingly unstable and eventually fails due to
excessive mesh distortion. The individual coupling steps are now clearly visible in
the second time-step; each oscillating maximum and minimum is the end of the last
fluid iteration during that particular coupling step, and the start of the next coupling
step. Notice that the model is initially stable due to the use of ramping in the first
six coupling steps, before the ramping is complete; however, the model has already
become unstable.
We were able to stabilise the added-mass effect for all the time-step sizes tested
through the range 2× 10−2 s to 1× 10−3 s. Decorato et al. [66] stated that they were
unable to stabilise their FSI model for a time-step size of 2× 10−2 s. We believe this
discrepancy could be due to the coupled pressure-velocity coupling scheme used in CFX
and/or it could be as a result of the fact that they did not use boundary stabilisation
in their FSI model. Only the changes to the URFs were mentioned in their work, the
number of fluid iterations per coupling step was not mentioned, nor was boundary
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Boundary stabilisation method Volume-based
Boundary stabilisation scale factor 200
No. of flu. iters per coup. iter. 4
No. of pressure ramping coup. iters 6
stabilisation.
The parameters that ensured optimal damping and simulation efficiency for a suffi-
ciently small time-step size of 0.005 s are given in Table 5.11. The numerical behaviour
of the maximum pressure and maximum displacement on the FSI boundary for the
optimally damped model is shown in Figure 5.26. The results are shown and discussed
in the next section.
5.4.3 FSI and fluid model results and analysis
The solutions to the average velocity at the outlets of the FSI and fluid models are
plotted in Figure 5.29. The velocities are lower in both the artery and vein, although
the difference is far greater in the artery. This is also evident in Figure 5.27 where
the velocity streamlines at the anastomoses of the FSI and fluid are shown. This is as
expected since the artery is more compliant than the vein.
The maximum deformation and principal strain in the artery are approximately 1.5
and 4 times greater than in the vein respectively. The plots of the maximum defor-
mation and principal strains throughout the cardiac-cycle are plotted in Figure 5.28.
Note that the velocities in the artery of the FSI model is lower than the respective
velocity in the fluid model throughout the cardiac cycle. This should not be the case
since the models are based on the same geometry and should agree at some stage of
the cardiac-cycle. This is as a result of the large initial deformation in the FSI model
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Overdamped

































































Figure 5.25: Unstable and overdamped solution behaviour at the FSI boundary: (a)
maximum pressure (b) maximum displacement
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(b)
Figure 5.26: Solution behaviour at the FSI boundary for two full time-steps of the
optimally damped FSI model: (a) maximum pressure (b) maximum displacement
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as the solid model is not prestressed (see Section 5.3.3).
Because the initial configuration of the solid model is unstressed the geometries of the
FSI and fluid simulation do not agree at the start of the simulation. The initial pressure
causes the FSI model to deform initially while the fluid model obviously maintains its
form. And since the artery deforms to a greater degree than the vein, the velocities in
the artery are lower in the FSI model throughout the cardiac cycle. This is not the case
for the vein, partly because it is more stiff and it is likely also because the change in
velocities cause a change in resistances within the model. This must lead to a slightly
different flow rate split causing the Windkessel outlet models re-equilibrate the overall
FSI pressure and flow rate behaviour.
The problem here is also highlighted by the principal strain waveform in the solid.
The minimum strain in the artery during the pulse is 0.84 and peaks at 0.98. Thus the
total change in strain in the artery over the cardiac-cycle is 0.14 which is only 6 % of the
initial strain or minimum strain. In the case of the vein this comes out at just over 5 %.
The initial deformation and strain is not only incorrect but it is excessive. These results
prove that pre-stressing the solid model is absolutely essential to accurately model the
fluid-structure interaction of vascular access. Furthermore quantitative comparisons
between the fluid and FSI model have little merit unless the FSI model is prestressed.
This is likely the case for most, if not all, cardiovascular FSI modelling scenarios.
Regardless of the above, the relative velocity distributions and flow features predicted
by both models are almost identical as seen in Figure 5.27. It must be taken into
account that very small differences upstream in a fluid model can change the positioning
of streamlines downstream to a large degree. The fistula anastomosis is viewed here in
such a way that the artery is on the left and the blood flow is approaching the junction
from the top of the figure. This presents the best view of the recirculation region in
the vein on the right.
The solutions to the area-weighted average WSS over the FSI boundary in the FSI and
fluid models are plotted over in Figure 5.30. Plotted in the same figure is the amount
by which the fluid model overestimates the average WSS over the boundary when
compared with the FSI model. The peak WSS in our fluid model is overestimated by
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Figure 5.28: Transient profiles of the maximum deformation and maximum principal




Figure 5.29: The velocity streamlines at the anastomosis and recirculation zone: (a)

























































Overest. of WSS by fluid model (%)
Figure 5.30: Maximum deformation and principal strain profiles in the FSI model
of 15 % by Decorato et al.[66]. The WSS distributions of the fluid and FSI models at
peak flow rate are shown in Figure 5.31.
The velocity streamlines of the FSI model are shown alongside the PC-MRA velocity
streamlines in Figure 5.32. These results relate to the peak flow rate. The fistula is
viewed such that the artery is on the right with blood flow approaching the junction
from the top right. Since the flow profile imposed at the inlet is not the patient-specific
profile (see Section 5.1) the velocity magnitudes cannot really be compared here. It is
evident that the FSI solution predicts the same flow features as the MRI sequence and
that the relative velocity distribution is similar too. One further reason that they are
not more similar is most likely due to errors in the mapping of the blood flow region
from the relatively low resolution from the MRI side and in the process of developing
the computational domain (see Section 5.2.1).
The fluid model velocity streamlines solution is shown alongside the PC-MRA velocity
streamlines in Figure 5.33 in the region of the anastomosis. Again the artery is on the
right and the flow approaches the junction from the top right. Zooming in on the
anastomosis, it is now easier to see the similarity between the measured and modelled





Figure 5.31: WSS solution contours: (a) fluid model and (b) FSI model
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(a) (b)
Figure 5.32: Comparison of relative velocity streamlines: (a) PC-MRA sequence and
processing [82] and (b) FSI model solution (legends and velocity magnitudes differ -





Figure 5.33: Comparison of relative velocity streamlines: (a) PC-MRA sequence and
processing [82] and (b) fluid model solution (legends and velocity magnitudes differ -
flow conditions applied not that of patient-specific acquired data - see Sections 5.1 and
5.2.2)
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These results show that the FSI and fluid models predict very similar flow patterns
even though these models cannot be compared quantitatively due to the lack of pre-
stressing in the FSI model. Both models also agree qualitatively with the PC-MRA
data in terms of flow features despite the fact that the flow conditions are very different.
The WSS are the important criteria here however, and since the WSS are dependant
on the velocities, an accurate solution to the velocity distribution is crucial. Prestress-
ing is therefore vital to accurately predicting the WSS solution in FSI modelling of
vessels. Although WSS are likely overestimated to much less of a degree to that found
in our model or in [66], the deformations during the cardiac-cycle would ensure that
WSS would be overestimated to some degree, especially at the peak flow rate. The






This thesis has presented the development and solution of a semi-implicit staggered
FSI simulation of a patient-specific fistula. The approach has made use of ANSYS®
Fluent® and ANSYS® Mechanical™ software, in conjunction with a semi-implicit stag-
gered coupling algorithm, implemented in ANSYS® Workbench™ software, that solves
the fluid and solid problems consecutively. The fluid is solved iteratively, providing the
principal stabilisation features to the FSI model, while the solid direct solver converges
fully and provides no form of stabilisation to the staggered scheme. It was found the
FSI model could be optimally stabilised by combining a number of solution damp-
ing techniques within the iterative fluid solver, including FSI boundary stabilisation,
together with a boundary transfer ramping algorithm in the coupling algorithm.
PC-MRA data has been used to develop patient- specific models that mimic the
conditions scanned in an arteriovenous fistula. The small scale of the artery and vein
dimensions in the arm limits the accuracy of the geometry of the model at the resolution
of typical MRI scanners. It is recommended that more powerful MRI scanners with a
higher resolution sequence be used in future studies, to better capture and define the
domain of the model and obtain higher quality flow data.
A crucial element in sequencing a PC-MRA scan of a vascular access shunt, is to
measure the patients blood flow prior to scanning. This ensures that the venc parameter
is set correctly since blood flow rates can vary greatly between dialysis patients. This
maximises the quality of the flow data obtained and minimises the amount of post-
processing required of the data. The development of automated 3D smoothing and
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reconstruction techniques that are robust and which accurately extract the fluid domain
from the scan would simplify the preprocessing stage of the modelling considerably.
Various lumped parameter models, including the three-element Windkessel model,
have successfully been implemented at the outlets of the blood flow domain. Outlet
models such as these are able to simulate the resistance of the upstream and down-
stream vessels and produce flow and pressure responses that are found in branching
artery and vein structures. The pressures under which various forms of vascular ac-
cess truly operate are unknown, however. Methods to measure the pressure should
be explored to model fistulae and grafts more accurately. Complex lumped parameter
models could then be developed to simulate an individual patients specific pressure
responses in the artery and veins.
To model more accurrately the flow of blood in vascular access shunts, where shear-
thinning is likely to occur, non-Newtonian fluid models such as the Casson, or Carreau–
Yusada models, should be used for the blood. A more efficient fluid and FSI model
could be developed by prescribing a parabolic velocity inlet condition, in place of the
mass-flow boundary condition we have used. This would allow the inlet length to be
shortened to reduce the DOF while still maintaining accuracy in the region of interest.
This can be implemented if the inlet is made perfectly circular and takes advantage
of the fact that an accurate velocity profile would develop over a shorter distance. A
further improvement to the model may be gained by substituting the no-slip boundary
condition used in this work with a more accurate blood flow shear condition, or one
where wall roughness effects are taken into account.
We have modelled the vessel walls with a varying thickness at the anastomosis, using
one layer of enhanced assumed strain solid elements to optimise the efficiency of the FSI
model while solving the displacement solution with sufficient accuracy. To accurately
determine the stresses and strains, especially any stress concentrations, higher density
meshes with more element layers through the vessel wall should be used along with
higher-order finite elements.
We have modelled the artery and veins as an incompressible isotropic hyperelastic
material model each with their characteristic strengths. This material model could be
enhanced to include anisotropy to improve the response of these vessel structures to
the internal blood flow pressure.
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A spring stiffness-based Robin boundary condition has been successfully implemented
to mimic the effect of the surrounding tissue on the vessel walls. By combining this
method with frictionless boundary conditions at the outlets of the model, it has been
possible to reduce the problem size and computational expense without overconstrain-
ing it. The relative accuracy and efficiency between the following two vessel wall models
should be assessed: a model with shell elements and sufficiently long inlets and outlets,
and one with solid elements and shortened inlets and outlets such as those used in this
work. The Robin boundary condition in these models could also be enhanced with
additional modelling techniques such as damping: these may replicate the effect of the
surrounding tissue more accurately.
The soft tissue model deforms excessively if it is not prestressed, resulting in an
underapproximation of the velocity and WSS solutions, particularly in the artery. In
this case a fluid model that disregards the movement of the vessel walls is likely to be
a better predictor of the flow field than an FSI model. Regardless, it has been shown
that both these models are able to predict flow features, such as recirculation, that
may lead to vascular access failure. It would be important in future studies to extend
the model by accounting for prestress in a manner that makes use of medically imaged
data.
It is possible that a more efficient FSI model could be developed with an iterative solid
and fluid solver. The solid model could then be partially solved each coupling step, as
is the case with the fluid. This could potentially decrease the solid solver time within
each coupling step, and further stabilise the FSI. It must be noted that an iterative
solver may be ill-conditioned and perform poorly, if at all, due to the hollow and
narrow-walled structure of arteries and veins. Efficiency may also be gained by solving
the fluid and solid problems at the same time in each coupling step and transferring
the boundary solutions at the same time. This usually has a destabilising effect on
the FSI, however, as the fluid and solid models are out of sync in each coupling step.
This could therefore have the opposite effect and increase the computational expense
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