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We discuss a generalization of the resolution of the identity by considering one-body resolutions of
two-body operators, with particular emphasis on the Coulomb operator. We introduce a set of
functions that are orthonormal with respect to 1 /r12 and propose that the resulting “resolution of the
Coulomb operator,” r12
−1
= ii, may be useful for the treatment of large systems due to the
separation of two-body interactions. We validate our approach by using it to compute the Coulomb
energy of large systems of point charges. © 2008 American Institute of Physics.
DOI: 10.1063/1.2939239
I. RESOLUTIONS OF TWO-BODY OPERATORS
The resolution of the identity is a powerful tool that is
widely used in quantum chemistry. It is a statement about the
completeness of a set of functions f i	 and, adopting the sum-
mation convention, can be written
f if i = Iˆ , 1
where Iˆ is the identity operator and the f i satisfy the ortho-
normality property
f if j = ij . 2
Equivalently, we can view this as a resolution of the Dirac
delta function,
f ir1f ir2 = r12 . 3
Equation 3 is an example of resolving a coupled two-
particle function into one-particle functions.
More generally, we can replace the orthonormality con-
dition 2 by
f iTˆ f j = ij , 4
where Tˆ is an operator of the form
Tˆ f ir =
 f irTr − rdr = ir , 5
which defines the potentials ir of the functions f ir. If the
set f i	 is complete, we can expand arbitrary functions ar
and br as
a = aTˆ f if i , 6
b = f jf jTˆ b . 7
By combining Eqs. 4, 6, and 7, we can write
aTˆ b = aTˆ f if iTˆ f jf jTˆ b = aTˆ f if iTˆ b
= aiib , 8
where a i and i b are one-particle overlap integrals
that we call “auxiliaries.” Inspection of Eq.8 yields the one-
body resolution,
ii = Tˆ , 9
which induces an equivalent resolution of the kernel
ir1ir2 = Tr12 , 10
of which Eq. 3 is a special case.
Equation 10 is related to Mercer’s theorem,1 but incor-
porates cases where the ir are not necessarily eigenfunc-
tions of the operator Tˆ and thus provides an infinite number
of representations of Tr12.
The expansion 8 decouples the two-body interactions
associated with calculating aTˆ b and may be computation-
ally advantageous if aTˆ b is relatively expensive, the aux-
iliaries are relatively cheap, and the auxiliaries decay rapidly
as i→. The third condition ensures that the series 8 con-
verges rapidly. In this Communication, we discuss an impor-
tant special case, namely, Tr12=r12
−1
.
II. RESOLUTIONS OF THE COULOMB OPERATOR
The Coulomb repulsion energy between two charge dis-
tributions 1r and 2r is
J12 = 1r12
−12 . 11
If each distribution is composed of K1 elements, the
evaluation of J12 is computationally expensive because the
Coulomb operator is not separable and therefore many pair-
wise interactions must be computed. Nonetheless, several
linear-scaling methods have been proposed. Some exploit the
fact that the function is almost separable when r12 is large,2–5
others use the fact that its Fourier representation is
diagonal,6,7 or harness the Legendre expansion.8 Alterna-
tively, one can retain the Coulomb operator but expand the
charge distributions in an auxiliary basis set ir	 to
obtain9–18aElectronic mail: peter.gill@anu.edu.au.
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J12 = 1r12
−1iX−1ij jr12
−12 , 12
where X is the matrix with elements ir12
−1 j.
Motivated by the obvious simplifications if X is the iden-
tity matrix, we now consider a one-body resolution of the
Coulomb operator RC,
r12
−1
= ii 13
that allows us to write
J12 = 1ii2 . 14
This is related to the KWIK method,6 in which the long-
range part of r12
−1 is expanded in a similar way, and there are
also some connections to the Cholesky decomposition of
Beebe and Linderberg.19
To resolve the Coulomb operator, we must find a set of
functions f i that are complete and satisfy the orthonormality
condition
f ir12−1f j = ij . 15
For practical reasons, we seek functions that factorize in
spherical polar coordinates and, in Appendix A, we show
that
f ir  fnlmr =
Ylm,
2 
0

x2hnxjlxrdx 16
possess these properties and have the potentials
ir  nlmr = 22Ylm,Vnlr , 17
where we have introduced the radial potentials
Vnlr = 

0

hnxjlxrdx . 18
The jlxr are spherical Bessel functions and the Ylm ,
are real spherical harmonics.20 The hnx are any set of func-
tions that are complete and orthonormal on 0, .
III. A PARTICULAR CHOICE FOR THE hn„x…
There are many sets of functions that are complete and
orthonormal on 0, , but the even-order Hermite functions
parabolic cylinder functions,
hnx =
2/1/4
2n2n!
H2n x2exp− x
2
4  , 19
are convenient and we adopt these henceforth.
By substituting Eq. 19 into Eq. 18 and integrating the
terms in the Hermite polynomial, one finds that
Vnlr =
− 1n
23/4
	n + 12
	n + 1
	 l + 12 
	l + 32
rl


i=0
n − ni l + 12 i
12i
2i
i!
M l + 12 + i, l + 32, − r2 ,
20
where ab is a Pochhammer symbol and Ma ,b ,x is the
confluent hypergeometric function.20
For a given l, the potentials Vnlr possess n interleaving
positive roots. Each potential is a finite combination of error
functions and Gaussians, but such formulas become un-
wieldy when n or l are large, and it is preferable to construct
the Vnlr recursively see Appendix B.
IV. EXAMPLE
The new resolution 13 has many possible applications
but, as a simple illustration, we use it to compute the Cou-
lomb self-repulsion of a system of K point charges with
spherical polar coordinates Pk= Pk ,k ,k. The classical for-
mula, of course, is
J =
1
2i=1
K

ji
K
qiqj
Pi − P j
, 21
where qi is the charge on particle i and the restriction j i
ensures that the self-interaction energy SIE of each point
charge is excluded. The computational cost of this expression
is OK2.
Alternatively, using the Coulomb resolution, we have
J =
1
2nlm nlmnlm − SIE
=
1
2nlm k Ylmk Vnlk 2 − 14k qkVnlk 2 , 22
where
Ylm
k
= 22qkYlmk,k , 23
Vnl
k
= VnlPk . 24
The Ylm
k can be generated efficiently by recursion21 but
the Vnl
k are more complicated. In our program the set of Vnl
k
0nN, 0 lL and 1kK is formed by computing
boundary values and then solving a pentadiagonal linear sys-
tem at a cost of 19KLN floating-point operations. Details are
given in Appendix B.
Pseudocode to compute the Coulomb energy in this way
is shown in Table I. For clarity, we have dropped the rela-
tively trivial self-interaction correction. By having an outer
loop over l, only two-dimensional arrays Y, V, and A are
required and the most expensive step the construction of the
auxiliaries from the spherical harmonics and the radial inte-
grals can be accomplished by the highly optimized matrix
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multiplication subroutine DGEMM.22 For fixed values of N
and L the computational cost of this method is OK.
We used this algorithm to calculate the Coulomb energy
of K unit point charges randomly distributed inside a cube of
length N. This dimension was chosen to ensure a reason-
able coverage of the point charges by the radial basis func-
tions. The origin was placed at the center of charge of the
system. For simplicity, the maximum angular momentum L
was chosen to be the same as the number N of radial basis
functions.
Figure 1 shows the variation of CPU time with K for the
classical particle-particle PP and resolution of the Coulomb
operator methods. The RC times are shown for basis sets
with N=20, 60, and 100. The times for the PP method ex-
hibit the expected quadratic scaling with K, whereas, for
fixed N, the RC times scale linearly. Using our current imple-
mentation, RC is faster than PP for K values larger than
8000, 50 000, and 150 000 for N=20, 60, and 100, respec-
tively. Direct comparisons with other fast Coulomb methods
are difficult due to implementation details. However, the re-
sults of Schmidt and Lee24 indicate crossover points for the
fast multipole method FMM, when applied to three-
dimensional systems, are around 80 000 point charges for
10−5 accuracy, making our initial implementation competi-
tive with the FMM.
Figure 2 shows how the relative error  varies with the
number of basis functions for three values of K. The initial
convergence with respect to basis set size is very rapid and
almost independent of K. For larger N the convergence be-
comes slower and appears smoother for larger values of K.
This behavior is similar to that observed for the KWIK
method.6
V. CONCLUSION
We have shown how to resolve the Coulomb operator
using one-particle functions, thus factorizing Coulomb inter-
actions into one-particle contributions, and we have illus-
trated this factorization by calculating the Coulomb energy
of a system of point charges. However, our approach can be
applied to any problem where the Coulomb operator appears,
and we will report applications to post–Hartree–Fock corre-
lation methods in a future publication.
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APPENDIX A: POTENTIALS AND ORTHONORMALITY
In spherical coordinates, the functions8
lmr = Ylm,jlxr A1
and
Flmr =
Ylm,
4
x2jlxr A2
satisfy the Poisson equation
2 = − 4F . A3
Thus, by the superposition principle,
nlmr = 22Ylm,

0

hnxjlxrdx A4
are the Coulomb potentials of
fnlmr =
Ylm,
2 
0

x2hnxjlxrdx , A5
which are complete if the hnx are. Finally, Coulomb ortho-
normality follows because
TABLE I. Pseudocode for computing J via Eq. 22.
Method Flop cost
J=0
loop over l
Yk,m=Ylm
k Ref. 21 9KLM
Vk,n=Vnl
k Appendix B 19KLN
Am,n=kYk,mVk,n DGEMMa 2KLMN
J=J+m,nAm,n2 DDOT
b 2LMN
next l
aReference 22.
bReference 23.
FIG. 1. CPU time s with number of point charges K for PP  and RC
methods for N=L=20 , 60 , and 100 .
FIG. 2. Relative error  with number of basis functions N=L for K=8000
, 20 000 , and 64 000 .
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fnlmr12−1fnlm = fnlmnlm =
2


 

0

x2hnxjlxrdx

0

hnyjlyrdyYlm,Ylm,dr
=
2



0


0


0

x2hnxhnyjlxrjlyrr2drdydxllmm = llmm

0


0

x2hnxhny
x − y
xy
dydx
= llmm

0

hnxhnxdx = nnllmm. A6
The last line requires simple orthonormality of the hnx. In
this Communication, we chose to use the even Hermite func-
tions 19 but we could have chosen any set of functions that
is complete and orthonormal on 0, .
APPENDIX B: RECURRENCE RELATIONS
The Vn,lr satisfy the following recurrence relations:
V0,l = V0,l+2 22l + 7 + 2l + 3r2 2l + 52l + 2
+ V0,l+4
2l + 32l + 8
2l + 22l + 7
, B1
Vn,l = − Vn−1,l
4r2
2n2n − 1
− Vn−2,l
44n − 7r2 − 8n2 − 28n + 27 − 4ll + 1
2n2n − 12n − 22n − 3
− Vn−3,l
2n − 42n − 54r2
2n2n − 12n − 22n − 3
− Vn−4,l
2n − 42n − 52n − 62n − 7
2n2n − 12n − 22n − 3 . B2
In our program the V0,l are computed using Eq. B1 in the
backward direction. The starting values V0,L and V0,L−1 are
calculated using a modified confluent hypergeometric func-
tion subroutine from Ref. 25. Since Eq. B2 is unstable in
both the forward and backward directions, we compute Vn,l
from V
−2,l, V−1,l which are both identically zero, V0,l, and
VN,l by solving a pentadiagonal system of N−1 linear equa-
tions. To compute VN,l we use cubic Chebyshev polynomial
interpolation with the coefficients read from a binary file.
The coefficients are precomputed using Eq. B2 in the for-
ward direction with extended precision.
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