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Abstract
During the past 10 years multifractal analysis has received an enormous interest. For a sequence (ϕn)n of
functions ϕn :X → M on a metric space X, multifractal analysis refers to the study of the Hausdorff and/or
packing dimension of the level sets{
x ∈ X
∣∣∣ lim
n
ϕn(x) = t
}
(1)
of the limit function limn ϕn. However, recently a more general notion of multifractal analysis, focusing
not only on points x for which the limit limn ϕn(x) exists, has emerged and attracted considerable interest.
Namely, for a sequence (xn)n in a metric space X, we let A(xn) denote the set of accumulation points of the
sequence (xn)n. The problem of computing that the Hausdorff dimension of the set of points x for which
the set of accumulation points of the sequence (ϕn(x))n equals a given set C, i.e. computing the Hausdorff
dimension of the set{
x ∈ X ∣∣ A(ϕn(x))= C} (2)
has recently attracted considerable interest and a number of interesting results have been obtained. However,
almost nothing is known about the packing dimension of sets of this type except for a few special cases
investigated in [I.S. Baek, L. Olsen, N. Snigireva, Divergence points of self-similar measures and packing
dimension, Adv. Math. 214 (2007) 267–287]. The purpose of this paper is to compute the packing dimension
of those sets for a very general class of maps ϕn, including many examples that have been studied previously,
cf. Theorem 3.1 and Corollary 3.2. Surprisingly, in many cases, the packing dimension and the Hausdorff
dimension of the sets in (2) do not coincide. This is in sharp contrast to well-known results in multifractal
analysis saying that the Hausdorff and packing dimensions of the sets in (1) coincide.
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1. Introduction
In the study of geometric properties of dynamical systems or fractal measures one is often in-
terested in the asymptotic behaviour of local quantities associated with the underlying dynamical
or geometric structure. For example, one is often interested in the ergodic average of a continuous
function, the local entropy or the local Lyapunov exponent, or the local dimension of a measure.
These quantities provide a description of various aspects of measures or dynamical systems, e.g.
chaoticity, sensitive dependence, etc. All these quantities provide important information about
the underlying geometric or dynamical structure. This idea leads to the notion of multifractal
spectra. If X and M are metric spaces (the space X is typically the underlying set of a dynam-
ical system or the support of a fractal measure) and ϕ : X → M is a function associating some
dynamical characteristic with each point x ∈ X, multifractal analysis studies the level sets,{
x ∈ X ∣∣ ϕ(x) = t}, t ∈ M,
of ϕ. For example, we might study the Hausdorff dimension
fH(t) = dimH
{
x ∈ X ∣∣ ϕ(x) = t}
or the packing dimension
fP(t) = dimP
{
x ∈ X ∣∣ ϕ(x) = t}
of the level sets of ϕ as a function of t ; here, and in the rest of the paper dimH denotes the
Hausdorff dimension and dimP denotes the packing dimension. The functions fH(t) and fP(t)
and similarly defined functions are generically known as multifractal spectra.
Local characteristics of dynamical systems or fractal measures are typically defined in terms
of limit processes, i.e. typically a local characteristic ϕ : X → M has the form
ϕ(x) = lim
n
ϕn(x)
for a sequence of functions ϕn : X → M , and the multifractal spectra of ϕ(x) = limn ϕn(x) is
therefore given by
fH(t) = dimH
{
x ∈ X
∣∣∣ lim
n
ϕn(x) = t
}
(1.1)
and
fP(t) = dimP
{
x ∈ X
∣∣∣ lim
n
ϕn(x) = t
}
. (1.2)
For example, if X is a metric space and S : X → X is a continuous self map, then the ergodic
average of a continuous function f : X → R at the point x ∈ X is defined by the following limit
limn 1n
∑n−1
k=0 f (Skx). Since, a priori, the limits involved may not exist at all points it is clearly
of interest also to obtain information about sets of points x for which the sequence (ϕ(x))n
652 L. Olsen / Bull. Sci. math. 132 (2008) 650–678diverges. Such points are called divergence points and a more general notion of multifractal
analysis focusing on divergence points has recently emerged and attracted considerable interest
[4,6,9,13–15,18–20,22,27]. To make this precise, we define generalized multifractal spectra as
follows. We begin with a definition. For a sequence (xn)n in a metric space X, we let A(xn)
denote the set of accumulation points of the sequence (xn)n, i.e.
A(xn) =
{
x ∈ X ∣∣ there exists a subsequence (xnk )k such that xnk → x}. (1.3)
We now define the generalized Hausdorff multifractal spectrum by
fH(C) = dimH
{
x ∈ X ∣∣ A(ϕn(x))= C}, (1.4)
and we define the generalized packing multifractal spectrum by
fP(C) = dimP
{
x ∈ X ∣∣ A(ϕn(x))= C}. (1.5)
If C = {t} is a singleton, then
fH
({t})= dimH{x ∈ X ∣∣∣ lim
n
ϕn(x) = t
}
and
fP
({t})= dimP{x ∈ X ∣∣∣ lim
n
ϕn(x) = t
}
reduce to the classical multifractal spectra in (1.1) and (1.2), and provide information about the
points x for which the limit limn ϕn(x) exists and equals t ; however, if C is not a singleton,
then fH(C) and fP(C) provide information about the distribution of the individual divergence
points. For an arbitrary set C, the dimensions of the sets {x ∈ X | A(ϕn(x)) = C} may therefore
be viewed as generalized multifractal spectrum providing detailed information about the set of
points x for which the sequence (ϕn(x))n diverges in a prescribed way as n → ∞.
The study of the generalized Hausdorff multifractal spectrum
fH(C) = dimH
{
x ∈ X ∣∣ A(ϕn(x))= C}
has recently attracted an enormous interest. Indeed, building on early work by Cajar [4] and
Volkmann [27] a number of interesting results have been obtained during the past 4–5 years by
[13,15,18–20,22]. Unfortunately, except for a few special cases investigated in [3], nothing is
known about the generalized packing multifractal spectrum
fP(C) = dimP
{
x ∈ X ∣∣ A(ϕn(x))= C}.
The packing measure and the packing dimension were introduced by Taylor and Tricot [25,26]
as a dual to the Hausdorff measure: the Hausdorff measure is defined by considering econom-
ical coverings, whereas the packing measure is defined by considering efficient packings. The
packing measure is nowadays considered as important as the Hausdorff measure. Indeed, many
Hausdorff measure properties have dual packing measure properties, and it is widely believed
that an understanding of both the Hausdorff dimension and the packing dimension of a fractal set
provides the basis for a substantially better understanding of the underlying geometry of the set.
The purpose of this paper is to extend the arguments from [3] to compute the generalized pack-
ing multifractal spectrum in (1.5) in the setting of the framework introduced in [14,18,20] and
investigated further by, for example, [6]. In particular, we obtain an explicit formula for the gen-
eralized packing multifractal spectrum (1.5) for a very general class of maps ϕn including many
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Theorem 3.1 shows the following.
(1) Surprisingly, in many cases, the generalized Hausdorff multifractal spectrum fH(C) and
the generalized packing multifractal spectrum fP(C) do not coincide. Due to the seminal work
of Taylor (cf., for example, the survey [24]), a set whose Hausdorff and packing dimensions
coincide is called a Taylor fractal. Hence, the sets{
x ∈ X ∣∣ A(ϕn(x))= C}
are typically not Taylor fractals. This is in sharp contrast to well-known results in multifractal
theory saying that the Hausdorff and packing dimensions of the set of points x for which the limit
limn ϕn(x) exists and equals a given value, t say, coincide, i.e. that the Hausdorff and packing
dimensions of the sets{
x ∈ X
∣∣∣ lim
n
ϕn(x) = t
}
coincide; cf. the discussion following Corollaries 2.2 and 2.4.
(2) The formulas for the generalized Hausdorff multifractal spectrum fH(C) and the gen-
eralized packing multifractal spectrum fP(C) are “dual”; this may be viewed as yet another
manifestation of the dual nature of the Hausdorff measure and the packing measure.
The main results are presented in Section 3. However, before presenting the main results in
the paper we give two examples. In Section 2.1 applications of Theorem 3.1 to new multifractal
spectra of ergodic averages are given, and in Section 2.2 presents a non-trivial application of
multifractal analysis to metric number theory.
2. Examples
2.1. Ergodic spectra
As an application of our main results, we will now obtain a variational principle for a very
general type of mixed multifractal spectrum of ergodic averages. Mixed multifractal spectra com-
bine different local characteristics which depend simultaneously on various different aspects of
the underlying dynamical system; in this case the simultaneous behaviour of the functions be-
longing to some (possible uncountable) family (fj )j∈I of functions.
Let Σ denote a subshift of finite type modelled by a directed and strongly connected multi-
graph (V,E) and let S : Σ → Σ denote the shift map. In the example below, (Ki)i∈V denotes
the self-conformal sets associated with a graph directed self-conformal iterated function system
satisfying the Strong Open Set Condition and
Φ :Σ → R
denotes the Lyapunov exponent associated with the graph directed self-conformal function sys-
tem; details will be given in Section 3. Also, Σi denotes the set of strings in Σ starting at i ∈ V
and
πi :Σi → Ki
denotes the natural projection in (3.2). Finally, we let P(Σ) and PS(Σ) denote the family of
probability measures on Σ and the family of shift invariant probability measures on Σ , respec-
tively, and for μ ∈ P(Σ), we let h(μ) denote the entropy of μ. Furthermore, recall that for
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sequence (xn)n. For a (possible uncountable) family (fj )j∈I of uniformly bounded continuous
functions fi : Σ → R, the following result providing variational principles for the Hausdorff di-
mensions of different sets of divergence points of ergodic averages has been obtained in varying
degrees of generality by a number of authors [13,14,18,20,22].
Theorem A. (Combined by results from [13,14,18,20,22].) Let (fj )j∈I be a (possible un-
countable) family of continuous functions fj : Σ → R, and assume that the family of maps
(P(Σ) → R : μ → ∫ fj dμ)j∈I is totally bounded. Fix C ⊆ ∞(I ).
(1) If C is not a continuum of {(∫ fj dμ)j∈I | μ ∈ P(Σ)}, then{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
= C
}
= ∅.
(2) If C is a continuum of {(∫ fj dμ)j∈I | μ ∈P(Σ)}, then
dimH πi
{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
= C
}
= inf
x∈C supμ∈PS(Σ)∫
fj dμ=x for all j ∈ I
− h(μ)∫
Φ dμ
.
(3) If C is a closed and convex subset of ∞(I ), then
dimH πi
{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
⊆ C
}
= sup
x∈C
sup
μ∈PS(Σ)∫
fj dμ=x for all j ∈ I
− h(μ)∫
Φ dμ
,
dimP πi
{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
⊆ C
}
= sup
x∈C
sup
μ∈PS(Σ)∫
fj dμ=x for all j ∈ I
− h(μ)∫
Φ dμ
.
However, nothing is known about the packing dimension of the sets
πi
{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
= C
}
,
when C is not a singleton. Observe that the following upper bound for the packing dimension
of this set follows immediately from Theorem A, namely, if C is a closed and convex subset of
{(∫ fj dμ)j∈I | μ ∈ P(Σ)}, then
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{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
= C
}
 dimP πi
{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
⊆ C
}
= sup
x∈C
sup
μ∈PS(Σ)∫
fj dμ=x for all j ∈ I
− h(μ)∫
Φ dμ
.
The techniques and methods developed in this paper allows us to prove that this inequality is, in
fact, an equality. Indeed, the following result follows immediately by applying Theorem 3.1 to
the map Ξ :P(Σ) → ∞(I ) defined by μ → (∫ fj dμ)j∈I .
Theorem 2.1. Let (fj )j∈I be a (possible uncountable) family of continuous functions fj :Σ →R,
and assume that the family of maps (P(Σ) → R : μ → ∫ fj dμ)j∈I is totally bounded. Fix
C ⊆ ∞(I ). If C is a closed and convex subset of {(∫ fj dμ)j∈I | μ ∈ P(Σ)}, then
dimP πi
{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
= C
}
= sup
x∈C
sup
μ∈PS(Σ)∫
fj dμ=x for all j ∈ I
− h(μ)∫
Φ dμ
.
The following corollary giving the packing dimension of an even more general type of ergodic
multifractal decomposition follows immediately.
Corollary 2.2. Let (fj )j∈I be a (possible uncountable) family of continuous functions
fj :Σ → R, and assume that the family of maps (P(Σ) → R : μ →
∫
fj dμ)j∈I is to-
tally bounded. Fix C1,C2 ⊆ ∞(I ). If C1 ⊆ C2 and C2 is a closed and convex subset of
{(∫ fj dμ)j∈I | μ ∈ P(Σ)}, then
dimP πi
{
ω ∈ Σi
∣∣∣ C1 ⊆ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
⊆ C2
}
= sup
x∈C2
sup
μ∈PS(Σ)∫
fj dμ=x for all j ∈ I
− h(μ)∫
Φ dμ
.
Proof. This follows from Theorems A and 2.1 since{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
= C2
}
⊆
{
ω ∈ Σi
∣∣∣ C1 ⊆ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
⊆ C2
}
⊆
{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
⊆ C2
}
.
This completes the proof. 
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Ei(C) = πi
{
ω ∈ Σi
∣∣∣ A
((
1
n
n−1∑
k=0
fj
(
Skω
))
j∈I
)
= C
}
and
Ei(t) = Ei
({t})
for C ⊆ ∞(I ) and t ∈ ∞(I ). Comparing Theorems A and 2.1 we see the following surprising
fact. Namely, that, in general, the Hausdorff dimension and the packing dimension of the set
Ei(C) do not coincide, i.e. in general
dimH Ei(C) = dimP Ei(C).
This is in sharp contrast to well-known results from multifractal analysis of sets of points ω for
which the limit limn( 1n
∑n−1
k=0 fj (Skω))j∈I exists. Indeed, it follows from Theorem A that the
Hausdorff dimension and the packing dimension of these sets coincide, i.e.
dimH Ei(t) = dimP Ei(t)
for all t ∈ ∞(I ). This shows (apart from the trivial case when C is not a closed subset of
{(∫ fj dμ)j∈I | μ ∈ P(Σ)}, and, consequently, the set Ei(C) is empty) that the Hausdorff di-
mension and the packing dimension of the set Ei(C) only coincide in the special case for which
C is a singleton. As mentioned earlier, due to the seminal work of Taylor [24], a set whose
Hausdorff and packing dimensions coincide is called a Taylor fractal. The sets Ei(C) therefore
provide a large and natural class of sets that are not Taylor fractals.
Comparing Theorems A and 2.1 we also see that the formulas for the Hausdorff dimensions
and the packing dimensions of the set Ei(C) are “dual”: the infimum in the formula for the
Hausdorff dimension is replaced by the supremum in the formula for the packing dimension. As
noted earlier, this may be viewed as yet another manifestation of the dual nature of the Hausdorff
measure and the packing measure.
We emphasize that by computing the packing dimension of the multifractal decomposition
sets πi{ω ∈ Σi | A(( 1n
∑n−1
k=0 fj (Skω))j∈I ) = C}, we obtain the packing dimension for a new
class of sets of points x for which the ergodic averages ( 1
n
∑n−1
k=0 fj (Skω))j∈I diverges in an
arbitrary but prescribed way as n → ∞. This provides accurate and detailed information about
the behaviour of the individual divergence points.
2.2. Frequencies of groups of N -adic digits
As a second application of our main results, we will obtain a variational principle for a very
general type of multifractal spectrum of frequencies of groups of N -adic digits of real numbers.
Fix a positive integer N with N  2. For x ∈ R, let [x] denote the integer part of x and write
x = [x] +
∞∑
n=1
dn(x)
Nn
,
where dn(x) ∈ {0,1, . . . ,N − 1}, for the unique non-terminating N -adic expansion of x. For a
given probability vector p = (p0, . . . , pN−1), it is natural to investigate the size of the set of
numbers x for which the frequency of the digit j among the first n digits of x approaches pj as
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Eggleston in the 1930s and the 1940s. Numerous generalizations of this problem have been stud-
ied during the past 50 years, cf. for example, [1,4,5,12,15,17,27]. As an application of the main
results in this paper we consider the following generalization involving frequencies of groups of
digits. Let Γ = (Γ1, . . . ,Γm) be a partition of the set {0,1, . . . ,N − 1} of N -adic digits, i.e. the
sets Γ1, . . . ,Γm are pairwise disjoint with {0,1, . . . ,N − 1} = Γ1 ∪ · · · ∪ Γm, and let
ΠΓi (x;n) =
|{1 k  n | dk(x) ∈ Γi}|
n
denote the frequency of the set Γi of digits among the first n of the N -adic digits of x. Also,
write
ΠΓ (x;n) =
(
ΠΓ1(x;n), . . . ,ΠΓm(x;n)
)
.
The following result providing formulas for the Hausdorff dimensions of various sets of diver-
gence points of frequencies of groups of digits has recently been obtained by Li and Dekking [12]
for the case where C = {t} is a singleton, and for general sets C by Olsen [17].
Theorem B. (See [12,17].) Let Γ = (Γ1, . . . ,Γm) be a partition of the set {0,1, . . . ,N − 1} of
N -adic digits. Let Δm be the family of probability vectors in Rm. Fix C ⊆ Δm.
(1) If C is not a subcontinuum of Δm, then{
x ∈ [0,1] ∣∣ A(ΠΓ (x;n))= C}= ∅.
(2) If C is a subcontinuum of Δm, then
dimH
{
x ∈ [0,1] ∣∣ A(ΠΓ (x;n))= C}= inf
(pi )i∈C
− 1
logN
∑
i
pi log
pi
|Γi | .
(3) If C is the closed and convex, then
dimH
{
x ∈ [0,1] ∣∣ A(ΠΓ (x;n))⊆ C}= sup
(pi )i∈C
− 1
logN
∑
i
pi log
pi
|Γi | ,
dimP
{
x ∈ [0,1] ∣∣ A(ΠΓ (x;n))⊆ C}= sup
(pi )i∈C
− 1
logN
∑
i
pi log
pi
|Γi | .
As in the example considered in Section 2.1, nothing is known about the packing dimension
of sets{
x ∈ [0,1] ∣∣ A(ΠΓ (x;n))= C},
when C is not a singleton. Again, observe that the following upper bound for the packing dimen-
sion of this set follows immediately from Theorem B, namely, if C is a closed and convex subset
of Δm, then
dimP
{
x ∈ [0,1] ∣∣ A(ΠΓ (x;n))= C} dimP{x ∈ [0,1] ∣∣ A(ΠΓ (x;n))⊆ C}
= sup
(pi )i∈C
− 1
logN
∑
i
pi log
pi
|Γi | .
As in Section 2.1, the techniques developed in this paper allow us to prove that this inequality is,
in fact, an equality.
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Let Δm be the family of probability vectors in Rm. Fix C ⊆ Δm. If C is a closed and convex
subset of Δm, then
dimP
{
x ∈ [0,1] ∣∣ A(ΠΓ (x;n))= C}= sup
(pi )i∈C
− 1
logN
∑
i
pi log
pi
|Γi | .
Theorem 2.3 follows immediately from Theorem 3.1 by considering the case where the
underlying graph (V,E) and the function Ξ are defined as follows. The graph (V,E) has
only one vertex,  say, and N edges labelled by 0,1, . . . ,N − 1, and the graph directed self-
conformal function system list (3.1) modelled by (V,E) = ({}, {0,1, . . . ,N − 1}) is defined as
follows. We define the sets V and X in (3.1) by V = R and X = [0,1], and we define the
maps Si : [0,1] → [0,1] by Si(x) = x+iN . Finally, the function Ξ : P(Σ) → Rm is given by
Ξ(μ) = (μ(⋃j∈Γi [j ]))i=1,...,m where [j ] denotes the cylinder generated by j . For details and
extensions and generalizations of this result the reader is referred to [17]. Just as in the previous
example, the following corollary providing the packing dimension of an even more general type
of multifractal spectrum follows immediately.
Corollary 2.4. Let Γ = (Γ1, . . . ,Γm) be a partition of the set {0,1, . . . ,N − 1} of N -adic digits.
Let Δm be the family of probability vectors in Rm. Fix C1,C2 ⊆ Δm. If C1 ⊆ C2 and C2 is a
closed and convex subset of Δm, then
dimP
{
x ∈ [0,1] ∣∣ C1 ⊆ A(ΠΓ (x;n))⊆ C2}= sup
(pi )i∈C2
− 1
logN
∑
i
pi log
pi
|Γi | .
As in the previous example, we see the following surprising fact, namely, that in general the
Hausdorff and the packing dimensions of the set {x ∈ [0,1] | A(ΠΓ (x;n)) = C} do not coincide.
In fact, it follows from Theorems B and 2.3 that they coincide only in the special case for which
C is a singleton. Moreover, it also follows from Theorems B and 2.3 that the formulas for the
Hausdorff dimension and the packing dimension of the set {x ∈ [0,1] | A(ΠΓ (x;n)) = C} are
“dual”: the infimum in the formula for the Hausdorff dimension is replaced by the supremum in
the formula for the packing dimension. This is yet a further manifestation of the dual nature of
the Hausdorff measure and the packing measure.
We also emphasize that by computing the packing dimension of the sets {x ∈ [0,1] |
A(ΠΓ (x;n)) = C}, we obtain the packing dimension for a new class of sets of numbers x for
which the frequenciesΠΓ (x;n) diverges in an arbitrary but prescribed way as n → ∞. This pro-
vides accurate and detailed information about the behaviour of the individual divergence points,
and Theorem 2.3 clearly shows that the sets of points for which the sequence of frequencies
(ΠΓ (x;n))n diverges have an extremely intricate fractal structure. In addition, Theorem 3.1 pro-
vides a non-trivial application of multifractal analysis to number theory.
3. Statement of results
We will now state the main results in this paper. These will be formulated in the setting
of “deformations of empirical measures” introduced in [14,18,20]. In Section 3.1 we introduce
graph-directed self-conformal sets, in Section 3.2 we introduce “deformations of empirical mea-
sures” modelled by graph-directed self-conformal sets, and finally in Section 3.3 we state the
main results on the packing multifractal spectra of “deformations of empirical measures”.
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Let (V,E) be a finite directed graph where V denotes the set of vertices and E denotes the
set of edges. For a vertex i, we let Ei denote the set of edges whose initial vertex equals i, and
for vertices i and j , we let Eij denote the set of edges whose initial vertex equals i and whose
terminal vertex equals j . A graph directed conformal iterated function system is a list(
V,E, (Vi)i∈V, (Xi)i∈V, (Se)e∈E, (pe)e∈E
)
, (3.1)
where
(1) Vi is an open, connected subset of Rd .
(2) Xi ⊆ Vi is a compact set with X◦−i = Xi .
(3) Se : Vj → Vi is a contractive C1+γ diffeomorphism with 0 < γ < 1 such that Se(Xj ) ⊆ Xi
for all i, j ∈ V and all e ∈ Eij .
(4) The Conformality Condition: (DSe)(x) is a contractive similarity map. (Here (DSe)(x) de-
notes the derivative of Se at x.)
If e ∈ E, we denote the initial vertex of e by i(e) and we denote the terminal vertex of e by t(e).
It follows from [10] that there exists a unique list (Ki)i∈V of non-empty compact sets Ki ⊆ Xi
such that
Ki =
⋃
e∈Ei
Se(Kt(e)).
The sets (Ki)i∈V are called the self-conformal sets associated with the list (3.1). We will also
assume that the so-called Strong Open Set condition (SOSC) is satisfied.
(5) The Strong Open Set Condition: There exists a list (Ui)i∈V of open non-empty and bounded
sets Ui ⊆ Xi with Se(Uj ) ⊆ Ui for all i, j ∈ V and all e ∈ Eij such that Se1(Ut(e1)) ∩
Se2(Ut(e2)) = ∅ and Ui ∩Ki = ∅ for all i ∈ V and all e1,e2 ∈ Ei with e1 = e2.
For each vertex i ∈ V, let ΣNi denote the set of all infinite paths in (V,E) starting at i and let ΣN
denote the set of all infinite paths in (V,E), i.e.
ΣNi =
{
e1e2e3 . . .
∣∣ ek ∈ E, i(e1) = i, t(ek) = i(ek+1)},
ΣN = {e1e2e3 . . . ∣∣ ek ∈ E, t(ek) = i(ek+1)}.
For each vertex i ∈ V we define the projection πi : ΣNi → Ki by
{πiω} =
⋂
n
Se1 ◦ · · · ◦ Sen(Kt(en)) (3.2)
for ω = e1e2e3 . . . ∈ ΣNi . Finally define Φ : ΣN →R by
Φω = log∣∣(DSe1)(πt(e1)(Sω))∣∣ (3.3)
for ω = e1e2e3 . . . ∈ ΣN; recall that S : ΣN → ΣN denotes the shift. The map Φ represents the
local change of scale as one goes from πt(e )(Sω) to πi(e )(ω).1 1
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We denote the family of probability measures on ΣN by P(ΣN). For n ∈ N, let Ln : ΣN →
P(ΣN) denote the nth empirical measure, i.e.
Lnω = 1
n
n−1∑
k=0
δSkω, (3.4)
where δx denotes the Dirac measure at x; again, recall that S : ΣN → ΣN denotes the shift.
Definition (Deformation of empirical measures). A continuous deformation of Ln is a pair
(X,Ξ) where X is a metric space and
Ξ :P(ΣN)→ X
is continuous with respect to the weak topology.
We think of the composite
Ξ ◦Ln : ΣN Ln−→P
(
ΣN
) Ξ−→ X
as a continuous deformation of the empirical measure Ln.
3.3. Multifractal analysis of deformations of empirical measures
Recall, that for a sequence (xn)n in a metric space X, we let A(xn) denote the set of accumu-
lation points of the sequence (xn)n, cf. (1.3). For a deformation (X,Ξ) and a subset C ⊆ X, we
define the multifractal spectra as follows. We define the Hausdorff superset multifractal spectrum
and the Hausdorff equality multifractal spectrum by
fH,sup,i (C) = dimH πi
{
ω ∈ ΣNi
∣∣ A(ΞLnω) ⊆ C},
fH,eq,i (C) = dimH πi
{
ω ∈ ΣNi
∣∣ A(ΞLnω) = C}, (3.5)
and we define the packing superset multifractal spectrum and the packing equality multifractal
spectrum by
fP,sup,i (C) = dimP πi
{
ω ∈ ΣNi
∣∣ A(ΞLnω) ⊆ C},
fP,eq,i (C) = dimP πi
{
ω ∈ ΣNi
∣∣ A(ΞLnω) = C}, (3.6)
where πi : Σi → Rd denotes the projection map in (3.2). For different choices of the defor-
mation (X,Ξ) we obtain different multifractal spectra: the spectrum of local dimensions, the
spectrum of local entropies, the spectrum of local Lyapunov exponents, the spectrum of er-
godic averages, etc. For example, let (fj )j∈J be a (possibly uncountable) family of continuous
functions fj :ΣN → R. If we define Ξ : P(ΣN) → ∞(J ) by Ξ : μ → (
∫
fj dμ)j∈J , then
limn ΞLnω = limn( 1n
∑n−1
k=0 fj (Skω))j∈J equals the mixed ergodic average of the family (fj )j
at ω. For a large number of other examples of deformations the reader is referred to [14–17,20].
If C is not a singleton, then the Hausdorff and/or packing dimension of the set {ω ∈ ΣNi |
A(ΞLnω) = C} provide detailed information about the distribution of the individual divergence
points, and the Hausdorff dimension, fH,eq,i (C) = dimH πi{ω ∈ ΣN | A(ΞLnω) = C}, of thesei
L. Olsen / Bull. Sci. math. 132 (2008) 650–678 661sets have recently been obtained [4,13,14,18,20,22,27]; see Theorem C below. However, before
stating this result we need a few definitions. We let h(μ) denote the entropy of a μ ∈ P(ΣN). If
X is a vector space and d is a metric in X, then we will say that d is linearly compatible if:
(1) For all x1, x2, y1, y2 ∈ X we have d(x1 + x2, y1 + y2) d(x1, y1)+ d(x2, y2).
(2) For all x, y ∈ X and all λ ∈ R we have d(λx,λy) |λ|d(x, y).
Observe that if d is induced by a norm, then d is linearly compatible. Also, if X =P(ΣN) equals
the set of probability measures on ΣN, then the weak topology on X = P(ΣN) is induced by a
linearly compatible metric. Finally, we letPS(ΣN) denote the family of shift invariant probability
measures on ΣN.
Theorem C. (Combined by results from [4,13,14,18,20,22,27].) Let X be a vector space with a
linearly compatible metric and let Ξ :P(ΣN) → X be a continuous affine map. Fix C ⊆ X.
(1) If C is not a continuum of Ξ(P(ΣN)), then{
ω ∈ ΣNi
∣∣ A(Ξ(Lnω))= C}= ∅.
(2) If C is a continuum of Ξ(P(ΣN)), then
dimH πi
{
ω ∈ ΣNi
∣∣ A(Ξ(Lnω))= C}= inf
x∈C dimH πi
{
ω ∈ ΣNi
∣∣∣ lim
n
Ξ(Lnω) = x
}
= inf
x∈C sup
μ∈PS(ΣN)
Ξμ=x
h(μ)∫
Φ dμ
.
(3) If C is a closed and convex subset of X, then
dimH πi
{
ω ∈ ΣNi
∣∣ A(Ξ(Lnω))⊆ C}= sup
x∈C
dimH πi
{
ω ∈ ΣNi
∣∣∣ lim
n
Ξ(Lnω) = x
}
= sup
x∈C
sup
μ∈PS(ΣN)
Ξμ=x
h(μ)∫
Φ dμ
,
dimP πi
{
ω ∈ ΣNi
∣∣ A(Ξ(Lnω))⊆ C}= sup
x∈C
dimP πi
{
ω ∈ ΣNi
∣∣∣ lim
n
Ξ(Lnω) = x
}
= sup
x∈C
sup
μ∈PS(ΣN)
Ξμ=x
h(μ)∫
Φ dμ
.
Unfortunately, except for a few special cases investigated in [3], nothing is known about the
packing dimension of the sets {ω ∈ ΣNi | A(ΞLnω) = C}, and the purpose of this paper is to
extend the results from [3] to compute the packing dimension of those sets. Observe that it
follows immediately from Theorem C that if C is a closed and convex subset of Ξ(P(ΣN)),
then
dimP πi
{
ω ∈ ΣNi
∣∣ A(Ξ(Lnω))= C} dimP πi{ω ∈ ΣNi ∣∣ A(Ξ(Lnω))⊆ C}
= sup
x∈C
sup
μ∈PS(ΣN)
h(μ)∫
Φ dμ
. (3.7)
Ξμ=x
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dimensions of the set {ω ∈ ΣNi | A(ΞLnω) = C}.
Theorem 3.1. Let X be a vector space with a linearly compatible metric and let Ξ : P(ΣN) → X
be a continuous affine map. Fix C ⊆ X. If C is a closed and convex subset of Ξ(P(ΣN)), then
dimP πi
{
ω ∈ ΣNi
∣∣ A(Ξ(Lnω))= C}= sup
x∈C
dimP πi
{
ω ∈ ΣNi
∣∣∣ lim
n
Ξ(Lnω) = x
}
= sup
x∈C
sup
μ∈PS(ΣN)
Ξμ=x
h(μ)∫
Φ dμ
.
The proof of Theorem 3.1 in given in Sections 4 and 5. As in Sections 2.1 and 2.2, the follow-
ing more general packing multifractal spectrum follows immediately by combining Theorems C
and 3.1.
Corollary 3.2. Let X be a vector space with a linearly compatible metric and let Ξ :P(ΣN) → X
be a continuous affine map. Fix C1,C2 ⊆ X. If C1 ⊆ C2 and C2 is a closed and convex subset of
Ξ(P(ΣN)), then
dimP πi
{
ω ∈ ΣNi
∣∣ C1 ⊆ A(Ξ(Lnω))⊆ C2}= sup
x∈C2
sup
μ∈PS(ΣN)
Ξμ=x
h(μ)∫
Φ dμ
.
4. Proofs. Preliminary results
In this section we collect some preliminary results. Recall that for each i ∈ V and n ∈ N we
write
Σni =
{
e1 . . .en
∣∣ ek ∈ E, i(e1) = i, t(ek) = i(ek+1)},
Σn =
⋃
i∈V
Σni ,
Σ∗i =
⋃
m
Σmi ,
Σ∗ =
⋃
i∈V
Σ∗i ,
ΣNi =
{
e1e2e3 . . .
∣∣ ek ∈ E, i(e1) = i, t(ek) = i(ek+1)},
ΣN =
⋃
i∈V
ΣNi .
For ω ∈ Σn, we write |ω| = n. Also, for ω = e1 . . .en ∈ Σn and a positive integer m with m n,
or for ω = e1e2 . . . ∈ ΣN and a positive integer m, let ω|m = e1 . . .em denote the truncation of ω
to the mth place. For ω = e1 . . .en ∈ Σn, we will write i(ω) = i(e1) and t(ω) = t(en). Similarly,
for ω = e1e2 . . . ∈ ΣN, we will write i(ω) = i(e1). If ω = e′1 . . .e′n ∈ Σn and σ = e′′1 . . .e′′m ∈ Σm
with t(ω) = i(σ ), then we let ωσ = e′1 . . .e′ne′′1 . . .e′′m ∈ Σn+m denote the concatenation of ω
and σ . Similarly, if ω = e′ . . .e′ ∈ Σn and σ = e′′e′′ . . . ∈ ΣN with t(ω) = i(σ ), then we let1 n 1 2
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the cylinder [ω] generated by ω by
[ω] = {σ ∈ ΣN ∣∣ σ |n = ω}.
Propositions 4.1 and 4.2 state that a graph directed conformal iterated function system with
probabilities distorts the geometry of sets in Rd in a uniformly bounded way. Both results are
standard and their proofs can be found in many papers, cf. for example [2,11,21,23].
Proposition 4.1 (The Principle of Bounded Distortion). Let (V,E, (Vi)i∈V, (Xi)i∈V, (Se)e∈E,
(pe)e∈E) be a graph directed conformal iterated function system with probabilities. Then there
exists a constant c 1 such that for all n ∈ N and all ω,σ ∈ ΣN with ω|n = σ |n we have
c−1  exp
∑n−1
k=0 ΦSkω
exp
∑n−1
k=0 ΦSkσ
 c.
Proposition 4.2. Let (V,E, (Vi)i∈V, (Xi)i∈V, (Se)e∈E, (pe)e∈E) be a graph directed conformal
iterated function system with probabilities. Then there exists a constant c  1 such that the fol-
lowing statements hold.
(1) For all n ∈ N, ω ∈ ΣN and x, y ∈ Vt(ω|n) we have
c−1 exp
(
n−1∑
k=0
ΦSkω
)
|x − y| |Sω|nx − Sω|ny| c exp
(
n−1∑
k=0
ΦSkω
)
|x − y|.
(2) For all n ∈ N, ω ∈ ΣN and M ⊆ Vt(ω|n) we have
c−1 exp
(
n−1∑
k=0
ΦSkω
)
diam(M) diam(Sω|nM) c exp
(
n−1∑
k=0
ΦSkω
)
diam(M).
Since the map x → |(DSe)(x)|, x ∈ Vt(e), is continuous with 0 < |(DSe)(x)| < 1 for all e ∈ E
and Kt(e) is compact, we conclude that
rmin := min
e∈E infx∈Kt(e)
∣∣(DSe)(x)∣∣> 0,
rmax := max
e∈E supx∈Kt(e)
∣∣(DSe)(x)∣∣< 1. (4.1)
Also, observe that
inf
σ∈[ω] exp
( |ω|−1∑
k=0
ΦSkσ
)
 r |ω|min, (4.2)
sup
σ∈[ω]
exp
( |ω|−1∑
k=0
ΦSkσ
)
 r |ω|max (4.3)
for all ω ∈ Σ∗. Inequalities (4.2) and (4.3) will frequently be used tactically.
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In this section we will prove Theorem 3.1. Throughout this section X will be a vector space
with a linearly compatible metric d , and Ξ : P(ΣN) → X will be a continuous affine map. We
begin with a definition. Fix a positive integer N . For a point x ∈ X, n ∈ N and r > 0, let
Πn(x, r) =
{
ω ∈ Σ∗
∣∣∣ΞL|ω|[ω] ⊆ B(x, r),
sup
σ∈[ω]
exp
( |ω|−1∑
j=0
Φ
(
Sjσ
))
N−n < sup
σ∈[ω||ω|−1]
exp
( |ω|−2∑
j=0
Φ
(
Sjσ
))}
.
We now define the coarse grain multifractal spectrum of the deformation (X,Ξ) by
fc(x) = lim
r↘0 lim supn
log |Πn(x, r)|
− logN−n .
(There is no canonical choice of N ; however, a reasonable natural choice would be setting N
equal to the number, |E|, of edges in the underlying graph.) The next result is a special case of
one of the main results in [14], and gives an explicit expression for the coarse grain multifractal
spectra. This result will play a key role in the proof of Theorem 3.1.
Theorem 5.1. (See [14].) Assume that the SOSC is satisfied. Let X be a vector space with a
linearly compatible metric and let Ξ : P(ΣN) → X be a continuous affine map. If x ∈ X, then
fc(x) = sup
μ∈PS(ΣN)
Ξμ=x
h(μ)∫
Φ dμ
.
Next we make two small observations.
There exists a constant M such that
d(0,Ξμ)M for all μ ∈ P(ΣN). (5.1)
This follows from the fact that Ξ is continuous and that P(ΣN) is compact.
If ω ∈ Πn(x, r), then
c−1n |ω| cn, (5.2)
where c = max( logN− log rmax + 1,
− log rmin
logN ). Indeed, if ω ∈ Πn(x, r), then
r
|ω|
min  sup
σ∈[ω]
(
exp
n−1∑
k=0
ΦSkσ
)
 1
Nn
< sup
σ∈[ω|ω|−1]
(
exp
n−2∑
k=0
ΦSkσ
)
 r |ω|−1max .
Inequality (5.2) follows from this by taking logarithms.
We now state and prove four lemmas before proving Theorem 3.1.
Lemma 5.2. Fix x ∈ X, r > 0 and K ∈ N. Let M be as in (5.1) and assume that a  1 satisfies
2|E|M
a
 r2 . Then there exists an integer N such that if n  N and σ,σ1,ω1, . . . , σn,ωn ∈ Σ∗
satisfy t(σ ) = i(σ1), t(σk) = i(ωk), t(ωk) = i(σk+1), |σ |K , |σk| |E|, a  |ωk| and
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for all k = 1, . . . , n, then
ΞL|σ |+|σ1|+|ω1|+···+|σn|+|ωn|[σσ1ω1 . . . σnωn] ⊆ B(x,2r).
Proof. Choose N such that KM(1+1/a)
n
< r2 for n  N . Now, fix n  N and σ,σ1,ω1, . . . , σn,
ωn ∈ Σ∗ with t(σ ) = i(σ1), t(σk) = i(ωk), |σ |  K , |σk|  |E|, a  |ωk| and ΞL|ωk |[ωk] ⊆
B(x, r) for all k = 1, . . . , n. Let τ ∈ ΣN with t(ωn) = i(τ ). Since clearly
L|σ |+|σ1|+|ω1|+···+|σn|+|ωn|(σσ1ω1 . . . σnωnτ)
= |σ ||σ | + |σ1| + |ω1| + · · · + |σn| + |ωn|L|σ |(σ . . .)
+
n∑
k=1
|ωk|
|σ | + |σ1| + |ω1| + · · · + |σn| + |ωn|L|ωk |(ωk . . .)
+
n∑
k=1
|σk|
|σ | + |σ1| + |ω1| + · · · + |σn| + |ωn|L|σk |(σk . . .),
we obtain
d
(
L|σ |+|σ1|+|ω1|+···+|σn|+|ωn|(σσ1ω1 . . . σnωnτ), x
)
 |σ ||σ | + |σ1| + |ω1| + · · · + |σn| + |ωn|d
(
ΞL|σ |(σ . . .),0
)
+
n∑
k=1
|ωk|
|ω1| + · · · + |ωn|d
( |ω1| + · · · + |ωn|
|σ | + |σ1| + |ω1| + · · · + |σn| + |ωn|ΞL|ωk |(ωk . . .), x
)
+
n∑
k=1
|σk|
|σ | + |σ1| + |ω1| + · · · + |σn| + |ωn|d
(
ΞL|σk |(σk . . .),0
)
 KM
n
+
n∑
k=1
|ωk|
|ω1| + · · · + |ωn|d(qnΞk, x)+
n∑
k=1
|E|
na
M
 KM
n
+
n∑
k=1
|ωk|
|ω1| + · · · + |ωn|d(qnΞk, x)+
|E|M
a
, (5.3)
where qn = |ω1|+···+|ωn||σ |+|σ1|+|ω1|+···+|σn|+|ωn| and Ξk = ΞL|ωk |(ωk . . .). We now consider the term
d(qnΞk, x). We have
d(qnΞk, x) d
(
Ξk + (qn − 1)Ξk, x
)
 d(Ξk, x)+ |qn − 1|d(Ξk,0) r + |qn − 1|M
 r + |σ | + |σ1| + · · · + |σn||σ | + |σ1| + |ω1| + · · · + |σn| + |ωn|M
 r + K + n|E|
na
M
 r + KM/a
n
+ M|E|
a
. (5.4)
Combining (5.3) and (5.4) and recalling that KM(1+1/a) < r for nN gives
n 2
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(
L|σ |+|σ1|+|ω1|+···+|σn|+|ωn|(σσ1ω1 . . . σnωnτ), x
)
 KM
n
+
n∑
k=1
|ωk|
|ω1| + · · · + |ωn|
(
r + KM/a
n
+ M|E|
a
)
+ |E|M
a
= KM
n
+ r + KM/a
n
+ M|E|
a
+ |E|M
a
 2r
for all nN . 
Lemma 5.3. Let ω ∈ ΣN with ω = τ1τ2τ where τ1, τ2 ∈ Σ∗ and τ ∈ ΣN. Let x1, x2 ∈ X. Then
d(ΞL|τ1τ2|ω,x2) d
(
ΞL|τ1|(τ1 . . .), x1
)+ d(ΞL|τ2|(τ2 . . .), x2)+ d(x1, x2).
Proof. Since clearly ΞL|τ1τ2|ω = |τ1||τ1|+|τ2|ΞL|τ1|(τ1 . . .)+
|τ2||τ1|+|τ2|ΞL|τ2|(τ2 . . .), we obtain
d(ΞL|τ1τ2|ω,x2) d
( |τ1|
|τ1| + |τ2|ΞL|τ1|(τ1 . . .)+
|τ2|
|τ1| + |τ2|ΞL|τ2|(τ2 . . .),
|τ1|
|τ1| + |τ2|x1 +
|τ2|
|τ1| + |τ2|x2
)
+ d
( |τ1|
|τ1| + |τ2|x1 +
|τ2|
|τ1| + |τ2|x2,
|τ1|
|τ1| + |τ2|x2 +
|τ2|
|τ1| + |τ2|x2
)
 |τ1||τ1| + |τ2|d
(
ΞL|τ1|(τ1 . . .), x1
)+ |τ2||τ1| + |τ2|d
(
ΞL|τ2|(τ2 . . .), x2
)
+ |τ1||τ1| + |τ2|d(x1, x2)
 d
(
ΞL|τ1|(τ1 . . .), x1
)+ d(ΞL|τ2|(τ2 . . .), x2)+ d(x1, x2).
This proves Lemma 5.3. 
Lemma 5.4. Let M be the constant in (5.1). Then d(ΞLn+1ω,ΞLnω) 2Mn+1 for all n ∈ N and
ω ∈ ΣN.
Proof. For all n ∈ N and ω ∈ ΣN we clearly have
d(ΞLn+1ω,ΞLnω) = d
(
1
n+ 1
n∑
k=0
ΞδSkω,
1
n
n−1∑
k=0
ΞδSkω
)

n−1∑
k=0
1
n
d
(
n
n+ 1ΞδSkω,ΞδSkω
)
+ 1
n+ 1d(ΞδSnω,0).
However, since d( n
n+1ΞδSkω,ΞδSkω) = d(ΞδSkω − 1n+1ΞδSkω,ΞδSkω) 1n+1d(ΞδSkω,0), this
implies that
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n−1∑
k=0
1
n
1
n+ 1d(ΞδSkω,0)+
1
n+ 1d(ΞδSnω,0)
 2M
n+ 1 .
This completes the proof of Lemma 5.4. 
The next lemma is a slight modification of a result due to Hutchinson [10] (cf. also [7]) and
the proof is therefore omitted.
Lemma 5.5. Let r, c1, c2 > 0, and let (Vi)i be a family of open disjoint subsets of Rd such that
Vi contains a ball of radius c1r and is contained in a ball of radius c2r . Then
∣∣{i ∣∣ B(x, r) ∩ Vi = ∅}∣∣ (1 + 2c2
c1
)d
for all x ∈ Rd .
We now turn towards the proof of Theorem 3.1.
Proof of Theorem 3.1. Throughout the proof of Theorem 3.1, we let M be the constant in (5.1)
and c denotes the maximum of the constants in Propositions 4.1, Propositions 4.2, and (5.2).
Also, for brevity write
H(x) = sup
μ∈PS(ΣN)
Ξμ=x
h(μ)∫
Φ dμ
for x ∈ X and
Mi =
{
ω ∈ ΣNi
∣∣ A(Ξ(Lnω))= C}.
(i) First we prove that dimP πi(Mi) supx∈C H(x). This inequality follows from (3.7).
(ii) Next we prove that supx∈C H(x) dimP πi(Mi). Write
s = inf
x∈CH(x), s = supx∈CH(x).
Let ε > 0. The idea behind the proof is to construct a set Zi ⊆ ΣNi and a probability measure νi
on Rd such that the following three conditions are satisfied:
Condition (1). We have
Zi ⊆ Mi.
Condition (2). We have
νi
(
πi(Zi)
)= 1.
Condition (3). There is a constant c0 with the following property. For each x ∈ πi(Zi), there
is a sequence (ul)l of positive real numbers with ul ↘ 0, such that
νi
(
B(x,ul)
)
 c0us−4ε.l
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lim sup
r↘0
logνi(B(x, r))
log r
 s − 4ε
for all x ∈ πi(Zi).
Observe that it follows immediately from Conditions (1)–(3) that supx∈C H(x) 
dimP πi(Mi). Indeed, it follows from Condition (1) that
dimP πi(Zi) dimP πi(Mi).
Also, observe that it follows from Conditions (2) and (3) and the mass distribution principle
[8, Proposition 2.3] that
s − 4ε  dimP πi(Zi).
Combining the above inequalities shows that s − 4ε  dimP πi(Zi) dimP πi(Mi). Finally, let-
ting ε ↘ 0 gives s  dimP πi(Mi).
We will now construct the set Zi and the measure νi , and verify Conditions (1)–(3). The proof
is divided into four parts.
Part 1: In this part we construct the set Zi .
Part 2: In this part we verify Condition (1).
Part 3: In this part we construct the measure νi .
Part 4: In this part we verify Conditions (2) and (3).
Part 1. Construction of the set Zi . Since s = supx∈C H(x), we can choose xmax ∈ C such that
s − ε H(xmax).
Let n ∈ N. Since P(ΣN) is compact and Ξ : P(ΣN) → X is continuous, we conclude that the
image Ξ(P(ΣN)) is compact. In particular, we deduce that the image Ξ(P(ΣN)) is totally
bounded. This, in turn, implies that the subset C of Ξ(P(ΣN)) is totally bounded. Since C is
connected and totally bounded we may choose xn,1, . . . , xn,Mn ∈ C such that
C ⊆
⋃
k
B
(
xn,k,
1
n
)
,
d(xn,k, xn,k+1)
1
n
for all k, d(xn,Mn, xn+1,1)
1
n
,
xn,Mn = xmax for all n. (5.5)
It follows from Theorem 5.1 that there exist positive real numbers (rn,k)n∈N, k=1,...,Mn with
r1,1 > r1,2 > · · · > r1,M1 > r2,1 > r2,2 > · · · > r2,M2 > · · · ,
such that rn,k < 1n and
lim inf
m
log |Πm(xn,k, rn,k)|
m logN
>H(xn,k)− ε.
We can thus find positive integers (Nn,k)n∈N, k=1,...,Mn with
N1,1 <N1,2 < · · · <N1,M < N2,1 <N2,2 < · · · <N2,M < · · · ,1 2
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an,k := c−1Nn,k  1,
2|E|M
an,k
 rn,k
2
, (5.6)∣∣ΠNn,k (xn,k, rn,k)∣∣NNn,k(H(xn,k)−ε). (5.7)
Next, we introduce some notation. For each pair of vertices i, j ∈ V we choose a “linking” path
wi,j ∈ Σ∗ from i to j with |wi,j | |E|, i.e. such that i(wi,j ) = i and t(wi,j ) = j (this choice of
wi,j ∈ Σ∗ is possible since (E,V) is strongly connected). For X1, . . . ,Xm,X ⊆ Σ∗ and n ∈ N
we write
X1  · · · Xm = {ω1σ2ω2σ3ω3 . . . σmωm | ωj ∈ Xj , σj = wt(ωj−1),i(ωj )},
Xn = X  · · · X︸ ︷︷ ︸
n times
.
Also, for i ∈ V and X ⊆ Σ∗ we write
i X = {σω | ω ∈ X, σ = wi,i(ω)}.
It now follows from (5.2), (5.6) and Lemma 5.2, that we may choose a family of positive inte-
gers (Un,k)n∈N, k=1,...,Mn and a sequence of positive integers (Vn)n such that the following three
conditions are satisfied.
Condition (I). If n ∈ N, k ∈ {1, . . . ,Mn}, V ∈ N and
ω ∈ i ΠN1,1(x1,1, r1,1)U1,1  · · · ΠN1,M1 (x1,M1 , r1,M1)U1,M1
ΠN1,M1 (x1,M1 , r1,M1)V1
ΠN2,1(x2,1, r2,1)U2,1  · · · ΠN2,M2 (x2,M2 , r2,M2)U2,M2
ΠN2,M2 (x2,M2 , r2,M2)V2
 · · ·
ΠNn−1,1(xn−1,1, rn−1,1)Un−1,1  · · ·
ΠNn−1,Mn−1 (xn−1,Mn−1 , rn−1,Mn−1)
Un−1,Mn−1
ΠNn−1,Mn−1 (xn−1,Mn−1 , rn−1,Mn−1)Vn−1
ΠNn,1(xn,1, rn,1)Un,1  · · · ΠNn,k−1(xn,k−1, rn,k−1)Un,k−1 Σn,k,
where
Σn,k =
{
ΠNn,k (xn,k, rn,k)
Un,k for k = 1, . . . ,Mn − 1,
ΠNn,k (xn,k, rn,k)
Un,k ΠNn,k (xn,k, rn,k)V for k = Mn,
then
ΞL|ω|[ω] ⊆ B(xn,k,2rn,k), (5.8)
This completes Condition (I).
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i
N1,iU1,i +N1,M1V1
)
+ · · ·
+
(∑
i
Nn−1,iUn−1,i +Nn−1,Mn−1Vn−1
)
+
(∑
i
Nn,iUn,i
))
(s − s)

((∑
i
N1,iU1,i +N1,M1V1
)
+ · · ·
+
(∑
i
Nn−1,iUn−1,i +Nn−1,Mn−1Vn−1
)
+
(∑
i
Nn,iUn,i +Nn,MnVn
))
ε. (5.9)
This completes Condition (II).
Condition (III). We have
Nn+1,Mn+1
(
∑
i N1,iU1,i +N1,M1V1)+ · · · + (
∑
i Nn,iUn,i +Nn,MnVn)
→ 0 as n → ∞. (5.10)
This completes Condition (III).
Put
Qn,i =
{
Un,i for i = 1, . . . ,Mn − 1,
Un,i + Vn for i = Mn.
Let
(m1,m2,m3, . . .) = (N1,1, . . . ,N1,1︸ ︷︷ ︸
Q1,1 times
,N1,2, . . . ,N1,2︸ ︷︷ ︸
Q1,2 times
, . . . ,N1,M1, . . . ,N1,M1︸ ︷︷ ︸
Q1,M1 times
,
N2,1, . . . ,N2,1︸ ︷︷ ︸
Q2,1 times
,N2,2, . . . ,N2,2︸ ︷︷ ︸
Q2,2 times
, . . . ,N2,M2 , . . . ,N2,M2︸ ︷︷ ︸
Q2,M2 times
, . . .),
(s1, s2, s3, . . .) = ( r1,1, . . . , r1,1︸ ︷︷ ︸
Q1,1 times
, r1,2, . . . , r1,2︸ ︷︷ ︸
Q1,2 times
, . . . , r1,M1 , . . . , r1,M1︸ ︷︷ ︸
Q1,M1 times
,
r2,1, . . . , r2,1︸ ︷︷ ︸
Q2,1 times
, r2,2, . . . , r2,2︸ ︷︷ ︸
Q2,2 times
, . . . , r2,M2 , . . . , r2,M2︸ ︷︷ ︸
Q2,M2 times
, . . .),
(y1, y2, y3, . . .) = ( x1,1, . . . , x1,1︸ ︷︷ ︸
Q1,1 times
, x1,2, . . . , x1,2︸ ︷︷ ︸
Q1,2 times
, . . . , x1,M1 , . . . , x1,M1︸ ︷︷ ︸
Q1,M1 times
,
x2,1, . . . , x2,1︸ ︷︷ ︸
Q2,1 times
, x2,2, . . . , x2,2︸ ︷︷ ︸
Q2,2 times
, . . . , x2,M2, . . . , x2,M2︸ ︷︷ ︸
Q2,M2 times
. . .),
and
Γk = Πmk(yk, sk).
Recall, that for each pair of vertices i, j ∈ V we have chosen a “linking” path wi,j ∈ Σ∗ from i
to j with |wi,j |  |E|, i.e. such that i(wi,j ) = i and t(wi,j ) = j . Finally, we define the set
Zi ⊆ ΣN byi
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where we have written wt(ωj−1),i(ωj ) = σ1 for j = 1.
Part 2. Proof of Condition (1). We must now prove that
Zi ⊆ Mi.
Let ω = σ1ω1σ2ω2 . . . ∈ Zi with ωj ∈ Γj , σ1 = wi,i(ω1) and σj = wt(ωj−1),i(ωj ) for j  2. We
must prove that
C ⊆ A(ΞLnω) (5.11)
and
A(ΞLnω) ⊆ C. (5.12)
Proof of (5.11). Let x ∈ C. Fix n ∈ N. Since x ∈ C = ⋃k B(xn,k, 1n ), there exists an inte-
ger kn such that x ∈ B(xn,kn , 1n ). Now let ln =
∑M1
j=1 Q1,j + · · · +
∑Mn−1
j=1 Qn−1,j +
∑kn
j=1 Qn,j
and mn = |σ1ω1σ2ω2 . . . σlnωln |. It follows immediately from the definitions that ΞLmnω ∈
ΞLmn[ω|mn] = ΞL|σ1ω1...σlnωln |[σ1ω1 . . . σlnωln] ⊆ B(xn,kn , rn,kn), whence d(ΞLmnω,x) 
d(ΞLmnω,xn,kn) + d(xn,kn, x)  2rn,kn + 1n  3n , whence ΞLmnω → x. This shows that
x ∈ A(ΞLnω) and completes the proof of (5.11). 
Proof of (5.12). We must prove that dist(ΞLnω,C) → 0. Let n ∈ N. There exist (unique) posi-
tive integers t, l, u, v,w with
l <Mt ,
u =
M1∑
k=0
Q1,k + · · · +
Mt−1∑
k=0
Qt−1,k +
l∑
k=0
Qt,k,
v <Qt,l+1,
w < |σu+v+1ωu+v+1|,
such that n = |σ1ω1 . . . σu+vωu+v| + w. Let τ1 = σ1ω1 . . . σuωu, τ2 = σu+1ωu+1 . . . σu+vωu+v
and τ3 = (σu+v+1ωu+v+1)|w. Then ω = τ1τ2τ3τ where τ ∈ ΣN.
We have
dist(ΞLnω,C) d(ΞLnω,ΞL|τ1τ2|ω)+ d(ΞL|τ1τ2|ω,xt,l+1)+ dist(xt,l+1,C)
= d(ΞLnω,ΞL|τ1τ2|ω)+ d(ΞL|τ1τ2|ω,xt,l+1),
where dist(xt,l+1,C) = 0 since xt,l+1 ∈ C. Also, Lemma 5.3 shows that
d(ΞL|τ1τ2|ω,xt,l+1)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d(ΞL|τ1|(τ1 . . .), xt,l)+ d(ΞL|τ2|(τ2 . . .), xt,l+1)+ d(xt,l, xt,l+1)
for l > 0,
d(ΞL|τ1|(τ1 . . .), xt−1,Mt−1)+ d(ΞL|τ2|(τ2 . . .), xt,1)+ d(xt−1,Mt−1 , xt,1)
for l = 0,

{
2rt,l + d(ΞL|τ2|(τ2 . . .), xt,l+1)+ 1t for l > 0,
2r + d(ΞL (τ . . .), x )+ 1 for l = 0,t−1,Mt−1 |τ2| 2 t,1 t−1
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{
d(ΞL|τ2|(τ2 . . .), xt,l+1)+ 3t for l > 0,
d(ΞL|τ2|(τ2 . . .), xt,1)+ 3t−1 for l = 0,
whence, for t  4,
dist(ΞLnω,C) d(ΞLnω,ΞL|τ1τ2|ω)+ d
(
ΞL|τ2|(τ2 . . .), xt,l+1
)+ 4
t
. (5.13)
We first consider the term d(ΞL|τ2|(τ2 . . .), xt,l+1) in (5.13). Let M be as in (5.1). Since
clearly
ΞL|τ2|(τ2) =
1
|τ2|
v∑
k=1
|σu+k|ΞL|σu+k |(σu+k . . .)+
1
|τ2|
v∑
k=1
|ωu+k|ΞL|ωu+k |(ωu+k . . .)
= 1|τ2|
v∑
k=1
|σu+k|ΞL|σu+k |(σu+k . . .)+
v∑
k=1
|ωu+k|
|ωu+1| + · · · + |ωu+v| sΞk,
where s = |ωu+1|+···+|ωu+v ||τ2| and Ξk = ΞL|ωu+k |(ωu+k . . .), we obtain
d
(
ΞL|τ2|(τ2 . . .), xt,l+1
)
 d
(
1
|τ2|
v∑
k=1
|σu+k|ΞL|σu+k |(σu+k . . .)+
v∑
k=1
|ωu+k|
|ωu+1| + · · · + |ωu+v| sΞk,
v∑
k=1
|ωu+k|
|ωu+1| + · · · + |ωu+v|xt,l+1
)
 1|τ2|
v∑
k=1
|σu+k|d
(
ΞL|σu+k |(σu+k . . .),0
)+ v∑
k=1
|ωu+k|
|ωu+1| + · · · + |ωu+v|d(sΞk, xt,l+1)
 v|E|M|τ2| +
v∑
k=1
|ωu+k|
|ωu+1| + · · · + |ωu+v|
(
d(Ξk, xt,l+1)+ |s − 1|d(Ξk,0)
)
 v|E|M|τ2| +
v∑
k=1
|ωu+k|
|ωu+1| + · · · + |ωu+v|
(
rt,l+1 + |σu+1| + · · · + |σu+v||τ2| M
)
 v|E|M|τ2| +
v∑
k=1
|ωu+k|
|ωu+1| + · · · + |ωu+v|
(
1
t
+ v|E|M|τ2|
)
 2v|E|M|ωu+1| + · · · + |ωu+v| +
1
t
.
Since ωu+k ∈ ΠNt,l+1(xt,l+1, rt,l+1) for k = 1, . . . , v, it follows from (5.2) and (5.6) that |ωu+k|
c−1Nt,l+1  c−1 4|E|Mrt,l+1  c
−14|E|Mt , whence
d
(
ΞL|τ2|(τ2 . . .), xt,l+1
)
 2v|E|M|ωu+1| + · · · + |ωu+v| +
1
t
 2v|E|M
vc−14|E|Mt +
1
t
= (c/2 + 1)1 . (5.14)
t
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Lemma 5.4 that
d(ΞLnω,ΞL|τ1τ2|ω) d(ΞL|τ1τ2|ω,ΞL|τ1τ2|+1ω)+ · · · + d(ΞLn−1ω,ΞLnω)
 2M|τ1τ2| + 1 + · · · +
2M
n
 2Mn− |τ1τ2||τ1τ2|
 2M |σu+v+1| + |ωu+v+1|∑M1
k=1 N1,kQ1,k + · · · +
∑Mt−1
k=1 Nt−1,kQt−1,k
 2M |E| + cNt,Mt∑M1
k=1 N1,kQ1,k + · · · +
∑Mt−1
k=1 Nt−1,kQt−1,k
. (5.15)
Combining (5.13)–(5.15) we obtain
dist(ΞLnω,C) 2M
|E| + cNt,Mt∑M1
k=1 N1,kQ1,k + · · · +
∑Mt−1
k=1 Nt−1,kQt−1,k
+ (c/2 + 5)1
t
,
(5.16)
for t  4. It now follows from (5.10) and (5.16) that dist(ΞLnω,C) → 0 as n → ∞, and since
C is closed, this implies that A(ΞLnω) ⊆ C. This completes the proof of (5.12) and Condi-
tion (1).
Part 3. Construction of the measure νi . For k ∈ N, define Zki ⊆ Σ∗i by
Zki = {σ1ω1σ2ω2 . . . σkωk | ωj ∈ Γj , σj = wt(ωj−1),i(ωj ) for all j},
where we have written wt(ωj−1),i(ωj ) = σ1 for j = 1. First observe that |Zki | = |Γ1| · · · |Γk| for
all k. Next, let ν˜i be the unique probability measure on Zi such that
ν˜i
([ω])= 1|Zki | =
1
|Γ1| · · · |Γk|
for all k and all ω ∈ Zki , and put
νi = ν˜i ◦ π−1i .
Part 4. Proofs of Conditions (2) and (3). We first prove Condition (2). However, it is clear that
ν˜i (Zi) = 1, whence νi(πi(Zi)) = 1. This proves Condition (2).
We will now prove Condition (3). Before proving Condition (3), we first state and prove the
following claim.
Claim 1. There exists a constant c1 with the following property. Let δ = (r |E|+1min c−1)d ∈ (0,1)
and for each positive integer k write
Tk = 1
Nm1+···+mk
.
For all x ∈ πi(Zi) and all positive integers k, we have
νi
(
B(x,Tk)
)
 c1
1
δk−1
1
|Γ1||Γ2| · · · |Γk−1| .
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and bounded subsets of Rd satisfying the OSC (cf. (5) in Section 3.1). For ω ∈ Σ∗ write
Uω = SωUt(ω). Let ρi denote the interior diameter of Ui and write ρ = mini ρi > 0. Momentar-
ily fix ω = σ1ω1σ2ω2 . . . σk−1ωk−1 ∈ Zk−1i with ωj ∈ Γj , σ1 = wi,i(ω1) and σj = wt(ωj−1),i(ωj )
for j  2. Since Propositions 4.1 and 4.2 show that the set Uω contains a ball of radius
c−1 exp(
∑|ω|−1
j=0 ΦSjτ)ρ and that
exp
( |ω|−1∑
j=0
ΦSjτ
)
= exp
( |σ1|−1∑
j=0
ΦSj (σ1 . . .)
)
exp
( |ω1|−1∑
j=0
ΦSj (ω1 . . .)
)
× · · ·
× exp
( |σk−1|−1∑
j=0
ΦSj (σk−1 . . .)
)
exp
( |ωk−1|−1∑
j=0
ΦSj (ωk−1 . . .)
)
 r |σ1|min c
−1 sup
σ∈[ω1||ω1|−1]
exp
( |ω1|−2∑
j=0
ΦSjσ
)
rmin
× · · ·
× r |σk−1|min c−1 sup
σ∈[ωk−1||ωk−1|−1]
exp
( |ωk−1|−2∑
j=0
ΦSjσ
)
rmin
 r |E|(k−1)min c
−(k−1)rk−1min N
−m1−···−mk−1
= (r |E|+1min c−1)k−1Rk,
we conclude that Uω contains a ball of radius ρ(r |E|+1min c−1)k−1Rk . Moreover, since Proposi-
tions 4.1 and 4.2 show that the set Uω is contained in a ball of radius c exp(
∑|ω|−1
j=0 ΦSjτ)×
max j diam(Uj ) and that
exp
( |ω|−1∑
j=0
ΦSjτ
)
= exp
( |σ1|−1∑
j=0
ΦSj (σ1 . . .)
)
exp
( |ω1|−1∑
j=0
ΦSj (ω1 . . .)
)
× · · ·
× exp
( |σk−1|−1∑
j=0
ΦSj (σk−1 . . .)
)
exp
( |ωk−1|−1∑
j=0
ΦSj (ωk−1 . . .)
)
 r |σ1|maxN−m1 · · · r |σk−1|max N−mk−1
Rk,
we conclude that Uω is contained in a ball of radius cmaxj diam(Uj )Rk . It therefore follows
from Lemma 5.5 that, if x ∈ Rd , then
∣∣{ω ∈ Zk−1i ∣∣Uω ∩B(x,Rk) = ∅}∣∣ c1 1δk−1 ,
where c1 = ( 1+2 maxj diam(Uj ) )d and δ = (r |E|+1c−1)d ∈ (0,1), whenceρ min
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for all x ∈ Rd .
Next, fix x ∈ πi(Zi). We now have (using (5.17) and the fact that Kω ⊆ Uω (cf. [7, p. 122]))
νi
(
B(x,Tk)
)= νi(πi(Zi)∩B(x,Tk))
 νi
( ⋃
ω∈Zki
Kω∩B(x,Tk)=∅
πi[ω]
)

∑
ω∈Zki
Kω∩B(x,Tk)=∅
νi
(
πi[ω]
)
=
∑
ω∈Zki
Kω∩B(x,Tk)=∅
1
|Γ1| · · · |Γk|
= ∣∣{ω ∈ Zki ∣∣Kω ∩B(x,Tk) = ∅}∣∣ 1|Γ1| · · · |Γk|

∣∣{ω ∈ Zki ∣∣Uω ∩B(x,Rk) = ∅}∣∣ 1|Γ1| · · · |Γk|
 c1
1
δk−1
|Γk| 1|Γ1| · · · |Γk|
= c1 1
δk−1
1
|Γ1| · · · |Γk−1| .
This completes the proof of Claim 1. 
We can now prove Condition (3) i.e. we will show that there exists a constant c0 with the
following property: for all x ∈ πi(Zi) we can find a sequence (ul)l of positive reals with ul ↘ 0
such that νi(B(x,ul)) c0us−4εl and all l. Put
nl =
∑
k
Ql,k + · · · +
∑
k
Ql,k
and define (ul)l by
ul = 1
Nm1+···+mnl+mnl+1
. (5.18)
It follows immediately from the Claim 1 and the definition of ul that if x ∈ πi(Zi), then
νi
(
B(x,ul)
)
 c1
1
δnl
1
|Γ1||Γ2| · · · |Γnl |
= c1 1
δnl
1
|Γ1||Γ2| · · · |Γni−Vl |
1
|Γnl−Vl+1||Γnl−Vi+2| · · · |Γnl |
. (5.19)
Next, note that
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∣∣Πmj (yj , sj )∣∣
Nmj (H(yj )−ε) Nmj (s−ε) Nmj (s−2ε) for j = 1, . . . , nl − Vl. (5.20)
Also, note that since by definition yj = xmax for j = nl − Vl + 1, . . . , nl , we have
|Γj | =
∣∣Πmj (yj , sj )∣∣= ∣∣Πmj (xmax, sj )∣∣
Nmj (H(xmax)−ε) Nmj (s−2ε) for j = nl − Vl + 1, . . . , nl. (5.21)
Combining (5.19)–(5.21) we conclude that
νi
(
B(x,ul)
)
 c1
1
δnl
1
Nm1(s−2ε)+···+mnl−Vl (s−2ε)
1
Nmnl−Vl+1(s−2ε)+···+mnl (s−2ε)
= c1 1
δnl
N(m1+···+mnl−Vl )(s−s) 1
N(m1+···+mnl )(s−2ε)
. (5.22)
However, it is clear that
m1 + · · · +mnl−Vl
=
(∑
j
N1,jU1,j +N1,M1V1
)
+ · · · +
(∑
j
Nnl−1,jUnl−1,j +Nnl−1,Mnl−1Vnl−1
)
+
(∑
j
Nnl,jUnl,j
)
,
m1 + · · · +mnl
=
(∑
j
N1,jU1,j +N1,M1V1
)
+ · · · +
(∑
j
Nnl−1,jUnl−1,j +Nnl−1,Mnl−1Vnl−1
)
+
(∑
j
Nnl,jUnl,j +Nnl,Mnl Vnl
)
,
and it therefore follows from (5.9) that
(m1 + · · · +mnl−Vl )(s − s) (m1 + · · · +mnl )ε. (5.23)
Combining (5.22) and (5.23) gives
νi
(
B(x,ul)
)
 c1
1
δnl
N(m1+···+mnl−Vl )(s−s) 1
N(m1+···+mnl )(s−2ε)
 c1
1
δnl
N(m1+···+mnl )ε 1
N(m1+···+mnl )(s−2ε)
= c1 1
δnl
1
N(m1+···+mnl )ε
1
N(m1+···+mnl )(s−4ε)
= c1 1
δnl
Nmnl+1(s−4ε)
N(m1+···+mnl )ε
1
N(m1+···+mnl+mnl+1)(s−4ε)
= c1 1m1+···+mnl+1
nl
(ε− mnl+1
m1+···+mn +1 (s−3ε)) nl
us−4εl .
(δN l )
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k
→ ∞ as k → ∞ (because mk → ∞ as k → ∞) and mkm1+···+mk → 0 as k → ∞(because of (5.10)), we conclude that
(
δN
m1+···+mnl+1
nl
(ε− mnl+1
m1+···+mnl+1
(s−3ε)))nl → ∞,
and we can therefore find c2 such that
1
(δN
m1+···+mnl+1
nl
(ε− mnl+1
m1+···+mnl+1
(s−3ε))
)nl
 c2
for all l. Hence for all x ∈ πi(Zi) and all l we have
νi
(
B(x,ul)
)
 c1c2us−4εl .
This proves Condition (3) and completes the proof of Theorem 3.1. 
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