We present a learning-based multimodal method for detecting real and deepfake videos. To maximize information for learning, we extract and analyze the similarity between the two audio and visual modalities from within the same video. Additionally, we extract and compare affective cues corresponding to emotion from the two modalities within a video to infer whether the input video is "real" or "fake". We propose a deep learning network, inspired by the Siamese network architecture and the triplet loss. To validate our model, we report the AUC metric on two large-scale, audio-visual deepfake detection datasets, DeepFake-TIMIT Dataset and DFDC. We compare our approach with several SOTA deepfake detection methods and report per-video AUC of 84.4% on the DFDC and 96.6% on the DF-TIMIT datasets, respectively.
Introduction
Recent advances in computer vision and deep learning techniques have enabled the creation of sophisticated and compelling forged versions of social media images and videos (also known as "deepfakes") [1, 2, 4, 3, 5] .Due to the surge in AI-synthesized deepfake content, multiple attempts have been made to release benchmark datasets [27, 38, 6, 17] and algorithms [50, 9, 46, 30, 32, 38, 34, 35, 39, 20] for deepfake detection. DeepFake detection methods classify an input video or image as "real" or "fake". Prior methods exploit only a single modality, i.e., only the facial cues from these videos either by employing temporal features or by exploring the visual artifacts within frames. There are many other applications of video processing that use and combine multiple modalities for audio-visual speech recognition [23] , emotion recognition [33, 48] , and language and vision tasks [24, 13] . These applications show that combining multiple modalities can provide complementary information and lead to stronger inferences. Even for detecting deepfake content, we can extract many such modalities like facial cues, speech cues, background context, hand gestures, and body posture and orientation from a video. When combined, multiple cues or modalities can be used to detect whether a given video is real or fake. arXiv:2003.06711v2 [cs.CV] 17 Mar 2020
In this paper, the key idea used for deepfake detection is to exploit the relationship between the visual and audio modalities extracted from the same video. Prior studies in both the psychology [43] literature, as well as the multimodal machine learning literature [11] have shown evidence of a strong correlation between different modalities of the same subject [43] . More specifically, [51, 40, 37, 42] suggest some positive correlation between audio-visual modalities, which have been exploited for multimodal emotion recognition. For instance, [10, 21] suggests that when different modalities are modeled and projected into a common space, they should point to similar affective cues. Affective cues are specific features that convey rich emotional and behavioral information to human observers and help them distinguish between different perceived emotions [45] . These affective cues comprise of various positional and movement features, such as dilation of the eye, raised eyebrows, volume, pace, and tone of the voice. We exploit this correlation between modalities and affective cues to classify "real" and "fake" videos.
Main Contribution: We propose a Siamese network-based architecture for detecting deepfake videos. At training time, we pass a real video along with its deepfake through our network and obtain modality and emotion embedding vectors for the face and speech of the subject. We use these embedding vectors to compute the triplet loss function to minimize the similarity between the modalities from the fake video and maximize the similarity between modalities for the real video.
The novel aspects of our work include:
1. We propose a Siamese Network-based architecture with a modified triplet loss to model the similarity (or dissimilarity) between the facial and speech modalities, extracted from the input video, to perform deepfake detection. 2. We also exploit the affect information, i.e., emotion cues from the two modalities to detect the similarity (or dissimilarity) between modality signals, and show that emotion information helps in detecting deepfake content.
We validate our model on two benchmark deepfake detection datasets, DeepFake-TIMIT Dataset [27] , and DFDC [17] . We report the Area Under Curve (AUC) metric on the two datasets for our approach and compare with several prior works. We report the per-video AUC score of 84.4%, which is an improvement of about 9% over SOTA on DFDC, and our network performs at-par with prior methods on the DF-TIMIT dataset.
Related Work
In this section we summarise prior work done in the domain. We elaborate on prior work in unimodal deepfake detection methods in Section 2.1. In Section 2.2, we discuss the multimodal approaches for deepfake detection. We summarize the deepfake video datasets in Section 2.3. We give references from psychology literature validating our correlation method for deepfake detection in Section 2.4. And, finally, in Section 2.5, we motivate the use of Siamese networks and triplet loss for deepfake detection.
Unimodal DeepFake Detection Methods
Most prior work in deepfake detection decompose videos into frames and explore visual artifacts across frames. For instance, Li et al. [30] propose a Deep Neural Network (DNN) to detect fake videos based on artifacts observed during the face warping step of the generation algorithms. Similarly, Yang et al. [46] look at inconsistencies in the head poses in the synthesized videos and Matern et al. [32] capture artifacts in the eyes, teeth and facial contours of the generated faces. Prior works have also experimented with a variety of network architectures. For instance, Nguyen et al. [35] explore capsule structures, Rossler et al. [38] use the XceptionNet, and Zhou et al. [50] use a two-stream Convolutional Neural Network (CNN) to achieve SOTA in general-purpose image forgery detection. Previous researchers have also observed and exploited the fact that temporal coherence is not enforced effectively in the synthesis process of deepfakes. For instance, Sabir et al. [39] leveraged the use of spatio-temporal features of video streams to detect deepfakes. Likewise, Guera and Delp et al. [20] highlight that deepfake videos contain intra-frame consistencies and hence use a CNN with a Long Short Term Memory (LSTM) to detect deepfake videos. 
Multimodal DeepFake Detection Methods
While unimodal DeepFake Detection methods (discussed in Section 2.1) have focused only on the facial features of the subject, there has not been much focus on using the multiple modalities that are part of the same video. Jeo and Bang et al. [25] propose FakeTalkerDetect, which is a Siamese-based network to detect the fake videos generated from the neural talking head models. They perform a classification based on distance. However, the two inputs to their Siamese network are a real and fake video. Korshunov et al. [28] analyze the lip-syncing inconsistencies using two channels, the audio and visual of moving lips. Krishnamurthy et al. [29] investigated the problem of detecting deception in real-life videos, which is very different from deepfake detection. They use an MLP-based classifier combining video, audio, and text with Micro-Expression features. Our approach to exploiting the mismatch between two modalities is quite different and complimentary to these methods.
DeepFake Video Datasets
The problem of deepfake detection has increased considerable attention, and this research has been stimulated with many datasets. We summarize and analyze 7 benchmark deepfake video detection datasets in Table 1 . Furthermore, the newer datasets (DFDC [17] and Deeper Forensics-1.0 [26] )are larger and do not disclose details of the AI model used to synthesize the fake videos from the real videos. Also, DFDC is the only dataset that contains a mix of videos with manipulated faces, audio, or both. All the other datasets contain only manipulated faces. Furthermore, only DFDC and DF-TIMIT [27] contain both audio and video, allowing us to analyze both modalities.
Multimodal Affect Correlation in Psychology Research
Shan et al. [43] state that even if two modalities representing the same emotion vary in terms of appearance, the features detected are similar and should be correlated. Hence, if projected to a common space, they are compatible and can be fused to make inferences. Zhu. et al. [51] explore the relationship between visual and auditory human modalities. Based on the neuroscience literature, they suggest that the visual and auditory signals are coded together in small populations of neurons within a particular part of the brain. [40, 37, 42] explored the correlation of lip movements with speech. Studies concluded that our understanding of the speech modality is greatly aided by the sight of the lip and facial movements. Subsequently, such correlation among modalities has been explored extensively to perform multimodal emotion recognition [10, 21, 22, 36] . These works have suggested and shown correlations between affect features obtained from the individual modalities (face, speech, eyes, gestures). For instance, Mittal et al. [33] propose a multimodal emotion perception network, where they use the correlation among modalities to differentiate between effectual and ineffectual modality features. Our approach is motivated by these developments in psychology research.
Siamese Network Architecture and Triplet Loss
The Siamese network [14] architecture consists of two neural networks that share the same weights and are trained together. Each network typically takes in a different pattern (e.g., two views of an image, two tones of a speech), and the end output is a value representing the similarity between those two patterns. The overall network is trained using variants of the triplet loss or the contrastive loss, which are designed to maximize the distance between features learned from dissimilar patterns and minimize the distance between features learned from similar patterns. With this training objective, Siamese network-based architectures have been extensively used in applications such as face recognition [16] , face verification [44] , and speaker identification [15] . In our work, we develop a Siamese network-based architecture and a variant of the triplet loss to maximally separate features learned from real and fake videos. , max-pooling layers (yellow), fully-connected layers (green), and normalization layers (blue). F1 and S1 are modality embedding networks and F2 and S2 are emotion embedding networks for face and speech, respectively. 
Our Approach
In this section, we present our multimodal approach to detecting deepfake videos. We briefly describe the problem statement and give an overview of our approach in Section 3.1. We also elaborate on how our approach is similar to a Siamese Network architecture. We elaborate on the modality embeddings and the emotion embedding, the two main components in Section 3.2 and Section 3.3, respectively. We explain the similarity score and modified triplet losses used for training the network in Section 3.4, and finally, in Section 3.5, we explain how they are used to classify between real and fake videos. We list all notations used throughout the paper in Table 2 .
Problem Statement and Overview
Given an input video with audio-visual modalities present, our goal is to detect if it is a deepfake video. Overviews of our training and testing routines are given in Figure 1a and Figure 1b , respectively. During training, we select one "real" and one "fake" video containing the same subject. We extract the visual face as well as the speech features, f real and s real , respectively, from the real input video. In similar fashion, we extract the face and speech features (using OpenFace [12] and pyAudioAnalysis [19] ), f fake and s fake , respectively, from the fake video. More details about the feature extraction from the raw videos have been presented in Section 4.3. The extracted features, f real , s real , f fake , s fake , form the inputs to the networks (F 1 , F 2 , S 1 , and S 2 ), respectively. We train these networks using a combination of two triplet loss functions designed using the similarity scores, denoted by ρ 1 and ρ 2 . ρ 1 represents similarity among the facial and speech modalities, and ρ 2 is the similarity between the affect cues (specifically, emotion) from the modalities of both real and fake videos.
Our training method is similar to a Siamese network because we also use the same weights of the network (F 1 , F 2 , S 1 , S 2 ) to operate on two different inputs, one real video and the other a fake video of the same subject. Unlike regular classification-based neural networks, which perform classification and propagate that loss back, we instead use similarity-based metrics for distinguishing the real and fake videos. We model this similarity between these modalities using Triplet loss (explained elaborately in Section 3.5).
During testing, we are given a single input video, from which we extract the face and speech feature vectors, f and s, respectively. We pass f into F 1 and F 2 , and pass s into S 1 and S 2 , where F 1 , F 2 , S 1 , and S 2 are used to compute distance metrics, dist 1 and dist 2 . We use a threshold τ , learned during training, to classify the video as real or fake.
3.2 F 1 and S 1 : Modality Embeddings F 1 and S 1 are neural networks that we use to learn the unit-normalized embeddings for the face and speech modalities, respectively. In Figure 1 , we depict F 1 and S 1 in both training and testing routines. They are composed of 2D convolutional layers (purple), max-pooling layers (yellow), and fully connected layers (green). ReLU non-linearity is used between all layers. The last layer is a unit-normalization layer (blue). For both face and speech modalities, F 1 and S 1 return 250-dimensional unit-normalized embeddings.
Training:
3.3 F 2 and S 2 : Emotion Embedding F 2 and S 2 are neural networks that we use to learn the unit-normalized affect embeddings for the face and speech modalities, respectively. F 2 and S 2 are based on the Memory Fusion Network (MFN) [47] , which is reported to have SOTA performance on both face and speech emotion recognition. MFN is based on a recurrent neural network architecture with three main components: a system of LSTMs, a Memory Attention Network, and a Gated Memory component.
The system of LSTMs takes in different views of the input data. In our case, F 2 takes in different views of a video and S 2 takes in different views of an audio. We construct the different views by cropping, trimming and sub-sampling the input streams. The memory attention network learns underlying patterns across the different views processed by the system of LSTMs. The gated memory component stores the most informative cross-view patterns, which the network subsequently fuses to predict emotion labels. We pre-trained the F 2 MFN with video and the S 2 MFN with audio from CMU-MOSEI dataset [49] . The CMU-MOSEI dataset describes the emotion space with 6 discrete emotions following the Ekman model [18] : happy, sad, angry, fearful, surprise, and disgust, and a "neutral" emotion to denote the absence of any of these emotions. For face and speech modalities in our network, we use 250-dimensional unit-normalized features constructed from the cross-view patterns learned by F 2 and S 2 respectively.
Training: e f real = F 2 (f real ), e f fake = F 2 (f fake ), e s real = S 2 (s real ), e s fake = S 2 (s fake ).
Testing: e f = F 2 (f ), e s = S 2 (s).
(2)
Training Routine
At training time, we use a fake and a real video with the same subject as the input. After, passing extracted features from raw videos (f real , f fake , s real , s fake ) through F 1 , F 2 , S 1 and S 2 , we obtain the unit-normalised modality and emotion embeddings as described in Eq. 1 and Eq. 2. Considering a input real and fake video, we first compare f real with f fake , and s real with s fake to understand what modality was manipulated more in the fake video. Considering, we identify the face modality to be manipulated more in the fake video, based on these embeddings we compute the first similarity between the real and fake speech and face embeddings as follows:
Similarity Score 1:
where d denotes the Euclidean distance.
In simpler terms, L 1 is computing the distance between two pairs, d(m s real , m f real ) and d(m s real , m f fake ). We expect m s real , m f real to be closer to each other than m s
real , m f fake as it contains a fake face modality. Hence, we expect to maximize this difference. To use this correlation metric as a loss function to train our model, we formulate it using the notation of Triplet Loss Similarity Loss 1:
where m 1 is the margin used for convergence of training.
If we had observed that speech is the more manipulated modality in the fake video, we would formulate L 1 as follows:
Similarly, we compute the second similarity as the difference in affective cues extracted from the modalities from both real and fake videos. We denote this as follows:
Similarity Score 2: L 2 = d(e s real , e s fake ) − d(f s real , e f fake ). (5) As per prior psychology studies, we expect that similar un-manipulated modalities point towards similar affective cues. Hence, because the input here has a manipulated face modality, we expect e s real , e s fake to be closer to each other than to e f real , e f fake . To use this as a loss function, we again formulate this using a Triplet loss.
Similarity Loss 2:
where m 2 is the margin. Again, if speech was the highly manipulated modality in the fake video, we would formulate L 2 as follows:
real , e f fake ) − d(e f real , e s fake ).
We use both the similarity scores as the cumulative loss and propagate this back into the network. Loss = ρ 1 + ρ 2 (7)
Testing Inference
At test time, we only have a single input video that is to be labeled real or fake. After extracting the features, f and s from the raw videos, we perform a forward pass through F 1 , F 2 , S 1 and S 2 , as depicted in Figure 1b to obtain modality and emotion embeddings.
To make an inference about real and fake, we compute the following two distance values:
To distinguish between real and fake, we compare d m and d e with a threshold, that is, τ empirically learned during training as follows:
we label the video as a fake video.
Computation of τ : To compute τ , we use the best-trained model and run it on the training set. We compute d m and d e for both real and fake videos of the train set. We average these values and find an equidistant number, which serves as a good threshold value. Based on our experiments, the computed value of τ was almost consistent and didn't vary much between datasets.
Implementation and Evaluation

Datasets
We perform experiments on the DF-TIMIT [27] and DFDC [17] datasets, as only these datasets contain modalities for face and speech features (1) . We used the entire DF-TIMIT dataset and were able to use 18, 000 videos from DFDC dataset due to computational overhead. Both the datasets are split into training (85%), and testing (15%) sets.
Training Parameters
On the DFDC Dataset, we trained our models with a batch size of 128 for 500 epochs. Due to the significantly smaller size of the DF-TIMIT dataset, we used a batch size of 32 and trained it for 100 epochs. We used Adam optimizer with a learning rate of 0.01. All our results were generated on an NVIDIA GeForce GTX1080 Ti GPU.
Feature Extraction
In our approach (See Figure 1) , we first extract the face and speech features from the real and fake input videos. We use existing SOTA methods for this purpose. In particular, we use OpenFace [12] to extract 430-dimensional facial features, including the 2D landmarks positions, head pose orientation, and gaze features. To extract speech features, we use pyAudioAnalysis [19] to extract 13 Mel Frequency Cepstral Coefficients (MFCC) speech features.
Results and Analysis
In this section, we elaborate on some quantitative and qualitative results of our methods.
Comparison with SOTA Methods
We report and compare per-video AUC Scores of our method against 9 prior deepfake video detection methods on DF-TIMIT and DFDC. We have summarized these results in Table 3 . The following are the prior methods used to compare the performance of our approach on the same datasets. 1. Two-stream [50] : uses a two-stream CNN to achieve SOTA performance in image-forgery detection. They use standard CNN network architectures to train the model. [9] is a CNN-based detection method that targets the microscopic properties of images. AUC scores are reported on two variants. 3. HeadPose [46] captures inconsistencies in headpose orientation across frames to detect deepfakes. 4. FWA [30] uses a CNN to expose the face warping artifacts introduced by the resizing and interpolation operations. 5. VA [32] focuses on capturing visual artifacts in the eyes, teeth and facial contours of synthesized faces. Results have been reported on two standard variants of this method. 6. Xception [38] is a baseline model trained on the FaceForensics++ dataset based on the XceptionNet model. AUC scores have been reported on three variants of the network. 7. Multi-task [34] uses a CNN to simultaneously detect manipulated images and segment manipulated areas as a multi-task learning problem. 8. Capsule [35] uses capsule structures based on a standard DNN. 9. DSP-FWA is an improved version of FWA [30] with a spatial pyramid pooling module to better handle the variations in resolutions of the original target faces.
MesoNet
Qualitative Results
We show some selected frames of videos from both the datasets in Figure 2 along with the labels (real/fake). For the qualitative results shown for DFDC, the real video predicted a "neutral" emotion label for both speech and face modality, whereas in the fake video the face predicted "surprise" and speech predicted "neutral". This result is indeed interpretable because the fake video was generated by manipulating only the face modality and not the speech modality. We see a similar emotion label mismatch for the DF-TIMIT sample as well.
Interpreting the Correlations
To better understand the learned embeddings, we plot the distance between the unit-normalized face and speech embeddings learned from F 1 and S 1 on 1, 000 randomly chosen points from the DFDC train set in Figure 4 (a). We plot d(m s real , m f real ) in blue and d(m s fake , m f fake ) in orange. It is interesting to see that the peak or the majority of the subjects from real videos have a smaller separation, 0.2 between their embeddings as opposed to the fake videos (0.5). We also plot the number of videos, both fake and real, with a mismatch of emotion labels extracted using F 2 and S 2 in Figure 4(b) . Of a total of 15, 438 fake videos, 11, 301 showed a mismatch in the labels extracted from face and speech modalities. Similarly, out of 3, 180 real videos, 815 also showed a label mismatch.
Ablation Experiments
As explained in Section 3.5, we use two distances, based on the modality embedding similarities and emotion embedding similarities, to detects fake videos. To TIMIT datasets. Our model uses the subjects' audio-visual modalities as well as their emotions to distinguish between real and deepfake videos. The emotions from the speech and facial cues in fake videos are different; however in the case of real videos, the emotions from both modalities are the same.
(a) Correct Classification: Our model correctly classified this popular deepfake video as fake.
(b) Misclassification: Our model was not able to detect this deepfake video as fake because the network was not able to detect any emotion from the subject. Fig. 3 : In the Wild Deepfake Videos: Our model succeeds in the wild. We collect several popular deepfake videos from online social media and our model achieves reasonably good results. We will present additional results in the supplementary video.
(a) Modality Embedding Distances: We plot the percentage of subject videos versus the distance between the face and speech modality embeddings. The figure shows that the distribution of real videos (blue curve) is centered around a lower modality embedding distance (0.2). In contrast, the fake videos (orange curve) are distributed around a higher distance center (0.5). Conclusion: We show that audio-visual modalities are more similar in real videos as compared to fake videos.
(b) Emotion Embedding in Real and Fake Videos: The blue and orange bars represent the total number of videos where the emotion labels, obtained from the face and speech modalities, do not match, and match, respectively. Of the total 15, 438 fake videos, 73.2% videos were found to contain a mismatch between emotion labels and for real videos this was only 24%. Conclusion: We show that emotions of subjects, from multiple modalities, are strongly similar in real videos, and often mismatched in fake videos.
Fig. 4: Embedding Interpretation:
We provide an intuitive interpretation of the learned embeddings from F1, S1, F2, S2 with visualizations. These results back our hypothesis of emotions being highly correlated in real videos as compared to fake videos.
understand and motivate the contribution of each similarity, we perform an ablation study where we run the model using only one correlation for training. We have summarized the results of the ablation experiments in Table 4 . The modality embedding similarity helps to achieve better AUC scores than the emotion embedding similarity.
Failure Cases
Our approach models the correlation between two modalities and the associated affective cues to distinguish between real and fake modalities. However, there are multiple instances where the deepfake videos do not contain such a mismatch in terms of emotional classification based on different modalities. This is also because humans express emotions differently. As a result, our model fails to classify such videos as fake. Similarly, both face and speech are modalities that are easy to fake. As a result, it is possible that our method also classifies a real video as a fake video due to this mismatch. In Figure 5 , we show one such video from both the datasets, where our model failed.
Results on Videos in the Wild
We tested the performance of our model on two such deepfake videos obtained from an online social platform [7,8]. Some frames from this video have been shown in Figure 3 . 
Conclusion, Limitations, and Future Work
We present a learning-based method for detecting fake videos. We use the similarity between audio-visual modalities and the similarity between the affective cues of the two modalities to infer whether a video is "real" or "fake". We evaluated our method on two benchmark audio-visual deepfake datasets, DFDC, and DF-TIMIT. Our approach has some limitations. First, our approach could result in misclassifications on both the datasets, as compared to the one in the real video. Given different representations of expressing emotions, our approach can also find a mismatch in the modalities of real videos, and (incorrectly) classify them as fake. Furthermore, many of the deepfake datasets primarily contain more than one person per video. We may need to extend our approach to take into account the emotional state of multiple persons in the video and come with a possible scheme for deepfake detection.
In the future, we would like to look into incorporating more modalities and even context to infer whether a video is a deepfake or not. We would also like to combine our approach with the existing ideas of detecting visual artifacts across frames for better performance. Additionally, we would like to approach better methods for using audio cues.
