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Abstract
A complete, general and explicit solution to the generalized Sylvester matrix equation
AX −XF = BY , with the matrix F in a companion form, is proposed. The solution is in
an extremely neat form represented by a symmetric operator matrix, a Hankel matrix and
the controllability matrix of the matrix pair (A,B). Furthermore, several equivalent forms
of this solution are also presented. Based on these presented results, explicit solutions to the
normal Sylvester equation and the well-known Lyapunov matrix equation are also established.
The results provide great convenience to the analysis of the solution to the equation, and
can perform important functions in many analysis and design problems in control systems
theory. As a demonstration, a simple and effective approach for parametric pole assignment is
proposed.
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1. Introduction
This paper considers the general solution to the generalized Sylvester matrix
equation
AX −XF = BY, (1.1)
where A ∈ Rn×n, B ∈ Rn×r , F ∈ Rp×p (p  n), are known. The problem is to seek
general, complete parametric forms for the matrices
X = [x1 x2 · · · xp] ∈ Rn×p (1.2)
and
Y = [y1 y2 · · · yp] ∈ Rr×p (1.3)
satisfying the matrix equation (1.1). For simplicity, through out of this paper we
assume that the matrix F is in the following companion form:
F =

0 · · · 0 −β0
1 · · · 0 −β1
.
.
.
...
...
1 −βp−1
 . (1.4)
Such an assumption does not reduce the generality of the problem because of the
following two facts.
(1) For any matrix F ∈ Rp×p, there exists a real matrix P satisfying
P−1FP = blockdiag(F1, F2, . . . , Fs), (1.5)
with Fi , i = 1, 2, . . . , s, being some real matrices in the form of (1.4).
(2) The matrix equation (1.1), with F satisfying (1.5) can be equivalently decom-
posed into the following set of equations of the same form as (1.1):
AX˜i − X˜iFi = BY˜i, i = 1, 2, . . . , s,
where X˜i and Y˜i , i = 1, 2, . . . , s, are determined by
XP = X˜ = [X˜1 X˜2 · · · X˜s] ,
YP = Y˜ = [Y˜1 Y˜2 · · · Y˜s] .
The matrix equation (1.1) is closely related with many problems in linear control
systems theory, such as, eigenvalue assignment [1,2], observer design [3], eigen-
structure assignment design [4,5], constrained control [7], etc., and has been studied
by many authors (see [3–6], and the references therein). When the matrix F is in
Jordan form, an attractive analytical and restriction-free solution with explicit free-
dom is presented in [3]. To obtain this solution, one needs to carry out an orthonor-
mal transformation, compute a matrix inverse, and solve a series of linear equation
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groups. Ref. [5] proposes two solutions to the matrix equation, also for the case
that the matrix F is in Jordan form. The first one is in an iterative form, while the
second is in an explicit parametric form. To obtain the explicit solution proposed
in [5], one needs to carry out a right coprime factorization of (sI − A)−1B (when
the eigenvalues of the Jordan matrix F are undetermined) or a series of singular
value decomposition (when the eigenvalues of F are known). Generalization of this
explicit solution to a more general case is considered in [4,6].
Different from [3–6], this paper considers the generalized Sylvester matrix equa-
tion (1.1) with the matrix F being in the companion form as shown in (1.4), and
proposes for this equation a very neat general complete parametric solution, which is
expressed in terms of the controllability matrix of the matrix pair (A,B), a symmet-
ric operator matrix, and a parametric matrix in the Hankel matrix form. Two equiv-
alent forms of this solution are also proposed, and conditions for a pair of solutions
with X nonsingular are also investigated.
When B = In, Y = Q, the generalized Sylvester matrix equation (1.1) becomes
the following normal Sylvester matrix equation
AX −XF = Q. (1.6)
Further, if we let A = −F T in (1.6), the above normal Sylvester matrix equation
becomes the following well-known Lyapunov matrix equation
F TX +XF = −Q. (1.7)
Solution to the normal Sylvester matrix equation (1.6) has been studied by several
researchers. Jameson [12] and De Souza [13] gave solutions to this matrix equation
in terms of the controllability and observability matrices of some matrix pairs, and
Hartwig [14] gave a solution to this equation in terms of the inverse of the related
Sylvester resultant, while Jones [15] presented a solution to this equation in terms
of the principal idempotents and nilpotents of the coefficient matrices. Hearon [8]
considered the case of Q being a rank one matrix, and presented some conditions
for the matrix X to be nonsingular. For the Lyapunov matrix equation (1.7) with the
matrix F in companion form, many authors have considered the solution. Particu-
larly, Sreeram [9] presented an iterative method based on the Routh table. In this
paper, by simplifying our general results for the solution to the generalized Sylves-
ter matrix equation (1.1), simple analytical solutions to the above normal Sylvester
matrix equation (1.6) and the Lyapunov matrix equation (1.7) are also proposed.
The proposed results provide great convenience for many analysis and design
problems associated with the matrix equation (1.1), and may have important appli-
cations in many analysis and design problems in control systems theory. As a dem-
onstration, the problem of parametric pole assignment is treated, and a very simple
complete parametric form for all the feedback gain matrices is established.
In the next section, some notations and preliminary lemmas to be used in this
paper are given, and in Section 3 the general solution, as well as its equivalent
forms, to the generalized Sylvester matrix equation (1.1) are presented, and their
special forms are also discussed. As an application of the proposed solutions to the
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generalized Sylvester matrix equation, parametric pole assignment by state feedback
is considered in Section 4, and a general complete parametric form for the feedback
gain matrix is established. Furthermore, the closely related problem of finding a
pair of solutions X and Y with the matrix X nonsingular is also discussed. Several
examples are given in Section 5.
2. Preliminaries
For convenience, let us introduce in this section some notations and some prelim-
inary lemmas to be used in the following sections.
2.1. Notations
In this paper, we use det(A), AT and trace(A) to denote the determinant, the
transpose and the trace of the matrix A, respectively, and use σ(A) to denote the set
of eigenvalues of A. Further, let A ∈ Rn×n, B ∈ Rn×r , C ∈ Rm×n and F be given
by (1.4), we then have the following notations associated with these matrices:
Qc(A,B) = [B AB · · · An−1B], (2.1)
Qo(A,C, k) =

C
CA
...
CAk−1
 , (2.2)
α(s) = det(sI − A) = sn + αn−1sn−1 + · · · + α1s + α0, (2.3)
β(s) = det(sI − F) = sp + βp−1sp−1 + · · · + β1s + β0, (2.4)
Sr(α) =

α1Ir α2Ir · · · αn−1Ir Ir
α2Ir α3Ir · · · Ir
...
... q
αn−1Ir Ir
Ir
 , (2.5)
Cr(α) =

0 · · · 0 −α0Ir
Ir · · · 0 −α1Ir
.
.
.
...
...
Ir −αn−1Ir
 , (2.6)
and
r (α, β) = [−α0Ir · · · −αn−p−1Ir (β0 − αn−p)Ir · · · (βp−1 − αn−1)Ir ].
(2.7)
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Obviously, Qc(A,B) is the controllability matrix of the matrix pair (A,B),
Qo(A,C, n) is the observability matrix of the matrix pair (A,C), and Sr(α) is a
symmetric operator matrix. In view of (1.4) and (2.6), we clearly have
F = C1(β). (2.8)
Further, let hi , i = 1, 2, . . . , n+ p + 1, be a set of real vectors of appropriate
dimensions, we can define the following generalized Hankel matrix:
H(h1∼n+p−1) =

h1 h2 · · · hp
h2 h3 · · · hp+1
...
...
.
.
.
...
hn hn+1 · · · hn+p−1
 . (2.9)
2.2. Technical lemmas
The following lemmas are to be used in the following sections.
Lemma 1. Let A ∈ Rn×n, B ∈ Rn×r . Then
AQc(A,B) = Qc(A,B)Cr(α). (2.10)
Proof. This can be easily shown by direct verification using the definitions of
Qc(A,B) and Cr(α). 
Lemma 2. Let βi, i = 0, 1, . . . , n− 1, be an arbitrary set of scalars. Then for an
arbitrary integer r, the following commutative relation holds:
Cr(β)Sr(β) = Sr(β)CTr (β). (2.11)
Proof. Note that
[Cr(β)Sr(β)]T = Sr(β)CTr (β),
by direct expending we can show that Cr(β)Sr(β) is symmetric. Therefore, Eq.
(2.11) holds. 
Lemma 3. Let α(s) and F be determined by (2.3) and (1.4), respectively. Then,
when p = n, we have
α(F )= Fn + αn−1Fn−1 + · · · + α1F + α0I
= −Qc
(
F,T1 (α, β)
)
. (2.12)
Proof. Denote
α(F ) = [c1 c2 · · · cn], (2.13)
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and let ei be the n-dimensional vector with its ith element being one and all other
elements being zero, then
ci = α(F )ei, i = 1, 2, . . . , n. (2.14)
Further, employing the special structure of the matrix F , we have
Fei = ei+1, i = 1, 2, . . . , n− 1, (2.15)
Fen = [−β0 −β1 · · · −βn−1]T, (2.16)
and hence,
Fke1 = Fk−1Fe1 = Fk−1e2 = · · · = ek+1, k = 1, 2, . . . , n− 1, (2.17)
Fne1 = · · · = Fen = [−β0 −β1 · · · −βn−1]T. (2.18)
Using (2.14), (2.16), (2.17), and (2.18), we have
c1 = α(F )e1
= α0e1 + α1Fe1 + · · · + αn−1Fn−1e1 + Fne1
= α0e1 + α1e2 + · · · + αn−1en + [−β0 −β1 · · · −βn−1]T
= [α0 α1 · · · αn−1]T + [−β0 −β1 · · · −βn−1]T
= −T1 (α, β),
and
ci=α(F )ei = α(F )Fei−1 = Fα(F )ei−1
=· · · = F i−1α(F )e1 = F i−1c1, i = 2, 3, . . . , n.
Therefore, using the above relations and (2.13), we have
α(F )=[c1 c2 · · · cn]
=[c1 F 1c1 · · · Fn−1c1]
=Qc(F, c1) = Qc
(
F,−T1 (α, β)
)
=−Qc
(
F,T1 (α, β)
)
.
The proof is then completed. 
Lemma 4. Let A ∈ Rn×n, F = C1(β). Then the matrices A and F do not have
common eigenvalues if and only if the matrix α(F ) is nonsingular.
Proof. Let
λi ∈ σ(F ), i = 1, 2, . . . , p,
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then it is easy to show that
α(λi) ∈ σ [α(F )], i = 1, 2, . . . , p.
Therefore,
det[α(F )] =
p∏
i=1
α(λi) /= 0,
⇐⇒ α(λi) /= 0, i = 1, 2, . . . , p,
⇐⇒ λi /∈ σ(A), i = 1, 2, . . . , p.
With this we complete the proof. 
3. Main results
3.1. The basic solution
Regarding the solution to the generalized Sylvester matrix equation (1.1), we have
the following result.
Theorem 1. Let A ∈ Rn×n, B ∈ Rn×r , and F = C1(β). Then
(1) The matrices X ∈ Rn×p and Y ∈ Rr×p given by{
X = Qc(A,B)Sr(α)H(h1∼n+p−1),
Y = r (α, β)H(h1∼n+p−1) (3.1)
satisfy the matrix equation (1.1) for arbitrary hi ∈ Rr , i = 1, 2, . . . , p, and
a set of vectors hj ∈ Rr , j = p + 1, p + 2, . . . , n+ p − 1, determined itera-
tively by
hp+1 = −β0h1 − β1h2 · · · − βp−1hp,
hp+2 = −β0h2 − β1h3 · · · − βp−1hp+1,
· · ·
hn+p−1 = −β0hn−1 − β1hn · · · − βp−1hn+p−2.
(3.2)
(2) When the matrices A and F do not have common eigenvalues, all the matrices
X ∈ Rn×p and Y ∈ Rr×p satisfying the matrix equation (1.1) can be parame-
terized as in (3.1) with hi ∈ Rr , i = 1, 2, . . . , p, being a set of arbitrary real
vectors which represent the degrees of freedom in the solution, and the set of
vectors hj ∈ Rr , j = p + 1, p + 2, . . . , n+ p − 1, determined iteratively by
(3.2).
The proof of the theorem is provided in Appendix A. This theorem provides a very
neat complete explicit parametric solution to the matrix equation (1.1). To obtain this
solution, one needs the coefficients αi , i = 0, 1, 2, . . . , n− 1, of the characteristic
polynomial of the matrix A. Regarding the solution of the set of real scalars αi ,
i = 1, 2, . . . , n, proper numerically reliable algorithms can be adopted [10,11].
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The following equation
XA− F TX = YC (3.3)
is obviously in the dual form of (1.1), and is called the Sylvester-observer matrix
equation. By applying Theorem 1 to the transposed form of Eq. (3.3), we can obtain
the following corollary about the solution to the matrix equation (3.3).
Corollary 1. Let A ∈ Rn×n, C ∈ Rm×n, F = C1(β). Then
(1) The matrices X ∈ Rp×n and Y ∈ Rp×m given by{
X = HT(h1∼n+p−1)Sm(α)Qo(A,C, n),
Y = HT(h1∼n+p−1)Tm(α, β) (3.4)
satisfy the matrix equation (3.3) for arbitrary hi ∈ Rm, i = 1, 2, . . . , p, and
vectors hj ∈ Rm, j = p + 1, p + 2, . . . , n+ p − 1, determined iteratively by
(3.2).
(2) When the matrices A and F do not have common eigenvalues, all the matrices
X ∈ Rp×n and Y ∈ Rp×m satisfying the matrix equation (3.3) can be para-
meterized as in (3.4) with hi ∈ Rm, i = 1, 2, . . . , p, being a set of arbitrary
real vectors which represent the degrees of freedom in the solution, and the set
of vectors hj ∈ Rm, j = p + 1, p + 2, . . . , n+ p − 1, determined iteratively
by (3.2).
3.2. Equivalent forms
The set of real scalars αi , i = 1, 2, . . . , n, can be obtained using proper numeri-
cally reliable algorithms (e.g., [10,11]). Alternatively, the following well-known Fad-
deev–Leverrier algorithm can also be applied:{
Rn−k = Rn−k+1A+ αn−k+1I, Rn = 0,
αn−k = − trace(Rn−kA)k , αn = 1,
k = 1, 2, . . . , n. (3.5)
With αi and Ri , i = 1, 2, . . . , n, we can give an equivalent form for the solution
given in Theorem 1.
Theorem 2. Let A ∈ Rn×n, B ∈ Rn×r , and F = C1(β), αi, Ri, i = 0, 1, 2, . . . ,
n− 1, be given by the above well-known Faddeev–Leverrier algorithm (3.5). Then
the matrices X and Y given by (3.1) and (3.2) are equivalent to (1.2) and (1.3), with{
xk =∑n−1i=0 RiBhi+k,
yk =∑p−1i=0 βihn−p+k+i −∑n−1i=0 αihi+k, k = 1, 2, . . . , p, (3.6)
where hi ∈ Rr , i = 1, 2, . . . , p, are a group of arbitrary vectors, and the set of
vectors hj ∈ Rr , j = p + 1, p + 2, . . . , n+ p − 1, are determined iteratively by
(3.2).
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Proof. It is obvious that the second expression in (3.6) is equivalent to the sec-
ond equation in (3.1). Here we only need to show the equivalence between the first
expression in (3.6) and that in (3.1).
Let
V = [V1 V2 · · · Vn] = Qc(A,B)Sr(α),
then it can be obtained that
V1 = α1B + α2AB + · · · + αn−1An−2B + An−1B,
V2 = α2B + α3AB + · · · + An−2B,
...
Vn−1 = αn−1B + AB,
Vn = B.
Comparing the above set of equations with those in (3.5), yields
Vi = Ri−1B, i = 1, 2, . . . , n.
Therefore, when the kth column of H(h1∼n+p−1) is denoted by Hk , we have
xk=Qc(A,B)Sr(α)Hk
=
n∑
i=1
Vihi+k−1
=
n−1∑
i=0
RiBhi+k.
The proof is then completed. 
It can be observed that the free parameter vectors existing in the solution (3.1) are
really hi , i = 1, 2, . . . , p, while the vectors hj , j = p + 1, p + 2, . . . , n+ p − 1,
are determined by (3.2). Therefore, the degree of freedom in the solution is rp. In
the following, we present another equivalent form of this solution (3.1) which is
directly expressed by an r × p-dimensional free matrix.
Theorem 3. Let A ∈ Rn×n, B ∈ Rn×r , and F = C1(β). Then the matrices X and
Y given by (3.1) and (3.2) have the following equivalent form:{
X = Qc(A,B)Sr(α)Qo(F, Z, n),
Y = −Zα(F), (3.7)
where Z ∈ Rr×p is a parameter matrix which can be arbitrarily chosen. When p =
n, the expression for matrix Y can also be expressed as
Y = ZQc
(
F,T1 (α, β)
)
. (3.8)
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Proof. To show the expression for X, we need only to prove the following:
H(h1∼n+p−1) = Qo(F, Z, n). (3.9)
It can be easily shown that the set of equations in (3.2) are equivalent to
[h2 h3 · · · hp+1] = [h1 h2 · · · hp]F,
[h3 h4 · · · hp+2] = [h2 h3 · · · hp+1]F = [h1 h2 · · · hp]F 2,
...
[hn hn+1 · · · hn+p−1] = [h1 h2 · · · hp]Fn−1.
(3.10)
If we denote
Z = [h1 h2 · · · hp], (3.11)
then it follows from (3.10) that
H(h1∼n+p−1) =

[h1 h2 · · · hp]
[h1 h2 · · · hp]F
...
[h1 h2 · · · hp]Fn−1
 = Qo(F, Z, n).
Thus (3.9) holds.
Now let us show the expression for the matrix Y . It follows from (2.7), the second
equation in (3.1) and Eq. (3.9) that
Y =r (α, β)Qo(F, Z, n)
=−α0Z − α1ZF − · · · − αn−p−1ZFn−p−1
+ (β0 − αn−p)ZFn−p + · · · + (βp−1 − αn−1)ZFn−1
=Z(−α0Ip − α1F − · · · − αn−1Fn−1)
+Z(β0Fn−p + β1Fn−p+1 + · · · + βp−1Fn−1). (3.12)
Furthermore, recall the well-known Cayley–Hamilton Theorem, we have
β0Ip + β1F + · · · + βp−1Fp−1 + Fp = 0.
Multiplying both sides of the above equation by Fn−p, gives
β0F
n−p + β1Fn−p+1 + · · · + βp−1Fn−1 + Fn = 0,
or
β0F
n−p + β1Fn−p+1 + · · · + βp−1Fn−1 = −Fn.
Substituting the above into (3.12), produces
Y =Z(−α0Ip − α1F − · · · − αn−1Fn−1)− ZFn
=−Z(α0Ip + α1F + · · · + αn−1Fn−1 + Fn)
=−Zα(F).
Therefore, the second expression in (3.7) holds.
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When p = n, we can immediately get (3.8) by substituting (2.12) into the second
expression in (3.7). The proof is then completed. 
Remark 1. This solution allows the parameters βi , i = 0, 1, 2, . . . , p − 1, to be set
undetermined. Such a property may give great convenience and advantages to some
analysis and design problems in control systems theory. These parameters can be
utilized as part of the design degrees of freedom, and optimized to achieve some
better system performances.
Remark 2. The general solutions to the Sylvester-observer matrix equation (3.3),
corresponding to Theorems 2 and 3, can also be easily obtained.
3.3. Special cases
To finish this section, let us finally consider the solutions to the normal Sylvester
matrix equation (1.6) and the Lyapunov matrix equation (1.7). Without loss of gen-
erality, we here assume that the matrix Q in these two equations has the following
decomposition
Q = QaQf, Qa ∈ Rn×r , Qf ∈ Rr×p, (3.13)
where r = rankQ. This can be generally obtained by applying the full-rank factor-
ization. In the special case that the matrix Q is symmetric semi-positive definite,
(3.13) can be replaced by
Q = BBT, B ∈ Rn×r . (3.14)
Based on the main results proposed above, explicit solutions to the normal Sylves-
ter matrix equation (1.6) and the Lyapunov matrix equation (1.7) can be immediately
given.
Corollary 2. Let A ∈ Rn×n, F = C1(β), and Q ∈ Rn×p.
(1) When the matrices A and F do not have common eigenvalues, and the matrix
Q admits the decomposition (3.13), the normal Sylvester matrix equation (1.6)
has a unique solution which is given by
X = Qc(A,Qa)Sr(α)Qo(F,−Qfα−1(F ), n). (3.15)
Further, if p = n, the above unique solution reduces to
X = Qc(A,Qa)Sr(α)Qo
(
F,QfQ
−1
c
(
F,Tr (α, β)
)
, n
)
. (3.16)
(2) When the matrix F satisfies
µ+ ν /= 0, ∀µ, ν ∈ σ(F ),
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and the matrix Q admits the decomposition (3.14), the Lyapunov matrix equa-
tion has a unique solution which is given by
X = Qc(−F T, B)Sp(γ )Qo(F,−BTγ−1(F ), p), (3.17)
or
X = Qc(−F T, B)Sp(γ )Qo
(
F,BTQ−1c
(
F,Tr (γ, β), p
))
, (3.18)
where
γ (s) = det(sI + F T).
4. Parametric pole assignment
As an application of the proposed solutions to the generalized Sylvester matrix
equation (1.1), in this section we consider parametric pole assignment in the follow-
ing linear system
x˙ = Ax + Bu, (4.1)
where A ∈ Rn×n and B ∈ Rn×r are known coefficient matrices. When the following
state feedback controller
u = −Kx, K ∈ Rr×n (4.2)
is applied to the system (4.1), the following closed-loop system is resulted in:
x˙ = (A− BK)x.
The problem of parametric pole assignment in the linear system (4.1) via the state
feedback control law (4.2) can be stated as follows.
Problem PPA. Given the linear system (4.1) and a set of desired closed-loop poles
si , i = 1, 2, . . . , n, find a parameterization of all the K matrix satisfying
σ(A− BK) = {si, i = 1, 2, . . . , n}. (4.3)
4.1. The complete solution
Define a polynomial
β(s) =
n∏
i=1
(s − si),
then (4.3) is equivalent to
det(sI − (A− BK)) = β(s). (4.4)
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Further, note
det(sI − C1(β)) = β(s),
we can easily show that (4.4) holds if and only if there exists a nonsingular matrix X
such that
X−1(A− BK)X = C1(β). (4.5)
Let
KX = Y,
then (4.5) becomes the generalized Sylvester matrix equation (1.1).
The above deduction obviously implies the following fact.
Proposition 1. The complete set of solutions to Problem PPA is given by
K = {K | K = YX−1, X, Y satisfying (1.1) and det(X) /= 0}.
Using the above proposition and applying Theorem 3 to the generalized Sylvester
matrix equation (1.1), we can obtain the following result about solution to Problem
PPA.
Theorem 4. Let (A,B) be controllable, and si, i = 1, 2, . . . , n, be different from
the eigenvalues of A, then Problem PPA has a solution and all the solutions of the
problem can be parameterized by
K = −Zα(F)[Qc(A,B)Sr(α)Qo(F, Z, n)]−1, (4.6)
with Z ∈ Rr×n being a parameter matrix satisfying
det(Qc(A,B)Sr(α)Qo(F, Z, n)) /= 0. (4.7)
The results corresponding to Theorems 1 and 2 can also be easily given.
4.2. Nonsingularity of X
It is seen from the above Theorem 4 that the problem of finding a parameter matrix
Z ∈ Rr×n such that
X = Qc(A,B)Sr(α)Qo(F, Z, n) (4.8)
is nonsingular is crucial for solving Problem PPA. This subsection attempts to pres-
ent a condition for the X matrix to be nonsingular. First, in view of (4.8), we imme-
diately have the following necessary condition.
Proposition 2. Let A ∈ Rn×n, B ∈ Rn×r , and F = C1(β) ∈ Rn×n. Then the mat-
rix X given by (4.8) is nonsingular only if (A,B) is controllable and (F, Z) is
observable.
It is noted that the conditions in the above proposition are not sufficient, this can
be shown by a counter example. Taking
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A =
 7 −4 012 −7 0
0 0 −1
 , B =
0 01 0
0 1
 , F =
0 0 −61 0 −11
0 1 −6
 ,
we can verify that (A,B) is controllable. Denote
Z =
[
z11 z12 z13
z21 z22 z23
]
,
we have
X =
 −4z11 − 4z12 −4z12 − 4z13 20z13 + 24z11 + 44z12−7z11 − 6z12 + z13 −18z12 − 12z13 − 6z11 54z13 + 72z11 + 126z12
−z21 + z23 −12z22 − 6z21 − 6z23 24z23 + 60z22 + 36z21
 .
However,
det(X) ≡ 0, ∀zij ∈ C, i = 1, 2; j = 1, 2, 3.
The main result of this subsection is as follows.
Theorem 5. LetA ∈ Rn×n, B ∈ Rn×r , F = C1(β) ∈ Rn×n, and (A,B) be control-
lable. Then the matrix X given by (4.8) is nonsingular for “almost all’’ parametric
matrices Z with rank 1 if one of the following conditions holds:
(1) the matrix A is cyclic;
(2) the matrices A and F do not have common eigenvalues.
Proof. 1. Denote
Sr(α) = [S1 S2 · · · Sn],
and
Z = Z1Z2, Z1 ∈ Rr×1, Z2 ∈ R1×n.
Then
X=Qc(A,B)Sr(α)Qo(Z, F, n)
=Qc(A,B)[S1 S2 · · · Sn]

Z1Z2
Z1Z2F
...
Z1Z2Fn−1

=Qc(A,B)
n∑
i=1
SiZ1Z2F
i−1
=Qc(A,B)[S1Z1 S2Z1 · · · SnZ1]

Z2
Z2F
...
Z2F
n−1

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=Qc(A,B)blockdiag(Z1, Z1, . . . , Z1)S1(α)Qo(F, Z2, n)
=Qc(A,BZ1)S1(α)Qo(F, Z2, n).
It is easy to verify that (F, Z2) is observable for “almost all” Z2. Furthermore, since
A is cyclic and (A,B) is controllable, (A,BZ1) is controllable for “almost all” Z1.
Finally, note that all the three matrices on the right hand side are square ones, the
matrix X is then nonsingular for “almost all” Z = Z1Z2. The proof is then com-
pleted.
2. Note that when A and F do not have common eigenvalues, it follows from
Theorem 3 that our solution (4.8) is complete. So the following mapping
Z → X : X = Qc(A,B)Sr(α)Qo(F, Z, n)
is injective, that is, any element in the parameter matrix Z has contribution to the
matrix X.
Since (A,B) is controllable, “almost all” matrices K can make the matrix
Ac = A− BK
cyclic. Let K be such a matrix, and define
Y = KX + Y˜ ,
then Eq. (1.1) is written as
AcX −XF = BY˜ .
It thus follows from Theorem 3 that the solution to the above equation is
X = Qc(Ac, B)Sr(θ)Qo(F, Z˜, n),
where Z˜ is a parameter matrix and
θ(s) = det(sI − (A− BK)).
Noting that (Ac, B) is still controllable, using the first conclusion of this theorem we
know that X is nonsingular for “almost all” matrices Z˜. Since σ(Ac) and σ(F ) may
have common eigenvalues, the parameters in Z˜ , which have contribution to X, may
be less than that in Z. Since for “almost all” Z˜ the matrix X is nonsingular, it is clear
that for “almost all” Z, X is also nonsingular. The proof is then completed. 
5. Illustrative examples
Example 1. Consider a matrix equation in the form of (1.1) with the following
parameters:
A =
−2 −4 30 1 0
0 −1 1
 , B =
1 00 1
0 0
 , F = [0 −21 −2
]
.
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Since
Qc(A,B) =
1 0 −2 −4 4 10 1 0 1 0 1
0 0 0 −1 0 −2

has full-row rank, the matrix pair (A,B) is controllable. Note
α(s) = det(sI − A) = s3 − 3s + 2,
we have
S1(α) =
−3 0 10 1 0
1 0 0
 .
Further, it is easy to obtain σ(A) = {1, 1,−2} and σ(F ) = {−1 + j,−1 − j}.Denote
Z =
[
z11 z12
z21 z22
]
,
it follows from Theorem 3 that all the solutions to this matrix equation are parame-
terized by
X =
−z11 − 4z12 + z21 − 4z22 8z11 + 7z12 + 8z21 + 9z22−4z21 − z22 2z21 − 2z22
−2z21 − z22 2z21
 ,
Y =
[−6z11 + z12 −2z11 − 8z12
−6z21 + z22 −2z21 − 8z22
]
,
where zij , i, j = 1, 2, are arbitrary scalar parameters.
Example 2. Consider a Lyapunov matrix equation in the form of (1.7) with Q = I3
and
F =
0 0 −β01 0 −β1
0 1 −β2
 .
Following (3.17) or (3.18) in Corollary 2, we can obtain the solution to the Lyapunov
matrix equation as
X =

β32+β0β22+(1+β21 )β2+β0−β0β1
2(β0β1β2−β20 )
− 12
β22+β0β2+β1+1
2(β0−β1β2)
− 12
β22+β0β2+β1+1
2(β1β2−β0) − 12
β22+β0β2+β1+1
2(β0−β1β2) − 12
β20+β21+β0β2+β1
2(β1β2−β0)
 .
Example 3. Let the matrices A and B be given the same as in Example 1. Here we
solve the parametric pole assignment related with the matrix pair (A,B).
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Case I. s1,2 = −1 ± j, s3 = −1
In this case, we can choose
F =
0 0 −21 0 −4
0 1 −3
 .
It is clear to see that
σ(F ) ∩ σ(A) = ∅.
Based on Theorem 3, the complete parametric solution to the generalized Sylves-
ter matrix equation (1.1) with the above defined coefficients A,B and F can be
expressed as
X =
1 1 −2 −4 1 00 −2 0 1 0 1
0 −2 0 −1 0 0
 ZZF
ZF 2
 ,
Y = Z
0 −6 47 −12 2
3 −2 −6
 .
According to Theorem 4, all the matrix K satisfying
σ(A− BK) = {−1 + j,−1 − j,−1}
can be expressed as
K = YX−1.
Specially choosing
Z =
[
0 −1 0
0 0 1
]
, (5.1)
we have
X =
2 −1 −51 −2 0
0 −1 1
 , Y = [−7 12 −23 −2 −6
]
,
and
K = YX−1 =
[
2 −11 8
1 1 −1
]
.
Case II. s1,2 = −1 ± j, s3 = −2
In this case, we can define
F =
0 0 −41 0 −6
0 1 −4
 .
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It is obvious that
σ(F ) ∩ σ(A) = {−2} /= ∅.
Based on Theorem 3, a parametric solution to the generalized Sylvester matrix equa-
tion (1.1) can be expressed as
X =
1 1 −2 −4 1 00 −2 0 1 0 1
0 −2 0 −1 0 0
 ZZF
ZF 2
 ,
Y = Z
2 −16 289 −12 26
4 −7 6
 .
Further, it is easy to verify that the coefficient matrix A is cyclic. Based on Theorem
5, for almost all parametric matrices Z, the matrix X is nonsingular. Again, choosing
the Z matrix as in (5.1), we have
X =
2 1 −151 −3 4
0 −1 2
 , Y = [−9 22 −264 −7 6
]
,
and a real matrix K satisfying
σ(A− BK) = {−1 + j,−1 − j,−2}
can be obtained as
K = YX−1 =
[
0 −9 5
0 4 −5
]
.
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Appendix A. Proof of Theorem 1
A.1. Preliminary lemmas
To prove Theorem 1, let us first give another lemma.
Lemma 5. Let Y be given by the second equation in (3.1). Then
CTr (α)H(h1∼n+p−1)−H(h1∼n+p−1)C1(β) =
[
0
Y
]
. (A.1)
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Proof. Note
CTr (α)H(h1∼n+p−1) =


h2 h3 · · · hp
h3 h4 · · · hp+1
...
...
.
.
.
...
hn hn+1 · · · hn+p−2


hp+1
hp+2
...
hn+p−1

 ϕ
 , (A.2)
with
=− [α1Ir α2Ir · · · αn−1Ir]H(h2∼n+p−2)− α0 [h1 h2 · · · hp−1]
=− [α0Ir α1Ir · · · αn−1Ir] [[h1 h2 · · · hp−1]
H(h2∼n+p−2)
]
, (A.3)
and
ϕ = −α0hp − α1hp+1 − · · · − αn−1hn+p−1.
Similarly, we have
H(h1∼n+p−1)C1(β) =
[
H(h2∼n+p−2) [
hn+1 hn+2 · · · hn+p−1
]
ψ
]
, (A.4)
with
=−

h2 h3 · · · hp
h3 h4 · · · hp+1
...
...
.
.
.
...
hn hn+1 · · · hn+p−2


β1
β2
...
βp−1
− β0

h1
h2
...
hn−1

=−

h1 h2 · · · hp
h2 h3 · · · hp+1
...
...
.
.
.
...
hn−1 hn · · · hn+p−2


β0
β1
...
βp−1
 , (A.5)
and
ψ = −β0hn − β1hn+1 − · · · − βp−1hn+p−1.
Combining (3.2) and (A.5), gives
hp+1
hp+2
...
hn+p−1
 = −

h1 h2 · · · hp
h2 h3 · · · hp+1
...
...
.
.
.
...
hn−1 hn · · · hn+p−2


β0
β1
...
βp−1
 = . (A.6)
This is equivalent to the set of equations in (3.2). Further, it follows from (A.3) and
the second equation in (3.1) that
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[− [hn+1 hn+2 · · · hn+p−1] ϕ − ψ]
=
r (α, β)
[[
h1 · · · hp−1
]
H(h2∼n+p−2)
]
r (α, β)

hp
hp+1
...
hn+p−1


=
r (α, β)

[
h1 · · · hp−1
]
hp
H(h2∼n+p−2)
 hp+1...
hn+p−1



= r (α, β)H(h1∼n+p−1) = Y. (A.7)
Therefore, using (A.2), (A.4), (A.6) and (A.7), we have
CTr (α)H(h1∼2n−1)−H(h1∼2n−1)C1(β)
=
[
0
[− [hn+1 hn+2 · · · hn+p−1] ϕ − ψ]
]
=
[
0
Y
]
.
Thus the relation (A.1) holds. 
A.2. Proof of the theorem
A.2.1. Proof of the first conclusion
First let us show that the matrices X and Y given by (3.1) satisfy the matrix
equation (1.1). Using (3.1), (2.10) and (2.11), we have
AX=AQc(A,B)Sr(α)H(h1∼n+p−1)
=Qc(A,B)Cr(α)Sr(α)H(h1∼n+p−1)
=Qc(A,B)Sr(α)CTr (α)H(h1∼n+p−1). (A.8)
Thus, by further using Lemma 5, we have
AX −XF
= Qc(A,B)Sr(α)
[
CTr (α)H(h1∼n+p−1)−H(h1∼n+p−1)F
]
= Qc(A,B)Sr(α)
[
CTr (α)H(h1∼n+p−1)−H(h1∼n+p−1)C1(β)
]
= Qc(A,B)Sr(α)
[
0
Y
]
= BY.
This states that the matrices X and Y given by (3.1) satisfy the matrix equation (1.1).
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A.2.2. Proof of the second conclusion
Now let us show the completeness of the solution. It is well known that the matrix
equation (1.1) has a unique solution X with respect to an arbitrary fixed Y if and
only if the eigenvalues of the matrices A and F are different. Therefore, when the
matrices A and F do not have common eigenvalues, the degrees of freedom in the
solution (X, Y ) to the matrix equation (1.1) is equal to the number of elements in
the matrix Y , that is, pr . Further, note that the free parameters in the solution (3.1)–
(3.2) are given by the r-dimensional vectors hi, i = 1, 2, . . . , p, thus the number
of free parameters in the solution (3.1)–(3.2) ispr . Therefore, in the following we need
only to show that all the parameters hi, i = 1, 2, . . . , p, have contribution in the solu-
tion given by (3.1)–(3.2). To do this, it is sufficient to show that the following mapping
(h1, h2, . . . , hp) −→ Y : Y = r (α, β)H(h1∼n+p−1) (A.9)
is an injective mapping.
It is seen in Section 3 that with
Z = [h1 h2 · · · hp], (A.10)
our solution (3.1)–(3.2) is equivalent to (3.7). Therefore, the mapping (A.9) is equiv-
alent to
Z −→ Y : Y = −Zα(F). (A.11)
It is obvious that the above mapping (A.11) is one to one if and only if α(F ) is
nonsingular. Further using Lemma 4, we know that (A.11) is one to one if and only
if the matrices A and F do not have common eigenvalues. Therefore, the mapping
(A.9) is also one to one when the matricesA and F do not have common eigenvalues.
With this we complete the proof.
References
[1] L.H. Keel, J.A. Fleming, S.P. Bhattacharyya, Minimum norm pole assignment via Sylvester’s equa-
tion, in: Linear Algebra and Its Role in Systems Theory, AMS Contemporary Mathematics, vol. 47,
pp. 265–272.
[2] S.P. Bhattacharyya, E. De Souza, Pole assignment via Sylvester’s equation, Systems Control Lett. 1
(1972) 261–263.
[3] C.C. Tsui, A complete analytical solution to the equation T A−FT = LC and its applications, IEEE
Trans. Automat. Control AC-32 (1987) 742–744.
[4] G.R. Duan, Solution to matrix equation AV + BW = EVF and eigenstructure assignment for
descriptor systems, Automatica 28 (3) (1992) 639–643.
[5] G.R. Duan, Solutions to matrix equation AV + BW = VF and their application to eigenstructure
assignment in linear systems, IEEE Trans. Automat. Control AC-38 (2) (1993) 276–280.
[6] G.R. Duan, On the solution to Sylvester matrix equation AV + BW = EVF , IEEE Trans. Automat.
Control AC-41 (4) (1996) 612–614.
[7] A. Saberi, A.A. Stoorvogel, P. Sannuti, Control of Linear Systems with Regulation and Input Con-
straints, Communications and Control Engineering, Springer-Verlag, New York, 1999.
[8] J.Z. Hearon, Nonsingular solutions of T A−BT = C, Linear Algebra Appl. 16 (1977) 57–63.
366 B. Zhou, G.-R. Duan / Linear Algebra and its Applications 402 (2005) 345–366
[9] V. Sreeram, Solutions to Lyapunov equation with system matrix in companion form, IEEE Proc. D
138 (1991) 529–534.
[10] P. Misra, E. Quintana, P.M. Van Dooren, Numerically reliable computation of characteristic polyno-
mials, Amer. Control Conf. 6 (1995) 4025–4029.
[11] J.H. Wilkinson, The Algebraic Eigenvalue Problem, Clarendon Press, Oxford, UK, 1965.
[12] A. Jameson, Solutions of the equation AX +XB = C by inverse of an M ×M or N ×N matrix,
SIAM J. Appl. Math. 16 (5) (1968) 1021–1022.
[13] E.D. Souza, Controllability, observability and the solution of AX−XB = C, Linear Algebra Appl.
39 (1981) 167–188.
[14] R.E. Hartwig, Resultants and the solution of AX−XB = C, SIAM J. Appl. Math. 23 (1) (1972)
105–117.
[15] J.R.J. Jones, C. Lew, Solutions to the Lyapunov matrix equation BX−XA = C, IEEE Trans. Auto-
mat. Control AC-27 (2) (1982) 464–466.
