We derive sequential necessary and sufficient conditions for any channel input conditional distribution P 0,n { P X t |X t−1 ,Y t−1 : t = 0, . . . , n} to maximize the finite-time horizon directed information defined by C FB
I. INTRODUCTION
C ONSIDER the channel model {X t : t = 0, . . . , n} , {Y t : t = . . . , −1, 0, . . . , n} , C 0,n P Y t |Y t−1 ,X t : t = 0, . . . , n ,
are the channel input and output random variables (RVs), taking values in alphabet spaces of finite cardinality, X t = × n t =0 X t and Y t = × n t =−∞ Y t , respectively. Here, Y −1 ∈ Y −1 is the initial state, known to the encoder and decoder, C 0,n is the set of channel conditional distributions, and P 0,n is the set of channel input conditional distributions. An alternative formulation is to assume that both the encoder and decoder have no information at time t = 0, i.e., the σ −algebra generated by Y −1 , σ {Y −1 } = {∅, }.
Define the directed information from X n to Y n 0 {Y 0 , . . . , Y n } conditioned on Y −1 by [2] , [3] 
Our objective is to derived sequential necessary and sufficient conditions for channel input conditional distributions from the set P 0,n , to maximize the finite-time feedback information (FTFI) capacity defined by C F B X n →Y n sup P 0,n I (X n → Y n ).
Then, to address the asymptotic properties of the optimal channel input conditional distributions, which maximize the per unit time limiting version of (I.2), defined by
Further, to derive similar results, when transmission cost constraints are imposed, with (1.2) replaced by C F B X n →Y n (κ) sup P 0,n (κ)
where the channel input distributions belong to the constraint set P 0,n (κ) P X t |X t−1 ,Y t−1 , t = 0, . . . , n :
for some cost function c 0,n (·, ·). The per unit time limiting version of (I.4) is given by
The motivation to derive sequential necessary and sufficient conditions for the FTFI capacity C F B X n →Y n , C F B X n →Y n (κ) 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
instead of investigating directly their per unit time limiting versions C F B X ∞ →Y ∞ , C F B X ∞ →Y ∞ (κ) is twofold. First, to avoid unnecessary á priori assumptions on the joint process {Y −1 , X 0 , Y 0 , X 1 , Y 1 , . . .}, such as, stationarity and ergodicity or information stability. Second, to understand the conditions governing the channel parameters that ensure asymptotic stationarity and ergodicity of the joint process, when obtaining the ergodic expressions of feedback capacity, i.e., C F B X ∞ →Y ∞ , C F B X ∞ →Y ∞ (κ). To the best of our knowledge, this is the first paper which derives sequential necessary and sufficient conditions for optimization problems C F B X n →Y n , C F B X n →Y n (κ). It is also the first paper that applies these to non-trivial finite alphabet application examples to compute recursively the optimal channel input distributions, determines capacity and capacity achieving conditional distributions using the per unit time FTFI capacity, and deduces whether feedback increases capacity.
A. Literature Review
The characterization of feedback capacity of non-stationary and non-ergodic, additive Gaussian noise (AGN) channels with memory and feedback is derived by Cover and Pombra in [4] . The authors in [4] characterized feedback capacity by first characterizing the FTFI capacity, that is, the equivalent of (I.4), also known as finite-transmission characterization of capacity, and then investigated its per unit time limit. The work of [4] , initiated several investigations of variants of AGN channels with memory. The finite alphabet version of the Cover and Pombra's AGN channel (which corresponds to a symmetric channel), is investigated by Alajaji [5] . In this work, the author showed that feedback does not increase capacity and the optimal channel input distribution of the joint process X n is uniform. The stationary ergodic version of Cover and Pombra's AGN channel is investigated by Kim [6] , where the author showed that if the channel noise is of limited memory, then the Schalkwijk-Kailath coding scheme [7] achieves capacity. Other versions assuming stationarity and ergodicity are investigated by Yang et al. [8] , using dynamic programming (see also [9] ). The analysis in [5] , [6] , and [8] , does not include the FTFI capacity of the original Cover and Pombra AGN channel [4] .
The calculation of feedback capacity of certain symmetric channels with memory defined on finite alphabets are investigated in [10] - [15] . However, the progress has been limited because, often, the capacity achieving distribution is not computed in closed form, while fundamental properties/ observations, such as, whether feedback increases capacity, and properties of optimal channel input distributions are not addressed. For example, in [13] , among other results, the authors investigated the binary symmetric unit memory channel on the output (BSUMCO) channel (or POST channel), and applied existing results of the S and Z channels, and discrete memoryless channel (DMC) to derive a characterization of feedback capacity. In [13, Lemmas 4, 8] , the authors computed the feedback capacity of two symmetric classes of channels with unit memory. However, the corresponding capacity achieving distribution is not obtained, and although it is shown that feedback does not increase capacity, the structure of the capacity achieving channel input distribution is not determined (i.e., whether it is Markov, limited memory, etc.). Moreover, the authors in [10] and [12] impose assumption which ensure asymptotic stationarity and ergodicity of the joint channel input and output processes, and relied on numerical solutions of the infinite horizon dynamic programming equation corresponding to feedback capacity. Thus, in principle, the fundamental problem of computing the feedback capacity for any class of channel distributions with memory, with or without transmission cost constraints, and the corresponding capacity achieving channel input distributions, remain to this date a challenging open problem in information theory.
For general channel distributions with memory, the lack of progress in computing explicitly feedback capacity and its corresponding capacity achieving distributions is attributed to the absence of a general methodology to solve extremum problems of feedback capacity, preferably by following the methodology put forward in [4] , that is, by investigating first the FTFI capacity problem.
On the other hand, coding theorems for channels with memory with and without feedback are developed extensively over the years, see for instance [9] , [16] - [26] . Under certain conditions described in the above listed papers it can be shown that C F B X ∞ →Y ∞ is the supremum of all achievable rates of the sequence of feedback codes {(n, M n , n ) : n = 0, . . . }. For the convenience of the reader the definition of feedback codes and the sufficient conditions for C F B X ∞ →Y ∞ to correspond to feedback capacity are given in Appendix A.
B. Summary of Main Contributions
In this paper, we use tools from [27] - [29] , to derive sequential necessary and sufficient conditions for channel input distributions to maximize the FTFI capacity. Then we apply the sequential necessary and sufficient conditions to specific application examples to compute recursive expressions for the FTFI capacity and the corresponding optimal channel input distributions. In some cases, we determine whether feedback increases the FTFI capacity. We derive the expressions of feedback capacity and the corresponding expressions of the capacity achieving channel input distributions, from the per unit time limit of the FTFI capacity. We derive such expressions for the following application examples: a) the time-varying binary unit memory channel output (BUMCO(α t , β t , γ t , δ t )) channel defined by (I.7), b) the time-varying binary erasure unit memory channel output (BEUMCO(α t , γ t , β t )) channel defined by (I.8), c) the time-varying binary symmetric two memory channel output (BSTMCO(α t , β t , γ t , δ t )) channel defined by (I.9). Further, we consider the time-invariant or homogeneous versions of the BUMCO and BEUMCO channels, and we investigate the asymptotic properties of optimal channel input conditional distributions, by analyzing the per unit time limit of the characterizations of FTFI capacity, specifically, C F B X ∞ →Y ∞ . Via this analysis, we derive the ergodic proper-
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ties of optimal channel input conditional distributions, which achieve feedback capacity, without imposing any á priori assumptions, such as, stationarity, ergodicity, or information stability. Rather, we show that the optimal channel input conditional distributions, induce ergodicity of the joint process
It is worth mentioning that the time-invariant version of the general channel model (I.7) gives as special cases, the feedback capacity and the capacity achieving distributions of the POST(α, β) and POST(α) channels (in our terminology these are defined as BSUMCO(α, β, 1 − β, 1 − α) and BSUMCO(1, 1 − α, α, 0), respectively) recently investigated in [13] . The channel model (I.7) also gives as a special case the feedback capacity and the capacity achieving distributions of the so-called binary state symmetric channel (BSSC) [14] . A special case of the time-invariant version of (I.7) called BIND channel (see [30, Sec. V] ) was recently used to analyze the biological machinery of molecular communication. The time-invariant version of the channel model (I.8) gives as a special case the well-known memoryless binary erasure channel (BEC) (for details see [22, Sec. 7.1.5] ).
To avoid excessive notation, we derive sequential necessary and sufficient conditions for any channel input distribution {P X t |X t−1 ,Y t−1 : t = 0, . . . , n} ∈ {P 0,n , P 0,n (κ)} to maximize directed information I (X n → Y n ), for the following classes of channel distributions and transmission cost functions.
Channel Distributions:
(I.11) Transmission Cost Functions:
Here, {M, N} are non-negative finite integers. We use the following convention. If M = 0, then,
, t = 0, . . . , n. Next, we describe in some detail the methodology put forward in the rest of the paper.
1) Methodology: The starting point of our analysis is based on the information structures of the channel input conditional distribution developed in [29] , and the convexity property of the extremum problem of feedback capacity derived in [27] for abstract alphabet spaces. We translate these convexity properties into convexity properties of dynamic programming recursions. For the reader's convenience, below we introduce the main results we use.
Information structures of optimal channel input distributions maximizing I (X n → Y n ): From [28] and [29] , we use the following results.
(a) For any channel distribution of class A, the optimal channel input conditional distribution, which maximizes I (X n → Y n ) satisfies conditional independence 1
, t = 0, . . . , n ⊂ P 0,n (I. 14) which implies that the corresponding joint process
Markov, that is, the joint distribution and channel output transition probability distribution are given by 2
where Y −1 −M is the initial state known at the encoder and the decoder. 1 For finite alphabet channels with M = 1, i.e. P Yt |Y t−1 ,Xt , it is conjectured in [31] - [33] that (I.14) holds. The authors were unable to locate, in the literature, the derivation of this structural result, besides [29] . 2 The superscript notation indicates the dependence of the distribution on the channel input conditional distribution π .
(b) The characterization of C F B X n →Y n , is given by the following expression.
where the optimization is over the restricted set of distributions
In view of the Markov property of the channel output process, we optimize (I.15) to determine the optimal channel input distribution from the set P A.M 0,n . Convexity of Directed Information: From [27] , we use the following results.
(c) The extremum problem of the characterization (I. 15 ) is a convex optimization problem, over the space of channel input distributions P A.M 0,n .
2) Sequential Necessary and Sufficient Conditions of the Characterization of FTFI Capacity for Class a Channels:
We derive the sequential necessary and sufficient conditions for the extremum problem (I.15) as follows.
Dynamic Programming Recursions. In view of (a)-(c), we apply dynamic programming and techniques of optimization of convex functionals defined on the set of probability distributions, to derive sequential necessary and sufficient conditions for any channel input distribution from the set P A.M 0,n to achieve the supremum in the characterization (I.15).
Specifically
represent the maximum expected total pay-off in (I.15) on the future time horizon {t, t + 1, . . . , n},
Then, the dynamic programming recursions corresponding to (I.17) are the following.
Since (I.18), (I. 19 ) form a convex optimization problem (sequentially backward in time), we prove the following sequential necessary and sufficient conditions. Theorem 1 (Sequential Necessary and Sufficient Conditions for Channels of Class A): The necessary and sufficient conditions for any input distribution {π t (x t |y t −1 t −M ) : t = 0, . . . , n} to achieve the supremum in C F B,A.M X n →Y n defined by (I.15) (assuming it exists) are the following.
(a) For each y n−1 n−M ∈ Y n−1 n−M , there exist a C n (y n−1 n−M ) such that the following hold. y n ∈Y n log q n (y n |y n−1 n−M , x n ) ν π n (y n |y n−1 n−M ) q n (y n |y n−1 n−M , x n )
and moreover, C n (y n−1 n−M ) is the value function defined by (I.17)
for t ∈ {n − 1, . . . , 0}, and moreover, C t (y t −1 t −M ) is the value function defined by (I.17) for t = n − 1, . . . , 0.
In application examples of time-varying channels with memory (see Section IV), we invoke Theorem 1 to derive recursive expressions of the optimal channel input distributions. Moreover, from these expressions, we derive the optimal channel input distributions for the per unit time limiting expression C F B X ∞ →Y ∞ , and we show it converges to feedback capacity.
The necessary and sufficient conditions stated in Theorem 1, are generalizations of the ones obtained by Gallager [16] and Jelinek [34] , for DMCs. The main point to be made, is that for channels with memory, we derive the dynamic versions of Gallager and Jelinek's necessary and sufficient conditions, and these are sequential necessary and sufficient conditions. In Theorem 4 we derive similar sequential necessary and sufficient conditions for channel distributions of Class A and transmission cost functions of Class A. In Section V-B, we briefly discuss how to extend the sequential necessary and sufficient conditions of Theorem 4 to channel distributions of Class B and transmission cost functions of Class A or B, and to channel distributions of Class A with transmission cost functions of Class B.
To the best of the authors knowledge, the only other reference, where closed form expressions for feedback capacity and capacity achieving distributions are derived, from the solution of the finite-time horizon directed information extremum problem C F B X n →Y n (κ) defined by (I.4), is [35] , where analogous results are obtained for multiple input multiple output Gaussian linear channel models with memory.
The application examples presented in this paper are by no means exhaustive. Instead, they are simply introduced and analyzed in order to demonstrate the effectiveness of the sequential necessary and sufficient conditions to determine solutions to FTFI capacity problems, and to exemplify their utility in computing feedback capacity, via the asymptotic analysis of the per unit time limit of the characterization of FTFI capacity. This paper is structured as follows. In Section II, we give the machinery and background material based on which the results of this paper are developed. In Section III, we derive the sequential necessary and sufficient conditions for channels of class A with transmission cost functions of class A. In Section IV we apply the sequential necessary and sufficient conditions to channel models defined by (I.7)-(I.9). In Section V, we give sufficient conditions for the results of Section III to extend to abstract alphabet spaces (i.e., countable, continuous, mixed, etc.). In Section V-B, we illustrate that the main theorems of Section III extend to channels of class B with transmission cost functions of class A or B. We draw conclusions and discuss future directions in Section VI.
II. NOTATION AND PRELIMINARIES
In this section, we introduce the notation and we state certain convexity results derived in [27] (these hold for abstract alphabet spaces, which also include countable and finite alphabet spaces).
Notation: We denote the set of non-negative integers by N 0 {0, 1, . . .}, and for any n ∈ N 0 , its restriction to a finite set by N n 0 {0, 1, . . . , n}. E{·} represents the expectation of its argument. We denote by X n the sequence of channel input RVs {X 0 , . . . , X n }, where the realizations of X t = x t take values in a finite set denoted by X t . Similarly, we denote by Y n the sequence of channel output RVs
is the initial state taking values in Y −1 , and the realizations of Y t = y t take values in a finite set denoted by Y t . We denote probability mass functions (PMFs) of a RV X taking values in X by P X (x) ≡ p(x). A transition matrix p(x|y) denotes a matrix with x ∈ X row elements and y ∈ Y column elements.
The following results are derived in [27, Ths. III.2 and III.3].
Lemma 2 (Convexity of Directed Information):
(a) Any sequence of channel input conditional PMF from the set P 0,n p t (x t |x t −1 , y t −1 ) : t ∈ N n 0 and channel PMF from the set C 0,n q t (y t |y t −1 , x t ) : t ∈ N n 0 uniquely define the following two families of conditional PMFs.
The family of PMFs ← − P (·|y n−1 ) on X n parametrized by y n−1 ∈ Y n−1 defined by
and similarly, the family of PMFs
and vice-versa. This implies that, (II.1) and (II.2) uniquely define any sequence of channel input PMFs
is concave with respect to ← − P 0,n (x n |y n−1 ) for a fixed − → Q 0,n (y n 0 |y −1 , x n ), and convex with respect to − → Q 0,n (y n 0 |y −1 , x n ) for a fixed ← − P 0,n (x n |y n−1 ).
In view of the convexity result stated in Lemma 2, any extremum problem of feedback capacity is a convex optimization problem, and the following holds.
Theorem 3 (Extremum Problem of Feedback Capacity): Assume the set P 0,n (κ) is non-empty and the supremum in (I.4) is achieved in the set P 0,n (κ).
Then,
Clearly, κ max is the value of κ ∈ (κ min , ∞] for which C F B X n →Y n (κ) = C F B X n →Y n , i.e., it corresponds to the maximization of I (X n → Y n ) over P 0,n .
The previous results also hold for abstract alphabet spaces [27, Ths. III.2 and III.3]) by replacing PMFs by probability distributions and sums by integrals, that is,
In Section V, we give sufficient conditions for the results derived for finite alphabet spaces to extend to abstract alphabet spaces (i.e., countable and continuous).
III. NECESSARY AND SUFFICIENT CONDITIONS FOR CHANNELS OF CLASS A WITH TRANSMISSION COST OF CLASS A
Consider the finite alphabet version of channel distributions of class A given by (I.10), and a transmission cost function of class A given by (I.12). By [29] , the characterization of FTFI capacity with average transmission cost constraint is given by
and the joint and transition probabilities are given by
In this section, we use the characterization of FTFI given by (III.1), to derive the sequential necessary and sufficient conditions for elements of P A.J 0,n (κ) to achieve C F B,A.J X n →Y n (κ). Next, we introduce the dynamic programming recursions, when (III.1) is maximized over channel input PMFs from the set P A.J 0,n (κ). Throughout this section, we assume existence of an interior point of the constraint set P A.J 0,n (κ) and existence of an optimal channel input PMF which maximizes C F B,A.J X n →Y n (κ). Hence, in view of the convexity of optimization problem (III.1), we can apply Lagrange Duality Theorem (see [36] ) to convert the problem into an unconstrained optimization problem over the
represent the maximum expected total pay-off in (III.1) on the future time horizon
where s ≥ 0 is the Lagrange multiplier associated with the constraint. By standard dynamic programming arguments [37] , [38] , it follows that (III.3) satisfies the following dynamic programming recursions.
Next, we derive necessary and sufficient conditions for any input PMFs {π t (x t |y t −1 t −J ) : t ∈ N n 0 } to achieve the supremum of the characterization of FTFI capacity with transmission cost given by (III.1). The derivation applies Karush-Kuhn-Tucker (KKT) theorem (see [39, Section 5.5.3] ), in view of the convexity of the optimization problems (III.4), (III.5) over the space of channel input PMFs.
Theorem 4 (Sequential Necessary and Sufficient Conditions): The necessary and sufficient conditions for any input
, which depends on s ≥ 0, such that the following hold.
Proof: See Appendix B-A. Before we proceed, we state the following comments regarding Theorem 4.
Remark 
If the channel is strongly indecomposable and strongly aperiodic, as defined in [33, Definitions 2 and 4] , the following hold.
(a) The optimal channel input PMFs
and the corresponding channel output transition probabilities converges to time-invariant transition probabilities
The ergodic feedback capacity is given by
The previous results extend to the case of feedback capacity with average transmission cost as follows.
The results derived in [33] can be extended to channels of class A. However, we do not proceed to do so, because for all application examples presented in this paper, we can show that the limits as n −→ ∞ of 1 n+1 C F B X n →Y n or 1 n+1 C F B X n →Y n (κ) corresponds to feedback capacity by investigating the ergodic asymptotic properties of the FTFI capacity.
Remark 7 (Generalizations): The analysis presented in this subsection extends naturally to any combination of channels of classes A, B and transmission cost constraint of classes A, B. This is shown in Section
V-B.
IV. APPLICATION EXAMPLES
In this section, we derive closed form expressions of the optimal (non-stationary) channel input conditional PMFs and the corresponding channel output transition PMFs of the characterization of the FTFI capacity, for the following channels. 9 ). For the time-invariant BUMCO channel and the time-invariant BEUMCO channel, we also investigate the asymptotic properties of the optimal channel input conditional PMF via the per unit time limit of the characterization of FTFI capacity.
A. The FTFI Capacity of Time-Varying BUMCO Channel and Feedback Capacity
In this subsection, we apply Theorem 1 to the time-varying BUMCO channel defined by (I. 7) . For the channel model defined by (I.7), the characterization of FTFI capacity is C F B,A.1 X n →Y n , given by (I.15) with M = 1.
Next, we prove the following theorem. , and denote the optimal channel input PMF and the corresponding channel output transition PMF by
. . , n , respectively. Then, the following hold.
(a) The optimal PMFs are given by the following expressions. 4
is the difference of the value functions at each time, satisfying the following backward recursions. C n+1 = 0, (IV.2a)
(b) The value functions are given recursively by the following expressions.
The characterization of the FTFI capacity is given by by  BUMCO(α, β, γ, δ) , then, the following hold. The ergodic feedback capacity C F B,A.1 X ∞ →Y ∞ is given by the following expression.
C ∞ is the steady-state solution of the algebraic equation
(IV.9e) Proof: (a)-(c) Proof of Equations (IV.1)-(IV.5) First, we provide the derivation of the backward recursive equations (IV.1)-(IV.5). Denote the optimal PMFs as follows.
(IV.11b)
•Time t=n: By Theorem 1, the necessary and sufficient condition for π * n (x n |y n−1 ) = 0 to achieve the supremum of the FTFI capacity of BUMCO channel is the following.
log q n (y n |x n , y n−1 ) ν π * n (y n |y n−1 ) q n (y n |x n , y n−1 ), ∀x n .
(IV.12)
Next, we evaluate C n (y n−1 ) for x n ∈ {0, 1}, for fixed y n−1 . y n−1 = 0, x n = 0:
y n−1 = 0, x n = 1:
Since (IV.13)=(IV.14), we obtain
The channel output transition probability at time t = n is given by ν π * n (y n |y n−1 ) = x n ∈{0,1} q n (y n |x n , y n−1 )π * n (x n |y n−1 ).
(IV.16)
We use (IV.16) to find the values π * n (0|0) ≡ d 0 (n). y n−1 = 0, y n = 0:
q n (0|x n , 0)π * n (x n |0) = q n (0|0, 0)π n (0|0) + q n (0|1, 0)π * n (1|0). (IV.17)
Substituting (IV.15) into (IV.17) we obtain
. (IV.18)
We repeat the above procedure to compute the expressions of C n (1), ν π * n (0|1), ν π * n (1|1), π * n (0|1) and π * n (1|1). After some algebra, we obtain
Finally, we substitute (IV.15), (IV.18) and (IV. 19 ), in (IV.10) to obtain (IV.1) evaluated at t = n. Next, we evaluate C n (0), C n (1), since these are required in the next time step. After some algebra, we obtain the following expressions.
Using (IV.20) in (IV.11) we obtain (IV.2) at t = n as follows.
We proceed with the computation at the next time step.
•Time t=n−1: By Theorem 1,
log q n−1 (y n−1 |x n−1 , y n−2 ) ν π * n−1 (y n−1 |y n−2 ) + C n (y n−1 ) q n−1 (y n−1 |x n−1 , y n−2 ), ∀x n−1 .
(IV.22)
Next, we evaluate C n−1 (y n−2 ) for x n−1 ∈ {0, 1}, for fixed y n−2 .
y n−2 = 0, x n−1 = 0:
(IV.23) y n−2 = 0, x n−1 = 1:
(IV.24)
Since (IV.23)=(IV.24), we obtain ν π * n−1 (0|0) ≡ c 0 (n − 1) =
The channel output transition probability at time t = n − 1 is given by ν π * n−1 (y n−1 |y n−2 ) = x n−1 ∈{0,1} q n−1 (y n−1 |x n−1 , y n−2 )π * n−1 (x n−1 |y n−2 ). (IV.26)
We use (IV.26) to find the values of π * n−1 (0|0) and π * n−1 (1|0). y n−2 = 0, y n−1 = 0:
Substituting (IV.25) into (IV.27) we obtain π * n−1 (0|0) ≡ d 0 (n − 1)
. (IV.28)
Repeating the above procedure we obtain the expressions for C n−1 (1), ν π * n−1 (0|1), ν π * n−1 (1|1), π * n (0|1) and π * n−1 (1|1).
After some algebra, we obtain
Finally, we substitute (IV.25), (IV.28) and (IV.29b) in (IV.10) to obtain (IV.1) evaluated at t = n − 1. Similarly as before, we evaluate C n−1 (0), C n−1 (1) , which are required in the next time step. After some algebra, we obtain the following expressions.
Finally, using (IV.31) in (IV.11) we obtain (IV.2) at t = n −1.
To show expressions (IV.3) and (IV.4) we need to apply induction hypothesis, i.e., to show validity of the solution for t = n − k, provided it is valid for t = n, n − 1, n − 2, . . . , n − k + 1. This is done precisely as the derivation of the time step t = n − 1, hence we omit it.
To obtain (IV.5), we simply evaluate expressions (IV.3), (IV.4) at t = 0, averaging with respect to a fixed initial PMF P Y −1 (y −1 ) ≡ μ(y −1 ).
(d) Proof of Equations (IV.6)-(IV.9) Next, we address the asymptotic convergence of the optimal channel input conditional PMF and the corresponding channel output transition PMF given in (IV.1), by investigating the convergence properties of the value functions {C t (0), C t (1), t ∈ N n 0 } in terms of their difference { C t : t ∈ N n 0 }. Conditions for convergence of the sequence { C t : t ∈ N n 0 }, can be expressed in terms of parameters {α t , β t , γ t , δ t : t ∈ N n 0 }. From (IV.2), it follows by contradiction, that the sequence { C t : t ∈ N n 0 } cannot diverge, i.e., it is bounded.
Consider the time-invariant version of BUMCO {q t (y t |y t −1 , x t ) = q(y t |y t −1 , x t ) : t ∈ N n 0 }, denoted by BUMCO(α, β, γ, δ). First, recall that recursion (IV.2) is expressed as follows
Define { C t = C n−t : t ∈ N n+1 0 }. Then by (IV.32) we obtain the following forward recursions
where C ∞ satisfies the following algebraic equation.
The real solution of the non-linear equation (IV.34) is
Hence, by (IV.35), the optimal channel input conditional PMF and the corresponding output transition PMF converge asymptotically to the time-invariant transition probabilities given by (IV.9). It remains to show that the channel output transition PMF given by (IV.9), has a unique invariant PMF {ν π * ,∞ (y) : y ∈ {0, 1}}. Solving the equation
we obtain the unique solution
Since ν π * ,∞ is unique, then, we can show the feedback capacity of time-invariant BUMCO(α, β, γ , δ) is given by the following expression.
log q(z|y, x) ν * ,∞ (z|y) q(z|y, x)π * ,∞ (x|y) ν π * ,∞ (y). (IV.37)
After some algebra, we obtain (IV.6). This completes the proof. Fig. 1 depicts numerical simulations of the optimal (non-stationary) channel input conditional PMF and the corresponding channel output transition PMF given by (IV.1), for a time-invariant channel BU MC O(α t , β t , γ t , δ t ) = BU MC O(0.9, 0.1, 0.2, 0.4), ∀t ∈ N n 0 , for n = 1000. Fig. 2 depicts the corresponding value of 1
1) Numerical Evaluations:
where {π * t (x t |y t −1 ) : t = 0, 1, . . . , n} is given by (IV.1), for n = 1000. From Fig. 2 , at n = 1000, the characterization of the per unit time FTFI capacity is Based on our simulations, it is interesting to point out the fact that the optimal channel input conditional PMF and the corresponding channel output transition probability converge to their asymptotic values in a few steps.
2) Special Cases of Equations (IV.1)-(IV.2): Next, we discuss special cases of BU MC O(α, β, γ, δ) . • The POST(α, β) channel investigated in [13] corresponds to the degenerated channel BUMCO(α, β, 1 − β, 1 − α). The authors in [13] derived the expression of feedback capacity C F B,A.1 X ∞ →Y ∞ and the optimal channel output PMF using existing results for the non-symmetric DMC(α, β) derived by [40, Example 3.7] ) without, however, determining the capacity achieving input PMFs.
• The BSCC investigated in [14] , corresponds to the degenerated channel BUMCO(α, β, 1 − β, 1 − α) . The authors in [14] derived the feedback capacity and the corresponding channel input conditional PMF with and without transmission cost constraint, and they have also shown that feedback does not increase the capacity. Our general expressions (IV.1)-(IV.2) give, as degenerated cases, the expressions obtained in [13] and [14] . • The POST(α) channel investigated in [13] corresponds to the degenerated channel BUMCO (1, α, 1 − α, 0) . The authors in [13] derived the expression of feedback capacity C F B,A.1 X ∞ →Y ∞ and the optimal channel output PMF using existing results for the S and Z channels without, however, determining the capacity achieving input PMFs.
• For the special case of BUMCO(α, α, 1 − α, 1 − α) , the channel is memoryless, and the recursive equations (IV.1)-(IV.2) degenerate to the well-known results of memoryless BSC, where the optimal channel input PMF is uniform [22] .
B. The FTFI Capacity of Time-Varying BUMCO Channel With Transmission Cost and Feedback Capacity
In this subsection, we apply Theorem 4, for M = 1 and N = 1, to derive closed form expressions for the optimal channel input and output PMFs of BUMCO given by (I.7).
We consider a transmission cost function c A.1 (x n , y n−1 )
The optimal solution of the characterization of FTFI capacity is given in the next theorem. (I.7) , when the cost function (IV.38) is imposed.
Theorem 9 (Optimal Solution of the Characterization of FTFI Capacity of Time-Varying BUMCO With Transmission Cost): Consider the BUMCO(α t ,β t ,γ t ,δ t ) defined in
(a) The optimal channel input PMF and corresponding channel output transition probability PMF corresponding to C F B,A.1 X n →Y n (κ), defined by (III.1), when {π * t (x t |y t −1 ) = 0, ∀x t ∈ X t , t ∈ N n 0 } and s ≥ 0, are the following.
0 } is the difference of the value functions at each time, satisfying the backward recursions K s n+1 = 0 (IV.40a)
(b) The solution of the value functions is given recursively by the following expressions.
The characterization of the FTFI capacity, for μ(y −1 ) fixed, is given by
(IV.43) Proof: The derivation is omitted because it is precisely similar to the one derived in Theorem 8, with an additional Lagrange multiplier "s" imposed on the recursions due to the cost function (IV.38).
Next, we comment on the time-invariant version of Theorem 9.
1) Time-Invariant BUMCO With Transmission Cost: Consider the steady state version of (IV.40), defined by the following algebraic equation.
The real solution of the non-linear equation (IV.44) is
By (IV.45), the optimal time-invariant channel input conditional PMF and the corresponding output transition PMF are the following.
, π * ,∞ (1|0) = 1 − π * ,∞ (0|0), π * ,∞ (1|1) = 1 − π * ,∞ (0|1), ν π * ,∞ (0|0) = 1 1 + 2 μ s 0 + K S,∞ , ν π * ,∞ (0|1) = 1 1 + 2 μ s 1 + K s,∞ , ν π * ,∞ (1|0) = 1 − ν π * ,∞ (0|0), ν π * ,∞ (1|1) = 1 − ν π * ,∞ (0|1).
(IV.46)
Utilizing the channel output transition PMF given by (IV.46), we obtain the following unique invariant PMF {ν π * ,∞ (y) : y ∈ {0, 1}} corresponding to {ν π * ,∞ (z|y) : (z, y) ∈ {0, 1}×{0, 1}}.
It can be shown that feedback capacity of time-invariant BUMCO(α, β, γ , δ) with transmission cost κ, is given by the following expression (following (IV.46) and (IV.47)).
where ν 0 = ν π * ,∞ (0), ν 0|1 = ν π * ,∞ (0|1), ν 0|0 = ν π * ,∞ (0|0)
Note that by Theorem 3, at s = 0, κ = κ max , and
Utilizing (IV.46) and (IV.47) we can find (s(κ), κ) from the following expression. lim n−→∞
(IV.49)
For any finite n, one may attempt to determine for a given κ the value of s(κ) by maximizing the expression in (IV.43), i.e., taking the derivative and setting it to zero. This will lead to a non-linear equation in s which needs to be solved explicitly. On the other hand, since capacity problems are convex optimization problems, one can develop many methods to find s(κ) for a given κ, because the constraint occurs on the boundary, for κ ∈ (κ min , κ max ] (see Theorem 3) and it is constant beyond κ max . However, it is more efficient to determine the graph of κ(s) as a function s, that is, to pick values of s ∈ [0, ∞) and calculate κ(s) ∈ (κ min , κ max ] from (IV.49). The simulation examples demonstrated next apply this method. We note that this method is consistent with Blahut's algorithm [41] for memoryless channels with cost constraints, where the author varies s and calculating κ(s).
2) Numerical Evaluations: Fig. 3 depicts numerical simulations of the optimal (non-stationary) channel input conditional PMF and the corresponding channel output transition PMF given by (IV.39)-(IV.40), for a time-invariant channel BUMCO(α t , β t , γ t , δ t ) = BUMCO(0.9, 0.1, 0.2, 0.4), ∀t, with transmission cost given by (IV.38), s = 0.05, i.e., κ(s) = 0.5992, for n = 1000. Fig. 4 depicts the corresponding value of 1
, where {π * t (x t |y t −1 ) : t = 0, 1, . . . , n} is given by (IV.39), for n = 1000. From Fig. 2 , at n = 1000, the constrained per unit time FTFI capacity for s = 0.05, κ = 0.5992 is 1 n+1 C F B,A.1 X n →Y n (κ) ≈ 0.2137 bits/channel use, while the actual constrained feedback capacity evaluated by (IV.48) for s = 0.05 and κ = 0.5992 is C F B,A.1 X ∞ →Y ∞ (κ) = 0.2137 bits/channel use. Hence at n = 1000, the per unit time expression of FTFI capacity approximates the actual value of ergodic feedback capacity with transmission cost constraint with respect to an error tolerance of 10 −4 .
Based on our simulations, the optimal channel input conditional PMF and the corresponding channel output tran- sition probability converge to their asymptotic values in a few steps.
C. The FTFI Capacity of Time-Varying BEUMCO
In this subsection, we apply Theorem 1, for M = 1, to derive closed form expressions for the optimal channel input conditional PMF and the corresponding output transition PMF of time-varying {B EU MC O(α t , γ t , β t ) : t ∈ N n 0 } channel defined by (I.8).
The results given in the next theorem, state that feedback does not increase the FTFI capacity of this channel. 
0 } at each time, satisfying the following backward recursions
, (IV.52a)
The solution of the value functions is given recursively by the following expressions.
(IV.55) (c) The characterization of the FTFI capacity is given by
Proof: The derivation is similar to the one of Theorem 8, hence we omit it.
For Theorem 10, (IV.50a), it follows that feedback does not increase the characterization of FTFI capacity, and consequently feedback capacity.
1) Time-Invariant BEUMCO: Here, we discuss the results of Theorem 10, when the channel is time-invariant, i.e., O(α, γ , β) . The steady state versions of (IV.51b), (IV.52b), are defined by the following algebraic equations.
After some algebra, it can be shown that the solutions of the non-linear equation (IV.56) is given by
Moreover, the time-invariant versions of (IV.50a)-(IV.50b) denoted by π * t (x t ) ≡ π * ,∞ (x t ) and ν π * t (y t |y t −1 ) ≡ ν π * ,∞ (y t |y t −1 ), are given as follows.
It can be shown that the channel output transition PMF given by (IV.59b)-(IV.59f), has a unique invariant PMF {ν π * ,∞ (y) : y ∈ {0, e, 1}} given by After some algebra, we obtain the following
where ν e = ν π * ,∞ (e), ν 0 = ν π * ,∞ (0).
2) Numerical Evaluations: Fig. 5 depicts numerical simulations of the optimal (non-stationary) channel input conditional PMF and the corresponding channel output transition PMF given by (IV.59b)-(IV.59f), for a time-invariant channel BEUMCO(α, γ, β) =BEUMCO(0.95, 0.6, 0.8), for n = 1000. Fig. 6 depicts the corresponding value of 1
1 n+1 C F B, A.1 X n →Y n of BEUMCO (0.95, 0.6, 0.8) for n = 1000 with a choice of the initial PMF P Y −1 (y −1 = 0) = 1 with its complements
. . , n} is given by (IV.59b)-(IV.59f), for n = 1000. From Fig. 6 , at n = 1000, the per unit time FTFI capacity is 1 n+1 C F B,A.1 X n →Y n ≈ 0.8307 bits/channel use, while the actual ergodic feedback capacity evaluated from (IV.61) is C F B,A.1 X ∞ →Y ∞ = 0.8307 bits/channel use. Hence at n = 1000, the per unit time expression of FTFI capacity approximates the actual value of ergodic feedback capacity with respect to an error tolerance of 10 −4 .
Based on our simulations, we observe that the optimal channel input conditional PMF and the corresponding channel output transition probability converge to their asymptotic limits values in a few steps.
3) Special Cases of Theorem 10: Next, we discuss certain degenerated cases.
• For the time-invariant channel B EU MC O(1 − α, γ , 1 − α), by (IV.59a) the optimal channel input conditional PMF is uniform, the corresponding output transition PMF is stationary, and the ergodic feedback capacity is equal to the corresponding no-feedback capacity given by
, the channel is memoryless, and it degenerates to the wellknown memoryless BEC, where the optimal channel input PMF is uniform (see [22, Sec. 7.1.5] ). This follows from (IV.62), by setting γ = 1 − α.
D. The FTFI Capacity of Time-Varying BSTMCO
In this subsection, we apply Theorem 1, for M = 2, to derive closed form expressions for the optimal channel input conditional PMF and the corresponding channel output transition PMF of the time-varying {B ST MC O(α t , β t , γ t , δ t ) : t ∈ N n 0 } channel defined by (I.9). The results are given in the next theorem. t ∈ N n 0 } defined in (I.9). Then the following hold.
(a) The optimal channel input PMF and the corresponding channel output transition PMF, of the characterization
0 } satisfies the following backward recursions. C n+1 = 0, (IV.63a)
The solution of the value function is given recursively by the following expressions.
The characterization of the FTFI capacity is given by
1) Discussion on Theorem 11: Theorem 11 illustrates that the channel symmetry, when y t −2 = 0 or y t −2 = 1, t ∈ N n 0 , imposes a symmetry on the structure of the optimal channel input conditional PMF.
Remark 12: (Discussion of the results) Next, we make some observations regarding the results obtained in subsection IV-A and in subsection IV-C.
If car d(X ) = T and car d(Y) = S, where T, S ≥ 3 then it is very hard and sometimes impossible to find closed form expressions for the optimal channel input PMFs corresponding to C F B,A.M X n →Y n . However, the sequential necessary and sufficient conditions of Theorem 4 are simplified considerably, when the channel PMF has certain symmetry similar to the one in Theorem 11, and for such channels closed form expressions are expected. This is a subject for future research.
V. GENERALIZATIONS TO ABSTRACT ALPHABET SPACES
The theorems of Section III extend to abstract alphabet spaces (i.e., countable, continuous alphabets etc.), under appropriate conditions, for existence of an optimal channel input conditional distribution, Gâteaux differentiability of directed information functional, and continuity with respect to channel input conditional distribution.
Below, we state sufficient conditions for Theorem 4 to hold on abstract alphabet spaces.
There exist an optimal input distribution ← − P * 0,n (·|y n−1 ) ∈ M(X n ), which achieves the supremum of directed information. For problems with transmission cost constraints, this is replaced by (C4) existence of ← − P * 0,n (·|y n−1 ) ∈ P 0,n (κ), i.e., the set P 0,n (κ) is (weakly) compact, and there is an interior point.
is sufficient for abstract alphabet spaces (for details see [27] ). General theorems for the validity of (C2), (C3) and (C4) are discussed and derived in [27] .
A. Channels of Class A and Transmission Cost of Class A
represent the maximum expected total pay-off in (III.1) on the future time horizon {t, t + 1, . . . , n},
for t = n − 1, . . . , 0. Moreover, C s t (y t −1 t −J ) = K s t (y t −1 t −J ) + s(n+1)κ corresponds to the value function of (V.1), evaluated at t = n − 1, . . . , 0.
Proof: Since we assume conditions (C1)-(C5), we can repeat the derivation of Theorem 4 for abstract alphabets.
B. Necessary and Sufficient Conditions for Channels of Class B With Transmission Cost of Classes A or B
In this subsection, we illustrate how the main results of this paper extend to channels of class B with transmission cost of classes A or B.
1) Channels of class A With transmission Cost B:
Consider the channel distributions of class A given by (I.10), and a transmission cost function of class B given by (I.13). By [29] , the characterization of FTFI capacity with average transmission cost constraint is given by
where P B 0,n (κ) π t (x t |y t −1 ), t = 0, . . . , n :
From (V.8) -(V.11), the analogue of Theorem 13 is obtained by setting
Similarly, from [29] it follows than if the channel is of class B and the transmission cost function is of classes A, or B, the analogue of Theorem 13 is obtained by setting
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we derived sequential necessary and sufficient conditions for any channel input conditional distribution to maximize the finite-time horizon directed information with or without transmission cost constraints. We applied the necessary and sufficient conditions to several application examples, to derive recursive closed form expressions for the optimal channel input conditional distributions, which maximize the finite-time horizon directed information. For the investigated application examples, we also illustrated how to derive the closed form expressions of feedback capacity and capacity achieving distributions. The methodology introduced in this paper is general, and can be applied to a variety of channels with memory, such as, the Gaussian channels with memory investigated in [35] .
The future research directions are focused on addressing the following issues. 
APPENDIX A FEEDBACK CODES
A sequence of feedback codes {(n, M n , κ, n ) : n = 0, 1, . . . } with cost constraint of total power κ ∈ [0, ∞), is defined by the following elements.
(a) A set of messages M n {1, . . . , M n } and a set of encoding maps, mapping source messages into channel inputs of block length (n + 1), defined by
x t = e t (w, y t −1 ), w ∈ M n , t = 0, . . . , n :
The codeword for any w ∈ M n is u w ∈ X n , u w = (g 0 (w, y −1 ), g 1 (w, y 0 ), , . . . , g n (w, y n−1 )), and C n = (u 1 , u 2 , . . . , u M n ) is the code for the message set M n . The code depends on the initial data
, such that the average probability of decoding error satisfies
where r n 1 n+1 log M n (= r n (y −1 )) is the coding rate or transmission rate (and the messages are uniformly distributed over M n ), and Y −1 = y −1 is known to the decoder. Alternatively, both the encoder and decoder may use no information, i.e., the σ −algebra σ {Y −1 } = {∅, }.
A rate R is said to be an achievable rate, if there exists a code sequence satisfying lim n−→∞ n = 0 and lim inf n−→∞ 1 n+1 log M n ≥ R. The feedback capacity is defined by C(κ) sup{R : R is achievable}.
In general, C(κ) ≡ C(κ, y −1 ) that is, it depends on the initial state y −1 .
By invoking standard techniques often applied to derive coding theorems, C F B X ∞ →Y ∞ (κ) is the supremum of all achievable feedback codes, provided the following conditions hold.
(C1) The messages w ∈ M n to be encoded and transmitted over the channel satisfy the following conditional independence.
for t ∈ N n 0 . If (VI.2) is violated, then I (X n → Y n ) is no longer a tight bound on any achievable code rate [3] .
(C2) There exists a channel input distribution denoted by {P * X t |X t−1 ,Y t−1 : t ∈ N n 0 } ∈ P 0,n (κ) which achieves the supremum in C F B X n →Y n (κ), κ ∈ (κ min,n , ∞) ⊆ [0, ∞), and the per unit time limit lim n−→∞ 1 n+1 C F B X n →Y n (κ) exist and it is finite for κ ∈ (κ min , ∞) ⊆ [0, ∞).
If any one of theses conditions is violated, then the arguments of the converse coding theorem, which are based on Fano's inequality do not apply.
(C3) The optimal channel input distribution {P * X t |X t−1 ,Y t−1 : t ∈ N n 0 } ∈ P 0,n (κ), which achieves the supremum in C F B X n →Y n (κ) induces stability in the sense of Dobrushin [42] , of the directed information density, that is, ∀ > 0 and ∀δ > 0 there exists a positive integer n 0 ( , δ) such that P P * y −1 (X n , Y n ) ∈ X n × Y n : 1 n + 1 E P * {i P * (X n , Y n )} − i P * (X n , Y n ) > < δ for all y −1 , if n > n 0 ( , δ), where P P * y −1 means Y −1 = y −1 is fixed. Here, i P * (X n , Y n ) is the directed information density, defined by
and the superscript notation P * indicates the dependence of the distributions on the optimal distribution {P * X t |X t−1 ,Y t−1 : t ∈ N n 0 } ∈ P 0,n (κ), for fixed Y −1 = y −1 .
(C4) The optimal channel input distribution {P * X t |X t−1 ,Y t−1 : t ∈ N n 0 } ∈ P 0,n (κ), which achieves the supremum in C F B X n →Y n (κ) induces stability in the sense of Dobrushin [42] , of the cost function, that is, ∀ > 0 and ∀δ > 0 there exists a positive integer n 0 ( , δ) such that P P * y −1 (X n , Y n−1 ) ∈ X n × Y n−1 : 1 n + 1 E P * {c 0,n (X n , Y n−1 )} − c 0,n (X n , Y n−1 ) > < δ for all y −1 , if n > n 0 ( , δ). Note that c 0,n (X n , Y n−1 ) is the cost function. (C5) 1 n+1 C F B X n →Y n (κ) is continuous in κ ∈ (κ min,n , ∞) ⊆ [0, ∞) for each n = 0, 1, . . ..
The above conditions are sufficient to show achievability and the converse coding theorem.
APPENDIX B PROOFS OF SECTION III

Proof of Theorem 4
(a) Recall that the optimization problem given by (III.4) is convex. Hence, we can apply KKT theorem [39] to find necessary and sufficient conditions for {π n (x n |y t −1 t −J ) : x n ∈ X n }, to maximize C s n (y t −1 t −J ) by introducing the Lagrange multiplier λ n (y t −1 t −J ) as follows.
∂ ∂π n x n ,y n log q n (y n |y n−1 n−M , x n ) ν π n (y n |y n−1 n−J ) q n (y n |y n−1 n−M , x n ) π n (x n |y n−1 n−J ) − s x n γ n (x n , y n−1 n−N )π n (x n |y n−1 n−J ) + λ n (y n−1 n−J )
x n π n (x n |y n−1 n−J ) − 1 ≤ 0.
By performing the differentiation, we obtain x n ,y n 1 q n (y n |y n−1 n−M ,x n ) ν π n (y n |y n−1 n− J ) −q n (y n |y n−1 n−M , x n ) ∂ ∂π n ν π n (y n |y n−1 n−J ) (ν π n (dy n |y n−1 n−J ) 2 ) q n (y n |y n−1 n−M , x n ) π n (x n |y n−1 n−J ) + y n log q n (y n |y n−1 n−M , x n ) ν π n (y n |y n−1 n−J ) q n (y n |y n−1 n−M , x n ) − sγ n (x n , y n−1 n−N ) + λ n (y n−1 n−J ) ≤ 0. (VI.3)
Further simplification of (VI.3) gives y n log q n (y n |y n−1 n−M , x n ) ν π n (y n |y n−1 n−J ) q n (y n |y n−1 n−M , x n ) − sγ n (x n , y n−1 n−N ) ≤ 1 − λ n (y n−1 n−J ). (VI.4)
Multiplying both sides of (VI.4) by π n (x n |y n−1 n−J ) and summing over x n , for which π n (x n |y n−1 n−J ) = 0, gives the necessary and sufficient conditions for maximizing over π n (x n |y n−1 n−J ) given by (III.6)-(III.7), which then implies that K s n (y n−1 n−J ) = C s n (y n−1 n−J ) − s(n + 1)κ given by (III.6). (b) Consider the time t = n − 1. Then by (III.5), C s n (y n−1 n−J ) is a function of π n (x n |y n−1 n−J ) which is not subjected to optimization. Applying the Kuhn-Tucker conditions to (III.5) we have the following. ∂ ∂π n−1 x n−1 ,y n−1 log q n−1 (y n−1 |y n−2 n−1−M , x n−1 ) ν π n−1 (y n − 1|y n−2 n−1−J ) + C s n (y n−1 n−J ) q n−1 (y n−1 |y n−2 n−1−M , x n−1 )π n−1 (x n−1 |y n−2 n−1−J ) − s x n−1 γ n−1 (x n−1 , y n−2 n−1−N )π n−1 (x n−1 |y n−2 n−1−J ) + λ n−1 (y n−2 n−1−J )
x n−1 π n−1 (x n−1 |y n−2 n−1−J ) − 1 ≤ 0.
By performing differentiation we obtain x n−1 ,y n−1 1 q n−1 (y n−1 |y n−2 n−1−M ,x n−1 ) ν π n−1 (y n−1 |y n−2 n−1− J ) × −q n−1 (y n−1 |y n−2 n−1−M , x n−1 ) ∂ ∂π n−1 ν π n−1 (y n−1 |y n−2 n−1−J ) (ν π n−1 (y n−1 |y n−2 n−1−J ) 2 ) ×q n−1 (y n−1 |y n−2 n−1−M , x n−1 )π n−1 (x n−1 |y n−2 n−1−J ) + y n−1 log q n−1 (y n−1 |y n−2 n−1−M , x n−1 ) ν π n−1 (y n−1 |y n−2 n−1−J ) ×q n−1 (y n−1 |y n−2 n−1−M , x n−1 ) + y n−1 C s n (y n−1 n−J )q n−1 (y n−1 |y n−2 n−1−M , x n−1 ) −sγ n−1 (x n−1 , y n−2 n−1−N ) + λ n−1 (y n−2 n−1−J ) ≤ 0. (VI.5)
After simplifications, (VI.5) gives the following. y n−1 log q n−1 (y n−1 |y n−2 n−1−M , x n−1 ) ν π n−1 (y n−1 |y n−2 n−1−J ) + C s n (y n−1 n−J ) ×q n−1 (y n−1 |y n−2 n−1−M , x n−1 ) − sγ n−1 (x n−1 , y n−2 n−1−N ) ≤ 1 − λ n−1 (y n−2 n−1−J ).
(VI.6)
To verify that 1 − λ t (y n−2 n−1−J ) = C s n−1 (y n−2 n−1−J ) − s(n + 1)κ ≡ K s n−1 (y n−2 n−1−J ), we multiply both sides of (VI.6) by π n−1 (x n−1 |y n−2 n−1−J ) and sum over x n−1 , for which π n−1 (x n−1 |y n−2 n−1−J ) = 0, to obtain the necessary and sufficient conditions for π n−1 (x n−1 |y n−2 n−1−J ) to maximize C s n−1 (y n−2 n−1−J ) − s(n + 1)κ ≡ K s n−1 (y n−2 n−1−J ) given the necessary and sufficient conditions at t = n. By induction, we obtain (III.8), (III.9). This completes the proof.
