In this paper, we explore a robust method for calibration of the local volatility surface for European options. Assuming the the volatility surface is smooth, we apply a second order Tikhonov regularization to the calibration problem. Additionally we propose a new approach for choosing the Tikhonov regularization parameter. Using the TAPENADE automatic differentiation tool in order to obtain adjoint code of the direct model is employed as an efficient way to obtain the gradient of cost function with respect to the local volatility surface. Finally we perform four numerical tests aimed at assessing and verifying the aforementioned techniques.
Introduction
The celebrated Black-Scholes model under the assumption of constant volatility has established itself both in theory and practice as the classical model for pricing European style options (Black and Scholes (1973) ). Under this assumption, the implied volatility for all options of the same underlying would be the same. However, in the market it is usually observed that the Black-Scholes implied volatility varies with both strikes and maturity, which are respectively referred to as volatility smile or sometimes volatility skew and term structure of a volatility surface to reflect the change of implied volatility in space and time direction (Hull (2009) ). Sometimes the volatility smile is just used as a general term to describe any variations of the implied volatility surface.
There have been many studies to extend the Black-Scholes theory to account for the volatility smile and its term structure. Broadly speaking, there are two directions of such studies: one direction introduces jumps (Merton (1976) ), stochastic volatility (Heston (1993) ), or both; while the other direction considers the volatility as a deterministic function that depends on both price (or strikes) and time (or maturities), which is usually called the local volatility model. The local volatility model is an one factor model and thus retains the completeness of the model, which means hedging options with just the underlying asset is possible (Coleman et al. (1999) ). Which volatility model is better does not constitute the subject of this paper. Crepey (2004) showed that the local delta (the delta of an option with local volatility) provides a better hedge than the implied delta from Black-Scholes model using both simulated and real time-series of equity-index data. Gatheral (2006) proved the variance of local volatility as a conditional expectation of instantaneous variance. This paper addresses the calibration of local volatility models with respect to European options. However, the techniques introduced here can be applied to calibrate other volatility models or other options.
There have been a series of studies about calibration of local volatility models of European style options. It was established in the seminal work of Dupire (1994) that the local volatility function can be uniquely determined given the existence of the European options of all strikes and maturities. However, there are only a limited number of European options available. Interpolation or extrapolation of the sparse market prices to fill the gap, such as studies of (Dupire (1994) ; Derman and Kani (1994) ; Rubinstein (1994) and Avellaneda et al. (1997) ) are known to be subject to both artificial misinterpretation and stability issues (Crepey (2003b) ).
There is another direction of research solving the problem as an inverse problem without any interpolation or extrapolation of market prices. Generally, providing the parameters of a model to compute the output of a model is referred to as a forward problem while providing the output of a model to recover the parameters is referred to as an inverse problem. Most inverse problems are ill-posed, which is due to the nature of inverse problems, see Hansen (1998) some for good explanations. Our calibration problem is also ill-posed. We want to point out here that the ill-posedness is due to both the presence of noisy data and the nature of the inverse problem rather than the discrete and finite observations available as pointed out in Lagnado and Osher (1997) .
To control the ill-posedness of the inverse problem, some regularization is needed. The most popular regularization is Tikhonov regularization.
In this research direction, Lagnado and Osher (1997) solve the inverse problem in a non-parametric space, i.e., without assuming any shape of the local volatility surface. They use the first order derivatives of the volatility surface to regularize the inverse problem together with an expensive way to compute the gradient of a cost function. Most research that followed afterwards used the same approach, namely addressing the problem in terms of using the first order derivatives of the volatility surface to regularize the inverse problem, such as Isakov (1997, 1999) ; Jiang and Tao (2001) ; Jiang et al. (2003) ; Crepey (2003a) ; Egger and Engl (2005) ; Hein (2005) ; Achdou and Pironneau (2005) and Turinici (2009) . However, the optimal volatility surface is usually not smooth enough.
Theoretical studies such as Isakov (1997, 1999) ); Jiang and Tao (2001); Crepey (2003a) ; Egger and Engl (2005) and Hein (2005) explore issues related to stability, uniqueness and convergence rates. However, according to the authors' knowledge, there is no conclusive theoretical study about the existence, uniqueness and stability of the inverse problem to date. Our research also assumes that an unique local volatility function exists. Bodurtha and Jermakyan (1999) also solve the inverse problem in a non-parametric space. However, as in Lagnado and Osher (1997) , the optimal volatility surface lacks smoothness. Coleman et al. (1999) ; Achdou and Pironneau (2005) and Turinici (2009) all solve the inverse problem by parameterizing the local volatility surface either though cubic splines or piecewise linear segments. By using a cubic spline interpolation to construct the volatility surface, the volatility surface has nice smoothness properties. Turinici (2009) proposes to calibrate the local volatility using variance of implied volatility rather than option prices. This parametric approach, by essentially reducing the number of parameters, works well when the selected knots can represent well enough the key regions of true volatility surface. However, it runs the danger of allowing too few degrees of freedom to explain the data. How many knots should be placed and where should they be placed might also be problem dependent.
As illustrated in the following two sections, all of the above studies except (Coleman et al. (1999) ) solve the inverse problem by minimizing a cost function which measures the misfit between model output and observed prices together with a Tikhonov regularization. To successfully carry out the process, there are two key factors required: the gradient of cost function and the parameter of Tikhonov regularization. Gradient based optimization routine is mostly used to carried out the minimization. To date most research papers compute the gradient by first deriving the analytical adjoint equations and then discretizing and solving them numerically, such as Jiang et al. (2003) ; Egger and Engl (2005); Turinici (2009) . However, the gradient generated by this approach can be inconsistent with the true gradient, which arises from the process of discretized approximation of the analytical adjoint equations (Giering (2000) ). It is also infeasible when the analytical adjoint model is not available, for example, when the model is complicated. There is also no archival paper addressing how to suitably choose the Tikhonov regular-ization parameter. At most, it is selected based on some ad hoc experience, such as in Crepey (2003b) .
In this paper, we first propose a new method to generate the gradient of cost function by using just the numerical code of the original model. This gradient has better numerical consistency with the true gradient as demonstrated by the successful minimization of the cost function even without regularization. Second, we carried out a second order Tikhonov regularization, which was never carried out before in the context of quantitative finance according to the authors' knowledge, to make use of the smooth property of volatility surface. Third, by analyzing why ill-posedness occurs, we propose a new way to select the Tikhonov regularization parameter. This approach turns out to be very robust.
This paper is arranged in the following order. First, in section 2, the mathematical formulation of the calibration problem is set up and the complex issues related to the inverse problem are discussed in more detail and possible solutions are suggested. In section 3, we talk about how to use automatic differentiation tools to derive adjoint code to compute gradient of cost function. In section 4, by analyzing how ill-posedness happened for linear inverse problems, we propose a robust way to select Tikhonov regularization parameters. Last, in section 5, numerical results are presented.
Formulation of the calibration problem

Set up as a least square problem
For consistency, the notations used here are similar to the work of (Lagnado and Osher (1997) ). The local volatility model assumes that the price S of an underlying follows a general diffusion process:
where µ is the asset return rate in a risk-neutral world, W t is a standard Brownian motion process, and the local volatility σ is a deterministic function that may depend on both the price S of the underlying and time t.
Let V (S 0 , 0, K, T, σ) denote the theoretical price of an European option with strike K and maturity T at time 0 for an underlying with spot price S 0 . Assuming the price S follows the stochastic process specified in equation (1), the price function V satisfies the following generalized Black-Scholes PDE:
where r is the risk-free continuously compounded interest rate and q is the continuous dividend yield of the underlying. r and q are both deterministic functions, and in this paper we assume they are constant.
If the functional form of σ(s, t) is specified, then the price of V (S 0 , 0, K, T, σ) can be uniquely determined by solving equation (2) respectively denote the bid and ask prices for an option with maturity T i and strike K ij at the time t = 0.
The calibration of the local volatility surface to the market is to find a local volatility function σ(s, t) such that the solution of (2) is located between the corresponding bid and ask prices for any option(K ij , T i ), i.e.,
This problem is usually solved by solving the following optimization problem:
where
is the mean of the bid and ask prices. w(i, j) is a scaling factor reflecting the relative importance of different options. In this paper, we assume w(i, j) is 1 for all options, which means we assume that every option available is equally important. However, the calibration techniques introduced in this paper can easily cater to non-constant scaling cases. This cost functional G(σ) reasonably quantifies the misfit between model predicted option prices and market observed option prices. By minimizing this functional G, the model prediction would best fit the market.
In the above minimization problem, we need to solve PDE (2) once for each option price V (S 0 , 0, K ij , T i , σ). Instead of solving PDE (2) a number of times, we can use the Dupire equation, the dual of Black-Scholes equation, to solve for the options prices V (S 0 , 0, K ij , T i , σ) for all T i and strike K ij at one time.
The Dupire equation establishes the option prices as a function of strike k and maturity τ for a fixed underlying price S 0 at reference time t = 0. Let C(k, τ ) = C(S 0 , 0, k, τ ) be the price of an European call option at strike k and maturity τ . Then C(k, τ ) satisfies the following Dupire equation:
with boundary and initial conditions for European call options given as:
wherek andτ represent the upper boundary of our computational domain in k and τ direction respectively. r, q are still the deterministic continuously compounded interest rate and dividend yield respectively. Please see the study of (Dupire (1994) 
Issues and proposed solution
Before trying to solve problem (3), we first point out some aspects of problem (3) that make it complicated. (3) is a large scale nonlinear inverse problem. First, to solve equation (4), we discretize the computation domain into Nx * Nt grid points. To estimate a volatility surface σ(k, τ ) that best fits market prices means we need to estimate σ at each grid point. The total number of parameters to estimate is thus Nt*(Nx-1) considering no volatility is needed at the boundaries. Although as other archival material as well as our research demonstrated, only the section of volatility surface near the money can be estimated from market prices, the number of parameters to estimate is still quite large. So this is a large scale problem. Second, although the Dupire or Black-Scholes equation is a linear operator on option price V when the volatility σ is independent of V , it is a nonlinear operator on σ or σ 2 . Third, as for most inverse problems, it is illposed in the sense that small changes in the options prices may lead to big changes in the volatility surface. But the ill-posedness does not imply that we can not extract meaningful information about the volatility surface from the option prices. Regularization is typically the tool introduced to control the ill-posedness.
Most research papers on the calibration of local volatility models used gradient-based optimization routines to solve problem(3). The gradient is typically computed from the adjoint equation of either (2) or (4). That is due to the fact that when volatility surface is not parametrized the dimension of the gradient is so huge that it renders approximating the gradient by finite differences computationally very expensive.
In this paper, we propose a new way to derive the gradient of function G in (3) using just the codes for solving model (4) together with application of free automatic differentiation tools. This method has several benefits. First, it is not necessary to derive the theoretical adjoint equation of the model. Only the code for solving a model is needed; this needs to be constructed in any case. This benefit makes it a model free approach to compute gradient of cost function in the form of (3) for any model. It will be a good alternative for complex models when their theoretical adjoint models cannot be easily derived. Second, there are a number of automatic differentiation tools available written in different computer languages that can be used to speed up the process of constructing the codes to compute the gradient. Third, the gradient derived using this approach possesses better numerical consistency with the true gradient than the gradient computed from the continuous adjoint model. This approach will be addressed in the next section.
3 Using automatic differentiation to derive the gradient of cost function
Description of adjoint model
The adjoint method has recently gained popularity in the quantitative finance field . For example, Giles and Glassman (2005) , Capriotti and Giles (2010) used it to speed up the calculation of Greeks. This paper addresses the application of adjoint methods for optimal parameter estimation.
We shall establish here the relationship between the gradient of a cost function in the form of (3) and its adjoint model in a very general framework to show this relationship is independent of the model used. Here we use a derivation similar to (Giering (2000) ). Consider a general dynamical system and a model describing this system. Assuming the model is in the form of
where X ∈ R n is the input or control parameters of the model, Y ∈ R m is the output of the model corresponding to input X LetỸ ∈ R m be a set of observations of the system output and suppose that the model can compute the values Y ∈ R m corresponding to these observations.
By selecting an appropriate inner product (., .), we can measure the misfit between observations and computed model output by introducing a cost function:
By finding the minimum of this cost function, we are looking for input or control parameters X that best fit the model forecast with the observations.
To find the minimum of the cost function J, the gradient of J with respect to X is usually needed.
If we use Taylor expansion on the cost function
And we neglect the higher order terms, we have
Now let's suppose F is sufficiently smooth, then for a small perturbation δX i at X i , we can linearly approximate the variation in Y by
where A is the Jacobian of F (X) at X i , which is also usually called the tangent linear model of F . The tangent linear model of F is a model that will compute the linear approximation of δY given a perturbation of δX at X. Unless the model F is severely nonlinear, the tangent linear model is usually a good approximation of δY when δX is small relative to X. Since this model will be implemented in computer codes, we will talk about the codes for this tangent linear model, which we shall refer to as tangent linear code. Similarly, we will refer to the code of adjoint model of F as the adjoint code.
From (5), the variation of cost function J around X i is:
Using definition of adjoint operator, we have
where the operator A * is the adjoint of linear operator A. A * is also called the adjoint model of F . In discrete case, A is the Jacobian Matrix, A * is just the transpose of Jacobian matrix A for real numbers.
Comparing (8) with (6), we have:
Equation (9) establishes that we can compute the gradient of cost function J(X) using adjoint model of F . But why do we want to use the adjoint model to compute the gradient? The reason is that when the dimension of the input X is really large, we will have to run n + 1 times the model F if we were to use finite difference to compute the gradient of cost function J(X). This becomes computationally very expensive when the model F is large and complicated. By using (9) we can just run the adjoint model only once to compute the gradient of cost function J(X). Griewank (1989) shows that the required numerical operations take only 2 − 5 times the computation required for the cost function.
Derivation of adjoint code using automatic differentiation
A complete detailed discussion of the rationale of automatic differentiation is beyond the scope of this paper. See Giering and Kaminski (1998) for details. Here we will just list some main aspects of automatic differentiation and some of the resources available. There are a few automatic differentiation tools available whose details are to be found on the website www.autodif.org for numerical codes written in either C, Fortran or Matlab, such as TAPENADE, TAMC, ADIFOR to cite but a few. Automatic differentiation is based on the idea of the chain rule. A numerical model is an algorithm that can be viewed as a composition of differentiable functions F assuming non-differential points will not be included, each represented by either a statement or a subroutine in the numerical code. Automatic differentiation computes the derivative of each statement or subroutine and then combines them together. There are some automatic differentiation tools which will give warnings when a non-differential point occurs, such as ADIFOR.
There are two modes in automatic differentiation: the forward mode and the adjoint or reverse mode. The forward mode computes the derivatives in a top-down approach while the adjoint mode computes the derivatives in a bottom-up approach. Feeding the numerical source code of model F with input X and output Y to automatic differentiation tools, they will generate the tangent linear code of model F in forward mode while generate the adjoint code of F in reverse mode.
As pointed out in (7), the output of the tangent linear mode is actually δY = AδX rather than the Jacobian matrix A. By letting δX to be an unit vector with 1 at the ith component and 0 at all other components, we can use the tangent linear model to compute the ith column of matrix A. Iteratively we can find all the n columns of the Jacobian Matrix A. This approach like the finite difference approach is not the best way to compute the Jacobian matrix A when n, the number of columns of A is much greater its number of rows m.
In the application of this paper, the Jacobian Matrix A is not required explicitly. Instead, we just need a matrix and vector product A * (X i )(Y(X i ) −Ỹ) as described in (9). However, adjoint code can be used to compute the Jacobian matrix A. By feeding the adjoint code with the jth column of an identity matrix, we will be able to compute the jth row of the Jacobian matrix A. The number of runs for the adjoint model would be m times, which makes it a better choice for computing A, when n is much greater than m. This is also the rationale behind the work of Giles and Glassman (2005) , Capriotti and Giles (2010) .
Verification of adjoint code
Even though the automatic differentiation tools available now are more robust now, it is still a good practice to check whether the adjoint code generated by these automatic tools is right or not especially for complex models. The adjoint code is tested using the two strategies suggested by Navon et al. (1992) . The first strategy is the following identity test and the second strategy is the gradient test.
where Q represents the input of A, A represents the tangent linear code or a segment of it, say a subroutine, a loop or even a single statement. A T is the adjoint of A. If (10) holds within machine accuracy for every segment of the tangent linear code A, it can be said that the adjoint code is correct with respect to the tangent linear code. In our numerical test, we checked the adjoint code segment by segment, loop by loop, and subroutine by subroutine. With double precision, the identity (10) is always accurate within 13 digits or better. This verifies the correctness of the adjoint code against the tangent linear code.
Test of accuracy of the Tangent Linear Model(TLM)
Test (10) makes use of the tangent linear code to check the correctness of the adjoint code. The tangent linear code generated by automatic differentiation tools has much higher chance of being right than for adjoint code. From the authors' own experience, the tangent linear code is right most of the time. But since the tangent linear model depends on the linearization assumption of model F , this assumption needs to be checked. The following test will be used to check both the validity of this assumption and also the correctness of tangent linear code. The accuracy of tangent linear model determines both the accuracy of the adjoint model and also the accuracy of the gradient of cost function with respect to the control variables, which all lies in the linearization assumption.
To verify A, we use the fact that A is linearization of the model F :
where δX is a small perturbation around X.
We compare the output from tangent linear code forced by a small forcing δX with the difference of the twice model call, with and without perturbation respectively. If the linearization holds and its code is right, then the ratio between these two should approach one as α gets close to zero, as illustrated by the following equation.
After verifying the tangent linear code, we can use (10) to check the correctness of the adjoint code.
Gradient Test
Even though both the tangent linear code and adjoint code are correct, the gradient generated by using the adjoint model still needs to be verified since the accuracy of the gradient depends not only on the accuracy of the tangent linear and adjoint model, but also on the approximation involved in linearizing the cost function (6). The gradient can be verified by again using the Taylor expansion.
Suppose the initial X has a perturbation αh, where α is a small scalar and h is a vector of unit length (such as h = J J −1 ). According to Taylor expansion, we get the cost function:
We can define a function of α as:
Here the gradient J(X) is calculated using the adjoint model. So as α tends to zero but not close to machine precision, this ratio Φ should be close to 1. When α is close to machine precision, the ratio will deviate from 1 as the machine error dominates. Figure  (1) shows the gradient test of our numerical code. We can see as α is between 10 −15 and 10 −4 , Φ(α) approaches 1 with high accuracy. The gradient can be also verified indirectly by the reduction of cost function. Figure ( 2) shows the decrease of cost function for S&P 500 index European call options in October 1995 before any regularization. Details of the S&P 500 options are described in the second example in the numerical test section. The cost function for the other three sets of options discussed in the numerical test section can be reduced close to zero as well before any regularization is applied. However the optimal volatility surfaces obtained are very oscillatory and unstable, see figure 3 . This just illustrates the under-determined and ill-posed nature of our calibration problem. Regularization is thus necessary to control both the under-determination and the illposedness. 
Second order Tikhonov Regularization
Tikhonov Regularization is a most popular regularization method for inverse problems. Tikhonov regularization serves as a good compromise between what we can get from the system and the degree of errors in the system, such as observation errors, truncation errors, discretization errors (Hansen (1998) ). It usually assumes the following form.
where λ is the regularization parameter. σ 0 is a priori estimate of σ. It is 0 if there is no priori estimate. L m is an operator. When m = 0, L is an the identity matrix. The regularization is called the zeroth order Tikhonov regularization. When m = 1, L assumes the form of the first derivative of σ and it is called the first order Tikhonov regularization. As mentioned in the introduction part, most papers on the calibration of local volatility surfaces use the first order Tikhonov regularization, which is the following:
However, the volatility surface generated by the first order Tikhonov regularization is usually rough. Assuming the volatility surface is smooth, we propose to use the following second order Tikhonov regularization.
The calibration problem now turns into a constrained minimization problem:
Usually a gradient based optimization routine is used to find a local minimum of F. The gradient of new cost function F is composed of both the gradient of G, which is derived from the adjoint model, and gradient of the regularization part in (15). Multistart strategies can be applied in order to find a global minimum of F. However, in this paper, we ignore the issue of finding the global minimum since we are just interested in finding a trustable and smooth volatility surface that traders can use to hedge their positions.
Since the parameters are bounded between 0 and 1, we use LBFGSB code (Zhu et al. (1997) ) to minimize the regularized cost function of (15). LBFGSB is an optimization routine to solve bounded or unbounded large scale minimization problems using just the gradient of cost function. It has a super-linear convergence rate yet requires only small memory storage since it does not store the Hessian matrix of the cost function.
Strategy to select Tikhonov regularization parameter λ
A successful solution of the inverse problem depends critically on a suitable selection of the regularization parameter λ. For linear inverse problems, λ is usually selected by either the L-curve method or generalized cross validation theory, see Hansen (1998) , Aster et al. (2005) . Here we will adopt an iterative regularization strategy to solve the nonlinear inverse problem, in which a suitable regularization parameter is selected at each iteration rather than stays the same throughout the minimization process as in the L-curve method. To determine how to select a suitable regularization parameter in each iteration, we consider the following analysis.
We are actually solving for a vector M from
where G is a nonlinear model operator, M is the input or parameters characterizing a model and D consists of observation data. In our case, G is Dupire equation (4), M is a big vector containing all the points of the volatility surface with size Nt*(Nx-1), and D is a vector containing all available option prices.
This problem can not be directly solved. Instead, it is solved by minimizing of a cost function of the form (5). When we use LBFGSB to iteratively find the minimum of (15) without the regularization, it is essentially equivalent to finding M iteratively using the gradient information of G. In other words, it is to find M k+1 at iteration k+1 such that,
where we ignore the higher terms of δM in Taylor expansion, A is the Jacobian matrix of model G.
If equation (18) is not well-posed, then the optimization routine LBFGSB will have a high chance of finding unstable solutions. If equation (18) is well posed, the optimization routine will be more likely to find stable solutions. Equation (18) is a linear problem of the form:
Using singular value decomposition of A, we find the solution to (19) can be expressed as:
We can see that the inverse solution can become extremely unstable when the small singular values, s i , are close to zero. A plot of the singular values of matrix A of one of our numerical tests is shown in Figure 4 . Figure 5 shows the singular values normalized by the biggest singular values. The decay of the singular values is in the order of O(i −µ ), where µ ≤ 1. According to the definition in Hofmann (1986) , it is a mildly ill-posed problem.
Finding out where the ill-posedness comes from, we can regulate the ill-posedness by diluting the effects of the small singular values s i in the eigenvalue spectrum.
Thus our criteria of selecting the regularization parameter λ in each iteration is to choose λ such that it is greater than the smallest singular values of A while smaller than the dominant singular values. In this way, the effect of the small singular values are reduced or eliminated while the main information represented by the dominant singular values are still retained. This is a feasible strategy because of the following reasons.
We are essentially using an optimization routine to find the minimum of a large scale problem (15). In large scale optimization, it is a good strategy to pass just the major part of the information from one iteration to the next iteration while allowing some degree of freedom to delete other components to find the global minimum, at least with a higher chance, such as the optimization by simulated annealing.
In our numerical experiment, we sort the singular values in a decreasing order, and then take the first singular value up to which the sum of the first n singular values that accounts for 50% of the sum of all singular values. This percentage here, which will be referred to as the truncation level of singular values, is used to determine which singular value will be used as the regularization parameter. It is the only parameter that is subject to change in our proposed numerical method. The higher this truncation level, the smaller the chosen Tikhonov regularization parameter.
To find the singular values of A, we use the package ARPACK, which is available at: www.caam.rice.edu/software/ARPACK. All that it requires is a code computing the product of the matrix A with a vector rather than the matrix A itself, which suits our case perfectly. For one thing, A has a really high dimension and requires a serious amount of resources to be stored explicitly. On the other hand , as we build the code of adjoint model A T , whose output is actually the product of A T and its input vector. We thus readily have a code to use ARPACK to compute the singular values of A T , which are also the singular values of A. 
Numerical Results
Before discussing our numerical tests, let us first summarize our algorithm:
1. Initialize volatility surface σ 0 (s, t)
2. Use (4) to compute option prices V cmpt and cost function G in (3) 3. Feed the difference between V cmpt and V obs into adjoint model A * derived in section (3.2), using (9), to compute the gradient of G with respect to σ (s, t) 4. Use ARPACK to compute the singular values of Jacobian Matrix A and compute the regularization parameter λ of (15) at the truncation level 50% as described in section (4.2) 5. Add the regularization part of (15) to G to form the regularized cost function F of (15). Add the gradient of regularization part of (15) to the gradient obtained in step 3 to compute the gradient of cost function F with respect to σ(s, t)
6. Plug the cost function F and its gradient with respect to σ(s, t) into LBFGSB routine to find the next estimate σ k+1 (s, t). k = 0, 1, 2, · · · 7. Stop if the stopping criterion of LBFGSB is satisfied or 500 minimization iterations were reached, whichever occurs first. Otherwise, go back to step 2.
The Dupire equation (4) is solved using backward Euler scheme in time and central difference scheme in space direction, respectively. The computation domain 0T × 0K is set asK = 2S 0 as in study of (Lagnado and Osher (1997) ) whileT is the longest maturity. NX = 200, Nt =100 are used for all our four numerical tests. The lower and upper bound for σ when running LBFGSB is set to be 0 and 1. The stopping criteria in LBFGSB is set as factr = 10 0 , pgtol = 10 −6 , which means LBFGSB stops when the projected gradient is less than 10 −6 or the relative reduction of f between two consecutive iterations is less than factr*machine precision when f is greater than or equal to 1 or the absolute difference of f between two consecutive iterations is less than factr*machine precision when f is less than 1. For details, please see (Zhu et al. (1997) ). The initial guess σ 0 =0.15 for all four cases.
To demonstrate the robustness of our method, we start with a theoretical model as used in both Lagnado and Osher (1997) and Coleman et al. (1999) . In this example, the local volatility function is in the form of
The options prices have closed-form solutions in this case Cox and Ross (1976) . Twenty two European call option prices are generated using the closed-form solution for two maturities T =0.5 and T =1.0 with eleven options for each maturity. Then these option prices are used to recover the volatility surface (21). Like in the study of Lagnado and Osher (1997) ; Coleman et al. (1999) , S 0 =100, the risk free interest rate r =0.05, and the dividend yield q = 0.02. Figure 6 shows the recovered volatility surface and the true volatility surface. The recovered volatility can be hardly distinguished from the true volatility surface, which shows an almost exact recovery of the true volatility surface. Figure 7 shows the relative error of computed options prices using the recovered volatility surface with respect to the true option prices. The relative error is in the order of 10
−3 .
To demonstrate the robustness of our methods, we added noise to the true option prices to see whether we can still recover the volatility surface. The noise is introduced by:ṽ i = the exact price of option i v i *(1+noise-level(0.5-rand)) where rand is an uniformly distributed random number between 0 and 1 generated by GNU gfortran, noise-level is the percentage of noise that is added to each option price. In our example, we tested noise levels of 2%, 5%, and 10%. Figure 8 , 9, and 10 show the recovered volatility surfaces under these three noise-levels compared to the true volatility surface. We can see that when the noise level is low, like 2%, the optimal volatility surface recovered still approximates the true volatility surface very well. We use equation (22) to measure the relative error of optimal volatility surface compared to the true volatility surface. The relative error for 2% noise is 6.5%. Even when the noise level is high, like 5% or 10%, the optimal volatility still reasonably approximates the true volatility surface although the deviation from the true volatility surface is higher than in the low noise level case. The relative errors calculated using (22) are 12% and 19% respectively for noise levels 5% and 10%. Table 1 shows the absolute relative error of some Greeks computed using the optimal volatility surface with respect to the Greeks computed using the true volatility surface. Delta and Rho are computed using the forward mode of automatic differentiation, which will compute the exact value of the Greeks. Vega is approximately computed by finite differences as in (Coleman et al. (1999) ). A constant perturbation of both volatility surfaces is used to compute the relative error. We can see that when the noise level is low, the mean absolute relative error is less than 1.5% for all three Greeks. The mean absolute relative error for Rho is as small as 0.2%. Even when then noise level is high like 10%, the Greeks reconstructed still approximate the true Greeks fairly well with the mean absolute relative error is less than 5% for all three Greeks. Gamma is not computed here since Gamma would be zero for both cases due to the setup of the boundary conditions of (4). The high degree of approximation of Greeks even when the option prices are contaminated with noise demonstrates further the robustness of our calibration method. This robustness may mean a better hedge for traders.
The robustness of our calibration method even for noisy option prices is very different from the findings of Coleman et al. (1999) , where a parametric volatility surface spanned by cubic splines is solved. In Coleman et al. (1999) , it is argued that when the number of interpolation knots exceed the number of options available, even a small amount of noise will render the optimal volatility surface invalid. Our method however is robust not only with noisy data but also with an increasing number of degrees of freedom. It is tested that refining the mesh grids, i.e., adding more parameters or degrees of freedom, does not reduce the effectiveness of this method. The general shape of optimal volatility surface stays the same when Nx and NT increase. However, NX, NT should be large enough to make sure this would happen. The second example of our method is another benchmark test as in Coleman et al. (1999) ; Andersen and Brotherton-Ratcliffe (1998) and Turinici (2009) . The options are European Call options on S&P 500 index in October 1995. There are a total of 57 options with seven maturities. The initial index, interest rate, and dividend yield are provided in the footnotes of Figure 11 . Figure 11 shows the optimal volatility obtained. Compared to other studies, our volatility surface not only has the best smoothness but also is in a reasonable range between 0.1 and 0.35, which is not the case in other studies such as Coleman et al. (1999) . It also has a nice skew structure that agrees with the statement by Hull (2009) that traders use a skewed volatility to price European stock index options. The relative errors of computed prices with respect to observed prices are plotted in Figure 12 . The relative errors are mostly close to zero except for options whose prices are close to zero and maturities occur sooner. This can be accepted because options with nearly zero prices allow much higher degree of relative difference between bid and ask, or in other words, allow much higher degree of approximation error. The mean absolute relative error is 4.6%. Excluding the five options with big absolute relative errors, the mean absolute relative error is as small as 0.27%.
The last two examples are concerned with European call options in the foreign exchange market. The first one was studied by both Avellaneda et al. (1997) and Turinici (2009) . They are 15 European call options for the US dollar/Deutsche mark with 5 maturities, which are computed from 20, 25 and 50 delta risk-reversals quoted on Aug 23, 1995. The spot price and interest rates are shown in the footnotes of Figure 13 . The optimal volatility surface and relative error of computed price are shown in Figure 13 and 14 respectively. The volatility surface has a nice smile shape as expected for European options on foreign exchange rates. The mean absolute relative error is 1.8%.
The last example is about the European call options for the euro/US dollar dated Mar 18, 2008 as in study (Turinici (2009) ). There are a total of 30 options with 6 maturities. The option prices are computed from quoted 10, 25, and 50 delta riskreversal and strangles. The spot rate and interest rates for each currency are listed on footnotes of Figure 15 . As Figure 15 demonstrates, the volatility surface exhibits a sort of bell shape structure in the long run. It also has some short term structures. As the location of maturities shows, the near term volatility structure has something to do with clustering of options of short maturities. Figure 16 shows the relative error of computed price with respect to observed prices. Again, big relative error occurs when the option prices are close to zero and maturities are soon. The mean absolute relative error is 6%. But the mean absolute relative error is as small as 0.9% when the short term options and also options with nearly zero prices are not included.
Truncation level, scaling and computation time
The only parameter that is subject to change in our algorithm is the truncation level. But it is fixed at 50% thorough our four tests. Other truncation levels are also tested. The higher the truncation level, the more oscillatory of the volatility surface. Since in this case the Tikhonov regularization parameter is small then some noises due to discretization or market noise are not efficiently filtered out. The lower the truncation level, the more stable and smooth of the volatility surface but at the risk of increasing the relative error. The relative error and the general shape of the optimal volatility surface actually do not change too much overall when the truncation level is less than 0.9, which means this method is fairly robust with different truncation levels as long as the regularization parameter is not selected such that those singular values close to the smallest singular value in the spectrum are retained. This point can be also implied from the fact that we use a fixed truncation level for all of our four numerical tests. The author suggests that (0, 0.9) is a good range for the truncation level.
For interest rate options, it is a good practice to scale the spot price to be 100 and also scale the option prices accordingly. Because the prices of interest rate options are small, after squaring them in the cost function, they become too small to be accounted for. After scaling the spot rate S 0 to 100, the relative errors are reduced. When the spot price is large, for example the stock index option with S 0 = 590, there is neither significant improvement nor worsening of the relative error by scaling S 0 to 100. However, we find it a good practice to carry out scaling since in this way we just need to pre-process the spot price and option prices for any kind of European options on any underlying such as equity index, foreign exchange without changing anything in the numerical code to recover the optimal volatility surface.
For all the last three numerical tests, the computation time is 166, 12, 59 seconds respectively using a Dell Vostro 1720 with Intel Core Duo CPU @2.2G HZ and 2GB RAM. For the first numerical test, to reach high accuracy accuracy, no limit to maximum number of iterations was imposed, the computation time is 407 seconds using the same computer.
Conclusion
Our research solves the calibration of the local volatility surface for European options in a non-parametric way. We propose a new way to use the automatic differentiation tool TAPENADE to develop the adjoint model of the Dupire equation, which is then used to compute the gradient of cost function. The gradient generated in this way is numerically more consistent with the true gradient of cost function than the continuous adjoint approach used in most research papers so far. We also first propose, according to the best of the authors' knowledge, to use a second order Tikhonov regularization to regularize the calibration problem. Additionally we propose an efficient way to choose the Tikhonov regularization parameter by exploring the causes of ill-posedness. It is selected as a suitable singular value of the Jacobian matrix that is implicitly used during the optimization process.
Our method is robust as evidenced by its successful recovery of the volatility surface of a theoretical model even when the option prices are contaminated with noise. This is a big improvement compared to other published papers so far according to the best of the authors' knowledge. The robustness of our method is also validated by the reasonable volatility surfaces recovered from the three real world examples that have been studied in other papers. Furthermore, although the we are dealing with a large scale problem, the computation time is so short that it can be used for real time applications. This is because both the LBFGSB routine and ARPACK packages that we employ can save time and storage requirements. Last, although our numerical tests are carried out exclusively on European call options, the method introduced should also work for European put options or a combination of both. The calibration techniques proposed is developed in a very general framework. It can be generalized to explore calibration of other volatility models or calibration with respect to other options. as studied in (Lagnado and Osher (1997) and Coleman et al. (1999) ) using 22 options prices computed from (Cox and Ross (1976) ). 
