In image segmentation via thresholding, Otsu and Kapur methods have been widely used because of their effectiveness and robustness. However, computational complexity of these methods grows exponentially as the number of thresholds increases due to the exhaustive search characteristics. Methods: Particle swarm optimization (PSO) and genetic algorithms (GAs) can accelerate the computation. Both methods, however, also have some drawbacks including slow convergence and ease of being trapped in a local optimum instead of a global optimum. To overcome these difficulties, we proposed two new multi-level thresholding methods based on Bacteria Foraging PSO (BFPSO) and real-coded GA algorithms for fast segmentation. Results: The results from BFPSO and real-coded GA methods were compared with each other and also compared with the results obtained from the Otsu and Kapur methods. Conclusions: The proposed methods were computationally efficient and showed the excellent accuracy and stability. Results of the proposed methods were demonstrated using four real images.
Introduction
Image segmentation is the first important and crucial task that should be done correctly and in a stable and fast manner during image analysis. In image segmentation, thresholding is one of the most important techniques used to separate object and background and also provides a basis for the follow-up action of computer vision. This process can be classified as bi-level thresholding (a single threshold is needed) and multi-level thresholding ((n-1)-threshold needed for n class of segmentation). Bi-level thresholding classifies the pixels in 2 classes; one class includes those pixels with gray-levels above a certain threshold and the other includes the remaining pixels. In contrast, multi-level thresholding divides the pixel into several groups with specific ranges of gray-levels.
There have been a number of methods developed for selecting the threshold, such as the entropy-based method (Brink and Pendock, 1996; Chengxin et al., 2003; Cheng et al., 1998; Albuquerque et al., 2004; Sahoo et al., 1997) , Otsu (Otsu, 1979) , gradient statistic method (Barron and Butler, 2006; Lievers and Pikey, 2004) , etc. The Otsu segmentation method has wide application due to its several advantages; it requires only a simple procedure, is easy to extend to multi-level thresholding, and its computation is stable since it is only based on the integration of histograms. Bi-level thresholding and multi-thresholding can be obtained from the threshold value (s). But in the case of multi-level thresholding, it is necessary to search for the best combination of thresholds within the whole histogram range. Thus, the process becomes more and more time-consuming as the number of thresholds increases. For practical use, when the threshold number (n) is greater than 3, the computation time increase sharply based on the O (L(n)) complexity (L is gray-levels), which grows exponentially. Kapur method (Kapur et al., 1985) along with Otsu method has been shown to be the best entropy based thresholding method for uniformity and shape measures. These processes also address the time consuming issue that occurs in Otsu method. In this paper, two non-parametric methods were developed based on real-coded genetic algorithm (GA) and Bacterial Foraging particle swarm optimization (BFPSO) algorithm, which is an upgraded version of the classical PSO algorithm, to overcome the drawbacks of the multi-level thresholding based on Otsu and Kapur methods.
The PSO algorithm is a new algorithm that was proposed by Eberhart and Kennedy in 1995 as an optimization scheme. However, the classical PSO, in practice, has some problems. The common problems of PSO are that it is easy to premature, hard to correctly seek global optimization and has a slow convergence speed. There have been a lot of work done to develop novel methods to improve the drawbacks of PSO such as the PSO+EM (Fan and Lin, 2007) , hybrid rough-PSO technique (Das et al., 2006) , PSO, ACO, and K-means algorithm (Niknam and Amiri, 2009) , hybrid cooperative-comprehensive learning based PSO algorithm (Maitra and Chatterjee, 2008) and NM-PSO-Otsu method (Zahara et al., 2005) . Thus, these algorithms led to a reduced convergence speed and complexity of the procedure. In a previous study (Maitra and Chatterjee, 2008) , an improved variant of PSO was proposed where the hybrid approach employed both cooperative learning and comprehensive learning. In this approach, the cooperative learning was utilized to decompose a high-dimensional swarm into several one-dimensional swarms and the comprehensive learning was then used to discourage premature convergence in each one-dimensional swarm. However, the computation time required for this algorithm was not reported. In another study (Fan and Lin, 2007) , a PSO + EM algorithm was developed. A global search using PSO was first employed and the best particle was updated afterwards via expectation maximization (EM). The computation time of this algorithm was large, which would be heavy in an online auto task. In a previous study (Niknam and Amiri, 2009 ), a combination of FAPSO (fuzzy adaptive particle swarm optimization), ACO (ant colony optimization) and k-means algorithm, called FAPSO-ACO-K, was developed to overcome the limitation of the k-means algorithm, which highly depends on the initial stage and converges to local optimum solution. The F-measure was almost equal to zero but it required a large computing load. A NM (Nelder-Mead)-PSO-Otsu algorithm was also developed, to improve the time-consuming issue in multi-level thresholding of the Otsu scheme (Zahara et al., 2005) . Although, the convergence speed was significantly improved, the accuracy in segmentation was not stable in some cases. In addition, the NM-PSO-curve scheme, which displayed a high quality of segmentation, required a heavy computing load.
Beside PSO, GAs technique has also been used to solve the multi-level thresholding problems as well as computer vision tasks (Scheunders, 1996; Tao et al., 2003; Yin, 1999; Hammouche et al., 2008; Cao et al., 2008) . GAs are probabilistic search algorithms based on the mechanics of natural selection and naturally occurring genetic operations. They search from a population of individuals that make them more efficient than exhaustive techniques. They use a set of existing high quality individuals to generate ideal optimal candidates so they don't need a complex surface description, domain specific knowledge, or measures of the goal distance. GA has normally been used to solve non-parametric problems with acceptable computation time. In Wen-Bing Tao et al. (2003) , a combination of fuzzy partition, entropy theory and binarycoding GA algorithm was utilized to estimate the adaptive threshold for three-level image segmentation. Yin (1999) reported a fast scheme for multi-level thresholding based on GA and Kapur algorithms. However, in these studies, the time-consuming issue had to be dealt with when the threshold number increased. The best proposed method so far in terms of the accuracy of image segmentation and computation time was developed by Hammouche et al. (2008) , which used a combination of GA and wavelet transform. Recently, GA with a novel learning strategy, the strongest scheme in each iterative computation, was proposed to accelerate the convergence speed for multilevel thresholding by Cao et al. (2008) .
In this study, we developed two novel optimal multilevel thresholding algorithms based on bio-mimicry: real-coded GA and Bacterial Swarm Foraging PSO combined with classical Otsu and Kapur algorithm. In using GA, there are some disadvantages when encoding by binary number. Binary encoding is not suitable to solve problems that find the optimal solution in a continuous time domain, multi-dimension and high accuracy. In this case, the solution will be encoded as a long string; thus, it takes a lot of time to find the optimal value. Direct value encoding can be used in problems where some complicated values, such as real numbers, are used. The advantage of real number encoding is the use of real numbers, which allows GA to search in a large domain of solutions. This is very difficult to obtain using binary encoding when extending the search domain, and result in a less accurate solution if the gene has a fixed length. In the proposed multi-thresholding based real-coded GA, the chromosome is encoded as a real string A of the same size L of the threshold number, such that A = T1, T2, …, TL and T 1 ≤ T 2 ≤ ⋯ ≤ T L , where the character Ti is equal to a real number. Ti indicates the valley of the histogram and also the value of a threshold.
As seen in [19] , bacterial foraging has recently been shown to be a useful scheme for solving problems of global optimization. In foraging theory, it is assumed that the objective of the animals is to search for and obtain nutrients in such a fashion that the energy intake per unit time is maximized. By employing optimal foraging theory, the foraging strategy has been formulated as an optimization problem. The foraging behavior of E. coli bacteria, which includes the methods of locating, handling and ingesting food, has been successfully mimicked to propose a new evolutionary optimization algorithm (Passino, 2002; Mishra, 2005) In this study, the performance of the proposed algorithm, called BFPSO, was extensively evaluated and compared with another artificial life based evolutionary algorithm for multidimensional stochastic optimization, real-coded GA algorithm. The performance evaluation was carried out on the basis of several "standard" images, which were used in several previous studies that examined image processing such as "Lena", "Pepper", "Baboon" and "Rectangle".
Materials and Methods

Overview of the optimal thresholding methods
Otsu based multilevel optimal thresholding
Suppose an image contains N pixels of gray levels from 0 to L-1. And h (k) represents the number of the kth gray level pixel, and
is the probability density function at k. Otsu method divides the histogram into several smaller regions by a threshold value Ti (i = 1, 2, …, n), and each region is identified by a Gaussian function (ω j , µ j , σ j ) (j = 0,1, .., n). The function between class variance (T i ) is maximized to find the optimal threshold values T i *. The object function is:
(1)
Where
………
Entropy based multilevel optimal thresholding
Like Otsu based algorithm, Kapur method also divides a histogram into several smaller regions by a threshold value Ti (i=1, 2, …, n), but each region is identified by an entropy function Hj (Ti) (j=0, 1, …, n). The entropy function is maximized to find the optimal threshold values Ti*. These are the threshold values that we want to find.
Where
where L is gray level, h(k) denotes the number of pixels with gray level k and N is total number of pixels in the image.
Begin
1. Generate an initial population with chromosomes encoded as a real number.
Evaluate best chromosome via fitness function J(θ).
3. Select the individuals in population by proportional selection.
4. Implement crossover process by arithmetical crossover. 5. Non-uniform mutation process is performed.
6. Evaluate the best individual via fitness function J(θ), select the best one 7. If the convergence condition is satisfied, then go to the termination; otherwise, turn back to the step 3. End 
Genetic algorithm Main steps of real-coded genetic algorithm
Real-coded GA is one of the methods for optimization. Solutions will be encoded as chromosomes and each chromosome represents for an individual in population. To evaluate the individuals, we need to define a fitness function. The first generation is generated randomly. By selection process, the individuals which have high fitness values will be existed and make crossover process. Sometimes, mutation process is performed with a low probability. This process may create bad individuals but it can also generate the individuals with high fitness values. Selection process will eliminate bad individuals. By evolution process, solutions will get to the optimal value closely. The main steps of real-coded GA are shown in Figure 1 .
Population
Population P includes a set of chromosomes Ik, k ∈ [1, N], and each chromosome Ik is a set of genes T i (k) , the length of the chromosome is n. Therefore, each chromosome is a solution, and each gene is a variable of the solution. F is a set of fitness values with chromosomes Ik in population P.
Fitness value of chromosome Ik:
Fitness function
Fitness function is used to evaluate the individuals in the population; the individuals that have better fitness value will live through natural selection and have many chances to make a crossover process. Normally, the fitness function is the function that we want to find the optimal value or equivalent of the function that we want to find.
Basically, GA finds the value that maximizes the fitness function. Otsu and Kapur methods also find the maximum value of the function, so we define the fitness function as follows:
Otsu method: J(T i ) = (T i ) + C, i = 1, 2 … n (3)
Add constant C to guarantee that the fitness function is always positive.
Notice that it is possible for Ti to receive a random value, so they do not follow the condition (5). We can do some mathematical processing suggested by Tao et al. (2003) to solve this issue as following.
Then the following condition is satisfied:
We can compute the fitness function by n parameters 
Selection
In this process, we use proportional selection. Population P includes a set of chromosomes Ik and the fitness value fk is used as a parent for the selection process and produces a child population P'. sN) ; I' k = Ij, with j satisfy sj-1 ≤ r < sj } P' ← (I' 1 , I' 2 , …, I' N ) } After selection, the individuals that have a higher fitness value can be selected many times. The disadvantage of proportional selection is that the intensity of selection is very weak when the fitness values of individuals in the population are approximate. Therefore, proportional selection results in a slow convergence when the solution to the problem comes close to the optimal value.
Crossover
In the proposed method, an arithmetic crossover is used as shown in Figure. 2. The crossover operator chooses two strings Ii and Ij of the current population for the crossover process and produces the offspring I' i . To keep the size of the population constant, the offspring I' i will replace Ii at the same location, and this was repeated until it met the last individual in population. If the random value is less than Pc, then the crossover is performed, otherwise no crossover is performed.
The algorithm that will be used for the crossover is as follows: P' = Arithmetical_Crossover(P)
If the crossover constant (α) is constant, then this process produced a uniform arithmetic crossover, otherwise, it is classified as a non-uniform arithmetic crossover.
Mutation
In the proposed method, a non-uniform mutation, as shown in Figure 3 was utilized. The mutation process is performed at the tth generation if the random value is less than Pm, and gmax is the maximum number of generations.
A mutation is performed at gene T i k of chromosome
The Algorithm that will be used for the mutation process is as follows:
Notice that: lim t→g max Δ(t, x) = 0. This means that as the time increases, the less the mutation affects the solution.
Evaluation
The fitness function is computed for the chromosome, then the best individual is selected by finding the maximum of fitness value, e.g. chromosome
] is the best individual in population, give Ik¬ and the order kth into "bestpar" and "bestchrome". The kth order of the best chromosome Ik will be saved and updated using "bestchrome" when implementing the GA during the evolutional process. When GA terminates, the chromosome with the order that has been saved in "bestchrome" at that generation is a solution.
The convergence condition
The convergence happens when GA is performed until gmax generation or the value of fitness function is a constant after 50 generations. If these conditions are satisfied, the process of evolution will be terminated.
An optimization model for bacterial foraging
Let J(θ), θ ∈ R p be the cost function that we want to find the minimum, where θ is the position of the bacterium. In this function, we do not have measurements or an analytical description of the gradient ∇J(θ). Here, we use the idea from the evolution algorithm as GA or bacterial foraging to solve this "non-gradient" optimization problem. Basically, chemotaxis is a foraging behavior that is implemented as a type of optimization where bacteria try to climb up the nutrient concentration. After increasing stages of evolution, the particles in the swarm can obtain the optimal value of function J(θ) via mechanisms, such as: chemotaxis (tumble/swim), reproduction, and eliminationdispersal.
Cost function
BFPSO finds the value that minimizes the cost function. However, Otsu and Kapur method find the maximum value of the function, so when applying BFPSO for optimization, we define the cost function as follows:
Otsu method:
Entropy method:
The constant C is added to guarantee that the cost function is always positive.
To satisfy the condition (7), (8), we did some mathematical processing from (6), and then we computed the cost function by the n parameters T 1 1 , T 2 1 , …, T 1 n-1 , T 1 n .
Population and chemotaxis
Represent the positions of each member in the population of the S bacteria at the jth chemotactic step, kth reproduction step, and lth elimination-dispersal event. J(i, j, k, l) is the cost at the location of the ith bacterium θ
, where p is a dimension of the search space. Each bacterium is one of the solutions (thresholding value Ti).
Nc is the number of chemotactic steps (tumble and swim) that they take during their life and C(i) is the step size. Therefore, the position of bacteria ith will be updated via the function:
After tumbling with a unit direction Δ(i), the ith bacteria will swim in the right direction and continue to reduce the cost, but only up to a maximum number of steps, Ns.
Reproduction
After Nc chemotactic steps, a reproduction event happens. For reproduction, the population is sorted in order of ascending cost, then the least healthy bacteria Sr will die and the healthiest bacteria Sr will split in two bacteria, which are placed at the same position. This method allows us to keep the population size constant, which is convenient for coding the algorithm.
Elimination and dispersal
After tumbling and swimming through Nc chemotactic steps and reproduction, if the condition is satisfied with probability Ped, the elimination and dispersal event will The range of search domain (range) [0, 255] The number of gene in population (pop_size) 20
The probability of crossover process (Pc) 0.8
The probability of mutation (Pm) 0.2
The constant for crossover and mutation α (alpha) 0.8
The maximum of generation (gmax) 1000 The number of elimination-dispersal event (Ned) 2
The number of bacteria reproductions (splits) per generation (Sr) s/2
The probability that each bacteria will be eliminated/dispersed (Ped) 0.25
Step size (C(i)) 0.5 Inertia weight (w) 0.9
happen. In this process, the bacteria will receive a new location randomly. Perhaps, the healthiest bacteria will become the worst, and the worst particle will receive a good location. This process is the same as the mutation process in GA. We choose Nc > Nre > Ned because it is suitable for the evolution of nature (e.g., a bacterium will take many chemotactic steps before reproduction, and several generations may take place before an eliminationdispersal event). The main algorithm of BFPSO is presented in Figure 4 .
Results and Discussion
In this section, the performance of the following methods: Otsu and Kapur based exhaustive search, Otsu and Kapur based real-coded GAs, Otsu and Kapur based BFPSO were evaluated and compared. All experiments were performed on a P4 AMD 1.8 GHz with 2 GB RAM, and the proposed algorithms were implemented in Matlab language. Benchmark images namely "Lena", "Baboon", "Rectangle" and "Pepper" (Figure 5 . a-d) were used for the experiment. The histograms of these images were shown in Figure. 5e-h.
Since GA and PSO are stochastic optimal methods, each GA, PSO-based method was run 100 times and the averaged results were evaluated. The parameters used in GA based methods were shown in Table 1 , and those of the BFPSO based methods were listed in Table 2 .
We applied multilevel thresholding to the aforementioned methods to determine their respective effects. Since exhaustive searches explore all possible candidates and determine the optimum solutions, their results were regarded as the ''standard''. When the number of thresholds, M, was higher than 4, the computational time of the searching algorithms was extremely long; thus, they were not listed in the Table 3 and 4. The results via real-coded GA and BFPSO based methods were compared with the standards. The thresholds obtained using the three different methods were shown in Table 3 and 4.
In theory, the results of image segmentation depend mainly on the object function selected. So, the optimization methods, including GA and PSO, may only accelerate the optimization process but fail to improve the optimal result. So regardless of which algorithms were used for multi-level thresholding, we strived to obtain the correct threshold values. As shown in Table 3 and 4, the results of our real-coded GA and BFPSO based methods were equivalent or very close to the optimal thresholds derived by the exhaustive search method. As mentioned above, the results of each method were so close that we only listed the segmented images by different thresholds (M). The results were shown in Figure 6 , 7, 8 and 9 when real-coded GA-Otsu, BFPSO-Otsu, real-coded GA-Kapur and BFPSO-Kapur based methods were applied to the images of "Lena", "Pepper", "Baboon" and "Rectangle", respectively. In Figure 6 , 7, 8 and 9 the threshold values were also superimposed onto the histogram images to show the accuracy of the proposed methods. Table 5 shows the CPU time needed for each method. Compared with classical Otsu and Kapur methods, the CPU time was significantly shorter for both real-coded GA and BFPSO-based method. In terms of the object functions, the CPU times of Otsu based methods were shorter than those of Kapur based methods. Perhaps, we think the reason is that the operators of Otsu method are summation, multiplication and square of elements; however, the operators of Kapur method are based on , 112, 164 60, 112, 164 61, 112, 163 4 57, 104, 148, 194 53, 98, 143, 189 52, 95, 138, 182 , 117, 156 65, 116, 164 64, 111, 161 4 65, 105, 141, 179 51, 88, 130, 174 44, 81, 125, 169 summation, multiplication and especially, natural logarithm that takes more time than the operator of square. Therefore, Kapur method takes more time than the other one. Real-coded GA based algorithm was less time-consuming than BFPSO based algorithm. Furthermore, we also observe the best performance from BFPSO when its results converged to the standards in most of the cases. In addition, the CPU time of BFPSO was also shorter than the results reported in Li and Li (2008) . In addition, the results obtained using our real-coded GA were better than the results obtained from other binary-coded GAs reported in previous studies (P.Y. Yin, 1999; L. Cao, P. Bao, Z. Shi, 2008) in the term of computation time. This may be explained as follows: our realcoded GA was based on real number coding so it would be especially suitable in term of time and stability for optimization problems that search for a positive and maximum value as a target. Thus, using real-coded GA algorithm to optimize Otsu and Kapur object functions is the best choice. Finally, the main drawback of the stochastic search methods still appeared in both the real-coded GA and BFPSO based methods. The stability of both methods dropped as M increased. To satisfy the robustness, the algorithm runs during 100 times. The different between optimal value from exhaustive search and GA based method is shown in Fig. 10 . when M was equal to 4 (or higher), the computed threshold levels oscillated around the standards, and the locally optimised ones were found. Due to the values in Table 3 and 4, we may note that realcoded GA is slightly more reliable than BFPSO in most of the cases. Especially, in the histogram of "Rectangle" image, there are a lot of optimal values that are similar to each other, so both of GA-Kapur and BFPSO-Kapur methods fail to find the global optimal value and it is very easy to be trapped on the local optimal values in the case of M = 4. However, GA-Kapur gives the better result than that of BFPSO-Kapur. Besides, in Otsu based methods, real-coded GA also gives the better result than that of BFPSO. Thus, the results from Table 3 and 4 show that Otsu based method gives better results than Kapur based method, and real-coded GA also gives the better result than that of BFPSO. However, enhancing the stability of the stochastic search methods is still a challenging issue.
Conclusions
In this study, two new multi-level thresholding methods based a nonparametric scheme for fast segmentation was proposed. Instead of standard binary-coded GAs, a real-coded GA was utilized to optimize Otsu and Kapur object functions. Similarly, a method based on BFPSO was also implemented. The results of both methods were equivalent or very close to the standards that were implemented via exhaustive schemes. The computation time in real-coded GA based methods were shorter than the computation time in other GAs based methods and BFPSO based method. In between Otsu and Kapur object function, the optimization of Otsu object function required less the CPU time than that of Kapur object function. Although the results were same in most of the cases, the stability of the real-coded GA was more stable than that of BFPSO.
