We present a general purpose solver for quadratic programs based on the alternating direction method of multipliers, employing a novel operator splitting technique that requires the solution of a quasi-definite linear system with the same coefficient matrix in each iteration. Our algorithm is very robust, placing no requirements on the problem data such as positive definiteness of the objective function or linear independence of the constraint functions. It is division-free once an initial matrix factorization is carried out, making it suitable for real-time applications in embedded systems. In addition, our technique is the first operator splitting method for quadratic programs able to reliably detect primal and dual infeasible problems from the algorithm iterates. The method also supports factorization caching and warm starting, making it particularly efficient when solving parametrized problems arising in finance, control, and machine learning. Our open-source C implementation OSQP has a small footprint, is library-free, and has been extensively tested on many problem instances from a wide variety of application areas. It is typically ten times faster than competing interior point methods, and sometimes much more when factorization caching or warm start is used.
Abstract-We present a general purpose solver for quadratic programs based on the alternating direction method of multipliers, employing a novel operator splitting technique that requires the solution of a quasi-definite linear system with the same coefficient matrix in each iteration. Our algorithm is very robust, placing no requirements on the problem data such as positive definiteness of the objective function or linear independence of the constraint functions. It is division-free once an initial matrix factorization is carried out, making it suitable for real-time applications in embedded systems. In addition, our technique is the first operator splitting method for quadratic programs able to reliably detect primal and dual infeasible problems from the algorithm iterates. The method also supports factorization caching and warm starting, making it particularly efficient when solving parametrized problems arising in finance, control, and machine learning. Our open-source C implementation OSQP has a small footprint, is library-free, and has been extensively tested on many problem instances from a wide variety of application areas. It is typically ten times faster than competing interior point methods, and sometimes much more when factorization caching or warm start is used.
In this talk we present a general purpose optimization software package for quadratic programs (QPs) in the form
with P positive semidefinite. This problem formulation is very general, with linear equality constraints representable by setting l i = u i for some or all of the elements in (l, u), or one sided-bound by setting some or all of the elements of (l, u) to ±∞. Optimization problems in the form (1) arise in a huge variety of applications in engineering, finance, operations research and many other fields. Applications include support vector machines (SVM), lasso and Huber fitting in machine learning; financial applications such as portfolio optimization; and model predictive control and moving horizon estimation in control engineering. The numerical solution of QP subproblems is an essential component in nonconvex optimization methods such as sequential quadratic programming (SQP) and mixed-integer optimization using branch-and-bound algorithms.
Our new general purpose QP solver is based on alternating direction method of multipliers (ADMM) and is able to provide high accuracy solutions. The proposed algorithm is based on a novel splitting requiring the solution of a quasidefinite linear system that is always solvable for any choice of problem data. We therefore impose no constraints such as strict convexity of the cost function or linear independence of the constraints. Since the linear system matrix coefficients remain the same at every iteration, we perform only one matrix factorization at the beginning of the algorithm. Once the initial factorization is computed, the algorithm is division-free. In contrast to other first-order methods, our approach is able to return primal and dual solutions when the problem is solvable or to provide certificates of primal and dual infeasibility without resorting to the homogeneous self-dual embedding.
To obtain high quality solutions, we perform solution polishing on the iterates obtained from ADMM. By identifying the active constraints from the final dual variable iterates, we construct an ancillary equality-constrained QP whose solution is equivalent to that of the original QP (1). This ancillary problem is then solved by computing the solution of a single linear system of typically much smaller size than the one solved during the ADMM iterations. If we identify the active constraints correctly, then the resulting solution of our method has accuracy equal to or even better than interior point methods.
Our algorithm can be warm started efficiently to reduce the number of iterations. Moreover, if the problem matrices do not change then the quasi-definite system factorization can be reused across multiple solves, greatly improving the computation time. This feature is particularly useful when solving parametric QP where only a few elements of the problem data change.
We have implemented our method in the open-source "Operator Splitting Quadratic Program" (OSQP) solver. OSQP is written in C and can be compiled to be library free. OSQP is robust against noisy and unreliable problem data, has a very small code footprint, and is suitable for both embedded and large-scale applications. Numerical results show that our algorithm is able to provide up to one order of magnitude computational time improvements over existing commercial and open-source solvers on a wide variety of applications. We also showed further time reductions from warm starting and factorization caching.
Further details about our open-source software OSQP and its mathematical foundations can be found in [1] , [2] .
