In this paper we survey a design technique for partitioning on trees. This technique, the shifting algorithm technique, is a top-down greedy technique. A partition of a tree is represented by associating cuts with edges of the tree. The basic operation of the technique is a local transformation called a shift of a cut from an edge to an adjacent edge of the tree.
Introduction
In a series of papers, a new design technique called the shifting algorithm technique, originating in Per1 and Schach [ 141, has been developed and used to find polynomial algorithms for a number of optimal partitioning problems on weighted trees. We will first give the statements of the problems considered.
Let T = (V, E) be a rooted tree with n edges. We associate nonnegative weights W(T') and, in some problems, size S(T') with each subtree T' in T. A q-partition of T into q connected components T1, T2, . . . , T, is obtained by deleting k = q -1 edges of T, 1 < k < n. We regard the partition as being accomplished by assigning k cuts to edges of T. In most cases the trees do not have to be rooted, but a root is chosen in an arbitrary way among the leaves of the tree to facilitate the algorithms. In certain cases, notably when the height is a weight considered in the problem statement, the tree must be rooted. The height h(T) is the maximum number of edges of paths having one end at the root. The function h can be regarded as a special case of *Corresponding author.
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If P is a partition with components T1, . . , T, let WP = rr+, WV,), . . Wp = lyfzq W (Ti). . .
The following problems are considered:
(1) Max-min problem: Find a q-partition of T for which Wp is a maximum over all partitions P.
(2) Min-max problem: Find a q-partition of T for which Wp is a minimum over all partitions P.
(3) Size-constrained min-max problem: Find a q-partition of T for which Wp is a minimum over all partitions P satisfying S(Ti) < M (M > 0).
(4) Height-constrained min-max problem: Find a q-partition of T for which Wp is a minimum over all partitions P satisfying height h(Ti) < H (H > 0 a positive integer).
(5) Most uniform problem: Find a q-partition of T for which Wp -Wp is minimum over all partitions P.
A general description of a shifting algorithm follows. First an arbitrary leaf of the tree is chosen as a root, transforming the undirected tree into a rooted tree. Then all cuts are assigned to the unique edge emanating from the root. A shift is a local transformation of a cut from one edge to a neighbouring edge. However, a sequence of such shifts is proven to lead to a globally optimal solution. As we shall see, there are different kinds of shifts possible. Down-shifts from an edge to a child edge are used to improve the optimization criterion of the partition. Side-shifts are performed from an edge to a sibling edge and are used as correction steps for incorrect down-shifts. Different shifting algorithms are required for different optimization criteria, The cuts are shifted by one edge at a time according to a rule that depends only on the sizes of the components of the current partition, and the sizes of the components in the partitions obtained by shifting some cut by one edge in all possible ways. In certain algorithms only down-shifts are necessary, while for others, side-shifts are made in addition to down-shifts. The partitions so formed are called algorithm partitions and the partitions solving the problem are called optimal partitions. The rule for downshifting varies with the problem under consideration, and is in general not easy to find. The techniques of proving the shifting algorithms correct all follow a similar framework, in that it is shown that each partition reached by the algorithm lies "above" an optimal partition (in some definition of the relation "above") until the algorithm partition itself becomes optimal. Since cuts are down-shifted at each stage, with a finite number of side-shifts (which are not repeated) between stages, an optimal partition is eventually reached (after which further non-optimal partitions may appear). Knowledge of the condition needed in the proof to ensure that algorithm partitions lie "above" optimal partitions has proved indispensible in determining the correct rule for shifting. Thus we usually have validity proof and algorithm design going hand in hand, and it is important to understand the proof in order to obtain insight into choice of algorithm. Further, the various algorithms do not work with weighting functions defined in the generality given above. It is necessary to place restrictions on the type of weighting function to ensure that a shifting algorithm is feasible. These restrictions may be different in each case.
We will describe the shifting algorithms which have appeared in the literature in the following sections. Section 2 lists some concepts and the definitions of some terms used in the paper. Section 3 describes the max-min algorithm and the restriction to basic weighting functions that is necessary for it to work correctly. A proof is also included that the algorithm is correct. This is the simplest of the correctness proofs but it still gives a good account of the proof framework. This is the only proof presented in the paper. Section 4 describes the min-max algorithm and some restrictions on the weighting functions that enable it to work. Section 5 describes the constrained min-max algorithm, and discusses a constraint for which it works and a constraint for which it fails. Section 6 outlines some applications of shifting algorithms, and Section 7 contains some concluding remarks. In Kundu and Misra [ 1 l] a bottom-up linear algorithm is presented for determining a partition of a tree satisfying W( TJ Q K for all i, where K > 0 is given. A similar technique can be used in conjunction with binary search for the weight of the heaviest component in a min-max partition to give an algorithm for the min-max problem.
However, the complexity then depends on the range of the weights.
Definitions
In this paper we use the usual terminology of graph theory (see e.g. Harary [9] ). For a tree T, we denote by rd(T) the length of the radius of T, rd(T) = min veV max,,yterminal (number of edges on the path from v to w). The diameter D(T) is the maximum path length from a leaf or root to a leaf. Suppose throughout that we are given a tree T rooted at r, to each of whose vertices v is assigned a nonnegative weight W(V) and size S(v). The root implies that all the edges are directed away from the root. The terms q-partition into components, and height of a component are defined at the beginning of the introduction. The height of a uertex is the height of the subtree rooted at the vertex. Component T1 is heavier than T2 if its weight is larger.
(For definitions of dcweight and &height see below). A component T1 is said to be legal if its height h(T,) is < H. If e is a directed edge with vertices vi and v2, where a1 is closer to the root, we say that e is incidentfrom v1 and incident to v2, and denote it by (vi + uZ). We will refer to v1 as tail(e), and to v2 as head(e). Edge e is said to be the father of edge ei if head(e) = tail(er ), and in this case, ei is said to be the son of edge e.
Edges e, and e2 are said to be brothers if tail(e,) = tail(e,). For convenience, if a cut c is assigned to an edge e = (ui + u2) then we shall use head(c), tail(c) for head(e), tail(e), respectively. We shall also refer to e as a son-edge of or and to the cut c as incident from vl. The height of a cut or edge is the height of its head. The degree of a vertex v is denoted by d(v).
A cut is said to be down-shifted if it is moved from its present edge to a son-edge. It is said to be side-shifted at vertex v if it is moved from its present edge el to a brother edge ez such that v = tail(er) ( =tail(eJ).
The levei of a vertex v is the number of edges on the path joining the root r to u. A top-down level-by-level scan of T is an enumeration of the vertices starting with the root, then enumerating those vertices of level 1, then those of level 2, etc. Vertices of the same level may be enumerated in any order. A bottom-up level-by-level scan of T is defined similarly, but the enumeration starts with the level of highest number and enumerates the levels in decreasing order.
We further require the notions of partial and complete rooted subtrees: a subtree T' of T is a partial (complete) subtree of T rooted at a vertex v if v is the root of T', and T' contains one (every) son of u together with all the latter's descendents. We denote the partial subtree rooted at v whose initial edge is e by PS(v, e) or by H(e) or by H(c) if c is a cut on e. We denote the complete subtree rooted at u by CS(v) .
Let A be an arbitrary assignment of the k cuts to the edges of T. We define a cut tree C = C(T, A) to be a rooted tree with k + 1 vertices consisting of root cut c,,, and the k cuts of A. A cut c1 is the son of cO (of a cut cl) if there exists a path from the root r of T (from head to tail(cl) containing no cuts. (c,, is thought of as a fictitious cut placed at the root.)
The down-component of a vertex u is obtained from the complete subtree of T rooted at v (i.e. CS(v)) by deleting the complete subtrees rooted at the heads of all cuts of T which are sons, in the cut tree C, of the first cut on the path from v to the root r, or of r itself if there is no such cut. Referring to the tree T shown in Fig. l(a) , edge (v2 + vg) is the father of (u3 + us), and the brother of edge (v2 + us) . Cut c1 can be down-shifted to edge (v3 --t us), and side-shifted to (uz + uJ . It is incident from vertex v2. The subtree comprising vertices {us, v5, u6, v7} is a partial subtree of vertex u3 which can also be written PS(v3, u3 + v5). The cut tree C is shown in Fig. l(b) . Turning now to Fig. l(c) , the component B = {v3, v5} may be described as Further, ci is the top-cut of component B, while c2 and cJ are its bottom-cuts. The root of B is vertex ug. The root-component contains al, u2 and Q.
The max-min algorithm
This problem is treated in Per1 and Schach [ 143 and in Becker and Per1 [S] . It has time complexity 0(k2 rd(T) + kn). This complexity is achieved by adding an artificial root and an edge to connect it to the center of the tree. This way we bound the number of down-shifts of each cut by rd(T). The same is done for the other algorithms. If an arbitrary leaf is used as the root, rd(T) should be replaced by number of edges in the diameter of the tree. For the first part of this section, we will assume that the weighting function is given as follows:
A nonnegative weight w(v) is assigned to each vertex u E V. The weight of a subtree T' is the sum of the weights of the vertices lying in T'.
At the end of the section, the class of weighting functions for which the algorithm correctly solves the max-min problem is delineated with examples. The algorithm follows, and an example of it's execution is given in Fig. 2 .
Algorithm 1 (Max-min q-partition of a tree).
(1) Initially, place all k cuts on the (unique) edge incident with the root. (2) At every step, consider each of the possible shifts of every cut, and compute the weight of the down-component resulting from each such shift. Perform that shift of a cut which maximizes the weight of the resulting down-component, unless the latter is lighter than the current lightest component, in which case terminate. In case of ties, an arbitrary choice may be made. VI. (16) Throughout this section, the letter A (possibly subscripted) will denote a partition reached by some series of down-shifts according to Algorithm 1. The letter Q (possibly subscripted)
will denote a max-min partition. We will also sometimes use A and Q when it is not necessary to assume this. Such cases will be indicated. A partition P is said to be above partition P' (written P 2 P') if every partial subtree of T has # (P-cuts) < # (P/-cuts).
If P 2 P' and P # P' then P is strictly above P' (written P > P').
Remark. The relation " B " between partitions
is a partial order relation. We will, however, not make use of this fact.
We now introduce the framework for the proof of the algorithm. A basically similar framework is used to prove all the shifting algorithms. We show that the algorithm partition must lie strictly above some optimal partition at least until it becomes optimal, and that it does not halt until this occurs.
(1) To start with, the algorithm partition A is strictly above any optimal partition Q.
(2) Lemma 3.1 shows that while A is strictly above an optimal partition Q, the algorithm continues.
(3) Using (2), Lemma 3.2 then shows that if algorithm partition A is not optimal then the algorithm does not terminate at A (because there is an optimal partition Q' for which A 3 Q' and A # Q', so A > Q').
(4) Since the algorithm must terminate in a finite number of steps, (3) implies it must reach an optimal partition.
(5) It should be noted that the optimal partition A finally reached by the algorithm is a minimal optimal partition in the partial order defined by " > " (since while A is not minimal, there is an optimal Q' for which Q 2 Q' and the algorithm would continue by (2)).
Lemma 3.1. Let A > Q. Then the algorithm does not terminate. It makes a down-shift with resulting down-component of weight 3 Wmin(Q).
Proof. Since A > Q, some partial subtree has more Q-cuts than A-cuts. Hence, there is at least one A-cut in T with no Q-cut on the same edge. Let c' be a lowest such A-cut (see Fig. 3 ). Now PS(c') has at least as many Q-cuts as A-cuts (definition of above). So CS(head(c')) has at least as many Q-cuts as A-cuts, and so has at least one Q-cut s' with Proof. By Lemma 3.1 the algorithm applies to A a down-shift, say of cut c from edge e, to e2. To construct Q' we consider two cases: Case 1 (see Fig. 4 (a)): Each partial subtree of head has
Then the partial subtree PS(e2) has #(A-cuts) = #(Q-cuts) + 1 since c was shifted into e2. Hence A' < Q. At the same time PS(e,) has #(A-cuts) = #(Q-cuts). Thus, there must be a cut of Q on el . Using (1) and "A > Q" again, it follows easily that the top-cuts of the partial subtree rooted at tail(e,) are algorithm cuts (possibly on the same edges as optimal cuts). By Lemma 3.1 the down-component of e2 in A has weight > W&Q) , and hence the down-component of e2 in Q satisfies the same inequality. (This uses property (B,) of basic weighting function described later in this section.) Shift the Q-cut from e, to e2, to get partition Q'. Then Q' is still optimal and A' 2 Q'. Proof. The initial algorithm partition A,, is strictly above any partition and hence any max-min partition. Let Al, . . , A, be a series of partitions of the algorithm ending with A,. Suppose that none of the Ai are max-min. By Lemma 3.2 there is a max-min partition Q1 such that Al > Q,, and since Al is not max-min, we must have Al > Q1. Similarly we can find Q2, . , Qr such that A2 > Q2, . . . , A, > Q,-. But then Lemma 3.1 implies that the algorithm does not terminate at A,, a contradiction. 0
We now address the question of which weighting functions W have the property that when using them the above algorithm for the max-min problem is correct. We will define a class for which the algorithm is correct without proving that it is the maximal such class.
A basic weighting function is a weighting function satisfying: (B,) If T, and T2 are subtrees of T, and if T1 is a subtree of Tz, then
W(T,) d W(T,).
Examples of basic weighting functions. (We use T' below to denote a subtree of a tree T).
(1) W(T') = sum of the weights of the vertices of T'. Max-min problems for this weighting function are considered in Per1 and Schach [14] . When the weight counts quantities associated with edges, and a component is the down-component of a cut, we may also include the edge entering the root in the weight without changing the basic property.
Dejinition of W '. Assume that T is rooted. Let T' be a subtree, and let T1 denote the partial subtree of T consisting of T' and the edge entering the root of T' together with its initial vertex, if such an edge exists (that is, if the root of T' is not the root of T). We now define W' in terms of W (where W is any of the weighting functions (2H4) or (6) (2)). In this section we outline the algorithm for the min-max problem (problem (2) of Section 1). See [3, 5] . In [4] an implementation with the time complexity 0(k3rd(T) + kn) is presented. In [17] an O(rd(T) + kn) implementation of the algorithm is presented. It is based on representing the cut tree by a new data structure called a junction tree.
We indicate a class of weighting functions, the invariant weighting functions, for which it is correct, and give a very brief outline of the proof. We also give a different algorithm for the diameter weighting function D, which is not invariant, but which nevertheless can be solved by a shifting algorithm. Its time complexity is O(k'rd(T)n).
A basic weighting function is invariant if it satisfies the following condition: (B,) Let e and e' be two edges emanating from a vertex v of the rooted tree T, and let T1 = PS(v, e) and T2 = PS(u, e'). Let T' be a subtree containing v as a terminal vertex.
Then W(T,) d W(T,) implies W(T'u T,) < W(T'u T,).
Examples of invariant weighting functions are examples (l) , (3), (5), (7), and (8) of Section 3. The diameter functions (examples (2) and (9)) and also the weighting function of example (6) are, however, not invariant.
The algorithm follows. An example of its execution is given in Fig. 5 . 
Algorithm 2 (Min-max q-partition of a tree-invariant weighting functions).
(1) Place all k cuts on the (unique) edge incident with the root. Set BEST-MIN-MAX-SO-FAR c co, and set BEST-PARTITION-SO-FAR equal to the starting configuration.
(2) While the root component is not a heaviest component, perform steps (3), (4), and (5). We define a terminating position to be a partition at which the algorithm halts.
A final value of BEST-PARTITION-SO-FAR is called a resulting partition of the algorithm. (The terminating
partition is different from the resulting partition if some previous partition had lighter heaviest component than the terminating partition.) For the validity of the proof we need to have a definition of "above" which is different from the one used for the max-min algorithm.
A partition A is above a partition Q if for each vertex v of the tree the complete subtree CS(w) satisfies #(Acuts) d #(Q-cuts).
Note that using the complete subtree, rather than the partial subtree used for the max-min proof, enables the maintenance of the "above" relation during the application in spite the side-shifts occurring in this algorithm. These two different definitions of the "above" relation can help us in exploring the difference between the two shifting algorithms presented. In the max-min shifting algorithm a cut traverses during the algorithm application a "down-shifting path" from its original edge down to its edge in the optimal partition. No cut ever diverts from this path. Thus only down-shifts are necessary and the above relation condition is satisfied for each partial subtree of the tree.
On the other hand in the min-max shifting algorithm a cut is sometimes downshifted to an edge which is not on the down-shifting path. In other words some down-shifts performed are actually errors. Once a cut diverts from its down-shifting path, it is not down-shifted further. It stays at this position until it is side-shifted back onto its down-shifting path. Hence this algorithm allows mistaken down-shifts and the side-shifts are used for corrections. The local transformation of a side-shift is sufficient as a correction process since there is no propagation of down-shifting errors.
This situation is reflected by the definition of the "above" relation requiring the condition for each complete subtree of the tree. This condition is less restrictive than the condition on the partial subtree which is required for the max-min algorithm. It allows a partial subtree PS(u) of T where the number of algorithm cuts is higher than the number of optimal cuts. However, the only extra algorithm cut must be on the edge (v, w) of PS(u) since the condition of "above" holds for P,??(w). Also there must be another partial subtree of v containing an edge (v, x) for which there is one more optimal cut than algorithm cuts and the extra optimal cut is on (0, x) , since the above condition is true for the complete subtrees CS(v) and CS(Vi) for each child Ui of v. Hence the extra algorithm cut on (v, w) can be side-shifted to (u, x) where it is missing. In this way the definition of the above relation explains why side-shifts correct errors in down-shifting and why they are sufficient for correction since no error in downshifiting can propagate further. The idea of the proof is as follows:
(1) The algorithm is shown to terminate.
(2) Initially, algorithm partition A lies "above" some optimal Q. (3) If no optimal position is reached, then A continues to lie "above" some optimal Q. (4) When the algorithm terminates, the most difficult case occurs if this has happened when the root-component is largest (step (2)). By (3), partition A is above some optimal partition Q if no optimal partition A has occurred, and this is shown to be impossible. So an optimal partition A is reached at some stage. The case of termination is step (3) is easily dealt with. For a complete proof see [S] .
We now give the shifting algorithm which works for the diameter weighting function. For the proof see [S] . Note that the difference from the previous algorithm is that while the diameter is the optimized weighting function, the criteria used to decide to where to shift uses the height criterion. Only the choice of which cut is shifted uses the diameter criterion.
Algorithm 3 (Min-max diameter q-partition of a tree).

Constrained min-max problems
We consider the size-constrained and height-constrained problems (problems (3) and (4) of Section 1). See [l, 21 , and for a treatment of the decision problem similar to
[ll], see [6] . The two constrained problems have very different complexities. We discuss the first briefly and give a very complicated algorithm which solves the second in polynomial time with complexity O(k2rd(T)(n + k2 + kd + rd(T))). This illustrates the full scopes of the shifting algorithm method.
In [2] we show that the size-constrained min-max problem is NP-complete. This problem is clearly in NP. The reduction is from the NP-complete k-knapsack problem. The knapsack problem has a pseudo-polynomial dynamic programming algorithm and thus is not NP-complete in the strong sense (see Garey and Johnson [7] ). A natural question is: Does there exist a pseudo-polynomial dynamic programming algorithm for our problem as well?
Let us define first a related problem. A minimal size and weight-constrained partition of a tree is a partition of a tree into the minimum number of subtrees each of which satisfies given size and weight constraints.
A pseudo-polynomial dynamic programming algorithm for this problem is given in [2] . It is similar to an algorithm of Per1 and Snir [16] for circuit partitioning with size and connection constraints.
The height-constrained min-max problem.
The algorithm presented is quite complex. To enable better understanding of the algorithm we divide it into several phases performed alternatingly.
First we identify these phases and state their purpose. A detailed explanation of each phase follows.
Initialization:
A legal partition is obtained. 2. Improving phase: A down-shift is applied to decrease the weight of a heaviest down-component. The applications of this phase proceed step by step to minimize the maximum weight of the partition as desired.
3. Correction phase: The down-shift of the improving phase may have increased the height of the up-component of the down-shifted cut above the permitted constraint for the height. In such a case the correction phase applies further down-shifts above the shifted cut to get a legal partition again. However both improvement and correction phases need to start with some rearrangement using side-shifts to guarantee the proper impact of the following downshifts. For the improving phase this rearrangement is done by applying procedure A(c) several times. For the correction phase the rearrangement is done in step 6 of the algorithm.
Now we turn to a more detailed description of the different phases.
A bottom-up procedure (similar to [ll] ) is applied to obtain a legal partition.
2. Improving phase: The component of largest weight is selected and its top-cut is down-shifted. However, before this is done, it is necessary to avoid the possibility that a previous phase (see Procedure down-shift was made into the wrong subtree, or that the last correcting 4 below) placed cuts on the wrong subtree. For this purpose we apply A(c) to the subtree below each cut in the cut tree processing the cuts in a top-down order. (It is necessary to apply Procedure A several times in each pass so as to ensure that a wrong move does not propagate to a depth of more than one edge). 3. Procedure A(c) :
Step 1 of Procedure A identifies those cuts c' (the top ticked cuts) which have to be in the position assigned to them, or else if no cut is shifted to lie above it, the down-component of c will be illegal. Cuts above these top ticked cuts may be side-shifted at will without causing illegality. Thus in step 2, their positions may be optimized to give a down-component of minimum weight. The outcome of the applications of Procedure A in step 3 of the improving phase is that no set of side-shifts of bottom-cuts of a component results in a legal component of smaller weight. It should be noted that at the end of one application of Procedure A(c), the down-components of the sons of c may be illegal. However there is a set of side-shifts that will make them legal, and this is done as step 3 of the improving phase works down the cut tree applying Procedure A. Also, the positions of the cuts at the end of an application of Procedure A do not depend on which edges the cuts below c are side-shifted to, but only on the bottom-up orders chosen in steps 1 and 2 of Procedure A.
Correction phase:
The down-shift of a cut in the previous phase may have made its up-component
illegal. An attempt is made to correct this by down-shifting cuts above the shifted cut if necessary. However, it is necessary to first rearrange the cuts using side-shifts so as to ensure that the best opportunity exists for making the corrections.
At the end of the rearrangement, no set of side-shifts in a component treated in this phase will decrease its height. 
Applications
In this section, we give applications of shifting algorithms to practical problems.
Example 1. The first application is from the field of Information Retrieval. Consider a graph model for automatic classification of terms into classes representing more general terms [18] . Each term is represented by a vertex and two vertices are connected by an edge if the corresponding terms are related. Consider the case that the graph obtained is a tree. We need to divide the set of vertices into disjoint sets such that each set of vertices will represent a set of terms which will make up a more general term. Such a set of terms should reflect interrelation between the different terms in the set. Thus the graph representation of such a set is a subtree. For the classification into general terms to be meaningful no subset of terms should be too small. Hence to partition n terms into q general terms we need a max-min partition.
Example 2. The second application is from Operating Systems. Consider the case of a rooted tree where vertices represent procedures. There in an edge from vertex A to vertex B if procedure A calls procedure B. The weight w(u) of a vertex u represents the memory allocation required for applying the corresponding procedure. In case the sum of the memory requirement of all procedures is higher than the space available in the main memory, a paging system is needed [ 191. The paging system is a partition of the procedures into disjoint sets called pages. Only several of the pages can be in the main memory simultaneously, due to the space limitations, and the rest are stored in the secondary memory. Pages are swapped in and out between the main memory and secondary memory according to the application of their procedures during running time. The swap in and swap out operations are slow since secondary memory input-output operations are required. Thus to reduce the amount of these operations we try to store procedures which call one another in the same page. Thus we pick for each page a connected component of the tree. Hence we have our q-partition of the tree where q is the number of pages.
The memory size of a page should be large enough for storing all its procedures.
Since the different pages are swapped with one another in the main memory we should allocate for each page the memory size of the page of largest memory size to enable swapping of any pages. Hence we want to minimize the memory size of the page of maximum memory size. Thus in our terminology we look for the min-max q-partition.
It is desirable to allow further criteria to be taken into account in the partitioning. We give an example of height constraint.
Example 3. The height of a page gives the maximum number of indirect accesses needed to locate the storage address of any procedures in the page. In other words, the height gives the maximum lookup time of a procedure in the page. The problem is to minimize the memory size of the maximum storage page while satisfying a constraint on the internal lookup time of the pages. This is a height-constrained min-max partitioning problem.
In addition we mention three more applications, two from urban planing and one from graphics.
Example 4.
Let the tree describe a map of a rural area where a vertex represents a town or village and an edge represents a road connecting two towns. Consider the problem of allocation of service centers as clinics or police stations for the area. This requires partition of the area into units. Let w(u) denote the number of crimes in the town u and let s(u) denote the population of the town v. A size-constrained min-max partition is an allocation of police stations to areas such that the maximum number of crimes per police station will be minimized while satisfying a constraint on the size of the population served by one police station.
Example 5. Suppose that for a map of a rural area as described before we need to allocate areas for mobile emergency services. For example police patrol cars or ambulances. We would like to minimize the maximum response time required for such a service to get from any place in the area to any other place, since the service may be in a place in its service area due to a previous call. The maximum response time is the diameter of the area. Hence our purpose in partitioning into service area is to minimize the maximum diameter over the partition. That is, min-max diameter q-partition.
Example 6. Consider a hierarchical diagram in tree form where the nodes are boxes of different sizes. Let w(u) denote the size(area) of the box represented by v. The diagram is large and should be partitioned into subdiagrams which can be shown by a window system. Suppose there is a limit to the number of levels in a window diagram. That is, there is a constraint on the height of the subdiagrams. If we want to minimize the maximum area of boxes in each window to obtain windows which are not over-filled we have a height-constrained min-max problem.
Conclusions
In this paper we survey the shifting algorithm technique for partitioning on trees.
This is a top-down greedy technique. It utilizes shifts which are local transformations of cuts between adjacent edges, based on local optimization criteria, yielding eventually a globaly optimal partitioning.
Several problems are considered and a variety of shifting algorithms for solving these problems are given. A demonstration of the mathematical framework developed for the validity proof of a shifting algorithm is given for the max-min problem. This framework includes a definition of an above relation between two partitions and shows that at each stage of the shifting algorithm the algorithm partition lies above some optimal partition until an optimal partition is obtained.
Using this framework we note that a more efficient algorithm for the above partitioning problems can be obtained by starting with a partition which is an approximation and above an optimal partition. We apply the shifting algorithm to the approximated partition until an optimal partition is obtained.
In this way the sequence of shifts required is typically much shorter than in the case of starting with an initial partition with all of the tree.
To obtain such an approximate partition one can use bottom-up partitioning techniques. Suppose for example we want an approximated solution for a max-min q-partition.
Let M = C,w(u)/q. Clearly the smallest weight of a part in a max-min q-partition is not higher than M. One can use a bottom-up algorithm [14] to obtain a partition R with maximum number of parts such that the weight of each part is not lower than M. If the partition R has s < q parts then add to R, q -s cuts assigned to the unique edge adjacent to the root resulting in a partition R'. There exists an optimal max-min q-partition Q such that R' 3 Q and so R is a suitable approximate partition for Q. An open partitioning problem which could be solved by a shifting algorithm is the most uniform partitioning problem (number 5 in the introduction). This problem is more difficult than max-min and min-max since it involves the sizes of both the smallest and the largest part in the partition. In [12, 13] we solved this problem for the special case of a path. This problem has an interesting application in image processing of black and white pictures. The most uniform partitioning problem of a tree is still open. See Fig. 6 showing a most uniform partition versus max-min and min-max partitions.
The shifting algorithm technique may also have applications in optimization problems on trees where the solution involves a subset of the elements of the tree.
