Abstract. We count rational points of bounded height on the non-normal senary quartic hypersurface x 4 = (y 2 1 + · · · + y 2 4 )z 2 in the spirit of Manin's conjecture.
Introduction
Recently, we [7] proved Manin's conjecture for singular cubic hypersurfaces (1.1) x 3 = (y 2 1 + · · · + y 2 n )z, where n is a positive multiple of 4. In this short note, we show that our method used in [7] also works for higher degree forms like It is easy to see that the subvariety x = z = 0 of Q already contains ≫ B 4 rational points with |x| B, |z| B, and |y j | B with 1 j 4, which is predominant and is much larger than the heuristic prediction that is of order B 2 . One therefore counts rational points on the complement subset U = Q {x = z = 0}. Let H be the height function H(x : y 1 : · · · : y 4 : z) = max |x|, y This counts rational points in U whose height is bounded by B, and the aim of this note is obtain an asymptotic formula for it. To this end, we need to understand in advance a similar quantity One sees, in N * U (B), that the co-prime condition (x, y 1 , . . . , y 4 , z) = 1 in N U (B) is relaxed. Our main result is as follows. Theorem 1.1. As B → ∞, we have C 4 , where C 4 is defined as in (2.6) below, and ζ is the Riemann zeta-function.
We note that the exponent of B in the main terms of the above theorem is 3 instead of 2 as predicted by the usual heuristic. This phenomenon may be explained by the fact that the hypersurface Q is not normal.
It is easy to check that Q has an obvious quadric bundle structure given by . From this, it is possible to interpret Theorem 1.1 in the framework of the generalized Manin's conjecture by Batyrev and Tschinkel [1] , as was done in the work of de la Bretèche, Browning, and Salberger [3] . However, we will not pursue such an explanation here. The only sole purpose of this short note is to show that our method used in [7] also works for higher degree forms Q.
Finally, we remark that using the method in our joint paper [4] with de la Bretèche, one can get power-saving error terms in Theorem 1.1, which we will not pursue here. ℓ.
Let 1 (n) be the characteristic function of squares. In view of the above, we can write
Hence to prove (1.5) in Theorem 1.1, it is sufficient to establish asymptotic formulae for the following two quantities
For S(x, y), our result is as follows. log y and P (t) is a quadratic polynomial, defined as in (4.18) below. In particular, for any fixed η ∈ (0, 1] we have (2.5)
S(x, y) = 4C 4 xy log x − 1 4 log y 1 + O 1 (log x) η uniformly for x 10 and x 2 (log x)
where
Now we turn to analyze T (B) which is more difficult, since the range of its second summation depends on the variable n of the first summation. Thus Theorem 2.1 does not apply to T (B) directly. In §5 we show that Theorem 2.1 together with delicate analysis is sufficient to establish the following result. Theorem 2.2. As B → ∞, we have
where C 4 is as in (2.6) above.
As in [2, 7] , we shall firstly establish an asymptotic formula for the quantity
by applying the method of complex integration. Then we derive the asymptotic formula (2.4) for S(x, y) in Theorem 2.1 by the operator D defined below. Let E k be the set of all functions of k variables. Define the operator D :
The next lemma summarises all properties of D needed later.
for X H and Y J, where
(ii) Let S(x, y) and M(X, Y ) be defined as in (2.3) and (2.8). Then
for H X and J Y . 
where the implied constant is absolute.
Dirichlet series associated with S(x, y)
In view of the definition of S(x, y) in (2.3), we define the double Dirichlet series
for ℜe s > 5 and ℜe w > 0. The next lemma states that the function F(s, w) enjoys a nice factorization formula.
where G(s, w) is an Euler product, given by (3.8), (3.10) and (3.11) below. Further, for any ε > 0 and for min 0 j 2 ℜe (s + 2jw − 2j) 1 2 + ε, G(s, w) converges absolutely and
Proof. Since the functions r * 4 (d) and n −s
are multiplicative, for ℜe s > 5 and ℜe w > 0 we can write the Euler product
In the above computations, speacial attention should be paid to the effect of the function 1 . The next is to simplify each F p (s, w). To this end, we recall (2.1) so that
for all integers µ 1. On the other hand, a simple formal calculation shows
and (3.6)
where (3.8)
While for p = 2, the formula (3.6) with (x, y, z, a) = (2 −s , 2 −w , 2, 3) gives
Combining (3.7)-(3.10), we get (3.2) with
It is easy to verify that for min 0 j 2 (σ + 2ju − 2j)
. This shows that under the same condition, the Euler product G(s, w) converges absolutely and (3.3) holds. By analytic continuation, (3.2) is also true in the same domain. This completes the proof.
Proof of Theorem 2.1
In the sequel, we suppose
and for brevity we fix the following notation:
The following proposition is an immediate consequence of Lemmas 4.2-4.5 below.
Proposition 4.1. Under the previous notation, we have
uniformly for (X, Y, T, U, H, J) satisfying (4.1), where R 0 , R 1 , R 2 and P (t) are defined as in (4.8), (4.13), (4.16) and (4.18) below, respectively.
The proof is divided into several subsections. The proof is the same as that of [7, Lemma 6 .2].
4.2.
Application of Cauchy's theorem. In this subsection, we shall apply Cauchy's theorem to evaluate the integral over w in M(X, Y ; T, U). We write
and (4.6)
Lemma 4.3. Under the previous notation, for any ε > 0 we have
uniformly for (X, Y, T, U) satisfying (4.1), where Furthermore we have
+ε HJ 5 6 uniformly for (X, Y, T, U, H, J) satisfying (4.1).
Proof. We want to calculate the integral 1 2πi + ε. By Lemma 3.1, for σ = κ and |τ | T , the points w j (s) (j = 1, 2), given by (4.5), are the simple poles of the integrand in the rectangle 3 4 + ε u λ and |v| U. The residues of + ε.
It follows from (4.11) and (3.
+ ε u λ and v = ±U. This implies that
Cauchy's theorem then gives
Inserting the last formula into (4.4), we obtain (4.7). Finally we prove (4.9). For σ = κ, |τ | T , u =
12
+ ε and |v| U, we apply (4.11) and (3.3) as before, to get
Also, for σ, τ, u, v as above, we have − ε and with β = 1 − ε. Similarly, This completes the proof. −iT
Further we have
Proof. We shall prove (4.12) by moving the contour ℜe s = κ to ℜe s = . When κ σ 5 4 , it is easy to check that
· By Lemma 3.1 the integrand is holomorphic in the rectangle κ σ 5 4 and |τ | T ; and we can apply (4.11) and (3.3) to get F * 1 (s) ≪ T (σ−1)/3 L 2 in this rectangle, which implies that
This proves (4.12).
To establish (4.14), we note that F *
and |τ | T . By (2.10) of Lemma 2.2 with β = 1,
Combining these with Lemma 2.1(ii), we deduce that Lemma 4.5. Under the previous notation, for any ε > 0 we have
uniformly for (X, Y, T ) satisfying (4.1), where P (t) is defined as in (4.18) below and
uniformly for (X, Y, T, H, J) satisfying (4.1).
Proof. We move the line of integration ℜe s = κ to ℜe s = log Y ) with
Here P (t) is a linear polynomial with the leading coefficient C 4 given by (2.6) above. When + ε.
Hence when 1 2 + ε σ κ and |τ | T , (4.11) and (3.3) yields F *
These establish (4.15). To prove (4.17), we note that for σ = This proves the lemma. 
