Introduction
Missing data is a common problem in science, particularly in paleontology where sample sizes are often small and fossils frequently missing vital landmarks. Multivariate methods that represent cases as vectors rather than dissected individual measurements are problematic with less than full datasets.
In this paper, we review some of the methods commonly used to address the issue of missing data and the problems associated with each. We propose an iterative regression method that (1) is more general in application and (2) provides estimates as good as or better than any other approach. A set of primate anthropometric data and a sample of Middle Pleistocene to Mesolithic hominids test the accuracy of the method. We use a resampling or bootstrap approach (Efron & Tibshirani, 1993; Bello, 1994) to evaluate success.
Data missing at random are rare. For instance, the original size of an animal plays a great part in determining the likelihood of its being preserved and deposited in the paleontrological record. Numerical taxonomy or multivariate morphometrics depend on complete sets of observations. In cases where data are not missing at random, all summary statistics, such as mean and correlation coefficients, will be biased.
Randomness in the pattern of missing data can be grouped into two categories. The first includes data missing at random with respect to the measurement itself (MRM) (Little & Rubin, 1987) . In this case, there is no tendency for specimens with certain values in the measurement under consideration to appear missing; for example, measurements of smaller fragile structures are not likely to be missing for smaller or more ancient specimens. The second category includes cases in which one or more measurement is missing at random with respect to other variables (MROV). In this case, a fragile structure might be more often missing in gracile individuals but still be predictable from other measurements on the gracile specimen. If present, bias may have important consequences for any method that attempts to estimate values for specimens missing a measurement.
Problems with previous approaches to estimating missing data
Computation methods available for estimating missing values include a number of procedures widely available in standard statistical packages such as SAS and SPSS (see Stolzenberg & D'Alessio, 1993 for an example). One approach is listwise deletions, i.e., the deletion of any case that has one or more missing value. Such deletions result in a smaller subsample that may no longer be representative, and in variances and covariances that may be considerably reduced. Another method, pairwise deletions, in which the correlation matrix is computed with all complete pairs of variables, alleviates the problem of sample size somewhat. However, since the correlation matrix is generated from different subpopulations with different sample sizes, correlation coefficients and other statistics are biased if MROV is not satisfied. A third treatment of missing data, appropriate for a measurement in which the distribution of missing is random within the measurement, inserts the mean in place of the missing value. The mean of the operational taxonomic unit (OTU) or subgroup may be used, but comparisons among groups become biased, as the group with the most missing data will appear to be the most uniform. A fourth method commonly used is that of least square multiple regression of available specimens to predict missing values in those cases with incomplete sets of measurements. In this instance, one chooses one of the above methods, listwise, pairwise, or insertion of means, as a first step in creating a full matrix that is then inverted. This introduces problems of bias characteristic of each approach. The multiple regression method can also be used with incomplete datasets (Albrecht, 1992) , although the effects of bias in the estimated values are unknown. Finally, an iterative method with classical regression analysis has been proposed (Jackson, 1968) , in which a regression equation is first built with mean substitution. Unlike classical onestep multiple regression, however, new estimates for each unknown value are made from this regression equation, with the process repeated until little change in estimates is observed.
We present a modification of this approach that surmounts two problems with the latter method. First, Jackson's method cannot be applied to singular matrices, such as those containing index variables, attribute states, or dummy OTU values, even though they might be useful predictors. The method presented here improves regression estimates by the bootstrap technique of replacing previous estimates by iterative multiple regression in which improved predictor estimates in an iteration leads to better criterion values; these in turn become improved predictor estimates when the next variable is predicted.
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The second and more serious problem is that of over-fitting the regression equation to the specific data matrix by excessive numbers of iterations (see Efron & Tibshirani, 1993) . The number of needed iterations can be determined with simulations. Simulation methods (Efron, 1994) are useful in that they permit the creation of a universe of samples with properties that resemble those of the sample under consideration.
Methods
We developed a Fortran program 1 MISDAT, to explore the potential value for this approach to estimating quantitative measurements. In this method, missing values for a dependant variable are estimated from other variables whose missing values have been replaced by estimates. Preliminary results were presented elsewhere (Holt & Benfer, 1994) . The first step in our approach is to replace missing values by some number, such as the unconditional mean. Repeated passes through the data matrix are then made, with new estimates inserted with each iteration. Since this is an iterative method, either the unconditional mean or median would serve as an efficient starting point.
First, all missing values are replaced with means and intercorrelations among variables calculated. The correlation coefficients are obtained not by inverting the matrix but rather by changing the regression coefficients on each iteration until residuals are acceptably small. Experiments show that the results are equivalent to those obtained by matrix inversion for non-singular matrices.
Second, MISDAT estimates all missing values for the variable with the greatest fraction of missing data. Upon completing estimation for that variable, MISDAT proceeds to the second, with the regressed values in the first now improving the prediction of the second. All remaining predictor variables contain means in place of missing values. Each subsequent iteration involves fewer mean values until only estimated ones are used. If the quality of the available dataset increases with these estimates, the estimates continue to be improved.
In order to develop a criterion for maximum number of iterations and thus avoid over-fitting, we randomly turn actual values to missing and rerun the procedure. The number of iterations needed is determined by two criteria: the scree test (observation of a noticeable point of inflexion in the error curve) and a bootstrap approach. The scree test of improvement in squared multiple correlation (r 2 ) can be used: when additional improvements add little increase, stopping iterating is suggested. The number of iterations needed for r 2 to stabilize is generally fewer than ten in our experience with anthropometric data. Too many iterations will ''over-train'' the model to 1 Iteration as a method to calculate correlation coefficients has long been available as a procedure (Kelly & Salisbury, 1926) . However, its use in multiple correlation analysis, especially, as in the present case, with multiple iterations, is only feasible with a computer program. The method presented here uses a specialpurpose Fortran program that is not suitable for general use. We use an Excel spreadsheet for our bootstrap procedures. The algorithm for the least square weights employed in our Fortran program is in the public domain (Greenberger & Ward, 1966) . Our version is modified from Fortran code presented by Veldman (1967) . The advantage of the iterative method is that singular matrices can be accommodated. Furthermore, so long as composite indices and their component measurements do not bear a simple linear relation, singular matrices may be avoided in biometrical applications, and available statistical packages can be used to obtain regression weights. Several applications are available that can be used to obtain the least squares weights needed for our method. In the BMDP package (Dixon, 1992) , program BMDPAM uses a two-step procedure in which regressed estimates are inserted for the second pass through the data. An investigator could begin with the output of the second pass, turn the estimates in the variables of interest to missing, and repeat the process in order to obtain multiple iterations. The version 8.1 of the SAS package (SAS Institute, 1979) also has a missing data procedure, Proc Prinqual. An example program is available (http://ftp.sas.com/ techsup/download/sample/samp_lib/). Finally, bootstrapping could be done directly in SAS.
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   account for idiosyncratic associations; that is, as the ability to predict the known data increases, by taking advantage of random relation in the training set, the ability to predict the unknown may markedly decrease. A more powerful approach is the bootstrap estimation of error variance, in which the known values are compared to estimated missing values in each iteration. When the error term (the sum of squares of the residuals) begins to increase for a particular measurement, one should stop the process and use the estimated value from the previous iteration. Table 1 summarizes the steps involved in the MISDAT procedure.
Results

Primate dataset
The procedure is first tested with a complete and heterogeneous primate dataset, with 80 cases and five variables (Chamberlain, 1987) . The sample is a heterogeneous one, comprising hominoids and Old World monkeys. After 20% of the values were turned to missing, these were estimated with MISDAT, with both r 2 and error variance used to evaluate the model. Figure 1 summarizes the error values, calculated as the estimated value minus the actual value, for 12 missing values, for Scree test or 5b Simulation (bootstrap)
Step 6 Repeat process with variable with second largest fraction of missing data Step 7
Repeat iterative procedure with means in all but first variable which now has ''regressed'' estimates Step 8
Repeat 5a or 5b
Step 9 Repeat procedure until all means have been replaced by regressed estimates Step 10 Select original variable with most missing data
Step 11 Using same original predictor variables, re-estimate values with regressed estimates now substituted for missing. Repeat process for all Step 12 Repeat Steps 10-12 until change in r 2 is acceptably small Figure 2(a) ]. The greatest improvement of the estimates, however, is seen with the second iteration. As expected from the heterogeneity inherent to the primate sample, error variance for each iteration shows that the performance of the mean is poor [ Figure 2(b) ].
The optimal number of iterations for each measurement can be chosen from a plot of error variance where the true value is known (Figure 3) . The mean has been removed in order to heighten differences across iterations, and the error trend is depicted more clearly. Although the second iteration presents the most improvement, a 20% further improvement in prediction can be obtained by continuing until iteration six.
Hominid cranial dataset MISDAT was also tested with a sample of Middle Pleistocene to early Holocene Mesolithic hominids of 39 cases and 20 variables. The sample includes some dummy variables and about 10% missing data. Means were again substituted for missing values, thus creating a ''complete'' sample. Ten per cent of the values actually present were randomly turned to missing. Error variance of estimation compared to the known values was used to determine the optimal number of iterations for each 293    measurement. This number was compared to the one obtained from a scree test of decreasing improvement in r 2 . Figure 4(a) illustrates the change of a single estimated value for one measurement, maximum frontal breadth, for one specimen. Figure 4(b) shows the r 2 value associated with each iteration. Squared multiple correlations stabilize with the third iteration. Hence, we could recommend stopping the iterations at this point.
Changes in raw values by iteration for the seven specimens with missing values for the variable ''subtense at dacryon'' are plotted in Figure 5 . Note the way in which the individual at the top of the graph (open boxes) rapidly tracks its actual value. Interestingly, this Middle Pleistocene specimen is probably the individual furthest removed (phylogenetically) from the rest of the sample, and it may be that among-OTU size differences are responsible for its better performance. The fact that estimates for the specimen at the bottom of the graph (triangular boxes) diverge progressively from the actual value is more difficult to explain, but serves as a reminder that three or four iterations should generally be enough to obtain a reasonable estimate of the missing value.
Data for the seven individuals with missing data illustrated in Figure 5 were pooled ( Figure 6 ). In this bootstrap approach, MIS-DAT estimates were turned to ''missing'' in order to evaluate the precision of its estimates with known values. The r 2 scree plot . In order to avoid overfitting, we would use three iterations for this measurement in subsequent multivariate morphometric studies.
Discussion and conclusions
MISDAT estimates perform better than replacement of missing by means and usually better than classical multiple regression. A stopping point for iterations can be obtained by examining multiple r 2 as a measure of predictive accuracy. However, error variance obtained by comparing predicted values with measurements randomly turned to missing, provides a more clear stopping criterion. An advantage of an iterative approach to obtaining regression coefficient is its ability to use dummy predictor variables and singular matrices.
There is no algorithmic approach available for estimating missing data where randomness in the pattern of missing data cannot be assumed. It is also not possible to estimate missing values accurately with measurements that are not highly correlated with each other, and therefore each dataset is a research problem. Clearly, the method presented here will produce appreciably better measurements than the mean only with predictors that are correlated (r 2 over 0·9) with the variable whose missing value is to be estimated.
The fact that, in order to obtain a complete data matrix for simulations, some value must initially be inserted to replace missing data may appear as a weakness of our approach. With the iterative method however, the initial starting values are gradually converted to better estimates. Use 295    of the mean or any other measure of central tendency only accelerates the process. The greater the percent of missing data, however, the more mean values and the lower the initial covariances available for prediction. Experiments with matrices that have no missing data could proceed by turning first some values to missing with varying degrees of bias, and then, using the bootstrap method, evaluate the results of estimating other values also turned to missing. We expect that for anthropometric measurements with more than 20% missing data, no method is likely to be very useful, especially if bias exists. In any case, the MISDAT method should outperform all existing methods.
The chief problem on any approach is bias in the patterning of missing elements of the data matrix. Bias, whether MROV or MRM, will weaken the usefulness of estimates. In order to investigate the probable effect of bias, additional experiments are necessary. For example, if delicate structures, such as zygomatic bones, are hypothesized to be more likely missing, one might exclude gracile specimens in the regression model. In this case, however, the performance of the method in predicting measurements such as bizygomatic diameter can still be evaluated by simulating the loss of values for smaller specimens. A threshold model could be tested with further simulations. Finding a non-random patterning of missing values may or may not reduce precision of estimates of missing values; the question is an empirical one perhaps best approached using bootstrap methods that develop simulated datasets that resemble the one of interest to the investigator.
