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The imaginary-time Green’s function is a building block of various numerical methods for cor-
related electron systems. Recently, it was shown that a model-independent compact orthogonal
representation of the Green’s function can be constructed by decomposing its spectral representa-
tion. We investigate the performance of this so-called intermediate representation (IR) from several
points of view. First, we develop an efficient algorithm for computing the IR basis functions of
arbitrary high degree. Second, for two simple models, we study the number of coefficients required
to represent the Green’s function within a given tolerance. We show that the number of coefficients
grows only as O(log β) for fermions, and converges to a constant for bosons as temperature T = 1/β
decreases. Third, we show that this remarkable feature is ascribed to the properties of the physically
constructed basis functions. The fermionic basis functions on the real-frequency axis have features
whose width is scaled as O(T ), which are consistent with the low-T properties of quasiparticles in a
Fermi liquid state. On the other hand, the properties of the bosonic basis functions are consistent
with those of spin/orbital susceptibilities at low T . These results demonstrate the potential wide
applications of the IR to calculations of correlated systems.
I. INTRODUCTION
Many theoretical frameworks for describing correlated
electrons are based on imaginary-time Green’s function
theories. Examples include the dynamical mean-field
theory (DMFT)1, various diagrammatic methods2–4, and
quantum Monte Carlo (QMC) methods5–7. Recently,
much effort has been made to study correlated electron
materials by means of these methods in combination with
the density functional theory.8–10 Such calculations for
realistic systems sometimes suffer from large computa-
tional cost and massive memory consumptions. This
problem becomes particularly severe at low temperature
as the data size of the Green’s function increases. It is
thus practically important to develop a compact repre-
sentation of the Green’s function.
In the context of DMFT, it was recently proposed to
represent the imaginary-time dependence of the single-
particle Green’s functions, G(τ), in terms of Leg-
endre polynomials.11 This yields exponentially decay-
ing expansion coefficients, while the ordinary Matsub-
ara representation G(iωn) exhibits a power-law decay.
This technique has been applied to efficient quantum
Monte Carlo (QMC) measurements12–14, solution of
Bethe-Salpeter equations11, and some quantum chem-
istry calculations.15,16 The Legendre representation how-
ever still suffers from slow convergence of expansion co-
efficients in low-temperature regimes of physical interest.
Some of the authors and co-workers have recently pro-
posed a physically motivated compact representation for
G(τ).17 The formalism is based on the fact that extract-
ing the spectral function ρ(ω) from G(τ) is an ill-posed
problem (analytical continuation). This means that G(τ)
has less information than ρ(ω) and hence is compressible
without loss of relevant information. They demonstrated
that high compression of G(τ) is indeed achieved by a
basis derived as the “intermediate representation (IR)”
between imaginary-time and real-frequency domains. An
interesting finding was that the IR basis functions con-
verge to Legendre polynomials in the high-temperature
limit of a control parameter Λ (definition is given later).
Away from this limit, the IR functions constitute a non-
polynomial orthogonal basis set which yields a faster con-
vergence of expansion coefficients than the Legendre rep-
resentation. A succeeding study further showed that the
IR basis functions can be used to construct a compact
representation of the two-particle Green’s functions.18
In this paper, we present a systematic study on the
performance of the compact representation using the IR
basis. In particular, we investigate how the compact-
ness of the IR depends on temperature T in comparison
with the conventional Legendre representation. We show
that the number of required basis functions increases only
logarithmically against 1/T for fermions, while it satu-
rates to a constant for bosons at low temperature. This
scaling clearly indicates a qualitative superiority of the
IR basis over the Legendre representation which yields a
power-law increase of the basis functions in the expan-
sion. By revealing the features of the IR basis functions,
we provide an insight into how the IR provides a compact
representation of the Green’s functions.
The remainder of this paper is organized as follows. In
the next section, we first review the Legendre represen-
tation and the IR to establish notations. We also outline
an efficient method for computing the IR basis functions.
Section III presents results of performance analysis of
these representations using simple models. The general
properties of the IR basis functions are analyzed in Sec.
VI. Section V presents a summary and conclusions.
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2II. ORTHOGONAL REPRESENTATIONS
We review the IR for the single-particle Green’s func-
tion. We first give a brief description on the Legendre
representation, and then introduce the IR.
A. Legendre polynomial representation
We consider the single-particle imaginary-time Green’s
function Gα(τ). The superscript α specifies statistics:
α = F for fermion and α = B for boson. The Matsubara
Green’s function is given by
Gα(iωn) =
∫ β
0
dτeiωnτGα(τ), (1)
where ωn = (2n + 1)pi/β for fermion and ωn = 2npi/β
for boson. Gα(iωn) has a power-law tail at high frequen-
cies, which prevents compact representation of Gα(iωn)
in practical applications.
Boehnke et al. proposed to expand Gα(τ) in terms of
Legendre polynomials11. Since Gα(τ) is continuous and
smooth in the interval of [0, β], one can represent Gα(τ)
as
Gα(τ) =
∑
l≤0
√
2l + 1
β
Pl(x(τ))G
α,L
l , (2)
Gα,Ll =
√
2l + 1
∫ β
0
dτPl(x(τ))G(τ), (3)
where x(τ) ≡ 2τ/β − 1 and Pl(x) is the Legendre
polynomial of degree l. It was demonstrated that the
expansion coefficients Gα,Ll decays exponentially. In
continuous-time QMC calculations, Gα,Ll can be mea-
sured directly, which avoids truncation errors in the
Matsubara-frequency representation. However, expan-
sions in terms of Legendre polynomials become inefficient
as T decreases, since Gα(τ) varies abruptly near τ = 0
and β at low temperatures.
B. Intermediate representation of imaginary-time
and real-frequency domains
1. Definition of basis functions
The IR basis is derived from the spectral (Lehmann)
representation, which connects Gα(τ) with the spectral
function ρα(ω) on the real-frequency axis
Gα(τ) =
∫ ∞
−∞
dω ρα(ω)Kα(τ, ω), (4)
where we take ~ = 1. Here, we define the spectral func-
tion as
ρα(ω) = − 1
piωδα,B
ImGα(ω + i0). (5)
The kernel Kα(τ, ω) reads
Kα(τ, ω) ≡ ωδα,B e
−τω
1± e−βω . (6)
The extra ω’s for boson in Eqs. (5) and (6) was intro-
duced to avoid a singularity of the kernel at ω = 0. Note
that the physical spectrum for boson is given by ωρB(ω).
The difficulty in analytical continuation arises from the
infamous nature of the kernel: It filters out most of the
information contained in ρα(ω) (e.g., features at high ω).
Namely, Gα(τ) contains less information than ρα(ω)19,
which implies the existence of a highly compact repre-
sentation of Gα(τ) without loss of relevant information.
The IR basis functions, {Uαl (τ)} and {V αl (ω)}, are de-
fined by the decomposition
Kα(τ, ω) =
∞∑
l=0
Sαl U
α
l (τ)V
α
l (ω), (7)
in the intervals of [0, β] and [−ωmax, ωmax]. Here, we
introduced a cutoff frequency ωmax. These two basis sets
are orthonormalized in these intervals, respectively. This
decomposition can be regarded as the continuous limit
of the singular value decomposition (SVD) of a matrix
representation of Kα(τ, ω). The coefficients Sαl in Eq. (7)
correspond to singular values in the SVD, which vanish
exponentially as l → +∞. Note that Uαl (τ) and V αl (ω)
are related as
Sαl U
α
l (τ) =
∫ ωmax
−ωmax
dωKα(τ, ω)V αl (ω). (8)
2. Expansion of single-particle Green’s function
The central idea of the IR is to expand Gα(τ) in terms
of the complete basis set {Uαl (τ)} as
Gα(τ) =
∞∑
l=0
Gα,IRl U
α
l (τ). (9)
A fast decay of the expansion coefficients Gα,IRl is shown
as follows. We first assume that the spectral function
ρα(ω) is bounded in [−Ω,Ω]. When the domain of the
{V αl (ω)} covers all region of ρα(ω), namely, ωmax ≥ Ω, a
substitution of Eq. (7) into Eq. (4) leads to
Gα,IRl = −Sαl ραl , (10)
where ραl denotes the expansion coefficients of ρ
α(ω) de-
fined by
ραl ≡
∫ ωmax
−ωmax
dωρα(ω)V αl (ω). (11)
Equation (10) clearly shows that Gα,IRl decays at least as
fast as sαl .
3Equation (10) also indicates that small statistical er-
rors in Gα,IRl are amplified when reconstructing the spec-
tral function ρα(ω) from QMC data. We refer the inter-
ested reader to Ref. 19 for more detailed discussion on
analytical continuation.
3. Dimensionless parameter for basis functions
The singular values Sαl and the shapes of basis func-
tions depend on ωmax and β through the dimensionless
variable Λ ≡ βωmax.17 To see this, we change variables
τ and ω into x ≡ 2τ/β − 1 and y ≡ ω/ωmax. Then, the
kernels read
kF(x, y) ≡ e
−Λ2 xy
2 cosh(Λ2 y)
, (12)
kB(x, y) ≡ y e
−Λ2 xy
2 sinh(Λ2 y)
, (13)
up to a constant. Similarly to Kα(τ, ω), one can decom-
pose kα(x, y) as
kα(x, y) =
∞∑
l=0
sαl u
α
l (x)v
α
l (y), (14)
under the orthonormal conditions in the interval [−1, 1].
The singular values sαl in Eq. (14) are identical to those
in Eq. (7) up to a constant factor which is independent
of l. One can also show the relations
Uαl (τ) =
√
2
β
uαl (2τ/β − 1), (15)
V αl (ω) =
√
1
ωmax
vαl (ω/ωmax). (16)
The previous study showed that uαl (x) and v
α
l (y) con-
verge to Pl(x) up to a normalization factor as Λ → 017.
For Λ > 0, each of them constitutes a non-polynomial
orthogonal basis set.
4. Technical details
In practical calculations, the decompoision in Eq. (14)
can be performed by solving the integral equation
sαl u
α
l (x) =
∫ 1
−1
dykα(x, y)vαl (y). (17)
In the present study, we solved this equation numerically
in the continuous limit. This was achieved by expanding
uαl (x) and v
α
l (y) in terms of piecewise polynomials. To
compute basis functions for small singular values with
controlled accuracy, we used arbitrary precision arith-
metic. We refer the interested reader to Appendix A for
more details.
III. ANALYSIS BASED ON MODEL GREEN’S
FUNCTION
A. Model and method
This section describes how we assess the performance
of the orthogonal representations. The τ -dependence of
Gα(τ) qualitatively differs between metals and insula-
tors. We therefore consider three models represented
by the spectra ρα(ω) illustrated in Fig. 1. We refer to
these models as “gapless model”, “insulating model”,
and “particle-hole asymmetric insulating model”, respec-
tively. We use the energy range of ρα(ω) as the unit of
energy, i.e., Ω = 1.
The spectral function of the gapless model reads
ρα(ω) =
{
pi
2
√
1− ω2 (α = F)
3
2
√
1− ω2 (α = B) . (18)
The physical spectrum for bosons is normalized as∫∞
−∞ |ω|ρB(ω)dω = 1. In Fig. 1(a), we also show Gα(τ)
computed for β = 100. We find that Gα(τ) exhibits a
power-law dependence for the gapless model rather than
an exponential one around τ = 0 and β. We also point
out that GB(τ) decays faster than GF(τ). This is be-
cause the physical spectrum for bosons ωρB(ω) vanishes
linearly toward ω = 0.
Figure 1(b) shows the spectral function of the insu-
lating model, consisting of two delta peaks at ω = ±1
as
ρα(ω) =
1
2
{δ(ω − 1) + δ(ω + 1)} . (19)
This resembles the spectrum of the atomic limit of corre-
lated electrons, e.g., a Mott insulator. For both fermions
and bosons, Gα(τ) decays exponentially. The spectral
function of the particle-hole asymmetric insulating model
is given by
ρα(ω) = δ(ω + 1). (20)
We compute the expansion coefficients Gα,γl by Eq. (9)
for the IR basis (γ = IR) and by Eq. (3) for the Legendre
basis (γ = L). Using Gα,γl up to the n-th degree, we
approximate Gα(τ) as
Gα,IRn (τ) ≡
n∑
l=0
Gα,IRl U
α
l (τ), (21)
Gα,Ln (τ) ≡
1
β
n∑
l=0
√
2l + 1Gα,Ll Pl(x(τ)). (22)
We then define the residual of the expansion by
rα,γn ≡ max
0≤τ≤β
|Gα(τ)−Gα,γn (τ)|. (23)
Figure 2 shows a typical n dependence of rα,γn at low
temperatures. Although rα,γn decreases exponentially for
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FIG. 1. (Color online) Spectral functions ρα(ω) of (a)
the gapless model, (b) the insulating model, and (c) the
particle-hole asymmetric insulating model. Also plotted are
the imaginary-time Green’s function Gα(τ) computed for
β = 100.
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FIG. 2. (Color online) The residual errors rα,Rn computed
for the fermionic gapless model at β = 1000.
both IR and Legendre bases, its exponent is much smaller
(faster decay) for the IR basis than the Legendre basis.
We now quantify the performance of the two basis sets
using the minimum number of basis functions, Nα,γ , such
that rα,γn < 10
−5 for ∀n ≥ Nα,γ . For the data in Fig. 2,
we obtained NF,IR = 20, 24, 30 for the IR basis (Λ = 1, 5,
10, respectively) and NF,L = 88 for the Legendre basis.
Note that expansion coefficients for odd l’s vanish since
the model spectrum has the particle-hole symmetry.
B. Results
We now analyze the performance of the IR and Legen-
dre representations based on the quantity Nα,γ intro-
duced in the last subsection. Since the IR basis has
the control parameter Λ ≡ βωmax, we first clarify how
the performance changes as Λ is varied. Figure 3 shows
NF,IR as a function of ωmax for fixed values of β. Both
the gapless and insulating models exhibit a similar fea-
ture: NF,IR takes the minimum at ωmax/Ω = 1, and
increases only logarithmically as ωmax is increased. For
ωmax/Ω < 1, on the other hand, N
F,IR grows very rapidly
as ωmax is decreased. This behavior is consistent with the
fact that the fast convergence of the expansion is ensured
only for ωmax/Ω ≥ 1 [see Eq. (10)]. Note that the limit
of ωmax = 0 is equivalent to the Legendre representation.
In practical calculations, one may set ωmax to a value
much larger than a rough estimate of Ω. As shown above,
this only slightly influences the performance. For boson,
NB,IR shows the same behavior as above (not shown).
We next discuss the β dependence of Nα,γ for fixed
ωmax (1 and 10). From now on, we present results only
for the gapless model and the insulating model since we
obtained qualitatively the same results for the particle-
hole asymmetric model. Figure 4(a) shows the results
obtained for the gapless model. For the Legendre basis,
Nα,L grows rapidly as β is increased. We found that this
increase follows a power law Nα,L ∝ β0.5 as indicated by
the broken curve. This power law is understood from the
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FIG. 3. (Color online) The minimum number of basis
functions, NF,IR, as a function of ωmax/Ω for fixed β. (a)
The gapless model, (b) insulating model and (c) particle-hole
asymmetric insulating model. The expansion is physical for
ωmax/Ω ≥ 1. The arrows represent the results for the Legen-
dre representation.
asymptotic zero distribution of Pl(x) at large l. We refer
the interested reader to Appendix B for more details.
For the IR, on the other hand, Nα,IR grows much more
slowly. For fermions, NF,IR follows Nα,IR ∝ log β as in-
dicated by lines in Fig. 4(a). The IR becomes superior
to the Legendre basis for β & 10 – 100. Remarkably,
for bosons, NB,IR even converges to a constant at large
β. This indicates that only a fixed number of basis func-
tions are sufficient for describing GB(τ) within a given
tolerance at low temperature.
Figure 4(b) shows the results obtained for the insu-
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(b) Insulating model
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FIG. 4. (Color online) Number of the required basis func-
tions, Nα,γ , as a function of β. (a) gapless model and (b) in-
sulating model. The broken curve (∝ β0.5) and lines (∝ log β)
are used to guide the eye.
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FIG. 5. (Color online) Singular values sαl computed for
(a) α = F and (b) α = B.
lating model. For both of the Legendre basis and the
IR basis, we need slightly more basis functions than the
gapless model to reach convergence to the same toler-
ance. This is because Gα(τ) of the insulating model has
a stronger τ dependence than the gapless model around
τ = 0 and β (see Fig. 1). We however observed qualita-
tively the same β dependences as the gapless model: The
number of basis functions grows logarithmically with β,
and NB,IR is smaller than NF,IR at large β. These results
demonstrate the universality of these features of the IR.
Although the primary interest here is the convergence
properties of Gα(τ), some of the readers may be inter-
ested in how well the spectral function ρα(ω) is described
by {V αl (ω)} for l ≤ Nα,IR. As indicated by Eq. (10), ραl
decays slower than Gα,IRl . We emphasize, however, that
the fast convergence of Gα(τ) is sufficient for perform-
ing efficient calculations of quantum many-body theories
such as the Bethe-Salpeter equation for the susceptibil-
ity. We refer the interested readers to Appendix C and
Ref. 19 for results on the convergence of ρα(ω).
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FIG. 6. (Color online) Number of singular values above a
fixed cut-off value for (a) fermion and (b) boson.
IV. ANALYSIS OF IR BASIS FUNCTIONS
In this section, we study the properties of the IR ba-
sis functions to gain an intuitive understand of the out-
standing performance of the IR. For this purpose, we first
analyze the relation between the singular values and the
dimensionless parameter Λ = βωmax.
We plot sαl /s
α
0 computed for several values of Λ in
Fig. 5. For both of fermions and bosons, sαl /s
α
0 van-
ishes exponentially at large l as reported in the previous
study17. The decay becomes slower only slightly even
when Λ is increased by several orders of magnitude. An
interesting finding for boson is that sBl /s
B
0 seem to con-
verge to a single curve at large Λ. See Appendix D for the
detailed analysis of the asymptotic behavior at l =∞.
We now define Mα as the number of singular values
above a certain cutoff. Equation (10) indicates that Mα
gives an upper bound for Nα,IR. Figures 6(a) shows the
Λ-dependence of MF computed for the cutoff values of
10−5 and 10−15. It turns out that MF increases roughly
logarithmically as Λ increases. This indicates that the
logarithmic dependence of NF,IR on ωmax and β found in
Figs. 3 and 4 is a general feature of the fermionic IR basis.
Figure 6(b) shows the results for bosons. In clear contrast
to fermions, MB grows more slowly and even becomes
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FIG. 7. (Color online) β dependence of V αl (ω) for l = 0 and 10
(ωmax = 1). We also show the β dependence of the positions
of the zeros in the interval [0, ωmax]. In the third figure of
(a), the broken lines denote ∝ β−1 and ∝ β−0.1, respectively.
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FIG. 8. (Color online) Λ dependence of IR basis functions
Uα0 (τ) near τ = 0 (ωmax = 1). We also show the β dependence
of the positions of the zeros in the interval [0, β/2]. In the
third figure of (a), the broken lines denote ∝ β and ∝ β0.1,
respectively.
8saturated at large Λ. This trend is seen more clearly for
the cutoff value of 10−5. This is a consequence of the
convergence of sBl /s
B
0 to the single curve as Λ → +∞.
This result indicates that the saturation of NB,IR is a
model-independent behavior of the bosonic IR.
To understand the physical meaning of these observa-
tions, we analyze the IR basis functions V αl (ω). These
basis functions are related to Uα(τ) through the inte-
gral equation (8). Figure 7(a) shows the β dependence
of V Fl (ω) for ωmax = 1. As reported in the previous
study17, there is a peak at ω = 0 in V Fl (ω), which be-
comes shaper as β is increased. For l > 0, there are
additional peaks and zeros away from ω = 0. To see how
these features scale with β, we show the β dependence
of the positions of the zeros in Fig. 7(a). The zeros near
ω = 0 scales roughly as O(β−a) with a ' 1. The expo-
nent are smaller for zeros away from ω = 0. As a result,
their positions depend on β more weakly than those near
ω = 0. We observed the same trend for other values of l
(not shown). For bosons, as β is increased, V Bl (ω) con-
verges in the whole region of ω for each l [see Fig. 7(b)].
Another clear distinction from the fermionic case is that
V Bl (0) vanishes as Λ→ +∞.
In Fig. 8, we show how these differences in V αl (ω) af-
fect the β dependence of Uαl (τ). The fermionic basis
functions UFl (τ) show a substantial β dependence even
up to β = 106, and their zeros scale as power laws of β.
In contrast, UBl (τ) and their zeros converges quickly to
a single curve as β is increased. Let us remind that all
the zeros of the Legendre basis functions scale as O(β)
(see Fig. 2). This behavior does not match either the
fermionic one or the bosonic one.
We now discuss the physical meanings of these prop-
erties of the IR basis functions. For fermions, the O(T )
scaling near ω = 0 plays a substantial role in describing
low-energy phenomena in a fermionic system efficiently.
For instance, in a Fermi-liquid state, relevant physics
takes place in the vicinity of the Fermi level whose width
in energy scales as O(T ). On the other hand, the weaker
scaling away from ω = 0 allows the basis functions to
retain the capability of describing features in the high-
frequency part of the spectrum even at low T . These
results indicate that the fermionic IR basis functions in-
volve energy scale hierarchy.
On the other hand, the β dependence of the bosonic
basis functions can be understood as follows. Let GB(τ)
be the physical correlation function corresponding to a
spin or charge susceptibility. Then, its integral over
τ gives the corresponding static susceptibility as χ =∫ β
0
dτGB(τ). If there is no ground-state degeneracy, χ
converges to a finite value as β → +∞.20 This requires
that, as β is increased, GB(τ) should not change its form
around τ = 0 and β and vanish around τ = β/2. The
bosonic IR basis functions clearly satisfy these physical
requirements.
Let us emphasis that the construction of the IR basis
functions takes into account these physical facts through
the definition of Kα(τ, ω). These may explain why the IR
provides a more compact representation at low tempera-
ture than the conventional orthogonal polynomial repre-
sentation with no physical ground.
V. SUMMARY AND DISCUSSION
In summary, we studied the performance of the rep-
resentation of the single-particle Green’s function using
the IR basis functions. This was accomplished by de-
veloping an algorithm for computing the IR basis func-
tions of arbitrary high degree. Our findings obtained
in Sec. III are summarized as follows. First, when the
frequency cutoff ωmax is larger than the width of the
spectrum Ω, The number of basis functions required to
represent Gα(τ) within a given tolerance, Nα,IR (α =F,
B), grows only logarithmically with ωmax. This indicates
that the choice of ωmax only slightly influences conver-
gence, which is beneficial in practical applications. Sec-
ond, as β is increased with ωmax fixed, N
F,IR grows as
O(log β) for fermions, while NB,IR converges to a finite
value for bosons. Thus, Nα,IR grows more slowly than
any power of β, indicating potential superiority to the
existing technology.
In Sec. IV, we analyzed the properties of the IR basis
functions in detail. By clarifying the distribution of the
singular values sαl , we showed that the above-mentioned
weak dependences of Nα,IR on ωmax and β are a gen-
eral property of the IR. We revealed the existence of
energy scale hierarchy in the fermionic basis functions.
We further showed that the IR basis functions for boson
correctly capture the characteristic features of physical
GB(τ), e.g., convergence of the static susceptibility at
low temperatures.
The IR basis functions may be useful not only for stor-
ing the imaginary-time Green’s function but also for per-
forming many-body calculations. The problem of com-
putation time and memory consumption is particularly
severer for calculations based on theories involing two-
particle Green’s functions such as Bethe-Salpeter equa-
tion21,22, parquet equations23,24, and diagrammatic ex-
tensions of DMFT25,26. In Ref. 17, some of the authors
and co-workers analyzed the spectral representations of
two-particle Green’s functions. They showed that two-
particle Green’s functions can be expanded compactly
in terms of the IR basis functions for the single-particle
Greens’ function. In addition, it was shown that the con-
vergence properties of the two-particle Green’s functions
are essentially identical to those of the single-particle
Green’s function. Together with this, the present results
indicate that the data size of the two-particle Green’s
function increases more slowly than any power of β. The
IR will enable efficient treatment of these diagrammatic
equations at two-particle level.
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Appendix A: Method for computing basis functions
In this Appendix, we describe an efficient method for
solving the integral equation (17). We note that a solu-
tion of the integral equation is either even or odd with
respect to x and y since kα(x, y) = kα(−x,−y). We com-
pute even and odd solutions separately by solving the two
integral equations
siu
even
i (x) =
∫ 1
0
dykeven(x, y)veveni (y), (A1)
siu
odd
i (x) =
∫ 1
0
dykodd(x, y)voddi (y) (A2)
under the orthonormal condition
∫ 1
0
ui(x)uj(x)dx =∫ 1
0
vi(y)vj(y)dy = δij . Here, we defined k
even ≡
kα(x, y) + kα(x,−y) and kodd ≡ kα(x, y) − kα(x,−y).
Hereafter, we drop the index α for statistics for simplic-
ity. Once these two equations are solved, the solutions
of the original equation (17) are constructed by sorting
singular values sPi in decreasing order (P = even, odd).
According to the Bobnov-Galerkin method27, we ex-
pand uPi (x) and v
P
i (y) in terms of complete orthonormal
coordinate functions {φs,p(x)}, {φ˜s,p(y)} as
uPi (x) =
N∑
s,p
uPi,s,pφs,p(x), (A3)
vPi (y) =
N˜∑
s,p
vPi,s,pφ˜s,p(y), (A4)
where
∫ 1
0
dxφi,s(x)φj,s′(x) =
∫ 1
0
dyφ˜i,s(y)φ˜j,s′(y) =
δijδss′ . Our coordinate functions are defined on multi-
domains as
φs,p(x) ≡{√
2
xs+1−xs P˜p
(
x+1
2 (xs+1 − xs) + xs
)
(xs ≤ x ≤ xs+1)
0 (otherwise)
,
(A5)
φ˜s,p(y) ≡{√
2
ys+1−ys P˜p
(
y+1
2 (ys+1 − ys) + ys
)
(ys ≤ y ≤ ys+1)
0 (otherwise)
(A6)
for p = 0, · · · , Np− 1. In the present study, we use Np =
10. The index s runs from 1 to Ns for x, while it runs
from 1 to N˜s for y. We have NpNs coordinate functions
for x and NpN˜s ones for y, respectively. The end points
of the domains are in ascending order: x1(= 0) < x2 <
· · · < xNs−1 < xNs(= 1) and y1(= 0) < y2 < · · · <
yN˜s−1 < yN˜s(= 1). For convenience, we have defined
P˜p(x) ≡
√
2l + 1
2
Pp(x) (A7)
so that
∫ 1
−1 dxP˜p(x)P˜p′(x) = δpp′ . We will explain how
the distribution of the domains is optimized in an adap-
tive way below.
We define a combined index of section s and polyno-
mial order p as k ≡ (s, p). For a given distribution of
domains, we compute the expansion coefficients uPi,k and
vPi,k′ by performing the SVD of the matrix representation
of the two kernels
KP = UPSP (V P )
T , (A8)
where
(KP )kk′ ≡
∫ 1
0
dx
∫ 1
0
dy φk(x)k
P (x, y)φ˜k′(y). (A9)
S is a diagonal matrix with diagonal elements of sPi . The
expansion coefficients are given by the column vectors
of UP and V P . Note that the solutions satisfy the or-
thonormal condition by construction.
We determine an optimal distribution of domains by
monitoring the truncation error in the following proce-
dure. First, we compute the positions of the zeros of
uPi (x) and v
P
i (y) roughly by the SVD of the kernels dis-
cretized for x and y, respectively. We use them as break-
ing points of the interval to generate an initial set of do-
mains. Then, following the above procedure, we compute
uPi (x) and v
P
i (y). Then, for each domain, we estimate the
truncation error of the most rapidly oscillating function,
i.e., the solution for the smallest singular value of inter-
est. If convergence is not reached at some domains, we
split them into halves. Once the distribution of domains
is updated, we compute more accurate solutions uPi (x)
and vPi (y). We repeat this procedure until the truncation
error becomes sufficiently small for all domains.
Appendix B: Convergence properties of the
Legendre basis
The power-law scaling can be understood as fol-
lows. We assume that the imaginary-time resolution of
Pl(x(τ)) is determined by the closest zero to τ = 0, which
1−x1 scales as O(β/l2) at large l. On the other hand, the
time scale of the decay of Gα(τ) near τ = 0 is O(1/ωmax)
(ωmax = 1 in the present case). From the condition that
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FIG. 9. (Color online) Expansion coefficients of the spectral
function ρFl for the insulating model and reconstructed spec-
tral function from coefficients for l ≤ 24 and l ≤ 100. In the
upper panel, we show data only for even l.
these two time scales match, i.e., β/l2 ∝ 1, we obtain the
scaling relation
Nα,L(δ) ∝
√
β, (B1)
which explains the power-law behavior.
Appendix C: Convergence of spectral function
Figure 9 shows the expansion coefficients ρFl in terms
of V Fl (ω) for fermion (β = 10
2 and ωmax = 10). We also
plot the spectral functions ρF(ω) reconstructed from the
coefficients for l ≤ 24 and l ≤ 100, respectively. Although
the imaginary-time Green’s function GF(τ) is described
very accurately by UFl (τ) for l ≤ 24 [see Fig. 4(b)], the
expansion coefficients ρFl do not even decay for l ≤ 100.
As a result, the ρF(ω) converges very slowly. One can find
a similar analysis for a more realistic model in Ref. 19 (see
Fig. 5).
Appendix D: Asymptotic behavior of IR basis
functions
In the previous study17, it was shown that uαl (x) and
vαl (y) converge to Legendre polynomials up to normal-
ization factors as Λ → 0. This motivates us to study
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FIG. 10. (Color online) Difference of the overlap between
uαl (x) and Legendre polynomials from 1.
the overlap between the IR basis functions and Legendre
polynomials for finite values of Λ. We define the overlap
between these two basis functions as
Oul =
√
2l + 1
∫ 1
−1
dx uαl (x)Pl(x), (D1)
where |Oul | ≤ 1 by definition. Figure 10 shows results
computed for Λ ≤ 100. An interesting observation is
that 1 − Oul vanishes as power laws as l is increased.
This indicates that uαl (x) converges to Pl(x) as l→ +∞
for a fixed value of Λ. We can define the crossover point
by the onset of the power-law decay. The crossover point
however grows rapidly as Λ is increased. In particular,
for Λ = 100, the residual starts to decay as a power
law only at l ' 100, where sαl /sα0 are much less than
10−10. Thus, IR basis functions in the smaller-l region
of physical interest are substantially different from Leg-
endre polynomials.
We define the overlap between vαl (y) and Legendre
polynomials as
Ovl ≡
√
2l + 1
∫ 1
−1
dy vαl (y)Pl(y). (D2)
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FIG. 11. (Color online) Overlap between vαl (y) and Legendre
polynomials.
Figure 11 shows results computed fro Λ = 1, 10, 100.
In contrast to uαl (x), v
α
l (y) do not seem to converge to
Legendre polynomials as l is increased. This asymmetry
between uαl (x) and v
α
l (y) may originate from the denom-
inator of the kernel in Eqs. (12) and (13).
The crossover to Legendre polynomials may be related
to a scaling behavior of singular values. Figure 12 shows
a scaling plot where the decay rate of singular values,
sl+1/sl, is plotted against l/Λ. Interestingly, the data
for all values of Λ seem to collapse on a single curve.
For l/Λ . 1, the decay rate is almost independent of
l/Λ. This means that the singular values decay roughly
exponentially as sαl ∝ e−cl, where c is a positive constant.
On the other hand, l/Λ & 1, the decay rate scales
linearly with l/Λ in logarithmic scale. This means that
the decay rate increases as l is increased as sl+1/sl ∝
l/Λ in this asymptotic region. This indicates the scaling
relation: sαl ∝ Λ
l
l! .
The crossover point grows rapidly as lcrossover ' 0.1Λ.
Although we were not able to compute singular values for
large enough l to reach the crossover point for Λ > 1000.
the scaling relation seems to hold for a wide parameter
region of Λ. A remaining issue is how the two asymp-
totic behaviors of singular values and uαl (x) are related.
Although we naively expect that they coincide with each
other, a more detailed analysis is left for a future study.
∗ shinaoka@mail.saitama-u.ac.jp
1 A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg,
Rev. Mod. Phys. 68, 13 (1996).
2 I. E. D. A. A. Abrikosov, L. P. Gorkov, Methods of Quan-
tum Field Theory in Statistical Physics (Dover Publica-
tions, 1975).
3 F. Aryasetiawan and O. Gunnarsson, Rep. Prog. Phys. 61,
237 (1998).
4 W. Metzner, M. Salmhofer, C. Honerkamp, V. Meden, and
K. Scho¨nhammer, Rev. Mod. Phys. 84, 299 (2012).
5 E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov,
M. Troyer, and P. Werner, Rev. Mod. Phys. 83, 349
(2011).
6 A. W. Sandvik and J. Kurkija¨rvi, Phys. Rev. B 43, 5950
(1991).
7 S. Rombouts, K. Heyde, and N. Jachowicz, Phys. Rev.
Lett. 82, 4155 (1999).
8 S. Biermann, F. Aryasetiawan, and A. Georges, Phys. Rev.
Lett. 90, 086402 (2003).
9 G. Kotliar, S. Y. Savrasov, K. Haule, V. Oudovenko,
O. Parcollet, and C. Marianetti, Rev. Mod. Phys. 78,
865 (2006).
10 C. Platt, R. Thomale, and W. Hanke, Phys. Rev. B 84,
235121 (2011).
11 L. Boehnke, H. Hafermann, M. Ferrero, F. Lechermann,
and O. Parcollet, Phys. Rev. B 84, 075145 (2011).
12 L. Huang, Y. Wang, Z. Y. Meng, L. Du, P. Werner, and
X. Dai, Comput. Phys. Commun. 195, 140 (2015).
13 P. Seth, I. Krivenko, M. Ferrero, and O. Parcollet, Com-
put. Phys. Commun. 200, 274 (2016).
14 H. Shinaoka, E. Gull, and P. Werner, Comput. Phys. Com-
mun. 215, 128 (2017).
15 A. A. Kananenka, J. J. Phillips, and D. Zgid, J. Chem.
Theory Comput. 12, 564 (2016).
16 A. A. Rusakov and D. Zgid, J. Chem. Phys. 144, 054106
(2016).
17 H. Shinaoka, J. Otsuki, M. Ohzeki, and K. Yoshimi, Phys.
Rev. B 96, 035147 (2017).
18 H. Shinaoka, J. Otsuki, K. Haule, M. Wallerberger,
E. Gull, K. Yoshimi, and M. Ohzeki, arXiv:1803.01916.
19 J. Otsuki, M. Ohzeki, H. Shinaoka, and K. Yoshimi, Phys.
Rev. E 95, 061302(R) (2017).
20 If the ground state is degenerate, the spin correlation func-
tion involves a constant contribution which does not de-
pend on τ . This constant term is not expanded into Uαl (τ)
compactly. Therefore, one should treat this constant term
separately. We refer the interested reader to a related dis-
cussion in Section III A of Ref. 18.
21 J. Kunesˇ, Phys. Rev. B 83, 085102 (2011).
22 A. Tagliavini, S. Hummel, N. Wentzell, S. Andergassen,
A. Toschi, and G. Rohringer, arXiv:1803.03036.
23 A. Valli, T. Scha¨fer, P. Thunstro¨m, G. Rohringer, S. An-
dergassen, G. Sangiovanni, K. Held, and A. Toschi, Phys.
Rev. B 91, 115115 (2015).
24 G. Li, N. Wentzell, P. Pudleiner, P. Thunstro¨m, and
K. Held, Phys. Rev. B 93, 920 (2016).
25 G. Rohringer, H. Hafermann, A. Toschi, A. A. Katanin,
A. E. Antipov, M. I. Katsnelson, A. I. Lichtenstein, A. N.
Rubtsov, and K. Held, arXiv:1705.00024.
26 N. Wentzell, G. Li, A. Tagliavini, C. Taranto,
12
10−5 10−3 10−1 101
l/Λ
10−2
10−1
100
sF l
+
1
/s
F l
Λ = 101
Λ = 102
Λ = 103
Λ = 104
Λ = 105
Λ = 106
10−5 10−3 10−1 101
l/Λ
10−2
10−1
100
sB l
+
1
/s
B l
Λ = 101
Λ = 102
Λ = 103
Λ = 104
Λ = 105
Λ = 106
FIG. 12. (Color online) Scaling plot of decay rate of singular
values.
G. Rohringer, K. Held, A. Toschi, and S. Andergassen,
arXiv:1610.06520.
27 A. D. Polyanin and A. V. Manzhirov, Handbook of Integral
Equations, Second Edition (CRC Press, 2008).
