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1. INTRODUCTION
It is well known (see [2] and [13]) that if : and ; are respectively a
lower and an upper solution of the Neumann problem
&u"= f (t, u), u$(a)=u$(b)=0 (1.1)
and :; on I=[a, b], then this problem has a solution u # [:, ;]=
[u # C (I ) | \t # I, :(t)u(t);(t)]. Such a result remains valid if f is a
Carathe odory function which depends on u$ and satisfies some Nagumo
type conditions.
Furthermore, if f satisfies a one-side Lipschitz condition we can con-
struct two monotone sequences which converge uniformly to the extremal
solutions of problem (1.1). One of them with first term : is an increasing
sequence, the other with first term ; is decreasing. This monotone method
ensures the existence of extremal solutions and provides approximations of
these solutions.
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These results have been extended to the ,-laplacian problem by different
authors. Here , is a increasing homeomorphism from R onto R. In [5],
Cabada and Pouso proved the existence of solutions of the problem
&(,(u$(t)))$= f (t, u(t), u$(t)), u$(a)=u$(b)=0 (1.2)
in the sector [:, ;]. These solutions were obtained as the limit of solutions
of different inhomogeneous mixed problems. Cherpion, De Coster and
Habets proved in [8] the existence of extremal solutions in [:, ;] and the
validity of the monotone method for Dirichlet problems. Other results in
this direction, considering :; and different boundary conditions, are
given in [6, 7, 9, 11, 12, 16 and 17].
If the lower and the upper solutions are given in the reversed order, i.e.
:;, the existence of solutions of problem (1.1) is not assured, in general.
Consider for example the problem
u"+u=cos t, u$(0)=u$(?)=0,
which has no solution although :(t)#1 and ;(t)#&1 are lower and
upper solutions.
It is proved in [3] that the monotone method is valid if f (t, u, u$)#
f(t, u) is a Carathe odory function that satisfies a one-sided Lipschitz condition
for a.e. t # I, \u, v # [;(t), :(t)]
uv O f (t, u)&Mu f (t, v)&Mv. (L)
Here M is a positive constant such that the operator &u"&Mu is
inverse negative on the space [u # W 2, 1(I ) | u$(a)0u$(b)], i.e. if
(a) for all _ # L1(I ) and L0 , L1 # R, the problem
&u"(t)&Mu(t)=_(t), u$(a)=L0 , u$(b)=L1 ,
has a unique solution u, and
(b) for _0 a.e. on I and L00L1 , we have u0 on I.
It is not difficult to see that this result is optimal in the sense that for all
M>0 such that &u"&Mu is not inverse negative on this space we can
find a function f, a lower solution : and an upper solution ; such that
:; and problem (1.1) has no solution in [;, :].
The case in which f depends on u$ is treated on [4] and similar existence
results are obtained with respect to the operator &u"+a |u$|&Mu, where
a # R.
In both cases, the existence of solutions in [;, :] is given via anti-maxi-
mum principles. Such comparison principles are fundamental tools to
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ensure both the existence and the approximation of the extremal solutions
of problem (1.1) via the monotone method.
In this paper, we are going to study the scalar Neumann problem
&
d
dt
,(u$(t))= f (t, u(t)), u$(a)=0=u$(b), (N )
under the following assumptions:
(H1) ,: R  R is an increasing homeomorphism such that ,(0)=0.
(H2) For every compact interval [k1 , k2] there exists K>0 such that
for all u, v # [k1 , k2]
(,(u)&,(v))(u&v)K(u&v)2.
(H3) f : I_R  R is a L1-Carathe odory function, i.e. f ( } , u) is
measurable on I for each u # R, f (t, } ) is continuous on R for a.e. t # I and
for every R>0 there exists hR # L1(I ) such that
| f (t, u)|hR(t) for a.e. t # I and all u with |u|R.
A solution of (N ) is a function u # C1(I ) such that , b u$ # W 1, 1(I ) and (N )
holds.
Existence of extremal solutions in [;, :] via the monotone method is
obtained in Section 4. Such results are based on anti-maximum comparison
principles for the operator &(,(u$))$&Mu, which are presented in Section
3. These are stronger than the classical anti-maximum principle since we
need to compare two solutions of the problem
&(,(u$))$ (t)&Mu(t)=_(t), u$(a)=L0 , u$(b)=L1 . (1.3)
As we shall see our results are optimal in the sense that if , is the identity
we obtain the best possible estimate on M given in [3].
In Section 2 we prove the existence of solutions for the problem (1.3)
with L0=L1=0. Such a result is not straightforward since this problem
involves nonlinear operators.
Condition (H2) seems to be rather restrictive, since it is equivalent to
‘‘,&1 is a locally lipschitzian function’’. Such an assumption is not satisfied
by the one-dimensional p-Laplacian, ,(u)=|u| p&2 u, with p>2. However,
this condition is a somewhat optimal condition on , to work the monotone
method in the presence of lower and upper solutions in the reversed order.
Indeed, in Section 5 we prove that for any p>2 we can find a p-Laplacian
Neumann problem for which there exist a lower solution :, an upper solu-
tion ;: and there exists no solution lying between ; and :.
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Finally, in Section 6, using the generalized iterative techniques of
Heikkila and Laksmikantham [10], we generalize the existence result we
prove in Section 2 to problems with a righthand side which may be discon-
tinuous with respect to all its arguments.
2. PRELIMINARY RESULTS
We shall use the following notations. Let I=[a, b] and p # [1, [. For
u # L1(I ), we write
u =
1
b&a |
b
a
u(s) ds and u~ (t)=u(t)&u ,
for u # L p(I ),
&u&p=\|
b
a
|u(s)| p ds+
1p
and for u # C (I ),
&u&=sup
t # I
|u(t)|.
Let us first recall some classical integral inequalities (see [15]).
Lemma 2.1. Let u # C1(I ).
(a) If u(a)=0 or u(b)=0 then &u$&22(
?
2(b&a))
2 &u&22 .
(b) If u =0 then &u$&22( ?b&a)2 &u&22 .
Corollary 2.2. If u # C1(I ) is such that u =0 then
&u&(b&a)12 &u$&2 .
Proof. Since u =0 and u is a continuous function on I, there exists t0 # I
such that u(t0)=0. Hence
&u&=sup
t # I } |
t
t0
u$(s) ds }|
b
a
|u$(s)| ds.
The result follows now from Ho lder’s inequality. K
Now we need some results on the ,-Laplacian differential operator.
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Proposition 2.3. Let ,: R  R satisfy condition (H1). Then the operator
A: Dom A/C (I )  L1(I ),
defined by
A(u)(t)=&
d
dt
(, b u$)(t)
and
Dom A=[u # C1(I ) | , b u$ # W1, 1(I ), u$(a)=0, u =0],
has a completely continuous inverse.
Further, if _ =0, u=A&1(_) is such that u$(b)=0.
Proof. The proof of this result follows rightaway from the explicit com-
putation of the inverse
A&1(_)(t)=
&1
b&a |
b
a
|
t
a
,&1 \&|
s
a
_(r) dr+ ds dt
+|
t
a
,&1 \&|
s
a
_(r) dr+ ds. K
In order to establish a first existence result for (N) in case the righthand
side is linear, we shall need to reenforce condition (H2).
(H2*) There exists K>0 such that for all u, v # R
(,(u)&,(v))(u&v)K(u&v)2.
Such an assumption comes up naturally if we study the problem
u"=q(u$) f (t, u), u$(a)=0, u$(b)=0,
assuming q, 1q # L(R, R+) and f (t, u) is L1-Carathe odory. Indeed, this
problem is equivalent to (N), where
,(v)=|
v
0
dv
q(v)
satisfies (H 2*) (see [7]).
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Proposition 2.4. Let ,: R  R satisfy assumptions (H1) and (H2*).
Assume M # (&, K?2(b&a)2), M{0, where K is the constant given in
(H2*). Then for any _ # L1(I ) the BVP
&
d
dt
(, b u$)(t)=Mu(t)+_(t), u$(a)=0, u$(b)=0, (2.1)
has at least one solution.
Proof. Integrating (2.1) on [a, b] we obtain
Mu =&_ .
Thus if we find u~ , a solution of
&
d
dt
(, b u$)(t)=Mu(t)+_~ (t), u$(a)=0, u$(b)=0,
then u=u~ &_ M will be a solution of (2.1).
Consider the homotopy
&
d
dt
,(u$(t))=*Mu(t)+_~ (t), u$(a)=0, u$(b)=0, (2.2)
where * # [0, 1].
Part 1: A fixed point problem. Proposition 2.3 implies that (2.2)
reads
A(u)=*Mu+_~
and is equivalent to the fixed point problem
u=T*u,
where T* : X/C (I )  C (I ) is defined by T*(u)=A&1(*Mu+_~ ) and
X=[u # C (I ) | u =0]. Further T* is completely continuous.
Part 2: A priori bounds. Multiplying (2.2) by u # X and integrating,
we compute
K &u$&22&*M &u&
2
2|
b
a
,(u$(t)) u$(t) dt&*M &u&22
=&|
b
a
d
dt
[,(u$(t))] u(t) dt&*M &u&22&_~ &1 &u& .
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Now if M0 we have that
K &u$&22&*M &u&22K &u$&22 .
On the other hand, if M>0 we have that
K &u$&22&*M &u&22\K&M \b&a? +
2
+ &u$&22 .
Hence, for any M # (&, K?2(b&a)2), we can find a constant C>0,
independent of *, such that
K &u$&22&*M &u&
2
2C(b&a) &u$&
2
2C &u&
2
 ,
and then
&u&C&1 &_~ &1 .
Conclusion. The claim follows now from classical properties of the
degree. K
Remark. Note that the last proposition remains true if we weaken con-
dition (H2*) into
(H +2 ) There exists K>0 such that for all v # R, ,(v) vKv
2.
3. ANTIMAXIMUM COMPARISON PRINCIPLES
In this section, we prove the antimaximum comparison principles we
need to apply the monotone method to problem (N ). The proof of this
result will be deduced as a consequence of maximum comparison principles
for problems with mixed boundary conditions.
Proposition 3.1. Let , satisfy conditions (H1) and (H2*) and
M # \&, K?
2
4(b&a)2+ .
If u1 , u2 are such that ui # C1(I ), , b u i$ # W1, 1(I), i=1, 2, and
&
d
dt
(, b u$1)(t)&Mu1(t)&
d
dt
(, b u$2)(t)&Mu2(t),
(3.1)
u$1(a)u$2(a), u1(b)u2(b),
then u1u2 . If further M0, we have u$1u$2 on I.
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Proof. Assume, by contradiction, that u1&u2 has a negative minimum
at t0 # [a, b). Hence u$1(t0)=u$2(t0) and there exists t1>t0 such that
u1(t1)=u2(t1) and u1(t)<u2(t) for all t # [t0 , t1).
Multiplying (3.1) by (u1&u2) and integrating between t0 and t1 , we get
K |
t1
t0
(u$1(t)&u$2(t))2 dt|
t1
t0
(,(u$1(t))&,(u$2(t)))(u$1(t)&u$2(t)) dt
M |
t1
t0
(u1(t)&u2(t))2 dt.
Now, using Lemma 2.1 and (t1&t0)2(b&a)2, we come to
K
?2
4(b&a)2 |
t1
t0
|u1(t)&u2(t)|2 dtM |
t1
t0
|u1(t)&u2(t)|2 dt,
which contradicts the assumption.
Further, we deduce from (3.1) that, if M0, then
&
d
dt
(,(u$1(t))&,(u$2(t)))M(u1(t)&u2(t))0.
Hence , b u$1&, b u$2 is decreasing, and since ,(u$1(a))&,(u$2(a))0 we have
,(u$1(t)),(u$2(t)) for all t # I or equivalently u$1u$2 on I. K
Similarly, one can prove the following result.
Proposition 3.2. Let , satisfy conditions (H1) and (H2*) and
M # \&, K?
2
4(b&a)2+ .
If u1 , u2 are such that ui # C1(I ), , b u$i # W 1, 1(I ), i=1, 2, and
&
d
dt
(, b u$1)(t)&Mu1(t)&
d
dt
(, b u$2)(t)&Mu2(t),
u1(a)u2(a), u$1(b)u$2(b),
then u1u2 . If further M0, then u$1u$2 on I.
From Propositions 3.1 and 3.2 we can deduce the following
antimaximum comparison principle for Neumann boundary conditions.
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Proposition 3.3. Let , satisfy conditions (H1) and (H2*) and
M # \0, K?
2
4(b&a)2+ .
If u1 , u2 are such that ui # C1(I ), , b u$i # W1, 1(I ), i=1, 2, and
&
d
dt
(, b u$1)(t)&Mu1(t)&
d
dt
(, b u$2)(t)&Mu2(t),
(3.2)
u$1(a)u$2(a), u$1(b)u$2(b),
then u1(t)#u2(t) or u1(t)<u2(t) on I.
Proof. Assume that u1 {u2 . If u1u2 on I, integrating the equation in
(3.2) we have
,(u$2(b))&,(u$1(b))&,(u$2(a))+,(u$1(a))M |
b
a
(u1&u2) ds>0,
which contradicts the boundary conditions.
Suppose next there exists t0 # [a, b) such that u1(t0)=u2(t0). Notice that
0<(b&t0)2(b&a)2, so that Proposition 3.2 holds on [t0 , b] and u1u2
on this interval. Similarly, if t0 # (a, b], we deduce from Proposition 3.1
that u1u2 on [a, t0]. It follows that u1u2 on I which is not possible
from the first part of the proof.
Thus we have proved that if u1 {u2 then u1(t)<u2(t) on I. K
Remark. When , is the identity, the estimates we obtained in this
section are optimal (see [3]), since for each M>?24(b&a)2 we can find
_0 for which the unique solution of the corresponding mixed or
Neumann problem does not have constant sign.
It is easy to deduce from the preceeding proposition a uniqueness result.
Corollary 3.4. Let , satisfy conditions (H1) and (H 2*),
M # \0, K?
2
4(b&a)2+
and _ # L1(I ).
Then problem (2.1) has a unique solution.
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4. THE MONOTONE METHOD
We shall say : # C1(I ) is a lower solution of (N ) if , b :$ # W 1, 1(I ) and
&
d
dt
,(:$(t)) f (t, :(t)), :$(a)0:$(b).
An upper solution is defined by reversing inequalities in the previous definition.
Let : and ; # C1(I ) be such that ;(t):(t) on I. We write then
[;, :]=[v # C1(I ) | ;(t)v(t):(t) on I].
Next, using assumption (H3), we can find h # L1(I ) such that | f (t, u)|
h(t) for a.e. t # I and all u # [;(t), :(t)]. We define then
k1(:, ;)=,&1(&&h&1) and k2(:, ;)=,&1(&h&1).
If further : and ; are lower and upper solutions, it is easy to check that
for all t # I
:$(t), ;$(t) # [k1(:, ;), k2(:, ;)].
Theorem 4.1. Let ,(v) and f (t, u) be functions that satisfy (H1), (H2)
and (H3). Suppose the problem (N ) has a lower solution : and an upper solu-
tion ; such that :(t);(t) for all t # I and let K>0 be the constant given
in (H2) for the interval [k1(:, ;), k2(:, ;)]. Assume further f satisfies condi-
tion (L) for some M # (0, K?24(b&a)2).
Then there exist two sequences (:n)n and (;n)n /[;, :] which are respec-
tively nonincreasing and nondecreasing and converge uniformly to solutions
umin and umax of (N ) such that
;(t)umin(t)umax(t):(t).
Moreover, these solutions are extremal, i.e. any other solution u of (N ) such
that ;(t)u(t):(t) satisfies
umin(t)u(t)umax(t).
Proof. Let 8: R  R be an increasing homeomorphism such that
8(0)=0, 8(x)=,(x) for x # [k1 , k2] and 8 verifies condition (H2*) with
K. For example, we can consider
,(k2)+K(x&k2) if x>k2 ,
8(x)={,(x) if k1xk2 , (4.1),(k1)&K(x&k1) if x<k1 .
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Step 1: The first approximation. Take :0=: and let :1 be a solution
of
&
d
dt
8(u$(t))&Mu(t)=_0(t), u$(a)=0, u$(b)=0,
where _0(t)= f (t, :0(t))&M:0(t). The function :1 exists and is unique, as
it is stated in Corollary 3.4.
From the definition of lower solution and since :$(t) # [k1 , k2], we have
&
d
dt
8(:$(t))&M:(t) f (t, :(t))&M:(t).
It follows that
&
d
dt
8(:$1(t))&M:1(t) &
d
dt
8(:$(t))&M:(t)
:$1(a):$(a), :$1(b):$(b),
so that using Proposition 3.3, we deduce :1:.
Using condition (L), analogous arguments show that ;:1 .
Step 2: Construction of :n . Assume we have computed ::1 } } } 
:n; for n1, and define :n+1 to be the unique solution of
&
d
dt
8(u$(t))&Mu(t)=_n(t), u$(a)=0, u$(b)=0,
where _n(t)= f (t, :n(t))&M:n(t). Since
&
d
dt
8(:$n+1(t))&M:n+1(t) f (t, :n&1(t))&M:n&1(t)
=&
d
dt
8(:$n(t))&M:n(t),
and
:$n+1 (a)=0=:$n (a), :$n+1 (b)=0=:$n (b),
we have :n+1:n . Similarly, ;:n+1 .
Step 3: Existence of umax . We know that (:n)n is a monotone
sequence and from condition (L) it is bounded in C1(I ). Hence, it
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converges uniformly to some function umax # C(I ). Standard arguments
show that umax verifies
&
d
dt
8(u$max (t))= f (t, umax(t)), u$max (a)=0, u$max (b)=0. (4.2)
Furthermore, if u # [;, :] is another solution of (4.2), repeating the
proof of Steps 1 and 2, we have :nu for all n # N and hence umaxu.
Thus, umax is the maximal solution of (4.2) in [;, :].
Conclusion. Let x # [;, :] be a solution of (4.2). Taking into account
| f (t, x(t))|h(t), we deduce that
k18&1(&&h&1)x$(t)8&1(&h&1)k2 ,
and therefore u is a solution of (N ) in [;, :]. Similarly, we can prove that
every solution of (N ) in [;, :] is a solution of (4.2), so we conclude umax
is the maximal solution of (N ) in [;, :].
The proof of the existence of the nondecreasing sequence (;)n and of the
minimal solution umin is similar. K
Remark. Note that the last theorem can be applied to the p-Laplacian
equation, where ,p(v)=|v| p&2 v, with 1< p2.
5. COUNTEREXAMPLES
The p-Laplacian ,p(v) :=|v| p&2 v with p>2 is such that the inverse ,&1p
is not locally lipschitzian. This is equivalent to say that ,=,p does not
verify (H2) so that Theorem 4.1 does not apply. Unfortunately, assumption
(H2) is somewhat necessary as follows from the following example.
Let *>0. Define u(t, u0) to be the solution of the Cauchy problem
d
dt
( |u$| p&2 u$)+*u=0,
u(a)=u0 , u$(a)=0.
For such problems, we can introduce the time-map T(u0), defined for
u0<0 as the biggest positive number such that
u(t, u0)<0, for all t # [a, T(u0)).
The time-map can be computed explicitely, see Mana sevich and Zanolin
[14],
T(u0)=K( p, *)(&u0)( p&2)p for all u0<0, (5.1)
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where
K( p, *)=\2( p&1)*p +
1p
|
1
0
dy
(1& y2)1p
>0.
Claim: The result of Proposition 3.3 is in general false if , does not
satisfy (H2*), even though , verifies (H2). It is easy to see that
,(v)=|v| p&2 v, with 1< p<2, verifies (H2) but not (H 2*). Also, the time-
map T(u0) is increasing, continuous and
lim
u  &
T(u)=0, lim
u  0&
T(u)=+.
This implies that for every a<b there exists a unique u0<0 such that
T(u0)=b&a. By definition of T, we have u(t, u0)<0 for t # [a, b) and
u(b, u0)=0. Integrating the equation we obtain
|u$(t, u0)| p&2 u$(t, u0)=&* |
t
a
u(s, u0) ds>0 for all t # (a, b].
Then, choosing u1<u0 , sufficiently near to u0 , we will have
T(u1)<T(u0)=b&a and u$(t, u1)>0 for all t # (T(u1), b].
Thus, the function u(t)=u(t, u1) is such that
&
d
dt
( |u$(t)| p&2 u$(t))&*u(t)=0 on [a, b], u$(a)=0, u$(b)>0,
and u changes sign in [a, b].
For the case p>2, T is decreasing on (&, 0) and we have that
lim
u  0&
T(u)=0 and lim
u  &
T(u)=+.
Here, we have to take an initial condition u1<0, sufficiently near 0, and
consider the corresponding u(t, u1).
Using these examples we can interpret the antimaximum principle from
a time-map point of view. Such a result will hold if infu<0 T(u)=
T0>b&a.
Claim: Theorem 4.1 does not hold if , is a homeomorphism that does not
satisfy (H2), even if *>0 is small. Let a, b and *>0 be fixed. We choose
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u0<0 such that b&a=2T(u0) (T(u0) given in (5.1)). Using the arguments
of the first claim, we can find u^ # C1(I ) a solution of
&
d
dt
( |u$(t)| p&2 u$(t))&*u(t)=0, u$(a)=0, u$(b)=0, (5.2)
that verifies that u^$(t)>0 on (a, b), u^(a)=u0 and u^(b)=&u0 . Define
:(t)=u^(t)+v0&u0 for t # [a, b], with u0<v0<0 such that T(v0){2k(b&a)
for all k # [1, 2, 3, ...]. Clearly this function is a lower solution of (5.2) On
the other hand, ;=v0 is an upper solution. However for p>2, the problem
(5.2) has no solutions in the interval [;, :]. To see this, we know that if
u is a solution of this problem then u$(a)=0 and u(a)=v0 . Hence, by the
choice of v0 we have u$(b){0, which contradicts the boundary conditions.
Remark. Reasoning as in this last claim, we can check that for 1< p<2
there exist no solution of problem (5.2) in [;, :], despite that in this case
,&1p is continuously differentiable on R and (H1), (H2) and (H3) hold. In
this situation, the conditions of Theorem 4.1 are not satisfied. Notice first
that f (t, u)=*u verifies condition (L) for all M*. Next, using the expres-
sion of T(v0), it can be proved that
*
K?2
4(b&a)2
,
for any constant K associated to the interval [k1 , k2] by condition (H2)
(note that the biggest of such constants is the inverse of the maximum of
d
dy ,
&1
p ( y) on the interval [,p(k1), ,p(k2)]). This proves the claim.
6. AN EXISTENCE RESULT UNDER WEAKER CONDITIONS
Theorem 4.1 provides information on the existence of extremal solutions
between given upper and lower solutions and also gives an iteration
scheme of approximation of those solutions.
Using the techniques developed in [10], we can generalize the existence
result given in Theorem 4.1, allowing righthand sides which do not fulfill
Carathe odory conditions.
From the point of view of approximations some information will be lost
due to the discontinuities the righthand side may present: in general, the
sequences constructed in the proof of Theorem 4.1 will not converge to the
extremal solutions.
We shall deal with right-hand sides verifying the following condition:
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(H3*) f : I_R2  R is such that for each x # W1, 1(I ), the function
f ( } , x( } )) is measurable on I, and for every R>0 there exists hR # L1(I )
such that
| f (t, u)|hR(t) for a.e. t # R and all u with |u|R.
Remark. The functions f such that f ( } , x( } )) is measurable on I for
every measurable function x are called superpositionally measurable func-
tions (see [1]). It is well known that Carathe odory functions are superposi-
tionally measurable, but there is a wider class of functions having this
property: the class of Shragin or standard functions [1], which are not
necessarily continuous with respect to neither of their two variables.
Theorem 6.1. Let ,(v) and f (t, u) be functions that satisfy (H1), (H2)
and (H3*). Suppose the problem (N) has a lower solution : and an upper
solution ; such that :(t);(t) for all t # I and let K>0 be the constant given
in (H2) for the interval [k1(:, ;), k2(:, ;)]. Assume further f satisfies condi-
tion (L) for some M # (0, K?24(b&a)2).
Then there exist two solutions umin and umax of (N ) such that
;(t)umin(t)umax(t):(t).
Moreover, these solutions are extremal, i.e., any other solution u of (N ) such
that ;(t)u(t):(t) satisfies
umin(t)u(t)umax(t).
Proof. Let 8: R  R be defined in (4.1).
Consider now the operator
G: [;, :] & W1, 1(I )  [;, :]
where, for each v # [;, :] & W1, 1(I ), Gv is the unique solution in [;, :] of
the problem
&
d
dt
8(u$(t))&Mu(t)= f (t, v(t))&Mv(t), u$(a)=0, u$(b)=0, (6.1)
The operator G is well defined: by virtue of Corollary 3.4, Gv is uniquely
determined, and using assumption (L) and Proposition 3.3, reasoning as in
the Step 1 of the proof of Theorem 4.1, we conclude that Gv # [;, :].
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Moreover, G in nondecreasing. Take v1 , v2 # [;, :] & W1, 1(I ) and call
y1=Gv1 and y2=Gv2 . By assumption (L) we have that
&
d
dt
8( y$1(t))&My1(t)= f (t, v1(t))&Mv1(t) &
d
dt
8( y$2(t))&My2(t),
hence, by Proposition 3.3, Gv1Gv2 .
On the other hand, if we call x=Gv for some v # [;, :] & W1, 1(I ), we
have
x$(t)=8 \M |
t
a
(v(s)&x(s)) ds&|
t
a
f (s, v(s)) ds+ for all t # I,
so, since x # [;, :] and f verifies (H3*), there exists a constant K>0 such
that
|(Gv)$ (t)|K for all t # I and all v # [;, :] & W1, 1(I ).
Now, from Proposition 1.4.4 of [10], we conclude G has a minimal fixed
point, x
*
, and a maximal one, x*, which are solutions of (6.1). Moreover,
reasoning as in the conclusion of the proof of Theorem 4.1, we deduce they
are solutions of (N).
Finally, x is a solution of (N ) if and only if x is a fixed point of G and,
hence, x
*
xx*, which proves that x
*
and x* are, respectively, the mini-
mal and the maximal solution of (N ) in [;, :]. K
Remark. Due to the discontinuities in f we have that the sequences con-
structed in the proof of Theorem 4.1 may not converge to the extremal
solutions of (N ) in [;, :], although we know
;nx*x*:n for all n # N.
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