Generalizing results of Otto & Ruškuc, this paper shows that every finitely generated submonoid of a monoid presented by a confluent finite special rewriting system admits an automatic structure that is simultaneously rr-, r-, r -, and -automatic; and that every finitely generated submonoid of a monoid presented by a confluent regular monadic rewriting system admits an automatic structure that is simultaneously rr-and -automatic. An algorithm is given to decide whether the monoid presented by a confluent monadic finite rewriting system is r-or r -automatic. Should such a monoid be r-or r -automatic, the rewriting system's language of normal form words forms part of such an automatic structure. These results are applied to yield answers to some hitherto open questions and to recover and generalize established results.
Introduction
Otto & Ruškuc [18] examined the question of whether monoids presented by various species of rewriting system admit automatic structures. They established a hierarchy of rewriting systems in terms of the notions of automatism obeyed by the corresponding automatic structures. [ The four possible notions of automatism, first discussed by Hoffmann & Thomas [16] , depend on whether the multiplier languages store information about multiplication on the right or on the left, and on whether strings of differing length are padded on the right or on the left.] In particular, Otto & Ruškuc showed that a monoid presented by a finite special confluent rewriting system admits an automatic structure that is simultaneously automatic in all four senses, but that in passing to rewriting systems that are either regular (rather than finite) or monadic (rather than special), one retains in general only right-right and left-left automatism (that is, padding and multiplication must be on the same side). In every case, the language of irreducible words forms part of the automatic structure.
The purpose of the present paper is to generalize these results to finitely generated submonoids of monoids presented by rewriting systems of these types, and to study some related questions and applictions.
Let (A, R) be a confluent monadic regular rewriting system and let M be the monoid presented by A | R . Identify M with the set of normal form words of this rewriting system. The key to all reasoning in the paper is a method for constructing a particular finite state automaton that encapsulates a lot of information about the submonoid of M that a given finite set generates. This construction is presented in Section 4.
Using this construction, one can quickly deduce that any finitely generated submonoid of M , viewed as a set of normal form words, is a regular language over A, and that one can effectively compute this language from (A, R) and a finite generating set for the submonoid (see Theorem 5.1).
More importantly, as is shown in Section 5, finitely generated submonoids of M inherit each notion of automatism that M possesses (Theorem 5.2). As a consequence, every finitely generated submonoid of M is rr-and -automatic (Theorem 5.3) and, should (A, R) be special and finite, r-and r -automatic (Theorem 5.4).
Section 6 gives an algorithm to decide whether a monoid presented by a given confluent monadic finite rewriting system is r-or r -automatic.
The paper concludes with a discussion of applications of these results: some established results are re-proven and generalized, and some questions are answered. In particular, it is shown that all finitely generated subsemigroups of the fundamental four-spiral semigroup are automatic.
Preliminaries

Words, prefixes, and suffixes
Following [12] , the notation used in this paper distinguishes a word from the element of the monoid it represents. Let A be an alphabet representing a set of generators for a monoid M . For any word w ∈ A + , denote by w the element of M represented by w. For any set of words W , W is the set of all elements of M represented by at least one word in W .
Denote the identity of A * -the empty word -by ε. Denote the length of u ∈ A * by |u|. Let u = u 1 · · · u n , where u i ∈ A. For t ∈ N ∪ {0}, let
So u(t) is the prefix of u up to and including the t-th letter. Observe that for all t ∈ N ∪ {0}, u(t + 1) = u(t)u t+1 (under the formal assumption that u t = ε for t > n).
Presentations
The monoid presentation A | ρ , where A is an alphabet and ρ is a binary relation on A * , defines the factor monoid A * /ρ # . (Recall that ρ # denotes the smallest congruence on A * containing ρ.) Refer to [19] for further information on semigroup and monoid presentations.
Automata
This paper assumes familiarity with finite state automata and regular languages. One part of the argument (the proof of Proposition 4.4) also uses the theory of pushdown automata and context-free languages. The reader is referred to [17 Note that for the purposes of this article, finite state automata are always viewed as labelled directed graphs. The language recognized by an automaton A is denoted L(A).
Automatic monoids
This subsection contains the definitions and basic results from the theory of automatic monoids needed hereafter. For further information on automatic semigroups, see [6] . For a comparison of the four notions of automatism defined below, see [16, 15] .
Suppose A and B are alphabets, not necessarily disjoint. Let $ be a new symbol not in A ∪ B. Define the mapping δ R :
and the mapping δ L :
where u i ∈ A, v i ∈ B. The symbol $ is usually called the padding symbol.
A rational structure for a monoid M is a pair (A, L), where A is a finite alphabet representing a set of generators for M and L ⊆ A * is a regular language with L = M .
Let (A, L) be a rational structure for a monoid M . For each a ∈ A ∪ {ε}, define the following relations:
Let (A, L) be a rational structure for a monoid M . Then (A, L) is a:
Let σ ∈ {rr, r, r , }. A monoid M that admits a σ-automatic structure is called a σ-automatic monoid. A σ-automatic structure (A, L) for a monoid M is called ' σ-automatic structure with uniqueness if every element of M has a unique representative in L.
Observe that a rational structure for a monoid can be automatic in any number of the four senses {rr, r, r , } (see [16, Section 7] ).
Let A, B, C be finite alphabets. Suppose U ⊆ A * × B * and B * ⊆ C * . Define
Lemma 2.1. Let A, B, C be finite alphabets. Let U ⊆ A * × B * and B * ⊆ C * .
(1) If U δ R and V δ R are regular, then (U • V )δ R is regular. Furthermore, given automata recognizing U δ R and V δ R , an automaton recognizing
When A = B = C, this result is simply [6, Proposition 2.2(vii) ]. An abbreviated proof of the first case is included here to emphasize that having three different alphabets does not invalidate the result.
Proof. Extend the definition of δ R to languages over A * × B * × B * × C * in the obvious way. Since U δ R and V δ R are regular, (U × V )δ R is regular. Let ∆ be the diagonal relation {(w, w) : w ∈ B * }. Let K be the relation (A * × ∆ × C * ). Clearly, Kδ R is also regular. So Proposition 2.3. Let M be a σ-automatic monoid, where σ ∈ {rr, r, r , }, and let A be a finite alphabet representing any semigroup generating set for M . Then there exists a regular language L over A such that (A, L) is a σ-automatic structure for M . 
String rewriting systems
This subsection contains facts about string rewriting needed later in the paper. For further background information, see [1] .
A string rewriting system, or simply a rewriting system, is a pair (A, R), where A is a finite alphabet and R is a set of pairs (l, r), known as rewriting rules, drawn from A * × A * . The single reduction relation ⇒ R is defined as follows: u ⇒ R v (where u, v ∈ A * ) if there exists a rewriting rule (l, r) ∈ R and words x, y ∈ A * such that u = xly and v = xry. That is, u ⇒ R v if one can obtain v from u by substituting the word r for a subword l of u, where (l, r) is a rewriting rule. The reduction relation * ⇒ R is the reflexive and transitive closure of ⇒ R . [Where there is no possibility of confusion, '⇒' and ' * ⇒' are used, rather than '⇒ R ' and ' * ⇒ R '.] The process of replacing a subword l by a word r, where (l, r) ∈ R, is called reduction, as is the iteration of this process.
A word w ∈ A * is reducible if it contains a subword l that forms the left-hand side of a rewriting rule in R; it is otherwise called irreducible.
The string rewriting system (A, R) is noetherian if there is no infinite sequence
That is, (A, R) is noetherian if any process of reduction must eventually terminate with an irreducible word. The rewriting system (A, R) is confluent if, for any words u, u , u ∈ A * with u * ⇒ u and u system (A, R) is interreduced if, for each rule (l, r) ∈ R, no other relation in R can be applied to the word l. That is, l is an irreducible word in the rewriting system formed by removing (l, r) from R.
The string rewriting system (A, R) is length-reducing if (l, r) ∈ R implies that |l| > |r|. Observe that any length-reducing rewriting system is necessarily noetherian.
The rewriting system (A, R) is monadic if it is length-reducing and the righthand side of each rule in R lies in A ∪ {ε}; it is special if it is length-reducing and each right-hand side is the empty word ε. Observe that every special rewriting system is also monadic.
The string rewriting system (A, R) is finite if the set of rules R is finite. A special rewriting system (A, R) is regular if the set of left-hand sides of rules in R forms a regular language over A. A monadic rewriting system (A, R) is regular, if, for each a ∈ A ∪ {ε}, the set of all left-hand sides of rules in R whose right-hand side is a is regular. . Let (A, R) be a string rewriting system and suppose that it is both confluent and noetherian. Then for any word u ∈ A * , there is a unique irreducible word v ∈ A * with u * ⇒ v.
Let (A, R) be a confluent noetherian string rewriting system. The irreducible words are said to be in normal form, and the unique normal form to which a word w ∈ A + can be reduced is denoted NF R (w), or simply NF(w) where there is no possibility of confusion. The monoid presented by A | R may be identified with the set of normal form words under the operation of 'concatenation plus reduction to normal form'.
Let (A, R) be a confluent regular monadic rewriting system. Then it possible to effectively compute a new rewriting system (A, R ) that is interreduced and equivalent to (A, R), in the sense that R # = R # . This subsection concludes with two technical results. Lemma 2.6. Let (A, R) be a monadic rewriting system. Suppose w *
Proof. To prove this result, it clearly suffices to show that the result holds when
Suppose that the single reduction relation (l, a) is applied, where a ∈ A ∪ {ε}. Then w = xly and t 1 · · · t n = xay. Suppose x is a proper prefix of t 1 · · · t k but not of t 1 · · · t k−1 . So t k = p ap with x = t 1 · · · t k−1 p and y = p t k+1 · · · t n . Therefore w = t 1 · · · t k−1 p lp t k+1 · · · t n . The word w therefore factors as w = s 1 · · · s n with s i = t i for i = k and t k = p lp . It is clear that s i * ⇒ t i for each i.
Lemma 2.7. Let (A, R) be a monadic rewriting system. Suppose w, u ∈ A + are irreducible words with |u| = n. Let wu = v 0 ⇒ v 1 ⇒ . . . ⇒ v n be a rewriting of wu to an irreducible word v n . Then each step v i ⇒ v i+1 consists of applying a rule (l, r) so that the right-hand end of l is within n of the right-hand end of v i . That is, v i = xly and v i+1 = xry with |y| < n.
Proof. The strategy is to show inductively that v i factors as w i u i , where w i is irreducible and |u i | ≤ n. This is certainly true for i = 0; take w 0 = w and u 0 = u.
Consider the application of the rewriting rule (l, r) in the reduction step v i ⇒ v i+1 . Now, v i = xly and v i+1 = xry. Since w i is irreducible, l cannot be a subword of w i . Therefore suppose l = l l , w i = xl , u i = l y. Since l is not a subword of w i , |l | > 0, so that |y| < |u i |. Therefore let w i+1 = x and u i=1 = ry. Since (A, R) is monadic, |r| ≤ 1, so |u i+1 | ≤ |u i | ≤ n. Since w i+1 is a subword of w i , it too must be irreducible. Observe that this induction step also establishes the statement of the Lemma: |y| < n.
Previous results
Otto & Ruškuc proved the following two results.
Theorem 3.1 ([18, Proposition 3.2])
. Let (A, R) be a confluent monadic regular rewriting system and let M be the monoid presented by A | R . Then the set of normal form words forms part of an automatic structure for M that is simultaneously rr-and -automatic. Furthermore, one can effectively compute this automatic structure from (A, R).
Theorem 3.2 ([18, Proposition 3.1])
. Let (A, R) be a confluent special finite rewriting system and let M be the monoid presented by A | R . Then the set of normal form words forms part of an automatic structure for M that is simultaneously rr-, r-, r -and -automatic. Furthermore, one can effectively compute this automatic structure from (A, R). 
Fundamental construction
Let (A, R) be a confluent regular monadic rewriting system. Let M be the monoid presented by A | R . Identify M with the language of irreducible words. Let B be a finite alphabet representing a subset of M . Let N be the submonoid of M generated by B.
This section will, in two stages, construct a particular finite state automaton N that encapsulates the necessary information about N .
First stage. Let M be a finite state automaton over A that recognizes M . Suppose M has state set Q, initial state q 0 , accept states Y . Without loss of generality, assume that M is deterministic and complete. Begin the construction of the automaton N as follows.
Let S be the set of suffixes of elements of B (viewed as normal form words in M ). The state set of the new automaton N is Q × S. Its initial state is (q 0 , ε); its accept states are those in the set {(q, ε) : q ∈ Y }. It possesses the following edges and no others:
(1) an edge from (q, as) to (q , s) labelled by (a, ε), where a ∈ A, q, q ∈ Q, as ∈ S, and the unique edge in M starting at q labelled by a leads to q ; (2) an edge from (q, s) to (q , s ), where a ∈ A, q, q ∈ Q, s, s ∈ S, and the unique edge in M starting at q labelled by a leads to q , if there exists w ∈ B + , with sw = as . This edge is labelled by (a, w), where w is a shortest such w .
Second stage. Let W be the set of right-hand components of labels on edges of N . The set W is clearly finite. Let C be a new finite alphabet with τ : C → W being a bijection. Each letter c ∈ C represents the same element of M as cτ . That is, c = cτ .
For each edge of N , replace the right-hand component w of its label with wτ −1 . This completes the construction of N .
Let γ be any walk in N . Suppose γ is labelled by (a 1 , c 1 ) · · · (a n , c n ). Define (γ)λ = a 1 · · · a n and (γ)ρ = c 1 · · · c n .
Throughout this section, use · to denote the concatenation of words in A * without reduction to normal form.
Lemma 4.1. Let γ be a walk in N from its start state (q 0 , ε) to some state (q, s).
Proof. The proof proceeds by induction on the length of γ. If γ has length 0, then (γ)ρ = ε = ε = εε = NF((γ)λ · s) since s = ε. Now let γ = γ η, where η is a single edge from (q , s ) to (q, s). By the induction hypothesis, (γ )ρ = NF((γ )λ · s ) ∈ N . There are now two possibilities:
(1) η is a type 1 edge. In this case, it is labelled by (a, c) where c = cτ = ε = ε, and s = as. Since the left-hand component of the label on η is a,
η is a type 2 edge. In this case, it is labelled by (a, c) where cτ = w, say, and so s c = s w = as. Since the left-hand component of the label on η is a, (γ)λ = (γ )λ · a; similarly, considering right-hand components of labels gives (γ)ρ = (γ )ρc. So (γ)ρ = (γ )ρc = NF((γ )λ·s ·c) = NF((γ )λ·as) = NF((γ)λ·s).
Finally, notice that NF((γ)λ · s) ∈ N since (γ)ρ represents the same element of M as (γ)ρτ ∈ B * .
Lemma 4.2. Let γ be a walk in N from its start state (q 0 , ε) to some accept state (q, ε).
Proof. By Lemma 4.1, (γ)ρ = NF((γ)λ) ∈ N since γ ends in a state whose righthand component is ε.
The left-hand sides of labels and left-hand sides of states of γ form a walk in the automaton M from q 0 to a state in Y , so (γ)λ is certainly in the language of normal forms M . Thus NF((γ)λ) = (γ)λ. 
is the shortest prefix of u such that f (j) is a prefix of u(i j ) that remains unaffected by subsequent right-multiplication by u ij +1 , . . . , u n in forming u. [Notice that i m = n since right-multiplication by u im+1 , . . . , u n would affect at least some of f (i n ) since no suffix of u represents ε.]
Assume that the there is a walk γ in the automaton from N from its start state to a state (q, s) with (γ )λ = f (j) and u(i j ) = NF(f (j) · s). Now distinguish two cases:
(1) i j+1 = i j . In this case, f (j + 1) = f (j)f j+1 is also a prefix of u ij unaffected by the subsequent right-multiplications. Recalling that M is complete, let q be the state to which the edge from q labelled by f j+1 leads. Let s be such that s = f j+1 s . Since s is a suffix of an element of B, s must be too. So (q , s ) is a state of N . Then, by the definition of type 1 edges in N , there is a edge η from (q, s) to (q , s ) labelled by (a, c), where cτ = ε. So the automaton N contains a walk γ = γ η from its start state to (q , s ) with (γ)λ = f (j + 1) and u(i j+1 ) = NF(f (j + 1) · s ). (2) i j+1 > i j . In this case, f (j + 1) is a prefix of u(i j+1 ) unaffected by subsequent right-multiplication. Since f (j) is a prefix of u(i j ) that is affected by right multiplication by u ij +1 , . . . u ij+1 , it must be true that NF(s·u ij +1 ·u ij +2 · · · u ij+1 ) = f j+1 s for some s ∈ A * . It is now necessary to show that s is a suffix of an element of B.
By Lemma 2.6, s·u ij +1 ·u ij +2 · · · u ij+1 = v ·v ·v with v * ⇒ ε, v * ⇒ f j+1 , and v * ⇒ s . Since i j+1 was chosen to be minimal, v must be a suffix of u ij+1 ∈ B. Recalling that M is complete, let q be the state to which the edge starting at q labelled by f j+1 leads. So there is a state (q , s ) in N , and there is a type 2 edge from the former to the latter (take w = u ij +1 · · · u ij+1 in the definition). The label on this edge η is (f j+1 , c) with c being such that sc = f j+1 s . Therefore the automaton N contains a walk γ = γ η from its start state to (q , s ) with (γ)λ = f (j + 1) and u(i j ) = NF(f (j + 1)s ).
Clearly, there is a walk γ of length 0 in N from its start state (q 0 , ε) (leading to itself) that satisfies (γ)λ = f (0) = ε. Moreover, u(i 0 ) = u(0) = ε. Therefore, by induction on j, there is a walk γ in N with (γ)λ = f (m) = f and u = f . Proof. Finding a complete automaton M recognizing M is clearly effective. The set of states for N is then easily found from M and the set of words B. So the effectiveness of the construction of N is reduced to the problem of deciding what edges should run from the state (q, s) to the state (q , s ). It is easy to check whether a type 1 edge should run from (q, s) to (q , s ).
Lemma 4.5. The language of words w ∈ B
+ with sw = as is context-free, and a pushdown automaton recognizing this language can be constructed effectively.
Proof. One can construct a pushdown automaton recognizing the language of words w ∈ B + with sw = as (where a ∈ A) as follows. The strategy is for the stack to always contain some word (not necessarily in normal form) representing su, where u ∈ B * is the word read so far. Let n = max{|b| : b ∈ B}. The automaton has three modes: 'neutral', 'read', and 'reduce'. The automaton begins in 'neutral' mode.
When in 'neutral' mode, the automaton non-deterministically switches to either 'read' or to 'reduce' mode. However, if it has read at least one letter and the stack contains as , the automaton can accept.
In 'read' mode, it reads a letter b ∈ B and pushes b onto the top of its stack. It then returns to 'neutral' mode.
In 'reduce' mode, it picks some r ∈ A∪{ε} and some k with 0 ≤ k < n and scans the contents of its stack for a word l with (l, r) ∈ R beginning exactly k letters from the top of the stack. [This is possible since the language of such words l is regular.] Letters of the stack below the k-th are lost after being scanned; those above the k-th can be temporarily stored in the state. If it finds such a word l, it pushes r onto the stack (above whatever unscanned letters remain) and replaces the letters that were stored in the state. This has the effect of applying the rewriting rule (l, r) to the contents of the stack. The automaton then returns to 'neutral' mode. If, on the other hand, it does not find such a word l, it fails.
It is clear that if w ∈ B + is accepted by the automaton, then sw = as . Now let w ∈ B + be such that sw = as . Let i be such that w (i) is the shortest prefix of w with s · w (i) not in normal form. Then the automaton can read i letters, then switch to 'reduce' mode for long enough to rewrite the contents of the stack to normal form. The minimality of i and Lemma 2.7 show that the 'reduce' mode of the automaton is sufficiently powerful to carry out this rewriting. The automaton can behave similarly every time the content of its stack ceases to be in normal form. Thus the word w is accepted by the automaton.
Construct a pushdown automaton P as in Lemma 4.5. It is algorithmically possible to check whether L(P) = ∅ [17, Theorem 6.6]. If L(P) = ∅, then no type 2 edge runs from (q, s) to (q , s ) labelled by (a, w) for any w. If, on the other hand, L(P) = ∅, then a shortest member w of L(P) can be found algorithmically: one can simply enumerate the words w ∈ B + in order of increasing length, checking whether w ∈ L(P) [17, Section 6.3] until a member of L(P) is found. In this case, a type 2 edge runs from (q, s) to (q , s ) and is labelled by (a, w).
Main results
Theorem 5.1. Let (A, R) be a confluent monadic regular rewriting system. Let M be the monoid presented by A | R . Every finitely generated submonoid of M , viewed as a set of normal form words, is a regular language over A, and one can effectively compute this language from (A, R) and a finite generating set for the submonoid. Theorem 5.2. Let (A, R) be a confluent monadic regular rewriting system. Let M be the monoid presented by A | R . View M as a set of normal form words. Suppose (A, M ) is an automatic structure for M that is σ-automatic for all σ ∈ Σ, where Σ ⊆ {rr, r, r , }. Then every finitely generated submonoid of M admits an automatic structure that is simultaneously σ-automatic for all σ ∈ Σ, and one can effectively construct such an automatic structure from (A, R) and a finite generating set for the submonoid.
Proof. Let B be a finite alphabet respresenting a generating set for a submonoid N of M . Construct the automaton N . Let
Then L is a regular language over C that, by Lemmata 4.2 and 4.3, maps onto N .
Let
[Recall that words in L(N ) never involve letters ($, c) or (a, $), and so pairs in T must have left-hand and right-hand sides of equal length.]
[The fourth step is seen to be valid as follows: if u = (γ)ρ and v = (γ )ρ, let p = (γ)λ and q = (γ )λ. Now (p, q) ∈ M c if and only if uc = v.] Therefore
and similarly
Now consider the following possibilities:
(1) rr ∈ Σ. Then M u δ R is regular for all u ∈ A * ; this holds in particular when u = c for some c ∈ C ∪ {ε}. So, by Lemma 2.1, the composition
So (C, L) is an automatic structure for N that is simultaneously σ-automatic for each σ ∈ Σ. Observe that by Lemma 2.1, automata recognizing L c δ R , L c δ L , c Lδ R , and c Lδ L can be effectively constructed in the appropriate cases. Theorem 5.3. Let (A, R) be a confluent monadic regular rewriting system. Let M be the monoid presented by A | R . Every finitely generated submonoid of M admits an automatic structure that is simultaneously rr-and -automatic, and one can effectively compute such an automatic structure from (A, R) and a finite generating set for the submonoid.
Proof. View M as the set of normal form words over A. By Theorem 3.1, (A, M ) is an rr-and ll-automatic structure for M . Therefore, by Theorem 5.2, N admits an automatic structure that is simultaneously rr-and -automatic, and this automatic structure can be effectively constructed.
Theorem 5.4. Let (A, R) be a confluent special finite rewriting system. Let M be the monoid presented by A | R . Every finitely generated submonoid of M admits an automatic structure that is simultaneously rr-, r-, r -, and -automatic, and one can effectively compute such an automatic structure from (A, R) and a finite generating set for the submonoid.
Proof. View M as the set of normal form words over A. By Theorem 3.1, (A, M ) is an automatic structure for M that is simultaneously automatic in all four senses. Therefore, by Theorem 5.2, N admits an automatic structure that is simultaneously automatic in all four senses, and this automatic structure can be effectively constructed.
A condition for r-and r -automatism
Let (A, R) be a confluent monadic finite rewriting system. Let M = A | R and identify M with the set of normal form words. By Theorem 5.2, the σ-automatism of all finitely generated subsemigroups of M follows if (A, M ) is a σ-automatic structure for M . Section 3 noted that although (A, M ) forms an rr-and -automatic structure, it may not be r -or r-automatic. This section establishes a condition for M to be r-automatic and, in particular, shows that if M is r-automatic, then (A, M ) must be an r-automatic structure. That is, if M is r-automatic, then the 'natural choice' of automatic structure works. A similar condition for r -automatism follows by symmetrical reasoning.
Otto & Ruškuc [18, Proof of Proposition 3.2] showed that the language , a 1 ) , . . . , (x n−1 a n−2 , a n−1 ), (x n a n−1 , b)
is regular for all a, b ∈ A. Observe that
note that the language K(a, b)δ R is regular and is contained in M a δ R . The language K(a, b)δ R can be effectively constructed using the techniques of [18, Proof of Proof. Let a, b ∈ A be such that K(a, b) contains loops as described in the statement of the result. Suppose, with the aim of obtaining a contradiction, that M is r-automatic. By Propositions 2.3 and 2.2 it admits an r-automatic structure with uniqueness (A ∪ {1}, L), where 1 = ε. Define φ : (A ∪ {1}) * → A * to be the homomorphism extending the map 1 → ε and a → a for each a ∈ A. Let S = R ∪ {(1, ε)}. Since R contains no rules involving the symbol 1, the rewriting system (A, S) is also confluent (and, of course, monadic and finite). For any w ∈ (A ∪ {1}) * ,
Define the mapping ψ : M → L as follows: for any x ∈ M , xψ is the unique element of L with xψ = x. Notice that |xψ| ≥ |x| for any x ∈ M .
The language L a δ L is regular; let n the number of states in an automaton recognizing it. Let k be the maximum length of a left-hand side of a rule in S, plus 1: k = max{|l| : (∃r ∈ A ∪ {ε})((l, r) ∈ R)} + 1.
Since K(a, b) contains loops as described in the statement of the result, pick (uw, ub) ∈ K(a, b) with u, uw, ub ∈ M , w ∈ RM(a, b), and |w| > |(ub)ψ| ≥ |ub| > n + 1, so that |(uw)ψ| ≥ |uw| > n + |w| > n + |(ub)ψ|. Now, (uw)ψ a = NF S (uwa) = ub = (ub)ψ. Therefore ((uw)ψ, (ub)ψ) ∈ L a and ((uw)ψ, (ub)ψ)δ L begins with n symbols from (A ∪ {1}) × {$}. A subword of this prefix can be pumped: write (uw)ψ = pqr with |pq| ≤ n and |q| > 0 such that
Now, by Lemma 2.6,
1 · · · s At least one s
as a subword: suppose s
is maximal, y is a suffix of q or of p and z is a prefix of q or of ra.
Distinguish the following cases:
First of all, suppose y is a suffix of p, say p = p y. Then pq β ra * ⇒ S p b. But |pq| ≤ n and |q| > 0, whence
Since S is length-reducing, this entails |NF S (pq β ra)| < n + 1, which contradicts the fact that |NF S (pq β ra)| = |ub| > n + 1. So suppose y is not a suffix of p: it is a suffix of q with q = q y. Since β is maximal, q = ε. Then yq
It follows that |NF S (pq β ra)| ≤ n + 1, again contradicting the fact that |ub| > n + 1.
Let (l, a) be the last rewriting rule applied in rewriting s (1) i1 to u i1 . Then
where w = l, w = lu i1 , or w = u i1 l, the last two possibilities arising only when a = ε. Notice that |w| ≤ k. So s
|w| , where s 
, where y 2 is a suffix of p or q and z 2 is a prefix of q or r.
Proceeding by induction, one obtains
and
for h ≤ (|A| + 1)(|p| + |q|)(|q| + |r|). Now, there are |p| + |q| possibilities for y h , |q| + |r| possibilities for z h , (|A| + 1) possibilities for s
, so there exists g and h with
Recall that pq a lphara = s
1 · · · s
|u| s
|ub| , and that |s
where s
|u| t while
which, since β g > β h and pq α r, pq α−βg+β h r ∈ L, contradicts the fact that (A ∪ {1}, L) is an automatic structure with uniqueness.
So both cases lead to a contradiction. The supposition that M was r-automatic is therefore false. This proves the result in one direction.
To prove the converse, assume that for all a, b ∈ A, the automaton K(a, b) lacks either a loop with edges labelled by elements of A × A, or a loop with edges labelled by elements of A × {$}.
Recall that K(a, b) recognizes K(a, b)δ R . The aim is to show that each language K(a, b)δ L (that is, with padding on the left rather than the right) is also regular. Distinguish two cases: Descalço [7, Question 8.15 ] asked whether the free product of two copies of the bicyclic monoid have the property of having all finitely generated submonoids [rr-]automatic. This free product is presented by the confluent special rewriting system {b 1 , c 1 , b 2 , c 2 }, {(b 1 c 1 , ε), (b 2 c 2 , ε)} , so Theorem 5.4 applies and establishes a stronger result: Proposition 7.2. Every finitely generated submonoid of the free product of two copies of the bicyclic monoid admits an automatic structure that is simultaneously rr-, r-, r -, and -automatic.
The fundamental four-spiral semigroup Sp 4 (see [3] ) can be viewed as a 2 × 2 Rees matrix semigroup over the bicyclic monoid [2] : Sp 4 = M b, c | (bc, ε) , {1, 2}, {1, 2}, P ,
