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SIMULATING EFFECTS OF VARIABLE NITROGEN APPLICATION RATES ON
CORN YIELDS AND NO3–N LOSSES IN SUBSURFACE DRAIN WATER
A. Bakhsh, R. S. Kanwar, D. B. Jaynes, T. S. Colvin, L. R. Ahuja
ABSTRACT. Using a model as a management tool requires testing of the model against field–measured data prior to its
application for solving natural resource problems. This study was conducted to test the Root Zone Water Quality Model
(RZWQM98) using four years (1996 to 1999) of field–measured data to simulate the effects of different N–application rates
on corn yields and nitrate–nitrogen (NO3–N) losses via subsurface drain water. Three N–application rates (low, medium, and
high), each replicated three times, were applied to corn in 1996 and 1998 under a randomized complete block design at a
tile–drained corn–soybean rotation field near Story City, Iowa. No N–fertilizer was applied to soybean in 1997 and 1999.
Model calibration and evaluation were based on field measurements of tile flows, NO3–N losses in tile water, and
corn–soybean yields. On average, the model simulated tile flow, NO3–N losses in tile water, and yields by showing a percent
difference of –8%, 15%, and –4%, respectively, between measured and simulated values. The simulated yield response
function showed that corn grain yields reached a plateau level when the N–application rate exceeded 200 kg–N/ha in 1996
and 170 kg–N/ha in 1998. These results suggest that RZWQM has the potential to simulate the effects of N–application rates
on corn yields and NO3–N losses with tile water. However, the model overestimated NO3–N losses in subsurface drainage
water during the soybean growth period, which may require further refinements in the N–cycling algorithm in relation to
N2–fixation and N–uptake processes.
Keywords. RZWQM98, Calibration, Validation, N–scenario simulation.
rtificial subsurface drainage is necessary to
maintain the productivity of poorly drained soils
and is practiced on over 30% of the soils in the
Midwestern United States (Hatfield et al., 1998;
Randall, 1998). Water drained from these soils has been
reported as a nonpoint source of NO3–N contamination for
surface and groundwater bodies (Kanwar et al., 1999; Jaynes
et al., 1999a; Cambardella et al., 1999). Many studies have
also reported increased NO3–N concentrations in subsurface
drainage water and in deep groundwater due to higher
application rates of nitrogenous fertilizers (Baker and
Johnson, 1981; Kanwar and Baker, 1991). In this context, the
effects of N–application rates on yield and NO3–N losses in
subsurface drainage water need to be quantified for
developing economically and environmentally sustainable
farming practices (Bakhsh et al., 2000a; Karlen et al., 1998).
In addition to field and laboratory experiments, computer
simulation models provide an opportunity to evaluate the
response of soil and crops to a range of management practices
in an efficient and cost–effective way (Bakhsh et al., 1999;
Zacharias and Heatwole, 1994). However, these models need
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to represent the highly complex interaction among soil,
climate,  and plant environments in order to simulate the fate
and transport of agrochemicals over and through the root
zone (Jaynes and Miller, 1999). One such soil–water–plant–
atmosphere system model, the Root Zone Water Quality
Model (RZWQM), has been developed to evaluate the
impact of various agricultural management practices on soil
and water quality (Hanson et al., 1998).
RZWQM is a one–dimensional (vertical in the soil
profile) field–scale model. It integrates physical, chemical,
and biological processes to simulate plant growth, water,
nutrients, and pesticide movements within the soil profile for
a representative point in the field (Hanson et al., 1999). The
model uses the Green–Ampt equation to simulate infiltration
and the one–dimensional Richards equation to redistribute
water within the soil profile. The model uses the modified
Brooks–Corey equations to numerically represent the soil
moisture and hydraulic conductivity relationships (Wu et al.,
1999). The nutrient sub–model of RZWQM defines the
carbon and nitrogen transformation processes within the soil
profile using an interlinked multi–pool approach for organic
matter cycling. The generic plant growth sub–model
simulates the relative response of plants to changes in the
environment.  Detailed description of the model can be found
in the technical manual of the model (RZWQM Team, 1992).
RZWQM is repeatedly being tested under different
agroclimatic  conditions (Ahuja et al., 1995; Johnsen et al.,
1995; Singh et al., 1996; Nokes et al., 1996; Azevedo et al.,
1997; Ma et al., 1998). Scientists working on Management
System Evaluation Areas (MSEA) have tested and evaluated
the model (RZWQM3.2) in detail, including: calibration
processes (Hanson et al., 1999); soil–water and pesticide
components (Wu et al., 1999); runoff and chemical losses to
runoff (Ghidey et al., 1999); plant, soil, and water parameters
(Jaynes and Miller, 1999; Martin and Watts, 1999); dryland
and irrigated production systems (Farahani et al., 1999); and
A
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plant production components (Landa et al., 1999). However,
no such study has tested the tile flow component of the model
in relation to effects of N–application rates on corn–soybean
yields and NO3–N losses in tile flow. Therefore, this study
was designed to test the latest version of the model
(RZWQM98) by making continuous simulations, from
1 January 1996 through 31 December 1999, with the
following specific objectives:
 Calibrate and evaluate the RZWQM98 version to simu-
late tile flow, NO3–N losses in tile flow, and corn–soybean
yields.
 Simulate a yield response function for variable N–ap-
plication rates.
MATERIALS AND METHODS
SITE DESCRIPTION AND EXPERIMENTAL DESIGN
The study area was a 22–ha field owned and managed by
a farmer near Story City, Iowa (42.2° N latitude and 93.6° W
longitude). The soil survey report of Story County indicates
soil series of the Kossuth–Ottosen–Bode association for this
field (DeWitt, 1984). This association is characterized by
broad, nearly level areas that have many convex rises and
concave depressions. Most of this association consists of
poorly drained soils. Drainage ditches and large tile systems
provide outlets for drainage. Nine subsurface drainage pipes
(“tiles”) drain the study portion of the field, with each tile
flowing into an individual sump. Each sump is equipped with
an automatic tile flow recorder, which records tile flow
continuously. Composite water samples were collected in
glass jars connected by a siphon tube to the sump pump
throughout the study period. These samples, collected from
each sump, were returned to the laboratory for NO3–N
analysis on a weekly or shorter basis, depending on the
drainage flow rates, and were refrigerated until analysis. The
nine subsurface drain lines were divided into three blocks
with three N–fertilizer treatments randomly assigned within
each block. The area drained by one tile line represents one
plot (average 1.6 ha in size) for the treatment.
Corn was grown in 1996 and 1998 and soybean in 1997
and 1999. The detail of various management activities
performed at the study area is given in table 1. Anhydrous
ammonia was injected one week before planting corn in
1996, and 32% urea ammonium nitrate solution (UAN) was
applied in 1998 three weeks after planting corn. Fertilizer
(actual N) was applied to corn at the rate of 202 kg/ha in 1996
and 172 kg/ha in 1998 (categorized as high N–treatment) for
Table 1. Schedule of management activities from 1996 to 1999.
Activities 1996 1997 1998 1999
Field cultivation 23 April 23 April 25 April 22 April
Fertilizer application[a] 18 April None 14 May None
Planting date 24 April 05 May 26 April 06 May
Herbicide application[b] 10 June 12 June 01 June 12 June
Cultivation 12 June 14 June 15 June 15 June
Harvesting date 02 Nov 01 Oct 21 Sep 21 Sep
Fall tillage[c] 10 Nov 10 Oct 30 Sep None
[a] NH3 at 202, 135, and 67 kg/ha in 1996; 32% UAN at 172, 115, and
57 kg/ha in 1998 for corn.
[b] Sutan in 1996, Liberty in 1998, and Roundup in 1997 and 1999 at stan-
dard rates.
[c] Moldboard plow in 1996 and 1997; chisel plow in 1998.
plots (1, 4, 9), 135 kg/ha in 1996 and 115 kg/ha in 1998
(categorized as medium N–treatment) for plots (2, 5, 8), and
67 kg/ha in 1996 and 57 kg/ha in 1998 (categorized as low
N–treatment)  for plots (3, 6, 7). The order of treatment
application in these three blocks varied from the south end to
the north end of the field. Different rates of N–fertilizer were
applied in 1996 and 1998 as a part of the on–going precision
farming project at this site. No N–treatment was applied
during the soybean phase of production. More detail about
experimental  layout and yield data can be found in Bakhsh
(1999), Jaynes et al. (1999b), and Colvin (1990). Primary
tillage after harvest consisted of moldboard plow in 1996 and
1997 and chisel plow in 1998. Secondary tillage was field
cultivation before planting and during plant growth period.
Weeds were satisfactorily controlled with herbicides and
field cultivation.
INPUT DATA FOR RZWQM
The minimum weather data required by the model are
daily air temperature (minimum and maximum) and
precipitation.  On–site measured daily minimum and
maximum temperature and wind speed data were used.
Hourly rainfall data, available on site, were used to prepare
the breakpoint format data for each rainfall event, as required
by the model. The missing rainfall events (during the first
three months of 1996), which were not recorded due to
malfunctioning/non  availability of the apparatus, were
supplemented from the Story City station (2 km from the
experimental  site).
The model requires discrete soil profiles in horizons
according to their textural characteristics. Soil physical
properties of bulk density, porosity, field capacity (1/3 bar),
sand, silt, and clay percentages from 0 to 1.2 m depths were
measured at 42 sampling sites in the field and were used as
Table 2. Average measured soil horizon properties of the study area used as inputs to the model.
[a] Particle Size Distribution (%)
Horizon No. Depth (m)
Bulk Density
(Mg/m3) Porosity
Field Capacity
(1/3 bar)[a] Sand Silt Clay
1 0 – 0.15 1.16 0.56 0.33 22 33 45
2 0.15 – 0.30 1.22 0.54 0.33 21 33 46
3 0.30 – 0.60 1.27 0.52 0.31 22 32 46
4 0.60 – 0.90 1.48 0.44 0.23 47 29 24
5 0.90 – 1.20 1.56 0.41 0.22 35 40 25
6 1.20 – 1.49 1.75 0.34 0.23 35 40 25
7 1.49 – 2.50 1.80 0.32 0.23 35 40 25
8 2.50 – 2.95   1.80   0.32 0.23 35 40 25
[a] Minor adjustments were made during calibration.
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input to the model (table 2). The detail of these measurements
can be found in Bakhsh (1999). The management data for
tillage operations, planting and harvesting dates, and
fertilizer applications (table 1) were also used as model
inputs.
INITIAL AND BOUNDARY CONDITIONS
The initial soil conditions (both physical and chemical)
for the soil system of RZWQM must be input for each
specified horizon of the soil profile. The initialization of
various residue, organic matter, and microorganism pools
was made following the guidelines given in the RZWQM
user’s manual (RZWQM Team, 1996). The measured
organic matter data at 42 sampling sites for the top 150–mm
soil layer varied from 2% to 9%, and an average value of 5%
was used to distribute its contents among fast, medium, and
slow humus pools and three microorganism pools. The values
for deeper horizons and residue pools were initialized using
data from the RZWQM user’s manual (RZWQM Team,
1996), and the default values of the RZWQM98 version were
used for initial soil moisture, soil temperature, and soil
chemistry. Drain information was set equal to the average
field tile depth of 1.45 m, drain radius of 100 mm, average
drain spacing of 33 m, and drain length of 500 m. The option
of constant flux only with water table was used as the bottom
boundary condition.
MODEL CALIBRATION
The model calibration process involved calibrating the
three modules sequentially: first the hydrologic component,
then the nutrient component, and finally the plant growth
component. The calibration procedure described by Hanson
et al. (1999) was followed. The hydrologic component of the
model was calibrated by comparing the measured and
simulated tile flow data from 1996 (calibration year), and
model evaluation for the hydrologic component was
performed using data from 1997, 1998, and 1999. A trial and
error procedure was used to get the minimum percent
difference between annual measured and simulated tile flows
and to match the peaks of the simulated tile flow hydrograph
with the measured values. Drainable porosity (difference
between porosity and field capacity at 1/3 bar) and saturated
hydraulic conductivity were found to be the key parameters
controlling the size and shape of the tile flow hydrograph
(Bakhsh et al., 1999; Singh et al., 1996). Minor adjustments
in layer thickness and drainable porosity values were made
because an average single soil profile was used to simulate
the entire field. Drainable porosity varied from 0.23 to 0.09
from the top to bottom layer, which was associated with clay
percentage of the horizons. Soil profile of 2.95 m was used
in the model simulation to keep water table fluctuations
within the soil horizon during the simulation period.
The nutrient component of the model contains two residue
pools, three organic matter (OM) pools, and three
microorganism pools. The model divides crop residue into
fast and slow pools based on the C/N ratio. These pools are
dynamically linked, and a fraction of the decayed residue and
OM is transferred to these pools based on their inter–pool
mass transfer coefficients. Nitrogen is released as NH4+ from
the residue and OM pools during the decaying process.
Ammonium is then nitrified to NO3– following a zero–order
equation as a function of the soil environment. Nitrate may
also be subject to denitrification under anaerobic conditions
following a first–order equation and depending on the soil
environment (Shaffer et al., 1992; Ma et al., 1998). A good
estimate of pool values is important for adequate simulations
of nutrient processes.
The experimental site did not have the measured climatic
data prior to the simulation period of 1996. Therefore, the
approach of Ma et al. (1998) was followed, and the model
simulations were repeated six times using four years (1996 to
1999) of on–site available weather data to meet the
recommendations of 20–plus years of simulations for
initialization  and steady–state pool values. The constant
management  practices of continuous corn were used during
long–term simulations because the field had been under corn
for two continuous years prior to the start of the experiment
(Ma et al., 1998; Ghidey et al., 1999). The values of five
regional plant parameters (table 3), recommended for Iowa
conditions by Hanson et al. (1999), were used as input to the
model prior to long–term simulations. The change in OM for
the top layer was found to be less than 1% after 24 yr of
continuous model run, indicating a steady–state condition
had been reached. The steady–state values (table 4) of the
various pools (2 residue, 3 OM, and 3 micro–organisms), soil
NO3–N and NH4–N concentrations, soil moisture, and soil
temperature,  obtained from model simulations of a 24–yr
period, were used as the initial conditions for the continuous
simulation from 1 January 1996 through 31 December 1999.
The plant growth component of the model was calibrated
using corn grain yield data of 1996 and soybean yield data of
1997 and was evaluated using yield data from 1998 (corn)
and 1999 (soybean). No parameter was changed during the
evaluation period, and simulations were made with a single
run from 1996 through 1999. The calibration process was
started using values of five regional plant parameters
(table 3), as recommended for Iowa conditions (Hanson et
al., 1999). The procedure described by Hanson et al. (1999)
for calibration of the plant growth component of the model
was followed. The parameter (Rl) describing the ratio of
photosynthesis to respiration was adjusted (within 1 standard
deviation) to bring simulated yield closer to the measured
values. The parameter (As) determining age effect for plants
in the seed development stage was also adjusted to match the
simulated corn grain yield in 1996 (keeping harvest index
between 52% and 55%) and soybean grain yield in 1997. The
rest of the parameters were left unchanged because the
measured data for N–uptake and total biomass were not
available.  However, the simulated N–uptake and total
biomass were comparable to those found in the RZWQM
user’s manual (RZWQM Team, 1996) for Iowa conditions.
Table 3. List of crop–specific calibration parameters.
Parameters Corn Soybean
Maximum nitrogen uptake rate (g/plant/day)[a] 1.50 0.50
Proportion of photosynthesis to respiration[a] 0.25 0.005
Amount of biomass needed to obtain
   leaf area index of 1.0 (g)[a]
10.00 1.50
Plant density per ha[b] 69,000 367,000
Age effect for propagules
    as proportion of photosynthesis[a]
0.90 0.25
Age effect for seed
    as proportion of photosynthesis[a]
0.47 0.41
Normal maximum root system depth (m) 1.05 0.90
[a] Regional plant parameters.
[b] Average value observed in the field.
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Table 4. Steady state pool values used as initial conditions for continuous simulations from 1 Jan. 1996 through 31 Dec. 1999.
Residue Pools Soil Humus Pools Micro–organism Pools
Depth (m) CR–1 CR–2 OM–1 OM–2 OM–3 HET1 AUTO HET2
Soil
NO3–N
Soil
NH4–N
Soil
Moisture
Soil
Temp
0–0.15 131.1 671.5 122.6 761.7 31515.2 901827.6 6939.4 106280.6 0.04 0.043 0.35 1.51
0.15–0.30 153.0 11.2 99.1 1192.7 23888.0 164209.4 2392.9 26194.9 2.07 0.017 0.36 2.04
0.30–0.60 43.1 5.8 89.7 1342.9 11643.3 62295.4 1005.7 10802.3 2.60 0.004 0.34 2.64
0.60–0.90 1.5 0.2 122.0 1623.9 8459.5 18039.8 515.0 7874.5 2.73 0.001 0.30 3.29
0.90–1.20 1.0 0.6 132.2 942.5 4127.8 2836.2 98.9 2096.2 2.29 0.0 0.32 3.95
1.20–1.49 1.0 1.0 110.3 652.8 2733.5 622.0 25.0 591.1 2.09 0.0 0.34 4.59
1.49–2.50 1.0 1.0 76.1 313.7 1349.6 377.8 22.3 364.9 4.02 0.0 0.32 5.70
2.50–2.95 1.0 1.0 60.1 98.1 421.4 268.7 21.9 263.8 4.53 0.0 0.32 6.41
CR–1 = slow residue pool (µg–C/g).
CR–2 = fast residue pool (µg–C/g).
OM–1 = fast soil humus pool (µg–C/g).
OM–2 = medium soil humus pool (µg–C/g).
OM–3 = slow soil humus pool (µg–C/g).
HET–1 = aerobic heterotrophs population (# orgs/g).
AUTO = autotrophs population (# orgs/g).
HET2 = anerobic heterotrophs population (# orgs/g).
Soil NO3–N = nitrate–nitrogen concentrations in the soil horizon (µg–N/g).
Soil NH4–N = ammonium–nitrogen concentrations in the soil horizon (µg–N/g).
Soil moisture is in fraction (cm3/cm3).
Soil temperature is in °C.
MODEL EVALUATION
A combination of both subjective and objective criteria
was used to evaluate the overall model performance (Bakhsh
et al., 2000b; Zacharias and Heatwole, 1994). Subjective
criteria included graphical display of model simulations and
measured values; objective criteria included computation of
percent difference between measured and simulated
indicator variables, a statistical parameter used as an estimate
for goodness–of–fit (RZWQM Team, 1996). The model
development team has recommended matching of the model
predictions and observed attributes within 15% difference
(Hanson et al., 1999; RZWQM Team, 1996). This criterion
was used to evaluate the performance of the model for its
simulation capability for hydrologic, nutrient, and plant
parameters.  The subjective criteria were used to locate
anomalies in model simulations and to provide an insight into
the temporal response of the model for the entire simulation
period. Objective criteria accounted for differences in mass
of simulation, and subjective criteria evaluated the temporal
response. The overall model evaluation was based on model
simulations for all four years, from 1996 to 1999, when
averaged across N–application rates.
RESULTS AND DISCUSSION
NO3–N LOSSES IN SUBSURFACE DRAINAGE FLOWS
The measured annual drainage effluents showed the effect
of annual rainfall. Minimum volume of tile flow (138 mm)
was observed in 1997 with an annual rainfall of 704 mm,
which was about 20% less than the long–term average
rainfall (867 mm) for the study area (DeWitt, 1984).
Maximum volume of tile flow (316 mm) was observed in
1998 with annual rainfall of 897 mm. The rainfall in 1996 and
1999 was 1020 mm and 778 mm, respectively. On average,
the model simulated annual tile flow adequately by showing
percent difference of –8% (235 vs. 255 mm) between
measured and simulated values (table 5). The evaluation of
the temporal response of the model to simulate tile flow, and
NO3–N losses in tile flow, was made in comparison to rainfall
events from 1996 through 1999 (figs. 1 to 4).
In 1996, the model slightly over–simulated tile flow in the
beginning of the growing season (fig. 1a), which was due to
overestimates of the initial soil moisture conditions obtained
after long–term simulations. The model simulated tile flow
better during the growing season than after harvest (fig. 1b).
The temporal response of the model for tile flow to a heavy
rainfall event of 161 mm on day of year (DOY) 168 matched
well with the observed data. However, the model
underestimated tile flow after 300 DOY. The measured
higher tile flow could be due to development of macropores
during the growing season, which affected the peaks of the
measured tile flow data. The sharp increase in tile flow from
1 to 10 mm on DOY 320, in response to a rainfall event of
34 mm on the same day, indicated the role of macropore flow
for causing such a change in tile flow measurement and in
NO3–N loss in tile water. The model, however, did not
respond to the effects of N–application rates on NO3–N
losses in tile flow for 1996 (table 5). The model simulated an
average NO3–N loss in tile flow for all N–application rates.
This simulation trend resulted in reasonably good agreement
of NO3–N loss in tile flow for only the medium N–treatment,
and it showed a difference of less than 5% (44.3 vs.
45.6 kg–N/ha) between the measured and simulated values
for 1996. The model over–simulated NO3–N losses in tile
flows for low N–treatment and under–simulated NO3–N
losses for higher N–treatment (table 5), which was due to
poor estimation of initial conditions for various N–pool
values of 1996.
In 1997, when soybean was grown, model simulations of
tile flows were within 10% (127 vs. 138 mm) of the observed
values (table 5), based on the average of all N–treatments
applied to corn in 1996. The model responded better in the
early part of 1997 (fig. 2) in comparison to 1996 because the
limitation of initial soil moisture condition was overcome
due to continuous simulation from 1996 onward. The model
simulations for tile flow volume were reasonable, but their
temporal distribution did not match very well, particularly
after DOY 200. Overestimation of tile flow after 200 DOY
can be associated with the fact that the hydrologic component
of the model was calibrated using data from the corn year of
1996. Similarly, NO3–N losses in tile flow were also affected
by the patterns of tile flow simulations. The model
over–simulated NO3–N losses in tile flows by 36% (25.1 vs.
18.4 kg–N/ha) in 1997 (table 5), although the simulated tile
flow was 92% (127 vs. 138 mm) of the observed values when
averaged across all the N–treatments applied to corn in 1996.
In 1998, the model under–simulated tile flow both before
and after the growing season (fig. 3) by about 29% (223 vs.
316 mm) on the average (table 5). However, the model
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simulated NO3–N losses in tile flow reasonably well and
showed the proportional effect of N–application rates on
leaching of NO3–N in tile flow. The percent difference
between simulated and measured NO3–N losses in tile flow
was found to be less than 5% (46.9 vs. 45.5 kg–N/ha) for
1998 when averaged across N–application rates. Better
simulation of NO3–N losses in tile flow for 1998 than for
1996 (corn grown years) was associated with better
estimation of initial conditions for 1998. The effect of the
initial condition of N–pool values on leaching loss of NO3–N
in tile water was checked with another scenario begun
1 January 1998 for low, medium, and high N–treatments to
see if the initial conditions used for 1996 had similar effects
for 1998. This check run showed that the model simulated
similar constant response of NO3–N leaching in subsurface
drain water for 1998 as it did for 1996. The constant response
for NO3–N leaching loss for 1996 suggested that applied N
was probably building some N–pool values rather than
affecting the leaching process of NO3–N in tile water. The
model run from 1996 through 1999 improved the initial
N–pool values for 1998 and, therefore, showed the
proportional leaching loss of NO3–N in subsurface drain
water as a function of N–application rates.
In 1999, the model simulated tile flow adequately because
the percent difference between measured and simulated tile
flows was found to be less than 5% (304 vs. 314 mm) when
averaged across N–treatments applied to corn in 1998
(table 5). The temporal response of the model showed
underestimation  of peak flows throughout the year because
on–site hourly rainfall data were not available due to
equipment malfunctioning. Therefore, daily rainfall data
were used for 1999 from the nearby station at Story City
(about 2 km from the experimental site). This shows that
daily rainfall values simulated the tile flow volume
adequately but underestimated the tile flow peaks (fig. 4). In
1999, the model highly over–simulated NO3–N losses in tile
flows by about 47% (55.6 vs. 37.8 kg–N/ha). The model also
over–simulated NO3–N losses in tile flow by 44% during the
soybean phase of production (1997 and 1999) but simulated
NO3–N losses better (10%) during the corn phase of
production (1996 and 1998). The overestimation of NO3–N
losses in tile flow during the soybean phase of production
may require further refinements in the N2–fixation or
N–uptake processes for soybean crop.
The flow–weighted average NO3–N concentrations
(FWANC) have been reported to be better indicators for
Table 5. Continuous model simulation (1 Jan. 1996 through 31 Dec. 1999) results for different nitrogen application rates.
Years
Nitrogen 1996 (corn) 1997 (soybean) 1998 (corn) 1999 (soybean)
Average
(1996 through 1999)Application
Rates[c] Variables Obs.[a] Sim. Obs.[a] Sim. Obs.[a] Sim. Obs.[a] Sim. Obs. Sim. % Diff.
Low Tile flow (mm)
(standard deviation)
FWANC (mg/L)
(standard deviation)
NO3–N loss (kg/ha)
(standard deviation)
Dry grain yield (kg/ha)
(standard deviation)
261.5
(28.9)
14.3
(1.6)
37.4
(4.9)
5610
(12.3)
289.6
14.8
42.8
5042
135.7
(20.2)
9.2
(1.0)
12.5
(1.2)
3110
(1.7)
126.4
16.5
20.9
2745
325.9
(12.4)
11.4
(0.9)
37.2
(2.6)
6742
(23.4)
225.2
14.9
30.1
5858
318.3
(31.9)
9.3
(0.3)
29.8
(3.3)
3296
(0.0)
305.9
12.7
38.9
3723
260.4
(87.9)
11.1
(2.4)
29.2
(11.7)
6176[b]
(800)
236.8
(81.4)
14.7
(1.6)
33.2
(9.8)
5450[b]
(577)
–9.1
33.3
13.5
–11.8
Medium Tile flow (mm)
(standard deviation)
FWANC (mg/L)
(standard deviation)
NO3–N loss (kg/ha)
(standard deviation)
Dry grain yield (kg/ha)
(standard deviation)
244.5
(25.1)
18.7
(5.1)
45.6
(15.0)
8306
(6.2)
286.0
15.5
44.3
7506
134.8
(12.0)
12.5
(3.6)
16.9
(4.0)
3152
(0.9)
127.1
19.9
25.3
2739
304.1
(26.4)
13.7
(1.0)
41.7
(5.0)
8629
(7.6)
221.8
20.8
46.2
8591
306.1
(21.2)
11.3
(1.1)
34.6
(4.4)
3245
(0.1)
303.5
17.2
52.1
3724
247.4
(80.3)
14.1
(3.3)
34.7
(12.7)
8468[b]
(228)
234.6
(79.8)
18.4
(2.4)
41.9
(11.6)
8049[b]
(767)
–5.2
30.6
20.9
–4.9
High Tile flow (mm)
(standard deviation)
FWANC (mg/L)
(standard deviation)
NO3–N loss (kg/ha)
(standard deviation)
Dry grain yield (kg/ha)
(standard deviation)
253.6
(68.7)
24.2
(3.7)
61.4
(8.9)
8278
(8.9)
282.7
15.9
44.9
8613
143.9
(57.4)
18.1
(3.2)
25.7
(9.9)
3130
(0.7)
126.8
29.0
29.1
2734
317.6
(76.0)
18.1
(1.4)
57.5
(15.4)
9166
(19.7)
221.3
29.0
64.3
9439
318.7
(78.1)
15.4
(1.2)
49.1
(14.7)
3233
(0.0)
303.6
25.0
75.9
3724
258.5
(82.2)
18.9
(3.7)
48.4
(15.9)
8722[b]
(628)
233.6
(79.3)
24.7
(6.2)
53.6
(20.7)
9026[b]
(584)
–9.6
30.5
10.6
3.5
Average Tile flow (mm)
(standard deviation)
FWANC (mg/L)
(standard deviation)
NO3–N loss (kg/ha)
(standard deviation)
Dry grain yield (kg/ha)
(standard deviation)
253.2
(8.5)
19.1
(5.0)
48.1
(12.2)
7398
(1549)
286.1
(3.5)
15.4
(0.6)
44
(1.1)
7054
(1828)
138.1
(5.0)
13.3
(4.5)
18.4
(6.7)
3131
(21.0)
126.7
(0.4)
21.8
(6.5)
25.1
(4.1)
2739
(5.5)
315.9
(11.0)
14.4
(3.4)
45.5
(10.7)
8179
(1273)
222.8
(2.1)
21.6
(7.1)
46.9
(17.1)
7963
(1871)
314.4
(7.2)
12.0
(3.1)
37.8
(10.0)
3258
(33.5)
304.3
(1.4)
18.3
(6.2)
55.6
(18.8)
3724
(0.6)
255.4
(7.0)
14.7
(4.0)
37.5
(9.9)
7789[b]
(1402)
234.9
(1.6)
19.3
(5.1)
42.9
(10.2)
7508[b]
(1848)
–7.9
31.2
14.6
–3.6
[a] Means of treatments.
[b] Average of corn grain yield.
[c]
  Low = 67 kg–N/ha for 1996 and 57 kg–N/ha for 1998; Medium = 135 kg–N/ha for 1996 and 115 kg–N/ha for 1998; High = 202 kg–N/ha for 1996
   and 172 kg–N/ha for 1998. No N–fertilizer was applied to soybean; FWANC = flow weighted average nitrate concentrations (mg/L); NO3–N loss         
  =NO3–N loss in subsurface drainage water; obs. = observed; sim. = simulated; % diff. = percent difference.
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Figure 1. Model simulations for tile flow (a) and NO3–N loss in tile flow
(b) in relation to rainfall events for 1996 with N–application
rate of 67 kg–N/ha; observed data are treatment means.
evaluating the chemical loads (Jaynes et al., 1999a). The
model simulations of FWANC were within 20% of the
observed values in 1996. The model highly over–simulated
FWANC in 1997, 1998, and 1999 due to over–simulation of
NO3–N losses and under–simulation of tile flows for these
years. The errors in simulation of tile flows and NO3–N losses
in tile flow are compounded in FWANC computations.
YIELDS
The simulated corn grain yield in 1996 for all
N–treatments and soybean yield in 1997 were well within
observed yield range (table 5) and satisfied the evaluation
criterion of 15% difference between measured and simulated
yield data, as recommended by the model developers
(RZWQM Team, 1996). The best match between simulated
and measured yield data was found for medium and high
N–treatment in the 1998 corn yield, when the percent
difference was less than 3%. On average, percent difference
between measured and simulated grain yield for corn as well
as soybean was less than 5%. However, the model slightly
over–simulated yield for 1999 (table 5), although it was
within the evaluation criterion of 15%. Some measurement
errors can be associated with the yield data because disease,
weeds, and harvest efficiency factors were not considered by
the model. Better yields were observed in 1998 despite the
lower N–application rates, which was also seen in the
simulated data. This was attributed to better estimation of
initial conditions for 1998.
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Figure 2. Model simulations for tile flow (a) and NO3–N loss in tile
flow (b) in relation to rainfall events for 1997 with 
no N–application to soybean.
Model simulations of soybean yields followed the
patterns of observed yield for both 1997 and 1999. The
over–simulation of yield in 1999 compared to 1997 may be
due to more rainfall in 1999 than 1997 (778 mm vs. 704 mm),
which might have affected the water availability in the root
zone. The timing of water and N–uptake has been reported to
be a very important factor in crop model simulations (Hanson
et al., 1999). These errors could be due to the delicate balance
among water, N–uptake, and crop growth processes. The
simulation of soybean growth processes seems to be more
sensitive to climate because soybean does not receive any
fertilizer, and its growth is mainly driven by climatic
parameters.
SIMULATIONS OF N–APPLICATION SCENARIOS
The model was used to simulate the effect of
N–application rates on corn grain yields and NO3–N losses
in tile flow with rates ranging from zero to an N–application
rate where simulated grain yield reached a plateau level. Six
N–application rates were simulated, and their effects on
yields were compared with those observed for three
N–application rates in the field. These N–scenario
simulations showed how N–application rates affect the
increase in grain yield and their effects on the leaching losses
of NO3–N in tile flow. To compare the climatic effects on
yield simulations, the model simulated yield  response
functions for 1996 and 1998 based on different N–application
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Figure 3. Model simulations for tile flow (a) and NO3–N loss in tile
flow (b) in relation to rainfall events for 1998 with N–application
rate of 57 kg–N/ha; observed data are treatment means.
rates for both the years. The model simulations of NO3–N
losses in tile flow for 1998 were more proportional than those
for 1996 (fig. 5), which can be associated with better
estimation of initial conditions because the model was run
continuously from 1996 through 1999. The simulated yield
reached a plateau level when the N–application rate was
greater than 200 kg–N/ha in 1996 and 170 kg–N/ha in 1998
(fig. 5). These yield simulations show that the RZWQM98
model can be used to assess the effects of N–application rates
on corn yields and NO3–N losses in tile flow.
CONCLUSIONS
The continuous simulations of RZWQM98 from
1 January 1996 through 31 December 1999 derived the
following conclusions:
1. On average, the model simulated annual tile flow, NO3–N
losses in tile water, and yields adequately by having a per-
cent difference of –8%, 15% and –4%, respectively, be-
tween measured and simulated values.
2. Simulations of yield response function followed the pat-
tern of measured yield data satisfactorily, and simulated
corn yields reached a plateau level when N–application
rate exceeded 200 kg–N/ha in 1996 and 170 kg–N/ha in
1998.
3. These results suggest that RZWQM98 has the potential to
assess  the  effects of  N–application rates on corn yields
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
1 31 61 91 121 151 181 211 241 271 301 331 361
DOY
Ti
le
 fl
ow
 (m
m/
d)
0
20
40
60
80
100
120
140
160
180
200
R
ai
nf
al
l (m
m)
rain
observed
simulated
(a)
Harvesting
DOY=264
Planting
DOY=126
0.0
0.5
1.0
1.5
2.0
2.5
3.0
1 31 61 91 121 151 181 211 241 271 301 331 361
DOY
N
O 3–
N
 lo
ss
 in
 ti
le
 fl
ow
 (k
g–
N
/h
a)
0
20
40
60
80
100
120
140
160
180
200
R
ai
nf
al
l (m
m)
rain
observed
simulated
(b)
Figure 4. Model simulations for tile flow (a) and NO3–N loss in tile
flow (b) in relation to rainfall events for 1999 with no
N–application to soybean.
and NO3–N losses in tile flow. However, the overestimation
of NO3–N losses in subsurface drainage water during the
soybean growth period may require further refinements in the
N–cycling algorithm in relation to N2–fixation and N–uptake
processes.
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