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Résumé – En imagerie médicale, et plus précisément dans le domaine de l’imagerie ultrasonore, les problématiques liées à l’amélioration de
la résolution font aujourd’hui l’objet de très nombreux travaux. Alors que beaucoup d’approches se consacrent à l’amélioration du dispositif
d’acquisition des images échographiques (pré-traitement) pour pallier leur faible résolution, très peu de travaux se sont attachés à des techniques
de post-traitement. Nous proposons ici une nouvelle approche pour la restauration d’image basée sur une formulation de type déconvolution
semi-aveugle, résolue dans le cadre algorithmique de la méthode des directions alternées. Les performances de notre algorithme sont évaluées
à l’aide de données synthétiques (fantôme de Shepp-Logan) et d’une image ultrasonore in vivo en mode B, sur la base de plusieurs critères
quantitatifs. Dans le cas où la réponse impulsionnelle spatiale du système est mal connue, les résultats démontrent une robustesse accrue par
rapport à une méthode de déconvolution classique (non aveugle).
Abstract – In the field of ultrasound imaging, resolution enhancement is an up-to-date challenging task. Many device-based approaches
have been proposed to overcome the low resolution nature of ultrasound images but very few works deal with post-processing methods. This
paper investigates a novel approach based on a semi-blind deconvolution formulation and an alternating direction method framework in order
to perform the ultrasound image restoration task. The algorithm performance is addressed using synthetic data (Shepp-Logan phantom) and
B-mode in vivo ultrasound image for a various range of criteria. The results demonstrate that our technique is more robust to uncertainties in the
a priori ultrasonic pulse than classical non-blind deconvolution methods.
1 Introduction
Comparée à de nombreuses autres modalités, l’imagerie ul-
trasonore (US) est une modalité d’imagerie non invasive et non
ionisante communément utilisée pour la détection précoce de
diverses pathologies [1]. En dépit de ses nombreux avantages,
elle offre cependant une résolution spatiale bien inférieure à
celle garantie par des modalités comme l’imagerie par réso-
nance magnétique (IRM). Cette faible résolution est directe-
ment liée à la fréquence de travail, ainsi qu’aux caractéristiques
du système d’imagerie et des capteurs ultrasonores à travers la
réponse impulsionnelle spatiale de ce système ou « point spread
function » (PSF). Notons également que la résolution de ces
images échographiques est dégradée par la présence d’un bruit
spécifique appelé « speckle ».
De nombreux travaux se sont intéressés au dispositif d’acqui-
sition pour améliorer la résolution des images US [2, 3], pour
ne citer que ceux-là. Ces techniques étant souvent tributaires de
la fréquence de travail comme du système d’imagerie, il peut
s’avérer plutôt judicieux de se tourner vers des techniques nu-
mériques, une fois les images US acquises. L’amélioration de
la résolution dans le cas général des images optiques a sus-
cité un vif intérêt [4] mais très peu de ces techniques s’ap-
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pliquent au cas très particulier de l’imagerie US. Parmi ces der-
nières, l’estimation d’une image haute résolution (HR) à l’aide
de techniques de déconvolution [5, 6, 7, 8] semble être l’une
des approches les plus prometteuses. Ces méthodes nécessitent
la connaissance a priori d’information sur l’image à restaurer
et parfois sur la réponse impulsionnelle du système d’imagerie.
L’objectif de cet article est de développer pour l’imagerie US
en mode B (signal enveloppe obtenu à partir des données radio-
fréquences) une méthode de déconvolution semi-aveugle pre-
nant en compte des informations partielles sur la PSF. Le mo-
dèle de formation de l’image classique est reformulé en un pro-
blème inverse mal posé (au sens de Hadamard) qui doit être
régularisé et que nous avons déjà traité dans la cas d’une PSF
parfaitement connue [9]. Ici, la régularisation est assurée par
une combinaison de termes L1 et L2, i.e., une contrainte de
parcimonie liée au signal à restaurer et une contrainte liée à
la distance entre la PSF et son estimation initiale. La résolu-
tion de ce problème est effectuée de manière efficace grâce à
un cadre algorithmique reposant sur la méthode des directions
alternées (ADMM, ou alternating direction method of multi-
pliers) et sur un problème des moindres carrés régularisé. Un
a priori de type variation totale (TV, ou total variation) sur les
données à restaurer [10, 11, 12] permet de favoriser la préser-
vation des contours des images US en mode B.
2 Modèle et méthode de déconvolution
L’amélioration de la résolution d’images US par déconvo-
lution consiste en la reconstruction d’un signal x ∈ Rm à
partir d’observations y ∈ Rn, n ≤ m, obtenues par convo-
lution avec la matrice caractéristique de la PSF spatialement
invariable H ∈ Rm×m et par sous-échantillonnage régulier via
la matrice S ∈ Rn×m
y = SHx+ b, (1)
avec b un bruit additif modélisant les erreurs de mesure et du
modèle de convolution. Il est à noter que sous l’hypothèse de
frontières circulaires, H est une matrice circulante par rapport
à sa première ligne h ∈ Rn, h étant la vectorisation des ℓ coef-
ficients du noyau de la PSF 2D. Les n2 coefficients de H sont
ainsi entièrement déterminés par les ℓ éléments non nuls de h.
La reconstruction de l’image peut alors se faire de manière di-
recte quand la PSF est connue ou de manière semi-aveugle si
l’on dispose seulement d’informations partielles.
2.1 Déconvolution avec une PSF connue
Quand la matrice H est connue, le problème d’optimisation
solution de (1) peut s’écrire sous la forme [9]
min
x∈Rm
|||Γx|||
1
t.q. ||y − SHx||
2
2
≤ α, (2)
avecΓ une transformation linéaire (l’opérateur gradient∇ dans
le cas de l’a priori TV qui peut s’écrire en version discrète
∇ = [∇T1 ∇
T
2 ]
T ∈ R2m×m) et α ∈ R∗+ une constante mesu-
rant le compromis entre attache aux données et régularisation.
On rappelle que si Ω =
[
ω
T
1 ω
T
2
]T
∈ R2×m, alors |||Ω|||1 =
||(|Ω|)||1 = ||(
√
ω21 + ω
2
2)||1. Sous l’hypothèse de frontières
circulaires, il est important de noter que H est une matrice cir-
culante et peut donc être diagonalisée par transformée de Fou-
rier. Des travaux récents ont étudié la faisabilité de cette ap-
proche dans le cas de conditions aux frontières inconnues [13].
La solution de (2) peut être calculée de manière efficace grâce à
une implantation ADMM [12, 13], une variante des techniques
de type Lagrangien augmenté (LA) pour les problèmes d’op-
timisation à structure séparable avec des contraintes linéaires.
Le problème (2) peut ainsi se reformuler dans le cas TV
min |||Ω|||
1
t.q. x ∈ Rm, Ω ∈ R2×m, Ω = Γx, z ∈ Z
(3)
avec Z =
{
z ∈ Rm, z = Hx, ||y − Sz||
2
2
≤ α
}
.
On retrouve alors le cadre algorithmique ADMM classique
min f1(u) + f2(v)
t.q. u ∈ U , v ∈ V, Au+Bv = c
(4)
puisqu’on peut choisir u = x ∈ Rm, v = vect ([Ω z]) =
vect ([v1 v2 v3]) =
[
vT1 v
T
2 v
T
3
]T
∈ R3m, f1(u) = 0, f2(v) =
|||Ω|||
1
+ χZ(z), A =
[
ΓT HT
]T
,B = −I3m et c = 03m.
I3m représente la matrice identité de taille 3m × 3m et χZ
la fonction indicatrice de l’ensemble Z . Dans ces conditions,
notre problème (2) s’adapte parfaitement au cadre algorithmique
défini par (4) et se résout de la manière suivante

uk+1 = argmin
u∈U
L(u,vk,λk)
vk+1 = argmin
v∈V
L(uk+1,v,λk)
λk+1 = λk + β(Auk+1 +Bvk+1 − c)
(5)
avec
L(u,v,λ) = f1(u) + f2(v)+
〈λ,Au+Bv − c〉+
β
2
||Au+Bv − c||
2
2
(6)
le Lagrangien augmenté lié à (4), λ ∈ Rm le multiplicateur de
Lagrange associé aux contraintes linéaires, β ∈ R∗+ un para-
mètre pénalisant la violation de ces contraintes et 〈·, ·〉 le pro-
duit scalaire usuel défini sur Rm. Les détails calculatoires pour
la résolution de (5) sont donnés dans [9, 12]. Les opérations
à effectuer sont des inversions point à point par transformée
de Fourier, des seuillages doux et des projections qui peuvent
toutes être calculées de manière très efficace.
2.2 Déconvolution semi-aveugle
L’estimation de la PSF est une étape cruciale dans toutes
les méthodes de déconvolution et des erreurs même mineures
dans son estimation peuvent conduire à une très mauvaise res-
tauration [7, 8]. En imagerie US, une estimation rapide mais
grossière de la PSF peut être obtenue par filtrage homomor-
phique [6]. Aussi, étant donnée cette estimation initiale de la
PSF, nous proposons d’adapter l’algorithme robuste que nous
avons proposé dans [14] pour estimer ici, de manière conjointe,
les coefficients de la PSF de type enveloppe et ceux de l’image
en mode B à restaurer. Afin de prendre en compte le caractère
semi-aveugle de la déconvolution et la régularisation associée,
nous proposons de reformuler (2) sous la forme non contrainte
min
x∈Rm,h∈Rℓ
|||Γx|||
1
+ τ ||y − SHx||
2
2
+ γ||h− h0||
2
2
(7)
où h0 est l’estimation initiale de la PSF et γ, τ sont des pa-
ramètres de régularisation. Plutôt que de résoudre ce problème
de manière directe, on peut décomposer (7) alternativement en
deux problèmes séquentiels par rapport à x et h [14].
Étant donné h0, notre algorithme résout de manière itérative
xk+1 = argmin
x∈Rm
||y − SHkx||
2
2
+ τ |||Γx|||
1 (8a)
hk+1 = argmin
h∈Rℓ
||y − SXkPh||
2
2
+ γ||h− h0||
2
2 (8b)
avec P ∈ Rm×ℓ une matrice à structure simple reliant les ℓ
coefficients du noyau de la PSF h à un vecteur à m éléments
de telle sorte queHkx = XkPh.Xk ∈ Rm×m est une matrice
circulante avec la même structure que Hk mais avec xk ∈ Rm
pour noyau circulant.
La solution de (8a) est donnée en Section 2.1 de manière
analytique. L’équation (8b) est un problème des moindres car-
rés régularisé dont la solution peut elle aussi être calculée de
manière efficace [14] comme
hk+1 =
[
(SXkP)
T (SXkP) + γIℓ
]−1[
(SXkP)
Ty + γh0
]
(9)
Ainsi, à chaque itération de (8), les solutions de chacune des
étapes (8a) et (8b) sont calculées de manière analytique.
3 Résultats
3.1 Données synthétiques
Les méthodes de déconvolution classique et semi-aveugle
ont d’abord été testées sur une image simple où l’ensemble des
dégradations sont connues afin d’en évaluer les performances.
Les résultats sont présentés sur la Figure 1. L’image d’origine
(Fig. 1(a)) est un extrait de 100 × 100 pixels du fantôme de
Shepp-Logan (image originale de 200×200 pixels), et l’image
en entrée de notre algorithme (Fig. 1(b)) est une version convo-
luée par une PSF connue, sous-échantillonnée d’un facteur 2
dans chaque direction et légèrement bruitée (SNR = 50 dB).
Cette image est ensuite restaurée en utilisant la formulation
classique (avec une PSF initiale h0, Fig. 1(c)) et la formula-
tion semi-aveugle (avec la PSF estimée après convergence de
(8), Fig. 1(d)). La vraie PSF h et son estimation initiale h0 sont
des fonctions gaussiennes 2D isotropes ayant des variances dif-
férentes (σ = 1.25 et σ0 = 3.75 respectivement) afin de mo-
déliser l’erreur de l’estimation initiale. Les performances de
notre algorithme, visuellement satisfaisantes (Fig. 1), ont été
évaluées de manière quantitative sur la Figure 2 en termes de
PSNR (Peak Signal-to-Noise Ratio), de SSIM (Structural Si-
milarity) et d’erreur quadratique moyenne sur PSF estimée et
montrent une amélioration notable. Il est important de remar-
quer que la première itération de (8) est une déconvolution clas-
sique utilisant la PSF h0. Un bilan numérique de cette amélio-
ration est donné dans la Table 1. On peut noter une amélioration
du PSNR et du SSIM de respectivement 3 dB et 4 % environ.
3.2 Image ultrasonore in vivo
Des résultats similaires ont été obtenus sur des images ultra-
sonores in vivo de rein de souris de 1024× 256 pixels (21.8×
5.5 mm). L’image a été acquise à l’aide d’un transducteur de
fréquence centrale f0 = 25 MHz. L’estimation initiale de la
PSF h0 est calculée en utilisant FIELD II [15], un logiciel
de simulation réaliste d’images ultrasonores permettant de re-
produire les conditions d’acquisition originales. Un détail de
280 × 80 pixels (6.0 × 1.7 mm) extrait de ces résultats est
présenté sur la Figure 3, où les vascularisations sont mieux
délimitées sur l’image restaurée par l’approche semi-aveugle.
De plus, que l’on se place dans une zone faiblement ou for-
tement échogène, les détails de l’image US sont clairement
mieux identifiés. Une comparaison des temps de calcul pour les
deux types de déconvolution est présentée dans la Table 2 pour
une implantation Matlab sur un ordinateur de bureau classique
fonctionnant à 2.4 GHz. Les temps de calcul donnés pour la
déconvolution semi-aveugle tiennent compte des 10 itérations
du problème (8) (voir Figure 2).
(a) Image haute résolution (b) Image basse résolution
(c) Déconvolution classique (d) Déconvolution semi-aveugle
FIGURE 1 – Restauration d’un détail de 100×100 pixels du fan-
tôme de Shepp-Logan (a). L’image en entrée des algorithmes
(b) est une version dégradée de 50×50 pixels. L’image est res-
taurée par déconvolution classique (c) et l’approche proposée
(d), avec des valeurs de PSNR respectives de 26 dB et 28 dB.
FIGURE 2 – Performances de notre algorithme en termes de
(gauche) PSNR, (milieu) SSIM, et (droite) mean-square error
de la PSF. 10 itérations de (8) suffisent dans la plupart des cas.
TABLE 1 – Performances de notre méthode en termes de PSNR
(Peak Signal-to-Noise Ratio), de SSIM (Structural Similarity)
et d’erreur quadratique moyenne sur PSF estimée pour le fan-
tôme de Shepp-Logan de 100× 100 pixels.
Déconvolution Déconvolution
classique semi-aveugle
PSNR (dB) 25.53 28.26
SSIM (%) 94.33 98.12
MSE PSF (%) 16.11 15.25
(a) Image initiale
(b) Déconvolution classique (c) Déconvolution semi-aveugle
FIGURE 3 – Restauration d’une image ultrasonore de rein de
souris (a) par déconvolution classique (b) et l’approche propo-
sée (c).
4 Conclusions et perspectives
Nous avons présenté une nouvelle approche pour l’améliora-
tion de la résolution d’images ultrasonores en mode B. L’avan-
tage de cette méthode, basée sur la formulation semi-aveugle
d’une technique de déconvolution de type ADMM, réside dans
l’estimation conjointe et efficace de la PSF et de l’image restau-
rée. Les performances de l’algorithme proposé ont été testées
sur la base de critères quantitatifs et démontrent une nette amé-
lioration. Cette méthode présente une meilleure robustesse par
rapport à l’estimation de la PSF, la précision de cette dernière
influençant de manière notable la qualité de la déconvolution.
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