Abstract-By using a modified signed directed graph (SDG) together with the distributed artificial neural networks and a knowledge-based system, a method of incipient multi-fault diagnosis is presented for large-scale physical systems with complex pipes and instrumentations such as valves, actuators, sensors, and controllers. The proposed method is designed so as to (1) make a real-time incipient fault diagnosis possible for large-scale systems, (2) perform the fault diagnosis not only in the steadystate case but also in the transient case as well by using a concept of fault propagation time, which is newly adopted in the SDG model, (3) provide with highly reliable diagnosis results and explanation capability of faults diagnosed as in an expert system, and ( Any technique for automated fault diagnosis may be classified into either a5 a quantitative method or as a qualitative one, depending on the rigor and precision of the used model. The quantitative fault diagnosis usually adopts a thermo-hydraulic mathematical model, and this method requires heavy computational load with extensive engineering manpower. The performance of model-based approaches depends stroingly on the accuracy of the model.
I. INTKODUCTION
OR complicated large-scale systems composed of F many subsystems such as nuclear power plants, signal validation is very import ant for proper plant surveillance, control, and safe operation. When a disturbance or a fault occurs in a subsystem, the subsequent influence on adjacent subsystems may become so severe that the plant operators have difficulty in finding the cause of the abnormal phenomenon and in locating the origin of the influx of abnormal signals in a limited time. It can lead the whole plant to an uncontrollable state. There have been considerable efforts to locate the fault origin by observing vast abnormal signals resulted from certain troubles in the process [ 
1]-[111.
Any technique for automated fault diagnosis may be classified into either a5 a quantitative method or as a qualitative one, depending on the rigor and precision of the used model. The quantitative fault diagnosis usually adopts a thermo-hydraulic mathematical model, and this method requires heavy computational load with extensive engineering manpower. The performance of model-based approaches depends stroingly on the accuracy of the model. Every important dynamic characteristics should be included in the model. It must be able to handle changes in the operating point. If the model is not appropriate, the whole diagnostic system may fail to function properly. The sensitivity to modelling errors has become the key problem of the model-based methods [3] . The qualitative approach, on the other hand, is often capable of identifying core knowledge of the process such as the variables and the signs of coefficients of the governing equations. The signed directed graph (SDG) is one of the most commonly used qualitative models to represent the causal effects between process variables. Nodes are used to represent the process variables or the process devices while branches are adopted to represent the influence between to adjacent nodes.
Kokawa et al. (1983) [ll] had developed a fault diagnosis method using the digraph and an inverse direction search, while D. Q. Qian (1990) [6] improved the Kokawa's method by using the frame structured failure propagation model and adopting the fuzzy concept for the calculation of the failure propagation time and the failure propagation probability. The Kokawa's and D. Q. Qian's methods, however, cannot diagnose multiple faults. Kramer and Palowitch (1987) [9] derived a rule-based forward reasoning method using SDG, which provides an efficient means to identify the possible fault origin. Chung-Chien Chang and Cheng-Ching Yu (1990) [8] modified the Kramer and Palowitch's approach by improving the diagnostic resolution. However, both approaches exhibit some possibility of rendering nonunique diagnostic solution and can give erroneous diagnostic results due to spurious and erroneous interpretations.
The artificial neural networks ( A " s ) have been recently used for fault diagnosis [31, [41, [51, [71. Incorporation of the ANNs into the diagnostic domain may yield great benefits in terms of speed, robustness, and knowledge acquisition. Also, the networks are capable of operating with noisy, incomplete, and possibly erroneous input data. Among various advantages, the general mapping capability of pattern recognition improves the diagnostic performance of the networks. Furthermore, The neural network approach requires no explicit encoding of knowledge as in conventional expert systems. The A " s , however, require large historical data for exact fault diagnosis and also are not easily applied for large-scale systems in 0018-9499/94$04.00 0 1994 IEEE real time. Furthermore, the ANNs have no explanation capability because they do not adopt any concrete physical faults models. When the ANNs are applied to a real plant, it is important to find a good model for fault diagnosis so that an incipient abnormality, not a fully developed fault, may be detected as early as possible.
In this study, a new approach is proposed based on the distributed A " s , the SDG with fault propagation time on each branch and with feedback and feedforward control loops, and a knowledge-based approach to eliminate spurious solutions. The SDG used in this work is a modified version to make possible the diagnosis of troubled pipes such as broken, leaking, or throttled pipes by treating the troubled pipes as new source nodes. Also, the large-scale system is divided into several subsystems and the neural networks are incorporated for an on-line fault diagnosis on a subsystem basis. A method for extracting data for the subsystem diagnosis from the SDG is also presented. The value of each node of the SDG changes automatically according to various operation conditions through the system structure identifier which classifies the characteristics of the system into several operating patterns. The method in this study can be applied for the diagnosis in the transient cases as well as in the steadystate cases by using the fault propagation time on the SDG. This paper describes <a fault propagation model, a system structure identifier, subsystem division, training data extraction, and fault diagnosis in sequence. Finally application of the newly proposed method to the Kori Nuclear Power Plant unit 2 is described.
DESCRIPTION OF THE FAULT PROPAGATION MODEL
Before presenting the SDG model as a fault propagation model, we recall in the following two relevant notions; i.e., qualitative state and fault.
1) The "qualitative slate" of a process variable is defined to correspond to (one of the three possible ranges, that is, low, normal, and high, which are sometimes represented simply as -1, 0, and + 1, respectively.
2) The term "fault" denotes a change of the qualitative state of a node in the SDG from a normal state (zero) to an abnormal state (nonzero), and thus a state change occurred due to state changes of some other nodes in the SDG is not considered iis a fault.
It is noted that a fault (or state of fault) occur!, when a certain level of deterioration takes place in one or more of the states because of temporary or permanent physical changes (such as scaling change, tube plugging, sensor deterioration, leaks, etc 1. Faults may simply lead to poor performance or may lead to a catastrophic event, in which case equipment is damaged or people get hurt [41. On the other hand, failure refer to a complete degradation of performance.
The signed directed graph (SDG) is commonly used to represent the causal effects between process variables [8] , [91. The SDG model in this work consists of nodes and branches with fault propagation time newly added on each branch. The nodes in the digraph represent the physical process variables or the process devices. The branches represent the causal relationships between them.
The qualitative relationship between nodes A , and A, is described as follows:
0-0.
(1)
A ,
A / Here all represent5 the sign ( A , + A , ) and t,, denotes the fault propagation time from node A , to node A,.
In where a,, is the coefficient of Z,, the causal relation of a branch is defined to start from Z, and end at Z, with the sign of a,, being assigned to the branch. A SDG constructed in this way is capable of describing many physical systems qualitatively.
In general, it may not be easy to get f,, on each branch only from (3) and (41, especially when there are coupled terms aniong the state variables in (3) and (4). The t,, in this case, can be estimated from the knowledge of the process characteristics and statistical data, which are ac-quired from the process and experienced experts as well as through the time response of each node of the process. Also it may be obtained by simulating the process model depicted by ODES. For the first-order lag system, for example, the time constant of the step input response can be considered as the fault propagation time of this system.
Since the fault diagnosis is performed by applying the sensor patterns to the pre-trained artificial neural networks ( A " s ) , the fault propagation time, t,,, is often used to estimate the propagation time difference from the tault origin to various sensors and to get the sensor patterns under transient conditions. It is remarked that the fault propagation time is not required for steady-state t ault diagnosis.
When we obtain the sign and the fault propagation time on each branch, we can derive the effects of a given disturbance from a node to other nodes, or, conversely, we can estimate the disturbance from the measured values of the disturbance-affected sensors.
System Structure IdentiJier
Fault diagnosis and the corresponding compensatory control become a very difficult task when the complex system undergoes its structural alteration due to, for example, transition from one operating mode to another. The operating mode can be a certain power level at a power plant or a certain production capacity level at a chemical process plant. If this happens, the nominal and threshold values at each node of the SDG change accordingly. Thus, as a means of effectively identifying a structural alteration, some type of system structure identifier may be needed.
Suppose the system structure can be identified by a set of prespecified key parameters. The value of each node in this case can be rearranged automatically according to the identified system structure. One method for constructing ;i system structure identifier is to adopt a neural network utilizing an unsupervised learning technique such as the Hebbian learning algorithm or the Kohohen's algorithm [ 131, [14] . In case of an unsupervised neural network, various values of the key parameters of the system over 1 he whole range of the system operation are fed into the network and sorted into clusters of similar patterns. Then each cluster of patterns is matched to each system structure, namely, each operating mode for which the corresponding threshold and nominal values are stored for calculation of the qualitative state of each node. For instance, consider a pressurized water reactor power plant such as Kori nuclear Power Plant unit 2 producing 650 Mw electricity. The plant is characterized by the operating \values of the parameters TdyP, hc, p , , T,, and h, which are the average coolant temperature, coolant flow rate, 5team pressure, steam temperature, and steam flow rate, respectively. Suppose that the whole power range is partitioned into four operating ranges, that is, 25%, 50%, 75% and 100% in magnitude of power based on practical operations. Each operating range may be matched to a plant operating mode according to each cluster of similar patterns. These four similar patterns (four clusters) are the results from the network. Since unsupervised training requires no teaching mechanism, various values of the above five parameters are applied as input patterns, and the network self-organizes by adjusting its weights according to a well-defined algorithm such as Kohohen's algorithm. In the network, input patterns are classified into four clusters according to their degree of similarity, while similar patterns activate the same output neuron. The nominal and threshold values for each cluster are assigned for adaptation of each node to the corresponding power range.
B. Division into Subsystems
We proposed that the system be divided into several smaller subsystems so that each neural network takes charge of the fault diagnosis of each subsystem in real time with desirable efficiency. Specially, the whole system for fault diagnosis is hierarchically composed of the lower level modular-type neural networks and the top level supervisor (refer to Fig. 1) .
In general, some subsystems are physical interconnected with each other while the fault diagnosis is performed at each subsystem independently. When a fault occurs in a subsystem, the fault can propagate to its adjacent subsystems that are connected to the faulty subsystem even though they are fault-free originally. These adjacent subsystems may be diagnosed as having faults and can declare the existence of faults. This kind of faults is called "spurious faults". The spurious faults, in this work, are removed at the top level supervisor using the knowledge on the inter-relation of the divided subsystems and the propagation time sequence of fault occurrence at each subsystem.
The size of a subsystem can be determined depending on the characteristics of the system and on the physical relationship among subsystems as well as in consideration of effectiveness in computation. It is desirable that any closed control loop should not be torn apart among subsystems but be included in a subsystem. Between two nodes A , and A,, a gain term g,, for each path is newly added to help determine the final state at node A, which may be unknown yet due to the different fault propagation time and the sign on each path. There may be more than one path to determine the final state of the node A, from the node A , . Thus, suppose that g,, as well as t,, and a,, on each path is predetermined. Then, for N being the number of the survived paths from A , to A, which contribute to the determination of the final state of the node A,, we can set g, , to be the total gain of the N survived paths as follows: With El,, we can estimate the final state of the node A, by using the following equation in a quantitative manner:
where
The relation (6) can be used to establish the final state of a node in a steady state or in a quasi-steady state condition. The transient or inter-state of the node A, may also be determined by analyzing the behavior of the node A, using g,, trl, and al, on each path.
B. Feedback Control Loop
A typical feedback control loop with a single output is considered in Fig. 3 . The node A represents the information of a disturbance (or a fault), the node B the controlled variable, the node C the manipulated variable, and the node D the down stream variable causally linked to the variable C. Fig. 4 shows a more general form of Fig. 3 , where node B, represents the sensor for the variable B, B, the controller, B,, the setpoint of the B,, B, the actuating device, C , the sensor of the variable C, and d disturbance.
There are two operation modes in the control loop for the external disturbance as shown in Fig. 5 . These are the normal loop working mode and the saturated mode. The saturated mode is for the case when the size of the disturbance exceeds the compensation capability of the loop. In case of internal faults of the control loop such as device faults, excessive setpoint change, or disturbance, etc., there is no more compensating capability available within the control loop, and the control loop becomes an ordinary digraph. For example, Fig. 6 shows the digraph in the feedback control loop in case of B, fault (sensor fault).
In general, if the feedback control loop is influenced by an excessive external disturbance or fault, it fails to compensate for the disturbance. In this case, the compensating feedback path does not function any longer and only feedforward path(s) remains in the operation. If the feedback control loop maintains its normal control capability against the external influence, then the controlled variable and its related variables do not appear via control action within the control loop as shown in Fig. 5(a) . In case of fault(s) within the feedback control loop, the feedback control loop becomes an ordinary digraph and it is not a control loop any more.
TRAINING DATA EXTRACTION FOR A SIJBSYSTEM FROM THE SDG
It is very important to get reliable training data to describe the system behavior fairly well even though data are formed based on a system model, not based on the expert knowledge. It is also desirable to explain the extracted data flow including the routes of fault propagation. The SDG model described in the previous section is used as a systematic fault model for generating training data for the fault diagnosis in this work.
A. Steady-State or Quasi-Steady-State Case
It is quite difficult to locate the fault origin exactly, especially when the abnormal signals grow exponentially and appear for a short time, because the abnormal states in the process are often detected at devices other than the failed device itself. When a fault exists in the form of positive fault (' + '1 or negative fault (' -'1 in the SDG, the fault can propagate into1 the adjacent nodes in the arrow directions with the sign influence on each branch connected to the fault source until the affected sensors exhibit the prescribed corresponding symptoms.
Under the assumption that when a node generates a fault, the other nodes in the SDG remain normal, the procedure to get the symptom patterns of sensors for the training data of a subsystem is given as follows:
1) Draw a SDG for the subsystem. The readings of sensors are transformed into some continuous values using (2).
2) Mark with the superscript of asterisk the first nodes that are connected to the nodes of the adjacent subsystems. These marked nodes will be utilized for the systemwise faults diagnosis later in Section IV.
3) Convert the feedforward loop with multiple paths into the digraph with dominant path(s) using ( 5 ) and (6).
4) Select one process device node with "source node ='+ 1"' as the fault origin, the total influence from the source node to all the affected sensor nodes is calculated as follows:
A sensor node state == s o u E n o d e state * sign (source node -, sensor node), where sign is the total sign which is obtained by multiplying all the signs along the path from the source node to the sensor node.
)
Put the total sign such as 'O', ' + ', or ' -' between the source node and all the affected sensor nodes. The '0' means that the selected source node does not affect the corresponding sensor node.
6) Repeat step 4) and step 5) for the rest of the nodes of process devices within the subsystem including the sensor itself. Finally, the relationship between causes as source nodes and consequences as the corresponding sensor patterns is obtained in a 8) Repeat the whole procedure from step 4) to step 7)
in case each source node = ' -1'.
As an example, consider a pump system in a liquefied petroleum gas plant [ll] , whose digraph is shown in Fig. 7 . Fig. 7 . Digraph of a pump system in liquefied petroleum gas plant. Table I1 shows the corresponding reduced table. The source nodes X,, X,, and X ,
show the same sensor patterns and these patterns are grouped into one. It is remarked that some physical parameters such as flow and pressure cannot propagate any further when a valve along the path is closed due to high or low predetermined setpoints. In this case, we can generate two types of sensor patterns-the valve open case and the valve close case.
B. Transient Case
To train an ANN for the fault diagnosis under a transient, we need a large time-dependent data of sensors If the fault propagation time, t,,, on each hranch is obtained as stated in Section 11, however, we can generate the sensor patterns from each fault origin undcr a transient condition from the time differences arriving at each sensor from a fault oripin. It is done by using the information on the fault propagation time\ along the corresponding paths. There may be more than onc sensor pattern before settling to the steady-state depending on the sequence of the symptoms of sensors from a propagated fault.
To describe a transient phenonicnon shown in Fig. 8 , suppose that source node A , , which is '+ 1' as t h e fault origin, is propagated with positive influence to both sensors of S, and S, after the fault propagation times I , , and t I, are elapsed, respectively. The sensor patterns are shown in Table 111 . The interstate of sensor patterns can be determincd considering the sampling time of the sensor patterns because the faults diagnosis is performed by a digital computer which uses the sampled inputs from the outside \.vorld. We may have more than one interstate pattern if the fault propagation time difference between t , , and t , , is large compared with the sampling time and the transient behavior of the sensors pattern for each fault node is steep and If there are more than one sensor affected from a fault, the number of interstate pattern among sensors is determined based on the sampling time, fault propagation time differences among the affected sensors from a faulty node? and the transient behavior.
The procedure is identical with the steady-state case except for the insertion of the interstate pattern(s) of sensors during the transient for each source node. In this case, if any feedforward or feedback control loop is involved along the paths from a fault node to the affected sensors, we should be careful in deciding interstate patterns among sensors because the behavior of the control loop may be undetermined in transient.
For the feedback control loop, the controlled variable, especially in case of an abruptly excessive setpoint change, may take an interstate before settling to a steady-state. The interstate can be obtained by the process operating data or by the simulation using the fault propagation time 
C. Puttems for the Troubled Pipe Diagnosis
Complex systems such as power plants are composed of various components. One of the most encountered components is the set of pipe. As the power plant is operated for years under severe conditions such as high pressure, high temperature, and adverse environment, etc., the pipes become weak, especially at the bent parts, or they can be throttled by some segmlented debris. It can cause unwanted plant shut-down:;, which result in a considerable loss in safety and econo:my. Thus, it is very important to check the condition of pipes indirectly in operation through the symptoms of the physically related sensors so that any severe accident can be avoided in advance from the pipe trouble such as leak, break, or throttling.
The method to get the patterns for the pipe diagnosis is described as follows: 1) Treat the troubled part of a pipe as a new source node and connect this node to the physically closely related node in the existing SDG model. If it is not possible, draw branches in an alternative way from this source node to the sensors which are affected from the troubled pipe to represent the corresponding symptom. In an example shown in Fig. 9 , it is assumed that the troubled part of a pipe is closely related to the node X , , and in this case the above m'ethod of attaching the pipe node to the existing SDG model for Fig 9(a) are given in Fig  9(b) and Fig 9(c) , respecl.ively.
2) After constructing a modified SDG model which contains the information of the troubled pipes and the process variables, extract patterns for the source nodes of the pipes for the diagnosis of the troubled pipes by applying the same method described in Section I11 for the nodes of process devices.
IV. FAULT DIAGNOSIS
Once the reduced sensor patterns are acquired from the SDG model by using the data extraction method, they are used to train the artificial neural network (A") that runs based on the error back-propagation algorithm [14] . Specifically, the fault diagnosis is performed as follows. First, the incipient faults are diagnosed by recalling the pre-trained ANN constructed for at each subsystem, and then the spurious faults due to the physical relationship among the subsystems are removed at the second stage using interrelated knowledge among the divided subsystems and the time sequence of faults-occurrence of each subsystem as shown in Fig. 1 . The fault rates of process devices are used to select the most probable fault origin from more than one fault origin candidates at each neural network. Furthermore, the adoption of SDG as a physical model can render the explanation of diagnosis results as does in a conventional expert system.
A. Incipient Faults Diagnosis
The reading of each sensor node is converted into a normalized value using (2) in a continuous form rather than in a discrete value. The converted continuous value of each sensor is utilized as the input to the neural network. The faults diagnosis procedure for a1 typical subsystem is as follows: 1) Train the corresponding ANN using the obtained "reduced table" as the input-output patterns.
2) Based on the trained ANN for the subsystem to be diagnosed, the diagnoses of the faults of process, devices and the troubled pipe(s)l are performed for the converted values of newly sensed values.
If there exist several candidates for a fault origin such as the second column pattern case in Table 11 , ordering of the candidates is performed to select the most suspected fault origin, based on the fault rate of each candidate; that is, the candidates are ranked according to ihe fault rates.
For example, consider the recond column pattern in Table I1 to find that thcre are three candidates X 2 , X,, and X , for the sensors pattern. If the descending order of fault rates for the three candidates is X,, X,, and X,, then the most suspected among the three candidates is X,, which is the same result as the example of Masasumi Kokawa et al. [ll] . The fault of a sensor itself is also diagnosed through the proper data extraction for the sensor fault (refer to the 16th row case of Table I ). The fault rates of the process devices can be acquired from the of removing the spurious faults is described as below: 1) Select the first fault-occurred subsystem.
2) Collect the set F, of faults and the set FF of the nodes marked with superscript of asterisk of the selected subsystem.
3) Calculate the intersection I, = F, n F,*. The elements of set I, are the nodes which are declared as the fault-nodes marked with the superscript of asterisk. operating data, the experts, or company which has manufactured them.
It is quite tedious to train the ANN for the combinatorially large number of patterns resulting from multiple faulty nodes. However, .we can observe that the network trained on a single fault has the ability to diagnose multiple faults due to the nonlinear mapping capability of the network [SI. It is remarked that the noise from a sensor is also filtered out due to noise-tolerance capability [ 121, [131. Multiple faults in this paper refer to the collected faults which may be occurred in more than one subsystem simultaneously as well a s multiple faults existing in one subsystem.
R. Rcmoital of Spurious Fuidts (RSF)
As mentioned in Section 11-B, the spurious faults should be identified and removed. Since the divided subsystems may be physically inter-related and the fault diagnosis is performed at each subsystem independently as notes earlier, a fault or faults in a subsystem can propagate to the adjacent subsystems and such subsystems are called "fault-affected suhsystems." Of course, we should not exclude the possibility of real faults occurred within the fault-affected subsystems. It is assumed. however, that nodes marked with superscript of asterisk are not the real faulty nodes when they are affected from the faults of the other subsystems.
Based on ( 1 ) the indepcndence in fault(s) diagnosis on each subsystem base, ( 2 ) the inter-related knowledge about nodes marked with superscript of asterisk connecting the adjacent subsystemk), ;and ( 3 ) the time information of faultk) occurrence of c;ich faulty subsystem, the method 8) Calculate the inte'rsections S = {UT} n e.*,.
In S = (5, the node U' is not the spurious fault, and go Here 4 denotes the empty set. If S # 4, the node UT is the spurious fault so that this node UT is removed from the set F,. 9) Repeat the procedurc step 8) for the rest of the elements of the set I,.
IO) Repeat the procedure from step 2) to step 9) for the rest of the subsystems in the time sequence of the faultoccurrence.
The above procedure essentially means that, for each subsystem selected, the nodes marked with the superscript of asterisk are removed from the declared faults candidates if they are influenced from the fault-nodes of the related cxternal subsystems. Figs. 10 and 11 show the overall algorithm for the proposed method.
to step Y).
v. AI'PI.[C'A.1'ION AND RESULTS
In this section, we report that the proposed method is successfully applied to the fault diagnosis of a pressurizer and its connected system in Kori Nuclear Power Plant unit 2 located in Kyungsang province, South Korea.
The digraphs of the pressurizer and its connected system are drawn with arrows according to their cause-effect relations as shown in Fig. 12 and the names of nodes in Fig. 12 are listed in Table IV .
The normal and alarm setpoint values of each sensor of the pressurizer are presented in Table V . Each threshold value is determined based on the degree that the operator can be aware of the abnormal state of each sensor according to the plant characteristics and the operation condition. The fault patterns of each component of the pressurizer are shown in Table VI spread to the relief tank, and (3) the third pattcrn is for the state when the pressure and water level can be controlled because the value of leakage flow i\ little. The patterns of two PORV faults are the same because there is only one temperature sensor that indicates the condition of the opening of two valves. The fault patterns ;ire trained using the back-propagation method which is one of the supervised learning method of the neural networks. The network is composed with input layer (12 nodes). hidden layer (65 nodes), and output layer (26 nodes). The number of nodes in each layer is determined by computer experiments dttsigned to minimize computational time and achieve suitahle classification. The faults diagnosis results such as PClRV leakage (the second pattern), spray valve ovcr-opening (the 4th pattern). safety relief valve 1 (SRVI) leakage (the 10th pattern), and surge flow into the preswrizer (the 34th pattern) are shown in ' the subsystem if {Y2}. The fault Y,, however, is also deleted from set F, of the coolant system because the fault Y,, turbine load decreasing, is detected in the sccondary system. The procedure discussed in Section IV-B for this case is as follows: (1) fault is affected from the secondary system. Finally, the the noise patterns are shown in Table VIII . Here, the noise patterns are not realistic but are generated artificially within 10% in magnitude of the normalized value of cach sensor to verify the sensor noise filtering capability of the ANN because thlere is very little noise on the sensors at the real plant site. As shown in Tables VI1 and VIII, the method using the ANN can find the faults fast and exactly. It is also possible to use this method to diagnose the faults of sensors themselves because their patterns can also be made and trained (refer to the patterns of the 22nd to the 27th row and the patterns of the 29th to the 32nd row in Table VI ). The algorithm of the system-wise fault diagnosis is applied to the case of decreasing turbine load. When it occurs, the heat removal by the secondary feedwater is decreased in the steam generator and the surge flow resulted from increased pressure of the coolant system is \treamed into the pressurizer. The water level and the pressure of the pressurizer are increased and the fault is propagated to other devices of the pressurizer as depicted in Fig. 12 . The decreasing turbine load, therefore, causes the pressurizer to be seen as failed. If the ANN is applied for the subsystem diagnosis when the turbine load is decreasing, the set F, of the pressurizer faults is {X4,} whose fault generates the 34th pattern in Table VII . The fault X,, is affected by Y, of the coolant system (see Fig.  12 ). The fault Xdl, therefore, is deleted from the set F, set F,, and the faults are not discovered in the pressurizer. By applying the above procedure to other subsystems, the real fault of this situation is found to be fault Y4 (turbine load decreasing) in the end.
VI. CONCLUSION
The method proposed in this work is shown to be capable of diagnosing the incipient faults of a large-scale system efficiently. Some of the merits of the method are:
(1) it is capable of incipient multiple fault diagnosis of large-scale systems in real time because the fault diagnosis of a large-scale system is performed by the diagnosis of subsystems using the distributed artificial neural networks and a knowledge-based system, (2) the method shows practical applicability because the fault diagnosis is performed not only in steady-state but also in transient-state cases, (3) due to the use of the physical fault model of the SDG, the result of the fault diagnosis can be explained in a highly reliable manner, (4) the method also provides an approach for diagnosing a pipe damage such as leaking, break, or throttling, and ( 5 ) this may be used over the whole system operating range via the system structure identifier, not at a fixed operating range. The method has tolerance to the noise of sensors due to the inherent characteristics of the ANN 1141. It is possible that the spurious faults have the same pattern as the real faults of other nodes. In this case, the faults are not detected from the set F, and can be detected as real faults inadvertently. The method should be extended in the future to be capable of finding real faults among spurious faults.
