Abstract. We consider a Jordan arc Γ in the complex plane C and a regular measure µ whose support is Γ. We denote by D the upper Hessenberg matrix of the multiplication by z operator with respect to the orthonormal polynomial basis associated with µ. We show in this work that, if the Hessenberg matrix D is uniformly asymptotically Toeplitz, then the symbol of the limit operator is the restriction to the unit circle of the Riemann mapping function φ(z) which maps conformally the exterior of the unit disk onto the exterior of the support of the measure µ.
Introduction
In this paper, we consider regular measures µ defined on subsets of the complex plane that are Jordan arcs, or finite union of Jordan arcs such that its complement is simply connected, and we show how the entries of the Hessenberg matrix D associated with µ determines the Riemann mapping function that takes the complement of the closed unit disk D to the complement of the support of µ.
The Riemann mapping theorem says, in its most common statement (see, for example, [1] ), that given a simply connected domain Ω C and given z 0 ∈ Ω, there is a unique analytic map φ : Ω −→ D (D the open unit disk), normalized by the conditions φ(z 0 ) = 0 and φ ′ (z 0 ) > 0, such that φ defines a one-to-one mapping of Ω onto D. However, we will use an equivalent formulation for domains containing ∞ which can be found, for example, in [28, 22, 18] . In this case, the Riemann mapping theorem states that, for every Γ ⊂ C compact that is not a point, such that C ∞ \Γ is simply connected, there is a unique conformal mapping φ : C ∞ \ D → C ∞ \Γ such that φ(∞) = ∞ and φ ′ (∞) > 0, where φ ′ (∞) = cap(Γ), the capacity of Γ. Moreover, if Γ is a simple Jordan curve, φ(z) is continuous in the unit circle T.
There exists a well-known link between the Riemann mapping function and the Green function, which has been described in the literature on potential theory (see, for example, [11] ). If we denote by Φ(z) the inverse of φ(z) as defined in the previous paragraph, then the Green function for a compact set K with cap(K) > 0, g K (z, ∞), can be obtained from the Riemann conformal mapping Φ(z) which takes C ∞ \P c (K) onto the exterior of D, where P c (K) is the polynomial convex hull of K. Given a Toeplitz matrix T , the Laurent series whose coefficients are the entries a i defines a function known as the symbol of T . J.Barría and P.R.Halmos [3] called an operator A on ℓ 2 asymptotically Toeplitz if the sequence of operators {S * n AS n } converges strongly to a bounded operator on ℓ 2 , where S is the forward shift and S * its adjoint. Later, A.Feintuch [10] established the definitions of weak and uniform operator convergence. Hence there are actually three different kinds of asymptotic toeplitzness. In this work we deal with the uniform one: a bounded operator A on ℓ 2 is uniformly asymptotically Toeplitz provided there is a bounded operator T on ℓ 2 such that
By Theorem 2.4 in [10] , uniformly asymptotically Toeplitz operators are characterized as the compact perturbations of Toeplitz operators. In the real case, the Hessenberg matrix agrees with the tridiagonal Jacobi matrix. Rakhmanov's theorem [23, 24] 
is the Jacobi matrix associated with µ, then a n → 1 2 and b n → 0. We observe that this matrix operator is a compact perturbation of a Toeplitz operator, so that J is uniformly asymptotic Toeplitz.
Note that in this case, the Riemann mapping function for the interval [−1, 1] is
Moreover, under the conditions of Rakhmanov's theorem, if supp(µ) = [a, b], then the above limits are a n → b − a 4 and b n → a + b 2 . In this case, the Riemann mapping function is
Conversely, P.Nevai established in [21] that, if a n → a > 0 and b n → b, then the support is [−2a + b, b + 2a] ∪ e (where e is at most a denumerable set of isolated points). Moreover, Nevai proved the equivalence between the existence of those limits and the ratio asymptotics of orthonormal polynomials.
Generalizations of Rakhmanov's theorem to orthogonal polynomials, and to orthogonal matrix polynomials on the unit circle, have been given in [20] and [30] . The case of orthogonal polynomials on an arc of circle has been studied in [4] .
As a final introductory motivating fact, we consider the Hessenberg matrix D associated with a measure µ on T,
Then, if µ is of Szegő class [14] , lim n→∞ d n+1,n = 1 and lim n→∞ d n−k,n = 0, for all k = 0, 1, 2, . . . On the other hand, φ(z) = z.
In this paper we prove a theorem relating the limits of the elements of the diagonals of the Hessenberg matrix of a measure µ, with the coefficients of the Laurent series expansion of the Riemann mapping function for the support of µ. Specifically, we show that, if µ is a regular measure in the complex plane C, whose support is a Jordan arc or a finite union of Jordan arcs such that its complement is simply connected, and if the Hessenberg matrix operator D is uniformly asymptotically Toeplitz, then the symbol (whenever it is continuous) of the limit operator is the restriction to the unit circle of the the Riemann mapping function φ(z) which maps conformally the exterior of the unit disk onto the exterior of the support of the measure µ. This connection is certainly a "natural one" for Faber polynomials [13] and leads to a method for approximating the conformal map.
As a consequence of this theorem, we give a method to approximate the Riemann mapping function from the entries of the Hessenberg matrix D even when the Hessenberg matrix D can not be obtained as a closed form, and it is not possible to compute the limits of the elements of its diagonals. Also, it is still possible to compute approximations of the support of the measure µ, computing the image of the unit circle under suitable approximations of the Riemann mapping function.
There exist some previous results relating the properties of D and the support of µ. For example, if the Hessenberg matrix D defines a subnormal operator [17] on ℓ 2 , then the closure of the convex hull of its numerical range agrees with the convex hull of its spectrum. On the other hand, the spectrum of the matrix D contains the spectrum of its minimal normal extension N = men(D) which is precisely the support of the measure [8] .
The organization of the paper is as follows: In Section 2 we prove the main theorem. In Section 3 we show that the Riemann mapping function for the support of µ can be approximated from the entries of the Hessenberg matrix D. The last Section is devoted to several heuristic examples to illustrate the approximation results given in previous section.
For general information on the theory of orthogonal polynomials, we recommend the books [6, 28] by T. S. Chihara and G. Szegő, respectively, and the survey [16] by L. Golinskii and V. Totik.
The Diagonals Theorem
Let µ be a Borel probability measure in the complex plane, with support supp(µ) containing infinitely many points. Let P be the space of polynomials. The associated inner product is given by the expression
for Q, R ∈ P. Then there exists a unique orthonormal polynomials sequence (ONPS) {P n (z)} ∞ n=0 associated to the measure µ [6, 12, 28] . In the space P 2 (µ), closure of the polynomials space P in L 
It is a well-known fact that the monic polynomials are the characteristic polynomials of the finite sections of D.
To state our main result, we will require the measure µ to be regular with support a finite union of Jordan arcs such that its complement is simply connected, and we will also need to consider an auxiliary Toeplitz matrix. We next recall the definitions of all these notions.
A Jordan arc in C is any subset of C homeomorphic to the closed interval [0, 1] on the real line.
A measure µ is regular if lim
, the capacity of the support of µ, where the γ n are the leading coefficients of the orthonormal polynomials, i.e., P n (z) = γ n z n + · · · . We are now in a position to state and prove the main result of the paper. Proof. Suppose that
Hence the symbol of T f T : T → C is given by
Consider the formal series
with defines a continuous function on C \ D.
On the other hand, by the Riemann mapping theorem [22, 18] , given Γ ⊂ C compact, since C ∞ \Γ is simply connected, there is a unique conformal mapping
such that c 1 > 0, with c 1 = cap(Γ) the capacity of Γ. In order to prove the theorem it suffices to show that d(z) satisfies the properties that determine the Riemann mapping function.
We will prove the following:
, since the symbol is a continuous function [5] .
On the other hand, Feintuch [10] characterized the uniformly asymptotically Toeplitz operators as just the compact perturbations of the Toeplitz operators. Then since the essential spectrum (see, for example, [8] for a definition) is invariant via compact perturbations [7] , we have that σ ess (D) = σ ess (T ).
On the other hand, since supp(µ) = Γ is a compact set with empty interior and C ∞ \Γ is connected, we can apply Merguelyan's theorem (or Walsh' s theorem for a Jordan arc) [13, p.97 ] to deduce that every continuous function in Γ can be uniformly approximated by polynomials.
Since the set of continuous functions with compact support is dense in L Therefore, If |z| > 1, applying Chauchy-Schwarz inequality we have
]).
(iv) We finally show that d 1 = cap(Γ).
The elements d n+1,n of the subdiagonal of the matrix D agree with the quotients γ n /γ n+1 . Since lim
On the other hand, since µ is regular, then [27] lim Then, the symbol of T is the restriction to the unit circle of the the Riemann mapping function φ : C ∞ \D → C ∞ \Γ which maps conformally the exterior of the unit disk onto the exterior of the support of the measure µ.
Proof. It is well known that every function
As an illustration of Theorem 1 we consider the following example.
Example 1 (Arc of circle). We consider Γ an arc of the unit circle T. In this case [15] (see also [25, 26] ), there exists a regular measure for which the diagonals of the Hessenberg matrix stabilize from the second element on. The monic orthogonal polynomials associated to this measure satisfy Ψ 0 (0) = 1 and Ψ n (0) = 1 a (a > 1), if n ≥ 1, and the corresponding Hessenberg matrix is the following unitary matrix D
Note that S * n DS n = T for all n ≥ 1 is a Toeplitz matrix such that the first row is a geometric series of ratio √ a 2 − 1 a < 1 (because a > 1). Hence the rows of T are in ℓ 1 .
On the other hand,
is compact because it is Hilbert-Schmidt:
Then we have that D = T + K where T is a Toeplitz operator and K is compact, therefore D is asymptotically uniformly Toeplitz [10] and the hypothesis of Theorem 1 are satisfied. Then, the expression of the Riemann mapping function as a Laurent series is 
Approximation of the Riemann mapping function
When the Hessenberg matrix D can not obtained as a closed form and it is not possible to compute the limits of the elements of its diagonals, we may ask if it is still possible to compute approximations of the Riemann mapping function.
Specifically, under the hypothesis of theorem 1, since the coefficients of the Riemann mapping function are the limits of the elements in each of the diagonals of the Hessenberg matrix, we may ask if the functions
, defined from the n-th column c n of the Hessenberg matrix, are suitable approximations of the Riemann mapping function φ(z).
We show in this section that this is indeed the case. In what follows we will denote by Θ n the norm in ℓ 2 the of n-th column of the matrix D − T as a vector of ℓ 2 , i.e.,
Lemma 1. Suppose that D is an asymptotically uniformly Toeplitz operator on ℓ
Proof. Note that D − T is a compact operator [10] . Since {e n } is a sequence weakly convergent to 0, then {(D − T )e n−1 } converges strongly to 0. Therefore, Θ n = (D − T )e n−1 2 → 0.
Theorem 2. Under the hypothesis of Theorem 1, the sequence of functions
Proof. Consider a compact subset K ⊂ C \D and consider ε > 0. Since K is compact, there exist r, R ∈ R such that 1 < r ≤ |z| ≤ R for every z ∈ K.
For every z ∈ K, we have
Applying Cauchy-Schwarz inequality to the second summand of inequality 2, we have
The last factor is the tail of a vector in ℓ 2 . Therefore, given ε > 0, there exists N 0 ∈ N such that, for every n < N 0 ,
In a similar way, for the first summand of inequality (2), we have
Then, for every z ∈ K,
Since Θ n converges to zero, there exists N 1 ∈ N such that, for every n > N 1 ,
Taking N = max{N 0 , N 1 } we have that
for every z ∈ K, for every n > N.
Remark 1.
Under the hypothesis of Theorem 1 we consider the sequence {c n } ∞ n=1 of column vectors of the matrix D − T . Since every c n has at most n non null elements, we can calculate its norm in ℓ 1 and in ℓ 2 . We denote these norms by θ n and Θ n :
Theorem 2 assures the uniform convergence of h n (z) to the Riemann mapping function φ(z) on any compact set K ⊂ C \D. Now we analyse this convergence when z = re iθ for r ≥ 1.
i) For r > 1, applying Cauchy-Schwarz inequality we have
r n . Therefore, on each circle of radius r, the order of convergence of h n to φ will be at least that of Θ n to zero because the other summand is of the order of 1 r n , r > 1. ii) For r = 1, we need some additional hypothesis. Under the hypothesis of Corollary 1, the coefficients of φ are in ℓ 1 . Now we have
The last summand is the tail of a vector in ℓ 1 which goes to zero. Then, the convergence θ n −→ 0 assures the convergence of h n −→ φ on the unit circle.
Theorem 3.
Under the hypothesis of Theorem 1, for every ε > 0 there is a δ > 0 such that for every r ∈ (1, δ + 1) there is a natural number N, such that for all n ≥ N we have
Proof. Consider ε > 0. Consider the compact set K = {z : 1 ≤ |z| ≤ 2}. Since the function φ(z) is uniformly continuous in K, there exists δ > 0, such that for every
We consider now, for every r ∈ (1, 1 + δ), the compact set K r = {z ∈ C : |z| = r}. By the uniform convergence of h n on compact sets of C \D, established in Proposition 1, there exists n ∈ N such that, for every n ≥ N, we have
We will use this result, in the last section, to approximate the support of the measure by equipotential curves of the function h n (re iθ ), for suitable n and r.
Example 2 (Arc of circle revisited). Consider again the arc of circle Γ of Example 1 where we proved that it satisfies the hypothesis of Theorem 1 and hence
Note that, since a > 1, 1 − 1 a 2 < 1 and the sequence of coefficients of φ is of order
so it is both in ℓ 1 and ℓ 2 .
We also showed that, in this case, the n-th column of D − T reduces to a single element and then
Then, for every z ∈ C \ D,
In particular, if a = 2,
, for all |z| ≥ 1.
Note that the difference between φ(z) and h n (z) decreases as |z| increases and the worse approximation appear when z is on the unit circle.
This inequality allows us to calculate the necessary value of n to obtain a desired approximation of φ. Some values can be seen in the following In the following figure we show the graphical result of approximating φ(T) using h n (T). In the following figure we show the graphical result of approximating the equipotential lines of φ(re iθ ) using h n (re iθ ): Figure 3 . h n (S r ) for some values of r ∈ (1, 1.5], for n = 16, n = 21 and n = 37, respectively
Numerical examples
In this section, we present some numerical experiments using the results from the previous sections on the approximation of the Riemann mapping function. 
In the particular case of a = b,
The Laurent series expansion of φ(z) in a neighbourhood of infinity is
Note that the first coefficient √ a 2 + b 2 2 agrees with the capacity of the support. We consider values of n that are multiples of 4 because for these values of n the approximations are worse since the matrix D − T has three of every four diagonals nulls.
Some result of approximating supp(µ) and the Riemann mapping function using this method, are shown in the followings figures. Figure 5 . h n (T) for n = 12, n = 32, and n = 60, respectively Figure 6 . Approximations of the Riemann mapping function using h n (re iθ ), n = 12, 32, 60, r ∈ [1, 2]
As can be seen, the difference between φ(z) and h n (z) decreases as |z| increases. In the following figures we show some close-ups of the above figures. and we consider µ the uniform measure on Γ. Although in this case we do not know if the matrix D − T defines a compact operator, the following figures seem to indicate that the convergence of h n (T) to Γ is worse than in the previous example. In the following figure we show several approximations of the support of µ using this method. Figure 9 . h n (T) for n = 7 and n = 11, respectively
