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“A lesson without the
opportunity for learners to
generalise is not a mathematics
lesson.”
J. Mason, 1996, p. 65
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Abstract: Between 1994 and 1998, the work of M. Broué, G. Malle, and R. Rouquier generalized
in a natural way the definition of the Hecke algebra associated to a finite Coxeter group, for the
case of an arbitrary complex reflection group. Attempting to also generalize the properties of the
Coxeter case, they stated a number of conjectures concerning these Hecke algebras. One specific
example of importance regarding those yet unsolved conjectures is the so-called BMR freeness
conjecture. This conjecture is known to be true apart from 16 cases, that are almost all the excep-
tional groups of rank 2. These exceptional groups of rank 2 fall into three families: the tetrahedral,
octahedral and icosahedral family. We prove the validity of the BMR freeness conjecture for the
exceptional groups belonging to the first two families, using a case-by-case analysis and we give
a nice description of the basis, similar to the classical case of the finite Coxeter groups. We also
give a new consequence of this conjecture, by obtaining the classification of irreducible representa-
tions of the braid group on 3 strands in dimension at most 5, recovering results of Tuba and Wenzl.
keywords: Cyclotomic Hecke algebras, BMR freeness conjecture, Complex Reflection Groups,
Braid groups, Representations.
***
Résumé: Entre 1994 et 1998, M. Broué, G. Malle et R. Rouquier ont généralisé aux groupes de
réflexions complexes la définition naturelle des algèbres de Hecke associées aux groupes de Coxeter
finis. Dans la tentative de géméraliser certaines propriétés de ces algèbres, ils ont annoncé des
conjectures parmi lesquelles la conjecture importante de liberté de BMR. Il est connu que cette
dernière conjecture est vraie sauf pour 16 cas qui concernent presque tous les groupes exception-
nels de rang 2. Ces derniers se plongent dans 3 familles : tétraédrale, octaédrale et icosaédrale.
Nous prouvons que la conjecture de liberté de BMR est vraie pour les groupes exceptionnels ap-
partenant aux deux premières familles en utilisant un raisonnement cas par cas et en donnant une
jolie description de la base, ce qui est similaire au cas classique d’ un groupe de Coxeter fini. Nous
donnons aussi une nouvelle conséquence de cette conjecture qui est l’obtention de la classification
des représentations irréductibles du groupe de tresses à 3 brins de dimension au plus 5, retrouvant
ainsi des résultats de Tuba et Wenzl.
Mot clés: Algèbres de Heckes cyclotomiques, Conjecture de liberté de BMR, Groupes de réflexions
complexes, Groupes de tresses, Représentations.
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Introduction
Real reflection groups, also known as finite Coxeter groups, are finite groups of matrices with
real coefficients generated by reflections (elements of order 2 whose vector space of fixed points
is a hyperplane). We often encounter finite Coxeter groups in commutative algebra, Lie theory,
representation theory, singularity theory, crystallography, low-dimensional topology, and geometric
group theory. They are also a powerful way to construct interesting examples in geometric and
combinatorial group theory.
All finite Coxeter groups are particular cases of complex reflection groups. Generalizing the
definition of the real reflection groups, complex reflection groups are finite groups of matrices with
complex coefficients generated by pseudo-reflections (elements of finite order whose vector space of
fixed points is a hyperplane). Any complex reflection group can be decomposed as a direct product
of the so-called irreducible ones (which means that, considering them as subgroups of the general
linear group GL(V ), where V is a finite dimensional complex vector space, they act irreducibly
on V ). The irreducible complex reflection groups were classified by G. C. Shephard and J. A.
Todd (see [40]); they belong either to the infinite family G(de, e, n) depending on 3 positive integer
parameters, or to the 34 exceptional groups, which are numbered from 4 to 37 and are known as
G4, . . . , G37, in the Shephard and Todd classification. The infinite family G(de, e, n) is the group
of monomial matrices whose non-zero entries are deth roots of unity and their product is a dth root
of unity.
Subsequent work by a number of authors has proven that complex reflection groups have
properties analogous to those of real reflection groups, such as presentations, root systems, and
generic degrees. On any real reflection group, we can associate an Iwahori-Hecke algebra (a one
parameter deformation of the group algebra of the real reflection group). Hecke algebras associated
to reductive groups were introduced in order to decompose representations of these groups induced
from parabolic subgroups.
Between 1994 and 1998, M. Broué, G. Malle, and R. Rouquier generalized in a natural way
the definition of the Iwahori-Hecke algebra to arbitrary complex reflection groups (see [12]). At-
tempting to also generalize the properties of the Coxeter case, they stated a number of conjectures
concerning the Hecke algebras, which haven’t been proven yet. Even without being proven, those
conjectures have been used by a number of papers in the last decades as assumptions, and are still
being used in various subjects, such as representation theory of finite reductive groups, Cherednik
algebras, and usual braid groups (more details about these conjectures and their applications can
be found in [30]).
One specific example of importance, regarding those yet unsolved conjectures, is the so-called
freeness conjecture. In 1998, M. Broué, G. Malle and R. Rouquier conjectured that the generic
Hecke algebra H associated to a complex reflection group W is a free module of rank |W | over its
ring of definition R. They also proved that it is enough to show that H is generated as R-module
by |W | elements.
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The validity of the conjecture, even in its weak version (which states that H is finitely generated
as R-module), implies that by extending the scalars to an algebraic closure field F of the field of
fractions of R, the algebra H ⊗R F becomes isomorphic to the group algebra FW (see [31] and
[34]). G. Malle assumed the validity of the conjecture and used it to prove that the characters of H
take their values in a specific field (see [27]). Moreover, he and J. Michel also used this conjecture
to provide matrix models for the representations of H, whenever we can compute them; these
matrices for the generators of H have entries in the field generated by the corresponding character
values (see [28]).
The freeness conjecture is fundamental in the world of generic Hecke algebras. Once it is
proved, our better knowledge of these algebras could allow the possibility of using various computer
algorithms on the structure constants for the multiplication, in order to thoroughly improve our
understanding in each case (see for example §8 in [28] about the determination of a canonical
trace).
The freeness conjecture has also many applications, apart from the ones connected to the prop-
erties of the generic Hecke algebra itself. Provided that the freeness conjecture is true, the category
of representations of H is equivalent to a category of representations of a Cherednik algebra (see
[23]). Another application is about the algebras connected to cubic invariants, including the Kauf-
man polynomial and the Links-Gould polynomial. These algebras are quotients of the generic
Hecke algebra associated to G4, G25 and G32. I. Marin used the validity of the conjecture of these
cases and he proved that the generic algebra Kn(α, β) introduced by P. Bellingeri and L. Funar in
[3] is zero for n ≥ 5 (see theorem 1.4 in [31]). Furthermore, in [13] we used the freeness conjecture
for the cases of G4, G8 and G16 to recover and explain a classification due to I. Tuba and H. Wenzl
(see [42]) for the irreducible representations of the braid group on 3 strands of dimension at most
5 (we explain in detail this result in Chapter 2).
The freeness conjecture that we call here the BMR freeness conjecture, is known to be true
for the finite Coxeter groups, and also for the infinite series by Ariki and Koike (see [1] and [2]).
Considering the exceptional cases, one may divide them into two families; the family that includes
the exceptional groups G4, . . . , G22, which are of rank 2 and the family that includes the rest of
them, which are of rank at least 3 and at most 8. Among the second family we encounter 6 finite
Coxeter groups for which we know the validity of the conjecture: the groups G23, G28, G30, G35,
G36 and G37. Thus, it remains to prove the conjecture for 28 cases: the exceptional groups of rank
2 and the exceptional groups G24, G25, G26 G27, G29, G31, G32, G33 and G34.
Until recently, it was widely believed that the BMR freeness conjecture had been verified for
most of the exceptional groups of rank 2. However, there were imprecisions in the proofs, as I.
Marin indicated a few years ago (for more details see the introduction of [34]). In the following
years, his research and his work with G. Pfeiffer concluded that the exceptional complex reflection
groups for which there is a complete proof for the freeness conjecture are the groups G4 (this case
has also been proved in [10] and independently in [21]), G12, G22, G23, . . . , G37 (see [31], [34] and
[35]). The remaining groups are almost all the exceptional groups of rank 2. The main goal of this
PhD thesis is to prove the BMR freeness conjecture for these remaining cases.
In the first chapter we give the necessary preliminaries to accurately describe the BMR freeness
conjecture. More precisely, we introduce the definition of a complex reflection group and we
conclude that the study of these groups reduces to the irreducible case, which leads us to the
description of the Shephard-Todd classification. Following [12], we also associate to a complex
reflection group a complex braid group, by using tools from algebraic topology. We finish this
chapter by giving in detail the description of the BMR freeness conjecture and a brief report on
the recent results on the subject by I. Marin and G. Pfeiffer.
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In the second chapter, as a first approach of the BMR freeness conjecture, we focus on the
groups that are finite quotients of the braid group B3 on 3 strands. These are the exceptional
groups G4, G8 and G16 and, since the case of G4 has been proven earlier as we mentioned before,
we prove the conjecture for the rest of the cases. This result completes the proof for the validity of
the BMR conjecture for the case of the exceptional groups, whose associated complex braid group
is an Artin group (see theorem 1.2.8).
In order to prove the validity of the conjecture we follow the idea I. Marin used in [31], theorem
3.2(3) for the case of G4. This approach is to presume how the basis should look like and then
prove that this is in fact a basis. We recall that B3 is given by generators the braids s1 and s2 and
the single relation s1s2s1 = s2s1s2. We also recall that the center of B3 is the subgroup generated
by the element z = s21s2s21s2 (see, for example, theorem 1.24 of [24]) and that the order of the
center of the groups G4, G8 and G16 is even. What we manage to prove (see theorems 2.2.3 and
2.2.14) is that the generic Hecke algebra associated to G4, G8 or G16 is of the form
H =
p−1∑
k=0
u1z
k +
p∑
k=1
u1z
−k + u1“some other elements”u1,
where p := |Z(W )|/2 (W denotes the group G4, G8 or G16) and u1 denotes the R-subalgebra of
H generated by the image of s1 inside H (for the case of G4 this is a deformation of the result
presented in theorem 3.2(3) in [31] where we “replace” inside the definition of H3, which denotes
as A3 there, the element s2s−11 s2 by the element s2s21s2).
Exploring the consequences of the validity of the BMR freeness conjecture for the cases of G4,
G8 and G16, in the last section of the second chapter we prove that we can determine completely
the irreducible representations of B3 for dimension at most 5, thus recovering a classification of I.
Tuba and H. Wenzl in a more general framework (see [42]). Within our approach, we managed to
answer their questions concerning the form of the matrices of these representations, as well as the
nature of some polynomials that play an important role to the description of these representations.
We also explained why their classification doesn’t work if the dimension of the representation is
larger than 5.
Observing that the center of B3 plays an important role in the construction of the basis for the
Hecke algebras of G4, G8 and G16, we developed a more general approach to the problem, which
uses the results of P. Etingof and E. Rains on the center of the braid group associated to a complex
reflection group (see [20]). In chapter 3 we explain in detail these results and we also rewrite some
parts of their arguments that are sketchy there. Their approach also provides the weak version of
the conjecture for the exceptional groups of rank 2. We conclude by using this weak version to
prove a proposition stating that if the Hecke algebra of every exceptional group of rank 2 is torsion
free as module, it is enough to prove the validity of the conjecture for the groups G7, G11 and G19,
known as the maximal exceptional groups of rank 2. Unfortunately, this torsion-free assumption
does not appear to be easy to check a priori.
In our last chapter, we prove the validity of the BMR freeness conjecture for the exceptional
groups G5, . . . , G15. As we explain in detail in chapter 3, P. Etingof and E. Rains connected every
exceptional group of rank 2 with a finite Coxeter group of rank 3. More precisely, if W is an
exceptional group of rank 2, then W := W/Z(W ) can be considered as the group of even elements
in a finite Coxeter group C of rank 3. For every x in W , we fix a reduced word wx representing x
in W . P. Etingof and E. Rains corresponds wx to an element we denote by Twx inside an algebra
over a ring RC , which they call A+(C). This algebra is in fact related with the algebra H. They
also prove that this algebra is spanned over RC by the elements Twx .
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Motivated by this result, for the cases of the exceptional groupsG5, . . . , G15 we found a spanning
set for H over R of |W | elements. More precisely, for every x ∈ W we choose a specific word w˜x
that represents x in W , which verifies some nice properties we give in detail in this chapter. Note
that this word is not necessarily reduced. We associate this word to an element Tw˜x inside A+(C)
and we denote by vx its image inside H (see propositions 3.2.5 and 3.2.6 and corollary 3.2.2). We
set U :=
∑
x∈W
|Z(W )|−1∑
k=0
Rzkvx. The main theorem of this section is that H = U . Using this approach
we also managed to prove in a different way the case of G12 that has already been verified by I.
Marin and G. Pfeiffer (see theorem 1.2.9).
The main part of this chapter is devoted to the proof of H = U . In this proof we use a lot of
calculations, that we tried to make as less complicated and short as possible, in order to be fairly
easy to follow.
To sum up, the freeness conjecture is still open for the groups G17, . . . , G21. We are optimistic
that the methodology we used for the rest of the groups of rank 2 can be applied to prove the
conjecture for these cases, too. Since these groups are large we are not sure that we can provide
computer-free proofs, as we did for the other cases. However, there are strong indications that
with continued research, and possibly with the development of computer algorithms, we can prove
these final cases.
***
Les groupes de réflexions réels, aussi appelés groupes de Coxeter finis, sont des groupes finis
de matrices à coefficients réels engendrés par des réflexions (des éléments d’ordre 2 dont l’espace
des points fixes est un hyperplan). On rencontre souvent des groupes de Coxeter en algèbre
commutative, théorie de Lie, théorie des représentations, théorie des singularités, cristallographie,
topologie en petite dimension et théorie géométrique des groupes. Ils sont aussi un outil puissant
pour construire des exemples intéressants en géométrie et en théorie combinatoire des groupes.
Les groupes de Coxeter finis forment une sous-famille des groupes de réflexions complexes.
Généralisant la définition des groupes de réflexions réels, les groupes de réflexions complexes sont
des groupes finis de matrices à coefficients complexes engendrés par des pseudo-réflexions( des
éléments d’ordre fini dont l’espace des points fixes est un hyperplan). Tout groupe de réflexion
complexe peut être décomposé en un produit direct de groupes de réflexions complexes dits irré-
ductibles (groupes qui en étant vu comme un sous-groupe de GL(V ) où V est un espace vectoriel
complexe de dimension finie, agissent de manière irréductible sur V ). Les groupes de réflexions
complexes irréductibles ont été classifiés par G.C. Shephard et J.A. Todd (voir [40]); ils apparti-
ennent soit à la famille infinie G(de, e, n) qui dépend de 3 paramètres entiers naturels soit aux 34
groupes exceptionnels numérotés de 4 à 37 et appelés G4, . . . , G37 dans la classification de Shep-
hard et Todd. Les G(de, e, n) de la famille infinie sont les groupes de matrices monomiales dont
les coefficients non-nuls sont des racines de-ièmes de l’unité et dont le produit de ces coefficients
est une racine d-ième de l’unité
Du travail provenant de nombreux auteurs a prouvé que les groupes de réflexions complexes
ont des propriétés analogues à celles des groupes de réflexions réels, telles que les présentations,
systèmes de racines et degrés génériques. On peut associer une algèbre de Iwahori-Hecke à tout
groupe de réflexion réel (une déformation à un paramètre de l’algèbre de groupe du groupe de
réflexion réel). Les algèbres de Hecke associées aux groupes réductifs ont été introduits afin de
décomposer les représentations induites par des sous-groupes paraboliques de ces groupes.
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De 1994 à 1998, M. Broué, G. Malle, et R. Rouquier ont généralisé de manière naturelle la
définition de l’algèbre de Iwahori-Hecke à un groupe de réflexion complexe quelconque (voir [12]).
En tentant de généraliser les propriétés dans le cas des groupes de Coxeter, ils ont formulé plusieurs
conjectures concernant les algèbres de Hecke, qui n’ont pas encore été prouvées. Mêmes sans être
prouvées, ces conjectures ont été utilisées dans de nombreux articles de ces dernières décennies
comme hypothèses, et sont toujours utilisées dans de nombreux domaines, tels que la théorie des
représentations des groupes réductifs finis, les algèbres de Cherednik et les groupes de tresses usuels
(plus de détails sur ces conjectures et leurs applications peuvent être trouvées dans [30]).
Un exemple important de ces conjectures non résolues est la conjecture de liberté. En 1998,
M. Broué, G. Malle et R. Rouquier ont conjecturé que l’ algèbre de Hecke générique H associée à
un groupe de réflexion complexe W est un module libre de rang |W | sur son anneau de définition
R. Ils ont aussi prouvé qu’il était suffisant de montrer que H est engendré comme R-module par
|W | éléments.
La validité de la conjecture, même dans sa version faible (qui dit que H est finiment engendrée
comme R-module), implique que en étendant les scalaires à une clôture algèbrique F du corps des
fractions de R, l’algèbre H ⊗R F devient isomorphe à l’algèbre de groupe FW (voir [31] et [34]).
G. Malle a supposé la conjecture vraie et l’a utilisée pour montrer que les caractères de H prennent
leurs valeurs dans un certain corps (voir [27]). De plus, lui et J. Michel ont utilisé la conjecture
pour donner des modèles matriciels pour les représentations de H, dès que l’on peut les calculer;
les matrices pour les générateurs de H ont des coefficients dans le corps engendré par les valeurs
des caractères correspondants (voir [28]).
La conjecture de liberté est fondamentale dans le monde des algèbres de Hecke génériques. Une
fois prouvée, notre compréhension meilleure de ces algèbres pourrait permettre d’utiliser divers
algorithmes informatiques sur les constantes structurelles, afin de profondément améliorer notre
compréhension dans chaque cas (voir par exemple §8 dans [28] à propos de la détermination d’une
trace canonique).
La conjecture de liberté a aussi de nombreuses applications autres que celles liées aux propriétés
de l’algèbre de Hecke générique. Si la conjecture est vraie alors la catégorie des représentations
de H est équivalente à une catégorie de représentations d’une algèbre de Cherednik (voir [23]).
Une autre application concerne les algèbres liées à des invariants cubiques, incluant le polynôme
de Kaufman et le polynôme de Links-Gould. Ces algèbres sont les quotients de l’algèbre de Hecke
générique associée à G4, G25 et G32. I. Marin a utilisé la validité de la conjecture dans ces cas-là
et il a prouvé que l’algèbre générique Kn(α, β) introduite par P. Bellingeri et L. Funar dans [3] est
nulle pour n ≥ 5 (voir théorème 1.4 dans [31]). De plus, dans [13] l’hypothèse de conjecture pour
les cas G4, G8 et G16 est utilisée pour retrouver et expliquer une classification due à I. Tuba et H.
Wenzl (voir [42]) pour les représentations irréductibles du groupe de tresse à 3 brins de dimension
au plus 5 (on explique ce résultat en détail dans le chapitre 2).
La conjecture de liberté que l’on appelle ici conjecture de liberté BMR, est vraie et démontrée
pour les groupes de Coxeter finis, et pour les séries infinies de Ariki et Koike (voir [1] et [2]). En
ce qui concerne les cas exceptionnels, on peut les séparer en deux familles; la famille des groupes
exceptionnels G4, . . . , G22, qui sont de rang 2 et la famille des autres qui sont de rang supérieur
ou égal à 3 et inférieur ou égal à 8. Dans la seconde famille, on a 6 groupes de Coxeter finis pour
lesquels nous savons que la conjecture est valide : les groupes G23, G28, G30, G35, G36 et G37. Ainsi,
il reste à prouver la conjecture dans 28 cas : les groupes exceptionnels de rang 2 et les groupes
exceptionnels G24, G25, G26 G27, G29, G31, G32, G33 et G34.
Jusqu’à récemment, il était pensé que la conjecture de liberté BMR avait été vérifiée pour la
plupart des groupes exceptionnels de rang 2. Néanmoins, il y avait quelques imprécisions dans les
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preuves, comme indiqué par I. Marin il y a quelques années (pour plus de détails, voir l’introduction
de [34]). Dans les années suivantes, sa recherche et son travail en collaboration avec G. Pfeiffer
ont permis de conclure que les groupes de réflexions complexes exceptionnels pour lesquels il y a
une preuve complète de l’hypothèse de conjecture sont les groupes G4 (ce cas a aussi été démontré
dans [10] et de manière indépendante dans [21]), G12, G22, G23, . . . , G37 (voir [31], [34] et [35]).
Les groupes restants sont presque tous des groupes exceptionnels de rang 2. L’objectif principal
de cette thèse et de démontrer la conjecture pour les cas restants.
Dans le premier chapitre, nous donnons les préliminaires nécessaires afin de décrire correctement
la conjecture de liberté BMR. Plus précisément, nous introduisons la définition d’un groupe de
réflexion complexe et et nous ramenons à l’étude des groupes de réflexions complexes irréductibles,
ce qui nous amène à donner une description de la classification de Shephard-Todd. Comme dans
[12], nous associons un groupe de tresse complexe à un groupe de réflexions complexe, en utilisant
des outils de topologie algébrique. Nous terminons ce chapitre en donnant une description détaillée
de la conjecture de liberté BMR et un résumé bref des résultats récents sur le sujet par I. Marin
et G. Pfeiffer.
Dans le deuxième chapitre, comme première approche de la conjecture de liberté BMR, nous
nous concentrons sur les groupes qui sont des quotients finis du groupe de tresse à trois brins B3.
Ce sont les groupes exceptionnels G4, G8 et G16 . Le cas G4 ayant été démontré comme nous
l’avons indiqué précédemment, nous montrons la conjecture dans le reste des cas. Ce résultat
termine la preuve de la conjecture BMR pour le cas des groupes exceptionnels dont le groupe de
tresse complexe associé est un groupe de Artin (voir théorème 1.2.8).
Pour prouver la validité de la conjecture, nous procédons de manière analogue à celle de I.
Marin utilisée dans [31], théorème 3.2(3) pour le cas de G4. Cette approche consiste à estimer
une base potentielle et démontrer que c’est effectivement une base. Rappelons que B3 a pour
générateurs deux tresses s1 et s2 avec l’unique relation s1s2s1 = s2s1s2. Rappelons aussi que le
centre de B3 est le sous-groupe engendré par l’élément z = s21s2s21s2 (voir, par exemple, théorème
1.24 de [24]) et que le cardinal du centre de G4, G8 et G16 est pair. Nous parvenons à prouver
(voir théorèmes 2.2.3 et 2.2.14) que l’algèbre de Hecke générique associée à G4, G8 et G16 est de
la forme
H =
p−1∑
k=0
u1z
k +
p∑
k=1
u1z
−k + u1“d’autres éléments”u1,
où p := |Z(W )|/2 (W représente le groupe G4, G8 ou G16) et u1 représente la sous-R-algèbre de
H engendrée par l’image de s1 dans H (pour le cas de G4 c’est une déformation du résultat du
Théorème 3.2(3) dans [31] où on “remplace” dans la définition de H3, notée A3 dans cet article,
l’élément s2s−11 s2 par l’élément s2s21s2).
En étudiant les conséquences de la validité de la conjecture de liberté BMR pour le cas de G4,
G8 et G16, nous démontrons dans la dernière section du deuxième chapitre que l’on peut déterminer
complètement les représentations irréductibles de B3 de dimension au plus 5, retrouvant ainsi une
classification de I. Tuba et H. Wenzl dans un cadre plus général (voir [42]). Dans le cadre de notre
approche, nous sommes parvenus à répondre aux questions concernant la forme des matrices de
ces représentations, de même que la nature de certains polynômes jouant un rôle important dans
la description de ces représentations. Nous avons aussi expliqué pourquoi leur classification ne
s’adaptait pas aux représentations de dimension strictement supérieure à 5.
En observant que le centre de B3 joue un rôle important dans la construction de la base pour
l’algèbre de Hecke de G4, G8 et G16, nous avons élaboré une approche plus générale au problème
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qui utilise les résultats de P. Etingof et E. Rains sur le centre du groupe de tresse associé à un
groupe de réflexion complexe (voir [20]). Dans le chapitre 3, nous expliquons ces résultats en
détail et réécrivons une partie de leurs arguments qui sont peu clairs là. Leur approche donne
aussi la version faible de la conjecture pour les groupes exceptionnels de rang 2. Nous utilisons
cette version faible afin de démontrer une proposition qui dit que si l’algèbre de Hecke de tout
groupe exceptionnel de rang 2 est sans-torsion en tant que module, il est suffisant de prouver la
validité de la conjecture pour les groupes G7, G11 et G19, que l’on appelle les groupes exceptionnels
de rang 2 maximaux. Malheureusement , cette hypothèse d’être sans-torsion ne semble pas simple
à vérifier à priori.
Dans le dernier chapitre, nous prouvons que la conjecture de liberté BMR est vérifiée pour les
groupes exceptionnels G5, . . . , G15. Comme expliqué en détail dans le chapitre 3, P. Etingof et E.
Rains ont lié chaque groupe exceptionnel de rang 2 à un groupe de Coxeter fini de rang 3. Plus
précisément, si W est un groupe exceptionnel de rang 2 alors W := W/Z(W ) peut être considéré
comme le groupe des éléments pairs d’un groupe de Coxeter fini C de rang 3. Pour tout x dansW ,
nous fixons un mot réduit wx représentant x dans W . P. Etingof et E. Rains font correspondre wx
à un élément que l’on note Twx dans une algèbre sur un anneau RC , qu’ils notent A+(C). Cette
algèbre est en réalité liée à l’algèbre H. Ils prouvent également que l’algèbre est engendrée sur RC
par les éléments Twx .
En utilisant ce résultat, nous avons trouvé un ensemble générateur pour H sur R de |W |
éléments pour les groupes exceptionnels G5, . . . , G15. Plus précisément, pour tout x ∈ W nous
prenons un certain mot w˜x qui représente x dans W , vérifiants de bonnes propriétés que nous
donnons en détail dans ce chapitre. Remarquons que ce mot n’est pas nécessairement réduit. Nous
associons ce mot à un élément Tw˜x dans A+(C) et notons vx son image dans H (voir propositions
3.2.5 et 3.2.6 et le corollaire 3.2.2). On pose U :=
∑
x∈W
|Z(W )|−1∑
k=0
Rzkvx. Le théorème principal
de cette section est que H = U . En utilisant cette approche, nous avons prouvé d’une manière
différente le cas de G12 qui a été vérifié par I. Marin et G. Pfeiffer (voir théorème 1.2.9).
Ce chapitre est principalement dédié à la preuve de H = U . Dans la preuve, nous utilisons
beaucoup de calculs, que nous tentons de rendre aussi simples et courts que possible afin de les
rendre assez faciles à suivre.
Pour résumer, l’hypothèse de liberté est toujours ouverte pour les groupes G17, . . . , G21. Nous
sommes optimistes sur le fait que la méthodologie utilisée pour le reste des groupes de rang 2 puisse
être appliquée afin de vérifier la conjecture dans ces cas-là aussi. Ces groupes étant grands, nous
ne sommes pas certains de pouvoir réaliser des preuve sans calculs faits par ordinateur, comme
nous l’avions fait dans les autres cas. Cependant, il y a de forts indices qui permettent d’espérer
qu’en poursuivant la recherche et en utilisant éventuellement des algorithmes informatiques, il sera
possible de démontrer les cas restants.
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Chapter 1
The BMR freeness conjecture
In this chapter we are going to define the subject of this PhD thesis, which is to check several
cases of an important conjecture of M. Broué, G. Malle and R. Rouquier, that we call the BMR
freeness conjecture. We include also the necessary preliminaries to accurately describe it.
1.1 Complex Reflection Groups and Complex Braid Groups
Let V be a C-vector space of finite dimension n. For all definitions and results we follow mostly
[12], [25] and [32].
1.1.1 Complex Reflection Groups
Definition 1.1.1. A pseudo-reflection of V is a non-trivial element s of GL(V ) of finite order,
whose vector space of fixed points is a hyperplane (meaning that dimCker(s− 1) = n− 1).
By definition, one could easily observe that a pseudo-reflection has a unique eigenvalue not
equal to 1. We give now some examples of pseudo-reflections.
Example 1.1.2.
• Every reflection is a pseudo-reflection of order 2.
• If j is a third root of unity, the matrices
s1 :=
[
j 0
−j2 1
]
and s2 :=
[
1 j2
0 j2
]
are pseudo-reflections of order 3.
Definition 1.1.3. A complex reflection group W of rank n is a finite subgroup of GL(V ), which
is generated by pseudo-reflections.
Remark 1.1.4. Every pseudo-reflection is a unitary reflection with respect to some form (see
lemma 1.3 of [25]). Therefore, every complex reflection group W ≤ GL(V ) can be considered as a
subgroup of Un(C), where Un(C) is the unitary group of degree n.
Example 1.1.5.
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• The group µd of all the d-th roots of unity is a complex reflection group of rank 1.
• The symmetric group Sn is a complex reflection group of rank n − 1, if we associate every
permutation (i j) with a permutation matrix, obtained by permuting the rows of the n × n
identity matrix according to the permutation (i j).
• More generally, every real reflection group (also known as finite Coxeter group)
C = 〈s1, . . . , sn | (sisj)mi,j = 1〉,
where mi,i = 1 and 2 ≤ mi,j <∞ for i 6= j, is a complex reflection group of rank n.
Example 1.1.6. Another example of a complex reflection group is the three-parameter family,
known as G(de, e, n), in the notation of Shephard and Todd (see [40]). By definition, G(de, e, n) is
the group of monomial n×n matrices (meaning that they have only one nonzero entry in each row
and column) where the nonzero entries are de-th roots of unity, and the product of these entries is
a dth root of unity. The three-parameter family G(de, e, n) can also be defined via the semi-direct
product
G(de, e, n) := D(de, e, n)o Sn,
where D(de, e, n) denotes the group of all diagonal n×n matrices, whose diagonal entries are de-th
roots of unity and their determinant is a dth root of unity.
Let si be the permutation matrix (i i + 1), i = 1, . . . , n − 1, te :=
 0 ζ−1e 0ζe 0 0
0 0 Id
 and
ud :=diag{ζd, 1, . . . , 1}, where ζm denotes a m-th root of unity. We can easily verify that these ma-
trices are pseudo-reflections. The following results are based on [38], Exercise 2.9 and on Chapter
2, §3 in [25].
Proposition 1.1.7. G(de, e, n) is a complex reflection group of rank n. Its generators are as
follows:
• d = 1: The group G(e, e, n) is generated by the pseudo-reflections te, s1,. . . , sn−1.
• e = 1: The group G(d, 1, n) is generated by the pseudo-reflections ud, s1,. . . , sn−1.
• d 6= 1, e 6= 1: The group G(de, e, n) is generated by the pseudo-reflections ud, tde, s1,. . . , sn−1.
Remark 1.1.8. The complex reflection groups G(de, e, n) give rise to the real reflection groups.
More precisely:
• The group G(1, 1, n) is the symmetric group Sn, also known as the finite Coxeter group of type
An−1.
• The group G(2, 1, n) is the finite Coxeter group of type Bn.
• The group G(2, 2, n) is the finite Coxeter group of type Dn.
• The group G(e, e, 2) is the dihedral group of order 2e, also known as the finite Coxeter group of
type I2(e).
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Definition 1.1.9. Let W ≤ GL(V ) be a complex reflection group. We say that W is irreducible
if the only subspaces of V that stay stable under the action of W are {0} and V .
Example 1.1.10. The group G(de, e, n) is irreducible apart from the following cases:
• The group G(1, 1, n) = Sn, considered as a complex reflection group of rank n (Sn is irreducible
as a complex reflection group of rank n− 1).
• The group G(2, 2, 2) (the dihedral group of order 4).
The following proposition (proposition 1.27 in [25]) states that every complex reflection group
can be written as a direct product of irreducible ones.
Proposition 1.1.11. Let W ≤ GLn(V ) be a complex reflection group. Then, there is a decom-
position V = V1 ⊕ · · · ⊕ Vm such that the restriction Wi of W in Vi acts irreducibly on Vi and
W = W1 × · · · ×Wm.
Therefore, the study of reflection groups reduces to the irreducible case and, as a result, it is
sufficient to classify the irreducible complex reflection groups. The following classification is due
to G.C. Shephard and J.A. Todd (for more details one may refer to [16] or [40]), also known as
the “Shephard-Todd classification”.
Theorem 1.1.12. Let W be an irreducible complex reflection group. Then, up to conjugacy, W
belongs to precisely one of the following classes:
• The infinite family G(de, e, n), as described in example 1.1.10.
• The 34 exceptional groups Gn (n = 4, . . . , 37).
Remark 1.1.13.
(i) G.C. Shephard and J.A. Todd numbered the irreducible unitary reflection groups from 1 to 37.
However, the first three entries in their list refer to the three-parameter family. More precisely,
G1 := G(1, 1, n), G2 := G(de, e, n), n ≥ 2 and G3 := G(d, 1, 1). Hence, when we refer to the
exceptional cases, we mean the groups G4, . . . , G37.
(ii) Among the irreducible complex reflection groups we encounter the irreducible finite Coxeter
groups. By remark 1.1.8 we have already seen the finite Coxeter groups of type An−1, Bn, Dn
and I2(e) as irreducible complex reflection groups inside the three-parameter family G(de, e, n).
The rest of the cases, which are the irreducible finite Coxeter groups of types H3, F4, H4, E6,
E7 and E8 are the exceptional groups G23, G28, G30, G35, G36 and G37, respectively.
1.1.2 Complex Braid groups
This section is a rewriting of [8], [12] and [33] §2.1. Let W ≤ GL(V ) be a complex reflection
group. We let R denote the set of pseudo-reflections ofW , A ={ker(s−1) | s ∈ R} the hyperplane
arrangement associated to R, and X = V \ ∪A the corresponding hyperplane complement. We
assume that A is essential, meaning that ∩H∈AH = {0}.
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W acts on A by w · ker(s − 1) = ker(wsw−1 − 1). This action is well-defined, since for every
w ∈ W and s ∈ R, we have that wsw−1 ∈ R (see lemma 1.9 in [25] or lemma 1.4 (1) in [9]).
Let x ∈ X and s ∈ R. We notice that s(x) ∈ X (if s(x) 6∈ X, then there is a s′ ∈ R, such that
s(x) ∈ ker(s′− 1). Therefore, s−1(s′(s(x))) = x, which means that x ∈ s−1·ker(s′− 1) ⊂ ∪A. This
contradicts the fact that x belongs to X). Therefore, we have an action of W on X, defined by
s · x = s(x), for every s ∈ R and x ∈ X.
Let X/W be the space of orbits of the above action. For every x ∈ X we write x for the image
of x under the canonical surjection p : X → X/W . By Steinberg’s theorem (see [41]) we have that
the action of W on X is free. Therefore it defines a Galois covering X → X/W , which gives rise
to the following exact sequence:
1→ pi1(X, x)→ pi1(X/W, x)→ W → 1
(For more details about Galois coverings and their exact sequences, one may refer to [4], Chapter
5, §8, 9, 10). We define P := pi1(X, x) the pure complex braid group associated to W and B :=
pi1(X/W, x) the complex braid group associated to W .
The canonical projection map p : X → X/W induces a natural projection map pr : B  W ,
defined as follows: Let b ∈ B and let β : [0, 1]→ X be a path in X such that β(0) = x, which lifts
b, meaning that b = [p ◦ β].
X
[0, 1] X/W
p
β
p ◦ β
Then pr(b) is defined by the equality pr(b)(x) = β(1).
The goal of this section is to define an element σ ∈ B from an element s ∈ R. By algebraic
topology, we know that if (X, x0) and (Y, y0) are based topological spaces, then pi1(X×Y, (x0, y0)) '
pi1(X, x0)× pi1(Y, y0) (one may refer, for example, to Chapter 2, §7 in [36]). Therefore, by propo-
sition 1.1.11 we may assume that W is an irreducible complex reflection group. Let s ∈ R a
pseudo-reflection of order m and H = ker(s− 1) the corresponding hyperplane. We fix an element
x ∈ X and we define a path from x to s · x in the following way:
• We choose a point x0 “close to H and far from the other reflecting hyperplanes” as follows: Let
xH0 ∈ H and ε > 0, such that B(xH0 , ε) ∩ ∪A ⊂ H. In other words, if H 6= H ′ ∈ A, then
B(xH0 , ε) ∩H ′ = ∅. Let xH⊥0 ∈ H⊥, such that ||xH⊥0 || < ε. We define x0 = xH0 + xH⊥0 ∈ B(xH0 , ε)
(see figure 1.2 above).
• Let γ be an arbitrary path in X from x to x0. Then, γ−1 is the path in X with initial point x0
and terminal point x, such that γ−1(t) = γ(1 − t), for every t ∈ [0, 1] . Thus, the path s · γ−1
defined as t 7→ s(γ−1(t)) is a path inside X, which goes from s · x0 to s · x. We consider now
a rotation γ0 of angle θ = 2pi/m inside H⊥, with initial point x0 and terminal point s · x0 (see
Figure 1.2). Since x0 = xH0 + xH
⊥
0 , we can define γ0 : [0, 1]→ H⊥ by γ0(t) = xH0 + eθitxH⊥0 .
• Let γ˜ be the path from x to s · x defined by γ˜ := s · γ−1 ∗ γ0 ∗ γ. By the choice of x0 this path
lies in X and its homotopy class does not depend on its choice. Let σγ denote the element that
γ˜ induces in the braid group B. We say that σγ is a braided reflection associated to s around
the image of H in X/W .
The next lemma is proposition 2.12 (1) in [8].
22
•HH⊥
H ′′
H ′
•
xH0•
xH
⊥
0
x0•
B(xH0 , ε)
O
Figure 1.1: The choice of x0
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Figure 1.2: Braided reflection associated to s
Lemma 1.1.14. Let s be pseudo-reflection and σγ a braided reflection associated to s, as defined
above. Then, pr(σγ) = s.
The following proposition (see Lemma 2.12 (2) in [8]) states that if we have two braided
reflections associated to the same pseudo-reflection s, they are conjugate in P .
Proposition 1.1.15. Whenever γ′ is a path in X from x to x0, if τ denotes the loop in X defined
by τ := γ′−1 ∗ γ, then
γ˜′ = s · τ ∗ γ˜ ∗ τ−1.
In particular, σγ and σγ′ are conjugate in P .
Corollary 1.1.16. Let s1, s2 two pseudo-reflections, which are conjugate in W and let σ1 and σ2
denote two braided reflections associated to s1 and s2, respectively. Then, σ1 and σ2 are conjugate
in B.
Let s ∈ R and H = ker(s − 1) the corresponding hyperplane. Let WH be the subgroup of
W formed by idV and all the reflections fixing H. We recall that V = H ⊕ H⊥ and we set
φ : GL(V ) → GL(H⊥) defined as f 7→ f |H⊥ . Let w1, w2 ∈ WH such that φ(w1) = φ(w2). Hence,
by the definition of φ we have that w1(h⊥) = w2(h⊥), for every h⊥ ∈ H⊥. By the definition of
WH we have also that w1(h) = w2(h), for every h ∈ H. As a result, we have that w1(v) = w2(v),
for every v ∈ V , since every v ∈ V is written as h + h⊥, where h ∈ H and h⊥ ∈ H⊥. Therefore,
the restriction of φ in WH is injective and, hence, we have WH ≤ GL(H⊥) ' GL1(C) ' C×. As
a result, the group WH is cyclic, as a subgroup of C×. We denote by eH the order of the cyclic
group WH and we give the following definition:
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Definition 1.1.17. Let sH be the (unique) pseudo-reflection of eigenvalue e2pii/eH , which generates
WH . We say that sH is a distinguished pseudo-reflection.
We recall that pr denotes the natural projection map B  W induced by the canonical surjec-
tion X → X/W .
Definition 1.1.18. Let sH be a distinguished pseudo-reflection. A distinguished braided reflection
σH associated to sH is a braided reflection around the image of H in X/W such that pr(σH) = sH .
The next result (proposition 2.5 (a) in [8]) explains the importance of the distinguished braided
reflections.
Proposition 1.1.19. The complex braid group B is generated by all the distinguished braided
reflections around the images of the hyperplanes H ∈ A in X.
The next result (theorem 0.1 in [5]) shows that a complex braid group has an Artin-like pre-
sentation; that is a presentation of the form
〈s ∈ S | vi = wi〉i∈I ,
where S is a finite set of distinguished braided reflections and I is a finite set of relations such
that, for each i ∈ I, vi and wi are positive words in elements of S.
Theorem 1.1.20. Let W be a complex reflection group with associated complex braid group B.
There exists a finite subset S = {s1, . . . , sn} of B, such that:
(i) The elements s1, . . . , sn are distinguished braided reflections and therefore, their images
s1, . . . , sn in W are distinguished pseudo-reflections.
(ii) The set S generates B and therefore the set S := {s1, . . . , sn} generates W .
(iii) There exist a set I of relations of the form w1 = w2, where w1 and w2 are positive words
of equal length in the elements of S, such that 〈S | I〉 is a presentation of B.
(iv) Viewing now I as a set of relations in S, the group W is presented by
〈S |I ;∀s ∈ S, ses = 1〉,
where es denotes the order of s in W .
Remark 1.1.21.
(i) By Brieskorn’s theorem (see [7]) we have the following result: Let C be a finite Coxeter group
with presentation
C = 〈s1, . . . , sn | s2i = 1, (sisj)mi,j = 1, for all i 6= j〉.
The corresponding braid group A (known as an Artin group of finite Coxeter type), has a
presentation of the form
A = 〈s1, . . . , sn | sisj . . .︸ ︷︷ ︸
mi,j− times
= sjsi . . .︸ ︷︷ ︸
mi,j− times
, for all i 6= j〉.
This means that we can obtain the presentation of the finite Coxeter group from the pre-
sentation of the Artin group, if we “add” to the latter the additional relations s2i = 1, for
every i = 1, . . . , n. Therefore, theorem 1.1.20 generalizes Brieskorn’s result for every complex
reflection group.
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(ii) Theorem 1.1.20 not only shows that a complex braid group has an Artin-like presentation
but also implies that any complex reflection group has a Coxeter-like presentation; that is a
presentation of the form
〈s ∈ S | {vi = wi}i∈I , {ses = 1}s∈S〉,
where S is a finite set of distinguished reflections and I is a finite set of relations such that, for
each i ∈ I, vi and wi are positive words with the same length in elements of S. The tables
in Appendix 1 in [8] provide a complete list of the irreducible complex reflection groups
in Shephard-Todd classification, together with a Coxeter-like presentation symbolized by a
diagram.
We conclude this section by giving a description of the center of the complex braid group, a
result that plays an important role in the sequel. For this description, we follow the arguments in
the introduction of [18]. Let W ≤ GL(V ) be a complex reflection group. By proposition 1.1.11 we
can write W as a direct product W1 × · · · ×Wr of irreducible reflection groups. As we explained
in section 1.1.2, the associated complex braid group is the direct product B1 × · · · ×Br, where Bi
is the complex braid group associated to the irreducible complex reflection group Wi, i = 1, . . . , r.
Therefore, the center of the complex braid group Z(B) is the direct product Z(B1)× · · · × Z(Br)
and, thus, we may assume that W is irreducible.
Since W is an irreducible complex reflection group, its center Z(W ) is a (finite) subgroup of
C×, thus a cyclic group. Let Z(W ) = 〈ζ〉, where ζ := e2pii/|Z(W )| and let x be a basepoint of X.
In [12], §2.24, M. Broué, G. Malle and R. Rouquier defined a path β inside X by t 7→ ζtx, where
ζt := e2piit/|Z(W )|. We denote by β˜ the homotopy class of β in B. The next theorem is due to M.
Broué, G. Malle and R. Rouquier (see theorem 2.2.4 in [12]) and D. Bessis (see theorem 12.8 in
[6]).
Theorem 1.1.22. The center of the braid group of an irreducible complex reflection group is cyclic,
generated by β˜.
1.2 The freeness conjecture
1.2.1 Generic Hecke algebras
In this section we follow mostly [12] and [34]. Let W ≤ GL(V ) be a complex reflection group.
Recalling the definitions and notations of the previous section, let B be the complex braid group
associated to W and S the set of the distinguished pseudo-reflections. We denote also by es the
order of s in W .
For each s ∈ S we choose a set of es indeterminates us,1, . . . , us,es such that us,i = ut,i if s and
t are conjugate in W . We denote by R the Laurent polynomial ring Z[us,i, u−1s,i ] and we give the
following definition:
Definition 1.2.1. The generic Hecke algebra H associated to W with parameters us,1, . . . , us,es is
the quotient of the group algebra RB of B by the ideal generated by the elements of the form
(σ − us,1)(σ − us,2) . . . (σ − us,es), (1.1)
where s runs over the conjugacy classes of S and σ over the set of distinguished braided reflections
associated to the pseudo-reflection s.
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Remark 1.2.2.
(i) It is enough to choose one relation of the form described in (1.1) per conjugacy class, since
the corresponding braided reflections are conjugate in B (Corollary 1.1.16).
(ii) Let C be a finite Coxeter group with Coxeter system S. In this case, the ring of Laurent
polynomials is R = Z[u±s,1, u±s,2]s∈S and the generic Hecke algebra associated to C has a
presentation as follows:
〈σ1, . . . , σn | σiσj . . .︸ ︷︷ ︸
mi,j− times
= σjσi . . .︸ ︷︷ ︸
mi,j− times
, (σi − u1)(σi − u2) = 0〉,
where i 6= j and 2 ≤ mi,j < ∞. In this case (the real case), the generic Hecke algebra is
known as the Iwahori-Hecke algebra (for more details about Iwahori-Hecke algebras one may
refer, for example, to [22] §4.4).
(iii) Let φ : R→ C be the specialization morphism defined as us,k 7→ e−2piιk/es , where 1 ≤ k ≤ ec
and ι denotes an imaginary unit (a solution of the equation x2 = −1). Therefore, H ⊗φ C =
CB/(σes − 1) = C(B/(σes − 1)). By theorem 1.1.20 (iv) we have that B/(σes − 1) = W .
Hence, H ⊗φ C = CW , meaning that H is a deformation of the group algebra RW .
In order to make the definition of the generic Hecke algebra clearer to the reader, we give an
example of the generic Hecke algebra associated to the exceptional groups G4 and G5.
Example 1.2.3.
• Let W := G4 = 〈s1, s2 | s31 = s32 = 1, s1s2s1 = s2s1s2〉. Since s1 = (s2s1)s2(s2s1)−1, the ring of
Laurent polynomials is Z[u±i ], i = 1, 2, 3 and the generic Hecke algebra has a presentation as
follows:
HG4 = 〈σ1, σ2 : σ1σ2σ1 = σ2σ1σ2, (σi − u1)(σi − u2)(σi − u3) = 0〉.
• Let W := G10 = 〈s1, s2 | s31 = s42 = 1, s1s2s1s2 = s2s1s2s1〉. The ring of Laurent polynomials is
Z[u±i , v
±
j ], i = 1, 2, 3, j = 1, 2, 3, 4 and the generic Hecke algebra has a presentation as follows:
HG10 = 〈σ1, σ2 | σ1σ2σ1σ2 = σ2σ1σ2σ1,
3∏
i=1
(σ1 − ui) =
4∏
j=1
(σ2 − vj) = 0〉.
1.2.2 The BMR freeness Conjecture: Recent work and open cases
Let W ≤ GL(V ) be a complex reflection group and H its associated generic Hecke algebra
over the ring of Laurent polynomials R, as defined in the previous section. We have the following
conjecture due to M. Broué, G. Malle and R. Rouquier (see [12]).
Conjecture 1.2.4. (The BMR freeness conjecture) The generic Hecke algebra H is a free module
over R of rank |W |.
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The next proposition (theorem 4.24 in [12] or proposition 2.4, (1) in [34]) states that in order
to prove the validity of the BMR conjecture, it is enough to find a spanning set of H over R of
|W | elements.
Proposition 1.2.5. If H is generated as R-module by |W | elements, then it is a free module over
R of rank |W |.
Theorem 1.2.6. The BMR freeness conjecture holds for the real complex reflections groups (i.e.
for the Iwahori-Hecke algebras).
We give a sketch of the proof of this theorem in order to underline the similarities of this proof
with the one of the complex cases of rank 2 we prove in Chapter 4. For more details one may refer
for example to [22], lemma 4.4.3.
Sketch of the proof. Let C be a finite Coxeter group with Coxeter system S = {s1, . . . , sn} and H
the associated Iwahori-Hecke algebra over the ring R = Z[u±s,1, u±s,2]s∈S, as defined in remark 1.2.2
(ii). By Matsumoto’s lemma (see [37]) there is a natural map (not a group homomorphism) from
C to the corresponding braid group, taking any element of C represented by some reduced word in
the generators to the same word in the generators of the braid group. Therefore, for every element
c ∈ C represented by a reduced word si1 . . . sir there is a well-defined element in H we denote by
Tc, such that Tc = Tsi1 . . . T sir . In particular, T1 = 1H.
We will prove that a spanning set of H over R is {Tc, c ∈ C} and, therefore, by proposition
1.2.5 we prove also the validity of the BMR freeness conjecture in the real case. Let U be the
R-submodule of H generated by {Tc, c ∈ C}. We must prove that H = U . Since 1H ∈ U , it
will be sufficient to show that U is a left ideal of H. For this purpose, one may check that U is
invariant under left multiplication by all Ts, s ∈ S. This is a straightforward consequence of the
fact that
TsTw =
{
Tsw, if `(sw) = `(w) + 1
(us,1 + us,2)Tw − us,1us,2Tsw, if `(sw) = `(w)− 1
,
where `(sw) and `(w) denote the length of the words w and sw, respectively.
We go back now to the case of an arbitrary complex reflection group W . In proposition 1.1.11
we saw that W is a direct product of some irreducible complex reflection groups. Therefore, we
restrict ourselves to proving the validity of the conjecture for the irreducible complex reflection
groups. Due to the classification of Shephard and Todd (theorem 1.1.12), we have to prove the
conjecture for the three-parameter family G(de, e, n) and for the exceptional groups G4, . . . , G37.
Thanks to S. Ariki and S. Ariki and K. Koike (see [1] and [2]) we have the following theorem:
Theorem 1.2.7. The BMR freeness conjecture holds for the infinite family G(de, e, n).
As a consequence of the above result, one has to concentrate on the exceptional groups, which
are divided into two families: The first family includes the groups G4, . . . , G22, which are of rank 2
and the second one includes the rest of them, which are of rank at least 3 and at most 8. We recall
that among these groups we encounter 6 finite Coxeter groups (remark 1.1.13 (ii)), for which we
know the validity of the conjecture: the groups G23, G28, G30, G35, G36 and G37. Thus, it remains
to prove the conjecture for 28 cases: the exceptional groups of rank 2 and the exceptional groups
G24, G25, G26 G27, G29, G31, G32, G33 and G34.
Among these 28 cases, we encounter 6 groups whose associated complex braid group is an Artin
group: The groups G4, G8 and G16 related to the Artin group of Coxeter type A2, and the groups
27
G25, G26 and G32 related to the Artin group of Coxeter type A3, B3 and A4, respectively. The
next theorem is thanks to the results of I. Marin (see [31] and [34]).
Theorem 1.2.8. The BMR freeness conjecture holds for the exceptional groups G4, G25, G26 and
G32.
The case of G4 has been also proven independently by M. Broué and G. Malle and B. Berceanu
and L. Funar (see [10] and [21]). Exploring the rest of the cases, we notice that we encounter 9
groups generated by reflections (i.e. pseudo-reflections of order 2): These groups are the exceptional
groups G12, G13, G22 of rank 2 and the exceptional groups G24, G27, G29, G31, G33 and G34 of rank
at least 3 and at most 6. I. Marin and G. Pfeiffer proved the following result by using computer
algorithms (see [35]).
Theorem 1.2.9. The BMR freeness conjecture holds for the exceptional groups G12, G22, G24,
G27, G29, G31, G33 and G34.
To sum up, the BMR freeness conjecture is still open for the exceptional groups of rank 2, apart
from the cases of G4, G12 and G22 for which we know the validity of the conjecture (theorems 1.2.8
and 1.2.9). The following chapters are devoted to the proof of 11 of the 16 remaining cases,
including also another proof of the case of G12.
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Chapter 2
The freeness conjecture for the finite
quotients of B3
In this chapter we prove that the quotients of the group algebra of the braid group on 3 strands
by a generic quartic and quintic relation, respectively have finite rank. This is the special case
of the BMR freeness conjecture for the generic Hecke algebra of the groups G8 and G16. This
result completes the proof of this conjecture in the case of the exceptional groups whose associated
complex braid group is an Artin group (see theorem 1.2.8). Exploring the consequences of this
case, we prove that we can determine completely the irreducible representations of the braid group
on 3 strands of dimension at most 5, thus recovering a classification of Tuba and Wenzl in a more
general framework. This chapter is based on the author’s article (see [13]).
2.1 The finite quotients of Bn
Let Bn be the braid group on n strands, defined via the following presentation:
〈s1, . . . , sn−1 | sisi+1si = si+1sisi+1, sisj = sjsi〉,
where in the first group of relations 1 ≤ i ≤ n − 2, and in the second one |i − j| ≥ 2. There is
a Coxeter’s classification of the finite quotients of Bn by the additional relation ski = 1 (for more
details one may refer to §10 in [17]); these quotients are finite if and only if 1
k
+ 1
n
> 1
2
. If we
exclude the obvious cases n = 2 and k = 2, which lead to the cyclic groups and to the symmetric
groups respectively, there is only a finite number of such groups, which are irreducible complex
reflection groups: these are the exceptional groups G4, G8 and G16, for n = 3 and k = 3, 4, 5 and
the exceptional groups G25, G32 for n = 4, 5 and k = 3.
The BMR freeness conjecture is known for the cases of G4, G25 and G32, as we explained in the
previous chapter (see theorem 1.2.8). Therefore, it remains to prove the validity of the conjecture
for the groups G8 and G16, which are finite quotients of B3 together with the groups S3 (if we
consider the case of the symmetric group, as well) and G4. Moreover, these exceptional groups
belong to the class of complex reflection groups of rank two.
Let B3 be the braid group on 3 strands, given by generators the braids s1 and s2 and the single
relation s1s2s1 = s2s1s2 that we call braid relation. For every k = 2, . . . , 5 we denote by Rk the
Laurent polynomial ring Z[ak−1, ..., a1, a0, a−10 ]. Let Hk denote the quotient of the group algebra
RkB3 by the relations
ski = ak−1s
k−1
i + ...+ a1si + a0, (2.1)
29
for i = 1, 2.
Definition 2.1.1. For k = 2, 3, 4 and 5 we call the algebra Hk the quadratic, cubic, quartic and
quintic Hecke algebra, respectively.
We identify si with their images in Hk. We multiply (2.1) by s−ki and since a0 is invertible in
Rk we have:
s−ki = −a−10 a1s−k+1i − a−10 a2s−k+2i − ...− a−10 ak−1s−1i + a−10 , (2.2)
for i = 1, 2. If we multiply (2.2) with a suitable power of si we can expand s−ni as a linear
combination of s−n+1i , ..., s
−n+(k−1)
i , s
−n+k
i , for every n ∈ N. Moreover, comparing (2.1) and (2.2),
we can define an automorphism Φ of Hk as Z-algebra, where
si 7→ s−1i , for i = 1, 2
aj 7→ −a−10 ak−j, for j = 1, ..., k − 1
a0 7→ a−10
We will prove now an easy lemma that plays an important role in the sequel. This lemma is in
fact a generalization of lemma 2.1 of [31].
Lemma 2.1.2. For every m ∈ Z we have s2sm1 s−12 = s−11 sm2 s1 and s−12 sm1 s2 = s1sm2 s−11 .
Proof. By using the braid relation we have that (s1s2)s1(s1s2)−1 = s2. Therefore, for every m ∈ Z
we have (s1s2)sm1 (s1s2)−1 = sm2 , that gives us the first equality. Similarly, we prove the second
one.
If we assume m of lemma 2.1.2 to be positive we have s1s2sn1 = sn2s1s2 and sn1s2s1 = s2s1sn2 ,
where n ∈ N. Taking inverses, we also get s−n1 s−12 s−11 = s−12 s−11 s−n2 and s−11 s−12 s−n1 = s−n1 s−12 s−11 .
We call all the above relations the generalized braid relations.
We will denote by ui the Rk-subalgebra of Hk generated by si (or equivalently by s−1i ) and by
u×i the group of units of ui and we let ω = s2s21s2. Since the center of B3 is the subgroup generated
by the element z = s21ω (see, for example, theorem 1.24 of [24]), for all x ∈ u1 and m ∈ Z we have
that xωm = ωmx. We will see later that ω plays an important role in the description of Hk.
Let Wk denote the quotient group B3/〈ski 〉, k = 2, 3, 4 and 5 and let rk < ∞ denote its order.
Our goal now is to prove that Hk is a free Rk-module of rank rk, a statement that holds for H2
since W2 = S3 is a Coxeter group (see theorem 1.2.6). We also know that this holds for the cubic
Hecke algebra H3 (see theorem 3.2 (3) in [31]). For the remaining cases, we will use the following
proposition.
Proposition 2.1.3. Let k ∈ {4, 5}. If Hk is generated as a module over Rk by rk elements,
then Hk is a free Rk-module of rank rk and, therefore, the BMR freeness conjecture holds for the
exceptional groups G8 and G16.
Proof. Let H˜k denote the generic Hecke algebra of G8 and G16, for k = 4 and 5, respectively. We
know that H˜k is a free R˜k-module of rank rk if and only if Hk is a free Rk-module of rank rk (see
lemma 2.3 in [34]). The result then follows from proposition 2.4(1) in [34].
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2.2 The BMR freeness conjecture for G8 and G16
In proposition 2.1.3 we saw that in order to prove the BMR freeness conjecture for G8 and G16
we only need to find a spanning set of Hk, k = 4, 5 of rk elements. For this purpose we follow
the idea I. Marin used in [31], theorem 3.2 (3), in order to find a spanning set for the cubic Hecke
algebra.
More precisely, for every k ∈ {4, 5}, let w1 denote the subgroup of Wk generated by s1 and let
J denote a system of representatives of the double cosets w1\Wk/w1. We haveWk =
⊔
w∈J
w1 ·w ·w1.
For every w ∈ J we fix a factorization fw of w into a product of the generators s1 and s2 of Wk
and we define an element Tfw inside Hk as follows: Let fw = x
a1
1 x
a2
2 . . . x
ar
r , where xi ∈ {s1, s2}
and ai ∈ Z. We define the element Tfw to be the product xa11 xa22 . . . xarr inside Hk (recall that we
identify si with their images in Hk). For fw = 1, we define T1 := 1Hk . We notice that the element
Tfw depends on the factorization fw, meaning that if we choose a different factorization f ′w of w
we may have Tfw 6= Tf ′w . We set U :=
∑
w∈J
u1 · Tfw · u1. The main result of this chapter is that
U is generated as Rk-module by rk elements and that Hk = U . We prove this result by using a
case-by-case analysis.
2.2.1 The quartic Hecke algebra H4
Our ring of definition is R4 = Z[a, b, c, d, d−1] and therefore, relation (2.1) becomes s4i = as3i +bs2i +
csi + d, for i = 1, 2. We set
U ′ = u1u2u1 + u1s2s−11 s2u1 + u1s
−1
2 s1s
−1
2 u1 + u1s
−1
2 s
−2
1 s
−1
2
U = U ′ + u1s2s−21 s2u1 + u1s
−2
2 s
−2
1 s
−2
2 u1.
It is obvious that U is a u1-bimodule and that U ′ is a u1-sub-bimodule of U . Before proving our
main theorem (theorem 2.2.3) we need a few preliminaries results.
Lemma 2.2.1. For every m ∈ Z we have
(i) s2sm1 s2 ∈ U .
(ii) s−12 sm1 s
−1
2 ∈ U ′.
(iii) s−22 sm1 s
−1
2 ∈ U ′.
Proof. By using the relations (2.1) and (2.2) we can assume that m ∈ {0, 1,−1,−2}. Hence,
we only have to prove (iii), since (i) and (ii) follow from the definition of U and U ′ and the
braid relation. For (iii), we can assume that m ∈ {−2, 1}, since the case where m = −1 is ob-
vious by using the generalized braid relations. We have: s−22 s
−2
1 s
−1
2 = s
−1
1 (s1s
−2
2 s
−1
1 )s
−1
1 s
−1
2 =
s−11 s
−1
2 s
−2
1 (s2s
−1
1 s
−1
2 ) = s
−1
1 (s
−1
2 s
−3
1 s
−1
2 )s1. The result then follows from (ii). For the element
s−22 s1s
−1
2 , we expand s
−2
2 as a linear combination of s
−1
2 , 1, s2, s
2
2 and by using the definition of
U ′ and lemma 2.1.2, we only have to check that s22s1s
−1
2 ∈ U ′. Indeed, we have: s22s1s−12 =
s2(s2s1s
−1
2 ) = (s2s
−1
1 s2)s1 ∈ U ′.
Proposition 2.2.2. u2u1u2 ⊂ U.
Proof. We need to prove that every element of the form sα2 s
β
1s
γ
2 belongs to U , for α, β, γ ∈
{−2,−1, 0, 1}. However, when αβγ = 0 the result is obvious. Therefore, we can assume α, β, γ ∈
{−2,−1, 1}. We have the following cases:
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• α = 1: The cases where γ ∈ {−1, 1} follow from lemmas 2.1.2 and 2.2.1(i). Hence, we need
to prove that s2sβ1s
−2
2 ∈ U . For β = −1 we use lemma 2.1.2 and we have s2s−11 s−22 =
(s2s
−1
1 s
−1
2 )s
−1
2 = s
−1
1 (s
−1
2 s1s
−1
2 ) ∈ U. For β = 1 we expand s−22 as a linear combination of
s−12 , 1, s2, s
2
2 and the result follows from the cases where γ ∈ {−1, 0, 1} and the generalized braid
relations. It remains to prove that s2s−21 s
−2
2 ∈ U . By expanding now s−21 as a linear combina-
tion of s−11 , 1, s1, s21 we only need to prove that s2s21s
−2
2 ∈ U (the rest of the cases correspond
to b = −1, b = 0 and b = 1). We use lemma 2.1.2 and we have: s2s21s−22 = (s2s21s−12 )s−12 =
s−11 s2(s2s1s
−1
2 ) = s
−1
1 (s2s
−1
1 s2)s1 ∈ U.
• α = −1: Exactly as in the case where α = 1, we only have to prove that s−12 sβ1s−22 ∈ U .
For β = −1 the result is obvious by using the generalized braid relations. For β = −2 we
have: s−12 s
−2
1 s
−2
2 = (s
−1
2 s
−2
1 s2)s
−3
2 = s1s
−1
2 (s
−1
2 s
−1
1 s
−3
2 ) = s1(s
−1
2 s
−3
1 s
−1
2 )s
−1
1 . However, by lemma
2.2.1(ii) we have that the element s−12 s
−3
1 s
−1
2 is inside U ′ and, hence, inside U . It remains to
prove that s−12 s1s
−2
2 ∈ U . For this purpose, we expand s−22 as a linear combination of s−12 , 1, s2, s22
and by the definition of U and lemma 2.1.2 we only need to prove that s−12 s1s22 ∈ U . Indeed,
using lemma 2.1.2 again we have: s−12 s1s22 = (s
−1
2 s1s2)s2 = s1(s2s
−1
1 s2) ∈ U.
• α = −2: We can assume that γ ∈ {1,−2}, since the case where γ = −1 follows immediately
from lemma 2.2.1(iii). For γ = 1 we use lemma 2.1.2 and we have s−22 s
β
1s2 = s
−1
2 (s
−1
2 s
β
1s2) =
(s−12 s1s
β
2 )s
−1
1 . The latter is an element in U , as we proved in the case where α = −1. For
γ = −2 we only need to prove the cases where β = {−1, 1}, since the case where β = −2 follows
from the definition of U . We use the generalized braid relations and we have s−22 s
−1
1 s
−2
2 =
(s−22 s
−1
1 s
−1
2 )s
−1
2 = s
−1
1 (s
−1
2 s
−2
1 s
−1
2 ) ∈ U . Moreover, s−22 s1s−22 = s1(s−11 s−22 s1)s−22 = s1(s2s−21 s−32 ).
The result follows from the case where α = 1, if we expand s−32 as a linear combination of s
−2
2 ,
s−12 , 1 and s2.
We can now prove the main theorem of this section.
Theorem 2.2.3.
(i) U = u1u2u1 + u1s2s−11 s2u1 + u1s
−1
2 s1s
−1
2 u1 + u1ω + u1ω
−1 + u1ω−2.
(ii) H4 = U .
Proof.
(i) We recall that ω = s2s21s2. We must prove that the RHS, which is by definition U ′+u1ω+u1ω−2,
is equal to U . For this purpose we will “replace” inside the definition of U the elements s2s−21 s2
and s−22 s
−2
1 s
−2
2 with the elements ω and ω−2 modulo U ′, by proving that s2s
−2
1 s2 ∈ u×1 ω + U ′
and s−22 s
−2
1 s
−2
2 ∈ u×1 ω−2 + U ′.
For the element s2s−21 s2, we expand s
−2
1 as a linear combination of s
−1
1 , 1, s1, s
2
1, where the co-
efficient of s21 is invertible. The result then follows from the definition of U ′ and the braid
relation. For the element s−22 s
−2
1 s
−2
2 we apply lemma 2.1.2 and the generalized braid re-
lations and we have: s−22 s
−2
1 s
−2
2 = s
−2
2 s
−1
1 (s
−1
1 s
−2
2 s1)s
−1
1 = s
−1
2 (s
−1
2 s
−1
1 s2)s
−1
1 (s
−1
1 s
−1
2 s1)s
−2
1 =
s−12 s1(s
−1
2 s
−2
1 s2)s
−1
1 s
−1
2 s
−2
1 ∈ s−12 s21s−22 s−21 s−12 u1. We expand s21 as a linear combination of s1, 1,
s−11 , s
−2
1 , where the coefficient of s
−2
1 is invertible and by the generalized braid relations and
the fact that s−21 ω−2 = ω−2s
−2
1 = s
−1
2 s
−2
1 s
−2
2 s
−2
1 s
−1
2 s
−2
1 we have that
s−22 s
−2
1 s
−2
2 ∈ s−12 s1s−22 s−21 s−12 u1 + s−32 s−21 s−12 u1 + u1s−12 s−31 s−12 u1 + u×1 ω−2.
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Therefore, by lemma 2.2.1(ii) it is enough to prove that the elements s−12 s1s
−2
2 s
−2
1 s
−1
2 and
s−32 s
−2
1 s
−1
2 belong to U ′. However, the latter is an element in U ′, if we expand s
−3
2 as a lin-
ear combination of s−22 , s
−1
2 , 1, s2 and use lemma 2.2.1(iii), the definition of U ′ and lemma
2.1.2. Moreover, s−12 s1s
−2
2 s
−2
1 s
−1
2 = s
−2
2 (s2s1s
−1
2 )ω
−1 = s−22 s
−1
1 s2s1ω
−1 = s−22 s
−1
1 s2ω
−1s−11 =
(s−22 s
−4
1 s
−1
2 )s
−1
1 ∈ U ′, by lemma 2.2.1(iii).
(ii) Since 1 ∈ U , it will be sufficient to show that U is a left ideal of H4. We know that U is a
u1-sub-bimodule of H4. Therefore, we only need to prove that s2U ⊂ U . Since U is equal to
the RHS of (i) we have that
s2U ⊂ s2u1u2u1 + s2u1s2s−11 s2u1 + s2u1s−12 s1s−12 u1 + s2u1ω + s2u1ω−1 + s2u1ω−2.
However, s2u1u2u1 + s2u1ω + s2u1ω−1 + s2u1ω−2 = s2u1u2u1 + s2ωu1 + s2ω−1u1 + s2ω−2u1 =
s2u1u2u1 +s
3
2s
2
1s2u1 +s
−2
1 s
−1
2 u1 +s
−2
1 s
−2
2 s
−1
1 s
−1
2 ⊂ u1u2u1u2u1. Furthermore, by lemma 2.1.2 we
have s2u1s−12 = s
−1
1 u2s1. Hence, s2u1s2s
−1
1 s2u1 = (s2u1s
−1
2 )s
2
2s
−1
1 s2u1 = s
−1
1 u2(s1s
2
2s
−1
1 )s2u1 =
s−11 u2s
2
1s
2
2u1 ⊂ u1u2u1u2u1. Moreover, by using 2.1.2 again we have that (s2u1s−12 )s1s−12 u1 =
s−11 u2s
2
1s
−1
2 u1 ⊂ u1u2u1u2u1 . Therefore,
s2u1u2u1 + s2u1s2s
−1
1 s2u1 + s2u1s
−1
2 s1s
−1
2 u1 + s2u1ω + s2u1ω
−1 + s2u1ω−2 ⊂ u1u2u1u2u1.
The result follows directly from proposition 2.2.2.
Corollary 2.2.4. H4 is a free R4-module of rank r4 = 96 and, therefore, the BMR freeness
conjecture holds for the exceptional group G8.
Proof. By proposition 2.1.3 it will be sufficient to show that H4 is generated as R4-module by
r4 elements. By Theorem 2.2.3 and the fact that u1u2u1 = u1(R4 + R4s2 + R4s−12 + R4s22)u1 =
u1 + u1s2u1 + u1s
−1
2 u1 + u1s
2
2u1 we have that H4 is generated as left u1-module by 24 elements.
Since u1 is generated by 4 elements as a R4-module, we have that H4 is generated over R4 by
r4 = 96 elements.
2.2.2 The quintic Hecke algebra H5
Our ring of definition is R5 = Z[a, b, c, d, e, e−1] and therefore, relation (2.1) becomes s5i =
as4i + bs
3
i + cs
2
i + dsi + e, for i = 1, 2. We recall that ω = s2s21s2 and we set
U ′ = u1u2u1 + u1ω + u1ω−1 + u1s−12 s
2
1s
−1
2 u1 + u1s2s
−2
1 s2u1 + u1s
2
2s
2
1s
2
2u1 + u1s
−2
2 s
−2
1 s
−2
2 u1+
+u1s2s
−2
1 s
2
2u1 + u1s
−1
2 s
2
1s
−2
2 u1 + u1s
−1
2 s1s
−1
2 u1 + u1s2s
−1
1 s2u1 + u1s
−2
2 s
−2
1 s
2
2u1 + u1s
2
2s
2
1s
−2
2 u1+
+u1s
2
2s
−2
1 s
2
2u1 + u1s
−2
2 s
2
1s
−2
2 u1 + u1s
−2
2 s1s
−1
2 u1 + u1s
−1
2 s1s
−2
2 u1
U ′′ = U ′ + u1ω2 + u1ω−2 + u1s−22 s
2
1s
−1
2 s1s
−1
2 u1 + u1s
2
2s
−2
1 s2s
−1
1 s2u1 + u1s2s
−2
1 s
2
2s
−2
1 s
2
2u1+
+u1s
−1
2 s
2
1s
−2
2 s
2
1s
−2
2 u1
U ′′′ = U ′′ + u1ω3 + u1ω−3
U ′′′′ = U ′′′ + u1ω4 + u1ω−4
U = U ′′′′ + u1ω5 + u1ω−5.
It is obvious that U is a u1-bi-module and that U ′, U ′′, U ′′′ and U ′′′′ are u1− sub-bi-modules
of U . Again, our goal is to prove that H5 = U (theorem 2.2.14). As we explained in the proof
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of theorem 2.2.3, since 1 ∈ U and s1U ⊂ U (by the definition of U), it is enough to prove that
s2U ⊂ U . We notice that
U =
5∑
k=1
u1ω
±k + u1u2u1 + u1“some elements of length 3”u1︸ ︷︷ ︸
∈U ′
+u1“some elements of length 5”u1︸ ︷︷ ︸
∈U ′′
.
By the definition of U ′ and U ′′ we have that u1ω±1 ⊂ U ′ and u1ω±2 ⊂ U ′′. Therefore, in order to
prove that s2U ⊂ U we only need to prove that s2u1ω±k (k = 3, 4, 5), s2U ′ and s2U ′′ are subsets
of U .
The rest of this section is devoted to this proof (see proposition 2.2.10, lemma 2.2.7(ii), propo-
sition 2.2.12(i), (ii) and theorem 2.2.14). The reason we define also U ′′′ and U ′′′′ is because, in
order to prove that s2u1ωk and s2u1ω−k (k = 3, 4, 5) are subsets of U , we want to “replace” inside
the definition of U the elements ωk and ω−k by some other elements modulo U ′′, U ′′′ and U ′′′′,
respectively (see lemmas 2.2.9, 2.2.11 and 2.2.13).
Recalling that Φ is the automorphism of H5 as defined in section 2.1, we have the following
lemma:
Lemma 2.2.5. The u1-bi-modules U ′, U ′′, U ′′′, U ′′′′ and U are stable under Φ.
Proof. We notice that U ′, U ′′, U ′′′, U ′′′′ and U are of the form
u1s
−2
2 s1s
−1
2 u1 + u1s
−1
2 s1s
−2
2 u1 +
∑
u1σu1 +
∑
u1σ
−1u1,
for some σ ∈ B3 satisfying σ−1 = Φ(σ) and σ = Φ(σ−1). Therefore, we restrict ourselves to
proving that the elements Φ(s−22 s1s
−1
2 ) = s
2
2s
−1
1 s2 and Φ(s
−1
2 s1s
−2
2 ) = s2s
−1
1 s
2
2 belong to U ′. We
expand s22 as a linear combination of s2, 1, s
−1
2 , s
−2
2 and s
−3
2 and by the definition of U ′ and lemma
2.1.2 we have to prove that the elements sk2s
−1
1 s2 and s2s
−1
1 s
k
2 are elements in U ′, for k = −3,−2.
Indeed, by using lemma 2.1.2 we have: sk2s
−1
1 s2 = s
k+1
2 (s
−1
2 s
−1
1 s2) = (s
k+1
2 s1s
−1
2 )s
−1
1 ∈ U ′ and
s2s
−1
1 s
k
2 = (s2s
−1
1 s
−1
2 )s
k+1
2 = s
−1
1 (s
−1
2 s1s
k+1
2 ) ∈ U ′.
From now on, we will use lemma 2.1.2 without mentioning it.
Proposition 2.2.6. u2u1u2 ⊂ U ′.
Proof. We have to prove that every element of the form sα2 s
β
1s
γ
2 belongs to U ′, for α, β, γ ∈
{−2,−1, 0, 1, 2}. However, when αβγ = 0 the result is obvious. Therefore, we can assume that
α, β, γ ∈ {−2,−1, 1, 2}. We continue the proof as in the proof of proposition 2.2.2, which is by
distinguishing cases for α. However, by using lemma 2.2.5 we can assume that α ∈ {1, 2}. We
have:
• α = 1:
– γ ∈ {−1, 1}: The result follows from lemma 2.1.2, the braid relation and the definition of U ′.
– γ = −2: s2sβ1s−22 = (s2sβ1s−12 )s−12 = s−11 (sβ2s1s−12 ). For β ∈ {1,−1,−2} the result follows from
lemma 2.1.2 and the definition of U ′. For β = 2, we have s−11 s22s1s
−1
2 = s
−1
1 s2(s2s1s
−1
2 ) =
s−11 (s2s
−1
1 s2)s1 ∈ U ′.
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– γ = 2: We need to prove that the element s2sβ1s22 is inside U ′. For β ∈ {−2, 1} the result
is obvious by using the definition of U ′ and the generalized braid relations. For β = −1 we
have s2s−11 s22 = Φ(s
−1
2 s1s
−2
2 ) ∈ Φ(U ′) 2.2.5= U ′. For β = 2 we have s2s21s22 = s−11 (s1s2s21)s22 =
s−11 s2(s2s1s
3
2) = s
−1
1 (s2s
3
1s2)s1. The result then follows from the case where γ = 1, if we
expand s31 as a linear combination of s21, s1, 1, s
−1
1 , s
−2
1 .
• α = 2:
– γ = −1: s22sβ1s−12 = s2(s2sβ1s−12 ) = (s2s−11 sβ2 )s1 ∈ U ′ (case where α = 1).
– γ = 2: We only have to prove the cases where β ∈ {−1, 1}, since the cases where β ∈ {2,−2}
follow from the definition of U ′. We have s22s1s22 = (s22s1s2)s2 = s1ω ∈ U ′. Moreover,
s22s
−1
1 s
2
2 = s
−1
1 (s1s
2
2s
−1
1 )s
2
2 = s
−1
1 Φ(s2s
−2
1 s
−3
2 ). The result follows from the case where α = 1
and lemma 2.2.5, if we expand s−32 as a linear combination of s
−2
2 , s
−1
2 , 1, s2, s
2
2.
– γ = 1: We have to check the cases where β ∈ {−2,−1, 2}, since the case where β = 1 is a direct
result from the generalized braid relations. However, s22s
−1
1 s2 = Φ(s
−2
2 s1s
−1
2 ) ∈ Φ(U ′) 2.2.5= U ′.
Hence, it remains to prove the cases where β ∈ {−2, 2}. We have s22s−21 s2 = s32(s−12 s−21 s2) =
s1(s
−1
1 s
3
2s1)s
−2
2 s
−1
1 = s1(s2s
3
1s
−3
2 )s
−1
1 . The latter is an element in U ′, if we expand s31 and
s−32 as linear combinations of s21, s1, 1, s
−1
1 , s
−2
1 and s
−2
2 , s
−1
2 , 1, s2, s
2
2, respectively and use the
case where α = 1. Moreover, s22s21s2 = s22s1(s1s2s1)s
−1
1 = (s
2
2s1s2)s1s2s
−1
1 = s1(s2s
3
1s2)s1. The
result follows again from the case where α = 1, if we expand s31 as a linear combination of
s21, s1, 1, s
−1
1 , s
−2
1 .
– γ = −2: We need to prove that s22sβ1s−22 ∈ U ′. For β = 2 the result follows from the definition
of U ′. For β ∈ {1,−1} we have: s22s1s−22 = s22(s1s−22 s−11 )s1 = (s2s−21 s2)s1 ∈ U ′. s22s−11 s−22 =
s2(s2s
−1
1 s
−1
2 )s
−1
2 = (s2s
−1
1 s
−1
2 )s1s
−1
2 = s
−1
1 (s
−1
2 s
2
1s
−1
2 ) ∈ U ′. It remains to prove the case
where β = −2. We recall that ω = s2s21s2 and we have: s22s−21 s−22 = s−11 (s1s22s−11 )s−11 s−22 =
s−11 s
−2
2 ωs
−1
1 s
−2
2 = s
−1
1 s
−2
2 s
−1
1 ωs
−2
2 = s
−1
1 s
−2
2 s
−1
1 (s2s
2
1s
−1
2 ) = s
−1
1 (s
−2
2 s
−2
1 s
2
2)s1. The result follows
from the definition of U ′.
From now on, in order to make it easier for the reader to follow the calculations, we will
underline the elements belonging to u1u2u1u2u1 and we will use immediately the fact that these
elements belong to U ′ (see proposition 2.2.6).
Lemma 2.2.7.
(i) s2u1s2u1s2u1 ⊂ ω2u1 + u1u2u1u2u1 ⊂ U ′′.
(ii) s2ω2u1 = s1s2s41s2s31s2u1 ⊂ U ′′.
Proof. We recall that ω = s2s21s2.
(i) The fact that ω2u1+u1u2u1u2u1 ⊂ U ′′ follows directly from the definition of U ′′ and proposition
2.2.6. For the rest of the proof, we use the definition of u1 and we have that s2u1s2u1s2u1 =
s2u1s2(R5 +R5s
−1
1 +R5s1 +R5s
2
1 +R5s
3
1)s2u1 ⊂ s2u1s22u1 + s2u1s2s−11 s2u1 + s2u1(s2s1s2)u1 +
s2u1ω + s2u1s2s
3
1s2u1. However, s2u1ω = s2ωu1 and s2u1s2s
−1
1 s2u1 = s2u1(s1s2s
−1
1 )s2u1 =
(s2u1s
−1
2 )s1s
2
2u1 = s
−1
1 u2s
2
1s
2
2u1. Therefore, it is enough to prove that s2u1s2s31s2u1 ⊂ ω2u1 +
u1u2u1u2u1. For this purpose, we use again the definition of u1 and we have:
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s2u1s2s
3
1s2u1 ⊂ s2(R5 +R5s1 +R5s−11 +R5s21 +R5s31)s2s31s2u1
⊂ s22s31s2u1 + s2(s1s2s31)s2u1 + s2(s−11 s2s1)s21s2u1 + ωs31s2u1 + s2s21(s1s2s31)s2u1
⊂ s22s1(s−12 s21s2)u1 + s31ωs2u1 + s2s21s22(s2s1s22)u1 + u1u2u1u2u1
⊂ ω2u1 + u1u2u1u2u1.
(ii) We have that s2ω2 = s1(s−11 s22s1)(s1s2s1)s
−1
1 ω = s1s2s
4
1(s
−1
1 s2s1)s
−2
1 ω = s1s2s
4
1s2s1s
−1
2 s
−2
1 ω =
s1s2s
4
1s2s1s
−1
2 ωs
−2
1 = s1s2s
4
1s2s
3
1s2s
−2
1 . Therefore, s2ω2u1 ⊂ u1s2u1s2u1s2u1. The fact that
u1s2u1s2u1s2u1 ⊂ U ′′ follows immediately from (i).
Proposition 2.2.8.
(i) u2u1s−12 s1s
−1
2 ⊂ u1ω−2 +R5s−22 s21s−12 s1s−12 + u1u2u1u2u1 ⊂ U ′′.
(ii) u2u1s2s−11 s2 ⊂ u1ω2 +R5s22s−21 s2s−11 s2 + u1u2u1u2u1 ⊂ U ′′.
Proof. We restrict ourselves to proving (i), since (ii) follows from (i) by applying Φ (see lemma
2.2.5). By the definition of U ′′ and by proposition 2.2.6 we have that u1ω−2 +R5s−22 s21s
−1
2 s1s
−1
2 +
u1u2u1u2u1 ⊂ U ′′. Therefore, it remains to prove that u2u1s−12 s1s−12 ⊂ u1ω−2 +R5s−22 s21s−12 s1s−12 +
u1u2u1u2u1.
By he definition of u1 we have u2u1s−12 s1s
−1
2 = u2(R5 +R5s1 +R5s
−1
1 +R5s
−2
1 +R5s
2
1)s
−1
2 s1s
−1
2 ⊂
u2s1s
−1
2 +u2s1s
−1
2 s1s
−1
2 +u2(s
−1
1 s
−1
2 s1)s
−1
2 +u2s
−2
1 s
−1
2 s1s
−1
2 +u2s
2
1s
−1
2 s1s
−1
2 . However, u2s1s
−1
2 s1s
−1
2 =
u2(s2s1s
−1
2 )s1s
−1
2 = u2s
−1
1 (s2s
2
1s
−1
2 ). Therefore, we only have to prove that u2s
−2
1 s
−1
2 s1s
−1
2 and
u2s
2
1s
−1
2 s1s
−1
2 are subsets of u1ω−2 +R5s
−2
2 s
2
1s
−1
2 s1s
−1
2 + u1u2u1u2u1. We have:
u2s
−2
1 s
−1
2 s1s
−1
2 ⊂ (R5 +R5s2 +R5s−12 +R5s22 +R5s32)s−21 s−12 s1s−12
⊂ R5s−21 s−12 s1s−12 +R5(s2s−21 s−12 )s1s−12 +R5ω−1s1s−12 +R5s2(s2s−21 s−12 )s1s−12 +
+R5s
2
2(s2s
−2
1 s
−1
2 )s1s
−1
2
⊂ R5s1ω−1s−12 +R5(s2s−11 s−12 )s−12 s21s−12 +R5s2(s2s−11 s−12 )s−12 s21s−12 + u1u2u1u2u1
⊂ R5s−11 s−12 s1s−12 s21s−12 +R5(s2s−11 s−12 )s1s−12 s21s−12 + u1u2u1u2u1
⊂ Φ(u1s2u1s2u1s2) + u1u2u1u2u1.
However, by lemma 2.2.7(i) we have that Φ(u1s2u1s2u1s2) ⊂ Φ(ω2u1 + u1u2u1u2u1) = ω−2u1 +
u1u2u1u2u1. Therefore, u2s−21 s
−1
2 s1s
−1
2 ⊂ ω−2u1 +u1u2u1u2u1. By using analogous calculations, we
have:
u2s
2
1s
−1
2 s1s
−1
2 ⊂ (R5 +R5s2 +R5s−12 +R5s22 +R5s−22 )s21s−12 s1s−12
⊂ R5s21s−12 s1s−12 +R5(s2s21s−12 )s1s−12 +R5s−12 s31(s−11 s−12 s1)s−12 +R5s2(s2s21s−12 )s1s−12 +
+R5s
−2
2 s
2
1s
−1
2 s1s
−1
2
⊂ R5(s−12 s31s2)s−11 s−22 +R5s2s−11 s22s21s−12 +R5s−22 s21s−12 s1s−12 + u1u2u1u2u1.
It is enough to prove that s2s−11 s22s21s
−1
2 ⊂ u1u2u1u2u1. Indeed, we have that s2s−11 s22s21s−12 =
s−11 (s1s2s
−1
1 )s2(s2s
2
1s
−1
2 ) = s
−1
1 s
−1
2 (s1s
2
2s
−1
1 )s
2
2s1.
We can now prove a lemma that helps us to “replace” inside the definition of U ′′′ the element
ω3 with the element s2s31s22s21s22 modulo U ′′.
Lemma 2.2.9. s2s31s22s21s22 ∈ u1s2u1s2s31s2u1 +u1s22s31s2s−11 s2u1 +u1u2u1u2u1 +u×1 ω3 ⊂ u×1 ω3 +U ′′.
Proof. The fact that u1s2u1s2s31s2u1+u1s22s31s2s
−1
1 s2u1+u1u2u1u2u1+u
×
1 ω
3 is a subset of u×1 ω3+U ′′
follows from lemma 2.2.7(i) and propositions 2.2.8(ii) and 2.2.6. For the rest of the proof, we
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notice that we have s2s31s22s21s22 = s2s21(s1s22s
−1
1 )s
2
1(s1s
2
2s
−1
1 )s1 = s2s
2
1s
−2
2 ωs
2
1s
−1
2 s1(s1s2s
−1
1 )s
2
1 =
s2s
2
1s
−2
2 s
2
1ωs
−1
2 s1s
−1
2 (s1s2s
−1
1 )s
3
1 = s2s
2
1s
−2
2 s
2
1s2s
3
1s
−2
2 s1s2s
3
1 = s2s
2
1s
−3
2 ωs
3
1s
−2
2 s1s2s
3
1. However, ωs31s
−2
2 =
s31ωs
−2
2 = s
3
1(s2s
2
1s
−1
2 ) = s
2
1s
2
2s1 and, hence, s2s31s22s21s22 = s2s21s
−3
2 s
2
1s
2
2s
2
1s2s
3
1.
Our goal now is to prove that s2s21s
−3
2 s
2
1s
2
2s
2
1s2s
3
1 ∈ u1s2u1s2s31s2u1+u1s22s31s2s−11 s2u1+u1u2u1u2u1+
u×1 ω
3. For this purpose we expand s−32 as a linear combination of s
−2
2 , s
−1
2 , 1, s2 and s22, where
the coefficient of s22 is invertible, and we have that s2s21s
−3
2 s
2
1s
2
2s
2
1s2s
3
1 ∈ s2s21s−22 s21s22s21s2u1 +
s2s
2
1s
−1
2 s
2
1s
2
2s
2
1s2u1 + s2s
4
1s
2
2s
2
1s2u1 + s2ω
2u1 + u
×
1 ω
3. However, by lemma 2.2.7(ii) we have that
s2ω
2u1 ⊂ u1s2u1s2s31s2u1. Moreover, s2s41s22s21s2u1 = s2s51(s−11 s22s1)(s1s2s1)u1 ⊂ u1s2u1s2s31s2u1. It
remains to prove that the elements s2s21s
−2
2 s
2
1s
2
2s
2
1s2 and s2s21s
−1
2 s
2
1s
2
2s
2
1s2 are inside u1s2u1s2s31s2u1 +
u1s
2
2s
3
1s2s
−1
1 s2u1 + u1u2u1u2u1.
On one hand, we have s2s21s
−2
2 s
2
1s
2
2s
2
1s2 = s2s
3
1(s
−1
1 s
−2
2 s1)s1s2ω = s2s
3
1s2s
−1
1 (s
−1
1 s
−1
2 s1)s2ω =
s2s
3
1s
2
2(s
−1
2 s
−1
1 s2)s
−1
1 ω = s2s
3
1s
2
2s1s
−1
2 s
−2
1 ω = s2s
3
1s
2
2s1s
−1
2 ωs
−2
1 = s2s
3
1s
2
2s
3
1s2s
−2
1 , meaning that the el-
ement s2s21s
−2
2 s
2
1s
2
2s
2
1s2 is inside s2s31s22u1s2u1. On the other hand, s2s21s
−1
2 s
2
1s
2
2s
2
1s2 = s2s
2
1(s
−1
2 s
2
1s2)ω =
s2s
3
1s
2
2s
−1
1 ω = s2s
3
1s
2
2ωs
−1
1 = s2s
3
1s
3
2s
2
1s2s
−1
1 and, if we expand s32 as a linear combination of s22, s2, 1,
s−12 and s
−2
2 , we have that s2s31s32s21s2s
−1
1 ∈ s2s31s22s21s2u1 + s2s31ωu1 + s2s51s2u1 + (s2s31s−12 )s21s2u1 +
(s2s
3
1s
−1
2 )(s
−1
2 s
2
1s2)u1 ⊂ s2s31s22u1s2u1+s2ωu1+u1u2u1u2u1, meaning that the element s2s21s−12 s21s22s21s2
is inside s2s31s22u1s2u1 + u1u2u1u2u1. As a result, in order to finish the proof, it will be sufficient to
show that s2s31s22u1s2u1 is a subset of u1s2u1s2s31s2u1 + u1s22s31s2s
−1
1 s2u1 + u1u2u1u2u1. Indeed, we
have:
s2s
3
1s
2
2u1s2u1 ⊂ s2s31s22(R5s21 +R5s1 +R5 +R5s−11 +R5s−21 )s2u1
⊂ s2s31s22s21s2u1 + s2s31(s22s1s2)u1 + s2s31s32u1 + s2s21(s1s22s−11 )s2u1 + s2s21(s1s22s−11 )s−11 s2u1
⊂ s2s41(s−11 s22s1)(s1s2s1)u1 + (s2s21s−12 )s21s22u1 + (s2s21s−12 )s21s2s−11 s2u1 + u1u2u1u2u1
⊂ u1s2u1s2s31s2u1 + u1s22s31s2s−11 s2u1 + u1u2u1u2u1.
Proposition 2.2.10.
(i) s2u1u2u1u2 ⊂ U ′′′.
(ii) s−12 u1u2u1u2 ⊂ U ′′′.
Proof. By lemma 2.2.5, we only have to prove (i), since (ii) is a consequence of (i) up to applying
Φ. We know that u2u1u2 ⊂ U ′ (proposition 2.2.6) hence it is enough to prove that s2U ′ ⊂ U ′′′. Set
V = u1u2u1 + ωu1 + ω
−1u1 + u1s−12 s
2
1s
−1
2 u1 + u1s
−1
2 s1s
−1
2 u1 + u1s2s
−1
1 s2u1 + u1s
−2
2 s1s
−1
2 u1+
+u1s
−1
2 s
2
1s
−2
2 u1 + u1s
−1
2 s1s
−2
2 u1 + u1s2s
−2
1 s2u1 + u1s
−2
2 s
−2
1 s
−2
2 u1 + u1s
−2
2 s
−2
1 s
2
2u1.
We notice that
U ′ = V + u1s2s−21 s
2
2u1 + u1s
2
2s
−2
1 s
2
2u1 + u1s
2
2s
2
1s
2
2u1 + u1s
−2
2 s
2
1s
−2
2 u1 + u1s
2
2s
2
1s
−2
2 u1.
Therefore, in order to prove that s2U ′ ⊂ U ′′′, we will prove first that s2V ⊂ U ′′′ and then we will
check the other five cases separately. We have:
s2V ⊂ s2u1u2u1 + s2ωu1 + s2ω−1u1 + (s2u1s−12 )u1u2u1 + s2u1s2u1s2 + s2u1s−22 s1s−12 +
+s2u1s
−2
2 s
−2
1 s
−2
2 u1 + s2u1s
−2
2 s
−2
1 s
2
2u1 + U
′′′
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However, by proposition 2.2.7(i) we have that s2u1s2u1s2 ⊂ U ′′ ⊂ U ′′′. It remains to prove that
A := s2u1s
−2
2 s1s
−1
2 + s2u1s
−2
2 s
−2
1 s
−2
2 u1 + s2u1s
−2
2 s
−2
1 s
2
2u1 is a subset of U ′′′. We have:
A = s2u1s
−2
2 s1s
−1
2 + s2u1s
−2
2 s
−2
1 s
−2
2 u1 + s2u1s
−2
2 s
−2
1 s
2
2u1
= (s2u1s
−1
2 )s
−1
2 s1s
−1
2 u1 + (s2u1s
−1
2 )s
−1
2 s
−2
1 s
−2
2 u1 + (s2u1s
−1
2 )s
−1
2 s
−2
1 s
2
2u1
= s−11 u2(s1s
−1
2 s
−1
1 )s
2
1s
−1
2 u1 + s
−1
1 u2(s1s
−1
2 s
−1
1 )s
−1
1 s
−2
2 u1 + s
−1
1 u2s1(s
−1
2 s
−2
1 s2)s2u1
= s−11 u2s
−1
1 (s2s
2
1s
−1
2 )u1 + s
−1
1 u2s
−1
1 (s2s
−1
1 s
−1
2 )s
−1
2 u1 + s
−1
1 u2s
2
1s
−1
2 (s
−1
2 s
−1
1 s2)u1
⊂ u1(u2u1s−12 s1s−12 )u1.
By proposition 2.2.8 we have then A ⊂ U ′′′ and, hence, we proved that
s2V ⊂ U ′′′ (2.3)
In order to finish the proof that s2U ′ ⊂ U ′′, it will be sufficient to prove that u1s2s−21 s22u1,
u1s
2
2s
−2
1 s
2
2u1, u1s22s21s22u1, u1s
−2
2 s
2
1s
−2
2 u1 and u1s22s21s
−2
2 u1 are subsets of U ′′′.
C1. We will prove that s2u1s2s−21 s22u1 ⊂ U ′′′. We expand s22 as a linear combination of s2, 1 s−12 ,
s−22 and s
−3
2 and we have that s2u1s2s
−2
1 s
2
2u1 ⊂ s2u1s2s−21 s2u1 + s2u1s2u1 + s2u1(s2s−21 s−12 )u1 +
s2u1(s2s
−2
1 s
−1
2 )s
−1
2 u1 + s2u1s2s
−2
1 s
−3
2 u1 ⊂ s2u1s2s−21 s−32 u1 + s2V + U ′′′ and, hence, by relation
(2.3) we have that s2u1s2s−21 s22u1 ⊂ s2u1s2s−21 s−32 u1 + U ′′′. Therefore, it will be sufficient to
prove that s2u1s2s−21 s
−3
2 u1 ⊂ U ′′′. We use the definition of u1 and we have:
s2u1s2s
−2
1 s
−3
2 u1 ⊂ s2(R5 +R5s1 +R5s−11 +R5s21 +R5s31)s2s−21 s−32 u1
⊂ s22s−21 s−32 u1 + (s2s1s2)s−21 s−32 u1 + s2s−11 s2s−21 s−32 u1 + ωs−21 s−32 u1+
+s2s
3
1s2s
−2
1 s
−3
2 u1
⊂ s−11 (s1s2s−11 )s2s−21 s−32 u1 + s−21 ωs−32 u1 + s2s21(s1s2s−11 )s−11 s−32 u1 + U ′′′
⊂ s−11 s−12 (s1s22s−11 )s−11 s−32 u1 + (s2s21s−12 )s1s2s−11 s−32 u1 + U ′′′
⊂ s−11 s−22 s21(s2s−11 s−12 )s−22 u1 + s−11 s22s1(s1s2s−11 )s−32 u1 + U ′′′
⊂ s−11 s−32 (s2s1s−12 )s1s−22 u1 + s−11 s2(s2s1s−12 )s1s−22 u1 + U ′′′
⊂ s−11 s−32 s−11 (s2s21s−12 )s−12 u1 + s−11 s2s−11 (s2s21s−12 )s−12 u1 + U ′′′
⊂ s−11 s−32 s−21 s2(s2s1s−12 )u1 + s−11 s2s−21 s2(s2s1s−12 )u1 + U ′′′
⊂ u1(u2u1s2s−11 s2)u1 + U ′′′.
The result follows from proposition 2.2.8(ii).
C2. We will prove that s2u1s22s
−2
1 s
2
2u1 ⊂ U ′′′. For this purpose, we expand u1 as R5 +R5s1 +R5s41 +
R5s
2
1 +R5s
−2
1 and we have that s2u1s22s
−2
1 s
2
2u1 ⊂ s32s−21 s22u1 +(s2s1s22)s−21 s22u1 +s2s41s22s−21 s22u1 +
s2s
2
1s
2
2s
−2
1 s
2
2u1 + s2s
−2
1 s
2
2s
−2
1 s
2
2u1. By the definition of U ′′′ we have that s2s
−2
1 s
2
2s
−2
1 s
2
2u1 ⊂ U ′′′.
Therefore, it remains to prove that s2s41s22s
−2
1 s
2
2u1 + s2s
2
1s
2
2s
−2
1 s
2
2u1 ⊂ U ′′′. We notice that
s2s
4
1s
2
2s
−2
1 s
2
2u1 + s2s
2
1s
2
2s
−2
1 s
2
2u1 ⊂ s2s31(s1s22s−11 )s−11 s22u1 + ω(s2s−21 s−12 )s32u1
⊂ (s2s31s−12 )s1(s1s2s−11 )s22u1 + ωs−21 (s1s−22 s−11 )s21s32u1
⊂ s−11 s32s21s−12 s1s32u1 + s−21 ωs−12 s−21 s2s21s32u1
Therefore, we have to prove that the element s32s21s
−1
2 s1s
3
2 is inside U ′′′. For this purpose, we
expand s32 as a linear combination of s22, s2, 1 s
−1
2 and s
−2
2 and we have:
s32s
2
1s
−1
2 s1s
3
2 ∈ R5s32s31(s−11 s−12 s1)s22 +R5s32s21(s−12 s1s2) +R5s32s21s−12 +R5s32s21s−12 s1s−12 +
+R5s
−1
1 (s1s
2
2s
−1
1 )s1(s2s
2
1s
−1
2 )s1s
−2
2
∈ u2u1s2s−11 s2 + u2u1s−12 s1s−12 u1 + u1s−12 s21s32s21s−22 + U ′′′.
However, by proposition 2.2.8 we have that u2u1s2s−11 s2 and u2u1s
−1
2 s1s
−1
2 are subsets of
U ′′′. Therefore, we only need to prove that the element s−12 s21s32s21s
−2
2 is inside U ′′′. We
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expand s32 as a linear combination of s22, s2, 1 s
−1
2 and s
−2
2 and we have that s
−1
2 s
2
1s
3
2s
2
1s
−2
2 ∈
Φ(s2V ) + s
−1
2 (s
2
1s2s1)s1s
−2
2 + Φ(s2u1s2s
−2
1 s
2
2) +R5s
−1
2 s
2
1s
−2
2 s
2
1s
−2
2 . However, by the definition of
U ′′′ we have that s−12 s21s
−2
2 s
2
1s
−2
2 ∈ U ′′′. Moreover, by relation (2.3) and by the previous case
(case C1) we have that Φ(s2V ) + Φ(s2u1s2s−21 s22) ⊂ Φ(U ′′′)
2.2.5⊂ U ′′′.
C3. We will prove that s2u1s22s21s22 ⊂ U ′′′. For this purpose, we expand u1 as R5 +R5s1 +R5s−11 +
R5s
2
1+R5s
3
1 and we have s2u1s22s21s22 ⊂ s32s21s22u1+(s2s1s22)s21s22u1+s2s−11 s22s21s22u1+s2s21s22s21s22u1+
s2s
3
1s
2
2s
2
1s
2
2. However, be lemma 2.2.9 we have that s2s31s22s21s22 ⊂ u1ω3 + U ′′ ⊂ U ′′′. Therefore,
it remains to prove that s2s−11 s22s21s22u1 + s2s21s22s21s22u1 ⊂ U ′′′. We have:
s2s
−1
1 s
2
2s
2
1s
2
2u1 + s2s
2
1s
2
2s
2
1s
2
2u1 = s
2
2(s
−1
2 s
−1
1 s2)s2s
2
1s
2
2u1 + s
−1
1 s1ω
2s2
= s22s1(s
−1
2 s
−1
1 s2)s
2
1s
2
2u1 + s
−1
1 ω
2s1s2
= s22s
2
1(s
−1
2 s1s2)s2u1 + s
−1
1 s2s
2
1s
2
2s
2
1(s2s1s2)
⊂ u2u1s2s−11 s2u1 + u1s2s21s22s31s2u1.
.
By lemma 2.2.8(ii) it will be sufficient to prove that s2s21s22s31s2 ∈ U ′′′. We expand s32 as a
linear combination of s22, s2, 1 s
−1
2 and s
−2
2 and we have:
s2s
2
1s
2
2s
3
1s2 ∈ R5ω2 +R5s2s21(s22s1s2) +R5s2s21s22 +R5s2s1(s1s22s−11 )s2 +R5s2s21s22s−21 s2
∈ R5(s2s1s−12 )s21s22 +R5s−11 (s1s2s21)s22s−21 s2 + U ′′′
∈ u1s22(s1s32s−11 )s−11 s2 + U ′′′
∈ u1u2u1s2s−11 s2u1 + U ′′′.
The result follows from proposition 2.2.8(ii).
C4. We will prove that s2u1s−22 s21s
−2
2 u1 ⊂ U ′′′. Since s2u1s−22 s21s−22 u1 = (s2u1s−12 )s−12 s21s−22 u1 =
s−11 u2s1s
−1
2 s
2
1s
−2
2 u1, it will be sufficient to prove that u2s1s
−1
2 s
2
1s
−2
2 ⊂ U ′′′. We expand u2 asR5+
R5s2 +R5s
−1
2 +R5s
2
2 +R5s
3
2 and we have: u2s1s
−1
2 s
2
1s
−2
2 ⊂ R5s1s−12 s21s−22 +R5(s2s1s−12 )s21s−22 +
Φ(u1s2u1s2s
−2
1 s
2
2)+R5s
2
2s1s
−1
2 s
2
1s
−2
2 +R5s
3
2s1s
−1
2 s
2
1s
−2
2 . By the first case (case C1) we have that
Φ(u1s2u1s2s
−2
1 s
2
2) ⊂ u1Φ(U ′′′)u1
2.2.5⊂ U ′′′. It remains to prove that the elements s22s1s−12 s21s−22
and s32s1s
−1
2 s
2
1s
−2
2 are inside U ′′′. We have: s22s1s
−1
2 s
2
1s
−2
2 = s2(s2s1s
−1
2 )s
2
1s
−2
2 = s2s
−1
1 (s2s
3
1s
−1
2 )s
−1
2 =
s2s
−2
1 s
2
2(s2s1s
−1
2 ) = s
−1
1 (s1s2s
−1
1 )s
−1
1 s
2
2s
−1
1 s2s1 = s
−1
1 s
−1
2 (s1s2s
−1
1 )s
2
2s
−1
1 s2s1 = s
−1
1 s
−2
2 (s1s
3
2s
−1
1 )s2s1.
Moreover, s32s1s
−1
2 s
2
1s
−2
2 = s
2
2(s2s1s
−1
2 )s1(s1s
−2
2 s
−1
1 )s1 = s
2
2s
−2
1 (s1s2s
2
1)s
−1
2 s
−2
1 s2s1 ∈ s22s−21 s22s−11 s2u1.
We expand s−21 as a linear combination of s
−1
1 , 1, s1, s22 and s32 and we have:
s22s
−2
1 s
2
2s
−1
1 s2 ∈ R5s22s−11 s22s−11 s2 +R5s42s−11 s2 +R5s2(s2s1s22)s−11 s2 +R5s22s21s22s−11 s2+
+R5s
2
2s
3
1s
2
2s
−1
1 s2
∈ R5s32(s−12 s−11 s2)s2s−11 s2 +R5s22s1(s1s22s−11 )s2 +R5s22s21(s1s22s−11 )s2 + U ′′′
∈ R5s32s1(s−12 s−11 s2)s−11 s2 +R5s2(s2s1s−12 )s21s22 +R5s2(s2s21s−12 )s21s22 + U ′′′
∈ R5s32s21(s−12 s−21 s2) +R5s2s−11 s2s31s22 +R5s2s−11 s22s31s22 + U ′′′
Therefore, it remains to prove that B := R5s2s−11 s2s31s22 + R5s2s
−1
1 s
2
2s
3
1s
2
2 ⊂ U ′′′. We expand
s31 as a linear combination of s21, s1, 1 s
−1
1 and s
−2
1 and we have that B ⊂ R5s2s−11 s2(R5s21 +
R5s1 + R5 + R5s
−1
1 + R5s
−2
1 )s
2
2 + R5s2s
−1
1 s
2
2(R5s
2
1 + R5s1 + R5 + R5s
−1
1 + R5s
−2
1 )s
2
2. By cases
C1, C2 and C3 we have:
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B ⊂ R5s2s−11 ωs2 +R5s2s−11 (s2s1s22) +R5s2s−11 s32u1 +R5s2s−11 s2s−11 s22 +R5s2s−11 (s22s1s2)s2+
+R5s2s
−1
1 s
4
2 +R5s2s
−1
1 s
2
2s
−1
1 s
2
2 + U
′′′
⊂ R5s2ωs−11 s2 +R5s2s−11 s2s−11 s22 +R5s2s−11 s22s−11 s22 + U ′′′
⊂ u2u1s2s−11 s2 +R5s22(s−12 s−11 s2)s−11 s22 +R5s2s−21 (s1s22s−11 )s22 + U ′′′
2.2.8⊂ R5s22s1(s−12 s−21 s2)s2 +R5(s2s−21 s−12 )s21s32 + U ′′′
⊂ R5s22s21s−12 (s−12 s−11 s2) + U ′′′
⊂ u1u2u1s−12 s1s−12 + U ′′′.
The result follows from proposition 2.2.8(ii).
C5. We will prove that s2u1s22s21s
−2
2 u1 ⊂ U ′′′. For this purpose, we use straight-forward calcu-
lations and we have s2u1s22s21s
−2
2 = (s2u1s
−1
2 )s
2
2(s2s
2
1s
−1
2 )s
−1
2 = s
−1
1 u2(s1s
2
2s
−1
1 )s2(s2s1s
−1
2 ) =
s−11 u2s1(s1s
2
2s
−1
1 )s2s1 = s
−1
1 u2(s2s1s
−1
2 )s
2
1s
2
2s1 = s
−2
1 (s1u2s
−1
1 )s2s
3
1s
2
2s1 = s
−2
1 s
−1
2 u1s
2
2s
3
1s
2
2s1,
meaning that s2u1s22s21s
−2
2 u1 ⊂ u1s−12 u1s22s31s22u1. Hence, we have to prove that s−12 u1s22s31s22 ⊂
U ′′′. For this purpose, we expand s31 as a linear combination of s21, s1, 1 s
−1
1 and s
−2
1 and
we have that s−12 u1s22s31s22 ⊂ Φ(s2V + s2u1s−22 s21s−22 ) + s−12 u1s22s1s22 + s−12 u1s22s−11 s22. By rela-
tion (2.3) and case C4 we have that Φ(s2V + s2u1s−22 s21s
−2
2 ) ⊂ Φ(U ′′′)
2.2.5⊂ U ′′′. Moreover,
s−12 u1s
2
2s1s
2
2 = s
−1
2 u1(s
2
2s1s2)s2 = s
−1
2 u1ω = s
−1
2 ωu1. It remains to prove that s
−1
2 u1s
2
2s
−1
1 s
2
2 ⊂
U ′′′. We have: s−12 u1s22s
−1
1 s
2
2 = (s
−1
2 u1s2)s2s
−1
1 s
2
2 = s1u2(s
−1
1 s2s1)s
−2
1 s
2
2 = s1u2s1(s
−1
2 s
−2
1 s2)s2 ⊂
u1u2u1s
−1
2 s1s
−1
2 u1. The result follows from proposition 2.2.8(i).
From now on we will double-underline the elements of the form u1s±2 u1u2u1u2u1 and we will
use the fact that they are elements of U ′′′ (proposition 2.2.10) without mentioning it.
We can now prove the following lemma that helps us to “replace” inside the definition of U ′′′′
the element ω4 by the element s−22 s21s22s31s22 modulo U ′′′.
Lemma 2.2.11. s−22 s21s22s31s22 ∈ u1ω3 + u×1 ω4 + u1s2u1u2u1u2u1 ⊂ U ′′′′.
Proof. In this proof we will double-underline only the elements of the form u1s2u1u2u1u2u1 (and
not of the form u1s−12 u1u2u1u2u1 ). The fact that u1ω3 + u
×
1 ω
4 + u1s2u1u2u1u2u1 is a subset of
U ′′′′ follows from the definition of U ′′′′ and proposition 2.2.10. As a result, we restrict ourselves to
proving that s−22 s21s22s31s22 ∈ u1ω3 + u×1 ω4 + u1s2u1u2u1u2u1. We first notice that
s−22 s
2
1s
2
2s
3
1s
2
2 = s1(s
−1
1 s
−2
2 s1)s
−2
2 (s
2
2s1s2)s2s
2
1(s1s
2
2s
−1
1 )s
−1
1 s
2
1
= s1s2s
−2
1 s
−3
2 s1ωs
2
1s
−1
2 s1(s1s2s
−1
1 )s
2
1
= s1s2s
−2
1 s
−3
2 s
3
1(s2s
3
1s
−1
2 )s1s2s
2
1
= s1s2s
−2
1 s
−3
2 s
2
1s
3
2s
2
1s2s
2
1
∈ u1s2s−21 s−32 s21s32s21s2u1.
We expand s−32 as a linear combination of s
−2
2 , s
−1
2 , 1, s2 and s22, where the coefficient of s22 is
invertible, and we have:
s2s
−2
1 s
−3
2 s
2
1s
3
2s
2
1s2 ∈ R5s2s−21 s−22 s21s32s21s2 +R5s2s−21 s−12 s21s32s21s2 +R5s2s32s21s2+
+R5s2s
−2
1 s2s
2
1s
3
2s
2
1s2 + u
×
1 s2s
−2
1 s
2
2s
2
1s
3
2s
2
1s2u
×
1 .
However, we notice that s2s−21 s
−2
2 s
2
1s
3
2s
2
1s2 = s2s
−1
1 (s
−1
1 s
−2
2 s1)s1s
3
2s
2
1s2 = s2s
−1
1 s
2
2ω
−1s1s32s
2
1s2 =
s2s
−1
1 s
2
2s1ω
−1s32s
2
1s2 = s2s
−1
1 s
2
2s1(s
−1
2 s
−2
1 s2)ω = s2s
−1
1 s
2
2s
2
1s
−2
2 ωs
−1
1 = s2s
−1
1 s
2
2s
2
1(s
−1
2 s
2
1s2)s
−1
1 . More-
over, s2s−21 s
−1
2 s
2
1s
3
2s
2
1s2 = s2s
−2
1 (s
−1
2 s
2
1s2)s
2
2s
2
1s2 = s2s
−1
1 s
2
2(s
−1
1 s
2
2s1)s2(s
−1
2 s1s2) = s2s
−1
1 s
3
2(s
3
1s2s1)s
−2
1 .
We also have s2s−21 s2s21s32s21s2 = s2s
−3
1 (s1s2s
2
1)s
3
2s
2
1s2 = s2s
−3
1 s2(s2s1s
4
2)s
2
1s2 ∈ s2s−31 (s2u1s2u1s2u1).
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However, by lemma 2.2.7(i) we have that s2s−31 (s2u1s2u1s2u1) ⊂ s2s−31 (ω2u1 + u1u2u1u2u1) ⊂
s2ω
2u1 + u1s2u1u2u1u2u1. By lemma 2.2.7(ii) we also have s2ω2u1 ⊂ u1s2u1u2u1u2u1.
It remains to prove that s2s−21 s22s21s32s21s2 ∈ u1ω3 + u×1 ω4 + u1s2u1u2u1u2u1. We have:
s2s
−2
1 s
2
2s
2
1s
3
2s
2
1s2 = s2(−de−1s−11 − ce−1 − e−1bs1 − e−1as21 + e−1s31)s22s21s32s21s2
∈ R5s2s−11 s22s21s32s21s2 +R5s32s21s32s21s2 +R5(s2s1s22)s21s32s21s2u1 +R5s2s21s22s21s32s21s2+
+u×1 s2s
3
1s
2
2s
2
1s
2
2ω.
We first notice that we have s2s−11 s22s21s32s21s2 = s2(s
−1
1 s
2
2s1)s1s
3
2s
2
1s2 = s
2
2s
2
1(s
−1
2 s1s2)s
2
2s
2
1s2 =
s1(s
−1
1 s
2
2s1)s
2
1s2(s
−1
1 s
2
2s1)(s1s2s1)s
−1
1 = s1s2s
2
1(s
−1
2 s
2
1s2)s2s
3
1s2s
−1
1 = s1s2s
3
1s
3
2(s
−1
2 s
−1
1 s2)(s
3
1s2s1)s
−2
1 .
Moreover, we have that s32s21s32s21s2 = s1(s
−1
1 s
3
2s1)s1s
3
2s
2
1s2 = s1s2s
3
1(s
−1
2 s1s2)s
2
2s1(s1s2s1)s
−1
1 =
s1s2s
4
1s2(s
−1
1 s
2
2s1)s2s1s2s
−1
1 .Using analogous calculations, s2s21s22s21s32s21s2 = s
−1
1 (s1s2s
2
1)s
2
2s
2
1s
3
2s
2
1s2 =
s−11 s2(s2s1s
3
2)s
2
1s
3
2s
2
1s2 = s
−1
1 s2s
2
1(s1s2s
3
1)s
3
2s
2
1s2 = s
−1
1 s2s
2
1s
2
2(s2s1s
4
2)s
2
1s2 ∈ u1ω(s2u1s2u1s2u1). How-
ever, by lemma 2.2.7(i) we have that u1ω(s2u1s2u1s2u1) ⊂ u1ω(ω2u1 + u1u2u1u2u1) ⊂ u1ω3 +
u1ωu2u1u2u1.
In order to finish the proof, it remains to prove that s2s31s22s21s22ω ∈ u×1 ω4 +u1s2u1u2u1u2u1. We
use lemma 2.2.9 and we have:
s2s
3
1s
2
2s
2
1s
2
2ω ∈ u×1 (u1s2u1s2s31s2 + u1s22s31s2s−11 s2 + u1u2u1u2u1 + u×1 ω3)ω
∈ u1s2u1s2s41(s−11 s22s1)s1s2 + u1s22s31s2(s−11 s2s1)s−11 ω + u×1 ω4
∈ u1s2u1s2s41s2s21(s−12 s1s2) + u1s22s31s22s1s−12 ω + u×1 ω4
∈ u1s2u1s2s41s2s31s2u1 + u1s22s31s22s31s2 + u×1 ω4
∈ u1s2u1(s2u1s2u1s2u1) + u1(s−11 s22s1)s21s22s31s2 + u×1 ω4
2.2.7(i)∈ u1s2u1(ω2u1 + u1u2u1u2u1) + u1s2s21(s−12 s21s2)s2s31s2 + u×1 ω4
∈ u1s2ω2u1 + u1s2u1u2u1u2u1 + u1s2s31s22(s−11 s2s1)s21s2 + u×1 ω4
2.2.7(ii)∈ u1s2u1u2u1u2u1 + u1s2s31s32s1(s−12 s21s2) + u×1 ω4.
Proposition 2.2.12.
(i) s2u1u2u1s2s−11 s2 ⊂ U ′′′′.
(ii) s2u1u2u1s−12 s1s
−1
2 ⊂ U ′′′′.
(iii) s2u1u2u1u2ω ⊂ U ′′′′.
Proof.
(i) By proposition 2.2.8(ii) we have s2u1u2u1s2s−11 s2 ⊂ s2u1(u1ω2 +R5s22s−21 s2s−11 s2 +u1u2u1u2u1)
and, hence, by lemma 2.2.7(ii) we have s2u1u2u1s2s−11 s2 ⊂ s2u1s22s−21 s2s−11 s2 + s2u1u2u1u2u1 +
U ′′′′. As a result, we must prove that s2u1s22s
−2
1 s2s
−1
1 s2 ⊂ U ′′′′. For this purpose, we expand
u1 as R5 +R5s1 +R5s−11 +R5s21 +R5s31 and we have:
s2u1s
2
2s
−2
1 s2s
−1
1 s2 ⊂ u2u1s2s−11 s2 +R5(s2s1s22)s−21 s2s−11 s2 +R5s2s−11 s22s−21 s2s−11 s2+
+R5s2s
2
1s
2
2s
−2
1 s2s
−1
1 s2 +R5s2s
3
1s
2
2s
−2
1 s2s
−1
1 s2.
By proposition 2.2.8(ii) we have that u2u1s2s−11 s2 ⊂ U ′′′′. Moreover, s2s21s22s−21 s2s−11 s2 =
s−11 (s1s2s
2
1)s
2
2s
−3
1 (s1s2s
−1
1 )s2 = s
−1
1 s2(s2s1s
3
2)s
−3
1 s
−1
2 s1s
2
2 = s
−1
1 s2s
3
1(s2s
−2
1 s
−1
2 )s1s
2
2. We also
41
notice that s2s31s22s
−2
1 s2s
−1
1 s2 = s
−1
1 (s1s2s
3
1)s
2
2s
−3
1 (s1s2s
−1
1 )s2 = s
−1
1 s
3
2(s1s
3
2s
−1
1 )s
−2
1 s
−1
2 s1s
2
2 =
s−11 s
2
2s
3
1(s2s
−2
1 s
−1
2 )s1s
2
2 = s
−2
1 (s1s2s
−1
1 )s1(s2s
2
1s
−1
2 )s
−1
2 s
2
1s
2
2 = s
−2
1 s
−1
2 (s1s
3
2s
−1
1 )s
−1
2 (s2s
2
1s
−1
2 )s
2
1s
2
2 ∈
u1s
−2
2 s
2
1s
2
2s
3
1s
2
2
2.2.11⊂ U ′′′′.
It remains to prove that the element s2s−11 s22s
−2
1 s2s
−1
1 s2 is inside U ′′′′. We expand s22 as a linear
combination of s2, 1, s−12 , s
−2
2 and s
−3
2 and we have
s2s
−1
1 s
2
2s
−2
1 s2s
−1
1 s2 ∈ s2s−11 (R5s2 +R5 +R5s−12 +R5s−22 +R5s−32 )s−21 s2s−11 s2
∈ R5s2s−21 (s1s2s−11 )s−11 (s2s−11 s−12 )s22 +R5s2s−31 s2s−11 s2+
+R5(s2s
−1
1 s
−1
2 )s
−2
1 s2s
−1
1 s2 +R5(s2s
−1
1 s
−1
2 )(s
−1
2 s
−2
1 s2)s
−1
1 s2+
+R5(s2s
−1
1 s
−1
2 )s
−1
2 (s
−1
2 s
−2
1 s2)s
−1
1 s2
∈ R5s2s−21 s−12 s1(s2s−21 s−12 )s1s22 +R5s−11 s−12 s21(s−11 s−12 s1)s−22 s−21 s2 + U ′′′′
∈ R5s−11 s−12 s21s2(s−11 s−32 s1)s−31 s2 + U ′′′′
∈ R5s−11 s−12 s21s22s−31 (s−12 s−31 s2) + U ′′′′.
(ii) By proposition 2.2.8 (i) we have that s2u1(u2u1s−12 s1s
−1
2 ) ⊂ s2u1(u1ω−2 + R5s−22 s21s−12 s1s−12 +
u1u2u1u2u1) ⊂ s2ω−2u1 + s2u1s22s−21 s2s−11 s2 + s2u1u2u1u2u1. Therefore, it remains to prove
that s2u1s22s
−2
1 s2s
−1
1 s2 ⊂ U ′′′′. We expand u1 as R5 +R5s1 +R5s−11 +R5s21 +R5s31 and we have:
s2u1s
2
2s
−2
1 s2s
−1
1 s2 ⊂ R5s−12 s21s−12 s1s−12 +R5s−21 (s21s2s1)s−22 s21s−12 s1s−12 +
+R5(s2s
−1
1 s
−1
2 )(s
−1
2 s
2
1s2)s
−2
2 s1s
−1
2 +R5(s2s
2
1s
−1
2 )s
−2
2 (s2s
2
1s
−1
2 )s1s
−1
2 +
+R5(s2s
3
1s
−1
2 )s
−1
2 s
2
1s
−1
2 (s1s2s
−1
1 )s1
⊂ R5s−11 s−12 s21s22(s−11 s−22 s1)s−12 +R5s−11 s22(s1s−22 s−11 )s2(s2s1s−12 )+
+R5s
−1
1 s
2
2(s2s1s
−1
2 )s1(s1s
−2
2 s
−1
1 )s2s1 + U
′′′′
⊂ R5s−11 s22s−11 (s2s21s−12 )s−21 s22s1 + U ′′′′
⊂ R5s−11 s22s−31 (s1s22s−11 )s22s1 + U ′′′′
⊂ R5s−11 s2(s2s−31 s−12 )s21s32s1 + U ′′′′.
(iii) We notice that s2u1u2u1u2ω = s2u1u2u1u2s21s2s2u1u2u1u2(s
−1
2 s
2
1s2) ⊂ s2u1u2u1u2s1s22u1. We
expand u2 as R5 +R5s2 +R5s−12 +R5s22 +R5s
−2
2 and we have:
s2u1u2u1u2s1s
2
2u1 ⊂ s2u1u2u1s22u1 + s2u1u2u1(s2s1s22)u1 + s2u1u2u1(s−12 s1s2)s2u1+
+s2u1u2u1s2(s2s1s
2
2)u1 + s2u1u2u1s
−1
2 (s
−1
2 s1s2)s2u1
⊂ s2u1(u2u1s2s−11 s2u1) + s2u1u2u1ωu1 + s2u1u2u1(s−12 s1s2)s−11 s2u1 + U ′′′′
(i)⊂ s2u1u2u1s2s−21 s2u1 + U ′′′′.
It remains to prove that s2u1u2u1s2s−21 s2u1 ⊂ U ′′′′. For this purpose, we expand s−21 as a
linear combination of s−11 , 1, s1, s21, s31 and we have: s2u1u2u1s2s
−2
1 s2u1 ⊂ s2u1u2u1s2s−11 s2u1 +
s2u1u2u1s
2
2u1 + s2u1u2u1(s2s1s2)u1 + s2u1u2u1ωu1 + s2u1u2u1(s
−1
1 s2s1)s
2
1s2u1
(i)⊂ s2u1u2ωu1 +
s2u1u2u1s2s1(s
−1
2 s
2
1s2)u1 + U
′′′′ ⊂ s2u1u2u1ωs2u1 + U ′′′′ ⊂ s2u1u2ωu1s2u1 + U ′′′′.
However, s2u1u2ωu1s2u1 ⊂ s2u1u2s21s2(R5 +R5s1 +R5s−11 +R5s21 +R5s31)s2u1
⊂ s2u1u2s21s22u1 + s2u1u2(s21s2s1)s2u1 + s2u1(u2u1s2s−11 s2u1)+
+s2u1u2s
2
1ωu1 + s2u1(s
−1
1 u2s1)(s1s2s
3
1)s2u1
(i)⊂ s2u1u2ωu1 + s2u1s2u1(s22s1s2)s2u1 + U ′′′′
⊂ s2u1s2u1ωu1 + U ′′′′.
The result follows from the fact that s2u1s2u1ωu1 = s2u1s2ωu1.
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We can now prove the following lemma that helps us to “replace” inside the definition of U the
elements ω5 and ω−5 by the elements s−22 s21s32s21s32 and s
−2
2 s
2
1s
−2
2 s
2
1s
−2
2 modulo U ′′′′, respectively.
Lemma 2.2.13.
(i) s−22 s21s32s21s32 ∈ u×1 ω5 + U ′′′′.
(ii) s−22 s21s
−2
2 s
2
1s
−2
2 ∈ u×1 ω−5 + U ′′′′.
(iii) s−22 u1s
−2
2 s
2
1s
−2
2 ⊂ U.
Proof.
(i) s−22 s21s32s21s32 = s
−2
2 s
2
1s
3
2s1(s1s
3
2s
−1
1 )s1 = s
−2
2 s
2
1s
2
2(s2s1s
−1
2 )s
2
1(s1s2s
−1
1 )s
2
1 = s
−2
2 s
2
1s
2
2s
−1
1 (s2s
3
1s
−1
2 )s1s2s
2
1 =
s−22 s
2
1s
2
2s
−2
1 s
2
2ωs
2
1. We expand s
−2
1 as a linear combination of s
−1
1 , 1, s1 s21 and s31, where the
coefficient of s31 is invertible, and we have:
s−22 s
2
1s
2
2s
−2
1 s
2
2ωs
2
1 ∈ s−22 s1(s1s22s−11 )s22ωu1 + s−12 (s−12 s41s2)s22ωu1+
+s−22 s
2
1(s
2
2s1s2)s2ωu1 + s
−1
2 (s
−1
2 s
2
1s2)s2s
2
1s
2
2ωs2ωu1 + u
×
1 s
−2
2 s
2
1s
2
2s
3
1s
2
2ωs
2
1
2.2.11∈ s1(s−11 s−22 s1)s−12 s21s32ωu1 + s1(s−11 s−12 s1)s42s−11 s22s1ωu1︸ ︷︷ ︸
∈u1s2u1u2u1u2ωu1
+s−22 s
3
1ω
2u1+
+(s−12 s1s2)s2(s
−1
1 s2s1)s1s
2
2ωu1 + u
×
1 (u1ω
3 + u×1 ω
4 + u1s2u1u2u1u2u1)ωs
2
1
∈ s−22 ω2u1 + s1s2s−11 s22s1(s−12 s1s2)s2ωu1 + u1ω3 + u×1 ω5 + u1s2u1u2u1u2u1ωu1
∈ s1s2s−11 (u2s21s2s−11 s2)ωu1 + u×1 ω5 + u1s2u1u2u1u2u1ωu1 + U ′′′′.
By proposition 2.2.8(ii) we have that s2s−11 (u2s21s2s
−1
1 s2)ωu1 ⊂ s2s−11 (u1ω2 +R5s22s−21 s2s−11 s2 +
u1u2u1u2u1)ωu1
2.2.11∈ s2ω2u1 + u1s2u1u2u1u2u1ωu1 and, hence, the element s−22 s21s22s−21 s22ωs21
is inside s2ω2u1 + u×1 ω5 + u1s2u1u2u1u2u1ωu1 + U ′′′′. We notice that u1s2u1u2u1u2u1ωu1 =
u1s2u1u2u1u2ωu1 and, hence, by lemma 2.2.7(ii) and proposition 2.2.12(iii) we have that the
element s−22 s21s22s
−2
1 s
2
2ωs
2
1 is inside u
×
1 ω
5 + U ′′′′.
(ii) s−22 s21s
−2
2 s
2
1s
−2
2 = s
−2
2 (as1 + b+ cs
−1
1 + ds
−2
1 + es
−3
1 )s
−2
2 s
2
1s
−2
2
∈ s1(s−11 s−22 s1)s−22 s21s−22 +R5s−42 s21s2 +R5s−12 (s−12 s−11 s−22 )s21s−22 +
+R5s
−1
2 (s
−1
2 s
−2
1 s2)s
−3
2 s
2
1s
−2
2 +R5s
−2
2 s
−2
1 (s
−1
1 s
−2
2 s1)s1s
−2
2
∈ R5s−12 s1s−22 (s−11 s−32 s1)s1s−22 +R5s−12 (s−12 s−21 s2)s−21 (s−12 s1s2)s−32 + U ′′′′
∈ R5s−12 s21(s−11 s−12 s−31 )s−12 s1s−22 +R5s−12 s1s−12 (s−12 s−21 s2)s−11 s−32 + U ′′′′
∈ R5s−12 s21s−22 (s−12 s−11 s−22 )s1s−22 +R5s−12 s1(s−12 s1s2)s−22 s−21 s−32 + U ′′′′
∈ R5(s−12 s21s2)s−11 s−22 s−21 s−32 + U ′′′′
∈ Φ(u1s−22 s21s32s21s32) + U ′′′′.
The result then follows from (i) and Lemma 2.2.5.
(iii) We expand u1 as R5 +R5s1 +R5s−11 +R5s21 +R5s
−2
1 and we have that
s−22 u1s
−2
2 s
2
1s
−2
2 ⊂ R5s−42 s21s−22 +R5s−12 (s−12 s1s2)s−32 s21s−22 +R5(s−22 s−11 s−12 )s−12 s21s−22 +
+R5s
−2
2 s
2
1s
−2
2 s
2
1s
−2
2 +R5s
−2
2 s
−2
1 s
−2
2 s
2
1s
−2
2 .
The element s−22 s21s
−2
2 s
2
1s
−2
2 is inside U ′′′′, by (ii). Moreover, s
−2
2 s
−2
1 s
−2
2 s
2
1s
−2
2 = s
−1
2 ω
−1(s−12 s
2
1s2)s
−3
2 =
s−12 ω
−1s1s22s
−1
1 s
−3
2 = s
−1
2 s1ω
−1s22s
−1
1 s
−3
2 = s
−1
2 s
2
1(s
−1
1 s
−1
2 s
−2
1 )s2s
−1
1 s
−3
2 .
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We can now prove the main theorem of this section.
Theorem 2.2.14.
(i) U = U ′′′′ + u1ω−5.
(ii) H5 = U .
Proof.
(i) By definition, U = U ′′′′ + u1ω5 + u1ω−5. Hence, it is enough to prove that ω−5 ∈ u×1 ω5 + U ′′′′.
By lemma 2.2.13(ii) we have that ω−5 ∈ u×1 s−22 s21s−22 s21s−22 + U ′′′′. We expand s−22 as a linear
combination of s−12 , 1, s2, s22 and s32, where the coefficient of s32 is invertible, and we have:
s−22 s
2
1s
−2
2 s
2
1s
−2
2 ∈ R5s−12 (s−12 s21s2)s−32 s21s−12 +R5s−22 s21s−22 s21 +R5(s−11 s−22 s1)s1s−12 (s−12 s21s2)+
+R5s1(s
−1
1 s
−2
2 s1)s1s
−1
2 (s
−1
2 s
2
1s2)s2 +R
×
5 s
−2
2 s
2
1s
−2
2 s
2
1s
3
2
∈ u1s−12 s1s22(s−11 s32s1)s1s−12 + u1s2s−11 (s−11 s−12 s1)(s−12 s1s2)s2s−11 +
+u1s2s
−1
1 (s
−1
1 s
−1
2 s1)(s
−1
2 s1s2)s2s
−1
1 s2 + u
×
1 s
−2
2 s
2
1s
−2
2 s
2
1s
3
2 + U
′′′′
∈ u1Φ(s2s−11 u2u1s2s−11 s2) + u1s2s−11 s2(s−11 s−12 s1)s2s−11 s2s−11 +
+u1s2s
−1
1 s2(s
−1
1 s
−1
2 s1)s2s
−1
1 s2s
−1
1 s2 + u
×
1 s
−2
2 s
2
1s
−2
2 s
2
1s
3
2 + U
′′′′
2.2.8∈ u1Φ
(
s2s
−1
1 ω
2u1 + s2s
−1
1 s
2
2s
−2
1 s2s
−1
1 s2 + s2s
−1
1 u1u2u1u2u1
)
+
+u1s2s
−1
1 s
2
2s
−2
1 s2s
−1
1 s2 + u
×
1 s
−2
2 s
2
1s
−2
2 s
2
1s
3
2 + U
′′′′
However, by lemma 2.2.7(ii) proposition 2.2.12(i) we have that Φ
(
s2s
−1
1 ω
2u1+s2s
−1
1 s
2
2s
−2
1 s2s
−1
1 s2+
s2s
−1
1 u1u2u1u2u1
) ⊂ Φ(U ′′′′) 2.2.5⊂ U ′′′′. Therefore, it will be sufficient to prove that the ele-
ment s−22 s21s
−2
2 s
2
1s
3
2 is inside u
×
1 ω
5 + U ′′′′. We expand s−22 as a linear combination of s
−1
2 ,
1, s2, s22 and s32, where the coefficient of s32 is invertible, and we have: s
−2
2 s
2
1s
−2
2 s
2
1s
3
2 ∈
u1s
−3
2 (s2s
2
1s
−1
2 )s
2
1s
3
2 + u1s
−2
2 s
4
1s
3
2 + u1s
−2
2 (s
2
1s2s1)s1s
3
2 + u1s
−1
2 (s
−1
2 s
2
1s2)s2s
2
1s
3
2 + u
×
1 s
−2
2 s
2
1s
3
2s
2
1s
3
2.
By lemma 2.2.13(i) we have that u×1 s
−2
2 s
2
1s
3
2s
2
1s
3
2 ⊂ u×1 ω5 + U ′′′′. Therefore, s−22 s21s−22 s21s32 ∈
u1(s1s
−3
2 s
−1
1 )s
2
2s
3
1s
3
2 + u1s
−1
2 s1s
2
2s
−1
1 s2s
2
1s
3
2 + u
×
1 ω
5 + U ′′′′. It remains to prove that the ele-
ment s−12 s1s22s
−1
1 s2s
2
1s
3
2 is inside U ′′′′. Indeed, s
−1
2 s1s
2
2s
−1
1 s2s
2
1s
3
2 = (s
−1
2 s1s2)s2(s
−1
1 s2s1)s1s
3
2 =
s1s2(s
−1
1 s
2
2s1)(s
−1
2 s1s2)s
2
2 = s1s
2
2s
2
1(s
−1
2 s1s2)s
−1
1 s
2
2 = s1s
3
2(s
−1
2 s
3
1s2)s
−2
1 s
2
2 = s
2
1(s
−1
1 s
3
2s1)s
3
2s
−3
1 s
2
2.
(ii) As we explained in the beginning of this section, since 1 ∈ U it will be sufficient to prove that
U is invariant under left multiplication by s2. We use the fact that U is equal to the RHS of
(i) and by the definition of U ′′′′ we have:
U = U ′ +
4∑
k=2
ωku1 +
5∑
k=2
ω−ku1 + u1s−22 s
2
1s
−1
2 s1s
−1
2 u1 + u1s
2
2s
−2
1 s2s
−1
1 s2u1 + u1s2s
−2
1 s
2
2s
−2
1 s
2
2u1+
+u1s
−1
2 s
2
1s
−2
2 s
2
1s
−2
2 u1.
On one hand, s2(U ′+ω2u1 + u1s−22 s21s
−1
2 s1s
−1
2 u1 + u1s
2
2s
−2
1 s2s
−1
1 s2u1) ⊂ U (proposition 2.2.10,
lemma 2.2.7(ii) and proposition 2.2.12(i), (ii)). On the other hand,
5∑
k=2
s2ω
−ku1 =
5∑
k=2
s−21 s
−1
2 ω
−k+1u1 ⊂ Φ(
5∑
k=2
u1s2ω
k−1u1)
2.2.6 and 2.2.7(ii)⊂ u1Φ(U + s2ω3 + s2ω4)u1
Therefore, by lemma 2.2.5 we only need to prove that
s2(ω
3u1 + ω
4u1 + u1s2s
−2
1 s
2
2s
−2
1 s
2
2u1 + u1s
−1
2 s
2
1s
−2
2 s
2
1s
−2
2 u1) ⊂ U.
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We first notice that s2ω4u1 = s2ω3ωu1 = s2ω3u1ω. Therefore, in order to prove that
s2(ω
3u1 + ω
4u1) ⊂ U , it will be sufficient to prove that s2ω3u1 ⊂ u1s2u1u2u1u2u1 (propo-
sitions 2.2.10 and 2.2.12(iii)). Indeed, we have: s2ω3u1 = s2ω2ωu1
2.2.7(ii)
= s1s2s
4
1s2s
3
1s2ωu1 =
s1s2s
4
1s2s
4
1(s
−1
1 s
2
2s1)s1s2u1 = s1s2s
4
1s2s
4
1s2s
2
1(s
−1
2 s1s2)u1 ⊂ u1s2u1(s2u1s2u1s2u1). However, by
lemma 2.2.7(i) we have that u1s2u1(s2u1s2u1s2u1) ⊂ u1s2u1(ω2u1 + u1u2u1u2u1). The result
follows from lemma 2.2.7(ii).
It remains to prove that s2u1s−12 s21s
−2
2 s
2
1s
−2
2 u1 and s2u1s2s
−2
1 s
2
2s
−2
1 s
2
2u1 are subsets of U. We
have:
s2u1s
−1
2 s
2
1s
−2
2 s
2
1s
−2
2 = s2(R5 +R5s1 +R5s
−1
1 +R5s
2
1 +R5s
−2
1 )s
−1
2 s
2
1s
−2
2 s
2
1s
−2
2
⊂ R5s21s−22 s21s−22 +R5(s2s1s−12 )s21s−22 s21s−22 +R5(s2s−11 s−12 )s21s−22 s21s−22 +
+R5(s2s
2
1s
−1
2 )s
2
1s
−2
2 s
2
1s
−2
2 +R5(s2s
−2
1 s
−1
2 )s
2
1s
−2
2 s
2
1s
−2
2
⊂ u1s22s31s−22 s21s−22 + u1s−22 u1s−22 s21s−22 + U.
However, by lemma 2.2.13(iii) we have that u1s−22 u1s
−2
2 s
2
1s
−2
2 ⊂ U . Therefore, it remains to
prove that the element s22s31s
−2
2 s
2
1s
−2
2 is inside U . For this purpose, we expand s31 as a linear
combination of s21, s1, 1, s
−1
1 and s
−2
1 and we have:
s22s
3
1s
−2
2 s
2
1s
−2
2 ∈ R5s22s21s−22 s21s−22 +R5s22(s1s−22 s−11 )s31s−22 + u1s−22 +R5s−11 (s1s22s−11 )s−22 s21s−22 +
+R5s
2
2s
−2
1 s
−2
2 s
2
1s
−2
2 .
However, s22s21s
−2
2 s
2
1s
−2
2 = s2(s2s
2
1s
−1
2 )s
−1
2 s1(s1s
−2
2 s
−1
1 )s1 = s2s
−1
1 s2(s2s1s
−1
2 )s1s
−1
2 s
−2
1 s2s1 =
s2s
−2
1 (s1s2s
−1
1 )(s2s
2
1s
−1
2 )s
−2
1 s2s1 = s2s
−2
1 s
−1
2 (s1s2s
−1
1 )s
2
2s
−1
1 s2s1 = u1s2s
−2
1 s
−2
2 (s1s
3
2s
−1
1 )s2s1. More-
over, we expand s21 as a linear combination of s1, 1, s
−1
1 , s
−2
1 and s
−3
1 and we have:
s22s
−2
1 s
−2
2 s
2
1s
−2
2 ∈ R5s22s−21 s−42 +R5s−11 (s1s22s−11 )(s−11 s−22 s1)s−22 +R5s22s−21 s−12 (s−12 s−11 s−22 )+
+R5s2(s2s
−2
1 s
−1
2 )ω
−1s−12 + Φ(s
−2
2 s
2
1s
2
2s
3
1s
2
2)
2.2.11∈ R5s22s−21 ω−1s−11 +R5s2s−11 s−22 s1ω−1s−12 + Φ(U) + U
2.2.5⊂ s22ω−1u1 +R5s2s−11 s−22 ω−1s1s−12 + U
⊂ s2s−11 u2u1s−12 s1s−12 + U.
Therefore, by proposition 2.2.12(ii) we have that the element s22s
−2
1 s
−2
2 s
2
1s
−2
2 is inside U and,
hence, s2u1s−12 s21s
−2
2 s
2
1s
−2
2 u1 ⊂ U .
In order to finish the proof that H5 = U it remains to prove that s2u1s2s−21 s22s
−2
1 s
2
2 ⊂ U . For
this purpose we expand u1 as R5 +R5s1 +R5s21 +R5s31 +R5s41 and we have:
s2u1s2s
−2
1 s
2
2s
−2
1 s
2
2 ⊂ Φ(s−22 u1s−22 s21s−22 ) +R5(s2s1s2)s−21 s22s−21 s22 +R5ωs−21 s22s−21 s22+
+R5s2s
3
1s2s
−2
1 s
2
2s
−2
1 s
2
2 +R5s2s
4
1s2s
−2
1 s
2
2s
−2
1 s
2
2.
However, by lemma 2.2.13(iii) we have that Φ(s−22 u1s
−2
2 s
2
1s
−2
2 ) is a subset of Φ(U) and, hence,
by lemma 2.2.5, a subset of U . Moreover, ωs−21 s22s
−2
1 s
2
2 = R5s
−2
1 ωs
2
2s
−2
1 s
2
2. It remains to prove
that C := R5s2s31s2s
−2
1 s
2
2s
−2
1 s
2
2 +R5s2s
4
1s2s
−2
1 s
2
2s
−2
1 s
2
2 is a subset of U . We have:
C = R5s2s
2
1(s1s2s
−1
1 )s
−1
1 s2(s2s
−2
1 s
−1
2 )s
3
2 +R5s
−1
1 (s1s2s
4
1)s2s
−2
1 s2(s2s
−2
1 s
−1
2 )s
3
2
= R5(s2s
2
1s
−1
2 )(s1s2s
−1
1 )s2s
−1
1 s
−2
2 s1s
3
2 +R5s
−1
1 s
4
2(s1s2s
−1
1 )s
−1
1 (s2s
−1
1 s
−1
2 )s
−1
2 s1s
3
2
= R5s
−1
1 s2(s2s1s
−1
2 )(s1s
2
2s
−1
1 )s
−2
2 s1s
3
2 +R5s
−1
1 s
2
2ωs
−2
1 s
−1
2 s1s
−1
2 s1s
3
2
= R5s
−1
1 s2s
−1
1 (s2s1s
−1
2 )s
2
1s
−1
2 s1s
3
2 +R5s
−1
1 s
2
2s
−2
1 (s2s
3
1s
−1
2 )s1s
3
2 + U
= R5s
−1
1 s2s
−2
1 (s2s
3
1s
−1
2 )s1s
3
2 + u1s
2
2s
−3
1 s
3
2s
2
1s
3
2 + U.
We expand s−31 as a linear combination of s
−2
1 , s
−1
1 , 1, s1, s21 and s31 and we have that
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u1s
2
2s
−3
1 s
3
2s
2
1s
3
2 ⊂ u1s22s−21 s32s21s32 + u1(s1s22s−11 )s32s21s32 + u1s52s21s32 + u1s2(s2s1s32)s21s32+
+u1s
2
2s
2
1s
3
2s
2
1s
3
2.
Hence, in order to finish the proof that H5 = U we have to prove that u1s22s
−2
1 s
3
2s
2
1s
3
2 and
u1s
2
2s
2
1s
3
2s
2
1s
3
2 are subsets of U . We have:
u1s
2
2s
−2
1 s
3
2s
2
1s
3
2 = u1s
2
2s
−2
1 (as
2
2 + bs2 + c+ ds
−1
2 + es
−2
2 )s
2
1s
3
2
⊂ u1s22s−21 s22s21s32 + u1s22s−21 s22s21s32 + u1s52 + u1s2(s2s−21 s−12 )s21s32 + u1s22s−21 s−22 s21s32
However, we have that u1s22s
−2
1 s
2
2s
2
1s
3
2 = u1(s
−1
1 s
2
2s1)s2(s
−1
2 s
−3
1 s2)s
2
1s
3
2. Moreover, we have
u1s
2
2s
−2
1 s
−2
2 s
2
1s
3
2 = u1(s1s
2
2s
−1
1 )(s
−1
1 s
−2
2 s1)s1s
3
2 = u1s
−1
2 s
2
1s
3
2ω
−1s1s32 = u1s
−1
2 s
2
1s
3
2s1(s
−1
2 s
−2
1 s2)s2 =
u1s
−1
2 s
2
1s
3
2s
2
1s
−1
2 (s
−1
2 s
−1
1 s2) ⊂ Φ(s2u2u1s2s−11 s2). By proposition 2.2.12(i) and lemma 2.2.5 we
have that u1s22s
−2
1 s
−2
2 s
2
1s
3
2 ⊂ U . It remains to prove that u1s22s−21 s22s21s32 ⊂ U . We notice that
u1s
2
2s
−2
1 s
2
2s
2
1s
3
2 = u1s
3
2(s
−1
2 s
−2
1 s2)s2s
2
1s
3
2 = u1(s
−1
1 s
3
2s1)s
−2
2 s
−1
1 s2s
2
1s
3
2 = u1s2s
3
1s
−3
2 s
−1
1 s2s
2
1s
3
2. We
expand s32 as a linear combination of s22, s2, 1, s
−1
2 and s
−2
2 and we have:
u1s2s
3
1s
−3
2 s
−1
1 s2s
2
1s
3
2 ⊂ u1s2s31s−22 (s−12 s−11 s2)s21s22 + u1s2s31s−32 s−11 ω + u1s2s31s−32 s−11 s2s21+
+u1s2s
3
1s
−3
2 s
−1
1 (s2s
2
1s
−1
2 ) + u1s2s
3
1s
−3
2 s
−1
1 (s2s
2
1s
−1
2 )s
−1
2
⊂ u1s2s31s−22 s1(s−12 s1s2)s2 + u1s2s31s−32 s−21 s2(s2s1s−12 ) + u1s2s31s−32 ωs−11 + U
⊂ u1(s2u1u2u1s2s−11 s2)u1 + U.
The result follows from 2.2.12(i) and 2.2.5.
Using analogous calculations we will prove that u1s22s21s32s21s32 is a subset of U . We have:
u1s
2
2s
2
1s
3
2s
2
1s
3
2 = u1s
2
2s
2
1(as
2
2 + bs2 + c+ ds
−1
2 + es
−2
2 )s
2
1s
3
2
⊂ u1s22s21s22s21s32 + u1s2ωs21s32 + u1s22s41s32 + u1s2(s2s21s−12 )s21s32 + u1s22s21s−22 s21s32.
However, u1s2ωs21s32 = u1s2s21ωs32. Therefore, it remains to prove that u1s22s21s22s21s32 and
u1s
2
2s
2
1s
−2
2 s
2
1s
3
2 are subsets of U . We have:
u1s
2
2s
2
1s
2
2s
2
1s
3
2 = u1s
2
2s
2
1s
2
2s
2
1(as
2
2 + bs2 + c+ ds
−1
2 + es
−2
2 )
⊂ u1s2ω2s2 + u1s2ω2 + u1s22s21s22s21 + u1s2ωs2s21s−12 + u1s2ωs2s21s−22
By lemma 2.2.7(ii) we have that u1s2ω2s2+u1s2ω2 ⊂ u1s2s41s2s31s2u1s2+U . However, by lemma
2.2.7(i) we have u1s2s41(s2s31s2u1s2) ⊂ u1s2s41(ω2u1+u1u2u1u2u1) ⊂ u1s2ω2u1+u1s2u1u2u1u2u1.
Using another time lemma 2.2.7(ii) we have that u1s2s41(ω2u1 + u1u2u1u2u1) ⊂ U . It remains
to prove that D := u1s2ωs2s21s
−1
2 + u1s2ωs2s
2
1s
−2
2 is a subset of U . We have:
D = u1s2ω(s2s
2
1s
−1
2 ) + u1s2ω(s2s
2
1s
−1
2 )s
−1
2
= u1s2ωs
−1
1 s
2
2s1 + u1s2ωs
−1
1 s
2
2s1s
−1
2
= u1s2s
−1
1 ωs
2
2s1 + u1s2s
−1
1 ωs
2
2s1s
−1
2 .
However, we have u1s2s−11 ωs22s1s
−1
2 = u1s2s
−1
1 ωs2(s2s1s
−1
2 ) = u1s2s
−1
1 s2s1(s1s2s
−1
1 )s2s1 =
u1s2s
−1
1 (s2s1s
−1
2 )s1s
2
2s1, meaning that D ⊂ U .
Using analogous calculations we will prove that u1s22s21s
−2
2 s
2
1s
3
2 ⊂ U . We have:
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u1s
2
2s
2
1s
−2
2 s
2
1s
3
2 = u1s2(s2s
2
1s
−1
2 )s
−1
2 s
2
1s
3
2
= u1s2s
−1
1 s
2
2s1s
−1
2 s
2
1(as
2
2 + bs2 + c+ ds
−1
2 + es
−2
2 )
⊂ u1(s1s2s−11 )s2(s2s1s−12 )s21s22 + u1s2s−11 s22s1(s−12 s21s2) + u1s2s−11 s22s1s−12 s21+
+u1s2s
−1
1 s2(s2s1s
−1
2 )s
2
1s
−1
2 + u1s2s
−1
1 s2(s2s1s
−1
2 )s
2
1s
−2
2
⊂ u1s−12 (s1s22s−11 )s2s31s22 + u1s2s−11 s2s−11 (s2s31s−12 )+
+u1s2s
−2
1 (s1s2s
−1
1 )(s2s
3
1s
−1
2 )s
−1
2 + U
⊂ u1s−22 s21s22s31s22 + u1s2s−21 s−12 (s1s2s−11 )s22(s2s1s−12 ) + U
2.2.11⊂ u1s2s−21 s−22 (s1s32s−11 )s2s1 + U.
Corollary 2.2.15. H5 is a free R5-module of rank r5 = 600 and, therefore, the BMR freeness
conjecture holds for the exceptional group G16.
Proof. By proposition 2.1.3 it will be sufficient to show that H5 is generated as R5-module by
r5 elements. By theorem 2.2.14, the definition of U ′′′′ and the fact that u1u2u1 = u1 + u1s2u1 +
u1s
−1
2 u1 + u1s
2
2u1 + u1s
−2
2 u1 we have that H5 is spanned as left u1-module by 120 elements. Since
u1 is spanned by 5 elements as a R5-module, we have that H5 is spanned over R by r5 = 600
elements.
2.3 An application: The irreducible representations of B3 of
dimension at most 5
In 1999 I. Tuba and H. Wenzl classified the irreducible representations of the braid group B3
of dimension k at most 5 over an algebraically closed field K of any characteristic (see [42]) and,
therefore, of PSL2(Z), since the quotient group B3 modulo its center is isomorphic to PSL2(Z).
Recalling that B3 is given by generators s1 and s2 that satisfy the relation s1s2s1 = s2s1s2, we
assume that s1 7→ A, s2 7→ B is an irreducible representation of B3, where A and B are invertible
k × k matrices over K satisfying ABA = BAB. I. Tuba and H. Wenzl proved that A and B
can be chosen to be in ordered triangular form1 with coefficients completely determined by the
eigenvalues (for k ≤ 3) or by the eigenvalues and by the choice of a k-th root of detA (for k > 3).
Moreover, they proved that such irreducible representations exist if and only if the eigenvalues
do not annihilate some polynomials Pk in the eigenvalues and the choice of the kth root of detA,
which they determined explicitly.
At this point, a number of questions arise: what is the reason we do not expect their methods
to work for any dimension beyond 5 (see remark 2.11, 3 in [42] )? Why are the matrices in this
neat form? In [42], remark 2.11, 4 there is an explanation for the nature of the polynomials Pk.
However, there is no argument connected with the nature of Pk that explains the reason why
these polynomials provide a necessary condition for a representation of this form to be irreducible.
In this section we answer these questions by proving in a different way this classification of the
irreducible representations of the braid group B3 as a consequence of the BMR freeness conjecture
for the generic Hecke algebra of the finite quotients of the braid group B3, we proved in the previous
section. The fact that there is a connexion between the classification of irreducible representations
of dimension at most 5 and the finite quotients of B3 has already been suspected by I. Tuba and
H. Wenzl (see remark 2.11, 5 in [42]).
1Two k× k matrices are in ordered triangular form if one of them is an upper triangular matrix with eigenvalue
λi as i-th diagonal entry, and the other is a lower triangular matrix with eigenvalue λk+1−i as i -th diagonal entry.
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2.3.1 Some preliminaries
We set R˜k = Z[u±11 , ..., u±1k ], k = 2, 3, 4, 5. Let H˜k denote the quotient of the group algebra
R˜kB3 by the relations (si − u1)...(si − uk). In the previous sections we proved that Hk is a free
Rk-module of rank rk. Hence, H˜k is a free R˜k-module of rank rk (Lemma 2.3 in [34]). We now
assume that H˜k has a unique symmetrizing trace tk : H˜k → R˜k (i.e. a trace function such that
the bilinear form (h, h′) 7→ tk(hh′) is non-degenerate), having nice properties (see [11], theorem
2.1): for example, tk(1) = 1, which means that tk specializes to the canonical symmetrizing form
on CWk.
Let µ∞ be the group of all roots of unity in C. We recall that Wk is the finite quotient group
B3/〈ski 〉, k = 2, 3, 4 and 5 and we let Kk be the field of definition of Wk, i.e. the number field
contained in Q(µ∞), which is generated by the traces of all elements of Wk. We denote by µ(Kk)
the group of all roots of unity of Kk and, for every integer m > 1, we set ζm :=exp(2pii/m).
Let v = (v1, ..., vk) be a set of k indeterminates such that, for every i ∈ {1, ..., k}, we have
v
|µ(Kk)|
i = ζ
−i
k ui. By extension of scalars we obtain a C(v)-algebra C(v)H˜k := H˜k ⊗R˜k C(v), which
is split semisimple (see [27], theorem 5.2). Since the algebra C(v)H˜k is split, by Tits’ deformation
theorem (see theorem 7.4.6 in [22]), the specialization vi 7→ 1 induces a bijection Irr(C(v)H˜k) →
Irr(Wk).
Example 2.3.1. Let W4 := G8. The field of definition of G8 is K4 := Q(i) (One can find this field
in Appendix A, table A.1 in [9]). Since |µ(K4)| = 4 we set v41 := i−1u1 = −iu1, v42 := i−2u2 = −u2,
v43 := i
−3u3 = iu3 and v44 := i−4u4 = u4. The theorem of G. Malle we mentioned above states
that the algebra C(v1, v2, v3, v4)H˜4 is split semisimple and, hence, its irreducible characters are in
bijection with the irreducible characters of G8.
Let % : B3 → GLn(C) be an irreducible representation of B3 of dimension k ≤ 5. We set
A := %(s1) and B := %(s2). The matrices A and B are similar since s1 and s2 are conjugate
(s2 = (s1s2)s1(s1s2)
−1). Hence, by Cayley-Hamilton theorem of linear algebra, there is a monic
polynomial m(X) = Xk + mn−1Xn−1 + ... + m1X + m0 ∈ C[X] of degree k such that m(A) =
m(B) = 0. Let RkK denotes the integral closure of Rk in Kk. We fix θ : RkK → C a specialization
of RkK , defined by ui 7→ λi, where λi are the eigenvalues of A (and B). We notice that θ is well-
defined, since m0 =detA ∈ C×. Therefore, in order to determine % it will be sufficient to describe
the irreducible CH˜k := H˜k ⊗θ C-modules of dimension k.
When the algebra CH˜k is semisimple, we can use again Tits’ deformation theorem and we have
a canonical bijection between the set of irreducible characters of CH˜k and the set of irreducible
characters of C(v)H˜k, which are in bijection with the irreducible characters of Wk. However, this
is not always the case. In order to determine the irreducible representations of CH˜k in the general
case (when we don’t know a priori that CH˜k is semisimple) we use a different approach.
Let R+0
(
C(v)H˜k
)
(respectively R+0 (CH˜k)) denote the subset of the Grothendieck group of the
category of finite dimensional C(v)H˜k (respectively CH˜k)-modules consisting of elements [V ],
where V is a C(v)H˜k (respectively CH˜k)-module (for more details, one may refer to §7.3 in [22]).
By theorem 7.4.3 in [22] we obtain a well-defined decomposition map
dθ : R
+
0
(
C(v)H˜k)→ R+0 (CH˜k).
The corresponding decomposition matrix is the Irr
(
C(v)H˜k
)× Irr(CH˜k) matrix (dχφ) with non-
negative integer entries such that dθ([Vχ]) =
∑
φ
dχφ[V
′
φ], where Vχ is an irreducible C(v)H˜k-module
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with character χ and Vφ is an irreducible CH˜k-module with character φ. This matrix records
in which way the irreducible representations of the semisimple algebra C(v)H˜k break up into
irreducible representations of CH˜k.
The form of the decomposition matrix is controlled by the Schur elements, denoted as sχ,
χ ∈ Irr(C(v)H˜k) with respect to the symmetric form tk. The Schur elements belong to RkK (see
[22], Proposition 7.3.9) and they depend only on the symmetrizing form tk and the isomorphism
class of the representation. M. Chlouveraki has shown that the Schur elements are products of
cyclotomic polynomials over Kk evaluated on monomials of degree 0 (see theorem 4.2.5 in [14]).
In the following section we are going to use these elements in order to determine the irreducible
representations of CH˜k (more details about the definition and the properties of the Schur elements,
one may refer to §7.2 in [22]).
We say that the C(v)H˜k-modules Vχ, Vψ belong to the same block if the corresponding characters
χ, ψ label the rows of the same block in the decomposition matrix (dχφ) (by definition, this means
that there is a φ ∈ Irr(CH˜k) such that dχ,φ 6= 0 6= dψ,φ). If an irreducible C(v)H˜k-module is alone
in its block, then we call it a module of defect 0. Motivated by the idea of M. Chlouveraki and
H. Miyachy in [15] §3.1 we use the following criteria in order to determine whether two modules
belong to the same block:
• We have θ(sχ) 6= 0 if and only if Vχ is a module of defect 0 (see [29], Lemma 2.6).
This criterium together with theorem 7.5.11 in [22], states that Vχ is a module of defect 0 if
and only if the decomposition matrix is of the form
∗ . . . ∗ 0 ∗ . . . ∗
... . . .
...
...
... . . .
...
∗ . . . ∗ 0 ∗ . . . ∗
0 . . . 0 1 0 . . . 0
∗ . . . ∗ 0 ∗ . . . ∗
... . . .
...
...
... . . .
...
∗ . . . ∗ 0 ∗ . . . ∗

• If Vχ, Vψ are in the same block, then θ(ωχ(z0)) = θ(ωψ(z0)) (see [22], Lemma 7.5.10), where
ωχ, ωψ are the corresponding central characters2 and z0 is the central element (s1s2)3.
2.3.2 The irreducible representations of B3
We recall that in order to describe the irreducible representations of B3 of dimension at most
5, it is enough to describe the irreducible CH˜k-modules of dimension k. Let S be an irreducible
CH˜k-module of dimension k and s ∈ S with s 6= 0. The morphism fs : CH˜k → S defined by
h 7→ hs is surjective since S is irreducible. Hence, by the definition of the Grothendieck group we
have that dθ
(
[C(v)H˜k]
)
= [CH˜k] = [kerfs] + [S]. However, since C(v)H˜k is semisimple we have
C(v)Hk = M1 ⊕ ... ⊕Mr, where the Mi are (up to isomorphism) all the simple C(v)H˜k-modules
(with redundancies). Therefore, we have
∑r
i=1 dθ([Mi]) = [kerfs] + [S]. Hence, there is a simple
C(v)H˜k-module M such that
dθ([M ]) = [S] + [J ], (2.4)
2If z lies in the center of C(v)H˜k then Schur’s lemma implies that z acts as scalars in Vχ and Vψ. We denote
these scalars as ωχ(z) and ωψ(z) and we call the associated C(v)-homomorphisms ωχ, ωψ : Z
(
C(v)H˜k
) → C(v)
central characters (for more details, see [22] page 227).
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where J is a CH˜k-module.
Remark 2.3.2.
(i) The C(v)H˜k-module M is of dimension at least k.
(ii) If J is of dimension 1, there is a C(v)H˜k-module N of dimension 1, such that dθ([N ]) = [J ].
This result comes from the fact that the 1 dimensional CH˜k modules are of the form (λi)
and, by definition, λi = θ(ui).
The irreducible C(v)H˜k-modules are known (see [28] or [10] §5B and §5D, for n = 3 and n = 4,
respectively). Therefore, we can determine S by using (2.4) and a case-by-case analysis.
• k = 2 : Since H˜2 is the generic Hecke algebra of S3, which is a Coxeter group, the irreducible
representations of CH˜2 are well-known; we have two irreducible representations of dimension
1 and one of dimension 2. By (2.4) and remark 2.3.2 (i), M must be the irreducible C(v)H˜k-
module of dimension 2 and (2.4) becomes [S] = dθ([M ]). Hence, we have:
A =
[
λ1 λ1
0 λ2
]
, B =
[
λ2 0
−λ2 λ1
]
Moreover, [S] = dθ([M ]) is irreducible and M is the only irreducible C(v)H˜k-module of
dimension 2. As a result, M has to be alone in its block i.e. θ(sχ) 6= 0, where χ is the
character that corresponds toM . Therefore, an irreducible representation of B3 of dimension
2 can be described by the explicit matrices A and B we have above, depending only on a
choice of λ1, λ2 such that θ(sχ) = λ21 − λ1λ2 + λ22 6= 0.
• k = 3 : Since the algebra C(v)H˜3 is split semisimple, we have a bijection between the set
Irr(C(v)H˜3) and the set Irr(W3), as we explained in the previous section. We refer to J.
Michel’s version of CHEVIE package of GAP3 (see [39]) in order to find the irreducible
characters of W3. We type:
gap> W_3:=ComplexReflectionGroup(4);
gap> CharNames(W_3);
[ "phi{1,0}", "phi{1,4}", "phi{1,8}", "phi{2,5}", "phi{2,3}", "phi{2,1}",
"phi{3,2}" ]
We have 7 irreducible characters φi,j, where i is the dimension of the representation and
j the valuation of its fake degree (see [27] §6A). Since S is of dimension 3, the equation
(2.4) becomes [S] = dθ([M ]), where M is the irreducible C(v)H˜3-module that corresponds
to the character φ3,2 (see remark 2.3.2(i)). However, we have explicit matrix models for this
representation (see [10], §5D or we can refer to CHEVIE package of GAP3 again) and since
[S] = dθ([M ]) we have:
A =
 λ3 0 0λ1λ3 + λ22 λ2 0
λ2 1 λ1
 , B =
λ1 −1 λ20 λ2 −λ1λ3 − λ22
0 0 λ3
 .
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M is the only irreducible C(v)H˜3-module of dimension 3, therefore, as in the previous case
where k = 2, we must have that θ(sφ3,2) 6= 0. The Schur element sφ3,2 has been determined
in [26] and the condition θ(sφ3,2) 6= 0 becomes
θ(sφ3,2) =
(λ21 + λ2λ3)(λ
2
2 + λ1λ3)(λ
2
3 + λ1λ2)
(λ1λ2λ3)2
6= 0. (2.5)
To sum up, an irreducible representation of B3 of dimension 3 can be described by the explicit
matrices A and B we gave above, depending only on a choice of λ1, λ2, λ3 such that (2.5) is
satisfied.
• k = 4 : We use again the program GAP3 package CHEVIE in order to find the irreducible
characters of W4. In this case we have 16 irreducible characters among which 2 of dimension
4; the characters φ4,5 and φ4,3 (we follow again the notations in GAP3, as in the case where
k = 3). Hence, by remark 2.3.2(i) and relation (2.4), we have [S] = dθ([M ]), where M is the
irreducible C(v)H˜4-module that corresponds either to the character φ4,5 or to the character
φ4,3. We have again explicit matrix models for these representations (see [10], §5B, where we
multiply the matrices described there by a scalar t and we set u1 = t, u2 = tu, u3 = tv and
u4 = tw):
A =

λ1 0 0 0
λ21
λ2
λ2 0 0
λ31
r
λ1λ2λ3−λ1r
r
λ3 0
−λ2 λ2α rαλ21 λ4

, B =

λ4 λ3α
λ2λ3α
λ1
−λ2λ23
r
0 λ3
λ2λ3−r
λ1
λ21λ3
r
0 0 λ2
λ31
r
0 0 0 λ1

,
where r := ±√λ1λ2λ3λ4 and α := r−λ2λ3−λ1λ4λ21 .
Since dθ([M ]) is irreducible either M is of defect 0 or it is in the same block as the other
irreducible module of dimension 4 i.e. θ(ωφ4,5(z0)) = θ(ωφ4,3(z0)). We use the program
GAP3 package CHEVIE in order to calculate these central characters. More precisely, we
have 16 representations where the last 2 are of dimension 4. These representations will be
noted in GAP3 as R[15] and R[16]. Since z0 = (s1s2)3 we need to calculate the matrices
R[i](s1s2s1s2s1s2), i = 15, 16. These are the matrices Product(R[15]{[1,2,1,2,1,2]}) and
Product(R[16]{[1,2,1,2,1,2]}), in GAP3 notation, as we can see below:
gap> R:=Representations(H_4);;
gap> Product(R[15]{[1,2,1,2,1,2]});
[ [ u_1^3/2u_2^3/2u_3^3/2u_4^3/2, 0, 0, 0 ],
[ 0, u_1^3/2u_2^3/2u_3^3/2u_4^3/2, 0, 0 ],
[ 0, 0, u_1^3/2u_2^3/2u_3^3/2u_4^3/2, 0 ],
[ 0, 0, 0, u_1^3/2u_2^3/2u_3^3/2u_4^3/2] ]
gap> Product(R[16]{[1,2,1,2,1,2]});
[ [ -u_1^3/2u_2^3/2u_3^3/2u_4^3/2, 0, 0, 0 ],
[ 0, -u_1^3/2u_2^3/2u_3^3/2u_4^3/2, 0, 0 ],
[ 0, 0, -u_1^3/2u_2^3/2u_3^3/2u_4^3/2, 0 ],
[ 0, 0, 0, -u_1^3/2u_2^3/2u_3^3/2u_4^3/2 ] ]
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We have that θ(ω4,5(z0)) = −θ(ω4,3(z0)), which means that M is of defect zero i.e. θ(sφ4,i) 6=
0, where i = 3 or 5. The Schur elements sφ4,i have been determined in [26] §5.10, hence we
must have
θ(sφ4,i) =
−2r
4∏
p=1
(r + λ2p)
∏
r,l
(r + λrλl + λsλt)
(λ1λ2λ3λ4)4
6= 0,where {r, l, s, t} = {1, 2, 3, 4} (2.6)
Therefore, an irreducible representation of B3 of dimension 4 can be described by the explicit
matrices A and B depending only on a choice of λ1, λ2, λ3, λ4 and a square root of λ1λ2λ3λ4
such that (2.6) is satisfied.
• k = 5 :In this case, compared to the previous ones, we have two possibilities for S. The
reason is that we have characters of dimension 5 and dimension 6, as well. Therefore, by
remark 2.3.2(i) and (ii) and (2.4) we either have dθ([M ]) = [S], where M is one irreducible
C(v)H˜5-module of dimension 5 or dθ([N ]) = [S] +dθ([N ′]), where N,N ′ are some irreducible
C(v)H˜5-modules of dimension 6 and 1, respectively.
In order to exclude the latter case, it is enough to show that N and N ′ are not in the
same block. Therefore, at this point, we may assume that θ(ωχ(z0)) 6= θ(ωψ(z0)), for every
irreducible character χ, ψ ofW5 of dimension 6 and 1, respectively. We use GAP3 in order to
calculate the central characters, as we did in the case where k = 4 and we have: θ(ωψ(z0)) =
λ6i , i ∈ {1, ..., 5} and θ(ωχ(z0)) = −x2yztw, where {x, y, z, t, w} = {λ1, λ2, λ3, λ4, λ5}. We
notice that θ(ωχ(z0)) = −λjdetA, j ∈ {1, ..., 5}. Therefore, the assumption θ(ωχ(z0)) 6=
θ(ωψ(z0)) becomes detA 6= −λ6iλ−1j , i, j ∈ {1, 2, 3, 4, 5}, where i, j are not necessarily distinct.
By this assumption we have that dθ([M ]) = [S], whereM is some irreducible C(v)H˜5-module
of dimension 5. We have again explicit matrix models for these representation (see [28] or
the CHEVIE package of GAP3)) We notice that these matrices depend only on the choice
of eigenvalues and of a fifth root of detA.
Since dθ([M ]) is irreducible either M is of defect 0 or it is in the same block with another
irreducible module of dimension 5. However, since the central characters of the irreducible
modules of dimension 5 are distinct fifth roots of (u1u2u3u4u5)6, we can exclude the latter
case. Hence, M is of defect zero i.e. θ(sφ) 6= 0, where φ is the character that corresponds to
M . The Schur elements have been determined in [26] (see also Appendix A.3 in [14]) and
one can also find them in CHEVIE package of GAP3; they are
5
5∏
i=1
(r + ui)(r − ζ3ui)(r − ζ23ui)
∏
i 6=j
(r2 + uiuj)
(u1u2u3u4u5)7
,
where r is a 5th root of u1u2u3u4u5. However, due to the assumption detA 6= −λ5i , i ∈
{1, 2, 3, 4, 5} (case where i = j), we have that θ(r) + λi 6= 0. Therefore, the condition
θ(sφ) 6= 0 becomes
5∏
i=1
(r˜2 + λir˜ + λ
2
i )
∏
i 6=j
(r˜2 + λiλj) 6= 0, (2.7)
where r˜ is a fifth root of detA.
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Therefore, an irreducible representation of B3 of dimension 5 can be described by the explicit
matrices A and B, that one can find for example in CHEVIE package of GAP3, depending
only on a choice of λ1, λ2, λ3, λ4, λ5 and a fifth root of detA such that (2.7) is satisfied.
Remark 2.3.3.
1. We can generalize our results for a representation of B3 over a field of positive characteristic,
using similar arguments. However, the cases where k = 4 and k = 5 need some extra
analysis; For k = 4 we have two irreducible C(v)H˜4-modules of dimension 4, which are not
in the same block if we are in any characteristic but 2. However, when we are in characteristic
2, these two modules coincide and, therefore, we obtain an irreducible module of B3 which
is of defect 0, hence we arrive to the same result as in characteristic 0. We have exactly the
same argument for the case where k = 5 and we are over a field of characteristic 5.
2. The irreducible representations of B3 of dimension at most 5 have been classified in [42].
Using a new framework, we arrived to the same results. The matrices A and B described
by Tuba and Wenzl are the same (up to equivalence) with the matrices we provide in this
paper. For example, in the case where k = 3, we have given explicit matrices A and B. If
we take the matrices DAD−1 and DBD−1, where D is the invertible matrix
D =
 −λ1λ2 − λ23 λ1(λ3 − λ1) (λ2 − λ3)(λ3 − λ1)(λ2 − λ1)(λ23 + λ1λ2) λ1(2λ2λ1 − λ21 + 2λ1λ3 − λ3λ2) (λ1 − λ3)(λ22 + λ1λ3)
0 λ1(λ1 − λ3) −λ3λ1(λ1 + λ2)
 ,
we just obtain the matrices determined in [42] (The matrix D is invertible since detD =
λ1(λ
2
1 + λ2λ3)(λ
2
3 + λ1λ2)
2 6= 0, due to (2.4)).
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Chapter 3
The approach of Etingof-Rains: The
exceptional groups of rank 2
In this chapter we explain in detail the arguments Etingof and Rains used in order to prove a weak
version of the BMR freeness conjecture for the exceptional groups of rank 2. This weak version
states that the generic Hecke algebra H associated to an exceptional group of rank 2 is finitely
generated as R-module (where R is the Laurent polynomial ring over which we define H). Their
approach also explains the appearance of the center of B3 in the description of the basis of the
generic Hecke algebra associated to G4, G8 and G16 (see theorem 3.2 (3) in [31] and theorems 2.2.3
and 2.2.14).
3.1 The exceptional groups of rank 2
In this section we follow mostly Chapter 6 of [25]. Let W be an irreducible complex reflection
group of rank 2, meaning that W is one of the groups G4,. . . , G22. We know that W ≤ U2(C),
where U2(C) denotes the unitary group of degree 2 (see remark 1.1.4). For every w ∈ W we choose
λw ∈ C such that λ2w = det(w) and we set
Ŵ := {±λ−1w w;w ∈ W}.
By definition, Ŵ ≤ SU2(C), where SU2(C) denotes the special unitary group of degree 2.
Therefore, Ŵ/Z(Ŵ ) ≤ SU2(C)/Z(SU2(C)) ' S3/{±1}, where S3 denotes the group of quaternions
of norm 1. Since S3/{±1} is isomorphic to the three dimensional rotation group SO3(R), we can
consider Ŵ/Z(Ŵ ) as a subgroup of the latter. We can also assume that W/Z(W ) ≤ SO3(R),
since by construction W/Z(W ) ' Ŵ/Z(Ŵ ).
Any finite subgroup of SO3(R) is either a cyclic group, a dihedral group Dn or the group of
rotations of a Platonic solid, which is the tetrahedral, octahedral or icosahedral group (for the
classification of the finite subgroups of SO3(R) one may refer to theorem 5.13 of [25]). Since W is
irreducible we may exclude the case of the cyclic group. The case of the dihedral group falls into
the case of the infinite family G(de, e, 2). Hence, it remains to examine the case of the tetrahedral,
octahedral and icosahedral group.
Using the Shephard-Todd notation we have the following three families (see table 3.1 below),
according to whetherW/Z(W ) is the tetrahedral, octahedral or icosahedral group (for more details
one may refer to Chapter 6 of [25]); the first family, known as the tetrahedral family, includes the
groups G4, . . . , G7, the second one, known as the octahedral family includes the groups G8, . . . , G15
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and the last one, known as the icosahedral family, includes the rest of them, which are the groups
G16, . . . , G22. In each family, there is a maximal group of order |W/Z(W )|2 and all the other groups
are its subgroups. These groups belonging to the three families are known as the exceptional groups
of rank 2.
Table 3.1: The three families
W/Z(W ) W Maximal Group
Tetrahedral Group T ' Alt(4)
〈a, b, c | a2 = b3 = c3 = 1, abc = 1〉
G4, . . . , G7 G7 = 〈a, b, c | a2 = b3 = c3 = 1, abc = central 〉
Octahedral Group O ' Sym(4)
〈a, b, c | a2 = b3 = c4 = 1, abc = 1〉
G8, . . . , G15 G11 = 〈a, b, c | a2 = b3 = c4 = 1, abc = central 〉
Icosahedral Group I ' Alt(5)
〈a, b, c | a2 = b3 = c5 = 1, abc = 1〉
G16, . . . , G22 G19 = 〈a, b, c | a2 = b3 = c5 = 1, abc = central 〉
We know that for every exceptional group of rank 2 we have a Coxeter-like presentation (see
remark 1.1.21(ii)); that is a presentation of the form
〈s ∈ S | {vi = wi}i∈I , {ses = 1}s∈S〉,
where S is a finite set of distinguished reflections and I is a finite set of relations such that, for
each i ∈ I, vi and wi are positive words with the same length in elements of S. We also know that
for the associated complex braid group B we have an Artin-like presentation (see theorem 1.1.20);
that is a presentation of the form
〈s ∈ S | vi = wi〉i∈I ,
where S is a finite set of distinguished braided reflections and I is a finite set of relations such
that, for each i ∈ I, vi and wi are positive words in elements of S. We call these presentations the
BMR presentations, due to M. Broué, G. Malle and R. Rouquier.
In 2006 P. Etingof and E. Rains gave different presentations of W and B, based on the BMR
presentations associated to the maximal groups G7, G11 and G19 (see §6.1 of [20]). We call these
presentations the ER presentations. In tables B.2 and B.1 we give the two representations for every
W and B, as well as the isomorphisms between the BMR and ER presentations. In Appendix A
we also prove that we indeed have such isomorphisms. Notice that for the maximal groups, the
ER presentations coincide with the BMR presentations.
In the following section we will explain how Etingof and Rains used the ER presentation in
order to prove a weak version of the BMR conjecture for the exceptional groups of rank 2.
3.2 A weak version of the BMR freeness conjecture
Let W be an exceptional group of rank 2 with associated complex braid group B and let H
denote the generic Hecke algebra associated to W , defined over the ring R = Z
[
u±s,i
]
, where s runs
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over the conjugacy classes of distinguished reflections and 1 ≤ i ≤ es, where es denotes the order
of the pseudo-reflection s in W . For the rest of this section we follow the notations of §2.2 of [34].
For k a unitary ring we set Rk := R ⊗Z k and Hk := H ⊗R Rk. We denote by u˜s,i the images
of us,i inside Rk. By definition, Hk is the quotient of the group algebra RkB of B by the ideal
generated by Ps(σ), where s runs over the conjugacy classes of distinguished reflections, σ over
the set of distinguished braided reflections associated to s and Ps [X] are the monic polynomials
(X − u˜s,1) . . . (X − u˜s,es) inside Rk [X]. Notice that if s and t are conjugate in W the polynomials
Ps(X) and Pt(X) coincide.
Let Z(B) the center of B. By theorem 1.1.22 we know that Z(B) is cyclic and, therefore, we
set Z(B) := 〈z〉. We also set B¯ := B/〈z〉 and R+k := Rk [x, x−1]. Let f be a set-theoretic section
of the natural projection pi : B → B¯, meaning that f : B¯ → B is a map such that pi ◦ f = idB¯.
The next proposition (Proposition 2.10 in [34]) states that Hk inherits a structure of R+k -module.
More precisely, Hk is isomorphic to the quotient of the group algebra R+k B¯ of B¯ by some relations
defined by the polynomials Ps [X] and by f .
Proposition 3.2.1.
(i) RkB admits a R+k -module structure defined by x · b = zb, for every b ∈ B. Moreover, as
R+k -modules, RkB ' R+k B¯.
(ii) Under the isomorphism described in (i), the defining ideal of Hk generated by the Ps(σ) is
mapped to the ideal of R+k B¯ generated by the Qs(σ¯), where Qs(X) = x
cσdegPs · Ps(x−cσ ·X) ∈
R+k [X], the cσ ∈ Z being defined by f(σ¯) = zcσσ.
Proof. This proof is a rewriting of the proof of Proposition 2.10 in [34]. For every b ∈ B we have
pi(f(b¯)) = b¯ = pi(b) ⇒ f(b¯)b−1 ∈ kerpi = Z(B). We also have that Z(B) ' Z. Therefore, there is a
uniquely defined 1-cocycle c : B → Z, b 7→ cb such that ∀b ∈ B, f(b¯) = zcbb. We have:
RkB = ⊕
b∈B
Rkb
= ⊕
b∈B
Rkz
−cbf(b¯)
= ⊕
d∈B¯
⊕
b¯=d
Rkz
−cbf(d)
= ⊕
d∈B¯
⊕
n∈Z
Rkz
nf(d)
= ⊕
d∈B¯
R+k f(d).
However, ⊕
d∈B¯
R+k f(d) ' ⊕
d∈B¯
R+k d = R
+
k B¯ and, therefore, RkB ' R+k B¯, which proves (i).
For (ii), let I be the Rk-submodule of RkB spanned by the bPs(σ)b′, for b, b′ ∈ B. We notice
that bPs(σ)b′ = z−cbf(b¯)Ps(σ)z−cb′f(b¯′). Hence, as R+k -module I is spanned by the f(b¯)Ps(σ)f(b¯
′).
Let Qs(X) = xcsdegPsPs(x−csX). We have:
Qs(f(σ¯)) = x
csdegPs · Ps(x−cs · f(σ¯)) = zcsdegPsPs(z−csf(σ¯)) = zcsdegPsPs(σ).
Therefore, Ps(σ) = z−csdegPsQs(f(σ¯)). However, I is identified inside R+k B¯ by the R
+
k -submodule
generated by the f(b¯)Ps(σ)f(b¯′). As a result, I is identified inside R+k B¯ by the ideal of R
+
k B¯
generated by f(b¯)Qs(f(σ¯))f(b¯′), which is isomorphic to the ideal of R+k B¯ generated by Qs(σ¯).
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Corollary 3.2.2. Let f : B¯ → B be a set-theoretic section of the natural projection B → B¯.
There is an isomorphism Φf between the R+k -modules R
+
k B¯/Qs(σ¯) and Hk = RkB/Ps(σ).
We now give an example to make all the above notations clearer to the reader.
Example 3.2.3. Let W := G4 = 〈s, t | s3 = t3 = 1, sts = tst〉. Since s, t are conjugate the generic
Hecke algebra of G4 is defined over the ring R = Z[u±s,i], where i = 1, 2, 3 and it has a presentation
as follows:
H = 〈σ, τ | στσ = τστ,
3∏
i=1
(σ − us,i) =
3∏
i=1
(τ − us,i) = 0〉.
Keeping the above notations, we let Ps(X) = Pt(X) = (X − u˜s,1)(X − u˜s,2)(X − u˜s,3). We fix a
set-theoretic section f : B¯ → B. We set Qs(X) = (X −xcσ · u˜s,1)(X −xcσ · u˜s,2)(X −xcσ · u˜s,3) and
Qt(X) = (X − xcτ · u˜s,1)(X − xcτ · u˜s,2)(X − xcτ · u˜s,3), where cs, ct ∈ Z, defined by f(σ¯) = zaσσ
and f(τ¯) = zcτ τ . The corollary 3.2.2 states that, as R+k -modules
Hk ' 〈σ¯, τ¯ | (σ¯τ¯)3 = 1, σ¯τ¯ σ¯ = τ¯ σ¯τ¯ ,
3∏
i=1
(σ¯ − xcσ · u˜s,i) =
3∏
i=1
(τ¯ − xcτ · u˜s,i) = 0〉.
We set W := W/Z(W ). We note that W is the group of even elements in a finite Coxeter
group C of rank 3 (of type A3, B3 and H3 for the tetrahedral, octahedral and icosahedral cases,
respectively), with Coxeter system y1, y2, y3 and Coxeter matrix (mij). We set Z˜ := Z
[
e
2pii
mij
]
and
let A(C) be the Z˜-algebra presented as follows:
• Generators: Y1, Y2, Y3, tij,k, where i, j ∈ {1, 2, 3}, i 6= j and k ∈ Z/mijZ.
• Relations: Y 2i = 1, t−1ij,k = tji,−k,
mij∏
k=1
(YiYj − tij,k) = 0, tij,kYr = Yrtij,k, tij,kti′j′,k′ = ti′j′,k′tij,k.
This construction of A(C) is more general and can be done for every Coxeter group C (for more
details one may refer to §2 of [19]). Let RC = Z˜
[
t±ij,k
]
= Z˜ [tij,k]. The subalgebra A+(C) generated
by YiYj, i 6= j becomes an RC algebra and can be presented as follows:
• Generators: Aij := YiYj, where i, j ∈ {1, 2, 3}, i 6= j.
• Relations: A−1ij = Aji,
mij∏
k=1
(Aij − tij,k) = 0, AijAjlAli = 1, for #{i, j, l} = 3.
If w is a word in letters yi we let Tw denote the corresponding element of A(C). For every x ∈ W
let us choose a reduced word wx that represents x in W . We notice that Twx is an element in
A+(C), since wx is reduced and W is the group of even elements in C. The following theorem is
theorem 2.3(ii) in [19], which is generalized there for every finite Coxeter group.
Theorem 3.2.4. The algebra A+(C) is generated as RC-module by the elements Twx, x ∈ W .
We recall that C is a Coxeter group of type A3, B3 orH3 respectively for each family. Therefore,
the Coxeter matrix is of the form
 1 m 2m 1 3
2 3 1
, where m = 3 for the tetrahedral family, m = 4
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for the octahedral family and m = 5 for the icosahedral family, respectively. Hence, we can present
A+(C) as follows:〈 (A13 − t13,1)(A13 − t13,2) = 0
A13, A32, A21 (A32 − t32,1)(A32 − t32,2)(A32 − t32,3) = 0, A13A32A21 = 1
(A21 − t21,1)(A21 − t21,2) . . . (A21 − t21,m) = 0
〉
For every exceptional group of rank 2 we consider the ER presentation of B (see table B.1).
We notice that apart from the cases of G13 and G15, this is a presentation in 3 generators α, β and
γ and for the cases of G13 and G15 this is a presentation of 4 generators α, β, γ and δ. We also
notice that in every case the group B¯ can be presented as follows:
〈α¯, β¯, γ¯ | α¯kα = β¯kβ = γ¯kγ = 1, α¯β¯γ¯ = 1〉,
where kα ∈ {0, 2}, kβ ∈ {0, 3} and the values of kγ depend on the family in which the group
belongs; for the tetrahedral family kγ = 0, for the octahedral family kγ ∈ {0, 4} and for the
icosahedral family kγ ∈ {0, 5}.
In the next two propositions, which are actually a rewriting with correction of proposition 2.13
in [34], we relate the algebra A+(C) with the algebra HZ˜.
Proposition 3.2.5. Let W be an exceptional group of rank 2, apart from G13 and G15. There
is a ring morphism θ : RC  R+Z˜ inducing Ψ : A+(C) ⊗θ R+Z˜  R+Z˜ B¯/Qs(σ¯) through A13 7→ α¯,
A32 7→ β¯, A21 7→ γ¯.
Proof. We define θ by distinguishing the following cases:
- When kα = 2 (cases of G4, G5, G8, G10, G16, G18, G20) we have (α¯− 1)(α¯ + 1) = 0. Therefore,
we may define θ(t13,1) := 1 and θ(t13,2) := −1.
- When kα = 0 (cases of G6, G7, G9, G11, G12, G14, G17, G19, G21, G22) we notice that α is a
distinguished braided reflection associated to a distinguished reflection a of order 2 (see in tables
B.2 and B.1 the images of a and α in BMR presentations). Keeping the notations of proposition
3.2.1, we recall that α¯ annihilates the polynomial Qa(X) = (X − xcα · u˜a,1)(X − xcα · u˜a,2).
Therefore, we may define θ(t13,1) := xcα · u˜a,1 and θ(t13,2) := xcα · u˜a,2.
- When kβ = 3 (cases of G4, G6, G8, G9, G12, G16, G17, G22) we have (β¯ − 1)(β¯ − j)(β¯ − j2) = 0,
where j is a third root of unity. Therefore, we define θ(t32,1) := 1, θ(t32,2) := j and θ(t32,3) := j2.
- When kβ = 0 (cases of G5, G7, G10, G11, G14, G18, G19, G20, G21) we notice that β is a
distinguished braided reflection associated to a distinguished reflection b of order 3 (see in tables
B.2 and B.1 the images of b and β in BMR presentations). Therefore, similarly to the case where
kα = 0, we may define θ(t32,1) := xcβ · u˜b,1, θ(t32,2) := xcβ · u˜b,2 and θ(t32,3) := xcβ · u˜b,3.
- When kγ = m (cases of G12, G14, G20, G21, G22) we have (γ¯−1)(γ¯−ζm)(γ¯−ζ2m) . . . (γ¯−ζm−1m ) = 0,
where ζm is a m-th root of unity. Therefore, we define θ(t21,1) := 1, θ(t21,2) := ζm, θ(t21,3) :=
ζ2m,. . . , θ(t21,m) := ζm−1m .
- When kγ = 0 (cases of G4, G5, G6, G7, G8, G9, G10, G11, G16, G17, G18, G19) we notice that γ
is a distinguished braided reflection associated to a distinguished reflection c of order m (see in
tables B.2 and B.1 the images of γ and c in BMR presentations). Therefore, similarly to the case
where kα = 0, we may define θ(t21,1) := xcγ · u˜c,1, θ(t21,2) := xcγ · u˜c,2, . . . , θ(t21,m) := xcγ · u˜c,m.
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We now consider the algebra A+(C)⊗θ R+Z˜ and we define Ψ : A+(C)⊗θ R+Z˜  R+Z˜ B¯/Qs(s¯)
A13 7→ α¯
A32 7→ β¯
A21 7→ γ¯.
We will now deal with the cases of G13 and G15. For these cases, we replace A+(C) with a
specialized algebra A˜+(C) and we use a similar technique. More precisely, both G13 and G15 belong
to the octahedral family. We consider the ER presentation of the complex braid group associated
to these groups (see table B.1) and we notice that B¯ can be presented as follows:
〈α¯, β¯, γ¯ | β¯kβ = γ¯4 = 1, α¯β¯γ¯ = 1〉,
where kβ ∈ {0, 3}. We set R˜C := Z˜ [t13,1, t13,2, t32,1, t32,2, t32,3,√t21,1,√t21,3, ] and we define
φ : RC −→ R˜C
t21,1 7→ √t21,1
t21,2 7→ −√t21,1
t21,3 7→ √t21,3
t21,4 7→ −√t21,3 .
Let A˜+(C) denote the R˜C algebra A+(C) ⊗φ R˜C and let A˜ij denote the image of Aij inside the
algebra A˜+(C). The latter can be presented as follows:〈 (A˜13 − t13,1)(A˜13 − t13,2) = 0
A˜13, A˜32, A˜21 (A˜32 − t32,1)(A˜32 − t32,2)(A˜32 − t32,3) = 0, A˜13A˜32A˜21 = 1
(A˜221 − t21,1)(A˜221 − t21,3) = 0
〉
Proposition 3.2.6. Let W be the exceptional group G13 or G15. There is a ring morphism θ :
R˜C  R+Z˜ inducing Ψ : A˜+(C)⊗θ R+Z˜  R+Z˜ B¯/Qs(s¯) through A˜13 7→ α¯, A˜32 7→ β¯, A˜21 7→ γ¯.
Proof. We use the same arguments we used for the rest of the exceptional groups of rank 2 (see the
proof of proposition 3.2.5). More precisely, since (γ¯2 − 1)(γ¯2 + 1) = 0, we may define θ(t21,1) = 1
and θ(t21,3) = −1. Moreover, we notice that α is a distinguished braided reflection associated
to a distinguished reflection a of order 2 (see in tables B.2 and B.1 the images of α and a in
BMR presentations). Keeping the notations of proposition 3.2.1, we recall that α¯ annihilates
the polynomial Qa(X) = (X − xcα · u˜a,1)(X − xcα · u˜a,2). Therefore, we may define θ such that
θ(t13,1) := x
asu˜s1 and θ(t13,2) := xasu˜s2 .
In the case of G13 we have (β¯−1)(β¯−j)(β¯−j2) = 0, where j is a third root of unity. Therefore,
we may define θ(t32,1) := 1, θ(t32,2) := j and θ(t32,3) := j2. In the case of G15 we notice that β is a
distinguished braided reflection associated to a distinguished reflection b of order 3 (see in tables
B.2 and B.1 the images of β and b in BMR presentations). We recall again that β¯ annihilates
the polynomial Qb(X) = (X − xcβ · u˜b,1)(X − xcβ · u˜b,2)(X − xcβ · u˜b,3). Therefore, we may define
θ(t32,1) := x
cβ · u˜b,1, θ(t32,2) := xcβ · u˜b,2 and θ(t32,3) := xcβ · u˜b,3.
We now consider the algebra A˜+(C)⊗θR+Z˜ and we define Ψ : A˜+(C)⊗θ R+Z˜  R+Z˜ B¯/Qs(σ¯)
A˜13 7→ α¯
A˜32 7→ β¯
A˜21 7→ γ¯.
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Definition 3.2.7. For every exceptional group of rank 2 we call the surjection Ψ as described in
propositions 3.2.5 and 3.2.6 the ER surjection associated to W .
Proposition 3.2.8. HZ˜ is generated as R
+
Z˜ -module by |W | elements.
Proof. The result follows from corollary 3.2.1, theorem 3.2.4 and from propositions 3.2.5 and
3.2.6.
The following corollary is Theorem 2.14 of [34] and it is the main result in [20].
Corollary 3.2.9. (A weak version of the BMR freeness conjecture) H is finitely generated over
R.
A first consequence of the weak version of the conjecture is the following:
Proposition 3.2.10. Let F denote the field of fractions of R and F¯ an algebraic closure. Then,
H ⊗R F¯ ' F¯W .
Proof. The result follows directly from proposition 2.4(2) of [34] and from corollary 3.2.9.
Another consequence of the weak version of the conjecture is the following proposition, which
states that if the generic Hecke algebra of an exceptional group of rank 2 is torsion-free as R-
module, it will be sufficient to prove the BMR freeness conjecture for the maximal groups (see
table 3.1).
Proposition 3.2.11. Let W0 be the maximal group G7, G11 or G19 and let W be an exceptional
group of rank 2, whose associated Hecke algebra H is torsion-free as R-module. If the BMR freeness
conjecture holds for W0, then it holds for W , as well.
Proof. Let R0 and R be the rings over which we define the Hecke algebras H0 and H associated to
W0 andW , respectively. There is a specialization θ : R0 → R, that maps some of the parameters of
R0 to roots of unity (see tables 4.6, 4.9 and 4.12 in [26]). We set A := H0⊗θR. Due to hypothesis
that the BMR freeness conjecture holds for W0, we have that A is a free R-module of rank |W0|.
In proposition 4.2 in [26], G. Malle found a subalgebra A¯ of A, such thatH  A¯. A presentation
of A¯ is given in Appendix A of [14]. He also noticed that if m = |W0|/|W |, then there is an element
σ ∈ A such that A = ⊕m−1i=0 σiA¯. We highlight here that for all these results G. Malle does not use
the validity of the BMR freeness conjecture. Since A is a free R-module of rank |W0|, we also have
that A¯ is a free module of rank |W |.
Our goal is to prove that as R-modules, A¯ ' H. Let F denotes the field of fractions of R
and F¯ an algebraic closure. By proposition 3.2.10 we have that A¯⊗R F¯ ' H ⊗R F¯ . We have the
following commutative diagram:
H
φ2 //
ψ2 ##
H ⊗R F
ψ1'

A
φ1 // A⊗R F
Let h ∈ kerψ2. Then, φ1(ψ2(h)) = ψ1(φ2(h)) and, hence, φ2(h) = (ψ−11 ◦ φ1)(0) = ψ1(0) = 0,
which means that kerψ2 ⊂ kerφ2. Let h ∈ kerφ2. Then, φ1(ψ2(h)) = ψ1(φ2(h)) = 0, which means
that ψ2(h) ∈ A¯tor. However, A¯ is a free R-module, therefore Ator = 0. As a result, kerφ2 ⊂ kerψ2
and, hence, φ2 = 0, since H is torsion-free as R-module. Therefore, ψ2 is an isomorphism and, as
a result, H is a free R-module of rank |W |.
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We now give an example that makes clearer to the reader the nice properties of the algebra A¯
we mentioned in the proof of the above proposition.
Example 3.2.12. Let W = G5, which is an exceptional group that belongs to the tetrahedral
family. In this family the maximal group is the group W0 = G7 (see table 3.1). Let R0 be
the Laurent polynomial ring Z
[
x±i , y
±
j , z
±
l
]
over which we define the generic Hecke algebra H0
associated to G7, where i = 1, 2 and j, l = 1, 2, 3. H0 can be presented as follows:
H0 = 〈s, t, u | stu = tus = ust,
2∏
i=1
(s− xi) =
3∏
j=1
(t− yj) =
3∏
l=1
(u− zl) = 0〉.
We assume that H0 is a R0-module of rank |W0|. Let R be the Laurent polynomial ring Z
[
y¯±j , z¯
±
l
]
over which we define the generic Hecke algebra H associated to G5, where j, l = 1, 2, 3. H can be
presented as follows:
H = 〈S, T | STST = TSTS,
3∏
i=1
(S − x¯i) =
3∏
j=1
(T − y¯j) = 0〉.
Let θ : R0 → R be the specialization defined by x1 7→ 1, x2 7→ −1. The R algebra A := H0⊗θ R is
presented as follows:
A = 〈s, t, u | stu = tus = ust, s2 = 1,
3∏
j=1
(t− yj) =
3∏
l=1
(u− zl) = 0〉.
Let A¯ = 〈t, u〉 ≤ A. We define φ : H → A, S 7→ t, T 7→ u. Since stu generates the center
of the complex braid group associated to G7 we have tutu = tus2tu = (tus)stu = ust(stu) =
us(stu)t = utut, meaning that φ is surjective. We also notice that stu = ust ⇒ us = stut−1 and
ust = tus⇒ t = su−1tus⇒ ts = su−1tu. Therefore, A = A¯+ sA¯.
In order to prove that this sum is direct, we consider an algebraic closure F¯ of the field of
fractions of F . By Proposition 3.2.10 we have that A⊗R F¯ = A¯⊗R F¯ ⊕ sA¯⊗R F¯ , since A⊗R F¯ is
a free R-module of rank |W0| = 144 and A¯⊗R F¯ is a free R-module of rank |W | = 72.
Let x ∈ A¯ ∩ sA. Then, x⊗ 1F¯ ∈ A¯⊗R F¯ ∩ sA¯⊗R F¯ , which means that x ∈ Ator = 0A, since A
is a free R-module. Therefore, A = A¯⊕ sA¯, meaning that A¯ is a free R-module of rank |W |.
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Chapter 4
The BMR freeness conjecture for the
tetrahedral and octahedral families
In this chapter we prove the BMR freeness conjecture for the exceptional groups belonging to the
first two families, using a case-by-case analysis. As one may notice, in this proof we “guess” how
the basis should look like and then we establish that this is in fact a basis through a series of
computations. This method allowed us not only to prove the validity of the conjecture, but also
to give a nice description of the basis, similar to the classical case of the finite Coxeter groups.
In the first part of this chapter we explain how we arrived to suspect there exists a basis of this
nice form, using the basis of the algebra A+(C) that P. Etingof and E. Rains also used in order to
prove the weak version of the conjecture for the exceptional groups of rank 2, a result we explored
in detail in the previous chapter.
4.1 Finding the basis
Let W denote an exceptional group of rank 2. In the previous chapter we explained that
W := W/Z(W ) can be considered as the group of even elements in a finite Coxeter group C of
rank 3 with Coxeter system {y1, y2, y3}. For every x in W , we fix a reduced word wx in letters
y1, y2 and y3 representing x in W and we set aij := yiyj, i, j ∈ {1, 2, 3} with i 6= j. Since W is the
group of even elements in C, the reduced word wx is a word in letters aij and it corresponds to an
element in A+(C) denoted by Twx . In particular, Tw1 = 1A+(C).
Keeping the notations of the previous chapter, we recall that HZ˜ is generated as R
+
Z˜ -module by
the elements Ψ(Tωx), x ∈ W , where Ψ is the ER-surjection associated to W (see 3.2.5 and 3.2.6).
Therefore, we have that HZ˜ is spanned over R
+
Z˜ by |W | elements. Motivated by this idea, we will
explain in general how we found a spanning set of H over R of |W | elements.
For every x ∈ W we fix a reduced word wx in letters y1, y2 and y3 that represents x inW . From
the reduced word wx one can obtain a word w¯x that also represents x in W , defined as follows:
w¯x =
{
wx for x = 1
wx(y1y1)
n1(y2y2)
n2(y3y3)
n3 for x 6= 1 ,
where ni ∈ Z≥0 and (yiyi)ni is a shorter notation for the word (yiyi) . . . (yiyi)︸ ︷︷ ︸
ni− times
. We notice that if
we choose n1 = n2 = n3 = 0, the word w¯x coincides with the word wx.
63
Moving some of the pairs (yiyi)ni somewhere inside w¯x and using the braid relations between
the generators yi of the Coxeter group C one can obtain a word w˜x, which also represents x in W¯ ,
such that:
• `(w˜x) = `(w¯x), where `(w) denotes the length of the word w.
• Let m be an odd number. Whenever in the word w˜x there is a letter yi at the mth-position
from left to right, then in the (m+ 1)th-position there is a letter yj, j 6= i.
• w˜x = wx if and only if w¯x = wx. In particular, w˜1 = w1.
Definition 4.1.1. A word w˜x as described above is called a base word associated to w¯x.
Let w˜x be a base word. We recall that aij := yiyj, i, j ∈ {1, 2, 3} with i 6= j. By the definition
of w˜x and the fact that W is the group of even elements in C, the word w˜x can be considered
as a word in letters aij. Let Tw˜x denote the corresponding element in A+(C). In particular,
Tw˜1 = Tw1 = 1A+(C).
Let B be the complex braid group associated to W and let B¯ denote the quotient B/Z(B).
For every b ∈ B we denote by b¯ the image of b under the natural projection B → B¯. In the
previous chapter we explained that B¯ is generated by the elements α¯, β¯ and γ¯, where α, β and γ
are generators of B in ER presentation (see table B.1 in Appendix B).
By the definition of the ER-surjection the element Ψ(Tw˜x) is a product of α¯, β¯ and γ¯ (see 3.2.5
and 3.2.6). We use the group isomorphism φ2 we describe in table B.1, Appendix B to write the
elements α, β and γ in BMR presentation and we set σα := φ2(α), σβ := φ2(β) and σγ := φ2(γ).
Therefore, we can also consider the element Ψ(Tw˜x) as being a product of σ¯α, σ¯β and σ¯γ. We
denote this element by v¯x.
We now explain how we arrived to guess a spanning set of |W | elements for the generic Hecke
algebra associated to every exceptional group belonging to the first two families.
• LetW be an exceptional group of rank 2, which belongs either to the tetrahedral or octahedral
family. For every x ∈ W we choose a specific reduced word wx, specific non-negative integers
(ni)1≤i≤3 and a specific base word w˜x associated to the word w¯x, which is determined by wx
and (ni).
• For every x ∈ W , let xm11 xm22 . . . xmrr be the corresponding factorization of v¯x into a product
of σ¯α, σ¯β and σ¯γ (meaning that xi ∈ {σ¯α, σ¯β, σ¯γ} and mi ∈ Z). Let f0 : B¯ → B be a set
theoretic section such that f0(xm11 x
m2
2 . . . x
mr
r ) = f0(x1)
m1f0(x2)
m2 . . . f0(xr)
mr , f0(σ¯α) = σα,
f0(σ¯β) = σβ and f0(σ¯γ) = σγ. Keeping the notations of the previous chapter, we use corollary
3.2.2 and we obtain an isomorphism φf0 between the R
+
Z -modules R
+
Z˜ B¯/Qs(σ¯) and HZ˜. We
set vx := φf0(v¯x).
• We set U := ∑
x∈W
|Z(W )|−1∑
k=0
Rzkvx, where R is the Laurent polynomial ring over which we define
the generic Hecke algebra H associated to W .
The main theorem of this chapter is the following. Notice that the second part of this theorem
follows directly from proposition 1.2.5.
Theorem 4.1.2. H = U and, therefore, the BMR freeness conjecture holds for all the groups
belonging to the tetrahedral and octahedral family.
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Remark 4.1.3.
1. The choice of wx, the non-negative integers (ni)1≤i≤3 and w˜x is a product of experimentation,
to provide a simple and robust proof for theorem 4.1.2. We tried more combinations that lead
to more complicated and bloated proofs, or others where we couldn’t arrive to a conclusion.
2. The case of G12 has already been proven (see theorem 1.2.9). However, using this approach
we managed to give a proof in a different way. We recall that G12 has a presentation of the
form
〈s, t, u | s2 = t2 = u2 = 1, stus = tust = ustu〉.
Since s, t and u are conjugate (notice that (stu)s(stu)−1 = u, (ust)u(ust)−1 = t), the Laurent
polynomial ring over which we define H is Z[u±s,i]1≤i≤2. In this chapter we prove the BMR
freeness conjecture for H defined over the ring Z[u±s,i, u
±
t,j, u
±
u,l]1≤i,j,l≤2, using the method we
described above for the rest of the exceptional groups belonging to the first two families.
The rest of this chapter is devoted to the proof of theorem 4.1.2, using a case-by-case analysis.
We finish this section by giving an example of the way we find U for the exceptional group G15.
Example 4.1.4. Let W := G15, an exceptional group that belongs to the octahedral family. In
this family C is the Coxeter group of type B3. For every xi ∈ W , i = 1, . . . , 24 we fix a reduced
word wxi in letters y1, y2, y3 that represents xi in W :
1. wx1 = 1
2. wx2 = y3y2
3. wx3 = y2y3
4. wx4 = y2y1y2y1
5. wx5 = y3y1y2y1
6. wx6 = y2y3y2y1y2y1
7. wx7 = y1y3
8. wx8 = y3y2y1y3
9. wx9 = y2y1
10. wx10 = y2y1y2y3
11. wx11 = y3y1y2y3
12. wx12 = y2y3y2y1y2y3
13. wx13 = y3y2y1y2
14. wx14 = y2y3y1y2
15. wx15 = y1y2
16. wx16 = y2y1y2y3y2y1y2y1
17. wx17 = y1y2y1y3y2y1
18. wx18 = y3y2y1y2y3y1y2y1
19. wx19 = y1y3y2y1y2y3
20. wx20 = y2y3y1y2y1y3
21. wx21 = y1y2y1y3
22. wx22 = y3y2y1y2y3y2y1y2
23. wx23 = y2y1y2y3y1y2
24. wx24 = y1y2y3y2y1y2
We choose the words w¯xi , i = 1, . . . , 24 as follows:
1. w¯x1 = wx1
2. w¯x2 = wx2
3. w¯x3 = wx3
4. w¯x4 = wx4
5. w¯x5 = wx5y2y2
6. w¯x6 = wx6
7. w¯x7 = wx7
8. w¯x8 = wx5
9. w¯x9 = wx9y3y3
10. w¯x10 = wx10y1y1
11. w¯x11 = wx11y1y1y2y2
12. w¯x12 = wx12y1y1
13. w¯x13 = wx13y1y1
14. w¯x14 = wx14y1y1y2y2
15. w¯x15 = wx15y1y1y2y2y3y3
16. w¯x16 = wx16y1y1
17. w¯x17 = wx17y2y2y3y3
18. w¯x18 = wx18y3y3
19. w¯x19 = wx19y1y1
20. w¯x20 = wx20y1y1y3y3
21. w¯x21 = wx21y1y1y2y2y3y3
22. w¯x22 = wx22(y1y1)2
23. w¯x23 = wx23(y1y1)2y2y2y3y3
24. w¯x24 = wx24(y1y1)2y2y2y3y3
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We now choose a base word w˜xi for every i = 1, . . . , 24. We give as indicative example the base
word w˜x24 .
w¯x24 = wx24(y1y1)
2y2y2y3y3
= y1y2y3(y2y1y2y1)y1y1y1y2y2y3y3
= y1y2y3y1y2y1y2y1y1y1y2y2y3y3
= y1y2(y3y1)y2y1y2y1y1y1y2y2y3y3
= y1y2y1y3y2y1y2y1y1y1y2y2y3y3
= (y1y2y1y2)y2y3y2y1y2y1y1y1y3y3
= y2y1y2y1y2y3y2y1y2y1y1y1y3y3
= y2(y1y3)y3y2y1y2y1y1y3y2y1y2y1
= y2y3y1y3y2y1y2y1y1y3y2y1y2y1.
We choose w˜x24 = y2y3y1y3y2y1y2y1y1y3y2y1y2y1 = a23a13a21a21a13a21a21 and, hence, Tw˜x24 =
A23A13A21A21A13A21A21. The rest of the base words are chosen as follows. Note that for i =
1, . . . , 4 and for i = 6, . . . , 8 the base word w˜xi is chosen to be w¯xi , since w¯xi = wxi .
1. w˜x1 = 1
2. w˜x2 = y3y2
3. w˜x3 = y2y3
4. w˜x4 = y2y1y2y1
5. w˜x5 = y3y2y2y1y2y1
6. w˜x6 = y2y3y2y1y2y1
7. w˜x7 = y1y3
8. w˜x8 = y3y2y1y3
9. w˜x9 = y2y3y3y1
10. w˜x10 = y2y1y2y1y1y3
11. w˜x11 = y3y2y2y1y2y1y1y3
12. w˜x12 = y2y3y2y1y2y1y1y3
13. w˜x13 = y1y3y2y1y2y1
14. w˜x14 = y3y2y1y3y2y1y2y1
15. w˜x15 = y2y3y1y3y2y1y2y1
16. w˜x16 = y2y1y2y1y1y3y2y1y2y1
17. w˜x17 = y3y2y2y1y2y3y2y1y2y1
18. w˜x18 = y2y3y2y3y1y2y3y1y2y1
19. w˜x19 = y1y3y2y1y2y1y1y3
20. w˜x20 = y3y2y1y3y2y1y2y1y1y3
21. w˜x21 = y2y3y1y3y2y1y2y1y1y3
22. w˜x22 = y1y3y2y1y2y1y1y3y2y1y2y1
23. w˜x23 = y3y2y1y3y2y1y2y1y1y3y2y1y2y1
24. w˜x24 = y2y3y1y3y2y1y2y1y1y3y2y1y2y1
The corresponding elements Tw˜xi in A+(C) are as follows:
1. Tw˜x1 = 1
2. Tw˜x2 = A32
3. Tw˜x3 = A23
4. Tw˜x4 = A21A21
5. Tw˜x5 = A32A21A21
6. Tw˜x6 = A23A21A21
7. Tw˜x7 = A13
8. Tw˜x8 = A32A13
9. Tw˜x9 = A23A31
10. Tw˜x10 = A21A21A13
11. Tw˜x11 = A32A21A21A13
12. Tw˜x12 = A23A21A21A13
13. Tw˜x13 = A13A21A21
14. Tw˜x14 = A32A13A21A21
15. Tw˜x15 = A23A13A21A21
16. Tw˜x16 = A21A21A13A21A21
17. Tw˜x17 = A32A21A23A21A21
18. Tw˜x18 = A23A23A12A31A21
19. Tw˜x19 = A13A21A21A13
20. Tw˜x20 = A32A13A21A21A13
21. Tw˜x21 = A32A13A21A21A13
22. Tw˜x22 = A13A21A21A13A21A21
23. Tw˜x23 = A32A13A21A21A13A21A21
24. Tw˜x24 = A23A13A21A21A13A21A21
We recall that Ψ(A13) = α¯, Ψ(A32) = β¯ and Ψ(A21) = γ¯, or equivalently, in BMR presentation
Ψ(A13) = t¯, Ψ(A32) = u¯ and Ψ(A21) = u¯−1t¯−1 (see table B.1 in Appendix B). We also notice that
Ψ(A21A21) = γ¯
2 and, therefore, in BMR presentation, Ψ(A21A21) = s¯.
Using again the example of x24 we notice that v¯x24 = Ψ(wx24) = Ψ(A23A13A21A21A13A21A21) =
u¯−1t¯s¯t¯s¯ and, hence, vx24 = u−1tsts. Similarly, we the elements vxi , i = 1, . . . , 24 are as follows:
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1. vx1 = 1
2. vx2 = u
3. vx3 = u−1
4. vx4 = s
5. vx5 = us
6. vx6 = u−1s
7. vx7 = t
8. vx8 = ut
9. vx9 = u−1t
10. vx10 = st
11. vx11 = ust
12. vx12 = u−1st
13. vx13 = ts
14. vx14 = uts
15. vx15 = u−1ts
16. vx16 = sts
17. vx17 = usts
18. vx18 = u−1sts
19. vx19 = tst
20. vx20 = utst
21. vx21 = u−1tst
22. vx22 = tsts
23. vx23 = utsts
24. vx24 = u−1tsts
We denote by u1 := R +Rs the subalgebra of H generated by s, u2 := R +Rt the subalgebra
of H generated by t and u3 := R+Ru+Ru−1 the subalgebra of H generated by u, one may notice
that
24∑
i=1
Rvi = u3u2u1u2u1. We recall that |Z(G15)| = 12 and we set U =
11∑
k=0
zku3u2u1u2u1, where
z = stutu the generator of the center of the corresponding complex braid group.
4.2 The Tetrahedral family
In this family we encounter the exceptional groups G4, G5, G6 and G7. We know that the BMR
freeness conjecture holds for G4 (see theorem 1.2.8). We prove the conjecture for the rest of the
groups belonging in this family, using a case-by-case analysis. Keeping the notations of Chapter 3,
let Ps(X) denote the polynomials defining H over R. If we expand the relations Ps(σ) = 0, where
σ is a distinguished braided reflection associated to s, we obtain equivalent relations of the form
σn = an−1σn−1 + ...+ a1σ + a0, (4.1)
where n is the order of s, ai ∈ R, for every i ∈ {1, . . . n − 1} and a0 ∈ R×. We multiply (4.1) by
σ−ni and since a0 is invertible in R we have:
σ−ni = −a−10 a1σ−n+1 − a−10 a2σ−n+2 − ...− a−10 an−1σ−1 + a−10 (4.2)
We multiply (4.1) with a suitable power of σ. Then, for every m ∈ N we have :
σm ∈ Rσm−1 + · · ·+Rσm−(n−1) +R×σm−n (4.3)
Similarly, we multiply (4.2) with a suitable power of σ. Then, for every m ∈ N, we have:
σ−m ∈ Rσ−m+1 + · · ·+Rσ−m+(n−1) +R×σ−m+n. (4.4)
For the rest of this section we use directly (4.3) and (4.4).
4.2.1 The case of G5
Let R = Z[u±s,i, u
±
t,j]1≤i,j≤3 and let HG5 := 〈s, t | stst = tsts,
3∏
i=1
(s− us,i) =
3∏
j=1
(t− ut,i) = 0〉 be
the generic Hecke algebra associated to G5. Let u1 be the subalgebra of HG5 generated by s and
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u2 the subalgebra of HG5 generated by t. We recall that z := (st)2 = (ts)2 generates the center
of the associated complex braid group and that |Z(G5)| = 6. We set U =
5∑
k=0
(zku1u2 + z
kt−1su2).
By the definition of U we have the following remark:
Remark 4.2.1. Uu2 ⊂ U .
To make it easier for the reader to follow the calculations, we will underline the elements that
belong to U by definition. Moreover, we will use directly remark 4.2.1; this means that every time
we have a power of t at the end of an element we may ignore it. To remind that to the reader, we
put a parenthesis around the part of the element we consider.
Our goal is to prove that HG5 = U (theorem 4.2.4). In order to do so, we first need to prove
some preliminary results.
Lemma 4.2.2.
(i) For every k ∈ {1, . . . , 4}, zktu1 ⊂ U .
(ii) For every k ∈ {1, . . . , 5}, zkt−1u1 ⊂ U .
(iii) For every k ∈ {1, . . . , 4}, zku2u1 ⊂ U .
Proof. By definition, u2 = R +Rt+Rt−1. Therefore, (iii) follows from (i) and (ii).
(i) zktu1 = zkt(R + Rs + Rs−1) ⊂ zku2 + Rzk(ts)2s−1t−1 + Rzkts−1 ⊂ U + zk+1u1u2 + Rzkts−1.
However, zkts−1 ∈ zk(R + Rt−1 + Rt−2)s−1 ⊂ U + zku1 + Rzk(st)−2st + Rzkt−1(st)−2st ⊂
U + zk−1u1u2 + zk−1t−1su2 ⊂ U .
(ii) zkt−1u1 = zkt−1(R +Rs+Rs−1) ⊂ zku2 + zkt−1su2 + zRk(st)−2st ⊂ U + zk−1u1u2 ⊂ U.
From now on, we will double-underline the elements described in lemma 4.2.2 and we will use
directly the fact that these elements are inside U . The following proposition leads us to the main
theorem of this section.
Proposition 4.2.3. u1U ⊂ U .
Proof. Since u1 = R + Rs + Rs2, it is enough to prove that sU ⊂ U . By the definition of U and
by remark 4.2.1, we can restrict ourselves to proving that zkst−1s ∈ U , for every k ∈ {0, . . . , 5}.
We distinguish the following cases:
• k ∈ {0, . . . , 3}: zkst−1s ∈ zks(R+Rt+Rt2)s
∈ zku1 +Rzk(st)2t−1 +Rzk(st)2t−1s−1ts
∈ U + zk+1u2 +Rzk+1t−1(R+Rs+Rs2)ts
∈ U + zk+1u1 +Rzk+1t−1(st)2t−1 +Rzk+1t−1s(st)2t−1
∈ U + zk+2u2 + zk+2t−1su2.
• k ∈ {4, 5}: zkst−1s ∈ zk(R+Rs−1 +Rs−2)t−1(R+Rs−1 +Rs−2)
∈ zkt−1u1 + zku1u2 +Rzks−1t−1s−1 +Rzks−1t−1s−2 +Rzks−2t−1s−1+
+Rzks−2t−1s−2
∈ U +Rzk(ts)−2t+Rzk(ts)−2ts−1 +Rzks−1(ts)−2t+Rzks−1(ts)−2ts−1
∈ U + zk−1u2 + zk−1ts−1u2 + zk−1u1u2 +Rzk−1s−1(R+Rt−1 +Rt−2)s−1
∈ U + zk−1u1 +Rzk−1(ts)−2t+Rzk−1(ts)−2ts(st)−2st
∈ U + zk−2u2 + (zk−3tu1)t.
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We can now prove the main theorem of this section.
Theorem 4.2.4. HG5 = U .
Proof. Since 1 ∈ U , it is enough to prove that U is a left-sided ideal of HG5 . For this purpose, one
may check that sU and tU are subsets of U . However, by proposition 4.2.3 we restrict ourselves
to proving that tU ⊂ U . By the definition of U we have that tU ⊂
5∑
k=0
(zktu1u2 + z
ku1u2) ⊂ U +
5∑
k=0
zktu1u2. Therefore, by remark 4.2.1 it will be sufficient to prove that, for every k ∈ {0, . . . , 5},
zktu1 ⊂ U . However, this holds for every k ∈ {1, . . . , 4}, by lemma 4.2.2(iii). For k = 0 we have:
tu1 = (ts)
2s−1t−1u1 ⊂ u1(zt−1u1) ⊂ u1U
4.2.3⊂ U . It remains to prove the case where k = 5. We
have:
z5tu1 = z
5t(R+Rs−1 +Rs−2)
⊂ z5u2 +Rz5t(ts)−2tst+Rz5(R+Rt−1 +Rt−2)s−2
⊂ U + (z4u2u1)t+ z5u1 + z5t−1u1 +Rz5t−1(st)−2sts−1
⊂ U +Rz4t−1(R+Rs−1 +Rs−2)ts−1
⊂ U + z4u1 +Rz4(st)−2st2s−1 +Rz4(st)−2sts−1ts−1
⊂ U + u1z3u2u1 +Rz3sts−1(R+Rt−1 +Rt−2)s−1
⊂ U + u1U + u1z3tu1 +Rz3st(ts)−2t+Rz3st(ts)−2ts(st)−2st
⊂ U + u1U + z2u1u2 + u1(zu2u1)t
⊂ U + u1U.
The result follows from proposition 4.2.3.
Corollary 4.2.5. The BMR freeness conjecture holds for the generic Hecke algebra HG5.
Proof. By theorem 4.2.4 we have that HG5 = U . Therefore, the result follows from proposition
1.2.5 since, by definition, U is generated as R-module by |G5| = 72 elements.
4.2.2 The case of G6
Let R = Z[u±s,i, u
±
t,j]1≤i≤2
1≤j≤3
and let HG6 := 〈s, t | ststst = tststs,
2∏
i=1
(s− us,i) =
3∏
j=1
(t− ut,j) = 0〉
be the generic Hecke algebra associated to G6. Let u1 be the subalgebra of HG5 generated by s and
u2 the subalgebra of HG6 generated by t. We recall that z := (st)3 = (ts)3 generates the center
of the associated complex braid group and that |Z(G6)| = 4. We set U =
3∑
k=0
zku2u1u2. By the
definition of U we have the following remark:
Remark 4.2.6. u2Uu2 ⊂ U .
Our goal is to prove that HG6 = U (theorem 4.2.8). In order to do so, we first need to prove
some preliminary results.
Lemma 4.2.7.
(i) For every k ∈ {0, 1, 2}, zku1tu1 ⊂ U .
(ii) For every k ∈ {1, 2, 3}, zku1t−1u1 ⊂ U .
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(iii) For every k ∈ {1, 2}, zku1u2u1 ⊂ U .
Proof. By definition, u2 = R +Rt+Rt−1. Therefore, we only need to prove (i) and (ii).
(i) zku1tu1 = zk(R+Rs)t(R+Rs) ⊂ zku2u1u2 +zksts ⊂ U +zk(st)3t−1s−1t−1 ⊂ U +zk+1u2u1u2.
The result follows from the definition of U .
(ii) zku1t−1u1 = zk(R + Rs−1)t−1(R + Rs−1) ⊂ zku2u1u2 + zks−1t−1s−1 ⊂ U + zk(ts)−3tst ⊂
U + zk−1u2u1u2 ⊂ U .
We can now prove the main theorem of this section.
Theorem 4.2.8. HG6 = U .
Proof. Since 1 ∈ U , it is enough to prove that U is a left-sided ideal of HG6 . For this purpose,
one may check that sU and tU are subsets of U . However, by the definition of U , we only have
to prove that sU ⊂ U . By the definition of U and by remark 4.2.6, we must prove that for every
k ∈ {0, . . . , 3}, zksu2u1 ⊂ U . However, this holds for every k ∈ {1, 2}, by lemma 4.2.7(iii).
For k = 0 we have: su2u1 ⊂ s(R + Rt + Rt2)(R + Rs) ⊂ u2u1u2 + u1tu1 + Rst2s. By the
definition of U and lemma 4.2.7(i), it will be sufficient to prove that st2s ∈ U . We have:
st2s = (st)3t−1s−1t−1s−1ts
∈ zu2s−1t−1(R+Rs)ts
∈ zu2u1u2 + zu2s−1t−1(st)3t−1s−1t−1
∈ U + u2(z2u1u2u1)u2.
The result follows from lemma 4.2.7(iii) and remark 4.2.6.
It remains to prove the case where k = 3. We have: z3su2u1 ⊂ s(R+Rt−1 +Rt−2)(R+Rs−1) ⊂
u2u1u2 + u1t
−1u1 + Rst−2s−1. By the definition of U and lemma 4.2.7(ii), we need to prove that
st−2s−1 ∈ U . We have:
z3st−2s−1 ∈ z3(R+Rs−1)t−2s−1
∈ z3u2u1u2 +Rz3(ts)−3tstst−1s−1
∈ U + z2u2st(R+Rs−1)t−1s−1
∈ U + z2u2u1u2 + z2u2st(ts)−3tst
∈ U + u2(zu1u2u1)u2.
The result follows again from lemma 4.2.7(iii) and remark 4.2.6.
Corollary 4.2.9. The BMR freeness conjecture holds for the generic Hecke algebra HG6.
Proof. By theorem 4.2.8 we have that HG6 = U . By definition, U =
3∑
k=0
zku2u1u2. We expand u1
as R+Rs and we have that U =
3∑
k=0
(zku2 + z
ku2su2). Therefore, U is generated as u2-module by
16 elements. Since u2 is generated as R-module by 3 elements, we have that HG6 is generated as
R-module by |G6| = 48 elements and the result follows from proposition 1.2.5.
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4.2.3 The case of G7
Let R = Z[u±s,i, u
±
t,j, u
±
u,l] 1≤i≤2
1≤j,l≤3
. We also let
HG7 = 〈s, t, u | stu = tus = ust,
2∏
i=1
(s− us,i) =
3∏
j=1
(t− ut,j) =
3∏
l=1
(u− uu,l) = 0〉
be the generic Hecke algebra associated to G7. Let u1 be the subalgebra of HG7 generated by s,
u2 the subalgebra of HG7 generated by t and u3 the subalgebra of HG7 generated by u. We recall
that z := stu = tus = ust generates the center of the associated complex braid group and that
|Z(G7)| = 12. We set U =
11∑
k=0
(zku3u2 + z
ktu−1u2). By the definition of U , we have the following
remark.
Remark 4.2.10. Uu2 ⊂ U .
To make it easier for the reader to follow the calculations, we will underline the elements that
belong to U by definition. Moreover, we will use directly remark 4.2.10; this means that every
time we have a power of t at the end of an element, we may ignore it. In order to remind that to
the reader, we put a parenthesis around the part of the element we consider.
Our goal is to prove that HG7 = U (theorem 4.2.13). In order to do so, we first need to prove
some preliminary results.
Lemma 4.2.11.
(i) For every k ∈ {0, . . . , 10}, zku1 ⊂ U .
(ii) For every k ∈ {0, . . . , 9}, zku2u ⊂ U .
(iii) For every k ∈ {1, . . . , 10}, zku1u3 ⊂ U .
Proof.
(i) zku1 = zk(R +Rs) ⊂ zku3 + zk(stu)u−1t−1 ⊂ U + zk+1u3u2.
(ii) zku2u = zk(R +Rt+Rt2)u
⊂ zku3 + zk(tus)s−1 + zkt(tus)s−1
⊂ U + zk+1u1 + zk+1t(R +Rs)
(i)⊂ U + zk+1u2 + zk+1t(stu)u−1t−1
⊂ U + zk+2tu−1u2.
(iii) zku1u3 = zk(R +Rs−1)u3 ⊂ zku3 + zk(s−1u−1t−1)tu3 ⊂ U + zk−1tu3.
The result follows from the definition of U and (i), if we expand u3 as R +Ru−1 +Ru.
From now on, we will double-underline the elements described in lemma 4.2.11 and we will use
directly the fact that these elements are inside U .
Proposition 4.2.12. u3U ⊂ U .
Proof. Since u3 = R + Ru + Ru2, it is enough to prove that uU ⊂ U . By the definition of U
and remark 4.2.10 it will be sufficient to prove that for every k ∈ {0, . . . , 11}, zkutu−1 ∈ U . We
distinguish the following cases:
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• k ∈ {0, . . . , 7}:
zkutu−1 ∈ zkut(R+Ru+Ru2)
∈ zku3 + zku(tus)s−1 + zku(tus)s−1u
∈ U +Rzk+1u(R+Rs) +Rzk+1u(R+Rs)u
∈ U + zk+1u3 +Rzk+1(ust)t−1 +Rzk+1(ust)t−1u
∈ U + zk+2u2 + zk+2u2u.
• k ∈ {8, . . . , 11}:
zkutu−1 ∈ zku(R+Rt−1 +Rt−2)u−1
∈ zku3 +Rzku(t−1s−1u−1)usu−1 +Rzkut−2(u−1t−1s−1)st
∈ U + zk−1u3(R+Rs−1)u−1 +Rzk−1ut−2(R+Rs−1)t
∈ U + zk−1u3 +Rzk−1u3(s−1u−1t−1)t+ zk−1u3u2 +Rzk−1ut−1(t−1s−1u−1)ut
∈ U + zk−2u3u2 +Rzk−2(R+Ru−1 +Ru−2)t−1ut
∈ U + (zk−2u2u)t+Rzk−2(u−1t−1s−1)sut+Rzk−2u−1(u−1t−1s−1)sut
∈ U + (zk−3u1u3)t+Rzk−3u−1s(R+Ru−1 +Ru−2)t
∈ U +Rzk−3u−1(stu)u−1 +Rzk−3u−1(R+Rs−1)u−1t+Rzk−3u−1(R+Rs−1)u−2t
∈ U + zk−2u3 + zk−3u3u2 +Rzk−3u−1(s−1u−1t−1)t2 +Rzk−3u−1(s−1u−1t−1)tu−1t
∈ U + zk−4u3u2 +Rzk−4u−1(R+Rt−1 +Rt−2)u−1t
∈ U + zk−4u3u2 +Rzk−4(u−1t−1s−1)su−1t+Rzk−4(u−1t−1s−1)st−1u−1t
∈ U + (zk−5u1u3)t+Rzk−5s(t−1s−1u−1)usu−1t
∈ U +Rzk−6su(R+Rs−1)u−1t
∈ U + (zk−6u1)t+Rzk−6su(s−1u−1t−1)t2
∈ U + (zk−7u1u3)t.
We can now prove the main theorem of this section.
Theorem 4.2.13. HG7 = U .
Proof. Since 1 ∈ U , it will be sufficient to prove that U is a left-sided ideal of HG7 . For this
purpose, one may check that sU , tU and uU are subsets of U . However, by proposition 4.2.12 we
only have to prove that tU and sU are subsets of U . We recall that z = stu, therefore s = zu−1t−1
and s−1 = z−1tu. We notice that U =
10∑
k=0
zk(u3u2 + tu
−1u2) + z11(u3u2 + tu−1u2). Hence,
sU ⊂
10∑
k=0
zks(u3u2 + tu
−1u2) + z11s(u3u2 + tu−1u2)
⊂
10∑
k=0
zk+1u−1t−1(u3u2 + tu−1u2) + z11(R+Rs−1)(u3u2 + tu−1u2)
⊂
10∑
k=0
u−1t−1(zk+1u3u2 + zk+1tu−1u2) + z11u3u2 + z11tu−1u2 + z11s−1u3u2 + z11s−1tu−1u2
⊂ u3u2U + z10tu3u2 + z10tutu−1u2
⊂ u3u2U + tz10u3u2 + tu(z10tu−1u2)
⊂ u3u2u3U.
By proposition 4.2.12 we have that u3U ⊂ U . If we also suppose that u2U ⊂ U then, obvi-
ously, we have tU ⊂ U but we also have sU ⊂ U (since sU ⊂ u3u2u3U). Hence, in order to prove
that U = HG7 we restrict ourselves to proving that u2U ⊂ U .
By definition, u2 = R+Rt−1 +Rt−2, therefore it will be sufficient to prove that t−1U ⊂ U . By
the definition of U and remark 4.2.10, this is the same as proving that, for every k ∈ {0, . . . , 11},
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zkt−1u3 ⊂ U . For k ∈ {2, . . . , 11} the result is obvious, since zkt−1u3 = zk(t−1s−1u−1)usu3 ⊂
u3(z
k−1u1u3) ⊂ u3U
4.2.12⊂ U . For k ∈ {0, 1}, we have:
zkt−1u3 = zkt−1(R+Ru+Ru2)
⊂ zku2 + zku2u+ zk(R+Rt+Rt2)u2
⊂ U + zku3 +Rzkt(R+Ru+Ru−1) +Rzkt(tus)s−1u
⊂ U + zku2 + zku2u+ zktu−1u2 +Rzk+1(tus)s−1u−1s−1u
⊂ U +Rzk+2(R+Rs)u−1(R+Rs)u
⊂ U + zk+2u1 + u3zk+2u1u3 +Rzk+2su−1su
⊂ U + u3U +Rzk+2s(R+Ru+Ru2)su
⊂ U + u3U + zk+2u1u3 +Rzk+2s(ust)t−1u+Rzk+2su(ust)t−1u
⊂ U + u3U +Rzk+3(stu)u−1t−2u+Rzk+3su(R+Rt+Rt2)u
⊂ U + u3U + u3zk+4u2u+ zk+3u1u3 +Rzk+3su(tus)s−1 +Rzk+3sut(tus)s−1
⊂ U + u3U +Rzk+4su(R+Rs) +Rzk+4sut(R+Rs)
⊂ U + u3U + zk+4u1u3 +Rzk+4s(ust)t−1 + (zk+4u1u3)t+Rzk+4(stu)u−1t−1uts
⊂ U + u3U + (zk+5u1)t+ zk+5u3(R+Rt+Rt2)uts
⊂ U + u3U + zk+5u3t(stu)u−1t−1 + zk+5u3(tus)s−1ts+ zk+5u3t(tus)s−1ts
⊂ U + u3U + u3zk+5tu−1u2 + zk+5u3(R+Rs)ts+ zk+6u3t(R+Rs)ts
⊂ U + u3U + zk+5u3t(stu)u−1t−1 + zk+5u3(stu)u−1s+ zk+6u3t2(R+Rs−1)+
+zk+6u3t(stu)u
−1s
⊂ U + u3U + u3zk+6tu−1u2 + u3zk+6u1 + zk+6u3u2 + zk+6u3t2(s−1u−1t−1)tu+
+zk+6u3t(R+Ru+Ru
2)s
⊂ U + u3U + u3zk+5u2u+ zk+6u3t(stu)u−1t−1 + zk+6u3(tus) + zk+6u3(tus)s−1(ust)t−1
⊂ U + u3U + u3zk+7tu−1u2 + zk+7u3 + u3(zk+8u1)t−1
⊂ U + u3U.
The result follows from proposition 4.2.12.
Corollary 4.2.14. The BMR freeness conjecture holds for the generic Hecke algebra HG7.
Proof. By theorem 4.2.13 we have that HG7 = U . The result follows from proposition 1.2.5, since
by definition U is generated as a right u2-module by 48 elements and, hence, as R-module by
|G7| = 144 elements (recall that u2 is generated as R-module by 3 elements).
4.3 The Octahedral family
In this family we encounter the exceptional groups G8, G9, G10, G11, G12, G13, G14 and G15. In
Chapter 2 we proved that the BMR freeness conjecture holds for G8 (see corollary 2.2.4). Moreover,
we know the validity of the conjecture for the group G12 (see theorem 1.2.9). In this section we
prove the conjecture for the rest of the exceptional groups in this family using a case-by-case
analysis. We also reprove the validity of the BMR freeness conjecture for the exceptional group
G12. As in the tetrahedral case, we use directly the relations (4.3) and (4.4).
4.3.1 The case of G9
Let R = Z[u±s,i, u
±
t,j]1≤i≤2
1≤j≤4
and let HG9 = 〈s, t | ststst = tststs,
2∏
i=1
(s−us,i) =
4∏
j=1
(t−ut,j) = 0〉 be
the generic Hecke algebra associated to G9. Let u1 be the subalgebra of HG9 generated by s and u2
73
be the subalgebra of HG9 generated by t. We recall that z := (st)3 = (ts)3 generates the center of
the associated complex braid group and that |Z(G9)| = 8. We set U =
7∑
k=0
(zku2u1u2 + z
ku2st
−2s).
By the definition of U , we have the following remark.
Remark 4.3.1. u2U ⊂ U .
From now on, we will underline the elements that by definition belong to U . Moreover, we will
use directly the remark 4.3.1; this means that every time we have a power of t at the beginning of
an element, we may ignore it. In order to remind that to the reader, we put a parenthesis around
the part of the element we consider.
Our goal is to prove thatHG9 = U (theorem 4.3.6). The next proposition provides the necessary
conditions for this to be true.
Proposition 4.3.2. If zku1u2u1 ⊂ U and zkst−2st ∈ U for every k ∈ {0, . . . , 7}, then HG9 = U .
Proof. Since 1 ∈ U , it is enough to prove that U is a right-sided ideal of HG9 . For this purpose,
one may check that Us and Ut are subsets of U . By the definition of U we have that Us ⊂
7∑
k=0
u2(z
ku1u2u1) and Ut ⊂
7∑
k=0
(zku2u1u2 + z
ku2st
−2st) ⊂ U +
7∑
k=0
u2(z
kst−2st). The result follows
from hypothesis and remark 4.3.1.
As a first step, we prove the conditions of the above proposition for a smaller range of the
values of k.
Lemma 4.3.3.
(i) For every k ∈ {0, . . . , 6}, zku1tu1 ⊂ U .
(ii) For every k ∈ {1, . . . , 7}, zku1t−1u1 ⊂ U .
(iii) For every k ∈ {1, . . . , 6}, zku1u2u1 ⊂ U .
(iv) For every k ∈ {0, . . . , 5}, zku1t2u1t ⊂ U + zk+2u2u1u2u1. Therefore, for every k ∈ {0, . . . , 4},
zku1t
2st ⊂ U .
(v) For every k ∈ {1, . . . , 5}, zku1u2u1t ⊂ U + zk+2u2u1u2u1. Therefore, for every k ∈ {0, . . . , 4},
zku1u2u1t ⊂ U .
Proof.
(i) zku1tu1 = zk(R + Rs)t(R + Rs) ⊂ zku2u1u2 + Rzksts ⊂ U + Rzk(st)3t−1s−1t−1 ⊂ U +
zk+1u2u1u2.
(ii) zku1t−1u1 = zk(R + Rs−1)t−1(R + Rs−1) ⊂ zku2u1u2 + Rzks−1t−1s−1 ⊂ U + Rzk(ts)−3tst ⊂
U + zk−1u2u1u2.
(iii) Since u2 = R+Rt+Rt−1+Rt−2, by the definition of U and by (i) and (ii) we only have to prove
that, for every k ∈ {1, . . . , 6}, zku1t−2u1 ⊂ U . Indeed, zku1t−2u1 = zk(R+Rs)t−2(R+Rs) ⊂
zku2u1u2 + z
ku2st
−2s.
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(iv) zku1t2u1t = zku1t2(R+Rs)t
⊂ zku1u2 + zku1t2st
⊂ U + zk(R+Rs)t2st
⊂ U + zku2u1u2 +Rzkst(ts)3s−1t−1s−1
⊂ U +Rzk+1st(R+Rs)t−1s−1
⊂ U + zk+1u2 +Rzk+1(st)3t−1s−1t−2s−1
⊂ U + zk+2u2u1u2u1.
Since zk+2u2u1u2u1 = u2(zk+2u1u2u1) and since, for every k ∈ {0, . . . , 4}, we have k + 2 ∈
{2, . . . , 6}, we can use (iii) and we have that for every k ∈ {0, . . . , 4}, zku1t2st ⊂ U .
(v) zku1u2u1t = zku1(R+Rt+Rt−1 +Rt2)u1t
⊂ zku1u2 + zk(R+Rs)t(R+Rs)t+ zk(R+Rs−1)t−1(R+Rs−1)t+ zku1t2u1t
(iv)⊂ U + zku2u1u2 +Rzkstst+Rzks−1t−1s−1t+ zk+2u2u1u2u1
⊂ U +Rzk(st)3t−1s−1 +Rzk(ts)−3tst2 + zk+2u2u1u2u1
⊂ U + (zk+1 + zk−1)u2u1u2 + zk+2u2u1u2u1
⊂ U + zk+2u2u1u2u1.
Using the same arguments as in (iv), we can use (iii) and we have that for every k ∈ {0, . . . , 4},
zku1t
2st ⊂ U .
To make it easier for the reader to follow the calculations, we will double-underline the elements
described in lemma 4.3.3 and we will use directly the fact that these elements are inside U . The
next proposition proves the first condition of 4.3.2.
Proposition 4.3.4. For every k ∈ {0, . . . , 7}, zku1u2u1 ⊂ U .
Proof. By lemma 4.3.3(iii), we need to prove the cases where k ∈ {0, 7}. We have:
• k = 0:
u1u2u1 = (R+Rs)(R+Rt+Rt
−2 +Rt3)(R+Rs)
⊂ u2u1u2 + u1tu1 +Rst−2s+Rst3s
⊂ U +Rt−1(ts)3s−1t−1s−1t2s
⊂ U + zu2s−1t−1(R+Rs)t2s
⊂ U + u2(zu1tu1) + zu2(R+Rs)t−1st2s
⊂ U + u2(zu1u2u1) + zu2s(R+Rt+Rt2 +Rt3)st2s
⊂ U + u2(zu1u2u1) + zu2(st)3t−1s−1ts+ zu2st(ts)3s−1t−1s−1ts+ zu2st2(ts)3s−1t−1s−1ts
⊂ U + u2(z2u1tu1) + z2u2sts−1t−1(R+Rs)ts+ z2u2st2s−1t−1(R+Rs)ts
⊂ U + z2u2u1u2 + z2u2st(R+Rs)t−1sts+ z2u2st2(R+Rs)t−1sts
⊂ U + u2(z2u1tu1) + z2u2stst−1sts+ z2u2(st)3t−1 + z2u2st2st−1sts
⊂ U + z2u2stst−1sts+ z3u2 + z2u2st2st−1sts
It remains to prove that A := z2u2stst−1sts+ z2u2st2st−1sts is a subset of U . For this purpose,
we expand t−1 as a linear combination of 1, t, t2 and t3 and we have:
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A ⊂ z2u2sts(R+Rt+Rt2 +Rt3)sts+ z2u2st2s(R+Rt+Rt2 +Rt3)sts
⊂ z2u2sts2ts+ z2u2(st)3s+ z2u2(ts)3s−2(st)3t−1 + z2u2(ts)3s−1t(ts)3s−1t−1 + z2u2st2s2ts+
+Rz2st(ts)3 + z2u2st(ts)
3s−1t−1s−1(ts)3s−1t−1 + z2u2st2st2(ts)3s−1t−1
⊂ z2u2st(R+Rs)ts+ z3u2u1 + z4u2u1u2 + z4u2(R+Rs)t(R+Rs)t−1 + z2u2st2(R+Rs)ts+
+z3u2u1u2 + z
4u2sts
−1t−1s−2t−1 + z3u2st2st2(R+Rs)t−1
⊂ U + u2(z2u1u2u1) + z2u2(st)3t−1 + z4u2u1u2 + z4u2stst−1 + u2(z2u1u2u1) + z2u2st2sts+
+z4u2sts
−1t−1(R+Rs−1)t−1 + u2(z3u1t2st) + z3u2st2st2st−1
⊂ U + z3u2 + z4u2(ts)3s−1t−2 + z2u2st(ts)3s−1t−1 + z4u2st(R+Rs)t−2 + z4u2st2(st)−3s+
+z3u2st(ts)
3s−1t−1s−1tst−1
⊂ U + z5u2u1u2 + z3u2st(R+Rs)t−1 + z4u2u1u2 + z4u2(st)3t−1s−1t−3 + u2(z3u1u2u1)+
+z4u2st(R+Rs)t
−1s−1tst−1
⊂ U + (z3 + z4 + z5)u2u1u2 + z3u2(ts)3s−1t−2 + z4u2(ts)3s−1t−2(R+Rs)tst−1
⊂ U + z4u2u1u2 + z5u2(st)−3sts2t−1 + z5u2s−1t−3(ts)3s−1t−2
⊂ U + z4u2st(R+Rs)t−1 + z6u2s−1(R+Rt−1 +Rt−2 +Rt)s−1t−2
⊂ U + z4u2u1 + z4u2(ts)3s−1t−2 + z6u2u1u2 + z6u2(st)−3st−1 + z6u2(st)−3sts2(ts)−3tst−1+
+z6u2(R+Rs)t(R+Rs)t
−2
⊂ U + (z5 + z6)u2u1u2 + z4u2st(R+Rs)tst−1 + z6u2stst−2
⊂ U + z4u2st2st−1 + z4u2(ts)3 + z6u2(ts)3s−1t−3
⊂ U + z4u2s(R+Rt+Rt−1 +Rt−2)st−1 + z5u2 + z7u2u1u2
⊂ U + z4u2u1u2 + z4u2(ts)3s−1t−2 + z4u2(R+Rs−1)t−1(R+Rs−1)t−1+
+z4u2(R+Rs
−1)t−2(R+Rs−1)t−1
⊂ U + (z4 + z5)u2u1u2 + z4u2s−1t−1s−1t−1 + z4u2s−1t−2s−1t−1
⊂ U + z4u2(st)−3s+ z4u2s−1t−1(ts)−3sts
⊂ U + z3u2u1 + z3u2s−1t−1(R+Rs−1)ts
⊂ U + z3u2 + z3u2(st)−3st2s
⊂ U + u2(z2u1u2u1).
• k = 7:
z7u1u2u1 = z
7(R+Rs)(R+Rt−1 +Rt−2 +Rt−3)(R+Rs)
⊂ z7u2u1u2 + z7u1t−1u1 +Rz7st−2s+Rz7st−3s
⊂ U +Rz7(R+Rs−1)t−3(R+Rs−1)
⊂ U + z7u2u1u2 +Rz7s−1t−3s−1
⊂ U +Rz7(ts)−3tstst−2s−1
⊂ U +Rz6tst(R+Rs−1)t−2s−1
⊂ U + t(z6u1u2u1) +Rz6t(R+Rs−1)ts−1t−2s−1
⊂ U + t2(z6u1u2u1) + +Rz6ts−1(R+Rt−1 +Rt−2 +Rt−3)s−1t−2s−1
⊂ U + t(z6u1u2u1) +Rz6t2(st)−3st−1s−1 +Rz6ts−1t−1(st)−3stst−1s−1+
+Rz6ts−1t−2(st)−3stst−1s−1
⊂ U + t2(z5u1u2u1) +Rz5ts−1t−1(R+Rs−1)t(R+Rs−1)t−1s−1+
+Rz5ts−1t−2st(R+Rs−1)t−1s−1
⊂ U + t(z5u1u2u1) +Rz5t(sts)−1t(sts)−1 +Rz5ts−1t−2(R+Rs−1)ts−1t−1s−1
⊂ U +Rz5t(ts)−3tst3(st)−3st+Rz5t(ts)−3t+Rz5ts−1t−2s−1t2(st)−3st
⊂ U + t2(z3u1u2u1t) + z4u2 +Rz4ts−1t−2s−1t2st.
It remains to prove that the element z4ts−1t−2s−1t2st is inside U . For this purpose, we expand
t2 as a linear combination of 1, t, t−1 and t−2 and we have:
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z4ts−1t−2s−1t2st ∈ z4ts−1t−2s−1(R+Rt+Rt−1 +Rt−2)st
∈ U + z4u2u1u2 +Rz4ts−1t−2(R+Rs)tst+Rz4ts−1t−2s−1t−1(R+Rs−1)t+
+Rz4ts−1t−2s−1t−2(R+Rs−1)t
∈ U + t(z4u1u2u1t) +Rz4ts−1t−3(ts)3s−1 + t(z4u1u2u1) +Rz4ts−1t−1(st)−3st2+
+Rz4ts−1t−1(st)−3sts+Rz4ts−1t−1(st)−3stst−1s−1t
∈ U + t(z5u1u2u1) +Rz3ts−1t−1(R+Rs−1)t2 +Rz3ts−1t−1(R+Rs−1)ts+
+Rz3ts−1t−1st(R+Rs−1)t−1s−1t
∈ U + z3u2u1u2 +Rz3t2(st)−3st3 +Rz3t2(ts)−3st2s+
+Rz3ts−1t−1(R+Rs−1)ts−1t−1s−1t
∈ U + z2u2u1u2 + z2u2st2s+Rz3ts−2t−1s−1t+Rz3t2(st)−3st3(st)−3st2
∈ U +Rz3t(R+Rs−1)t−1s−1t+Rzt2s(R+Rt+Rt2 +Rt−1)st2
∈ U + (z + z3)u2u1u2 +Rz3t2(st)−3st2 +Rzt(ts)3s−1t+Rzt(ts)3s−1t−1s−1tst2+
+Rzt2(R+Rs−1)t−1(R+Rs−1)t2
∈ U + (z + z2)u2u1u2 +Rz2ts−1t−1(R+Rs)tst2 +Rzt2s−1t−1s−1t2
∈ U + z2u2 +Rz2ts−1t−2(ts)3s−1t+Rzt3(st)−3st3
∈ U + t(z3u1u2u1t) + u2u1u2.
Corollary 4.3.5. Uu1 ⊂ U
Proof. By the definition of U we have that Uu1 ⊂
7∑
k=0
(zku2u1u2u1 + z
ku2st
−2u1). By proposition
4.3.4, we only have to prove that for every k ∈ {0, . . . , 7}, zku2st−2u1 ⊂ U , which follows from the
definition of U if we expand u1 as R +Rs.
For the rest of this section, we will use directly corollary 4.3.5; this means that every time we
have a power of s at the end of an element, we may ignore it, as we did for the powers of t in
the beginning of the elements. In order to remind that to the reader, we put again a parenthesis
around the part of the element we consider.
Theorem 4.3.6. HG9 = U .
Proof. By propositions 4.3.2 and 4.3.4, we only have to prove that zkst−2st ∈ U , for every k ∈
{0, . . . , 7}, However, by lemma 4.3.3(v) we have that zkst−2st ∈ U + u2(zk+2u1u2u1), for every
k ∈ {1, . . . , 5}. Therefore, by proposition 4.3.4, we only the cases where k ∈ {0} ∪ {6, 7}.
• k = 0:
st−2st ∈ s(R+Rt+Rt2 +Rt3)st
∈ u1u2 +R(st)3t−1s−1 +Rst(ts)3s−1t−1s−1 +Rst2(ts)3s−1t−1s−1
∈ U + zu2u1 + zst(R+Rs)t−1u1 + zst2(R+Rs)t−1u1
∈ U + zu1 + z(st)3t−1s−1t−2u1 + zu1u2u1 + zst2s(R+Rt+Rt2 +Rt3)u1
∈ U + (z2u2u1u2)u1 + zu1u2u1 + (zu1t2u1t)u1 + zst(ts)3s−1t−1s−1tu1 + zst(ts)3s−1t−1s−1t2u1
∈ U + z2st(R+Rs)t−1s−1tu1 + z2st(R+Rs)t−1s−1t2u1
∈ U + z2u2u1 + z2(st)3t−1s−1t−2s−1tu1 + z2(st)3t−1s−1t−2s−1t2u1
∈ U + t−1(z3u1u2u1t)u1 + z3t−1s−1t−2s−1t2u1
It remains to prove that the element z3t−1s−1t−2s−1t2 is inside U . For this purpose, we expand
t−2 as a linear combination of 1, t−1, t and t2 and we have:
77
z3t−1s−1t−2s−1t2 ∈ z3t−1s−1(R+Rt−1 +Rt+Rt2)s−1t2
∈ z3u2u1u2 +Rz3(st)−3st3 +Rz3t−1(R+Rs)t(R+Rs)t2+
+Rz3t−1(R+Rs)t2(R+Rs)t2
∈ U + u2
(
(z2 + z3)u1u2
)
+Rz3t−1stst2 +Rz3t−1st2st2
∈ U +Rz3t−2(ts)3s−1t+Rz3t−1st(ts)3s−1t−1s−1t
∈ U + t−2(z4u1u2) + rz4t−1st(R+Rs)t−1s−1t
∈ U + z4u1 +Rz4t−2(ts)3s−1t−2s−1t
∈ U + z5u2(u1u2u1t).
However, by lemma 4.3.3(v) we have that z5u2(u1u2u1t) ⊂ u2U + (z7u2u1u2)u1. The result
follows from remark 4.3.1.
• k ∈ {6, 7}:
zkst−2st ∈ zk(R+Rs−1)t−2(R+Rs−1)t
∈ zku2u1u2 +Rzks−1t−2s−1t
∈ U +Rzkt(st)−3stst−1s−1t
∈ U +Rzk−1tst(R+Rs−1)t−1s−1t
∈ U + zk−1u2 +Rzk−1tst2(st)−3st2
∈ U +Rzk−2ts(R+Rt+Rt−1 +Rt−2)st2
∈ U + zk−2u2u1u2 +Rzk−2(ts)3s−1t+Rzk−2t(R+Rs−1)t−1(R+Rs−1)t2+
+Rzk−2t(R+Rs−1)t−2(R+Rs−1)t2
∈ U + (zk−1 + zk−2)u2u1u2 +Rzk−2ts−1t−1s−1t2 +Rzk−2ts−1t−2s−1t2
∈ U +Rzk−2t2(st)−3st3 +Rzk−2t2(st)−3stst−1s−1t2
∈ U + zk−3u2u1u2 + zk−3u2st(R+Rs−1)t−1s−1t2
∈ U + zk−3u2 + zk−3u2st2(st)−3st3
∈ U + zk−4u2st2s(R+Rt+Rt2 +Rt−1)
∈ U + u2(zk−4u1u2u1) + zk−4u2(u1t2u1t) + zk−4u2st(ts)3s−1t−1s−1t+
+zk−4u2st2(R+Rs−1)t−1
∈ U + zk−3u2st(R+Rs)t−1s−1t+ zk−4u2u1u2 + zk−4u2st3(st)−3sts
∈ U + zk−3u2 + zk−3u2(ts)3s−1t−2s−1t+ u2(zk−5u1u2u1t)s
∈ U + zk−2u2(u1u2u1t).
Again, by lemma 4.3.3(v) we have that zk−2u2(u1u2u1t) ⊂ u2U + (zku2u1u2)u1. The result
follows from remark 4.3.1.
Corollary 4.3.7. The BMR freeness conjecture holds for the generic Hecke algebra HG9.
Proof. By theorem 4.3.6 we have that HG9 = U =
7∑
k=0
zk(u2 + u2su2 + u2st
−2). The result then
follows from proposition 1.2.5, since HG9 is generated as left u2-module by 48 elements and, hence,
as R-module by |G9| = 192 elements (recall that u2 is generated as R-module by 4 elements.)
4.3.2 The case of G10
Let R = Z[u±s,i, u
±
t,j]1≤i≤3
1≤j≤4
and let HG10 = 〈s, t | stst = tsts,
3∏
i=1
(s − us,i) =
4∏
j=1
(t − ut,i) = 0〉 be
the generic Hecke algebra associated to G10. Let u1 be the subalgebra of HG10 generated by s and
u2 the subalgebra of HG10 generated by t. We recall that z := (st)2 = (ts)2 generates the center of
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the associated complex braid group and that |Z(G10)| = 12. We set U =
11∑
k=0
(zku2u1 + z
ku2st
−1 +
zku2s
−1t+ zku2s−1ts−1).
From now on, we will underline the elements that belong to U by definition. Our goal is to
prove that HG10 = U (theorem 4.3.13). Since 1 ∈ U , it is enough to prove that U is a right-sided
ideal of HG10 or, equivalently, that Us and Ut are subsets of U . For this purpose, we first need to
prove some preliminary results.
In the following lemmas we prove that some subsets of zku2u1u2u1, where k belongs in a smaller
range of {0, . . . , 11}, are also subsets of U .
Lemma 4.3.8.
(i) For every k ∈ {1, . . . , 10}, zku2u1u2 ⊂ U .
(ii) For every k ∈ {1, . . . , 11}, zku2st−1s ⊂ U .
(iii) For every k ∈ {0, . . . , 9}, zku2st2s ⊂ U .
(iv) For every k ∈ {1, . . . , 9}, zku2su2s ⊂ U .
Proof.
(i) zku2u1u2 = zku2(R+Rs+Rs−1)u2
= zku2 + z
ku2s(R+Rt+Rt
−1 +Rt2) + zku2s−1(R+Rt+Rt−1 +Rt−2)
⊂ U + zku2u1 +Rzku2(st)2t−1s−1 + zku2st−1 + zku2(st)2t−1s−1t+ zku2s−1t+
+zku2(ts)
−2ts+ zku2(ts)−2tst−1
⊂ U + zk+1u2u1 + zk+1u2s−1t+ zk−1u2u1 + zk−1u2st−1.
(ii) zku2st−1s = zku2st−1(R+Rs−1 +Rs−2)
⊂ zku2st−1 + zku2s2(ts)−2t+ zku2(R+Rs−1 +Rs−2)t−1s−2
⊂ U + zk−1u2(R+Rs+Rs−1)t+ zku2u1 + zku2(ts)−2ts−1 + zku2s−1(ts)−2ts−1
⊂ U + zk−1u2u1 + zk−1u2(st)2t−1s−1 + zk−1u2s−1t+ zk−1u2s−1ts−1
⊂ U + zku2u1.
(iii) zku2st2s = zku2st(ts)2s−1t−1
⊂ U + zk+1u2st(R+Rs+Rs2)t−1
⊂ U + zk+1u2u1 + zk+1u2(st)2t−2 + zk+1u2(st)2t−1st−1
⊂ U + zk+2u2 + zk+2u2st−1.
(iv) zku2su2s = zku2s(R+Rt+Rt2 +Rt−1)
⊂ zku2u1 + zku2(st)2t−1s−1 + zku2st2s+ zku2st−1s
⊂ U + zk+1u2u1 + zku2st2s+ zku2st−1s
⊂ U + zku2st2s+ zku2st−1s.
The result follows then from (ii) and (iii).
Lemma 4.3.9.
(i) For every k ∈ {0, . . . , 10}, zku2u1tu1 ⊂ U .
(ii) For every k ∈ {2, . . . , 11}, zku2s−1u2s−1 ⊂ U .
(iii) For every k ∈ {2, . . . , 10}, zku2u1u2s−1 ⊂ U .
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Proof.
(i) zku2u1tu1 = zku2(R+Rs+Rs−1)tu1
⊂ zku2u1 + zku2(st)2t−1s−1u1 + zku2s−1t(R+Rs+Rs−1)
⊂ U + zk+1u2u1 + zku2s−1t+ zku2s−2(st)2t−1 + zku2s−1ts−1
⊂ U + zk+1u2(R+Rs+Rs−1)t−1
⊂ U + zk+1u2 + zk+1u2st−1 + zk+1u2(ts)−2ts
⊂ U + zku2u1.
(ii) zku2s−1u2s−1 = zku2s−1(R+Rt+Rt−1 +Rt−2)s−1
⊂ zku2u1 + zks−1ts−1 + zku2(ts)−2t+ zku2(ts)−2tst−1s−1
⊂ U + zk−1u2 + zk−1u2s(st)−2st
⊂ U + zk−2u2s2t
⊂ U + zk−2u2(R+Rs+Rs−1)t
⊂ U + zk−2u2 + zk−2u2(st)2t−1s−1 + zk−2u2s−1t
⊂ U + zk−1u2u1.
(iii) zku2u1u2s−1 = zku2(R+Rs+Rs−1)u2s−1
⊂ zku2u1 + zku2su2s−1 + zku2s−1u2s−1
(ii)⊂ U + zku2s(R+Rt+Rt2 +Rt−1)s−1
⊂ U + zku2 + zku2u1tu1 + zku2(st)2t−1s−1ts−1 + zku2s(st)−2st
(i)⊂ U + zk+1u2s−1ts−1 + zk−1u2u1u2
The result follows from lemma 4.3.8(i).
To make it easier for the reader to follow the calculations, we will double-underline the elements
as described in lemmas 4.3.8 and 4.3.9 and we will use directly the fact that these elements are
inside U . In the following lemma we prove that some subsets of zku2u1u2u1u2, where k belongs in
a smaller range of {0, . . . , 11} are also subsets of U .
Lemma 4.3.10.
(i) For every k ∈ {1, . . . , 8}, zku2u1tu1t ⊂ U .
(ii) For every k ∈ {1, . . . , 6}, zku2su2st2 ⊂ U .
(iii) For every k ∈ {1, . . . , 5}, zku2u1tu1t2 ⊂ U .
(iv) For every k ∈ {1, . . . , 3}, zku2su2su2 ⊂ U .
(v) For every k ∈ {3, . . . , 5}, zku2s−1u2s−1u2 ⊂ U .
Proof.
(i) zku2u1tu1t = zku2u1t(R+Rs+Rs2)t
⊂ zku2u1u2 + zku2u1(st)2 + zku2(R+Rs+Rs2)ts2t
⊂ U + zk+1u2u1 + zku2u1u2 + zku2(st)2t−1st+ zku2s(st)2t−1st
⊂ U + zk+1u2u1u2 + zk+1u2s(R+Rt+Rt2 +Rt3)st
⊂ U + zk+1u2u1u2 + zk+1u2(st)2 + zk+1u2st(ts)2s−1 + zk+1u2st2(ts)2s−1
⊂ U + zk+2u2 + zk+2u2(st)2t−1s−2 + zk+2u2(st)2t−1s−1ts−1
⊂ U + zk+3u2u1 + zk+3u2s−1ts−1.
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(ii) zku2su2st2 = zku2s(R+Rt+Rt2 +Rt3)st2
⊂ zku2u1u2 + zku2(st)2t+ zku2st(ts)2s−1t+ zku2st2(ts)2s−1t
⊂ U + zk+1u2 + zk+1u2u1tu1t+ zk+1u2(st)2t−1s−1ts−1t
⊂ U + (zk+1 + zk+2)u2u1tu1t.
The result follows from (i).
(iii) zku2u1tu1t2 = zku2u1t(R+Rs+Rs2)t2
⊂ zku2u1u2 + zku2u1(ts)2s−1t+ zku2(R+Rs+Rs2)ts2t2
⊂ U + zk+1u2u1u2 + zku2u1u2 + zku2(st)2t−1st2 + zku2s(st)2t−1st2
⊂ U + zk+1u2u1u2 + zk+1u2su2st2.
The result follows from (ii).
(iv) zku2su2su2 = zku2s(R+Rt+Rt2 +Rt3)su2
⊂ zku2u1u2 + zku2(st)2u2 + zku2(st)2t−1s−2(st)2u2 + zku2st3s(R+Rt+Rt2 +Rt3)
⊂ U + zk+1u2 + zk+2u2u1u2 + zku2su2s+ zku2st2(ts)2s−1 + zku2su2st2+
+zku2st
2(ts)2s−1t2
(ii)⊂ U + zk+1u2(st)2t−1s−1ts−1 + zk+1u2(st)2t−1s−1ts−1t2
⊂ U + zk+2u2s−1ts−1 + zk+2u2u1tu1t2.
The result follows from (iii).
(v) zku2s−1u2s−1u2 = zku2(ts)−1tsu2(ts)−1tsu2 ⊂ zk−2u2su2su2. The result follows from (iv).
To make it easier for the reader to follow the calculations, we will also double-underline the
elements as described in lemmas 4.3.8 and 4.3.9 and we will use directly the fact that these elements
are inside U . The following lemma helps us to prove that Uu1 ⊂ U (see proposition 4.3.12).
Lemma 4.3.11. For every k ∈ {8, 9}, zks−1u2s−1u2s−1 ⊂ U .
Proof. We expand u2 as R +Rt−1 +Rt−2 +Rt−3 and we have:
zks−1u2s−1u2s−1 ⊂ zku2u1u2s−1 + zk(ts)−2u2s−1 + zk(ts)−2tst−1s−1u2s−1 + zk(ts)−2tst−2s−1u2s−1
⊂ U + zk−1u2u1 + zk−1u2s2(ts)−2u2s−1 + zk−1u2st−1(st)−2su2s−1
⊂ U + zk−2u2u1u2s−1 + zk−2u2st−1s(R+Rt+Rt−1 +Rt−2)s−1
⊂ U + zk−2u2st−1 + zk−2u2st−1(st)2t−1s−2 + zk−2u2st−1s(st)−2st+
+zk−2u2st−1(R+Rs−1 +Rs−2)t−2s−1
⊂ U + zk−1u2st−2(R+Rs+Rs−1) + zk−3u2st−1s2t+ zk−2u2u1u2s−1+
+zk−2u2s(st)−2st−1s−1 + zk−2u2s(st)−2sts−1t−2s−1
⊂ U + zk−1u2u1 + zk−1u2su2s+ zk−1u2u1u2s−1 + zk−3u2st−1(R+Rs+Rs−1)t+
+zk−3u2u1u2s−1 + zk−3u2s2t(ts)−2tst−1s−1
⊂ U + zk−3u2u1 + zk−3u2st−1(st)2t−1s−1 + zk−3u2s(st)−2st2+
+zk−4u2s2t2(R+Rs−1 +Rs−2)t−1s−1
⊂ U + zk−2u2u1u2s−1 + zk−4u2u1u2 + zk−4u2u1u2s−1 + zk−4u2s2t2(ts)−2t+
+zk−4u2s2t2s−1(ts)−2t
⊂ U + zk−5u2u1u2 + zk−5u2s2t3(st)−2st2
⊂ U + zk−6u2(R+Rs+Rs−1)t3st2
⊂ U + zk−6u2u1u2 + zk−6u2su2st2 + zk−6u2(ts)−2tst4st2
⊂ U + zk−7u2su2st2.
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Proposition 4.3.12. Uu1 ⊂ U .
Proof. Since u1 = R + Rs + Rs2, it is enough to prove that Us ⊂ U . By the definition of U
we only have to prove that for every k ∈ {0, . . . , 11}, zku2st−1s and zku2s−1ts are subsets of U .
However, by lemma 4.3.8(ii) we have that for every k ∈ {1, . . . , 11}, zku2st−1s ⊂ U . Hence, it will
be sufficient to prove that u2st−1s ⊂ U . We have:
u2st
−1s = u2s(R+Rt+Rt2 +Rt3)s
⊂ u2u1 + u2(ts)2 + u2st2s+ u2st2(ts)2s−1t−1
⊂ U + zu2 + zu2st2(R+Rs+Rs2)t−1
⊂ U + u2u1u2 + zu2(ts)2s−2(st)2t−2 + zu2st(ts)2s−1t−1st−1
⊂ U + z3u2u1u2 + z2u2st(R+Rs+Rs2)t−1st−1
⊂ U + z2u2u1u2 + z2u2(st)2t−2st−1 + z2u2(ts)2st−1st−1
⊂ U + z3u2st−1 + z3u2su2su2.
It remains to prove that for every k ∈ {0, . . . , 11}, zku2s−1ts ⊂ U . For k 6= 11, the result
is obvious since zku2s−1ts ⊂ zku2(R + Rs + Rs2)ts ⊂ zku2u1 + zku2(st)2t−1 + zku2s(st)2t−1 ⊂
U + zk+1u2 + z
k+1u2st
−1. Therefore, we only have to prove that z11u2s−1ts ⊂ U.
z11u2s
−1ts ⊂ z11u2s−1t(R+Rs−1 +Rs−2)
⊂ z11u2s−1t+ z11u2s−1ts−1 + z11u2s−1(R+Rt−1 +Rt−2 +Rt−3)s−2
⊂ U + z11u2u1 + z11u2(ts)−2ts−1 + z11u2(ts)−2tst−1s−2 + z11u2(ts)−2tst−2s−2
⊂ U + z10u2u1 + z10u2s(st)−2sts−1 + z10u2(R+Rs−1 +Rs−2)t−2s−2
⊂ U + z9u2u1u2s−1 + z10u2u1 + z10u2(ts)−2ts(st)−2sts−1+
+z10u2s
−1(ts)−2tst−1s−2
⊂ U + z8u2u1u2s−1 + z9u2s−1t(R+Rs−1 +Rs−2)t−1s−2
⊂ U + z9u2u1 + z9u2s−1t(ts)−2ts−1 + z9u2s−1ts−1(ts)−2ts−1
⊂ U + z8s−1u2s−1 + z8u2s−1u2s−1u2s−1
The result follows from lemma 4.3.11.
For the rest of this section, we will use directly proposition 4.3.12; this means that every time
we have a power of s at the end of an element, we may ignore it. In order to remind that to the
reader, we put a parenthesis around the part of the element we consider. We can now prove the
main theorem of this section.
Theorem 4.3.13. HG10 = U .
Proof. As we explain in the beginning of this section, since 1 ∈ U , it will be sufficient to prove
that U is a right-sided ideal of HG10 . For this purpose one may check that Us and Ut are subsets
of U . By proposition 4.3.12 it is enough to prove that Ut ⊂ U . Since t ∈ R+Rt−1 +Rt−2 +Rt−3,
we only have to prove that Ut−1 ⊂ U . By the definition of U we have:
Ut−1 ⊂
11∑
k=0
(zku2u1t
−1 + zku2st−2 + zku2s−1 + zku2s−1ts−1t−1).
As a result, we restrict ourselves to proving that for every k ∈ {0, . . . , 11}, zku2u1t−1, zku2st−2
and zku2s−1ts−1t−1 are subsets of U . We distinguish the following cases:
C1. The case of zku2u1t−1:
82
– k 6= 0:
zku2u1t
−1 = zku2(R +Rs+Rs−1)t−1 ⊂ zku2 + zku2st−1 + zku2(ts)−2ts ⊂ U + zk−1u2u1.
– k = 0:
u2u1t
−1 = u2(R+Rs+Rs2)t−1
⊂ u2 + u2st−1 + u2s2t−1
⊂ U + u2s2(R+Rt+Rt2 +Rt3)
⊂ U + u2u1 + u2s(st)2t−1s−1 + u2s(st)2t−1s−1t+ u2s(st)2t−1s−1t2
⊂ U + (zu2st−1)s−1 + zu2st−1(R+Rs+Rs2)t+ zu2st−1(R+Rs+Rs2)t2
⊂ U + zu2s+ zu2st−1(st)2t−1s−1 + zu2st−1s(st)2t−1s−1 + zu2u1u2 + zu2su2st2+
+zu2s(R+Rt+Rt
2 +Rt3)s2t2
⊂ U + (z2u2u1u2)s−1 + (z2u2su2su2)s−1 + zu2u1u2 + zu2(st)2t−1st2+
+zu2(st)
2t−1s−1ts2t2 + zu2(st)2t−1s−1t2s2t2
⊂ U + z2u2u1u2 + z2u2(R+Rs+Rs2)ts2t2 + z2u2(R+Rs+Rs2)t2s2t2
⊂ U + z2u2u1u2 + z2u2(st)2t−1st2 + z2u2s(st)2t−1st2 + z2u2(st)2t−1s−1ts2t2+
+z2u2s(st)
2t−1s−1ts2t2
⊂ U + z3u2u1u2 + z3u2su2st2 + z3u2s−1t(R+Rs+Rs−1)t2+
+z3u2st
−1(R+Rs+Rs2)ts2t2
⊂ U + z3u2u1u2 + z3u2s−1(ts)2s−1t+ z3u2s−1u2s−1u2 + z3u2st−1(st)2t−1st2+
+z3u2st
−1s(st)2t−1st2
⊂ U + z4u2u1u2 + z4u2su2st2 + z4u2st−1st−2(ts)2s−1t
⊂ U + z5u2st−1s(R+Rt+Rt−1 +Rt2)s−1t
⊂ U + z5u2u1 + z5u2st−1(st)2t−1s−2t+ z5u2st−1s(st)−2st2 + z5u2st−1st2s−1t
⊂ U + z6st−2(R+Rs+Rs−1)t+ z4u2s(st)−2sts3t2 + z5u2st−1st2(R+Rs+Rs2)t
⊂ U + z6u2u1u2 + z6u2st−2(st)2t−1s−1 + z6u2st−1(ts)−2st2 + z3u2u1tu1t2+
+z5u2st
−1st3 + z5u2st−1(st)2t−1s−1(ts)2s−1+
+z5u2s(R+Rt+Rt
2 +Rt3)st2s2t
⊂ U + (z7u2u1u2)u1 + z5u2su2st2 + z5u2st−1s(R+Rt+Rt−1 +Rt2)+
+z5u2s
2t2s2t+ z5u2(st)
2ts2t+ z5u2st(ts)
2s−1ts2t+ z5u2st2(ts)2s−1ts2t
⊂ U + (z5u2st−1)s+ z5u2st−1(st)2t−1s−1 + z5u2st−1st−1+
+z5u2st
−1(st)2t−1s−1t+ z5u2s2t2(R+Rs+Rs−1)t+ z6u2u1u2+
+z6u2(st)
2t−1s−2ts2t+ z6u2st2(R+Rs+Rs2)ts2t
⊂ U + (z6u2u1u2)s−1 + z5u2st−1(R+Rs−1 +Rs−2)t−1 + z5u2st−2s−1t+
+z5u2u1u2 + z
5u2s
2t(ts)2s−1 + z5u2(R+Rs+Rs−1)t2s−1t+
+z7u2s
−2(ts)2s−1t−1(st)2t−1s−1 + z6u2st3s2t+ z6u2st(ts)2st+
+z6u2(st)
2t−1s−1ts(st)2t−1(st)2t−1s−1
⊂ U + z5u2u1u2 + z5u2s(st)−2s+ z5u2s(st)−2st(ts)−2ts+
+z5u2s(R+Rt+Rt
−1 +Rt2)s−1t+ (z6u2u1u2)s−1 + z6u2s−1t+
+z5u2st
2s−1t+ z5u2s−1u2s−1u2 + (z9u2u1u2)s−1+
+z6u2st
3(R+Rs+Rs−1)t+ z7u2(st)2 + z9u2s−1(ts)2s−1t−3s−1
⊂ U + z4u2u1 + (z3u2u1u2) + z5u2 + z5u2(st)2t−1s−2t+ z5u2s(ts)−2st2+
+z5u2st
2s−1t+ (z6u2u1u2) + z6u2st2(ts)2s−1 + z6u2st3(ts)−2tst2 + z8u2+
+(z10u2u1u2)s
−1
⊂ U + (z4 + z6)u2u1u2 + z5u2(st)2t−1s−1ts−1t+ (z7u2u1u2)s−1 + z5u2su2st2
⊂ U + z6u2s−1t(R+Rs+Rs2)t
⊂ U + z6u2u1 + z6u2s−1(ts)2s−1 + z6u2s−1(ts)2s−1t−1(st)2t−1s−1
⊂ U + z7u2u1 + (z8u2u1u2)s−1.
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C2. The case of zku2st−2:
For k 6= 11, we expand t−2 as a linear combination of 1, t, t−1 and t2 and we have that
zku2st
−2 ⊂ zku2u1 + zku2(st)2t−1s−1 + zku2st−1 + (zku2st2s)s−1 ⊂ U + zk+1u2u1 ⊂ U . It
remains to prove that z11u2st−2 ⊂ U . We have:
z11u2st
−2 ⊂ z11u2(R+Rs−1 +Rs−2)t−2
⊂ z11u2 + z11u2(ts)−2tst−1 + z11u2s−1(ts)−2tst−1
⊂ U + z10u2st−1 + z10u2s−1t(R+Rs−1 +Rs−2)t−1
⊂ U + z10u2u1 + z10u2s−1t(ts)−2ts+ z10u2s−1ts−1(ts)−2ts
⊂ U + (z9u2u1u2)s+ (z9u2s−1u2s−1u2s−1)s2.
The result follows from lemma 4.3.11.
C3. The case of zku2s−1ts−1t−1:
For k 6∈ {0, 1}, we have that zku2s−1ts−1t−1 = zku2s−1t(ts)−2ts = (zk−1u2u1u2)s ⊂ U. It
remains to prove the case where k ∈ {0, 1}. We have:
zku2s
−1ts−1t−1 ⊂ zku2s−1t(R+Rs+Rs2)t−1
⊂ zku2u1 + zku2s−1(ts)2s−1t−2 + zku2(R+Rs+Rs2)ts2t−1
⊂ U + zk+1u2u1u2 + zku2u1t−1 + zku2(st)2t−1st−1 + zku2s(st)2t−1st−1
C1⊂ U + zk+1u2st−1 + zk+1u2su2su2.
Corollary 4.3.14. The BMR freeness conjecture holds for the generic Hecke algebra HG10.
Proof. By theorem 4.3.13 we have that HG10 = U . The result follows from proposition 1.2.5,
since by definition U is generated as left u2-module by 28 elements and, hence, as R-module by
|G10| = 288 elements (recall that u2 is generated as R-module by 4 elements).
4.3.3 The case of G11
Let R = Z[u±s,i, u
±
t,j, u
±
u,l], where 1 ≤ i ≤ 2, 1 ≤ j ≤ 3 and 1 ≤ l ≤ 4. We also let
HG11 = 〈s, t, u | stu = tus = ust,
2∏
i=1
(s− us,i) =
3∏
j=1
(t− ut,j) =
4∏
l=1
(u− uu,l) = 0〉
be the generic Hecke algebra associated to G11. Let u1 be the subalgebra of HG11 generated by
s, u2 the subalgebra of HG11 generated by t and u3 the subalgebra of HG11 generated by u. We
recall that z := stu = tus = ust generates the center of the associated complex braid group and
that |Z(G11)| = 24. We set U =
23∑
k=0
(zku3u2 + z
ku3tu
−1u2). By the definition of U , we have the
following remark.
Remark 4.3.15. Uu2 ⊂ U .
From now on, we will underline the elements that by definition belong to U . Moreover, we will
use directly the remark 4.3.15; this means that every time we have a power of t at the end of an
element, we may ignore it. To remind that to the reader, we put a parenthesis around the part of
the element we consider.
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Our goal is to prove that HG11 = U (theorem 4.3.23). Since 1 ∈ U , it will be sufficient to prove
that U is a left-sided ideal of HG11 . For this purpose, one may check that sU , tU and uU are
subsets of U . The following proposition states that it is enough to prove tU ⊂ U .
Proposition 4.3.16. If tU ⊂ U then HG11 = U .
Proof. As we explained above, we have to prove that sU , tU and uU are subsets of U . However,
by the definition of U we have uU ⊂ U and, hence, by hypothesis we only have to prove that
sU ⊂ U . We recall that z = stu, therefore s = zu−1t−1 and s−1 = z−1tu. We notice that
U =
22∑
k=0
zk(u3u2 + u3tu
−1u2) + z23(u3u2 + u3tu−1u2).
Hence, we have:
sU ⊂
22∑
k=0
zks(u3u2 + u3tu
−1u2) + z23s(u3u2 + u3tu−1u2)
⊂
22∑
k=0
zk+1u−1t−1(u3u2 + u3tu−1u2) + z23(R+Rs−1)(u3u2 + u3tu−1u2)
⊂
22∑
k=0
u−1t−1(zk+1u3u2 + zk+1u3tu−1u2) + z23u3u2 + z23u3tu−1u2 + z23s−1u3u2 + z23s−1u3tu−1u2
⊂ u3u2U + z22tu3u2 + z22tu3tu−1u2
⊂ u3u2U + t(z22u3u2 + z22u3t−1u2)
⊂ u3u2U.
By hypothesis, tU ⊂ U and, hence, u2U ⊂ U , since u2 = R + Rt + Rt2. Moreover, u3U ⊂ U , by
the definition of U . Therefore, sU ⊂ U .
Corollary 4.3.17. If zktu3 and zktu3tu−1 are subsets of U for every k ∈ {0, . . . , 23}, then HG11 =
U .
Proof. The result follows directly from the definition of U , proposition 4.3.16 and remark 4.3.15.
As a first step we will prove the conditions of corollary 4.3.17 for some shorter range of the
values of k, as we can see in proposition 4.3.18 and corollary 4.3.21.
Proposition 4.3.18.
(i) For every k ∈ {0, . . . , 21}, zku3tu ⊂ U .
(ii) For every k ∈ {0, . . . , 19}, zku3tu2 ⊂ U .
(iii) For every k ∈ {0, . . . , 19}, zku3tu3 ⊂ U .
(iv) For every k ∈ {2, . . . , 21}, zku3u2u3 ⊂ U .
Proof. Since u3 = R + Ru + Ru−1 + Ru2, (iii) follows from (i) and (ii) and the definition of U .
Moreover, (iv) follows directly from (iii), since:
85
zku3u2u3 = z
ku3(R+Rt+Rt
−1)u3
⊂ zku3 + zku3tu3 + zku3(t−1s−1u−1)usu3
⊂ U + zku3tu3 + zk−1u3(R+Rs−1)u3
⊂ U + zku3tu3 + zk−1u3 + zk−1u3(s−1u−1t−1)tu3
⊂ U + (zk + zk−2)tu3.
Therefore, it is enough to prove (i) and (ii). For every k ∈ {0, . . . , 21} we have zku3tu =
zku3(tus)s
−1 ⊂ zk+1u3(R + Rs) ⊂ zk+1u3 + zk+1u3(ust)t−1 ⊂ U + zk+2u3t−1 ⊂ U and, hence,
we prove (i).
For (ii), we notice that, for every k ∈ {0, . . . , 19}, zku3tu2 = zku3(tus)s−1u ⊂ zk+1u3(R +
Rs)u ⊂ zk+1u3 +zk+1u3su ⊂ U +zk+1u3(ust)t−1u ⊂ U +zk+2u3t−1u. However, if we expand t−1 as
a linear combination of 1, t and t2 we have that zk+2u3t−1u ⊂ zk+2u3+zk+2u3tu+zk+2u3t(tus)s−1
(i)⊂
U + zk+3u3t(R +Rs) ⊂ U + zk+3u3t+ zk+3u3t(stu)u−1t−1 ⊂ U + zk+4u3tu−1u2.
Lemma 4.3.19.
(i) For every k ∈ {1, . . . , 22}, zku3u2u1 ⊂ U .
(ii) For every k ∈ {0, . . . , 18}, zku3tu3u1 ⊂ U .
(iii) For every k ∈ {3, . . . , 22}, zku3tu1u3 ⊂ U .
Proof.
(i) zku3u2u1 = zku3u2(R +Rs)
⊂ zku3u2 + zku3(R +Rt−1 +Rt)s
⊂ zku3(ust)t−1 + zku3t−1s+ zku3t(stu)u−1t−1
⊂ U + zk+1u3u2 + zku3t−1(R +Rs−1) + zk+1u3tu−1u2
⊂ U + zku3u2 + zku3(u−1t−1s−1)
⊂ U + zk−1u3.
(ii) zku3tu3u1 = zku3tu3(R + Rs) ⊂ zku3tu3 + zku3tu3(ust)t−1 ⊂
(
zku3tu3 + z
k+1u3tu3
)
u2. The
result follows from proposition 4.3.18(iii) .
(iii) zku3tu1u3 = zku3t(R+Rs−1)u3 = zku3tu3 +zku3t2(t−1s−1u−1)u3
4.3.18(iii)⊂ U+zk−1u3u2u3. The
result follows directly from proposition 4.3.18(iv).
In order to make it easier for the reader to follow the calculations, from now on we will double-
underline the elements as described in proposition 4.3.18 and in lemma 4.3.19 and we will use
directly the fact that these elements are inside U .
Proposition 4.3.20.
(i) For every k ∈ {2, . . . , 23}, zkt2u−1 ∈ U .
(ii) For every k ∈ {0, . . . , 21}, zktutu−1 ∈ U .
(iii) For every k ∈ {0, . . . , 15}, zktu2tu−1 ∈ U .
(iv) For every k ∈ {6, . . . , 23}, zktu−1tu−1 ∈ U + zku3tu3. Therefore, for every k ∈ {6, . . . , 19},
zktu−1tu−1 ∈ U .
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(v) For every k ∈ {0, . . . , 5}, zktu3tu−1 ∈ U .
(vi) For every k ∈ {16, . . . , 23}, zktu−2tu−1 ∈ U + (zk + zk−1 + zk−2)u3tu3u2. Therefore, for every
k ∈ {16, . . . , 19}, zktu−2tu−1 ∈ U .
Proof.
(i) zkt2u−1 ∈ zk(R+Rt+Rt−1)u−1
∈ zku3 + zku3tu−1 + zku3(u−1t−1s−1)su−1
∈ U + zk−1u3(R+Rs−1)u−1
∈ U + zk−1u3 + zk−1u3(s−1u−1t−1)t
∈ U + zk−2u3u2.
(ii) zktutu−1 = zk(tus)s−1tu−1 ∈ zk+1(R + Rs)tu−1 ⊂ zk+1u3tu−1 + zk+1u3(stu)u−2. Hence,
zktutu−1 ⊂ U + zk+2u3 ⊂ U .
(iii) zktu2tu−1 = zk(tus)s−1utu−1
∈ zk+1(R+Rs)utu−1
∈ zk+1u3tu−1 + zk+1u3(ust)t−1utu−1
∈ U + zk+2u3(R+Rt+Rt2)utu−1
∈ U + zk+2u3tu−1 + zk+2u3tutu−1 + zk+2u3t(tus)s−1tu−1
(ii)∈ U + zk+3u3t(R+Rs)tu−1
∈ U + zk+3u3u2u3 + zk+3u3t(stu)u−2
∈ U + zk+4u3tu3.
(iv) zktu−1tu−1 ∈ zktu−1(R +Rt−1 +Rt−2)u−1
∈ zku3tu3 + zkt(u−1t−1s−1)su−1 + zkt(u−1t−1s−1)st−1u−1
∈ zku3tu3 + zk−1t(R +Rs−1)u−1 + zk−1tsu(u−1t−1s−1)su−1
∈ zku3tu3 + zk−1u3tu−1 + zk−1u3t2(t−1s−1u−1) + zk−2tsu(R +Rs−1)u−1
∈ U + zku3tu3 + zk−2u3u2 + zk−2u3t(stu)u−1t−1 + zk−2u3tsu(s−1u−1t−1)t
∈ U + zku3tu3 + zk−1u3tu−1u2 + (zk−3u3tu1u3)u2
∈ U + zku3tu3.
The result follows from proposition 4.3.18(iii).
(v) zktu3tu−1 = zk(tus)s−1u2tu−1
∈ zk+1(R+Rs)u2tu−1
∈ zk+1u3tu−1 + zk+1u3(ust)t−1u2tu−1
∈ U + zk+2u3(R+Rt+Rt2)u2tu−1
∈ U + zk+2u3tu−1 + zk+2u3tu2tu−1 + zk+2u3t(tus)s−1utu−1
(iii)∈ U + zk+3u3t(R+Rs)utu−1
∈ U + zk+3u3tutu−1 + zk+3u3tu−1(ust)t−2(tus)s−1tu−1
(ii)∈ U + zk+5u3tu−1t−2(R+Rs)tu−1
∈ U + zk+5u3t(u−1t−1s−1)su−1 + zk+5u3tu−1t−2(stu)u−2
∈ U + zk+4u3tu1u3 + zk+6u3tu−1t−2u−2.
87
We expand t−2 as a linear combination of 1, t−1 and t and we have:
zk+6u3tu
−1t−2u−2 ∈ zk+6u3tu3 + zk+6u3t(u−1t−1s−1)su−2 + zk+6u3tu−1t(R+Ru+Ru−1 +Ru2)
∈ U + zk+5u3tu1u3 + zk+6u3tu−1u2 + zk+6u3tu−1(tus)s−1 + zk+6u3tu−1tu−1+
+zk+6u3tu
−1(tus)s−1(ust)t−1s−1
(iv)∈ U + zk+7u3tu3u1 + zk+8u3tu−1(R+Rs)t−1s−1
∈ U + zk+8u3t(u−1t−1s−1) + zk+8u3tu−2(ust)t−2s−1
∈ U + zk+7u3u2 + zk+9u3tu−2(R+Rt−1 +Rt)s−1
∈ U + zk+9u3tu3u1 + zk+9u3tu−1(u−1t−1s−1) + zk+9u3tu−2t(R+Rs)
∈ U + zk+8u3tu−1 + (zk+9u3tu3)u2 + zk+9u3tu−2t(stu)u−1t−1
∈ U + (zk+10u3tu−2tu−1)u2.
The result follows from (i), (ii), (iii) and (iv), if we expand u−2 as a linear combination of 1,
u, u2 and u−1.
(vi) zktu−2tu−1 ∈ zktu−2(R+Rt−1 +Rt−2)u−1
∈ zku3tu3u2 + zku3tu−1(u−1t−1s−1)su−1 + zku3tu−1(u−1t−1s−1)st−1u−1
∈ zku3tu3u2 + zk−1u3tu−1(R+Rs−1)u−1 + zk−1u3tu−1s(t−1s−1u−1)usu−1
∈ (zk + zk−1)u3tu3u2 + zk−1u3tu−1(s−1u−1t−1)t+ zk−2u3tu−1su(R+Rs−1)u−1
∈ (zk + zk−1)u3tu3u2 + zk−2u3tu−1u2 + zk−2u3tu−1(stu)u−1t−1+
+zk−2u3tu−1su(s−1u−1t−1)t
∈ U + (zk + zk−1)u3tu3u2 + zk−1u3 + zk−3u3tu−1(R+Rs−1)ut
∈ U + (zk + zk−1)u3tu3u2 + zk−3u3u2 + zk−3u3tu−1(s−1u−1t−1)tu2t
∈ U + (zk + zk−1)u3tu3u2 + zk−4u3tu−1t(R+Ru+Ru−1 +Ru−2)t
∈ U + (zk + zk−1)u3tu3u2 + zk−4u3tu−1u2 + zk−4u3tu−1(tus)s−1t+
+(zk−4u3tu−1tu−1)t+ zk−4u3tu−1(R+Rt−1 +Rt−2)u−2t
(iv)∈ U + (zk + zk−1)u3tu3u2 + zk−3u3tu−1(R+Rs)t+ (zk−4u3tu3)u2+
+zk−4u3t(u−1t−1s−1)su−2t+ zk−4u3t(u−1t−1s−1)st−1u−2t
∈ U + (zk + zk−1)u3tu3u2 + zk−3u3tu−1u2 + zk−3u3tu−2(ust)+
+zk−5u3t(R+Rs−1)u−2t+ zk−5u3ts(t−1s−1u−1)usu−2t
∈ U + (zk + zk−1 + zk−2)u3tu3u2 + (zk−5u3tu3)u2 + zk−5u3t(s−1u−1t−1)tu−1t+
+zk−6u3t(R+Rs−1)usu−2t
∈ U + (zk + zk−1 + zk−2)u3tu3u2 + zk−6u3u2u3 + zk−6u3(tus)u−2t+
+zk−6u3ts−1u(R+Rs−1)u−2t
∈ U + (zk + zk−1 + zk−2)u3tu3u2 + zk−5u3u2 + zk−6u3t(s−1u−1t−1)t2+
+zk−6u3t2(t−1s−1u−1)u2(s−1u−1t−1)tu−1t
∈ U + (zk + zk−1 + zk−2)u3tu3u2 + zk−7u3u2 + zk−8u3(R+Rt+Rt−1)u2tu−1t
∈ U + (zk + zk−1 + zk−2)u3tu3u2 + zk−8u3tu−1u2 + (zk−8u3tu2tu−1)t+
+zk−8u3(u−1t−1s−1)su2tu−1t
(iii)∈ U + (zk + zk−1 + zk−2)u3tu3u2 + zk−9u3(R+Rs−1)u2tu−1t
∈ U + (zk + zk−1 + zk−2)u3tu3u2 + zk−9u3tu−1u2 + zk−9u3(s−1u−1t−1)tu3tu−1t
∈ U + (zk + zk−1 + zk−2)u3tu3u2 + (zk−10u3tu3tu−1)t.
However, if we expand u3 as a linear combination of 1, u, u2 and u−1, we can use (i), (ii),
(iii) and (iv) and we have that, for every k ∈ {16, . . . 23}, zk−10u3tu3tu−1 ⊂ U . Therefore, for
every k ∈ {16, . . . , 23}, zktu−2tu−1 ∈ U + (zk + zk−1 + zk−2)u3tu3u2. Moreover, by proposition
4.3.18(iii), we have that
(
(zk + zk−1 + zk−2)u3tu3
)
u2 ⊂ U , for every k ∈ {16, . . . , 19} and,
hence, zktu−2tu−1 ∈ U for every k ∈ {16, . . . , 19}.
Corollary 4.3.21.
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(i) For every k ∈ {2, . . . , 19}, zktu3tu−1 ∈ U .
(ii) For every k ∈ {1, . . . , 23}, zku2umtu−1 ⊂ U + zku3tumtu−1 + zk−2u3tum+1tu−1, where m ∈ Z.
Therefore, for every k ∈ {4, . . . , 19}, zku3u2u3tu−1 ⊂ U .
Proof. We first prove (i). We use different definitions of u3 and we have:
• For k ∈ {2, . . . , 5}, we write u3 = R+Ru+Ru2 +Ru3. The result then follows from proposition
4.3.20 (i), (ii), (iii) and (v).
• For k ∈ {6, . . . , 15}, we write u3 = R+Ru+Ru2+Ru−1. The result then follows from proposition
4.3.20 (i), (ii), (iii) and (iv).
• For k ∈ {16, . . . , 19}, we write u3 = R + Ru + Ru−2 + Ru−1. The result then follows from
proposition 4.3.20 (i), (ii), (iv) and (vi).
For the first part of (ii) we have:
zku2u
mtu−1 = zk(R+Rt+Rt−1)umtu−1
⊂ zku3tu−1 + zku3tumtu−1 + zku3(u−1t−1s−1)sumtu−1
⊂ U + zku3tumtu−1 + zk−1u3(R+Rs−1)umtu−1
⊂ U + zku3tumtu−1 + zk−1u3tu−1 + zk−1u3(s−1u−1t−1)tum+1tu−1
⊂ U + zku3tumtu−1 + zk−2u3tum+1tu−1.
Therefore, for every k ∈ {4, . . . , 19} we have that zku3u2u3tu−1 ⊂ zku3(R + Rt + Rt−1)u3tu−1 ⊂
u3U + u3t
±u3tu−1 ⊂ u3U + u3(zk + zk−2)tu3tu−1
(i)⊂ u3U . The result follows from the definition of
U .
We now prove a lemma that leads us to the main theorem of this section (theorem 4.3.23).
Lemma 4.3.22.
(i) For every k ∈ {0, . . . , 15}, zku3t2u2 ⊂ U .
(ii) For every k ∈ {6, . . . , 16}, zktu−1tu−1tu−1 ∈ U + zk−6u×3 t2u3t.
(iii) For every k ∈ {12, . . . , 16}, zktu−1tu2tu−1 ∈ U + zk−12u×3 t2u3t.
(iv) For every k ∈ {1, . . . , 15}, zktu−1tu2tu−1 ∈ U+(zk+6 +zk+7 +zk+8)u3tu3u2 +zk+8u×3 tu−3tu−1t.
Proof.
(i) zku3t2u2 = zku3t(tus)s−1u
⊂ zk+1u3t(R+Rs)u
⊂ zk+1u3tu+ zk+1u3tu−1(ust)t−1u
⊂ U + zk+2u3tu−1(R+Rt+Rt2)u
⊂ U + zk+2u3u2 + zk+2u3tu−1(tus)s−1 + zk+2u3tu−1t(tus)s−1
⊂ zk+3u3tu3u1 + zk+3u3tu−1t(R+Rs)
⊂ U + zk+3u3tu−1u2 + zk+3u3tu−1t(stu)u−1t−1
∈ U + (zk+4u3tu3tu−1)t.
The result follows from corollary 4.3.21(i).
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(ii) zktu−1tu−1tu−1 ∈ zktu−1(R+Rt−1 +R×t−2)u−1tu−1
∈ zku3tu3tu−1 + zku3t(u−1t−1s−1)su−1tu−1 + zku×3 t(u−1t−1s−1)st−1u−1tu−1
4.3.21(i)∈ U + zk−1u3t(R+Rs−1)u−1tu−1 + zk−1u×3 ts(t−1s−1u−1)usu−1tu−1
∈ U + zk−1u3tu3tu−1 + zk−1u3t(s−1u−1t−1)t2u−1+
+zk−2u×3 tsu(R+R
×s−1)u−1tu−1
4.3.21(i)∈ U + zk−2u3u2u3 + zk−2u3t(stu)u−2 + zk−2u×3 tsu(s−1u−1t−1)t2u−1
∈ U + zk−1u3tu3 + zk−3u×3 t(R+R×s−1)ut2u−1
∈ U + zk−3u3(tus)s−1t2u−1 + zk−3u×3 t2(t−1s−1u−1)u2t2u−1
∈ U + zk−2u3(R+Rs)t2u−1 + zk−4u×3 t2u2(R+Rt+R×t−1)u−1
∈ U + zk−2u3u2u3 + zk−2u3(ust)tu−1 + zk−4u3u2u3 + zk−4u3u2u2tu−1+
+zk−4u×3 t
2u2t−1(u−1t−1s−1)st
4.3.21(ii)∈ U + zk−1u3tu−1 + zk−6u3tu3tu−1 + zk−5u×3 t2u2t−1(R+R×s−1)t
4.3.20(v)∈ U + zk−5u3t2u2 + zk−5u×3 t2u3(u−1t−1s−1)t
(i)⊂ U + zk−6u×3 t2u3t.
(iii) zktu−1tu2tu−1 ∈ zktu−1t(R+Ru+Ru−1 +R×u−2)tu−1
∈ zku3tu−1t2u−1 + zku3tu−1(tus)s−1tu−1 + zku3tu−1tu−1tu−1+
+zku×3 tu
−1tu−2tu−1
(ii)∈ zku3tu−1(R+Rt+Rt−1)u−1 + zk+1u3tu−1(R+Rs)tu−1+
+(zk−6u3u2u3)t+ zku×3 tu
−1(R+Rt−1 +R×t−2)u−2tu−1
∈ U + zku3tu3 + (zk + zk+1)u3tu3tu−1 + zku3t(u−1t−1s−1)su−1+
+zku3tu
−1(stu)u−2 + zku3t(u−1t−1s−1)su−2tu−1+
+zku×3 t(u
−1t−1s−1)st−1u−2tu−1
4.3.21(i)∈ U + zk−1u3tu1u3 + zk+1u3tu3 + zk−1u3t(R+Rs−1)u−2tu−1+
+zk−1u×3 tsu(u
−1t−1s−1)su−2tu−1
∈ U + zk−1u3tu3tu−1 + zk−1u3t(s−1u−1t−1)tu−1tu−1+
+zk−2u×3 tsu(R+R
×s−1)u−2tu−1
4.3.21(i)∈ U + zk−2u3u2u3tu−1 + zk−2u3tsu−1tu−1 + zk−2u×3 tsu(s−1u−1t−1)tu−1tu−1
4.3.21(ii)∈ U + zk−2u3t(R+Rs−1)u−1tu−1 + zk−3u×3 t(R+Rs−1)utu−1tu−1
∈ U + zk−2u3tu3tu−1 + zk−2u3t(s−1u−1t−1)t2u−1+
+zk−3u3(tus)s−1tu−1tu−1 + zk−3u×3 t
2(t−1s−1u−1)u2tu−1tu−1
4.3.21(i)∈ U + zk−3u3u2u3 + zk−2u3(R+Rs)tu−1tu−1+
+zk−4u×3 (R+Rt+Rt
−1)u2tu−1tu−1
∈ U + (zk−2 + zk−4)u3u2u3tu−1 + zk−2u3(stu)u−2tu−1 + zk−4u3tu2tu−1tu−1+
+zk−4u×3 (u
−1t−1s−1)su2tu−1tu−1
4.3.21(ii)∈ U + zk−1u3tu−1 + zk−4u3tu2tu−1tu−1 + zk−5u×3 (R+R×s−1)u2tu−1tu−1
∈ U + zk−4u3tu2tu−1tu−1 + zk−5u3tu3tu−1 + zk−5u×3 (s−1u−1t−1)tu3tu−1tu−1
4.3.21(i)∈ U + zk−4u3tu2tu−1tu−1 + zk−6u×3 tu3tu−1tu−1.
It remains to prove that B := zk−4u3tu2tu−1tu−1 + zk−6u×3 tu3tu−1tu−1 is a subset of U +
zk−12u×3 t
2u3t. We have:
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B = zk−4u3tu2tu−1tu−1 + zk−6u×3 tu
3tu−1tu−1
⊂ zk−4u3tu2tu−1tu−1 + zk−6u×3 t(R+Ru+Ru2 +R×u−1)tu−1tu−1
⊂ U + (zk−4 + zk−6)u3tu2tu−1tu−1 + zk−6u3u2u3tu−1 + zk−6u3(tus)s−1tu−1tu−1+
+zk−6u×3 tu
−1tu−1tu−1
4.3.21(ii)⊂ U + (zk−4 + zk−6)u3(tus)s−1utu−1tu−1 + zk−5u3(R+Rs)tu−1tu−1+
+zk−6u×3 tu
−1tu−1tu−1
(ii)⊂ U + (zk−3 + zk−5)u3(R+Rs)utu−1tu−1 + zk−5u3tu3tu−1 + zk−5u3(ust)u−1tu−1+
+zk−12u×3 t
2u3t
4.3.21(i)⊂ U + (zk−3 + zk−5)u3tu3tu−1 + (zk−3 + zk−5)u3(ust)t−2(tus)s−1tu−1tu−1 + zk−4u3tu−1+
+zk−12u×3 t
2u3t
4.3.21(i)⊂ U + (zk−1 + zk−3)u3t−2(R+Rs)tu−1tu−1 + zk−12u×3 t2u3t
⊂ U + (zk−1 + zk−3)u3u2u3tu−1 + (zk−1 + zk−3)u3t−2(stu)u−2tu−1 + zk−12u×3 t2u3t
⊂ U + (zk−1 + zk−3 + z + zk−2)u3u2u3tu−1 + zk−12u×3 t2u3t
4.3.21(ii)∈ U + zk−12u×3 t2u3t.
(iv) zktu−1tu2tu−1 = zktu−1(tus)s−1utu−1
∈ zk+1tu−1(R+R×s)utu−1
∈ zk+1u3u2u3 + zk+1u×3 tu−2(ust)t−2(tus)s−1tu−1
∈ U + zk+3u×3 tu−2t−2(R+R×s)tu−1
∈ U + zk+3u3tu−2t−1(u−1t−1s−1)st+ zk+3u×3 tu−2t−2(stu)u−2
∈ U + zk+2u3tu−2t−1(R+Rs−1)t+ zk+4u×3 tu−2(R+Rt−1 +R×t)u−2
∈ U + zk+2u3tu3 + zk+2u3tu−1(u−1t−1s−1)t+ zk+4u3tu3+
+zk+4u3tu
−1(u−1t−1s−1)su−2 + zk+4u×3 tu
−2tu−2
∈ U + zk+1u3tu−1u2 + zk+3u3tu−1(R+Rs−1)u−2+
+zk+4u×3 tu
−2t(R+Ru+Ru−1 +R×u2)
∈ U + zk+3u3tu3 + zk+3u3tu−1(s−1u−1t−1)tu−1 + (zk+4u3tu3)t+
+zk+4u3tu
−2(tus)s−1 + zk+4u3tu3tu−1 + zk+4u×3 tu
−2(tus)s−1u
4.3.21(i)∈ U + zk+2u3tu3tu−1 + zk+5u3tu−2(R+Rs) + zk+5u×3 tu−2(R+Rs)u
4.3.21(i)∈ U + zk+5u3tu3 + zk+5u3tu−2(stu)u−1t−1 + zk+5u3tu−1+
+zk+5u×3 tu
−3(ust)t−1u
∈ U + zk+6u3tu3u2 + zk+6u×3 tu−3(R+Rt+R×t2)u
∈ U + zk+6u3tu3u2 + zk+6u3tu−3(tus)s−1 + zk+6u×3 tu−3t(tus)s−1
∈ U + zk+6u3tu3u2 + zk+7u3tu−3(R+Rs) + zk+7u×3 tu−3t(R+R×s)
∈ U + (zk+6 + zk+7)u3tu3u2 + zk+7u3tu−4(ust)t−1 + zk+7u×3 tu−3t(stu)u−1t
∈ U + (zk+6 + zk+7 + zk+8)u3tu3u2 + zk+8u×3 tu−3tu−1t.
Theorem 4.3.23.
(i) For every k ∈ {0, . . . , 23}, zktu3 ⊂ U .
(ii) For every k ∈ {0, . . . , 23}, zktu3tu−1 ⊂ U .
(iii) HG11 = U .
Proof.
(i) By proposition 4.3.18 (iii), we have to prove that zktu3 ⊂ U , for every k ∈ {20, . . . , 23}. We
use different definitions of u3 and we have:
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– k ∈ {20, 21}: zktu3 = zkt(R+Ru+Ru−1 +Ru−2) ⊂ zku3t+ zku3tu+ zku3tu−1 + zku3tu−2.
Therefore, zktu3 ⊂ U + zku3tu−2.
– k ∈ {22, 23}: zktu3 = zkt(R+Ru−1+Ru−2+Ru−3) ⊂ zku3t+zku3tu−1+zku3tu−2+zku3tu−3.
Therefore, zktu3 ⊂ U + zku3tu−2 + zku3tu−3.
As a result, it will be sufficient to prove that, for every k ∈ {20, . . . , 23}, zku3tu−2 is a subset
of U , and that, for every k ∈ {22, 23}, zku3tu−3 is also a subset of U . We have:
zku3tu
−2 = zku3t2(t−1s−1u−1)usu−2
⊂ zk−1u3t2u(R +Rs−1)u−2
⊂ zk−1u3t2(u−1t−1s−1)st+ zk−1u3t2u(s−1u−1t−1)tu−1
⊂ U + zk−2u3t2(R +Rs−1)t+ zk−2u3u2utu−1
4.3.21(ii)⊂ U + zk−2u3u2u3 + zk−2u3t3(t−1s−1u−1)ut+ zk−2u3tutu−1 + zk−4u3tu2tu−1.
Therefore, by proposition 4.3.20(ii) and by corollary 4.3.21(i) we have
zku3tu
−2 ⊂ U, (4.5)
for every k ∈ {20, . . . , 23}. Moreover, since zktu3 ⊂ U + zku3tu−2, k ∈ {20, 21}, we use
proposition 4.3.18(iii) and we have that
zku3tu3 ⊂ U, (4.6)
for every k ∈ {0, . . . , 21}.
We now prove that zku3tu−3 ⊂ U , for every k ∈ {22, 23}. We have:
zku3tu
−3 ⊂ zku3(R +Rt−1 +Rt−2)u−3
⊂ zku3 + zku3(u−1t−1s−1)su−3 + zku3t−1u(u−1t−1s−1)su−3
⊂ U + zk−1u3(R +Rs−1)u−3 + zk−1u3t−1u(R +Rs−1)u−3
⊂ U + zk−1u3 + zk−1u3(s−1u−1t−1)tu−2 + zk−1u3(u−1t−1s−1)su−2+
+zk−1u3(u−1t−1s−1)su(s−1u−1t−1)tu−2
⊂ U + zk−2u3tu−2 + zk−2u3(R +Rs−1)u−2 + zk−3u3(R +Rs−1)utu−2
(4.5)⊂ U + zk−2u3 + zk−2u3(s−1u−1t−1)tu−1 + zk−3u3tu3 + zk−3u3(s−1u−1t−1)tu2tu−2
(4.6)⊂ U + zk−3u3tu−1 + zk−4u3tu2tu−2.
Therefore, it will be sufficient to prove that zk−4u3tu2tu−2 is a subset of U . For this purpose,
we expand u2 as a linear combination of 1, u, u−1 and u−2 and we have:
zk−4u3tu2tu−2 ⊂ U + zk−4u3u2u3 + zk−4u3tutu−2 + zk−4u3tu−1tu−2 + zk−4u3tu−2tu−2
However, zk−4u3tutu−2 = zk−4u3(tus)s−1tu−2 = zk−3u3s−1tu−2. If we expand s−1 as a lin-
ear combination of 1 and s we have that zk−3u3s−1tu−2 ⊂ zk−3u3tu−2 + zk−3u3(stu)u−3 =
zk−3u3tu−2 +zk−2u3. Therefore, by relation (4.6) we have that zk−3u3s−1tu−2 ⊂ U and, hence,
zk−4u3tutu−2 ⊂ U .
It remains to prove that C := zk−4u3tu−1tu−2 + zk−4u3tu−2tu−2 is a subset of U . We have:
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C = zk−4u3tu−1tu−2 + zk−4u3tu−2tu−2
⊂ zk−4u3t2(t−1s−1u−1)usu−1tu−2 + zk−4u3tu−2(R+Rt−1 +Rt−2)u−2
⊂ zk−5u3t2u(R+Rs−1)u−1tu−2 + zk−4u3tu3 + zk−4u3tu−1(u−1t−1s−1)su−2+
+zk−4u3tu−2t−1(t−1s−1u−1)usu−2
⊂ U + zk−5u3u2u3 + zk−5u3t2u(s−1u−1t−1)t2u−2 + zk−5u3tu−1(R+Rs−1)u−2+
+zk−5u3tu−2t−1u(R+Rs−1)u−2
⊂ U + zk−6u3t2ut2u−2 + zk−5u3u2u3 + zk−5u3tu−1(s−1u−1t−1)tu−1+
+zk−5u3tu−1(u−1t−1s−1)su−1 + zk−5u3tu−1(u−1t−1s−1)su(s−1u−1t−1)tu−1
⊂ U + zk−6u3t2u(R+Rt+Rt−1)u−2 + zk−6u3tu3tu−1 + zk−6u3tu−1(R+Rs−1)u−1+
+zk−7u3tu−1(R+Rs−1)utu−1
4.3.21(i)⊂ U + zk−6u3u2u3 + zk−6u3t(tus)s−1tu−2 + zk−6u3t2u2(u−1t−1s−1)su−2+
+(zk−6 + zk−7)u3u2u3 + zk−6u3tu−1(s−1u−1t−1)t+ zk−7u3tu−1(s−1u−1t−1)tu2tu−1
⊂ U + zk−5u3t(R+Rs)tu−2 + zk−7u3t2u2(R+Rs−1)u−2 + zk−7u3tu−1u2+
+zk−8u3tu−1tu2tu−1
4.3.22(iii)⊂ U + zk−5u3u2u3 + zk−5u3t(stu)u−3 + zk−7u3u2 + zk−7u3t2u2(s−1u−1t−1)tu−1+
+(zk−20u3u2u3)t
⊂ U + zk−4tu3 + zk−8u3u2u3tu−1.
The result follows from corollary 4.3.21(ii).
(ii) By corollary 4.3.21(i), we restrict ourselves to proving the cases where k ∈ {0, 1}∪{20, . . . , 23}.
We distinguish the following cases:
C1. k ∈ {20, 21}: We expand u3 as R + Ru + Ru−1 + Ru−2 and by proposition 4.3.20(i), (ii),
(iv) and (v) we have that zktu3tu−1 ⊂ U + (zk + zk−1 + zk−2)u3tu3. The result follows from
(i).
C2. k ∈ {22, 23}: We expand u3 as R+Ru−1+Ru−2+Ru−3 and by proposition 4.3.20(i), (iv) and
(v) we have that zktu3tu−1 ⊂ U + (zk + zk−1 + zk−2)u3tu3 + zktu−3tu−1
(i)⊂ U + zktu−3tu−1.
However, since k − 8 ∈ {1, . . . , 15}, we can apply lemma 4.3.22(iv) and we have that
zktu−3tu−1 ∈ u×3 Ut−1 + (zk + zk−1 + zk−2)u3tu3u2 + zk−8u×3 tu−1tu2tu−1t−1. However, by
(i) and by lemma 4.3.22(iii) we also have that zktu−3tu−1 ∈ u×3 Uu2 + (zk−20u3u2u3)t. The
result then follows from the definition of U and remark 4.3.15.
C3. k ∈ {0, 1}: We expand u3 as R + Ru + Ru2 + Ru3 and by proposition 4.3.20(ii), (iii)
and (v) we have that zktu3tu−1 ⊂ U + zkt2u−1 ⊂ U + zkt2(R + Ru + Ru2 + Ru3) ⊂
U + zku2 + z
ku3t(tus)s
−1 + zku3t2u2 + zku3t2u3
4.3.22(i)⊂ U + zk+1u3u2u1 + zku2t2u3. However,
by lemma 4.3.22(iii), we have that zkt2u3 ∈ u×3 Ut−1+zk+12u×3 tu−1tu2tu−1t−1. Since k+12 ∈
{1, . . . , 15}, we can apply lemma 4.3.22(iv) we have that zk+12tu−1tu2tu−1t−1 ∈ Ut−1 +
(zk+18 + zk+19 + zk+20)u3tu3u2 + z
k+20u3tu3tu
−1. However, by (i) and by case C1, we have
that zk+12tu−1tu2tu−1t−1 ∈ Uu2. Therefore, zktu3tu−1 ⊂ u3Ut−1 + U . The result follows
from the definition of U and remark 4.3.15.
(iii) The result follows immediately from (i) and (ii) (see corollary 4.3.17(iii)).
Corollary 4.3.24. The BMR freeness conjecture holds for the generic Hecke algebra HG11.
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Proof. By theorem 4.3.23(iii) we have that HG11 = U . The result follows from proposition 1.2.5,
since by definition U is generated as left u3 module by 144 elements and, hence, as R-module by
|G11| = 576 elements (recall that u3 is generated as R-module by 4 elements).
4.3.4 The case of G12
Let R = Z[u±s,i, u
±
t,j, u
±
u,l]1≤i,j,l≤2 and let
HG12 = 〈s, t, u | stus = tust = ustu,
2∏
i=1
(s− us,i) =
2∏
j=1
(t− ut,j) =
2∏
l=1
(u− uu,l) = 0〉.
Let also R¯ = Z[u±s,i, ]1≤i≤2. Under the specialization φ : R  R¯, defined by ut,j 7→ us,i, uu,l 7→ us,i
the algebra H¯G12 := HG12 ⊗φ R¯ is the generic Hecke algebra associated to G12.
Let u1 be the subalgebra of HG12 generated by s, u2 the subalgebra of HG12 generated by t
and u3 the subalgebra of HG12 generated by u. We recall that z := (stu)4 generates the center of
the complex braid group associated to G12 and that |Z(G12)| = 2. We set U =
1∑
k=0
(zku1u3u1u2 +
zku1u2u3u2 + z
ku2u3u1u2 + z
ku2u1u3u2 + z
ku3u2u1u2). By the definition of U we have the following
remark:
Remark 4.3.25. Uu2 ⊂ U .
To make it easier for the reader to follow the next calculations, we will underline the elements
that by definition belong to U . Moreover, we will use directly remark 4.3.25; this means that every
time we have a power of t at the end of an element we may ignore it. In order to remind that to
the reader, we put a parenthesis around the part of the element we consider.
Proposition 4.3.26. u1U ⊂ U .
Proof. Since u1 = R + Rs we have to prove that sU ⊂ U . By the definition of U and by remark
4.3.25, it is enough to prove that for every k ∈ {0, 1}, zksu2u3u1, zksu2u1u3 and zksu3u2u1 are
subsets of U . We have:
• zksu2u3u1 = zks(R+Rt)u3u1
⊂ zku1u3u1 + zkst(R+Ru)u1
⊂ U + zku1u2u1 + zkstu(R+Rs)
⊂ U + zku1u2u1 + zku1u2u3 +Rzkstus
⊂ U + zku1u2u1 +Rzktust
⊂ U + zku1u2u1 + u2u3u1u2
⊂ U + zku1u2u1.
• zksu2u1u3 = zks(R+Rt−1)u1u3
⊂ zku1u3 + zkst−1(R+Rs−1)u3
⊂ U + zku1u2u3 + zkst−1s−1(R+Ru−1)
⊂ U + zku1u2u1 +Rzks(t−1s−1u−1t−1)t
⊂ U + zku1u2u1 +Rzku−1t−1s−1t
⊂ U + zku1u2u1 + zku3u2u1u2
⊂ U + zku1u2u1.
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• zksu3u2u1 ⊂ zk(R+Rs−1)u3u2u1
⊂ zku3u2u1 + zks−1(R+Ru−1)u2u1
⊂ U + zku1u2u1 + zks−1u−1(R+Rt−1)u1
⊂ U + zku1u2u1 + zku1u3u1 + zks−1u−1t−1(R+Rs−1)
⊂ U + zku1u2u1 + zku1u3u2 +Rzk(s−1u−1t−1s−1)
⊂ U + zku1u2u1 +Rzkt−1s−1u−1t−1
⊂ U + zku1u2u1 + zku2u1u3u2
⊂ U + zku1u2u1.
Therefore, we have to prove that for every k ∈ {0, 1}, zku1u2u1 ⊂ U . We distinguish the following
cases:
• k = 0: u1u2u1 = (R+Rs)(R+Rt)(R+Rs)
⊂ u2u1u2 +Rsts
⊂ U + (stu)4u−1(t−1s−1u−1t−1)s−1(u−1t−1s−1u−1)s
⊂ U + zu−2t−1s−1u−1s−2u−1t−1
⊂ U + zu−2t−1s−1u−1(R+Rs−1)u−1t−1
⊂ U + zu−2t−1s−1u−2t−1 + u−2t−1s−1zu−1s−1u−1t−1
⊂ U + zu−2t−1s−1(R+Ru−1)t−1 + u−2t−1s−1(stu)4u−1s−1u−1t−1
⊂ U + zu3u2u1u2 + zu−1(u−1t−1s−1u−1)t−1 + u−1(stus)(tust)s−1u−1t−1
⊂ U + z(u−1t−1s−1u−1)t−2 + (stus)
⊂ U + zt−1s−1u−1)t−3 + tust
⊂ U + zu2u1u3u2 + u2u3u1u2.
• k = 1: zu1u2u1 = (R+Rs−1)(R+Rt−1)(R+Rs−1)
⊂ zu2u1u2 + zRs−1t−1s−1
⊂ U +Rs−1t−1s−1z
⊂ U +Rs−1t−1s−1(stu)4
⊂ U +Rs−1(ustu)s(tust)u
⊂ U +Rtus2ustu2
⊂ U +Rtu(R+Rs)ustu2
⊂ U +Rtu2st(R+Ru) +Rtus(ustu)u
⊂ U + u2u3u1u2 +Rtu2(stu)4(stu)−3 +Rtustustu
⊂ U +Rztu(t−1s−1u−1t−1)s−1u−1t−1s−1 +Rtu(stu)4(stu)−2
⊂ U +Rzs−1u−1(s−1u−1t−1s−1) +Rz(s−1u−1t−1s−1)
⊂ U +Rz(s−1u−1t−1s−1)u−1t−1 +Rzt−1s−1u−1t−1
⊂ U +Rzu−1t−1s−1u−2t−1 + zu2u1u3u2
⊂ U + zu−1t−1s−1(R+Ru−1)t−1
⊂ U + zu3u2u1u2 + z(u−1t−1s−1u−1)t−1
⊂ U + zt−1s−1u−1t−2
⊂ U + zu2u1u3u2.
Our goal is to prove that HG12 = U (theorem 4.3.28). The following proposition provides a
criterium for this to be true.
Proposition 4.3.27. If u3U ⊂ U , then HG12 = U .
Proof. Since 1 ∈ U , it is enough to prove that U is a left-sided ideal of HG11 . For this purpose,
one may check that sU , tU and uU are subsets of U . By hypothesis and proposition 4.3.27, it is
enough to prove that tU ⊂ U . By the definition of U and remark 4.3.25 we have to prove that for
every k ∈ {0, 1} zktu1u3u1, zktu1u2u3 and zktu3u2u1 are subsets of U . We have:
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• zktu1u3u1 ⊂ zk(R+Rt−1)u1u3u1
⊂ zku1u3u1 + zkt−1(R+Rs−1)(R+Ru)(R+Rs)
⊂ U + zku2u3u1 + zku2u1u3 +Rzkt−1s−1us
⊂ U +Rzkt−1s−1(ustu)u−1t−1
⊂ U +Rzkusu−1t−1
⊂ U + u3zku1u3u2
⊂ U + u3U.
• zktu1u2u3 ⊂ zk(R+Rt−1)u1u2u3
⊂ zku1u2u3 + zkt−1(R+Rs)(R+Rt)(R+Ru)
⊂ U + zku2u1u3 + zku2u1u2 +Rzkt−1stu
⊂ U +Rzkt−1(stus)s−1
⊂ U +Rzkusts−1
⊂ U + u3u1zku2u1
⊂ U + u3u1U.
• zktu3u2u1 = zkt(R+Ru−1)(R+Rt−1)(R+Rs−1)
⊂ zku2u3u1u2 +Rzktu−1t−1s−1
⊂ U +Rzkt(u−1t−1s−1u−1)u
⊂ U +Rzks−1u−1t−1u
⊂ U + u1u3zku2u3
⊂ U + u1u3U.
The result follows from proposition 4.3.26 and remark 4.3.25.
We can now prove the main theorem of this section.
Theorem 4.3.28. HG12 = U .
Proof. By proposition 4.3.27 it is enough to prove that u3U ⊂ U . Since u3 = R + Ru, it will be
sufficient to check that uU ⊂ U . By the definition of U and remark 4.3.25, we only have to prove
that for every k ∈ {0, 1}, zkuu1u3u1, zkuu1u2u3, zkuu2u3u1 and zkuu2u1u3 are subsets of U .
C1. We will prove that zkuu1u3u1 ⊂ U , k ∈ {0, 1}.
(i) k = 0:
uu1u3u1 = u(R+Rs)(R+Ru)(R+Rs)
⊂ u3u1 +Rusu+Rusus
⊂ U +Rzuz−1su+Rzusuz−1s
⊂ U +Rzu(stu)−4su+Rzusu(stu)−4s
⊂ U +Rzt−1(s−1u−1t−1s−1)u−1(t−1s−1u−1t−1u)+
+Rzus(t−1s−1u−1t−1)s−1(u−1t−1s−1u−1)t−1
⊂ U +Rzt−2s−1u−1t−1u−2t−1s−1 +Rzt−1s−2t−1s−1u−1t−2
⊂ U +Rz(R+Rt−1)s−1u−1t−1u−2t−1s−1 +Rzt−1(R+Rs−1)t−1s−1u−1t−2
⊂ U +Rzs−1u−1t−1(R+Ru−1)t−1s−1 +Rt−1s−1u−1t−1u−2t−1s−1z + zu2u1u3u2+
+Rzt−1s−1(t−1s−1u−1t−1)t−1
⊂ U + u1zu3u2u1 +Rs−1u−1t−1u−1t−1s−1z +Rt−1s−1u−1t−1u−2t−1s−1(stu)4+
+Rt−1s−2u−1t−1s−1zt−1
⊂ U + u1U +Rs−1u−1t−1u−1t−1s−1(stu)4 +R(t−1s−1u−1t−1)u−1(stus)(tust)u+
+Rt−1s−2u−1t−1s−1(stu)4t−1
⊂ U + u1U +Rs−1u−1t−1(stus)t(ustu) +Rs−1t(ustu) +Rt−1s−1(tust)(ustu)t−1
⊂ U + u1U +Rt3ust+ u1t2ust+R(ustu)s
⊂ U + u1U + u1u2u3u1u2 +Rstus2
⊂ U + u1U + u1u2u3u1 ⊂ U + u1U.
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The result follows from proposition 4.3.26.
(ii) k = 1:
zuu1u3u1 ⊂ z(R+Ru−1)u1u3u1
⊂ zu1u3u1 + zu−1(R+Rs−1)(R+Ru−1)(R+Rs−1)
⊂ U + u3u1 +Rzu−1s−1u−1 +Rzu−1s−1u−1s−1
⊂ U +Ru−1s−1zu−1 +Ru−1s−1zu−1s−1
⊂ U +Ru−1s−1(stu)4u−1 +Ru−1s−1(stu)4u−1s−1
⊂ U +Ru−1(tust)u(stus)t+Ru−1(tust)us(tust)s−1
⊂ U +Rstu3stut+R(stus)stu
⊂ U + u1t(R+Ru)stut+Rust(ustu)
⊂ U + u1t(stu)4(stu)−3t+ u1(tust)ut+Rust2ust
⊂ U + zu1t(u−1t−1s−1u−1)t−1s−1u−1t−1s−1t+ u1ustu2 + rus(R+Rt)ust
⊂ U + zu1u−1t−2s−1u−1t−1s−1t+ u1ust(R+Ru) + (uu1u3u1)u2 +R(ustu)st
(i)⊂ U + zu1u−1(R+Rt−1)s−1u−1t−1s−1t+ u1u3u1u2 + u1(ustu) + Uu2+
+Rstus2t
4.3.25⊂ U + u1U + zu1u−1(s−1u−1t−1s−1)t+ u1(stu)−2zt+ u1tust+ u1u2u3u1u2
⊂ U + u1U + zu1(u−1t−1s−1u−1) + u1(stu)−2(stu)4t+ u1u2u3u1u2
⊂ U + u1U + zu1t−1s−1u−1t−1 + u1t(ustu)t
⊂ U + u1U + u1u2u1u3u2 + u1t2ust2
⊂ U + u1U + u1u2u3u1u2
⊂ U + u1U.
The result follows again from proposition 4.3.26.
C2. We will prove that zkuu1u2u3 ⊂ U , k ∈ {0, 1}. We notice that zkuu1u2u3 = zku(R+Rs)(R+
Rt)(R + Ru) ⊂ zku3u1u2 + zku3u2u3 + zkuu1u3u1 + Rzk(ustu)
C1⊂ U + zku3u2u2 + Rzktust ⊂
U+zku3u2u2+z
ku2u3u1u2 ⊂ U+zku3u2u2. Therefore, we must prove that, for every k ∈ {0, 1},
zku3u2u2 ⊂ U . We distinguish the following cases:
(i) k = 0 : u3u2u3 = (R+Ru)(R+Rt)(R+Ru)
⊂ u2u3u2 +Rutu
⊂ U +Rus−1stu
⊂ U +Ru(R+Rs)stu
⊂ U +R(ustu) +Rus(stu)4(stu)−3
⊂ U +Rtust+Rzus(u−1t−1s−1u−1)(t−1s−1u−1t−1)s−1
⊂ U + u2u3u1u2 +Rzt−1s−2u−1t−1s−2
⊂ U +Rzt−1s−2u−1t−1(R+Rs−1)
⊂ U + zu2u1u3u2 +Rt−1s−1u−1t−1s−1z
⊂ U +Rt−1s−2u−1t−1s−1(stu)4
⊂ U +Rt−1s−1(tust)(ustu)
⊂ U +R(ustu)st
⊂ U +Rstus2t
⊂ U + u1u2u3u1u2
⊂ U + u1U.
The result follows from proposition 4.3.26.
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(ii) k = 1 : zu3u2u3 = z(R+Ru−1)(R+Rt−1)(R+Ru−1)
⊂ zu2u3u2 +Rzu−1t−1u−1
⊂ U +R(stu)4u−1t−1u−1
⊂ U +Rs(tust)u(stus)u−1
⊂ U +Rs2tusu2st
⊂ U + u1tus(R+Ru)st
⊂ U + u1u2u3u1u2 + u1(stu)4(stu)−3sust
⊂ U + u1U + zu1u−1t−1s−1u−1(t−1s−1u−1t−1)ust
⊂ U + u1U + zu1u−1t−1s−1u−2
⊂ U + u1U + zu1u−1t−1s−1(R+Ru−1)
⊂ U + u1U + u1zu3u2u1 + zu1(u−1t−1s−1u−1)
⊂ U + u1U + zu1t−1s−1u−1t−1
⊂ U + u1U + u1zu2u1u3u2
⊂ U + u1U.
he result follows again from proposition 4.3.26.
C3. For every k ∈ {0, 1} we have: zkuu2u3u1 = zku(R + Rt)(R + Ru)(R + Rs) ⊂ zku3u2u1 +
Rzkutu+Rzkutus ⊂ U + zkuu1u2u3 +Rzku(tust)t−1. Therefore, by C2 we have zkuu2u3u1 ⊂
U + Rzk(ustu)st−1 ⊂ U + Rzkstus2t−1 ⊂ U + u1zku2u3u1u2 ⊂ U + u1U . The result follows
from 4.3.26.
C4. For every k ∈ {0, 1} we have: zkuu2u1u3 = zku(R + Rt−1)(R + Rs−1)(R + Ru−1) ⊂ U +
zku3u2u1 + z
kuu1u2u3 + z
kuu1u3u1 + Rz
kut−1s−1u−1. Therefore, by C1 and C2 we have that
zkuu2u1u3 ⊂ U +Rzku(t−1s−1u−1t−1)t ⊂ U +Rzkt−1s−1u−1t ⊂ U + zku2u1u3u2.
Corollary 4.3.29. The BMR freeness conjecture holds for the generic Hecke algebra H¯G12.
Proof. By theorem 4.3.28 we have that HG12 = U =
1∑
k=0
zk(u2 + su2 + uu2 + suu2 + usu2 + tuu2 +
tsu2 + susu2 + stuu2 + tusu2 + tsuu2 + utsu2) and, hence, HG12 is generated as right u2-module
by 24 elements and, hence, as R-module by |G12| = 48 elements (recall that u2 is generated as
R-module by 2 element). Therefore, H¯G12 is generated as R¯-module by |G12| = 48 elements, since
the action of R¯ factors through R. The result follows from proposition 1.2.5.
4.3.5 The case of G13
Let R = Z[u±s,i, u
±
t,j, uuu,l ]1≤i,j,l≤2 and let
HG13 = 〈s, t, u | ustu = tust, stust = ustus,
2∏
i=1
(s− us,i) =
2∏
j=1
(t− ut,l) =
2∏
l=1
(u− uuk) = 0〉
be the generic Hecke algebra associated to G13. Let u1 be the subalgebra of HG13 generated by s, u2
the subalgebra of HG13 generated by t and u3 be the subalgebra of HG13 generated by u. We recall
that z := (stu)3 = (tus)3 = (ust)3 generates the center of the associated complex braid group and
that |Z(G13)| = 4. We set U =
3∑
k=0
zk(u1u2u1u2 + u1u2u3u2 + u2u3u1u2 + u2u1u3u2 + u3u2u1u2).
By the definition of U , we have the following remark:
Remark 4.3.30. Uu2 ⊂ U .
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From now on, we will underline the elements that by definition belong to U . Moreover, we will
use directly the remark 4.3.30; this means that every time we have a power of t at the end of an
element, we may ignore it. In order to remind that to the reader, we put a parenthesis around the
part of the element we consider.
Our goal is to prove that HG13 = U (theorem 4.3.35). Since 1 ∈ U , it is enough to prove that
U is a left-sided ideal of HG13 . For this purpose, one may check that sU , tU and uU are subsets
of U . We set
v1 = 1
v2 = u
v3 = s
v4 = ts
v5 = su
v6 = us
v7 = tu
v8 = tsu
v9 = tus
v10 = sts
v11 = stu
v12 = uts
By the definition of U , one may notice that U =
3∑
k=0
12∑
i=1
(Rzkvi +Rz
kvit). Hence, by remark 4.3.30
we only have to prove that for every k ∈ {0, . . . , 3}, szkvi, tzkvi and uzkvi are elements inside U ,
i = 1, . . . , 12. As a first step, we prove this argument for i = 8, . . . , 12 and for a smaller range of
the values of k, as we can see in the following proposition.
Proposition 4.3.31.
(i) For every k ∈ {1, 2, 3}, zksv8 ∈ U.
(ii) For every k ∈ {0, 1, 2}, zksv9 ∈ U.
(iii) For every k ∈ {0, 1, 2}, zkuv10 ∈ U.
(iv) For every k ∈ {0, 1, 2, 3}, zktv10 ∈ U.
(v) For every k ∈ {0, 1, 2, 3}, zktv11 ∈ U.
(vi) For every k ∈ {1, 2, 3}, zksv12 ∈ U.
(vii) For every k ∈ {0, 1, 2, 3}, zktv12 ∈ U.
Proof.
(i) zksv8 = zkstsu
= zkzk(R+Rs−1)(R+Rt−1)(R+Rs−1)(R+Ru−1)
∈ zku2u1u3 + zku1u2u3 + zku1u2u1 +Rzks−1t−1s−1u−1
∈ U +Rzks−1(ust)−3ustust
∈ U +Rzk−1s−1(ustus)t
∈ U +Rzk−1tust2
∈ U + (zk−1u2u3u1)t2.
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(ii) zksv9 = zkstus = zk(stu)3(u−1t−1s−1u−1)t−1 = zk+1t−1s−1u−1t−2 ∈ (zk+1u2u1u3)t−2.
(iii) zkuv10 = zkusts = zk(ust)3t−1(s−1u−1t−1s−1u−1)s = zk+1t−2s−1u−1t−1 ∈ (zk+1u2u1u3)t.
(iv) • k ∈ {0, 1}: zktv10 = zktsts
= zkt(stu)3(u−1t−1s−1u−1)t−1s−1u−1s
= zk+1s−1u−1t−2s−1u−1s
∈ zk+1s−1u−1(R+Rt−1)s−1u−1s
∈ Rzk+1s−1u−1s−1(R+Ru)s+Rzk+1(s−1u−1t−1s−1u−1)s
∈ zk+1u1u3 +Rzk+1s−1u−1(R+Rs)us+Rzk+1t−1s−1u−1t−1
∈ U + zk+1u2 +Rzk+1s−1(R+Ru)sus+ (zk+1u2u1u3)t
∈ U + zk+1u3u1 +Rzk+1s−1us(ust)3(t−1s−1u−1t−1s−1)u−1t−1
∈ U +Rzk+2s−1t−1s−1u−2t−1
∈ U +Rzk+2s−1t−1s−1(R+Ru−1)t−1
∈ U + (zk+2u1u2u1)t−1 +Rzk+1s−1t−1s−1u−1(ust)3t−1
∈ U +Rzk+1s−1(ustus)
∈ U +Rzk+1tust
∈ U + (zk+2u2u3u1)t.
• k ∈ {2, 3}: zktv10 = zktsts
∈ zk(R+Rt−1)(R+Rs−1)(R+Rt−1)(R+Rs−1)
∈ (zku1u2u1)u2 +Rzkt−1s−1t−1s−1
∈ U +Rzk−1t−1s−1t−1s−1(stu)3
∈ U +Rzk−1t−1s−1(ustus)tu
∈ U +Rzk−1ust2u
∈ U +Rzk−1us(R+Rt)u
∈ U +Rzk−1usu+Rzk−1(ustu)
∈ U +Rzk−1(R+Ru−1)(R+Rs−1)(R+Ru−1) +Rzk−1tust
∈ U + zk−1u3u1 + zk−1u1u3 +Rzk−1u−1s−1u−1 + (zk−1u2u3u1)t
∈ U +Rzk−2u−1s−1u−1(ust)3
∈ U +Rzk−2u−1(tust)ust
∈ U +Rzk−2stu2st
∈ U +Rzk−2st(R+Ru)st
∈ U + (zk−2u1u2u1)t+ (Rzk−2sv9)t
(ii)⊂ U.
(v) • k ∈ {0, 1}: zktv11 = zktstu
= zkt(stu)3(u−1t−1s−1u−1)t−1s−1
= zk+1s−1u−1t−2s−1
∈ zk+1s−1u−1(R+Rt−1)s−1
∈ Rzk+1s−1u−1s−1 +Rzk+1s−1u−1t−1s−1
∈ Rzk+1(R+Rs)(R+Ru)(R+Rs) +Rzks−1u−1t−1s−1(stu)3
∈ zk+1u1u3 + zk+1u3u1 +Rzk+1sus+Rzkt(ustu)
∈ U +Rzk+1s(ust)3(t−1s−1u−1t−1s−1)u−1t−1 +Rzkt2ust
∈ U +Rzk+2u−1t−1s−1u−2 + (zku2u3u1)t
∈ U +Rzk+2u−1t−1s−1(R+Ru−1)
∈ U + zk+2u3u2u1 +Rzk+2(u−1t−1s−1u−1)
∈ U +Rzk+2t−1s−1u−1t−1
∈ U + (zk+2u2u1u3)t−1.
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• k ∈ {2, 3}: zktv11 = zktstu
∈ zk(R+Rt−1)(R+Rs−1)(R+Rt−1)(R+Ru−1)
∈ zku1u2u3 + zku2u1u3 + (zku2u1)u2 +Rzkt−1s−1t−1u−1
∈ U +Rzk−1t−1s−1(stu)3t−1u−1
∈ U +Rzk−1ust(ustu)t−1u−1
∈ U +Rzk−1ust2usu−1
∈ U +Rzk−1us(Rt+R)usu−1
∈ U +Rzk−1(ust)3(t−1s−1u−1t−1)u−1 +Rzk−1usu(R+Rs−1)u−1
∈ U +Rzku−1t−1s−1u−2 + zk−1u3u1 +Rzk−1us(R+Ru−1)s−1u−1
∈ U +Rzku−1t−1s−1(R+Ru−1) + zk−1u2 +Rzk−1u(R+Rs−1)u−1s−1u−1
∈ U + zku3u2u1 +Rzk(u−1t−1s−1u−1) + zk−1u1u3+
+Rzk−2us−1(stu)3u−1s−1u−1
∈ U +Rzkt−1s−1u−1t−1 +Rzk−2utu(stust)s−1u−1
∈ U + (zku2u1u3)t−1 +Rzk−2utu2st
∈ U +Rzk−2ut(R+Ru)st
∈ U + (zk−2u3u2u1)t+Rzk−2u(tust)
∈ U +Rzk−2u2stu
∈ U +Rzk−2(R+Ru)stu
∈ U + zk−2u1u2u3 +Rzk−2(ustu)
∈ U +Rzk−2tust
∈ U + (zk−2u2u3u1)t.
(vi) zksv12 = zksuts
∈ zk(R+Rs−1)(R+Ru−1)(R+Rt−1)(R+Rs−1)
∈ zku3u2u1 + zku1u2u1 + (zku2u1u3)u2 +Rzks−1u−1s−1 +Rzks−1u−1t−1s−1
∈ U +Rzk−1s−1(stu)3u−1s−1 +Rzk−1s−1u−1t−1s−1(stu)3
∈ U +Rzk−1tu(stust)s−1 +Rzk−1tustu
∈ U +Rzk−1tu2stu+Rzk−1tustu
∈ U + zk−1tu3stu
∈ U + zk−1t(R+Ru)stu
∈ U +Rzk−1tv11 +Rzk−1t(ustu)
(v)∈ U +Rzk−1t2ust
∈ U + (zk−1u2u3u1)t.
(vii) • k ∈ {0, 1}: zktv12 = zktuts
= zks−1(stu)3(u−1t−1s−1u−1)t−1s−1ts
= zk+1s−1t−1s−1u−1t−2s−1ts
∈ zk+1s−1t−1s−1u−1(R+Rt−1)s−1ts
∈ Rzk+1s−1t−1s−1u−1(R+Rs)ts+Rzk+1s−1(ust)−3(ustu)ts
∈ Rzk+1s−1(ust)−3(ustus)ts+Rzk+1s−1t−1s−1(R+Ru)sts+Rzks−1tust2s
∈ Rzktust2s+ zk+1u2 +Rzk+1s−1t−1s−1usts+Rzk(R+Rs)tus(R+Rt)s
∈ U +Rzktus(R+Rt)s+Rzk+1s−1t−1s−1(ust)3t−1(s−1u−1t−1s−1u−1)s+
+zku2u3u1 +Rz
k(tust)s+Rzkstus2 +Rzk(stust)s
∈ U + zku2u3u1 +Rzk(tust)s+Rzk+2s−1t−1s−1t−2s−1u−1t−1 +Rzk(ustus)+
+Rzkstu(R+Rs) +Rzkustus2
∈ U +Rzk(ustus) +Rzk+2s−1t−1s−1(R+Rt−1)s−1u−1t−1 + (Rzksv9)t+
+zku1u2u3 +Rz
ksv9 +Rz
kustu(R+Rs)
(ii)∈ U + (Rzksv9)t+Rzk+2s−1t−1s−2u−1t−1 +Rzk+2s−1t−1s−1t−1s−1u−1t−1+
+Rzk(ustu) +Rzk(ustus).
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However, by (ii) we have that zksv9 ∈ U . Moreover, zk(ustu) = zktust ∈ (zku2u3u1)t and
zk(ustus) = zksv9t
(ii)∈ U . Therefore, it remains to prove that D := Rzk+2s−1t−1s−2u−1t−1 +
Rzk+2s−1t−1s−1t−1s−1u−1t−1 is a subset of U . We have:
D = Rzk+2s−1t−1s−2u−1t−1 +Rzk+2s−1t−1s−1t−1s−1u−1t−1
⊂ Rzk+2s−1t−1(R+Rs−1)u−1t−1 +Rzk+2s−1t−1s−1(ust)−3(ustus)
⊂ U + (zk+2u1u2u3)t−1 +Rzk+2s−1(ust)−3(ustus) +Rzk+1s−1ust+ (zku2u3u1)t
∈ U +Rzk+1tust+Rzk+1s−1(R+Ru−1)(R+Rs−1)t
∈ U + (zk+1u2u3u1)t+ (zk+1u1u3)t+Rzk+1s−1u−1s−1t
∈ U +Rzks−1(stu)3u−1s−1t
∈ U +Rzktu(stust)s−1t
∈ U +Rzktu2stut
∈ U +Rzkt(R+Ru)stut
∈ U + (Rzktv11)t+Rzk(tust)ut
(v)∈ U +Rzkustu2t
∈ U +Rzkust(R+Ru)t
∈ U + (zku3u1)t2 +Rzk(ustu)t
∈ U + (zku2u3u1)t.
• k ∈ {2, 3}: zktv12 = zktuts
∈ zk(R+Rt−1)(R+Ru−1)(R+Rt−1)(R+Rs−1)
∈ zku3u2u1 + (zku2u3u1)u2 +Rzkt−1u−1t−1s−1
∈ U +Rzk−1t−1u−1t−1s−1(stu)3
∈ U +Rzk−1t−1s(tust)u
∈ U +Rzk−1t−1sustu2
∈ U +Rzk−1t−1sust(Ru+R)
∈ U +Rzk−1t−1s(ustu) +Rzk−1t−1(R+Rs−1)ust
∈ U +Rzk−1t−1stust+ (zk−1u2u3u1)t+Rzk−1t−1s−1(R+Ru−1)st
∈ U +Rzk−1t−1(stu)3(u−1t−1s−1u−1) + zk−1u2+
+Rzk−1t−1s−1u−1(R+Rs−1)t
∈ U +Rzkt−2s−1u−1t−1 + (zk−1u2u1u3)t+Rzk−1(ust)−3u(stust)s−1t
∈ U + (zku2u1u3)t−1 +Rzk−2u2stut
∈ U +Rzk−2(R+Ru)stut
∈ U + (zk−2u1u2u3)t+Rzk−2(ustu)
∈ U +Rzk−2tust
∈ U + (zk−2u2u3u1)t.
Corollary 4.3.32. u2U ⊂ U .
Proof. Since u2 = R + Rt, it is enough to prove that tU ⊂ U . However, by the definition of U
and remark 4.3.30(i), this is the same as proving that for every k ∈ {0, . . . , 3}, zktvi ∈ U , which
follows directly from the definition of U and proposition 4.3.31(v), (vi), (vii).
By remark 4.3.30 (ii), we have that for every k ∈ {0, . . . , 3}, zkuiujuk ⊂ U , for some combina-
tions of i, j, l ∈ {1, 2, 3}. We can generalize this argument for every i, j, l ∈ {1, 2, 3}.
Proposition 4.3.33. For every k ∈ {0, . . . , 3} and for every combination of i, j, l ∈ {1, 2, 3},
zkuiujul ⊂ U .
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Proof. By the definition of U we only have to prove that, for every k ∈ {0, . . . , 3}, zku1u3u1,
zku3u1u3 and zku3u2u3 are subsets of U . We distinguish the following 3 cases:
C1. • k ∈ {0, 1, 2}: zku1u3u1 = zk(R+Rs)(R+Ru)(R+Rs)
⊂ zkv5 + zkv6 + zku1 +Rzksus
⊂ U +Rzks(ust)3(t−1s−1u−1t−1s−1)u−1
⊂ U +Rzk+1u−1t−1s−1u−2
⊂ U + zk+1u−1t−1s−1(R+Ru−1)
⊂ U + zk+1u3u2u1 +Rzk+1(u−1t−1s−1u−1)
⊂ U + zk+1t−1s−1u−1t−1
⊂ U + (zk+1u2u1u3)t−1.
• k = 3: z3u1u3u1 = zk(R+Rs−1)(R+Ru−1)s
⊂ z3u3u1 + z3u1u3 + z3u1 +Rz3s−1u−1s
⊂ U +Rz2s−1(stu)3u−1s
⊂ U +Rz2tu(stust)s
⊂ U +Rz2tu2stu
⊂ U +Rz2t(R+Ru)stu
⊂ U + t(Rz2u1u2u3) +Rz2(ustu)
⊂ U + u2U +Rz2v9t.
The result follows from corollary 4.3.32 and the definition of U .
C2. • k ∈ {1, 2, 3}: zku3u1u3 = zk(R+Ru−1)(R+Rs−1)(R+Ru−1)
⊂ zku1u3 + zku3u1 +Rzku−1s−1u−1
⊂ U +Rzk−1u−1s−1u−1(ust)3
⊂ U +Rzk−1u−1(tust)ust
⊂ U +Rzk−1stu2st
⊂ U +Rzk−1st(R+Ru)st
⊂ U + (zk−1u1u2u1)t+ (Rzk−1sv9)t.
.
The result follows from proposition 4.3.31(ii).
• k = 0: u3u1u3 = (R+Ru)(R+Rs)(R+Ru)
⊂ u1u3 + u3u1 +Rusu
⊂ U +Rustt−1u
⊂ U +Rust(R+Rt)u
⊂ U +R(ustu) +R(ust)3t−1s−1(u−1t−1s−1u−1)tu
⊂ U +Rtust+Rzt−1s−1t−1s−1
⊂ U + (u2u3u1)t+ u2(zu1u2u1)
⊂ U + u2U.
The result follows from corollary 4.3.32.
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C3. • k ∈ {0, 1}: zku3u1u3 = zk(R+Ru)(R+Rt)(R+Ru)
⊂ zku2u3 + zku3u2 +Rzkutu
⊂ U +Rzkus−1stu
⊂ U +Rzku(R+Rs)stu
⊂ U +Rzk(ustu) +Rzkus(stu)3(u−1t−1s−1u−1)t−1s−1
⊂ U +Rzktust+Rzk+1ust−1s−1u−1t−2s−1
⊂ U + (zku2u3u1)t+Rzk+1ust−1s−1u−1(R+Rt−1)s−1
⊂ U +Rzk+1us(R+Rt)s−1u−1s−1 +Rzk+1us(t−1s−1u−1t−1s−1)
⊂ U + zk+1u1 +Rzk+1usts−1(R+Ru)s−1 +Rzk+1t−1s−1u−1
⊂ U + zk+1ustu1 +Rzk+1ust(R+Rs)us−1 + zk+1u2u1u3
⊂ U + zk+1ustu1 +Rzk+1(ustu)s−1+
+Rzk+1(ust)3t−1(s−1u−1t−1s−1u−1)sus−1
⊂ U + zk+1u2ustu1 +Rzk+2t−1(t−1s−1u−1t−1)us−1
⊂ U + zk+1u2ust(R+Rs) +Rzk+2t−1u−1t−1s−2
⊂ U + u2(zk+1u3u1)t+ u2zk+1uv10 + u2zk+2u3u2u1
4.3.31(iv)⊂ U + u2U.
The result follows from proposition 4.3.32(i).
• k ∈ {2, 3}: zku3u1u3 = zk(R+Ru−1)(R+Rt−1)(R+Ru−1)
⊂ zku2u3 + zku3u2 +Rzku−1t−1u−1
⊂ U +Rzku−1t−1s−1su−1
⊂ U +Rzku−1t−1s−1(R+Rs−1)u−1
⊂ U +Rzk(u−1t−1s−1u−1) +Rzk(stu)−3st(ustu)s−1u−1
⊂ U +Rzkt−1s−1u−1t−1 +Rzk−1st2usts−1u−1
⊂ U + (zku2u1u3)t−1 +Rzk−1s(R+Rt)usts−1u−1
⊂ U +Rzk−1sus(R+Rt−1)s−1u−1 +Rzk−1(stust)s−1u−1
⊂ U + zk−1u1 +Rzk−1s(R+Ru−1)st−1s−1u−1 +Rzk−1ust
⊂ U + zk−1u1t−1s−1u−1 +Rzk−1su−1(R+Rs−1)t−1s−1u−1+
+(zk−1u3u1)t
⊂ U + zk−1u1t−1s−1u−1 +Rzk−1s(u−1t−1s−1u−1)+
+Rzk−1su−1s−1(ust)−3(ustus)t
⊂ U + zk−1u1t−1s−1u−1u2 +Rzk−2su−1(tust)t
⊂ U + zk−1(R+Rs)t−1s−1u−1u2 +Rzk−2s2tut
⊂ U + zk−1u2u1u3 +Rzk−1s(R+Rt)(R+Rs)(R+Ru)u2+
+(zk−2u1u2u3)t
⊂ U + (zk−1u3)u2 + (zk−1u1u2u3)u2 + (zk−1u1u2u1)u2 + +Rzk−1stsuu2
⊂ U + (Rzk−1sv8)u2.
The result follows from proposition 4.3.31(i).
Proposition 4.3.34. If u3U ⊂ U , then HG13 = U .
Proof. As we explained in the beginning of this section, in order to prove that HG13 = U , it will
be sufficient to prove that sU , tU and uU are subsets of U . By corollary 4.3.32 and hypothesis, we
only have to prove that sU ⊂ U . By the definition of U and remark 4.3.30, we have to prove that
for every k ∈ {0, . . . , 3}, zksvi ∈ U , k = 1, . . . , 12. However, for every i ∈ {1, . . . , 7} ∪ {10, 11},
we have that zksvi ∈ zku1ujul, where j, l ∈ {1, 2, 3} and not necessarily distinct. Therefore, by
proposition 4.3.33 we only have to prove that zksvi ∈ U , for i = 8, 9, 12. For this purpose, for
every k ∈ {0, . . . , 3} we have to check the following cases:
• For the element zksv8 we only have to prove that z0sv8 ∈ U , since by proposition 4.3.31(i)
we have the rest of the cases. We have: sv8 = stsu = sts(ust)3(t−1s−1u−1t−1s−1)u−1t−1s−1 =
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zst(u−1t−1s−1)u−1)u−1t−1s−1 = zu−1t−1u−1t−1s−1 ∈ u3u2zu3u2u1. Therefore, sv8 ∈ u3u2U . The
result follows from corollary 4.3.32 and from hypothesis.
• For the element zksv9 we use proposition 4.3.31(ii) and we only have to prove that z3sv9 ∈ U .
z3sv9 = z
3stus ∈ z3(R + Rs−1)(R + Rt−1)(R + Ru−1)(R + Rs−1) ⊂ z3u2u3u1 + z3u1u2u1 +
zku1u2u1 + Rz
3s−1t−1u−1s−1
4.3.33⊂ U + Rz2s−1(stu)3t−1u−1s−1 ⊂ U + Rz2tu(stustut−1u−1s−1).
By hypothesis and by corollary 4.3.32, it is enough to prove that z2stustut−1u−1s−1 ∈ U .
z2st(ustu)t−1u−1s−1 = z2st2usu−1s−1
∈ z2s(R+Rt)usu−1s−1
∈ Rz2su(R+Rs−1)u−1s−1 +Rz2(stu)3u−1(t−1s−1u−1t−1)u−1s−1
∈ U + z2u2 +Rz2s(R+Ru−1)s−1u−1s−1 +Rz3u−2t−1s−1u−2s−1
∈ U + z2u3u1 +Rz2(R+Rs−1)u−1s−1u−1s−1 + u3u2(z3u1u3u1)
4.3.33∈ U + u3(z2u1u3u1) +Rzs−1u−1s−1(stu)3u−1s−1 + u3u2U
4.3.33∈ U + u3u2U +Rzs−1u−1(tust)usts−1
∈ U + u3u2U +Rztu2sts−1
∈ U + u3u2U + u2u3(zu1u2u1)
⊂ U + u3u2u3U.
The result follows from hypothesis and from corollary 4.3.32.
• For the element zksv12 we only have to prove that z0sv12 ∈ U , since the rest of the cases have
been proven in proposition 4.3.31(vi).
sv12 = suts
= (stu)3u−1t−1s−1u−1(t−1s−1u−1t−1)uts
= zu−1t−1s−1u−2t−1s−1ts
∈ zu−1t−1s−1(R+Ru−1)t−1s−1ts
∈ Rzu−1t−1s−1t−1s−1ts+Rz(stu)−3u−1(ustu)ts
∈ Rzu−1t−1s−1t−1(R+Rs)ts+Ru−1tust2s
∈ (zu3)u2 +Rzu−1t−1s−1(R+Rt)sts+ u3u2u3(u1u2u1)
∈ U + zu3u1 +Rzu−1t−1(R+Rs)tsts+ u3u2u3U
∈ U + u2u3U + u3(zu1u2u1) + zu3u2(stu)3u−1t−1(s−1u−1t−1s−1u−1)sts
∈ U + u3u2u3U + z2u3u2u−1t−2s−1u−1s
∈ U + u3u2u3U + z2u3u2u3u2(z2u1u3u1)
⊂ U + u3u2u3u2U.
The result follows again from hypothesis and from corollary 4.3.32.
We can now prove the main theorem of this section.
Theorem 4.3.35. HG13 = U .
Proof. By proposition 4.3.34 it will be sufficient to prove that u3U ⊂ U . By the definition of U
and remark 4.3.30(i) we have to prove that for every k ∈ {0, . . . , 3}, zku3vi ⊂ U , k = 1, . . . , 12.
However, for every i ∈ {1, . . . , 7}∪{12}, zku3vi ⊂ zku3ujul, where j, l ∈ {1, 2, 3} and not necessarily
distinct. Therefore, by proposition 4.3.33 we restrict ourselves to proving that zku3vi ⊂ U , for
i = 8, 9, 10, 11. For every k ∈ {0, . . . , 3} we have:
• zku3v8 ⊂ zk(R+Ru−1)tsu
⊂ zku2u1u3 +Rzku−1(R+Rt−1)(R+Rs−1)(R+Ru−1)
⊂ U + zku3u1u3 + zku3u2u3 + zku3u2u1 +Rzk(u−1t−1s−1u−1)
4.3.33⊂ U +Rzkt−1s−1u−1t−1
⊂ U + (zku2u1u3)t−1.
105
• zku3v9 ⊂ zk(R+Ru)tus
⊂ zku2u3u1 +Rzku(tust)t−1
⊂ U + zku2stut−1
⊂ U + zk(R+Ru)stut−1
⊂ U + (zku1u2u3)t−1 +Rzk(ustu)t−1
⊂ U +Rzktus
⊂ U + zku2u3u1.
• zku3v10 ⊂ zk(R + Ru)v10 ⊂ Rzkv10 + Rzkuv10. Therefore, by proposition 4.3.31(iii), we only
have to prove that z3uv10 ∈ U . However, z3v10 = z3t−1(tust)s = z3t−1(ustus) = z3t−1stust ∈
u2(z
3stus)u2. Hence, by remark 4.3.30 and corollary 4.3.32, we need to prove that z3stus ∈ U .
z3stus = z3(R+Rs−1)(R+Rt−1)(R+Ru−1)(R+Rs−1)
∈ z3u1u2u3 + z3u1u2u1 + z3u2u3u1 + z3u2u3u1 +Rs−1t−1u−1s−1
4.3.33∈ U +Rz2s−1(stu)3t−1u−1s−1
∈ U +Rz2tust(ustu)t−1u−1s−1
∈ U +Rz2tust2usu−1s−1
∈ U +Rz2tus(Rt+R)usu−1s−1
∈ U +Rz2t(ust)3(t−1s−1u−1t−1)u−1s−1 +Rz2tusu(R+Rs−1)u−1s−1
∈ U +Rz3tu−1t−1s−1u−2s−1 + z2u2u3 +Rz2tus(R+Ru−1)s−1u−1s−1
∈ U +Rz3tu−1t−1s−1(R+Ru−1)s−1 + z2u2u1 +Rz2tu(R+Rs−1)u−1s−1u−1s−1
∈ U + u2z3u3u2u1 +Rz2tu−1t−1s−1u−1(ust)3s−1 + u2(z2u1u3u1)+
+Rztus−1u−1(ust)3s−1u−1s−1
4.3.33∈ U + u2U +Rz3t(stust)s−1 +Rztutu(stust)s−1u−1s−1
4.3.32∈ U +Rz3t(ustu) +Rztutu2sts−1
∈ U +Rz3t2ust+Rztut(R+Ru)sts−1
∈ U + u2(z3u3u1)t+Rztu(R+Rt−1)sts−1 +Rztu(tust)s−1
∈ U +Rztust(R+Rs) +Rztut−1(R+Rs−1)ts−1 +Rztu2stus−1
∈ U + u2U + (zu2u3u1)t+ zu2uv10 + zu2u3u1 +Rztut−1s−1(R+Rt−1)s−1+
+Rzt(R+Ru)stus−1
4.3.31(iii)∈ U + u2U + u2zu3u2u1 +Rzt(R+Ru−1)t−1s−1t−1s−1 +Rztstu(R+Rs)+
+Rztustu(R+Rs)
4.3.32∈ U + zu1u2u1 +Rzt(stu)−3st(ustu)t−1s−1 +Rztv11 + u2zsv9 +Rzt(ustu)+
+Rzt(ustu)s
4.3.31∈ U +Rst2u+Rzt2ust+Rzt2usts
∈ U + u1u2 + (zu2u3u1)t+ zu2uv10
4.3.31(iii)⊂ U + u2U.
The result follows from corollary 4.3.32.
• zku3v11 ⊂ zk(R +Ru)stu ⊂ zku1u2u3 +Rzk(ustu) ⊂ U +Rzktust ⊂ U + (zku2u3u1)t ⊂ U.
Corollary 4.3.36. The BMR freeness conjecture holds for the generic Hecke algebra HG13.
Proof. By theorem 4.3.35 we have thatHG13 = U =
3∑
k=0
12∑
i=1
(Rzkvi+Rz
kvit). The result follows from
proposition 1.2.5, since by definition HG13 is generated as R-module by |G13| = 96 elements.
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4.3.6 The case of G14
Let R = Z[u±s,i, u
±
t,j]1≤i≤2
1≤j≤4
and let HG14 = 〈s, t | stststst = tstststs,
2∏
i=1
(s− us,i) =
3∏
j=1
(t− ut,j) = 0〉
be the generic Hecke algebra associated to G14. Let u1 be the subalgebra of HG14 generated
by s and u2 the subalgebra of HG14 generated by t. We recall that that z := (st)4 = (ts)4
generates the center of the associated complex braid group and that |Z(G14)| = 6. We set U =
5∑
k=0
(zku1u2u1u2 + z
ku1tst
−1su2). By the definition of U , we have the following remark.
Remark 4.3.37. Uu2 ⊂ U .
From now on, we will underline the elements that by definition belong to U . Moreover, we will
use directly remark 4.3.37 and the fact that u1U ⊂ U ; this means that every time we have a power
of s in the beginning of an element or a power of t at the end of it, we may ignore it. In order to
remind that to the reader, we put a parenthesis around the part of the element we consider.
Our goal is to prove that HG14 = U (theorem 4.3.42). Since 1 ∈ U , it is enough to prove
that U is a left-sided ideal of HG14 . For this purpose, one may check that sU and tU are subsets
of U . However, by the definition of U and remark 4.3.37, we only have to prove that for every
k ∈ {0, . . . , 5}, zktu1u2u1 and zktu1tst−1s are subsets of U . In the following proposition we first
prove this statement for a smaller range of the values of k.
Proposition 4.3.38.
(i) For every k ∈ {0, . . . , 4}, zktu1u2u1 ⊂ U .
(ii) For every k ∈ {0, . . . , 4}, zku2u1tu1 ⊂ U+zk+1tu1u2u1u2. Therefore, for every k ∈ {0, . . . , 3},
zku2u1tu1 ⊂ U .
(iii) For every k ∈ {1, . . . , 5}, zku2u1t−1u1 ⊂ U .
(iv) For every k ∈ {1, . . . , 4}, zku2u1u2u1 ⊂ U+zk+1tu1u2u1u2. Therefore, for evey k ∈ {1, . . . , 3},
zku2u1u2u1 ⊂ U .
Proof.
(i) zktu1u2u1 = zkt(R + Rs)(R + Rt + Rt−1)(R + Rs) ⊂ zku2u1u2 + Rzktst−1s + Rzktsts ⊂
U +Rzk(ts)4s−1t−1s−1t−1 ⊂ U + zk+1u1u2u1u2 ⊂ U.
(ii) We notice that zku2u1tu1 = zk(R+Rt+Rt2)u1tu1 ⊂ zku1u2u1 + zktu1u2u1 + zkt2u1tu1. How-
ever, zktu1u2u1 ⊂ U , by (i). Therefore, we have to prove that zkt2u1tu1 is a subset of U . In-
deed, zkt2u1tu1 = zkt2(R+Rs)t(R+Rs) ⊂ U+zku2u1u2+Rzkt2sts ⊂ Rzkt(ts)4s−1t−1s−1t−1 ⊂
U + (zk+1tu1u2u1)u2. The result follows from (i).
(iii) We expand u2 as R + Rt + Rt−1 and we have that zku2u1t−1u1 ⊂ zku1u2u1 + zktu1t−1u1 +
zkt−1u1t−1u1 ⊂ U+zkt(R+Rs)t−1(R+Rs)+zkt−1(R+Rs−1)t−1(R+Rs−1) ⊂ U+zku2u1u2 +
Rzktst−1s+Rzkt−1s−1t−1s−1 ⊂ U +Rzk(st)−4stst ⊂ U + zk−1u1u2u1u2.
(iv) The result follows from the definition of U and from (ii) and (iii), since zku2u1u2u1 =
zku2u1(R +Rt+Rt
−1)u1.
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To make it easier for the reader to follow the calculations, from now on we will double-underline
the elements as described in the above proposition (proposition 4.3.38) and we will use directly
the fact that these elements are inside U . We can now prove the following lemmas that lead us to
the main theorem of this section.
Lemma 4.3.39. For every k ∈ {3, 4}, zktsu2sts ⊂ U + zk+1u1tu1u2u1u2.
Proof. We have:
zktsu2sts = z
kts(R+Rt+Rt−1)sts
⊂ zktu1u2u1 +Rzk(ts)4s−1t−1 + zktst−1sts
⊂ U + zk+1u1u2 + zkt(R+Rs−1)t−1(R+Rs−1)t(R+Rs−1)
⊂ U + zku1u2u1 + (zktu1u2u1)t+Rzkts−1t−1s−1ts−1
⊂ U +Rzkts−1t−1s−1(R+Rt−1 +Rt−2)s−1
⊂ U + zktu1u2u1 +Rzkt2(st)−4st+Rzkt2(st)−4stst−1s−1
⊂ U + zk−1u2u1u2 +Rzk−1t2st(R+Rs−1)t−1s−1
⊂ U + zk−1u2 +Rzk−1t2st2(st)−4stst
⊂ U +Rzk−2(R+Rt+Rt−1)st2stst
⊂ U + zk−2s(u2u1tu1)t+Rzk−2tst(ts)4s−1t−1s−1 +Rzk−2t−1s(R+Rt+Rt−1)stst
⊂ U +Rzk−1tst(R+Rs)t−1s−1 + (zk−2u2u1tu1)t+Rzk−2t−2(ts)4s−1+
+Rzk−2t−1(R+Rs−1)t−1(R+Rs−1)tst
⊂ U + (zk−1 + zk−2)u2u1u2 +Rzk−1(ts)4s−1t−1s−1t−2s−1 + (zk−2u2u1tu1)t+
+Rzk−2t−1s−1t−1s−1tst
⊂ U + zku1u2u1u2u1 +Rzk−2(st)−4stst2st
4.3.38(iv)⊂ U + zk+1u1tu1u2u1u2 + zk−3s(tu1u2u1)t.
Lemma 4.3.40. zkt−2s−1t−2s−1 ∈ U .
Proof. We have:
z5t−2s−1t−2s−1 = z5t−1(st)−4ststst−1s−1
∈ z4t−1stst(R+Rs−1)t−1s−1
∈ z4u2u1u2 +Rz4t−1sts(R+Rt−1 +Rt−2)s−1t−1s−1
∈ U + z4u2 +Rz4t−1st(R+Rs−1)t−1s−1t−1s−1 +Rz4t−1stst−1(st)−4stst
∈ U + z4u2u1 +Rz4t−1st2(st)−4st+Rz3t−1st(R+Rs−1)t−1(R+Rs−1)tst
∈ U + (z3u2u1u2u1)u2 +Rz3t−1sts−1t−1s−1tst
∈ U +Rz3t−1(R+Rs−1)ts−1t−1s−1tst
∈ U + u1(z3u2u1u2u1)u2 +Rz3t−1s−1ts−1t−1s−1tst
∈ U +Rz3t−1s−1t2(st)−4stst2st
∈ U +Rz2t−1s−1(R+Rt+Rt−1)stst2st
∈ U + z2u1u2u1u2 +Rz2t−1s−2(st)4t−1s−1tst+ z2t−1s−1t−1(R+Rs−1)tst2st
∈ U +Rz3t−1(R+Rs−1)t−1s−1tst+ z2u2u1u2 +Rz2(st)−4stst2st2st
∈ U + (z3u2u1tu1)t+Rz3(st)−4stst2st+Rzstst2s(R+Rt+Rt−1)st
∈ U + s((z + z2)tu1u2u1)t+Rzstst(ts)4s−1t−1s−1t−1 +Rzsts(R+Rt+Rt−1)st−1st
∈ U +Rz2stst(R+Rs)t−1s−1t−1 + s(ztu1u2u1)t+Rz(st)4t−1s−1t−2st+
+Rzstst−1st−1st
∈ U + z2u1 +Rz2(st)4t−1s−1t−2s−1t−1 + (z2u2u1u2u1)t+
+Rzst(R+Rs−1)t−1(R+Rs−1)t−1st
∈ U + (z3u2u1u2u1)t−1 + zu1u2u1u2 + s(z3tu1u2u1)t+Rzsts−1t−1s−1t−1st
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However, zsts−1t−1s−1t−1st ∈ zsts−1t−1s−1t−1(R + Rs−1)t ⊂ s(ztu1u2u1) + Rzst2(st)−4st2 ⊂
U + u1u2u1u2.
Lemma 4.3.41. For every k ∈ {0, . . . , 5}, zktu1u2u1 ⊂ U .
Proof. By proposition 4.3.38 (i), we only have to prove that z5tu1u2u1 ⊂ U . We have: z5tu1u2u1 =
z5t(R + Rs−1)(R + Rt−1 + Rt−2)u1 ⊂ z5u2u1 + z5u2u1t−1u1 + z5ts−1t−2u1 ⊂ U + z5ts−1t−2(R +
Rs−1) ⊂ U + z5u2u1u2 + Rz5ts−1t−2s−1. We expand t as a linear combination of 1, t−1 and t−2
and by the definition of U and lemma 4.3.40, we only have to prove that z5t−1s−1t−2s−1 ∈ U .
Indeed, we have: z5t−1s−1t−2s−1 = z5(st)−4ststst−1s−1 ∈ z4stst(R + Rs−1)t−1s−1 ⊂ z4u1u2 +
z4stst2(st)−4stst ⊂ U + s(z3tsu2sts)t. We use lemma 4.3.39 and we have that z3tsu2sts ⊂ U +
z4u1tu1u2u1u2. The result follows from proposition 4.3.38(i).
Theorem 4.3.42. HG14 = U .
Proof. As we explained in the beginning of this section, it is enough to prove that, for every
k ∈ {0, . . . , 5}, zktu1u2u1 and zktu1tst−1s are subsets of U . The first part is exactly what we proved
in lemma 4.3.41. It remains to prove the second one. Since zktu1tst−1s = zkt(R + Rs)tst−1s, we
must prove that for every k ∈ {0, . . . , 5}, the elements zkt2st−1s and zktstst−1s are inside U . We
distinguish the following cases:
• The element zkt2st−1s:
By proposition 4.3.38 (iii), we only have to prove the case where k = 0. We have:
t2st−1s ∈ t2s(R+Rt+Rt2)s
∈ u2u1 + u2u1tu1 + t(ts)4s−1t−1s−1t−1s−1ts
∈ U + zts−1t−1s−1t−1(R+Rs)ts
∈ U + zu2u1u2 +Rzts−1t−1s−1(R+Rt+Rt2)sts
∈ U + zu2 +Rzts−1t−1(R+Rs)tsts+Rzts−1t−1(R+Rs)t2sts
∈ U + zu2u1 +Rzts−1t−2(ts)4s−1t−1 +Rzts−2(st)4t−1s−1t−1+
+Rzt(R+Rs)t−1st2sts
∈ U + (z2tu1u2u1)t−1 + s(zu2u1tu1) +Rzts(R+Rt+Rt2)st2sts
∈ U +Rzts2t2sts+Rz(ts)4s−1t−1s−1tsts+Rztst2st(ts)4s−1t−1s−1t−1
∈ U +Rzt(R+Rs)t2sts+Rz2s−1t−1(R+Rs)tsts+Rz2tst2st(R+Rs)t−1s−1t−1
∈ U + zu2u1tu1 +Rztst(ts)4s−1t−1s−1t−1 + z2u2u1 +Rz2s−1t−2(ts)4s−1t−1+
+z2u2u1u2 +Rz
2tst(ts)4s−1t−1s−1t−2s−1
∈ U +Rz2tst(R+Rs)t−1s−1t−1 + z3u1u2u1u2 + z3tsts−1t−1s−1(R+Rt−1 +Rt)s−1
∈ U + z2u1 +Rz2(ts)4s−1t−1s−1t−2s−1t−1 +Rz3tsts−1t−1s−2 +Rz3tst2(st)−4st+
+Rz3tst(R+Rs)t−1s−1ts−1
∈ U + s−1(z3u2u1u2u1)t−1 +Rz3tst(R+Rs)t−1s−2 + (z2tu1u2u1)t+ z3u2u1+
+Rz3tstst−1(R+Rs)ts−1
∈ U + z3u2u1 +Rz3(ts)4s−1t−1s−1t−2s−2 + z3u2u1u2 +Rz3(ts)4s−1t−1s−1t−2sts−1
∈ U + s−1(z4u2u1u2u1) +Rz4s−1t−1s−1(R+Rt−1 +Rt)sts−1
4.3.38(iv)∈ U + s−1z5(tu1u2u1)u2 + z4u1 +Rz4(ts)−4tsts2ts−1 +Rz4s−1t−1(R+Rs)tsts−1
4.3.41∈ U +Rz3tst(R+Rs)ts−1 + z4u2u1 +Rz4s−1t−2(ts)4s−1t−1s−2
∈ U + z3tu1u2u1 +Rz3(ts)4s−1t−1s−2 + s−1(z4u2u1u2u1)
4.3.41∈ U + z4u1u2u1 + s−1(z5tu1u2u1)u2
4.3.41∈ U.
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• The element zktstst−1s:
For k ∈ {4, 5}: zktstst−1s ∈ zktst(R +Rs−1)t−1s
⊂ zku2u1 + zktsts−1t−1(R +Rs−1)
⊂ U + (zktsts−1)t−1 + zktst2(st)−4stst
4.3.41⊂ U + (zk−1tst2sts)t
4.3.39⊂ U + u1(zktu1u2u1)u2
4.3.41⊂ U.
For k ∈ {0, . . . , 3}: zktstst−1s = zk(ts)4s−1t−1s−1t−2s ∈ s−1(zk+1u2u1u2u1). However, by
4.3.38(iv) we have that zk+1u2u1u2u1 ⊂ U + (zk+2tu1u2u1)u2
4.3.41⊂ U.
Corollary 4.3.43. The BMR freeness conjecture holds for the generic Hecke algebra HG14.
Proof. By theorem 4.3.42 we have that HG14 = U =
5∑
k=0
(zku1u2 + z
ku1tsu2 + z
ku1t
−1su2 +
zku1tst
−1su2). The result follows from proposition 1.2.5, sinceHG14 is generated as a left u1-module
by 72 elements and, hence, as R-module by |G14| = 144 elements (recall that u1 is generated as R
module by 2 elements).
4.3.7 The case of G15
Let R = Z[u±s,i, u
±
t,j, u
±
u,l]1≤i,j≤2
1≤l≤3
and let
HG15 = 〈s, t, u | stu = tus, ustut = stutu,
2∏
i=1
(s− us,i) =
2∏
j=1
(t− ut,j) =
3∏
l=1
(u− uu,l) = 0〉
be the generic Hecke algebra associated to G15. Let u1 be the subalgebra of HG15 generated by s,
u2 the subalgebra of HG15 generated by t and u3 the subalgebra of HG15 generated by u. We recall
that z := stutu = ustut = tustu = tutus = utust generates the center of the associated complex
braid group and that |Z(G15)| = 12. We set U =
11∑
k=0
zku3u2u1u2u1. By the definition of U we have
the following remark.
Remark 4.3.44. Uu1 ⊂ U .
From now on, we will underline the elements that belong to U by definition. Our goal is to
prove that HG15 = U (theorem 4.3.54). Since 1 ∈ U , it will be sufficient to prove that U is a
left-sided ideal of HG15 . For this purpose, one must check that sU , tU and uU are subsets of U .
The following proposition states that it is enough to prove tU ⊂ U .
Proposition 4.3.45. If tU ⊂ U , then HG15 = U .
Proof. As we explained above, it is enough to prove that sU , tU and uU are subsets of U . However,
by hypothesis and by the definition of U , we can restrict ourselves to proving that sU ⊂ U . We
recall that z = stutu. Therefore, s = zu−1t−1u−1t−1 and s−1 = z−1tutu. We notice that
U =
10∑
k=0
zku3u2u1u2u1 + z
11u3u2u1u2u1.
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Hence, sU ⊂
10∑
k=0
zksu3u2u1u2u1 + z
11su3u2u1u2u1
⊂
10∑
k=0
zk+1u−1t−1u−1t−1u3u2u1u2u1 + z11(R +Rs−1)u3u2u1u2u1
⊂ u−1t−1u−1t−1
10∑
k=0
zk+1u3u2u1u2u1 + z
11u3u2u1u2u1 + (z
11s−1)u3u2u1u2u1
⊂ u3u2u3u2U + z10tutzku3u2u1u2u1
⊂ U + u3u2u3u2U + tut(z10zku3u2u1u2u1)
⊂ U + u3u2u3u2U.
Since tU ⊂ U we have u2U ⊂ U (recall that u2 = R + Rt) and, by the definition of U , we
also have u3U ⊂ U . The result then is obvious.
A first step to prove our main theorem is analogous to 4.3.44 (see proposition 4.3.53). For this
purpose, we first prove some preliminary results.
Lemma 4.3.46.
(i) For every k ∈ {0, ..., 11}, zku3u1u−1u2 ⊂ U .
(ii) For every k ∈ {3, ..., 11}, zku3u1u−2t−1 ⊂ U .
(iii) For every k ∈ {3, ..., 11}, zku3u1u3t−1 ⊂ U .
Proof. Since u3 = R + Ru−1 + Ru−2, (iii) follows from (i) and (ii) and from the definition of
U . For (i) we have: zku3u1u−1u2 = zku3(R + Rs−1)u−1u2 ⊂ zku3u2 + zku3(s−1u−1t−1)u2 ⊂
U + zku3(u
−1t−1s−1)u2 ⊂ U + zku3u2u1u2 ⊂ U. It remains to prove (ii). We have:
zku3u1u
−2t−1 = zku3(R+Rs−1)u−2t−1
⊂ zku3t−1 + zku3(s−1u−1t−1u−1t−1)tutu−1t−1
⊂ U + zk−1u3tu(R+Rt−1)u−1t−1
⊂ U + zk−1u3 + zk−1u3tu2(u−1t−1u−1t−1s−1)s
⊂ U + zk−2u3t(R+Ru+Ru−1)s
⊂ U + zk−2u3ts+ zk−2u3(tustu)u−1t−1 + zk−2u3(R+Rt−1)u−1s
⊂ U + zk−1u3t−1 + zk−2u3s+ zk−2u3(u−1t−1u−1t−1s−1)st
⊂ U + zk−3u3st.
Lemma 4.3.47.
(i) For every k ∈ {0, ..., 10}, zku3u2uu2 ⊂ U .
(ii) For every k ∈ {1, ..., 11}, zku3u2u−1u2 ⊂ U .
(iii) For every k ∈ {1, ..., 10}, zku3u2u3u2 ⊂ U .
Proof. Since u3 = R+Ru−1+Ru−2, (iii) follows from (i) and (ii) and from the definition of U . For (i)
we have: zku3u2uu2 = zku3(R+Rt)uu2 ⊂ zku3u2+zku3(utust)t−1s−1u2 ⊂ U+zk+1u3t−1s−1u2 ⊂ U.
For (ii), we use similar kind of calculations: zku3u2u−1u2 = zku3(R + Rt−1)u−1u2 ⊂ zku3u2 +
zku3(u
−1t−1u−1t−1s−1)su2 ⊂ U + zk−1u3su2.
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Lemma 4.3.48.
(i) For every k ∈ {0, ..., 10}, zku3u1tu ⊂ U .
(ii) For every k ∈ {0, ..., 9}, zku3u1tu2 ⊂ U .
(iii) For every k ∈ {0, ..., 9}, zku3u1tu3 ⊂ U .
Proof. Since u3 = R + Ru + Ru2, (iii) follows from (i) and (ii) and from the definition of U . For
(i) we have: zku3u1tu = zku3(R+Rs)tu ⊂ zku3tu+ zku3(stutu)u−1t−1
4.3.47(i)⊂ U + zk+1u3t−1 ⊂ U.
Similarly, for (ii): zku3u1tu2 = zku3(R + Rs)tu2 ⊂ zku3tu2 + zku3(stutu)u−1t−1u
4.3.47(iii)⊂ U +
zk+1u3t
−1u
4.3.47(i)⊂ U.
Lemma 4.3.49.
(i) For every k ∈ {0, ..., 10}, zku3u2uu1 ⊂ U .
(ii) For every k ∈ {1, ..., 11}, zku3u2u−1u1 ⊂ U .
(iii) For every k ∈ {1, ..., 10}, zku3u2u3u1 ⊂ U .
Proof. Since u3 = R+Ru+Ru−1, (iii) follows from (i) and (ii) and from the definition of U . For (i)
we have: zku3u2uu1 = zku3(R+Rt)u(R+Rs) ⊂ zku3u1 +zktu+zk(tus)
4.3.47(i)⊂ U+zkstu 4.3.48(i)⊂ U.
Similarly, for (ii): zku3u2u−1u1 = zku3(R + Rt−1)u−1u1 ⊂ zku3u1 + zku3(u−1t−1u−1t−1s−1)stu1 ⊂
U + zk−1u3stu1.
Lemma 4.3.50.
(i) For every k ∈ {0, ..., 8}, zku3u1uu1 ⊂ U .
(ii) For every k ∈ {0, ..., 11}, zku3u1u−1u1 ⊂ U .
(iii) For every k ∈ {0, ..., 8}, zku3u1u3u1 ⊂ U .
Proof. By remark 4.3.44 we can ignore the u1 in the end. Moreover, since u3 = R + Ru + Ru−1,
(iii) follows from (i) and (ii). However, zku3u1u−1 ⊂ zku3u1u−1u2 and, hence, (ii) follows from
lemma 4.3.46 (i). Therefore, it will be sufficient to prove (i). We have:
zku3u1u = z
ku3(R+Rs)u
⊂ zku3 + zku3(ustut)t−1u−1t−1u
⊂ U + zk+1u3(R+Rt)u−1(R+Rt)u
⊂ U + zk+1u3u2u+ zk+1u3 + zk+1u3t+ zk+1u3tu−1tu
4.3.47(i)⊂ U + zk+1u3t(R+Ru+Ru2)tu
⊂ U + zk+1u3u2u+ zk+1u3(tutus)s−1 + zk+1u3(utust)t−1s−1(utust)t−1s−1
4.3.47(i)⊂ U + zk+2u3s−1 + zk+3u3t−1s−1t−1s−1.
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To make it easier for the reader to follow the calculations, from now on we will double-underline
the elements described in the above lemmas (lemmas 4.3.46 - 4.3.50) and we will use directly the
fact that these elements are inside U .
Proposition 4.3.51.
(i) For every k ∈ {2, . . . , 11}, zks−1u−2 ∈ U + zk−3u×3 stst.
(ii) For every k ∈ {0, . . . , 11}, zku3u1u2u1u2 ⊂ U .
(iii) For every k ∈ {0, . . . , 11}, zku3u1u3 ⊂ U .
Proof.
(i) zks−1u−2 = zk(s−1u−1t−1u−1t−1)tutu−1
∈ zk−1(R+R×t−1)u(R+R×t−1)u−1
∈ zk−1u3 + zk−1u3t−1 + zk−1u3u2u−1u2 +R×zk−1t−1u2(u−1t−1u−1t−1s−1)st
∈ U +R×zk−2t−1(R+Ru+R×u−1)st
∈ U + zk−2u3t−1st+Rzk−2t−1(ustut)t−1u−1 +R×zk−2u(u−1t−1u−1t−1s−1)stst
∈ U + zk−1u3u2u−1u2 + zk−3u×3 stst
⊂ U + zk−3u×3 stst.
(ii) For k ∈ {0, ..., 5}, we have: zku3u1u2u1u2 = zku3(R + Rs)(R + Rt)(R + Rs)(R + Rt) ⊂
zku3u1u2u1 + z
ku3u2u1u2 + z
ku3stst
(i)⊂ U + zk+3u×3 s−1u−2
4.3.50(iii)⊂ U. It remains to prove the
case where k ∈ {6, . . . , 11}. We have:
zku3u1u2u1u2 = z
ku3(R+Rs
−1)(R+Rt−1)(R+Rs−1)(R+Rt−1)
⊂ zku3u1u2u1 + zku3u2u1u2 + zku3s−1t−1s−1t−1
⊂ zku3s−1(t−1s−1u−1t−1u−1)utut−1
⊂ zk−1u3s−1(R+Ru−1 +Ru−2)tut−1
⊂ zk−1u3(R+Rs)tut−1 + zk−1u3s−1u−1(R+Rt−1)ut−1+
+zk−1u3s−1u−2(R+Rt−1)ut−1
⊂ zk−1u3u2uu2 + zk−1u3(ustut)t−2 + zk−1u3s−1t−1 + zk−1u3(s−1u−1t−1u−1t−1)tu2t−1+
+zk−1u3u1u3t−1 + zk−1u3s−1u−2t−1(R+Ru−1 +Ru−2)t−1
⊂ U + zkt−2 + zk−2u3u2u3u2 + zk−1u3s−1u−2t−2+
+zk−1u3(s−1u−1t−1)t(u−1t−1u−1t−1s−1)s+
+zk−1u3(s−1u−1t−1u−1t−1)tut(u−1t−1u−1t−1s−1)stu−1t−1
⊂ U + zk−1u3s−1u−2(R+Rt−1) + zk−2u3t−1s−1ts+
+zk−3u3tu(R+Rt−1)stu−1t−1
⊂ U + zk−1u3s−1u−2 + zk−1u3u1u3t−1 + zk−3u3(utust)u−1t−1+
+zk−3u3tut−1(R+Rs−1)tu−1t−1
⊂ U + zk−1u3s−1u−2 + (zk−2 + zk−3)u3u2 + zk−3u3tut−1s−1tu−1t−1.
However, we notice that zk−3u3tut−1s−1tu−1t−1 is a subset of U . Indeed, we have:
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zk−3u3tut−1s−1tu−1t−1 ⊂ zk−3u3tut−1s−1(R+Rt−1)u−1t−1
⊂ zk−3tu2(u−1t−1s−1u−1t−1)+
+zk−3u3tu2(u−1t−1s−1u−1t−1)tu2(u−1t−1u−1t−1s−1)s
⊂ zk−4u3u2u3u2 + zk−5u3t(R+Ru+Ru−1)tu2s
⊂ U + zk−5u3u2u3u1 + zk−5u3(tutus)s−1us+
+zk−5u3tu−1t(R+Ru+Ru−1)s
⊂ U + zk−4u3u1uu1 + zk−5u3tu−1(R+Rt−1)(R+Rs−1)+
+zk−5u3tu−2(utust)t−1 + zk−5u3tu−1(R+Rt−1)u−1s
⊂ U + (zk−5 + zk−4)u3u2u3u2 + zk−5u3u2u3u1 + zk−5u3tu−1t−1s−1+
+zk−5u3t(u−1t−1u−1t−1s−1)sts
⊂ U + zk−5u3t2u(u−1t−1u−1t−1s−1) + zk−6u3tsts
⊂ U + zk−6u3u2uu2.
Hence,
zku3u1u2u1u2 ⊂ U + zk−1u3s−1u−2, k ∈ {6, . . . , 11}. (4.7)
For k ∈ {6, ..., 9} we rewrite (4.7) and we have zku3u1u2u1u2 ⊂ U + zk−1u3u1u3u1. Therefore,
by lemma 4.3.50(iii) we have zku3u1u2u1u2 ⊂ U . For k ∈ {10, 11} we use (i) and (4.7) becomes
zku3u1u2u1u2 ⊂ U + zk−4u3stst. However, since k − 4 ∈ {6, 7}, we can apply (4.7) and we
have that zk−4u3stst ⊂ U + zk−5u3s−1u−2. The result follows from lemma 4.3.50(iii).
(iii) By lemma 4.3.50 (iii), it is enough to prove that for k ∈ {9, 10, 11}, zku1u3 ⊂ U . We expand
u1 as R+Rs−1 and u3 as R+Ru−1 +Ru−2 and we have zku1u3 ⊂ zku3 + zku1u−1 + zku1u−2.
Hence, by lemma 4.3.50(ii) we only have to prove that zku3s−1u−2 ⊂ U . However, by (i) we
have zku3s−1u−2 ⊂ U + zk−3u3stst and the result follows directly from (ii).
Lemma 4.3.52.
(i) For every k ∈ {3, . . . , 8}, zku3tu−1u1u ⊂ U .
(ii) For every k ∈ {3, 4}, zku3tu−1u1u2 ⊂ U .
(iii) For every k ∈ {5, . . . , 8}, zku3tu−1u1u−1 ⊂ U .
(iv) For every k ∈ {3, . . . , 8}, zku3tu−1u1u3 ⊂ U .
Proof.
(i) zku3tu−1u1u ⊂ zku3t(R+Ru+Ru2)(R+Rs)u
⊂ U + zku3u1tu3 + zku3tsu+ zku3(tus)u+ zku3tu2su
⊂ U + zku3(R+Rt−1)(R+Rs−1)u+ zku3stu+ zku3tu(ustut)t−1u−1t−1u
⊂ U + zku3u1u3u1 + zku3u2u3u1 + zku3(t−1s−1u−1t−1u−1)utu2+
+zku3u1tu3 + z
k+1u3tu(R+Rt)u
−1t−1u
⊂ U + zk−1u3u2u3u1 + zk+1u3 + zk+1u3tut(R+Ru+Ru2)t−1u
⊂ U + zk+1u3u2u3u2 + zk+1u3(tutus)s−1t−1u+ zk+1u3(tutus)s−1ut−1u
⊂ U + zk+2u3s−1(R+Rt)u+ zk+2u3s−1u(R+Rt)u
⊂ U + zk+2u3u1u3 + zk+2u3u1tu+ zk+2u3s−1(utust)t−1s−1
4.3.51(iii)⊂ U + zk+3u3u1u2u1.
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(ii) zku3tu−1u1u2 ⊂ zku3t(R+Ru+Ru2)(R+Rs)u2
⊂ U + zku3u1tu3 + zku3tsu2 + zku3(tus)u2 + zku3tu2su2
⊂ U + zku3(R+Rt−1)(R+Rs−1)u2 + zku3stu2 + zku3tu(ustut)t−1u−1t−1u2
⊂ U + zku3u1u3u1 + zku3u2u3u1 + zku3(t−1s−1u−1t−1u−1)utu3+
+zku3u1tu3 + z
k+1u3tu(R+Rt)u
−1t−1u2
⊂ U + zk−1u3u2u3u1 + zk+1u3 + zk+1u3tut(R+Ru+Ru2)t−1u2
⊂ U + zk+1u3u2u3u2 + zk+1u3(tutus)s−1t−1u2 + zk+1u3(tutus)s−1ut−1u2
⊂ U + zk+2u3s−1(R+Rt)u2 + zk+2u3s−1u(R+Rt)u2
⊂ U + zk+2u3u1u3 + zk+2u3u1tu3 + zk+2u3s−1(utust)t−1s−1u
4.3.51(iii)⊂ U + zk+3u3(R+Rs)t−1s−1u
⊂ zk+3(u−1t−1s−1u−1t−1)tu2 + zk+3u3s(R+Rt)(R+Rs)u
⊂ U + zk+2u3u1tu3 + zk+3u3u1u3u1 + zk+3u3u1tu3 + zk+3u3stsu
⊂ U + zk+3u3(ustut)t−1u−1su
⊂ U + zk+4u3(R+Rt)u−1su
⊂ U + zk+4u3u1u3 + zk+4tu−1u1u.
The result follows from proposition 4.3.51(iii) and from (i).
(iii) zku3tu−1u1u−1 ⊂ zku3(R+Rt−1)u−1(R+Rs−1)u−1
⊂ zku3u1u3u1 + zku3u2u3u2 + zku3t−1u−1s−1u−1
⊂ U + zku3(u−1t−1u−1t−1s−1)sts−1u−1
⊂ U + zk−1u3s(R+Rt−1)s−1u−1
⊂ zk−1u3u1u3u1 + zk−1u3s(t−1s−1u−1t−1u−1)ut
⊂ U + zk−2u3su(R+Rt−1)
⊂ zk−2u3u1u3u1 + zk−2u3u1u3t−1.
(iv) For k ∈ {3, 4} we have zku3tu−1u1u3 ⊂ zku3tu−1u1(R+Ru+Ru2)
(i),(ii)⊂ U+zku3u2u−1u1 ⊂ U .
Similarly, for k ∈ {5, . . . , 8} we have zku3tu−1u1u3 ⊂ zku3tu−1u1(R + Ru + Ru−1)
(i),(iii)⊂
U + zku3u2u
−1u1.
Proposition 4.3.53. Uu2 ⊂ U .
Proof. By the definition of U and the fact that u2 = R+Rt, we have to prove that zku3u2u1u2u1t ⊂
U , for every k ∈ {0, ..., 11}. If we expand u1 as R + Rs and u2 as R + Rt we notice that
zku3u2u1u2u1t ⊂ zku3u2u1u2u1 + zku3u1u2u1u2 + zku3tstst. Therefore, by the definition of U and
by proposition 4.3.51(ii), we only have to prove zku3tstst ⊂ U , for every k ∈ {0, . . . , 11}. We
distinguish the following cases:
• k ∈ {0, . . . , 5}:
zku3tstst = z
ku3tst(stutu)u
−1t−1u−1
⊂ zk+1u3tst(R+Ru+Ru2)t−1u−1
⊂ zk+1u3tsu−1 + zk+1u3t(stutu)u−1t−2u−1 + zk+1u3tstu2t−1u−1
⊂ zk+1u3(R+Rt−1)(R+Rs−1)u−1 + zk+2u3tu−1(R+Rt−1)u−1 + zk+1u3tstu2(R+Rt)u−1
⊂ zk+1u3u1u3u1 + (zk+1 + zk+2)u3u2u3u1 + zk+1u3(t−1s−1u−1t−1u−1)ut+
+zk+2u3t(u
−1t−1u−1t−1s−1)st+ zk+1u3t(stutu)u−1t−1 + zk+1u3t(stutu)u−1t−1utu−1
⊂ U + (zk + zk+1)u3u2u1u2 + zk+2u3u2u−1u2 + zk+2u3tu−1(R+Rt)utu−1
⊂ U + zk+2u3u2u−1u2 + zk+2u3tu−1(tutus)s−1u−2
⊂ U + zk+3u3tu−1u1u3.
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The result follows from lemma 4.3.52(iii).
• k ∈ {6, . . . , 11}:
zku3v8t = z
ku3tstst
⊂ zku3(R+Rt−1)(R+Rs−1)(R+Rt−1)(R+Rs−1)(R+Rt−1)
⊂ zku3u1u2u1u2 + zkt−1s−1t−1s−1
4.3.51(ii)⊂ U + zku3(t−1s−1u−1t−1u−1)utu2tu(u−1t−1u−1t−1s−1)t−1
⊂ U + zk−2u3t(R+Ru+Ru−1)tut−1
⊂ U + zk−2u3t2ut−1 + zk−2u3(tutus)s−1t−1 + zk−2u3tu−1(R+Rt−1)ut−1
⊂ U + zk−1u3s−1t−1 + zk−2u3 + zk−2u3(R+Rt−1)u−1t−1ut−1
⊂ U + zk−2u3t−1ut−1 + zk−2u3(u−1t−1u−1t−1s−1)su−1t−1
⊂ U + zk−3u3su−1t−1.
We can now prove the main theorem of this section.
Theorem 4.3.54. HG15 = U .
Proof. By proposition 4.3.45 it is enough to prove that tU ⊂ U . By remark 4.3.44 and proposition
4.3.53, we only have to prove that zktu3 ⊂ U . By lemma 4.3.47 (iii), we only have to check the
cases where k ∈ {0, 11}. We have:
• k = 0: tu3 = t(R +Ru+Ru2)
⊂ t+ tu+ tu2
⊂ U + s−1(stutu)u−1t−1u
⊂ U + zs−1u−1(R +Rt)u
⊂ U + zs+ zs−1u−2(utust)t−1s−1
⊂ U + zu1u3t−1s−1
4.3.51(iii)⊂ U + Uu2u1.
• k = 11: z11tu3 ⊂ z11(R +Rt−1)(R +Ru−1 +Ru−2)
⊂ z11u3 + z11t−1u−1 + z11t−1u−2
⊂ U + z11u(u−1t−1u−1t−1s−1)stu−1
⊂ U + z10u3s(R +Rt−1)u−1
⊂ U + z10u3su−1 + z10u3su(u−1t−1u−1t−1s−1)st
⊂ U + z9u3sust
4.3.51(iii)⊂ U + Uu1u2.
The result follows from remark 4.3.44 and proposition 4.3.53.
Corollary 4.3.55. The BMR freeness conjecture holds for the generic Hecke algebra HG15.
Proof. By theorem 4.3.54 we have that HG15 = U =
11∑
k=0
zk(u3 + u3s+ u3t+ u3ts+ u3st+ u3tst+
u3sts+u3tsts). The result follows from proposition 1.2.5, since HG15 is generated as left u3-module
by 96 elements and, hence, as R-module by |G15| = 288 elements (recall that u3 is generated as
R-module by 3 elements).
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Appendix A
The BMR and ER presentations
Let W be an exceptional group of rank 2 and B the complex braid group associated to W .
We know that for every complex reflection group we have a Coxeter-like presentation (see re-
mark 1.1.21(ii)) and for the associated complex braid group we have an Artin-like presentation
(see theorem 1.1.20). For the exceptional groups of rank 2 we call these presentations the BMR
presentations, due to M. Broué, G. Malle and R. Rouquier.
In 2006 P. Etingof and E. Rains gave different presentations of W and B, based on the BMR
presentations associated to the maximal groups G7, G11 and G19 (see §6.1 of [20]). We call these
presentations the ER presentations. In table B.2 we give the ER and BMR presentation for every
exceptional group of rank 2 and also the isomorphism between them.
We will now prove that we have indeed such an isomorphism. An argument in [20] is that the
ER presentation of W has some defining relations of the form gp = 1 and that the ER presentation
of B is obtained by removing such relations. As we can see in the following pages, when we prove
that the ER presentation of W is isomorphic to its BMR presentation we don’t use the relations
gp = 1 in order to prove the correspondence between the other kind of relations in ER presentation
and the braid relations in BMR presentation. Hence, we restrict ourselves to proving that the ER
presentation and BMR presentation of W are isomorphic, since the case of B can be proven in the
same way.
The groups G4, G8 and G16
Let W be the group G4, G8 or G16. For these groups the BMR presentation is of the form
〈s, t | sk = tk = 1, sts = tst〉,
where k = 3, 4, 5, for each group respectively. We also know that the center of the group in each
case is generated by the element z = (st)3 (see Tables in Appendix 1 in [8]). According to §6.1 in
[20], the ER presentation of these groups is of the form
〈a, b, c | a2 = b−3 = central, ck = 1, abc = 1〉,
where k = 3, 4, 5, for each group respectively. Let W˜ be a group having this ER presentation. We
will prove that W˜ ' W . Let φ1 : W → W˜ and φ2 : W˜ → W , defined by φ1(s) = c, φ1(t) = c−1b
and φ2(a) = (sts)−1, φ2(b) = st and φ2(c) = s.
We now prove that φ1 is a well-defined group homomorphism. Since abc = 1 and a−2 = b3
we have: a(abc)bc = 1 ⇒ bcbc = a−2 ⇒ cbc = b−1a−2 ⇒ cbc = b2 ⇒ bc = c−1b2, meaning
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that φ1(s)φ1(t)φ1(s) = φ1(t)φ1(s)φ1(t). Moreover, φ1(s)k = ck = 1 and by the relations abc =
1 and a−2 = b3 we also have (c−1b)k = (ab2)k = (aa−2b−1)k = (a−1b−1)k = a−1(b−1a−1)ka =
a−1cka = 1, meaning that φ1(t)k = 1. Similarly, we can prove that φ2 is a well-defined group
homomorphism, since φ2(a)2 = (sts)−1(sts)−1 = (tst)−1(sts)−1 = z−1 = φ2(b)3, φ2(c)k = sk = 1
and φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = c−1b−1 = a, φ1(φ2(b)) = b and φ1(φ2(c)) = c. Moreover,
φ2(φ1(s)) = s and φ2(φ1(t)) = t, meaning that φ1 ◦ φ2 = idW˜ and φ2 ◦ φ1 = idW and, hence,
W ' W˜ .
The groups G5, G10 and G18
Let W be the group G5, G10 or G18. For these groups the BMR presentation is of the form
〈s, t | s3 = tk = 1, stst = tsts〉,
where k = 3, 4, 5, for each group respectively. We also know that the center of the group in each
case is generated by the element z = (st)2 (see Tables in Appendix 1 in [8]). According to §6.1 in
[20], the ER presentation of these groups is of the form
〈a, b, c | a2 = central, b3 = ck = 1, abc = 1〉,
where k = 3, 4, 5, for each group respectively. Let W˜ be a group having this ER presentation. We
will prove that W˜ ' W . Let φ1 : W → W˜ and φ2 : W˜ → W , defined by φ1(s) = b, φ1(t) = c and
φ2(a) = (st)
−1, φ2(b) = s and φ2(c) = t.
We now prove that φ1 is a well-defined group homomorphism. Since abc = cab = 1 and a2 := ζ
is central we have: cbcb = ca−1(abc)b = ca−1b = ζ−1cab = ζ−1 = a−2 = a−1(abc)a−1(abc) =
bcbc, meaning that φ1(t)φ1(s)φ1(t)φ1(s) = φ1(s)φ1(t)φ1(s)φ1(t). Moreover, φ1(s)3 = b3 = 1 and
φ1(t)
k = ck = 1. Similarly, we can prove that φ2 is a well-defined group homomorphism, since
φ2(a)
2 = (st)−2 = z−1, φ2(b)3 = s3 = 1, φ2(c)k = tk = 1 and φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = c−1b−1 = a, φ1(φ2(b)) = b and φ1(φ2(c)) = c. Moreover,
φ2(φ1(s)) = s and φ2(φ1(t)) = t, meaning that φ1 ◦ φ2 = idW˜ and φ2 ◦ φ1 = idW and, hence,
W ' W˜ .
The groups G6, G9 and G17
Let W be the group G6, G9 or G17. For these groups the BMR presentation is of the form
〈s, t | s2 = tk = 1, (st)3 = (ts)3〉,
where k = 3, 4, 5, for each group respectively. We also know that the center of the group in each
case is generated by the element z = (st)3 (see Tables in Appendix 1 in [8]). According to §6.1 in
[20], the ER presentation of these groups is of the form
〈a, b, c | a2 = ck = 1, b3 = central, abc = 1〉,
where k = 3, 4, 5, for each group respectively. Let W˜ be a group having this ER presentation. We
will prove that W˜ ' W . Let φ1 : W → W˜ and φ2 : W˜ → W , defined by φ1(s) = a, φ1(t) = c and
φ2(a) = s, φ2(b) = (ts)−1 and φ2(c) = t.
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We now prove that φ1 is a well-defined group homomorphism. Since abc = cab = 1 and b3 := ζ
is central we have: cacaca = (cab)b−1(cab)b−1(cab)b−1 = b−3 = ζ−1 = ζ−1abc = aζ−1bc = ab−2c =
a(cab)b−1(cab)b−1c = acacac, meaning that
(
φ1(t)φ1(s)
)3
=
(
φ1(s)φ1(t)
)3. Moreover, φ1(s)2 =
s2 = 1 and φ1(t)k = ck = 1. Similarly, we can prove that φ2 is a well-defined group homomorphism,
since φ2(a)2 = s2 = 1, φ2(b)3 = (ts)−3 = z−1, φ2(c)k = tk = 1 and φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = a, φ1(φ2(b)) = a−1c−1 = b and φ1(φ2(c)) = c. Moreover,
φ2(φ1(s)) = s and φ2(φ1(t)) = t, meaning that φ1 ◦ φ2 = idW˜ and φ2 ◦ φ1 = idW and, hence,
W ' W˜ .
The groups G7, G11 and G19
This is the case of the maximal groups. We notice that in this case the BMR presentation and
the ER presentation coincide.
The group G12
Let W be the group G12, whose BMR presentation is of the form
〈s, t, u | s2 = t2 = u2 = 1, stus = tust = ustu〉.
We also know that the center of the group is generated by the element z = (stu)4 (see Tables in
Appendix 1 in [8]). According to §6.1 in [20], the ER presentation of W is of the form
〈a, b, c | a2 = 1, b3 = c−4 = central, abc = 1〉.
Let W˜ be a group having this ER presentation. We will prove that W˜ ' W . Let φ1 : W → W˜ and
φ2 : W˜ → W , defined by φ1(s) = a, φ1(t) = a−1c2b, φ1(u) = (cb)−1 and φ2(a) = s, φ2(b) = (stus)−1
and φ2(c) = stu.
We now prove that φ1 is a well-defined group homomorphism. Since cab = 1 we have ca = b−1
meaning that φ1(s)φ1(t)φ1(u)φ1(s) = φ1(u)φ1(s)φ1(t)φ1(u). Moreover, since bca = 1 and b−3 = c4
we have a−1c3b = a−1c−1b−2 = (bca)−1b−1 = b−1, meaning that we also have φ1(t)φ1(u)φ1(s)φ1(t) =
φ1(u)φ1(s)φ1(t)φ1(u). Moreover, φ1(s)2 = a2 = 1 and since a2 = 1 and bca = cab = 1 we have
φ1(u)
2 = b−1c−1b−1c−1 = b−1a(a−1c−1b−1)c−1 = b−1a−1c−1 = 1. Since a−1 = bc, c3 = c−1b−3,
a−1 = a and abc = bca = 1 we also have φ1(t)2 = a−1c2ba−1c2b = bc3b2c3b = bc−1b−1c−1b−2 =
b(c−1b−1a−1)ac−1b−2 = bac−1b−2 = b(a−1c−1b−1)b−1 = 1. Similarly, we can prove that φ2 is
a well-defined group homomorphism, since φ2(a)2 = s2 = 1, φ2(b)3 =
(
stus(stus)(stus)
)−1
=(
stus(tust)(ustu)
)−1
= (stu)−4 = φ2(c)−4 = z−1 and φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = a, φ1(φ2(b)) = a−1c−1 = b and φ1(φ2(c)) = c. Moreover,
φ2(φ1(s)) = s, φ2(φ1(t)) = tustu(s−1u−1t−1s−1) = tustu(u−1t−1s−1u−1) = t and φ2(φ1(u)) =
(stus)u−1t−1s−1 = (ustu)u−1t−1s−1 = u, meaning that φ1 ◦ φ2 = idW˜ and φ2 ◦ φ1 = idW and,
hence, W ' W˜ .
The group G13
Let W be the group G13, whose BMR presentation is of the form〈 s2 = t2 = u2 = 1
s, t, u stust = ustus
tust = ustu
〉
.
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We also know that the center of the group is generated by the element z = (stu)3 = (tus)3 = (ust)3
(see Tables in Appendix 1 in [8]). According to §6.1 in [20], the ER presentation of W is of the
form 〈 a2 = d2 = 1
a, b, c, d b3 = dc−2 = central
abc = 1
〉
.
Let W˜ be a group having this ER presentation. We will prove that W˜ ' W . Let φ1 : W → W˜
and φ2 : W˜ → W , defined by φ1(s) = d, φ1(t) = a, φ1(u) = b(da)−1 and φ2(a) = t, φ2(b) = ust,
φ2(c) = (tust)
−1 and φ2(d) = s.
We now prove that φ1 is a well-defined group homomorphism. Since abc = 1 and dc−1 = b3c we
have dab = d(abc)c−1 = dc−1 = b3c = b2a−1(abc) = b2a−1 meaning that φ1(s)φ1(t)φ1(u)φ1(s)φ1(t) =
φ1(u)φ1(s)φ1(t)φ1(u)φ1(s). Moreover, since cab = 1 and dc−2 = b3 := ζ we have b2a−1d−1 =
b3(b−1a−1c−1)cd−1 = dc−1d−1 = ζcd−1 = cζd−1 = cc−2 = c−1 = ab, meaning that we also have
φ1(u)φ1(s)φ1(t)φ1(u) = φ1(t)φ1(u)φ1(s)φ1(t). Moreover, φ1(s)2 = d2 = 1, φ1(t)2 = a2 = 1
and since b3 = dc−2 := ζ ⇒ d−1ζ = c−2 and abc = cab = 1 we also have ba−1d−1ba−1d−1 =
b2(b−1a−1c−1)cd−1b2(b−1a−1c−1)cd−1 = b−1b3cd−1b−1b3cd−1 = b−1ζcd−1b−1ζcd−1. However, we have
b−1ζcd−1b−1ζcd−1 = b−1c(d−1ζ)b−1c(d−1ζ) = b−1c−1b−1c−1 = b−1(c−1b−1a−1)ac−1 = b−1a−1c−1 = 1,
meaning that φ1(u)2 = 1. Similarly, we can prove that φ2 is a well-defined group homomorphism:
φ2(f)
2 = d2 = 1, φ2(d)φ2(c)
−2 = (stust)tust = ustustust = φ2(b)3 = z and φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = a, φ1(φ2(b)) = b, φ1(φ2(c)) = b−1a−1 = c and φ1(φ2(d)) = d.
Moreover, φ2(φ1(s)) = s, φ2(φ1(t)) = t and φ2(φ1(u)) = u, meaning that φ1 ◦ φ2 = idW˜ and
φ2 ◦ φ1 = idW and, hence, W ' W˜ .
The group G14
Let W be the group G14, whose BMR presentation is of the form
〈s, t | s2 = t3 = 1, (st)4 = (ts)4〉.
We also know that the center of the group is generated by the element z = (st)4 (see Tables in
Appendix 1 in [8]). According to §6.1 in [20], the ER presentation of W is of the form
〈a, b, c | a2 = b3 = 1, c4 = central, abc = 1〉.
Let W˜ be a group having this ER presentation. We will prove that W˜ ' W . Let φ1 : W → W˜
and φ2 : W˜ → W , defined by φ1(s) = a, φ1(t) = b and φ2(a) = s, φ2(b) = t and φ2(c) = (st)−1.
We now prove that φ1 is a well-defined group homomorphism. Since abc = 1 and c4 := ζ we
have (ab)4 = c−4 = ζ−1 = a−1ζ−1a = a−1(abc)c−4a = bc−3a = b(abc)c−1(abc)c−1(abc)c−1a = (ba)4
meaning that
(
φ1(s)φ1(t)
)4
=
(
φ1(s)φ1(t)
)4. We also have φ1(s)2 = a2 = 1 and φ2(b)3 = t3 = 1.
Similarly, we can prove that φ2 is a well-defined group homomorphism, since φ2(a)2 = s2 = 1,
φ2(b)
3 = t3 = 1, φ2(c)4 = (st)−4 = z−1 and φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = a, φ1(φ2(b)) = a−1c−1 = b and φ1(φ2(c)) = b−1a−1 = c.
Moreover, φ2(φ1(s)) = s and φ2(φ1(t)) = t, meaning that φ1 ◦ φ2 = idW˜ and φ2 ◦ φ1 = idW and,
hence, W ' W˜ .
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The group G15
Let W be the group G15, whose BMR presentation is of the form〈 s2 = t2 = u3 = 1
s, t, u ustut = stutu
tus = stu
〉
.
We also know that the center of the group is generated by the element z = stutu (see Tables in
Appendix 1 in [8]). According to §6.1 in [20], the ER presentation of W is of the form〈 a2 = b3 = d2 = 1
a, b, c, d dc−2 = central
abc = 1
〉
.
Let W˜ be a group having this ER presentation. We will prove that W˜ ' W . Let φ1 : W → W˜ and
φ2 : W˜ → W , defined by φ1(s) = d, φ1(t) = a, φ1(u) = b and φ2(a) = t, φ2(b) = u, φ2(c) = (tu)−1
and φ2(d) = s.
We now prove that φ1 is a well-defined group homomorphism. Since abc = (bca) = 1 and dc−2 :=
ζ we have bdaba = bd(abc)c−1a = b(dc−2)c−1ca = bζca = (bca)ζ = dc−2 = d(abc)c−1(abc)c−1 =
dabab, meaning that φ1(u)φ1(s)φ1(t)φ1(u)φ1(t) = φ1(s)φ1(t)φ1(u)φ1(t)φ1(u). Moreover, since
abc = 1 and d = ζc2 we have abd = (abc)c−1d = c−1ζc2 = (ζc2)c−1 = dc−1 = d(abc)c−1 = dab,
meaning that we also have φ1(t)φ1(u)φ1(s) = φ1(s)φ1(t)φ1(u). Moreover, φ1(s)2 = d2 = 1,
φ1(t)
2 = a2 = 1 and φ1(u)3 = b3 = 1. Similarly, we can prove that φ2 is a well-defined group
homomorphism: φ2(a)2 = t2 = 1, φ2(b)3 = u3 = 1, φ2(d)2 = s2 = 1, φ2(d)φ2(c)−2 = stutu = z and
φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = a, φ1(φ2(b)) = b, φ1(φ2(c)) = b−1a−1 = c and φ1(φ2(d)) = d.
Moreover, φ2(φ1(s)) = s, φ2(φ1(t)) = t and φ2(φ1(u)) = u, meaning that φ1 ◦ φ2 = idW˜ and
φ2 ◦ φ1 = idW and, hence, W ' W˜ .
The group G20
Let W be the group G14, whose BMR presentation is of the form
〈s, t | s3 = t3 = 1, ststs = tstst〉.
We also know that the center of the group is generated by the element z = (st)5 (see Tables in
Appendix 1 in [8]). According to §6.1 in [20], the ER presentation of W is of the form〈 a2 = central
a, b, c b3 = 1, a4 = c−5
abc = 1
〉
.
Let W˜ be a group having this ER presentation. We will prove that W˜ ' W . Let φ1 : W → W˜
and φ2 : W˜ → W , defined by φ1(s) = b, φ2(a) = (ststs)−1, φ2(b) = s and φ2(c) = tsts.
We now prove that φ1 is a well-defined group homomorphism. Since abc = 1, a2 := ζ
and ζ−2c−5 = 1 we have bc−1a−1bc−1a−1b = bc−1a−2(abc)c−2a−2(abc)c−1 = bc−1ζ−1c−2ζ−1c−1 =
b(ζ−2c−4) = bc = a−1(abc) = ζ−2c−5a−1 = c−1ζ−1c−2ζ−1c−2a−1. However, since ζ−1 = a−2,
c−1ζ−1c−2ζ−1c−2a−1 = c−1a−2c−2a−2c−2a−1 = c−1a−2(abc)c−2a−2(abc)c−2a−1 = (c−1a−1b)2c−1a−1,
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meaning that φ1(s)φ1(t)φ1(s)φ1(t)φ1(s) = φ1(t)φ1(s)φ1(t)φ1(s)φ1(t). We also have φ1(s)3 = b3 = 1
and since abc = bca = 1 and b2 = b−1 we also have φ2(t)3 = c−1(a−1c−1b−1)b(a−1c−1b−1)ba−1 =
c−1b2a−1 = c−1b−1a−1 = 1. Similarly, we can prove that φ2 is a well-defined group homomorphism,
since φ2(a)2 = (ststs)−1(ststs)−1 = (st)−5 = z−1, φ2(b)3 = s3 = 1, φ1(c)−5 = (ts)10 = (st)10 =
z2 = φ2(a)
4 and φ2(a)φ2(b)φ2(c) = 1.
Since abc = 1, a2 := ζ and ζ−2c−5 = 1 we have that φ1(φ2(a)) = (bc−1a−1bc−1a−1b)−1 =
(bc−1a−2(abc)c−2a−2(abc)c−1)−1 = (bc−1ζ−1c−2ζ−1c−1 = b(ζ−2c−4))−1 = (bc)−1 = a. Moreover,
φ1(φ2(b)) = b and since a2 := ζ and ζ−2c−5 = 1 we have φ1(φ2(c)) = c−1a−2(abc)c−2a−2(abc)c−1 =
c−1ζ−1c−2ζ−1c−1 = ζ−2c−4 = c. Furthermore, φ2(φ1(s)) = s and φ2(φ1(t)) = (ts)−2(ststs) =
(ts)−2(tstst) = t, meaning that φ1 ◦ φ2 = idW˜ and φ2 ◦ φ1 = idW and, hence, W ' W˜ .
The group G21
Let W be the group G14, whose BMR presentation is of the form
〈s, t | s3 = t3 = 1, (st)5 = (ts)5〉.
We also know that the center of the group is generated by the element z = (st)5 (see Tables in
Appendix 1 in [8]). According to §6.1 in [20], the ER presentation of W is of the form
〈a, b, c | a2 = b3 = 1, c5 = central, abc = 1〉.
Let W˜ be a group having this ER presentation. We will prove that W˜ ' W . Let φ1 : W → W˜
and φ2 : W˜ → W , defined by φ1(s) = a, φ1(t) = b and φ2(a) = s, φ2(b) = t and φ2(c) = (st)−1.
We now prove that φ1 is a well-defined group homomorphism. Since abc = 1 and c5 := ζ we have
(ab)5 = c−5 = ζ−1 = a−1ζ−1a = a−1(abc)c−5a = bc−4a = b(abc)c−1(abc)c−1(abc)c−1(abc)c−1a =
(ba)4 meaning that
(
φ1(s)φ1(t)
)5
=
(
φ1(s)φ1(t)
)5. We also have φ1(s)2 = a2 = 1 and φ2(b)3 = t3 =
1. Similarly, we can prove that φ2 is a well-defined group homomorphism, since φ2(a)2 = s2 = 1,
φ2(b)
3 = t3 = 1, φ2(c)5 = (st)−5 = z−1 and φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = a, φ1(φ2(b)) = a−1c−1 = b and φ1(φ2(c)) = b−1a−1 = c.
Moreover, φ2(φ1(s)) = s and φ2(φ1(t)) = t, meaning that φ1 ◦ φ2 = idW˜ and φ2 ◦ φ1 = idW and,
hence, W ' W˜ .
The group G22
Let W be the group G12, whose BMR presentation is of the form
〈s, t, u | s2 = t2 = u2 = 1, stust = tustu = ustus〉.
We also know that the center of the group is generated by the element z = (stu)5 (see Tables in
Appendix 1 in [8]). According to §6.1 in [20], the ER presentation of W is of the form
〈a, b, c | a2 = 1, b3 = central, c5 = b−6, abc = 1〉.
Let W˜ be a group having this ER presentation. We will prove that W˜ ' W . Let φ1 : W → W˜
and φ2 : W˜ → W , defined by φ1(s) = a, φ1(t) = (b−1cb2)−1, φ1(u) = (cb)−1 and φ2(a) = s,
φ2(b) = tustu and φ2(c) = (stustu)−1.
We now prove that φ1 is a well-defined group homomorphism. Since abc = 1, b3 := ζ and
c−5 = b6 we have: ab−2c−2ab−2c−1b = aζ−1bc−2aζ−1bc−1b = ζ−2(abc)c−3(abc)c−2b = ζ−2c−5b =
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(ζ−2b6)b = b. Moreover, b−2c−2ab−2c−2 = ζ−1bc−2aζ−1bc−2 = ζ−2bc−2(abc)c−3 = ζ−2bc−5 =
ζ−2b7 = b and, analogously, b−1c−1ab−2c−2a = b−1c−1aζ−1bc−2a = ζ−1b−1c−1(abc)c−3(abc)c−1b−1 =
ζ−1b−1c−5b−1 = ζ−1b4 = b. Hence, φ1(s)φ1(t)φ1(u)φ1(s)φ1(t) = φ1(t)φ1(u)φ1(s)φ1(t)φ1(u) =
φ1(u)φ1(s)φ1(t)φ1(u)φ1(s). Moreover, φ1(s)2 = a2 = 1 and since abc = bca = cab = 1 and
α = α−1 we also have φ2(t)2 = b−2c−1b−1c−1b = b−2(c−1b−1a−1)a−1c−1b = b−2(a−1)c−1b−1)b2 = 1
and φ1(u)2 = b−1c−1b−1c−1 = b−1(c−1b−1a−1)a−1c−1 = (b−1a−1c−1) = 1.
Similarly, we can prove that φ2 is a well-defined group homomorphism, since φ2(a)2 = s2 = 1,
φ2(b)
3 = (tustu)(tustu)(tustu) = (stust)(ustus)(tustu) = (stu)5 = z, φ2(c)−5 = (stu)10 = z2 =
φ2(b)
3 and φ2(a)φ2(b)φ2(c) = 1.
We also notice that φ1(φ2(a)) = a and since abc = 1, b3 := ζ and c−5 = b6 we have: φ1(φ2(b)) =
φ1(tustu) = b
−2c−2ab−2c−2 = ζ−1bc−2aζ−1bc−2 = ζ−2bc−2(abc)c−3 = ζ−2bc−5 = ζ−2b7 = b. More-
over, φ1(φ2(c)) = (ab−2c−2ab−2c−2)−1 = (aζ−1bc−2aζ−1c−2 = ζ−2(abc)c−3(abc)c−3)−1 = ζ2c6 =
c−5c6 = c. We also have that φ2(φ1(s)) = s, φ2(φ1(t)) = (tustu)−1(tustu)−1(stu)2(tustu) =
(ustus)−1(tustu)−1(tustu)u(stust) = t and φ2(φ1(u)) = (tustu)−1(stust)u = (tustu)−1(tustu)u =
u, meaning that φ1 ◦ φ2 = idW˜ and φ2 ◦ φ1 = idW and, hence, W ' W˜ .
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Appendix B
Tables
Table B.1: BMR and ER presentations for the complex braid groups associated to the
exceptional groups of rank 2
Group BMR presentation ER presentation φ1: BMR  ER φ2: ER  BMR
G4
G8
G16
〈s, t | sts = tst〉 〈α, β, γ | α2 = β−3 = central, αβγ = 1〉
s 7→ γ
t 7→ γ−1β
α 7→ (sts)−1
β 7→ st
γ 7→ s
G5
G10
G18
〈s, t | stst = tsts〉 〈α, β, γ | α2 = central, αβγ = 1〉
s 7→ β
t 7→ γ
α 7→ (st)−1
β 7→ s
γ 7→ t
G6
G9
G17
〈s, t | (st)3 = (ts)3〉 〈α, β, γ | β3 = central, αβγ = 1〉
s 7→ α
t 7→ γ
α 7→ s
β 7→ (ts)−1
γ 7→ t
G7
G11
G19
〈s, t, u | stu = tus = ust〉 〈α, β, γ | αβγ = central 〉
s 7→ α
t 7→ β
u 7→ γ
α 7→ s
β 7→ t
γ 7→ u
G12 〈s, t, u | stus = tust = ustu〉 〈α, β, γ | β3 = γ−4 = central, αβγ = 1〉
s 7→ α
t 7→ α−1γ2β
u 7→ (γβ)−1
α 7→ s
β 7→ (stus)−1
γ 7→ stu
G13
〈
s, t, u stust = ustus
tust = ustu
〉 〈 β3 = δγ−2 = central
α, β, γ, δ γ4 = central
αβγ = 1
〉 s 7→ δ
t 7→ α
u 7→ β(δα)−1
α 7→ t
β 7→ ust
γ 7→ (tust)−1
δ 7→ s
G14 〈s, t | (st)4 = (ts)4〉 〈α, β, γ | γ4 = central, αβγ = 1〉
s 7→ α
t 7→ β
α 7→ s
β 7→ t
γ 7→ (st)−1
G15
〈
s, t, u ustut = stutu
tus = stu
〉 〈 δγ−2 = central
α, β, γ, δ γ4 = central
αβγ = 1
〉 s 7→ δ
t 7→ α
u 7→ β
α 7→ t
β 7→ u
γ 7→ (tu)−1
δ 7→ s
G20 〈s, t | ststs = tstst〉 〈α, β, γ | α2 = central, α4 = γ−5, αβγ = 1〉
s 7→ β
t 7→ (αγ)−1
α 7→ (ststs)−1
β 7→ s
γ 7→ tsts
G21 〈s, t | (st)5 = (ts)5〉 〈α, β, γ | γ5 = central, αβγ = 1〉
s 7→ α
t 7→ β
α 7→ s
β 7→ t
γ 7→ (st)−1
G22 〈s, t, u | stust = tustu = ustus〉 〈α, β, γ | β3 = central, γ5 = central, αβγ = 1〉
s 7→ α
t 7→ (β−1γβ2)−1
u 7→ (γβ)−1
α 7→ s
β 7→ tustu
γ 7→ (stustu)−1
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Table B.2: BMR and ER presentations for the exceptional groups of rank 2
Group BMR presentation ER presentation φ1: BMR  ER φ2: ER  BMR
G4
G8
G16
〈s, t | s3 = t3 = 1, sts = tst〉
〈s, t | s4 = t4 = 1, sts = tst〉
〈s, t | s5 = t5 = 1, sts = tst〉
〈a, b, c | a2 = b−3 = central, c3 = 1, abc = 1〉
〈a, b, c | a2 = b−3 = central, c4 = 1, abc = 1〉
〈a, b, c | a2 = b−3 = central, c5 = 1, abc = 1〉
s 7→ c
t 7→ c−1b
a 7→ (sts)−1
b 7→ st
c 7→ s
G5
G10
G18
〈s, t | s3 = t3 = 1, stst = tsts〉
〈s, t | s3 = t4 = 1, stst = tsts〉
〈s, t | s3 = t5 = 1, stst = tsts〉
〈a, b, c | a2 = central, b3 = c3 = 1, abc = 1〉
〈a, b, c | a2 = central, b3 = c4 = 1, abc = 1〉
〈a, b, c | a2 = central, b3 = c5 = 1, abc = 1〉
s 7→ b
t 7→ c
a 7→ (st)−1
b 7→ s
c 7→ t
G6
G9
G17
〈s, t | s2 = t3 = 1, (st)3 = (ts)3〉
〈s, t | s2 = t4 = 1, (st)3 = (ts)3〉
〈s, t | s2 = t5 = 1, (st)3 = (ts)3〉
〈a, b, c | a2 = c3 = 1, b3 = central, abc = 1〉
〈a, b, c | a2 = c4 = 1, b3 = central, abc = 1〉
〈a, b, c | a2 = c5 = 1, b3 = central, abc = 1〉
s 7→ a
t 7→ c
a 7→ s
b 7→ (ts)−1
c 7→ t
G7
G11
G19
〈
s, t, u s2 = t3 = u3 = 1
stu = tus = ust
〉
〈
s, t, u s2 = t3 = u4 = 1
stu = tus = ust
〉
〈
s, t, u s2 = t3 = u5 = 1
stu = tus = ust
〉
〈a, b, c | a2 = b3 = c3 = 1, abc = central 〉
〈a, b, c | a2 = b3 = c4 = 1, abc = central 〉
〈a, b, c | a2 = b3 = c5 = 1, abc = central 〉
s 7→ a
t 7→ b
u 7→ c
a 7→ s
b 7→ t
c 7→ u
G12
〈
s, t, u s2 = t2 = u2 = 1
stus = tust = ustu
〉 〈 a2 = 1
a, b, c b3 = c−4 = central
abc = 1
〉 s 7→ a
t 7→ a−1c2b
u 7→ (cb)−1
a 7→ s
b 7→ (stus)−1
c 7→ stu
G13
〈 s2 = t2 = u2 = 1
s, t, u stust = ustus
tust = ustu
〉 〈 a2 = d2 = 1
a, b, c, d b3 = dc−2 = central
abc = 1
〉 s 7→ d
t 7→ a
u 7→ b(da)−1
a 7→ t
b 7→ ust
c 7→ (tust)−1
d 7→ s
G14 〈s, t | s2 = t3 = 1, (st)4 = (ts)4〉 〈a, b, c | a2 = b3 = 1, c4 = central, abc = 1〉
s 7→ a
t 7→ b
a 7→ s
b 7→ t
c 7→ (st)−1
G15
〈 s2 = t2 = u3 = 1
s, t, u ustut = stutu
tus = stu
〉 〈 a2 = b3 = d2 = 1
a, b, c, d dc−2 = central
abc = 1
〉 s 7→ d
t 7→ a
u 7→ b
a 7→ t
b 7→ u
c 7→ (tu)−1
d 7→ s
G20 〈s, t | s3 = t3 = 1, ststs = tstst〉
〈 a2 = central
a, b, c b3 = 1, a4 = c−5
abc = 1
〉 s 7→ b
t 7→ (ac)−1
a 7→ (ststs)−1
b 7→ s
c 7→ tsts
G21 〈s, t | s2 = t3 = 1, (st)5 = (ts)5〉 〈a, b, c | a2 = b3 = 1, c5 = central, abc = 1〉
s 7→ a
t 7→ b
a 7→ s
b 7→ t
c 7→ (st)−1
G22
〈
s, t, u s2 = t2 = u2 = 1
stust = tustu = ustus
〉 〈 b3 = central
a, b, c a2 = 1, c5 = b−6
abc = 1
〉 s 7→ a
t 7→ (b−1cb2)−1
u 7→ (cb)−1
a 7→ s
b 7→ tustu
c 7→ (stustu)−1
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