We consider the problem of estimating the number of types in a corpus using the number of types observed in a sample of tokens from that corpus. We derive exact and asymptotic distributions for the number of observed types, conditioned on the number of tokens and the latent type distribution. We use the asymptotic distributions to derive an estimator of the latent number of types and validate this estimator numerically.
INTRODUCTION
Estimation of the number of unique types or distinct species in a group is required in many fields. A linguist might study the vocabulary size of an author (Zipf, 1949; Tweedie & Baayen, 1998; Jarvis, 2002; Malvern & Richards, 2002 , 2012 McCarthy & Jarvis, 2007 ). An ecologist might estimate species abundance in a region Chao, 1984 Chao, , 1992 Huillet & Paroissin, 2009 ). In such situations, the potential types are unknown a priori. We derive the asymptotic distribution of the number of observed types in a sample, which may be used to estimate this number of latent types.
Consider a sequence of independent and identically distributed random variables X 1 , . . . , X M , each of which is an integer X i ∈N ≡ {1, . . . , N } drawn with probability p k ≡ pr(X i = k). We associate several quantities with this sequence: the number f k,M of integers which appear exactly k times in the sequence, the number of tokens M = 
Past studies have taken two distinct approaches (Bunge & Fitzpatrick, 1993) . The first approach is based on the observation that if prior samples reflect the probability that a subsequent sample is of a given type, then the frequencies f k,M must satisfy certain relations (Goodman, 1949; Ewens, 1972; Pitman, 1995) . Typically, the number of tokens M is fixed. The second approach is to fit a curve to pairs (K , M) of the number of types K observed in M tokens (Herdan, 1960; Brainerd, 1982; Chao, 1992; Tweedie & Baayen, 1998; Malvern & Richards, 2002; McCarthy & Jarvis, 2010) . The pairs (K , M) used in this approach are derived from an empirical dataset, and the number of latent types is a parameter in the fitting model.
Our work builds upon the second approach by deriving the probability distribution of the pairs (K , M). This distribution is implicit in Brainerd (1982) , who derived its first-and second-order moments.
the inclusion-exclusion principle (Allenby & Slomson, 2011) , the probability that the types observed in M tokens are precisely those in s is
where s \ t denotes the elements of s that are not in t. Equation (1) also follows from the ChapmanKolmogorov equations (Brainerd, 1972) pr
For K = 1, . . . , N , the probability that exactly K types occur in a sample of M tokens is
For each set s ⊆ {1, . . . , N } with |s| = k K , upon making the substitutions specified by (1), the expres-
We call pr(K | M, N ) the type-token distribution.
2·2. Moment-generating function LEMMA 1. The moment-generating function of the type-token distribution (3) is
Proof. By (3),
This yields Lemma 1 as, by the binomial theorem,
2·3. Asymptotic distribution
Exact calculation of the type-token distribution (3) is intractable when sampling from corpora with large numbers of types. It is useful to have a reasonable approximation to this distribution which can be computed efficiently. We show that Poisson-binomial distributions (Wang, 1993; Shah, 1994; Chen & Liu, 1997) provide such approximations.
Poisson-binomial distributions can be computed efficiently (Shah, 1994; Fernandez & Williams, 2010) . Le Cam's (1960) theorem, which provides a Poisson approximation to Poisson-binomial distributions, can make computation even more efficient at the cost of some accuracy. 
For a fixed probability distribution N ,
0 and the number of subsets s is independent of M, it follows that
have the same support, this proves the theorem.
ESTIMATION
Given n independent pairs (K i , M i ) (i = 1, . . . , n) of numbers of types and tokens, the likelihood of
where Q is the Poisson-binomial distribution of (4). We obtain an estimatorN for the number of latent types by maximizing the likelihood L(N ). Suppose that infinitely many tokens are sampled from the distribution ν = (π 1 , . . . , π N ν ) and that for each positive integer M there are K (M) types observed among the first M tokens. For N = ( p 1 , . . . , p N ) and i = 1, . . . , N , by the law of large numbers, the proportion of the tokens of i among the first M tokens tends to p i as M → ∞. Therefore, as M → ∞, L M (N ) tends to 1 if N = N ν and to 0 otherwise. This proves that the maximum likelihood estimator consistently estimates the number of types.
As a consequence, the optimization of the likelihood function (5) may be restricted to any family of distributions in which, for any positive integer N , there is at least one distribution with N types. When analysing data from a natural corpus, one can restrict the maximization to the family of Zipf distributions; this is justified by the prevalence of these distributions in such data (Zipf, 1949; Kornai, 2002) .
In our analysis, we compared this estimator to the Good-Turing estimator and the estimator. We observed that the Poisson-binomial estimator is less biased than these two other estimators; see the Supplementary Material.
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SUPPLEMENTARY MATERIAL
Supplementary material available at Biometrika online describes the practical use of the Poissonbinomial estimator and compares it with two other commonly used type estimators. 1. PRACTICAL TYPE ESTIMATION Consider the problem of estimating the size of Lewis Carroll's vocabulary when he wrote "Alice's Adventures in Wonderland". The number of tokens we have from this corpus is limited to the 24,168 words which appear in the novel, and there is little hope of adding to this sample. In practice, one often has to deal with such limitations on sampling. The conventional method 10 of dealing with this problem is to generate multiple samples from the same data set for use in estimation. For example, in the case of "Alice's Adventures in Wonderland", one would sample data sets D 1 , . . . , D n from the text, with each data set D i consisting of M i tokens. These data sets would not be independent as required by most estimators. It has been observed empirically, however, that the use of such data sets increases the accuracy of estimators when additional 15 sampling is difficult.
Supplementary material to General type-token distribution
There are many schemes one could use to generate the data sets D 1 , . . . , D n . Our objective is to compare type estimators. We therefore adopt the strategy of sampling successive tokens: if the original sample consists of M tokens, we decide upon a target number n ≤ M of data sets and take for D i the first [M/n] × i tokens, where [x] denotes the greatest integer less than or equal 20 to x. We take care to choose n so that the overlap between data sets does not impede estimation.
The Good-Turing and Horvitz-Thompson estimators are most commonly used in practice. These estimators make use of the frequency f k,M defined in the introduction to our article. We denote byN GT the Good-Turing estimate of the latent number of types, and byN HT the Horvitz-Thompson estimate. These are
We compared these estimators to the maximum likelihood estimator for the likelihood function L(N ) of (5). In maximizing this likelihood, we assumed that N was a Zipf distribution on the setN for some positive integer N . This constraint makes the optimization tractable and, as noted in the main article, it does not affect the consistency of the estimator.
The Zipf distributions form a two-parameter family. Each distribution pr(k) ∝ k −a , k = 30 1, . . . , N , is specified by its exponent a and the size N of its support. For such a distribution N , we write L(N ) = L(a, N ). We obtained maximum likelihood estimatesâ andN of these parameters, usingN PB ≡N as the Poisson-binomial estimate of the latent number of types.
NUMERICAL EXPERIMENTS
We assessed these estimators using two classes of numerically generated data sets D. For each sample D, we generated data sets D 1 , . . . , D M/50 by successively sampling tokens as 40 described above. We obtained the estimateN PB for the corpus corresponding to D by maximizing the product of the likelihood functions corresponding to each of the data sets D i . In the family of Zipf distributions, the exponent a is a smooth parameter. Consequently, it is easy to maximize the conditional likelihood L(a | N ). However, as N is a discrete parameter, and this does not translate to easy maximization of L(a, N ). In these experiments, we assumed 45 that N ≤ 2000 and performed the optimization on N by brute force.
For each choice of parameters M and a, we independently generated one hundred data sets D which we used to estimate the size of the underlying corpus. The result of this analysis are shown in Fig. 1 . These results indicate that the Good-Turing and Horvitz-Thompson estimators are more biased for such data than the Poisson-binomial estimator. Moreover, their biases in-
