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A SIMULATION AND EXPERIMENTAL STUDY OF ACTIVE DISTURBANCE REJECTION
FOR INDUSTRIAL PRESSURE CONTROL
XIAOXU LI
ABSTRACT
The quality of control loop is very important in hydraulic machineries, where pressure must
be accurately regulated in the presence of various disturbances. Proportional-Integral-Derivative
(PID) control has dominated the industry for a long time and it is by far the most popular general
purpose controller for pressure control. The purpose of this study is to conduct a simulation and
experimental study comparing PID with an emerging new technology, namely active disturbance
rejection control (ADRC). For the purpose of this study, an experimental testbed similar to those
used in industry settings is used; its mathematic model is derived and used in the simulation study.
A linearized model is also derived for the purpose of PID tuning, where various methods such as
the standard Ziegler-Nichols method, the pole-placement and the trial-and-error method are tested.
As for the tuning of ADRC, a method is proposed to determine the critical gain parameter, which
is the only plant parameter needed. All the simulation and experimental tests are designed based
on the practical scenarios, so that the controller tuning, the tracking performance, the disturbance
rejection capability and the energy consumption can be studied meaningfully for future industrial
applications. Initial results indicate that, with the same bandwidth, ADRC can be used in a wider
range of set point tracking than PID. Furthermore, ADRC is easy to tune and has clear advantages
over PID in terms of disturbance rejection and energy saving in all simulation and experiment
results. In summary, results of this study indicates that ADRC, as a general purpose controller, is
a viable solution for pressure control applications, and an alternative to PID.
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CHAPTER I
INTRODUCTION
Automatic control plays an important role in all sectors of industry and PID as a general pur-
pose controller has been dominant for over a hundred years, despite the rapid progress made in
both hardware and software. Many mathematically elegant solutions have appeared in the litera-
ture and they can be readily implemented in the increasingly powerful industrial control platforms,
but none of them has come close to threaten the dominance of PID. Of course PID is far from
perfect as an engineering solution. On the contrary, the weaknesses of PID are rather obvious: it
is implemented as a simple linear weighted sum of various forms of the tracking error, because of
the hardware limitations that have long disappeared, leading to unnecessary performance bottle-
neck; the integral control action introduces phase lag and brings stability complications; and the
derivative control makes the system sensitive to sensor noises. Such reality of “advanced control
theory” and “backward” control practice has continued to drive researchers in the seeking the alter-
natives of PID. In this research, in the context of an industry pressure control problem, the search
continues. The objective here is to find a new general purpose controller capable of replacing the
PID. Learning from the lessons in the previous “advanced” control solutions, the emphasis in this
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study has been put on the simplicity of controller tuning, the tracking performance, the disturbance
rejection capability and the energy consumption.
1.1 Background
In this chapter, we begin with a review of the background of industrial control technology and
its evolution. Control plays a vital and independent role in the engineering and sciences. Early
inventions of automatic control can be traced back as far as the “South Pointing Chariot” [1] of
China in 900 B.C. , shows in Fig.1.1. It is an ingenious solution to the problem of angle preserva-
tion, where the figure of the wooden figure on top of the chariot always points south, its starting
direction, no matter how the chariot moves and turns. The design principle of this famous invention
from ancient China escaped the grasp of human being for thousands of years and it is a vivid rebuke
of the common notion that technology is invented from applications of theories. Similarly, control
theory did not have anything to do with the invention of the flyball governor, which brought us the
Industrial Revolution and modern life style. In fact, the further developments of control technology
in the 19th and 20th centuries proceeded without much contribution of control theory, covering a
wide spectrum of modern industry, from manufacturing to aerospace and aeronautics, and so on.
A particular sector of industrial control is process control, with which this thesis is concerned.
Process control is an important part of automatic control that can improve safety, reduce en-
vironmental impacts, and optimize process operations by maintaining process variables near their
desired values. In particular, maintaining process variables in a desired operating range is of the
utmost importance in manufacturing products with a predictable composition and quality. The
practical importance also makes process control a significant theoretical content in control educa-
tion as well [3].
The vapor or gas pressure is one of the most common process variables subject to automatic
control. It could be either as an end in itself or as a means of controlling a more complicated
2
Figure 1.1: South Pointing Chariot [2]
system. The pressure of a liquid which is not in contact with a gas or vapor is controlled continually
as well, usually in hydraulic pump systems. In terms of the control problem, solids pressure is not
easy to identify. However, changes in either tension or compression of solid construction materials
such as steel are often suitable for measurement and for use as a step in the control of variables
that are related to the strain in the material [4]. The pressure dynamic is treated as one of the
most important topics in process control textbooks, such as [5–10]. Also, the pressure dynamic
experiments are widely used to demonstrate the process control textbook theory [3].
Over the years, various control algorithms have been developed and applied for air pressure
control, including sliding mode [11], adaptive control [12], predictive control [13], Fuzzy Logic
control [14], etc. The particular control methodology used may cause significantly different per-
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formance and it has its own range of applications. However, PID as the general purpose controller
is by far the most widely used solution in pressure control systems.
It is estimated that over 90 percent of process control solutions is of the PID type [15]. A
steam boiler system is one of the pressure control applications closely related to people’s daily
life. It is a complex industrial process, usually designed to work at high pressure in order to reduce
their physical size. Boiler system is usually associated with significant nonlinearity, large transport
delay, strong coupling among subsystems, and a lot of load disturbances. Like other pressure
control systems, the current steam pressure control system is mainly dominated by traditional PID
control [16, 17]. The fastest growing application of pressure control is automotive. The market
of diesel engines has rapidly extended from commercial vehicles to passenger cars in the past
decades. The diesel engine is a very complicated system and it is dominantly controlled by PID
as well [18, 19]. Another key application of pressure control system is chemical reaction of the
combustion system. The amount of combustible material going into the tank is controlled by the
rate of air flow going into the tank. The rate of combustion reactions will be largely defined by the
pressure building in the tank and is again controlled by PID [20].
The wide use of PID control in the field of pressure control gives rise to various tuning methods
for it. The Ziegler-Nicholas (Z-N) [21] is probably the most well known and most commonly used
method for tuning of PID controllers [22]. Although the tuning parameters give the good result
at the operating point, it is limited in operating range [23–25]. In addition, there is no method of
PID tuning that can be applied to all plants and a lot of time is wasted in tuning the PID parameters
in practice. It also led to an enormous enormous literature on PID tuning method [26, 27]. It is
shown that over 1000 rules for tuning proportional integral (PI) and PID have been proposed and
the list is continuously growing [28–30].
The difficulty in PID tuning reflects a fundamental limitation in industrial control technology
where the main problem to how to deal with the uncertainties simply, effectively and economically.
The model-based modern control theory is illsuited for such challenge because of its insistence in
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assuming that most, if not all, process dynamics is known beforehand. Even when such solutions
are developed, they are often described in mathematical symbols most engineers wouldn’t be able
to understand and they are often too complex to implement or to tune by the users.
In response to the gap between control theory and practice, a handful of researchers went their
own way in establishing an alternative framework to address the problems of industrial control, to
different degrees of success. One such framework that has emerged as leading candidate to the PID
framework is the so called active disturbance rejection control (ADRC), first proposed by J. Han
[31–36]. It was based on the careful analysis of PID, both its strength and weaknesses, and the
recognition that the problem of uncertainties and the problem of disturbance rejection are one and
the same. In fact, a concept central in ADRC is the concept of total disturbance, which includes
both the unknown dynamics and the external disturbances in the physical process. This allows
the control design to be performed on an ideal model, such as the pure integral model, and treat
all other dynamics as a part of total disturbance to be estimated in real time and canceled by the
control signal.
ADRC was originally developed to address the weaknesses of PID with three main compo-
nents: the tracking differentiator (TD), the nonlinear state feedback (NLSF) and the extended state
observer (ESO) [37]. In particular, TD is designed to general smooth reference signal and its
derivative; NLSF is a nonlinear version of the linear weighted sum of various forms of the tracking
used in the PID; ESO is the mechanism to estimate the total disturbance. Conceived, developed
and applied, ADRC proved to be a very effective control framework that systematically addressed
the weakness of PID and the limitations of modern control theory.
ADRC was further simplified and streamlined by Z. Gao in 2003 [38], from which a new
kind of industrial control technologies was born. This is made possible by replacing the nonlinear
gains in the original ADRC with linear ones, thus giving a linear ADRC or LADRC. Over the
last decade since it was proposed, LADRC has been widely tested and used in the research and
practice: the test of ADRC on an industrial notion control platform was reported in [39]; an energy
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saving, factory-validated disturbance decoupling control design for extrusion processes was seen
in [40]; and some industry giants such as Texas Instruments and Freescale Semiconductor Inc.
have replaced PID in their products with LADRC and made new digital control chips [28]. The
readers are referred to [41–50] for more reports and articles regarding such developments.
Related to process control, LADRC has been applied, for instance, to the control of the air-fuel
ratio of gasoline engine, which has large nonlinear uncertainties due to the unknown speed change,
and fuel film dynamics [51, 52]. Combustion boiler is another example [53–55]. Furthermore,
many simulations and experiments show the good performance on the systems with time-delay,
vibration controlled by LADRC [56, 57]. These initial successes provided the initial motivation
for this research in search of a general purpose controller for pressure control in industrial settings.
To make our study realistic, an experimental testbed is first established, as described below.
1.2 Experimental Testbed
The comparison study will be performed in simulation and in hardware based on the air pres-
sure and flow testbed at the CSU control laboratory. It mimics a standard industrial pressure and
flow control installation, which was designed to provide students with hands-on experience on
pressure and flow control. In this study, the focus is on the pressure control, as stated earlier. The
snapshot of experimental testbed of pressure control system is shown in Fig.1.2. The service air
(air source) is approximately 100 psig. The air passes through the pipeline into the pressure and
flow system and it can be turned on and off using a hand valve. The airflow into the air tank is reg-
ulated using a pneumatic valve. A pressure transducer is installed in the tank and its output signal
is captured by the encoder linked to PC through a data acquisition board. The PC functions as a
controller using the Matlab/Simulink software package by which the control algorithm, whether it
is PID or ADRC, is coded and executed.
The output from the controller changes the pneumatic valve opening by manipulating the cur-
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rent in the current to pressure converter (I/P). The controller regulates the control valve opening for
airflow to maintain the pressure inside the control tank. A flowmeter is connected to the pneumatic
valve to monitor the flow rate of the air. A back pressure regulator is installed in the tank to pro-
vide another way of pressure control. In this study, however, it is used as a disturbance generator
to introduce leakage to the system.
Figure 1.2: The Snapshot of Experimental Testbed
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1.3 Thesis Organization
The thesis is organized as follows. The compressible and incompressible air models of pressure
and flow system dynamics are built in Chapter 2. They will be used later on in the simulation
study and in controller tuning. The comparison of the two models with the plant is described as
well. A lot of efforts were spent to make the model output consisted with the test data, which
proves to be quite challenging. As the prime candidates for pressure control, both PID and ADRC
algorithms are introduced in Chapter 3, where the controller tuning issues are also addressed. The
comparison study between PID and ADRC is carried out in simulation as shown in Chapter 4.
The tracking performance is demonstrated first, follow by the load disturbance tests. In addition,
the external disturbances are added to the simulation study to show disturbance rejection ability
of each controller. The implementation and experiment results along with the comparisons of PID
and ADRC in tracking performance, disturbance rejection capability and energy consumption in
the real system are presented in Chapter 5. Finally, concluding remarks are given in Chapter 6
where the impact and significance of this work, as well as possible future work, are shown.
8
CHAPTER II
MODELING AND DYNAMICS
The subjects of this comparison study, PID and ADRC, as general purpose controllers for in-
dustrial applications are basically “model-free ”control algorithms in that neither of them requires
detailed mathematical model of the process to be controller. But modeling presented in this chap-
ter is nonetheless important because it helps us understand better the dynamics of the plant; it also
helps us build a simulation model with high fidelity, which is important in the simulation study.
The modeling effort also proves beneficial later on in controller tuning process for both PID and
ADRC, although the latter needs much less information. The pressure control system used in this
study mainly comprises of three components: pneumatic flow valve, air tank, and back pressure
regulator. The air pressure dynamics based on the ideal gas law is described in Section 2.1; the
incompressible and compressible models of the mass flow rate through the valve are derived in Sec-
tion 2.2. Section 2.3 presents the actual incompressible and compressible flows based on the basic
fluid mechanics laws. Finally, the adjusted plant models and the model validation are presented.
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2.1 Pressure Dynamics
The tank is the main component of the entire system, where the air pressure obeys the ideal gas
law:
pV = nRT (2.1)
The descriptions of parameter in the ideal gas law are shown in Table. (2.1)
Table 2.1: Parameters of Ideal Gas Law
Parameters Descriptions Units
p pressure pascal
V volume m3
n number of moles of gas mole
R gas constant J/(mole*K)
T absolute temperature K
Assuming adiabatic conditions (no heat or mass is transferred), a given amount of gas that
undergoes a volumetric change will experience a related energy change:
dW = pdV (2.2)
where W is the energy. The energy change can be expressed for a corresponding temperature
change as:
dW = ncVdT (2.3)
where cV is the specific heat at constant volume. Solving p, in Eq. (2.1), and Eq. (2.2), we have
10
dV
V
= cV
R
dT
T
(2.4)
Integrating both sides of Eq. (2.4), we obtain
ln
V2
V1
= cV
R
ln
T2
T1
(2.5)
or,
T2
T1
= (
V2
V1
) R=cV (2.6)
cp is the specific heat at constant pressure, the unit of cV and cp is J=(mol K), the relation between
them is:
R= cp  cV (2.7)
and the ratio between them is:
k = cp=cV (2.8)
substituting Eq. (2.8) into Eq. (2.6), we have
T2
T1
= (
V2
V1
)1 k (2.9)
or,
TV k 1 = constant (2.10)
Similarly, for the adiabatic, using Eq. (2.1),
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T2
T1
= (
p2
p1
)(k 1)=k (2.11)
or,
T p1 k = constant (2.12)
and,
p2
p1
= (
V1
V2
)k (2.13)
or,
pV k = constant (2.14)
comparing Eq. (2.14) with Eq. (2.2) for the isothermal case:
pV = constant (2.15)
Assume that a gas is added into a constant volume tank with constant temperature, together
with Eq. (2.2), we obtain:
dp
dt
=
dn
dt
:
RT
V
(2.16)
Eq. (2.16) expresses that the changes rate of pressure is proportional to the net flow of the gas, the
gas flow goes into the tank is measured in moles; proportional to the absolute temperature, and
inversely proportional to the tank volume.
dn
dt
= m1 m2 (2.17)
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wherem1: mass flow into the tank (mole=s), andm2: mass flow out of the tank (mole=s), Eq. (2.16)
can be rewritten as:
dp
dt
=
RT
V
(m1 m2) (2.18)
Thus, the pressure is characterized by an integration from the mass flow to pressure.
2.2 Valve Mass Flow
The pressure in the tank can be controlled by operating the mass flow rate of either the feed
stream or the output stream. The characteristics of the final control valve determine whether the
pressure control system will have difficulties in terms of dynamics.
2.2.1 Incompressible Model
Assuming completely isolated condition, ignore friction and inertial effects in the flow, and the
fluid is incompressible, by Bernoulli’s law:
P1+rgh1+
1
2
rV 21 = P2+rgh2+
1
2
rV 22 (2.19)
Ignore the air heights and no input volume, Eq. (2.19) can be rewritten as
P1 P2  12rV
2
2 = 0 (2.20)
Thus, the volume of the air tank is derived:
V =
s
2(P1 P2)
r
(2.21)
and
13
m= rVA (2.22)
so,
m(t) = cd:A(t):
p
2r:
p
pin(t)  pout(t) (2.23)
where the following definitions have been used:
Table 2.2: Parameters of Incompressible Model
Parameters Descriptions Units
m mass flow through the valve kg=s
cd discharge coefficient N/A
A cross-section of the valve m2
r density of the fluid, assumed to be constant kg=m3
pin pressure upstream of the valve Pascal
pout pressure downstream of the valve Pascal
The discharge coefficient can be a variable, changing with valve position; however, an average
value for Cd of 0.62 is often used to simplify calculations of leaving area A to change with valve
position.
2.2.2 Compressible Model
For compressible fluids, the most important and versatile flow control block are the isother-
mal orifice. The process of deriving the mass flow equation can be founded in the book: Intro-
duction to Modeling and Control of Internal Combustion Engine Systems [58], Section 2.3 Air
System.Assume that the temperature is constant; no losses occur in the accelerating part up to
the narrowest point. The flow is fully turbulent and all of the kinetic energy gained in the first
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part is dissipated into thermal energy. After the narrowest point, no pressure recuperation takes
place [58]. Using the theory of the thermodynamic for isentropic fluid the following equation of
compressible model can be obtained:
m(t) = cd:A(t):
pin(t)p
R:T
:Y(
pin(t)
pout(t)
) (2.24)
where the flow function Y( pin(t)pout(t)) is defined by
Y(
pin(t)
pout(t)
) =
8><>:
1p
2
for pout < 12 pinq
2pout
pin
: [1  poutpin ] for pout  12 pin
(2.25)
2.3 Modeling
Fig.2.1 shows the diagram of the air pressure and flow system. Mass flow through the pneu-
matic valve and air pressure in the tank are the mainly modeling parts. The backpressure regulator
is used to introduce disturbance to test the controller performance. For modeling, the regulator is
closed which means the output flow equal to zero.
Figure 2.1: Experimental Testbed Diagram
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thus, Eq. (2.18) can be rewritten as:
dp
dt
= (
RT
V
):min(t) (2.26)
Substituting Eq. (2.23) into Eq. (2.26) gives the incompressible air pressure model:
d
dt
p(t) = (
RT
V
): [cd:A(t):
p
2r:
p
pin(t)  pout(t)] (2.27)
And substituting Eq. (2.24) into Eq. (2.26) gives the compressible air pressure model:
d
dt
p(t) =
8><>: (
RT
V ): [cd:A(t):
pin(t)p
R:T
]: 1p
2
; for pout < 12 pin
(RTV ): [cd:A(t):
pin(t)p
R:T
]:
q
2pout
pin
: [1  poutpin ] for pout  12 pin
(2.28)
The relation between cross-section of the valve and a unit control signal is:
A(t) = [
u 1
4
] (2.29)
where u is the flow control signal in voltage, from 1 to 5 volts. The parameters of the plant are
shown below in Table. (2.3):
Table 2.3: Parameters of Actual Plant
Parameters Value Units
R 287.05 J=(kgK)
T 20 Celsius
V 0.00042 m3
Cd 0.62 N/A
pin 735670.6 Pascal
A 210 6 m2
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Substituting the parameters in Table. (2.3) into Eq. (2.27) and Eq. (2.28), respectively, we
obtain the compressible pressure model versus incompressible pressure model in Fig.2.2. The
response of the corresponding compressible and incompressible mass flow are shown in Fig.2.3.
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Figure 2.2: Compressible VS. Incompressible Pressure
The difference between the compressible pressure performance and the incompressible pres-
sure performance is not significant except the settling time. However, the difference between
compressible flow and incompressible flow is remarkable.
For the incompressible flow, the model is based on the Bernoulli’s law, which is the classic
orifice or valve equation, valid for steady, incompressible flow. For compressible flow, the model
describes the difference between high and low pressure drop flow conditions. In high pressure drop
flow, when outlet pressure Pout is smaller than half of inlet pressure Pin, the air leaves the orifice
at the velocity of sound. The air cannot exceed the velocity of sound, therefore, this becomes
the maximum flow rate. High pressure drop flow only depends on inlet pressure and temperature,
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Figure 2.3: Compressible VS. Incompressible Flow
valve flow coefficient, and specific gravity of the gas. When outlet pressure Pout is greater than
half of inlet pressure Pin which is low pressure drop flow, outlet pressure restricts flow through
the orifice: as outlet pressure decreases, flow increases, so does the velocity of the air leaving the
orifice.
2.4 Model Validation
By comparing the performances of the compressible and incompressible models with the real
system, the settling time has approximately 100 times differences. The mass flow Eq. (2.23) and
Eq. (2.24) are used to present the fundamental stage flow characteristics of a classic proportional
valve. However, the valve installed on the plant is a pneumatic proportional valve. The behavior
of the pneumatic valve is highly nonlinear and complicated. The accurate mathematical model of
pneumatic valve is not concerned in this research. Thus, an adjusted gain k is added to make the
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models match the actual plant. k = 0:018;0:013 are obtained by the experiments for the incom-
pressible and compressible model respectively. Moreover, the slightly leakage of the real system
is shown during the experiments by adding the output flow mout = 0:023 L/Min. After the adjust-
ments, the mathematic models versus actual plant tracking are showed in Fig.2.4 and Fig.2.5. The
shadow part in the actual plant of flow shown in Fig.2.5 is the noise producted by the flow sensor.
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Figure 2.4: Mathematic Model VS. Actual Plant in Pressure
From Fig.2.5, the characteristic of the incompressible flow model is closer to the real system,
that is because the compressible model treats the high pressure drop air flow as sonic velocity. In
practice, the real system has few temperature changes, and the velocity is much slower than the
velocity of sound. In order to show the incompressible mass flow model fits the actual plant better
than the other one, root-mean-square (RMSD) deviation is plotted as Fig.2.6. According to the
RMSD figure, for the incompressible model, Fig.2.5 is choosen to be used as the plant mathematic
model.
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Figure 2.5: Mathematic Model VS. Actual Plant in Flow
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CHAPTER III
CONTROL STRUCTURE AND TUNING
In this chapter, two general purpose controllers are introduced, including PID and ADRC, as
the candidates for the air pressure regulation system introduced in the last chapter. The chapter is
organized as follows. PID control law is briefly reviewed in Section 3.1. The history of ADRC
and the structure of LADRC are discussed in Section 3.2. The PID control tuning based on the
linearized model is presented in Section 3.3. Finally, the tuning process of ADRC is described in
Section 3.4.
3.1 PID Controller
The basic idea behind the PID control strategy is dated back to the 1780s in Watt’s flyball
governor design for the speed regulation in steam engine. The flyball governor is essentially a pro-
portional control mechanism in today’s term. In 1868, the famous physicist James Clerk Maxwell
analyzed such control system in the famous paper "On governors" [59], which is widely consid-
ered a classic founding paper in feedback control theory. It was the first time differential equations
were used to analyze control systems. The proportional control was later enhanced by adding
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the integral and derivative terms. In 1922, Nicholas Minorsky first formalized the three-term PID
controller [60]. Since then, PID controller as a simple and efficient control law has dominated
industry controls to this day.
The algorithm of PID controller is given by the formula:
u(t) = Kpe(t)+Ki
Z t
0
e(T )dT +Kd
d
dt
e(t) (3.1)
where u is the control signal and e is the tracking error between reference value (set point) and
output. The control signal is the sum of three terms, where the proportional term P represents
the present, the integral term I represents the past, and the derivative term D represents the future
trend. The controller parameters are proportional gain Kp, integral gain Ki and derivative gain
Kd . This controller is designed to drive the error to zero. In particular, the integral term was
added when people found that the proportional control alone often leads to significant steady state
error and adding the integral control will help solve this problem. But this is done at the cost of
reduced stability margin, since the integral control brings additional phase lag into the system. The
derivative control term helps to address the phase lag but itself often runs into noise issues, since
all output measurements are subject to noise contamination.
It is therefore clear that the PID control law, although simple and popular, is always a compro-
mise. Every term must be carefully calibrated since too little and too much both bring ill effects to
the system. The fundamental limitation of PID comes from its core design principle: error-driven
feedback control. In such control systems, the control action is always lagging behind because it
can only react to tracking error after the error has appeared, not to prevent error from taking place
beforehand. It is for this reason we turn to ADRC as a possible alternative to PID.
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3.2 ADRC
While PID has dominated industrial control for the last century, we have seen rapid develop-
ments in control theory first in classical control theory of the 1940s and then the modern control
theory since the late 1950s. Classical control theory didn’t replace PID but it helped people under-
stand better the nature of feedback control systems, particularly their stability characteristics. The
transfer function and the frequency response method have become very useful tools of analysis for
practitioners; terms like bandwidth and stability margin have become standard vocabulary for en-
gineers. But the corresponding design method known as loop-shaping, although potentially much
more powerful, proves to be too cumbersome to be used as a general purpose design tool for daily
use.
Modern control theory was born in the late 1950s and it has been developed rapidly since then,
in which the analysis and design of control system is mainly through the description of the state
space model in time domain. Modern control theory can handle control problems much more
widely, including linear and nonlinear systems, time–invariant and time–varying systems, single
variable and multi–variable systems, etc. The main motivation for modern control theory is to
obtain the optimality in the performance of control systems, and optimality can only be obtained
rigorously based on the detailed and accurate the mathematic model of the plant. Because of this
reason, building the mathematic model of the controlled object, analysing the model of the real
system and designing a control law based on the model have become the standard way of solving
a control problem. In doing so, modern control theory is obsessed with obtaining the model and
controlling it, to the detriment of understanding and solving engineering problems, which are
dominated by the uncertainties. Pushing this to the extreme could eventually leads to what is
described by J. Han as the “model disaster”. The solution, as Han suggested, is ADRC [37].
The basic structure of ADRC is shown in Figure 3.1 with the controller-rejector pair. The basic
idea of simplify controller design and maintaining a consistent performance is not to let the con-
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troller interface directly with the messy physical processes, full of nonlinearities and uncertainties.
Instead, the controller’s task of meeting the design specifications becomes a lot easier when it deals
with only the enforced plant, which is the modified plant after the effects of the disturbances are
removed by the rejector. Comparing to the original physical plant, the enforce plant tends to be
much simpler and less uncertain. This is the key in overcoming the weakness of PID and in mak-
ing control action much more proactive in addressing the cause of the tracking error, not simply
reacting to it.
Figure 3.1: Disturbance Rejection Control Platform [28]
To illustrate the ADRC design in the context of the air pressure system described in the previous
chapters, consider a general first–order plant:
y˙= f (y;d;u; t)+b(u) (3.2)
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where y is the system output, d is the external disturbance, u is the control signal, and b is the
constant coefficient. Here the enforced plant is considered as the ideal integrator and f (y;d;u; t)
represents the total disturbance in the plant, including both the internal and external disturbances.
The mainly idea here is to estimate the total disturbance and cancel it using the control signal to
form the enforced plant, which is a simple integral plant with a scaling factor of b. This makes the
controller design a much easier task.
Assuming that the approximate value of b is given as b0  b, and denoting f (y;d;u; t) simply
as f . Eq. (3.2) can be rewritten as
y˙= f +b0u (3.3)
The critical task at this stage is to estimate total disturbance f and this can be done using the
state observer approach from the modern control theory. In particular, if the total disturbance f
can be treated as a state variable, known as the extended state, and the new state space model of
the plant is observable, then a state observer can be design to estimate not only the original state
variables but also the extended state. Such observers are known as the extended state observer
(ESO) and it is derived as follows.
The plant in Eq. (3.3) is written in form of the state equations, let x1 = y;x2 = f . Assume f is
differentiable, or h= f˙ exists, the plant can be described in state space form as
8><>: x˙1 = y˙= x2+b0ux˙2 = f˙ = h (3.4)
where y= x1
Rewritten Eq. (3.4) as
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8><>: x˙= Ax+Bu+Ehy=Cx (3.5)
where
A=
264 0 1
0 0
375 ;B=
264 b0
0
375 ;E =
264 0
1
375 ;C =  1 0 
Then the ESO can be constructed as:
8><>: z˙= Az+Bu+L(y  yˆ)yˆ=Cz (3.6)
where the observer gain vector L is chosen that all the observer poles are at  wo, the negative
bandwidth of the observer which use the bandwidth–parameterization and optimization method to
make the ESO have only one parameter  wo to tune [38].
L=

2wo w2o
T
After tuning observer bandwidth wo properly, y and f can be tracked closely by z1 and z2. The
control law is
u=
 z2+u0
b0
(3.7)
Apply the control law Eq. (3.7) to Eq. (3.3) and ignore the estimation error, the original plant can
be reduced to a single–integral system
y˙= u0 (3.8)
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which is easily controlled by a proportional controller
u0 = kp(r  z1)
where r is the set point, the controller gain kp = wc, wc is the controller bandwidth that is placing
the closed–loop poles at  wc.
From the above derivations one can see: simple structure, wide applications, independence
of the process model, good control performance, strong robustness, and easy to tune are all the
advantages of ADRC.
3.3 PID Tuning
For the purpose PID tuning, the model of the plant is first linearize. Substituting the parameters
of the actual plant into the Eq. (2.27), the differential equation of the plant is given as:
x˙= 1:85
p
735670:6  x(u 1) (3.9)
where x is the pressure output. Since most of the control law is developed on a linear system. The
Jacobian linearization is applied to the plant model about a specific operating point (equilibrium
point). Suppose (x¯; u¯) is an equilibrium point and the input,
8>>>>><>>>>>:
dx(t) = x(t)  x¯
du(t) = u(t)  u¯
d˙x(t) = f (x¯+dx(t); u¯+du(t))
(3.10)
Then, the right hand side of Eq. (3.10) can be approximated by a Taylor series expansion about
the equilibrium point, neglect all higher (higher than 1st) order terms and let (x¯+ u¯) = 0, we have,
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d˙(t) ¶ f
¶x
jx=x¯u=u¯dx(t)+
¶ f
¶u
jx=x¯u=u¯du(t) (3.11)
From the Eq. (3.9), it is obviously that there are infinites equilibrium points, for example:
x = 735670:6, u as arbitrary value or u = 1, x as arbitrary value. The critical operating point is
x¯ = 515040,u¯ = 1, because the set point is 515040 Pa. Thus, Eq. (3.9) can be approximated by a
Taylor series approximation around the equilibrium point (x¯= 515040; u¯= 1), the transfer function
is approximately equal to:
y(s)
u(s)
=
752:55
s
(3.12)
This linearized model is used for the PID tuning based on the Ziegler–Nichols step response
tuning method in MATLAB SISOTOOL, as shown in Fig.3.2, which produced the PI controller
gains as Kp = 0:00186, Ki = 0:00133. In Fig.3.3, the open loop Root locus and bode plot of the
automated tuning controller are displayed. However, this PI controller does not work since steady
state error cannot be eliminated. Finally, based on the Ziegler–Nichols and trial–and–error tuning
methods, a PI controller is retuned for the pressure control loop. The parameter of the PI controller
is shown in Table. (3.1), and the simulation in MATLAB is shown in Fig.3.4.
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Figure 3.2: Automated Tuning in MATLAB SISOTOOL
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Figure 3.3: Open loop Root Locus and Bode Plot
Table 3.1: The Parameters of PI Controller
Parameters Values
Kp 6
Ki 4:12e 4
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Figure 3.4: PI Closed loop MATLAB Simulation
3.4 ADRC Tuning
The original nonlinear ADRC has many parameters that need tuning. The LADRC is simplified
with only three parameters to be determined: wc,wo,and bo. Each of them has its own physical
meaning: wc is the control bandwidth, wo is the observer bandwidth and the b0 is the critical gain
parameter and is the only information needed from the plant. Fig.3.5 is the MATLAB simulation
structure of a 1st order system controlled by ADRC. It consists of three parts: controller, observer
and plant. The controller part can be treated as P or PD controller, which depends on the order of
the plant. In this project, the plant is a 1st order system, thus P controller is used. The observer
part is made up of the observer gains and the ESO equations.
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Figure 3.5: Simulation of a 1st Order System Controlled by LADRC
The first tunable parameter is wc. As we known, the higher bandwidth corresponds to bet-
ter tracking performance. At the same time, the realizable bandwidth is limited by the existing
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sensor noise and dynamic uncertainties. In this project, let the wc equal to the Kp to make a fair
comparison for PI and ADRC.
The observer bandwidth corresponds to the frequency range where the total disturbance is
estimated and canceled. For disturbance rejection, the larger wo is the better, subject to the same
noise limitations mention above. Generally in state feedback control literature, it is suggested that
the observer bandwidth should be 3 to 5 times larger than the control bandwidth. However, in this
particular air pressure control system, wo = wc is able to meet the requirements.
The critical parameter b0 can be treated as given or as a tunable parameter. Usually the control
engineers have some knowledge of the plant, from which an approximate value of b0 can be ob-
tained. For the complex system with a time varying b0, it is not simple to obtain or tune the value
of b0. For this kind of system, b0 can be implemented as a function of the output pressure and put
into the ESO. However, this method requires familiarity with the structure of ESO. Thus, a sample
method to determine the critical gain b0 is proposed in this study based on the linearized model.
From the linearized plant model Eq. (3.9), it is clear that the critical gain parameter is
1:85
p
735670:6  x (3.13)
where the x is the output pressure. The b0 is a function of the output pressure, which means that
it is a time varying parameter. In addition, the Eq. (3.13) shows that the b0 is a nonlinear function
of the pressure. In order to obtain a simplified b0, this function needs to be linearized. From
the Section 3.1, it is shown that there are many equilibrium points in this system, the selection
of equilibrium point is critical to determine the b0. From the experiments, the equilibrium points
close to the operation point can be used to obtain b0. According to the Eq. (3.12), 752.55 is the
value of b0. Furthermore, because of the unit of the model is in international system of units (SI),
but the unit of the set point is psig, the actual b0 is 0.1 after the unit conversion from pascal to psig.
Table. (3.2) shows all the ADRC parameters.
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Table 3.2: The Parameters of ADRC Controller
Parameters Values
wc 6
wo 6
b0 0:1
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Figure 3.6: ADRC MATLAB Simulation
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CHAPTER IV
SIMULATION STUDY
The properties and tuning of the general purpose PI and ADRC control algorithms described
in Chapter III are studies in this chapter via simulation based on the mathematic models of the air
pressure system. The simulation results are evaluated in terms of the tracking ability and the in-
ternal as well as external disturbances rejection capability. In particular, the tracking performance
is tested using a multiple–step signal which is designed for both the simulation and experimental
studies. By modifying the size of flow valve and the temperature in the tank, the internal dis-
turbance is introduced to evaluate the disturbance rejection ability. In addition, load disturbance
rejection and sensitivity to sensor noise are also considered.
4.1 Reference Tracking
To test the tracking performance of the PI and the ADRC controllers, a 60 psi step function
with t=10 sec stepping time and the initial value of 3 psi is introduced as the set point for the
output to follow. The tracking responses of the two control strategies are illustrated in Fig.4.1.
Both controllers are tuned well and there is no significant difference the two except that the ADRC
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response is a little faster than PI. The corresponding flow rates and the control signals are shown
in Fig.4.2. Note that the flow rate, 1.28L=Min, is consistent with the limitation of the real system.
The control signal between 1 to 5 volts is shown in Fig.4.2, which reflects the constraint of the flow
valve. The simulation results demonstrate both the proposed PI and ADRC controllers are able to
satisfy the control requirements with the same control bandwidth. The results of the flow rate and
the control signal are reasonable. But through the zoomed figure in Fig.4.1, the ADRC can be seen
to have a shorter transient time than PI.
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Figure 4.1: Pressure Tracking Response
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Figure 4.2: Flow Rate Response and Control Signals
For the case of variable reference tracking, the selected multiple-step signal is based on the
physical characteristics of the real system. In the real system, the pressure can only be reduced by
using the release valve, not the flow valve. Therefore, we only test the air pressure tracking with a
variable step-up commands, to test the operating range of the pressure control system.
Fig.4.3 and Fig.4.4 show the tracking results together with the input trace from the mathematic
model. The set point is a multiple-step signal with an initial value starting at 3 psi for the first 10
seconds and then jumps to the value of 35 psi and stay there until t = 150 sec. The second step has
an initial value of 35 psi and the final value of 50 psi at t = 150 sec and stay there until t = 300 sec.
The last step jumps to 75 psi at t = 300 sec and stays there until the end of the simulation at t = 400
sec.
From the tracking results, both controllers meet the requirement needs while limit the control
signal to the range of 1 to 5V, without overshoot and 1 percent steady state error. However, the
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result of PI controller has a slower transient response and 0.05 psi steady state error, this is shown
in Fig.4.3. Therefore, it is concluded that ADRC is able to obtain a fast transient response and zero
steady state error.
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Figure 4.3: Multiple Steps Reference Tracking Response
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Figure 4.4: Multiple Steps Reference Flow Rate Response and Control Signals
4.2 Internal Disturbance Rejection
To study internal disturbance rejection, the flow valve size and room temperature are changed
in the mathematic model to simulate the condition of adding internal disturbance to the plant.
Such study is meaningful because replacing a component in the air pressure system is a common
practice in industry during maintenance. In addition, replacing the existing valve with a larger one
can increase the flow rate and decrease the transient response time. The question is how well the
control system performance can be sustained with such variations in the components.
Fig.4.5 shows the results of increasing 4 times the area of the cross-section of the flow valve.
Note that the pressure settling time is only 1/4 of the original settling time. Also, by raising the
flow valve 4 times, the flow rate is increased 4 times as well. Thus, the maximum flow rate is
reached at 5 L=Min shows in Fig.4.6. More importantly, based on the simulation results given in
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Fig.4.5 and Fig.4.6, it is clearly seen that by increasing the valve size to 4 times larger than the
original size, the control performance under PI and and ADRC is quite different. With ADRC,
the change of the plant dynamics is actively rejected and the more robust performance is obtained,
compared to PI.
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Figure 4.5: Tracking Response with Increased Valve Area (by 4 times)
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Figure 4.6: Flow Rate and Control Signal with Increased Valve Area (by 4 times)
Temperature variation is another important factor in process control. With air being compressed
in the tank, the temperature within the tank is raised. Fig.4.7 shows that the air temperature in the
tank has increased from 20 celsius to 40 celsius. From the simulation results it can be seen that
the increase in temperature actually improves the transient response of the ADRC controller but
degrades the transient response of PI, in addition to causing the steady state error as well. Thus,
we conclude that ADRC has better performance than PI in term of temperature variation.
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Figure 4.7: Tracking Response with Increasing Tank Temperature to 40 Celsius
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Figure 4.8: Flow Rate and Control Signal with Increasing Tank Temperature to 40 Celsius
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4.3 External Disturbance Rejection and Noise Sensitivity
External disturbance rejection is probably the most important feature in practice, as well as
the sensitivity to sensor noises. Step–type disturbance and band–limited white noise are added to
control signal and the output feedback signal, respectively. Fig.4.9 and Fig.4.10 show how well
both controllers perform in the presence of the external disturbance and sensor noises.
The physical meaning of the added disturbance is the air leakage in the tank. The timing for
the disturbance to occur is set at 200 seconds, which is after the plant having reached the steady
state. The effect of the disturbance alone is seen at the output. The simulation results, after adding
disturbances of the values of 0.1 and 1.0 respectively, are shown in Fig.4.11 and Fig.4.13. It can
be seen that as the external disturbances are introduced at 200 seconds individually in Fig.4.11
and Fig.4.13, respectively, the output tracking error is corrected immediately by the ADRC at 200
seconds and the disturbance effect is eliminated in less than 0.2 seconds. For the PI controller,
however, the disturbance causes the steady state error that can not be removed. The larger the
disturbance, the larger the steady state error. One can clearly see that after the disturbances are
introduced at t = 200 sec, for the PI controller, the steady state error was caused and it became
larger as the disturbance increases.
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Figure 4.9: Matlab Simulink of Pressure and Flow System with Disturbance
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Figure 4.10: Matlab Simulink of Pressure and Flow System with White Noise
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Figure 4.11: Tracking Response with Disturbance 0.1
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Figure 4.12: Flow Rate and Control Signal with Disturbance 0.1
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Figure 4.13: Tracking Response with Disturbance 1.0
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Figure 4.14: Flow Rate and Control Signal with Disturbance 1.0
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Sensor noises are unavoidable in practice, typically in the range of 0.01 percent to 0.1 percent
of the maximum output value, although some are even worse. The effect of such noises cause
control signal to be very noisy which, in turn, can cause excessive wear and tear in the actuators.
Fig.4.15 shows the sensor noise test results when white noise is introduced to both control system.
From Fig.4.15 it can be seen that both PID and ADRC have the steady state error, because the
control signal u is asymmetrical. This is because physically the upstream pressure of the valve is
92 psig, which is higher than the downstream pressure of 60 psi. Therefore, the valve can only
keep or increase the pressure in the tank, but not decrease it. The noise also causes the tracking
error and control signal to become noisy for both PI and ADRC controllers, as shown in Fig.4.16.
The response of ADRC seems to meet the requirements better.
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Figure 4.15: Tracking Response with 0.001 White Noise
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Figure 4.16: Flow Rate and Control Signal with 0.001 White Noise
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CHAPTER V
EXPERIMENTAL STUDY
From the simulation results, it can be seen that ADRC is capable of realizing all the functions
of PID; moreover, ADRC holds an absolute advantage in terms of disturbance rejection over PID.
In this chapter, PID controller and ADRC controller are implemented in the experimental setup for
the purpose of further validation. Both the reference tracking and disturbance rejection are tested.
The energy consumption comparison is also demonstrated at the end of this chapter.
5.1 Reference Tracking
Because of the deviation of the mathematic model in describing the real system, both the PI
and ADRC algorithms used in the simulation study are slightly modified to control the real system.
All tuning parameters are shown in Table. (5.1). In order to make a fair comparison between the
control bandwidths for both systems are kept at the same value of 6 r/s. All experiments of the
real system are designed corresponding to the simulation studies. The tracking ability and the
disturbance rejection ability are first tested and the experiment results are then explained.
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PI Kp = 6 Ki = 0:01 -
ADRC wc = 6 b0 = 0:6 wo = 6
Table 5.1: PI and ADRC Tuning Parameter for Real System
Similar to the simulation study, a 60 psi step is used as the reference to test the performance
results of the proposed PI and ADRC controllers in the experiments. Fig.5.1 and Fig.5.3 show
that the pressure tracking and flow rate tracking responses of both controllers are nearly the same.
However, from the zoomed in Fig.5.2, it indicates that the PI controller has a 0.5 psi steady state;
no steady state error for ADRC is found. In addition, Fig.5.3 demonstrates that the control signal
of the PI controller has more oscillations than the ADRC controller. In short, the experiment results
are consistent with the simulation results.
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Figure 5.1: Real System Pressure Tracking
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Figure 5.2: Zoomed in Real System Pressure Tracking
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Figure 5.3: Real System Flow Rate Response
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Figure 5.4: Real System Control Signal
The same multiple–step signal as the simulation reference tracking is used to test the tracking
response for the real system. Fig.5.5 illustrates that there is ADRC is able to track the set point but
PI is not during the first segment of the multi-step tracking. Nevertheless, on the second and third
step commands, the both output responses are able to converge to the reference but with some
steady state error in PI, as seen in Fig.5.6.. The flow rate tracking responses are reasonable in
Fig.5.7, and yet the control signal of the PI is more oscillatory than the ADRC.
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Figure 5.5: Pressure Tracking Response of Multiple Step Reference
60 80 100 120 140 160
31
32
33
34
35
36
37
38
39
40
Pressure Tracking
Time (Second)
Pr
es
su
re
 (P
si)
 
 
Reference
ADRC
PI
Figure 5.6: Zoomed in View of Pressure Tracking of Multiple Step Reference
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Figure 5.7: Flow Rate Tracking Response to Multiple Step Reference
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Figure 5.8: Control Signal for Multiple Step Reference
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5.2 Disturbance Study
By opening the back pressure release valve at t = 200 sec, 1 psi leaking of the tank is introduced
in the system after the response reached a steady state. The experimental response to the 1 psi
leakage are shown in Fig.5.9. The zoomed in disturbance rejection period is shown in Fig.5.10,
the PI and the ADRC are able to start correcting the output tracking error at t = 201 sec, and reject
the disturbance to set point in 6 seconds. However, for the PI controller, a big oscillation happened
at t = 204 sec and it continued until t = 206 sec; the steady state error is also appearing in the
graph. The flow rate response is shown in Fig.5.11, at t = 201 sec, and it can be seen that the flow
rate is increased to reject the leaking disturbance, and returns to the original value at t = 206 sec
afterwards.
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Figure 5.9: Real System Pressure Tracking with Disturbance
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Figure 5.10: Zoomed in View of Real System Pressure Tracking with Disturbance
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Figure 5.11: Real System Flow Rate with Disturbance
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Figure 5.12: Real System Control Signal with Disturbance
5.3 Energy Consumption Study
Energy saving is one of the most important factors in industry and the control signal is a very
critical indicator of energy consumption. Through integrating the square of the control signals, the
energy consumption can be obtained. Fig.5.13 shows the energy consumption of the control signal
of regular pressure tracking. It is clear that ADRC consumes less energy than PI at the similar
performance level with perhaps a slightly faster transient response. The energy consumption of
the multiple steps reference pressure tracking is demonstrated in Fig.5.14. Since the ADRC is
more responsive and has better tracking than PI, it is reasonable to see that the PI control spends
less energy. As shown in Fig.5.15, however, ADRC expends significant less energy than the PI
control in disturbance rejection, because of the weakness of the disturbance rejection in PI, leading
to oscillations in the control signal and energy waste. Overall, the ADRC presents higher energy
efficiency.
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Figure 5.13: Controller Energy Consumption of Real System Pressure Tracking
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Figure 5.14: Controller Energy Consumption of Multiple Steps Reference Pressure Tracking
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Figure 5.15: Controller Energy Consumption of Real System Pressure Tracking with Disturbance
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CHAPTER VI
CONCLUSION AND FUTUREWORK
6.1 Conclusion
The purpose of this research is to perform a simulation and an experimental study of two com-
peting, general purpose industrial control solutions: ADRC and PI. To make the studies relevant to
engineering practice, they are performed for a common air pressure control system to regulate the
pressure in a tank by using the flow valve, in the presence of leakage, temperature change and com-
ponents variations. These are all too common in the engineering practice but not systematically
studies in terms of controller selection.
To understand the nature of the problem and to carryout the simulation study, the dynamics
of the pressure system is studied and the mathematical model is established, based on which a
simulation model is constructed. Then, the PI and ADRC control strategies are introduced and
implemented in both simulation and hardware. A set of practical scenarios are used for the study,
including the set point tracking, the internal disturbance rejection, the external disturbance rejec-
tion, and the energy consumption. Based on the results from both the simulation and the experi-
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mental studies, as well as the ease of use, it can be concluded that the ADRC is capable to break
the monopoly PID in this particular class of industrial control problems. In particular, we draw the
following conclusions:
First of all, simple implementation is the main benefits of the PI design, but its parameter tuning
is cumbersome. In this research, the mathematic model of the process are used to guide the PI and
ADRC tuning but, as shown above, it is much more straightforward to understand how ADRC is
tuned. And this removes a major road block in control engineering.
Secondly, from the comparison of the tracking performance in the simulation and experiment
results, we show both ADRC and PID meet the requirement needs. In addition, the experiment
shows that the same tuning parameters of the ADRC can work in a wider range of set point than
the PI control.
Thirdly, the ability of disturbance rejection shows how robust and strong the controller is in
the face of adversities. The ADRC holds an absolute advantage over PI in term of disturbance
rejection in both simulation and experiment results.
Finally, the energy efficiency is another important factor in the controller selection in industry.
The experimental tests demonstrate that ADRC is more energy efficient than PI.
In summary, from the view of controller parameter tuning, the tracking performance, the dis-
turbance rejection capability and the energy consumption, this research shows that ADRC is gen-
erally a better solution than PI and is capable of becoming a default solution for industrial control,
in place of the time-tested PID solutions.
6.2 Future Research
The future work may include implementing the ADRC controllers in distributed control system
(DCS), programmable logic controllers (PLCs) or other forms of digital control to further validate
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the conclusions from this thesis. This can be done starting with the the PLC lab at CSU which
is quite similar to what is being used in industry. For the air pressure control system, the back
pressure regulator can be replaced with a pneumatic valve to make the system multi–variable like
many process control problems. The most common process control system in the industry typ-
ically controls a combination of process variables, such as both pressure and flow. Two valves
produce a multi–input and multi–output system, which will make the research more challenging
and practical.
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