Does memory retrieval occur in a continuous or an all-or-none manner? The shape of the receiver operating characteristic (ROC) has been used to answer this question, with curvilinear and linear memory ROCs indicating continuous and all-or-none retrieval processes, respectively. Signal detection models (e.g., the unequal variance model) correspond to a continuous retrieval process, whereas threshold models (including the multinomial model and the recollection component of the dual-process model) correspond to an all-or-none process. In studies of source memory, Slotnick et al. (2000) and others have observed curvilinear ROCs (supporting the unequal variance model), whereas Yonelinas (1999) observed linear ROCs (supporting the dual-process model). We resolve these seemingly inconsistent results, showing that source memory ROCs are naturally curvilinear but can appear linear when nondiagnostic source information is included in the analysis. Furthermore, the unequal variance model accounted for both recognition memory and source memory ROCs, supporting a continuous process of memory retrieval.
A fundamental question exists pertaining to memory retrieval: Does it occur in a continuous or an all-or-none manner? These two possibilities have been described using two general classes of memory models that describe the cognitive processes of recognition memory (i.e., item memory) and source memory (i.e., memory for contextual information): the continuous or signal detection models (Banks, 2000; Johnson, Hashtroudi, & Lindsay, 1993; Qin, Raye, Johnson, & Mitchell, 2001; Slotnick, Klein, Dodson, & Shimamura, 2000) and the all-or-none or high threshold models (Batchelder & Riefer, 1990; Bayen, Murnane, & Erdfelder, 1996; Riefer, Hu, & Batchelder, 1994;  i.e., the recollection component of the dual-process model, see Yonelinas, 1999) . One method of distinguishing between these two models of memory is to analyze the receiver operating characteristic (ROC; i.e., hit rates plotted against false alarm rates). The shape of the ROC is predicted to be different depending on whether memory retrieval occurs in a continuous or an all-or-none manner. To better understand the basis of the disparate predictions regarding ROC shape, we first consider the main signal detection and threshold models of recognition memory and source memory in the context of a source memory experiment.
Models of Recognition Memory and Source Memory
ROC shape is assumed to depend on the characteristics of the underlying distributions in decision space (Green & Swets, 1966; Macmillan & Creelman, 1991) . Figure 1 shows the decision space dictated by a twodimensional unequal variance signal detection theory model in a standard source memory paradigm. In this example, to-be-remembered words are first spoken in a male or female voice. Later, participants are presented with words previously spoken by the male (male source), words previously spoken by the female (female source), and new words (new) and make a recognition memory and source memory decision. Source memory, in this case, refers to memory for the speaker of a previously presented word. For each word at test, both recognition memory strength and source memory strength are dictated by the underlying Gaussian probability distribution in decision space, where recognition memory strength is defined as the distance (d′) between the male source and new or between the female source and new, each with a distribution standard deviation ratio (σ n /σ s ), whereas source memory strength is defined as the distance (d′) between the male source and female source, also with a standard deviation ratio (σ n /σ s ). This model is associated with a continuous process of memory retrieval, akin to familiarity, associated with both recognition memory and source memory (i.e., a continuous single process un-derlies both types of memory retrieval). A classic onedimensional unequal variance signal detection model of source memory can be observed by projecting the twodimensional female source and male source distributions to one dimension. Two-dimensional recognition memory and source memory model parameters (d′ and σ n /σ s ) are each fit independently in such a one-dimensional space (e.g., Banks, 2000; Slotnick et al., 2000) .
A one-dimensional unequal variance model of source memory is shown in Figure 2A . Decision space also consists of one or more decision criteria that delineate the boundary between different behavioral responses. In the present example, there are six criteria (C 1 -C 6 ) that might correspond to the 7 responses in a confidence rating experiment (1 ϭ very sure female, 2 ϭ moderately sure female, . . . , and 7 ϭ very sure male). For example, on a given trial, if memory strength falls between C 1 and C 2 , a participant will respond "2." Each criterion is associated with a hit rate p("male" response/male source), the area under the male source distribution to the right of the criterion and a false alarm rate p("male" response/female source), the area under the female source distribution to the right of the criterion, which define a point on the ROC ( Figure 2B ). The z-ROC is a related means of assessing the relationship between hit rate and false alarm rate (Figure 2C) and is constructed by plotting the z-transformation (i.e., conversion into standard deviation units; see Macmillan & Creelman, 1991) of ROC hit rates and false alarm rates. The shapes of the underlying distributions in decision space dictate that the unequal variance memory ROC is always curvilinear ( Figure 2B ), whereas the unequal variance memory z-ROC is always linear ( Figure 2C ).
In contrast to the unequal variance model of source memory, Figure 2D presents a two-high threshold model associated with an all-or-none process of source memory retrieval. The all-or-none property of this model occurs because of the two thresholds in decision space that specify the boundaries beyond which the two distributions no longer overlap. Above Threshold 2, for example, a participant completely recollects that an item was pre- . Decision space associated with a two-dimensional unequal variance (UEV) signal detection model of recognition memory and source memory. The recognition memory axis is shown to the right, where recognition memory strength systematically increases from new toward female and male sources. The source memory axis is orthogonal to the recognition memory axis. Recognition memory strength is defined as the distance (d′) between the male source and new distribution and also the distance between the female source and new distribution; source memory strength is defined as the distance between the male and female source distributions. Each distribution can have a unique standard deviation (σ), hence the name unequal variance model. Words previously spoken by a male (male source), words previously spoken by a female (female source), and new words (new) each have a probability of recognition memory strength and source memory strength dictated by their respective underlying distributions (i.e., probability density functions) in decision space.
sented by the male source. By contrast, in the area where the two memory distributions overlap, a participant has no diagnostic source information for an item and can only guess at the source. In other words, in this area of overlap the distributions have a constant ratio, translating into an equivalent (linear) increase in hit rate and false alarm rate with progressively more lenient criterion placement. Because of this, the corresponding two-high threshold memory ROC is always linear (Figure 2E ), whereas the two-high threshold memory z-ROC is always curvilinear (and concave; Figure 2F ).
Memory Model Predictions
The unequal variance signal detection model (Slotnick et al., 2000) assumes that the underlying distributions in decision space are Gaussian (Figure 1 ) and thus predicts that the recognition memory ROC and source memory ROC will be curvilinear, whereas the recognition memory z-ROC and source memory z-ROC will be linear.
The multinomial model (Batchelder & Riefer, 1990; Riefer et al., 1994) assumes that recognition memory is a one-high threshold process (see Macmillan & Creelman, 1991) , whereas source memory is a two-high threshold process. A revised version of the multinomial model assumes that both recognition memory and source memory are two-high threshold processes (Bayen et al., 1996; Yu & Bellezza, 2000) . It follows that the multinomial model predicts that the recognition memory ROC and source memory ROC will be linear, whereas the recognition memory z-ROC and source memory z-ROC will be curvilinear. The dual-process model of memory (Atkinson & Juola, 1974; see Jacoby, 1991) can be viewed as a hybrid between a signal detection model and a threshold model. In this model, both familiarity and recollection are assumed to contribute toward recognition memory. Jacoby's dualprocess model of recognition memory has been placed in the signal detection framework, in which familiarity was modeled as a continuous process, using equal variance Gaussian memory strength distributions in decision space, and recollection was initially modeled as a one-high threshold process (Yonelinas, 1994) . The dual-process model has been extended to include source memory and revised such that recollection is assumed to be a twohigh threshold process (Yonelinas, 1999) . As such, the dual-process model predicts that the recognition memory ROC and the recognition memory z-ROC could be linear or curvilinear, whereas the source memory ROC will be linear and the source memory z-ROC will be curvilinear (when item familiarity is approximately equal, as is generally the case in source memory experiments).
Present Status of Memory Models and Motivation
A number of studies have provided evidence that recognition memory ROCs are curvilinear and recognition memory z-ROCs are linear (Heathcote, 2003; Slotnick et al., 2000; Yonelinas, 1994 Yonelinas, , 1999 . These results argue against the validity of the multinomial model but are consistent with both the unequal variance model and the dual-process model. Given that both the unequal variance model and dual-process model can predict a curvilinear recognition memory ROC, it is inherently difficult to distinguish between these models by assessing the shape of the recognition memory ROC (but see Adams, 1999, and Heathcote, 2003) . Because of this, many investigators have turned to the source memory ROC, which is predicted to be curvilinear by the unequal variance model but linear by the dualprocess model, and the source memory z-ROC, which is predicted to be linear by the unequal variance model but curvilinear by the dual-process model. Source memory ROC and source memory z-ROC results have been inconclusive; Yonelinas (1999) has observed linear source memory ROCs and curvilinear z-ROCs, whereas other investigators have observed curvilinear source memory ROCs and linear z-ROCs (Qin et al., 2001; Slotnick et al., 2000) . One of the aims of the present study is to uncover the basis of these inconsistent source memory ROC/z-ROC results.
Consider, for example, the studies conducted by Yonelinas (1999) and Slotnick et al. (2000) , both of which employed a task in which participants made an old -new confidence rating and a source A/source B confidence rating. There was a key difference in these studiesYonelinas analyzed the data by summing over all levels of old -new response ratings, yielding collapsed source responses to generate the source memory ROC and z-ROC, whereas Slotnick et al. analyzed both collapsed source responses and the source response ratings, corresponding to the highest old -new rating to generate the source memory ROC and z-ROC. Yonelinas observed linear source memory ROCs and curvilinear source memory z-ROCs. However, Slotnick et al. observed that source memory ROCs were more curvilinear (and source memory z-ROCs were more linear) when they were derived from the highest old -new response rating (i.e., refined source memory ROCs/z-ROCs) than when they were derived from all levels of the old -new responses (i.e., collapsed source memory ROCs/z-ROCs).
Why would computing source memory ROCs/z-ROCs from all levels of old -new confidence ratings produce more linear ROCs and more curvilinear z-ROCs than computing these source memory ROCs/z-ROCs from the highest old -new confidence rating? We hypothesize that collapsing over all old -new responses adds "noise" to the source memory data. In other words, participants may be more likely to guess the source of an item when they are unsure whether the item is old or new. Inclusion of guessing responses from lower old -new response ratings may tend to flatten or linearize the memory ROC and make the z-ROC more curvilinear, a possibility echoing that put forth by Ratcliff, McKoon, and Tindall (1994) . Supporting this, DeCarlo (2003) showed that higher recognition memory strength was correlated with higher source memory strength and argued that collapsing over old -new responses can bias parameter estimates. Furthermore, Hilford, Glanzer, Kim, and DeCarlo (2002) have proposed a variant of the unequal variance signal detection model with a parameter that essentially eliminates forgotten items (i.e., studied items with low oldnew response ratings; see the General Discussion section), and have shown that inclusion of such items distorts the source memory ROC/z-ROC. If our hypothesis is correct, participants should be less likely to guess the source when they are confident that the item is old (as shown by DeCarlo, 2003) ; thus high old -new confidence ratings should be associated with a refined (more curvilinear) source memory ROC and (more linear) source memory z-ROC. Although less frequently utilized than collapsed ROCs/z-ROCs, in part due to the need for a dual-judgment paradigm, conditional ROCs/z-ROCs have been constructed for nearly half a century (Clarke, Birdsall, & Tanner, 1959; Macmillan & Creelman, 1991) . In short, we hypothesize that the source memory ROC is naturally curvilinear and the source memory z-ROC is naturally linear but that the ROC can appear linear and the z-ROC can appear curvilinear when including data in which participants guess the source.
We examined this hypothesis in three ways. First, we reanalyzed a dataset from Yonelinas (1999, Experiment 2) in which we assessed the shape of the source memory ROC and z-ROC when derived from old -new confidence ratings that contained diagnostic source informa-tion. Second, we constructed an analytical model to determine the effect of parametric increases of noise on the shape of the source memory ROC and z-ROC. Third, we conducted two experiments to empirically determine whether source memory ROCs are more likely to be linear and source memory z-ROCs are more likely to be curvilinear under conditions of low, compared with high, memory performance (i.e., lower vs. higher diagnostic source information). All of these methods produced results that were consistent with our hypothesis that source memory ROCs are curvilinear but can appear linear under noisy conditions and source memory z-ROCs are linear but can appear curvilinear under noisy conditions. Finally, another aim of the present study was to evaluate the unequal variance model and two-high threshold models of recognition memory and source memory by comparing the shapes of recognition memory ROCs and z-ROCs and source memory ROCs and z-ROCs with those predicted by these models.
REANALYSIS OF YONELINAS (1999)

Method
Data collection and experimental protocol. The data under investigation were collected during a source memory experiment conducted by Yonelinas (1999, Experiment 2) . Twenty-four undergraduates participated in this experiment, and the stimuli consisted of words randomly selected from the Toronto word pool. During the study phase, the participants first heard 80 words presented by a male, followed by 80 words presented by a female; they had been instructed to remember each word and which voice had spoken each word. During the test phase, the participants were presented with a booklet that contained the 160 study words and 80 new words in random order. The participants made two judgments for each word: (1) confidence that the word was in the study phase (1 ϭ sure not studied and 6 ϭ sure studied) and (2) confidence of the word's source (1 ϭ sure female voice and 6 ϭ sure male voice). Summing across the participants, this resulted in a 6 ϫ 6 matrix for words from each of the three sources: the male source, the female source, and new. As illustrated in Table 1 , the response matrices were organized such that each row corresponded to each of the 6 old -new confidence ratings (e.g., the top row referred to very sure old) and each column corresponded to each of the 6 source confidence ratings (e.g., the first column referred to very sure female). In this paradigm, words were grouped by speaker at study, such that differential source familiarity could have been used to some degree during source memory judgments. However, according to dual-process theory, the linear source ROCs observed by Yonelinas (1999) indicate that the sources in this paradigm were of similar familiarity (otherwise, source ROCs would have been curvilinear) and source judgments can be assumed to rely for all practical purposes solely on the process of recollection (i.e., a two-high threshold model).
Collapsed ROC/z-ROC construction. When we plotted the collapsed source memory ROC, we summed the male source and female source response data over all of the old -new ratings, thus converting each two-dimensional response matrix into a onedimensional response matrix (bottom rows in Table 1 ; note that if the participants only made source ratings, without old -new confidence ratings, this would effectively be the same as collapsing over old -new ratings). Frequencies were then computed for each of the six source ratings. After this, the male source was arbitrarily designated as the target, and the source ratings were cumulated in the direction of decreasing confidence "male" (right to left), resulting in a series of hit rates. Similarly, the female source frequencies were cumulated in the same direction, resulting in a series of false alarm rates. A plot of these hit rates versus false alarm rates defined the collapsed source memory ROC (for additional procedural details on ROC construction, see Macmillan & Creelman, 1991) . The source memory z-ROC consisted of the z-transformation of the ROC points. The old -new recognition memory ROC and z-ROC were computed in a similar manner by first collapsing over source ratings (yielding the right columns in Table 1 ) and then comparing the male source and new (male vs. new) with the female source and new (female vs. new). Models were fit using the maximum likelihood procedure (Press, Teukolsky, Vetterling, & Flannery, 1996) , where the best-fit two-high threshold model was determined by fitting a line to the ROC and the best-fit unequal variance model was determined by fitting a line to the z-ROC.
Refined source memory ROC/z-ROC construction. Because source memory strength is dependent on old -new confidence rating, in that higher confidence "old" responses are associated with greater source memory (DeCarlo, 2003; Slotnick et al., 2000) , the data used to construct the refined ROC/z-ROC was restricted to the source response matrix rows that contained diagnostic source information (see Table 1 ). A source memory ROC corresponding to each old -new confidence rating was constructed in the same manner as the collapsed source memory ROC. Then, the unequal variance model was fit to each of these ROCs, resulting in associated values of d′ and σ n /σ s (the ratio of female source standard deviation to male source standard deviation in decision space). Only old-new confidence ratings that resulted in a d′ significantly greater than zero (i.e., the top two rows of the male and female source response matrices, see the Results section), as assessed by using a two-tailed t test, were collapsed and then used to plot the refined source memory ROC and z-ROC. Chi-square analysis. Chi-square (χ 2 ) analysis directly assesses the deviation between each model's predicted ROC/z-ROC and the empirically derived ROC/z-ROC (Heathcote, 2003; Slotnick et al., 2000) . Specifically, the χ 2 value is calculated by using the difference between the hit rates associated with the best-fit model and the hit rates that are measured. A large χ 2 value indicates a poor fit, whereas a small χ 2 value indicates a good fit. A fit is considered adequate if the χ 2 value is sufficiently small ( p Ͼ .05).
Linearity analysis. Linearity analysis tests whether the ROC or z-ROC has a significant linear component and whether the addition of a quadratic component results in a significantly better fit. A line is fit to the ROC or z-ROC and then, separately, a line plus a quadratic component are fit (with quadratic coefficient c). Regression is conducted in the x direction and y direction, and only the fits with the lowest sum-of-squares error between the model and the data are used. If the addition of a quadratic term significantly improves the fit over the linear fit alone (at p Ͻ .05), the ROC or z-ROC is considered curvilinear; otherwise, the ROC or z-ROC is considered linear (i.e., p Ͼ .05; Hilford et al., 2002; Slotnick et al., 2000; Yonelinas, 1999) . It should be noted that the parabolic curvature associated with a quadratic component, defined by the exponent of 2 in the cx 2 term, is not the same as the ROC curvature predicted by the unequal variance model or the z-ROC curvature predicted by the two-high threshold model. As such, linearity analysis should be considered a general test of ROC or z-ROC curvature.
Results and Discussion
The recognition memory ROCs and z-ROCs (male vs. new and female vs. new) are shown in Figure 3 , and the associated parameters are illustrated in Table 2. The top  of Table 2 is segregated by d′ and σ n /σ s values, given by the best-fit unequal variance model. The χ 2 analysis results are separated into two columns (χ 2 and significance value) associated with the unequal variance model and two columns associated with the two-high threshold model. The ROC and z-ROC linearity analysis results (in the middle and bottom of Table 2 ) divide eight columns equally between the linear fit (R 2 , F, MS e , and significance) and the quadratic component (F, MS e , significance, and c). The χ 2 analysis indicated that only the female versus new recognition memory ROC was adequately fit by the unequal variance model, while neither recognition memory ROC was adequately fit by the two-high threshold model. The linearity analysis showed that both recognition memory ROCs were curvilinear (as indicated by the significant quadratic components), whereas the male versus new recognition memory z-ROC was linear and the female versus new recognition memory z-ROC was curvilinear.
Figures 4A and 4D show the source memory ROC and z-ROC that were empirically derived by collapsing over all of the old -new ratings (collapsed source memory ROC/z-ROC) as well as the best-fit two-high threshold and unequal variance models. Results from the χ 2 analysis and the linearity analysis of the collapsed source memory ROC are shown in Table 2 . The χ 2 analysis indicates that neither model adequately fit the collapsed source memory ROC (both ps Ͻ .001), whereas the linearity analysis indicated that the collapsed source memory ROC was linear and the collapsed source memory z-ROC was curvilinear, in support of the two-high threshold model (i.e., the addition of a quadratic component did not significantly improve the fit to the ROC [p ϭ .062], but did significantly improve the fit to the z-ROC [p ϭ .012] ). The fact that the χ 2 analysis results indicated that the two-high threshold model did not provide an adequate fit, whereas the linearity analysis results indicated that the ROC was linear and the z-ROC was curvilinear (as predicted by the two-high threshold model) would at first blush appear to be inconsistent with regard to the shape of the collapsed source memory ROC. However, as was stated previously, linearity analysis is only sensitive to quadratic deviations from linearity, whereas χ 2 analysis is sensitive to any deviation from linearity (i.e., it is a direct assessment of the ROC/z-ROC curvature predicted by either model). It follows that the collapsed source ROC indeed deviated from linearity, but in a nonquadratic manner (e.g., cubic or some other type of nonlinearity). Thus, again, neither model adequately fit the collapsed ROC.
The ROCs/z-ROCs illustrated in Figures 4B and 4E were derived from highest to lowest old -new confidence ratings (Table 1 ) and corresponded to unequal variance model d′s of 1.45 Ϯ .057, 0.34 Ϯ .053, 0.14 Ϯ .068, Ϫ0.17 Ϯ .059, Ϫ0.02 Ϯ .062, and 0.01 Ϯ .087, respectively. Only the top two rows of the response matrix corresponded to a source memory d′ that was significantly different from 0 ( p Ͻ .05). That is, the bottom four rows of the response matrix contained nondiagnostic source information (i.e., noise); these four rows made up 42.84% of the total responses, taken as the percentage of noise in the collapsed source memory ROC/z-ROC. Note that this definition of noise-the percentage of responses without diagnostic source information-will be used in the remainder of the article to quantify noise level, thereby allowing us to more accurately assess the effect of noise on the shape of the ROC and z-ROC. Given that only the top two rows contained relevant source memory information, they were used to construct the refined source memory ROC and z-ROC ( Figures 4C and 4F ). The refined source memory ROC was curvilinear and the z-ROC was linear (see Table 2 ), as indicated by the χ 2 analysis, in which the unequal variance model provided an adequate fit ( p ϭ .58) whereas the two-high threshold model did not ( p Ͻ .001), and the linearity analysis, with a significant ROC quadratic component ( p Ͻ .05) and a nonsignificant z-ROC quadratic component. Therefore, the reanalysis of the Yonelinas (1999) data was consistent with our hypothesis that source memory ROCs are naturally curvilinear and z-ROCs are naturally linear when they contain only diagnostic source information.
NOISE DISTORTION OF A CURVILINEAR ROC
Method
Curvilinear ROC/linear z-ROC model. To further test our hypothesis that curvilinear source memory ROCs will become more linear and linear source memory z-ROCs will become more curvilinear with the addition of noise, we conducted a simulation. The overall strategy was to determine the effect of noise on the shape of a curvilinear ROC/linear z-ROC by first modeling the refined source memory ROC from Yonelinas's (1999) dataset, and then parametrically increasing the level of noise.
An unequal variance signal detection model, necessarily yielding a curvilinear ROC/linear z-ROC ( Figures 2B and 2C ) was constructed to match the refined source memory ROC parameters obtained in the reanalysis of Yonelinas (1999, Experiment 2) . In the context of this simulation, we refer to the refined source memory ROC/z-ROC as the 0% noise condition. The model was constructed by first setting d′ to 1.19 and σ n /σ s to 1.05 (matching Yonelinas's [1999] parameters listed in the 4th row of Table 2) ; these values were used to generate artificial source confidence ratings. Specifically, the total number of confidence rating responses in the model was designed to increase linearly from that used to construct Yonelinas's (1999) refined source memory ROC (0% noise) to that used to construct Yonelinas's (1999) collapsed source memory ROC (43% noise). In this way, the model was representative of two points on a continuum of possible noise percentages, to mirror the Yoneli- nas (1999) reanalysis results. Criteria were iteratively selected such that the leftmost and rightmost points of the model ROC were similar to Yonelinas's (1999) refined source memory ROC ( Figure 4C) ; intermediate criteria in the model were equally spaced (explaining the slight deviation between Yonelinas's (1999) refined source memory ROC parameters and the model parameters associated with 0% noise). The noise confidence ratings in the model (used when noise was greater than 0%) were resampled from the frequencies in the collapsed bottom four rows from Yonelinas's (1999) response matrix (which contained no diagnostic source information; see Table 1 ).
To simulate variability in the data, hit rates at the 0% noise level were randomly jittered, using unit variance Gaussian noise, weighted by the variance at each point (assuming binomial statistics). This jitter was held constant for all other noise levels, thus avoiding the potential confound between jitter and noise level. The fraction of noise responses, as a function of the total number of responses, was parametrically varied from 0%-100% in increments of 5%. At each level of noise, the model ROC and z-ROC was assessed, using both χ 2 analysis and linearity analysis. If our hypothesis is correct, the modeling results should show that systematic increases in noise are associated with increasingly linear ROCs and increasingly curvilinear (concave) z-ROCs. Table 3 and Figure 5 show the results of the parametric addition of noise to a model of Yonelinas's (1999) refined source memory ROC and z-ROC. As expected, the unequal variance parameter d′ is similar for the model ROC at 0% noise, as compared with Yonelinas's (1999) refined source memory ROC (1.23 vs. 1.19), and 43% noise, as compared with Yonelinas's (1999) collapsed source memory ROC (0.82 vs. 0.79, the former value being estimated by linear interpolation). Also as expected, d′ systematically decreased to zero as percent noise increased and σ n /σ s was relatively constant.
Results and Discussion
In support of the hypothesis under investigation, the quadratic component c in the ROC linearity analysis decreased with increasing noise, indicating a systematic flattening of the ROC. The decreasing significance of the quadratic component with increasing percent noise ultimately resulted in a failure to reach significance at 40% noise ( p ϭ .054). At the 43% noise level, the model p value of the quadratic component was equal to .059, which is comparable to the collapsed ROC linearity analysis quadratic p value of .062 reported by Yonelinas (1999, Experiment 2). The linear fit also systematically improved with increasing noise levels, as assessed by increases in both R 2 and F values. Also supporting our hypothesis is the fact that the quadratic component in the z-ROC linearity analysis initially increased with increasing noise (and was concave, as predicted by the two-high threshold model), becoming significant at 30% noise ( p ϭ .042), whereas the linear fit R 2 and F values initially decreased. The value of the z-ROC quadratic component at the 43% noise level for the model (c ϭ 0.19) was similar to that reported by Yonelinas (c ϭ 0.26; 1999, Experiment 2) indicating that addition of noise can produce concave curvature of the z-ROC. Chi-square analysis proved to be more sensitive than the linearity analysis, in that the addition of 25% noise or greater failed to result in an adequate fit for the unequal variance model ( p Ͻ .01). The two-high threshold χ 2 analysis results showed a systematically better fit with increasing noise, which is also consistent with ROC flattening/z-ROC bending, ultimately resulting in an adequate fit at 90% noise.
EXPERIMENTS
The previous reanalysis of data from Yonelinas (1999, Experiment 2) and the simulation are consistent with our hypothesis that source memory ROCs are naturally curvilinear and source memory z-ROCs are naturally linear. The reanalysis results indicate that source memory ROCs only appear linear and source memory z-ROCs only appear curvilinear when they are derived from data that include nondiagnostic source information, such as contained in the collapsed source memory ROC/z-ROC. In addition, our simulation showed that a curvilinear ROC becomes more linear and a linear z-ROC becomes more curvilinear as noise increases. In the next section, we test our hypothesis empirically.
We conducted two experiments to examine the prediction that source memory ROCs are more linear and source memory z-ROCs are more curvilinear under conditions in which participants are more likely to guess the source. Specifically, we manipulated encoding conditions such that in Experiment 1, participants were given a limited amount of time to study each item (to evoke a relatively lower level of processing), whereas in Experiment 2 participants were given as much time as they needed to study each item (to evoke a relatively higher level of processing). Because the experiments were nearly identical, a single description will follow, with differences noted accordingly. These experiments were analyzed using the methods described earlier to provide evidence pertaining to the shape of both the recognition memory ROCs/z-ROCs and source memory ROCs/z-ROCs.
Method
Participants and Materials. Experiment 1 was conducted at the University of Virginia, where 15 undergraduates were each paid $10.00/hour for participation. Experiment 2 was conducted at Johns Hopkins University, where 15 undergraduates were each paid $8.00/hour for participation. The stimulus set for each participant consisted of 250 words randomly selected from the Toronto word pool. This set of words was divided into three 80-word lists-one female word list, one male word list, and one new word list-and 10 noncritical buffer words. The female word list and male word list, randomly intermixed, were used to construct the study list, whereas all three lists, also randomly intermixed, were used to construct the test list. All words were presented visually during both study and test phases. In addition, female and male words in the study phase were presented auditorily in the appropriate voice. Custom presentation/data acquisition software was written in MAT-LAB (Mathworks, Inc., Natick, MA).
Procedures. During the study phase, words were presented sequentially. To diminish primacy and recency effects, five buffer words were presented at the beginning and end of the study phase. The participants were told that they would hear a very long list of words and that they should try to use specific associations (e.g., "imagine the male or female speaker interacting with the object") in order to remember who spoke the word. Speed and accuracy (i.e., vividness) of making the association were stressed as equally important. In Experiment 1, study words were presented for 2 sec, thereby limiting encoding time. In Experiment 2, encoding time was self-paced, and the participants were instructed to press "enter" after an association was made. These encoding time differences were expected to elicit weaker memory strength (i.e., greater noise) in Experiment 1 as compared with Experiment 2.
Immediately following the encoding phase, the 240 words from the test list were presented. The participants made two judgments for each word: (1) confidence that a word was from the study phase (1 ϭ very sure new, 2 ϭ moderately sure new, 3 ϭ less sure new, 4 ϭ don't know, 5 ϭ less sure old, 6 ϭ moderately sure old, and 7 ϭ very sure old) and (2) confidence of the word's source (also using responses ranging from 1 ϭ very sure female to 7 ϭ very sure male). If the participants were very sure a word was new, they were told to respond "4" on the source judgment. In addition, they were instructed not to use the endpoints of the response scale alone or to evenly distribute their responses, but rather each response was to reflect the specific memorial experience relating to a given word.
Analysis. The response matrices from both experiments (Tables 4 and 5), each summed across participants, were subjected to the same group analysis procedure as that used in the reanalysis of data from Yonelinas (1999, Experiment 2). Moreover, an individual participant analysis was conducted to (1) allow for post hoc parameter comparisons within or between experiments, using a onetailed t test (using between-participant variability to estimate variance) and (2) to ensure that the results reported were not due to averaging effects (Brown & Heathcote, 2003) . 
Results and Discussion
The recognition memory ROCs and z-ROCs (male vs. new and female vs. new) are shown in Figure 6 , with associated parameter values in Table 6 . The χ 2 analyses indicated that all recognition memory ROCs/z-ROCs were adequately fit by the unequal variance model, whereas the two-high threshold model did not provide an adequate fit in any case (Table 6 ). The individual participant χ 2 analysis results (Table 7) were generally consistent with the group χ 2 analysis, with the two-high threshold model not providing an adequate fit in any case and the unequal variance model not fitting either recognition memory ROC/z-ROC in Experiment 1 but providing an adequate fit to both recognition memory ROCs/z-ROCs in Experiment 2. To better assess the inadequate fits of the models to the recognition memory ROCs/z-ROCs in Experiment 1, the number of individual participant ROCs/z-ROCs that were adequately fit by each model were tallied, and the unequal variance model provided a significantly greater number of adequate fits than did the two-high threshold model (male vs. new, unequal variance model fit 11/15, two-high threshold model fit 0/15; female vs. new, unequal variance model fit 10/15, twohigh threshold model fit 0/15; both p values Ͻ .001, Fisher exact test). The χ 2 results were complemented by the linearity analysis, showing that all recognition memory ROCs were curvilinear (as indicated by the significant quadratic components) and all recognition memory z-ROCs were linear (with no significant quadratic components).
To determine whether weaker memory strength was associated with a more linear source memory ROC, the collapsed source memory ROC results are considered first (see Figures 7A and 7C and Table 6 ). Our encoding manipulation had the desired effect; the percent noise in Experiment 1 (43%) was significantly greater than that in Experiment 2 (35%; p Ͻ .001). This reduction in noise level across experiments was further illustrated by a significantly higher d′ corresponding to the collapsed source memory ROC in Experiment 2 (1.27), as compared with Experiment 1 (1.02; p Ͻ .001).
We next assessed the shape of the collapsed source memory ROCs and z-ROCs in the two experiments. In agreement with our hypothesis, the collapsed source memory ROC was more curvilinear in Experiment 2 than in Experiment 1. Specifically, the quadratic component was significantly greater in Experiment 2 (Ϫ1.04) than in Experiment 1 (Ϫ0.64; p Ͻ .05). Although the collapsed source memory z-ROC was not significantly more linear in Experiment 2 than in Experiment 1, the small change in the value of the quadratic component (0.25 and 0.26, respectively) was in the predicted direction and of the same magnitude of change (0.01) shown in our simulation at the same noise levels (see Table 3 , right column). In other words, the collapsed source memory ROCs are more linear (and the collapsed source memory z-ROCs are slightly more curvilinear) when participants are less likely to remember diagnostic source information. This result provides empirical evidence that increasing noise makes the ROC more linear and the z-ROC more curvilinear, which is consistent with the reanalysis of data from Yonelinas (1999, Experiment 2) and our simulation results.
The χ 2 analysis of the collapsed source memory ROCs/ z-ROCs of both experiments showed that neither the unequal variance model nor the two-high threshold model provided an adequate fit. In contrast, the unequal variance model adequately fit both refined source memory ROCs/z-ROCs (Table 6 ). The identical pattern of results for the collapsed and refined source memory ROCs/ z-ROCs was observed in the individual participant χ 2 analysis (Table 7) . These results replicate our reanalysis results of Yonelinas's (1999, Experiment 2) data. The linearity analysis results, however, were mixed. The collapsed and refined ROCs in both experiments were curvilinear, given that all quadratic components were significant. The collapsed source memory z-ROCs in both experiments and the refined source memory z-ROC in Experiment 1 were also curvilinear, which is not consistent with either the unequal variance model or the two-high threshold model. However, the refined source memory z-ROC in Experiment 2 was linear, as predicted by the unequal variance model. Overall, the results are consistent with our hypothesis that an increase in noise is associated with greater ROC linearity/z-ROC curvilinearity, as indicated by the significantly larger quadratic component for the refined than for the collapsed source memory ROC in both experiments (Experiment 1, Ϫ1.45 vs. Ϫ0.64, p Ͻ .001; Experiment 2, Ϫ2.31 vs. Ϫ1.04, p Ͻ .01) and by the smaller quadratic component for the 
GENERAL DISCUSSION
Does source memory retrieval occur in an all-or-none manner or in a continuous manner? High threshold models (e.g., Batchelder & Riefer, 1990; Yonelinas, 1999) predict that source memory is an all-or-none process, whereas signal detection models (e.g., Johnson et al., 1993; Slotnick et al., 2000) predict that source memory is a continuous process. Yonelinas (1999) observed linear source memory ROCs and curvilinear z-ROCsmarkers of an all-or-none process-whereas Slotnick et al. and others observed curvilinear source memory ROCs and linear z-ROCs (Qin et al., 2001 ; see also Hilford et al., 2002) , supporting a continuous process. We have resolved these seemingly inconsistent results by showing that source memory ROCs are naturally curvilinear and source memory z-ROCs are naturally linear but can appear linear and curvilinear, respectively, when the source memory ROC/z-ROC is computed from data that includes frequent guessing (i.e., noise). Specifically, we reanalyzed a dataset of Yonelinas (1999) and showed that the source memory ROC is curvilinear and z-ROC is linear when it is derived from data that only include diagnostic source information (i.e., the refined source memory ROC/z-ROC). The source memory ROC was shown to be linear and source memory z-ROC was shown to be curvilinear only when it was based on data that included many guessing responses (i.e., the collapsed source memory ROC/z-ROC). In addition, we constructed a model and showed that systematically adding noise linearizes-or flattens-a curvilinear source memory ROC and makes a linear z-ROC more curvilinear. Finally, we experimentally examined our hypothesis that source memory ROCs become more linear and source memory z-ROCs become more curvilinear under conditions in which participants are less likely to remember diagnostic source information. As predicted, these experiments revealed that source memory ROCs are more linear under noisy conditions and source memory z-ROCs are more curvilinear under noisy conditions.
The present results also speak to distinguishing between models of recognition memory and source memory. In five of the six empirical examples evaluated, linearity analysis showed that the recognition memory ROCs were curvilinear and the z-ROCs were linear, replicating previous findings (Heathcote, 2003; Slotnick et al., 2000) . These results are inconsistent with a two-high threshold model, thereby arguing against the multinomial model as a viable model of recognition memory. The χ 2 analysis provided convergent results as the unequal variance model provided an adequate fit in five of the six recognition memory ROCs/z-ROCs evaluated (while the twohigh threshold model never provided an adequate fit). As we have pointed out before (Slotnick et al., 2000) , it is quite astounding that the two-parameter unequal variance model so frequently provides an adequate fit to such a complex cognitive process as recognition memory. The linearity analysis of our two experiments indicated that both the collapsed source memory ROC and z-ROC were curvilinear (which is not predicted by either the unequal variance model or two-high threshold model), failing to replicate Yonelinas (1999) , who observed linear ROCs and curvilinear z-ROCs. By contrast, the linearity analysis of the refined source ROCs/z-ROCs, both from the reanalysis of Yonelinas's (1999, Experiment 2) data and our two experiments, revealed a curvilinear refined source memory ROC in all cases and a linear refined source memory z-ROC in two of three cases. The refined source ROC/z-ROC pattern of results argues against the two-high threshold models of source memory (i.e., the multinomial model and dual-process model), but is consistent with the unequal variance model of source memory. Similar to the recognition memory results, the unequal variance model provided an adequate fit to the refined source memory ROC/z-ROC in all cases, whereas the two-high threshold model never provided an adequate fit. It should also be mentioned that according to the dual-process model, the refined source memory ROCs/z-ROCs were constructed from the data in which recollection (a two-high threshold process) would be expected to play the largest role (i.e., at the highest confidence "old" level). However, the observed refined source memory ROCs and z-ROCs were relatively more curvilinear and linear, respectively, than were the collapsed source memory ROCs and z-ROCs, which is in direct opposition to the pattern of results predicted by the dualprocess model.
In summary, the present recognition memory results disconfirmed the multinomial model and the present source memory results disconfirmed the multinomial model and the dual-process model (i.e., two-high threshold models of source memory). Both recognition memory results and source memory results, however, were largely consistent with an unequal variance model of memory retrieval.
The present results question previous reports of linear associative memory ROCs/curvilinear z-ROCs (Yonelinas, 1997; Yonelinas, Kroll, Dobbins, & Soltani, 1999) , used as evidence to support the dual-process model (i.e., a high-threshold model under conditions of equal item familiarity). In those studies, the associative memory ROCs/z-ROCs were effectively collapsed (because oldnew recognition ratings were not collected), which may have led to the linearization of the associative memory ROCs and produced more curvilinear z-ROCs. Supporting this possibility, Kelley and Wixted (2001) conducted multiple associative memory experiments using weak and strong associative memory strength conditions, similar to the present experiments. In the weak conditions, which approximately matched the associative memory strength of Yonelinas's studies, the χ 2 analysis results were inconclusive, sometimes supporting the two-high threshold model and sometimes supporting the unequal variance model. However, in the strong conditions, the unequal variance model provided an adequate fit in all cases, whereas the two-high threshold model never provided an adequate fit. These associative memory results parallel the present source memory results and indicate that when there is little diagnostic associative memory information (as in the weaker source memory strength conditions), the naturally curvy associative memory ROC may be flattened and appear linear, and the naturally linear associative memory z-ROC may appear more curvilinear.
The unequal variance memory model supported here is fully consistent with a variant of the classic signal detection model (Hilford et al., 2002) . In that model, an additional parameter defines the proportion of items that were unsuccessfully encoded; these items are forgotten and treated as new. The additional parameter in this model does not represent a threshold process (as recollection does in the dual-process model), because forgotten items are modeled as part of the new Gaussian distribution such that there are no thresholds in decision space above or below which any distribution exists in isolation (i.e., the marker for a threshold model; see Figure 2D ). Hilford et al. (2002) essentially remove the effect of forgotten items from the source memory analysis by fitting an additional parameter. In the refined source memory ROC/z-ROC analysis used in the present study, we re- moved the same items (i.e., forgotten items, with lower old -new confidence ratings). Thus, both procedures eliminate noise from the source memory analysis but operate in slightly different ways.
The same line of argument for refining the source memory ROC/z-ROC might also be made for refining the recognition memory ROC/z-ROC, given that they are typically collapsed over source response ratings. In the male source versus new comparison, for example, male items might be incorrectly remembered as female items (i.e., source confusion), and new items might be falsely remembered as female items (i.e., false memories). A potential difficulty in producing the refined recognition memory ROC/z-ROC is that unlike the source memory analysis in which the lower recognition memory confidence ratings contain no diagnostic source information (allowing for an objective method to remove noise), all source memory confidence ratings contain old -new recognition memory information (see Tables 1, 4 , and 5). Still, the percent noise in the collapsed recognition memory ROC/z-ROC could be estimated from source memory ratings representing the source of interest and including a fraction of those in the direction of the alternative source (which manifests the effects of source confusion or false memory). For example, within the male source and new response matrices shown in Tables 4 and 5 (corresponding to the male source vs. new comparison), columns 1-3 could be taken as containing no diagnostic recognition memory information (and similarly, columns 5-7 could be considered nondiagnostic for the female source vs. new comparison). However, using this procedure, the collapsed recognition memory ROCs/z-ROCs from our two experiments contained 12%-18% noise, which is substantially lower than the 35%-43% noise in the collapsed source memory ROCs/z-ROCs. Given these relatively low recognition memory noise levels, one might expect little distortion of the collapsed recognition memory ROC/z-ROC, obviating the need to compute a refined recognition memory ROC/z-ROC. Indeed, the present results and previous results (Heathcote, 2003 ; Slotnick et al., 2000) indicate that collapsed recognition memory ROCs/z-ROCs are well fit by an unequal variance model; therefore, the distortion of the recognition memory ROC/z-ROC due to collapsing over source memory response judgments appears to have little (if any) measurable effect and may well be ignored for all practical purposes.
The present analysis provides support for an unequal variance model of recognition memory and source memory and rules out two-high threshold models (i.e., the multinomial model and dual-process model) as viable models of recognition memory and source memory. However, the present results do not rule out all threshold models, and more complex multithreshold models may represent our pattern of results. To determine the degree to which this might be so (given that the two-high threshold model never provided an adequate fit), we fit a threethreshold model (i.e., a combination of the two-high threshold model and Luce's [1963] low threshold theory model) and a four-threshold model (i.e., a combination of the two-high threshold model and Green's two-threshold model; see Swets, 1964) to the three refined source memory ROCs from the present study. Although the fourthreshold model provided an adequate fit in all cases, such a model is associated with five states of memory retrieval (vs. three states for the two-high threshold model). A fivestate model goes well beyond any reasonable model of recognition memory and source memory that has been proposed to date; in fact, such multithreshold models have been considered variants of unequal variance signal detection models (Swets, 1964) . Therefore, the unequal variance model of recognition memory and source memory is the most parsimonious in that it adequately fits the data and is associated with a defensible cognitive process.
The two-high threshold model assumes all-or-none memory for source, whereas the unequal variance model assumes a continuum of memory strength from no memory to complete memory for source. In support of the unequal variance model, Dodson, Holland, and Shimamura (1998) have shown that recollection is not an all-or-none process; participants often remember the correct gender of a previously heard speaker when they are unable to remember the particular speaker. Further evidence for partial source memory has been shown to occur during source confusion (Dodson & Johnson, 1996) , and more recently in a source memory remember/know paradigm (Hicks, Marsh, & Ritschel, 2002) , where a high rate of correct source trials was associated with "know" responses (according to the dual-process model, correct source responses should be largely mediated by recollection and thus should be associated with "remember" responses).
The present results provide compelling support for an unequal variance model of both recognition memory and source memory. Considering this, the all-or-none process of memory retrieval (as assumed in the multinomial model and the recollection component of the dual-process model), although intuitively appealing, should be reconsidered as a viable description of memory retrieval. On the basis of the present evidence, we argue that the vast range of memorial experiences, from incomplete memories to extremely vivid memories that seem to be all-ornone would be better construed as continuous in nature.
