Abstract. We study processes that consist of deterministic evolution punctuated at random times by disturbances with random severity; we call such processes semistochastic. Under appropriate assumptions such a process admits a unique stationary distribution. We develop a technique for establishing bounds on the rate at which the distribution of the random process approaches the stationary distribution. An important example of such a process is the dynamics of the carbon content of a forest whose deterministic growth is interrupted by natural disasters (fires, droughts, insect outbreaks, etc.).
For detailed description of the minorization and drift conditions see Section 3.2, in 23 particular, equations (19) and (20) .
24
While the problem of modeling the carbon content of an ecosystem was the orig-
25
inal inspiration for this project, our work can be applied to any problem admitting 26 a semistochastic model, i.e., population dynamics, optimal harvesting, virus repro-27 duction, and some of the problems mentioned previously in this Introduction.
28
What follows is a brief introduction to the concept of a semistochastic process. By 29 semistochastic process we mean a continuous-time, continuous-state process {X t }, 30 with state space X , which consists of intervals of deterministic evolution punctuated 31 by random events. The random events we typically consider occur on time-scales 32 much larger than the typical inter-event time, and are modeled as instantanteous 33 events. These processes are assumed to be doubly-stochastic in the sense that there 34 is a random severity associated to each event as well as the random time at which 35 it occurs. Consequently, these types of processes are quite different from other 36 types of stochastic processes and can be used to model dynamical systems that 37 lack conservation laws, see [17, 42] . Semistochastic processes do share some com- with determnistic growth and replaces the deterministic "clearing" with randomly 43 occurring disturbances.
44
The operator-theoretic framework which we set up to study the dynamics of 45 semistochastic processes applies equally well to both scalar-and vector-valued sto-46 chastic processes, but we restrict our attention to scalar processes when deriving bounds on convergence rates. In the scalar case we are thus interested in sample 48 paths that are piecewise continuous, right-continuous, and have left-hand limits almost surely (càdlàg). We furthermore focus our attention on disturbances that 1 correspond to a diminishing in value. The model that one should have in mind is 2 the carbon content in a forest that grows deterministically and is interrupted and 3 random times by natural disasters which reduce the amount of carbon. We should 4 note that the techniques we use can be adapted to handle more general disturbances 5 as well.
6
In the time between two consecutive disturbances, {X t } evolves deterministically, 7 governed by the autonomous ordinary differential equation
To describe when the disturbances occur, we specify a rate function Λ(x) which is 9 a measure of the instantaneous rate of occurrence of the disturbances. We refer to 10 Λ(x) as the jump rate for the process.
11
Our problem gains another element of randomness from the varying severity of 12 the disturbances. In order to describe this severity, we introduce random variables
13
Y − n and Y n corresponding to the n th pre-and post-disturbance values, respectively.
14 If the n th disturbance occurs at time T , then Y − n and Y n are defined via
In the simplest case, we can then model the severity by stipulating a multiplicative relation between Y − n and Y n . An additional random variable, A n is then defined by setting
n th Disturbance
x(t) Figure 1 . Schematic for pre-and post-disturbance levels.
16
Having specifed the types of processes we propose to study, we now mention 17 some works that study similar processes, but usually under different assumptions
18
or with different goals. The most common difference is due to the fact that most
19
of the research on semistochastic processes is concerned with population dynamics,
20
and demographers generally study processes with discrete state-spaces. 
We assume throughout that the vector field v(x) admits a unique global solution 
We assume that the occurrences of disturbances have a distribution related to a 1 jump rate parameter Λ(x) given by 2 P(disturbance occurs in (t, t + ∆t] | X t = x) = Λ(x) ∆t + o(∆t) as ∆t → 0. Furthermore, to determine the severity of individual disturbances, we 3 define the multiplier density, ρ(x, α), with the property that for any a ∈ (0, 1)
where Y n is the n th post-disturbance random variable and Y − n is the n th pre-5 disturbance random variable. It will be convenient to introduce the quantity ζ(x) 6 to denote the expected fractional loss resulting from a single disturbance,
Thus larger values of ζ(x) correspond to an expectation of more severe disturbances 8 and the limiting value ζ = 0 would result in purely deterministic growth.
9
All of this can be consolidated by specifying the infinitesimal generator L of {X t }.
10
The action of L on observables f from the appropriate Banach space is then given
Corresponding to the generator L is a Markov semigroup U t which can be specified 13 by its action on observables:
If the distribution of X 0 is µ 0 , then the distribution of X t is
In order to quantify the convergence rates, we use the total variation distance d TV 16 defined for any two distributions, µ 1 and µ 2 , by
We are now ready to state our first result.
18
Theorem 2.1. Let {X t } be a semistochastic process with generator (6) on the state
, for some constants λ * and λ * ,
21
(ii) ρ(x, α) ≥ ρ * for all x ∈ X and α ∈ [0, 1], for some constant ρ * > 0,
22
(iii) the function v is non-negative, Lipschitz, and v(0) = 0 with v(x) = 0 for at 23 most finitely many x.
24
Then {X t } converges exponentially fast to its unique stationary distribution π.
25
Namely, for any time increment ∆t > 0, and any initial distribution µ 0 ,
where
and φ and ψ defined in (3). small, then a disturbance is unlikely to occur in the short time interval of length ∆t.
5
On the other hand, if ∆t is chosen too large, then we do not control the process 6 over a long time interval during which many disturbances of varying severity may 7 occur which would make it impossible for us to use any features of the deterministic 8 growth. Put differently, the optimal value of ∆t should correspond to appropriate 9 balance between the stochastic and the deterministic components of the dynamics
10
-for ∆t too small, we observe only the deterministic component, while for ∆t too proof is given in Section 3). We begin by discretizing the process by fixing a ∆t > 0
16
and studying the resulting discrete-time Markov chain with transition kernel U ∆t .
17
We then construct a uniform minorization for this discretization, which yields well- 
and vanishes for at most finitely many x.
37
Then {X t } has a unique stationary distribution π to which it converges at an expo-38 nential rate. Namely, for any initial distribution µ 0 and any ∆t > 0, the estimate
holds with Φ given by (9),
where κ can be chosen to be any number satisfying
Remark 2. From the argument in Section 3.4, it can be easily seen that the 
corresponds to deterministic evolution plus a loss term, and
JAMES BRODA AND ALEXANDER GRIGO AND NIKOLA P. PETROV reflects the "gain". We introduce the semistochastic survival function,
which represents the conditional probability of starting at x and evolving deter-2 ministically for time t with no occurrence of a disturbance. Then the sub-Markov
which can be verified directly using that
The Markov semigroup U t can be computed iteratively, as given in the following 6 Proposition 1. Let U t be a strongly continuous Markov semigroup with infinitesimal generator L and assume that L = L 0 + L 1 , with L 0 generating the sub-Markov semigroup U t 0 . Then the action of U t on an observable f can be decomposed into
Proof. Let 0 ≤ s ≤ t, and recall that U 0 and U 0 0 are both identity operators. Then
Solving for U t above yields the result.
7
Combining this with the expression (6) for L, we have
Noticing that in (16), U t 0 is positive, we obtain 9 Lemma 3.1. If U t is a Markov semigroup with infinitesimal generator L (6), then
Next, we establish an inequality linking convergence rates for continuous-time
10
Markov processes to their discretizations. We discretize the continuous-time process process {X t } with Markov semigroup U t and let ∆t > 0 be a fixed time increment.
If we set
then for any initial distribution µ 0 of X 0 ,
where n = t/∆t is the greatest integer less than or equal to t/∆t .
4
Proof. Write t = n∆t + τ for 0 ≤ τ < ∆t, then for any observable f with 0 ≤ f ≤ 1,
where we used the invariance of π and the fact that 0 ≤ U t f ≤ 1. kernel Q on a state space X is said to satisfy a minorization condition on a subset 7 A ⊆ X if there is a probability measure η on X , a positive integer n 0 , and a number
for all x ∈ A and for any measurable set B of X . By appropriately redefining Q,
10
we can write this condition as
for any nonnegative observable f and for all x ∈ A. If in these conditions the subset
12
A is the whole state space X , we say that X n admits a uniform minorization.
13
The following theorem can be found in [19] or [34] .
14 Theorem 3.3. If there exists an n 0 ∈ N such that the transition kernel Q of a
15
Markov chain on a state space X satisfies (18) for all x ∈ X and any measurable 16 set B ⊆ X , then for any initial distribution µ 0 , the total variation distance to its 17 unique stationary distribution π satisifes
In the proof of Theorem 2.2 we need to impose an additional condition. A Markov 19 chain X n with state space X satisfies a drift condition if there exists a nonnegative 20 function V : X → R ≥0 , a number β < 1, and some finite b ∈ R such that
for all x ∈ X . The function V has sometimes been referred to as Lyapunov function in the literature.
23
When a uniform minorization is unavailable, one can first establish a drift condi- has a unique stationary distribution π, and for any 0 < r < 1 and any n ∈ N, we 1 have for any initial distribution µ 0
with θ and Θ given by (12). To discretize the continuous-time process {X t }, we fix a value ∆t > 0 and define 7 the Markov transition kernel Q of the discretization {X n ∆t } via Q := U ∆t .
8
To establish a uniform minorization, we first note that, for any nonnegative 9 observable f , we can apply Lemma 3.1 to conclude that
Using the assumption that 0 < λ * Λ(x) ≤ λ * , we have
Combining these inequalities with the bounds on ρ(x, α) and Λ(x) assumed in The-12 orem 2.1, we arrive at
Changing the variable α to z = α φ s (x) and interchanging the order of integration, we have
where have made use of the monotonicity of φ t (x), the boundedness of the state obtain the uniform minorization (19) with = ∆t (8) and minorizing measure η 17 (19) whose density is 
11
To obtain an upper bound on E[I(X ∆t )|X 0 ], we compute [LI](x) from (6):
where ζ is defined by (5). From the conditions on v (10) and Λ, we thus have
Recall that, for any observable f , the quantity
is a martingale. Applying this for f = I, we obtain that, for any t ≥ 0,
Setting 
The sample paths are right-continuous, thus the right hand side of (25) can be 1 differentiated with respect to t. Differentiating (25) and referencing (23), we have
Rearranging this inequality and multiplying by the integrating factor e λ * ζ * t gives 3 d dt e λ * ζ * t u(t) ≤ v * e λ * ζ * t , or, equivalently,
Therefore the expression in the parentheses is decreasing with t, so it must obtain 5 its maximum on [0, ∞) at t = 0; recalling that u(0) = x, we have
Solving for u(t) and setting t = ∆t produces the desired drift condition for the 7 discretized process {X n ∆t },
as in (20) with V = I, β = e −λ * ζ * ∆t and b = v * λ * ζ * 1 − e −λ * ζ * ∆t .
9
Having established the drift condition, we can minorize Q on [0, κ] for any κ < ∞ 10 by using the same argument as in the proof of Theorem 2.1. In order to be able 11 to apply Theorem 3.4, we additionally require that κ satisfy (14). To complete 12 the proof of Theorem 2.2, we choose the value of r in such a way that the two 13 terms in the right-hand side of (21) balance each other, which for large n gives us
14
(1 − ) r = θ 1−r Θ r , which gives the expression (13) for r. In particular, with this 15 choice of r,
16
( cases we assume that the jump rate Λ(x) has a constant value λ, and that the sever-20 ity of disturbances is uniformly distributed, i.e., ρ(x, α) = 1. We also demonstrate 21 how one can optimize the relevant parameters ∆t and κ in order to obtain tighter 22 bound on rates of convergence. 
In this case (cf. (3)),
From Theorem 2.1, for fixed ∆t and arbitrary initial distribution µ 0 , the following 27 bound holds
(π is the unique stationary distribution). We have
For convergence rates, the quantity of interest is (1 − ∆t ) 1/∆t (cf. (7)). For con-3 creteness, take λ = 1. In Figure 3 , we plot (1 − ∆t ) 1/∆t as a function of ∆t and 4 observe that it exhibits a minimum at ∆t ≈ 0.82, for which ∆t ≈ 0.115. The intu-5 itive reason for existence of such an optimal value of ∆t was discussed in Remark 1.
6
Setting ∆t = 0.82, we obtain that, for any initial distribution µ 0 , the total variation Consequently, we choose ∆t = 0.904, κ = 3.83, and r as in (13) to obtain an explicit bound on the total variation distance between the time-evolved distribution, µ t , and the stationary distribution, π, . Plots of (1 − ∆t,κ ) r/∆t vs. κ for selected ∆t.
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