Ordering problems assign weights to each ordering and ask to find an ordering of maximum weight. We consider problems where the cost function is either linear or quadratic. In the first case, there is a given profit if the element u is before v in the ordering. In the second case, the profit depends on whether u is before v and r is before s.
Introduction
Ordering problems associate to each ordering (or permutation) of the set N := {1, . . . , n} of n objects a profit and the goal is to find an ordering of maximum profit. In the simplest case of the linear ordering problem (LOP), this profit is determined by those pairs (u, v) ∈ N × N , where u comes before v in the ordering. Thus LOP can be defined as follows. Given an n × n matrix D = (d ij ) of integers, find a simultaneous permutation φ of the rows and columns of D such that is maximized. Equivalently, we can interpret d ij as weights of a complete directed graph G with vertex set N . Then LOP consists of finding a complete acyclic subgraph of G of maximum total edge weight.
The permutation φ gives the ordering of the vertices N of G and the cost function consists of the sum of all edge weights d uv where u comes before v in this ordering. The set of permutations is denoted by Π. LOP is well known to be NP-complete [16] and arises in a large number of applications in such diverse fields as economy, sociology, graph drawing [29] , archaeology, scheduling [7] and also assessment of corruption perception [1] . Two well known examples of LOP are the determination of ancestry relationships [17] and the triangulation of input-output matrices of an economy [11, 33] , where the optimal ordering gives some information about the stability of the economic system.
The simplest formulation of LOP uses linear programming in binary variables and will be briefly recalled in section 2. It is the basis for exact methods which use the continuous linear relaxation in an enumerative scheme. The resulting bounds are not always of sufficient quality, making this approach impractical for larger instances. In section 3 we consider semidefinite relaxations and investigate in some detail how the linear description of the problem can be 'lifted' into the semidefinite model to yield tight approximations. Even though some basic semidefinite models have been proposed in the literature, see for instance [5, 8, 38 ], we will provide in section 3 a systematic investigation on various ways to derive constraints for the semidefinite model. The semidefinite relaxations are the natural setting for the quadratic ordering problem (QOP), where the profit depends on whether u comes before v and r is before s. In section 4 we describe some nontrivial applications of QOP, notably the 'multilevel crossing minimization problem' and the 'betweenness problem'.
The last part of the paper contains computational results on a variety of different problem types. We use a complete description of the linear ordering polytope in small dimensions to show that the semidefinite relaxation (SDP 4 ) below is exact for any instance of size n ≤ 6 and identifies all but one class of facets of the polytope for n = 7. This provides an indication of the potential strength of this approach also for larger instances. We also compare the new model with linear-programming based, and much cheaper bounds on LOP instances from the LOLIB library.
Finally, we provide some improved bounding results for linear arrangement problems and report new optimal solutions for bipartite crossing minimization and single-row layout problems.
Linear Ordering as a Linear Program in 0-1 variables
The linear ordering problem has a natural formulation as a linear program in 0-1 variables. An instance of the problem is defined by the n × n matrix D = (d ij ). We introduce binary variables x ij with x ij = 1 if i comes before j and x ij = 0 otherwise. Then it is not hard to show that the following constraints describe linear orderings of the set N :
The first condition models the fact that either i is before j or j is before i. The second condition rules out the existence of directed 3-cycles and is sufficient to insure that there is no directed cycle. Hence the feasible solutions of these constraints describe complete acyclic digraphs. Maximizing i =j d ij x ij over the constraints (2)-(4) therefore solves LOP. The equations (2) are used to eliminate x ji for j > i. This leads to the following formulation of LOP as linear program in binary variables, see [19] ,
The linear relaxation is obtained by leaving out the integrality conditions on the variables. This results in a linear program with n 2 variables and 2 n 3 three-cycle inequalities. It poses a serious challenge to standard LP solvers, once n ≈ 200. State-of-the-art exact algorithms can solve large instances from specific instance classes with up to 150 nodes, while they fail on other much smaller instances with only 50 nodes. For a detailed overview over benchmark instances for LOP solved and not yet solved see [36, Appendix] . The computation time of exact algorithms increases rapidly with problem size. Currently available exact algorithms include a Branch-and-Bound algorithm that uses a linear programming based lower bound by Kaas [31] , a Branch-and-Cut algorithm proposed by Grötschel, Jünger and Reinelt [19] and a combined interior-point cutting-plane algorithm by Mitchell and Borchers [37] who explore polyhedral relaxations of the problem and also provide computational results using Branch-and-Cut.
There exist many heuristics and methaheuristics for LOP and some of them are quite good in finding the optimal solution for large instances in reasonable time. For a recent survey and comparison see [36] . Of course these heuristics do not provide an optimality certificate of the solutions found.
In this paper we are mostly interested in the lower bound computation by analyzing matrix liftings of the ordering problem. For this purpose it is convenient to reformulate the problem in variables taking the values -1 and 1. The variable transformation y ij = 2x ij − 1 (5) leads to the equivalent problem
In [22] it is shown that one can easily switch between the {0, 1} and {−1, 1} formulations of bivalent problems so that the resulting bounds remain the same and structural properties are preserved. Omitting the integrality condition y ij ∈ {−1, 1} gives the linear relaxation
The upper bound z LP may lead to gaps between z * and z LP which are too large for efficient pruning in Branch-and-Bound enumeration. We refer to the column LP-gap in the Tables 3 and 4 below. Thus it would be desirable to have some tighter approximation available. In the next section we take a closer look at relaxations which are based on semidefinite optimization.
Semidefinite relaxations
The matrix lifting approach takes a vector y and considers the matrix Y = yy T . We are interested in linear and quadratic orderings and consider the polytope
The nonconvex equation Y − yy T = 0 is relaxed to the constraint
which is convex due to the Schur-complement lemma
Moreover, the main diagonal entries of Y correspond to y 2 ij , hence diag(Y ) = e, the vector of all ones. We therefore conclude that any Y ∈ P LQO satisfies
To simplify notation let us introduce
where dim(Z) = 
In order to express constraints on y in terms of Y , they have to be reformulated as quadratic conditions in y. A natural way to do this for |y ij + y jk − y ik | = 1 consists in squaring both sides, leading to
Since y 2 ij = 1, this simplifies to
In [8] it is shown that these equations formulated in the {0, 1} model describe the smallest linear subspace that contains P LQO . We now formulate LOP as a semidefinite optimization problem in bivalent variables.
Proof. Since y (12) ensure that |y ij + y jk − y ik | = 1 holds. The objective value differs from z * only in an additive constant.
We are now dropping the integrality condition on y and obtain the following basic semidefinite relaxation of LOP. The objective function assigns currently only costs to y, but not to Y . From now on we do not make any assumptions on the cost function and simply consider a generic cost function C, Z , where C is a symmetric matrix of order p, and Z is given by (9) . Thus we get the following basic semidefinite relaxation max { C, Z : Z partitioned as in (9) satisfies (12), Z ∈ B }.
There are some obvious ways to tighten (SDP 1 ). First of all we observe that Y , and therefore Z in (9), is actually a matrix with {−1, 1} entries in the original LOP formulation. Hence it satisfies the triangle inequalities, defining the metric polytope
We note that the metric polytope is defined through 4 p 3 ≈ 1 12 n 6 facets. They are used as triangle inequalities of the max-cut polytope in [34, 40, 42] . The basic relaxation (SDP 1 ) can therefore be improved by asking in addition that Z ∈ M yielding (SDP 2 ).
Another generic improvement was suggested by Lovász and Schrijver in [34] . Applied to our problem, this approach suggests to multiply the 3-cycle inequalities (7b)
by the nonnegative expressions (1 − y lm ) and (1 + y lm ). This results in the following inequalities −1 − y lm ≤ y ij + y jk − y ik + y ij,lm + y jk,lm − y ik,lm ≤ 1 + y lm , ∀ i < j < k, l < m,
We define the polytope LS LS :
consisting of 4
The basic relaxation (SDP 1 ) can therefore also be improved by asking in addition that Z ∈ LS yielding (SDP 3 ). In summary, we get the following tractable relaxation of P LQO , part of which (without the matrix cuts (15)) has been investigated in [8] for bipartite crossing minimization problems and in [5] for single-row layout problems.
z SDP := max { C, Z : Z partitioned as in (9) satisfies (12)
We close this section with a few simple observations. First, it is not hard to verify that any Z feasible for (SDP 1 ) has in its first column a vector y which satisfies the 3-cycle inequalities (7b). This follows from the semidefiniteness of the following submatrix of Z
As a consequence, the basic semidefinite relaxation (SDP 1 ) is at least as strong as the linear relaxation (7). There are further methods to tighten the relaxation. Instead of the Lovász-Schrijver lifting procedure, we could for instance multiply different pairs of 3-cycle inequalities. For further details on this we refer to the forthcoming dissertation [27] .
Remark 2. The original formulation of the ordering problem was done in dimension 2 n 2 , as we introduced variables y ij for i = j. The equations y ij + y ji = 0 were then used to eliminate half the variables, leading to a new model in dimension 
From this it is clear that
Thus we do not weaken the relaxation by first moving into the subspace, given by the equations, and then lifting the problem to matrix space.
Areas of application
In this section we point out some areas of application of the semidefinite relaxations analyzed above. We have mentioned already that the cost function of the semidefinite relaxation can model profits that depend on products of variables y ij and therefore on the relative position of two pairs of elements in the ordering.
Going from linear to quadratic objective functions usually makes an optimization problem much harder. For example the binary maximization of a linear function over the hypercube, which is trivial, becomes the maximum cut (MC) problem [42] and thus NP-hard. In our case LOP is already NP-hard, nonetheless the practical hardness of the quadratic ordering problem (QOP) is significantly higher and classical approaches used for LOP are hopeless for QOP. For the semidefinite approach the linear and quadratic variants of the problem are essentially equally hard to solve. We will demonstrate this for multi-level crossing minimization (MLCM) and the weighted betweenness problem (WB), which are two special cases of QOP.
Multi-level crossing minimization
Let us define a proper level graph [21] as a graph G(V, E), with vertex set
. Now MLCM consists of drawing a proper level graph such that the number of edge crossings is minimized when the edges are drawn as straight lines connecting the endnodes.
Next we explain how to count the crossings based on quadratic ordering. We need to consider all distinct pairs s, t ∈ V i and all distinct pairs u, v ∈ V i+1 for all i.
Let us give an illustrating example by looking at the concrete cost structure of a small bipartite instance with V 1 = {1, 2, 3}, V 2 = {4, 5, 6, 7} and E 1 = {(1, 4), (1, 5) , (1, 6) , (2, 4) , (2, 5) , (2, 7) , (3, 4) , (3, 6) }. The matrix C 1 is indexed rowwise by the pairs (1, 2), (1, 3), (2, 3) . The columns are indexed by all pairs of V 2 , i.e. (4, 5) , (4, 6) , (4, 7), (5, 6) , (5, 7), (6, 7) . Let us set
The entry C (1,2),(4,5) = 0, because independent of the order of {1, 2} and {4, 5}, there will be exactly one crossing in the subgraph induced by these vertices. Thus, the 0 entries in this matrix reflect all subgraphs, where the number of crossings is independent of the ordering of the vertices. Let us now look at C (1,2),(4,6) = −1. The order (1, 2) and (4, 6) yields one crossing in this subgraph. It could be avoided if exactly one of the two orderings is reversed, which amounts to asking that y 12 y 46 = −1. Maximization will try to make the term y 12 y 46 C (1,2), (4, 6) equal to one, avoiding the crossing. In a similar way we see that the subgraph induced by the vertices 1, 2, 4, 7 has no crossing precisely if y 12 y 47 = 1. Thus we set C (1,2),(4,7) = 1.
In the general case we will have crossing matrices C i for each layer i = 1, . . . , q − 1. We can therefore model MLCM as a quadratic ordering problem with cost matrix
and are determined by the edge set E i as described above.
Weighted betweenness problem
An input to WB consists of n objects, a set B of betweenness conditions and a set B of non-betweenness conditions (B ∩ B = ∅). The elements of B and B are triples (i, j, k) with associated costs w ijk for not placing respectively placing object j between objects i and k. Now the task in WB is to find a linear ordering of the objects such that the sum of costs is minimized.
To represent the given cost structure in our model, we use the fact that the statement j is between i and k is equivalent to the statement i is in front of j and j is in front of k or k is in front of j and j is in front of i. In terms of our ordering variables, we have that j is between i and k exactly if y ij y jk = 1. Thus the cost matrix C which is indexed by all ordered pairs, has a contribution to C (i,j),(j,k) proportional to w ijk .
The cost matrix C for WB is also quite sparse as for n objects we have O(n 4 ) matrix entries but only O(n 3 ) triples.
First computational experiments
(SDP 4 ) is formulated in the space of symmetric matrices of order p = n 2 +1 and has p equality constraints diag(Z) = e together with n 3 3-cycle equations. Additionally there are O(n 5 ) inequalities from the LovaszSchrijver lifting together with O(n 6 ) triangle inequalities. A direct solution using standard interior-point based methods is therefore only feasible for very small values of n, such as n ≤ 8.
We use the MATLAB toolbox SEDUMI for semidefinite optimization to solve this relaxation for small n. As a first experiment we consider the full description of the linear ordering polytope in small dimensions, and try to recover the correct right hand side of the facets for n ∈ {6, 7}.
We compare the linear programming (LP) relaxation (7) to the semidefinite relaxations (SDP 1 )-(SDP 4 ) from Section 3.
In Table 1 we examine all nontrivial facets of the linear ordering polytopes for 6 and 7 nodes. The facets are collected under http://comopt.ifi.uni-heidelberg.de/software/SMAPO/lop/lop.html. We also use the same labeling, see column 1. As usual, n denotes the dimension of LOP, and opt gives the optimal solution. All relaxations are solved to optimality using the standard settings of SEDUMI [43] . We also include the combinatorial instances Paley 11 and Paley 19, which are notoriously difficult for linear relaxations. Table 1 : Marginal improvement of various semidefinite relaxations as compared to the linear relaxation on facets of the linear ordering polytope for n = 6 and n = 7
From Table 1 we conclude that the triangle inequalities and the matrix cuts are incomparable, as there are instances where (SDP 2 ) is tighter than (SDP 3 ) and vice versa. The basic relaxation (SDP 1 ) improves upon the pure linear model (LP), but does not give the correct facets for n = 6. Adding either (13) or (15) gives the correct facets for n = 6. Furthermore the full model (SDP 4 ) identifies all except one of the facets correctly for n = 7.
As a first conclusion we observe that the semidefinite approach provides a substantial improvement over the polyhedral approach in the approximation of the linear ordering polytope of small dimensions.
It should also be clear that we need to use algorithmic alternatives to solve instances of reasonable size (n ≥ 30). In the following section we describe a practical implementation to get approximate solutions of (SDP 4 ) also for larger instances, n ≈ 100.
A practical implementation for (SDP 4 )
Looking at the constraint classes and their sizes in (SDP 4 ), it should be clear that maintaining explicitely O(n 3 ) or more constraints is not an attractive option. We therefore take up the approach suggested in [15] and adapt it to our problem. We first note that maintaining the constraints Z 0, diag(Z) = e explicitely leads to the following running times in seconds on an Intel Xeon 5160 processor with 3 GHz. We use a standard interior-point method to solve this relaxation, see for instance [24] , and summarize the results in Table 2 . Table 2 : Average computation times (in seconds) using interior-point methods to optimize over (10) , where Z is of order p.
To get approximate solutions to (SDP 4 ), we only maintain Z ∈ B explicitely, and deal with all other constraints through Lagrangian duality. For notational convenience, let us formally denote the 3-cycle equations (12) The dual function is thus given by
It is not hard to verify that (SDP 4 ) has strictly feasible points, so strong duality holds, and we get
The function f is well-known to be convex but non-smooth. For a given feasible point (λ, µ) the evaluation of f (λ, µ) amounts to solving a problem over (10), for timings, see Table 2 . The primal optimum Z of this semidefinite program also yields an element of the subdifferential of f . Our goal is to use this subgradient information to generate a feasible point (λ, µ) with value close to z SDP with a limited number of function evaluations. To achieve this goal, we use the bundle method, see [26] , which is taylored to minimize nonsmooth convex functions. It generates a sequence of iterates (λ k , µ k ) which converge to an optimal solution. In each iteration, we evaluate f and compute an element of the subdifferential at the iterate. Since this method has a somewhat weak asymptotic convergence behaviour, we limit the number of function evaluations to control the overall computational effort. The computational results in the following sections are obtained with a limited number of such function evaluations, and leave some room for further incremental improvement.
Since inactive inequalities have no influence on f (the corresponding Lagrange multiplier is zero), we concentrate on identifying those inequalities, which are likely to be active at the optimum. Thus the actual set of constraints dualized will change during the iterations of the bundle method. We follow the approach discussed in [15] to add and drop constraints on the fly, and refer the reader interested in further details to this paper.
The high level picture is that we get an acceptable upper bound to z SDP with a few hundred function evaluations of f .
Computational results for large-scale applications
In this section we give computational results for large-scale instances of LOP, MLCM and WB. We provide improved upper bounds for some hard LOP instances that substantially reduce the duality gap. Even more promising computational results can be given for MLCM and WB which are active areas of research with many interesting applications. MLCM is applied to the representation of the facets of polytopes [12] and inside the Sugiyama framework [44] that is used for schedules, UML diagrams, and flow charts. WB has applications in computational biology [13] and additionally the single-row facility layout problem (SRFLP) and the (weighted) minimum linear arrangement problem (MinLA) are special cases. Therefore in Subsections 7.2, 7.3 and 7.4 we just point out some selected improvements achieved and refer to separate papers [12, 28] for an in-depth (polyhedral) analysis of the specific problem structures and extensive computational comparisons with other methods to point out their potential and limitations.
Large LOP instances
From a purely theoretical point of view, it is clear that (SDP 4 ) provides the strongest relaxation. The computational approach described in the previous section typically stops after a preset number of function evaluations and therefore provides only a suboptimal solution. In our preliminary experiments on larger instances, we noticed that it is important to first get 'nearly' feasible with respect to the 3-cycle equations defining (SDP 1 ). Once this is achieved we start adding the triangle inequalities and the matrix cuts. Since their number is quite large, we analyzed experimentally their effect and noticed that the inclusion of only the most violated triangle inequalities resulted in the quickest improvement of the bound with only a limited number of function evaluations. We therefore concentrate only on getting good approximations to (SDP 2 ).
In Table 3 we summarize upper bounds for some LOP instances for which the optimal solution is not yet known (for details see [36, Tables 10, 12, 14] ). These LOP instances can be downloaded from http://heur.uv.es/optsicom/LOLIB. The table identifies the instance by its name and size n. We then provide the best known (integer) solution in the column labeled bks. The linear programming bound (7) is given in column z LP , The semidefinite bound (SDP 2 ) is (approximately) determined with 250 function evaluations. Finally, we also provide the relative gap between the best known feasible solution and the bounds in the columns LP-gap and SDP-gap. The gap (in percent) is computed as gap = 100 bound−bks bks . In Table 4 we summarize upper bounds for large-scale instances for which again the optimal solution is not yet known. Here we used (SDP 1 ) and allowed 25 function evaluations.
For all instances in Tables 3 and 4 we are able to reduce the gap between lower and upper bound substantially. This reduction of the gaps will also lead to considerably smaller branching trees in a Branchand-Bound approach. To illustrate this let us mention that applying a Branch-and-Bound algorithm using the lp bounds to the paley graphs 31 and 43 results in bounds still beyond 300 respectively 600 after days of branching. 
Bipartite crossing minimization
Bipartite crossing minimization (BCM) is a special case of MLCM where the number of levels is set to two. An exact algorithm for this problem has been introduced by Jünger and Mutzel [29] which only performs well on small, sparse instances (n ≤ 12) [8] .
For our experiments, we used the random instances from [8] . These are generated with the Stanford GraphBase generator [32] which is hardware independent. Results are reported for graphs having n = 14, 16, 18 vertices on each layer. For each n, we consider graphs with densities d = 10, 20, . . . , 90, (in percent), i.e. with dn 2 100 edges. For each pair (n, d), we report the average over 10 random instances. For this type of problem we use the strongest relaxation (SDP 4 ) as the number of violated matrix cuts (15) stays manageable for all instances considered. We also refer to Table 10 below.
Once we stop the bound computation, we use the primal solutionZ ∈ B for hyperplane rounding, as suggested in [18] . Doing this we obtain a {−1, 1} vectorỹ, which need not be feasible with respect to the cycle equations in (6) . An infeasibleỹ can be made feasible in an obvious way by flipping the signs of some of its entries, resulting in a feasibleỹ. The most expensive step for this rounding process consists in finding the factorizationDD T =Z ofZ, to carry out the rounding procedure withD. Thus, onceD is available, we can easily afford to repeat the rounding procedure, and take the overall best solution, In our case we take the best solution out of a 1000 trials.
It turned out that this heuristic found an optimal solution for all BSM instances under consideration. The computation times were in the order of seconds, hence negligible.
Standard heuristics and also some metaheuristics perform quite poorly for MLCM instances of our size [29] , [35] , but it would be worth comparing metaheuristics like GRASP and tabu search [35] with our heuristic.
In Table 5 we compare our approach with the two best methods from [8] . These are the CPLEX MIP- Table 5 : Bipartite crossing minimization: comparison with [8] solver, applied to the standard linearization of the objective function in combination with the standard integer programming formulation of the linear ordering problem and a Branch-and-Bound approach using SDP that is similar to our approach. The results show that the SDP approach of [8] allows for substantial improvements, independent of the somewhat slower machine used in [8] . The main reasons for this improvement is on one hand our careful tuning of the bounding routine, and our rounding procedure, which allowed us to prove optimality at the root node, while [8] had to go through a few steps of branching before being able to prove optimality.
For a generalization of the SDP approach to multiple layers, detailed polyhedral studies of the crossing polytope and an extensive computational comparison with a state-of-the-art ILP approach, we refer to the recent paper by Chimani et al. [12] .
Minimum linear arrangement problem
The minimum linear arrangement problem (MinLA) is a special case of WB, but can also be defined independently as follows. Given an undirected graph G(V, E) find a permutation φ : V → {1, . . . , n} minimizing i,j∈E |φ(i) − φ(j)|.
To see that MinLA can be modeled as (quadratic) ordering problem we note that φ 1 (G) can also be expressed as φ 1 (G) = min
where x ij satisfies (2)-(4). The term k x ik x kj 'counts', how many nodes k lie between i and j in the ordering φ defined by x, as x ik x kj = 1 precisely if k lies between i and j.
For MinLA we work again with the strongest relaxation (SDP 4 ) as the number of violated matrix cuts (15) stays quite small for all instances considered. Again, we refer to Table 10 below.
To get a first idea of the tightness of the SDP approach we apply it to get bounds for φ 1 (Q n ), where Q n denotes the n-dimensional Cartesian cube. The value
was determined by Harper [20] . For further comparison we also give the lower combinatorial bounds from [23] and [30] respectively. The results are summarized in Table 6 . The relaxation (SDP 4 ) correctly identifies φ 1 (Q n ) for all n ≤ 4.
n Reference [30] Table 6 : Bounds for φ 1 (Q n ) on the hypercube Q n For MinLA there exists another very recent algorithm of Caprara et al. [9] , realized by Schwarz [39] , that is preferable to the SDP approach for small graphs and large, sparse graphs.
In Table 7 we give some instances from the Boeing Sparse Matrix Collection [14] , where we could prove optimality of the upper bounds UB for the first time together with [9] and also improve the best known lower bound for two instances. As we get our lower bounds from the root node relaxation, we are very optimistic to solve these instances when using our bounds in a Branch-and-Bound approach. Table 7 starts with the instance name, the number of nodes n, the density d of the instance and the upper bound (UB) obtained by a multi-start local search routine. All cited algorithms were run on a 2× Xeon CPU with 2.5 GHz. Empty entries indicate that the instance was not tackled by the specific algorithm.
Instance
Reference [39] 
The single-row facility layout problem
An instance of the single-row facility layout problem (SRFLP) consists of n one-dimensional facilities, with given positive lengths l 1 , . . . , l n , and pairwise weights c ij . Now the task in SRFLP is to find a linear ordering of the departments such that the total weighted sum of the center-to-center distances between all pairs of facilities is minimized. SRFLP is again a special case of WB, where the weights of triples (i, j, k) are set to w ijk := c ik l j and i<j
is added as a constant to the objective function. In Table 8 we compare the strongest relaxation (SDP 4 ) with another SDP approach from [5] . In [5] they use (SDP 1 ) as basic relaxation and then add the 300 to 400 most-violated triangle inequalities (13) to the model in every iteration and re-optimize until no more triangle inequalities are violated. The computations in [5] were carried out on a 2.0GHz Dual Opteron.
Using the bundle method instead of cutting planes and additionally adding the matrix cuts (15) yields extremely improved computation times especially for large instances. The problems are collected from different sources and include well-known benchmark instances [25, 41] , instances with clearance requirement [25] and random-generated instances [5] .
1 For the upper bound computation we used the heuristic described in Subsection 7.2 where again the computation times were in the order of seconds for all instances. [2, 3] proposed a cutting plane algorithm that improved on the algorithm in [5] . Amaral also introduced new instances with 33 and 35 departments, solved them to optimality and pointed out that he could not solve larger instances with his approach as the involved linear programs became too large and too difficult. We can also solve Amaral's new instances [2] to optimality with our approach and even achieve better computation times. For the detailed polyhedral and computational comparison of the two approaches we refer to [28] . There we also successfully apply (SDP 4 ) to the even larger SRFLP instances with up to 100 departments from [4, 6] . In Table 9 we state the optimal values and solution times for five new instances with 40 departments, a density of 50 % and random weights between 1 and 10.
Model validation for QOPs
Finally we show that including the matrix cuts (15) in the SDP model yields essential improvements for all types of quadratic ordering instances.
First in Table 10 we compare the number of inequalities of the different constraint types that are considered by the bundle method using the strongest relaxation (SDP 4 ) at the last function evaluation. Table 9 : Solution values and times for new large SRFLP instances with 40 departments
We examine two LOP instances from Table 3 , a random BCM instance with 16 nodes on each layer and a density of 40 % from Table 5 and a MinLA instance from Table 6 . For the LOP instances the number of matrix cuts (15) is very large and therefore constricts the overall performance of the algorithm. In contrast the number of matrix cuts stays quite small for the two quadratic ordering instances. 
Conclusions
In this paper, we have presented a systematic investigation and comparison of SDP based relaxations to ordering problems. We demonstrated that semidefinite relaxations provide substantially tighter bounds than linear programming relaxations for the linear ordering problem. As semidefinite relaxations are the natural setting for quadratic ordering problems, we also applied them to crossing minimization, singlerow layout and linear arrangement problems. For all these different fields of application with their rich, mainly independent bodies of literature, we could produce new superior bounding results compared with the multiple, diverse approaches developed so far. This generality distinguishes the semidefinite approach. We only have to adapt the cost function to compute all kinds of quadratic ordering problems and also combinations of them. Another mentionable feature of our approach is that the computation times mainly depend on the number of nodes in the underlying graphs and are not so much influenced by their density structures, which can be a great advantage compared to the other methods for special types of quadratic ordering problems that all depend on exploiting sparsity.
Therefore it seems to be worthwhile to think about ways to further improve the presented approach. There are two (combinable) directions to enhance the presented SDP based relaxations of ordering problems. On the one hand, we could include further constraint classes to further tighten the relaxation and on the other hand, we could incorporate the SDP based bounds in a Branch-and-Bound framework.
