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Desde a criação das primeiras partituras musicais que a forma como estas iriam ser armaze-
nadas e preservadas, de forma a que as gerações seguintes pudessem ter acesso a elas, tem sido
estudada. E, com o avançar da sua degradação esta questão foi tendo cada vez mais importância.
No entanto, com o desenvolvimento tecnológico e o surgimento das fotocopiadoras em pri-
meiro lugar e mais tarde os scanners, foi possível criar várias versões de um exemplar e, mais
recentemente armazená-los em formatos digitais. Apesar deste armazenamento ser mais dura-
douro, nenhum deles tem a capacidade de editar a informação presente nessas partituras.
Sistemas de reconhecimento ótico de música (OMR), que consigam resolver estes problemas
de armazenamento e que possibilitem a transformação das partituras em formatos legíveis por um
computador têm sido desenvolvidos por parte de vários grupos de investigadores ao longo dos últi-
mos anos. Um sistema deste tipo é geralmente constituído por quatro fases: pré-processamento da
imagem, reconhecimento dos símbolos musicais, reconstrução da notação musical e representação
final dessa reconstrução. Esta dissertação foca-se nas últimas duas fases do sistema onde, consi-
derando os símbolos extraídos pela segunda fase, e recorrendo, sempre que possível, à utilização
de regras musicais, é realizada a reconstrução da notação musical compasso a compasso. Feito
isto, é realizada a conversão dos símbolos para um formato que será editável por um programa de
edição de música.
A interface desenvolvida bem como os melhorias implementadas no sistema permitiram ao
utilizador um controlo total sobre ele e a obtenção de resultados satisfatórios para as partituras
analisadas, verificando-se um aumento na percentagem de símbolos corretamente detetados e clas-
sificados, com especial atenção para as partituras manuscritas que obtiveram resultados bastantes




The way to store and preserve music scores so that future generations could use and appreciate
them is an issue addressed since the writing of the first musical scores. With the beginning of the
paper degradation, these issues have gained more and more importance.
However, with the improvement of technology and the invention of printers and scanners, it
was possible to save more than one copy of each music score and more recently save it in a digital
format. Nonetheless, even though the storage may be longer lasting, the scanning doesn’t allow
access to automated tools for reading or editing.
Several Optical Music Recognition systems (OMR) have been developed by researchers in the
last few years, in order to solve these storage problems and allow the transformation of musical
scores into a machine readable format. An OMR system encompasses 4 stages: image preproces-
sing, music symbols recognition, reconstruction of the musical notation and final representation of
that reconstruction. This thesis focuses on the last two stages where, using the extracted symbols
by the second stage and, whenever possible, musical rules, we can make the reconstruction of
musical notation measure by measure. After that we can transform them into a file format that can
be readable by a music editing software.
The developed interface and the improvements in the system enabled the user to control all the
system and obtain better results for the analysed scores, leading to an increase in the number of
the symbols correctly detected and classified, with special focus on the handwritten music scores
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A música é uma forma de arte criada pelo Ser Humano pelo que, as partituras são o meio
através do qual um compositor consegue transmitir as suas intenções a um grupo de músicos que
irão interpretá-las e traduzi-las para música. No entanto, as partituras que foram escritas no início
desta tradição Europeia de escrever música, não foram capazes de permanecer em boas condições
até aos dias de hoje devido a perdas em desastres naturais, guerras ou até mesmo pelo desgaste
natural do papel, o qual as torna ilegíveis.
Com a evolução tecnológica, as partituras começaram a ser escritas em formato digital uti-
lizando editores de música desenvolvidos especificamente para os compositores (como o Finale
ou o Sibeluis), o que torna o seu armazenamento muito mais fácil comparativamente ao que era
utilizado até à evolução tecnológica.
Apesar de as novas partituras poderem ser armazenadas digitalmente, ainda existem milhares
de partituras que continuam em arquivos e, por isso sujeitas à degradação. Pelo que o surgimento
das fotocopiadoras e scanners permitiu que se aumentasse o seu tempo de conservação, quer pela
criação de cópias, quer pela criação de um arquivo digital. Porém nenhuma das opções permite a
sua edição ou utilização de ferramentas de leitura, análise ou interpretação.
Sabendo que copiar todas as partituras para ficheiros editáveis de música era uma tarefa difícil
e que consumiria muito tempo, para além de serem necessárias grandes quantidades de mão de
obra, nos últimos anos têm sido desenvolvidos vários sistemas de reconhecimento ótico de música
[4] de modo a tentar resolver este problemas.
1.1 Sistemas de Reconhecimento Ótico de Música
Um sistema de reconhecimento ótico de música (OMR) tem como principais objetivos, par-
tindo de uma imagem de uma partitura musical, o reconhecimento do maior número de compo-
nentes musicais presentes nessa imagem, recorrendo a ferramentas computacionais de análise de
imagem e reconhecimento de padrões, assim como a sua representação e armazenamento num
formato que possa ser lido por uma máquina.
1
2 Introdução
Para a realização desse reconhecimento e representações é necessária a implementação de
vários procedimentos o que faz com que este tipo de sistemas sejam divididos em pelo menos
quatro etapas:
1. Pré-processamento da imagem, realizado através da remoção de ruído, binarização, ope-
rações morfológicas, entre outras, permitindo a obtenção de melhores resultados nas fases
posteriores;
2. Reconhecimento dos símbolos musicais, seguindo um conjunto de etapas que levam até à
classificação dos símbolos (processamento das pautas, processamento dos símbolos musi-
cais e classificação);
3. Reconstrução da notação musical, tendo em conta que o número de símbolos de cada com-
passo e o tipo de compasso detetado devem coincidir;
4. Construção da representação final, que tem como principal objetivo a criação de um ficheiro
com os símbolos detetados, que possa ser lido e editado por programas editores de música.
A Figura 1.1 mostra um esquema simplista do funcionamento de um sistema OMR convenci-
onal, onde são visíveis claramente as 4 etapas referidas.
Esta tese está inserida num projeto do Instituto de Engenharia de Sistemas e Computadores
(INESC TEC), que tem como objetivo a criação de um sistema de internet promovendo um acesso
a um corpus de partituras manuscritas e não publicadas, codificadas num formato digital.
Figura 1.1: Arquitetura típica de um sistema OMR [1].
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1.2 Objetivos e Motivação
Apesar da existência de inúmeros sistemas já desenvolvidos, nenhum deles conseguiu resolver
os problemas existentes na reconstrução da notação musical e construção da representação final,
tais como a falha na deteção de alguns dos símbolos ou falsa classificação destes. Portanto, os
objetivos para esta dissertação englobam o melhoramento das fases 3 e 4 de um sistema OMR, pelo
que serão aplicadas regras sintáticas e semânticas aos símbolos musicais previamente detetados.
O sistema OMR escolhido para extrair os símbolos musicais foi desenvolvido pelo INESC
TEC. Esta escolha recaiu sobre o facto de ser o sistema que, comparativamente a outros já de-
senvolvidos1, obtinha as melhores percentagens de sucesso aquando da análise de partituras ma-
nuscritas, facto importante uma vez que também é objetivo deste trabalho o uso de partituras
manuscritas como entrada do sistema.
Após a deteção dos símbolos e reconstrução da notação musical, para a representação final de
todos os símbolos musicais detetados, é proposta a utilização do MusicXML, que é um formato
legível pela maioria dos programas editores de música[5].
A resolução destes problemas e a construção de um sistema OMR robusto pode trazer muitas
vantagens para as comunidades científica e musical:
• criação de um método rápido e automático de conversão de música em papel para formato
digital;
• melhorar o acesso às partituras musicais;
• edição e análise da música escrita há muitos anos;
• possibilidade de criar um arquivo digital, como é o caso do IMSLP2, que é o maior ar-
quivo online de partituras musicais, no entanto seria possível criar um arquivo onde todas
as partituras fossem obtidas através de sistemas OMR.
1.3 Contribuições
Esta dissertação contribuiu para as comunidades científica e musical, com o aperfeiçoamento
de um sistema de reconhecimento ótico de música, o qual pode ser acedido por qualquer utilizador
uma vez que foi desenvolvida uma interface gráfica que permite o controlo de todo o sistema.
Cada um dos compassos presentes nas partituras analisadas saem do sistema completos, ou seja,
o número de tempos no compasso e o tipo de compasso são coincidentes. São ainda introduzidas
regras e conceitos musicais ao longo das várias etapas de extração e reconstrução dos símbolos,
aumentando assim a percentagem de sucesso do sistema.
Uma das maiores contribuições deste sistema para estas comunidades foi a capacidade de




edição de música disponíveis no mercado. No qual são representados através de uma linguagem
específica (MusicXML) todos os símbolos extraídos e adicionados pelo sistema.
O trabalho realizado nesta dissertação resultou num resumo para o 1st Doctoral Congress in
Engineering (DCE) realizado na Faculdade de Engenharia da Universidade do Porto, o qual foi
aceite para apresentação.
1.4 Estrutura da Dissertação
Esta dissertação está organizada em 5 capítulos. Depois da introdução, onde é realizada uma
breve descrição do que é um sistema OMR e dos objetivos do presente trabalho, é feita no capí-
tulo 2 uma descrição do estado da arte relacionada com o trabalho a desenvolver ao longo desta
dissertação.
Durante o capítulo 3 é apresentada a base de dados usada para os testes experimentais, assim
como uma descrição sucinta do trabalho já realizado para cada uma das etapas. Para além disso,
são também descritas as principais limitações do sistema e aspetos importantes a ter em conta. Por
fim, é apresentada a forma como a representação final dos símbolos será feita.
Já no capítulo 4 é exposta a metodologia utilizada para resolver as limitações do sistema refe-
ridas no capítulo 3, bem como uma explicação da sua implementação, seguida da apresentação e
análise dos resultados obtidos com essas alterações em cada uma da etapas.
A dissertação termina no capítulo 5 com as conclusões do trabalho realizado e com as expec-
tativas de trabalho futuro a serem discriminadas.
Capítulo 2
Revisão Bibliográfica
Este capítulo está dividido em duas secções principais. A primeira secção incidirá sobre o
trabalho já realizado até ao momento no INESC TEC, onde é feito um pequeno levantamento
sobre as técnicas utilizadas e resultados obtidos.
A segunda secção e a mais importante para esta dissertação, incide sobre a reconstrução mu-
sical, onde é apresentado um estudo teórico sobre os algoritmos existentes sobre o tema e quais os
que apresentam melhores resultados.
2.1 Sistemas OMR
Bainbridge expôs no seu trabalho [6] os desafios que um sistema de reconhecimento ótico de
música (OMR) representavam para os investigadores, conceito que surgiu na tentativa de converter
páginas de música digitalizadas num formato que possa ser lido por uma máquina. A identificação
das linhas da pautas, a localização dos objetos, a classificação das características musicais e a
extração da semântica musical são alguns dos desafios, segundo o autor, que um sistema OMR
proporciona.
Apesar da dificuldade associada a estes sistemas (quantidade de ruído nas imagens a analisar,
quantidade de símbolos num curto espaço, ...), já existem bastantes sistemas OMR disponíveis no
mercado com uma percentagem de sucesso de cerca de 90% na deteção dos símbolos, no entanto
não são indicadas as bases de dados utilizadas nos testes, nem referido como estes valores foram
estimados [7].
2.1.1 Sistema OMR desenvolvido
Rebelo [1] desenvolveu um sistema OMR, no qual usou dois processos para detetar os símbo-
los musicais. O primeiro onde a imagem era segmentada tendo em conta informação contextual e
regras musicais, de forma a isolar os elementos primitivos seguida da classificação dos símbolos e
o segundo onde estes eram simultaneamente segmentados e reconhecidos.
A classificação foi feita pelos classificadores mais utilizados pelos sistemas OMR já desen-
volvidos para partituras manuscritas: as SVMs (Support Vector Machines), RVMs (Relevance
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Vector Machines), NNs (Neural Networks), kNN (Nearest Neighbour) e HMMs (Hidden Markov
Models). Foi então feito um estudo comparativo chegando-se à conclusão que os que obtiveram
melhores resultados foram os SVMs, no entanto os kNN também apresentaram resultados bastante
satisfatórios.
Antes de ser feita a classificação, a binarização da imagem de entrada do sistema foi baseada no
seu conteúdo, neste caso as linhas das pautas, sendo necessário fazer uma estimativa da espessura
das linhas e do espaçamento entre elas. Esta informação foi retirada diretamente da imagem na
escala de cinzento.
Já para a deteção e remoção das linhas da pauta, foi usado um algoritmo robusto onde eram
calculados os caminhos estáveis entre as margens esquerda e direita da imagem. Esta abordagem
consegue eliminar possíveis erros de deteção causada pelas linhas presentes ao longo da partitura,
como por exemplo ligaduras, uma vez que cada linha tem que ter uma percentagem de pixeis
pretos acima de um valor estipulado. Este algoritmo foi também aperfeiçoado para ter em conta
imagens alteradas (enviesadas, descontinuidades, linhas curvadas, baixa qualidade dos originais,
entre outras).
2.2 Reconstrução musical e Representação final
As últimas fases de um sistema OMR consistem na reconstrução e representação final da par-
titura musical a partir dos símbolos detetados pelas primeiras fases deste sistema. No entanto, esta
reconstrução é mais difícil do que se possa pensar uma vez que, como a percentagem de sucesso
da deteção, é inferior a 100%, existem notas ou grupos de notas que não foram detetados correta-
mente, levando a que, ao longo dos anos, fossem desenvolvidas diferentes técnicas por diferentes
autores, com o objetivo de solucionar da melhor maneira possível essas deteções erradas.
Gramáticas
Vários autores sugeriram a introdução do contexto musical no processo OMR através de uma
gramática onde era formalizado o conhecimento musical ([8, 4, 2]).
Prerau [8], criou uma distinção entre gramáticas notacionais, que permitem que um compu-
tador reconheça importantes relações musicais entre os símbolos, e gramáticas de alto nível que
trabalham com frases e maiores quantidades de informação musical.
Coüasnon e Camillerapp [4, 9] apresentaram um sistema de reconhecimento para partituras
musicais que era completamente controlado por uma gramática. Essa gramática lidava com par-
tituras completas e com diferentes vozes na mesma haste, reconhecendo também acentuações,
ligações, dinâmicas, etc.
Ao contrário da maioria de outros sistemas, que usam a sintaxe apenas para a classificação
dos símbolos, este usa-a de modo a controlar todo o processo de reconhecimento produzindo uma
classificação mais viável. Este método utiliza uma gramática ao nível da imagem, onde conse-
gue obter uma segmentação mais precisa e, consequentemente uma classificação também ela mais
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precisa. Uma vantagem deste sistema, é a separação entre a sua parte operacional e a definição
das regras musicais, levando a que as regras possam ser facilmente alteradas e o sistema possa ser
adaptado a outro tipo de documento. Consegue também resolver problemas existentes até então,
que era o caso de objetos partidos e objetos em contacto com outros. Esta gramática foi imple-
mentada em λProlog, o qual não é apropriado para implementar algoritmos de baixo nível como
reconhecimento de padrões ou classificação de objetos. Pelo que foi necessário a utilização de
bibliotecas em linguagens como por exemplo C.
Bainbridge [2, 10] afirmou que técnicas desenvolvidas baseadas em gramática são uma solu-
ção viável para muitas etapas de um processo OMR. Antes do seu trabalho, as gramáticas eram
utilizadas para resolver mais do que uma etapa do processo em simultâneo, o que requeria a
utilização de metodologias gramaticais sofisticadas, levando a um aumento da complexidade da
análise sintática, bem como da criação das regras gramaticais. Com o seu trabalho, Bainbridge,
restringiu a área abrangida pela gramática, levando assim a um primeiro reconhecimento onde foi
mantida uma metodologia gramatical simples. O seu trabalho assenta numa gramática de cláusu-
las definidas (Definite Clause Grammar - DCG), à qual foram feitas algumas alterações de modo
a conseguir lidar com a questão da análise sintática bidimensional, característica das partituras
musicais. A substituição do uso de uma lista de tokens por um saco de tokens (conjunto onde a
ordem dos objetos não interessa e onde o mesmo elemento pode aparecer mais do que uma vez),
permite reduzir consideravelmente o tempo de computação, bastando para isso filtrar os elementos
primitivos em pontos chaves. Verificou-se que se se utiliza-se a haste como filtro, seguido da uti-
lização das regras incorporadas na gramática, o tempo de processamento era 60 vezes mais rápido
(de 30 minutos para 30 segundos).
Ainda neste trabalho, é apresentada uma etapa final onde muitos dos sistemas desenvolvi-
dos até então não conseguiam chegar, o que levou a que ainda não tivesse sido muito explorada
aquando da realização deste sistema, na qual se pretende obter a semântica musical dos símbolos
detetados. É criada uma estrutura gráfica na qual os eventos musicais detetados na etapa anterior
serão considerados nós, os quais podem ser ligados horizontal e verticalmente. A tarefa é simpli-
ficada com o uso de listas estruturadas e de time-threads. A estrutura geral deste sistema OMR
(também conhecido por CANTOR) pode ser observada na Figura 2.1.
A estrutura gráfica apresentada pode ser visto como uma interpretação musical da imagem
digitalizada usada nesta tese, o que faz com que ao adicionar algumas rotinas, se possam criar
ficheiros com formatos interessantes ao nível da música, quer de áudio quer de edição de música,
como por exemplo MIDI, CSound, Tilia, Finale e DARMS.
Regras musicais e heurística
Uma outra técnica que pode ser utilizada na reconstrução musical, é apoiada na utilização
de regras musicais e heurística. Vários foram os investigadores que tentaram usar esta técnica
([11, 3]) mas os que mais se destacaram foram Rossant e Bloch [3].
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Figura 2.1: Estrutura geral de sistema OMR desenvolvido por Bainbridge [2].
Como podemos observar no passo III da Figura 2.2, o método proposto é dividido em duas
etapas: a primeira onde são utilizadas regras gráficas, ou seja processamento de baixo nível onde
é utilizado um conjunto de regras musicais que em parceria com a primeira classificação (passo
I) tentam obter uma relação entre os objetos, que se encontram próximos, de acordo com as suas
classes. A segunda etapa consiste no processamento de alto nível, onde são aplicadas regras
sintáticas tendo em conta informação mais global. As regras musicais (gráficas) utilizadas nesta
etapa foram:
• Um acidente (bemol, sustenido, bequadro, etc) está colocado antes da nota que altera e está
situado à mesma altura que esta;
• Um ponto de aumento está sempre colocado à direita da nota;
• Um ponto de diminuição (stacato) está por cima ou por baixo da nota, dependendo da ori-
entação da haste.
Já na análise sintática, as regras são relacionadas com a tonalidade, acidentes, métrica, entre
outras:
• O número de tempos no compasso corresponde sempre à indicação dada pelo(s) tipo(s) de
compasso(s) escolhido(s) pelo compositor;
• As notas estão geralmente agrupadas, para facilitar a leitura rítmica. Estes grupos podem
também incluir pausas;
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Figura 2.2: Estrutura do método proposto por Rossant e Bloch [3].
• Os acidentes da armação de clave são aplicadas a todas as notas da pauta com o mesmo
nome (em todas as oitavas);
• Um acidente afeta não só a nota seguinte mas todas as notas que estão nesse compasso à
mesma altura, ou seja, as mesmas notas na mesma oitava;
• Um ponto de aumentação muda a duração da nota com um fator multiplicativo de 1.5.
Como se pode observar, estas regras baseiam-se na armação de clave e no tipo de compasso
escolhido pelo compositor, pelo que a sua correta deteção se torna crucial para o bom funciona-
mento desta técnica. Caso haja um erro nessa deteção, todos o trabalho realizado em seguida é em
vão uma vez que a divisão de compassos não vai ser correta (no caso de errar a deteção do tipo de
compasso), sendo impossível obter uma reconstrução musical fidedigna.
Abductive Constraint Logic Programming
Abductive Constraint Logic Programming (ACLP) foi também uma técnica adotada por alguns
investigadores aquando dos seus estudos em reconstrução musical. Em [12] Ferrand propôs um
sistema híbrido que faz a ponte entre o processamento de imagem tradicional (reconhecimento de
baixo nível) e ACLP (interpretação de alto nível). Este sistema é denominado RIEM e admite a
hipótese de existirem eventos que não foram bem detetados e, uma vez detetados esses eventos e
sabendo onde estes se encontram na imagem original, o sistema fornece o feedback adequado ao
algoritmo de reconhecimento. O feedback é característica principal deste sistema e que a maioria
dos sistemas já existentes não possuíam, levando assim uma interação entre os reconhecimentos
de baixo e alto nível.
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Sincronização áudio e imagem
A utilização de gravações áudio de uma partitura sincronizando com a sua versão digitalizada,
foi também uma abordagem feita por alguns investigadores, Kurth em [13] apresenta um proce-
dimento onde certas regiões da partitura digitalizada eram associadas a tempos do ficheiro áudio.
Em primeiro lugar foi realizado um reconhecimento 2D da imagem digitalizada através de um
software standard para reconhecimento ótico de música. De seguida é utilizado um algoritmo
de sincronismo de modo a alinhar os parâmetros obtidos anteriormente com o ficheiro áudio. O
autor afirma que mesmo com os erros resultantes da primeira extração, os resultados obtidos são
suficientes para realizar um correto alinhamento com o ficheiro áudio. Estes tipos de sistemas são
mais utilizados para realçar a posição atual da música na partitura ou para virar páginas automati-
camente durante uma gravação.
Consistência Sintática
Em [1] Rebelo tenta resolver dois dos problemas que ocorrem sempre que existe um processo
de classificação e deteção de símbolos musicais: classificação e deteção errada dos símbolos. Para
tal utiliza um conjunto de regras semânticas e sintáticas da música de modo a tentar superar esses
erros.
O procedimento apresentado, tem como ideia base o facto de o número de elementos musicais
dentro de cada compasso (cada elemento ativo tem um tempo associado) e o tipo de compasso da
partitura devem coincidir. Na Figura 2.3 é visível essa regra, o tipo de compasso presente diz-nos
que em cada compasso temos dois tempos e que o tipo de nota que conta como unidade de tempo
é a mínima.
Figura 2.3: Exemplo de uma pauta onde o tempo das notas e dos compassos coincidem [1].
Foi então proposto um procedimento denominado programação inteira binária, que visava ob-
ter a melhor combinação de símbolos dentro de cada compasso usando o tempo estabelecido como
problema de otimização. Este procedimento é constituído por quatro restrições, a primeira permite
a eliminação de símbolos caso algum símbolo pertença a mais do que uma classe, a segunda está
relacionada com o tipo de compasso, a terceira tem em conta as acentuações, as quais só podem
ser colocadas por cima ou por baixo das notas e a quarta verifica se cada nota é afetada por um
acidente, estes são sempre colocados antes desta e à mesma altura.
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Estas regras musicais foram implementadas através de uma expressão matemática, a qual pode
ser observada na Figura 2.4.
Figura 2.4: Expressão matemática que resume as regras musicais utilizadas [1].
Com a utilização da consistência sintática foi obtida uma redução do ruído e percentagem de
falsos negativos. No entanto, há também uma diminuição no número de verdadeiros positivos o
que pode significar que o algoritmo descarta mais símbolos do que deveria. Verifica-se então que
é um procedimento eficaz na remoção de ruído e não tanto na classificação, sendo sugerido pela
autora que seja introduzido o conhecimento prévio na fase de reconhecimento do sistema OMR,
podendo levar a melhores resultados.
Modelos probabilísticos
Church e Cuthbert apresentaram em [14] o trabalho realizado no âmbito da utilização de mo-
delos probabilísticos para o melhoramento das transcrições rítmicas como uma fase posterior à
deteção realizada com um sistema OMR.
Nos seus trabalhos, os autores tiveram em consideração as similaridades rítmicas que existem
nas partituras musicais entre as partes que a constituem. Estas similaridades podem ser encontra-
das várias vezes ao longo da partitura.
São utilizados métodos de modo a implementar a probabilidade à priori para as similaridades
rítmicas em partituras resultantes de um sistema OMR por forma a corrigir erros rítmicos os quais
causam contradições entre as notas de um compasso e o tipo de compasso escolhido. É utilizada a
probabilidade à priori da distância a que essas repetições rítmicas podem acontecer, a qual pode ser
utilizada para repetições no mesmo instrumento ou até entre instrumentos diferentes. É adicionada
ainda a probabilidade de mudança, ou seja, a probabilidade de um símbolo ser classificado mas
essa classificação não ser correta, afetando também o ritmo do compasso.
Comparando com os resultados obtidos pelo sistema OMR e com esta pós correção, verificou-
se uma redução de ritmos incorretos numa média de 19%.
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Codebooks
A utilização de codebooks para a recuperação das partituras manuscritas foi a abordagem
escolhida por Malik para realizar o seu trabalho [15]. Após a remoção das linhas da pauta, através
de um algoritmo desenvolvido previamente a este trabalho, o qual considera existência de dois
grupos (linha retas e curvas) e, consoante as características de cada um desses grupos as linhas
eram extraídas, é criado o codebooks para a partitura musical.
A criação deste codebooks tem em consideração as características da extração e os seus classi-
ficadores. Para o primeiro, são utilizadas duas caraterísticas devido ao efeito de escala, são elas as
caraterísticas de Zernike e do gradiente. No que diz respeito aos classificadores, foram utilizados
dois classificadores sem supervisão: Self Organising Maps (SOM) e K-Means.
Após a criação dos codebooks a partir do treino dos símbolos segmentados, cada partitura pode
ser rotulada. No entanto, devido ao ruído e degradação, os símbolos manuscritos não são rotula-
dos diretamente, as suas caraterísticas são guardadas e é usada a similaridade entre as distâncias
medidas para a sua classificação.
A arquitetura do algoritmo implementado pode ser observado na Figura 2.5.
Figura 2.5: Esquema do algoritmo implementado [15].
Representação final
Como já referido, existe uma grande variedade de sistemas OMR no mercado1, e cada um pro-
duz um tipo de ficheiro diferente à saída dependendo das escolhas dos seus criadores. Os ficheiros
de saída mais comuns são MIDI, Capella, MusicXML, Finale, Vivaldi, NIFF, entre outros. A Ta-
bela 2.1 mostra alguns dos sistemas OMR presentes no mercado bem como os tipos de ficheiros
de saída suportados e a página web onde pode ser encontrado.
Como podemos verificar, a quantidade de opções é muito abrangente, podendo usar diferentes
tipos de software e, no entanto, obter o mesmo ficheiro de saída. Todos este software têm em
1http://homes.soic.indiana.edu/donbyrd/OMRSystemsTable.html
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comum o facto de não melhorarem a sua performance com a utilização ao longo do tempo. Outra
desvantagem deste software é o facto de a maioria deles (exceção para o PhotoScore) trabalharem
apenas com partituras impressas, deixando um pouco de lado as manuscritas, as quais representam
um desafio muito maior no que toca ao reconhecimento dos símbolos.
Tabela 2.1: Sistemas OMR e respetivos Outputs existentes no mercado.
Programa Output Web site
Capella-Scan Capella, MIDI, MusicXML www.capella-software.com/capscan.htm
MO Scan 2 Music Publisher www.braeburn.co.uk/mpsinfo.htm
NoteScan Nightingale www.ngale.com




SharpEye MIDI, MusicXML, NIFF www.visiv.co.uk
SmartSocre Finale, MIDI, NIFF www.musitek.com/smartscre.html
Vivaldi Scan Vivaldi, XML, MIDI www.vivaldistudio.com/ENG/VivaldiScan.asp
Audiveris MusicXML audiveris.dev.java.net/
Gamera GUIDO, MIDI, lyrics ldp.library.jhu.edu/projects/gamera/
2.3 Conclusões
O conhecimento dos métodos e técnicas utilizadas pelos diferentes investigadores nos seus
trabalhos sobre o mesmo tema desta dissertação, permite saber quais as principais dificuldades
encontradas em cada uma das etapas e perceber se a utilização de uma (ou mais) dessas técnicas
seria ou não vantajoso para a solução dos objetivos propostos para a realização desta dissertação.
A utilização de regras musicais como base de alguns algoritmos descritos servem como ponte entre




Ao longo deste capítulo é apresentada não só a metodologia utilizada no desenvolvimento
do sistema OMR bem como uma breve descrição dos algoritmos e bases de dados utilizados na
reconstrução musical e representação final. A dissertação foi dividida em 3 etapas: extração de
símbolos, consistência sintática e reconstrução musical (através do MusicXML). Para ser possível
a extração dos símbolos e posteriores análises, é necessário fornecer ao sistema: (1) uma imagem
da partitura (.png) e (2) a informação extraída sobre esta: posição das linhas da pauta, número
e espessura das linhas, e o espaçamento entre elas. Estas informações são obtidas pelo sistema
OMR adotado numa fase anterior aquelas que são abordadas nesta dissertação [1].
3.1 Base de dados
Tendo em conta que esta dissertação está inserida nas etapas de reconstrução musical e repre-
sentação final de um sistema OMR, e como as partituras de maestro contém a informação musical
de todos os constituintes da orquestra/banda, a sua utilização deve ser integrada na base de da-
dos da dissertação uma vez que podem fornecer informações que de outra forma seriam muito
difíceis de obter sem recorrer a métodos complexos e demorados. É exemplo dessa informação
disponibilizada, a semelhança rítmica entre alguns dos instrumentos que compõe as orquestras.
O espaço utilizado por cada conjunto de notas também será um aspeto a ter em conta, uma vez
que nas partituras o tamanho de todos os compassos depende da quantidade de símbolos musicais
presentes nesse compasso. Se este for muito longo, existem muitos símbolos, o que nos leva a con-
cluir que são elementos com pouca duração (colcheias, semicolcheias, fusas, etc). Esta associação
ajuda-nos a perceber quais os tipos de símbolos classificados erradamente, diminuindo também a
lista de possíveis hipóteses para completar o número de tempos que faltam nesse compasso. Este
tipo de espaçamento constante pode ser observado na Figura 3.1, sendo esta a forma de escrever
música adotada pela grande maioria dos compositores, facto que torna interessante desenvolver
um algoritmo baseado nessa característica.
Posto isto, serão então utilizadas partituras musicais como as dos maestros, ou seja com a
música de mais do que um instrumento representada na mesma imagem, idealmente manuscritas,
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Figura 3.1: Espaçamento constante entre dois compassos.
podendo assim ser desenvolvido um algoritmo onde serão tidas em conta caraterísticas musicais
diferentes das já utilizadas em trabalhos anteriores sobre o mesmo tema. Alguns exemplos de
partituras utilizadas podem ser observados na Figura 3.2.
Foram utilizadas 12 imagens, sendo que 6 delas são manuscritas e as restantes 6 são impressas,
num total de 131 pautas. A utilização de dois tipos distintos de partituras permite testar o sistema
com diferentes variáveis de entrada.
Como groundtruth da partitura serão utilizados os valores recolhidos manualmente da imagem
original através de um programa em Pyton, obtendo assim as posições de cada símbolo na imagem,
bem como o tipo de símbolo correspondente, de forma a poder ser comparado com os detetados
aquando da utilização do sistema desenvolvido.
Figura 3.2: Exemplos de partituras utilizadas.
Ao longo desta dissertação serão utilizados dois conjuntos de classes distintos: o primeiro será
utilizado na extração dos símbolos e o segundo na reconstrução da notação musical. No Anexo ??
é possível observar as classes de cada um dos conjuntos e verificar que em cada um deles temos
classes de símbolos essenciais para a leitura da música como por exemplo as notas e outras que
informam como a interpretar, como os acentos.
O primeiro conjunto foi dividido em 15 classes mais globais apresentadas na Tabela ??. No que
diz respeito ao segundo conjunto, foi dividido em 20 classes e algumas delas foram ainda divididas
em subclasses. Cada uma destas classes e subclasses podem ser observadas na Figura ??.
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3.2 Extração de símbolos
O algoritmo de extração de símbolos musicais descrito de seguida foi sugerido em [1]. Tal
como referido anteriormente, deste processo resultarão os símbolos que serão a entrada do método
proposto nesta dissertação. Notar que para uma descrição mais detalhada o leitor deverá consultar
[1].
Tendo disponível a imagem utilizada no pré-processamento e as informações daí resultantes,
foi possível realizar algumas tarefas simples mas essenciais para a análise de imagem e conse-
quente extração, são elas a binarização que foi feita através dos métodos de Otsu ou BLIST, a
remoção das linhas da pauta, e por fim a divisão da partituras em várias imagens sendo que cada
uma destas continha apenas uma das pautas da partitura[1].
Estas ações permitem que a área a analisar seja consideravelmente reduzida, uma vez que em
cada imagem (que corresponde a uma pauta da partitura) passamos a ter apenas os símbolos, di-
minuindo assim a probabilidade de erro na deteção que existiria se as linhas não fossem extraídas,
já que estas poderiam ser erradamente classificadas como símbolos, ou levar a uma classificação
errada de determinados símbolos. De igual forma e com os mesmos propósitos, à medida que os
símbolos são detetados, são também eliminados da imagem.
Feita esta divisão, cada uma das imagens será analisada individualmente e no final será obtida
uma única matriz com todos os símbolos extraídos em cada uma delas, a qual será por sua vez
utilizada nas fases posteriores do sistema.
A cada uma das imagens que passam pelo algoritmo, é retirada, caso exista, a chaveta que
liga duas ou mais pautas e, seguidamente são retiradas as letras e os números que possam existir
antes das claves. Na Figura 3.3 é possível observar um exemplo deste tipo de ruído. São ainda
removidas as linhas representativas de notas acima ou a baixo da pauta (ledger lines).
Figura 3.3: Exemplos de ruído existente nas partituras.
De seguida, é iniciada a extração dos símbolos, começando pelas claves, seguidas da armação
de clave e do tipo de compasso. Para a extração das notas, em primeiro lugar são removidas
as hastes e os pixeis próximos de modo a considerar também as hastes enviesadas, e só depois
são detetadas as cabeças das notas. Se existirem notas, e se a clave não tiver sido identificada é
realizada uma nova deteção ajustando os parâmetros levando a uma maior eficiência.
Os restantes símbolos são detetados segundo apresentado no diagrama da Figura 3.4.
18 Enquadramento teórico
Figura 3.4: Diagrama do algoritmo de extração dos símbolos [1].
A cada um destes símbolos é atribuída uma classe diferente de maneira a que todos os sím-
bolos iguais fiquem classificados com a mesma classe, tornando mais fácil e intuitivo não só o
processo de reconstrução musical a realizar, mas também a comparação com os símbolos obtidos
manualmente por forma a comparar resultados apurando assim a taxa de sucesso da extração.
3.2.1 Inclusão de regras musicais
Por forma a melhor a identificação do tipo de clave, do tipo de compasso e da armação de
clave serão utilizadas algumas regras musicais na sua deteção. No que diz respeito à clave, como
esta está sempre no início da pauta, o primeiro símbolo encontrado (a seguir ao possível texto
e chavetas que foram eliminados previamente) tem maior probabilidade de corresponder a uma
clave, isto é, a probabilidade de existir uma clave no início da imagem é muito superior à da sua
existência noutro região qualquer da imagem.
Já no que diz respeito ao tipo de compasso, algumas restrições podem ser aplicadas tendo em
contas as regras musicais, se um dos números for detetado isoladamente é necessário verificar se
existe outro símbolo por baixo completando assim o tipo de compasso.
A armação de clave, também pode ser afetada por algumas regras musicais, as quais podem di-
minuir o número de classificações erróneas do sistema. Entre elas algum destaque para o facto de a
ordem de aparecimento dos acidentes ser constante (sustenidos e bemóis com ordem inversa entre
si) e também da não existência de símbolos em baixo ou em cima de cada um destes acidentes.
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Estas três classes merecem especial atenção, uma vez que sem elas um músico era incapaz
de traduzir o que foi escrito para música uma vez que a clave e o tipo de compasso (não tanto a
armação de clave) determinam qual o tipo de nota presente em cada compasso e duração de cada
uma delas, dando forma e significado a todas as combinações de notas presentes na partitura.
3.3 Consistência sintática
A consistência sintática, apresentada no capítulo 2, e como referido no mesmo capítulo, foi o
método escolhido para tentar resolver os problemas existentes na reconstrução da notação musical
em [1]. Neste sentido será detalhada brevemente de seguida.
Nessa consistência sintática, foram utilizadas de redes neuronais, as quais são modelos es-
tatísticos não lineares, que desenvolvem conhecimento através da experiência, torna-se benéfica
porque para além de fornecer uma saída com uma interpretação probabilística, poderá ajudar no re-
conhecimento sintático das partituras musicais fornecendo raciocínios estatísticos sobre se certos
padrões podem ou não ser um símbolo.
Para a rede neuronal desse sistema foi utilizado um classificador MLP (Multilayer Perceptron)
composto por uma camada oculta a qual era ativada por uma função sigmoide. Todas os símbo-
los submetidos a essa rede neuronal têm que ser redimensionados para 20x20 e posteriormente
convertidos para um vetor de valores binários.
Posto isto, existiam 7 modelos de classificação, um para as 20 classes mais gerais e 6 para
as classes secundárias. Os treinos foram realizados com uma base de dados de 65 partituras
manuscritas e 380 partituras sintéticas distorcidas. De forma a obter as redes neuronais pretendidas
a base de dados foi dividida em conjuntos de treino e de teste (60%-40% respetivamente), tendo
apenas que ser garantido que existia pelo menos um exemplo de cada categoria em cada um dos
conjuntos de treino.
Todos os símbolos detetados nas fases anteriores, são submetidos às redes neuronais, levando a
que cada um deles seja atribuído a uma determinada classe. Após esta nova classificação dos sím-
bolos, estes são submetidos à programação inteira binária referida no estado da arte deste trabalho,
onde o algoritmo é apresentado na Figura 2.4 e a sua interpretação é feita no subcapítulo 2.2.
3.4 Interface e Representação final
A representação final dos símbolos detetados no final das várias etapas é tida como uma das
principais tarefas a desenvolver nesta tese. Em primeiro lugar é necessário o desenvolvimento
de uma interface global, através da qual todo o sistema será controlado desde a inicialização da
extração até à geração do ficheiro xml. Dadas as caraterísticas de um ficheiro xml, apresentadas
em seguida, conseguimos visualizar os símbolos detetados num programa editor de música.
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3.4.1 MusicXML
O MusicXML foi projetado desde início (2004) para partilhar partituras musicais entre apli-
cações, e para arquivar essas partituras permitindo a sua utilização no futuro. O objetivo era criar
um formato universal para a notação musical assim como o MP3 é para os ficheiros áudio. Tem
também a capacidade de complementar o formato nativo de alguma dessas aplicações (caso do
Finale) [5].
Trata-se de um tipo de ficheiro utilizado na partilha interativa de partituras, ou seja, é possível
criar música num programa e partilhá-la para outra pessoa que use um programa completamente
diferente. Hoje em dia mais de 180 aplicações1 suportam este tipo de ficheiro.
Existem muitos programas de edição de música no mundo, no entanto partilhar a música
desenvolvida nesses programas só poderia ser feita para as pessoas que utilizassem esse mesmo
programa. Antes da existência do MusicXML, o único formato existente que conseguia fazer este
tipos de partilhas era o MIDI. Mas, não era a melhor opção porque não representava muitas das
características essenciais da música (repetições, ligaduras, etc.). Com a necessidade da criação
de um formato universal, a Recordare decidiu desenvolver o MusicXML, que tentava colmatar os
problemas dos formatos existentes (NIFF, SMDL e MIDI). Conseguiram então desenvolver um
formato com estrutura sólida e que pode ser utilizado gratuitamente.
Tal como o nome nos sugere, a linguagem utilizada é o XML, que foi uma linguagem cons-
truída com base em décadas de experiência do seu antecessor SGML, tendo em conta também o
crescimento do HTML e da Web. Conseguiu atingir o ponto de equilíbrio entre a simplicidade e
o poder, o qual só tinha sido atingido pelo HTML e MIDI, sendo desenvolvida para representar
estruturas de dados complexos, característica onde as partituras musicais se enquadram. A utiliza-
ção de XML faz com que não nos preocupemos com a sintaxe da linguagem deixando-nos pensar
no que queremos representar.
Viglianti em [16] referiu algumas as limitações encontradas ao longo da utilização do Mu-
sicXML, entre as quais o facto de este ter sido desenvolvido para uma representação competente
mas não ótima das partituras musicais, por exemplo não permite a representações de ossias (ex-
certo musical alternativo ao excerto original), e não permite uma representação tal e qual como
aparece na partitura original. No entanto, desde a publicação deste artigo (2007), surgiram novas
versões que colmataram algumas destas limitações.
A linguagem de programação é muito semelhante ao HTML, sendo que as tags são orientadas
para o campo da música, por exemplo encontramos tags do tipo <key>, <time>, <pitch> e outras
relacionadas com os objetos musicais. Um exemplo muito utilizado é a construção da imagem da
Figura 3.5, o código pode ser observado e analisado no anexo A.
1http://www.musicxml.com/software/
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Figura 3.5: Compasso exemplo obtido através de MusicXML.
Podemos verificar que com algumas linhas de código podemos obter um compasso musical





Neste capítulo são apresentadas as alterações implementadas aos algoritmos e regras musicais
referidas e explicadas no capítulo 3. Serão ainda descritas as funcionalidades da interface criada
para o sistema OMR por forma a facilitar a sua utilização por parte do usuário. Por fim são
apresentados e discutidos os resultados obtidos ao longo da realização desta dissertação.
4.1 Extração de Símbolos
Dada a importância de extração dos símbolos num sistema OMR, já que este é o principal
objetivo de um sistema deste género, torna-se importante tentar diminuir o número de erros nesta
etapa, maximizando assim a quantidade de símbolos detetados.
Para além de todos os símbolos necessitarem de ser detetados, os quais são divididos em 15
classes no final desta etapa (Tabela ??), existem algumas dessas classes que tem uma maior impor-
tância para que um músico consiga compreender o que o compositor escreveu em cada partitura
musical. São elas, em primeiro lugar a clave (Figura 4.1a) a qual permite saber o tipo de nota a
que corresponde cada símbolo, o tipo de compasso (Figura 4.1c) que informa a duração de cada
um dos símbolos, as barras de compasso que delimitam o início e o fim de cada compasso, e por
último, não tão grave no caso de existir um erro na sua deteção, a armação de clave (Figura 4.1b)
que indica quais as notas afetadas por acidentes. Devido ao bom funcionamento do sistema para
as barras de compasso, não foi necessária a realização de alterações a essa deteção.
(a) Exemplos de claves. (b) Exemplos de armações de clave.
(c) Exemplos de tipos de compassos.
Figura 4.1: Exemplos de símbolos pertencentes às classes a melhorar.
23
24 Metodologia e Resultados
Tendo isto em consideração, foi implementada uma melhoria destas deteções, para tal foram
utilizadas algumas técnicas, as quais têm como base regras e princípios musicais. Sabendo ainda
que, na maioria dos casos, a ordem dos símbolos é a apresentada na Figura 4.2, ou seja, clave
seguida da armação de clave (caso exista) e por fim o compasso, deu-se maior importância aos
objetos presentes na parte inicial de cada uma das pautas.
Todos os valores de referência utilizados ao longo desta extração, foram obtidos por experiên-
cia, tendo em conta o tamanho comummente utilizados para os diferentes objetos e, é usado como
grandeza unitária o valor obtido para o espaçamento entre as linhas (spaceHeight) e a espessura
destas (lineHeight) os quais foram obtidos anteriormente e estimados segundo um método robusto
apresentado em [1].
Figura 4.2: Exemplo de uma pauta comum.
4.1.1 Claves
O algoritmo anteriormente implementado na deteção das claves, procurava o primeiro con-
junto de objetos interligados entre si e verificava se estes podem ou não ser classificados como
uma clave. Esta procura era efetuada através da computação dos componentes ligados e pode
ser observado na Figura 4.3. A aglomeração destes objetos é feita com base na distância entre
eles, assim se o conjunto não for considerado uma clave, essa distância de referência é aumentada
(aumentando o número de objetos interligados) até ser encontrado um conjunto com uma largura
superior a 3 vezes o espaçamento médio entre as linhas [1]. Devido ao facto de em algumas situa-
ções ser detetada apenas metade da clave (condição da largura satisfeita), ou ruído ser considerado
uma clave, fizeram-se algumas mudanças ao algoritmo implementado.
Figura 4.3: Algoritmo utilizado para a procura de objetos.
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Se um determinado conjunto de objetos não corresponder a uma clave, em vez de lhe adicionar
o conjunto seguinte, este é eliminado e usa-se o próximo conjunto para realizar uma nova classifi-
cação, diminuindo assim as probabilidades de considerar o ruído existente no início de cada pauta
como uma clave. As condições para aceitar um determinado conjunto de objetos como sendo uma
clave também foram aperfeiçoadas, deixando de ser tido em conta apenas a sua largura (que passou
a ter valor mínimo e máximo, 3 e 6 vezes o número médio de pixeis entre as linhas (spaceHeight),
respetivamente), mas também a sua distância à margem da folha (15 vezes esse número) e a sua
altura mínima (3 x spaceHeight).
Finalizado o processo, a clave é detetada e eliminada da imagem (Figura 4.4) facilitando o
trabalho dos restantes procedimentos ao longo da extração.
Figura 4.4: Imagem resultante da extração da clave.
4.1.2 Armação de clave
A deteção da armação de clave é feita tendo em conta que os acidentes que a constituem, caso
existam, se encontram sempre após a clave e antes do compasso. Com a obtenção da imagem da
Figura 4.4, podemos inferir que os objetos que se encontrem no início da imagem podem ser con-
siderados acidentes pertencentes à armação de clave, no entanto têm que satisfazer determinadas
condições, evitando assim a classificação errónea dos objetos.
Na nova implementação da deteção destes símbolos, são tidos em conta três regras musicais:
• O número de acidentes está limitado a um máximo de 7;
• Um acidente presente na armação de clave nunca contém qualquer outro tipo de símbolo
por baixo ou por cima de si próprio;
• A ordem e a posição em que os símbolos aparecem é sempre a mesma, variando apenas
com o tipo de acidente, se forem sustenidos (fá, dó, sol, ré, lá, mi, si) ou se forem bemóis
(mesmas notas por ordem inversa).
A inclusão destas três regras foi efetuada tendo como valores de referência o tamanho dos
símbolos, a distâncias entre eles e a distância (quantidade de pixeis) média entre duas linhas con-
secutivas. Apesar de a ordem dos símbolos ser sempre a mesma, a sua posição varia não só com o
tipo de acidente (bemóis e sustenidos) mas também com o tipo de clave.
Tendo todas estas restrições em conta, o algoritmo (que foi utilizado também para as claves
e que se encontra representado na Figura 4.3) procura pelos objetos que se encontrem depois da
clave detetada anteriormente, até um máximo de 7. Para ser considerado um acidente da armação
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de clave, o objeto tem que satisfazer algumas condições em termos de tamanho e distância à clave.
São elas:
• A distância entre o final da clave e o início do primeiro acidente tem que ser inferior a 3 x
spaceHeight;
• A largura do objeto tem que ser inferior a 3 x spaceHeight e a altura tem que estar compre-
endida entre spaceHeight + 2 x lineHeight e 4 x spaceHeight;
• No caso de existir mais do que um acidente, a distância entre eles também é sujeita a uma
restrição: não pode ser superior a 2 x spaceHeight.
Para além disso, é ainda verificado se o objeto detetado está por baixo ou por cima de algum
dos símbolos até ao momento detetados, em caso afirmativo, ambos são descartados já que não
podem ser considerados acidentes.
Por fim é ainda verificada a posição em que o objeto se encontra na pauta, considerando o
número de símbolos extraídos e o tipo de clave (se foi detetada), é feita uma comparação entre as
posições onde se encontra e onde deveria estar, obtendo assim informação sobre a veracidade ou
não dos objetos. Dependendo do número de possíveis acidentes extraídos, são verificadas todas
as opções (diferentes tipos de claves e diferente tipos de acidentes) e caso não seja validado em
nenhum dos casos, este é também ele descartado.
Terminada a extração, todos os símbolos considerados acidentes pertencentes à armação de
clave são eliminados da imagem como podemos ver na Figura 4.5.
Figura 4.5: Imagem resultante da extração da armação de clave.
4.1.3 Compasso
Relativamente à deteção do tipo de compasso, foi utilizado um algoritmo muito semelhante
aos da extração da clave e da armação de clave (Figura 4.3). Aproveitando a imagem resultante
da fase anterior (Figura 4.5) é procurado o grupo de componentes conectados que se encontre
imediatamente a seguir ao último objeto considerado como um símbolo (pode ser uma clave ou
um acidente da armação de clave).
Objetos que foram detetados anteriormente e não passaram nas condições impostas para serem
considerados acidentes, podem agora ser validados como compasso, com especial atenção para os
objetos que tinham outro por cima/baixo, uma vez que na maior dos casos os compassos são
representados por dois números um por cima do outro, como podemos ver na Figura 4.6, (em
duas situações podem também ser representados por uma letra), os quais dão informações sobre
número e tipo de nota que representa a base de cada compasso. Esses números, tal como numa
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fração podem ser classificados como numerador e denominador, o numerador é o número de cima
e o denominador o de baixo, no exemplo da Figura 4.6, o 6 corresponde ao numerador e o 8 ao
denominador. A informação que cada um destes números transmite ao músico será pormenorizada
no secção 4.2 da presente dissertação.
Figura 4.6: Exemplo de um compasso.
Tal como nas outras etapas descritas, as distâncias relativas e tamanhos dos objetos são utili-
zadas como fatores de exclusão. Neste caso, a distância entre o objeto e o último símbolo detetado
não deve exceder 4 x spaceHeight, a largura deve ser inferior a 3.5 x spaceHeight e maior do que
spaceHeight. Já no que diz respeito à altura, esta deve ser superior a 3.5 x spaceHeight por forma
a incluir os compassos representados não só por números mas também por letras pois estes últimos
são geralmente mais pequenos.
Na Figura 4.7 é visível a imagem resultante destas três extrações, a qual inclui apenas as
divisões do compasso e os símbolos necessários para a interpretação musical. Em comparação
com a imagem utilizada no início desta extração, apenas foi removido o compasso.
Figura 4.7: Imagem resultante da extração do tipo de compasso.
4.1.4 Interface Gráfica
Foi desenvolvida uma interface gráfica a qual permite ao utilizador interagir de uma forma
mais intuitiva com o sistema desenvolvido, para tal foi utilizado o GUIDE do Matlab.
Para a exibição dos resultados, optou-se por criar uma caixa delimitadora em torno de cada
símbolo detetado. Devido à existência de uma grande quantidade de classes (símbolos diferentes),
a cada uma delas foi atribuída uma cor diferente, o que permite ao utilizador ter uma melhor
perceção da quantidade de símbolos corretamente detetados ao olhar para a imagem.
4.1.5 Resultados
De modo a podermos comparar os resultados obtidos antes e depois destas alterações foi de-
senvolvida ainda uma função que permite calcular as percentagens de símbolos que, em compa-
ração com os valores extraídos manualmente, são verdadeiros positivos, verdadeiros negativos,
falsos positivos e falsos negativos. Através destes valores torna-se possível analisar o impacto que
as alterações tiveram no sistema em cada uma das classes envolvidas.
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Como referido no capítulo 3, foram analisadas 12 partituras musicais, com um total de 131
pautas, das quais 6 eram manuscritas e as outras 6 eram impressas. Os resultados obtidos para
cada uma delas foram agrupados tendo em conta o seu modo de escrita, de modo a ser possível
avaliar o desempenho do sistema para cada um dos diferentes tipos de partitura. Com os símbolos
extraídos de todas as partituras utilizadas no teste do sistema, pode ser feita a análise global do
desempenho do mesmo.
De maneira a existirem valores de referência para comparar com os novos resultados obtidos,
realizou-se a extração dos símbolos e o cálculo das percentagens antes de serem efetuadas altera-
ções ao código. Deste modo, torna-se possível a verificação da existência ou não de benefícios na
utilização dos novos algoritmos desenvolvidos.
As Tabelas 4.1 e 4.2 referem-se aos resultados obtidos para as partituras manuscritas antes e
depois da realização das alterações nos algoritmos respetivamente. Verifica-se que há um aumento
da percentagem de símbolos corretamente detetados (verdadeiros positivos) em todas as classes,
sendo este o valor mais importante pois as alterações que foram realizadas têm em vista o seu
aumento. De destacar ainda a diminuição do percentagem de falsos positivos que se refere à
quantidade de símbolos erradamente detetados, levando a concluir que o sistema consegue não só
detetar uma maior quantidade de símbolos como também aperfeiçoou as restrições de validação
do algoritmo de modo a aceitar menos conjuntos de símbolos diminuindo assim a percentagem de
erro do sistema.
Tabela 4.1: Resultados obtidos para as partituras manuscritas analisadas antes das alterações no
algoritmo.
Verdadeiros positivos Verdadeiros negativos Falsos positivos Falsos negativos
Clave 43.4% 0.0% 55.6% 41.2%
Armação 4.0% 45.3% 58.3% 60.6%
Compasso 0.0% 68.7% 100% 14.6%
Tabela 4.2: Resultados obtidos para as partituras manuscritas analisadas após as alterações ao
algoritmo.
Verdadeiros positivos Verdadeiros negativos Falsos positivos Falsos negativos
Clave 59.1% 30.6% 12.6% 37.8%
Armação 20.0% 40.5% 25.0% 44.6%
Compasso 19.4% 72.6% 56.7% 29.2%
Relativamente às partituras impressas, os resultados podem ser observados nas Tabelas 4.3
e 4.4 e, tal como para as partituras manuscritas, o número de verdadeiros positivos sofrem um
ligeiro aumento e os falsos positivos uma diminuição. O facto de nenhum compasso ter sido dete-
tado pode ser justificado pelo reduzido número de compassos existentes nas partituras escolhidas,
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podendo estes aparecerem apenas uma vez em toda a partitura, e pelo melhor funcionamento do al-
goritmo para compassos constituídos por números em vez de letras, pelo que com menos símbolos
torna-se mais difícil identificá-los.
Tabela 4.3: Resultados obtidos para as partituras impressas analisadas antes das alterações no
algoritmo.
Verdadeiros positivos Verdadeiros negativos Falsos positivos Falsos negativos
Clave 44.4% 0.0% 39.2% 41.9%
Armação 1.7% 35.3% 46.7% 94.3%
Compasso 0.0% 70.7% 83.3% 0.0%
Tabela 4.4: Resultados obtidos para as partituras impressas analisadas após as alterações no algo-
ritmo.
Verdadeiros positivos Verdadeiros negativos Falsos positivos Falsos negativos
Clave 47.6% 0.0% 0.0% 52.4%
Armação 1.9% 27.2% 54.2% 87.1%
Compasso 0.0% 84.6% 66.7% 0.0%
Para o total das 12 imagens é observável que o sistema tem um comportamento em tudo
semelhante ao das partituras manuscritas, isto é o número de verdadeiros positivos aumenta e o de
falsos positivos diminui. Todos os resultados podem ser observados e analisados nas Tabelas 4.5
e 4.6 que representam os resultados antes e depois das alterações efetuadas nesta dissertação.
Tabela 4.5: Resultados obtidos para as partituras analisadas antes das alterações no algoritmo.
Verdadeiros positivos Verdadeiros negativos Falsos positivos Falsos negativos
Clave 43.9% 0.0% 47.4% 41.6%
Armação 2.9% 40.3% 52.5% 77.4%
Compasso 0.0% 69.7% 91.7% 21.4%
Tabela 4.6: Resultados obtidos para as partituras analisadas após as alterações.
Verdadeiros positivos Verdadeiros negativos Falsos positivos Falsos negativos
Clave 53.4% 15.3% 6.3% 45.1%
Armação 10.9% 33.8% 39.6% 65.9%
Compasso 9.7% 78.6% 61.7% 14.6%
A interface gráfica desenvolvida está representada na Figura 4.8, na qual é possível observar
quais as funcionalidades que o utilizador tem disponíveis.
Ao iniciar a extração de símbolos, o sistema é inicializado e todas as imagens presentes numa
determinada pasta são submetidas à extração. Finalizada esta etapa (informação sobre o seu fim
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Figura 4.8: Interface gráfica para controlo da extração dos símbolos.
é disponibilizada ao utilizador na interface), é possível escolher uma das imagens utilizadas na
extração para a visualização dos seus resultados, os quais são ilustrados em cada uma das pautas
dessa mesma imagem.
Por forma a complementar a imagem com os resultados obtidos, é ainda apresentada uma
legenda com informação acerca da quantidade de símbolos detetados em cada uma das 15 classes
existentes, bem como uma associação entre as cores e as respetivas classes.
4.2 Consistência sintática
Saber o tipo de compasso escolhido pelo compositor para cada pauta é fulcral para compreen-
der a música escrita nos compassos, e para saber se estes seguem as regras musicais (o número de
tempos em cada compasso deve coincidir sempre com o tipo de compasso escolhido). Dada a sua
importância e de forma a evitar a sua falsa deteção que comprometeria toda a restante classifica-
ção, os tipos de compasso de cada pauta a analisar foram inseridos manualmente garantindo assim
que no final da consistência sintática todos os compassos estivessem completos, pois tendo acesso
a esta informação torna-se possível completar o compasso adicionando ou removendo símbolos.
Pelas mesmas razões, o sistema utilizou os valores de referência das barras de compasso, os
quais foram extraídos manualmente da imagem, levando a que os compassos tivessem o seu início
e fim bem definidos, evitando assim a junção de dois ou mais compassos em casos de falhas na
deteção de uma das barras de compasso.
Aproveitando o trabalho já desenvolvido, é possível utilizar os símbolos resultantes da utiliza-
ção das redes neuronais para saber a quantidade e tipo de símbolos presente em cada compasso,
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tornando assim possível a verificação do estado do compasso (completo, falta ou excesso de tem-
pos).
Foi desenvolvido um modelo, que contempla as várias situações que podem ocorrer num com-
passo, e as diferentes formas de resolver cada uma dessas situações. Este modelo pode ser obser-
vado na Figura 4.9.
Figura 4.9: Diagrama em árvore representativo da estratégia usada para completar os compassos.
Podemos verificar que todas as hipóteses são tidas em conta nesta abordagem, levando a que
ciclo só termine (etapa "Guardar classes") quando o compasso estiver completo e, aí sim, um novo
compasso possa ser analisado.
Como ilustrado pelo algoritmo da Figura 4.9, o primeiro passo para completar cada um dos
compassos que compõe a partitura musical é verificar a quantidade de tempos que cada um dos
compassos tem tendo em conta os símbolos detetados pelo sistema. Para tal é necessário saber
qual o tipo de compasso a que cada um dos compassos está sujeito.
Neste sentido, ter informação acerca do numerador e do denominador do tipo de compasso
torna-se essencial pois sem ela não é possível determinar se os compassos estão ou não completos.
O denominador permite saber qual o tipo de símbolo que representa a unidade de tempo, como
exemplo, se o denominador é igual a 4, a semínima é o símbolo que corresponde a 1 tempo
levando a que as mínimas correspondam a 2, as colcheias a 0.5 e assim por diante (a relação entre
os diferentes tipos de notas é visível na Figura 4.10).
Relativamente ao numerador, este contém informação acerca da quantidade de tempos que têm
que estar presentes em cada compasso, tendo sempre em conta o símbolo que representa a unidade
temporária.
Sabendo também que a relação temporal entre os diferentes tipos de símbolos é sempre um
múltiplo de 2 e que neste trabalho é considerada a breve como a nota mais longa e a semifusa
como a mais curta, é realizada uma análise a todos os símbolos presentes dentro do compasso. Na
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Figura 4.10: Relações temporais entre os diferentes símbolos musicais.
Figura 4.10 é observável esta regra, onde se verifica, por exemplo, que duas semicolcheias (fundo
da árvore) têm o mesmo tempo que um colcheia e assim sucessivamente até ao topo da árvore.
Comparando as classes dos símbolos detetados com a classe do símbolo representativo da
unidade temporal, é possível calcular o peso que cada um deles tem no compasso em termos
temporais e verificar se a soma de todos os tempos completam o compasso, caso contrário existem
duas possibilidade: falta ou ultrapassa o número de tempos exigido.
A título de exemplo, considerando um compasso quaternário, onde o denominador e o nume-
rador são iguais a 4, ou seja, segundo as regras musicais, em cada compasso podem ser colocados
4 semínimas ou outras combinações de símbolos (por exemplo 8 semicolcheia ou 2 mínimas) ga-
rantindo apenas que a duração total seja a mesma. Se um dos símbolos detetados for uma colcheia,
como a semínima representa 1 tempo, então esta corresponde a 0.5 tempos, ficando a faltar 3.5
para que o compasso fique completo. Este tipo de raciocínio é realizado sobre todos os símbolos
e no final, os tempos de cada um deles são somados e é verificado se o compasso está ou não
completo.
4.2.1 Falta de símbolos
Caso o compasso tenha falta de tempos, significa que aconteceu uma de três situações: existên-
cia de símbolos que não foram corretamente classificados, que não foram detetados pelo sistema
ou que foram detetados pela extração mas recusados pelas redes neuronais.
A utilização de redes neuronais no início desta fase, leva a que alguns dos símbolos prove-
nientes da fase anterior (extração) sejam recusados. Essa recusa recai maioritariamente sobre os
símbolos considerados ruído mas também pode recair sobre alguns que tenham sido bem detetados
e que poderiam contribuir favoravelmente para completar o compasso.
Posto isto, e sabendo que a cada símbolo está associado uma probabilidade de ele pertencer
a cada uma das classes (grau de confiança), é feita uma análise a todos os símbolos que foram
recusados pelas redes neuronais e verificado para cada um deles qual a classe a que corresponde
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o maior grau de confiança. Se esse valor for superior a 1, o símbolo é adicionada à matriz com a
classe correspondente ao maior grau de confiança.
Se mesmo com os símbolos adicionados o compasso continua incompleto, existe classificações
ou deteções incorretas. Para colmatar estas situações foram adicionadas pausas até o compasso
estar completo. Pretende-se a utilização do menor número de pausas possível, pelo que se optou
pela escolha da uma ou mais classes, com a maior duração possível tendo em conta os tempos que
faltavam em cada um dos compassos.
A escolha de pausas em vez de notas deveu-se ao facto de para a utilização das notas ser
necessário saber não só a sua classe mas também o tipo de nota em causa (Dó, Ré, ...) e, a sua
estimação aumentaria o erro do sistema.
A posição onde cada uma das pausas será inserida depende da quantidade de símbolos pre-
sentes no compasso e da distância entre eles, pois quanto maior a distância entre dois símbolos
consecutivos maior é a probabilidade de o símbolo a adicionar pertencer a essa posição. Por essas
razões, após detetada a maior distância entre dois símbolos consecutivos, a pausa é adicionada no
meio desses dois símbolos.
4.2.2 Excesso de símbolos
No caso de existirem mais símbolos que os necessários para completar o compasso, ou seja,
tempos a mais no compasso, é utilizada a programação inteira binária apresentada e implementada
em [1]. O que até ao momento era visto como uma limitação (a não adição de símbolos), neste
caso torna-se uma vantagem, uma vez que é realizada uma reclassificação de todos os símbolos
detetados de forma a que o compasso fique completo. Esta reclassificação é feita tendo em conta
regras musicais implementadas através das expressões matemáticas representadas na Figura 2.4,
resolvendo assim alguns dos casos onde os símbolos são erradamente classificados.
4.2.3 Resultados
Os resultados obtidos ao longo desta fase do sistema podem ser apresentados de duas maneiras
distintas, uma delas de forma visual, onde são criadas, na imagem original, caixas delimitadoras
em torno de cada um dos símbolos presentes na matriz de resultados (inclui símbolos detetados e
adicionados). A outra forma de visualizar os resultados é de forma numérica, através de percenta-
gens de exatidão, precisão, recall e exatidão de classificação.
A utilização das caixas delimitadoras na imagem mostra ao utilizador, não só quais os sím-
bolos que foram corretamente detetados, mas também aqueles que foram adicionados (pausas e
recusados pela rede neuronal). A Figura 4.11 é um exemplo de como são representados os símbo-
los nas imagens originais.
É visível que existem duas cores representativas dos vários símbolos, a cor azul, representa
os que foram corretamente detetados pelo sistema enquanto que a cor vermelha representa os que
foram adicionados a cada compasso de forma a completá-lo. Verifica-se ainda que os símbolos
adicionados (com a cor vermelha) não têm uma posição constante no que diz respeito ao eixo dos
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Figura 4.11: Exemplo da representação dos símbolos após consistência sintática.
yy, podem aparecer acima ou abaixo das cinco linhas, ou entre elas. Isto deve-se ao facto de só a
posição no eixo dos xx ser importante para esta tese, uma vez que a adição de pausas não requer o
conhecimento da posição y do símbolo.
A representação dos resultados de forma numérica, tal como nos resultados obtidos para a
extração dos símbolos, foi dividida em três fases: partituras manuscritas, impressas e total, a base
de dados utilizada foi a mesma em ambos os casos (6 imagens manuscritas e 6 impressas).
Relativamente aos parâmetros escolhidos para representar os resultados obtidos, a exatidão
diz respeito à quantidade de objetos, entre todos os detetados, que foram classificados correta-
mente (verdadeiros positivos e verdadeiros negativos). precisão é a percentagem de objetos que
são verdadeiros positivos de entre os classificados como verdadeiros (positivos e negativos). Con-
siderando todos os símbolos que deveriam ter sido classificados como verdadeiros positivos, recall
mostra a percentagem desses símbolos que realmente o foram. Por fim, a exatidão de classificação
corresponde à percentagem de objetos que apesar de serem corretamente considerados símbolos
musicais, foram ainda corretamente classificados com a classe do símbolo a que correspondem.
Tabela 4.7: Resultados obtidos para as partituras manuscritas.
Exatidão Precisão Recall Exatidão de classificação
Antes 98.2% 90.7% 61.1% 41.6%
Depois 98.7% 100% 63.6% 50.6%
A Tabela 4.7 revela os resultados obtidos antes e depois das alterações realizadas no algoritmo
de reconstrução da notação musical. É verificável um aumento em todos os parâmetros, no entanto,
a exatidão de classificação é o valor mais importante, uma vez que pretende-se que o sistema
tenha sempre a maior quantidade de símbolos corretamente extraídos e classificados, pelo que um
aumento médio de 9% deste valor nas partituras manuscritas revela o bom funcionamento do novo
algoritmo neste tipo de partituras. Destaque ainda para o facto de o sistema passar a classificar
corretamente mais de metade dos objetos considerados como símbolos musicais.
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Tabela 4.8: Resultados obtidos para as partituras impressas.
Exatidão Precisão Recall Exatidão de classificação
Antes 93.9% 88.3% 83.2% 60.6%
Depois 93.0% 93.9% 75.2% 60.3%
No que toca às partituras impressas, algumas diferenças são verificáveis quando analisados
os resultados obtidos (Tabela 4.8). Uma ligeira diminuição do valor da exatidão de classifica-
ção levou a uma análise mais aprofundada dos resultados obtidos para cada uma das imagens,
tendo-se verificado que uma delas sofria uma queda abrupta para este valor, a qual se refletiu nos
resultados globais das partituras impressas. Tal queda pode ser justificada pelo facto de em casos
pontuais a reclassificação dos símbolos existentes conseguir obter melhores resultados que o algo-
ritmo implementado, no entanto o último demonstra melhores resultados na maioria das partituras
analisadas.
Para além disso, a quantidade de símbolos que é corretamente detetada para as partituras im-
pressas já é, por si só, mais elevada que a obtida para as congéneres manuscritas (cerca de 20%
superior). Isto mostra que o sistema funciona com maior precisão neste tipo de partituras. Con-
tudo, é uma caraterística comum em todos os sistemas OMR desenvolvidos até ao momento, uma
vez que essas partituras já tiveram origem num programa editor de música, tendo todas as regras
de edição aplicadas, como por exemplo tamanhos constantes para todas as cabeças de notas, o que
torna a sua deteção mais fácil.
Tabela 4.9: Resultados obtidos para o total das partituras.
Exatidão Precisão Recall Exatidão de classificação
Antes 96.1% 89.5% 72.1% 51.1%
Depois 95.8% 96.9% 69.4% 55.5%
De um modo geral, o sistema consegue obter melhores resultados (podem ser consultados na
Tabela 4.9), que os obtidos previamente às alterações efetuadas. Verifica-se um aumento de cerca
de 4% na exatidão de classificação, valor condicionado pelo resultados das partituras impressas,
os quais já foram devidamente analisados e justificados.
4.3 Interface Gráfica
A necessidade da intervenção do utilizador neste tipo de sistemas torna o desenvolvimento de
uma interface gráfica uma tarefa bastante importante, já que sem ela o utilizador para inicializar os
processos e obter os resultados tem que ter conhecimentos mais específicos a nível de programação
e utilização de programas com os quais pode não estar familiarizado.
Utilizando como base a interface já desenvolvida neste trabalho para ajudar na exibição dos
resultados obtidos na fase de extração, foram feitos alguns melhoramentos permitindo assim ao
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utilizador não só ter acesso a todas as funcionalidades disponibilizadas mas também controlar
a inicialização das diferentes fases do sistema e a visualização dos resultados obtidos ao longo
dessas fases.
Figura 4.12: Interface gráfica para controlo do sistema.
A Figura 4.12 mostra a interface gráfica desenvolvida para que o utilizador pudesse controlar
todo o sistema e obter informações úteis através dela. Comparativamente à interface desenvolvida
para a extração dos símbolos, uma das maiores diferenças é o facto de o utilizador poder escolher
a imagem a que quer realizar a extração. Na primeira versão, todas as imagens eram sujeitas à
extração e só após a sua finalização era possível observar os resultados de cada uma delas. Com
este aperfeiçoamento, o utilizador passa a ter uma maior liberdade de escolha e maior celeridade
na representação dos resultados.
Após escolhida a imagem, o utilizador tem 5 opções disponíveis representadas por cada um dos
botões presentes na interface, são elas: inicialização da fase de extração dos símbolos, visualização
dos resultados obtidos nessa extração, inicialização da consistência sintática, visualização dos
resultados obtidos na imagem original e obtenção da ficheiro com formato MusicXML para leitura
num editor de música.
Apesar de o utilizador poder escolher quais as ações a realizar pelo sistema existem algumas
delas que dependem de etapas anteriores, é o caso da consistência sintática e da obtenção do código
musicXML que só podem ser inicializadas se a extração dos símbolos e consistência sintática,
respetivamente, já tiverem sido executadas, o mesmo acontece com os resultados, que só podem
ser apresentados depois destes serem obtidos.
A interface é ainda capaz de manter o utilizador informado acerca do que o sistema está a fazer
em cada momento, fornecendo informação textual enquanto uma das fases está em execução bem
como quando esta é terminada. No exemplo da Figura 4.12 é possível observar que a extração já
foi terminada e a representação dos resultados está a ser feita através da imagem.
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Relativamente à visualização dos resultados obtidos na extração (botão "Show extracted sym-
bols"), devido à existência de uma grande quantidade de símbolos de classes diferentes (cores
diferentes), os quais não seriam visíveis com qualidade suficiente se fossem representados todos
na mesma imagem, optou-se então pela sua representação pauta a pauta, uma vez que para além
de ser uma área mais pequena a visualizar e existirem também menos símbolos, torna possível
comparar os resultados antes e depois da extração. A legenda proveniente da primeira versão
da interface manteve-se já que é interessante para o utilizador a informação que esta transmite
(legenda de cores e número de símbolos detetados de cada classe).
Por outro lado, para a representação dos resultados da consistência sintática (botão "Final
image"), como só é importante mostrar quais os símbolos detetados e a posição dos que foram
adicionados, optou-se pela sua representação na imagem original como é representado pela Fi-
gura 4.13. Como só é necessária a representação de dois tipos de símbolos são utilizadas duas
cores distintas (azul e vermelho) levando a uma fácil perceção da posição de cada um dos tipos de
símbolos, bastando realizar um pequeno zoom em caso de ser necessária uma visualização mais
rigorosa.
Figura 4.13: Exemplo da representação dos resultadas da consistência sintática.
A outra funcionalidade disponibilizada pela interface é a obtenção do ficheiro MusicXML
que é utilizado na representação final desta tese e o modo como essa obtenção é realizada será
pormenorizada na secção 4.4.
4.4 Representação final
Para a representação final da reconstrução da notação musical realizada na fase da consistência
sintática deste sistema foi utilizada a linguagem de programação MusicXML, a qual tem a base
do XML mas é específica para representação musical tal como apresentado na secção 3.4.
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Como o sistema não consegue verificar qual o nome da partitura e o seu autor e, em algumas
das partituras usadas essas informações não são apresentadas, foram atribuídos os nomes "Score"e
"Author"ao título e autor da partitura respetivamente.
A forma como os símbolos são guardados no final da consistência sintática, através de duas
estruturas, uma das quais contém as matrizes criadas para armazenar várias informações acerca dos
símbolos detetados em cada pauta e a outra contém as posições das cabeças das notas que foram
detetadas (a primeira contém toda a nota: cabeça e haste), permite que seja possível desenvolver
um ciclo de forma a construir o código para representação de todos os símbolos.
Devido a uma limitação do sistema, a quantidade de partes, isto é, o número de instrumentos
representados na mesma partitura, ainda não consegue ser detetada, pelo que essa informação deve
ser inserida pelo utilizador na interface no local devidamente indicado.
Assim sendo, para cada uma das pautas é verificada, para o primeiro compasso, a existência de
clave, armação de clave e tipo de compasso, os quais serão os atributos de cada uma das partes. No
entanto, os atributos só serão modificados se estes forem diferentes dos existentes até ao momento,
ou seja, só são alterados quando ocorrem alterações da armação de clave e/ou do tipo de compasso
na partitura (geralmente o tipo de clave não é alterado ao longo de cada uma das partes).
Em casos de falha na deteção da clave, a escolha recaiu sobre a clave de sol, que apesar de ser
a clave mais utilizada pela maioria dos instrumentos, é também a mais usada no ensino da música
pelo que todos os músicos conseguem ler partituras com esse tipo de clave e, o mesmo pode não
acontecer com outros tipos que são mais comuns num conjunto reduzido de instrumentos.
Feita a representação dos atributos, segue-se a representação das notas musicais e para tal é
necessário saber algumas informações acerca das partituras e dos tipos de símbolos, as quais estão
presentes na matriz onde estes foram guardados. São elas, as posições iniciais e finais (quer no
eixo dos xx quer no dos yy) de cada um dos símbolos e das cabeças de notas correspondentes, e
também o tipo de classe a que estes estão associados. Relativamente a informações mais gerais, é
necessário saber a posição das linhas e as distâncias entre elas.
Com estas informações, torna-se possível determinar o tipo de nota que cada símbolo repre-
senta, a oitava em que se encontra, a duração e a existência ou não de acidentes que afetam cada
uma das notas.
O algoritmo desenvolvido para a obtenção destas caraterísticas recorre às posições das cabeças
de notas e, em primeiro lugar verifica a qual dos símbolos esta pertence, ficando assim com uma
classe e duração associada. De seguida, é verificada a sua posição na pauta que indicará qual tipo
de nota, existem duas possibilidades:
O símbolo está numa linha
Para a verificação desta condição recorresse às posições iniciais e finais das cabeças das notas
no eixo dos yy. Se estas forem menores e maiores que a posição de uma linha, respetivamente,
significa que o símbolo se encontra nessa linha.
Em caso de existirem símbolos fora da pauta, isto é, em linhas acima ou abaixa da pauta é
removido ou adicionado o valor do espaçamento médio entre elas à primeira ou última, criando
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assim linhas virtuais as quais permitem a classificação desses símbolos. Foram consideradas um
total de 15 linhas sendo que 10 delas são virtuais (5 acima e 5 abaixo da pauta).
O símbolo está num espaço
Se o ponto intermédio entre as posições iniciais e finais das cabeças das notas no eixo dos yy
se encontrar no meio de duas linhas significa que o símbolo está num espaço e dependendo dessas
linhas, é determinado o tipo de nota.
Já para os símbolos acima e abaixo da pauta, é utilizado a mesma solução aplicada para os
símbolos nas linhas onde são criadas linhas virtuais as quais servem de referência para o ponto
intermédio calculado e para a determinação do tipo de nota.
A existência de acidentes associados a cada uma das notas é de fácil verificação, já que se
eles existirem estarão sempre antes dessa nota e estão guardados na matriz dos símbolos com uma
classe específica para cada um dos tipos de acidentes possíveis.
Por outro lado, a existência de pontos de aumentação nas notas não implica qualquer ação
por parte deste algoritmo, uma vez que estes foram adicionados às notas e classificados como
uma classe diferente, levando a que sempre que aparece uma dessas classes é adicionado o ponto
automaticamente.
Com a finalização do ciclo, é obtido um ficheiro com um formato semelhante ao do Anexo A
mas contendo a informação relativa a toda a partitura, o qual pode ser executado por um editor
ou leitor de música. A Figura 4.13 mostra um exemplo de um ficheiro resultante da execução de
todas as etapas deste sistema, bem com a da sua representação final num editor de música.
(a) Exemplo de ficheiro MusicXML obtido. (b) Representação num editor de música.
Figura 4.14: Resultados obtidos.
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Capítulo 5
Conclusões e trabalho futuro
O trabalho realizado nesta dissertação tinha como principais objetivos o melhoramento das
últimas duas etapas de um sistema de reconhecimento ótico de música (reconstrução da notação
musical e representação final), pelo que a implementação de regras musicais nessas melhorias foi
uma aspeto tido em conta e que, apesar de terem sido poucas as regras utilizadas, resultou num
melhoramento dos resultados comparativamente ao trabalho desenvolvido até então.
Apesar de a melhoria da extração dos símbolos não ser um dos objetivos deste trabalho, a
necessidade de realizar uma reconstrução fidedigna levou a um melhoramento da extração de 3
das 15 classes existentes, uma vez que sem esses símbolos, torna-se impossível reconstruir uma
partitura musical. Foram elas, as claves (fornece informação sobre o tipo de nota), os tipos de
compasso (indica a quantidade e tipo de símbolos necessários para completar cada compasso) e,
apesar de não tão importante para a reconstrução, a armação de clave (informação sobre notas
acidentadas). Com as alterações realizadas verificou-se um aumento médio de cerca de 9% na
quantidade de símbolos detetados corretamente em todas as classes.
No que toca à consistência sintática desenvolvida para a reconstrução da partitura compasso
a compasso, o algoritmo implementado resultou numa melhoria de cerca de 5% na quantidade de
símbolos corretamente extraídos e classificados comparativamente ao algoritmo anterior.
A representação dos símbolos resultantes da reconstrução da notação musical era uma etapa
que não tinha trabalho previamente desenvolvido e que permitiu ao utilizador ter acesso a um
ficheiro que pode ser lido na maioria dos programas editores de música presentes no mercado.
O desenvolvimento de uma interface gráfica, através da qual o utilizador possa controlar todo
o sistema a partir de uma só plataforma torna o trabalho desenvolvido acessível a um grupo mais
abrangente de utilizadores, desde os músicos até aos que possuem conhecimentos de programação
e não necessitariam de uma interface para utilizar o sistema.
5.1 Trabalho futuro
Após a realização desta dissertação, ficaram em aberto algumas questões que podem ser ex-
ploradas num trabalho futuro acerca deste tema. A utilização de regras musicais para além das
41
42 Conclusões e trabalho futuro
que foram implementadas ao longo deste trabalho seria um dos principais assuntos a abordar pois
existem regras que são comuns a todas as partituras e que podem aumentar a percentagem de su-
cesso em todas as fases do sistema. São exemplos desse tipo de regras a similaridade vertical das
partituras dos maestros, ou seja, numa pauta um compasso tem o mesmo tamanho que o compasso
correspondente na pauta acima ou abaixo (instrumentos diferentes) independentemente da quanti-
dade de símbolos que estes possuam. A utilização de informação presente noutras pautas, ou até
mesmo na mesma pauta, para ajudar na reconstrução da notação musical pode ser útil uma vez
que a repetição de conjuntos de símbolos é uma prática comum na escrita de música.
Pode ainda ser adicionada a intervenção do utilizador na aprendizagem do sistema, por exem-
plo na validação de determinados símbolos que sejam importantes para o bom funcionamento das
restantes etapas, como por exemplo as claves e os tipos de compasso. A adição de informações, por
parte do utilizador, acerca da partitura como o nome dela, o nome do compositor ou o nome dos
instrumentos que compõe cada uma das partes, pode ser útil para completar a sua representação,













































Tabela B.1: Tipos de classes utilizadas na extração dos símbolos.
Classes Exemplos
Pausas ?
Tipo de compasso C
Pontos .
Notas brancas sem haste 
Notas brancas com haste 
Acidentes 7
Claves Figura 4.1a
Armação de clave 5
Linhas de compasso |
Acentos >
Barras de ligação ˇ “ ˇ “=
Nota com haste ♩ , 
Pausa de semibreve <
Pausa de semínima <
Pausa de breve 
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Figura B.1: Tipos de classes utilizadas na reconstrução da notação musical [1].
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