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Figure：2  Two learning situation of the Agent
Learning cycle step 
10 844 
25 100 
50 99 
75 35 
100 76 
125 38 
150 45 
175 20 
200 20 
250 13 
Learning cycle step 
5 82 
10 87 
20 17 
30 23 
40 54 
50 20 
70 60 
80 15 
90 10 
100 8 
Table：１ There is only one learning Agent 
 Table：2 There are two 
learning situation of the Agent 
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