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Abstract
Causal effect estimation from observational data is an important but challenging problem.
Causal effect estimation with unobserved variables in data is even more difficult. The
challenges lie in (1) whether the causal effect can be estimated from observational data
(identifiability); (2) accuracy of estimation (unbiasedness), and (3) fast data-driven algo-
rithm for the estimation (efficiency). Each of the above problems by its own, is challenging.
There does not exist many data-driven methods for causal effect estimation so far, and they
solve one or two of the above problems, but not all. In this paper, we present an algorithm
that is fast, unbiased and is able to confirm if a causal effect is identifiable or not under
a very practical and commonly seen problem setting. To achieve high efficiency, we ap-
proach the causal effect estimation problem as a local search for the minimal adjustment
variable sets in data. We have shown that identifiability and unbiased estimation can be
both resolved using data in our problem setting, and we have developed theorems to sup-
port the local search for searching for adjustment variable sets to achieve unbiased causal
effect estimation. We make use of frequent pattern mining strategy to further speed up the
search process. Experiments performed on an extensive collection of synthetic and real-
world datasets demonstrate that the proposed algorithm outperforms the state-of-the-art
causal effect estimation methods in both accuracy and time-efficiency.
Keywords: Causal inference, Confounding bias, Causal sufficiency, Latent variables,
Data-driven causal effect estimation
1. Introduction
One of the fundamental tasks of causal inference is to study the causal effect of a treatment
(also known as treatment effect) on the outcome. Estimating causal effects has attracted
increasing attention in many fields, e.g., epidemiology, psychology, and econometrics. Ran-
domized Controlled Trials (RCTs) are the major means to estimate causal effects Deaton
and Cartwright (2018). However, performing a RCT is typically impossible in many cases
due to ethical concerns, time taken, or high expenses Correa and Bareinboim (2017). Hence,
estimating causal effects using observational data has been accepted as an alternative to
RCTs.
Causal effect estimation from observational data faces two fundamental challenges: iden-
tifiability and confounding bias Pearl (2009a). Identifiability concerns whether the causal
effect can be identified from data or not at all. For example, if there is an unobserved con-
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founder between the treatment and the outcome variables, i.e. the well-known hedge Sh-
pitser and Pearl (2006), the causal effect between the pair is non-identifiable from data.
Confounding bias arises from a spurious association between the treatment and the out-
come via uncontrolled confounders in causal effect estimation. Another practical issue
encountered by data-driven causal effect estimation is the lack of efficient algorithms for
dealing with large datasets, especially high-dimensional datasets.
Graphical causal models Spirtes et al. (2000); Pearl (2009a); Maathuis et al. (2015);
van der Zander et al. (2018) provide a theoretical solution for the identifiability and unbiased
estimation problems. Interventions can be modeled as do operations in data to mimic real-
world experiments. Given a DAG, the identifiability problem can be resolved by employing
the do-calculus. If all do operations in the causal effect representation can be reduced to an
expression involving standard probabilities, i.e. do free expression by using the do-calculus,
then the causal effect can be estimated from data based on the do free analytical expression.
The back-door criterion Pearl (2009a) is a well-known implementation of the do-calculus
for causal effect identification and estimation when the DAG is given.
In many real-world applications, users do not know the DAG (or a causal graph) rep-
resenting the causal mechanism. So the above theoretical solutionis are not applicable and
data-driven methods have to be employed to estimate causal effects directly from observa-
tional data. However, with a data-driven approach, causal effect identification and unbiased
estimation normally cannot be consistently resolved. Specifically, given a dataset we may
not be able to get a unique estimation of the causal effect of one variable on the other
variable. This is because from an observational dataset, we can only learn a Markov equiv-
alence class of causal structures, instead of a unique causal structure Spirtes et al. (2000);
Spirtes (2003), and we don’t know which structure in the equivalence class is the true causal
structure. Consequently, the result of causal effect identification based on the equivalence
class of structures is non-deterministic, or even unreliable if one structure indicates that a
causal effect is identifiable, but the other indicates otherwise. Moreover, the causal effect
estimation based on the equivalence class of structures can only be a bound estimation, i.e.
a multiple set of all possible causal effects, each corresponding to a structure in the equiva-
lence class. For example, Maathuis et al. Maathuis et al. (2009) proposed IDA (Intervention
when the DAG is Absent) to estimate causal effect from data satisfying causal sufficiency,
without given a DAG. The output of IDA is a bound estimation, as a result of the above
described non-uniqueness in structure learning.
In some special cases, however, unique results of causal effect identification and unbiased
causal effect estimation can be obtained. This paper aims to identify such special cases and
develop the theory and algorithm for obtaining unique results of causal effect identification
and estimation. Our proposed method will not assume causal sufficiency and thus can deal
with data with latent variables, a more realistic and practical scenario. There exists only
a small number methods for causal effect estimation from data with latent variables, and a
summary of these methods and our proposed method (CE2LS) is given in Table 1. From
the table, we can see that most of the methods cannot uniquely identify or estimate causal
effects, and they lack eficiency as well. Specifically, CE-SAT Hyttinen et al. (2015) uses
logic representation and SAT-based inference to estimate causal effects from data without
causal sufficiency, but CE-SAT can only deal with very small datasets and does not address
identifiability problem. LVIDA (Latent Variable IDA) Malinsky and Spirtes (2017) employs
2
Method Identifiability Unique estimate Efficiency Local search Pretreatment
CE-SAT No No Low No No
LVIDA No No Low No No
DICE No No High Yes Yes
EHS Yes Yes Low Yes Yes
CE2LS Yes Yes High Yes Yes
Table 1: A summary of data-driven causal effect estimation algorithms
a constraint-based algorithm, FCI (fast causal inference) Spirtes et al. (2000), to search for
a Markov equivalence class of ancestral graphs. So it only can produce bound estimations of
causal effects and thus essentially it does not address the identifiability problem. LVIDA is
difficult to be scaled to large datasets with dozens of variables or more. Cheng et al. Cheng
et al. (2020) developed the DICE algorithm to search for adjustment sets in local causal
structures, which significantly improves the efficiency. However, DICE finds a superset of
one or multiple adjustment sets and thus still provides a bound estimation and does not
address the identifiability problem either. The EHS algorithm Entner et al. (2013) employs
independence tests to identify an adjustment set. It can return the proper adjustment sets
and determined causal effect estimation and addresses the identifiability problem. However,
EHS is very inefficient since it conducts an exhaustive search over all the combinations of
variables for the conditional independence tests. Moreover, the adjustment sets identified by
EHS can be large, containing redundant variables, which can result in inaccurate estimation
of causal effects, especially when the number of samples in a dataset is not big enough.
In this paper, we aim to tackle all the three problems facing existing methods for causal
effect estimation from data with latent variables, i.e. identifiability, unique and unbiased
estimation, and efficiency. Our developed method, CE2LS (Causal Effect Estimation by
Local Search), is able to provide a deterministic answer to the identifiability problem, and it
is based on an efficient pattern mining strategy to find minimal adjustment sets for unique
unbiased causal effect estimation. We use the pretreatment variable assumption, which is
widely accepted in many applications Hill (2011); Athey et al. (2018); Wager and Athey
(2018), and is used by existing causal effect estimation methods VanderWeele and Shpitser
(2011); De Luna et al. (2011); Entner et al. (2013). The main technical contributions of
this paper are summarized as follows.
• We have identified a practical problem setting where identifiability of causal effect can
be determined and unique unbiased causal effect estimation can be achieved by local
search in observational data with latent variables. We have developed the theorems
to support the identification and unbiased estimation of causal effects by local search
in the problem setting.
• Based on the theorems, we develop an efficient data-driven algorithm, CE2LS, for
identifying minimal adjustment sets from observational data with latent variables.
Moreover, to achieve faster local search, we utilise the Apriori approach to reduce the
search space of minimal adjustment sets. To our best knowledge, CE2LS is the first
practical method for finding minimal adjustment sets from data with latent variables
by local search.
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• We conduct extensive experiments to evaluate the proposed method, and the exper-
imental results on several synthetic and two real-world datasets have demonstrated
the effectiveness and efficiency of CE2LS. The algorithm outperforms state-of-the-
art adjustment set selection methods and data-driven causal inference methods from
observational data with latent variables.
The rest of this paper is organized as follows. Section 2 introduces the graphical causal
models and important definitions. Section 3 presents the problem setting, the proposed
theorems and the developed CE2LS algorithm. Section 4 reports the experimental results
and analyses, and Section 5 concludes the paper.
2. Background
2.1 Notation and definitions
We use an uppercase letter to represent a variable and a boldfaced uppercase letter for a set
of variables. Let G = (V,E) be a graph with a set of nodes V = {V1, . . . , Vp} representing
a set of random variables and a set of edges E ⊆ V × V, representing the relationships
between the nodes. A graph which contains only directed edges (denoted as →) is called a
directed graph, and a graph which contains both directed and bi-directed edges (denoted as
↔) is called a mixed graph. A directed graph G = (V,E) is called a directed acyclic graph
(DAG) if ∀Vi ∈ V there is not a sequence of directed edges back into itself. In a DAG or
a mixed graph, Vi is a parent node of Vj if there is a directed edge Vi → Vj and we denote
the set of all parents of Vj as Pa(Vj). In a DAG, Vi is a spouse of Vj if they both are the
parents of a same node; whereas in a mixed graph, Vi is a spouse node of Vj if there is an
edge Vi ↔ Vj , and we denote the set of spouses of Vj as Sp(Vj). In a graph, two nodes
Vi and Vj are adjacent if there is an edge between them and the set of nodes adjacent to
Vi is denoted by Adj(Vi). A directed or mixed graph can be a causal graph representing
causal relationships. Specifically, in the context of this paper, Vi → Vj represents that Vi is
a direct cause of Vj and Vi ↔ Vj indicates that Vi and Vj are not each other’s direct cause,
which implies that there exists a latent common cause for Vi and Vj .
In a mixed graph G, a path pi between V1 and Vp comprises a sequence of distinct vertexes
< V1, . . . , Vp > with every pair of successive vertexes being adjacent. A path pi is a directed
path if all edges along the path are directed, i.e. pi does not contain bi-directed edges. A
causal path pi is a directed path in G such that from V1 to Vp all edges along the path are all
directed towards Vp, i.e. V1 → . . . → Vp. In a directed path pi, Vi is an ancestor of Vj and
Vj is a descendant of Vi if all arrows along the path pi point to Vj . The sets of ancestors and
descendants of Vi are denoted as An(Vi) and De(Vi), respectively. A node Vi is a collider
on a path pi if there are two edges pointing into Vi, i.e. Vi−1*→ Vi ←*Vi+1, where ∗ denotes
an arbitrary edge mark, i.e.*→ can represent → or ↔, and ←* can represent ↔ or ←.
Causal inference from observational data normally requires some assumptions, such as
Markovian property, faithfulness and causal sufficiency. The assumption of Markovian
property is regarded as a probabilistic interpretation of a DAG, as stated in the following.
Definition 1 (Markovian property Pearl (2009a)) Given a DAG G = (V,E) and the
joint probability distribution of V (prob(V)), G satisfies the Markovian property if for ∀Vi ∈
V, Vi is probabilistically independent of all of its non-descendants, given Pa(Vi).
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Assuming that conditional independence tests using observational data are all cor-
rect, Markovian property enables us to calculate the joint distribution of V as prob(V) =∏
i prob(Vi|Pa(Vi)).
Definition 2 (Faithfulness Spirtes et al. (2000)) A DAG G = (V,E) is faithful to
a joint distribution prob(V) over the set of variables V if and only if every independence
present in prob(V) is entailed by G and satisfies the Markovian property. A joint distribution
prob(V) over the set of variables V is faithful to the DAG G if and only if the DAG G is
faithful to the joint distribution prob(V).
When the faithfulness assumption is satisfied between a probability distribution and a
DAG of a set of variables, the dependency/independency relations among the variables can
be read from the DAG.
Definition 3 (Causal sufficiency Spirtes et al. (2000)) A given dataset satisfies causal
sufficiency if for every pair of observed variables, all their common causes are observed.
Causal sufficiency requires that every common cause in a system has been measured.
When an observational data satisfies the assumptions of the above assumptions, the data
can be represented as a DAG in which each edge represents a direct causal relationship.
The DAG is also known as causal DAG.
In practice, it is impossible to ensure all common causes are observed in observational
studies, i.e. there is no closed world. Hence, research is being undertaken to relax the
causal sufficiency assumption for the development of practical models and methods for
causal discovery from observational data Spirtes et al. (2000); Zhang (2008a, 2006). Among
them, ancestral graphs provide a sound and complete approach to modeling observational
data with latent variable Richardson et al. (2002); Zhang (2008b).
Definition 4 (Ancestral graph) Let M = (V,E) be a mixed graph which contains two
kinds of edges: directed (→) or bi-directed edges (↔). M is an ancestral graph if
1. it does not contain directed cycles or almost directed cycles, and
2. when it contains an edge Vi ↔ Vj, M does not have a directed edge Vi → Vj or
Vi ← Vj.
A directed cycle inM forms if there exists Vi → Vj and Vj ∈ An(Vi), and an almost directed
cycle occurs when Vi ↔ Vj is in M and Vj ∈ An(Vi).
The concept of m-separation Richardson et al. (2002) is used to link an ancestral graph
with the conditional dependencies/independencies in a probabilistic distribution.
Definition 5 (m-separation Richardson et al. (2002)) In an ancestral graph M =
(V,E), a path pi between Vi and Vj is said to be m-separated by a set of nodes Z ⊆ V\{Vi, Vj}
(possibly ∅) if every non-collider on pi is a member of Z; and every collider on pi is not a
member of Z and none of the descendants of the colliders is in Z. Two nodes Vi and Vj are
said to be m-connected by Z in M if Vi and Vj are not m-separated by Z.
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Figure 1: Exemplar causal graphs where W is the treatment variable, Y denotes the out-
come variable and Xi (i ∈ {1, . . . , 10}) represents an observed variable other than
W and Y . Fig. (a) is a DAG and Fig. (b) represents its corresponding MAG
when X2, X4, X6 are unobserved.
Figure 2: Two possible configurations of the visible edge Vi → Vj .
Definition 6 (Maximal ancestral graph (MAG) Richardson et al. (2002)) An an-
cestral graph M = (V,E) is a MAG when every pair of non-adjacent nodes Vi and Vj in
M can be m-separated by a set Z ⊆ V\{Vi, Vj}.
A MAG is used to represent the causal relations with latent variables. For example,
the MAG in Fig. 1 (b) represents the causal relationships in the DAG in Fig. 1 (a) when
variables X2, X4 and X6 are unobserved. In the MAG in Fig. 1 (b), X1 is m-separated
from X3 given ∅; X1 and X7 are m-separated by {X3, X5,W}. We can read X1 ⊥ X3 and
X1 ⊥ X7 | {X3, X5,W} from the MAG.
Definition 7 (Visibility Zhang (2008a)) Given a MAG M = (V,E), a directed edge
Vi → Vj is visible if there is a node Vk not adjacent to Vj, such that either there is an edge
between Vk and Vi that is into Vi, or there is a collider path between Vk and Vi that is into
Vi and every node in this path is a parent of Vj. Otherwise, Vi → Vj is said to be invisible.
Fig. 2 shows two possible configurations in which the edge Vi → Vj is visible. For
example, in Fig. 1 (b), W → Y is a visible edge as there is a directed edge, X1 → W , into
W ; X1 →W is an invisible edge because there is no edge into X1.
Now we introduce the concept of a generalised back-door path in a MAG as follows.
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Definition 8 (Generalised back-door path Maathuis et al. (2015)) Let (W,Y ) be an
ordered pair in a MAG M. We say that a path between W and Y is a generalised back-door
path from W to Y if it does not have a visible edge out of W .
The causal effect of W on Y can be identified based on a MAG only when the MAG is
adjustment amenable with respect to the pair (W,Y ) van der Zander et al. (2014). Instead of
studying the multi-treatment problem, we simplify the original definition of the amenability
of a MAG van der Zander et al. (2014) to consider a single treatment variable W only.
Definition 9 (Amenable MAG w.r.t. (W,Y )) A given MAG M = (V,E) is referred
to as adjustment amenable w.r.t., (W,Y ) if the edge W → Y is a visible edge.
2.2 Causal effect estimation by variable adjustment
Let W be a binary variable indicating the treatment status, with W = 1 representing
receiving the treatment and W = 0 not receiving the treatment, and let Y denote the
outcome of interest. The set of all pretreatment variables of W and Y is denoted as X.
prob(y|do(W = w)) or prob(y|do(w)) for short, denotes the post-intervention probability
distribution of Y when intervening on W by setting its value to w (w ∈ {0, 1}), where do()
is the do-operator Pearl (2009a) representing an intervention on a variable. Then the formal
definition of causal effect identifiability is given as follows.
Definition 10 (Causal effect Identifiability Pearl (2009a)) The causal effect of an
intervention do(w) on a variable Y is said to be identifiable from a graph M if the quantity
prob(y|do(w)) can be computed uniquely from any positive probability of the observed vari-
ables. That is, probΦ1(y|do(w)) = probΦ2(y|do(w)) for every pair of models Φ1 and Φ2 with
probΦ1(X) = probΦ2(X) > 0 and M(Φ1) =M(Φ2) =M.
In other words, prob(y|do(w)) can be determined from the measured distribution prob(X)
alone, the details of causal modelM are irrelevant Tian and Pearl (2002). It has been shown
that if a given MAG M is amenable w.r.t. the pair (W,Y ), then prob(y|do(w)) is identifi-
able van der Zander et al. (2014).
From the post-intervention distribution, one is able to evaluate the average intervention
effect of W on Y , i.e. the average causal effect of W on Y (ACE(W,Y )) by comparing the
average difference of the post-intervention distribution at different levels of W Rosenbaum
and Rubin (1983); Pearl (2009a), as follows
ACE(W,Y ) = E(Y |do(W = 1))−E(Y |do(W = 0)) (1)
If all do operations can be reduced to an equivalent expression involving standard prob-
abilities, i.e. do free expression by using the do-calculus Pearl (2009a), then the causal
effect is identifiable from data. In other words, if we can find an adjustment set Z, which
removes the influence of confounding bias on causal effect estimation, ACE(W,Y ) can be
estimated immediately from the data unbiasedly and consistently as the following.
ACE(W,Y ) = Σz[E(Y |W = 1,Z = z)−E(Y |W = 0,Z = z)]prob(Z = z) (2)
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When there are no latent variables, the back-door criterion Pearl (2009a) is the most
well-known criterion for identifying an adjustment set in a causal DAG. When there are
latent variables, the Generalised Adjustment Criterion (GAC) Perkovic´ et al. (2017) can
be used to identify an adjustment set in a MAG M. Before introducing the definition of
GAC, we need to introduce the forbidden set, w.r.t. the pair (W,Y ) in a MAG M.
Definition 11 (Forbidden set; Forb(W,Y,M)) Given MAG M = (V,E) and a pair of
nodes W,Y ∈ V where there is a causal path from W to Y , the forbidden set w.r.t. (W,Y )
is Forb(W,Y,M) = {X ∈ V : X ∈ De(W ), X lies on a causal path from W to Y in M}.
Definition 12 (Generalised Adjustment Criterion (GAC) Perkovic´ et al. (2017))
Given a MAG M = (V,E) and a pair of nodes W,Y ∈ V where there is a causal path from
W to Y , a set of nodes Z ⊆ V \ {W,Y } satisfies the GAC relative to (W,Y ), i.e. Z is
a proper adjustment set for unbiased estimation of ACE(W,Y ) if (i). M is adjustment
amenable relative to (W,Y ), (ii). Z ∩ Forb(W,Y,M) = ∅, and (iii). all generalised back-
door paths between W and Y are blocked (i.e. m-separated) by Z.
In this paper, under the pretreatment assumption, Forb(W,Y,M) is always ∅. Thus,
in a given MAG M which is adjustment amenable w.r.t. the pair (W,Y ), if there is a set
Z ∈ V \ {W,Y } which blocks all generalised back-door paths from W to Y , then the causal
effect of W on Y can be estimated unbiasedly by adjusting for Z as in Eq.(2). However,
as from observational data the causal structures learned may not be unique, even when a
learned MAG is adjustment amenable w.r.t. the pair (W,Y ), if the MAG is not the true
MAG, the identifiability conclusion drawn from the MAG may not be correct and the causal
effect estimated by adjusting for the adjustment set determined based on the MAG could
be incorrect too.
3. Method and Algorithm
In this section, we develop the theory and propose the algorithm for identifying and esti-
mating causal effect from observational data with latent variables. As mentioned previously,
due to the non-determinism in causal structure learning, in general the result of causal effect
identification and estimation is nonunique or even unreliable, if no assumptions are made.
Our solution is based on an assumption which holds in a wide range of applications, and the
developed algorithm not only provides a confirmed answer to the identifiability problem,
but also produces unique and unbiased causal effect estimations, at a faster speed and with
better scalability than the existing methods.
In Section 3.1, we identify a practical problem setting where both identifiability and
unbiased causal effect estimation can be resolved by local search in observational data with
latent variables. The theorems for supporting the local search under our problem setting
are presented in Section 3.2. In Section 3.3, we propose the upwards closure property for
fast searching for the minimal adjustment sets. Finally, in Section 3.4 we present CE2LS,
the data-driven algorithm for causal effect identification and estimation.
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3.1 Problem setting
Let D be a dataset containing W (binary treatment variable), Y (outcome variable) and a
set of all pretreatment variables of W and Y , denoted as X. The pretreatment assertions
are frequently used in causal analysis, health and medical areas De Luna et al. (2011); Hill
(2011); Entner et al. (2013); Athey and Imbens (2016); Athey et al. (2018).
LetM = (V,E) be a MAG which is faithful to D. All the variables in X are measured
before applying the treatment and observing Y , indicating that variables in X are all non-
descendants of W or Y in M. Y cannot be an ancestor node of W since Y is the outcome
variable of W . Then W and Y can have one of the following three types of relationships in
the underlying MAG M:
• Case I: There is no edge between W and Y , indicating that there is not a causal
relationship between W and Y . This case can be identified by the PC Spirtes et al.
(2000) and IC Pearl (2009a) algorithms, by testing if there exists Z ⊆ X such that
W ⊥ Y | Z holds in the data, for determining there is an edge between two nodes.
We will show that this case can be identified from data by local search (details in
Theorem 14).
• Case II: There is a bi-directed edge between W and Y (W ↔ Y ) in the underlying
MAG M. In this case, ACE(W,Y ) is non-identifiable from the MAG M Shpitser
and Pearl (2006). A graph containing W ↔ Y is the well-known non-identifiable ‘bow
arc’ graph Pearl (2009a) (also named hedge Shpitser and Pearl (2006)).
• Case III: There is a directed edge between W and Y (W → Y ) in the underlying
MAGM and hence W has a causal effect on Y . We are most interested in Case III.
Note that the case W ← Y is ruled out since Y is the outcome of W .
Unfortunately, Case II and Case III are indistinguishable in data without further
assumptions. Most data-driven methods discussed in Introduction (Section 1) make the
amenability assumption, but as from observational data, one cannot identify the underlying
MAGM uniquely so it is impossible to decide which learned MAG is the underlying MAG
of data. We believe that such an amenability assumption does not give users a means to
judge whether the estimated causal effect is reliable or not. To provide a practical solution
for inferring whether ACE(W,Y ) is identifiable from observational data, we propose the
concept of a Cause Or Spouse of the treatment Only (COSO) variable as the following.
Definition 13 (COSO) A variable S ∈ X, is a COSO variable if S directly affects W ,
but does not affect Y directly. S can be found in Adj(W ) \Adj(W ∩ Y ) where Adj(W ∩ Y )
is a shorthand for Adj(W ) ∩Adj(Y ).
COSO variables exist in many real-world applications. For example, when studying the
effect of smoking on lung cancer Spirtes et al. (2000), family influence impacts smoking
but does not impact lung cancer directly, and hence family influence is a COSO w.r.t.
(smoking, lung cancer). In the study of the effect of job training on income, marriage
causes job training but does not directly affect income LaLonde (1986), and marriage is a
COSO w.r.t. (job training, income).
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A COSO is different from an instrumental variable in the following three aspects. Firstly,
an instrumental variable is known a priori certainly to have a causal effect on the treatment
W , i.e. the instrumental variable is a directed cause of W , but a COSO variable may be
in Sp(W ). Secondly, the causal effect of an instrumental variable on Y should be through
the treatment variable W Imbens and Rubin (2015), i.e. there are no other directed paths
from the instrumental variable to Y , but a COSO variable may have more than one causal
path to Y . Thirdly, an instrument variable is normally given, but COSO variables can be
found from data.
We will show in the next section that, when a COSO variable exists, we are able to infer
whether ACE(W,Y ) is identifiable and unbiasedly estimated in data from the observational
data with latent variables by local search.
3.2 Causal effect estimation based on local search
In this paper, we will not make the amenability assumption. Instead, we assume that there
exists at least a COSO variable S in the underlying MAG M. With a COSO variable,
we can distinguish the two cases W ↔ Y and W → Y , i.e. Case II and Case III from
observational data with latent variables. We aim at estimating ACE(W,Y ) by local search
around W and Y for efficient algorithm design.
Before looking at the theorems related to Cases II and III, firstly, we present a theorem
which enables us, under the pretreatment assumption, to infer from data using local search,
if Case I (no edge between W and Y ) holds in the underlying MAGM, that is, if there is
no causal relationship between W and Y , i.e. W has no causal effect on Y at all.
Theorem 14 (Determine Case I by local search) If there exists a Z ⊆ X such that
W ⊥ Y |Z is satisfied, then Case I is true, i.e. there is no direct edge between W and Y in
the underlying MAG M. Case I is detectable with Z ⊆ Adj(W ∪ Y ), where Adj(W ∪ Y )
is the shorthand of Adj(W ) ∪Adj(Y ).
Proof We first use contradiction to prove that Case I holds if W ⊥ Y |Z is true. Assume
that W has a causal effect on Y , then under the pretreatment assumption, i.e. all the
variables in X are pretreatment variables, there will be a dependent relation between W
and Y given any Z ⊆ X, i.e. W ⊥6 Y |Z. This contradicts to W ⊥ Y |Z. So W has no causal
effect on Y .
We then prove that W ⊥ Y | Z is detectable with Z ⊆ Adj(W ∪ Y ). As when Z blocks
all paths between W and Y in the underlying MAGM, W ⊥ Y | Z holds. So we will prove
that there exists Z in Adj(W ∪ Y ) which blocks all paths between W and Y .
Firstly, if there is not a path between W and Y inM, then W ⊥ Y | Z when Z = ∅ and
Z ⊆ Adj(W ∪ Y ).
Next, we consider that there is at least one path between W and Y . Consider an
arbitrary path, denoted as pi. We now show that there exists Z ∈ Adj(W ∪ Y ) such
that Z or an empty set blocks pi and meanwhile the inclusion of Z in the blocking set
Z(⊆ Adj(W ∪ Y )) does not open any other paths between W and Y , i.e. the other paths
can be blocked by Z ⊆ Adj(W ∪ Y ). There are three cases of pi as follows.
1. pi is independent and does not cross another path.Then the following two sub-cases exist:
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1a. There are one or more colliders on pi. Then pi is blocked by ∅, which is a subset
of Adj(W ∪ Y ).
1b. There is no collider on pi. Then pi will be blocked by any node on it, including a
node Z ∈ Adj(W ) or Z ∈ Adj(Y ).
2. pi interacts another path pi′ and there exists Z ∈ Adj(W ) which is a collider on pi. (The
proof for Z ∈ Adj(Y ) being a collider on path pi is symmetric and hence we omit it
here). Then pi is blocked by ∅, which means the blocking of pi does not affect the
m-separation of (W,Y ) in pi′.
3. pi crosses another path pi′ and there exists Z ∈ Adj(W ), which is not a collider on pi and
thus it blocks pi. (The proof for Z ∈ Adj(Y ) blocking pi is symmetric and hence we
omit it here). In this case, there are two possible situations, Z does not affect pi′ at
all (Case (3a)) or opens path pi′ (Case (3b)). We consider the two cases separately in
the following.
3a. Z does not affect the m-separation between (W,Y ) in pi′.
3b. Z is a collider on pi′ or Z is a child node (or a descendant node) of a collider on
pi′, denoted as C. In this case, pi′ is opened by including Z in the block set Z, and
hence a node other than Z pi′ needs to be blocked using a different node other
than Z or C on pi′, denoted as Z ′. We will show that Z ′ is also in Adj(W ∪ Y ).
There are the following three cases.
3b(i). C /∈ Adj(W ) and C /∈ Adj(Y ). Path pi′ will be blocked by Z ′ ∈ Adj(W )
or Z ′ ∈ Adj(Y ). pi′ may be blocked by ∅ in some cases, such as the case
W ↔ Z ′ ←*. . . *→ Y .
3b(ii). C /∈ Adj(W ) and C ∈ Adj(Y ). Path pi′ will be blocked by Z ′ ∈ Adj(W ).
3b(iii). C ∈ Adj(W ) and (C /∈ Adj(Y ) or C ∈ Adj(Y )). This is impossible
since an almost cycle W ↔ C → Z →W violates the MAG definition.
Since pi is any arbitrary path, the above has shown that all paths between W and Y are
blocked by Z ⊆ Adj(W ∪ Y ).
Therefore, there must exist Z ⊆ Adj(W ∪ Y ) such that Z blocks all paths between W
and Y in the underlying MAGM (i.e. W⊥ Y | Z), i.e. Case I can be detected by searching
union of the set of adjacent nodes of W and the set of adjacent nodes of Y .
We can refine Adj(W ∪ Y ) further as follows.
Corollary 15 As described in Theorem 14, if Case I is detectable with Z ⊆ Adj(W ∪ Y ),
then Z ⊆ AdjR(W ∪ Y ) such that W ⊥ Y | Z, where AdjR(W ∪ Y ) = Adj(W ∪ Y ) \Q, and
∀X ∈ Q satisfies X ⊥ W .
Proof If X ⊥ W , i.e. X is m-separated from W by ∅, then we can remove X from
Adj(W ∪ Y ). Hence, W ⊥ Y |Z when Z ⊆ AdjR(W ∪ Y ).
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With Corollary 15, when given a dataset D which is faithful to a MAG M where no
edge exists between W and Y (i.e. Case I is true), we can search AdjR(W ∪ Y ) for Z by
conditional independence tests with the data. If Z can be found, then we can conclude that
W has no causal effect on Y at all. If Z cannot be found, there might be an edge between W
and Y , i.e. either Case II (W ↔ Y ) or Case III (W → Y ) would hold. In the following,
we present theorems to infer the existence of an edge between W and Y , i.e. either W → Y
or W ↔ Y in the underlying MAG M. We present a theorem to infer W ↔ Y from data
based on conditional independence tests, i.e. ACE(W,Y ) is non-identifiable.
Theorem 16 (Determine Case II by local search) When there does not exist a Z ⊆
Adj(W ∪ Y ) such that W ⊥ Y | Z, but there is a Z ⊆ X \ {S} such that S ⊥ Y |Z where S
is a COSO variable, then Case II is true and ACE(W,Y ) is non-identifiable. S ⊥ Y |Z is
detectable with Z ⊆ Adj(W ∪ Y ) \ {S}.
Proof We first prove that Case II is true by contradiction. Since S is a COSO variable, for
any Z ⊆ X\{S}, S⊥6 W |Z is true as there is an edge S*→W . We assume that there exists
the edge W → Y between W and Y . Then there is an m-connecting path S*→ W → Y ,
which cannot be blocked by any Z ⊆ X\{S}, i.e. S⊥6 Y | Z. This contradicts to S⊥ Y | Z.
This implies that the bi-directed edge W ↔ Y must be in the underlying MAGM. Hence,
ACE(W,Y ) is non-identifiable from the underlying MAG M Shpitser and Pearl (2006).
We now prove that there exists Z ⊆ Adj(W ∪ Y ) \ {S} such that S ⊥ Y |Z when Case
II is true in the underlying MAGM. That is, we need to find Z ⊆ Adj(W ∪ Y ) \ {S} that
blocks all paths between S and Y . There exists an edge S*→ W in the underlying MAG
M since S is a COSO variable. The edge S*→W and any paths between W and Y yield a
collider at W , including the path S*→ W ↔ Y . Hence, a Z blocking all paths between W
and Y (excluding W ↔ Y ) will block all the paths between S and Y . Then we only need
to prove that all the paths between W and Y (excluding the bi-directed edge W ↔ Y ) can
be blocked by Z ⊂ Adj(W ∪ Y ) \ {S}, which can be done by following the same proof for
proving the second part of Theorem 14.
Adj(W ∪ Y ) can be refined further by the following corollary.
Corollary 17 As described in Theorem 16, if Case II is detectable with Z ⊆ Adj(W ∪Y )\
{S}, then Z ⊆ AdjR(W∪Y )\{S} such that S⊥ Y |Z, where AdjR(W∪Y ) = Adj(W∪Y )\Q,
and ∀X ∈ Q, X ⊥ W .
Proof If X ⊥ W , i.e. X is m-separated from W by ∅, then we can remove X from
Adj(W ∪ Y ) \ {S}. Hence, S ⊥ Y |Z when Z ⊆ AdjR(W ∪ Y ) \ {S}.
The theorem and corollary allow us to infer if ACE(W,Y ) is non-identifiable from data
by the conditional independence tests.
Now, we develop the theorem to determine Case III, i.e. if there exists the edge W → Y
from data based on conditional independence tests, and identify a proper adjustment set
for unbiased causal effect estimation within AdjR(W ∪ Y ).
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Theorem 18 (Determine Case III by local search) When there does not exists a Z ⊆
Adj(W ∪ Y ) such that W ⊥ Y |Z and there does not exist a Z ⊆ Adj(W ∪ Y ) \ {S} such
that S ⊥ Y |Z, but there is a Z ⊆ X \ {S} such that S ⊥ Y |Z ∪ {W}, then ACE(W,Y ) is
identifiable, i.e. Case III is true, and such Z is a proper adjustment set. S ⊥ Y |Z∪ {W}
is detectable with Z ⊆ Adj(W ∪ Y ) \ {S}.
Proof We first prove that Case III is true by contradiction. When S is a COSO variable,
for any Z ⊆ X \ {S}, S ⊥6 W |Z is true as there exists either S → W or S ↔ W . We
assume that there is a bi-directed edge W ↔ Y , then S*→ W and W ↔ Y form a collider
at W . Hence, conditioning on W would yield an m-connecting path S*→ W ↔ Y , which
contradicts to S ⊥ Y | Z ∪ {W}. Thus, between W and Y there must exist W → Y .
According to Definition 7, the edge W → Y is a visible edge in the underlying MAG M
because there is an edge S*→ W into W , therefore the underlying MAG M is amenable
with respect to (W,Y ) by Definition 9, hence ACE(W,Y ) is identifiable and Case III is
true van der Zander et al. (2014).
Suppose that a generalised back-door path pi from W to Y is not blocked by Z, i.e.
W ⊥6 Y |Z, then there is an m-connecting path from S to Y given Z∪{W} as concatenating
the edge S*→W and the path pi would yield a collider in W , i.e. S⊥6 Y | Z∪{W}. This will
violate S ⊥ Y | Z∪ {W}. Therefore, Z must block all generalised back-door paths from W
to Y . Moreover, as the underlying MAG M is amenable relative to (W,Y ) and under the
pretreatment variables assumption, Forb(W,Y,M) is ∅, thus according to the Generalised
Adjustment Criteria (Definition 12), Z is a proper adjustment set.
We now prove that S ⊥ Y | Z ∪ {W} is detectable with Z ⊆ Adj(W ∪ Y ) \ {S}. That
is, we need to find Z ⊆ Adj(W ∪ Y ) \ {S} that blocks all paths between S and Y . Since
S is a COSO variable, there exists a path S*→ W → Y which is blocked by W . More-
over, the edge S*→ W and any generalised back-door paths between W and Y result in
a collider at W . Conditioning on W will open all the paths formed by S*→ W and all
generalised back-door paths between W and Y . Hence, we need to prove that there exists
a Z ⊆ Adj(W ∪ Y ) \ {S} which blocks blocking all generalised back-door paths between W
and Y , such that all paths between S and Y (other than S*→ W → Y ) are blocked by Z.
The proof is the same as the 2nd part of the proof of Theorem 14.
Adjusting for a proper adjustment set Z can obtain an unbiased estimation. The theorem
provides us an approach for inferring a proper adjustment set by searching in local structures
around W and Y based on conditional independence tests. This theorem enables us to
not only to develop an efficient adjustment set discovery algorithm, but also to obtain a
deterministic and unbiased causal effect estimation. We can refine Adj(W ∪ Y ) according
to the following corollary.
Corollary 19 As described in Theorem 18, if Case III is detectable with Z ⊆ Adj(W ∪
Y ) \ {S}, then Z ⊆ AdjR(W ∪ Y ) \ {S} such that S ⊥ Y |Z ∪ {W}, where AdjR(W ∪ Y ) =
Adj(W ∪ Y ) \Q, and ∀X ∈ Q satisfies X ⊥ W .
Proof If X ⊥ W , i.e. X is m-separated from W by ∅, then we can remove X from
Adj(W ∪ Y ) \ {S}. Hence, S ⊥ Y |Z ∪ {W} when Z ⊆ AdjR(W ∪ Y ) \ {S}.
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With these developed theorems and corollaries, we are able to develop a data-driven
method to determine the three cases from data is based on conditional independence tests
in the set of variables in the local structure of W and Y . Assuming that the given dataset
and the underlying MAG are faithful to each other, we can apply the three corollaries
sequentially to determine firstly whether W has no causal effect on Y at all (Corollary 15).
If the no causal effect case (i.e. Case I) cannot be determined, then whether the causal
effect is non-identifiable (Corollary 17). If the non-identifiable case (i.e. Case II) cannot
be determined, then we can based on Corollary 19 to determine whether the causal effect
is identifiable (Case III) and how to determine a proper adjustment set.
Among the existing data-driven methods for causal effect estimation from data with
latent variables, EHS Entner et al. (2013) also obtains a deterministic solution (in theory).
Our work and EHS are different in three aspects: 1) We clearly tease out the condition
under which causal effect identifiability and estimation can be resolved using data, but
EHS does not. This clarification gives users a means to judge whether the causal effect is
identifiable or not first, instead of blindly using the algorithm. 2) The search space of our
method is in the local structure around W and Y , whereas EHS exhaustively searches the
whole space of X. Our method is not only faster, but more accurate. The data requirement
for conditional independence tests is exponential to the size of the conditional set. Given
a dataset, smaller sized conditional sets will produce fewer errors in the tests. 3) The zero
causal effect output by EHS is ambiguous. Users would not know if the causal effect has a
value of zero, or the causal effect could not be identified. In our method, zero causal effect
is differentiated from non-identifiable causal effects, and users will have a clearer answer.
When corollary 19 is satisfied, we can estimate causal effect of W on Y from data.
In theory, for any adjustment set Z which satisfies corollary 19, the estimated value of
ACE(W,Y ) by adjusting for Z is the same. However, data often contains noise, the esti-
mated ACE(W,Y ) by adjusting for different adjustment sets will fluctuate. For obtaining a
robust estimate, as introduced in the next section, we will search for all minimal adjustment
sets from AdjR(W ∪ Y ) for estimating ACE(W,Y ).
3.3 Searching for minimal adjustment sets
In practice, in order to obtain accurate causal effect estimation, it is desirable to use multiple
adjustment sets to avoid random fluctuations De Luna et al. (2011); Textor and Li´skiewicz
(2011). The set of minimal adjustment sets is a good choice since a larger adjustment set
requires more data samples for reliable statistical tests De Luna et al. (2011); Imbens and
Rubin (2015). We define minimal adjustment as follows.
Definition 20 (A minimal adjustment set) Given a MAG M = (V,E) and a pair of
nodes W,Y ∈ V where there is a causal path from W to Y , a set of nodes Z ⊆ V \ {W,Y }
satisfies the GAC relative to (W,Y ), i.e. Z is an adjustment set. Z is a minimal adjustment
set if no proper subset of Z is an adjustment set.
The following upwards closure property holds for fast identification of minimal adjust-
ment set.
14
Property 1 (Upwards closure of minimal adjustment sets) Any superset of a min-
imal adjustment set must not be a minimal adjustment set.
A superset of a minimal adjustment set may or may not be an adjustment set. If it is
an adjustment set, it is not minimal and hence should not be considered. If it is not an
adjustment set, it should not be considered either. So a level-wise search algorithm should
stop searching for the supersets after an adjustment set is found. Using this property, we
can further prune the search space by employing a bottom-up or level-wise search strategy.
3.4 A local search algorithm for causal effect estimation
In this section, we propose an algorithm, named CE2LS (Causal Effect Estimation by
Local Search), to discover minimal adjustment sets for accurate causal effect estimation.
To achieve high efficiency, in addition to local search, CE2LS employs a level-wise search
in AdjR(W ∪ Y ) to discover minimal adjustment sets using upward closure pruning based
on Property 1. The CE2LS algorithm contains two parts, as described below.
The first part (Lines 1 to 9) is to search for the variables around W and Y , i.e. AdjR(W∪
Y ). Lines 1 and 2 are to obtain Adj(W ∪Y ) by a local causal structure learning algorithm to
discover Adj(W ) and Adj(Y ), respectively. There are a few local search algorithms available
for discovering the adjacent nodes of W and Y from data, such as PC.Select Bu¨hlmann et al.
(2010), MMPC and HITON-PC Aliferis et al. (2010). In our implementation, the PC.Select
algorithm is employed. Lines 3 to 9 are for obtaining AdjR(W ∪Y ) by refining Adj(W ∪Y ).
The second part (Lines 10 to 31) aims to identify the minimal adjustment sets from
AdjR(W ∪Y ) and calculate the corresponding causal effects. Each pair of identified minimal
adjustment set Z and the estimated causal effect ACE(W,Y ) by adjusting for Z is stored
in Ψ. We utilise the level-wise search strategy to prune the search space in each iteration
of the for loop. A set of candidate adjustment sets are generated using Algorithm 2 (details
described in the next paragraph). In Line 11, the algorithm finds the set of COSO variables
Ω = Adj(W ) \ Adj(W ∩ Y ). Then, for each COSO variable in Ω, Lines 12 to 29 search
AdjR(W ∪ Y ) \ {S} for the minimal adjustment sets following Property 1. Line 17 is to
prevent repeated tests for the adjustments sets that are already in Ψ using a different COSO
variable. The test in Line 18 is to examine that there is no causal relation between W and
Y according to Corollary 15. If a set Z is found such that W ⊥ Y | Z, we let Ψ be N/A,
i.e. the causal effect is not available. The test in Line 20 is to examine IF the causal effect
is non-identifiable based on Corollary 17. If a set Z is found such that S ⊥ Y | Z, we let
Ψ be NaN, i.e. the causal effect is not identifiable. The test in Line 22 is to assess if a
candidate set is a minimal adjustment set or not by following Property 1. In Line 24, the
causal effect of W on Y is estimated based on Eq.(2) by adjusting for the current minimal
adjustment set Z.
The Candidate.gen() function, i.e. Algorithm 2 is used in Line 29 to generate level k
candidate adjustment sets. Algorithm 2 uses the upwards closure property (Property 1) to
prune the search space when generating candidate minimal adjustment sets in a level-wise
search. The function uses the Apriori pruning strategy as in frequent pattern mining Han
et al. (2011) for candidate generation. Once a minimal adjustment set Z is found at level k,
none of its supersets will be generated as a level l (l > k) candidate minimal adjustment set.
We employ a hash table to store candidates to save search time (See Line 2 in Algorithm 2).
15
Algorithm 1 Causal Effect Estimation by Local Search (CE2LS)
Input: Dataset D with the treatment W , pretreatment variables X, the outcome Y .
Output: average ACE(W,Y ).
1: call a local PC discovery algorithm to search for Adj(W ) and Adj(Y ) from D.
2: Adj(W ∪ Y )← Adj(W ) ∪Adj(Y ) \ {W,Y }
3: let Q = ∅
4: for each variable X ∈ Adj(Y ) do
5: if X ⊥ W | ∅ then
6: add X to Q
7: end if
8: end for
9: AdjR(W ∪ Y ) = Adj(W ∪ Y ) \Q
10: let Ψ = ∅; /*Search for minimal adjustment sets, and calculate ACE(W,Y )*/
11: Ω = Adj(W ) \Adj(W ∩ Y )
12: for each variable S ∈ Ω do
13: C1 = AdjR(W ∪ Y ) \ {S}
14: k = 1
15: while Ck 6= ∅ do
16: for each element Z ∈ Ck do
17: if Z is not in Ψ then
18: if W ⊥ Y |Z /*Corollary 15*/ then
19: Ψ← N/A
20: else if S ⊥ Y |Z /*Corollary 17*/ then
21: Ψ← NaN
22: else if S ⊥ Y |Z ∪ {W} /*Corollary 19*/ then
23: calculate ACE(W,Y ) via Eq.(2) and remove Z from Ck
24: Ψ← ∪(Z, ACE(W,Y ))
25: end if
26: end if
27: end for
28: k = k + 1
29: Ck = Candidate.gen(Ck−1, k) /*Apriori pruning strategy in Algorithm 2*/
30: end while
31: end for
32: return ACE(W,Y ) in Ψ.
All variables are sorted in lexicon order for fast pruning. The first k− 2 variables of all sets
in Ck−1 are hashed for generating new candidates in Ck (See Line 3). Line 4 combines a
pair of sets with the same first k − 2 variables to create a new candidate with k variables.
Lines 5 to 9 prune candidate set Ck by checking all subset of a candidate to ensure the
candidate is potentially minimal.
We use Example 1 to illustrate the CE2LS algorithm.
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Algorithm 2 Candidate adjustment sets generation (Candidate.gen)
Input: Ck−1; k.
Output: Ck.
1: Ck = ∅;
2: Hash the first (k − 2) variables of all sets in Ck−1
3: for each pair Ci, Cj ⊆ Ck−1 with the same first (k − 2) variables. do
4: Cs = ∪(Ci, Cj)
5: Csubsets = subset(Cs, k − 1) /*Generating all subsets of Cs with the size k − 1.*/
6: if every element of Csubsets is in Ck−1 then
7: Add Cs to Ck
8: end if
9: end for
10: return Ck
Example 1 Let the MAG in Fig. 1 (b) be the causal structure for generating the data,
where variables X2, X4 and X6 are latent from the complete causal structure represented
by the DAG in Fig. 1 (a). All dependency and independency relationships can be read from
the MAG in this example since we have the faithfulness assumption.
Let W be the treatment variable, Y be the outcome variable and X = {X1, X3, X5, X7, X8,
X9, X10} be the set of pretreatment variables. We trace the execution of CE2LS and show
each step in Table 2. For simplicity but without losing generality, the tracing is done with
the COSO variable S = X1, without considering the case when S = X3. τ1 and τ2 are the
estimated average causal effects when adjusting for {X3, X5} and {X5, X9} respectively.
Time complexity analysis. We now analyze the time complexity of the CE2LS
Algorithm. Assume that the input dataset contains p variables and n samples. The com-
plexity for the first part of CE2LS (Lines 1 to 9) is determined by the complexity of
PC.select Bu¨hlmann et al. (2010). A crude complexity bound of PC.select is max(O(p ∗
2q1 ∗ n),O(p ∗ 2q2 ∗ n)) where q1 and q2 are the sizes of Adj(W ) \ {Y } and Adj(Y ) \ {W},
respectively. Let q = max(q1, q2). The complexity for the first part is O(p ∗ 2q ∗n). For the
second part of CE2LS (Lines 10 to 31), the number of iterations of the for loop from Lines
12 to 31 is at most p, and the number of iterations of the while loop from Lines 15 to 30 is
determined the time complexity of the Apriori algorithm Han et al. (2011). Theoretically,
its time complexity is O(2l) where l denotes the sizes of AdjR(W ∪ Y ) \ {S}. Because of
the pruning, l is a small number. We let l = q for the simplicity. In the worst scenario, the
time complexity of the second part is O(p ∗ 2q). Hence, the overall complexity of CE2LS is
O(p ∗ 2q ∗ n), which is largely determined by the number of the neighbor variables around
W and Y . In practice, the largest size of the conditional set for conditional independence
tests in PC.select can be set to a small number say, k Bu¨hlmann et al. (2010); Aliferis et al.
(2010). The size of the largest minimal adjustment set is also set to a small number in the
second part, and we use k again. The complexity is O(p∗2k ∗n) where k is a small number,
typically 2 to 5.
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Step Operations Results
Line 1 Use PC.select to search for Adj(W ) and Adj(Y ) Adj(W ) = {X1, X3, X5, X8},
Adj(Y ) = {X5, X7, X8, X9}
Line 2 Adj(W ) ∪Adj(Y ) \ {W,Y } Adj(W ∪ Y ) = {X1, X3, X5,
X7, X8, X9}
Line 3 Initialise Q Q = ∅
Lines 4 to 9 X7 ⊥ W |∅ and hence Q = {X7}; AdjR(W ∪ Y ) =
Adj(W ∪ Y )\Q
AdjR(W ∪Y ) = {X1, X3, X5,
X8, X9}
Line 10 Initialise Ψ Ψ = ∅
Line 11 Find the set of COSO variables Ω Ω = {X1, X3}
Line 12 Run through S = X1 as an example ∅
Line 13 C1 = AdjR(W ∪ Y ) \ {S} C1 = {{X3}, {X5}, {X8}, {
X9}}
Line 14 Initialise k Initially k = 1
Lines 15 to 30 The while loop C1 = {{X3}, {X5}, {X8}, {
X9}} and Ψ = ∅
1st iteration Since C1 6= ∅, run the loop from Lines 15 to 30. We
summarise results instead of stepping into the for loop
in Lines 16 to 27 (same as below). For Z = {X3},
{X5}, {X8} or {X9}; all of them do not satisfy the
conditions in Lines 18, 20 and 22, and hence Ψ and
C1 are unchanged. Run to Line 28, k = k + 1 = 2
and Line 29, call function Candidate.gen().
C2 = {{X3, X5}, {X3, X8},
{X3, X9}, {X5, X8}, {X5, X9},
{X8, X9}} and Ψ = ∅
2rd iteration Since C2 6= ∅, run the loop from Lines 15 to
30; Z = {X3, X5} and Z = {X5, X9} do not
satisfy the conditions in Lines 18 and 20, but
satisfy the condition in Line 22. So run to
Line 23, τ1 and τ2 are obtained by adjusting for
{X3, X5} and {X5, X9}, respectively. {X3, X5} and
{X5, X9} are removed from C2 and hence C2 =
{{X3, X8}, {X3, X9}, {X5, X8}, {X8, X9}}. Run to
Line 24, Ψ = {({X3, X5}, τ1), ({X5, X9}, τ2)}. Run
to Line 28, k = 3 and Line 29, call function Candi-
date.gen().
C3 = {{X3, X8, X9}} and
Ψ = {({X3, X5}, τ1), ({X5,
X9}, τ2)}
3th iteration Since C3 6= ∅, run the loop from Lines 15 to 30. Set
{X3, X8, X9} does not satisfy the conditions in Lines
18, 20 and 22, and hence Ψ and C3 are unchanged.
Run to Line 28, k = 4 and Line 29, call function
Candidate.gen().
C4 = ∅ and Ψ = {({X3, X5},
τ1), ({X5, X9}, τ2)}
4th iteration C4 = ∅. Complete the while loop for the COSO
S = X1.
Ψ = {({X3, X5}, τ1), ({X5,
X9}, τ2)}
Table 2: Tracing CE2LS using the example in Fig. 1(b).
4. Experiments
In this section, we compare the performance of the CE2LS algorithm with the benchmark
causal inference methods/criteria on synthetic and real-world datasets. The major goal of
the experiments is to evaluate the effectiveness and efficiency of the CE2LS algorithm w.r.t.
estimate causal effect unbiasedly from data, i.e. the causal effects are identifiable from the
underlying MAG M. All experiments are performed on a PC with 2.6 GHz Intel Core i7
processor and 16 GB of memory (RAM).
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4.1 Comparison methods and implementations
We compare the CE2LS algorithm with the following benchmark methods/criteria:
1. The pretreatment adjustment (PRE for short) Rubin (1974), which adjusts for all
pretreatment variables X for estimating ACE(W,Y ).
2. The minimal adjustment set selection (MASS) criteria, which refer to the four criteria
used to select the minimal adjustment set from pretreatment variables as summarised
in De Luna et al. (2011). The four criteria select all causes of W , all causes of Y ,
all causes of W excluding causes of Y , or all causes of Y excluding causes of W , as
the adjustment set respectively. Following the notation in De Luna et al. (2011) the
identified adjustment sets are denoted as Xˆ→W , Xˆ→Y , Qˆ→W and Zˆ→Y respectively.
3. The disjunctive cause criterion VanderWeele and Shpitser (2011), which considers
the union of all causes of W and all causes of Y as the adjustment set, denoted as
Xˆ→W,Y = (Xˆ→W ∪ Xˆ→Y ).
4. EHS Entner et al. (2013), a data-driven for adjustment set identification from data
with latent variables, under the pretreatment assumption and using conditional inde-
pendence tests.
5. LVIDA Malinsky and Spirtes (2017), a causal effect estimation algorithm based on
global causal structure learning. The LVIDA method using FCI for causal structure
learning is denoted as LVIDA-FCI, and the LVIDA method using rFCI (the really
Fast Causal Inference, rFCI Colombo et al. (2012)) is called LVIDA-rFCI.
6. NULL, the baseline, which does not conduct variable adjustment.
Details of implementation and parameters setting. For implementing CE2LS,
PC.select from the R package pcalg is employed to learn the local causal structure around
W and Y , i.e. Adj(W ) and Adj(Y ). The conditional independence tests are implemented
by using gaussCItest and binCItest from the same R package pcalg. The average value of
these ACE(W,Y ) estimated by CE2LS is regarded as the final result.
PRE considers all pretreatment variables X as the adjustment set for estimating causal
effect of W on Y , so we use the CE2LS algorithm without adjustment variable selection to
implement it.
The implementations for MASS and the disjunctive cause criterion are from the R
package CovSelHigh Ha¨ggstro¨m (2018). The parameter setting are method=mmpc, simu-
late=FALSE, betahat=FALSE.
EHS was originally implemented in Matlab1 Entner et al. (2013). We implement the
R version of EHS as the Matlab implementation is for the linear Gaussian model only. As
with CE2LS, we utilise gaussCItest and binCItest to implement the conditional indepen-
dence tests for EHS. The maximum size of a conditioning set is set to 6 for EHS in all
experiments as it is impractical to use large conditioning sets (although as per its design,
EHS conducts conditional independence tests over all possible conditioning sets). As the
output of EHS contains multiple estimated values for ACE(W,Y ), each corresponding to
1. https://sites.google.com/site/dorisentner/publications/CovariateSelection
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a proper adjustment set identified by EHS, we use the average of the multiple causal effect
values estimated by EHS as its result in the comparison.
For LVIDA, we use the implementation by the authors Malinsky and Spirtes (2017)2,
and the functions FCI and rFCI are from the R package pcalg. The function lv.ida choose
method=“local” for ensuring the fast search of valid adjustment set Z. As LVIDA is a bound
estimation method that outputs a multiset of causal effect values, each corresponding to
a potential (not necessarily proper) adjustment set, we use the average of these estimated
values as the result of LVIDA in the comparison.
In all experiments, the significance level (α) is set to 0.05 for all algorithms.
Estimating ACE(W,Y ) by adjustment for all methods. Linear regression and logistic
regression are used to estimate the average causal effect of W on Y with variable adjustment,
i.e. ACE(W,Y ) as given in the Eq.(2) for continuous and binary outcomes, respectively.
With linear regression, the causal effect is calculated as the partial regression coefficient of
W . It has been shown that when the adjustment set is right, the coefficient of W is the
ACE(W,Y ) Malinsky and Spirtes (2017). For binary outcome, the marginal causal odds
ratio (MCOR) as in Eq.(3) is the estimated causal effect of ACE(W,Y ). Logistic regression
is employed to obtain an estimate of log(MCOR), and this is implemented by an R package
stdReg Sjo¨lander (2016).
MCOR =
prob(Y = 1, do(W = 1))/prob(Y = 0, do(W = 1))
prob(Y = 1, do(W = 0))/prob(Y = 0, do(W = 0))
(3)
Evaluation criteria. Relative error (%), which is the absolute error of the estimated
causal effect and the ground-truth causal effect relative to the ground-truth causal effect,
is used to evaluate the effectiveness of causal effect estimation methods.
4.2 Experiments with synthetic datasets
In this section, we evaluate the performance of CE2LS on the synthetic datasets, as de-
scribed in Section 4.2.1. The experiments and results are then presented in Section 4.2.2.
4.2.1 Synthetic data generation
We utilise the true DAGs in Fig. 1(a) and 3(a) to generate datasets with and without latent
variables to verify the performance of CE2LS in estimating causal effects. The DAG in
Fig. 1(a) is a simple DAG with 12 variables and the DAG in Fig. 3(a) is a relatively complex
DAG with 15 variables. Moreover, the DAG in Fig. 1(a) has 3 back-door paths between W
and Y , i.e. there is a sparse structure around W and Y , and the DAG in Fig. 3(a) has 7
back-door paths between W and Y , i.e. there is a dense structure around W and Y .
We generate two groups of synthetic datasets based on the two true DAGs in Fig. 1(a)
and 3(a), respectively, and denote them as Group I datasets and Group II datasets. The
detailed description of the process followed to generate the two groups of synthetic datasets
can be found in the literature Witte and Didelez (2018) and Ha¨ggstro¨m (2018), respec-
tively. Group I contains 7 datasets generated based on the DAG in Fig. 1(a) and another 7
datasets with the latent variables removed as in the MAG in Fig. 1(b). Group II contains
7 datasets generated based on DAG in Fig. 3(a) and another 7 datasets with the latent
2. https://github.com/dmalinsk/lv-ida
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Figure 3: (a) A causal DAG for synthetic dataset generation Ha¨ggstro¨m (2018) and its
corresponding MAG in Fig. (b) where variables X7, X11, X12 are removed.
variables removed as in the MAG in Fig. 3(b). In each of the two groups, the 7 datasets
with and without latent variables contain 200k, 250k, 300k, 350k, 400k, 450k and 500k
samples, respectively. A dataset with latent variables is obtained by removing the columns
corresponding to the latent variables (X2, X4 and X6 for Group I datasets and X7, X11 and
X12 for Group II datasets) from each of the 7 datasets without latent variables. The true
causal effect of all synthetic datasets in group I is 0.5 Witte and Didelez (2018) and the
true causal effect of all synthetic datasets in group II is 2 Ha¨ggstro¨m (2018).
Both true DAGs contain the M -structure which causes the well known Berkson’s para-
dox Berkson (1946), also known as the M -bias Greenland (2003). An M -structure contains
the path W ← U1 → M ← U2 → Y where W,M and Y are observed, but U1 and U2 are
unobserved. Conditioning on M generates a spurious association between W and Y and
hence the estimated causal effect of W on Y is biased. Therefore including M in the ad-
justment set would be inappropriate Pearl (2009b). We include the M -structure in the two
DAGs to generate datasets containing M -bias. In this way, we can assess the performance
of CE2LS and the other methods in identifying proper adjustment sets.
As mentioned in Section 2, we assume that the datasets are faithful to the DAG. The
faithfulness of the experimental datasets should be satisfied. Hence, we repeatedly generated
a dataset with the same sample size. For each generate dataset, the PC algorithm Spirtes
et al. (2000) (a global structure learning algorithm) is used to learn a CPDAG (completed
partially directed acyclic graph) from the data. If the learned CPDAG is Markovian equiv-
alent to the DAG based which the dataset is generated, then the generated dataset is kept
for the experiment since the dataset is faithful to the DAG. Otherwise, the dataset is dis-
carded. In this way, we make sure that all the experimental datasets satisfy the assumption
of faithfulness.
4.2.2 Experiments with Synthetic datasets
Experiments on datasets without latent variables. We conduct experiments on the
14 synthetic datasets without latent variables in Group I and Group II to evaluate the
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performance of CE2LS. The relative errors of all causal effect estimation methods are
shown in Fig. 4.
Figure 4: Relative errors on synthetic datasets without latent variables. The top diagram
shows the results of Group I datasets, and the bottom figure shows the results
of Group II datasets. The baseline NULL has the largest relative error on all
datasets. All other methods perform very well with small relative error, expect
that LVIDA-FCI performs badly in group II datasets (in the bottom figure).
From Fig. 4, it can be seen that all adjustment methods perform better than the baseline,
i.e. NULL, except LVIDA-FCI, which performs badly in Group II datasets (without latent
variables). Since there are no latent variables, the performance of all adjustment methods
is expected to be good. However, LVIDA relies on the correctness of the structure learning
algorithm, which is different from other methods and the reason for the poor performance
of LVIDA-FCI in Group II datasets is that FCI learned a wrong causal structure. We will
explain why the structure has been learned wrong in the next subsection.
Experiments on datasets with latent variables. We now examine the performance
of CE2LS using the 14 synthetic datasets with latent variables in Group I and Group II.
The relative errors of all causal effect estimated methods are reported in Fig. 5.
According to Fig. 5, the methods requiring causal sufficiency, including PRE, Xˆ→W ,
Qˆ→W , Xˆ→Y , Zˆ→Y and Xˆ→W,Y perform badly. This is expected since the 14 datasets contain
M -biases and these methods cannot deal with this. Those methods dealing with latent
variables, i.e. CE2LS, EHS, LVIDA-FCI and LVIDA-rFCI perform well on all synthetic
datasets, except that LVIDA-FCI and LVIDA-rFCI perform poorly on Group II datasets.
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Figure 5: Relative errors on synthetic datasets with latent variables. The top diagram
shows the results of Group I datasets, and the bottom figure shows the results of
Group II datasets. The methods requiring causal sufficiency, i.e. Xˆ→W , Qˆ→W ,
Xˆ→Y , Zˆ→Y and Xˆ→W,Y perform worse than CE2LS. CE2LS and EHS perform
the best on all synthetic datasets. LVIDA-FCI and LVIDA-rFCI perform as well
as CE2LS and EHS on Group I datasets, but worse on Group II datasets. The
performance of LVIDA-FCI and LVIDA-rFCI is mediocre in Group II datasets.
LVIDA’s poor performance in Group II datasets reinforces our argument in the Intro-
duction section that there is a need for causal effect estimation using local causal structure
learning. The complexity for optimally learning a global structure increases exponentially
with the number of variables, and employing a heuristic to improve the efficiency. Efficient
implementation deploying heuristics, like FCI and rFCI comprise the quality of a learned
structure. In contrast, the complexity for learning a local structure increases polynomi-
ally with the number of variables and is easier to be scaled up to larger datasets. The
performance of CE2LS and EHS have demonstrated this.
As we can see, CE2LS can obtain unbiased estimates in both the datasets without
latent variables and the datasets with latent variables. Moreover, CE2LS can deal with
M -bias in datasets very well.
4.3 Experiments with the INSURANCE Bayesian Network
We evaluate the performance of CE2LS on a benchmark Bayesian network Scutari (2009),
the INSURANCE network, a medium-sized Bayesian network with 27 nodes and 52 arcs
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(See Fig. 6)3. We select the node Cushioning as the treatment variable W and the node
MedCost as the outcome variable Y such that all other variables satisfy the pretreatment
assumption.
Figure 6: The INSURANCE Bayesian network. The red node denotes the treatment vari-
able W , the blue node represents the outcome variable Y , and the causal path
between them is shown in green. The crossed variables are the latent variables in
the datasets with latent variables.
We firstly utilise the parameters of insurance.rds in the Bayesian network repository to
generate 7 synthetic datasets with 200k, 250k, 300k, 350k, 400k, 450k and 500k samples,
based on the Bayesian network. All the 7 datasets are faithful to the Bayesian network,
checked by the same procedure as described in Section 4.2.1. The ground truth causal effect
ACE(W,Y ) for each dataset is calculated by adjusting for variables Airbag and RuggedAuto,
which are identified by using the back-door adjustment criterion of a DAG Pearl (2009a).
In this section, we mainly evaluate the performance of CE2LS on datasets with latent
variables. So we create 7 datasets with latent variables by removing four variables from the
above generated datasets, which are VehicleYear, MakeModel, RuggedAuto and Accident.
The resulted causal MAG contains a M -structure W ↔ ThisCarDam↔ Y , and hence all
synthetic datasets include M -bias. With the 7 datasets with latent variables, EHS, LVIDA-
FCI and LVIDA-rFCI did not return results within two hours due to their low efficiency.
Hence, we only compare CE2LS with the other 6 methods and the results are shown in
Fig. 7. From Fig. 7, we see that CE2LS outperforms all the six methods for causal effect
estimation and this is expected since the six methods require causal sufficiency.
4.4 Experiments with real-world datasets
We further evaluate the effectiveness of CE2LS on two real-world datasets: IHDP Hill
(2011) and Twins Louizos et al. (2017).
3. http://www.bnlearn.com/bnrepository/discrete-medium.html
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Figure 7: Relative errors of causal effects estimated by different methods with the datasets
generated based on the INSURANCE Bayesian network. EHS, LVIDA-FCI, and
LVIDA-rFCI are not shown since they did not return results within two hours.
CE2LS outperforms six other adjustment criteria.
Methods
IHDP Twins
ACE Relative error (%) ACE Relative error (%)
CE2LS 4.51 3.49% -0.02348 5.66%
PRE 3.94 9.61% -0.01597 35.83%
Xˆ→W 3.59 17.71% -0.02123 14.70%
Qˆ→W 3.69 15.19% -0.01946 21.84%
Xˆ→Y 3.71 14.96% -0.01326 46.72%
Zˆ→Y 3.70 15.18% -0.01228 50.65%
Xˆ→W,Y 4.13 5.26% -0.01702 31.63%
EHS 4.05 7.07% -0.03287 24.27%
LVIDA-rFCI 3.81 14.58% -0.02127 17.03%
Table 3: The estimated ACEs and relative error with the IHDP and Twins datasets. The
lowest relative error in each dataset is boldfaced. CE2LS outperforms all com-
parison methods on both datasets.
The Infant Health and Development Program (IHDP) dataset Hill (2011) is
from a collection based on a randomised controlled experiment that studied high-quality
intensive care provided to low-birth-weight and premature infants. There are 24 pretreat-
ment variables (excluding race) and 747 infants, including 139 treated infants and 608
control infants. Children who did not receive specialist visits formed a control group. The
outcome was simulated from the R package npci4 Hill (2011) such that we have the true
ACE(W,Y ) = 4.36 as in the work Hill (2011).
The Twins dataset is a benchmark dataset that comes from the recorded twin births
and deaths in the USA between 1989 -1991 Almond et al. (2005). We only choose same-
sex twins with weights less than 2000g from the original data, and each twin-pair contains
4. https://github.com/vdorie/npci
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Figure 8: Runtime in seconds of CE2LS, EHS, LVIDA-FCI and LVIDA-rFCI with the two
groups of synthetic datasets, described in 4.2.2. The top two diagrams show the
results of the methods on the datasets without latent variables and the bottom
two figures are the results on the datasets with latent variables. CE2LS is faster
than the others on all datasets.
40 pretreatment variables related to the parents, the pregnancy, and the birth Louizos
et al. (2017). For each record, both the treatment W=1 (heavier twin) and W=0 (lighter
twin) are observed. The mortality after one year is the true outcome, and ground truth
ACE(W,Y ) is -0.02489. We eliminate all records with missing values and have 4821 twin-
pairs left. For simulating an observational study, following the work in Louizos et al.
(2017), we use Bernoulli distribution to randomly hide one of the two twins, that is Wi|xi ∼
Bern(sigmoid(βTx + ε)), where βT ∼ U((−0.1, 0.1)40×1) and ε ∼ N (0, 0.1).
The comparison results of all algorithms on both datasets are listed in Table 3. For
both datasets, CE2LS has achieved the lowest relative errors 3.49% and 5.66%, respec-
tively. Both datasets satisfy causal sufficiency and all methods are expected to perform
well. However, CE2LS stands out because it finds the minimal adjustment sets and hence
utilises small datasets well. Take the IHDP dataset as an example the size of all the minimal
adjustment sets found by CE2LS is 2 whereas the number of covariates used by PRE is 24,
and the sizes of Xˆ→W , Qˆ→W , Xˆ→Y , Zˆ→Y , Xˆ→W,Y are 7, 4, 8, 3, 15 respectively. The sizes
of the adjustment sets found by EHS are 2 to 6, and 0 to 3 by LVIDA-rFCI.
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4.5 Time efficiency
We compare the time efficiency of CE2LS with the other methods which also deal with
latent variables, including EHS, LVIDA-FCI and LVIDA-rFCI.
The time efficiency of CE2LS and the other methods with the two groups of synthetic
datasets (as described in Section 4.2.2) are listed in Fig. 8. We can see that CE2LS is faster
than the others. Moreover, as described in Section 4.3, EHS, LVIDA-FCI and LVIDA-rFCI
did not return results within 2 hours in the synthetic dataset of INSURANCE BN, but
CE2LS completed in 5 minutes.
5. Conclusion
In this paper, we have studied the identifiability and estimation of causal effect of W on
Y from data with latent variables, under the pretreatment variable assumption. We have
developed a theorem to infer whether there is no causal relation between W and Y , and
a theorem to infer whether the causal effect of W on Y is non-identifiable from data.
Moreover, we have identified a practical problem setting, in which both identifiability and
unbiased causal effect estimation can be solved by local causal search in observational data
with latent variables. We propose that if the causal effects can be identified, then a level-
wise search strategy can be used to find minimal adjustment sets via local causal structure
discovery and search. Based on the developed theorems, we have designed a fast algorithm,
CE2LS, for assessing the identifiability of ACE(W,Y ) from data with latent variables and
estimating ACE(W,Y ) when it can be identified. When ACE(W,Y ) can be identified from
data, CE2LS employs the Apriori approach to search for the minimal adjustment sets.
The local causal search theorem ensures the high efficiency of CE2LS. We have conducted
experiments on synthetic and real-world datasets to evaluate the performance of CE2LS.
The results have demonstrated that CE2LS estimates causal effect more accurately than
the other existing methods, and CE2LS is much faster than other methods that deal with
latent variables.
Future work will study how to extend the theoretical approach to datasets including
posttreatment variables.
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