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We study the spatio-temporal behavior of the Elsa¨sser variables describing magnetic and velocity field fluctua-
tions, using direct numerical simulations of three-dimensional magnetohydrodynamic turbulence. We consider
cases with relatively small, intermediate, and large values of a mean background magnetic field, and with
null, small, and high cross-helicity (correlations between the velocity and the magnetic field). Wavenumber-
dependent time correlation functions are computed for the different simulations. From these correlation
functions, the decorrelation time is computed and compared with different theoretical characteristic times:
the local non-linear time, the random-sweeping time, and the Alfve´nic time. It is found that decorrelation
times are dominated by sweeping effects for low values of the mean magnetic field and for low values of
the cross-helicity, while for large values of the background field or of the cross-helicity and for wave vectors
sufficiently aligned with the guide field, decorrelation times are controlled by Alfve´nic effects. Finally, we
observe counter-propagation of Alfve´nic fluctuations due to reflections produced by inhomogeneities in the
total magnetic field. This effect becomes more prominent in flows with large cross-helicity, strongly modifying
the propagation of waves in turbulent magnetohydrodynamic flows.
I. INTRODUCTION
Turbulent fluctuations are essentially broadband, both
in spatial and temporal scales, involving non-linear cou-
plings among a wide range of scales1. In incompress-
ible magnetohydrodynamics (MHD)2,3 these couplings
are based on interactions of triads of modes4–8 which can
be of different types, such as (local in wavenumber space)
nonlinear distortions of eddies, or (non-local in wavenum-
ber space) sweeping of small eddies by larger ones9–15.
Of course, these non-linear couplings also involve inter-
actions with waves in the flow, which are ubiquitous in
MHD flows as well as in plasma turbulence.
The incompressible MHD equations sustain Alfve´n
waves, which in the presence of a background magnetic
field B′0 are described by a linear dispersion relation of
frequency ω = k ·VA for the wavevector k, with Alfve´n
velocity VA = B
′
0/
√
4piρ and with mass density ρ. It
is well known that these waves, when considered in iso-
lation, are also exact solutions of the non-linear MHD
(ideal) equations. Simultaneous presence of counter-
propagating fluctuations however activate nonlinear in-
teractions among modes, producing dispersion, and in
consequence the waves are no longer exact solutions of
the system16. As the background magnetic field controls
the propagation velocity (i.e., the Alfve´n velocity), the
non-linear interaction is influenced by the Alfve´n cross-
ing time of counter-propagating wave packets. There is
therefore a competition between non-linear interactions
a)Electronic mail: rlugones@df.uba.ar
(i.e., turbulence) and wave propagation17,18.
The strength of counter-propagating fluctuations can
be measured by the cross-helicity, a quantity which is
a quadratic invariant of the ideal MHD equations (see
Sec. II for specifics). This quantity is also of relevance
for the solar wind and for space plasmas, as large-scale
flows with cross-helicity (in the presence of a guide field)
are often found in the interplanetary medium. A spatio-
temporal analysis of field fluctuations14,19 can thus be
performed to quantitatively study the importance of
these different effects, and to distinguish which is the
dominant timescale among the different ones depending
on the controlling parameters of the system. This kind
of analysis was performed in the past for MHD flows
without cross-helicity20–22, observing different behaviors
depending on whether the turbulence is weak or strong.
The prevailing conclusion, for strong turbulence, is that
the time decorrelation of Fourier modes in the inertial
range is typically dominated by the sweeping decorrela-
tion due to large scale flows11,14,21. However, the effect
of changing the strength of counter-propagating fluctua-
tions in the spatio-temporal behavior of the flow, and in
its decorrelation time, was not considered before.
In the present paper we perform a spatio-temporal
analysis of MHD turbulence, controlling simultaneously
and separately the intensity of the background mag-
netic field and the amount of cross-helicity in the
flow, extending our previous study21 of incompressible
MHD with a background magnetic field and no cross-
helicity. We present several numerical solutions of the
incompressible MHD equations in a turbulent steady
state, and analyze each timescale in the system using
wavenumber-dependent time correlation functions, and
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2spatio-temporal spectra of the Elsa¨sser variables. The
spatio-temporal study of the Elsa¨sser variables allows us
to disentangle the two possible polarizations of the Alfve´n
waves, as well as their direction of propagation, and to
quantify any imbalance between the two polarizations.
We find that decorrelation times are dominated by sweep-
ing effects for low values of the mean magnetic field and
for low values of the cross-helicity, while for large values
of the background field or of the cross-helicity decorre-
lation times are controlled by the Alfve´nic times. More-
over, for large values of the cross-helicity we also observe
counter-propagation of Alfve´nic fluctuations (i.e., an in-
version in the direction of propagation of one polariza-
tion of Alfve´n waves), resulting from reflections in inho-
mogeneities of the total magnetic field produced by the
turbulence. Under some conditions, this can result in the
propagation of both polarizations of the Alfve´n waves in
the same direction. This effect strongly affects non-linear
interactions.
The structure of the paper is as follows. In Sec. II
we introduce the equations and the numerical methods
employed, as well as a description of the spatio-temporal
spectrum and of the correlation functions. Results are
presented in Sec. III. Finally, discussions and conclusions
are presented in Sec. IV.
II. EQUATIONS AND NUMERICAL SIMULATIONS
A. The MHD equations and the Elsa¨sser fields
The incompressible MHD equations (momentum and
induction equations) in dimensionless units as solved in
the numerical simulations are
∂v
∂t
+ v · ∇v = −1
ρ
∇p+ j×B+ 1
R
∇2v + Fv, (1)
∂b
∂t
= ∇× (v ×B) + 1
Rm
∇2b+ Fb, (2)
where v is the plasma bulk velocity, B = b + B0 is the
total magnetic field (in units of an Alfve´nic speed, and
obtained from the total magnetic field B′ in Gaussian
units after dividing by
√
4piρ, where ρ is the plasma den-
sity), and Fv and Fb are forcing terms to be discussed in
more detail below. The total magnetic field has a fluctu-
ating part b, and a mean DC field B0 = B0xˆ. Finally,
j = ∇×b is the current density and p is the plasma pres-
sure. The units are based on a characteristic speed v0,
which for MHD is chosen to be the typical Alfve´n speed of
the magnetic field fluctuations, v0 =
√〈b2〉/(4piρ), where
〈.〉 denotes a spatial average. The dimensionless parame-
ters appearing in the equations are the kinetic and mag-
netic Reynolds numbers, R = v0L/ν and Rm = v0L/µ
respectively, with ν the kinematic viscosity, µ the mag-
netic diffusivity, and L the characteristic length scale (the
simulation box side length is defined as 2piL). The unit
time is t0 = L/v0, which for MHD becomes the Alfve´n
crossing time based on magnetic field fluctuations. The
Elsa¨sser fields are then defined as
z± = v ± b. (3)
In terms of the Elsa¨sser fields, the MHD equations can
be written14 as
∂tz
± = ±VA · ∇z± − z∓ · ∇z± −∇P + 1
R
∇2z±, (4)
with P the total pressure divided by the plasma den-
sity, and with the assumption that R = Rm. In the
r.h.s. of Eq. (4) we explicitly separated the convective
term into a linear part describing Alfve´nic propagation
with VA = B0 the Alfve´n velocity based on the back-
ground magnetic field (with B0 the field in units of ve-
locity), and the non-linear part describing the interaction
among counter-propagating wave-like fluctuations. It is
evident from these equations that both Elsa¨sser fields
must be present to activate the non-linear interactions.
The ideal invariants (i.e., with zero viscosity and resis-
tivity) of incompressible MHD theory can be written in
terms of the Elsa¨sser fields. The total energy E (kinetic
plus magnetic) in terms of these variables is
E =
1
2
∫ (
|v|2 + |b|2
)
dV =
1
4
∫ (∣∣z+∣∣2 + ∣∣z−∣∣2) dV ,
(5)
while the cross-helicity Hc is
Hc =
∫
v · b dV = 1
4
∫ (∣∣z+∣∣2 − ∣∣z−∣∣2) dV . (6)
The ratio σc = Hc/E measures the amount of counter-
propagating fluctuations in the system. A value σc = ±1
corresponds to only one type of fluctuations z±, while
σc = 0 represents equipartition between both fields.
As later in the analysis we will be interested in the ef-
fect of flow inhomogeneities in the propagation of these
fluctuations, following the works of Matthaeus et al.23
and Zhou et al.24 we can linearize the ideal MHD equa-
tions considering the presence of an inhomogeneous back-
ground magnetic field and/or an inhomogeneous back-
ground flow. From these works, the general MHD equa-
tions (including density fluctuations) can be written as
∂tz
± +
(
L±x + L
±) z± +M±ikz∓k = 0, (7)
The linear operators L±x , L
±, and M±ik involve gradients
acting on both the large- and the small-scale fields, and
are given by
L±x = (U∓VA) · ∇, (8)
L± =
1
2
∇ ·
(
U
2
±VA
)
, (9)
and
M±ik = ∇kUi±
1√
4piρ
∇kB′i−
1
2
δik∇·
(
U
2
±VA
)
, (10)
3where U is a background flow. Here, both U and VA
can include large-scale inhomogeneities (including, for
VA, inhomogeneities associated to density fluctuations).
The mixing terms (those involving the M±ik operators)
allow the possibility of creating counter propagating fluc-
tuations out of a single-sign propagating fluctuation, by
means of reflections due to inhomogeneities in any of the
background fields25. In this sense, even if the system
starts from an initial condition with only one sign of prop-
agating fluctuations, the reflections by inhomogeneous
background fields will create an amount of counter prop-
agating fluctuations which will turn on non-linearities,
producing dispersion and turbulence26,27. But this ef-
fect can also result, in flows with both polarizations of
Alfve´nic excitations, in the counter-propagation of one of
the excitations, as will be shown from numerical data in
Sec. III.
B. Wavenumber-frequency spectrum and correlation
functions
Using scaling arguments, different characteristic times
in the system can be estimated. The local eddy turnover
time or isotropic non-linear timescale can be defined as
τnl ∼ 1/ [kv(k)], where v(k) is the amplitude of the
velocity fluctuations at scale ∼ 1/k. Considering a
Kolmogorov-like scaling v(k) ∼ vrms (kL)−1/3, the non-
linear time in the inertial range can be written as
τnl = Cnl
[
vrmsL
−1/3
(√
k2⊥ + k
2
‖
)2/3]−1
, (11)
where Cnl is a dimensionless constant of order one, and
k‖ and k⊥ denote the wavenumbers parallel and perpen-
dicular to the background magnetic field. Here, vrms =〈|v|2〉1/2 is a global quantity, dominated by contributions
from the large scales3,28.
Another time decorrelation effect is governed by the
sweeping characteristic time, which at the scale ∼ 1/k
can be expressed as
τsw = Csw
(
vrms
√
k2⊥ + k
2
‖
)−1
. (12)
This time corresponds to the advection of small-scale
structures by the large-scale flow. Finally, a characteris-
tic Alfve´n time can be defined as
τA = CA
(
vAk‖
)−1
. (13)
In the last two expressions, Csw and CA also are dimen-
sionless constants of order unity.
These are not all the times scales that could be present
in MHD turbulence, but the ones most relevant for the
discussions in the following sections. As an example, an-
other time scale worth mentioning is the decorrelation
time of triple moments when there is no equipartition
between magnetic and kinetic energies, e.g., in the dy-
namo context29.
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FIG. 1. Reduced perpendicular energy spectra E(k⊥) for sim-
ulations with B0 = 0, 0.25, 1, 2, 4, and 8. All curves corre-
spond to the case σc = 0.3, but the cases with σc = 0 and
0.9 show the same behavior. Kolmogorov scaling, ∼ k−5/3⊥ , is
shown as reference.
To disentangle these time scales in the flow, and to
identify which is the most relevant time scale at a given
spatial scale, two tools can be used: the statistical prop-
erties of the correlation function in space and time, and
the wavenumber-frequency spectrum. We start by intro-
ducing the former. The statistics of the Elsa¨sser fields
can be characterized by the spatio-temporal two-point
autocorrelation function14,
R±(r, τ) =
〈
z±(x, t) · z±(x+ r, t+ τ)〉/〈∣∣z±∣∣2〉 .
(14)
The Fourier transform in r leads to a time-lagged spec-
tral density which can be further factorized as S(k, τ) =
S(k)Γ(k, τ). The function Γ(k, τ) is the scale-dependent
correlation function30–32 which describes the time decor-
relation of each spatial mode k, that is, the loss of mem-
ory of fluctuations with characteristics lengths of order
k−1x , k
−1
y , and k
−1
z .
When there is a preferential direction in the flow (as in
the present case of MHD turbulence with a guide mag-
netic field), it is useful to assume axial symmetry in
Fourier space and to write Γ(k, τ) = Γ(k⊥, k‖, τ). As
this function is three dimensional, it is also useful to
study Γ(k⊥, k‖, τ) with one of the arguments fixed; for
instance, fixing a value of k⊥ and analyzing Γ(k⊥, k‖, τ)
as a function of k‖ and τ gives us information on fluc-
tuations that vary only in the parallel direction, and al-
low us to distinguish between decorrelation arising from
Alfve´nic non-linear interactions or sweeping.
The Fourier transform in the time lag of the
scale-dependent correlation function results in the
wavenumber-frequency spectrum E±(k, ω) for each of the
Elsa¨sser fields. This property follows directly from the 1,
that states that the Fourier transform of a signal auto-
correlation is the power spectrum of the same signal (see
4Refs.19,33, and pp. 35-36 from Ref.34 for further details).
The spectra E±(k, ω) allow identification of modes satis-
fying a generalized dispersion relation of the system, and
provide a direct measurement of how much energy is in
those modes, and of how much energy is in other modes.
For the two separate Elsa¨sser fields, from Eqs. (5) and
(6) it is easy to see that
E = E+ + E−, Hc = E+ − E−, (15)
where E± =
∫ |z±|2/4 dV . Thus, for the wavenumber-
frequency spectra of the Elsa¨sser fields, the two following
relations hold
E+(k, ω) = [E(k, ω) +Hc(k, ω)]/2, (16)
E−(k, ω) = [E(k, ω)−Hc(k, ω)]/2. (17)
Therefore, computation of the wavenumber-frequency
spectra of the energy and of the cross-helicity allows
unique determination of the wavenumber-frequency spec-
tra of the Elsa¨sser fields, and vice-versa.
C. Numerical simulations
To solve numerically the incompressible MHD Eqs. (1)
and (2) we employ a parallel pseudo-spectral code35–37.
We consider a spatial resolution of N3 = 5123 grid
points, with a second-order Runge-Kutta time integra-
tion scheme. Spatial resolution is moderate as we need
to store a large amount of data in space and time to
compute the correlation functions and spectra defined in
Sec. II B. Values considered for the intensity of the exter-
nal magnetic field are B0 = 0, 0.25, 1, 2, 4 and 8 (in units
of the initial r.m.s. magnetic fluctuations value). We as-
sume periodic boundary conditions in a cube of side 2piL
(with L the initial correlation length of the fluctuations,
defined as the unit length). Aliasing is removed by the
two-thirds rule truncation method.
The initial condition in all simulations consists of
nonzero amplitudes for the v(k) and b(k) fields, equipar-
titioned in all the wavenumbers within shells 1.1 ≤ k ≤ 4
(in units of 2piL/λ, with λ the wavelength). Random
phases are chosen for all Fourier modes in both fields.
To keep the system in a turbulent steady state we ap-
ply a driving consisting of forcing terms Fb and Fv for
b and v respectively, in Eqs. (1) and (2). Fb and Fv are
band limited to a fixed set of Fourier modes in the band
0.9 ≤ k ≤ 1.8. The driving has a random and a time-
coherent component, and the correlation time of the forc-
ing is τf ≈ 1 (of the order of the unit time t0), which is
larger than all the characteristic times defined in the pre-
vious section. To change the level of cross-helicity in the
flow, correlations were introduced between the mechan-
ical and electromotive drivings, resulting at late times
(depending on the level of cross-correlation between the
drivers) in a normalized cross-helicity of σc = 0, 0.3, or
0.9 (these values correspond to the time average in the
turbulent steady state; in practice, in each simulation the
B0 = 0 B0 = 0.25 B0 = 1 B0 = 2 B0 = 4 B0 = 8
0 0 0 0 0 0
σc ≈ 0.3 0.3 0.3 0.3 0.3 0.3
0.9 0.9 0.9 0.9 0.9 0.9
TABLE I. List of numerical simulations performed, with guide
field B = B0xˆ and normalized cross-helicity σc.
instantaneous cross-helicity fluctuates in time around the
reported mean values).
Note the different values of B0 and of σc explored re-
sult in a total of 18 simulations (see table I). All simula-
tions were continued until the system reached a turbulent
steady state, and then continued further to perform the
spatio-temporal analysis on the evolution of the Elsa¨sser
fields presented in the next section. We will first char-
acterize the spatial behavior of the flows (specially con-
sidering the degree of anisotropy as the intensity of the
background flow is increased), to then study the behav-
ior of the Elsa¨sser fluctuations using the spatio-temporal
information.
III. RESULTS
A. Wavenumber spectra
After the system reached the turbulent steady state,
we analyzed the results during 10 large-scale unit times,
after verifying that this time span was enough to ensure
convergence of spatio-temporal spectra and correlation
functions.
We start discussing the spatial spectral, to character-
ize the turbulence and to quantify its anisotropy as the
intensity of the guide field is varied, for different values
of the cross-helicity. But first we need to define some
quantities, as we are dealing with anisotropic flows. In
principle we could study spectra in terms of the wave
vector k, but this results in a three-dimensional spectral
density. Using the preferential direction associated to the
guide field, reduced spectra can be defined that simplify
substantially the data analysis.
The axisymmetric energy spectrum e(k⊥, k‖, t) pro-
vides information on the anisotropy of the turbulence
relative to the the guide field38. It is defined as
e(k⊥, k‖, t) =
∑
k⊥≤|k×xˆ|<k⊥+1
k‖≤kx<k‖+1
|uˆ(k, t)|2 + |bˆ(k, t)|2 =
=
∫ (
|uˆ(k, t)|2 + |bˆ(k, t)|2
)
|k| sin θk dφk.
(18)
The first equality corresponds to the way the spectra is
computed in the simulations (as Fourier modes are dis-
crete), while the second corresponds to the theoretical
definition in the continuum case. Since the guide field
5(a)B0 = 0 (b)B0 = 1
(c)B0 = 4 (d)B0 = 8
FIG. 2. Isocontours of the axisymmetric energy spectrum e(k⊥, k‖) for B0 = 0, 1, 4 and 8, and for σc = 0.3. In all cases, dark
means larger energy density (in logarithmic scale). The lines indicate the modes for which the sweeping time (red dashed line)
or the local non-linear time (solid blue line) become equal to the Alfve´n time. For large B0 the flow becomes more anisotropic,
and isocontours change shape as they cross these lines. Note also the increase in the energy in modes that have the Alfve´n
time as the fastest time (i.e., of modes below the solid blue curve) as B0 increases.
is B0 = B0xˆ, in both cases the wave vector components
k‖ = kx and k⊥ =
√
k2y + k
2
z , and the polar angles in
Fourier space θk and φk, are relative to the x-axis. That
is, in Eq. (18), θk = arctan(k⊥/k‖) is the co-latitude in
Fourier space with respect to the x-axis, and φk is the
longitude with respect to the y-axis. Note that below we
treat the discrete and continuum expressions of Fourier
spectra as equivalent, bearing in mind that in all cases
integrals should be replaced by sums when required for
the numerics.
Using the axisymmetric spectrum, one can define the
time averaged isotropic energy spectrum E(k) as
E (k) =
1
T
∫ ∫
e(|k⊥|, k‖, t)|k| dθk dt, (19)
and the reduced perpendicular energy spectrum E(k⊥)38
as
E (k⊥) =
1
T
∫ ∫
e(|k⊥|, k‖, t) dk‖ dt, (20)
where in the latter case we integrate over parallel wave
numbers to obtain a spectrum that depends only on k⊥,
and in both cases we average in time over a (sufficiently
long) time T .
The reduced perpendicular energy spectra E(k⊥) are
shown in Fig. 1 for the simulations with B0 = 0.25, 1,
2, 4, and 8 with normalized cross-helicity σc = 0.3. In
this figure we also show the isotropic energy spectrum
E(k) for the simulation with B0 = 0, with σc = 0.3.
The simulations with σc = 0 and σc = 0.9 display a
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FIG. 3. Normalized wave vector and frequency spectra E±(k, ω)/E+(k) of z− (left) and z+ (right), for the isotropic simulations
(B0 = 0) with σc = 0.3 [top, panels (a) and (b)] and σc = 0.9 [bottom, panels (c) and (d)], as a function of k‖ and for fixed
k⊥ = 0. Lighter regions indicate larger energy density. The spectra correspond to the power in the time and space Fourier
transform of the fields, such that accumulation of energy in modes near the dispersion relation (or in all modes below the
sweeping curve) points to a dominance of a physical effect (i.e., of its associated frequency) in the dynamics of a given scale
∼ 1/k‖. As a reference, the sweeping time relation giving by Eq. (12) is indicated by solid (green) lines. A broad excitation of
modes is observed for all modes with ω ≤ 1/τsw (sweeping) in panels (a) and (b), and for ω ≈ 0 in panels (c) and (d).
similar behavior. A Kolmogorov power law is also indi-
cated in the figure as reference. As can be seen, despite
the moderate spatial resolution of the runs, the observed
spatial spectra are compatible with Kolmogorov scaling
∼ k−5/3⊥ , and the simulations are well resolved displaying
a dissipative range for large wavenumbers (for example,
the Kolmogorov dissipation wavenumbers kν are kν ≈ 91,
152, and 122 for the simulations with B0 = 1 and σc = 0,
0.3, and 0.9 respectively).
We can see the spectral behavior (and of the anisotropy
of the flows) in more detail in Fig. 2. There, we show iso-
contours of the axisymmetric energy spectrum e(k⊥, k‖)
(i.e., the energy density as a function of perpendicular
and parallel wavenumbers) for B0 = 0, 1, 4, and 8, and
in all cases for flows with σc = 0.3. As a reference we also
indicate the curves (in Fourier space) where the Alfve´n
time is equal to either the sweeping time, or the non-
linear time. In other words, these curves separate re-
gions in which (from theoretical arguments) the fastest
time scale can be expected to be either τA (above the
dashed red curve) or τnl (below the solid blue curve).
The sweeping time can be relevant for all modes below
the dashed red curve.
Note that for B0 6= 0 the energy is not distributed
isotropically in the axisymmetric spectra in Fig. 2. En-
ergy tends to accumulate in modes with small k‖ as B0
is increased, and for B0 = 4 and 8, a substantial fraction
of the energy accumulates in the vicinity of the curves
satisfying τA ≈ τsw and τA ≈ τnl.
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FIG. 4. Normalized spectra E±(k, ω)/E+(k) of z− (left) and z+ (right), for the runs with B0 = 0.25, for modes with k⊥ = 0,
and thus as a function of k‖ and ω. Panels (a) and (b) correspond to σc = 0, (c) and (d) to σc = 0.3, and (e) and (f) to
σc = 0.9. The sweeping time relation, given by Eq. (12), is indicated by solid (green) lines, and the dashed (blue) lines indicate
the dispersion relation of Alfve´n waves. Lighter regions indicate larger energy density, and the accumulation of energy in modes
near the dispersion relation (or in all modes below the sweeping curve) points to a dominance of a physical effect (i.e., of its
associated frequency) in the dynamics of a given scale ∼ 1/k‖. For low normalized cross-helicity σc sweeping is the dominant
effect, while for large σc energy accumulates near the dispersion relation of the waves, albeit for both z
+ and z− with the same
sign of the frequency ω.
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FIG. 5. Normalized spectra E±(k, ω)/E+(k) of z− (left) and z+ (right), for the runs with B0 = 1, for modes with k⊥ = 0, and
thus as a function of k‖ and ω. Panels (a) and (b) correspond to σc = 0, (c) and (d) to σc = 0.3, and (e) and (f) to σc = 0.9.
The sweeping time relation, given by Eq. (12), is indicated by solid (green) lines, and the dashed (blue) lines indicate the
dispersion relation of Alfve´n waves. Lighter regions indicate larger energy density. In this case power for σc = 0 is concentrated
in a region near the wave dispersion relations ω± ≈ ±VA · k up to k‖ ≈ 10. For σc = 0.9, both fields z+ and z− follow the
same dispersion relation ω ≈ +VA · k, and Alfve´nic excitations dominate over all scales.
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FIG. 6. Normalized spectra E±(k, ω)/E+(k) of z− (left) and z+ (right), for the runs with B0 = 8, for modes with k⊥ = 0,
and thus as a function of k‖ and ω. Panels (a) and (b) correspond to σc = 0, (c) and (d) to σc = 0.3, and (e) and (f) to
σc = 0.9. The sweeping time relation, given by Eq. (12), is indicated by solid (green) lines, and the dashed (blue) lines indicate
the dispersion relation of Alfve´n waves. Lighter regions indicate larger energy density. In all cases power is concentrated in a
narrow region near the wave dispersion relations ω± ≈ ±VA · k or near ω ≈ 0, for all the wavenumbers studied, and there is
no evidence of counter-propagation of waves.
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FIG. 7. Decorrelation times τD for the run with B0 = 1 and
σc = 0.3, for k‖ = 10 constant and as a function of k⊥. Panel
(a) corresponds to z− and panel (b) to z+. The theoretical
prediction for the sweeping time τsw, the non-linear time τnl,
and the Alfve´n time τA are indicated as references.
B. Wavenumber-frequency spectra
We calculate the energy spectrum E(k, ω) from the
relation
E(k, ω) =
1
2
|uˆ(k, ω)|2 + 1
2
∣∣∣bˆ(k, ω)∣∣∣2 (21)
where uˆ(k, ω) and bˆ(k, ω) are the Fourier transforms in
time and in space of the velocity and the magnetic fields,
respectively. The main results of the present study are
summarized in Figs. 3 to 6, which quantify the spatio-
temporal behavior of the Elsa¨sser fields separately. These
figures show the normalized wavevector and frequency
spectra of the z+ and z− variables, for simulations with
different values of the background mean field B0 and
normalized cross-helicity σc. As the spectra are multi-
dimensional, in all cases we show slices of the spectrum
for k⊥ = 0 and as a function of k‖ and ω (other slices,
with other values of k⊥, display the same behavior for
the waves reported below).
Figure 3 shows these spatio-temporal spectra for sim-
ulations with B0 = 0. In this case, the dispersion rela-
tion for Alfve´nic fluctuations becomes ω = 0, and Alfve´n
waves are indistinguishable (in this spectrum) from slow
modes such as turbulent eddies. The sweeping relation,
for eddies with velocity vrms, becomes ω = ±vrmsk, and
in practice, as all turbulent eddies with this velocity (or
a smaller velocity) can randomly sweep small-scale struc-
tures in the flow, the relation for random sweeping be-
comes |ω| ≤ vrmsk. Both relations are indicated respec-
tively by dashed and solid lines in Fig. 3.
Accumulation of energy in the spectra in Fig. 3 can be
seen for all modes in the region enclosed by the sweeping
relation, evidencing the presence of broadband (strong)
turbulence rather than of wave turbulence or linear wave
propagation. Moreover, for large values of the normalized
cross-helicity (σc = 0.9), energy accumulates instead in
modes with ω ≈ 0, and more energy can be observed in
z+ modes when compared to the z− modes. From these
spectra we can conclude that for B0 = 0 and σc = 0
the dominant timescale is that of the sweeping, while for
large values of σc either the non-linear timescale or the
Alfve´n time become dominant.
Figure 4 shows the spatio-temporal spectra for simula-
tions with B0 = 0.25. The case with σc = 0 shows again
a broad range of fluctuations in the range of frequencies
enclosed by the sweeping relation. As the value of σc is
increased the z+ fluctuations become dominant, a situ-
ation which is more evident in the case with σc = 0.9.
Also, as σc is increased, energy in z
+ fluctuations leaves
the funnel defined by the sweeping relation, and concen-
trates in the vicinity of the dispersion relation of Alfve´n
waves ω+ = +VA · k (see the case with σc = 0.9 in
Fig. 4). Note that the choice of signs for waves described
by z± = z±0 e
i(k·x+ω±t) follows from the fact that the
Fourier transforms used in space and in time follow the
same sign convention, and where z±0 are the amplitudes
of the waves. This way, the sign of ω+ implies z+ fluc-
tuations propagate anti-parallel to the guide field, as ex-
pected. However, in an apparent contradiction, the waves
with the opposite polarization, i.e., the z− fluctuations,
also populate (albeit with smaller amplitude) the same
upper branch of the Alfve´nic wave dispersion relation.
As the z− fluctuations satisfy another dispersion relation
(ω− = −VA · k), in the linear regime these fluctuations
should populate instead the lower branch of the disper-
sion relation shown in Fig. 4. This behavior indicates
that z− fluctuations also propagate in real space in the
direction anti-parallel to the guide field (i.e., with nega-
tive velocity), instead of parallel to this field (i.e., with
positive velocity) as would be expected. Such a behaviour
was predicted by Hollweg39 for the solar wind and caused
by, e.g., reflections of waves in density fluctuations in the
interplanetary medium, using a WKB expansion. In our
case, the flow is incompressible and density is uniform in
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space and constant in time.
As B0 is increased, this effect becomes more evident.
In Fig. 5 we show the spatio-temporal spectra for simu-
lations with B0 = 1. Now energy tends to concentrate
near the dispersion relation of the Alfve´n waves for all
values of σc, i.e., as we increase the value of B0 the rel-
evance of random sweeping decreases and Alfve´n waves
become more important. For σc = 0 we observe waves
propagating in both directions: z+ fluctuations propa-
gate anti-parallel to the guide field, and z− fluctuations
propagate parallel to this field. Also, for values of k‖
larger than ≈ 20, the dispersion in the excitation of
modes increases and energy starts to populate the fun-
nel in spectral space associated with sweeping, indicating
random sweeping plays a role at sufficiently small vertical
scales. Instead, for σc = 0.3 and 0.9 energy accumulates
only near the wave dispersion relation, and we recover
counter-propagation of one of the wave motions: both
z+ and z− fields propagate in the same direction, anti-
parallel to the guide field. Increasing B0 further reduces
this effect (see the cases with B0 = 8 in Fig. 6), result-
ing in the expected propagation for each excitation, or in
very little or no propagation of z− when σc is sufficiently
small.
What is the origin of the observed z− fluctuations
propagating in the same direction as the z+ fluctua-
tions? Based on the results of Hollweg39, and on Eq. (7),
they must be caused by reflections in large scale inho-
mogeneities of the mean magnetic field (note there is no
mean background flow in our simulations, nor density
fluctuations). Although our background guide field B0 is
uniform (i.e., constant in space as well as in time), the to-
tal mean field a fluctuation sees includes a slowly varying
component (e.g., from magnetic field fluctuations at large
scales, such as those in k = 1 modes, which evolve on a
slower time scale than fast waves and small-scale fluctua-
tions). As a result, the flow has an effective Alfve´n veloc-
ity that depends on the spatial coordinates. We can then
write for either type of Elsa¨sser fluctuations the ideal lin-
earized Eq. (7) for constant density and for U = 0 (no
mean background flow) as
∂tz
± = ±VA · ∇z± ∓ z∓ · ∇B
′
√
4piρ
, (22)
where VA can now include large-scale fluctuations of the
magnetic field, and B′ as before is the total magnetic
field in Gaussian units. If the normalized cross-helicity
σc is close to 1, that is, if |z+|  |z−|, we have for z+
∂tz
+ ≈ VA · ∇z+, (23)
and using z± = z±0 e
i(k·x+ω±t) we recover the usual dis-
persion relation for waves propagating anti-parallel to the
mean field ω+ = +VA · k (where now VA can fluctuate
slowly in space and time). However, for z− we obtain
∂tz
− ≈ −VA · ∇z− + z+ · ∇B
′
√
4piρ
. (24)
This equation indicates that the propagation of z− per-
turbations (which are smaller in amplitude than z+) can
be strongly affected by the z+ field and by spatial varia-
tions of the large-scale magnetic field.
From Eq. (24) we can also extract some phenomenolog-
ical conditions for the behavior seen in Figs. 3 to 6 (and in
particular, for the counter-propagation of waves) to take
place. Using again z± = z±0 e
i(k·x+ω±t), and assuming
B′ = B′0 + b
′
0 where b
′
0 = b˜
′
0e
iK·x is the slowly vary-
ing large-scale magnetic field with wavenumber K  k,
Eq. (24) reduces to
(
ω− +VA · k
)
z−0 e
iω−t =
(
K · z+0
)
b′0√
4piρ
eiω
+t. (25)
Taking the dot product with z−0 , defining Elsa¨sser energy
densities e± = |z±0 |2/4, and defining the fluctuations in
the Alfve´n velocity (associated to the large-scale mag-
netic field fluctuations) as vA = b
′
0/
√
4piρ, we finally get
(
ω− +VA · k
)
eiω
−t =
(
K · z+0
) (
vA · z−0
)
4e−
eiω
+t. (26)
This equation admits solutions
ω− = ω+ = +VA · k, (27)
2VA · k =
(
K · z+0
) (
vA · z−0
)
/(4e−), (28)
which correspond to both waves traveling in the same di-
rection as long as the second condition, given by Eq. (28),
can be fulfilled. From dimensional analysis, this condi-
tion requires that
2
VA
vA
k
K
∼
√
e+
e−
, (29)
which (as VA & vA and k  K) cannot be satisfied when
σc ≈ 0 (as observed in Figs. 3 to 6), or when the guide
field becomes too strong for a fixed value of σc (as also
observed in the spatio-temporal spectra). Thus, this last
qualitative argument indicates (in agreement with the
simulations) that z− fluctuations can propagate with the
same phase speed and direction as the z+ fluctuations as
long as σc 6= 0 and B0 is not too strong for a fixed value
of the normalized cross-helicity.
In other words, if |z+| at large scales is comparable
to |VA| and σc ≈ 1, we can see z− fluctuations propa-
gate in the same direction as z+ fluctuations as the re-
sult of reflections in inhomogeneities of the large-scale
magnetic field. A similar behavior can result, for ex-
ample, from mass density fluctuations when the flow is
compressible, as is the case in some regions of the so-
lar wind and the interplanetary medium40, and this ar-
gument does not preclude other effects such as strong
non-linear interactions from resulting in reflection and
counter-propagation of excitations. Moreover, when the
intensity of the background magnetic field B0 is further
increased, the arguments used above are not valid any-
more and the relevance of the reflections reduces. This
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FIG. 8. Decorrelation times τD for the z
+ field in simulations with σc = 0.3 and (a) B0 = 0.25, (b) 1, (c) 4, and (d) 8, for
k‖ = 15 and as a function of k⊥. The theoretical prediction for the sweeping time τsw, the non-linear time τnl, and the Alfve´n
time τA are indicated as references.
is compatible with the behavior seen in Fig. 6 for the
simulations with B0 = 8, which show similar amounts
of power in both type of fluctuations when σc = 0, less
power in z− fluctuations when σc = 0.3 (and propagating
opposite to the z+ field), and no appreciable power for
z− fluctuations when compared to z+ in the case with
σc = 0.9.
C. Decorrelation times
From the discussions in Sec. II B, another way to iden-
tify dominant time scales for individual modes is to study
the decorrelation time τD, i.e., the time it takes for each
Fourier mode with wave vector k to be decorrelated from
its previous history either by non-linear eddy interactions
(if τD ∼ τnl), by the cross-over of waves (if τD ∼ τA), or
by the sweeping by the large-scale flow (when τD ∼ τsw).
Again, as τD depends on the wave vector k, in the fol-
lowing we show it for fixed values of k‖ or k⊥, and as
a function of the remaining wavenumber. In all cases,
the decorrelation time τD is obtained from the numerical
data by computing the correlation function Γ(k⊥, k‖, τ),
and looking at the value of the time lag τ for which
the correlation function decays to 1/e from its value for
τ = 0. Note the choice of 1/e as a reference value is arbi-
trary, but similar results are obtained if instead the decor-
relation time is defined as the half width of Γ, or as the
time when the correlation function crosses the zero21,33.
With any of these choices, τD is a measure of the char-
acteristic time for the decay of the correlation.
Figure 7 shows the different decorrelation times for a
fixed value of k‖ = 10 and as a function of k⊥, for the
simulation with B0 = 1 and σc = 0.3. The theoretical
predictions for the different decorrelation times are also
indicated as a reference. Since the Alfve´nic time is inde-
pendent of k⊥ it shows as a constant vale in this figure.
The decorrelation time τD obtained from the numerical
data is very close to the Alfve´nic time for small values
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FIG. 9. Decorrelation times τD for the z
+ field in simulations with σc = 0.3 and (a) B0 = 0.25, (b) 1, (c) 4, and (d) 8, for
k⊥ = 15 and as a function of k‖. The theoretical prediction for the sweeping time τsw, the non-linear time τnl, and the Alfve´n
time τA are indicated as references.
of k⊥ (up to k⊥ ≈ 10), but it deviates and becomes
closer to the sweeping time for large values of k⊥ (i.e,
for small perpendicular lengthscales). This is more clear
for z− fluctuations than for z+ fluctuations, for which
the decorrelation time τD for k⊥ > 10 is in between the
scaling of τsw and of τnl.
Figure 8 shows the decorrelation times τD for the
z+ field for cases with σc = 0.3, with a guide field of
B0 = 0.25, 1, 4, and 8, and for fixed k‖ = 15 as a function
of k⊥. Again, for low values of B0, τD is mostly dom-
inated for the sweeping, either for all values of k⊥ (for
B0 = 0.25) or down to k⊥ ≈ 20 (for B0 = 1). However,
for larger values of B0 (or for small values of k⊥ when
B0 = 1) Alfve´nic effects become dominant, with τD tak-
ing values close to τA. Overall, the fastest time scale at
any given k⊥ seems to be the dominant one. These results
are consistent with the previous ones we obtained21 for
the case of strong incompressible MHD turbulence with
no cross-helicity, although the presence of some cross-
helicity in the flow seems to favor a transition towards
a flow more dominated by Alfve´n waves as also seen in
the spatio-temporal spectra in Sec. III B. This can be
also associated with the fact that under certain condi-
tions the nonlinear time of the dominant Elsa¨sser fluctu-
ations becomes too long, and the decorrelation time scale
is then determined by the so-called “minority species”
as reported before in closure calculations by Grappin et
al.41.
This behavior can also be seen when k⊥ is fixed, and
τD is studied as a function of k‖ (see Fig. 9). For sim-
ulations with σc = 0.3 and with increasing B0, we see
that τD varies with k‖ as τsw when B0 is small or mod-
erate and when k‖ is small, and varies as τA when B0
or k‖ are sufficiently large. In other words, modes with
wave vectors sufficiently aligned with the guide field are
dominated by the Alfve´n time. And again, the fastest
time scale in this figure is the one that dominates the
dynamics.
However, and as mentioned before, this picture changes
when σc is sufficiently large. This can be seen in Fig. 10,
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FIG. 10. Decorrelation times τD for the runs with B0 = 1,
for k⊥ = 40 and as a function of k‖. The panels correspond
to (a) σc = 0, (b) σc = 0.3, and (c) σc = 0.9. The theoretical
prediction for the sweeping time τsw, the non-linear time τnl,
and the Alfve´n time τA are indicated as references.
where the decorrelation time τD is plotted for the simula-
tions with B0 = 1, for fixed k⊥ = 40, and as a functions
of k‖ for σc = 0, 0.3 and 0.9. While for small values of σc
we observe the same behavior as before, for large values
of σc the Alfve´n time becomes dominant, even when it
is slower than all the other time scales, as in the case of
the simulation with σc = 0.9 and small values of k‖.
Thus, while for small values of σc the analysis of the
decorrelation time confirms the tendency observed in our
previous study21 that the sweeping time dominates the
decorrelations except for the cases with medium and large
values of B0 where the Alfve´nic time is dominant for
small values of k⊥ or large values of k‖ (see also studies
of MHD turbulence in the weak regime in Refs.20,42, or
of the transition from weak to strong MHD turbulence
in Refs.21,22), increasing the cross-helicity content of the
flow has interesting consequences. The appearance of
the Alfve´nic time as dominant becomes more clear for
large values of σc, even when it is not the fastest time
scale, and consistent with a linear (or weakly non-linear)
picture in which most of the fluctuations have a single
direction of propagation. However, as evidenced in the
spatio-temporal analysis of the energy spectrum of each
Elsa¨sser field as a function of k and ω, inhomogeneities of
the large scale magnetic field can induce reflections, and
turn on non-linear interactions dominated by the Alfve´n
cross-over time between waves for modes with wave vec-
tors sufficiently aligned with the guide field, or by the
sweeping or non-linear time for other modes.
IV. CONCLUSIONS
We analyzed the spatio-temporal behavior of MHD
fluctuations considering their polarizations in terms of
the Elsa¨sser variables, using direct numerical simula-
tions of three-dimensional incompressible MHD turbu-
lence. We considered cases with relatively small, inter-
mediate, and large values of a mean background magnetic
field, and with null, small, and high cross-helicity. The
correlation function as a function of the wavenumber (de-
composed in perpendicular and parallel directions to the
mean magnetic field) and of the time lag was directly
computed for all the different simulations considered, as
well as the spatio-temporal spectra. From the correlation
functions, we computed the decorrelation time for each
Fourier mode, and we compared it with different theoret-
ical predictions for relevant time scales in the system: the
local non-linear time, the random sweeping time and the
Alfve´nic time. It was observed that time decorrelations
are dominated by sweeping effects for low values of the
mean magnetic field and of the cross-helicity, while for
large values of the mean magnetic field or of the cross-
helicity, time decorrelations are controlled by Alfve´nic
effects even when the Alfve´n time is not the fastest time,
a new feature when compared with previous studies of
spatio-temporal behavior of strong MHD turbulence with
zero cross-helicity. In principle, this behavior could be in-
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terpreted as a transition towards a regime with weaker
non-linearities as the cross-helicity is increased, as often
argued on theoretical grounds and apparently indicated
by our numerical simulations.
However, it should be noted that the spatio-temporal
spectra indicate that even in this regime non-linear in-
teractions are relevant: The other main result obtained
from our analysis is the finding of a regime in which oppo-
site polarizations z− and z+ fluctuations are generated,
and propagate in the same direction due to wave reflec-
tions caused by inhomogeneities of the large-scale mag-
netic field. This is more evident in the spatio-temporal
spectra of the Elsa¨sser fields for intermediate values of
the background magnetic field (that is, when the uni-
form and constant component of the large-scale magnetic
field is not too strong). A phenomenological analysis
based on previous ideas in Zhou and Matthaeus24 con-
firms the conclusions of Hollweg39, that indicates that
Alfve´nic fluctuations with opposite polarizations can in-
deed propagate in the same direction and even with the
same speed. If the background magnetic field becomes
too strong (or if the cross-helicity is close to zero), this
effect is no longer observed. Thus, the spatio-temporal
analysis of the turbulent flows provides direct evidence of
a phenomena that was predicted before using WKB the-
ory, and which can play a relevant role modifying wave
propagation and nonlinear interactions in the interplan-
etary medium.
The results analyzed in this paper show in detail that,
at least in the strong turbulence regime, the wave pic-
ture is not complete enough to describe the system of
incompressible MHD. A broad band of fluctuations ap-
pear in this system coming from local and non-local
(sweeping) effects, which bring in dispersion and non-
linear effects. It is important to recall, of course, that
much of the present study has concentrated on the study
of the Eulerian decorrelation time, decomposed into a
scale-dependent decorrelation time of individual Fourier
modes. This decorrelation is generally interpreted as
a competition between sweeping decorrelation by large
scale fluctuations, and decorrelation originating from
wave propagation. However, neither of these effects are in
principle responsible for the spectral transfer that gives
rise to the turbulence cascade. In fact, the main effect of
Alfve´n propagation, from the perspective of the strong
turbulent energy cascade, is not to cause spectral trans-
fer but to suppress it43. Understanding the cascade itself
requires examination of the strength of the nonlinearities.
In this case, the appropriate characteristic time becomes
the nonlinear time, whose isolation requires analysis of
timescales in the Lagrangian frame44 (note that only in
a few particular cases in our analisys, the nonlinear time
was positively identified as a candidate for the decorrela-
tion time). Nevertheless, we have shown that physically
relevant phenomena such as reflection and “anomalous
propagation” of reflected fluctuations can produce ob-
servable effects in the flow energetics, and these phenom-
ena have been recognized in a variety of configurations of
the different controlling parameters of the system, with
potential applications.
For example, interesting effects associated with reflec-
tion add to the complexity of the dynamics, even in the
simplest case of incompressible MHD considered here.
This has important implications for applications such
as coronal heating, solar wind acceleration, and parti-
cle energization in the interplanetary space25,26. As a
further example, fluctuations observed in the solar wind,
which tend to have the magnetic and the velocity field
aligned or anti-aligned (i.e., with different Alfve´nic polar-
izations), cannot always be trivially interpreted as trav-
elling “downstream” or “upstream” the mean magnetic
field. Extensions of this study to compressible MHD45,
considering the dependence with the cross-helicity in the
flow and its interplay with compressible effects, as well
as a study considering other helicities such as the kinetic
helicity Hv or the magnetic helicity Hb and the hybrid
helicity for Hall-MHD, would be an interesting follow up
of the present study, and a first step towards a deeper un-
derstanding of the role of non-linear effects in the prop-
agation of waves in plasma turbulence.
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