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Abstract—A single unicast index coding problem (SUICP) with
symmetric neighboring interference (SNI) has equal number of
K messages and K receivers, the kth receiver Rk wanting the
kth message xk and having the side-information Kk = (Ik∪xk)
c,
where Ik = {xk−U , . . . , xk−2, xk−1}∪{xk+1, xk+2, . . . , xk+D} is
the interference with D messages after and U messages before its
desired message. The single unicast index coding problem with
symmetric neighboring interference (SUICP-SNI) is motivated
by topological interference management problems in wireless
communication networks. Maleki, Cadambe and Jafar obtained
the capacity of this SUICP-SNI with K tending to infinity
and Blasiak, Kleinberg and Lubetzky for the special case of
(D = U = 1) with K being finite. Finding the capacity of
the SUICP-SNI for arbitrary K,D and U is a challenging open
problem. In our previous work, for an SUICP-SNI with arbitrary
K,D and U , we defined a set S of 2-tuples such that for every
(a, b) in that set S, the rate D+1+ a
b
is achieved by using vector
linear index codes over every finite field. In this paper, we give an
algorithm to find the values of a and b such that (a, b) ∈ S and
a
b
is minimum. We present a new upperbound on the broadcast
rate of SUICP-SNI and prove that this upper bound coincides
with the existing results on the exact value of the capacity of
SUICP-SNI in the respective settings.
I. INTRODUCTION AND BACKGROUND
An index coding problem, comprises a transmitter that has
a set of K independent messages, X = {x0, x1, . . . , xK−1},
and a set of M receivers, R = {R0, R1, . . . , RM−1}. Each
receiver, Rk = (Kk,Wk), knows a subset of messages, Kk ⊂
X , called its Known-set or the side-information, and demands
to know another subset of messages, Wk ⊆ K
c
k, called its
Want-set or Demand-set. The transmitter can take cognizance
of the side-information of the receivers and broadcast coded
messages, called the index code, over a noiseless channel. The
objective is to minimize the number of coded transmissions,
called the length of the index code, such that each receiver
can decode its demanded message using its side-information
and the coded messages.
The problem of index coding with side-information was
introduced by Birk and Kol [3]. Ong and Ho [5] classified
the binary index coding problem depending on the demands
and the side-information possessed by the receivers. An index
coding problem is unicast if the demand-sets of the receivers
are disjoint. An index coding problem is single unicast if the
demand-sets of the receivers are disjoint and the cardinality of
demand-set of every receiver is one. Any unicast index coding
problem can be converted into an equivalent single unicast
index coding problem. A single unicast index coding problem
(SUICP) can be described as follows: Let {x0,x1,. . . ,xK−1}
be the K messages, {R0,R1, . . . , RK−1} are K receivers and
xk ∈ A for some alphabetA and k = 0, 1, . . . ,K−1. Receiver
Rk wants the message xk and knows a subset of messages in
{x0,x1,. . . ,xK−1} as side-information.
A solution (includes both linear and nonlinear) of the index
coding problem must specify a finite alphabet AP to be used
by the transmitter, and an encoding scheme ε : At → AP
such that every receiver is able to decode the wanted message
from ε(x0, x1, . . . , xK−1) and the known information. The
minimum encoding length l = ⌈log2|AP |⌉ for messages that
are t bit long (|A| = 2t) is denoted by βt(G). The broadcast
rate of the index coding problem with side-information graph
G is defined [7] as, β(G) , inft
βt(G)
t
. If t = 1, it is called
scalar broadcast rate. For a given index coding problem, the
broadcast rate β(G) is the minimum number of index code
symbols per message symbol required to transmit to satisfy
the demands of all the receivers. The capacity C(G) for the
index coding problem is defined as the maximum number of
message symbols transmitted per index code symbol such that
every receiver gets its wanted message symbols and all the
receivers get equal number of wanted message symbols. The
broadcast rate and capacity are related as
C(G) =
1
β(G)
.
Instead of one transmitter and K receivers, the SUICP
can also be viewed as K source-receiver pairs with all K
sources connected with all K receivers through a common
finite capacity channel and all source-receiver pairs connected
with either zero of infinite capacity channels. This problem is
called multiple unicast index coding problem in [1].
A. Single unicast index coding problem with symmetric neigh-
boring interference
A single unicast index coding problem with symmetric
neighboring interference (SUICP-SNI) with equal number of
K messages and receivers, is one with each receiver having
a total of U + D < K interference, corresponding to the
D (U ≤ D) messages above and U messages before its
desired message. In this setting, the kth receiver Rk demands
the message xk having the interference
Ik = {xk−U , . . . , xk−2, xk−1} ∪ {xk+1, xk+2, . . . , xk+D},
(1)
the side-information being Kk = (Ik ∪ xk)
c.
Maleki et al. [1] found the capacity of SUICP-SNI with
K →∞ to be
C =
1
D + 1
, (2)
and an upper bound for the capacity of SUICP-SNI for finite
K to be
C ≤
1
D + 1
, (3)
which is same as the broadcast rate of the SUICP-SNI being
lower bounded as
β ≥ D + 1. (4)
Blasiak et al. [7] found the capacity of SUICP-SNI with
U = D = 1 by using linear programming bounds to be
C =
⌊
K
2
⌋
K
. (5)
In [18], we showed that the capacity of SUICP-SNI for
arbitrary K and D with U = gcd(K,D + 1)− 1 is
C =
1
D + 1
. (6)
B. Review of the known upperbounds
In this subsection, we present the known bounds on the
broadcast rate of the index coding problems. Let G be the
side-information graph of the index coding problem. Let V (G)
be the vertex set of the graph G.
Broadcast rate and fractional clique cover ωf (G)
Clique number ω(G) of a graph G is the size of the largest
possible complete subgraph in G. Clique cover number ω(G)
of a graph G is the minimum number of cliques (complete
subgraphs) required to cover the complete vertex set of G. An
independent set is the set of vertices of the graph such that no
two vertices in this set are adjacent. A fractional clique of a
graph G is a non negative real valued function on V (G) such
that the sum of the values of the function on the vertices of
any independent set is at most one. Fractional clique number
ωf (G) of an undirected graph G is the maximum possible
weight of a fractional clique. Blasiak et al. in [7] defined
fractional clique cover as a function that assigns a non negative
weight to each clique such that for every vertex xk ∈ V (G)
the total weight assigned to clique containing xk is atleast
one. Fractional clique cover number ωf (G) is defined to be
the sum of the weights assigned to the cliques.
Blasiak at al in [7] proved the following upper-bound on
broadcast rate
β(G) ≤ ωf (G). (7)
Broadcast rate and partial clique cover
In [3], Birk and Kol defined partial clique and gave a
coding scheme for a given index coding problem based on
the partial cliques of the side-information graph. A directed
graph G(V,E) is a k-partial clique Clq(s, k) iff |V | = s,
outdeg(v) ≥ (s− 1− k), ∀ v ∈ V , and there exists a v ∈ V
such that outdeg(v) = (s− 1− k).
Tehrani at al in [11] studied bipartite index coding by
generalizing partial clique cover scheme. The bipartite index
coding is a message partitioning scheme where the sum of the
minimum out-degrees are maximized. Assume that, we parti-
tion the graph into l disjoint subgraphs induced by message
sets A1,A2, . . . ,Al, each with the minimum knowledge (out-
degree) di for i = 1, 2, . . . , l. Then the subgraph GAi can be
resolved in |Ai| − di transmissions and all receivers obtain
their wanted messages in
∑l
i=1(|Ai| − di) = K −
∑l
i=1 di
transmissions. Thus, the optimal partitioning is the solution of
the following optimization problem.
maximize
l∑
i=1
di
subject to1 ≤ l ≤ K and
A1,A2, . . . ,Al is a valid message decomposition (8)
Tehrani at al used maximum distance separable (MDS)
codes to prove that the proposed upperbound is achievable.
Broadcast rate and fractional local chromatic number χl(G)
The local chromatic number of a directed graph was defined
by Korner et al. in [10]. Shanmugam et al. in [12] used local
chromatic number to derive new upper-bound for the broadcast
rate of an index coding problem. Let G be the complement
graph of the graph G.
For a directed graph G, a coloring of vertices is proper if
for every vertex xk of G, the color of any of its out-neighbors
is different from the color of vertex xk. Let N
+(k) be closed
outer-neighborhood of a given vertex xk in the directed graph
G, i.e. xj ∈ N
+(xk) if (xk, xj) is a directed edge or
xk = xj . The local chromatic number of a directed graph
G is the maximum number of colors in any out-neighborhood
minimized over all proper colorings of the undirected graph
Gu obtained from G by ignoring the orientation of edges in
G. Let c : V → {1, 2, . . . , s} be any proper coloring for Gu
for some integer s. Let |c(N+(xk))| be the number of colors
in the closed out neighborhood of the graph G. Then,
χl(G) = min
c
max
xk∈V (G)
|c(N+(xk))|. (9)
Shanmugam et al. in [12] defined the fractional local
chromatic number χfl(G) of a directed graph G and proved
that the broadcast rate β(G) of an index coding problem
defined by side-information graph G is upperbounded by the
fractional local chromatic number of G, that is
β(G) ≤ χfl(G) ≤ χl(G). (10)
Shanmugam et al. used MDS codes to prove that the
proposed upperbound is achievable.
Broadcast rate and fractional local partial clique covering
Arbabjolfaei et al. in [13], combined the ideas of partial
clique covering and fractional local clique covering to establish
the fractional local partial clique covering bound.
All upperbounds presented above are graph theory based,
whereas, the upper bound presented in this paper is derived
by using the properties of extended Euclid algorithm.
The upperbounds proposed in [11], [12] and [13] use
MDS codes to prove that the upperbound is achievable. The
upperbound presented in this paper can be achieved over every
finite field.
C. Review of AIR matrices
In [16], we constructed binary matrices of size m×n(m ≥
n) such that any n adjacent rows of the matrix are linearly
independent over every finite field. We refer these matrices as
AIR matrices.
The matrix obtained by Algorithm 1 is called the (m,n)
AIR matrix and it is denoted by Lm×n. The general form of
the (m,n) AIR matrix is shown in Fig. 1. It consists of several
submatrices (rectangular boxes) of different sizes as shown in
Fig.1. The description of the submatrices are as follows: Let c
and d be two positive integers and d divides c. The following
matrix denoted by Ic×d is a rectangular matrix.
Ic×d =


Id
Id
...
Id




c
d
number of Id matrices (11)
and Id×c is the transpose of Ic×d.
Towards explaining the other quantities shown in the AIR
matrix shown in Fig. 1, for a given m and n, let λ−1 =
n, λ0 = m− n and
n = β0λ0 + λ1,
λ0 = β1λ1 + λ2,
λ1 = β2λ2 + λ3,
λ2 = β3λ3 + λ4,
...
λi = βi+1λi+1 + λi+2,
...
λl−1 = βlλl. (12)
where λl+1 = 0 for some integer l, λi, βi are positive integers
and λi < λi−1 for i = 1, 2, . . . , l. The number of submatrices
in the AIR matrix is l + 2 and the size of each submatrix is
shown using λi, βi, i ∈ [0 : l].
In [16], we gave an optimal scalar linear index code for
the single unicast index coding problems with symmetric
neighboring consecutive side information (SUICP-SNC)(one-
sided) using AIR encoding matrices. In [15], we constructed
optimal vector linear index codes for SUICP-SNC (two-sided).
In [17], we gave a low-complexity decoding for SUICP-SNC
Algorithm 1 Algorithm to construct the AIR matrix L of size
m× n
Let L = m× n blank unfilled matrix.
Step 1
1.1: Let m = qn+ r for r < n.
1.2: Use Iqn×n to fill the first qn rows of the unfilled part
of L.
1.3: If r = 0, Go to Step 3.
Step 2
2.1: Let n = q′r + r′ for r′ < r.
2.2: Use ITq′r×r to fill the first q
′r columns of the unfilled
part of L.
2.3: If r′ = 0, go to Step 3.
2.4: m← r and n← r′.
2.5: Go to Step 1.
Step 3 Exit.
with AIR matrix as encoding matrix. The low complexity
decoding method helps to identify a reduced set of side-
information for each user with which the decoding can be
carried out. By this method every receiver is able to decode
its wanted message symbol by simply adding some index code
symbols (broadcast symbols).
D. Contributions
Jafar [2] established the relation between index coding
problem and topological interference management problem.
The capacity and optimal coding results in index coding can
be used in corresponding topological interference management
problems. In [19], for SUICP-SNI with arbitrary K,D and U ,
we define a set S of 2-tuples such that for every (a, b) ∈ S, the
rate D+1+ a
b
is achievable by using AIR matrices with vector
linear index codes over every finite field. The contributions of
this paper are summarized below:
• We give an algorithm to find the values of a and b such
that (a, b) ∈ S and a
b
is minimum.
• We give an upperbound Rairm(K,D,U) on the broad-
cast rate of SUICP-SNI. We prove that Rairm(K,D,U)
coincide with the existing results on the exact value of
the capacity of SUICP-SNI given in (2),(5) and (6) in the
respective settings.
Henceforth, we refer SUICP-SNI with K messages, D
interfering messages after and U interfering messages before
the desired message as (K,D,U) SUICP-SNI.
The remaining part of this paper is organized as follows. In
Section II, for (K,D,U) SUICP-SNI, we define a set S of
2-tuples such that for every (a, b) ∈ S, the rate D + 1 + a
b
is achievable by using AIR matrices with vector linear index
codes over every finite field (Theorem 1). In Section III, we
give an algorithm to find the values of a and b such that
(a, b) ∈ S and a
b
is minimum. In Section IV, we prove
some properties of Rairm(K,D,U). We conclude the paper
in Section V.
In
n
n
λ1n− λ1
m− n
m
I
T
β0λ0×λ0
Iβ1λ1×λ1 λ0 − λ2
λ2
S
λ2
λ0 − λ2
λ3λ1 − λ3
I
T
β2λ2×λ2
S = Iλl×βlλl if l is even and S = Iβlλl×λl otherwise.
Fig. 1: AIR matrix of size m× n.
All the subscripts in this paper are to be considered
modulo K .
II. VECTOR LINEAR INDEX CODES OF SUICP-SNI:
ACHIEVABILITY RESULTS
In this section, we define a set S consisting of pairs of
integers (a, b) and prove that the rate D + 1 + a
b
for every
(a, b) ∈ S is achievable by using an appropriate sized AIR
matrix as the encoding matrix.
Definition 1. Consider the SUICP-SNI with K messages,
D and U interfering messages after and before the desired
message. For this SUICP-SNI, define the set SK,D,U as
SK,D,U = {(a, b) : gcd(bK, b(D + 1) + a) ≥ b(U + 1)}
(13)
for a ∈ Z≥0 and b ∈ Z>0.
Theorem 1. Consider a (K,D,U) SUICP-SNI. For this index
coding problem, for every (a, b) ∈ SK,D,U , the rate D+1+
a
b
can be achieved by b-dimensional vector linear index coding
by using the AIR matrix of size Kb× (b(D + 1) + a).
Proof. Proof is given in [19] 
Remark 1. The AIR encoding matrix LKb×(b(D+1)+a) is an
encoding matrix over every finite field. Hence, the encoding
for (K,D,U) SUICP-SNI given in Theorem 1 is independent
of field size.
III. ALGORITHM TO FIND Rairm(K,D,U)
Definition 2. Consider the (K,D,U) SUICP-SNI. For this
SUICP-SNI, define the sets S,Sr,S
′ and S′r as
S = {(a, b) : gcd(bK, b(D + 1) + a) ≥ b(U + 1)} (14)
for a, b ∈ Z>0,
Sr = {
a
b
: (a, b) ∈ S}, (15)
S
′ = {(a, b) :gcd(bK, b(D + 1) + a) =
gcd(b,m′)K ≥ b(U + 1)} (16)
for m′ ∈ Z>0 such that b(D + 1) + a = m
′K and
S
′
r = {
a
b
: (a, b) ∈ S′}. (17)
Lemma 1. Let Sr and S
′
r be the sets defined in (15) and (17)
respectively. Then,
Sr = S
′
r.
Proof. If a
b
∈ Sr, we prove that
a
b
∈ S′r. To prove this, we
prove that for every (a, b) ∈ S, there exists (Ka,Kb) ∈ S′.
Let (a, b) ∈ S. Let
gcd(bK, b(D + 1) + a) = b(U + 1) + c (18)
for some c ∈ Z≥0.
From (18), by multiplying both the sides with K , we have
gcd((Kb)K, (Kb)(D + 1) + (Ka)) =
gcd(b′K, b′(D + 1) + a′) = Kgcd(b′,m′) = b′(U + 1) + c′,
where a′ = Ka, b′ = Kb and c′ = Kc. Hence, (a′, b′) ∈ S′
and a
′
b′
= a
b
∈ S′r. We have
Sr ⊆ S
′
r.
If (c, d) ∈ S′r, this (c, d) also satisfy the condition
gcd(dK, d(D + 1) + c) ≥ d(U + 1). We have (c, d) ∈ S
and c
d
∈ S′. Hence, we have
S
′
r ⊆ Sr.
This completes the proof. 
Lemma 2. Let α1
α2
∈ S′r and gcd(α1, α2) = 1. Let α1 =
γK − α2(D + 1) for some γ ∈ Z>0. Then, gcd(γ, α2) = 1.
Proof. Let gcd(γ, α2) > 1. We have
α1 = gcd(γ, α2)
γ
gcd(γ, α2)
K−
gcd(γ, α2)
α2
gcd(γ, α2)
(D + 1). (19)
From (19), gcd(γ, α2) is factor of α1 and gcd(α1, α2) ≥
gcd(γ, α2) > 1, which is a contradiction. Hence, gcd(γ, α2) =
1. 
For the given positive integersK andD, extended Euclidean
algorithm can be used to find the coefficients of Bezout’s
identity m and n such that
gcd(K,D + 1) = mK − n(D + 1). (20)
The integers K and D can be written as
0 =
(D + 1)
gcd(K,D + 1)
K −
K
gcd(K,D + 1)
(D + 1). (21)
The equation
x = m′K − n′(D + 1) (22)
has no integer solution [8] if x is not a integer multiple of
gcd(K,D + 1) and has infinite number of solutions if x is a
integer multiple of gcd(K,D+1). If x = lgcd(K,D+1) for
any l ∈ Z≥0, then the infinitely many solutions to (22) can be
found by adding l times (20) with t times (21) for any t ∈ Z
and the solutions are
m′ = lm+ t
D + 1
gcd(K,D + 1)
and
n′ = ln+ t
K
gcd(K,D + 1)
. (23)
From (22), we have
lgcd(K,D + 1) = m′K − n′(D + 1) and
m′K = n′(D + 1) + lgcd(K,D + 1). (24)
Definition 3. Let amin = min(a,b)∈S′ a.
Lemma 3. There exists only one b such that (amin, b) ∈ S
′.
Proof. Let (amin, b), (amin, b
′) ∈ S′. Without loss of gener-
ality, we assume b′ > b. Let
b(D + 1) + amin = mK (25)
and
b′(D + 1) + amin = m
′K (26)
for some m,m′ ∈ Z>0. We have
gcd(bK, b(D + 1) + amin) = gcd(b,m)K
= b(U + 1) + c (27)
for some c ∈ Z>0, and
gcd(b′K, b′(D + 1) + amin) = gcd(b
′,m′)K
= b′(U + 1) + c′ (28)
for some c′ ∈ Z>0.
From Definition 3 and Lemma 2, we have
gcd(b,m) = 1 and gcd(b′,m′) = 1. (29)
From (25) and (26), we have
(m′ −m)K = (b′ − b)(D + 1).
From (23), we have
b′ − b = t
K
gcd(K,D + 1)
(30)
for any t ∈ Z>0 (if t = 0, then b = b
′, we assumed b′ > b,
hence t > 0). We have U + 1 > gcd(K,D + 1) (if U + 1 ≤
gcd(K,D+ 1), we can find the scalar linear index code with
b = 1, a = 0). From (30), we have
(b′ − b)(U + 1) > tK. (31)
From (27),(28) and (29), we have K = b(U +1)+c = b′(U+
1)+ c′ and (b′− b)(U +1) < K . This is a contradiction from
(31). Hence, there exists only one b such that (amin, b) ∈
S
′. 
Definition 4. Define bmin as the corresponding value of amin
such that (amin, bmin) ∈ S
′.
Theorem 2. Let (amin, bmin) ∈ S
′. Then
amin
bmin
<
a′
b′
∀
a′
b′
∈ Sr.
Proof. Let a
′
b′
∈ Sr such that
amin
bmin
>
a′
b′
. (32)
With out loss of generality, we assume gcd(a′, b′) = 1.
From Definition 3, we have a′ > amin. Let
amin = mK − bmin(D + 1) (33)
and
a′ = m′K − b′(D + 1) (34)
for some m,m′ ∈ Z>0.
From Lemma 2, we have
gcd(bmin,m) = 1 and gcd(b
′,m′) = 1. (35)
From (33),(34),(35) and Definition 2, we have
gcd(bminK, bmin(D + 1) + amin︸ ︷︷ ︸
mK
) = K ≥ bmin(U + 1)
(36)
and
gcd(b′K, b′(D + 1) + a′︸ ︷︷ ︸
m′K
) = K ≥ b′(U + 1). (37)
By subtracting
⌊
a′
amin
⌋
times of (33) from (34), we have
a′ mod amin =
(m′ −
⌊
a′
amin
⌋
m)K − (b′ −
⌊
a′
amin
⌋
bmin)(D + 1). (38)
Let
x = m′ −
⌊
a′
amin
⌋
m and
y = b′ −
⌊
a′
amin
⌋
bmin. (39)
Case (i):x < 0 and y < 0.
In this case, we have y = b′ −
⌊
a′
amin
⌋
bmin < 0, hence
b′
bmin
<
⌊
a′
amin
⌋
. This is a contradiction from (32).
Case (ii):x < 0 and y > 0.
In this case, the LHS of (38) is positive and RHS is negative,
which is a contradiction.
Case (iii):x > 0 and y < 0.
In this case, the LHS of (38) is less than K and RHS is
greater than K , which is a contradiction.
Case (iv): x > 0 and y > 0.
From (36) and (37), we have
bmin ≤
K
U + 1
and b′ ≤
K
U + 1
. (40)
In this case, from (39) and (40), we have 0 < y ≤ K
U+1 .
From (38), we have
gcd(yK, y(D + 1) + a′ mod amin︸ ︷︷ ︸
xK
) = gcd(x, y)K (41)
≥ y(U + 1). (42)
Hence, (a′ mod amin, y) ∈ S
′. This is a contradiction from
the definition of amin because a
′ mod amin < amin.
This completes the proof. 
Definition 5. Consider an SUICP-SNI with K messages, D
interfering messages after and U interfering messages before.
Define Rairm(K,D,U) as
Rairm(K,D,U) = D + 1 +
amin
bmin
.
Theorem 3. Consider an SUICP-SNI with K messages, D
interfering messages after and U interfering messages before.
Let G be the side-information graph of this index coding
problem. Then,
β(G) ≤ Rairm(K,D,U).
Proof. From the definition of amin and bmin, the tuple
(amin, bmin) ∈ S. From Theorem 1, the rate D+1+
amin
bmin
=
Rairm(K,D,U) can be achieved by using AIR matrices.
Hence, we have β(G) ≤ Rairm(K,D,U). 
Algorithm 2 computes the values of amin and bmin for a
given (K,D,U) SUICP-SNI. For the given values of K,D
and U , Algorithm 2 computes m′ and n′ given in (23) for
l = 1 and t ∈ [−l : l]. If n′ ∈ {1, 2, . . . ,
⌊
K
U+1
⌋
} for any t ∈
[−1 : 1] = {−1, 0, 1}, the algorithm terminates and outputs
amin = gcd(K,D + 1) and bmin = n
′, else the Algorithm
increases the value of l by one and repeats Step2 until it finds
an n′ ∈ {1, 2, . . . ,
⌊
K
U+1
⌋
}. To compute the values of amin
and bmin, in Lemma 4, we prove that Algorithm 2 terminates
for some l ≤ Kmod(D+1)
gcd(K,D+1) .
Lemma 4. In Algorithm 2,
l ≤
Kmod(D + 1)
gcd(K,D + 1)
.
Proof. We have
Kmod(D + 1)
gcd(K,D + 1)
gcd(K,D + 1) = K −
⌊
K
D + 1
⌋
(D + 1).
(43)
From (43), we have
⌊
K
D+1
⌋
∈ [1 :
⌊
K
U+1
⌋
] and
(K mod (D + 1),
⌊
K
D + 1
⌋
) ∈ S′.
Hence, amin ≤ Kmod(D + 1) and l ≤
Kmod(D+1)
gcd(K,D+1) . This
completes the proof. 
Example 1. Consider a SUICP-SNI with K = 17, D =
11, U = 1. We have gcd(K,D + 1) = gcd(17, 12) = 1 <
U + 1 = 2. From the Extended Euclidean algorithm, the
coefficients of Bezout’s identity are 5 and -7. We have
1 = 5× 17− 7× 12
0 = 12× 17− 17× 12.
• Let l = 1. We have n′ = −12, 7, 24, 41, 58, . . . and n′ =
7 ∈ [1 :
⌊
K
U+1
⌋
] = {1, 2, . . . , 9}.
Hence, Algorithm 2 gives amin = lgcd(K,D+1) = 1 and
bmin = n
′ = 7 as output. For this index coding problem,
Rairm = D + 1 +
amin
bmin
= 12.142. The AIR matrix of size
119× 85 can be used as an encoding matrix for this SUICP-
SNI to achieve a rate of Rairm = 12.142.
Example 2. Consider a SUICP-SNI withK = 17, D = 5, U =
1. We have gcd(K,D + 1) = gcd(17, 6) = 1 < U + 1 = 2.
From the extended Euclidean algorithm, the coefficients of
Bezout’s identity are -1 and 3. We have
1 = −1× 17 + 3× 6
0 = 6× 17− 17× 6.
• Let l = 1. We have n′ = −3, 14, 31, 48, . . . and n′ /∈ [1 :⌊
K
U+1
⌋
] = {1, 2, . . . , 9}.
Algorithm 2 Algorithm to find amin and bmin
Step 1
1.1: l = 1.
1.2: m and n are the coefficients of Bezout’s identity such that mK − n(D + 1) = gcd(K,D + 1).
Step 2
2.1: t = −l
Step 3
3.1: m′ = lm+ t D+1
gcd(K,D+1) and n
′ = ln+ t K
gcd(K,D+1) .
3.2: If n′ ∈ [1 :
⌊
K
U+1
⌋
], then amin = lgcd(K,D+ 1) and bmin = n
′
3.3: exit.
3.4: If t < l, then t = t+ 1 and Repeat Step 3.
3.5: else l = l + 1.
3.5: Repeat Step 2.
• Let l = 2. We have n′ = −6, 11, 28, 45, . . . and n′ /∈
{1, 2, . . . , 9}.
• Let l = 3. We have n′ = −9, 8, 25, 42, . . . and n′ = 8 ∈
{1, 2, . . . , 9}.
Hence, Algorithm 2 gives amin = lgcd(K,D + 1) = 3 and
bmin = n
′ = 8 as output. For this index coding problem,
Rairm = D + 1 +
amin
bmin
= 6.375. The AIR matrix of size
136× 51 can be used as an encoding matrix for this SUICP-
SNI to achieve a rate of Rairm = 6.375.
Example 3. Consider a SUICP-SNI with K = 71, D =
25, U = 1. For this SUICP-SNI, we have amin = 1, bmin =
30 and corresponding Rairm(71, 25, 1) = 26.033. This rate
can be achieved by the AIR matrix of size 2130 × 781. The
encoding matrix for this SUICP-SNI is shown below.
I426×213
I142×71I142
I568
I781
I781
IV. PROPERTIES OF Rairm(K,D,U)
In this section, we derive some properties of
Rairm(K,D,U).
Lemma 5. For every (K,D,U) SUICP-SNI,
Rairm(K,D,U) ≤
K⌊
K
D+1
⌋ . (44)
Proof. We have
K⌊
K
D+1
⌋ =
⌊
K
D+1
⌋
(D + 1) +Kmod(D + 1)⌊
K
D+1
⌋
= D + 1 +
Kmod(D + 1)⌊
K
D+1
⌋ = D + 1 + α
γ
, (45)
where α = Kmod(D + 1) and γ =
⌊
K
D+1
⌋
.
From (45), we have
α = K − γ(D + 1) (46)
and these values of α and γ satisfy the equation
gcd(Kγ, γ(D + 1) + α) ≥ γ(U + 1). Hence, (α, γ) ∈ S.
From the definition of amin and bmin, we have
amin
bmin
≤ α
γ
.
This completes the proof. 
Corollary 1. For, SUICP-SNI, the vector linear index codes
constructed by AIR matrices are within
Kmod(D+1)
⌊ KD+1⌋
symbols
per message from the lower bound on broadcast rate given in
(4).
Theorem 4. The rate Rairm(K,D,U) coincide with the results
on the exact capacity of SUICP-SNI given in (2),(5) and (6)
in the respective settings.
Proof.
1) To recover the result corresponding to (2): For a given
U ≤ D, if K →∞, then Kmod(D+1)
⌊ KD+1⌋
→ 0. In Lemma 5,
we proved that
D + 1 +
amin
bmin
≤ D + 1 +
Kmod(D + 1)⌊
K
D+1
⌋ .
Hence, D+1+ amin
bmin
→ D+1. This completes the proof.
2) To recover the capacity corresponding to (5): Substituting
D = 1 in (44) completes the proof of this case.
3) To recover (6) as a special case: If we take a = 0 and
b = 1, then we get a setting considered in (6). Hence, the
scalar linear code (b = 1) considered in (6) is a special
case of vector linear codes considered in this paper.
For SUICP-SNI with K = 37, U ≤ D ≤ 8, the values of
amin, bmin and Rairm are shown in Table I. For these index
coding problems, D + 1 is given in the 5th column of Table
I gives a lower bound on broadcast rate. The values of D+1
can be compared with Rairm in Table I. The rate Rairm given
in 6th column is achieved by using AIR matrices of size given
in the 7th column of Table I. For SUICP-SNI with K = 37,
the capacity is known to the special case U = D = 1. For
U = D = 1, Rairm = 2.0555 coincide with the reciprocal of
capacity given in (5).
D U a b D + 1 Rairm AIR
matrix size
1 1 1 18 2 2.055 666× 37
2 1,2 1 12 3 3.083 444× 37
3 1,2,3 1 9 4 4.111 333× 37
4 1,2,3,4 2 7 5 5.285 259× 37
5 1,2,3,4,5 1 6 6 6.166 222× 37
6 1,2,. . .,6 2 5 7 7.400 185× 37
7 1,2,3 2 9 8 8.222 333× 74
7 4,5,6,7 5 4 8 9.250 148× 37
8 1,2,. . .,8 1 4 9 9.250 148× 37
TABLE I: Rairm for K = 37 and U ≤ D ≤ 8.
V. DISCUSSION
In this paper, we gave an upperbound on the broadcast rate
of SUICP-SNC and proved that this upperbound coincides
with the existing three results of capacity of SUICP-SNI. Ob-
taining the capacity of (K,D,U) SUICP-SNI is a challenging
open problem.
In the AIR matrix of size m × n, any set of n adjacent
rows are linearly independent, not only over finite fields,
but also over real (R) and complex fields (C). Hence, the
application of AIR matrices in wireless TIM problems and
wireless non-orthogonal multiple access (NOMA) techniques
is an interesting area of research.
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