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Damping mechanisms in magnetic systems determine the lifetime, diffusion and transport prop-
erties of magnons, domain walls, magnetic vortices, and skyrmions. Based on the phenomenological
Landau–Lifshitz–Gilbert equation, here the effective damping parameter in noncollinear magnetic
systems is determined describing the linewidth in resonance experiments or the decay parameter
in time-resolved measurements. It is shown how the effective damping can be calculated from the
elliptic polarization of magnons, arising due to the noncollinear spin arrangement. It is concluded
that the effective damping is larger than the Gilbert damping, and it may significantly differ be-
tween excitation modes. Numerical results for the effective damping are presented for the localized
magnons in isolated skyrmions, with parameters based on the Pd/Fe/Ir(111) model-type system.
Spin waves (SW) or magnons as elementary excitations
of magnetically ordered materials have attracted signifi-
cant research attention lately. The field of magnonics[1]
concerns the creation, propagation and dissipation of
SWs in nanostructured magnetic materials, where the
dispersion relations can be adjusted by the system ge-
ometry. A possible alternative for engineering the prop-
erties of magnons is offered by noncollinear (NC) spin
structures[2] instead of collinear ferro- (FM) or antifer-
romagnets (AFM). SWs are envisaged to act as informa-
tion carriers, where one can take advantage of their low
wavelengths compared to electromagnetic waves possess-
ing similar frequencies[3]. Increasing the lifetime and the
stability of magnons, primarily determined by the relax-
ation processes, is of crucial importance in such applica-
tions.
The Landau–Lifshitz–Gilbert (LLG) equation[4, 5] is
commonly applied for the quasiclassical description of
SWs, where relaxation is encapsulated in the dimen-
sionless Gilbert damping (GD) parameter α. The life-
time of excitations can be identified with the resonance
linewidth in frequency-domain measurements such as fer-
romagnetic resonance (FMR)[6], Brillouin light scatter-
ing (BLS)[7] or broadband microwave response[8], and
with the decay speed of the oscillations in time-resolved
(TR) experiments including magneto-optical Kerr effect
microscopy (TR-MOKE)[9] and scanning transmission x-
ray microscopy (TR-STXM)[10]. Since the linewidth is
known to be proportional to the frequency of the magnon,
measuring the ratio of these quantities is a widely ap-
plied method for determining the GD in FMs[3, 6]. An
advantage of AFMs in magnonics applications[11, 12] is
their significantly enhanced SW frequencies due to the
exchange interactions, typically in the THz regime, com-
pared to FMs with GHz frequency excitations. However,
it is known that the linewidth in AFM resonance is typ-
ically very wide because it scales with a larger effective
damping parameter αeff than the GD α[13].
The tuning of the GD can be achieved in magnonic
crystals by combining materials with different values of
α. It was demonstrated in Refs. [14–16] that this leads
to a strongly frequency- and band-dependent αeff, based
on the relative weights of the magnon wave functions in
the different materials.
Magnetic vortices are two-dimensional NC spin config-
urations in easy-plane FMs with an out-of-plane magne-
tized core, constrained by nanostructuring them in dot-
or pillar-shaped magnetic samples. The excitation modes
of vortices, particularly their translational and gyrotropic
modes, have been investigated using collective-coordinate
models[17] based on the Thiele equation[18], linearized
SW dynamics[19, 20], numerical simulations[21] and ex-
perimental techniques[22–24]. It was demonstrated theo-
retically in Ref. [21] that the rotational motion of a rigid
vortex excited by spin-polarized current displays a larger
αeff than the GD; a similar result was obtained based on
calculating the energy dissipation[25]. However, due to
the unbounded size of vortices, the frequencies as well
as the relaxation rates sensitively depend on the sample
preparation, particularly because they are governed by
the magnetostatic dipolar interaction.
In magnetic skyrmions[26], the magnetic moment di-
rections wrap the whole unit sphere. In contrast to vor-
tices, isolated skyrmions need not be confined for stabi-
lization, and are generally less susceptible to demagneti-
zation effects[3, 27]. The SW excitations of the skyrmion
lattice phase have been investigated theoretically[28–30]
and subsequently measured in bulk systems[3, 8, 31]. It
was calculated recently[32] that the magnon resonances
measured via electron scattering in the skyrmion lattice
phase should broaden due to the NC structure. Calcula-
tions predicted the presence of different localized modes
concentrated on the skyrmion for isolated skyrmions
on a collinear background magnetization[33–35] and for
skyrmions in confined geometries[20, 36, 37]. From the
experimental side, the motion of magnetic bubbles in a
nanodisk was investigated in Ref. [38], and it was pro-
posed recently that the gyration frequencies measured in
Ir/Fe/Co/Pt multilayer films is characteristic of a dilute
array of isolated skyrmions rather than a well-ordered
skyrmion lattice[6]. However, the lifetime of magnons in
skyrmionic systems based on the LLG equation is appar-
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2ently less explored.
It is known that NC spin structures may influence the
GD via emergent electromagnetic fields[29, 39, 40] or via
the modified electronic structure[41, 42]. Besides deter-
mining the SW relaxation process, the GD also plays
a crucial role in the motion of domain walls[43–45] and
skyrmions[46–48] driven by electric or thermal gradients,
both in the Thiele equation where the skyrmions are
assumed to be rigid and when internal deformations of
the structure are considered. Finally, damping and de-
formations are also closely connected to the switching
mechanisms of superparamagnetic particles[49, 50] and
vortices[51], as well as the lifetime of skyrmions[52–54].
The αeff in FMs depends on the sample geometry due
to the shape anisotropy[13, 55, 56]. It was demonstrated
in Ref. [56] that αeff is determined by a factor describing
the ellipticity of the magnon polarization caused by the
shape anisotropy. Elliptic precession and GD were also
investigated by considering the excitations of magnetic
adatoms on a nonmagnetic substrate[57]. The calculation
of the eigenmodes in NC systems, e.g. in Refs. [6, 20, 35],
also enables the evaluation of the ellipticity of magnons,
but this property apparently has not been connected to
the damping so far.
Although different theoretical methods for calculating
αeff have been applied to various systems, a general de-
scription applicable to all NC structures seems to be lack-
ing. Here it is demonstrated within a phenomenological
description of the linearized LLG equation how magnons
in NC spin structures relax with a higher effective damp-
ing parameter αeff than the GD. A connection between
αeff and the ellipticity of magnon polarization forced by
the NC spin arrangement is established. The method
is illustrated by calculating the excitation frequencies
of isolated skyrmions, considering experimentally deter-
mined material parameters for the Pd/Fe/Ir(111) model
system[58]. It is demonstrated that the different local-
ized modes display different effective damping parame-
ters, with the breathing mode possessing the highest one.
The LLG equation reads
∂tS = −γ′S ×Beff − αγ′S ×
(
S ×Beff
)
, (1)
with S = S (r) the unit-length vector field describing
the spin directions in the system, α the GD and γ′ =
1
1+α2
ge
2m the modified gyromagnetic ratio (with g being
the g-factor of the electrons, e the elementary charge and
m the electron mass). Equation (1) describes the time
evolution of the spins governed by the effective magnetic
field Beff = − 1M δHδS , with H the Hamiltonian or free
energy of the system in the continuum description and
M the saturation magnetization.
The spins will follow a damped precession relaxing
to a local minimum S0 of H, given by the condition
S0×Beff = 0. Note that generally the Hamiltonian rep-
resents a rugged landscape with several local energy min-
ima, corresponding to e.g. FM, spin spiral and skyrmion
lattice phases, or single objects such as vortices or iso-
lated skyrmions. The excitations can be determined by
switching to a local coordinate system[20, 34, 47] with
the spins along the z direction in the local minimum,
S˜0 = (0, 0, 1), and expanding the Hamiltonian in the
variables β± = S˜x ± iS˜y, introduced analogously to spin
raising and lowering or bosonic creation and annihila-
tion operators in the quantum mechanical description of
magnons[59–61]. The lowest-order approximation is the
linearized form of the LLG Eq. (1),
∂tβ
+ =
γ′
M (i− α)
[
(D0 +Dnr)β
+ +Daβ
−] , (2)
∂tβ
− =
γ′
M (−i− α)
[
D†aβ
+ + (D0 −Dnr)β−
]
. (3)
For details of the derivation see the Supplemental
Material[62]. The term Dnr in Eqs. (2)-(3) is respon-
sible for the nonreciprocity of the SW spectrum[2]. It
accounts for the energy difference between magnons
propagating in opposite directions in in-plane oriented
ultrathin FM films[63, 64] with Dzyaloshinsky–Moriya
interaction[65, 66] and the splitting between clockwise
and counterclockwise modes of a single skyrmion[20].
Here we will focus on the effects of the anomalous
term[34] Da, which couples Eqs. (2)-(3) together. Equa-
tions (2)-(3) may be rewritten as eigenvalue equations by
assuming the time dependence
β± (r, t) = e−iωktβ±k (r) . (4)
For α = 0, the spins will precess around their equilib-
rium direction S˜0. If the equations are uncoupled, the S˜x
and S˜y variables describe circular polarization, similarly
to the Larmor precession of a single spin in an exter-
nal magnetic field. However, the spins are forced on an
elliptic path due to the presence of the anomalous terms.
The effective damping parameter of mode k is defined
as
αk,eff =
∣∣∣∣ Im ωkRe ωk
∣∣∣∣ , (5)
which is the inverse of the figure of merit introduced in
Ref. [15]. Equation (5) expresses the fact that Im ωk,
the linewidth in resonance experiments or decay coeffi-
cient in time-resolved measurements, is proportional to
the excitation frequency Re ωk.
Interestingly, there is a simple analytic expression con-
necting αk,eff to the elliptic polarization of the modes at
α = 0. For α  1, the effective damping may be ex-
pressed as
αk,eff
α
≈
∫ ∣∣∣β−(0)k (r)∣∣∣2 + ∣∣∣β+(0)k (r)∣∣∣2 dr∫ ∣∣∣β−(0)k (r)∣∣∣2 − ∣∣∣β+(0)k (r)∣∣∣2 dr =
∫
a2k (r) + b
2
k (r) dr∫
2ak (r) bk (r) dr
,
(6)
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FIG. 1. Effective damping parameter αk,eff as a function of
inverse aspect ratio bk/ak of the polarization ellipse, assuming
constant ak and bk functions in Eq. (6). Insets illustrate the
precession for different values of bk/ak.
where the (0) superscript denotes that the eigenvectors
β±k (r) defined in Eq. (4) were calculated for α = 0, while
ak (r) and bk (r) denote the semimajor and semiminor
axes of the ellipse the spin variables S˜x (r) and S˜y (r)
are precessing on in mode k. Details of the derivation
are given in the Supplemental Material[62]. Note that
an analogous expression for the uniform precession mode
in FMs was derived in Ref. [56]. The main conclusion
from Eq. (6) is that αk,eff will depend on the considered
SW mode and it is always at least as high as the GD
α. Although Eq. (6) was obtained in the limit of low
α, numerical calculations indicate that the αk,eff/α ratio
tends to increase for increasing values of α; see the Sup-
plemental Material[62] for an example. The enhancement
of the damping from Eq. (6) is shown in Fig. 1, with the
space-dependent ak (r) and bk (r) replaced by constants
for simplicity. It can be seen that for more distorted po-
larization ellipses the spins get closer to the equilibrium
direction after the same number of precessions, indicating
a faster relaxation.
Since the appearance of the anomalous terms Da in
Eqs. (2)-(3) forces the spins to precess on an elliptic
path, it expresses that the system is not axially sym-
metric around the local spin directions in the equilib-
rium state denoted by S0. Such a symmetry breaking
naturally occurs in any NC spin structure, implying a
mode-dependent enhancement of the effective damping
parameter in NC systems even within the phenomeno-
logical description of the LLG equation. Note that the
NC structure also influences the electronic properties of
the system, which can lead to a modification of the GD
itself, see e.g. Ref. [42].
In order to illustrate the enhanced and mode-
dependent αk,eff, we calculate the magnons in isolated
chiral skyrmions in a two-dimensional ultrathin film. The
density of the Hamiltonian H reads[67]
h =
∑
α=x,y,z
[
A (∇Sα)2
]
+K (Sz)2 −MBSz
+D (Sz∂xSx − Sx∂xSz + Sz∂ySy − Sy∂ySz) ,(7)
with A the exchange stiffness, D the Dzyaloshinsky–
Moriya interaction, K the anisotropy coefficient, and B
the external field.
In the following we will assume D > 0 and B ≥ 0
without the loss of generality, see the Supplemental
Material[62] for discussion. Using cylindrical coordi-
nates (r, ϕ) in real space and spherical coordinates S =
(sin Θ cos Φ, sin Θ sin Φ, cos Θ) in spin space, the equi-
librium profile of the isolated skyrmion will correspond
to the cylindrically symmetric configuration Θ0 (r, ϕ) =
Θ0 (r) and Φ0 (r, ϕ) = ϕ, the former satisfying
A
(
∂2rΘ0 +
1
r
∂rΘ0 − 1
r2
sin Θ0 cos Θ0
)
+D1
r
sin2 Θ0
+K sin Θ0 cos Θ0 − 1
2
MB sin Θ0 = 0 (8)
with the boundary conditions Θ0 (0) = pi,Θ0 (∞) = 0.
The operators in Eqs. (2)-(3) take the form (cf.
Refs. [34, 35, 47] and the Supplemental Material[62])
D0 =−2A
{
∇2 + 1
2
[
(∂rΘ0)
2 − 1
r2
(
3 cos2 Θ0 − 1
)
(∂ϕΦ0)
2
]}
−D
(
∂rΘ0 +
1
r
3 sin Θ0 cos Θ0∂ϕΦ0
)
−K (3 cos2 Θ0 − 1)+MB cos Θ0, (9)
Dnr =
(
4A 1
r2
cos Θ0∂ϕΦ0 − 2D1
r
sin Θ0
)
(−i∂ϕ) , (10)
Da =A
[
(∂rΘ0)
2 − 1
r2
sin2 Θ0 (∂ϕΦ0)
2
]
+D
(
∂rΘ0 − 1
r
sin Θ0 cos Θ0∂ϕΦ0
)
+K sin2 Θ0. (11)
Equation (11) demonstrates that the anomalous terms
Da responsible for the enhancement of the effective
damping can be attributed primarily to the NC arrange-
ment (∂rΘ0 and ∂ϕΦ0 ≡ 1) and secondarily to the
spins becoming canted with respect to the global out-
of-plane symmetry axis (Θ0 ∈ {0, pi}) of the system.
TheDnr term introduces a nonreciprocity between modes
with positive and negative values of the azimuthal quan-
tum number (−i∂ϕ) → m, preferring clockwise rotat-
ing modes (m < 0) over counterclockwise rotating ones
(m > 0) following the sign convention of Refs. [20, 34].
Because D0 and Dnr depend on m but Da does not, it is
expected that the distortion of the SW polarization el-
lipse and consequently the effective damping will be more
enhanced for smaller values of |m|.
The different modes as a function of external field
are shown in Fig. 2(a), for the material parameters de-
scribing the Pd/Fe/Ir(111) system. The FMR mode at
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FIG. 2. Localized magnons in the isolated skyrmion, with the
interaction parameters corresponding to the Pd/Fe/Ir(111)
system[58]: A = 2.0 pJ/m,D = −3.9mJ/m2,K =
−2.5MJ/m3,M = 1.1MA/m. (a) Magnon frequencies f =
ω/2pi for α = 0. Illustrations display the shapes of the excita-
tion modes visualized on the triangular lattice of Fe magnetic
moments, with red and blue colors corresponding to positive
and negative out-of-plane spin components, respectively. (b)
Effective damping coefficients αm,eff, calculated from Eq. (6).
ωFMR =
γ
M (MB − 2K), describing a collective in-phase
precession of the magnetization of the whole sample, sep-
arates the continuum and discrete parts of the spectrum,
with the localized excitations of the isolated skyrmion
located below the FMR frequency[34, 35]. We found a
single localized mode for each m ∈ {0, 1,−2,−3,−4,−5}
value, so in the following we will denote the excita-
tion modes with the azimuthal quantum number. The
m = −1 mode corresponds to the translation of the
skyrmion on the field-polarized background, which is a
zero-frequency Goldstone mode of the system and not
shown in the figure. The m = −2 mode tends to zero
around B = 0.65T, indicating that isolated skyrmions
become susceptible to elliptic deformations and subse-
quently cannot be stabilized at lower field values[68].
The values of αm,eff calculated from Eq. (6) for the
different modes are summarized in Fig. 2(b). It is impor-
tant to note that for a skyrmion stabilized at a selected
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FIG. 3. Precession of a single spin in the skyrmion in the
Pd/Fe/Ir(111) system in the m = 0 and m = −3 modes at
B = 0.75T, from numerical simulations performed at α =
0.1. Inset shows the elliptic precession paths. From fitting
the oscillations with Eq. (4), we obtained |Re ωm=0| /2pi =
39.22GHz, |Im ωm=0| = 0.0608ps−1, αm=0,eff = 0.25 and
|Re ωm=−3| /2pi = 40.31GHz, |Im ωm=−3| = 0.0276 ps−1,
αm=−3,eff = 0.11.
field value, the modes display widely different αm,eff val-
ues, with the breathing mode m = 0 being typically
damped twice as strongly as the FMR mode. The ef-
fective damping tends to increase for lower field values,
and decrease for increasing values of |m|, the latter prop-
erty expected from the m-dependence of Eqs. (9)-(11)
as discussed above. It is worth noting that the αm,eff
parameters are not directly related to the skyrmion size.
We also performed the calculations for the parameters de-
scribing Ir|Co|Pt multilayers[69], and for the significantly
larger skyrmions in that system we obtained considerably
smaller excitation frequencies, but quantitatively similar
effective damping parameters; details are given in the
Supplemental Material[62].
The different effective damping parameters could pos-
sibly be determined experimentally by comparing the
linewidths of the different excitation modes at a selected
field value, or investigating the magnon decay over time.
An example for the latter case is shown in Fig. 3, dis-
playing the precession of a single spin in the skyrmion,
obtained from the numerical solution of the LLG Eq. (1)
with α = 0.1. At B = 0.75T, the frequencies of the
m = 0 breathing and m = −3 triangular modes are close
to each other (cf. Fig. 2), but the former decays much
faster. Because in the breathing mode the spin is follow-
ing a significantly more distorted elliptic path (inset of
Fig. 3) than in the triangular mode, the different effective
damping is also indicated by Eq. (6).
In summary, it was demonstrated within the phe-
nomenological description of the LLG equation that the
effective damping parameter αeff depends on the consid-
ered magnon mode. The αeff assumes larger values if
5the polarization ellipse is strongly distorted as expressed
by Eq. (6). Since NC magnetic structures provide an
anisotropic environment for the spins, leading to a dis-
tortion of the precession path, they provide a natural
choice for realizing different αeff values within a single
system. The results of the theory were demonstrated for
isolated skyrmions with material parameters describing
the Pd/Fe/Ir(111) system. The results presented here
may stimulate further experimental or theoretical work
on the effective damping in skyrmions, vortices, domain
walls or spin spirals.
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In the Supplemental Material the derivation of the linearized equations of motion and the effective
damping parameter are discussed. Details of the numerical determination of the magnon modes in
the continuum model and in atomistic spin dynamics simulations are also given.
S.I. LINEARIZED
LANDAU–LIFSHITZ–GILBERT EQUATION
Here we will derive the linearized form of the Landau–
Lifshitz–Gilbert equation given in Eqs. (2)-(3) of the
main text and discuss the properties of the solutions. The
calculation is similar to the undamped case, discussed in
detail in e.g. Refs. [1–3]. Given a spin configuration sat-
isfying the equilibrium condition
S0 ×Beff = 0, (S.1)
the local coordinate system with S˜0 = (0, 0, 1) may be
introduced, and the Hamiltonian be expanded in the vari-
ables S˜x and S˜y. The linear term must disappear because
the expansion is carried out around an equilibrium state.
The lowest-order nontrivial term is quadratic in the vari-
ables and will be designated as the spin wave Hamilto-
nian,
HSW =
∫
hSWdr, (S.2)
hSW =
1
2
[
S˜x S˜y
] [ A1 A2
A†2 A3
] [
S˜x
S˜y
]
=
1
2
(
S˜
⊥)T
HSWS˜
⊥
. (S.3)
The operator HSW is self-adjoint for arbitrary equi-
librium states. Here we will only consider cases where
the equilibrium state is a local energy minimum, mean-
ing that HSW ≥ 0; the magnon spectrum will only be
well-defined in this case. Since hSW is obtained as an
expansion of a real-valued energy density around the
equilibrium state, and the spin variables are also real-
valued, from the conjugate of Eq. (S.3) one gets A1 = A∗1,
A2 = A
∗
2, and A3 = A∗3.
The form of the Landau–Lifshitz–Gilbert Eq. (1) in
the main text may be rewritten in the local coordinates
by simply replacing S by S˜0 everywhere, including the
definition of the effective fieldBeff. The harmonic Hamil-
tonian HSW in Eq. (S.2) leads to the linearized equation
of motion
∂tS˜
⊥
=
γ′
M (−iσ
y − α)HSWS˜⊥, (S.4)
∗ rozsa.levente@physnet.uni-hamburg.de
with σy =
[
0 −i
i 0
]
the Pauli matrix.
By replacing S˜
⊥
(r, t) → S˜⊥k (r) e−iωkt as usual, for
α = 0 the eigenvalue equation
ωkS˜
⊥
k =
γ
Mσ
yHSWS˜
⊥
k (S.5)
is obtained. If HSW has a strictly positive spectrum,
then H−
1
2
SW exists, and σ
yHSW has the same eigenvalues
as H
1
2
SWσ
yH
1
2
SW. Since the latter is a self-adjoint ma-
trix with respect to the standard scalar product on the
Hilbert space, it has a real spectrum, consequently all ωk
eigenvalues are real. Note that the zero modes of HSW,
which commonly occur in the form of Goldstone modes
due to the ground state breaking a continuous symme-
try of the Hamiltonian, have to be treated separately.
Finally, we mention that if the spin wave expansion is
performed around an equilibrium state which is not a
local energy minimum, the ωk eigenvalues may become
imaginary, meaning that the linearized Landau–Lifshitz–
Gilbert equation will describe a divergence from the un-
stable equilibrium state instead of a precession around
it.
Equations (2)-(3) in the main text may be obtained
by introducing the variables β± = S˜x ± iS˜y as described
there. The connection between HSW and the operators
D0, Dnr, and Da is given by
D0 =
1
2
(A1 +A3) , (S.6)
Dnr =
1
2
i
(
A†2 −A2
)
, (S.7)
Da =
1
2
[
A1 −A3 + i
(
A†2 +A2
)]
. (S.8)
An important symmetry property of Eqs. (2)-(3) in
the main text is that if (β+, β−) =
(
β+k e
−iωkt, β−k e
−iωkt)
is an eigenmode of the equations, then (β+, β−) =((
β−k
)∗ eiω∗kt, (β+k )∗ eiω∗kt) is another solution. Following
Refs. [1, 3], this can be attributed to the particle-hole
symmetry of the Hamiltonian, which also holds in the
presence of the damping term. From these two solutions
mentioned above, the real-valued time evolution of the
variables S˜x, S˜y may be expressed as
S˜xk = e
Im ωkt cos (ϕ+,k − Re ωkt)
∣∣β+k + β−k ∣∣ , (S.9)
S˜yk = e
Im ωkt sin (ϕ−,k − Re ωkt)
∣∣β+k − β−k ∣∣ , (S.10)
ar
X
iv
:1
80
5.
01
81
5v
2 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 15
 O
ct 
20
18
2with ϕ±,k = arg
(
β+k ± β−k
)
. As mentioned above, the
Im ωk terms are zero in the absence of damping close to
a local energy minimum, and Im ωk < 0 is implied by
the fact that the Landau–Lifshitz–Gilbert equation de-
scribes energy dissipation, which in the linearized case
corresponds to relaxation towards the local energy min-
imum. In the absence of damping, the spins will precess
on an ellipse defined by the equation(
S˜xk
)2
∣∣∣β+(0)k + β−(0)k ∣∣∣2 cos2 (ϕ+,k − ϕ−,k)
+
2S˜xk S˜
y
k sin (ϕ+,k − ϕ−,k)∣∣∣β+(0)k − β−(0)k ∣∣∣ ∣∣∣β+(0)k + β−(0)k ∣∣∣ cos2 (ϕ+,k − ϕ−,k)
+
(
S˜yk
)2
∣∣∣β+(0)k − β−(0)k ∣∣∣2 cos2 (ϕ+,k − ϕ−,k) = 1, (S.11)
where the superscript (0) indicates α = 0. The semima-
jor and semiminor axes of the ellipse ak and bk may be
expressed from Eq. (S.11) as
akbk =
∣∣∣∣∣∣∣β−(0)k ∣∣∣2 − ∣∣∣β+(0)k ∣∣∣2∣∣∣∣ , (S.12)
a2k + b
2
k = 2
(∣∣∣β−(0)k ∣∣∣2 + ∣∣∣β+(0)k ∣∣∣2) . (S.13)
Note that β+k and β
−
k , consequently the parameters of
the precessional ellipse ak and bk, are functions of the
spatial position r.
S.II. CALCULATION OF THE EFFECTIVE
DAMPING PARAMETER FROM
PERTURBATION THEORY
Here we derive the expression for the effective damping
parameter αeff given in Eq. (6) of the main text. By
introducing βk =
(
β+k ,−β−k
)
,
D =
[
D0 +Dnr −Da
−D†a D0 −Dnr
]
, (S.14)
and using the Pauli matrix σz =
[
1 0
0 −1
]
, Eqs. (2)-(3)
in the main text may be rewritten as
−ωkσzβk =
γ′
M (D + iασ
zD)βk (S.15)
in the frequency domain. Following standard perturba-
tion theory, we expand the eigenvalues ωk and the eigen-
vectors βk in the parameter α 1. For the zeroth-order
terms one gets
−ω(0)k σzβ(0)k =
γ
MDβ
(0)
k , (S.16)
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FIG. S1. Effective damping coefficients αm,eff of the isolated
skyrmion in the Pd/Fe/Ir(111) system at B = 1T, calcu-
lated from the numerical solution of the linearized Landau–
Lifshitz–Gilbert equation (S.15), as a function of the Gilbert
damping parameter α.
with real ω(0)k eigenvalues as discussed in Sec. S.I. The
first-order terms read
− ω(0)k
〈
β
(0)
k
∣∣∣σz ∣∣∣β(1)k 〉− ω(1)k 〈β(0)k ∣∣∣σz ∣∣∣β(0)k 〉
=
γ
M
〈
β
(0)
k
∣∣∣D ∣∣∣β(1)k 〉+ iα γM 〈β(0)k ∣∣∣σzD ∣∣∣β(0)k 〉 ,
(S.17)
after taking the scalar product with β(0)k . The first terms
on both sides cancel by letting D act to the left, then
using Eq. (S.16) and the fact that the ω(0)k are real. By
applying Eq. (S.16) to the remaining term on the right-
hand side one obtains
ω
(1)
k = −iαω(0)k
∫ ∣∣∣β−(0)k ∣∣∣2 + ∣∣∣β+(0)k ∣∣∣2 dr∫ ∣∣∣β−(0)k ∣∣∣2 − ∣∣∣β+(0)k ∣∣∣2 dr , (S.18)
by writing in the definition of the scalar product. By
using the definition αk,eff = |Imωk/Reωk| ≈
∣∣∣ω(1)k /ω(0)k ∣∣∣
and substituting Eqs. (S.12)-(S.13) into Eq. (S.18), one
arrives at Eq. (6) in the main text as long as
∣∣∣β−(0)k ∣∣∣2 −∣∣∣β+(0)k ∣∣∣2 does not change sign under the integral.
It is worthwhile to investigate for which values of α
does first-order perturbation theory give a good estimate
for αk,eff calculated from the exact solution of the lin-
earized equations of motion, Eq. (S.15). In the materials
where the excitations of isolated skyrmions or skyrmion
lattices were investigated, significantly different values of
α have been found. For example, intrinsic Gilbert damp-
ing parameters of α = 0.02-0.04 were determined experi-
mentally for bulk chiral magnets MnSi and Cu2OSeO3[4],
α = 0.28 was deduced for FeGe[5], and a total damp-
ing of αtot = 0.105 was obtained for Ir/Fe/Co/Pt mag-
netic multilayers[6], where the latter value also includes
3various effects beyond the Landau–Lifshitz–Gilbert de-
scription. Figure S1 displays the dependence of αm,eff
on α for the eigenmodes of the isolated skyrmion in the
Pd/Fe/Ir(111) system, shown in Fig. 2 of the main text.
Most of the modes show a linear correspondence between
the two quantities with different slopes in the displayed
parameter range, in agreement with Eq. (6) in the main
text. For the breathing mode m = 0 the convex shape
of the curve indicates that the effective damping param-
eter becomes relatively even larger than the perturbative
expression Eq. (6) as α is increased.
S.III. EIGENMODES OF THE ISOLATED
SKYRMION
Here we discuss the derivation of the skyrmion profile
Eq. (8) and the operators in Eqs. (9)-(11) of the main
text. The energy density Eq. (7) in polar coordinates
reads
h = A
[
(∂rΘ)
2
+ sin2 Θ (∂rΦ)
2
+
1
r2
(∂ϕΘ)
2
+
1
r2
sin2 Θ (∂ϕΦ)
2
]
+D
[
cos (ϕ− Φ) ∂rΘ
− 1
r
sin (ϕ− Φ) ∂ϕΘ + sin Θ cos Θ sin (ϕ− Φ) ∂rΦ
+
1
r
sin Θ cos Θ cos (ϕ− Φ) ∂ϕΦ
]
+K cos2 Θ−MB cos Θ.
(S.19)
The Landau–Lifshitz–Gilbert Eq. (1) may be rewritten
as
sin Θ∂tΘ = γ
′BΦ + αγ′ sin ΘBΘ, (S.20)
sin Θ∂tΦ = −γ′BΘ + αγ′ 1
sin Θ
BΦ, (S.21)
with
Bχ =− 1M
δH
δχ
=− 1M
[
−1
r
∂r
(
r
∂h
∂ (∂rχ)
)
− ∂ϕ ∂h
∂ (∂ϕχ)
+
∂h
∂χ
]
,
(S.22)
where χ stands for Θ or Φ. Note that in this form it is
common to redefine BΦ to include the 1/ sin Θ factor in
Eq. (S.21)[7]. The first variations of H from Eq. (S.19)
may be expressed as
δH
δΘ
=− 2A
{
∇2Θ− sin Θ cos Θ
[
(∂rΦ)
2
+
1
r2
(∂ϕΦ)
2
]}
− 2K sin Θ cos Θ +MB sin Θ
− 2D sin2 Θ
[
sin (ϕ− Φ) ∂rΦ + cos (ϕ− Φ) 1
r
∂ϕΦ
]
,
(S.23)
δH
δΦ
=− 2A
{
sin2 Θ∇2Φ + sin 2Θ
[
∂rΘ∂rΦ +
1
r2
∂ϕΘ∂ϕΦ
]}
+ 2D sin2 Θ
[
sin (ϕ− Φ) ∂rΘ + cos (ϕ− Φ) 1
r
∂ϕΘ
]
,
(S.24)
The equilibrium condition Eq. (8) in the main text may
be obtained by setting ∂tΘ = ∂tΦ = 0 in Eqs. (S.20)-
(S.21) and assuming cylindrical symmetry, Θ0 (r, ϕ) =
Θ0 (r) and Φ0 (r, ϕ) = ϕ. In the main text D > 0
and B ≥ 0 were assumed. Choosing D < 0 switches
the helicity of the structure to Φ0 = ϕ + pi, in which
case D should be replaced by |D| in Eq. (8). For the
background magnetization pointing in the opposite di-
rection B ≤ 0, one obtains the time-reversed solutions
with Θ0 → pi −Θ0,Φ0 → Φ0 + pi,B → −B. Time rever-
sal also reverses clockwise and counterclockwise rotating
eigenmodes; however, the above transformations do not
influence the magnitudes of the excitation frequencies.
Finally, we note that the frequencies remain unchanged
even if the form of the Dzyaloshinsky–Moriya interaction
in Eq. (S.19), describing Néel-type skyrmions common in
ultrathin films and multilayers, is replaced by an expres-
sion that prefers Bloch-type skyrmions occurring in bulk
helimagnets – see Ref. [3] for details.
For determining the linearized equations of motion, one
can proceed by switching to the local coordinate system
as discussed in Sec. S.I and Refs. [1, 3]. Alternatively,
they can also directly be derived from Eqs. (S.20)-(S.21)
by introducing Θ = Θ0 + S˜x,Φ = Φ0 + 1sin Θ0 S˜
y and
expanding around the skyrmion profile from Eq. (8) up
to first order in S˜x, S˜y – see also Ref. [2]. The operators
in Eq. (S.3) read
A1 =− 2A
(
∇2 − 1
r2
cos 2Θ0 (∂ϕΦ0)
2
)
− 2D1
r
sin 2Θ0∂ϕΦ0 − 2K cos 2Θ0 +MB cos Θ0,
(S.25)
A2 =4A 1
r2
cos Θ0∂ϕΦ0∂ϕ − 2D1
r
sin Θ0∂ϕ, (S.26)
A3 =− 2A
{
∇2 +
[
(∂rΘ0)
2 − 1
r2
cos2 Θ0 (∂ϕΦ0)
2
]}
− 2D
(
∂rΘ0 +
1
r
sin Θ0 cos Θ0∂ϕΦ0
)
− 2K cos2 Θ0 +MB cos Θ0, (S.27)
4which leads directly to Eqs. (9)-(11) in the main text via
Eqs. (S.6)-(S.8).
The excitation frequencies of the ferromagnetic state
may be determined by setting Θ0 ≡ 0 in Eqs. (9)-(11) in
the main text. In this case, the eigenvalues and eigenvec-
tors can be calculated analytically[1],
ωk,m =
γ′
M (1− iα)
[
2Ak2 − 2K +MB] , (S.28)(
β+k,m (r) , β
−
k,m (r)
)
= (0, Jm−1 (kr)) , (S.29)
with Jm−1 the Bessel function of the first kind, appearing
due to the solutions being regular at the origin. Equa-
tion (S.28) demonstrates that the lowest-frequency exci-
tation of the background is the ferromagnetic resonance
frequency ωFMR = γM (MB − 2K) at α = 0. Since the
anomalous term Da disappears in the out-of-plane mag-
netized ferromagnetic state, all spin waves will be circu-
larly polarized, see Eq. (S.29), and the effective damping
parameter will always coincide with the Gilbert damping.
Regarding the excitations of the isolated skyrmion, for
α = 0 the linearized equations of motion in Eq. (S.15)
are real-valued; consequently, β±k,m (r) can be chosen to
be real-valued. In this case Eqs. (S.9)-(S.10) take the
form
S˜xk,m = cos (mϕ− ωk,mt)
(
β+k,m (r) + β
−
k,m (r)
)
, (S.30)
S˜yk,m = sin (mϕ− ωk,mt)
(
β+k,m (r)− β−k,m (r)
)
. (S.31)
This means that modes with ωk,m > 0 for m > 0 will
rotate counterclockwise, that is, the contours with con-
stant S˜xk,m and S˜
y
k,m will move towards higher values of
ϕ as t is increased, while the modes with ωk,m > 0 for
m < 0 will rotate clockwise. Modes with m = 0 corre-
spond to breathing excitations. This sign convention for
m was used when designating the localized modes of the
isolated skyrmion in the main text, and the k index was
dropped since only a single mode could be observed be-
low the ferromagnetic resonance frequency for each value
of m.
S.IV. NUMERICAL SOLUTION OF THE
EIGENVALUE EQUATIONS
The linearized Landau–Lifshitz–Gilbert equation for
the isolated skyrmion, Eqs. (2)-(3) with the operators
Eqs. (9)-(11) in the main text, were solved numerically by
a finite-difference method. First the equilibrium profile
was determined from Eq. (8) using the shooting method
for an initial approximation, then obtaining the solution
on a finer grid via finite differences. For the calculations
we used dimensionless parameters (cf. Ref. [8]),
Adl = 1, (S.32)
Ddl = 1, (S.33)
Kdl = KAD2 , (S.34)
(MB)dl =
MBA
D2 , (S.35)
rdl =
|D|
A r, (S.36)
ωdl =
MA
γD2 ω. (S.37)
The equations were solved in a finite interval for
rdl ∈ [0, R], with the boundary conditions Θ0 (0) =
pi,Θ0 (R) = 0. For the results presented in Fig. 2 in the
main text the value of R = 30 was used. It was confirmed
by modifying R that the skyrmion shape and the frequen-
cies of the localized modes were not significantly affected
by the boundary conditions. However, the frequencies of
the modes above the ferromagnetic resonance frequency
ωFMR =
γ
M (MB − 2K) did change as a function of
R, since these modes are extended over the ferromag-
netic background – see Eqs. (S.28)-(S.29). Furthermore,
in the infinitely extended system the equations of mo-
tion include a Goldstone mode with
(
β+m=−1, β
−
m=−1
)
=(− 1r sin Θ0 − ∂rΘ0, 1r sin Θ0 − ∂rΘ0), corresponding to
the translation of the skyrmion on the collinear
background[1]. This mode obtains a finite frequency in
the numerical calculations due to the finite value of R
and describes a slow clockwise gyration of the skyrmion.
However, this frequency is not shown in Fig. 3 of the
main text because it is only created by boundary effects.
In order to investigate the dependence of the effective
damping on the dimensionless parameters, we also per-
formed the calculations for the parameters describing the
Ir|Co|Pt multilayer system[9]. The results are summa-
rized in Fig. S2. The Ir|Co|Pt system has a larger di-
mensionless anisotropy value (−KIr|Co|Ptdl = 0.40) than
the Pd/Fe/Ir(111) system (−KPd/Fe/Ir(111)dl = 0.33). Al-
though the same localized modes are found in both cases,
the frequencies belonging to the m = 0, 1,−3,−4,−5
modes in Fig. S2 are relatively smaller than in Fig. 2
compared to the ferromagnetic resonance frequency at
the elliptic instability field where ωm=−2 = 0. This
agrees with the two limiting cases discussed in the lit-
erature: it was shown in Ref. [1] that for Kdl = 0 the
m = 1,−4,−5 modes are still above the ferromagnetic
resonance frequency at the elliptic instability field, while
in Ref. [2] it was investigated that all modes become soft
with frequencies going to zero at (MB)dl = 0 in the point
−Kdl = pi216 ≈ 0.62, below which a spin spiral ground state
is formed in the system. Figure S2(b) demonstrates that
the effective damping parameters αm,eff are higher at the
elliptic instability field in Ir|Co|Pt than in Pd/Fe/Ir(111),
showing an opposite trend compared to the frequencies.
Regarding the physical units, the stronger exchange
stiffness combined with the weaker Dzyaloshinsky–
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FIG. S2. Localized magnons in the isolated skyrmion, with
the interaction parameters corresponding to the Ir|Co|Pt
multilayer system from Ref. [9]: A = 10.0 pJ/m,D =
1.9mJ/m2,K = −0.143MJ/m3,M = 0.96MA/m. The
anisotropy reflects an effective value including the dipolar in-
teractions as a demagnetizing term, −K = −K0 − 12µ0M2
with K0 = −0.717MJ/m3. (a) Magnon frequencies f = ω/2pi
for α = 0. Illustrations display the shapes of the excitation
modes visualized as the contour plot of the out-of-plane spin
components on a 1×1 nm2 grid, with red and blue colors corre-
sponding to positive and negative Sz values, respectively. (b)
Effective damping coefficients αm,eff, calculated from Eq. (6)
in the main text.
Moriya interaction and anisotropy in the multilayer sys-
tem leads to larger skyrmions stabilized at lower field val-
ues and displaying lower excitation frequencies. We note
that demagnetization effects were only considered here
as a shape anisotropy term included in K; it is expected
that this should be a relatively good approximation for
the Pd/Fe/Ir(111) system with only a monolayer of mag-
netic material, but it was suggested recently[6] that the
dipolar interaction can significantly influence the excita-
tion frequencies of isolated skyrmions in magnetic multi-
layers.
S.V. SPIN DYNAMICS SIMULATIONS
For the spin dynamics simulations displayed in Fig. 3
in the main text we used an atomistic model Hamiltonian
on a single-layer triangular lattice,
H = −1
2
∑
〈i,j〉
JSiSj − 1
2
∑
〈i,j〉
Dij (Si × Sj)−
∑
i
K (Szi )
2
−
∑
i
µBSzi , (S.38)
with the parameters J = 5.72meV for the Heisenberg
exchange, D = |Dij | = 1.52meV for the Dzyaloshinsky–
Moriya interaction, K = 0.4meV for the anisotropy,
µ = 3µB for the magnetic moment, and a = 0.271 nm
for the lattice constant. For the transformation be-
tween the lattice and continuum parameters in the
Pd/Fe/Ir(111) system see, e.g., Ref. [10]. The simula-
tions were performed by numerically solving the Landau–
Lifshitz–Gilbert equation on an 128 × 128 lattice with
periodic boundary conditions, which was considerably
larger than the equilibrium skyrmion size to minimize
boundary effects. The initial configuration was deter-
mined by calculating the eigenvectors in the continuum
model and discretizing it on the lattice, as shown in the
insets of Fig. 2 in the main text. It was found that such
a configuration was very close to the corresponding exci-
tation mode of the lattice Hamiltonian Eq. (S.38), simi-
larly to the agreement between the continuum and lattice
equilibrium skyrmion profiles[10].
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