Heat Kernel Asymptotics, Path Integrals and Infinite-Dimensional
  Determinants by Ludewig, Matthias
ar
X
iv
:1
60
7.
05
89
1v
3 
 [m
ath
.D
G]
  2
4 M
ay
 20
18
Heat Kernel Asymptotics, Path Integrals and
Infinite-Dimensional Determinants
Matthias Ludewig
May 25, 2018
Max-Planck Institute for Mathematics
Vivatgasse 7 / 53119 Bonn
matthias_ludewig@gmx.de
Abstract
We compare the short-time expansion of the heat kernel on a Riemannian mani-
fold with the formal stationary phase expansion of its representing path integral and
prove that these asymptotic expansions coincide at lowest order. Besides shedding
light on the formal properties of quantum mechanical path integrals, this shows
that the lowest order term of the heat kernel expansion is given by the Fredholm
determinant of the Hessian of the energy functional on the space of finite energy
paths. We also relate this to the zeta determinant of the Jacobi operator, considering
both the near-diagonal asymptotics as well as the behavior at the cut locus.
1 Introduction and Main Results
Feynman’s approach to quantum mechanics is based on path integrals, i.e. integrals over
infinite-dimensional spaces of paths [FH65]. This concept of functional integration, i.e.
integration over spaces of fields, turned out to be immensely important not only in quan-
tum mechanics but also in quantum field theory and many other areas of physics and
mathematics [Kle09]. Mathematically however, these functional integrals are problematic
to deal with at best, and this paper is part of the quest of gaining a rigorous understanding
of this concept in the basic case of quantum mechanical path integrals.
A guiding question is the following.
Q: In the cases where a path integral can be rigorously defined, do the prop-
erties of the well-defined object agree with those properties derived by formal
manipulations of the path integral (i.e. the formal expression)?
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In this paper, we will answer this question positively in a special instance: We will show
that indeed, the short-time asymptotic expansion of the heat kernel on a compact Rie-
mannian manifold agrees with the short-time asymptotic expansion derived by a (formal)
stationary phase approximation from its path integral description.
The setup. A basic path integral in quantum mechanics has the form
1
Z
ˆ
x y
e−S(γ)F (γ)Dγ, (1.1)
where the integral is taken over the space of all continuous paths (parametrized by, say, the
interval [0, t]) that travel between points x and y in space, Z is a suitable normalization
constant and
S(γ) =
1
2
ˆ t
0
|γ˙(t)|2dt (1.2)
is the standard action functional (traditionally called energy functional in differential
geometry).
There is a heuristic argument to answer the question which mathematical object should
be represented by the path integral (1.1), at least in the case F ≡ 1: If x and y are points
in some Riemannian manifold, then the value of the path integral should coincide with
the heat kernel of the Laplace-Beltrami operator pt(x, y) (for a heuristic explanation of
this, see e.g. [AD99, Section 1.1]). In formulas,
pt(x, y)
formally
=
1
Z
ˆ
x y
e−S(γ)/2Dγ, (1.3)
where the division by 2 in the exponent is conventional (the path integral without this
factor would represent the heat kernel of the operator ∆/2). More generally, taking
F (γ) = [γ‖t0]−1 in (1.1), the (inverse of the) parallel transport with respect to some
connection on a vector bundle V over M , we will get the heat kernel of the associated
connection Laplacian L = ∇∗∇, acting on sections of V.
The measure Dγ in (1.1) is supposed to denote integration with respect to the Riemannian
volume measure corresponding to some Riemannian structure on the space of paths. The
mathematical problem here is, however, that such a measure does not exist due to the
infinite-dimensionality of the path space. Instead, (1.3) can be made rigorous by replacing
the (infinite-dimensional) space of all continuous paths by (finite-dimensional) spaces of
piece-wise geodesic paths subordinate to some subdivision of time, performing integration
over this finite-dimensional manifold and then letting the mesh of the subdivision tend
to zero. This has been extensively treated in various settings, see e.g. [AD99], [BP10],
[Bär12], [Lim07], [Lae13], [Li17], [Lud16a] or [Lud17]. Another standard way making
(1.1) rigorous is using the Wiener measure on paths; this, however, somewhat obscures
the role played by the action functional S in the story.
One of the most important (formal) features of a path integral investigated in physics is its
stationary phase expansion, also called saddle point approximation (after a substitution,
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the short-time asymptotic expansion of the path integral (1.1) corresponds to the semi-
classical limit). Our first observation concerning our explicit path integral (1.1) is the
following.
Observation. There is a formal procedure to associate an asymptotic expansion as t→ 0
to the path integral (1.1), the coefficients of which are well-defined numbers.
This is done by applying the formula for the coefficients of a stationary phase expansion
(which is a theorem in finite-dimensions) to our path integral in a formal sense, which
turns out to give well-defined coefficients. This will be explained precisely below.
Now, having discussed that the path integral (at least formally) represents the heat kernel,
a well-defined mathematical object, we can now ask the following special case of the
motivating question formulated at the beginning of this article.
Q’: Does the formal stationary phase expansion in the limit t→ 0 of the right
hand side of (1.3) agree with the short-time asymptotic expansion of the heat
kernel?
Below we explain how to associate an asymptotic expansion to the right hand side of
(1.3); then we describe our main results precisely, which gives a positive answer to the
above question, to first order in t.
heat kernel path integral(formal expression)
heat kernel
expansion
formal
power series
short-time
expansion
formal
stationary phase
expansion
equal to
first order
The diagram illustrates our main statement: Even if we may not be able to define the
path integral itself1 (the upper right corner of the diagram), its formal stationary phase
expansion can be defined rigorously, and it coincides with that of the heat kernel to first
order.
The formal stationary phase expansion of the path integral. We now use a
formal discussion to associate an asymptotic expansion to the right-hand side of (1.3),
the coefficients of which will turn out to be well-defined. First we need to eliminate the
time-dependence in the integration domain: Making a suitable substitution, the expression
(1.1) can be brought into the form
I(t) =
1
Z
ˆ
x y
e−S(γ)/2tF (γ)Dγ, (1.4)
1In our situation, we can use finite-dimensional approximation to give the path integral formula some
sense (as explained above), but this will not really define the path integral as an actual integral over path
space.
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where we integrate over some space Pxy of paths travelling from x to y parametrized by
[0, 1] (which space of paths to take precisely will be discussed below). Now, from this
formula, it is apparent that as t goes to zero, the contributions of paths γ with high
action S(γ) become very small so that the integral reduces in the limit to an integral
over the minima of S(γ), which are the minimal geodesics between x and y. More pre-
cisely, if we pretend that Pxy is a finite-dimensional Riemannian manifold, Dγ denotes
the corresponding Riemannian volume measure and Z = Z(t) = (4πt)dim(Pxy)/2, then we
obtain2
I(t) ∼ e
−S(γxy)/2tF (γxy)
det(∇2S|γxy)1/2
(1.5)
in the case that there is a unique minimizing geodesic γxy between x and y. Here we take
the determinant of the Hessian of S at γxy with respect to the Riemannian metric on Pxy.
More generally, if the set Γminxy of minimizing geodesics is a k-dimensional submanifold of
the space of all paths, in the sense that the Hessian of S is non-degenerate when restricted
to the normal bundle of Γminxy , we obtain the formula
I(t) ∼ (4πt)−k/2
ˆ
Γminxy
e−S(γ)/2tF (γ)
det
(∇2S|NγΓminxy )1/2dγ, (1.6)
where this time, we take the determinant of the Hessian ∇2S restricted to the normal
bundle to Γminxy (which is non-zero due to the non-degeneracy assumption). This is a general
version of the stationary phase expansion or saddle point method, in its real version also
called Laplace expansion. For a derivation for finite-dimensional manifolds, see [Lud16b,
Appendix A]. We remark that both in (1.5) and (1.6), we need certain non-degeneracy
conditions on the Hessian of S.
Now of course, Pxy will not be a finite-dimensional manifold, but we will see that with
a suitable choice of path space and metric, the right-hand sides of (1.5) and (1.6) aquire
well-defined meanings. Maybe the most natural choice is to take Pxy := Hxy(M) ⊂
H1([0, 1],M), the space of finite-energy paths. This is an infinite-dimensional Hilbert
manifold, and the metric
(X, Y )H1 =
ˆ 1
0
〈∇sX(s),∇sY (s)〉ds (1.7)
for vector fields X, Y along paths γ turns it into an infinite-dimensional Riemannian
manifold (here ∇t denotes covariant differentiation along γ). It turns out that if the
Hessian ∇2S of the action functional (1.2) is turned into an operator using this metric,
the result will be an operator of determinant class, making the expression on the right
hand side of (1.5) well-defined. Moreover, the metric (1.7) induces a Riemannian metric
to the submanifold Γminxy which makes (1.6) well-defined as well. We will refer to this
choice as the H1-picture.
2Here and throughout, the tilde indicates that the quotient of the two sides converges to one as t→ 0.
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Another natural choice is to let Pxy be the space of smooth paths γ with γ(0) = x,
γ(1) = y, which is an infinite-dimensional manifold modelled on nuclear Fréchet spaces.
Here the L2-metric
(X, Y )L2 =
ˆ 1
0
〈X(s), Y (s)〉ds (1.8)
seems to be a natural choice. In this case, turning ∇2S into an operator using this metric
yields an unbounded elliptic operator, which possesses a well-defined zeta-regularized
determinant. This gives rigorous interpretations to the right-hand sides of (1.5) and (1.6)
in this case, which we will refer to as the L2-picture.
Main results. Let M be a Riemannian manifold of dimension n. Our results are
conveniently described by using the Euclidean heat kernel
et(x, y) = (4πt)
−n/2 exp
(
1
4t
d(x, y)2
)
, (1.9)
the name of which stems from the fact that this is the heat kernel in Euclidean space.
Moreover, by Hxy(M) we denote the space of absolutely continuous paths γ with γ(0) = x,
γ(1) = y and such that the velocity field satisfies γ˙ ∈ L2([0, 1], γ∗TM), i.e. the paths in
Hxy(M) have finite energy (1.2). The H
1-metric (1.7) turns Hxy(M) into an infinite-
dimensional Riemannian manifold.
Finally, by Γminxy , we denote the set of length minimizing geodesics in Hxy(M). We will
always assume that Γminxy is a submanifold of dimension k and that it is non-degenerate in
the sense that for each γ ∈ Γminxy the restriction ∇2S|NγΓminxy of the Hessian of the action
functional restricted to the normal space NγΓ
min
xy of Γ
min
xy in Hxy(M) is non-degenerate.
Geometrically, this is equivalent to saying that for any Jacobi field X along a geodesic
γ ∈ Γminxy that vanishes at both endpoints, there exists a geodesic variation γs with fixed
end points in direction X. For example, this assumption is always satisfied when x and y
are closer than the injectivity radius so that Γminxy only consists of the unique minimizing
geodesic between the two points, and it also holds in the case that x and y are antipodal
points of the round sphere Sn, in which case Γminxy is (n− 1)-dimensional.
Theorem 1.1 (H1-Picture). Let L be a formally self-adjoint Laplace type operator
acting on sections of a metric vector bundle V over a compact Riemannian manifold M of
dimension n and let pLt (x, y) be the corresponding heat kernel. Suppose that for x, y ∈M ,
the set of minimal geodesics Γminxy is a k-dimensional non-degenerate submanifold of the
path space Hxy(M). Then
ˆ
Γminxy
[γ‖10]−1
det
(∇2S|NγΓminxy )1/2dH
1
γ = lim
t→0
(4πt)k/2
pLt (x, y)
et(x, y)
, (1.10)
where [γ‖10] denotes the parallel transport along the path γ. In particular, the bilinear form
∇2S|NγΓminxy possesses a well-defined Fredholm determinant on the Hilbert space NγΓminxy
with respect to the H1-metric (1.7).
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Notice that if γ ∈ Γminxy , then S(γ) = d(x, y)2/2. Therefore, comparing with (1.6), this
theorem states precisely that the short-time expansion of the heat kernel coincides with
the formal stationary phase expansion of its representing path integral3 at first order.
Hence in the H1-picture, we obtain a positive answer to the motivating question in the
introduction.
To prove Thm. 1.1 in this paper, we use finite-dimensional approximation to relate the heat
kernel to the path integral (1.1): Taking a partition τ = {0 = τ0 < τ1 < · · · < τN = 1}
of the time interval, we replace the infinite-dimensional manifold Hxy(M) by the finite-
dimensional submanifold Hxy;τ(M) of piecewise geodesics subordinated to the partition
τ . These finite-dimensional path integrals converge to the heat kernel as the mesh of the
partition gets finer, as previous results of the author show. On the other hand, these
finite-dimensional integrals can then be evaluated using Laplace’s method, and careful
error estimates show that one can exchange taking the limit t→ 0 and the limit |τ | → 0.
We now turn to a result involving the L2-picture. A standard fact of Riemannian geometry
is that the Hessian of the action functional is given by
∇2S|γ[X, Y ] =
(
X, (−∇2s +Rγ)Y
)
L2
, (1.11)
where (RγY )(s) = R(γ˙(s), Y (s))γ˙(s) denotes the Jacobi endomorphism, which motivates
to replace the determinant of ∇2S|γ in (1.6) by the zeta-regularized determinant of the
unbounded operator −∇2s +Rγ . We then obtain the following result.
Theorem 1.2. Under the assumptions of Thm. 1.1, we have
ˆ
Γminxy
[γ‖10]−1
detζ
(−∇2s)1/2
det′ζ
(−∇2s +Rγ)1/2dL
2
γ = lim
t→0
(4πt)k/2
pLt (x, y)
et(x, y)
. (1.12)
Here we integrate with respect to the L2-metric (1.8) on Γminxy and det
′
ζ
(−∇2s+Rγ) denotes
the zeta determinant of the Jacobi operator with the zero modes excluded.
Notice here that the left-hand side needs to be normalized by the additional factor of
detζ(−∇2s)1/2 in order to obtain the correct result4. It is a “well-known fact” in physics that
zeta determinants only give the value of path integrals “up to an arbitrary multiplicative
constant”, by which is usually meant that zeta determinants can only be used to calculate
the quotient of two path integrals, which is then given by the quotient of the respective
zeta determinants. This gives an explanation for the appearance of the quotient of two
zeta determinants.
Again, with a view on (1.6), the theorem states that also in the L2-picture, the short-
time expansion of the heat kernel coincides with formal stationary phase expansion of
3Looking more closely, there is a discrepancy of a factor (4pit)−n/2. The reason is that the finite-
dimensional approximation suggests that in the case of two fixed endpoints, Z in (1.4) should really be
given by Z(t) = (4pit)dim(Pxy)/2+n/2 in order to represent that heat kernel.
4We remark that this zeta-determinant can be explicitly calculated in general, namely detζ(−∇2s) = 2n,
see Example 5.1.
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the corresponding path integral. In this sense, the H1-picture and the L2-picture are
equivalent.
Further discussion. Another aspect of this story is that Thm. 1.1 or Thm. 1.2 give
interesting relations between geometric quantities on the path spaces of a Riemannian
manifold and geometric quantities down on M . One such example is the Jacobian of the
Riemannian exponential map,
J(x, y) = det
(
d expx |γ˙xy(0)
)
, (1.13)
which is often called Van-Vleck-Morette-determinant in physics literature [PPV11, I.7].
J(x, y) is a function on M ⊲⊳ M , the set of points (x, y) ∈ M × M such that there
exists a unique minimizing geodesic γxy joining the two. In formula (1.13), we take the
differential of the Riemannian exponential map at the point γ˙xy(0) to obtain a linear map
d expx : Tγ˙xy(0)TxM
∼= TxM −→ TyM and J(x, y) is then the determinant of this linear
map formed with help of the metric. It is well known (compare e.g. [BGV04, Section 2.5])
that in the case that (x, y) ∈M ⊲⊳ M , we have
lim
t→0
pLt (x, y)
et(x, y)
= J(x, y)−1/2[γxy‖10]−1. (1.14)
Comparing this with the results of Thm. 1.1 and Thm. 1.2 gives the equalities
J(x, y) = det(∇2S|γxy) =
detζ(−∇2s +Rγ)
detζ(−∇2s)
. (1.15)
While this may be useful to obtain information on J(x, y) (for example, one directly sees
that J(x, y) is symmetric in x and y, which is not obvious from its definition), it seems
that the true power of this result lies in the reverse implications: Since J(x, y) can be
characterized as the solution to a certain ordinary differential equation (see (6.1), (6.2)
below), we obtain a method to calculate infinite-dimensional determinants by solving
an ordinary differential equation. This result is known as the Gel’fand-Yaglom theorem
and we will prove it as an application in Section 6. A nice illustration is the following
calculation in the constant curvature case.
Example 1.3 (Constant Curvature Manifolds). We calculate det(∇2S|γ) in the case
that γ ∈ Γminxy ⊂ Hxy(M) for a Riemannian manifold M of constant sectional curvature κ.
In this special case, the Jacobi eigenvalue equation along a geodesic γ is (see e.g. [Cha84,
p. 63])(
P +Rγ(s)
)
X(s) = −∇2sX(s)− κ|γ˙(s)|2X(s) + κ 〈X(s), γ˙(s)〉 γ˙(s) = λX(s).
Because γ is a geodesic, the eigenspaces separate into spaces of vector fields that are
either parallel to γ˙ or orthogonal to γ˙. Write r := |γ˙(s)| = d(x, y) (which is independent
of s because γ is a geodesic). Set e1(s) := γ˙(s)/r and let e2(s), . . . , en(s) be a parallel
orthonormal basis of the orthogonal complement of γ˙ along γ.
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If we use the frame e1(s), . . . , en(s) to define the orthonormal basis Fik as in (2.4), then
this is an orthonormal basis of eigenvectors of P +Rγ on the space H10 ([0, 1], γ∗TM): The
F1k are eigenvectors to the eigenvalues λk = π
2k2 (so these have multiplicity one each),
while the Fik, i = 2, . . . , n, are eigenvectors to the eigenvalues µk = π
2k2 − κr2 (each of
these has multiplicity n− 1). The eigenvalues for the operator id + P−1Rγ are then
λ˜k =
λk
π2k2
= 1, µ˜k =
µk
π2k2
= 1− κr
2
π2k2
. (1.16)
(If κ > 0, this reflects that in order to have no zero eigenvalues, we need to have r2κ < π2.)
We obtain by (2.5) and (2.9)
det
(∇2S|γ) = det(id + P−1Rγ) = ∞∏
k=1
(
1− κr
2
π2k2
)n−1
=
(
sin(
√
κr)√
κr
)n−1
by the product formula for the sine [FB05, p. 220] (if κ is negative, then sin becomes sinh).
These results coincide with the explicit formulas for the Jacobian of the exponential map
J(x, y) on manifolds with constant curvature [Hsu02, Example 5.1.2].
Furthermore, our results give formulas for the lowest order term of the heat kernel asymp-
totic expansion in the degenerate case, which seems to have been calculated in special
cases only before (see e.g. [Mc75, Example 3.1] or [Hsu02, Example 5.1.2]). Moreover,
using a degenerate Gel’fand-Yaglom theorem, we give a formula for the lowest order term
in the heat kernel expansion by solving an ODE along geodesics, without mentioning
infinite determinants (see Thm. 6.4 below).
We hope that by comparing the higher order terms in the asymptotic expansion of pLt (x, y)
with the complete formal asymptotic expansion of the path integral (1.1), one obtains
further relations like this. This will be done in a subsequent paper.
This paper is structured as follows. First, we review some theory on infinite-dimensional
determinants in Hilbert spaces and we prove an approximation theorem on Fredholm
determinants (Thm. 2.3) which seems to be new in this form, and which is necessary for
the proof of Thm. 1.1. In the next section, we show how to represent the heat kernel pLt by
approximating the path integral (1.1) with finite-dimensional path integrals. Afterwards,
we combine these techniques to give a proof of Thm. 1.1. In Section 5, we give a brief
summary of the theory of zeta determinants and prove Thm 1.2. Finally, we give an
application of our results by proving the Gel’fand-Yaglom theorem, as mentioned above.
Acknowledgements. I would like to thank Christian Bär, Rafe Mazzeo, Franziska Beitz
and Florian Hanisch for helpful discussions, as well as the reviewer for helpful comments.
Furthermore, I am indebted to Potsdam Graduate School, The Fulbright Program, SFB
647 “Raum-Zeit-Materie” and the Max-Planck-Institute for Mathematics Bonn for finan-
cial support.
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2 Fredholm Determinants and the Hessian of the Action
Functional
For a, b ∈ R, a < b, write I := [a, b]. Let M be a Riemannian manifold of dimension
n. For a smooth path γ in M parametrized by I, consider the operator P := −∇2s on
L2(I, γ∗TM) with Dirichlet boundary conditions. It is straightforward to show that P is
essentially self-adjoint on the domain C∞c (I, γ
∗TM) (the space of compactly supported
sections of γ∗TM) and self-adjoint on the Sobolev space H20 (I, γ
∗TM). Its eigenvalues can
be explicitly computed: For a parallel orthonormal frame e1(s), . . . , en(s) of TM along γ,
the sections Eik, i = 1, . . . , n, k = 1, 2, . . . , given by
Eik(a + s) :=
√
2
b− a sin
(
πks
b− a
)
ei(a+ s), 0 ≤ s ≤ b− a (2.1)
form an orthonormal basis of L2(I, γ∗TM) consisting of eigenvectors of P . Obviously, the
corresponding eigenvalues to Eik are the numbers
λk :=
π2k2
(b− a)2 , k = 1, 2, . . . (2.2)
each eigenvalue having multiplicity n.
Since the operator P is positive and self-adjoint, we can form the powers Pm for m ∈ R
and define the Sobolev spaces
Hm0 (I, γ
∗TM) := P−m/2L2(I, γ∗TM) ⊂ Hm(I, γ∗TM)
with the Sobolev norm
‖X‖Hm := ‖Pm/2X‖L2, (2.3)
which is non-degenerate because P has a trivial kernel. By definition, this norm turns
the map Pm/2 : H l0(I, γ
∗TM) −→ H l−m0 (I, γ∗TM) into an isometry, for any m, l ∈ R.
Notice that for smooth X ∈ H10 (I, γ∗TM), we have
(P 1/2X,P 1/2X)L2 = (PX,X)L2 = −(∇2sX,X)L2 = (∇sX,∇sX)L2 = ‖X‖2H1
so that for m = 1, the norm defined in (2.3) coincides with the H1 norm defined before in
(1.7) and there is no ambiguity in the notation. In particular, in the case that I = [0, 1],
we have
H10 (I, γ
∗TM) ∼= TγHxy(M),
where x := γ(0), y := γ(1). Of course, orthonormal bases on the spaces Hm0 (I, γ
∗TM)
can be obtained by rescaling the L2 orthonormal basis (2.1) appropriately. In particular,
the basis
Fik(a + s) :=
√
2(b− a)
πk
sin
(
πks
b− a
)
ei(a+ s), 0 ≤ s ≤ b− a, (2.4)
i = 1, . . . , n, k = 1, 2, . . . , is an orthonormal basis of H10 (I, γ
∗TM).
For later use, we need the following two lemmas.
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Lemma 2.1. For any m ∈ R, the inclusion of Hm+10 (I, γ∗TM) into Hm0 (I, γ∗TM) is a
Hilbert-Schmidt operator. Furthermore, the inclusion operator from Hm+20 (I, γ
∗TM) into
Hm0 (I, γ
∗TM) is nuclear, and P−1 is trace-class when considered as a bounded operator
on Hm0 (I, γ
∗TM).
Proof. Denote the inclusion operator from Hm+10 into H
m
0 by Jm. In the case m = 1, we
have using the orthonormal basis (2.4) of H10 (I, γ
∗TM) that
‖J0‖22 =
n∑
i=1
∞∑
k=1
‖J0Fik‖2L2 =
n∑
i=1
∞∑
k=1
‖Fik‖2L2 = n
∞∑
k=1
(b− a)2
π2k2
= (b− a)2n
6
,
where we used that
∑∞
k=1 1/k
2 = π2/6 [Eul40]. For m 6= 1, we have Jm = P−m/2J0Pm/2,
so that Jm is also Hilbert-Schmidt by the ideal property of Hilbert-Schmidt operators.
The inclusion of Hm+20 (I, γ
∗TM) into Hm0 (I, γ
∗TM) is equal to JmJm+1 and the compo-
sition of two Hilbert-Schmidt operators is trace-class, so the second statement follows.
Finally, we can write[
P−1 : Hm0 → Hm0
]
= Jm Jm+1
[
P−1 : Hm0 → Hm+20
]
,
which finishes the proof, because nuclear operators form an ideal. 
Lemma 2.2. For any l, m ∈ R with l ≤ m, we have
‖P (l−m)/2X‖Hm = ‖X‖Hl ≤
(
b− a
π
)m−l
‖X‖Hm .
Proof. Using the basis Eik from (2.1) to the eigenvalues λk, decompose a given vector
field X ∈ Hm0 ([a, b], γ∗TM) as X =
∑n
i=1
∑∞
k=1XikEik. Then for any l ≤ m, we have
‖X‖2Hm =
n∑
i=1
∞∑
k=1
λmk |Xik|2 ≥ λm−l1
n∑
i=1
∞∑
k=1
λlk|Xik|2 =
(
π2
(b− a)2
)m−l
‖X‖2Hl,
using the explicit value for λ1 as in (2.2). This is the statement. 
Let us now discuss the determinant of the Hessian of the action. If T is a bounded
linear operator on a separable Hilbert space H, then its determinant can be defined if
it has the form T = id +W with a trace-class operator W . We will call such operators
determinant-class and their (Fredholm) determinant can be defined by
det(T ) :=
∞∏
j=1
(1 + λj), (2.5)
where λj are the eigenvalues of W , repeated with algebraic multiplicity. Because as a
trace-class operator, W is compact, its non-zero spectrum consists only of eigenvalues of
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finite algebraic multiplicity (see e.g. Thm. 7.1 in [Con94]) and the trace-class condition
means just that
∑∞
j=1 |λj| < ∞, which implies that the product converges absolutely.
In particular, det(T ) = 0 if and only if λj = −1 for some j, i.e. T has the eigenvalue
zero. There are many other ways to define the determinant of T , see [Sim77]. For us, the
following equivalent way to calculate a determinant will be useful.
Theorem 2.3. Let H be a separable Hilbert space and let T := id + W be a bounded
operator on T with W trace-class. Let V1 ⊆ V2 ⊆ . . . be a nested sequence of finite-
dimensional subspaces such that their union is dense in H. Then we have
det(T ) = lim
k→∞
det
(
T |Vk
)
.
Remark 2.4. In particular, if e1, e2, . . . is an orthonormal basis of H, then setting Vk to
be the span of e1, . . . , ek yields that
det(T ) = lim
k→∞
det
(
〈ei, T ej〉
)
1≤i,j≤k
,
where the latter is an ordinary determinant of matrices.
Proof. Let πk be the orthogonal projection on Vk and set Wk = πkWπk. Because id+Wk
has the block diagonal form
id +Wk =
(
T |Vk 0
0 id
)
with respect to the orthogonal splitting H = Vk ⊕ V ⊥k , we have
det
(
T |Vk
)
= det
(
id +Wk
)
,
where the right hand side denotes the Fredholm determinant on H. Let nk be the di-
mension of Vk and let e1, e2, . . . be an orthonormal basis of H such that e1, . . . , enk is an
orthonormal basis of Vk. Using this orthonormal basis, we have
trWk =
∞∑
j=1
〈ej, πkWπkej〉 =
nk∑
j=1
〈ej,Wej〉 −→
∞∑
j=1
〈ej ,Wej〉 = trW. (2.6)
For the Hilbert-Schmidt norm, we find
‖Wk −W‖22 =
∞∑
ij=1
〈ei,(πkWπk −W )ej〉2 =
∑
{i,j | i>nk or j>nk}
〈ei,Wej〉2 ,
which converges to zero since W is Hilbert-Schmidt (this follows e.g. from the dominated
convergence theorem). Thus Wk →W in the Hilbert-Schmidt norm.
The 2-regularized determinant of a determinant-class operator id + V is defined by
det2(id + V ) = det(id + V )e
−tr V ,
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see Section 6 in [Sim77]. Because det2 is continuous in the topology induced by Hilbert-
Schmidt norm (Thm. 6.5 in [Sim77]) and because of (2.6), we have
lim
k→∞
det(id +Wk) = lim
k→∞
det2(id +Wk)e
trWk = det2(id +W )e
trW = det(id +W ).
This finishes the proof. 
For s ∈ I, define the Jacobi endomorphism by
Rγ(s)v := R
(
γ˙(s), v
)
γ˙(s), v ∈ Tγ(s)M, (2.7)
where R is the Riemann curvature tensor of M . Because of the symmetries of R, Rγ is
a symmetric endomorphism field of the bundle γ∗TM over I. Since Rγ is smooth and
uniformly bounded on I, we can form the operator P +Rγ , which is then self-adjoint on
the same domain as P , and possesses the same mapping properties as P .
From now on, suppose that γ is a geodesic. Then the Hessian ∇2S|γ is given by
∇2S|γ[X, Y ] = (∇sX,∇sY )L2 + (X,RγY )L2 =
(
X, (P +Rγ)Y
)
L2
(2.8)
for X, Y ∈ H10 (I, γ∗TM), see e.g. Thm. 13.1 in [Mil63]. Hence on H10 (I, γ∗TM) ⊂
L2(I, γ∗TM), the Hessian is given by the operator P +Rγ with respect to the L2 metric.
Of course, this operator is far from being determinant-class, since it is even unbounded.
But by (2.8), we also have
∇2S|γ[X, Y ] = (X, Y )H1 + (P−1RγX, Y )H1 =
(
X,P−1(P +Rγ)Y
)
H1
, (2.9)
so on the space H10 (I, γ
∗TM), the bilinear form ∇2S|γ is given by the operator P−1(P +
Rγ) = id + P−1Rγ. Now, indeed, P−1Rγ is trace-class on H10 (I, γ∗TM), by Lemma 2.1.
In fact, we can even calculate its value in terms of a curvature integral, as the following
proposition shows.
Proposition 2.5 (The Hessian of the Energy). Let γ ∈ Hxy(M) be a geodesic and
consider ∇2S|γ as an operator on TγHxy(M), by dualizing with the H1 metric. Then
∇2S|γ − id is trace-class with
Tr
(∇2S|γ − id) = −ˆ 1
0
ric
(
γ˙(s), γ˙(s)
)
s(1− s) ds,
where ric denotes the Ricci tensor of M .
Remark 2.6. This implies that ∇2S|γ is determinant-class as a bilinear form on the
Hilbert space H10 ([0, 1], γ
∗TM) with respect to the H1 metric. Furthermore, it is easy to
see from the above considerations that ∇2S|γ is determinant-class on Hm0 ([0,1], γ∗TM) if
and only if m = 1.
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Proof. By (2.9), we have using the orthonormal basis Fik from (2.4) that
Tr
(∇2S|γ − id) = n∑
i=1
∞∑
k=1
(
P−1RγFik, Fik
)
H1
=
n∑
i=1
∞∑
k=1
(RγFik, Fik)L2
=
ˆ 1
0
(
n∑
j=1
〈R(γ˙(s), ei(s))γ˙(s), ei(s)〉
)
︸ ︷︷ ︸
=−ric
(
γ˙(s),γ˙(s)
)
(
∞∑
k=1
2
π2k2
sin (πsk)2
)
ds.
Now because of 2 sin(z)2 = 1− cos(2z), we have
∞∑
k=1
2
π2k2
sin (πsk)2 =
1
π2
∞∑
k=1
1
k2
−
∞∑
k=1
1
π2k2
cos (2πsk) = s(1− s),
where we used the Fourier transform identity of the second Bernoulli polynomial [Sch13],
∞∑
k=1
1
π2k2
cos (2πks) = s2 − s+ 1
6
. 
3 The Heat Kernel as a Path Integral
Throughout, let M be a compact Riemannian manifold of dimension n. We now discuss
how to represent the heat kernel by finite-dimensional path integrals, which connects it
to formula (1.1). For a partition τ = {0 = τ0 < τ1 < · · · < τN = 1} of the interval [0, 1],
write
Hxy;τ(M) :=
{
γ ∈ Hxy(M) | γ|[τj−1,τj ] is a unique minimizing geodesic
}
, (3.1)
for the space of paths γ where each segment γ|[τj−1,τj ] is a minimizing geodesic between
its endpoints and the endpoints are not in each other’s cut locus. One can show that
Hxy;τ (M) is an n(N − 1)-dimensional submanifold of Hxy(M) and that the map
evτ : Hxy;τ (M) −→MN−1, γ 7−→
(
γ(τ1), . . . , γ(τN−1)
)
(3.2)
is an open embedding. The H1-metric (1.7) turns Hxy;τ (M) into a finite-dimensional
Riemannian manifold.
Let now M be compact and let L be a self-adjoint Laplace type operator, acting on
sections of a metric vector bundle V over M . Any such operator can uniquely be written
as L = ∇∗∇+V , where∇ is a metric connection on V and V is a symmetric endomorphism
field. L generates a strongly continuous semigroup of operators e−tL, the heat semigroup.
For each t > 0 the operator e−tL has a smooth integral kernel pLt (x, y), the heat kernel,
which is a section of the bundle V ⊠ V∗ over M ×M , the bundle with fibers Vx ⊗ V∗y ∼=
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Hom(Vy,Vx) over points (x, y) ∈M ×M . It has been shown by the author [Lud16a] that
in the case that V = 0, one has
pLt (x, y) = lim
|τ |→0
1
Z
ˆ
Hxy;τ (M)
e−S(γ)/2t [γ‖yx]−1 dΣ-H
1
γ, (3.3)
where the limit goes over any sequence of partitions the mesh of which tends to zero, the
integral over Hxy;τ(M) is taken with respect to a discretized version of the H
1 volume
and Z = Z(t) = (4πt)dimHxy;τ (M)/2+n/2 (in the case that V 6= 0, a similar, slightly more
complicated formula holds).
Unfortunately, the result (3.3) cannot be used to perform the proof of Thm. 1.1 envi-
sioned in the introduction, because we have no control over the error of the path integral
approximation: There is no reason why one should obtain the same result when taking
the limit |τ | → 0 first and then t → 0 as opposed to vice versa, especially if one divides
by et(x, y) previously.
To fix this, we add certain correction terms to the integrand of (3.3), which improve the
time-uniformity of the approximation. In order to do this, we use that pLt (x, y) has an
asymptotic expansion near the diagonal of the form
pLt (x, y) ∼ et(x, y)
∞∑
j=0
tj
Φj(x, y)
j!
,
where the Φj are certain smooth sections of V ⊠ V∗ near the diagonal, determined by
transport equations, compare e.g. [BGV04, Section 2] or [Lud16b, Thm. 1.1]. It is well
known that Φ0(x, y) = [γxy‖10]−1J(x, y)−1/2, where [γxy‖10] denotes parallel transport along
the unique shortest geodesic γxy between x and y and J(x, y) is the Jacobian of the
exponential map defined in (1.13) (see [BGV04, Section 2.5]). In particular, for (x, y) ∈
M ⊲⊳ M , we have
lim
t→0
pLt (x, y)
et(x, y)
= Φ0(x, y) = [γxy‖10]−1J(x, y)−1/2. (3.4)
By the results of [Lud16b], the heat kernel pLt (x, y) can be approximated by the path
integral
I(t, x, y) := (4πt)−nN/2
ˆ
Hxy;τ (M)
e−S(γ)/2tΥτ (γ) dH
1
γ, (3.5)
where Υτ (γ) is a complicated geometric term given by
Υτ (γ) =
∣∣det(devτ |γ)∣∣ N∏
j=1
χ
(
d(γ(τj−1), γ(τj))
)Φ0(γ(τj−1), γ(τj))
(∆jτ)n/2
. (3.6)
It involves the Jacobian determinant of the evaluation map (3.2), the first heat kernel
coefficient Φ0 and a smooth cutoff function χ : [0,∞) → R with χ(r) = 1 near zero and
χ(r) = 0 for r ≥ inj(M), the injectivity radius of M . That pLt (x, y) can be approximated
by the integral I(t, x, y) precisely means the following.
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Proposition 3.1. There exist constants δ, C > 0 such that∣∣pLt (x, y)− I(t, x, y)∣∣ ≤ Ctp∆t (x, y)
for all partitions τ of the interval [0, 1] with |τ | ≤ δ.
This is a special case of Thm. 1.2 combined with Lemma 5.7 in [Lud16b] (one can make
the error of smaller order in t by adding more heat kernel coefficients to the definition
(3.6) of Υτ . Relevant for us is the following corollary.
Corollary 3.2. Under the assumptions of Thm. 1.1, we have
lim
t→0
(4πt)k/2
pLt (x, y)
et(x, y)
=
ˆ
Γminxy
Υτ (γ)
detτ
(∇2S|NγΓminxy )1/2dH
1
γ.
for any partition τ with |τ | ≤ δ, where δ > 0 is as in Prop. 3.1. Here by detτ (∇2S|NγΓminxy ),
we mean the determinant of ∇2S when restricted to the normal space of Γminxy inside
Hxy;τ (M).
Proof. By Prop. 3.1 and the calculations above, there exist constants δ > 0 and C1 > 0
such that ∣∣∣∣pLt (x, y)et(x, y) − I(t, x, y)et(x, y)
∣∣∣∣ ≤ C1p∆t (x, y)et(x, y) t (3.7)
for all x, y ∈ M , all partitions τ with |τ | ≤ δ and each 0 < t ≤ 1. By Thm. 5.2 in
[Lud16b], we have
p∆t (x, y)
et(x, y)
≤ C2t−k/2 (3.8)
for some constant C2 > 0. Using this on (3.7), multiplying by (4πt)
k/2 and taking the
limit t→ 0, we get, using the definition of I(t, x, y),
lim
t→0
(4πt)k/2
pLt (x, y)
et(x, y)
= lim
t→0
(4πt)−n(N−1)/2+k/2
 
Hxy;τ (M)
e−[S(γ)−d(x,y)
2/2]/2tΥτ (γ) dH
1
γ.
The limit on the right hand side can now be evaluated using Laplace’s method if Γminxy is
a k-dimensional non-degenerate submanifold of Hxy(M). Namely, in this case Γ
min
xy is also
a non-degenerate submanifold of Hxy;τ (M) for each partition τ fine enough. The function
φ(γ) := S(γ) − d(x, y)2/2 is zero on the submanifold Γminxy and positive everywhere else.
Therefore, by Laplace’s method (compare e.g. Appendix A in [Lud16b]), the integral
therefore concentrates on Γminxy in the limit t→ 0. The precise result is
lim
t→0
(4πt)−n(N−1)/2+k/2
ˆ
Hxy;τ(M)
e−φ(γ)/2tΥτ (γ) dH
1
γ =
ˆ
Γminxy
Υτ (γ)
detτ
(∇2φ|NγΓminxy )1/2dH
1
γ,
where the determinant of ∇2φ is taken over the (finite-dimensional) normal space of Γminxy
inside Hxy;τ (M). Clearly, ∇2φ = ∇2S so the result follows. 
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4 Heat Kernel Asymptotics as a Fredholm Determinant
In this section, we prove Thm. 1.1. Before starting the proof, let us shed some light on
the assumptions of the theorem.
Lemma 4.1. Let M be a complete manifold and suppose that for x, y ∈ M , the set Γminxy
of length minimizing geodesics is a submanifold of Hxy(M). Then the following statements
are equivalent.
(i) Γminxy is non-degenerate in the sense that for each γ ∈ Γminxy , the Hessian of the action
∇2S is non-degenerate when restricted to the normal bundle NγΓminxy of Γminxy at γ.
(ii) For each γ ∈ Γminxy and each Jacobi field X along γ with X(0) = X(1) = 0, there
exists a geodesic variation γε, ε ∈ (−ǫ0, ǫ0) with ∂∂ε |ε=0γε = X and γε(0) = x,
γε(1) = y for each ε ∈ (−ǫ0, ǫ0).
Notice that if X ∈ TγΓminxy , we always have ∇2S[X, Y ] = 0 for all Y ∈ TγHxy(M), so that
unless dim(Γminxy ) = 0, ∇2S is always degenerate on TγHxy(M).
Proof. Let γ ∈ Γminxy and suppose there exists X ∈ NγΓminxy such that ∇2S|γ[X, Y ] = 0 for
all Y ∈ TγHxy(M). By (2.8), X is a weak solution of the equation (−∇2s +Rγ)X = 0,
therefore smooth by elliptic regularity and hence a strong solution. That is, X is a Jacobi
field with X(0) = X(1) = 0. However, there exists no geodesic variation γε in Hxy(M)
with ∂
∂ε
|ε=0γε = X, because then we would have γε ∈ Γminxy for each ε and ∂∂ε |ε=0γε ∈ TΓminxy ,
a contradiction to X ∈ NγΓminxy .
Conversely, let X be a Jacobi field along γ ∈ Γminxy with X(0) = X(1) = 0. If there exists
no geodesic variation γε ∈ Γminxy with ∂∂ε |ε=0γε = X, then this means that X /∈ TγΓminxy .
Hence its normal component X˜ is not zero, and X˜ is a Jacobi field, because all elements of
TγΓ
min
xy are Jacobi fields, and X˜ is the difference of such a tangent vector and the Jacobi
field X. This implies that ∇2S|γ[X˜, Y ] = 0 for all Y ∈ TγHxy(M), so that ∇2S|γ is
degenerate, even when restricted to the normal space NγΓ
min
xy . 
Remark 4.2. Versions of Thm. 1.1 can also be obtained in the case that Γminxy is a de-
generate submanifold of Hxy(M), compare e.g. [Mc75, Section 3]. We restrict to the
non-degenerate case for simplicity.
Remark 4.3. It is easy to see that a version of Thm. 1.1 also holds in the case that Γminxy
is a disjoint union of a k-dimensional submanifold Γ0 and submanifolds Γ1, . . . ,Γℓ of lower
dimension, under the assumption that all of them are all non-degenerate. In that case,
(1.10) still holds if one replaces the integral over Γminxy by an integral over Γ0.
Let us now go on with the proof of Thm. 1.1. Remember that so far (Corollary 3.2), we
have shown that
lim
|τ |→0
(4πt)k/2
pLt (x, y)
et(x, y)
=
ˆ
Γminxy
Υτ (γ)
detτ
(∇2S|NγΓminxy )1/2dH
1
γ.
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for any partition τ small enough, where Υτ (γ) is given by (3.6) and detτ (∇2S|NγΓminxy ) is
the finite-dimensional determinant of ∇2S, restricted to the normal space of Γminxy inside
Hxy;τ (M). It remains to show that the integrand under the integral over Γ
min
xy can be
replaced by the integrand of Thm. 1.1. To obtain Thm. 1.1 from this, we need the
following three technical lemmas, the (somewhat involved) proofs of which will be given
at the end of this section.
With a view on the formula (3.6), it should be clear the first two lemmas are needed to
show that Υτ (γ) converges to the inverse parallel transport as t → 0, while we employ
the third lemma to argue that the determinants of ∇2S on the finite-dimensional normal
bundles converge to the infinite-dimensional determinant appearing in Thm. 1.1.
Lemma 4.4. There exists a constant C > 0 such that for each γ ∈ Γminxy , we have∣∣∣∣∣
N∏
j=1
Φ0
(
γ(τj−1), γ(τj)
)− [γ‖10]−1
∣∣∣∣∣ ≤ C|τ |
for each partition τ of the interval [0, 1] fine enough.
Lemma 4.5. Let M be a compact Riemannian manifold and x, y ∈ M . Then for every
C > 0, there exist constants α > 0 and N0 ∈ N such that the following holds: For any
geodesic γ ∈ Γminxy in M , we have
e−α|τ |
3 ≤ ∣∣det(devτ |γ)∣∣ N∏
j=1
(∆jτ)
−n/2 ≤ eα|τ |3
for any partition τ = {0 = τ0 < τ1 < · · · < τN = 1} of the interval [0, 1] such that N ≥ N0
and |τ | ≤ C/N .
Lemma 4.6. Let S be a set of partitions of the interval [0, 1] such that for any ε > 0, there
exists τ ∈ S with |τ | < ε. Then for any γ ∈ Γminxy , the union of the spaces TγHxy;τ(M),
τ ∈ S is dense in TγHxy(M) = H10 ([0, 1], γ∗TM).
Using these Lemmas, we can now prove our main result, the theorem on the H1-picture.
Proof (of Thm. 1.1). By Corollary 3.2, we are done if we show that
lim
|τ |→0
ˆ
Γminxy
Υτ (γ)
detτ
(∇2S|NγΓminxy )1/2dH
1
γ =
ˆ
Γminxy
[γ‖10]−1
det
(∇2S|NγΓminxy )1/2dH
1
γ.
where we may take the limit over any suitable sequence (τ (k))k∈N of partitions satisfying
|τ (k)| → 0 (notice that a particular result of the lemma is that the value of the integral
on the left hand side integral does not depend on τ).
By Lemma 4.4 and Lemma 4.5, the function Υτ (γ) is uniformly bounded on Γminxy and we
have for any γ ∈ Γminxy that
lim
|τ |→0
Υτ (γ) = [γ‖10]−1.
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Here for a fixed C > 0, the limit goes over any sequence τ (k) of partitions with |τ (k)| → 0
and |τ (k)| ≤ C/N .
By Lemma 4.6, for any such sequence (τ (k))k∈N, the union of the spaces TγHxy;τ (k)(M),
k ∈ N, is dense in TγHxy(M) for every γ ∈ Γminxy . Furthermore, also the union of the spaces
NγΓ
min
xy ∩ TγHxy;τ (k)(M) is dense in NγΓminxy . (For let X ∈ NγΓminxy . Then by Lemma 4.6,
there exists a sequence Xk ∈ TγHxy;τ (k)(M) with ‖X −Xk‖H1 → 0. But if Yk ∈ TγΓminxy is
the part of Xk tangent to Γ
min
xy , we have
‖X −Xk‖2H1 =
∥∥X − (Xk − Yk)∥∥2H1 + ‖Yk‖2Hk ,
so that Xk − Yk is an approximating sequence of X in NγΓminxy ∩ TγHxy;τ (k)(M).) By
Thm. 2.3, we therefore have
lim
k→∞
detτ (k)
(∇2S|NγΓminxy ) = limk→∞ det(∇2S|NγΓminxy ∩TγHxy;τ(k)(M)) = det(∇2S|NγΓminxy )
if we additionally choose the sequence (τ (k))k∈N to be nested (since then the corresponding
sequence of spaces NγΓ
min
xy ∩ TγHxy;τ (k)(M) is nested, too).
We obtain that if for a fixed C > 0, we take the limit over some nested sequence of
partitions τ (k) with |τ (k)| → 0 that additionally satisfies |τ (k)| ≤ C/N , then the integrand
from Corollary 3.2 converges to the integrand from the theorem pointwise.
To justify the exchange of integration and taking the limit, we give a uniform bound on
detτ
(∇2S|NγΓminxy ), then the result follows from Lebesgue’s theorem of dominated conver-
gence. Because of (2.9), we have
detτ
(∇2S|NγΓminxy ) := det(∇2S|NγΓminxy ∩Hxy;τ (M)) = det((id + πτP−1Rγπτ )|NγΓminxy ),
where πτ is the orthogonal projection ofHxy(M) onto Hxy;τ(M). By the standard estimate
for Fredholm determinants (see [Sim77, Thm. 3.2])
e−‖T‖1 ≤ det(id + T ) ≤ e‖T‖1 , (4.1)
which holds for all trace-class operators T , we have
detτ
(∇2S|NγΓminxy )−1/2 ≤ e‖πτP−1Rγπτ‖1/2.
But
‖πτP−1Rγπτ‖1 ≤ ‖πτ‖‖P−1Rγ‖1‖πτ‖ ≤ ‖P−1‖1‖Rγ‖,
which is finite by Lemma 2.1 and bounded uniformly over γ ∈ Γminxy since Γminxy is compact.
This establishes the required bound and finishes the proof. 
Restricting to the case (x, y) ∈M ⊲⊳ M gives the following corollary.
Corollary 4.7 (The Jacobian of the Exponential Map). Let M be a complete Rie-
mannian manifold. Let (x, y) ∈ M ⊲⊳ M and let γxy be the unique minimizing geodesic
connecting x to y in time one. Then we have
det
(∇2S|γxy) = J(x, y),
where J(x, y) is the Jacobian determinant of the exponential map, as defined in (1.13).
Here, Hxy(M) carries the H
1 metric (1.7).
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Proof. Of course, this is a local result, so in the case that M is non-compact, we can take
some patch ofM containing γxy and embed it isometrically into some compact Riemannian
manifoldM ′ in such a way that γxy is still a minimizing geodesic, without changing J(x, y)
or the determinant of the Hessian of the action. This shows that we may assume that M
is compact so that the above results apply.
Taking the heat kernel of the Laplace-Beltrami operator in Thm. 1.1 and restricting to
the case (x, y) ∈ M ⊲⊳ M (which implies Γminxy = {γxy} and k = dim(Γminxy ) = 0), we have
J(x, y)−1/2 = Φ0(x, y) = lim
t→0
p∆t (x, y)
et(x, y)
= det
(∇2S|γxy)−1/2.
by (3.5). 
Example 4.8 (The first Coefficient on Spheres). On an n-dimensional sphere SnR of
radius R = 1/
√
κ, the determinant of the Hessian of the action, respectively the Jacobian
of the exponential map, is given by
J(x, y) =
(
sin
(√
κ d(x, y)
)
√
κd(x, y)
)n−1
, (4.2)
in the case that x and y are not antipodal points, see [Hsu02, Example 5.1.2]. From
this, one can read off the heat kernel asymptotics of Thm. 1.1 in this case (compare
(3.4) and Corollary 4.7). We now use Thm. 1.1 to calculate the first coefficient for the
Laplace-Beltrami operator on SnR in the case that x and y are antipodal points.
Without loss of generality, we assume that x = (R, 0, . . . , 0) and y = (−R, 0, . . . , 0) are
the north and south pole. In this case, the set Γminxy is diffeomorphic to S
n−1
R , the n − 1-
dimensional sphere of radius R, via the diffeomorphism
ρ : Sn−1R −→ Γminxy θ 7−→
[
s 7→
(
R cos(πs)
θ sin(πs)
)]
.
For v ∈ TθSn−1R , we have
dρ|θv =: Xv =
[
s 7→
(
0
v sin(πs)
)]
.
Since v ∈ TθSn−1R , we have 〈v, θ〉 = 0, hence
〈
X˙v(s), ρ(θ)(s)
〉
= 0 so that
∇sXv(s) = X˙v(s)− κ
〈
X˙v(s), ρ(θ)(s)
〉
ρ(θ)(s) = −π
(
0
v sin(πs)
)
,
by the explicit formula for the Levi-Civita connection on the round sphere. Therefore, if
e1, . . . , en−1 is an orthonormal basis of TθS
n−1
R , the Jacobian determinant of ρ is given by∣∣det(dρ|θ)∣∣ = det((Xei, Xej)H1)1/21≤i,j≤n−1 = det
(
π2 〈ei, ej〉
ˆ 1
0
cos(πs)2ds
)1/2
1≤i,j≤n−1
= πn−12(1−n)/2,
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which is constant. To calculate the determinant of the Hessian of the action, remember
that the eigenvalues are given by (1.16). In our case, r = Rπ and κ = 1/R2 so µ˜1 = 0,
which has to be left out to calculate the Hessian on the normal space to Γminxy . We obtain
det
(∇2S|NγΓminxy ) = ∞∏
k=2
µ˜n−1k =
∞∏
k=2
(
1− κr
2
π2k2
)n−1
=
∞∏
k=2
(
1− 1
k2
)n−1
= 21−n,
because the product “telescopes”, that is
∞∏
k=2
(
1− 1
k2
)
= lim
N→∞
(
N∏
k=2
k − 1
k
)(
N∏
k=2
k + 1
k
)
= lim
N→∞
1
N
N + 1
2
=
1
2
.
Therefore, by Thm. 1.1, we have
lim
t→0
(4πt)(1−n)/2
pLt (x, y)
et(x, y)
=
ˆ
Γminxy
2(n−1)/2dH
1
γ = 2(n−1)/2
ˆ
Sn−1
R
det
(
dρ|θ
)
dθ
= πn−1Rn−1vol(Sn−1) = 2
π3n/2−1Rn−1
Γ (n/2)
.
This result can also be found in [Hsu02, Example 5.3.3].
To finish this section, it is left to prove the Lemmas 4.4, 4.5 and 4.6.
Proof (of Lemma 4.4). By (3.4), we have
N∏
j=1
Φ0
(
γ(τj−1), γ(τj)
)− [γ‖10]−1 =
(
N∏
j=1
J
(
γ(τj−1), γ(τj)
)−1/2 − 1) [γ‖10]−1. (4.3)
By Corollary II.8.1 in [Cha06] and compactness of M , there exist constants C1, R > 0
such that |J(x, y) − 1| ≤ C1d(x, y)2 for all x, y ∈ M with d(x, y) < R. Hence for each
α ∈ R, there exists a constant Cα such that
J(x, y)α ≤ eCαd(x,y)2 .
for such x, y ∈M . Because d(γ(τj−1), γ(τj)) = ∆jτd(x, y), we have
N∏
j=1
J
(
γ(τj−1), γ(τj)
)α ≤ eCαd(x,y)2 ∑Nj=1(∆jτ)2 ≤ eCα|τ |d(x,y)2
Using this for α = ±1/2 gives the lemma together with (4.3). 
Proof (of Lemma 4.5). Identify the tangent spaces Tγ(s)M with Tγ(0)M using parallel
transport along γ so that vector fields along γ are identified with Tγ(0)M-valued func-
tions. Let τ = {0 = τ0 < τ1 < · · · < τN = 1}, N ≥ 2, be a partition of the interval [0, 1]
and write for abbreviation ∆j := ∆jτ = τj − τj−1 throughout this proof.
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Step 1. Define the subspace Wτ ⊂ TγHxy(M) = H10 ([0, 1], γ∗TM) by
Wτ :=
{
X ∈ TγHxy(M) | X smooth on (τj−1, τj) with ∇2sX(s) = 0
}
. (4.4)
This means that elements X ∈ Wτ are piecewise linear, i.e. they have the form
X(τj−1 + s) =
(
1− s
∆j
)
vj−1 +
s
∆j
vj , vj := X(τj), 0 ≤ s ≤ ∆j . (4.5)
Define
Ψτ :
N⊕
j=1
Tγ(τj )M −→Wτ , (v1, . . . , vN−1) 7−→ Xv,
where Xv is the unique element in Wτ with Xv(τj) = vj (where we set v0 = vN = 0).
Then by the explicit form (4.5) of Xv = Ψτ (v1, . . . , vN−1), Xw = Ψτ (w1, . . . , wN−1), we
have (using the convention v0 = vN = w0 = wN = 0)
(
Xv, Xw
)
H1
=
N∑
j=1
ˆ τj
τj−1
〈
1
∆j
(vj − vj−1), 1
∆j
(wj − wj−1)
〉
ds
=
N∑
j=1
1
∆j
(〈vj , wj〉+ 〈vj−1, wj−1〉 − 〈vj , wj−1〉 − 〈vj−1, wj〉)
=
〈 v1...
vN−1
 , Dτ
 w1...
wN−1
〉
where Dτ is the n(N − 1)× n(N − 1) matrix
Dτ :=

(
1
∆1
+ 1
∆2
)
id − 1
∆2
id
− 1
∆2
id
(
1
∆2
+ 1
∆3
)
id
. . .
. . .
. . . − 1
∆N−1
id
− 1
∆N−1
id
(
1
∆N−1
+ 1
∆N
)
id
 .
Using induction and Laplace’s formula for determinants, one shows that det(Dτ ) =∏N
j=1∆
−n
j . As a subspace of H
1
0 ([0, 1], γ
∗TM), Wτ carries the induced H
1 scalar product.
With respect to this scalar product, we obtain that
| det(Ψτ )| = det(Ψ∗τΨτ )1/2 = det(Dτ )1/2 =
N∏
j=1
∆
−n/2
j . (4.6)
Step 2. Define the operator
Kτ : Wτ −→ TγHxy(M), X 7−→ KτX, (4.7)
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where Y := KτX is the unique solution of{
−∇2sY (s) +Rγ(s)Y (s) = −Rγ(s)X(s) for s 6= τj
Y (τj) = 0 for j = 1, . . . , N,
with Rγ the curvature endomorphism along γ considered in Section 2. This problem
indeed has a unique solution, because Y = KτX is just patched together from the unique
solutions of Dirichlet problems on each subinterval [τj−1, τj]. Namely, the self-adjoint
operator −∇2s +Rγ with Dirichlet boundary conditions is invertible on each of the subin-
tervals [τj−1, τj ], because it has trivial kernel: Elements in the kernel are Jacobi fields with
vanishing endpoints. A non-zero element in the kernel would therefore imply that γ(τj−1)
and γ(τj) are conjugate, which cannot happen for N ≥ 2 as γ is a minimizing geodesic.
Because the right hand side is smooth in the interior on these subintervals, Y is as well.
For X ∈ Wτ , set X˜ := X +KτX := X + Y . Then X˜ ∈ TγHxy;τ (M), because for s 6= τj ,
we have
∇2sX˜ = ∇2sX(s)︸ ︷︷ ︸
=0
+∇2sY (s) = Rγ(s)Y (s) +Rγ(s)X(s) = Rγ(s)X˜(s).
Thus X˜ is a piecewise Jacobi field, i.e. an element of TγHxy;τ(M). Notice that
id +Kτ : Wτ −→ TγHxy;τ(M)
is an isomorphism of vector spaces, because the dimensions coincide and it is injective: If
X = −KτX, for X ∈ Wτ , then in particular X(τj) = −(KτX)(τj) = 0 for all j, hence
X = 0. Furthermore, for vectors vj ∈ Tγ(τj )M , X := (id + Kτ )Ψτ (v1, . . . , vN−1) is the
piece-wise Jacobi field with X(τj) = vj . Therefore,(
devτ |γ
)−1
= (id +Kτ )Ψτ . (4.8)
Extend Kτ to a bounded linear operator on TγHxy(M) through extension by zero on the
orthogonal complement W⊥τ . Denote by iτ , pτ and ιτ , πτ the inclusions and orthogonal
projections corresponding to the subspaces Wτ respectively TγHxy;τ (M) of TγHxy(M).
Using (4.8) and (4.6), we obtain
∣∣det(devτ |γ)∣∣ N∏
j=1
∆
−n/2
j =
∣∣det(πτ (id +Kτ )iτ)∣∣−1∏Nj=1∆−n/2j∣∣det(Ψτ )∣∣
=
∣∣det(πτ (id +Kτ )iτ)∣∣−1
(4.9)
Furthermore, ∣∣det(πτ (id +Kτ )iτ)∣∣ = det(pτ (id +Kτ )∗ιτπτ (id +Kτ )iτ)1/2
= det
(
pτ (id +Kτ )
∗(id +Kτ )iτ
)1/2
,
(4.10)
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where in the last step we used that the image of id +Kτ is contained in TγHxy;τ(M) so
that the projection and inclusion in the middle can be left out. For X1, X2 ∈ Wτ , let
Y1 := KτX1, Y2 := KτX2 and calculate
(X1, KτX2)H1 = (X1, Y2)H1 =
N∑
j=1
ˆ τj
τj−1
〈∇sX1(s),∇sY2(s)〉 ds = 0,
which follows from integration by parts since ∇2sX1 = 0 for s ∈ [τj−1, τj] and Y2(τj) =
Y2(τj−1) = 0 for all j = 1, . . . , N . This shows KτX ⊂ W⊥τ . Put together, we get for
X1, X2 ∈ Wτ that(
X1, (id+Kτ )
∗(id +Kτ )X2
)
H1
= (X1, X2)H1 + (X1, KτX2)H1︸ ︷︷ ︸
=0
+ (KτX1, X2)H1︸ ︷︷ ︸
=0
+(KτX1, KτX2)H1
=
(
X1, (id +K
∗
τKτ )X2
)
H1
,
i.e. pτ (id +Kτ )
∗(id +Kτ )iτ = pτ (id +K
∗
τKτ )iτ , and
det
(
pτ (id +Kτ )
∗(id +Kτ )iτ
)1/2
= det
(
pτ (id +K
∗
τKτ )iτ
)1/2
= det
(
id +K∗τKτ
)1/2
,
(4.11)
where the last determinant is a Fredholm determinant and the last step uses that id+K∗τKτ
has block diagonal form with respect to the decomposition TγHxy(M) = Wτ ⊕W⊥τ .
Therefore, with a view on the standard determinant estimate (4.1), we are led to estimate
‖K∗τKτ‖1 = tr(K∗τKτ ) = ‖Kτ‖22, the Hilbert-Schmidt norm of Kτ .
Step 3. We need some preliminary considerations. Let [a, b] be any subinterval of [0, 1]
and write P for the operator −∇2s on L2([a, b], γ∗TM) with Dirichlet boundary conditions,
as in Section 2. Suppose that [a, b] ( [0, 1]. Then P + Rγ is an isomorphism from
Hm0 ([a, b], γ
∗TM) to Hm−20 ([a, b], γ
∗TM) for eachm ∈ R (remember that γ is a minimizing
geodesic, hence γ|[a,b] is unique minimizing, so there are no non-trivial Jacobi fields with
vanishing endpoints along γ|[a,b], i.e. the kernel of P +Rγ is trivial). We now show that∥∥(P +Rγ)−1X∥∥H1 ≤ (b− a)2π2 − ‖Rγ‖(b− a)2‖X‖H1 , (4.12)
for each X ∈ H1([a, b], γ∗TM) and any γ ∈ Γminxy , where ‖Rγ‖ is the operator norm of the
operator X 7→ RγX on H10 ([0, 1], γ∗TM). First we have using Lemma 2.2 above that
‖P−1RγX‖H1 ≤ (b− a)
2
π2
‖RγX‖H1 ≤ (b− a)
2
π2
‖Rγ‖‖X‖H1,
since the operator norm of Rγ on [a, b] is less or equal to the operator norm of Rγ on the
interval [0, 1]. We find for all X ∈ H10 ([a, b], γ∗TM) that∥∥(id + P−1Rγ)X∥∥H1 ≥ ‖X‖H1 − ‖P−1RγX‖H1 ≥ (1− ‖Rγ‖(b− a)2π2
)
‖X‖2H1.
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Because id + P−1Rγ is self-adjoint on H10 ([a, b], γ∗TM) as is easy to verify, we obtain for
its smallest eigenvalue
µmin = inf
X 6=0
‖(id + P−1Rγ)X‖H1
‖X‖H1 ≥
(
1− ‖Rγ‖(b− a)
2
π2
)
.
The spectral radius of the inverse (id + P−1Rγ)−1 is equal to 1/µmin. Since id + P−1Rγ
is self-adjoint on H10 ([a, b], γ
∗TM) and so is its inverse, the spectral radius equals the
operator norm, whence∥∥(id + P−1Rγ)−1X∥∥H1 ≤ 1µmin‖X‖L2 ≤ π
2
π2 − ‖Rγ‖(b− a)2‖X‖H1
Finally, using Lemma 2.2 again, we get∥∥(P +Rγ)−1X∥∥H1 = ∥∥P−1(id + P−1Rγ)−1X∥∥H1
≤ (b− a)
2
π2
∥∥(id + P−1Rγ)−1X∥∥H1
≤ (b− a)
2
π2 − ‖Rγ‖(b− a)2‖X‖H
1 ,
which is the claim.
Step 4. We finally derive a bound on ‖Kτ‖22. For any vector X ∈ TγHxy;τ(M) and any
j = 1, . . . , N , we have KτX|[τj−1,τj ] = −(P +Rγ)−1RγX|[τj−1,τj ], where (P +Rγ)−1 is the
operator discussed in Step 3 on the interval [a, b] := [τj−1, τj ].
Let E1, E2, . . . , En(N−1) be an orthonormal basis of Wτ . Using the estimate (4.12) from
Step 3 on the operator norm of (P +Rγ)−1 on H1([τj−1, τj ], γ∗TM), we obtain
‖Kτ‖22 =
n(N−1)∑
i=1
‖KτEi‖2H1 =
n(N−1)∑
i=1
N∑
j=1
∥∥KτEi|[τj−1,τj ]∥∥2H1
=
n(N−1)∑
i=1
N∑
j=1
∥∥−(P +Rγ)−1RγEi|[τj−1,τj ]∥∥2H1
≤
n(N−1)∑
i=1
N∑
j=1
(
∆2j
π2 − ‖Rγ‖∆2j
)2 ∥∥RγEi|[τj−1,τj ]∥∥2H1
≤
n(N−1)∑
i=1
( |τ |2
π2 − ‖Rγ‖|τ |2
)2 ∥∥RγEi∥∥2H1 ≤ n(N − 1)( ‖Rγ‖|τ |2π2 − ‖Rγ‖|τ |2
)2
We now suppose that |τ | ≤ C/N for some C > 0. Suppose additionally the partition τ be
so fine that |τ | ≤ π/√2‖Rγ‖, or equivalently π2 − ‖Rγ‖|τ |2 ≥ π2/2. By the assumption
|τ | ≤ C/N , this is the case in particular if N ≥ N0 := ⌈C
√
2‖Rγ‖/π⌉. For such τ , we
have
‖Rγ‖|τ |2
π2 − ‖Rγ‖|τ | ≤
2‖Rγ‖|τ |2
π2
≤ 2‖Rγ‖C
2
π2N2
=
N20
N2
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and
‖Kτ‖22 ≤ n(N − 1)
(
N20
N2
)2
≤ nN20
1
N3
.
With a view on the chain of calculations (4.9)-(4.11), this concludes the proof using the
determinant estimate (4.1), because the operator norm ‖Rγ‖ is uniformly bounded for
γ ∈ Γminxy . 
Remark 4.9. Notice that if M is flat, we have Wτ = Hxy;τ(M) and the operator Kτ of
the above proof is zero. Hence in the flat case, we have∣∣det(devτ |γ)∣∣ N∏
j=1
(∆jτ)
−n/2 ≡ 1,
for each partition τ .
Proof (of Lemma 4.6). The proof is divided into two steps.
Step 1. We first show that the union of the spaces Wτ for τ ∈ S is dense in the space
H10 ([0, 1], γ
∗TM), where Wτ is the space defined in (4.4). Namely, we claim that given a
partition τ = {0 = τ0 < τ1 < · · · < τN = 1}, a vector field X ∈ H10 ([0, 1], γ∗TM) is in the
orthogonal complement of Wτ if only if X(τj) = 0 for all j = 1, . . . , N − 1. Indeed, for a
given v ∈ Tγ(τj )M , define Y ∈ Wτ by
Y (s) =
{
s(1− τj)v s ≤ τj
(1− s)τjv s ≥ τj ,
where we identified the spaces Tγ(s)M by parallel transport along γ. Then integrating by
parts and using that ∇2sX ≡ 0 on (τj−1, τj) yields
(X, Y )H1 =
N∑
j=1
ˆ τj
τj−1
〈∇sX(s),∇sY (s)〉 ds =
N−1∑
j=1
〈X(τj), Y (τj−)− Y (τj+)〉 = 〈X(τj), v〉 .
This proves the claim, since this scalar product is zero for all v chosen this way if and
only if X(τj) = 0 for all j.
Now suppose that X ∈ Hxy;τ(M) is in the orthogonal complement of Wτ for all τ ∈ S.
Then by the observation before, we obtain that necessarily X(s) = 0 for all s ∈ [0, 1] for
which there exists a partition τ ∈ S with s ∈ τ . Because of the condition on the set S,
the set of such s in dense in [0, 1], so from continuity follows X ≡ 0. Therefore the union
of all Wτ , τ ∈ S must be a dense subset of Hxy(M).
Step 2. Suppose that Wτ 6= Hxy;τ (M), i.e. Rγ 6= 0 (otherwise, we are already done with
the proof). Let Y ∈ Wτ . Then if Kτ is the operator defined in (4.7), then Y + KτY ∈
TγHxy;τ(M), as seen in Step 2 of the proof of Lemma 4.5 above. By (4.12), we have
‖KτY ‖2H1 =
N∑
j=1
∥∥−(P +Rγ)−1RγY |τj−1,τj∥∥2H1 ≤ N∑
j=1
(
∆2j
π2 − ‖Rγ‖∆2j
)2
‖RγY |τj−1,τj‖2H1
≤ |τ |4 4
π4
‖RγY ‖2H1 ≤ |τ |4
4
π4
‖Rγ‖2‖Y ‖2H1
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whenever π2 − ‖Rγ‖|τ |2 ≤ π2/2, or equivalently |τ | ≤ π/
√
2‖Rγ‖ (here ‖Rγ‖ is the
operator norm of the operator X 7→ RγX on H10 ([0, 1], γ∗TM). We conclude that the
operator norm of the operators Kτ for |τ | small enough satisfies the bound ‖Kτ‖ ≤ C|τ |2
with a constant C > 0 independent of τ . Hence∥∥X − (Y +KτY )∥∥H1 ≤ ‖X − Y ‖H1 + ‖KτY ‖H1 ≤ ‖X − Y ‖H1 + ‖Kτ‖‖Y ‖H1
≤ ‖X − Y ‖H1 + C|τ |2
(‖X − Y ‖H1 + ‖X‖H1).
Now given ε > 0, choose δ > 0 such that
δ2 < min
{
ε
C
(
ε+ 2‖X‖H1
) , π2
2‖Rγ‖
}
and let S ′ ⊂ S be the set containing all partitions τ ∈ S with |τ | ≤ δ. Then S ′ still has
the property from the lemma, so by Step 1, for some τ ∈ S ′, we find Y ∈ Wτ such that
‖X − Y ‖H1 < ε/2. Then by the choice of δ, if |τ | ≤ δ, we have ‖X − (Y +KτY )
∥∥
H1
≤ ε.
Because ε was arbitrary and Y +KτY ∈ Hxy;τ (M), τ ∈ S, this shows that the union of
all Hxy;τ(M), τ ∈ S is dense in H10 ([0, 1], γ∗TM). 
5 Zeta Determinants and the L2-picture
So far, we have seen that in the case that the set Γminxy of minimizing geodesics between
the points x, y is a k-dimensional non-degenerate submanifold of Hxy(M) (with respect
to the action functional), we have
lim
t→0
(4πt)k/2
pLt (x, y)
et(x, y)
=
ˆ
Γminxy
[γ‖10]−1
det
(∇2S|NγΓminxy )1/2 dH
1
γ.
The expression on the right hand side depends on the choice of a Riemannian metric on
the manifold Hxy(M) in two ways: First, because we integrate over the submanifold Γ
min
xy
using the Riemannian volume density of the induced metric. Secondly, because we take
the determinant of the bilinear form ∇2S|NγΓminxy using the metric on NγΓminxy (because to
calculate the determinant of a bilinear form, we need a metric). In both cases, the H1
metric (1.7) turned out to be the correct choice.
However, there is another possible choice for the determinant of an operator on an infinite-
dimensional space: the zeta determinant, which is defined for a certain class of unbounded
operators on a Hilbert space. This approach is often used in physics to assign finite values
to otherwise ill-defined path integrals, see e.g. [Haw77] or [Wit99]. In our situation,
the equality ∇2S|γ[X, Y ] = (X, (−∇2s + Rγ)Y )L2 (see (2.8)) motivates to replace the
determinant of ∇2S|γ by the zeta determinant of the Jacobi-operator −∇2s +Rγ .
This determinant does not depend on the choice of a Sobolev metric on the path spaces.
Instead, it only depends on the eigenvalues of −∇2s + Rγ , considered as an unbounded
operator on the Hilbert space L2([0, 1], γ∗TM). Since the H1 metric on Hxy(M) does no
26
longer play a role then, it seems that one should also equip Γminxy with another metric when
performing the integral. Here the L2 metric seems to be the natural choice.
For an elliptic non-negative self-adjoint pseudo-differential operator P of order d > 0,
acting on an m-dimensional compact manifold Σ, the zeta function ζP is defined by
ζP (z) :=
∑
λ6=0
λ−z, (5.1)
where the sum runs over all non-zero eigenvalues λ of P . Here, Σ may have a boundary,
in which case we need to give appropriate boundary conditions to P . This sum converges
for Re(z) > m/d; however, one can check that ζP possesses a meromorphic extension to
all of C and that zero is not a pole [Gil95, Section 1.12]. Therefore, one can define the
zeta-regularized determinant
detζ(P ) := e
−ζ′
P
(0).
If P actually has zero eigenvalues that were left out in the sum (5.1), it is conventional
to write det′ζ(P ) instead. The definition is motivated by the fact that if one (formally!)
plugs the series (5.1) into the right hand side of this definition (which is not possible since
one cannot evaluate it at zero), one obtains
e−ζ
′
P
(0) formally=
∏
λ6=0
λ,
the product of the non-zero eigenvalues, which of course diverges; the zeta determinant
− somewhat magically − assigns a finite value to this product.
Example 5.1 (Dirichlet-Laplacian along a Geodesic). Let γ be a smooth path in
an n-dimensional Riemannian manifold M parametrized by [0, t]. Already in Section 2,
we found the eigenvalues of the operator P = −∇2s with Dirichlet boundary conditions on
the space L2([0, t], γ∗TM) to be the numbers λk = π
2k2/t2, each of multiplicity n. Hence
for Re z > 1/2, we have
ζP (z) = n
∞∑
k=1
(
π2k2
t2
)−z
= n
t2z
π2z
∞∑
k=1
k−2z = n
t2z
π2z
ζ(2z),
where ζ without subscript denotes the usual Riemann zeta function. Therefore,
ζ ′P (0) = 2n
(
log(t)− log(π))ζ(0) + 2nζ ′(0) = −n log(2t)
as it is well known that ζ(0) = −1/2 and ζ ′(0) = − log(2π)/2 [Son94]. We obtain
detζ(−∇2s) = e−ζ
′
P (0) = (2t)n (5.2)
for the zeta determinant. For the operators Pm, m > 0, one easily sees that ζPm(z) =
ζP (mz), hence detζ(P
m) = detζ(P )
m.
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More generally, the zeta determinant can be defined for a wide class of (necessarily un-
bounded) closed operators with discrete spectrum on an abstract Hilbert space H , called
zeta-admissible (for the definition, see [Sco02, Section 2]). That an operator is zeta-
admissible essentially means that it has a well-defined zeta function which does not have
a pole at zero. We will not need the exact definition here (which is somewhat involved);
we will only need that Laplace type operators P on intervals with Dirichlet boundary
conditions are zeta-admissible, as well as their positive powers. Such operators P are
well-known to be zeta-admissible; this can be shown e.g. using the heat trace expansion
as in [Gil95, Section 10].
The following result then generates many more examples.
Proposition 5.2 (Multiplicativity). [Sco02, Thm. 2.18] Let H be a Hilbert space, let
P be a closed and invertible operator on H with positive spectrum and let T := id +W
with W trace-class on H. If P is zeta-admissible, then so are PT and TP and we have
detζ(PT ) = detζ(TP ) = detζ(P ) det(T ),
where det(T ) denotes the usual Fredholm determinant.
Remark 5.3. We generally have detζ(AB) 6= detζ(A) detζ(B). The above result is then
the correct replacement for this product rule.
Corollary 5.4 (Zeta Relativity). Let P1, P2 be positive self-adjoint Laplace type oper-
ators with Dirichlet boundary conditions on the interval [0, t], acting on the bundle γ∗TM ,
where γ is a smooth path in some Riemannian manifold M . Suppose that the difference
P1 − P2 is of order zero and that P1 and P2 have trivial kernels. Then P−11 P2 is well
defined and determinant-class on L2([0, t], γ∗TM) and we have
det(P−11 P2) =
detζ(P2)
detζ(P1)
,
where the left hand side is the usual Fredholm determinant.
Proof. Because P1 has trivial kernel, its inverse P
−1
1 is well defined by spectral cal-
culus, and P−11 : L
2([0, t], γ∗TM) −→ H20([0, t], γ∗TM) is a bounded operator. By
Lemma 2.1, the inclusion H20 ([0, t], γ
∗TM) −→ L2([0, t], γ∗TM) is nuclear; hence the
operator P−11 : L
2([0, t], γ∗TM) −→ L2([0, t], γ∗TM) is trace-class, because it can be
written as the composition of a bounded operator and a nuclear operator.
Write P2 = P1 + V for an endomorphism field V ∈ C∞([0, t], γ∗TM). Then
P−11 P2 = P
−1
1 (P1 + V ) = id + P
−1
1 V
is determinant-class, because P−11 V is trace-class. We can now apply Prop. 5.2 on the
Hilbert space L2([0, t],Rn) with P = P1 and T = P
−1
1 P2 to obtain the required determi-
nant identity. 
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Similarly, the following is true.
Proposition 5.5. Let M be a Riemannian manifold and let (x, y) ∈ M ⊲⊳ M . Then we
have
det
(∇2S|γxy) = detζ(−∇2s +Rγxy )detζ(−∇2s) = 2−n detζ(−∇2s +Rγxy),
where γxy is the unique minimizing geodesic travelling from x to y in time one and −∇2s+
Rγxy is the Jacobi operator as in Section 2. Both operators on the right hand side carry
Dirichlet boundary conditions.
Combining this with Corollary 4.7 and Example 5.1, we may express the Jacobian of the
exponential map as the zeta determinant of the Jacobi operator.
Corollary 5.6. Let M be a Riemannian manifold and (x, y) ∈ M ⊲⊳ M . Then for any
t > 0,
J(x, y) =
detζ(−∇2s +Rγxy)
detζ(−∇2s)
,
where J(x, y) denotes the Jacobian of the exponential map, as in Remark (1.13).
Proof (of Prop. 5.5). Write P := −∇2s and γ := γxy for abbreviation. By (2.9), we have
∇2S|γ[X, Y ] =
(
X,P−1(P +Rγ)Y
)
H1
.
Set T := P−1(P + Rγ). Because P−1/2 : L2([0, t], γ∗TM) → H10 ([0, t], γ∗TM) is an
isometry, we have
det
(∇2S|γ) = detH1(T ) = detL2(P 1/2TP−1/2) = detL2(P−1/2(P +Rγ)P−1/2).
The operator P−1/2(P +Rγ)P−1/2 is indeed determinant-class, since
P−1/2(P +Rγ)P−1/2 = id + P−1/2RγP−1/2 =: id + W˜ ,
where W˜ is the composition of two Hilbert-Schmidt operators and a bounded operator,
hence trace-class. Set W := P−1Rγ . Then by Prop. 5.2,
detL
2(
id + W˜
)
detζ
(
P 1/2
)
= detζ((id + W˜ )P
1/2
)
= detζ(P
1/2(id +W )
)
= detζ
(
P 1/2
)
detL
2(
id +W
)
,
since P 1/2 is zeta-admissible. This shows that the L2-determinant of id + W˜ is equal
to the L2-determinant of id +W = P−1(P + Rγ) (the latter now being an operator on
L2([0, 1], γ∗TM)!). The result now follows from Corollary 5.4. 
In the particular case (x, y) ∈M ⊲⊳ M , we obtain
lim
t→0
pLt (x, y)
et(x, y)
=
det′ζ(−∇2s +Rγ)−1/2
detζ(−∇2s)−1/2
[γ‖10]−1.
Now we prove the general case, Thm. 1.2.
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Proof (of Thm. 1.2). By Thm. 1.1, we have
lim
t→0
(4πt)k/2
pLt (x, y)
et(x, y)
=
ˆ
Γminxy
[γ‖10]−1
det
(∇2S|NγΓminxy )1/2dH
1
γ,
when Γminxy is endowed with the H
1 metric (1.7). By the transformation formula, we have
lim
t→0
(4πt)k/2
pLt (x, y)
et(x, y)
=
ˆ
Γminxy
[γ‖10]−1
det
(∇2S|NγΓminxy )1/2 det(did|γ)dL
2
γ, (5.3)
where det(did|γ) denotes the determinant of the identity map from Γminxy with the H1
metric to the same space with the L2 metric. Fix γ ∈ Γminxy and let f1, . . . , fk be an
H1-orthonormal basis of TγΓ
min
xy
∼= ker(P +Rγ). Then
det
(
did|γ
)
= det
(
(fi, fj)L2
)1/2
1≤i,j≤k
. (5.4)
Notice that f1, . . . , fk are smooth by elliptic regularity. Let fk+1, fk+2, . . . be a smooth
H1-orthonormal basis of NγΓ
min
xy . By Thm. 2.3 (respectively Remark 2.4) and (2.8), we
have
det
(∇2S|NγΓminxy ) = limN→∞ det((fi, (P +Rγ)fj)L2)k+1≤i,j≤N . (5.5)
Let Π be the H1-orthogonal projection in H10 ([0, 1], γ
∗TM) onto ker(P +Rγ). Because Π
has finite rank, it is bounded with respect to the L2 norm and therefore extends uniquely to
a bounded operator on L2([0, 1], γ∗TM), which is still a projection onto ker(P+Rγ) (since
it is idempotent), but not necessary an orthogonal projection. Set Q := P+Rγ+Π. Then
Q is zeta-admissible by Prop. 5.2 because it can be written in the form Q = P (id +W )
with W = P−1(Rγ +Π), which is trace-class by Lemma 2.1. Hence Q is zeta-admissible.
With respect to the orthogonal basis f1, f2, . . . of the space H
1
0 ([0, 1], γ
∗TM) used above,
we have
(fi, Qfj)L2 =

(fi, fj)L2 if 1 ≤ i, j ≤ k(
fi, (P +Rγ)fj
)
L2
if i, j > k
0 if 1 ≤ i ≤ k and j > k.
To see that third case, if 1 ≤ i ≤ k and j > k, calculate
(fi, Qfj)L2 =
(
fi, (P +Rγ)fj
)
L2
+ (fi,Πfj)L2 =
(
(P +Rγ)fi, fj
)
L2
= 0.
Hence the infinite matrix with entries (fi, Qfj)L2 is block triangular with respect to the
orthogonal splitting of H10 ([0, 1], γ
∗TM) into ker(P +Rγ) and its orthogonal complement,
and we have
det
(
(fi, Qfj)L2
)
1≤i,j≤N
= det
(
(fi, fj)L2
)
1≤i,j≤k
det
((
fi, (P +Rγ)fj
)
L2
)
k+1≤i,j≤N
.
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for all N > k. Plugging in (5.4) and (5.5), we then obtain
det
(∇2S|NγΓminxy )1/2 det(did|γ) = limN→∞ det((fi, Qfj)L2)1/21≤i,j≤N
= lim
N→∞
det
(
(fi, P
−1Qfj)H1
)1/2
1≤i,j≤N
= detH
1
(P−1Q)1/2.
Because P−1/2 : L2([0, 1], γ∗TM) −→ H10 ([0, 1], γ∗TM) is an isometry, we obtain
detH
1
(P−1Q) = detL
2
(P−1/2QP−1/2).
Again, we have by Prop. 5.2,
detL
2
(P−1/2QP−1/2) detζ(P
1/2) = detζ(P
−1/2Q) = detζ(P
1/2) detL
2
(P−1Q)
so that detL
2
(P−1/2QP−1/2) = detL
2
(P−1Q).
Let now Π˜ be the L2-orthogonal projection in L2([0, t], γ∗TM) onto ker(P +Rγ) and set
Q˜ := P +Rγ + Π˜. We claim that detζ(Q˜) = detζ(Q). To see this, notice first that
P +Rγ + Π˜ = (P +Rγ +Π)(id +W ),
where W = (P + Rγ + Π)−1(Π˜ − Π), which is trace-class. Now with respect to the
orthogonal splitting of L2([0, 1], γ∗TM) into ker(P +Rγ) and its orthogonal complement,
the operators in question are given by
Π =̂
(
id ∗
0 0
)
Π˜ =̂
(
id 0
0 0
)
P +Rγ +Π =̂
(
id ∗
0 P +Rγ
)
.
Therefore W is upper triangular with respect to the splitting, hence quasi-nilpotent so
that det(id +W ) = 1. Thus by Prop. 5.2, we have
detζ(Q˜) = detζ(Q) det(id +W ) = detζ(Q).
Clearly, the spectrum of Q˜ is the same as the spectrum of P +Rγ except that the k-fold
eigenvalue zero is replaced by k times the eigenvalue one. Hence ζQ˜(z) = ζP+Rγ(z) + k
and detζ(Q˜) = det
′
ζ(P +Rγ). By Prop. 5.2 and Example 5.1, we therefore have
det
(∇2S|NγΓminxy )1/2 det(did) = detL2(P−1Q˜)1/2 = detζ(Q˜)1/2detζ(P )1/2 = det
′
ζ(−∇2s +Rγ)1/2
det′ζ(−∇2s)1/2
.
Plugging this into (5.3) gives the result. 
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6 Ordinary Differential Equations and the Gel’fand-
Yaglom Theorem
It is a well-known fact from Riemannian geometry that for a geodesic γ ∈ Γminxy , we have
s d expx |sγ˙xy(0) = J(s), (6.1)
for each s ∈ [0, 1] where J(s) ∈ Hom(Tγ(0)M,Tγ(s)M) is the solution to the Jacobi equation
∇2sJ(s) = Rγ(s)J(s), J(0) = 0, ∇sJ(0) = id. (6.2)
see Corollary 1.12.5 in [Kli95] or Thm. II.7.1 in [Cha06]. Hence the Jacobian of the
exponential map defined in (1.13) is given by J(x, y) = det(J(1)). Using our results
above, we therefore obtain a way to calculate infinite-dimensional determinants by solving
an ordinary differential equation.
Theorem 6.1 (Gel’fand-Yaglom). Let Vi ∈ C∞([0, t],Rn×n), i = 1, 2 be functions with
values in symmetric matrices and consider the differential operators
Pi := − d
2
ds2
+ Vi.
Assume that all eigenvalues of P1 and P2 are positive. Then we have
detζ(P2)
detζ(P1)
=
det
(
J2(t)
)
det
(
J1(t)
) ,
where the Ji(s) are the unique matrix-valued solutions of
J ′′i (s) = Vi(s)Ji(s), Ji(0) = 0, J
′
i(0) = id.
It seems that the name of the theorem stems from an older result by Gel’fand and Yaglom
[GY60], who express the expectation value of certain Wiener functionals as the solution
to an ordinary differential equation, but without mentioning zeta determinants. A proof
of Thm. 6.1 can be found in [Kir10] or [KM03] for the scalar case (i.e. m = 1), using
contour integrals. As we demonstrate below, Thm. 6.1 combined with Prop. 5.5 enables
a different proof of the identity
det
(∇2S|γxy) = J(x, y)
that gets away without having to calculate the messy term Υτ (γ). However, this works
only in the non-degenerate case. Furthermore, it turns out that the results obtained with
our methods (Corollary 4.7 and 5.5) suffice to prove Thm. 6.1.
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Proof (of Corollary 4.7, using Thm. 6.1). The vector bundle γ∗xyTM over [0, 1] has a canon-
ical trivialization using parallel transport along γxy, so that Thm. 6.1 is applicable. In
this local trivialization, set V1(s) ≡ 0 and V2(s) = Rγxy(s), the Jacobi endomorphism
(2.7) along γxy. Then use Thm. 6.1 with P1 = −∇2s and P2 = −∇2s + Rγxy , the Jacobi
operator. Clearly, P1 has only positive eigenvalues, and since (x, y) ∈ M ⊲⊳ M , P2 has
only positive eigenvalues as well (compare Thm. 15.1 in [Mil63]).
Now J1(s) = s id so that det(J1(1)) = 1. On the other hand, by (6.1), we have
det(J2(1)) = J(x, y). Therefore,
det
(∇2S|γxy) = detζ(−∇2s +Rγxy)detζ(−∇2s) = det
(
J2(1)
)
det
(
J1(1)
) = J(x, y)
1
,
where we first used Prop. 5.5 and then Thm. 6.1. 
Proof (of Thm. 6.1, using Corollary 4.7). Since we only calculate the ratio, we may as-
sume V1 ≡ 0. Now given a smooth function V := V2 with values in symmetric (n × n)-
matrices, define on M = R× Rn (equipped with coordinates s, x1, . . . , xn) a Riemannian
metric as follows. Choose neighborhoods U1 and U2 of [0, t]×{0} inM such that U1 ⊂ U2.
On U1 set
gss(s, x) = 1 + Vij(s)x
ixj , gsj(s, x) = 0, gij(s, x) = δij ,
where 1 ≤ i, j ≤ n and Vij(s) are the entries of V (s); on the complement on U2, set
gss = 1, gsj = 0, gij = δij ; on U2 \ U1, choose a smooth interpolation between the two
metrics. One can choose the open sets and the interpolation in such a way that the
resulting metric is non-degenerate; then M becomes a complete Riemannian manifold.
The curve γ(s) := (s, 0, . . . , 0) is a geodesic from x := (0, . . . , 0) to y := (t, 0, . . . , 0),
because all Christoffel symbols vanish at points in [0, t]×{0}, as is easy to calculate. It is
the unique shortest geodesic between x and y if and only if the Jacobi operator −∇2s+Rγ
on [0, t] has only positive eigenvalues (see [Mil63, Thm 15.1]), which we assume from now
on. On the other hand, one can easily compute that the Jacobi endomorphism (2.7) is
explicitly given by
Rγ(s) =
(
1 0
0 V (s)
)
, (6.3)
so that by (6.1), the differential of the exponential map is given by
d expx |sγ˙(0) =
1
s
(
1 0
0 J2(s)
)
,
where J2(s) is the unique matrix solution of
J2
′′(s) = V (s)J2(s), J2(0) = 0, J
′
2(0) = id.
The shortest geodesic travelling from x to y in time one, on the other hand, is given by
γxy(s) = γ(st). Hence
J(x, y) = det
(
d expx |γ˙xy(0)
)
= det
(
d expx |tγ˙(0)
)
=
det
(
J2(t)
)
tn+1
=
det
(
J2(t)
)
det
(
J1(t)
) ,
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where J1 = t id is the matrix solution of the equation J
′′
1 (t) = 0 with initial conditions
J1(0) = 0, J
′
1(0) = id. By Prop. 5.5 and Corollary 4.7, we therefore have
detζ(−∇2s +Rγ)
detζ(−∇2s)
=
detζ(−∇2s +Rγxy)
detζ(−∇2s)
= J(x, y) =
det
(
J2(t)
)
det
(
J1(t)
) ,
where we also used that the quotient on the left hand side does not depend on see as
is easy to verify by considering the eigenvalues. Finally, because of (6.3), the bundle
separates into the direction tangent to γ˙ and the orthogonal directions, so we obtain
det
(
J2(t)
)
det
(
J1(t)
) = detζ(−∇2s +Rγ)
detζ(−∇2s)
=
detζ(P2) detζ(−∂2s )
detζ(P1) detζ(−∂2s )
=
detζ(P2)
detζ(P1)
.
This finishes the proof of Thm. 6.1. 
Remark 6.2. Of course, in the formulation of Thm. 6.1, one could use the Fredholm
determinant of P−11 P2 instead of the quotient of the zeta determinants. This way, one
would get away without having to use Prop. 5.5. That is, Thm. 6.1 can also be written
as a theorem about usual Fredholm determinants.
There is a Gel’fand-Yaglom-type theorem for the degenerate case too. As in Section 3 of
[KM03], one proves the following result.
Theorem 6.3 (Degenerate Gel’fand-Yaglom). With notations as in Thm. 6.1, as-
sume that P2 is a positive operator, but that P1 has the eigenvalue zero. Then we have
det′ζ(P2)
detζ(P1)
=
det
(´ 1
0
J2(s)
∗J2(s)ds
)
det
(
J1(1)
)
det
(
J ′2(1)
) .
This can be used to prove the following formula for the lowest term in the heat expansion,
which only depends on the Riemannian exponential map.
Theorem 6.4. For x, y ∈ M , set Sxy := {γ˙(0) | γ ∈ Γminxy } ⊂ TxM . Under the assump-
tions of Thm. 1.2, Sxy is a k-dimensional submanifold of TxM and we have
lim
t→0
(4πt)k/2
pLt (x, y)
et(x, y)
=
ˆ
Sxy
[γv‖10]−1 det
(
J ′(1)
)1/2
dv, (6.4)
where for v ∈ Sxy, γv is defined by γv(s) = expx(sv), J(s) is given by (6.1) and we
integrate with respect to the submanifold measure induced on Sxy by the metric on TxM .
Notice that J(s) depends on the underlying geodesic γ, even though this is not reflected
in the notation.
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Remark 6.5. The formula of Thm. 6.4 should be compared with the formula
lim
t→0
pLt (x, y)
et(x, y)
= [γ‖10]−1 det
(
J(1)
)−1/2
, (6.5)
which holds in the case that (x, y) ∈M ⊲⊳ M , by (3.4) and (6.1).
Proof. Using Thm. 6.3 on the formula from Thm. 1.2 with P2 = −∇2s+Rγ and P1 = −∇2s,
we obtain
ˆ
Γminxy
[γ‖10]−1
detζ
(−∇2s)1/2
det′ζ
(−∇2s +Rγ)1/2dL
2
γ =
ˆ
Γminxy
[γ‖10]−1
det
(
J ′(1)
)1/2
det
(´ 1
0
J(s)∗J(s)ds
)1/2dL2γ,
since we have J1(s) = sid, hence det(J1(1)) = 1, and J2(s) = J(s), given by (6.1). Define
the map
φ : Sxy −→ Γminxy , v 7−→ γv,
where γv(s) = expx(sv). Then by the transformation formula, the integral above is given
by ˆ
Sxy
[γv‖10]−1
det
(
J ′(1)
)1/2
det
(´ 1
0
J(s)∗J(s)ds
)1/2 det(dφ|v)dv (6.6)
Fix v ∈ Sxy. For an orthonormal basis e1, . . . , en of TxM , let X1, . . . , Xn be the Jacobi
fields along γv with ∇sXj(0) = ej . Then J1(s) = (X1(s), . . . , Xn(s)) and
det
(ˆ 1
0
J1(s)
∗J1(s)ds
)
= det
(ˆ 1
0
(
〈Xi(s), Xj(s)〉
)
1≤ij≤n
ds
)
= det
(
(Xi, Xj)L2
)
1≤ij≤n
.
Similarly,
det
(
dφ|v
)
= det
(
(dφ|vei, dφ|vej)L2
)
1≤ij≤n
= det
(
(Xi, Xj)L2
)
1≤ij≤n
. 
Therefore, two of the determinants in (6.6) cancel and we are left with the integrand from
the theorem.
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