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We study statistical and structural properties of extreme lattices, which are the local minima
in the density landscape of lattice sphere packings, in d-dimensional Euclidean space Rd. Specif-
ically, we ascertain the distributions of densities, kissing numbers and numbers of symmetries of
the packings across a wide range of dimensions using the stochastic Voronoi algorithm. The degree
to which the packings decorrelate as well as the correlations between the density maxima as the
space dimension increases is also investigated. We find that the extreme lattices decorrelate with
increasing dimension, the least symmetric lattices decorrelate faster. The extreme lattices in a fixed
dimension of space d (d ≥ 8) are dominated by typical lattices that have similar packing properties,
like packing densities and kissing numbers, while the best and the worst packers are in the long tails
of the distribution of the extreme lattices.
I. INTRODUCTION
The sphere packing problem, i.e. finding the densest
arrangement of spheres in Euclidean space of a given di-
mension, is a classic problem. Its relevance stems from
its applications in mathematics (e.g. geometry and num-
ber theory) [1, 2], physics [3–6], communication theory
(communication over noisy channels) [7, 8] and combina-
torial optimization [9–12]. Though it is very simple to
formulate, finding exact solutions in d-dimensional Eu-
clidean space Rd has proved to be an extremely difficult
task: so far the answers are only known for d = 2 and
3 [13] [14]; very tight upper bounds on the maximal den-
sity were found for d = 8 and 24 [15]. The packing prob-
lem is an optimization problem and our intuition fails in
high dimensions. Therefore even finding dense lattices
in sufficiently high dimensions becomes a difficult prob-
lem. Nonetheless, many results have been obtained for
this problem across dimensions; however, they are mostly
specific to certain dimensions and no universal method
to discover dense and/or the densest packings has been
devised to date.
The simpler version of the problem restricts the set
of the packings over which the search is performed to
the set of Bravais lattices, where there is one sphere per
fundamental cell. We will refer to Bravais lattice sim-
ply as a lattice unless otherwise specified. This prob-
lem admits an exact solutions by brute force enumer-
ation of a set of special perfect lattices as was proven
by Voronoi [16]: the densest sphere packing is a perfect
lattice (defined in Sec. II). However the enumeration pro-
cedure becomes impractical (and even intractable) very
fast beyond d = 8. Recently several approaches have
been proposed to discover dense lattice packings from
scratch, i.e. without any prior knowledge. All of them
exploit the construction due to Voronoi. The sequential
linear program of Marcotte and Torquato [17] is a direct
reformulation of the Voronoi theory as a convex optimiza-
tion problem. The Monte-Carlo approach of Kallus [18]
also exploits some elements of the Voronoi theory. Both
of these methods have proved to be very efficient in dis-
covering the densest lattice packings up to d = 20, which
turned out all to be the previously known densest lattice
packings, but faced problems beyond 20 dimensions.
Two of the authors of this paper have recently pro-
posed a stochastic modification of the Voronoi algo-
rithm [19], which allows one to explore the set of perfect
lattices (introduced in Sec. II) in much higher dimensions
than the works in [20–22]. This modified algorithm al-
lowed one to study perfect lattices in up to d = 19 and
rediscover all of the densest known lattice packings al-
though, like in other approaches [17, 18], the algorithm
becomes less efficient as d = 20 is approached. The aim
of Ref. 19 was to explore the set of perfect lattices and
reveal the statistical properties of these packings as the
dimensionality grew so we generated a big number of per-
fect lattices in any dimension from d = 8 to d = 19 (from
various millions in d = 10 to hundreds of thousands in
d = 19).
Another important activity related to the search for
the densest packings is the identification of the domain
of validity of the conjectured decorrelation principle [23].
It states that unconstrained correlations (except the one-
and two-point correlation functions) vanish in high di-
mensions. More precisely, the principle states that un-
constrained correlations vanish asymptotically in high di-
mensions and that the gn for any n ≥ 3 can (up to small
error) be inferred entirely from a knowledge of the num-
2ber density ρ and g2 [23]. This is a very strong statement.
Among its implications there is a new lower bound on the
maximum packing fraction and the suggestion that the
densest packing might be disordered in high dimensions.
The decorrelation principle [23, 24] should be realized in
the limit d→∞. What does this mean for finite d? The
simplest scenario is that in every dimension, sufficiently
large, the best lattices decorrelates. A slight modification
of this scenario would see the existence of an infinite set
of “special” dimensions in which the best lattice is not
decorrelated, but this set is of small measure (like the
prime numbers among the integers). The main question
is then, “how large is large”? Namely, how large needs d
to be to see the decorrelation principle in action? Shall
we need d > 100 or d > 106? In this work we are limited
to small d (d < 19) but we will see already interesting
things occurring.
The possibility of the densest packings being disor-
dered, naturally leads to question whether there is a re-
lation between the symmetry of a sphere packing and
its decorrelation properties? The decorrelation principle
remains a conjecture and a proof for the sphere pack-
ing problem is lacking, although it was proven in some
specific cases [25–27]. The cases studied are families of
disordered packings defined in all dimensions, like RSA
packings [26, 28–31] as well as periodic high-dimensional
generalisations of diamond and kagome lattices [27]. A
question suggests itself naturally: how do the decorrela-
tion properties combine with other properties of a sphere
packing, like packing density, in a fixed dimension? In
other words, are strongly decorrelated packings denser
than the less decorrelated ones?
We have studied an important subset of perfect lat-
tices, the set of extreme lattices. They are local maxima
of the packing fraction and their packing fraction cannot
be improved by any local deformation of a lattice. The
structure, number and correlations of local maxima of
density is an important topic in the study of disordered
systems [5, 6, 32]. Although lattices are far from being
disordered – in anybody’s intuition they are actually at
the other end of the spectrum – we believe that we can
learn a large amount by applying the same methods used
in the context of disordered systems [33].
The present work addresses the question mentioned
above: how global symmetries (properly characterized)
and densities of a sphere packing combined with its decor-
relation properties for the case of extreme lattices. The
relevance of extreme lattices for the lattice sphere pack-
ing problem is immediate. We find that, in general, more
symmetric lattices are less decorrelated. However there
are exceptional dimensions where this is not true, sup-
porting the second scenario of the decorrelation proper-
ties behavior with increasing dimension, that we men-
tioned above. We also find that, lattices with equal den-
sities are close in the space of lattices, under an appro-
priately defined metric.
We also show how the worst packing in a particular
dimension d, which we consistently identify with the Ad
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FIG. 1. (Color online) Schematic representation of the density
landscape φ(Λ) as a function of lattice Λ for low (left) and
high (right) dimensions [32]. In low dimensions the densest
lattice has a huge basin of attraction and is easily identified.
In high dimensions the basin of the densest lattices becomes
comparable to that of other extreme lattices. Search for the
densest lattice becomes a hard problem.
lattice, that is defined below[34], is less decorrelated than
the best packer in any dimension d ≥ 9. This in turn,
raises further questions, such as, is there a critical di-
mension in which best packer becomes as decorrelated as
the typical extreme lattice? Is there a critical dimension
in which worst packer becomes as correlated as the typi-
cal extreme lattice? Does the problem show features in
common with configurational glasses for sufficiently high
dimensions? All of the algorithms [17–19] for de novo
discovery of the densest lattices suffer from noticeable
performance loss around d = 20. We attribute this to
increasing complexity of the density landscape, that fea-
tures many minima and the rapidly deceasing basin of
attraction of the densest lattices (as schematically shown
on Fig. 1), so that the algorithms get stuck in one of the
local maxima of the density – a feature reminiscent of
glassy systems.
It is only now that we can address these fundamen-
tal questions, since we can generate a large number of
extreme lattices, the magnitude of which is essentially
just limited by computer time. Note that the original
version [23] of the decorrelation principle applied to dis-
ordered systems. Recently, Zachary and Torquato [27]
extended the principle to the general class of periodic
systems, including lattice packings, and we use this ex-
tension in our work.
It is important to state at this point that the decor-
relation principle is an asymptotic property of sphere
packings as d → ∞, i.e. very high dimensions. The
dimensions accessible to us in this study, d = 8 − 19 are
definitely far from being high. However, the studies of
decorrelation properties of sphere packings in such low
dimensions [27] indicated, that decorrelation is observed
even in such low dimensions. We therefore exploit this
fact, to address the questions listed above, that are oth-
erwise very hard to study. Our hope is that at least some
trends observed in such low dimensions might persist to
high dimensions, or, at least, we will get some hints at
what the high-d behavior might be.
The layout of the paper is as follows: we introduce the
main definitions that we use later in Sec. II and discuss
the procedure to discover extreme lattices in Sec. III.
3Next we study the statistical properties of the extreme
lattices, such as distributions of kissing numbers and
packing fractions, and their moments, in Sec. IV. Sec. V
is devoted to the study of symmetries of extreme lattices
and their relation to other statistical properties of ex-
treme lattices. In Sec. VI, we focus on the decorrelation
properties of the lattices and their connection to distri-
butions of kissing numbers and packing fractions as well
as lattice symmetries. Finally, we explore the connection
between the geometrical similarity and close densities for
the lattices in Sec. VII. Our conclusions are presented in
Sec. VIII.
II. DEFINITIONS
Here we introduce the definitions that we use through-
out the paper. A lattice Λ in d-dimensional Euclidean
space is defined by its generator matrix A or its Gram
matrix Q = AtA [1]. A lattice admits many equivalent
representations in terms of the generator matrix A or the
Gram matrix Q: one can rotate the lattice or replace its
basis vectors, i.e. the columns of A, with their indepen-
dent linear combinations. This equivalence is captured
by notion of isometry: two lattices Q and Q′ are called
isometric if there exists a matrix U such that:
Q′ = c U tQU. (1)
Another name in use is arithmetical equivalence. For ex-
ample the hexagonal lattice Qhex:
Qhex =
(
2 1
1 2
)
(2)
has an equivalent representation
Q′hex =
(
2 −1
−1 2
)
(3)
which is isometric to Qhex with isometry matrix
U =
(
1 −1
−1 0
)
(4)
A practical way of checking if a given pair of forms are iso-
metric was developed in [35]: one uses backtrack search
to construct an isometry matrix (if this exists).
The length of a vector represented by a set of integer
numbers v ∈ Zd is given by:
ℓ(v) = (v, Qv)1/2. (5)
Lattices have vectors of all lengths, ranging from a mini-
mum value to infinity, and an important object is the set
of shortest vectors of the lattice:
Min(Q) = {v ∈ Z : (v, Qv) = min
u∈Z
(u, Qu)}. (6)
The number of such vectors is the so-called kissing num-
ber and is usually denoted by Z as it is the number of
FIG. 2. (Color online) The set of shortest vectors (red) of the
hexagonal lattice.
spheres in contact with the central sphere, if we set the
radius of the sphere as half the length of the shortest
vectors l(v). Fig. 2 shows the shortest vectors of the
hexagonal/triangular lattice. The scalar λ(Q) = l2(v) =
(v, Qv) for v ∈ Min(Q) is called arithmetical minimum
of the lattice and it is also related to the packing proper-
ties of the lattice: spheres of radius
√
λ/2 placed at the
vertices of the lattice give the densest possible packing
for this lattice. When talking about a lattice packing
we will always imply the packing with the sphere radius√
λ/2.
The packing fraction φ is the ratio of the volume of the
d-dimensional sphere of radius λ/2 to the volume of the
unit cell of the lattice, given by the determinant of the
basis matrix A:
φ =
2−d(πλ)d/2
Γ(1 + d/2) detA
. (7)
Since the packing fraction decreases at least exponen-
tially fast with the dimension [1], it is convenient to de-
fine the energy
e = −1
d
lnφ (8)
where lower energies corresponds to the better pack-
ers [19].
Note that local/global maxima in the packing fraction
φ are local/global minima in the energy e. The advantage
of the energy e over the packing fraction φ is its regular
behavior as d grows: Minkowski’s lower bound on the
maximal packing fraction of lattice packings scales like
2−d, while the energy remains a number of order O(1).
A lattice Λ is called extreme iff it is perfect and eutac-
tic. Perfect means that any symmetric d × d matrix M
can be expanded as:
M =
∑
v∈Min(Q)
αvv
t
v. (9)
We refer the reader to the examples worked out in [19, 20]
to familiarize with the idea of perfect lattices.
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FIG. 3. (Color online) A schematic drawing of a patch of the
Ryshkov polyhedron defined by Eq. (12). A perfect lattice
defined by its Gram matrix Q is a vertex of the polyhedron.
The edges of the cone which has Q at its top is known as the
Voronoi domain of the lattice, connect Q to other vertices,
that are the neighboring perfect lattices.
An eutactic lattice is one for which the identity matrix
in O(d) has the following decomposition:
Q−1 =
∑
v∈Min(Q)
βvvv
T (10)
with all positive coefficients βv > 0. As was proven by
Voronoi [16], extreme lattices are local maxima of the
packing fraction φ. As such, they contain important in-
formation on the nature of dense packings in high dimen-
sions.
The central object of the Voronoi theory is the Ryshkov
polyhedron [36, 37]
Pλ = {Q ∈ Sd>0 : λ(Q) ≥ λ} (11)
where Sd>0 is the set of Gram matrices of all the lattices.
The definition can be rewritten in a more straightforward
form:
Pλ = {Q ∈ Sd>0 : (v, Qv) ≥ λ ∀v ∈ Zd}. (12)
From this definitions it is clear, that Pλ is a domain, in
the space of lattices, resulting from an intersection of in-
finite number of planes. One can prove that Pλ is convex
and locally is a polyhedron [20] as illustrated on Fig. 3.
This is not trivial since an infinite number of intersect-
ing planes could, in principle, produce an object that is
very far from a polyhedron. Figure 3 shows a patch of
the Ryshkov polyhedron in d = 2. An important result
due to Voronoi asserts that the maxima of the packing
fraction φ are attained at the vertices of Pλ.
We also use another result due to Voronoi [16, 20]: the
set of perfect lattices is finite and connected. Namely, for
any perfect lattice one can always compute a special sub-
set of perfect lattices, which are called its neighbors [20].
Repeating this procedure for every neighbor, one can, in
principle, generate the complete set of perfect lattices.
This turns the set of perfect lattices into a graph. We
refer to it as the Voronoi graph throughout the paper.
An example of extreme lattice is the Ad family of lat-
tices [1]. The Gram matrix of the lattice in d dimensions
read:
QAd =


2 −1 0 0 · · ·
−1 2 −1 0 · · ·
0 −1 2 −1 · · ·
· · · · · · · · · · · · · · ·
· · · 0 0 −1 2

 (13)
Geometrically the Ad lattice is defined a set of all points
x ∈ Zd with integer coordinates, such that ∑i xi = 0.
The A2 and A3 are the hexagonal, or triangular, and
FCC lattices in d = 2 and d = 3 respectively. These are
the densest lattices in respective dimensions. However
beyond d = 4 the Ad are no longer the densest lattices.
As space dimension increases, they become sparse, i.e.
have low density, as we will see below.
III. GENERATION OF SETS OF EXTREME
LATTICES
Unlike the case of perfect or eutactic lattices where al-
gorithms exist which do, in principle, enumerate all such
lattices [16, 38], no algorithm is known that generates di-
rectly extreme lattices in a sequential way (like Voronoi
algorithm does for perfect lattices). One has either to
start from perfect lattices and then check for eutaxy or
do the opposite (the former procedure is algorithmically
faster, and it is the one that we use in this paper). It
is worth mentioning that two recent algorithms managed
to generate random dense and maximally jammed pack-
ings [17, 32] therefore achieving extremity without re-
quiring separately perfectness and eutacticity. The term
”random” refers to the fact that both algorithms start
from a random lattice and transform it into an extreme
one. Therefore they also sample the set of extreme lat-
tices and generate its random representative. As we said,
the algorithm for generating perfect lattices and check for
their eutacticity is simpler, and we have implemented it
in a randomized variant in Ref. [19]. The number of per-
fect lattices is conjectured [19] to grow superexponen-
tially with dimension and the number of eutactic (not
necessarily perfect) lattices grows even faster [38, 39]. We
conjecture that the number of extreme lattices is growing
at least exponentially fast with the dimension of space.
Yet the fraction of perfect lattices that are also eutactic
discovered by our stochastic algorithm decreases rapidly
with space dimension as illustrated in Table I. The in-
crease of the fraction of lattices in d = 10− 11 is related
to the bias of the algorithm towards the denser lattices
and to the fact that the Voronoi graph in these dimen-
sions is relatively small, which makes the random walk
biased towards extreme lattices. In higher dimensions
the size of the graph quickly negates the bias.
These observations make generation of representative
sets of extreme lattices a challenging task. Also the num-
ber of extreme lattices discovered in a single run of the
5Dimension 5 6 7 8 9 10 11 12 13
Fraction 1 0.857 0.909 0.22 0.14 0.35 0.32 0.31 0.17
TABLE I. Fraction of perfect lattices that are also eutactic,
i.e. extreme, as a function of dimension. The numbers in
d = 6, 7, 8 are exact, while the fractions for d > 8 are based
on the output of the stochastic algorithm [19]. The increase
of the fractions in d = 10−11 is likely to be related to the bias
of the algorithm and is not supported by results in d ≥ 13.
randomized Voronoi algorithm tends to be a (strongly)
fluctuating quantity. There are two difficulties encoun-
tered: first, the fraction of extreme lattices (among the
perfect lattices) drops sharply above d = 12. Second, the
appearance of many isometric copies of the same lattice
starts becoming a problem, much more important for ex-
treme lattices than it is for perfect lattices. Even if we
bias the random walk with Metropolis-like rules by intro-
ducing an effective temperature, we increase the fraction
of extreme lattices discovered among the perfect lattices,
however, for d ≥ 13 they turn out to be mostly isometric
copies of a small set of extreme lattices.
For d ≤ 13 a successful strategy is to generate suf-
ficiently long random walks of 106 − 107 steps, with a
weak Metropolis bias. The instance d = 13 seems to be
a borderline case since a random walk of 6 · 106 steps
starting from A13 yielded 2 · 104 extreme lattices. An
estimate of a similar run in d = 14 would give only a few
hundred lattices with substantial increase of the running
time. For d ≥ 14 the only possibility we are left with is to
perform runs at moderate temperatures, extract extreme
lattices, check them for isometry and merge the set all to-
gether and perform an isometry checks over the resulting
set. Following this approach, we were able to collect from
200 to a few thousand extreme lattices for d = 14−19. As
we show below, we cannot guarantee that lattices in such
sets are representative of the typical properties of the ex-
treme lattices. It is immediately obvious, that since the
extreme lattices in these dimensions were collected from
biased random walks, which favored higher density, the
thus discovered extreme lattices very likely have higher
densities than the typical extreme lattices discovered by
simple random walks. Therefore we focus on the range
d = 8− 13 and compare the results to cases d ≥ 14 in or-
der to check whether the sets of extreme lattices in these
higher dimensions are still representative.
IV. PACKING FRACTION AND KISSING
NUMBER DISTRIBUTIONS
We start by studying statistical properties of extreme
lattices. We study the same quantities - energy e =
− log(φ)/d and kissing number Z - as was done in the
case of perfect lattices [19].
The first issue we would like to discuss is whether
statistics of energy and kissing number of extreme lattices
is different from that for perfect lattices. As explained
in [19] the randomized Voronoi algorithm is hardly uni-
form in the choice of a neighbor of a given perfect lattice.
This is due to the large variance in the dimensions of the
facets of the Ryshkov polyhedron [19]. In order to render
it more uniform we have biased the random walk. This
gave a better sampling of the perfect lattices (as mea-
sured in terms of less repetitions) and the same is true
for the extreme lattices as well.
We notice however little difference between the two
algorithms and a net tendency of the extreme lattice
distribution towards the densest lattices. In brief, ex-
treme lattices are typically denser than perfect lattices
(see Fig. 4). However, it is evident that for d ≥ 13 the
sampling is far from representative and this is due both
to the under sampling of the perfect lattices and to the
small fraction of those which are also extreme.
The main message is that we can use the data for
d < 14 to study typical properties of extreme lattices,
while in higher dimensions we can only use the results as
guidelines.
At this point we notice a curios phenomenon: although
in d = 3 dimensions the lattice Ad is the best packer, as
the number of dimensions increases it becomes consis-
tently the least dense among the extreme lattices. This
is a known conjecture by Coxeter [40, 41] and we could
not disprove it in our numerics.
V. SYMMETRIES OF EXTREME LATTICES
The next problem we address, before proceeding with
the decorrelation properties, are the symmetries of the
extreme lattices. We need an appropriate measure of
how symmetric is a sphere packing corresponding to a
given lattice. The symmetries of a lattice Λ, defined by
its Gram matrix Q, and associated packing are quantified
by an automorphism group Aut(Q):
Aut(Q) = {U ∈ GLd(Z) : U tQU = Q} (14)
This is the set of linear, integer changes of variables in
Z
n that map the lattice on itself, i.e. the set of all ”rota-
tions” in space, under which the lattice points map onto
themselves [42]. This is a direct probe for the symmetry
of a sphere packing: higher number of symmetries implies
that that packing is has higher symmetry. For example
the square lattice in two dimensions has Gram matrix
Qsq = I =
(
1 0
0 1
)
(15)
and therefore the group
Aut(Qsq) = {U ∈ GL2(Z) : U tU = I} (16)
This is the group of signed permutations, which has 8
elements in 2 dimensions (in general 2dd!, for d dimen-
sions).
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FIG. 4. (Color online) Top. Average energy of perfect
(green, top curve) and extreme (blue, middle curve) lattices
as a function of dimension. The red (bottom) curve is the
energy of the best known packings. Bottom. Average kiss-
ing number 〈Z〉 of extreme lattices (blue, bottom curve) as
function of dimension. The red (top) curve represents the
kissing numbers of the densest known packings. Error bars
are variance of the distributions.
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FIG. 5. (Color online) Probability distributions for energy of
perfect lattices in d = 8− 19.
On the other hand, the hexagonal (or triangular) lat-
tice has Gram matrix
Qhex =
(
2 1
1 2
)
(17)
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FIG. 6. (Color online) Probability distributions for energy
extreme lattices in d = 8−13 (top) and d = 14−19 (bottom).
Color goes from red, d = 8 to blue, d = 13. Up to d = 13 the
sampling is probably good, but for d ≥ 14 we were not able to
generate representative sets (see discussion in the text). The
behavior for d < 14 is similar to that of the distributions for
the perfect lattices.
has the following automorphism group
Aut(Qhex) = 〈A1 =
(
0 1
1 0
)
,A2 =
(
0 −1
1 1
)
〉 (18)
of 12 elements, which are generated from the above two
generators of the group [43]. Therefore the hexagonal lat-
tice has 50% more symmetries than the square lattice (12
instead of 8) and this corresponds to our intuitive notion
of the hexagonal lattice being more symmetric than the
square lattice. A crude measure of this is the number of
elements in Aut(Q), which we denote as |Aut(Q)|. No-
tice as well, that while the definition of the group relies
on the Gram matrix Q, which is itself defined up to an
isometry V , the |Aut(Q)| does not depend on V . Notice
as well, that while the above d = 2 case suggests that
the densest lattice is also the most symmetric among the
lattices, this is not so in higher dimensions, as we will
see.
We adopt as a measure of the symmetry of a lattice
the size of it automorphism group |Aut(Q)|. As the size
of the group can be exponentially large in d for certain
lattices Q, it is more convenient to work with its loga-
rithm: we define the symmetry exponent s of a lattice Q
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FIG. 7. (Color online) The mean symmetry exponent s =
ln |Aut|/d of extreme lattices (red, bottom), the best (green,
middle curve) and the worst (blue, top curve) packers. The
mean curve shows smooth behavior, while the extreme cases
curves are less regular. In particular the d = 12 is special. The
least dense case, which we verified being consistently Ad, has
higher symmetry than the densest lattices for all dimensions
> 8 and asymptotically (see Appendix B) ln |Aut(Ad)|/d ≃
ln d− 1 + 3
2
ln d/d+ ... .
as:
s = ln |Aut(Q)|/d. (19)
This quantity remains of order O(1) even in the case
of Ad, which has a fairly large symmetry group in high
dimensions [44]. We have used the original code by Bernd
Souvignier [35] to compute the size of the automorphism
groups Aut(Q).
A. Symmetries
We first look at the distribution and the moments of
s for extreme lattices. Figure 7 shows three curves: the
mean 〈s〉 over the ensemble of extreme lattices, the s as a
function of dimension for the best (middle curve) and the
worst (top curve) packers. In all cases, the worst packer
is Ad. We consistently find here that the best and worst
packers have high symmetry with s ≃ 1 for the best and
s ≃ 2 for the worst, and there is always an exponential
gap between the two. This similarity between the best
and the worst can be understood as they are both the
result of a global optimization (a maximum and a mini-
mum of the same function). The trend as the number of
dimensions increases is that of a decreasing of the num-
ber of symmetries s in the best packer while the number
of symmetries in the worst packer Ad increases logarith-
mically (we have a crossing at d = 9). Typical extreme
lattices have much less symmetry, 〈s〉 ≈ 0.1, which trans-
lates into slowly increasing |Aut| from 2.23 for d = 8 to
6.0 for d = 19. This tells us that typical cases have,
essentially, no symmetries, especially if compared to the
best and worst cases.
To support this statement, we study the distribution of
s, which is shown in Fig. 8. We show separately the cases
d = 8 − 13, where we have representative statistics and
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FIG. 8. (Color online) The distributions of the symmetry
exponent s of extreme lattices for d = 8−13 and d = 14−19.
Color gets colder as dimension d is increasing.
d = 14− 19 where we have less statistics and provide the
data for illustration only. For d < 14 the distributions of
s feature the main peak.
B. Correlation between packing fraction, kissing
number and symmetries
In this section we study the dependence of |Aut(Q)|
on the lattice energy or kissing number. The results are
shown in Fig. 9. We see that typical extreme lattices have
low symmetry (small number of symmetries), sometimes
as low as just 2 transformations, while the best packers
are highly symmetric. However it is not difficult to find
lattices which do pretty well in packing while keeping
the number of symmetries low and it is possible to find
extremely high kissing numbers in packings which have
s value less than half that of the best kisser. This also
becomes more accurate as the dimension is increased.
As the dimension d increases the Ad lattices become
gaped from the rest of the lattices with extremely huge
symmetry groups. At the same time, they become the
worst packers. A similar behavior is observed if |Aut(Q)|
is plotted against the kissing number, as illustrated on
Fig. 10.
8FIG. 9. (Color online) The symmetry exponent s of a lattice
as function of energy for d = 8 and d = 13. The intermediate
dimensions have similar scatter plots. The higher dimensions
also have similar scatter plots, but their significance is re-
duced by the non-representative character of the sets used to
generate the plots. The (red) triangular marks indicate the
best and the worst packers. The densest and the sparsest
(Ad) lattices have (much) higher number of symmetries than
typical extreme lattices.
VI. DECORRELATION PRINCIPLE FOR
LATTICES
We next pass on to study the decorrelation properties
of extreme lattices and their connection to density and
symmetry of a lattice, which is one of the main subjects
of this paper. The the decorrelation principle [23] states
that all correlations except the pair ones vanish as di-
FIG. 10. (Color online) The symmetry exponent s of a lattice
as function of the kissing number for d = 8 and d = 13. The
(red) triangular marks indicate the best and the worst kissers.
The densest and the sparsest (Ad) lattices have (much) higher
number of symmetries than typical extreme lattices. The
comments on other dimensions in the caption to the Fig. 9
apply here as well.
mension of space is increased. If valid, the conjecture
has many important consequences for the sphere pack-
ing problem [23, 24]. It has been confirmed for certain
families of lattices [27] and disordered packings [25, 26] ,
however its possible range of application is not well un-
derstood yet. It is therefore of interest to check if it holds
for extreme lattices and study the details.
Namely, we want to study how the decorrelation prop-
erties of extreme lattices, i.e. the local maxima of the
packing fraction, changes with dimension and how they
9depend on energy/kissing number for a fixed dimension.
The latter case requires a method to compare different
lattices. First, we rescale all extreme lattices to have
unit length shortest vectors, i.e. we set the arithmetical
minimum λ = 1. We use this convention throughout the
rest of the paper. This way different lattices (in a given
dimension) correspond to different local arrangements of
hard spheres around a central sphere. The extreme lat-
tices, as we said, give the packings whose density cannot
be improved by any infinitesimal deformation of a lattice.
A direct test of the decorrelation properties of a lattice,
would be to check whether higher order correlators, like
the three-point correlator g3, factorize into products of
pair correlators g2. This is computationally difficult and
we set it aside for future work. A second, less direct, test
of the validity of the conjecture explores the implication
of the decorrelation principle, that the pair correlator g2
contains less and less features and approaches 1 for all
distances as the dimension d is increased. This is second
possibility is feasible, instead, as the pair correlations are
easier objects to compute numerically and only requires
quantitative measure of features of g2. More precisely,
we study how the fact that g2 is more or less featureless
correlates with dimension/energy/kissing number as the
number of dimensions is increased.
The pair correlation function g2(r) is defined as a prob-
ability of finding a particle at distance r given there is
a particle at the origin. The g2 is also equal to deriva-
tive with respect to R of the number of particles inside
a sphere of radius r. For Bravais lattices g2(r) is set of
δ-functions:
g2(r) =
∑
k>0
gkδ(r − rk) (20)
gk =
Zk
d2d rd−1k φ
where phi is the packing fraction, Zk is the number of
lattice points in the kth shell and rk is the length of the
lattice vectors in the shell. We refer to the series (20) as
g2-series in the remainder of the paper. For all lattices
their g2(r) correlator can be computed exactly through
the knowledge of a finite piece of their theta series [1, 45]:
θΛ(q) =
∑
v∈Λ
ql(v)
2/2. (21)
However the size of the required piece of the theta series
can be substantial and the algorithm, based on theory
of modular forms, is far from being trivial. The pair
function g2 has been computed by this method only for
certain lattices. When this is not possible, we have re-
sorted to a numerical method, which consists in count-
ing all points in the lattice within a spherical region of
changing radius, up to a maximum distance of few short-
est vectors lengths, depending on the dimension of space.
The higher space dimension, the smaller the maximum
distance we have used due to computational costs.
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FIG. 11. (Color online) The smoothed h functions for a
typical d = 8 extreme lattice as defined in Eq. 23 with
ǫ = 0.03, 0.05, 0.1. The δ-functions are smoothed into Gaus-
sians. The correlator goes to 0 for large distances.
The original decorrelation principle was developed for
disordered systems: it needs modifications to be applied
to lattices. The first difficulty being the obvious long-
range order present which makes g2 a sum of δ-functions
which is strictly speaking not 1 anywhere. However, re-
cently Zachary and Torquato [27] showed, that the decor-
relation can be extended to the case of periodic systems,
including lattice packings, if one studies the smoothed
pair correlators:
g2(r; ǫ) =
1
ǫ
√
2π
∑
k>0
gk exp
[
− (r − rk)
2
2ǫ2
]
(22)
h(r; ǫ) = −1 + 1
ǫ
√
2π
∑
k>0
gk exp
[
− (r − rk)
2
2ǫ2
]
(23)
where the δ-functions are replaced by suitably chosen
approximations (the Gaussians in the above equations),
which converge to a δ-function for small values of ǫ. The
smoothed g2 should go to 1 uniformly as d→ ∞, as the
delta functions become denser for large r. An example of
the smoothed g2 correlator for a typical extreme lattice
in d = 8 is presented on Fig. 11. The effect of decorrela-
tion is then to suppress any oscillations from 1. In terms
of h, we expect that
h(r)→ 0 d→∞, (24)
for any r > 1 (remember that we have normalized all the
lattices to have unit-length shortest vectors).
Having extended the decorrelation principle to lattices,
we need to define a quantitative measure of the decorre-
lation length of a lattice, so that comparison of different
lattices is possible. To do that, we have exploited the ob-
servation that the smoothed lattice g2, looses the struc-
ture and approaches 1 on shorter and shorter distances
as d is increased [27]. If one wants to define a correlation
length ξ over which the smoothed g2 looses its structure,
one is faced with various choices. One possibility is to set
ξ = 〈r〉 where the average is taken with the appropriately
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normalized h2(r) as a probability measure [46]. Another
possibility is to use the cumulative function
χ(r, ǫ) =
1∫∞
1
dr h2(r, ǫ)
∫ r
1
dr h2(r, ǫ) (25)
We set ξ so that χ(ξ, ǫ) = η with η ∼ 0.9 − 0.99. This
last definition is close to the definition of the order metric
used to quantify disorder in materials [47]. Specifically,
it would measure the radius (in shortest vectors) of a
sphere containing 90%− 99% of the order metric.
Still another possible definition uses the cumulative
function χ(r, ǫ). One can study its behavior as r → ∞
and extract a characteristic length which determines the
approach to the asymptote. We have found that two
different correlation lengths can be extracted with this
definition from the smoothed lattice two-point correla-
tors, describing the small-r and on the large-r behaviors
of the g2 [48].
Irrespective of the method used (〈r〉 or χ) the smaller
ξ the more decorrelated is the lattice. We will see below
that the decorrelation length is well correlated with sym-
metry (the larger the lattice symmetry group, the larger
ξ).
It is worth stating at this point that g2 does not define
lattice uniquely for d > 3. The g2 series and the related
θ-series can be the same for different lattices, except in
d = 2, 3. Counterexamples exist in d ≥ 4, i.e. non-
equivalent lattices which have identical g2-series to all
orders [49–53]. The exhaustive study of decorrelation
properties of (lattice) packings would require analysis of
factorization of higher-order correlators.
A. Decorrelation, energy and kissing number
We first study the dependence of ξ on energy and
method used to compute the length ξ in order to re-
veal the importance of the method used to extract the
length. The scatter plots ξ vs e, computed with differ-
ent methods, are presented on Fig. 12. We see that in
d = 8 different methods give very similar results. This
conclusion - that the two definitions of ξ are qualitatively
equivalent - applies to higher dimensions as well. We use
ξ data obtained with the χ method with the threshold
η = 0.95 on the figures below.
Looking at the scatter plots for d = 8 and d = 13 on
Figs. 13 and 14, we see that typical extreme lattices have
smaller length ξ. i.e. they are more decorrelated, than
the best and the worst packers. In d = 13 the densest
lattice is as much decorrelated as most extreme lattices as
we see on Fig. 13. The reason for such behavior in d = 13
is shown in Fig. 17, where the smoothed g2 correlators
are compared for d = 12, 13, 14: the g2 in d = 13 has
less structure than the smoothed g2 in the neighboring
dimensions.
B. Decorrelation and symmetries
Next we study the correlation between ξ and the sym-
metry of a lattice, i.e. the size of the symmetry group
of a lattice. The results are presented in Fig. 15 (the χ
method, η = 0.95) and Fig. 16 (the 〈r〉 method). We see
that ξ and s are correlated: lattices with larger symme-
try group will typically have also a larger decorrelation
length. The correlation length is therefore a good mea-
sure of the (more complicatedly found) symmetry s.
Turning to the scatter plots themselves we see that the
typical extreme lattices decorrelate faster than lattices
with very high or low e number of symmetries. This
fact is especially clear in case of Ad or Dd lattices which
have huge symmetry groups already in moderately high
dimensions [54]. This is not so in case of the best packers:
the densest lattices decorrelate differently depending on
the number of dimensions. In all dimensions, but d =
13, the densest lattice is less decorrelated than typical
extreme lattices. The reason the d = 13 is special, has
already been discussed in Sec. VIA.
As the dimension increases, the best packers start to be
less correlated, as one can see in Fig. 17 which shows the
smoothed g2 correlators for the best packers in d = 8−19.
It is evident that, although for d = 8 the best packer is
much less decorrelated than a typical extreme lattice,
for d = 13 it is already quite close to typicality and
this tendency is only more evident in higher dimensions
(although for the smallness of the statistics we do not
present the data here).
VII. CORRELATIONS BETWEEN LATTICES
AND GLASSINESS
We have seen that typical extreme lattices in mod-
erately high dimensions (and we conjectured that this
becomes more and more true as the number of dimen-
sions is increased) are quite homogeneous as to what
concerns packing fraction and symmetries. A series of
natural questions arise: what other common features are
there of typical lattices? Are best packers so different
from the typical ones that we could single them out by
using a different metric than the packing fractions? Do
they clusterize in some appropriate sense, resembling lo-
cal minima of the free energy of mean-field glasses?
To answer these questions, a good starting point is to
analyze whether the lattices that are close in energy are
also similar in real space. The latter requires a definition
of distance ρ(Λ,Λ′) between lattices Λ,Λ′ as a measure
of geometric similarity.
Defining a workable metric in lattice space is a non-
trivial problem as there might be very different presenta-
tions of the same lattice. Since lattice can be represented
by many equivalent Gram matrices, the latter cannot be
used tout-court to construct the metric (see Appendix
for more details) and one has to scan for different pre-
sentations of the same lattice.
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FIG. 12. (Color online) Scatter plot of correlation length ξ
vs. energy, d = 8. The length ξ is computed with the three
methods: 〈r〉 and via h2 with η = 0.9 and η = 0.95. The
results are similar qualitatively and quantitatively in this case.
The relative closeness of the densest lattice in d = 13 to the
bulk of typical extreme lattices, is a peculiarity of d = 13 as
explained in the text.
FIG. 13. (Color online) Correlation length ξ (computed with
the χ method, η = 0.95) vs. energy e = − log φ/d for d = 8
and d = 13. Typical extreme lattices have smaller correlation
length in comparison with lattices having high or low energy.
An alternative possibility is to use theta series associ-
ated to a lattice [1]:
θΛ(q) =
∑
v∈Λ
q|v|
2/2. (26)
It is possible to define a distance in the space of lattices
with the help of theta series, however its computation
represents a serious mathematical problem (see Appendix
B for discussion). One could think of computing the dis-
tance between θ’s in function space.
The idea is good but computing the θ, as we said, is
cumbersome. We could implement the same idea (mea-
suring the distance between lattices from the functional
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FIG. 14. (Color online) The correlation length ξ (computed
with the 〈r〉 method) vs. energy e = − log φ/d for d = 8
and d = 13. Typical extreme lattices have smaller correlation
length in comparison with lattices having high or low energy
for d = 8 while the best packer in d = 13 is less correlated
than the typical extreme lattices.
distance between their associated functions) by means of
another lattice quantity, which we have already seen in
this work, the smoothed pair correlation function g2(r, ǫ).
Based on this function we define the distance:
ρp(A,B; ǫ) =

 ∞∫
1
dr|gA2 (r, ǫ)− gB2 (r, ǫ)|p


1/p
. (27)
As we have already stated, ρp is not a metric since g2
does not fix a lattice uniquely and different lattices can
have identical g2.
FIG. 15. (Color online) Correlation length ξ (computed with
the χ method, η = 0.95) vs. symmetry exponent s of extreme
lattices, for d = 8 and d = 13. The generic trend is that
extreme lattices with lower symmetry have smaller correlation
length ξ.
Since we believe that, as the dimension of the space
increases, the knowledge of higher order correlations (g3
etc) becomes less and less important (as stated by the
decorrelation principle), we propose to trust that the dis-
tance between lattices given by Eq. (27) captures the
“geometrical distance” in a reasonable sense.
There are two numerical issues: we can never compute
the entire g2(r) for arbitrary distances and have to stop
at some finite cutoff distance. However we have made
sure that the smoothed g2 is already close to its asymp-
totic value of 1 at these cutoff distances. We have also
checked that the smoothing does not affect the results,
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FIG. 16. (Color online) The correlation length ξ (computed
with 〈r〉 method) vs. symmetry s of extreme lattices for d = 8
and d = 13. Extreme lattices with lower symmetry have
smaller correlation length.
qualitatively.
We have studied correlations between energy differ-
ence |e(Λ) − e(Λ′)| and inter-lattice distance ρ(Λ,Λ′)
for extreme lattices by looking at the scatter plots for
d = 8− 13. The d = 8 and d = 13 are shown in Fig. 18.
We see that lattices that are equally dense are also lo-
cated very close in the space of lattices. We also provide
the scatter plot in d = 17 on Fig. 19 for illustration pur-
poses. We see that the universal trend is present in this
case also.
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FIG. 17. (Color online) Top. The smoothed h correlator (see
Eq. (23)) with ǫ = 0.1 of the best packers in d = 8− 19. The
color is darker for larger d. Bottom. The same plot restricted
to d = 12−14. The smoothed g2 for the best packer in d = 13
(red, solid) has less structure than the smoothed g2 in d = 12
(blue, dashed) and d = 13 (green, dashed).
VIII. CONCLUSIONS AND OPEN QUESTIONS
In this paper we have studied some statistical proper-
ties of extreme lattices generated by the Voronoi algo-
rithm (supplemented with an eutaxy test). In particular
we have defined and studied their decorrelation prop-
erties (appropriately measured), their symmetries and
their distribution of packing fractions and kissing num-
bers. We have also studied the correlations between these
quantities showing how the strong correlation between
large packing fraction (kissing number) and symmetries
or correlations is diminished in high dimensions.
We have verified that the least dense of the extreme
lattices is Ad in all dimensions and for all extreme lattices
we have found. We have also seen how for d ≥ 9 the least
dense extreme lattice has considerably more symmetries
that the most dense.
We had to stop our analysis at d = 19, as the genera-
tion of extreme lattices becomes impossible with current
means. This is probably related to a similar phenomenon
found in [17, 18] although the three algorithms are unre-
lated to each other. We hope to investigate this and the
remaining issues in the near future.
Our results apply to relatively low dimensions, d ≤ 19.
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FIG. 18. (Color online) The scatter plot energy difference |de|
vs. lattice distance r, d = 8 (top) and d = 13 (bottom). The
plots are generated from random subsets of extreme lattices
of 1000 (d = 8) an 2000 (d = 13) lattices.
FIG. 19. (Color online) The scatter plot energy difference
|de| vs. lattice distance r for d = 17. The plot is generated
from the full set of extreme lattices (∼ 867) available in that
dimension.
However, we have discovered that there clearly exist spe-
cial dimensions, where decorrelation properties are dif-
ferent from the neighboring dimensions. It is of great in-
terest to understand how these results carry on in higher
dimensions.
As we have discussed in the introduction, the dimen-
sions we have looked at, d = 8− 19, are very low and our
hope was to spot patterns in the properties of extreme
lattices, that are valid in higher dimensions as well.
Our results suggest naturally a number of open prob-
lems. We have studied the properties of extreme lattices,
like their density and kissing numbers in d = 8 − 19.
What is the behavior of the typical density and kissing
number in higher dimensions and their asymptotic be-
havior as d → ∞? In Ref. 19, we conjectured that typ-
ical perfect lattices might improve the Minkowski lower
bound on the density. We have found, that the density
of typical extreme lattices is bigger than that of typical
perfect lattices. Do typical extreme lattices provide (fur-
ther) improvement of the lower bound? What are the
decorrelation properties of Ad and Dd lattices in high
dimensions and how do they compare with those of the
densest lattices? Do the Ad/Dd always decorrelate slower
than the typical extreme lattices? Distinct lattices with
equal densities have small separation in the space of lat-
tices (see. Figs. 18 and 19), as we have discovered. Is
this statement true in all dimensions?
We have seen a special case, d = 13, where the densest
lattice is much more decorrelated, than the densest lat-
tices in d = 12, 14. What is the fate of such exceptional
dimensions as d → ∞? That is which of the scenarios
proposed in Ref. 24 (i.e. special dimensions vanish or
they persist) is realized for d→∞?
The decorrelation properties of the lattices were ex-
tracted from the pair correlator g2 only. Higher order
correlation functions, like g3 or g4, are also important in
the context of the decorrelation principle. A more strin-
gent test is to check explicitly whether g3 and g4 factorize
into products of ρ, the number density of the lattice, and
g2. So far such test was only carried out for the ”ghost”
RSA [26], where all the correlators can be computed ex-
actly.
When studying the symmetries of (extreme) lattice
packings, we used the simplest possible measure - the
number of the symmetries. There are other measures,
which might provide additional information. For exam-
ple, the Ad and Dd lattices have very large symmetry
groups, while the densest known lattices have symmetry
groups that are small, compared to Ad/Dd, yet the with
a richer structure. Their richness is reflected in the run-
ning time of the algorithm, that computes the groups:
while computing the Aut(A20) is a matter of no time
even on a desktop machine, the computation of the sym-
metry group of Λ20, the densest known lattice in d = 20,
requires days of computing time on the same machine.
Indeed, the size of the automorphism groups of Ad and
Dd follow a simple recurrence law (see Appendix B) tes-
tifying the simplicity of the groups.
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Another interesting problem is how the symmetry of a
typical packing is related to its decorrelation properties
as d → ∞. Our results for extreme lattices suggest that
packings with lower symmetry decorrelate faster. It will
be extremely interesting to check this statement with a
sphere packing, where we can vary its symmetry at will,
and see what is the effect of such variation on decorrela-
tion behavior. Finally, we have only studied the lattice
packings. It will be extremely interesting to look at pack-
ings with many particles in the unit cell (i.e. periodic
packings) and check if our conclusions apply as well to
periodic packings or, eventually, how they are altered.
ACKNOWLEDGMENTS
We would like to thank Achill Schu¨rmann for useful
discussions. We acknowledge developers of the libraries
PARI [55] and GNU GSL [56] which were used in simula-
tions. S.T. was supported in part by the National Science
Foundation under Grants DMR-0820341 and No. DMS-
1211087. This work was partially supported by a grant
from the Simons Foundation (Grant No. 231015 to Sal-
vatore Torquato).
APPENDIX A. DEFINITIONS OF METRIC IN
THE SPACE OF LATTICES
We used a g2 based metric to compute distances be-
tween lattices. Here we discuss possible alternatives and
their drawbacks.
The most tempting way to estimate the inter-lattice
distance is to use one of the many matrix distances for
the lattice Gram matrices. However, this is not a correct
definition, since a single lattice can be represented by
many different Gram matrices (isometries). It is possible
to amend the matrix distance and make it aware of the
isometries. We define a distance between two lattices Λ
and Λ′ as a minimum matrix distance over all equivalent
representations of the two lattices:
ρ(Λ,Λ′) = min
U∈GLd(Z)
||U tQU −Q′||2. (28)
where Q and Q′ are the respective Gram matrices. The
minimization takes into account all possible isometric
copies of Λ. This is the most straightforward definitions
of distance, but it is not practical and we do not know of
an implementation of this algorithm.
Also, any metric that requires the knowledge of a lat-
tice theta series is going to be impractical. There is an
algorithm to compute the entire theta series starting from
some initial part of the series. The algorithm makes use
of theory of modular forms [1, 45]. The computation is
not simple. MAGMA has routines that are able to per-
form at least part of the computation but the complexity
of such computation grows quickly with the number of
dimensions, and already in as low as d = 6 it can be quite
involved.
APPENDIX B. SOME KNOWN
AUTOMORPHISM GROUPS OF LATTICES
We give below the sizes |Aut| of the groups of automor-
phisms for the Ad and Dd lattices as well as the densest
lattices in dimensions d = 2− 14.
A2 12
A3 48
A4 240
A5 1440
A6 10080
A7 80640
A8 725760
A9 7257600
A10 79833600
A11 958003200
A12 12454041600
A13 174356582400
A14 2615348736000
A15 41845579776000
A16 711374856192000
A17 12804747411456000
A18 243290200817664000
A19 4865804016353280000
A20 102181884343418880000
A21 2248001455555215360000
A22 51704033477769953280000
A23 1240896803466478878720000
A24 31022420086661971968000000
TABLE II. The sizes of automoriphism groups for the Ad
lattices, d = 2 − 24. The number of symmetries is growing
factorially in d.
The Dd family of lattice is defined as the set of integer
points x ∈ Zd, such that ∑i xi ≡ 0( mod 2) [1]. In
d = 3, the D3 lattice is the FCC lattice. The Dd family
of lattices represents the densest lattices in d = 3, 4, 5.
The size of their automorphism group is, by inspection
of the above tables,
|Aut(Ad)| = 2(d+ 1)! , (29)
|Aut(Dd)| = 2dd! , (30)
(the only exception being D4 with the size 1152 instead
of 384 given by the above formula), giving the following
asymptotic d→∞ behavior
s(Ad) ≃ ln(d)− 1 + O(ln d/d), (31)
s(Sd) ≃ ln(d) + ln(2)− 1 + O(ln d/d). (32)
This means that these lattices have a superexponential
growth of the size of their automorphism groups, while
the best packers have relatively small sized groups, an
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D3 48
D4 1152
D5 3840
D6 46080
D7 645120
D8 10321920
D9 185794560
D10 3715891200
D11 81749606400
D12 1961990553600
D13 51011754393600
D14 1428329123020800
D15 42849873690624000
D16 1371195958099968000
D17 46620662575398912000
D18 1678343852714360832000
D19 63777066403145711616000
D20 2551082656125828464640000
D21 107145471557284795514880000
D22 4714400748520531002654720000
D23 216862434431944426122117120000
D24 10409396852733332453861621760000
TABLE III. The sizes of automoriphism groups for the Dd
lattices, d = 2 − 24. The number of symmetries is growing
factorially in d.
indication that the decorrelation principle might be at
work here.
All the densest lattices represented in Table IV all be-
long to the so-called laminated family of lattices, which
is is denoted as Λd. These lattices are constructed in a
recursive way, starting from d = 1. Their construction
exploits a natural idea, that we can get a dense d + 1
lattice Λd+1 from a dense d one Λd, by stacking the lay-
ers of Λd in a smart way. Namely, we should place the
spheres of the next layer in the deep holes of the current
layer. The deep holes are the points of space that max-
imize the distance from a point in space to any lattice
point. We illustrate this construction, by showing the
first few steps of the recursion. In d = 1 there is a sin-
gle lattice: it is simply a chain of touching spheres. In
d = 2 we stack the layers, so that every next layer has
its spheres shifted by half a lattice spacing with respect
the previous layer. This generates the Λ2 ∼ A2 lattice.
Repeating the procedure for the triangular lattice, we get
the FCC lattice A3 ∼ D3. Notice, that the construction
outcome is not unique: it is easy convince yourself that
there are uncountably many ways to stack the layer of
A2, all of them giving sphere packings of the same den-
sity as that of FCC lattice A3. This is an important
observation, since in higher dimension the construction
procedure also generates many lattices, and one has to
pick the densest.
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