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Οι κυρίαρχοι παίκτες της ενημέρωσης είναι πλέον τα μέσα κοινωνικής δικτύωσης. Η 
δυνατότητα που παρέχεται στους χρήστες να διαχειρίζονται τη πληροφορία αλλάζει 
την μέχρι τώρα αντίληψη και αντιμετώπιση της είδησης ως προϊόν, παρεχόμενο από 
λίγους. Άρα και την ζυγαριά στο οικονομικό παιχνίδι που αφορά της την κύρια πηγή 
εσόδων των ΜΜΕ, δηλαδή τη διαφήμιση. 
Οι μεγάλες ειδησεογραφικές εταιρίες για να διατηρήσουν τη θέση τους στο χώρο, 
στρέφονται πλέον στα ειδησεογραφικά sites, παρακολουθώντας μέσω των analytics 
τις τάσεις των χρηστών στα κοινωνικά δίκτυα ώστε να προσελκύσουν το ενδιαφέρον 
τους ως πελάτες. 
Στη παρούσα εργασία εξετάζουμε τη δυναμική της άποψης του διαδικτυακού κοινού 
στην θεματολογία των ειδήσεων των παραδοσιακών ΜΜΕ. Στοχεύοντας στις λέξεις 
κλειδιά εξαιτίας του βάρους της θεματολογίας που φέρει η κάθε μια.  
Αρχικά, εξάγουμε τα δεδομένα ενός αριθμού(10 πιο δημοφιλών) ειδησεογραφικών 
sites. Εφαρμόζουμε αλγόριθμο εξαγωγής λέξεων κλειδιών από το κάθε άρθρο. Στη 
συνέχεια, εξάγουμε τα δεδομένα ενός από τα πιο δημοφιλή μέσα κοινωνικής 
δικτύωσης, το Twitter. Υλοποιούμε έναν αλγόριθμο εξαγωγής λέξεων κλειδιών για 
tweets. Χρησιμοποιούμε μία μια μηχανή αναζήτησης πραγματικού χρόνου και 
ανάλυσης ως βάση δεδομένων. Και τέλος, επιχειρούμε μοντελοποίηση του 
προβλήματος, εύρεση συσχέτισης μεταξύ των δύο μέσων, και απόπειρα πρόβλεψης 
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1.  Εισαγωγή 
 
Τα τελευταία χρόνια τα μέσα κοινωνικής δικτύωσης έχουν εισβάλει δυναμικά στο 
χώρο της ενημέρωσης. Η τεχνολογία τους παρέχει τη δυνατότητα της εύκολης και 
άμεσης αναμετάδοσης πληροφορίας, πλέον από οποιοδήποτε σχεδόν σημείο. Οι 
χρήστες τους επιλέγουν οι ίδιοι ποια γεγονότα της επικαιρότητας να αναμεταδώσουν 
και να σχολιάσουν, πράγμα που ήταν αδύνατο να γίνει από τους μέχρι τώρα κύριους 
παίκτες της ενημέρωσης(τηλεόραση, ραδιόφωνο, εφημερίδα κλπ), δηλαδή  τα 
παραδοσιακά ΜΜΕ. Η κατάσταση αυτή έχει οδηγήσει στην ανάδειξη τους ως το 
κυριότερο και δημοφιλέστερο μέσο πληροφόρησης της εποχής [1]. 
Τα πρόσφατα γεγονότα δείχνουν ότι η κοινή χρήση ειδήσεων στα μέσα κοινωνικής 
δικτύωσης αποτελεί ένα φαινόμενο με αυξημένη κοινωνική, οικονομική και πολιτική 
σημασία. Αυτό συμβαίνει γιατί τα άτομα που τα χρησιμοποιούν μπορούν πλέον να 
συμμετέχουν στην παραγωγή και τη διάδοση ειδήσεων σε μεγάλες παγκόσμιες 
εικονικές κοινότητες. 
Όμως, τα θέματα που καταγράφονται ή τα άρθρα που αναδημοσιεύονται από τους 
χρήστες των μέσων κοινωνικής δικτύωσης, συνήθως είναι γραμμένα ή εγείρονται 
από μεγάλες ειδησεογραφικές εταιρίες.  
Σύμφωνα με το φαινόμενο αυτό, ο αριθμός των χρηστών που ασχολείται με ένα θέμα 
αυξάνει αναλογικά την αξία του θέματος αυτού, καθώς οδηγεί και άλλους χρήστες 
να το διαβάσουν και να ασχοληθούν με αυτό. 
Ταυτόχρονα, η εξέλιξη των μέσων κοινωνικής δικτύωσης ως κυρίαρχου μέσου 
ενημέρωσης, έχει ρίξει τις τιμές της κυριότερης πηγής οικονομικών εσόδων των 
παραδοσιακών ΜΜΕ (τηλεόραση, έντυπη εφημερίδα, ραδιόφωνο),  τη διαφήμιση· 
λόγω της όλο και περισσότερο μειωμένης απήχησής τους από τον κόσμο, είτε αυτό 




Συνεπώς, το κομμάτι της πίτας των διαφημίσεων που αφορά το internet  όλο και 
μεγαλώνει αφού οι διαφημιστικές εταιρίες  και οι στόχοι τους(καταναλωτές), 
γέρνουν περισσότερο προς το διαδίκτυο. 
Οι μεγάλες εταιρίες των παραδοσιακών ΜΜΕ για να μπουν στο παιχνίδι και να 
διαχειριστούν αυτή την αλλαγή προς το διαδίκτυο, έχουν δημιουργήσει 
ειδησεογραφικά sites, διατηρώντας τη δυναμική του ονόματός τους.  
Παρόλα αυτά τα μέσα κοινωνικής δικτύωσης συνεχίζουν να δίνουν τη δυνατότητα 
στο χρήστη να επιλέγει τις ειδήσεις που θα διαβάσει. Αυτό σε συνδυασμό με το ότι 
τα sites πληρώνονται από τις εταιρίες με βάση τα "κλικς", τη χρήση του 
εξελισσόμενου κλάδου των analytics με στόχο τους χρήστες και τα ενδιαφέροντά 
τους, από εταιρίες αποδελτιοποίησης με πελάτες τις ίδιες τις ειδησεογραφικές 
εταιρίες· γεννάει και πάλι το διαχρονικό και πολυσυζητημένο ερώτημα, αν οι 
ειδήσεις διαμορφώνουν την κοινή γνώμη ή η κοινή γνώμη διαμορφώνει τις ειδήσεις. 
Είναι δηλαδή τα παραδοσιακά μέσα μαζικής ενημέρωσης που πλέον έχουν εξελιχθεί 
στο διαδικτυακό κομμάτι, αυτά που επιλέγουν την πληροφόρηση που θα 
διακινήσουν στους ανθρώπους ή είναι επιτέλους οι άνθρωποι που θα επηρεάζουν 
τις ειδησεογραφικές εταιρίες, στο τι θα γράψουν ώστε να προσελκύσουν το 
ενδιαφέρον περισσότερων ανθρώπων. 
Στην παρούσα εργασία για να ερευνήσουμε και να προσπαθήσουμε να απαντήσουμε 
σε αυτό το θέμα εξετάζουμε την δυναμική κάθε λέξης "κλειδί" με τη θεματολογία που 
αυτή κουβαλάει, και την πορεία της στα δύο μέσα. 
Δημιουργήσαμε ένα σύστημα συλλογής και ανάλυσης των δεδομένων, με στόχο να 
ερευνήσουμε τη συσχέτιση μεταξύ των δύο μέσων, αλλά και την αναζήτηση ενός 
μοντέλου που να μπορεί να προβλέψει το ποσοστό κάθε θεματολογίας των ΜΜΕ με 










2. Ανάλυση-Σχεδίαση Συστήματος για άρθρα 
 
Η εξαγωγή των άρθρων από τα τα news sites έγινε με web crawler τον οποίο προ-
γραμματίσαμε με τη βοήθεια βιβλιοθηκών της java, τα δεδομένα τα αποθηκεύσαμε 
στην βάση δεδομένων elasticsearch, ενώ η επεξεργασία των δεδομένων έγινε με 
εργαλεία machine learning. 







Εικόνα 1 - Απεικόνιση Συστήματος (Πρώτο στάδιο) 
 
 




Είναι ένα internet bot το οποίο συστηματικά πλοηγείται στο παγκόσμιο ιστό για να 
αντλεί πληροφορία και να την αποθηκεύει. Επίσης χρησιμοποιείται για indexing των 
ιστοσελίδων σε βάσεις δεδομένων έτσι ώστε να γίνεται αναζήτηση σε αυτές πιο 






Οι crawlers έχουν περιορισμούς από τα site που επισκέπτονται καθώς καταναλώνουν 
πόρους από το bandwindth της σελίδας. Στο αρχείο robots.txt περιέχονται 





Είναι η διαδικασία εξαγωγής πληροφοροριών από ιστοσελίδες από αυτοματοποι-
ημένο λογισμικό(web crawler). Χρησιμοποιείται για data minining πληροφοριών 
όπως ο καιρός, τιμές προϊόντων, απόψεις χρηστών κτλ. 
 
Οι ιστοσελίδες είναι φτιαγμένες συνήθως σε HTML και περιέχουν πολλά χρήσιμα 
δεδομένα σε μορφή κειμένου. Παρόλα αυτά είναι φτιαγμένες για τους χρήστες και 





Μερικές φορές ακόμα και το καλύτερο εργαλείο web scraping δεν μπορεί να 
αντικαταστήσει το "ανθρώπινο χέρι" όσον αφορά τη συλλογή πληροφοριών από 
ιστοσελίδες ενώ σε συγκεκριμένες περιπτώσεις είναι αναπόφευκτο ειδικά όταν οι 
σελίδες χρησιμοποιούνε φράγματα στην αυτοματοποίηση. 
 
Text pattern matching 
Μία απλή προσέγγιση εξαγωγής πληροφοριών από ιστοσελίδες είναι το pattern 







Στατικές και Δυναμικές ιστοσελίδες μπορούν να ανακτηθούν χρησιμοποιώντας HTTP 
requests στον απομακρυσμένο web server με χρήση socket programming. 
 
HTML parsing 
Πολλές ιστοσελίδες έχουν μια μεγάλη συλλογή από σελίδες οι οποίες δημιουργού-
νται δυναμικά από τη βάση δεδομένων. Στο data mining ένα πρόγραμμα αναγνωρίζει 
τέτοιες σελίδες και εξάγει το περιεχόμενο το μεταφράζει σε μία σχετική μορφή η 
οποία ονομάζεται wrapper. 
 
2.1.3. Web Scraper  
 
Το κομμάτι της υλοποίησης του web scraper αποτελείται από τα εξής βασικά μέρη 
[3]: 
 
• Fetch: Προσκόμιση δεδομένων από το διαδίκτυο για επεξεργασία, όπως ιστοσε-
λίδες σε μορφή HTML, ροές RSS σε μορφή XML. 
• Parse: Ανάλυση των στοιχείων του κάθε δεδομένου από μια ροή RSS.  
• Scrap: Εντοπισμός και εξαγωγή του μέρους της πληροφορίας που μας ενδιαφέρει 
μέσα από ένα σύνολο δεδομένων HTML. Αφαίρεση των πιο κοινών σημείων στίξης 
και μετατροπή του σε καθαρό κείμενο λέξεων με μοναδικό διαχωριστικό το κενό.  
• Search: Αναζήτηση μέσα στο εξαγμένο κομμάτι πληροφορίας για προκαθορισμένα 
αλλά και νέα άγνωστα keywords.  
• Store: Αποθήκευση στην βάση δεδομένων των στοιχείων που εντοπίστηκαν, καθώς 
και διάφορα ακόμη στοιχεία για στατιστικούς κυρίως λόγους όπως ημερομηνία που 







2.1.4 Τεχνολογία RSS 
 
Η RSS είναι μία τεχνολογία την οποία ο χρήστης χρησιμοποιεί για να πάρει και να 
διαβάσει πληροφορίες που έχουν σταλεί σε αυτόν αντί να επισκεφθεί µόνος, τον 
κατάλληλο ιστότοπο, για να την αναζητήσει και να την προσπελάσει. Η RSS είναι 
υπεύθυνη για την αυτοματοποιημένη λήψη στην επιφάνεια εργασίας ειδήσεων, 
συζητήσεων, podacasts, videocasts και μουσικής από διάφορους δικτυακούς τόπους.  
Είναι μία οικογένεια προτύπων ανταλλαγής και διανομής περιεχομένου που βασίζονται 
στη γλώσσα XML. Ένα κανάλι τροφοδοσίας RSS (RSS feed) αποτελείται από µία λίστα 
στοιχείων που περιέχουν ένα τίτλο καθώς και το σύνδεσμο προς την αντίστοιχη 
ιστοσελίδα ή αρχείο. Η τεχνική RSS επιτρέπει σε κάποιον όχι µόνο να συνδεθεί µέσω 
συνδέσμου (link) µε µία ιστοσελίδα, αλλά και να γίνει συνδρομητής σε αυτή, µε πλήρη 
ενηµέρωσή του για κάθε αλλαγή της σελίδας. Αυτή η κατάσταση ονομάζεται 
“incremental web”(αυξητικό δίκτυο) ή “live web”(ζωντανό δίκτυο). 
H RSS είναι ένας εναλλακτικός τρόπος ενημέρωσης των χρηστών. Επιτρέπει στο 
χρήστη να βλέπει πότε ανανεώθηκε το περιεχόμενο των δικτυακών τόπων που τον 
ενδιαφέρουν. Μπορεί να λαμβάνει κατευθείαν στον υπολογιστή του τους τίτλους 
των τελευταίων ειδήσεων και των άρθρων που επιθυμεί, ή ακόμα και εικόνων ή 
βίντεο, αμέσως μόλις αυτά γίνουν διαθέσιμα, χωρίς να είναι απαραίτητο να 
επισκέπτεται καθημερινά τους αντίστοιχους δικτυακούς τόπους. Για να μπορεί ο 
χρήστης να κάνει χρήση της RSS τεχνικής θα πρέπει να προμηθευτεί ένα πρόγραμμα 
ανάγνωσης ειδήσεων (RSS reader). Το πρόγραμμα αυτό είναι ένα ειδικό λογισμικό 
στο οποίο προσθέτει τις σελίδες RSS που τον ενδιαφέρουν και αυτό με τη σειρά του 
ελέγχει τις σελίδες αυτές και τον ενημερώνει διαρκώς για οτιδήποτε νέο. Αφού 
επιλέξει πρόγραμμα ανάγνωσης, θα πρέπει να αποφασίσει ποιο περιεχόμενο θέλει 
να λαμβάνει. Ο χρήστης θα πρέπει να αναζητήσει στο Διαδίκτυο και στους 
αγαπημένους του δικτυακούς τόπους τις σελίδες RSS που τον ενδιαφέρουν και να 






Παράδειγμα xml ενός RSS feed 
 
<?xml version="1.0" encoding="UTF-8" ?> 
<rss version="2.0"> 
<channel> 
 <title>RSS Title</title> 
 <description>This is an example of an RSS feed</description> 
 <link>http://www.example.com/main.html</link> 
 <lastBuildDate>Mon, 06 Sep 2010 00:01:00 +0000 </lastBuildDate> 




  <title>Example entry</title> 
  <description>Here is some text containing an interesting description.</description> 
  <link>http://www.example.com/blog/post/1</link> 
  <guid isPermaLink="true">7bd204c6-1655-4c27-aeee-53f933c5395f</guid> 
















2.1.5. META TAGS  
 
Τα meta tags είναι στοιχεία της HTML και η χρήση τους αποσκοπεί στην παροχή 
κάποιων συγκεκριμένων κατηγοριών δεδομένων (metadata) για μία ιστοσελίδα. 
Τοποθετούνται στον κώδικα της ιστοσελίδας, στο head, και οι πληροφορίες που 
περιέχουν παρέχονται από τον webmaster. Οι βασικές κατηγορίες δεδομένων, για τις 
οποίες θα μιλήσουμε παρακάτω, είναι ο τίτλος της ιστοσελίδας (title), η περιγραφή 
της (meta description), καθώς και οι σχετικές λέξεις κλειδιά (meta keywords). Τα 
δεδομένα αυτά, με εξαίρεση τον τίτλο της ιστοσελίδας, δεν είναι ορατά από τον 
επισκέπτη της ιστοσελίδας, καθώς η λειτουργικότητα τους αφορά κατά κύριο λόγο 
στις μηχανές αναζήτησης. Οι μηχανές αναζήτησης χρησιμοποιούν τις πληροφορίες 
που εμπεριέχονται στα meta tags, ως συμπληρωματικές της ανάλυσης που κάνουν 
στο περιεχόμενο κάθε ιστοσελίδας, κατά την αξιολόγηση της για την κατάταξη στα 
αποτελέσματα αναζήτησης. Φυσικά τα meta tags δεν είναι από μόνα τους αρκετά για 
να επιτύχετε υψηλές θέσεις κατάταξης, καθώς οι μηχανές αναζήτησης λαμβάνουν 
υπόψη δεκάδες κριτήρια [5]. Κάθε υποσελίδα του site, εφόσον έχει διαφορετικό 
θέμα, καλό είναι να έχει και τα δικά της meta tags, τη δική της περιγραφή και τα δικά 
της keywords τα οποία θα εστιάζουν στη λίστα με τις λέξεις-κλειδιά που 
δημιουργήσαμε στο προηγούμενο κεφάλαιο. 
 
Παράδειγμα κώδικα html 
 
<meta name="GENERATOR" content="Netvolution WCM" /> 
<meta name="PageHandler" content="Netvolution.Site.Engine.PageHandler" /> 
<meta name="DESCRIPTION" content="Οι επιστήμονες του Πανεπιστημίου .... "/> 
<meta name="KEYWORDS" content="dna,υπολογιστή,υπολογιστή dna,ένα..." /> 
 








2.2. Εξαγωγή Λέξεων-Φράσεων Κλειδιών από Κείμενα 
(Keyword-Keyphrase Extraction) 
 
Η Εξαγωγή Λέξεων-Φράσεων Κλειδιών από κείμενα αποτελεί ένα ξεχωριστό και 
ραγδαίως αναπτυσσόμενο κλάδο της ερευνητικής κοινότητας τα τελευταία χρόνια, 
καθώς μεγιστοποιείται ολοένα και περισσότερο η σημασία της γρηγορότερης και 
ορθότερης διαχείρισης του τεράστιου όγκου δεδομένων κειμένου Online, ο οποίος 
μεγαλώνει εκθετικά παράλληλα με τον Παγκόσμιο Ιστό. 
Οι μέθοδοι εξαγωγής λέξεων-φράσεων κλειδιών από κείμενα παρουσιάζουν μεγάλη 
ποικιλομορφία και πολλές διαφορετικές προσεγγίσεις από απλοϊκές με τη χρήση ενός 
μόνο αλγόριθμου, μέχρι και συνδυασμούς αλγορίθμων, λεξιλογίων, ομαδοποίησης 
και μηχανικής μάθησης[6]. 
 
Μερικά από αυτά τα εργαλεία με τη μεγαλύτερη αποτελεσματικότητα είναι τα 
εξής[7]: 
 
Carrot2: Χρησιμοποιεί δύο αλγόριθμους STC και Lingo για την αναζήτηση πλήρεις 
φράσεων – κλειδιών με κάποιους περιορισμούς 
 
ΚΕΑ: Είναι ένας πρότυπος αλγόριθμος για εξόρυξη λέξεων-φράσεων κλειδιών. 
Παρέχει πρόβλεψη της μάθησης από το λεξικό RDF (σε μορφή SKOS). Το λεξικό 
περιέχει ιεραρχική ταξινόμηση. Δίνει επίσης επιλογές για Machine Learning μέσω 
Weka.  
 
Maui: Χρησιμοποιεί σαν βασικό εργαλείο το ΚΕΑ, αλλά δίνει επιλογές για την ενίσχυ-
ση του λεξιλογίου από την Wikipedia. 
 
wikiFier: Μοιάζει με τον αλγόριθμο Maui. Χρησιμοποιεί επίσης wikipedia για την  εξα-




Stanford: Χρησιμοποιεί LDA για την εκμάθηση. Παρέχει επίσης επιλογές για Machine 
Learning. 
 
Από αυτά επιλέχτηκε η χρήση του OpenSource εργαλείου KEA Algorithm για την 
εξαγωγή λέξεων κλειδιών για αυτή τη διπλωματική εργασία. 
 
2.2.1. Αλγόριθμος ΚΕΑ 
Ο αλγόριθμος ΚΕΑ – Keyphrases Extraction Algorithm είναι απλός και αποτελεσματι-
κός και χρησιμοποιεί τον αλγόριθμο μηχανικής μάθησης Naive Bayes για 
εκπαίδευση και εξόρυξη φράσεων κλειδιά. Χρησιμοποιείται για αυτόματη εξόρυξη 
λέξεων-φράσεων κλειδιών από κείμενα. Έχει την δυνατότητα να μπορεί να 
αναγνωρίζει υποψήφιες φράσεις κλειδιά, να υπολογίζει τιμές χαρακτηριστικών για 
κάθε υποψήφια φράση κλειδί και χρησιμοποιεί έναν αλγόριθμο μηχανικής μάθησης 
προκειμένου να προβλέψει ποιες υποψήφιες λέξεις-φράσεις κλειδιά είναι οι 
ιδανικές και χαρακτηρίζουν το έγγραφο που τις περιέχει. Το σχήμα μηχανικής 
μάθησης χτίζει ένα μοντέλο πρόβλεψης χρησιμοποιώντας έγγραφα εκπαίδευσης με 
γνωστές φρά-σεις κλειδιά και στη συνέχεια το μοντέλο αυτό χρησιμοποιείται για να 
εντοπίσει φράσεις κλειδιά σε νέα έγγραφα. Ο αλγόριθμος KEA είναι απλός, ισχυρός 
με πολύ καλά αποτελέσματα και ελεύθερα διαθέσιμος. 
 
Η υλοποίηση του αλγορίθμου είναι διαθέσιμη στην ηλεκτρονική Ψηφιακή 
βιβλιοθήκη της Νέας Ζηλανδίας http://www.nzdl.org. Το έργο Ψηφιακή βιβλιοθήκη 
της Νέας Ζηλανδίας είναι ένα ερευνητικό πρόγραμμα του πανεπιστημίου του 
Waikato, στόχος του οποίου είναι να αναπτυχθεί η υπάρχουσα τεχνολογία για τις 
ψηφιακές βιβλιοθήκες και να διατεθεί στο κοινό προκειμένου να χρησιμοποιηθεί 
από άλλους για την δημιουργία νέων συλλογών. 
Ο στόχος του αλγόριθμου ΚΕΑ είναι να παρέχει χρήσιμα μεταδεδομένα που δεν 





2.2.2. Στάδια αλγόριθμου ΚΕΑ 
Ο αλγόριθμος ΚΕΑ έχει δύο στάδια: 
1. Εκπαίδευση: Το στάδιο αυτό περιλαμβάνει την δημιουργία ενός μοντέλου για 
τον εντοπισμό λέξεων-φράσεων κλειδιά χρησιμοποιώντας έγγραφα εκπαίδευσης για 
τα οποία είναι γνωστές οι λέξεις-φράσεις κλειδιά. 
2. Εξόρυξη: Το στάδιο αυτό περιλαμβάνει την εξαγωγή φράσεων ≪κλειδιά≫ από 
νέα έγγραφα χρησιμοποιώντας το μοντέλο του σταδίου 1. 
Και στα δύο στάδια ο αλγόριθμος ΚΕΑ επιλέγει μια συλλογή από υποψήφιες λέξεις 
κλειδιά και υπολογίζει τις τιμές συγκεκριμένων χαρακτηριστικών που θα αναλυθούν 
στη συνέχεια[8]. 
 
2.2.3. Επιλογή Υποψήφιων φράσεων 
Ο αλγόριθμος KEA επιλέγει τις υποψήφιες φράσεις σε τρία στάδια. Αρχικά 
"καθαρίζει" το κείμενο που του δίνεται σαν είσοδος, μετά αναγνωρίζει τις 
υποψήφιες φράσεις και στη συνέχεια κάνει χρήση ενός στελεχωτή και συμπτύσσει 
τα πεζά και κεφαλαία γράμματα.  
Η διαδικασία "καθαρισμού" του κειμένου εισόδου περιλαμβάνει τη χρήση φίλτρου 
κανονικοποίησης και αναγνώριση των αρχικών ορίων των φράσεων. Το κείμενο 
εισόδου διασπάται σε σύμβολα (tokens) και υποβάλλεται σε επεξεργασία. 
Η επεξεργασία περιλαμβάνει: 
1. Αντικατάσταση των σημείων στίξεως, παρενθέσεων και αριθμών με τα όρια 
φράσεων. 
2. Αφαίρεση των απόστροφων. 
3. Διάσπαση των ενωμένων με μεσαία παύλα λέξεων. 
4. Διαγραφή των υπολοιπόμενων χαρακτήρων καθώς και των συμβόλων (tokens) 
που δεν περιέχουν γράμματα. 
Το αποτέλεσμα της διαδικασίας καθαρισμού του κειμένου είναι ένα σύνολο από 
γραμμές κάθε μια από τις οποίες περιέχει μια ακολουθία συμβόλων κάθε ένα από τα 
οποία περιέχει τουλάχιστον ένα γράμμα. 
 
Μετά την ολοκλήρωση του σταδίου "καθαρισμού" του κειμένου, ο αλγόριθμος ΚΕΑ 
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εξετάζει όλες τις υποακολουθίες λέξεων (n-grams) για ένα προκαθορισμένο μήκος το 
οποίο ορίζει ο χρήστης και αποφασίζει ποιές από αυτές είναι κατάλληλες 
υποψήφιες φράσεις. 
Προκειμένου να αποφασίσει την καταλληλόλητα των υποψήφιων φράσεων, 
ακολουθεί τους παρακάτω απλούς και συνάμα αποτελεσματικούς κανόνες: 
1. Οι υποψήφιες φράσεις έχουν ένα προκαθορισμένο ανώτατο όριο μήκους το 
οποίο μετριέται σε πλήθος λέξεων. 
2. Οι υποψήφιες φράσεις δεν μπορεί να είναι κύρια ονόματα (λέξεις που 
εμφανίζονται πάντα με αρχικό κεφαλαίο γράμμα). 
3. Οι υποψήφιες φράσεις δεν μπορούν να αρχίζουν ή να τελειώνουν με μια λέξη 
που ανήκει στη λίστα απαγορευμένων λέξεων. 
 
Για παράδειγμα αν στην γραμμή εισόδου είχαμε σαν είσοδο το κομμάτι μιας 
πρότασης «η μέθοδος της εξαντλητικής ανάλυσης», οι υποψήφιες παραγόμενες 




4. «μέθοδος της εξαντλητικής ανάλυσης» 
5. «εξαντλητικής ανάλυσης» 
 
Οι φράσεις «η μέθοδος της εξαντλητικής ανάλυσης» και «της εξαντλητικής 
Ανάλυσης» δεν είναι υποψήφιες επειδή ξεκινούν με το άρθρο «η» το οποίο ανήκει 
στη λίστα απαγορευμένων λέξεων(stopwords). Επομένως δεν ισχύει ο τρίτος από 
τους κανόνες που αναφέραμε παραπάνω. 
Το τελευταίο στάδιο της διαδικασίας επιλογής υποψήφιων φράσεων είναι η χρήση 
στελεχωτή(stemmer) και η σύμπτυξη πεζών και κεφαλαίων γραμμάτων.Ο στελεχωτής 
που χρησιμοποιείται είναι ο Lovins ο οποίος αφαιρεί την κατάληξη από κάθε 
σύμβολο (token) και συνεχίζει την διαδικασία στο αποτέλεσμα μέχρι να μην είναι 
δυνατή κάποια επιπλέον αλλαγή. 




1. Αφαίρεσε την κατάληξη από ένα σύμβολο (token). 
2. Αν δύναται να επιπλέον αλλαγή στο αποτέλεσμα του βήματος 1 τότε 
επανεκτέλεσε το βήμα 1; διαφορετικά επέστρεψε το αποτέλεσμα. 
 
Η στελέχωση και η σύμπτυξη πεζών και κεφαλαίων επιτρέπει τον όμοιο χειρισμό των 
διαφορετικών παραλλαγών μιας φράσης. Για παράδειγμα οι φράσεις «Οικονομικό 
Πανεπιστήμιο Αθηνών» και «Οικονομικού Πανεπιστημίου Αθηνών» είναι ίδιες. Όμως 
χωρίς την χρήση στελεχωτή θα αναγνωρίζονταν από τον αλγόριθμο KEA σαν 
διαφορετικές φράσεις. 
Η πραγματική μορφή των συμβόλων (tokens) πριν την χρήση στελεχωτή διατηρείται 
από τον αλγόριθμο KEA σε μια δομή δεδομένων. Όταν έχει ολοκληρωθεί η επιλογή 
των φράσεων κλειδιά επιστρέφονται σαν αποτέλεσμα οι φράσεις στην αρχική τους 
















2.3.1. Συλλογή Links από RSS 
Ο στόχος του προγράμματος ήταν να εξάγουμε κείμενα και τις λέξεις κλειδιά τους 
έτσι ώστε να τις κατατάξουμε ανάλογα με τη συχνότητα και την ημερομηνία 
εμφάνισης τους(inverted index, postings list). 
Αρχικά συγκεντρώνουμε τα links από τα rss newsfeed των site που θέλουμε να 
ελέγξουμε και τα αποθηκεύουμε σε ένα αρχείο .txt. Σε κάθε γραμμή του αρχείου 
υπάρχει ένα link με το xml αρχείο του rss. 
 
2.3.2. Parse xml RSS feed 
Διατρέχουμε το αρχείο ανά γραμμή και για κάθε link κάνουμε parsing το xml αρχείο 
του. Οι πληροφορίες που παίρνουμε είναι ο τίτλος του κάθε άρθρου, η ημερομηνία 
μεταφόρτωσης, το link του και ένα σύντομο description. 
Το parsing  αυτό γίνεται χρησιμοποιώντας τη βιβλιοθήκη ROME της java η οποία 
επιστρέφει μια λίστα με στοιχεία SyndEntry  η οποία διαπερνάται μέσω ενός for loop. 
Για κάθε SyndEntry entry τιμή της μεταβλητή καλούμε τις συναρτήσεις 
entry.getLink(),entry.getPublishedDate() και entry.getDescription() οι οποίες επιστρέ-
φουν τις αντίστοιχες τιμές.  
Γράψαμε ένα πρόγραμμα το οποίο τρέχει μια φορά στο τέλος της μέρας και 
αναγνωρίζει μέσω του Published Date τα καινούργια άρθρα μιας λίστας από τα 










2.3.3. Full text extraction 
Στη συνέχεια έπρεπε να εξάγουμε το κείμενο από τα άρθρα και αυτό έγινε 




final HTMLDocument htmlDoc = HTMLFetcher.fetch(new URL(url)); 
final TextDocument doc = new BoilerpipeSAXInput( 
htmlDoc.toInputSource()).getTextDocument(); 
content = CommonExtractors.ARTICLE_EXTRACTOR.getText(doc); 
 
Εικόνα 5 - Kώδικας ενσωμάτωσης της βιβλιοθήκης boilerpipe στην εφαρμογή 
 
2.3.4. Μετατροπή ΚΕΑ και Εκπαίδευση στα Ελληνικά για την εξαγωγή 
λέξεων κλειδιών από τα άρθρα που συλλέξαμε 
 
Δεν υπήρχε έκδοση του που να δουλεύει με ελληνικά κείμενα επομένως 
τροποποιήσαμε τον αλγόριθμο του ΚΕΑ για την εργασία μας.  
 
Μετατροπή 
Για να λειτουργήσει φτιάξαμε ένα αρχείο με ελληνικά stopwords, και αλλάξαμε την 
κωδικοποίηση σε UTF-8. 
 
Εκπαίδευση 
Όσον αφορά την εκπαίδευση του αλγορίθμου έπρεπε να χρησιμοποιήσουμε ένα 
ιδανικό δείγμα άρθρων γραμμένων στα ελληνικά με έτοιμα keywords. Ένα τέτοιο 
δείγμα δεν υπήρχε διαθέσιμο online, συνεπώς έπρεπε να το δημιουργήσουμε.  
Για τη δημιουργία του χρησιμοποιήσαμε ειδησεογραφικά άρθρα που είχαν αναρτη-
μένα meta tags, τα οποία ήταν πολύ αντιπροσωπευτικά, και τα χρησιμοποιήσαμε ως 
keywords. 
Αυτό επιτεύχθηκε με ένα script σε γλώσσα Python και τη βιβλιοθήκη Goose. 
Συλλέξαμε ένα σύνολο, 1010 άρθρων με αντίστοιχα keywords για το κάθε άρθρο. 
Κατηγοριοποιήσαμε τα άρθρα ανάλογα με τη θεματολογία τους (πολιτικά, αθλητικά, 
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κοινωνικά, διεθνή, οικονομικά και lifestyle) . Στη συνέχεια κάναμε training τον 
αλγόριθμο KEA (KEAmodelBuilder) με όλες τις θεματολογίες ξεχωριστά δημιουργώ-
ντας διαφορετικά settings για τον KeywordExtractor ο οποίος ανάλογα με τις 
ρυθμίσεις εξάγει από 1 έως 5 keywords ξεχωριστά για κάθε άρθρο. 
  
2.3.5. Καταγραφή δεδομένων 
 
Τα δεδομένα που χρησιμοποιήθηκαν για έρευνα στη παρούσα εργασία, αφορούν 
τον Νοέμβριο του 2016. Περιέχουν άρθρα από τα 10 δημοφιλέστερα news portals, 
από την 1η Νοεμβρίου του 2016 στις 00.00 μέχρι και την 30η του ίδιου μήνα στις 
















Εικόνα 6 - Απεικόνιση Συστήματος (Δεύτερο στάδιο) 
3.1 Συλλογή δεδομένων από Social Media (Twitter) 
 
Τα Social Media μετέτρεψαν ριζικά την μονολογία των παραδοσιακών Μέσων 
Μαζικής Ενημέρωσης, σε έναν ευρύτερο διάλογο. Μείωσαν την νοητή απόσταση 
επικοινωνίας μεταξύ των ανθρώπων, προσφέροντας άμεση αλληλεπίδραση και 
διαδραστικότητα, κάνοντας την ανταλλαγή απόψεων θέμα γλώσσας και όχι γεωγρα-
φικής θέσης. 
Εξέγειραν και ενθάρρυναν την έκφραση άποψης, σχολιασμού και αναμετάδοσης των 
γεγονότων. 
Με αυτό τον τρόπο ενίσχυσαν την αντικειμενικότητα της μετάδοσης των ειδήσεων, 
καταστώντας την ενημέρωση ορθότερη μέσω αυτών, αφού τα συγκεκριμένα γεγ-
ονότα που θα μεταδοθούν άμεσα ή θα αναμεταδοθούν είναι επιλογή του συνόλου 
(των χρηστών). 
Πλέον δεν αποτελεί υπερβολή η εξίσωση της δυναμικής ενός μέσου κοινωνικής 
δικτύωσης, ως πηγή ενημέρωσης, με ένα παραδοσιακό Μέσο Μαζικής Ενημέρωσης 




3.1.1. Η ψυχολογική τάση των ανθρώπων να εκφράζονται μέσω των 
Κοινωνικών Δικτύων 
 
Η ανάγκη της έκφρασης είναι χαρακτηριστικό της ανθρώπινης φύσης. O άνθρωπος 
αναζητούσε πάντα την εξήγηση και τη διερεύνηση από οτιδήποτε τον περιέβαλλε. 
Επομένως, μέσω της επικοινωνίας, της ανταλλαγή ιδεών, απόψεων και εμπειριών 
του εκπληρώνεται η επιθυμία του να συνδεθεί με άλλους, πράγμα που δίνει αξία και 
σημασία στην ύπαρξή του. 
Τα μέσα κοινωνικής δικτύωσης παρέχουν τη δυνατότητα αυτή· ενισχύοντας το κοινω-
νικό κεφάλαιο με άμεσο και γρήγορο τρόπο μέσω της τεχνολογίας τους. Αυτός είναι 
ο κύριος λόγος που οι περισσότεροι άνθρωποι τα χρησιμοποιούν σε τόσο μεγάλο 
βαθμό μεταφέροντας και καταγράφοντας καθημερινά τις σκέψεις τους [9]. 
 
3.2.2. Σημαντικότερα Μέσα Κοινωνικής Δικτύωσης 
 
Οι δύο κυριότεροι εκφραστές των μέσων κοινωνικής δικτύωσης αυτή τη στιγμή είναι 
το Facebook και το Twitter, σύμφωνα με τον αριθμό των χρηστών τους και τη 
δημοφιλία τους. 
Και οι δύο εταιρείες προσφέρουν μέσω των API τους τη δυνατότητα στους γνώστες 
προγραμματισμού να εξάγουν πληροφορία, μέσα από αυτά, προσαρμοσμένη στο 
ενδιαφέρον τους. Στοχεύοντας συγκεκριμένα χαρακτηριστικά όπως λέξεις κλειδιά ή 
χρήστες με κοινά γνωρίσματα. 
Από τα δύο αυτά μέσα, αν και το Facebook αυτή τη στιγμή έχει τους περισσότερους 
χρήστες παγκοσμίως, επιλέχτηκε το Twitter για την εξαγωγή πληροφορίας. 
Κυρίως γιατί το Facebook δίνει τη δυνατότητα στους χρήστες του να κάνουν δη-
μοσιεύσεις (posts) φιλτράροντας το κοινό το οποίο μπορεί να τις δει (public, friends, 
adjusted κλπ). Δυνατότητα που χρησιμοποιεί το μεγαλύτερο ποσοστό του. 
Εν αντιθέσει στο Twitter αν και παρέχεται κάτι παρόμοιο στους χρήστες του (να 
κάνουν την προσωπική τους σελίδα "προστατευμένη" δηλαδή μη ορατή σε χρήστες 
που δεν τους ακολουθούν) αυτό δεν έχει ευρεία απήχηση. 
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Ενώ σύμφωνα με τη δημοσιοποίηση των στοιχείων του, το ποσοστό όλο και μειώνε-
ται (2009 είχε 10% προστατευμένους λογαριασμούς,  ενώ το 2012 μόλις 2.3%) [13]. 
Το αποτέλεσμα είναι οποιαδήποτε δημοσίευση (post) κάνει ένας χρήστης να είναι 
προσβάσιμη από οποιονδήποτε (public), ακόμη και από κάποιον που δεν είναι 
εγγεγραμένος χρήστης στο εν λόγο κοινωνικό δίκτυο. 
Η σημαντική αυτή διαφορά του Twitter μας δίνει τη δυνατότητα να έχουμε ένα πιο 
αντιπροσωπευτικό δείγμα, συνεπώς ασφαλέστερα και ορθότερα αποτελέσματα σε 
σχέση με το Facebook, όσον αφορά την αντίληψη της κοινής γνώμης [9]. 
 
3.1.3. Χαρακτηριστικά του Twitter 
 
Tο Twitter είναι μία υπηρεσία microblogging, η οποία επιτρέπει στους χρήστες (users) 
του να δημοσιεύουν την άποψη τους, με λακωνικό τρόπο. Δηλαδή μέσα σε ένα μικρό 
πλαίσιο 140 χαρακτήρων, τα λεγόμενα tweets.  
Ένα τόσο μικρό πλαίσιο πολύ δύσκολα αντιστοιχεί σε σκέψεις ή ιδέες, με αποτέλεσμα 
ο χρήστης να καλείται να περιορίσει την ουσία του νοήματος από αυτό που θέλει να 
πει μέσα σε μετρημένες λέξεις. Ως εκτούτου δίνει μια ιδιαίτερη δυναμική και 
καθοριστική σημασία στη κάθε λέξη που χρησιμοποιείται. 
 
Το συγκεκριμένο δίκτυο ενδείκνυται για σχολιασμό της επικαιρότητας. 
Μία τέτοια βάση χρηστών είναι οι βαθύτερες δυναμικές δικτύου κάτω από το Twitter, 
οι οποίες και το καθιστούν τόσο σημαντικό. Ο δίαυλος επικοινωνίας που επιτρέπει 
στους χρήστες να μοιράζονται σύντομα αποφθέγματα με ταχύτητα και ταυτόχρονα 
το ακολουθητικό (following) μοντέλο του Twitter το κάνει να μοιάζει περισσότερο ως 
ένα γράφημα ενδιαφέροντος παρά ως κοινωνικό δίκτυο. Έτσι, ενώ κάποιες 
ιστοσελίδες κοινωνικής δικτύωσης, όπως το Facebook και το LinkedIn, απαιτούν την 
αμοιβαία αποδοχή της σύνδεσης μεταξύ των χρηστών (υπονοώντας μία σύνδεση 
στον πραγματικό κόσμο), το σχεσιακό μοντέλο του Twitter επιτρέπει σε ένα χρήστη 
να παρακολουθεί τις τελευταίες ενέργειες οποιουδήποτε άλλου χρήστη, ακόμα και 
αν αυτός ο άλλος χρήστης δεν επιλέξει να ακολουθεί τον πρώτο (follow back). Το 
Twitter μοιάζει πιο πολύ με μία εφαρμογή που συγκεντρώνει όλα τα blogs που 
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ενδιαφέρουν κάποιον, και τον ενημερώνει για οτιδήποτε νέο γράφτηκε σε αυτά. 
Παράλληλα φιλοξενεί και τη δική του σελίδα blog. Είτε πρόκειται για ενδιαφέρον σε 
ένα συγκεκριμένο πολιτικό ή κοινωνικό θέμα, για ενημέρωση πάνω στις τελευταίες 
τεχνολογικές εξελίξεις ή σε κάποια αθλητική ομάδα, για κουτσομπολιό ή επιθυμία 
για επικοινωνία με κάποιον άλλο, το Twitter προσφέρει απεριόριστες ευκαιρίες για 
να ικανοποιηθεί οποιαδήποτε εκφραστική τάση της επικαιρότητας [9]. 
 
3.1.4. Στοιχεία και πληροφορίες μέσα σε ένα tweet 
 
Οι χρήστες ενημερώνουν τη κατάστασή τους (status update), με tweets (τιτιβίσματα), 
τα οποία εμφανίζονται στο timeline (χρονοδιάγραμμα) του κάθε χρήστη. Τα tweets 
μπορούν να περιλαμβάνουν μία ή περισσότερες οντότητες (entities) ανάμεσα στους 
140 χαρακτήρες περιεχομένου τους και να αναφέρουν μία ή περισσότερες θέσεις 
(places) που αντιστοιχούν σε τοποθεσίες στον πραγματικό κόσμο. 
Τα tweets είναι η ουσία του Twitter και ενώ θεωρητικά είναι οι 140 χαρακτήρες 
περιεχομένου που σχετίζονται με την ενημέρωση κατάστασης του χρήστη, στην 
πραγματικότητα υπάρχουν πολλά περισσότερα μεταδεδομένα (metadata) εντός 
τους. 
Εκτός από το περιεχόμενο κειμένου του ίδιου του tweet, τα tweets συνοδεύονται από 
δύο επιπλέον κομμάτια μεταδεδομένων ιδιαίτερης σημασίας: οντότητες και θέσεις. 
Οι οντότητες ενός tweet είναι ουσιαστικά αναφορές χρηστών, hashtags, διευθύνσεις 
URL, και δεδομένα (media) που μπορεί να σχετίζονται με ένα tweet. Ενώ, οι θέσεις 
είναι τοποθεσίες στον πραγματικό κόσμο που μπορεί να συνδέονται με ένα tweet, 
είτε η πραγματική θέση στην οποία είχε συγγραφεί, είτε μία αναφορά σε κάποια 
θέση που περιγράφεται στο περιεχόμενό του.  






Don't believe the main stream (fake news) media @nytimes & 
@washingtonpost.The White House is running VERY WELL. I inherited a 
MESS and am in the process of fixing it. 
 #fakenews 
45.wh.gov/XYQXNw 
Το tweet αυτό αποτελείται από 140 χαρακτήρες και περιέχει τις εξής τρεις 
οντότητες: 
· αναφορά στο χρήστη @nytimes @washingtonpost 
· το hashtag #fakenews 
· και το http URL: 45.wh.gov/XYQXNw 
 
Όλα αυτά είναι αρκετά μεταδεδομένα που εμπεριέχονται σε κάτι λιγότερο από 140 
χαρακτήρες και δείχνουν ακριβώς πόσο ισχυρό μπορεί να είναι ένα μικρό tweet. Το 
οποίο όπως φάνηκε μπορεί να αναφέρεται σε πολλούς άλλους χρήστες του Twitter, 
συνδέσεις σε ιστοσελίδες και παραπομπές σε διάφορα θέματα μέσω hashtags που 
δρουν ως σημεία συγκέντρωσης των tweets που αναφέρονται σε αυτό το θέμα σε 
όλο το Twitter, για εύκολη αναζήτηση. 
Τέλος, τα timelines είναι χρονολογικά ταξινομημένες συλλογές από tweets. Με την 
αφηρημένη έννοια, ένα timeline είναι οποιαδήποτε συλλογή από tweets που 
εμφανίζονται με χρονολογική σειρά, ωστόσο, δύο μόνο timelines είναι σημαντικά. Το 
home timeline, το οποίο εμφανίζεται μόλις ένας χρήστης συνδέεται στο λογαριασμό 
του και περιέχει όλα τα tweets από τους χρήστες που ακολουθεί, και το user timeline, 
που είναι μία συλλογή από tweets ενός ορισμένου χρήστη. 
Ενώ τα timelines είναι συλλογές από tweets με σχετικά χαμηλή ταχύτητα, τα streams 
είναι δείγματα δημόσιων tweets που ρέουν μέσω του Twitter σε πραγματικό χρόνο 
και μπορεί συγκεντρώσει εκατοντάδες χιλιάδες tweets ανά λεπτό κατά τη διάρκεια 
εκδηλώσεων με ιδιαίτερα μεγάλο ενδιαφέρον, όπως προεδρικές συζητήσεις, 
εκλογές, μεγάλα αθλητικά γεγονότα κ.α.. Όλος αυτός ο όγκος δεδομένων 
παρουσιάζει ενδιαφέρουσες τεχνολογικές (engineering) προκλήσεις και είναι ένας 
σημαντικός λόγος που διάφορες εταιρίες έχουν συνεργαστεί με το Twitter για να 




3.1.5. JSON Format (Snowflake) 
 
Το κάθε tweet είναι αποθηκευμένο και γραμμένο σύμφωνα με τη μορφή JSON 
Object [10]. 
H JSON η αναλυτικότερα JavaScript Object Notation, είναι ένας απλός τρόπος για 
αποθήκευση πληροφοριών με καλή οργάνωση για ευκολότερη πρόσβαση στα 
στοιχεία του. 
Το κάθε tweet έχει το δικό του ξεχωριστό ID. Αυτό υλοποιείται από το Snowflake μια 
υπηρεσία που χρησιμοποιείται για να δημιουργήσει μοναδικά αναγνωριστικά για 
τα αντικείμενα στο Twitter (Tweets, άμεσα μηνύματα, Χρήστες, Συλλογές, κατάλογοι 
κ.λπ.). Αυτά τα αναγνωριστικά είναι μοναδικοί 64-bit unsigned ακέραιοι, οι οποίοι 
βασίζονται στην ώρα που δημιουργούνται, αντί να είναι διαδοχικοί.  
 














3.2. Υλοποίηση Script που να εξάγει τα tweets που 
θέλουμε 
 
Για τη δημιουργία οποιασδήποτε εφαρμογής που έχει να κάνει με το API του Twitter, 
απαιτείται η απόκτηση ενός πρωτοκόλλου εξουσιοδότησης που αντιστοιχεί στην 
εφαρμογή. Το πρωτόκολλο αυτό αποκτάται απλά με τη δημιουργία λογαριασμού 




Το OAuth είναι ένα πρωτόκολλο εξουσιοδότησης που επιτρέπει την αποστολή 
ασφαλών εξουσιοδοτημένων αιτήσεων προς το Twitter API. Οι χρήστες δεν χρειάζεται 
να μοιράζονται τους κωδικούς τους με άλλες εφαρμογές, αυξάνοντας έτσι την 
ασφάλεια του λογαριασμού τους. Επιπλέον, υπάρχουν πολλές συμβατές βιβλιοθήκες 





Η Διεπαφή Προγραμματισμού Εφαρμογών, ή API (Application Programming Interface) 
είναι ένα εργαλείο το οποίο διευκολύνει την αλληλεπίδραση με προγράμματα 
ηλεκτρονικών υπολογιστών και υπηρεσίες web. 
Πολλές υπηρεσίες web παρέχουν APIs στους προγραμματιστές προκειμένου να 
αλληλεπιδρούν με τις υπηρεσίες τους και να έχουν πρόσβαση σε δεδομένα με ένα 
προγραμματιστικό τρόπο. 
Συγκεκριμένα το Twitter παρέχει αρκετά διαφορετικά APIs για διαφορετικές χρήσεις. 




3.2.3. REST API 
 
Η αρχική προσέγγιση της εξαγωγής των tweets ήταν η εύρεση όλων των ελληνικών 
λογαριασμών του Twitter. Η αποθήκευση όλων των tweets που είχαν γράψει μεχρι 
τώρα και ο διαχωρισμός τους ανάλογα με την ημερομηνία, ταξινομώντας τα σε 
διαφορετικές μέρες του ενός μήνα. Η εν λόγο συλλογιστική ήταν εφικτή μόνο με τη 
χρήση του REST API. 
Το REST (Representational State Transfer) APIs παρέχει για ανάγνωση και εγγραφή 
δεδομένων του Twitter προσδιορίζοντας εφαρμογές και χρήστες του Twitter 
χρησιμοποιώντας το πρωτόκολλο ασφαλείας OAuth. Επιτρέπει την αναζήτηση και 
εξαγωγή ενός υπάρχοντος συνόλου δεδομένων που έχει δημιουργηθεί από τα tweets 
που έχουν ήδη δημοσιευθεί.  
Μέσα από τη χρήση του μπορεί κανείς να ζητήσει tweets που ταιριάζουν σε κάποια 
συγκεκριμένα κριτήρια αναζήτησης, όπως hashtags, ονόματα χρηστών, τοποθεσίες, 
θέσεις κλπ. 
Με το REST API του Twitter, οι προγραμματιστές αναζητούν ή τραβούν μόνο ένα 
συγκεκριμένο αριθμό από tweets που έχουν ήδη δημοσιευθεί, ο οποίος περιορίζεται 
από τα όρια ταχύτητας (Rate Limits) του Twitter. Για έναν μεμονωμένο χρήστη, ο 
μέγιστος αριθμός των tweets που μπορεί να λάβει είναι τα τελευταία 3.200 tweets, 
ανεξάρτητα από τα κριτήρια αναζήτησης. Επιπλέον, υπάρχει περαιτέρω περιορισμός 
στον αριθμό των αιτήσεων που μπορούν να γίνουν σε ένα ορισμένο χρονικό 
διάστημα (180 αιτήσεις σε διάστημα 15 λεπτών). 
Εξαιτίας των ορίων αυτών, η έγκαιρη εφαρμογή της παραπάνω συλλογιστικής ήταν 
πολύ δύσκολη. 
 
3.2.4. STREAMING API 
 
Επομένως αποφασίστηκε η αλλαγή του σεναρίου, με τη χρήση του Streaming API. 
Το Streaming API του Twitter επιτρέπει την αναζήτηση δεδομένων, σε σχεδόν 
πραγματικό χρόνο, από tweets τα οποία μόλις έχουν δημοσιευθεί, χρησιμοποιώντας 
είτε βασικά είτε OAuth πρωτόκολλα ασφαλείας. Με το Streaming API, οι χρήστες 
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καταχωρούν συγκεκριμένα κριτήρια (hashtags, ονόματα χρηστών, τοποθεσίες, θέσεις 
κλπ.) και όσο δημοσιεύονται tweets που ταιριάζουν με τα κριτήρια αυτά, ωθούνται 
απευθείας στο χρήστη μαζί με πληροφορίες για το συγγραφέα του εκάστοτε tweet. 
Είναι περισσότερο ώθηση δεδομένων από το Twitter, παρά τράβηγμα των 
δεδομένων 
από τον τελικό χρήστη. 
Το Streaming API έχει το μειονέκτημα πως το πραγματικό ποσοστό του συνόλου 
των tweets, που λαμβάνουν οι χρήστες, ποικίλλει σε μεγάλο βαθμό με βάση τα 
κριτήρια αναζήτησης και τις τρέχουσες κυκλοφοριακές συνθήκες.  
Παρ’ όλα αυτά τα οφέλη της ύπαρξης μίας πραγματικού χρόνου ροής δεδομένων 
Twitter, καθιστούν ιδιαίτερα σημαντική την ενσωμάτωση του Streaming API σε 
διάφορους τύπους εφαρμογών. 
Μία σύνδεση με το Streaming API απαιτεί τη διατήρηση μίας μόνιμης ανοιχτής HTTP 
σύνδεσης. Όπως φαίνεται στην Εικόνα 5, η διαδικασία Streaming λαμβάνει τα 
tweets, εκτελεί ανάλυση, φιλτράρισμα ή συνάθροιση – ανάλογα με τις απαιτήσεις 
και αποθηκεύει το αποτέλεσμα σε μία αποθήκη δεδομένων, απ’ όπου η διαδικασία 
χειρισμού HTTP αναζητεί αποτελέσματα σε απάντηση των αιτημάτων του χρήστη. 
Συνεπώς, αντί της προηγούμενης προσέγγισης, κατα την οποία στοχεύαμε απεθείας 
σε όλους τους Έλληνες χρήστες του Twitter, η καινούργια προσέγγιση στόχευε 
απευθείας σε λέξεις που ήταν γραμμένες στα ελληνικά. 
Αυτό επιτεύχθηκε με τη χρήση ελληνικών Stopwords ('ο', 'ή', 'είναι' κλπ) αλλά και 
συντομογραφιών αυτών, έτσι ώστε να "τραβήξουμε" σχεδόν οποιοδήποτε Tweet 
αφορούσε το ελληνικό κοινό του Twitter. 
Η χρήση του Streaming API έγινε μέσω της βιβλιοθήκης Tweepy. Μια απλή σε χρήση 
βιβλιοθήκη της Python για να την εύκολη διαχείρηση του API του Twitter. 
 
3.2.5. Καταγραφή Δεδομένων 
Τα δεδομένα που χρησιμοποιήθηκαν για έρευνα στη παρούσα εργασία, αφορούν τον 
Νοέμβριο του 2016. Και περιέχουν Τweets, από την 1η Νοεμβρίου του 2016 στις 




3.3. Keyword Extraction από Tweet 
 
3.3.1. Αιτίες μη αποτελεσματικότητας των εξελιγμένων Extractors 
 
Το Keyword Extraction από Tweets διαφέρει σε μεγάλο βαθμό από αυτό σε News 
[11]. Και εργαλεία όπως το ΚΕΑ δεν είναι κατάλληλα, γιατί βασίζονται κατά ένα μέρος 
στην επανάληψη των φράσεων κλειδιών. Τα άρθρα συνήθως έχουν μέγεθος 
μεγαλύτερο από μία παράγραφο, αφού δεν υπάρχει περιορισμός στον αριθμό των 
χαρακτήρων που θα χρησιμοποιηθεί για να γραφτούνε, όπως συμβαίνει στα tweets.  
Τα datasets των tweets, περιέχουν μερικό μέρος του περιεχομένου του κάθε 
tweet(λόγω των #hastags, των @mentions, και των urls), συχνή χρήση λεξιλογικών 
παραλλαγών για απλές λέξεις (που αποτελεί πρόβλημα για τη χρήση λεξικού που 
κάνουν τα ανεπτυγμένα εργαλεία εξαγωγής) και παρατηρείτε υψηλή απόκλιση του 
πραγματικού πλήθους των keywords που χρησιμοποιούνται σε κάθε tweet.  
Με άλλα λόγια τα microbloggs τείνουν να είναι πολύ μικρότερα από ιστοσελίδες με 
άρθρα, ειδικά στο Twitter, όπου το περιεχόμενο πρέπει να περιορίζεται σε 140 
χαρακτήρες. Η γλώσσα είναι, επίσης, πιο casual με πολλά μηνύματα που περιέχουν 
ορθογραφικά λάθη, αργκό, και συντομογραφίες (πχ "σμρ", αντί για "σήμερα"). 
Επίσης, δεν υπάρχει αυστηρή τήρηση σαφήνειας.  
Πιο συγκεκριμένα, εξελιγμένα Keyword Extraction Tools, όπως το KEA, συνήθως 
χρησιμοποιούν TF-IDF (συχνότητα όρου - αντίστροφη συχνότητα εγγράφων). H 
συχνότητα όρου στο δεδομένο έγγραφο δίνει ένα μέτρο σπουδαιότητας για τον όρο 
μέσα στο έγγραφο. Η συχνότητα εγγράφων είναι ένα μέτρο γενικής σπουδαιότητας 
του όρου (είναι ο λόγος του αριθμού όλων των εγγράφων διαιρεμένος με τον αριθμό 
εγγράφων που περιέχουν τον όρο). Κατά τη λειτουργία τους, k λέξεις με την 
υψηλότερη αξία TF-IDF επιλέγονται ως λέξεις-κλειδιά. Ο αριθμός k είναι 
προσαρμοσμένος ανάλογα με το κείμενο προς επεξεργασία. Αυτό εφαρμόζεται 
αρκετά αποτελεσματικά σε κείμενα , όπως άρθρα ειδήσεων, και ηλεκτρονικά βιβλία, 
επειδή οι όροι που αναζητούνται ως λέξεις κλειδιά τείνουν να εμφανίζονται συχνά 
μέσα σε αυτά. Αλλά κάτι τέτοιο δε συμβαίνει σε κείμενα με μέγεθος τόσο μικρό όσο 
αυτό που επιτρέπει το Twitter. Στα tweets οι προτάσεις τείνουν να είναι σύντομες και 
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γενικά οι όροι τους να εμφανίζονται μόνο μία φορά, συμπεριλαμβανομένων άρα και 
των όρων που αντιπροσωπεύουν τις λέξεις-κλειδιά τους. Ως εκ τούτου το 
χαρακτηριστικό της συχνότητας-όρου, δεν είναι πολύ αποτελεσματικό καθώς με το 
TF-IDF θα επωφεληθούν απλά οι λέξεις που εμφανίζονται σπάνια, αφού αυτές έχουν 
πολύ χαμηλή αντίστροφη συχνότητα εγγράφου(IDF). 
 
3.3.2. Υπαρκτά Εργαλεία και Προσέγγιση(Brute Force) 
 
 Έχουν επιτευχθεί προσπάθειες δημιουργίας έξυπνων εργαλείων για την εξαγωγή 
λέξεων κλειδιών αποκλειστικά για το Twitter(όπως αυτή του Luıs Marujo του Wang 
Ling, ή το Twitter Keyword Graph). Παρόλα αυτά τα εργαλεία αυτά είτε δεν είναι 
διαθέσιμα, αυτή τη στιγμή, είτε δεν έχουν υλοποιηθεί για ελληνικά. 
Πραγματοποιήσαμε απόπειρα δημιουργίας εφαρμογής σύμφωνα με το συνδυασμό 
των αλγορίθμων που χρησιμοποιούν τα παραπάνω εργαλεία(Word Vectores και 
Brown Clusters), αλλά δεν αποτελούσε εφικτή επιλογή η υλοποίηση εκτελέσιμου που 
να βασιζόταν στους αλγορίθμους τους, καθώς είναι ιδιαίτερα εξειδικευμένη, και κάτι 
τέτοιο θα αποτελούσε άλλη εργασία. Επομένως, αρκεστήκαμε σε μία απλή 
προσέγγιση λύσης(Brute Force). Τη δημιουργία εφαρμογής που καθαρίζει ένα Tweet 
από το "θόρυβο", δηλαδή τις λέξεις που δεν είναι λέξεις κλειδιά. Αυτό 
πραγματοποιήθηκε με την συνεχή ενίσχυση των stopwords με "άχρηστες" λέξεις, 
βάσει των επανειλημμένων αποτελεσμάτων μετά από κάθε τρέξιμο.  
Συνεπώς, χρησιμοποιήθηκε ένας πίνακας με μεγάλη γκάμα συνηθισμένων και 
ασυνήθιστων λέξεων (όπως 'τν', 'ααα', 'επιτέλοοους' κλπ) που περιείχαν ακόμη και 













Εικόνα 8 - Στάδια Υλοποίησης keyword-extractor για tweets 
 
 
Το κείμενο ενός tweet εισέρχεται ως είσοδος στον αλγόριθμο. Στη συνέχεια 
αφαιρούνται από αυτό τα links που ενδέχεται να εμπεριέχονται στο κείμενο. Μετά 
από αυτό, επιλέγεται η απομάκρυνση όλων των συμβόλων από την πρότασή μας, 
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καθώς υπάρχει αυξημένη πιθανότητα αυτά να είναι "κολλητά" με κάποιες από τις 
λέξεις. Πράγμα που θα είχε ως συνέπεια την αδύνατη σύγκρισή τους με τις 
stopwords. Το κείμενο χωρίς τα links και τα σύμβολα, ακολουθεί την μετατροπή 
όλων των χαρακτήρων του σε Lowercase(), δηλαδή όλα τα κεφαλαία γράμματα 
γίνονται πεζά("μικρά"). Στην επόμενη επεξεργασία, αφαιρούνται όλα τα τονικά 
σύμβολα πάνω από τους χαρακτήρες. Τα παραπάνω δύο στάδια στοχεύουν στην 
απλοποίηση της αναπαράστασης των ελληνικών χαρακτήρων ώστε να 
ελαχιστοποιηθεί όσο γίνεται ο αριθμός των λέξεων στον πίνακα τον stopwords με 
τις οποίο θα συγκριθούνε. Τέλος, οι λέξεις που περιέχονται μέσα στη πρόταση 
χωρίζονται σε ξεχωριστά στοιχεία, τα οποία τοποθετούνται σε πίνακα, από τον 
οποίο συγκρίνονται μία προς μία με τον πίνακα των stopwords. Το αποτέλεσμα που 





























Εικόνα 9 - Απεικόνιση Συστήματος (Τρίτο στάδιο) 






To ElasticSearch χρησιμοποιείται ως εργαλείο για αναζήτηση λέξεων μέσα από 
δεδομένα κειμένου. Το εύρος των δυνατοτήτων του είναι αρκετά μεγάλο και μερικές 
από αυτές τις δυνατότητες θα αναλυθούν στη συνέχεια, αλλά κατά κόρον είναι 
φτιαγμένο, για να αποτελεί την  αναγκαία υποδομή, πάνω στην οποία δημιουργού-
νται μηχανές αναζήτησης, αλλά και για να παρέχει στατιστικές αναλύσεις πάνω σε 
σώματα κειμένων. Χαρακτηριστικά και δομή του ElasticSearch. Πιο συγκεκριμένα, το 
ElasticSearch είναι ένας ανεξάρτητος εξυπηρετητής βάσης δεδομένων (standalone 
database server), γραμμένο σε Java, που δέχεται δεδομένα και τα αποθηκεύει µε 
τέτοιο τρόπο, ώστε να διευκολύνει αναζητήσεις πάνω σ’ αυτά. Είναι ιδιαίτερα 
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εύχρηστο προγραμματιστικά, καθώς το κυρίως πρωτόκολλο που χρησιμοποιεί βασί-
ζεται σε HTTP/JSON. Ο ίδιος ο μηχανισμός του HTTP είναι εξ ολοκλήρου ασύγχρονος 
από µόνος του, επομένως κανένα νήμα πληροφορίας που αποστέλλεται δεν χρειά-
ζεται να περιμένει απόκριση.  
Το ElasticSearch προσφέρει μεγάλες δυνατότητες επεκτασιμότητας, αφήνοντας 
περιθώρια ποικίλων ομαδοποιήσεων, πράγμα το οποίο αντικατοπτρίζει και το ίδιο το 
όνομά του. Επίσης, η χρήση του μπορεί να εφαρμοστεί σε διάφορα πεδία 
αναζητήσεων, όπως παραδείγματος χάρη, στα προϊόντα που διαθέτει μια βάση 
δεδομένων ή στα άρθρα που διαθέτει ένα ιστολόγιο. Το ElasticSearch διαθέτει τις 
δυνατότητες να ξεπερνά τα εμπόδια που δημιουργεί στις αναζητήσεις η φυσική 
γλώσσα[14]. 
 
4.1.1. Apache Lucene 
 
Ο πυρήνας του ElasticSearch στην ουσία είναι ένα άλλο λογισμικό, ιδιαίτερα γνωστό 
και µε ισχυρές δυνατότητες, το Apache Lucene. Το ElasticSearch μπορεί να μελετηθεί 
περισσότερο σε βάθος, αν μελετηθεί παράλληλα µε το Lucene και τις δικές του 
υποδομές. Οι αλγόριθμοι του ElasticSearch που σχετίζονται είτε µε ταίριασμα 
κειμένου (text matching) είτε µε βελτιστοποιημένα ευρετήρια όρων προς αναζήτηση 
προέρχονται από τις υποδομές του Lucene. 
Το νέο που κομίζει το ElasticSearch στην ήδη υπάρχουσα τεχνολογία του Lucene είναι 
το πιο εύχρηστο και ακριβές API, η επεκτασιμότητα, η διαλειτουργικότητα µε 
γλώσσες προγραµµατισµού πέραν της Java, η ευχρηστία προγραµµατιστικής 
διαχείρισής του, η ομαδοποίηση (clustering) και η αντικατάσταση (replication), 
γνωρίσματα που ήδη αναφέρθηκαν στις NoSQL τεχνολογίες και καινούργιες, πιο 
εύχρηστες εφαρμογές, οι οποίες αποτελούν επεκτάσεις των Java κλάσεων του 
Lucene. 
Βασικό συστατικό του ElasticSearch είναι το ευρετήριο (index), όπου και 
αποθηκεύονται τα δεδομένα. Όπως είχε προαναφερθεί και στην περιγραφή των 
NoSQL βάσεων δεδομένων, τα ευρετήρια για το ElasticSearch έχουν ακριβώς την ίδια 
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λειτουργία µε τους πίνακες των σχεσιακών βάσεων. Αλλά αντίθετα από αυτές, οι 
τιμές που είναι αποθηκευμένες σ’ ένα ευρετήριο προορίζονται, ώστε να συνδράμουν 
στην επιτάχυνση μιας πιθανής αναζήτησης σε δεδομένα κειμένου[14].  
 
4.1.2. Δομή                                                 
 
Η κυρίως αποθηκευτική οντότητα του ElasticSearch είναι το έγγραφο. Σε αναλογία 
προς τις σχεσιακές βάσεις, ένα έγγραφο είναι µια γραµµή από δεδομένα σ’ έναν 
πίνακα. . Τα έγγραφα αποτελούνται από πεδία (γραµµές), αλλά κάθε πεδίο μπορεί 
να εμφανίζεται περισσότερες από µια φορές, τότε σ’ αυτήν την περίπτωση 
ονομάζεται πεδίο πολλαπλών τιμών (multivalued). Κάθε πεδίο διαθέτει ένα τύπο 
(κείμενο, νούμερο, ημερομηνία κοκ), όπως επίσης μπορεί να εμπεριέχει ένα μέρος 
από κάποιο έγγραφο (subdocument) ή και πίνακες. Οι τύποι των πεδίων µπορούν 
επίσης να είναι σύνθετοι. Ο τύπος των πεδίων έχει ιδιαίτερη σηµασία στο 
ElasticSearch, γιατί παρέχει στην εκάστοτε μηχανή αναζήτησης πληροφορίες για το 
πόσο συχνές διαδικασίες, παραδείγματος χάρη σύγκρισης ή ταξινόμησης, πρέπει να 
λάβουν χώρα. Στην περίπτωση του ElasticSearch βέβαια ο καθορισμός αυτών των 
διαδικασιών επιτυγχάνεται µε αυτόματο τρόπο. Από την άλλη, στις σχεσιακές βάσεις 
τα έγγραφα δεν απαιτείται να έχουν προκαθορισμένη δομή. Το κάθε έγγραφο μπορεί 
να διαθέτει διαφορετικό σύνολο πεδίων και επίσης τα πεδία δεν είναι απαραίτητο 
να είναι γνωστά πριν από την ανάπτυξη της εφαρμογής, παρά µόνο αν από πριν 
καθοριστεί κάποιου είδους σχήματος. 
 Εξίσου σημαντικό στο ElasticSearch είναι και ο τύπος του εγγράφου, όπου σ’ ένα 
ευρετήριο μπορούν να αποθηκευτούν πολλές οντότητες µε διαφορετικούς σκοπούς. 
Για παράδειγμα, σε ένα ιστολόγιο που διαθέτει ταυτόχρονα άρθρα και σχόλια, ο 
τύπος του εγγράφου διαφοροποιεί εύκολα αυτά τα δύο διαφορετικά είδη κειµενικών 
δεδοµένων.  
Είναι επίσης πολύ σημαντικό να επισημανθεί πως το κάθε έγγραφο μπορεί να έχει τη 
δική του διαφορετική δοµή και πως αυτός ο διαχωρισμός βοηθάει σημαντικά στη 
διαχείριση των δεδομένων. Όμως δεν πρέπει να αγνοούνται και οι περιορισμοί που 
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υφίστανται, καθώς οι διαφορετικοί τύποι ενός εγγράφου δεν μπορούν να θέσουν 
διαφορετικούς τύπους για την ίδια οντότητα[14]. 
 
4.1.3. Ανεξάρτητός εξυπηρετητής 
 
Επίσης, το ElasticSearch έχει την ιδιότητα να λειτουργεί και ως ανεξάρτητος 
εξυπηρετητής, αλλά και να λειτουργεί µέσω πολλαπλών συνεργαζόμενων 
εξυπηρετητών, ώστε να μπορεί να επεξεργάζεται ογκώδη σύνολα δεδομένων και να 
διαθέτει ανοχή σε τυχών σφάλματα. Το σύνολο αυτών των συνεργαζόμενων 
εξυπηρετητών ονομάζεται σύμπλεγμα (cluster) και ο καθένας από αυτούς ξεχωριστά 
κόμβος (node). 
 
4.1.4. Διαδικασία ευρετηρίασης(index) 
 
Στη συνέχεια, μετά την περιγραφή της δομής και των χαρακτηριστικών του 
ElasticSeach, θα ήταν χρήσιμο να γίνει αναφορά για τη διαδικασία που ακολουθείται 
από την στιγμή που ένα έγγραφο αποθηκεύεται εντός του elasticSearch μέχρι τη 
στιγμή που ανακτάται µέσω κάποιου ερωτήματος. 
 Η πρόσθεση δεδομένων μέσα σε ένα ευρετήριο μπορεί να γίνει είτε απευθείας, 
απλώς µε την αποθήκευση μερικών εγγράφων χωρίς προηγούμενο καθορισμό 
κάποιου ειδικού ευρετηρίου είτε μπορεί ο χρήστης να επιλέξει τον 
ευρετηριασµό(indexing) των δεδομένων µε συγκεκριμένο τρόπο. Το 
 ElasticSearch διαθέτει αρκετές επιλογές για τον τρόπο, µε τον οποίο μπορεί να γίνει 
ευρετηρίαση δεδομένων. Οι δύο βασικοί μέθοδοι που ακολουθούνται για τον 
εξειδικευμένο 
 καθορισμό ενός ευρετηρίου είναι η ανάλυση (analysis) και η χαρτογράφηση 







 Στο ElasticSearch, µε τη δημιουργία ενός ευρετηρίου ταυτόχρονα καθορίζεται και ο 
αριθμός των θραυσµάτων και των αντιγράφων που θα χρησιμοποιηθούν. Όπως 
προαναφέρθηκε, ένα θραύσμα είναι ένα κοµµάτι από τα δεδοµένα και το αντίγραφο 
είναι μια επανάληψη των ίδιων δεδομένων µε τη μορφή ενός αντιγράφου ασφαλείας 
(backup). 
 Όταν λοιπόν υπάρχει ένας κόμβος, τότε όλα τα θραύσματα και όλα τα αντίγραφα 
βρίσκονται μέσα σε αυτόν τον κόμβο. Ενώ στην περίπτωση που οι κόμβοι είναι 
περισσότεροι, τότε τα δεδομένα κατανέμονται ανάμεσα σ’ αυτούς τους κόμβους. 
 Τα δεδομένα στο ElasticSearch αναλύονται σε δύο φάσεις. Η πρώτη φορά είναι όταν 
ένα έγγραφο αποθηκεύεται και η πληροφορία της ανάλυσής του καταγράφεται και 
αυτή στο ευρετήριο και η δεύτερη φορά είναι όταν διενεργείται κάποιο ερώτημα. Το 
ElasticSearch αναλύει το ερώτημα της αναζήτησης και ψάχνει στις αποθηκευμένες 
πληροφορίες του ευρετηρίου.Η διαδικασία της ανάλυσης ευρετηρίου (index analysis) 
λειτουργεί ως ένα ρυθμιζόμενο μητρώο αναλυτών (analyzers), οι οποίοι μπορούν 
τόσο να αναλύσουν σε πεδία ένα έγγραφο κατά την είσοδό του όσο και ένα ερώτημα 
µε τη μορφή σύμβολοακολουθίας (string). 
 Οι αναλυτές γενικότερα αποτελούνται από έναν και µόνο διαχωριστή λεκτικών 
μονάδων (tokenizer) και από κανένα µέχρι περισσότερα φίλτρα λεκτικών μονάδων. 
Ως διαχωριστής λεκτικών μονάδων ορίζεται το εργαλείο εκείνο που λαμβάνει ως 
είσοδο μια συµβολοακολουθία (string) και επιστρέφει το σύνολο των λεκτικών 
μονάδων που εμπεριέχονται στην ακολουθία αυτή. Παραδείγματος χάρη, ο 
προκαθορισμένος αναλυτής (standard analyzer) αποτελείται από τον 
προκαθορισμένο διαχωριστή λεκτικών μονάδων, ο οποίος εφαρμόζει το 
προκαθορισμένο φίλτρο λεκτικών μονάδων, όπου κανονικοποιεί όλες τις λεκτικές 
μονάδες, το φίλτρο µικρογράµµατων λέξεων, όπου μετατρέπει όλες τις λεκτικές 
μονάδες µε μικρά γράμματα και το φίλτρο των stop-words λέξεων, όπου 
απομακρύνει όλες τις λέξεις που γραμματικά είναι άρθρα, αντωνυμίες, σύνδεσμοι 
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Στη συνέχεια ακολουθεί η χαρτογράφηση, κατά την οποία καθορίζεται το είδος των 
δεδομένων που θα τοποθετηθεί σε κάθε πεδίο. Αν δεν υπάρξει καθορισμός 
χαρτογράφησης, τότε το ElasticSearch θα προσπαθήσει να μαντέψει το είδος το 
δεδομένων και θα τα χαρτογραφήσει αυτόματα, χωρίς αυτό να συνιστά αλάνθαστη 
διαδικασία. Στη χαρτογράφηση, πέρα από το είδος των δεδομένων σε κάθε πεδίο, 
δίνεται η δυνατότητα να προσδοθεί βαρύτητα (boost) σε 





Το επόμενο βήμα που ακολουθεί, εφόσον έχουν ολοκληρωθεί η παραπάνω 
διαδικασίες και έχουν προστεθεί κάποια δεδομένα στο ευρετήριο, είναι η 
αναζήτηση. Μια βασική αναζήτηση εκτελεί ένα ερώτημα διαμέσου του ElasticSearch. 
Το επιστρεφόμενο αποτέλεσμα του ερωτήματος μπορεί και αυτό να φιλτραριστεί 
είτε µε τον καθορισμό συγκεκριμένων φίλτρων, όπως παραδείγματος χάρη λέξεων 
κλειδιών ή εύρος ημερομηνιών είτε µε τον καθορισμό συγκεκριμένων όψεων (facets), 
ώστε να επιστρέφεται µόνο ένα συγκεκριμένο κοµµάτι των  δεδομένων, όπως για 
παράδειγμα, να επιστρέφονται αποτελέσματα µόνο από ένα 







 4.1.8. Πλεονεκτήματα ElasticSearch 
 
Συνοψίζοντας για το ElasticSearch, θα αναφερθούν μερικές από τις περιπτώσεις, 
όπου η χρήση του στην κατασκευή μηχανών αναζήτησης είναι ιδιαίτερη χρήσιμή. 
Τα παρακάτω παραδείγματα είναι χαρακτηριστικές περιπτώσεις των προβλημάτων 
που μπορεί να επιλύσει[14]. 
 
• Έχει την ικανότητα να επιστρέφει τα καλύτερα αποτελέσματα μέσα από έναν 
μεγάλο αριθμό περιγραφών προϊόντων, ιδιαίτερα όταν αναζητούνται φράσεις, 
όπως “chef’sknife” για παράδειγμα. Αυτό καθίσταται δυνατό µε την χρήση των 
διαχωριστών λεκτικών μονάδων, που περιγράφηκαν παραπάνω. 
  
• Δοθέντος του προηγούµενου παραδείγµατος, υπάρχει η δυνατότητα να 
αναζητηθούν σε ποια συγκεκριµένα  υποκαταστήµατα υπάρχει το συγκεκριμένο 
προϊόν και από ποιες ποσότητες και πάνω. Σ’ αυτό μπορεί να βοηθήσει ο 
καθορισμός συγκεκριμένων όψεων στα επιστρεφόμενα αποτελέσματα. 
 
• Υπάρχει και η δυνατότητα  αυτοσυµπλήρωσης (autocompleting) στο κουτί 
αναζήτησης σε μερικώς γραμμένες λέξεις βασιζόμενη σε προηγούμενες αναζητήσεις. 
 
 Σε γενικές γραμμές, το ElasticSearch αποτελεί την τέλεια λύση στο να επιστρέφει 
αποτελέσµατα κατά προσέγγιση από δεδομένα, καθώς βαθμολογεί τα αποτελέσματα 
βάσει της ποιότητας. Ενώ το ElasticSearch μπορεί να φέρει εις πέρας ακριβές 
ταίριασμα σε κειµενικές αναζητήσεις και στατιστικούς υπολογισμούς, στην 
πραγματικότητα ο τρόπος που το πετυχαίνει είναι μια εγγενώς 
 προσεγγιστική διαδικασία. Αυτή του η ιδιότητα το ξεχωρίζει και από τις 






4.2. Elasticsearch για την αποθήκευση άρθρων και tweets 
 
Στην παρούσα εργασία χρησιμοποιήσαμε τη βάση δεδομένων elasticsearch καθώς 
λειτουργεί πολύ γρήγορα στα text searches μέσω ενός πλήθους queries δυνατοτήτων 
σε σχέση με άλλες βάσεις. Χρησιμοποιήσαμε το java api του για να κάνουμε indexing 
και quering στα δεδομένα, αλλά υπήρχε δυσκολία στο να μάθουμε να το 
χειριζόμαστε λόγω του ελλιπούς documentation που προσφέρει αλλά και τις λιγοστές 
πληροφορίες που βρήκαμε σε κοινότητες όπως το stackoverflow κτλ [15]. 
 
Εγκαταστήσαμε τη βάση στον χώρο εργασίας μας καθώς επίσης και τα plugins: head 
και kibana για την καλύτερη οπτικοποίηση των δεδομένων. 
 
Στη συνέχεια συνδέσαμε το elasticsearch με το project μας μέσω του TransportClient 
 
 
Client client = TransportClient.builder().build() 
    .addTransportAddress(new 
InetSocketTransportAddress(InetAddress.getByName("localhost"), 9300)); 
 















Indexing ενός άρθρου στο elasticsearch   
 
 
response = client.prepareIndex("index", "type", id) 
 .setSource(jsonBuilder() 
.startObject()                      
.field("Tile:",entry.getTitle())                            
   .field("Publish Date: ", entry.getPublishedDate()) 
              .field("URL",entry.getLink()) 
   .field("Keywords",keywords)                
   .field("Content", Boilerpipe.content)   
   .endObject() 
.get(); 
      
 
Εικόνα 11 - Παράδειγμα κώδικα indexing ενός άρθρου στο elasticsearch 
 
Με τη βοήθεια της κλάσης SearchResponse μπορούμε να κάνουμε queries που 
αναφέρονται σε τιμές τον πεδίων τιμών του πίνακα με τα άρθρα σελίδων και με 
βάσει αυτών η συνάρτηση να επιστρέψει καταχωρήσει που ικανοποιούν τα 
κριτήρια του query.   
Παράδειγμα κώδικα που μας επιστρέφει το πεδίο “Content” όλων  τον 
καταχωρήσεων του index = “index” και type = “type” με ημερομηνία “Publish Date” 
από   
«2016-11-09T11:01:00Z» μέχρι «2016-11-11T11:01:00Z» το οποίο είναι ένα 
συγκεκριμένο date format που αναγνωρίζει και το elasticsearch. 
SearchResponse response = client.prepareSearch("index") 
             .setTypes("type") 
             
.setSearchType(SearchType.DFS_QUERY_THEN_FETCH) 
.setFetchSource(new String[]{"Content"}, null) 
.setQuery(QueryBuilders.rangeQuery("Publish Date: 
").from("2016-11-09T11:01:00Z").to("2016-11-
11T11:01:00Z"))                  
.setFrom(0).setSize(60).setExplain(true) 
              
.get(); 
SearchHit[] results = response.getHits().getHits(); 
 
 









Παράδειγμα μιας καταχώρησης ενός άρθρου
 
 
Εικόνα 14 - Παράδειγμα καταχώρησης ενός άρθρου στο elasticsearch 
 
Στη συνέχεια χρησιμοποιούμε την κλάση TermVectors για να υπολογίσουμε την 
inverted index λίστα με τα counts των keywords ανά μέρα. 
 
TermVectorsResponse resp = client.prepareTermVectors().setIndex("in-
dexName") 







5. Δημιουργία μοντέλου συσχέτισης των δύο 









5.1 Trend analysis 
 
Για την εξαγωγή συμπερασμάτων για το πώς τα trends των media επηρεάζουν αυτά 
των social media(twitter) και αντίστροφα, αρχικά πήραμε μερικά παραδείγματα 
λέξεων κλειδιών που όπως παρατηρήσαμε είχαν υψηλά ποσοστά εμφάνισης και 
στα δύο μέσα. Και σχηματίσαμε στατιστικούς πίνακες με σκοπό την απεικόνισή τους 
σε γραφήματα, ώστε να διαπιστωθεί διαισθητικά αν υπάρχει μεταξύ τους κάποιο 
κοινό pattern.  
Για να συγκρίνουμε τις εμφανίσεις των λέξεων αυτών ανά μέρα χρησιμοποιήσαμε 
το λόγο, των εμφανίσεων μιας λέξης-κλειδί  προς το συνολικό άθροισμα 
εμφανίσεων όλων των keywords στα άρθρα μια ημέρας. Αντίστοιχα για τα tweets, 
χρησιμοποιήσαμε το λόγο των εμφανίσεων μιας λέξης-κλειδί, προς των αριθμό των 
tweets(αυτό έγινε εξαιτίας του «θορύβου» που προέκυπτε από λέξεις-κλειδιά στα 




Έτσι φτιάξαμε έναν πίνακα με 2 στήλες και 30 γραμμές όπου η πρώτη στήλη 
αναφερόταν στα media και δεύτερη στα social media για κάθε μια από τις 30 μέρες 
του Νοεμβρίου 2016.  
 
5.1.1 Ανάλυση Λέξης 
 
Παράδειγμα η λέξη “Trump” 
Ο πίνακας στα αριστερά δείχνει τις εμφανίσεις των keywords στα άρθρα των media 
και των social media 
O πίνακας στα δεξιά είναι μετά τη διαίρεση προς το σύνολο των keywords για τα 






















KeyWord Counts                                Counts/keywords-tweets 







































































































































































































Στη συνέχεια κάναμε plot τον δεύτερο πίνακα 
 
Εικόνα 16 - Γραφική παράσταση της συχνότητας εμφάνισης της λέξης “Trump” στα δύο μέσα 
Ο x άξονας αντιπροσωπεύει τις μέρες  
Ο y άξονας αντιπροσωπεύει το ποσοστό εμφάνισης 
Η συνάρτηση με το κόκκινο χρώμα αναπαριστά το ποσοστό εμφάνισης ανά μέρα 
στα media, ενώ το μπλε χρώμα στο Twitter. 
 
Παρατηρούμε λοιπόν μια εμφανή συσχέτιση των δυο συναρτήσεων η οποία 
αποδεικνύει την επιρροή του ενός μέσου στο άλλο.  
 
Αναφορικά το peak της συνάρτησης συμπίπτει με εκλογή του Trump ως νέου 
προέδρου των ΗΠΑ. 
 
Με παρόμοιο τρόπο ελέγξαμε και άλλες λέξεις με παρόμοια δημοφιλία(ποσοστό 







Παράδειγμα για τη λέξη “Τσίπρας” 
 
 
Εικόνα 17 - Γραφική παράσταση της συχνότητας εμφάνισης της λέξης “Τσίπρας” στα δύο μέσα 
Ο x άξονας αντιπροσωπεύει τις μέρες  
Ο y άξονας αντιπροσωπεύει το ποσοστό εμφάνισης 
Η συνάρτηση με το κόκκινο χρώμα αναπαριστά το ποσοστό εμφάνισης ανά μέρα 
στα media, ενώ το μπλε χρώμα στο Twitter. 
 
Και εδώ παρατηρείται εμφανή συσχέτιση μεταξύ των δυο συναρτήσεων η οποία 
αποδεικνύει την επιρροή του ενός μέσου με το άλλο. Αν και σε αυτό το διάγραμμα 
η συνάρτηση που αντικατοπτρίζει τo Twitter δείχνει πιο έντονη εμφάνιση της λέξης 
αυτής στο συγκεκριμένο μέσο και όχι στα media. 
Το αντίθετο δηλαδή με αυτό που συνέβαινε με το προηγούμενο γράφημα της λέξης 
“Trump”. 
 






Παράδειγμα για τη λέξη “Mannequin”(έγινε πρώτα “viral” στο Twitter) 
 
 
Εικόνα 18 - Γραφική παράσταση της συχνότητας εμφάνισης της λέξης  “Mannequin”  στα δύο μέσα 
 
Ο x άξονας αντιπροσωπεύει τις μέρες  
Ο y άξονας αντιπροσωπεύει το ποσοστό εμφάνισης 
Η συνάρτηση με το κόκκινο χρώμα αναπαριστά το ποσοστό εμφάνισης ανά μέρα 
στα media, ενώ το μπλε χρώμα στο Twitter. 
 
Το παράδειγμα της συγκεκριμένης λέξης επιλέχτηκε εξαιτίας του γεγονότος ότι αυτή 
η λέξη έγινε πρώτα “viral” στο Twitter μέσα στο Νοέμβριο του 2016 και στη 
συνέχεια ασχολήθηκαν με αυτή τα παραδοσιακά ΜΜΕ. Αυτό φαίνεται και στο 
παραπάνω γράφημα στο οποίο η συνάρτηση που απεικονίζει το Twitter έχει τιμές 
στον άξονα y από την πρώτη μέρα του μήνα, ενώ η συνάρτηση των media ξεκινάει 
να έχει τιμές στον άξονα y και να «ακολουθεί» τη συνάρτηση του Twitter μετά την 
6η μέρα. 
Τα media αντιλαμβάνονται την έκταση του φαινομένου και αρχίζουν την 




5.1.2. Ανάλυση ομάδων λέξεων 
Στη συνέχεια παρουσιάζονται τα αποτελέσματα για τα group λέξεων που 
εξετάστηκαν. 
 









Εικόνα 19 - Γραφική παράσταση της συχνότητας εμφάνισης συνόλου λέξεων με θεματολογία το “προσφυγικό 
ζήτημα” στα δύο μέσα 
Ο x άξονας αντιπροσωπεύει τις μέρες 
Ο y άξονας αντιπροσωπεύει το ποσοστό εμφάνισης 
Η συνάρτηση με το κόκκινο χρώμα αναπαριστά το ποσοστό εμφάνισης ανά μέρα στα 







Εικόνα 20 - Γραφική παράσταση της συχνότητας εμφάνισης συνόλου λέξεων με θεματολογία την “ Ευρωπαϊκή 
Ένωση” στα δύο μέσα 
Ο x άξονας αντιπροσωπεύει τις μέρες  
Ο y άξονας αντιπροσωπεύει το ποσοστό εμφάνισης 
Η συνάρτηση με το κόκκινο χρώμα αναπαριστά το ποσοστό εμφάνισης ανά μέρα στα 


















Εικόνα 21 -  Γραφική παράσταση της συχνότητας εμφάνισης συνόλου λέξεων με θεματολογία  “ Αθλητικά”  στα 
δύο μέσα 
Ο x άξονας αντιπροσωπεύει τις μέρες  
Ο y άξονας αντιπροσωπεύει το ποσοστό εμφάνισης 
Η συνάρτηση με το κόκκινο χρώμα αναπαριστά το ποσοστό εμφάνισης ανά μέρα στα 
media, ενώ το μπλε χρώμα στο Twitter. 
 
Εφόσον παρατηρήσαμε ότι η συσχέτιση είναι τόσο προφανής, δοκιμάσαμε να 
τρέξουμε κάποιους αλγορίθμους Μηχανικής Μάθησης στο Dataset μας. 








5.2. Μάθηση Μηχανών και Εφαρμογές 
 
Η Μηχανική Μάθηση ή Γνωσιακές Μηχανές (Machine Learning), ένας κλάδος της 
Τεχνητής Νοημοσύνης, είναι ένα επιστημονικό πεδίο που αναφέρεται στο 
σχεδιασμό και ανάπτυξη αλγορίθμων που δέχονται ως είσοδο (input) εμπειρικά 
δεδομένα, όπως εκείνα που προέρχονται από αισθητήρες (sensor) ή βάσεις 
δεδομένων, και δίνει σχέδια η σχετικές προβλέψεις για τα χαρακτηριστικά των 
εμπλεκόμενων μηχανισμών που δημιούργησαν τα δεδομένα. Τα κύρια 
χαρακτηριστικά των αγνώστων βασικών κατανομών πιθανοτήτων μπορούν τα 
γίνουν γνωστά έτσι ώστε τα δεδομένα να χρησιμοποιηθούν με αποδοτικό  τρόπο 
από έναν εκπαιδευόμενο. Τέτοια δεδομένα μπορούν να θεωρηθούν ως περιπτώσεις 
πιθανών σχέσεων μεταξύ των παρατηρούμενων μεταβλητών[16]. 
 
 Ένα από τα κύρια αντικείμενα της έρευνας μάθησης μηχανών είναι ο σχεδιασμός 
αλγορίθμων που αναγνωρίζουν πολυσύνθετα σχέδια και λάβουν νοήμονες 
αποφάσεις βασισμένες στα δεδομένα εισόδου. Μια βασική δυσκολία είναι ότι η 
ομάδα όλων των δυνατών συμπεριφορών με ολα τα πιθανά δεδομένα εισόδου είναι 
πολύ μεγάλη για να συμπεριληφθεί σε ένα σύνολο δεδομένων που έχουν 
παρατηρηθεί (επιλεγμένα δεδομένα , training data). Με βάση τα προηγούμενα, ο 
εκπαιδευόμενος (learner) πρέπει να γενικεύσει από τα δεδομένα παραδείγματα έτσι 
ώστε να μπορεί να παράγει χρήσιμα συμπεράσματα για νέα προβλήματα. 
Η Μάθηση Μηχανών μπορεί εναλλακτικά να ορισθεί ως ένα επιστημονικό πεδίο που 
προσδίδει στους υπολογιστές την ικανότητα να μάθουν χωρίς να έχουν άμεσα 
προγραμματισθεί για τέτοιο σκοπό.  
Αναφέρεται ότι μία μηχανή μαθαίνει κάθε φορά που αλλάζει την δομή του, το 
πρόγραμμα ἡ δεδομένα, που βασίζονται στα δεδομένα εισόδου ἡ σε ανταπόκριση 
εξωτερικών πληροφοριών, έτσι ώστε η αναμενόμενη απόδοση να βελτιωθεί. Τέτοιες 
αλλαγές όπως η πρόσθεση εγγραφών σε μια βάση δεδομένων, ανήκουν σε 
δικαιοδοσίες άλλων γνωστικών αντικειμένων και γενικά είναι γνωστές ως μάθηση. 
Για παράδειγμα, όταν η απόδοση μίας μηχανής αναγνώρισης ομιλίας βελτιώνεται 
μετά από το άκουσμα 
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διαφόρων δειγμάτων της ομιλίας ενός ατόμου κατανοούμε και μπορούμε να πούμε 
ότι η μηχανή έχει μάθει. 
 Η Μάθηση Μηχανών συνήθως αναφέρεται σε αλλαγές σε συστήματα 
που εκτελούν διαδικασίες (αναγνώριση, διάγνωση, σχεδιασμός, έλεγχος ρομπότ, 




Το WEKA (Waikato Environment for Knowledge Analysis) είναι μια σουίτα λογισμικού 
για μηχανική μάθηση και Εξόρυξη Δεδομένων. Αναπτύχθηκε στο Πανεπιστήμιο του 
Waikato της Ν. Ζηλανδίας και πήρε το όνομα του από το Weka, ένα μικρό και υπό 
εξαφάνιση πουλί της Ν. Ζηλανδίας. Το WEKA ανήκει στην κατηγορία του λεγόμενου 
″ελεύθερου λογισμικού″ (freeware) και διατίθεται δημοσίως σύμφωνα με τους 
όρους της άδειας GNU General Public License, η οποία επιτρέπει στους χρήστες να 
χρησιμοποιούν, αλλά και να τροποποιούν ελεύθερα το λογισμικό [17][18].  
To WEKA είναι ένα από τα πιο διαδεδομένα λογισμικά Εξόρυξης Δεδομένων. Έχει 
χρησιμοποιηθεί σε μεγάλο αριθμό επιστημονικών εργασιών, και αρκετά βιβλία 
Εξόρυξης Δεδομένων αναφέρονται σε αυτό. Η μεγάλη δημοφιλία του οφείλεται στα 
ειδικά χαρακτηριστικά του και στις δυνατότητες που προσφέρει.  
 
Αναλυτικότερα το WEKA:  
● Περιέχει αρκετά μεγάλη ποικιλία μεθόδων για κατηγοριοποίηση, παλινδρόμηση, 
ανάλυση συστάδων, και κανόνες συσχέτισης. Επίσης, παρέχει δυνατότητες για 
προεπεξεργασία των δεδομένων, καθώς και εργαλεία οπτικοποίησης.  
● Είναι λογισμικό ανοικτού κώδικα. Αυτό σημαίνει ότι ο πηγαίος κώδικας είναι 
δημοσίως διαθέσιμος. Χρήστες με γνώσεις προγραμματισμού μπορούν να 
τροποποιούν και να εξελίσσουν τους αλγορίθμους.  
● Είναι γραμμένο σε γλώσσα Java, γεγονός που το καθιστά ικανό να εγκαθίσταται 
σε διαφορετικές πλατφόρμες υλικού και λογισμικού.  
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● Διαθέτει γραφικό περιβάλλον εργασίας. Στο διαδίκτυο υπάρχει διαθέσιμη μεγάλη 
ποικιλία βιβλιοθηκών για μηχανική μάθηση και εξόρυξη δεδομένων. Ωστόσο, η 
χρήση τους απαιτεί τη συγγραφή κώδικα. Αντιθέτως, το γραφικό περιβάλλον του 
WEKA επιτρέπει τη χρήση του λογισμικού από τελικούς χρήστες, οι οποίοι δεν 
διαθέτουν γνώσεις προγραμματισμού. 
 
5.2.2. Linear Regression 
Αρχικά, για την μοντελοποίηση του προβλήματος και κατ’ επέκταση την δημιουργία 
μοντέλου πρόβλεψης χρησιμοποιήσαμε τον απλό αλγόριθμο Linear Regression.  
Στην απλή γραμμική παλινδρόμηση(Linear Regression) έχουμε ένα σύνολο με 
δείγματα τιμών {𝑥𝑖 , 𝑦𝑖}. Σκοπός είναι να βρούμε ένα απλό μαθηματικό μοντέλο, το 
οποίο να περιγράφει την σχέση αυτών των δύο μεταβλητών την 𝑥  και την 𝑦. Το 
απλό μαθηματικό μοντέλο που είναι μια ευθεία γραμμή της μορφής  
𝑓(𝑥) = 𝑦 = 𝑎𝑥 + 𝛽 η οποία "ταιριάζει" καλύτερα στο σύνολο των δειγμάτων. 
Έχοντας αυτό το μοντέλο μπορούμε να "προβλέψουμε" τις τιμές του 𝑦 για νέες 
τιμές του 𝑥. Η μεθοδολογία αυτή χρησιμοποιείται στην μηχανική μάθηση (machine 
learning).  
Παρατήρηση για τη συγκεκριμένη περίπτωση:  
Η μεταβλητή x, δηλαδή αυτή προς πρόβλεψη αφορά τα media. 
Η ανεξάρτητη μεταβλητή y, αφορά τα social media. 
Αρχικά δοκιμάστηκε η λέξη “Trump” και το αποτέλεσμα του αλγορίθμου έδειξε 




Εικόνα 22 - Output του Weka για τη λέξη "Trump" (Linear Regression) 
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Στη συνέχεια δοκιμάστηκε το dataset της λέξης “Τσίπρας”, στην οποία όμως το 
σφάλμα ήταν αρκετά μεγάλο (78.9238%) 
 
Εικόνα 23 - Output του Weka για τη λέξη "Τσίπρας" (Linear Regression) 
Αυτό οφείλεται στο γεγονός ότι η απόσταση μεταξύ των δύο συναρτήσεων δεν είναι 
σταθερή στο μεγαλύτερο μέρος της όπως ισχύει με την προηγούμενη περίπτωση, 
αλλά υπάρχει μία φανερή τμηματική ομοιότητα που ο αλγόριθμος δεν μπορούσε να 
αντιληφθεί. 
Για το λόγο αυτό έπρεπε να βρούμε ένα νέο μοντέλο που να λαμβάνει υπόψη την 
σχέση των κοντινών χρονικά τιμών μεταξύ τους, έτσι ώστε να γίνει ασφαλέστερη 
πρόβλεψη. 
Το καταλληλότερο μοντέλο για την περίπτωση μας ήταν η προσέγγιση των 




5.2.3. Time Series Forecasting και SV Regression 
 
Το μοντέλο Forecasting Time Series χρησιμοποιείται για να προβλέψει μελλοντικές 
τιμές που βασίζονται σε προηγούμενες παρατηρήσεις τιμών. Ενώ το regression 
analysis είναι συχνά εξοπλισμένο με τέτοιo τρόπο ώστε να ελέγχει θεωρίες σχετικά 
με το εάν οι τρέχουσες τιμές από μία ή περισσότερες ανεξάρτητες χρονοσειρές  
επηρεάζουν την την τρέχουσα τιμή μιας άλλης χρονοσειράς, αυτός ο τύπος της 
ανάλυσης χρονοσειρών δεν επικεντρώνεται στο να συγκρίνει τιμές ενός time series η 
πολλαπλών εξαρτημένων time series σε διαφορετικά σημεία στο χρόνο. 
 
Παρόλα αυτά το Weka δεν υποστηρίζει την εφαρμογή του συγκεκριμένου 
μοντέλου(ARIMA, ARMA) αλλά αντί για αυτό προτείνει τη χρήση του Support Vector 
Regression[19]. 
Ενός Machine Learning μοντέλου που συνήθως χρησιμοποιείται για classification, 
αλλά έχει πολύ καλά αποτελέσματα και για continues τιμές. 
 
Επομένως, εφαρμόσαμε το πακέτο time series analysis forecasting and control του 
weka σε συνδυασμό με τον αλγόριθμο support vector machine  το οποίο 
χρησιμοποιείται για να προβλέψει μοντέλα που εξελίσσονται με το χρόνο. 
Σε αυτή την περίπτωση οι δύο περιπτώσεις(media και Twitter για την ίδια λέξη) 
εξετάζονται σαν δύο διαφορετικές συναρτήσεις στο ίδιο σύστημα αξόνων όπου η μία 
επηρεάζει την περιοδικότητα της άλλης.  
Παρατήρηση για τη συγκεκριμένη περίπτωση:  
Το y είναι το ποσοστό εμφάνισης της λέξης και x οι μέρες του μήνα. Για να γίνει η 





Εφαρμογή στη λέξη “Τσίπρας” 
 
Εικόνα 24 - Γραφική παράσταση πρόβλεψης χρονικών σειρών της λέξης  “Τσίπρας” για τα δύο μέσα 
Εξαιτίας του Training που κάνει ο αλγόριθμος με βάση τα προηγούμενα δεδομένα 
το γράφημα μας ξεκινάει τις προβλέψεις από την 8η μέρα και μετά. 
Με πράσινο χρόνο απεικονίζονται οι πραγματικές τιμές για τα ποσοστά εμφάνισης 
της λέξης στο Twitter ενώ με κίτρινο χρώμα το τι προέβλεψε ο αλγόριθμος για τις 
μελλοντικές τιμές του Twitter ένα βήμα κάθε φορά πριν σχεδιάσει το επόμενο 
σημείο λαμβάνοντας υπόψη το γράφημα των media(κόκκινο χρώμα). 
Αντίστοιχα, με κόκκινο χρώμα απεικονίζονται οι πραγματικές τιμές και τα ποσοστά 
εμφάνισης της λέξης στα media, ενώ με μπλε χρώμα το τι προέβλεψε ο αλγόριθμος 
για τις μελλοντικές τιμές των media ένα βήμα κάθε φορά πριν σχεδιάσει το επόμενο 
σημείο λαμβάνοντας υπόψη το γράφημα του Twitter(πράσινο χρώμα). 





Εικόνα 25 - Οutput του Weka για το σφάλμα πρόβλεψης, της λέξης “Τσίπρας” (support vector regression ) 
 
Εφαρμογή στη λέξη “Mannequin” 
 
Εικόνα 26 - Γραφική παράσταση πρόβλεψης χρονικών σειρών της λέξης “Mannequin” για τα δύο μέσα 
Εξαιτίας του Training που κάνει ο αλγόριθμος με βάση τα προηγούμενα δεδομένα το 
γράφημα μας ξεκινάει τις προβλέψεις από την 7η μέρα και μετά. 
Με πράσινο χρόνο απεικονίζονται οι πραγματικές τιμές για τα ποσοστά εμφάνισης 
της λέξης στο Twitter ενώ με κίτρινο χρώμα το τι προέβλεψε ο αλγόριθμος για τις 
μελλοντικές τιμές του Twitter ένα βήμα κάθε φορά πριν σχεδιάσει το επόμενο σημείο 
λαμβάνοντας υπόψη το γράφημα των media(κόκκινο χρώμα). 
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Αντίστοιχα, με κόκκινο χρώμα απεικονίζονται οι πραγματικές τιμές και τα ποσοστά 
εμφάνισης της λέξης στα media, ενώ με μπλε χρώμα το τι προέβλεψε ο αλγόριθμος 
για τις μελλοντικές τιμές των media ένα βήμα κάθε φορά πριν σχεδιάσει το επόμενο 
σημείο λαμβάνοντας υπόψη το γράφημα του Twitter(πράσινο χρώμα). 
Τα ποσοστά λάθους που προέκυψαν κατά το output του αλγορίθμου είναι στις μισές 
τιμές μικρά και στις άλλες μισές μεγάλα.  
 
 
Εικόνα 27 - Οutput του Weka για το σφάλμα πρόβλεψης, της λέξης “Mannequin” (support vector regression ) 
Από τα πειράματα προκύπτει ότι μπορεί να γίνει πρόβλεψη από το ένα μέσο στο 
άλλο(είτε Twitter προς media, είτε media προς Twitter). Παρόλα αυτά η πρόβλεψη 
των μελλοντικών τιμών του Twitter σύμφωνα με τις τιμές των media είναι αρκετά πιο 
ακριβής, σε σχέση με την πρόβλεψη των μελλοντικών τιμών των media, σύμφωνα με 
τις τιμές του Twitter. Άρα είναι πιο εύκολο να προβλέψουμε τις αντιδράσεις του 






6. Συμπεράσματα   
Παρατηρούμε λοιπόν πως υπάρχει συσχέτιση των τάσεων μεταξύ των παραδοσιακών 
ΜΜΕ και των τάσεων των χρηστών των κοινωνικών δικτύων. Φαίνεται ότι τόσο τα 
ποσοστά μεμονωμένων λέξεων όσο και τα ποσοστά από τα σύνολα λέξεων μιας 
θεματολογία εμφανίζουν παρόμοια κατανομή στο χρόνο. 
Αυτό γίνεται ιδιαίτερα εμφανές στα γραφήματα ειδικά σε χρονικές στιγμές όπου μια 
είδηση έρχεται στην επικαιρότητα και οι λέξεις που τη συνοδεύουν γίνονται trends. 
Στα σημεία αυτά παρατηρούμε τοπικά μέγιστα στις συναρτήσεις, ενώ τόσο η άνοδος 
μιας τάση όσο και η πτώση φαίνεται να συμπίπτουν χρονικά. 
Σχετικά με την μελλοντική πρόβλεψη τάσεων στη θεματολογία των παραδοσιακών 
ΜΜΕ, σύμφωνα με την τάση των χρηστών ενός κοινωνικού δικτύου, παρατηρούμε 
ότι πολλές φορές το κοινωνικό δίκτυο και η τάση των χρηστών του "πυροδοτεί" την 
αντίστοιχη αύξηση της θεματολογίας των παραδοσιακών μέσων μαζικής 
ενημέρωσης, αλλά παράλληλα αρκετές φορές συμβαίνει το αντίθετο. 
Επίσης, ιδιαίτερο ενδιαφέρον παρουσιάζει το γεγονός ότι η πρόβλεψη των τάσεων 
στα media, με βάση τα social media παρουσιάζει μεγαλύτερο λάθος, από ότι η 
πρόβλεψη των social media με βάση τα media. 
Αυτό που μπορούμε να πούμε με βεβαιότητα είναι ότι παρακολουθώντας τη τάση 
του ενός μέσου μπορείς να αντιληφθείς το τι έχει γραφτεί στο άλλο. 
Σίγουρα αποδεικνύεται ότι με την αναλυτικότερη μοντελοποίηση του προβλήματος, 
την προσθήκη extra καθοριστικών τιμών, όπως η ώρα,  μπορεί να καθοριστεί σε ποιες 
περιπτώσεις και κάτω από ποιες συνθήκες, οι χρήστες μπορούν να επηρεάσουν τα 
ΜΜΕ και η τάση της θεματολογίας τους να μπορεί να προβλεπτεί με μεγάλη ακρίβεια 
μέσω τεχνικών μηχανικής μάθησης. 
Αυτό το αποδείξαμε επίσης με τεχνικές μηχανικής μάθηση όπου τα ποσοστά 
πρόβλεψης είναι ιδιαίτερα αποτελεσματικά ειδικά όταν η επόμενη βρίσκεται χρονικά 
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