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LOWER BOUNDS FOR RESONANCE COUNTING FUNCTIONS
FOR OBSTACLE SCATTERING IN EVEN DIMENSIONS
T.J. CHRISTIANSEN
Abstract. In even dimensional Euclidean scattering, the resonances lie on the
logarithmic cover of the complex plane. This paper studies resonances for obstacle
scattering in Rd with Dirchlet or admissable Robin boundary conditions, when d is
even. Set nm(r) to be the number of resonances with norm at most r and argument
between mpi and (m+ 1)pi. Then lim supr→∞
log nm(r)
log r = d if m ∈ Z \ {0}.
1. Introduction
This paper studies resonances for scattering by obstacles in even dimensions. In
this setting the resonances lie on the logarithmic cover of the complex plane. The
main result is that for m ∈ Z\{0} the counting function for the number of resonances
with norm at most r and argument between mπ and (m+ 1)π has maximal order of
growth. To the best of our knowledge, the only specific obstacles for which this has
been known before are balls.
Let O ⊂ Rd be a bounded open set with smooth boundary ∂O, and suppose Rd \O
is connected. When O satisfies these conditions we shall call it an obstacle. Consider
−∆ on Rd \ O, where ∆ ≤ 0 is the usual Euclidean Laplacian. We impose either
Dirichlet (u ↾∂(Rd\O)= 0) or Robin-type boundary conditions:
h(x)u(x) +
∂
∂n
u(x) = 0 on ∂(Rd \ O)
where n is the outward pointing unit normal to ∂(Rd \ O) and h ∈ C1(∂O) satisfies
h ≥ 0 in order to be admissable. We note that by choosing h ≡ 0 we obtain the
Neumann boundary condition. We shall denote the corresponding operator (satisfying
either the Dirichlet or admissable Robin-type boundary condition) by P . We choose
the upper half-plane to be the physical half plane, so that R(λ) = (P − λ2)−1 is
bounded on L2(Rd \O) for Imλ > 0. It is well known that for any χ ∈ L∞comp(Rd \O),
χR(λ)χ has a meromorphic continuation to C if d is odd and to Λ, the logarithmic
cover of C \ {0}, if d is even (e.g. [30]). If χ = 1 in a neighborhood of O the location
of the poles of χR(λ)χ is independent of the choice of such χ. The poles of this
meromorphic continuation are called resonances.
Key words and phrases. resonance, scattering theory.
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We can describe a point λ ∈ Λ by its modulus |λ| and its argument arg λ. On Λ
we do not identify points whose arguments differ by an integral multiple of 2π. We
define, for m ∈ Z,
Λm = {λ ∈ Λ : mπ < arg λ < (m+ 1)π}
and call this the mth sheet of Λ. We note that our choice of the physical half plane
means that it is identified with Λ0 in the case of even d.
For m ∈ Z and even d we define the mth resonance counting function:
nm(r) = #{ λj: λj is a pole of R(λ) with mπ < arg λj < (m+ 1)π, and |λj| < r}.
Here and everywhere we count with multiplicity, see (1.1).
Then our main result is
Theorem 1.1. Let d be even, O ⊂ Rd be an obstacle as defined above, and suppose
O 6= ∅. Consider −∆ on Rd \ O with any of Dirichlet, Neumann, or admissable
Robin-type boundary conditions. Then, with nm(r) the resonance-counting function
for the mth sheet as defined above,
lim sup
r→∞
lognm(r)
log r
= d
for any m ∈ Z \ {0}.
The quantity lim supr→∞
lognm(r)
log r
is called the order of nm. By results of Vodev
[34, 35], d is the maximum possible value of the order of nm. A result of Sjo¨strand and
Zworski [31] for asymptotics of resonances in certain regions of Λ±1 for the Dirichlet
problem for convex obstacles has as a corollary that the order of n±1(r) is at least
d− 1 for such cases.
In general lower bounds on resonance counting functions have proved elusive. We
may contrast Theorem 1.1 with what is known for obstacle scattering in odd dimen-
sions d, d ≥ 3. In odd dimensions the resonances lie on C as the double cover of C.
The analogous counting function n(r) is for the number of resonances with norm at
most r, and there is a an upper bound of the form Crd for sufficiently large r, with
constant C depending on the obstacle [21]. In odd dimensions as far as we know the
only specific obstacles for which it is known that lim supr→∞(log n(r)/ log r) = d are
balls, for which stronger results are known [32, 39]. However, from [6] it is known
that this limit must be d for many star-shaped obstacles.
This paper also contains, for completeness, some basic results on the behavior of
the scattering matrix S(λ) at 0 in even dimensions. In particular, for a large class of
operators (“black box” compactly supported perturbations of the Laplacian) in even
dimension d it is shown that limλ↓0 S(λ) = I. See Section 6 for results, references,
and further remarks.
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Let P be the Laplacian in the exterior of an obstacle with Dirichlet or admissable
Robin boundary conditions. Let S(λ) denote the scattering matrix associated with
the operator P ; its definition is recalled in Section 3. In both even and odd dimensions,
when arg λ = π/2 it is easier to say something about the eigenvalues of S(λ)− I than
it is for an arbitrary value of λ with 0 < arg λ < π. Lax and Philips [17], Beale [1],
and Vasy [33] used this for odd d ≥ 3 to obtain lower bounds of the type c0rd−1 for
the number of pure imaginary resonances with norm at most r for obstacle scattering
([1, 17]) and for scattering by fixed-sign potentials ([17, 33]). The situation is quite
different for even dimensions d. For obstacle scattering of the type we consider here
or for scattering by fixed-sign potentials for any m ∈ Z there are at most finitely
many resonances with argument πm+ π/2 [1, 9].
Here we make use of the behavior of S(eiπ/2σ)− I, σ > 0, to prove our theorem.
We now outline the proof of our main theorem, which requires introducing some
notation and results from other works. With R(λ) denoting the meromorphic contin-
uation of the resolvent (P − λ2)−1, for λ0 ∈ Λ, the multiplicity of a pole of R at λ0 is
defined to be
(1.1) µR(λ0)
def
= rank
∫
γλ0
R(λ)dλ
where γλ0 is a small posivitely oriented curve enclosing λ0 and no poles of the resolvent,
except, possibly, at λ0. For a scalar meromorphic function f defined on Λ, λ0 ∈ Λ,
we define msc(λ0) = k ∈ Z if and only if f(λ)(λ− λ0)−k is bounded in a sufficiently
small neighborhood of λ0 and limλ→λ0
(
f(λ)(λ− λ0)−k
) 6= 0. Thus msc is positive at
zeros and negative at poles, and msc(f, λ0) = 0 if λ0 is neither a zero nor a pole of f .
Proposition 1.2. [9, Corollary 4.9] For P as above, m ∈ N, and λ1 ∈ Λ,
µR(λ1e
imπ)− µR(λ1) = msc(det(mS(λ)− (m− 1)I), λ1).
Analogs of this result are well known in odd dimensions and for even dimensions
for m = 1 and a limited subset of Λ; see, for example, [14, 25, 27, 29].
The restrictions we have put on the operator P mean that neither R(λ) nor the
scattering matrix has any poles in the physical region Λ0. Thus we see from Proposi-
tion 1.2 that to study the resonances on Λm, m ∈ N, it will suffice to study the zeros
of the scalar function
(1.2) fm(λ)
def
= det(mS(λ)− (m− 1)I)
on the physical sheet Λ0, which we shall identify with the upper half plane of C. The
function fm is holomorphic in this region.
In the next two sections we establish some properties of fm(λ) in the upper half
plane (corresponding to Λ0), and on its boundary. In Section 2 we show that if
arg λ = 0 or arg λ = π, then |fm(λ)| = O(|λ|d−1) when |λ| → ∞. In Section 3 we prove
that there are constants M, c0 > 0 so that for σ > M > 0, log |fm(eiπ/2σ)| ≥ c0σd.
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Section 4 recalls a result of Govorov [12] for functions analytic in a half-plane and
proves a consequence of this result which we shall need in the proof of the theorem.
Section 5 proves Theorem 1.1 by showing that the properties of fm established in
Sections 2 and 3 are inconsistent with having lim supr→0 ((log r)
−1 lognm(r)) < d.
Although the proof is different, both the result and some of the ideas underlying
the proof of Theorem 1.1 are similar to the results of [7]. The paper [7] shows that
for scattering by fixed-sign potentials in even dimensions a lower bound like that of
Theorem 1.1 holds. In both [7] and this paper, we study resonances on Λm by studying
zeros of a function analytic on Λ0. We use different complex-analytic results in the
two papers – compare Govorov’s results [12, Theorem 3.3] recalled here in Theorem
4.1, to the results of [7, Proposition 2.4]. Additionally, the results we need for the
behavior of fm(λ) = det(mS(λ) − (m − 1)I) on the boundary of Λ0, proved here in
Section 2, are much more delicate in the obstacle case than the corresponding results
used in [7].
We note that the paper [8] proved, for a Schro¨dinger operator with a “generic”
potential V ∈ L∞0 (Rd), lower bounds on the mth resonance counting function of the
type we prove here.
Section 6 gives, for completeness, some basic results about the behavior of S(λ)
near |λ| = 0.
Acknowledgments. The author gratefully acknowledges the partial support of
the NSF under grant DMS 1001156. Thank you to Fritz Gesztesy for helpful conver-
sations.
2. A bound on | det(mS(λ)− (m− 1)I)| for arg λ = 0 or arg λ = π
This section uses some results of [10, 11, 18] on the one-sided accumulation of the
eigenvalues of the scattering matrix S(λ) when arg λ = 0 and a sort of “inside-outside
duality”. Here “inside-outside duality” refers to a relation between the spectrum of
the scattering matrix for the exterior problem (on Rd \ O) and the spectrum of the
interior operator, that is, the Laplacian with corresponding boundary conditions on
O. To make then summary of the results which we shall need more readable, we
present them as two separate theorems, one for the Dirichlet boundary condition and
one for the Robin boundary condition.
In this section we identify Λ0 with the open upper half plane, and similarly identify
boundary points. Hence λ ∈ R+ corresponds to a point in Λ with argument 0. Recall
that S(λ) is a unitary operator for λ > 0.
Theorem 2.1. [10, 11, 18] Let S(λ) denote the scattering matrix for −∆ on Rd \
O with Dirichlet boundary conditions. Let λ, λ0 ∈ R+, ǫ > 0. Then S(λ) has
only finitely many eigenvalues with positive imaginary part. Moreover, S(λ) has an
eigenvalue E(λ) depending continuously on λ ∈ (λ0 − ǫ, λ0) with limλ↑λ0 E(λ) = 1
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and ImE(λ) > 0 for all λ ∈ (λ0 − ǫ, λ0) if and only if λ20 is an eigenvalue of −∆
on O with Dirichlet boundary conditions. Moreover, there is no pair λ0, E(λ) of
λ0 > 0 and eigenvalue E(λ) of S(λ) depending continuously on λ ∈ (λ0, λ0 + ǫ) so
that Imλ↓λ0 E(λ) = 1 and ImE(λ) > 0 for all λ ∈ (λ0, λ0 + ǫ).
The results for the Robin-type boundary condition are similar, but the direction
of accumulation of the eigenvalues and of the limits is different. In the statement of
the theorem, one should understand that if the boundary condition for the exterior
problem is
h(x)u(x) +
∂
∂n
u(x) = 0 on ∂(Rd \ O)
with n the outward pointing unit normal to ∂(Rd \ O), then the boundary condition
for the interior problem is
h(x)u(x) +
∂
∂n
v(x) = 0 on ∂(O)
where n remains the outward pointing unit normal to ∂(Rd \ O).
Theorem 2.2. [11, 18] Let S(λ) denote the scattering matrix for −∆ on Rd \ O
with Robin-type boundary conditions for an admissable function h ∈ C1(∂O), h ≥
0. Let λ, λ0 ∈ R+. Then S(λ) has only finitely many eigenvalues with negative
imaginary part. Moreover, S(λ) has an eigenvalue E(λ) depending continuously on
λ ∈ (λ0, λ0 + ǫ) with limλ↓λ0 E(λ) = 1 and ImE(λ) < 0 for all λ ∈ (λ0, λ0 + ǫ, ) if
and only if λ20 is an eigenvalue of −∆ on O with Robin-type boundary conditions.
Moreover, there is no pair λ0, E(λ) of λ0 > 0 and eigenvalue E(λ) of S(λ) depending
continuously on λ ∈ (λ0 − ǫ, λ0) so that limλ↑λ0 E(λ) = 1 and ImE(λ) < 0 for
λ ∈ (λ0 − ǫ, λ0).
Results on the one-sided accumulation of eigenvalues of the scattering matrix can
be found in [10, 11, 18], with related results in, for example, [36]. The “interior-
exterior duality” part of Theorem 2.1 was proved in dimension 2 in [10], and then
Theorem 2.2 was proved for the Neumann boundary condition, again in dimension
d = 2, in [11]. The paper [18] proves both Theorems 2.1 and 2.2 in dimension d = 3.
However, the proof of [18] works in general dimension d ≥ 2 with straightforward
modifications.
This next proposition is central to the proof of Theorem 1.1.
Proposition 2.3. Let S be the scattering matrix for the operator P (with either the
Dirichlet or admissable Robin boundary condition in the exterior of an obstacle O)
and let r > 0. Let {eiθα(r)}α∈A = {eiθα(r)}α∈A(r) be the eigenvalues of S(r), repeated
according to their multiplicity. Then∑
α∈A
(
inf
k∈Z
{|θα(r)− 2πk|}
)
= O(rd−1) as r →∞.
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Before proving the proposition, we make a comment about the choice of notation
{eiθα(r)}α∈A. The eigenvalues of S(r) are a countable set. However, in our proof it
will be convenient to choose the phases θα(r) to be continuous functions of r when
possible. This is possible when eiθα(r) is away from 1. But it can happen that there
is an r0 > 0 and an eigenvalue E(r) of S(r), chosen continuous on (r0− ǫ, r0), so that
limr↑r0 E(r) = 1 but 1 is not an eigenvalue of S(r0). See [10, Section 2] for examples
and further discussion. Hence an eigenvalue of the scattering matrix can “disappear.”
With the notation {eiθα(r)}α∈A(r) we wish to indicate the possibility of using different
indexing sets for different values of r.
Proof. There is a great deal of flexibility in choosing the set of “phases” {θα(λ)}; note
that making a different choice (for example, adding an integral multiple of 2π to one
or more of the phases) does not change the value of the sum in the statement of the
proposition. To prove the proposition, we shall make a convenient choice of this set.
For λ > 0, let {eiθα(λ)} be the eigenvalues of S(λ). It is possible to make a choice of
the set {θα(λ)} so that each θα is a continuous function of λ, except, perhaps, where
eiθα(λ) is 1 or approaches 1. In the proof we choose each “phase” θα(λ) be continuous
as a function of λ except, possibly, at points where a one-sided limit of eiθα(λ) is 1.
Moreover, we choose each phase to be defined on a maximal open interval in (0,∞),
so that if θα is defined on (λ0, λ1), 0 ≤ λ0 < λ1 ≤ ∞, if λ0 > 0 then limλ↓λ0 eiθα(λ) = 1.
Similarly, if λ1 <∞, then limλ↑λ1 eiθα(λ) = 1.
Additionally, we require that θα(λ) ∈ (−2π, 2π). We may impose another condition
on the set {θα}. We require that if θα0(λ) is continuous on (λ0, λ1), 0 ≤ λ0 < λ1, and
eiθα0 (λ) is not 1 on that same interval, but limλ↓λ0 e
iθα0 (λ) = 1, then limλ↓λ0 θα0(λ) = 0.
We note that in particular this means that that if θα is defined on (0, λ0), some λ0 > 0,
then limλ↓0 θα(λ) = 0; see Corollary 6.3.
Having chosen these conventions,
1
2πi
∫ r
0
d
dλ
log det S(λ)dλ =
1
2π
∑
θα(r) +N(2π, r)−N(−2π, r) +O(1)(2.1)
as r →∞. Here we use the notation
N(±2π, r)
= #{λ0, 0 < λ0 ≤ r : lim
λ↑λ0
θα(λ) = ±2π for some α, counted with multiplicity }.
Now we specialize to the case of admissable Robin-type boundary conditions. By
results of [11, 18] recalled here in Theorem 2.2,
N(−2π, r) + #{α ∈ A(r) : θα(r) < 0}
= #{λ : 0 < λ ≤ r and λ2 is a Robin eigenvalue of −∆ on O }+O(1).
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By the well-known Weyl formula for the Laplacian on a bounded open set with smooth
boundary, this means
(2.2) N(−2π, r) + #{α ∈ A(r) : θα(r) < 0} = cdvol(O)rd +O(rd−1)
where cd is the d-dimensional Weyl constant. Then
1
2πi
∫ r
0
d
dλ
log detS(λ)dλ ≥ 1
2π
∑
θα(r)<0
θα(r)−N(−2π, r)+O(1) ≥ −cdvol(O)rd+O(rd−1).
On the other hand [4, 5, 20, 22, 28]
(2.3)
1
2πi
∫ r
0
d
dλ
log detS(λ)dλ = −cdvol(O)rd +O(rd−1) as r →∞.
Thus we must have
(2.4)
1
2π
∑
θα(r)<0
θα(r)−N(−2π, r) = −cdvol(O)rd +O(rd−1)
and this, together with (2.2), means that∑
θα(r)<0
(1 +
1
2π
θα(r)) = O(r
d−1)
or
(2.5)
∑
θα(r)<0
|θα(r) + 2π| = O(rd−1).
Using (2.1) and (2.3- 2.5), we obtain that
1
2π
∑
θα(r)>0
θα(r) +N(2π, r) = O(r
d−1).
This finishes the proof of the proposition for the Robin case.
The proof for the Dirichlet case is similar, using Theorem 2.1. 
Proposition 2.4. Let m ∈ N, and r > 0. Then there is a constant C > 0 so that
1 ≤ | det(mS(r)− (m− 1)I)| ≤ exp(Crd−1) for r sufficiently large
and
| det(mS(reiπ)− (m− 1)I)| ≤ exp(Crd−1) for r sufficiently large.
We note that the constant C depends on m as well as on O and the boundary
condition.
Proof. We denote the set of eigenvalues of the scattering matrix, repeated according
to their multiplicity, by S(r) by {eiθj(r)}j∈N. Since this time the we do not require
continuity properties of θj we use the index set N. Then
(2.6) det(mS(r)− (m− 1)I) =
∏
(1 +m(eiθj(r) − 1)).
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Again, we make use of the fexibility in choosing the set {θj(r)}. Here we do not
need continuity properties, so we can assume, without loss of generality, that
−π ≤ θj(r) < π.
We shall split the product in (2.6) into two pieces, depending on the size of |θj(r)|.
From Proposition 2.3, the number of j so that |θj(r)| > ǫ > 0 is Oǫ(rd−1). Since
1 ≤ |1 +m(eiθj − 1)| ≤ 1 + 2m,
0 ≤ log
∣∣∣∣∣∣
∏
|θj(r)|>1/8m
(1 +m(eiθj(r) − 1))
∣∣∣∣∣∣ =
∑
|θj(r)|>1/8m
log |(1+m(eiθj(r)−1))| = O(rd−1).
Now
∏
|θj(r)|≤1/8m
(1 +m(eiθj(r) − 1)) = exp

 ∑
|θj(r)|≤1/8m
log(1 +m(eiθj(r) − 1))


= exp

 ∑
|θj(r)|≤1/8m
(imθj(r) +O(|θj(r)|2)


Of course,
∣∣∣exp (∑|θj(r)|<1/8m imθj(r))
∣∣∣ = 1. Moreover, since if |θj(r)| < 1/8m, then
|θj(r)|2 < |θj(r)|, and by Proposition 2.3∑
|θj(r)|≤1/8m
|θj(r)|2 ≤
∑
|θj(r)|≤1/8m
|θj(r)| = O(rd−1)
we have that the term
∑
|θj(r)|≤1/8m
O(|θj(r)|2) = O(rd−1). This finishes the proof of
the first statement.
To prove the second inequality in the proposition, note that by [9, Proposition 2.1],
S(reiπ) = 2I − RS∗(r)R, where R : L2(Sd−1) → L2(Sd−1) is (Rf)(θ) = f(−θ), and
S∗ is the adjoint of S. Hence
det(mS(reiπ)− (m− 1)I) = det(m(2I −RS∗(r)R)− (m− 1)I)
= det((m+ 1)I −mRS∗(r)R)
= det((m+ 1)I −mS∗(r)).
Hence, if as before we denote the eigenvalues of S(r) by {eiθj(r)}, then
det(mS(reiπ)− (m− 1)I) =
∏(
1−m(e−iθj(r) − 1))
and the proof of the second inequality follows essentially the same way as the proof
of the first one. 
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3. Lower bounds on | det(mS(σeiπ/2)− (m− 1)I)| when σ →∞, σ ∈ (0,∞)
The main result of this section is Proposition 3.4, which provides a lower bound
on | det(mS(eiπ/2σ)− (m− 1)I)| when σ > 0, σ →∞. The proof of this proposition
uses three main ideas: the fact that S(iσ)− I has purely imaginary eigenvalues when
d is even and σ is sufficiently large; a monotonicity-type result of [1, 17]; and explicit
calculations in the case of a ball along with properties of Bessel functions.
In this section we work in Λ0, which we identify with the open upper half plane of
C. Hence for σ > 0, iσ corresponds to eiπ/2σ.
In this section we shall make use of some results of [1, 17]. We note that as our
choice of the physical half plane is different from theirs (we choose 0 < arg λ < π as
the physical region, they choose −π < arg λ < 0) some notation will be a bit different.
We recall some basic definitions related to the scattering matrix. For λ ∈ C with
0 ≤ arg λ ≤ π and ω ∈ Sd−1, there is a unique solution to the equation
(−∆− λ2)v = 0 in Rd \ O
satisfying either the boundary condition (Dirichlet type)
v ↾∂O= e
−iλx·ω ↾∂O
or satisfying the Robin-type boundary condition
h(x)v(x) +
∂v(x)
∂n
= h(x)e−iλx·ω +
∂
∂n
e−iλx·ω on ∂O.
Here h ∈ C1(∂O), h ≥ 0, and n is the outward unit normal to Rd \ O. In addition,
to guarantee uniqueness, we require that v satisfy a radiation condition at infinity: if
O ⊂ B(0;R) = {x ∈ Rd : |x| < R}, then(
∂
∂|x|v − iλv
)
↾
Rd\B(0;R)∈ L2(Rd \B(0;R)).
It follows then that for large |x|, v has the form
v(x;ω, λ) = |x|−(d−1)/2eiλ|x| (k(ω, x/|x|, λ) +O(|x|−1)) .
This function k is called the transmission coefficient.
Now the scattering matrix S(λ) is given by S(λ) = I +K(λ), where
(3.1) [K(λ)f ](ω) = −
(
iλ
2π
)(d−1)/2 ∫
Sd−1
k(ω,−θ;λ)f(θ)dθ.
The proof of the following lemma uses separation of variables and explicit compu-
tations involving Bessel and Hankel functions. Related calculations have been made
in many places, including [1, 17, 7, 33].
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Lemma 3.1. Let O = B(0;R), and let S(λ) denote the scattering matrix for −∆
on Rd \ O with either Dirichlet or Neumann boundary conditions. Let d be even and
m ∈ N. Then there is a constant c0 > 0, depending on R and m, so that for σ > 0,
| det(mS(iσ)− (m− 1)I)| ≥ c0 exp(c0σd).
Proof. Let {Y µl }, l = 0, 1, 2, ..., µ = 1, 2, ..., µ(l) be a complete orthonormal set of
spherical harmonics on Sd−1. Here µ(l) = 2l+d−2
d−2
(
l+d−3
d−3
)
and these eigenfunctions of
the Laplacian ∆Sd−1 on S
d−1 satisfy
−∆Sd−1Y µl = l(l + d− 2)Y µl , l = 0, 1, 2, ..., µ = 1, 2, ..., µ(l).
For the Dirichlet Laplacian on Rd \B(0;R), the transmission coefficient kD(λ) is
kD(θ, θ
′, λ) = 2
(
2π
λ
)(d−1)/2 ∞∑
l=0
µ(l)∑
µ=1
(−i)le−i(νπ/2+π/4) Jν(λR)
H
(1)
ν (λR)
Y µl (θ)Y
µ
l (θ
′)
where ν = ν(l) = l−1+d/2, and Jν is the Bessel function of order ν of the first kind,
and H
(1)
ν is a Hankel function. We are interested in kD evaluated at λ = iσ. Using
[26, 9.6.3 and 9.6.4]
kD(θ, θ
′, iσ) = π
(
2π
σ
)(d−1)/2 ∞∑
l=0
µ(l)∑
µ=1
Iν(σR)
Kν(σR)
Y µl (θ)Y
µ
l (θ
′).
Now we note that since the eigenvalues of kD(iσ) are real, and the spherical harmonics
are either even or odd in the reflection ω → −ω, the eigenvalues of KD(iσ) are pure
imaginary, and the eigenvalues of (2π/σ)(d−1)/2KD(iσ) have the same norm as the
eigenvalues of kD(iσ). Hence
| det(mS(iσ)− (m− 1)I)| =
∏
l
(
1 +
∣∣∣∣πm Iν(σR)Kν(σR)
∣∣∣∣
2
)µ(l)/2
.
= exp
[
∞∑
l=0
µ(l)
2
log
(
1 +
∣∣∣∣πm Iν(σR)Kν(σR)
∣∣∣∣
2
)]
≥ exp

 ∑
σR/M≤l≤σR
µ(l)
2
log
(
1 +
∣∣∣∣πm Iν(σR)Kν(σR)
∣∣∣∣
2
)
for M > 1. From the uniform asymptotic expansions of [26, 9.7.7,9.7.8], we have that
for τ > 0 in a fixed compact set
Iν(ντ)
Kν(ντ)
=
1
π
e2νη(1 +O(ν−1))
where η =
√
1 + τ 2 + log(τ/(1 +
√
1 + τ 2)). By restricting σR/M ≤ l ≤ σR for some
finite M > 1, thus ensuring τ = σR/ν lies in a compact set away from 0, we get from
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these asymptotics that for sufficiently large σ
| det(mS(iσ)− (m− 1)I)| ≥ exp

 ∑
σR/M≤l≤σR
µ(l)
2
l


≥ c0σd.
The last inequality uses that µ(l) > c′0l
d−2 > 0 for sufficiently large l.
Likewise, for the Robin-type boundary conditions in the exterior of the sphere
where the boundary function is h0/R, for a constant h0 ≥ 0
kh0(θ, θ
′, iσ) = π
(
2π
σ
)(d−1)/2 ∞∑
l=0
µ(l)∑
µ=1
(h0 +
d−2
2
)Iν(σR)− σRI ′ν(σR)
(h0 +
d−2
2
)Kν(σR) + σRK ′ν(σR)
Y µl (θ)Y
µ
l (θ
′).
Thus, a similar computation as in the Dirichlet case, using [26, 9.7.7-9.9.10], gives the
result for the Neumann boundary condition (h0 = 0), or indeed for any Robin-type
boundary condition with h0 ≥ 0. 
We recall some results of [1, 17] which we shall use. The first is [1, Theorem
3.7] along with some results of [1, Theorem 3.5], which generalizes [17, Theorem
2.4]. In the statement of the theorem we use k(iσ) to denote the operator given
by [k(iσ)f ](ω) =
∫
Sd−1
k(ω, θ; iσ)f(θ)dθ. This operator k(iσ) is self-adjoint for the
boundary conditions which we consider.
Theorem 3.2. [1, Theorem 3.7; see also Theorem 3.5] Let O1 and O2 be obstacles so
that O1 ⊂ O2. Let hj be admissable boundary functions on ∂Oj , j = 1, 2, and let kj(λ)
denote the operators on L2(Sd−1) with Schwartz kernels given by the corresponding
transmission coefficients for the Robin boundary conditions. Then there is a σ0 > 0
depending on O1, O2, and on h2 so that 0 > k1(iσ) ≥ k2(iσ) for σ > σ0. For obstacles
O1, O2, O1 ⊂ O2, with Dirichlet boundary conditions, 0 < k1(iσ) ≤ k2(iσ) for all
σ > 0.
Let R : L2(Sd−1) → L2(Sd−1) be defined by (Rf)(θ) = f(−θ). The following
proposition follows immediately from Theorem 3.2 and [17, Theorem 4.4].
Proposition 3.3. Let Oj, hj, and kj be as in the statement of Theorem 3.2. Then the
eigenenvalues of (kjR)(iσ) are real for sufficiently large σ > 0. Order the eigenvalues
of (kjR)(iσ), taking account of multiplicities:
ν
(j)
1 (iσ) ≥ ν(j)2 (iσ) ≥ ... > 0 > ... ≥ κ(j)2 (iσ) ≥ κ(j)1 (iσ), j = 1, 2
Then there is a σ0 ≥ 0 so that for σ > σ0 and for each n ∈ N,
ν(1)n (iσ) ≤ ν(2)n (iσ) and κ(1)n (iσ) ≥ κ(2)n (iσ).
We are now ready to prove the main result of this section.
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Proposition 3.4. Let d be even and let O ⊂ Rd be an obstacle with O 6= ∅. Let
S(λ) denote the scattering matrix of −∆ on Rd \ O with either Dirichlet or Robin
type boundary conditions. In the latter case assume the boundary function h satisfies
h ∈ C1(∂O), h ≥ 0. Then for m ∈ N there is a constant c > 0, depending on both O
and the boundary condition, so that for sufficiently large σ > 0, | det(mS(iσ)− (m−
1)I)| ≥ exp(c|σ|d).
Proof. Our conditions on O ensure that there is some nontrivial closed ball contained
in O. By translating if necessary, we may assume the ball is B(0;R) for some R > 0.
We shall apply Proposition 3.3 with O1 = B(0;R) and O2 = O. We use the
original boundary condition on Rd\O2 = Rd\O. If the original boundary condition is
Dirichlet, we use the Dirichlet boundary condition on Rd\O1; if the original boundary
condition is Neumann or Robin type, we use the Neumann boundary condition on
Rd \O1. In each case we denote the corresponding scattering matrices by Sj and the
transmission coefficient and its corresponding operator on L2(Sd−1) by kj.
The eigenvalues of Sj(iσ) − I are, by (3.1), given by −id−1
(
σ
2π
)(d−1)/2
times the
eigenvalues of kj(iσ)R. If we denote the eigenvalues of kj(iσ)R by {ν(j)n (iσ)} ∪
{κ(j)j (iσ)} with the same ordering as in the statement of Proposition 3.3, we have, for
σ > 0 sufficiently large,
| det(mS(iσ)− (m− 1)I)
= | det(mS2(iσ)− (m− 1)I)|
=
∞∏
n=1
∣∣∣∣1−mid−1 ( σ2π
)(d−1)/2
ν(2)n (iσ)
∣∣∣∣
∞∏
j=1
∣∣∣∣1−mid−1 ( σ2π
)(d−1)/2
κ
(2)
j (iσ)
∣∣∣∣
Now from Proposition 3.3, for σ > 0 large enough,
| det(mS2(iσ)− (m− 1)I)|
≥
∞∏
n=1
∣∣∣∣1−mid−1 ( σ2π
)(d−1)/2
ν(1)n (iσ)
∣∣∣∣
∞∏
j=1
∣∣∣∣1−mid−1 ( σ2π
)(d−1)/2
κ
(1)
j (iσ)
∣∣∣∣
= | det(mS1(iσ)− (m− 1)I)|.
Since O1 = B(0;R), Lemma 3.1 finishes the proof. 
4. Complex-analytic results
In this section we denote by U+ the upper half plane: U+ = {z ∈ C : Im z > 0}.
Let f : U+ → C be an analytic function, not identically 0. Assume in addition that f
is continuous on U+ \ {0} and bounded in compact sets of U+. Then we define (e.g.
[12, page 5] or [19, Section 1.14]) the order of f in U+ to be
ρ = lim sup
r→∞
log+ log+ supz∈U+, |z|≤r |f(z)|
log r
.
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We shall be interested in the case where ρ > 1 is finite. When ∞ > ρ > 1 this
definition of order is consistent with the definition of order in an angle given by
Govorov in [12, Part I, Section 1, page 1]; see [12, Theorem 1.4].
In preparation for the next theorem, we introduce some notation. For q ∈ N, let
Eq(u) = (1− u) exp
(
u+
u2
2
+ ... +
uq
q
)
denote the canonical Weierstrass factor. Set, for a ∈ C, a 6= 0,
Dq(u, a) =
Eq(u/a)
Eq(u/a)
,
the canonical Nevanlinna factor.
We shall use an adaptation of a result of [12] for a function f analytic on U+, of
finite order ρ > 1, which, in addition, has a continuous extension to U+. We note
that this last condition (the continuous extension to U+) is not made in [12, Theorem
3.3], but allows us to simplify the statement of the result– in particular, with this
condition, the singular boundary function, denoted by ϕ in the statement of [12,
Theorem 3.3], is identically constant.
Theorem 4.1. ([12, Theorem 3.3, adapted; see also Theorem 3.2] Let f be analytic
in the half plane U+ and continuous on U+. Suppose f is of finite order ρ, ρ ≥ 1, in
U+. Let {zn} = {rneiθn}, 0 < θn < π be the set of zeros of f in U+, and set q = [ρ].
Then there are real constants a0, a1, ..., aq so that
(4.1) f(z) = exp
(
i(a0 + a1z + ...+ aqz
q) +
1
πi
∫ 1
−1
log |f(t)|
t− z dt
) ∏
|zn|≤1
z − zn
z − zn
×
∏
|zn|>1
Dq(z, zn)× exp
(
zq+1
πi
∫
|t|≥1
log |f(t)|
tq+1(t− z)dt
)
.
The integrals and products in this expression are absolutely convergent. Moreover,∑
rn≤1
rn sin θn <∞,
∑
rn>1
r−ρ−ǫn sin θn <∞,
∫ ∞
−∞
| log |f(t)||
1 + |t|1+ρ+ǫdt <∞
for any ǫ > 0.
We remark for those comparing [12, Theorem 3.3] there seems to be a small error–
there does not seem to be a reason that the constants aj cannot be negative. We
include the restriction ρ > 1 here because it is for such ρ that our definition of order
in a half plane coincides with that of [12].
Proposition 4.2. Let f be a function analytic in U+ and continuous on U+, and of
order at most ρ > 1 in U+. Let
n˜f (r) = #{aj ∈ U+ : f(aj) = 0, counted with multiplicity}.
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Suppose n˜f (r) = O(r
ρ′) as r → ∞ and log |f(±t)| = O(tρ′) as t → ∞ for some
ρ′ < ρ. Suppose [ρ] = q is even. Let σ > 0. Then for any ǫ > 0 there is a constant
C = Cǫ <∞ so that
log |f(iσ)| ≤ C(1 + σmax(ρ′+ǫ,q−1)), σ > 0.
We comment that the restriction that [ρ] = q be even is necessary. For odd q, we
may consider as a counterexample the function exp(±izq), where the choice of sign
is determined by the parity of (q − 1)/2.
Proof. In this proof C denotes a positive constant which may depend upon ǫ and may
change from line to line.
We use the expression for f from Theorem 4.1, along with the notation of that
theorem. In particular, {zn} denotes the set of zeros of f in U+, repeated according
to their multiplicity. From Theorem 4.1, we can write
f(z) = exp(g1(z) + g2(z))
∏
|zn|≤1
z − zn
z − zn
∏
|zn|>1
Dq(z, zn)
where
g1(z) = i(a0 + a1z + ... + aqz
q) +
1
πi
∫ 1
−1
log |f(t)|
t− z dt
and
g2(z) =
zq+1
πi
∫
|t|≥1
log |f(t)|
tq+1(t− z)dt.
Recalling that aj ∈ R and q is even, we see
Re g1(iσ) = O(σ
q−1) as σ →∞
so that | exp(g1(iσ))| ≤ C exp(Cσq−1). Moreover,
Re(g2(iσ)) =
iqσq+1
2π
∫
|t|≥1
t log |f(t)|
tq+1(t2 + σ2)
dt.(4.2)
Thus, if ρ′ < q − 1, we see immediately that Re g2(iσ) = O(σq−1) since in this case
t−q log |f(t)| is integrable on {t ∈ R : |t| ≥ 1}. On the other hand, if ρ′ ≥ q− 1, then
for ǫ > 0 sufficiently small we can write
|Re(g2(iσ))| ≤ σ
q+1
2π
∫
|t|≥1
| log |f(t)||
tq+1+ρ′−q+ǫσ1−(ρ′−q+ǫ)
dt
≤ Cσρ′+ǫ.
Consider ∏
|zn|>1
Dq(iσ, zn).
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We divide this into two cases, depending on the relative size of ρ′ and q. We note
that if ρ′ < q, then ∑
|zn|>1
(
1
zqn
− 1
zn
q
)
=
∑
|zn|>1
(−2i Im zqn
|zn|2q
)
and that the assumption that q > ρ′ implies that the sum converges. Hence, if ρ′ < q,
we have
∏
|zn|>1
Dq(iσ, zn) =
(∏
zn>1
Dq−1(iσ, zn)
)
exp

−iq+1σq ∑
|zn|>1
(
2 Im zqn
|zn|2q
) .
Since q is even, the exponent in the second factor is pure imaginary. Now when ρ′ < q,
the estimates used in the proof of [12, Lemma 3.4] (and related to fairly standard
estimates of canonical products; compare [19, Section I.4], for example) show that for
ρ′ < q, ∣∣∣∣∣
∏
zn>1
Dq−1(iσ, zn)
∣∣∣∣∣ ≤ C exp(C|σ|max(q−1,ρ′+ǫ)), ǫ > 0.
On the other hand, if ρ′ ≥ q, a direct application of the estimates as in the proof
of [12, Lemma 3.4] shows that∣∣∣∣∣
∏
zn>1
Dq(iσ, zn)
∣∣∣∣∣ ≤ C exp(C|σ|ρ′+ǫ), ǫ > 0.
In either case, we have∣∣∣∣∣
∏
zn>1
Dq(iσ, zn)
∣∣∣∣∣ ≤ C exp(C|σ|max(ρ′+ǫ,q−1)), ǫ > 0.

5. Proof of Theorem 1.1
In this section we give the proof of Theorem 1.1,. Suppose m ∈ N. We will apply
Proposition 4.2 to fm(λ) = det(mS(λ)− (m− 1)I).
We first show that fm has the regularity properties of Proposition 4.2. Our
assumptions on the boundary conditions on ∂(Rd \ O) ensure that the resolvent
R(λ) = (P−λ2)−1 is holomorphic in the closure of Λ0 ⊂ Λ. Thus S(λ) is holomorphic
in that region as well. Morover, S(λ) is continuous at 0 ∈ {z ∈ C : Im z ≥ 0}, see
Proposition 6.2. Then fm inherits these regularity properties of the scattering matrix.
The proof of the theorem is by contradiction. Suppose there is some combination
of nontrivial obstacle O and boundary condition (Dirichlet or admissable Robin)
so that lim supr→∞
lognm(r)
log r
= ρ′ < d. Let n˜fm(r) be the the number of zeros of
fm = det(mS(λ) − (m − 1)I) in the upper half plane with norm at most r. By
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Proposition 1.2, lim supr→∞
lognm(r)
log r
= lim supr→∞
log n˜fm (r)
log r
. It follows from the same
arguments as in, for example, [38, Section 2] or [37, Theorem 7], that the order of
fm(λ) = det(mS(λ) − (m − 1)I) on the upper half plane is at most d. Then, using
Propositions 2.3 and 4.2, we must have | det(mS(iσ)− (m− 1)I)| ≤ C exp(max(ρ′ +
ǫ, d − 1)) for all ǫ > 0 with some constant C = Cǫ. But this contradicts Proposition
3.4, proving the theorem for m > 0.
If m < 0, we observe that n−m(r) = nm(r), as follows, for example, from [9, (2.2)]:
S(|λ|e−iπ argλ)∗ = 2I −RS(eiπλ)R, λ ∈ Λ
where (Rf)(θ) = f(−θ).
6. The scattering matrix at 0 in even dimensions
The results of this section, while used in the proof of Theorem 1.1, use rather
different techniques than the majority of this paper. Hence we include them here so
as to not interupt the flow. We note that both Proposition 6.2 and Corollary 6.3 may
be well known, but we are unaware of a reference in which it is proved in this setting.
In Section 5 we used the fact that the scattering matrix has continuous extension to
{z ∈ C : Im z ≥ 0}. In this section we prove this. With the assumptions we have
made on the operator P , the only real issue is the behavior of the scattering matrix
at 0. Note that the nature of the singularity of the “model resolvent” (−∆ − λ2)−1
at λ = 0 depends on the dimension and that the expression for the scattering matrix
(for example, [27, Proposition 2.1], recalled here in Proposition 6.1) has dimensional-
dependent powers of λ. Thus one expects the scattering matrix to be “more regular”
at 0 in higher dimensions; compare, for example, the papers [2, 13, 15, 16] which
include much more detailed results on the behavior of the resolvent and scattering
matrix at 0 for the Schro¨dinger operator. However, as our proofs do not depend on the
dimension other than through its parity, we give them here for all even dimensions.
The proofs we include here do not require that S be the scattering matrix for
the Laplacian with Dirichlet or (admissable) Robin-type boundary conditions in the
exterior of an obstacle. In fact, the proofs work for the scattering matrix for any
self-adjoint operator P which is a compactly-supported “black-box” perturbation of
the Laplacian satisfying the conditions of Sjo¨strand-Zworski, see [30]. We recall these
assumptions for the reader’s convenience.
In recalling the assumptions of [30] we use similar notation. By a black box operator
we mean an operator P defined on a domain D ⊂ H satisfying the conditions below.
Let R0 > 0 be fixed, and let B(R0) = {x ∈ Rd : |x| < R0}. Let H be a complex
Hilbert space with orthogonal decomposition
H = HB(R0) ⊕ L2(Rd \B(R0)).
LOWER BOUNDS FOR RESONANCE COUNTING FUNCTIONS 17
Using the notation of [30], we denote the corresponding orthogonal projections by u 7→
u↾B(R0) and u 7→ u↾Rd\B(R0). We assume that the operator P : H → H is semibounded
below and is self-adjoint with domain D ⊂ H. Furthermore, if u ∈ H2(Rd \ B(R0))
and u vanishes near B(R0), then u ∈ D; and conversely D↾Rd\B(R0) ⊂ H2(Rd\B(R0)).
The operator P is −∆ outside B(R0):
Pu↾Rd\B(R0) = −∆u↾Rd\B(R0) for all u ∈ D
and
1B(R0)(P + i)
−1 is compact
where 1B(R0) is the characteristic function of B(R0).
We note that the Laplacian on Rd \ O with the boundary conditions we have
considered in the main part of the paper satisfy the black box conditions, with H
identified with L2(Rd \ O).
The proof of Proposition 6.2 will use [27, Proposition 2.1] which we recall here for
the convenience of the reader. We have adapted the notation somewhat.
Proposition 6.1. ([27, Proposition 2.1]) For φ ∈ C∞c (Rd), let us denote by
E
φ
±(λ) : L
2(Rd)→ L2(Sd−1)
the operator with the kernel φ(x) exp(±iλ〈x, ω〉). Let us choose χi ∈ C∞c (Rd), i =
1, 2, 3, such that χi ≡ 1 near U and χi+1 ≡ 1 on suppχi.
Then for 0 < arg λ < π we have S(λ) = I + A(λ), where
A(λ) = iπ(2π)−dλ(d−1)/2Eχ3+ (λ)[∆, χ1]R(λ)[∆, χ2]
t
E
χ3
− (λ)
where tE denotes the transpose of E. The identity holds for λ ∈ Λ by analytic contin-
uation.
Proposition 6.2. Let the dimension d be even, let P be a black box compactly sup-
ported perturbation of the Laplacian, and let S(λ) be the corresponding scattering
matrix, unitary on the positive real axis. Then there is an ǫ > 0 so that S(λ) is
analytic in Vǫ
def
= {0 ≤ arg λ ≤ π, 0 < |λ| < ǫ}, and
lim
|λ|→0, λ∈Vǫ
S(λ)
exists.
Proof. For 0 < arg λ < π we set R(λ) = (P − λ2)−1. It is well known (see e.g. [30])
that χ ∈ C∞c (Rd), χR(λ)χ has a meromorphic continution to Λ and that R(λ) has
only finitely many poles in the region with 0 ≤ arg λ ≤ π. We are most concerned
here with a more delicate analysis near 0, which through Proposition 6.1 will give us
information about the scattering matrix near 0.
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Let χ ∈ C∞c (Rd). By [23, Theorem 7.9]1 given M ∈ N there are βj ∈ N0 and
operators Bj,k, so that near |λ| = 0, with 0 ≤ arg λ ≤ π,
(6.1) χR(λ)χ =
M∑
j=−2
∞∑
k=−βj
λj(log λ)−kBj,k +O(|λ|M−δ)
if δ > 0. Morevoer, the coefficients of the terms which are unbounded at the origin
have finite rank. By Proposition 6.1 the scattering matrix has a similar expansion
near the origin. In particular, there are at most a finite number of terms which are
unbounded near |λ| = 0, and each has finite rank.
Now we use the fact that for arg λ = 0, |λ| > 0, S(λ) is unitary so that ‖S(λ)‖ = 1.
But this together with the expansion of S(λ) near |λ| = 0 means that the expansion
cannot have any terms which are unbounded as |λ| → 0. 
It was observed in [2] that dimension d = 2 for scattering by a Schro¨dinger operator
−∆ + V , limλ↓0 S(λ) = I for any real-valued V satisfying certain decay conditions.
This had earlier been noted for Schro¨dinger operators in dimension d ≥ 4, see [13, 15].
This contrasts with the case of dimensions d = 1 and d = 3, e.g. [3, 16]. We show here
that a similar phenomena holds in any even dimension for any operator P satisfying
the black-box conditions of Sjo¨strand-Zworski, including the exterior Laplacians of
the type considered in the main body of the paper.
We give below a proof of this which is somewhat algebraic, and hence is rather
different from the proof given in [2] for d = 2 for Schro¨dinger operators.2
Corollary 6.3. Let d be even, let P be any self-ajoint operator satisfying the black-
box conditions of Sjo¨strand-Zworski recalled above, and let S denote the corresponding
scattering matrix. Then limλ↓0 S(λ) = I.
Proof. By Proposition 6.2 we can write limλ↓0 S(λ) = S(0) = limλ↓0 S(e
iπλ).
For λ > 0, S(λ)S∗(λ) = I and
(6.2) S∗(λ) = 2I −RS(eiπλ)R.
By continuity, both of these hold as well with λ = 0. In particular, S∗(0)S(0) = I and
any eigenvalue of S(0) is of the form eiθ for some θ ∈ R. Suppose u is an eigenfunction
of S(0) with eigenvalue eiθ, and ‖u‖ = 1. Then
(6.3) eiθ = 〈S(0)u, u〉 = 〈(2I −RS∗(0)R)u, u〉
by (6.2) at λ = 0. But since ‖RS∗(0)R‖ ≤ 1, this means
|2− eiθ| = |〈RS∗(0)Ru, u〉| ≤ ‖u‖2 = 1.
1 See also [2, 13, 15], or [24, Theorem 4.1] which contain more detailed information for more
specific cases.
2 We note that [2] proved, for Schro¨dinger operators, a much stronger result than our Corollary
6.3, since [2] finds the first term or two in the asymptotic expansion of S(λ)− I at the origin.
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Since we can have |2− eiθ| ≤ 1 for θ ∈ R if and only if eiθ = 1, we are done. 
We note that it is the application of (6.2) in (6.3) that is particular to the even-
dimensional case. The analogous relation for the odd-dimensional case is that S∗(eiπλ) =
RS(λ)R for λ > 0, leading to the familiar conclusion that if eiθ is an eigenvalue of
S(0) in odd dimensional black-box scattering, then eiθ = ±1.
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