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Starting from the microscopic description of a normal fluid in terms of any kind of local interacting
many-particle theory we present a well defined step by step procedure to derive the hydrodynamic
equations for the macroscopic phenomena. We specify the densities of the conserved quantities as
the relevant hydrodynamic variables and apply the methods of non-equilibrium statistical mechanics
with projection operator techniques. As a result we obtain time-evolution equations for the hydro-
dynamic variables with three kinds of terms on the right-hand sides: reversible, dissipative and
fluctuating terms. In their original form these equations are completely exact and contain nonlocal
terms in space and time which describe nonlocal memory effects. Applying a few approximations
the nonlocal properties and the memory effects are removed. As a result we find the well known
hydrodynamic equations of a normal fluid with Gaussian fluctuating forces. In the following we
investigate if and how the time-inversion invariance is broken and how the second law of thermody-
namics comes about. Furthermore, we show that the hydrodynamic equations with fluctuating forces
are equivalent to stochastic Langevin equations and the related Fokker-Planck equation. Finally,
we investigate the fluctuation theorem and find a modification by an additional term.
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2I. INTRODUCTION
A normal fluid is a densely packed system of many
atoms or molecules which interact with each other by
forces of electromagnetic origin. The particles move
nearly in a thermodynamic equilibrium which is devel-
oped at least locally on small length scales. The temper-
ature is sufficiently high so that the many-particle system
is not solid but liquid so that it can perform the typical
flowing motions of a fluid [1].
On the microscopic level the many-particle system will
be described by a classical or a quantum theory for the
motion of the atoms or molecules which interact with
each other by any kind of field [2, 3]. A detailed elabo-
ration and solution of such a theory is nearly impossible
in practice because of the strong interactions and the ex-
treme large number of particles in the system. There are
only approximations possible within the framework of a
perturbation theory.
On the macroscopic level the physical behavior of a
fluid is much simpler. On small length and time scales
the fluid is locally in a thermal equilibrium. On large
length and time scales it may be in a non-equilibrium
state. It flows and transports mass, momentum, and
heat like a continuous medium. The number of relevant
degrees of freedom is much smaller here.
The macroscopic motion of a fluid continuum is de-
scribed by a theory which is known as hydrodynamics [4].
This theory consists of a set of phenomenological equa-
tions which satisfy the conservation laws of the physical
quantities mass, momentum, and energy locally. These
equations are continuity equations for the densities and
the current densities of these quantities. A closed set of
equations is obtained by using proper ansatzes for the
current densities in terms of the densities and gradients
of the densities.
The current densities contain three kinds of terms.
First they contain reversible terms which follow from the
underlying microscopic theory. Second, they contain dis-
sipative terms which result from the complicated interac-
tions of the many particles with each other and which are
modeled by a linear ansatz with gradients of the intensive
thermodynamic variables like temperature, velocity, and
chemical potential. Third, they contain fluctuating terms
which are represented by Gaussian stochastic forces [3].
In this paper we review a well established way how the
hydrodynamic equations can be derived step by step from
the microscopic theory of the interacting many-particle
system. We connect the more traditional derivations to
more recent topics from statistical theory of systems far
from equilibrium which are the GENERIC formalism [5–
7] and the fluctuation theorem [8–12]. A major part of
this work is devoted to fluctuations. The traditional ap-
proach treats the fluctuations in linear response close to
equilibrium where correlation functions are evaluated in
thermal equilibrium [13, 14]. However, in this paper
we consider hydrodynamics and fluctuations far from,
close to, and at equilibrium in a fully nonlinear fash-
ion. We derive nonlinear stochastic differential equations
with multiplicative noise which implies that the fluctua-
tions depend nonlinearly on the hydrodynamic variables.
In section II we start with the Liouville-von-Neumann
equation for the density matrix ̺(t) of the quantum sys-
tem. In a first step we identify the hydrodynamic vari-
ables which describe the relevant properties of the sys-
tem. We use the projection operator formalism [15] in or-
der to divide the physical degrees of freedom into relevant
variables which describe the hydrodynamic properties on
the macroscopic level and into the remaining irrelevant
variables. We define a relevant density matrix ˜̺(t) by
maximizing the entropy under the constraints that the
relevant variables have the expectation values of the ex-
act microscopic theory.
In section III the remaining irrelevant variables will be
eliminated. As a result we obtain a master equation for
the relevant density matrix ˜̺(t) which includes memory
effects and fluctuating terms. This equation is known as
the Robertson equation [16]. Multiplying each relevant
variable by this equation and taking the expectation val-
ues we obtain the time-evolution equations for the macro-
scopic degrees of freedom. Without any approximations
the resulting equations already have the form of gener-
alized hydrodynamic equations. Here our presentation
follows Fick and Sauermann [17]. Subsequently, we show
that without any approximations the generalized hydro-
dynamic equations can be converted into the form of the
GENERIC formalism of Grmela and O¨ttinger [5–7] in-
cluding the constraints for the functional derivatives of
the entropy, energy, momentum, and particle number.
At this stage, our equations are somewhat more general
than those of Grmela and O¨ttinger because our equations
include memory effects where the latter do not.
For a proper treatment of the fluctuations the den-
sity matrix must represent a pure state so that ̺(t) =
|Ψ(t)〉〈Ψ(t)| for all times t. The projection-operator for-
malism yields a formula for the fluctuating forces which
explicitly depends on the density matrix of the initial
state ̺(t0) at the initial time t0. For this reason we
choose ̺(t0) = |Ψ0〉〈Ψ0| and obtain nontrivial fluctuat-
ing forces. On the other hand, the conventional theories
[16, 17] use a relevant density matrix ̺(t0) = ˜̺(t0) for
the initial state. In this latter case the fluctuating forces
are exactly zero for all times so that these earlier theories
do not treat fluctuations at all.
In section IV we perform the approximations and the
symmetry considerations which lead to the hydrody-
namic equations with fluctuations in their usual form. In
a first approximation we omit all memory effects so that
we obtain the hydrodynamic equations of the GENERIC
formalism in the original form of Grmela and O¨ttinger
[5–7]. The reversible terms can be written in terms of
Poisson brackets of the hydrodynamic variables and the
energy of the system which has been proposed originally
by Dzyaloshinskii and Volovik [18]. In a second step
the dissipative terms are simplified by a local approxi-
mation, and the fluctuating terms are modeled by Gaus-
3sian stochastic forces. The strengths of the dissipations
and of the fluctuations are parametrized by an Onsager
matrix according to the fluctuation-dissipation theorem.
The symmetries of the system imply that the Onsager
matrix can be written in terms of only three parameters,
the shear viscosity η, the volume viscosity ζ, and the
thermal conductivity κ. While the transport coefficients
η, ζ, and κ can be calculated quantitatively in principle
in this work they are considered as phenomenological pa-
rameters which must be determined experimentally. As a
result we obtain the hydrodynamic equations of a normal
fluid which are well known from basic text books [3, 4].
In section V we investigate the violation of the time-
inversion invariance and the second law of thermody-
namics which are important and well known phenomena
for non-equilibrium thermodynamics and hydrodynam-
ics. As a surprise we find that the sum of the dissipa-
tive and the fluctuating terms does not break but sat-
isfies the time-inversion invariance. This fact is true at
least in section III before any approximations have been
made. The approximations in section IV may imply some
quantitative changes. However, they do not destroy the
surprising result qualitatively or principally. In section
VI we consider the relation of the hydrodynamic equa-
tions with stochastic Langevin equations and the cor-
responding Fokker-Planck equation. We investigate the
solution of these equations in thermal equilibrium and
find a grand canonical Boltzmann distribution function.
Furthermore we observe and prove that in thermal equi-
librium the entropy fluctuates but is constant on average
as it should be.
In section VII we investigate up to what extent the fluc-
tuation theorem of Evans et al. [8–10] and the Jarzynski
equation [11, 12] can be applied to a normal fluid. First,
we show that the derivation of the fluctuation theorem
by Crooks [19–21] can be transfered successfully to the
GENERIC formalism. However, we are not satisfied be-
cause the variable of the fluctuation theorem is not the
entropy change of the fluid. For this reason from our
theory we derive a modified fluctuation theorem and a
modified Jarzynski equation for the entropy change which
both contain an additional term. We calculate this ad-
ditional term explicitly for a normal fluid and obtain an
ultraviolet divergence. After a regularization by intro-
ducing a minimum length scale for the spatial variations
of the fluctuations we obtain a finite result which, how-
ever, strongly depends on the size of the minimum length.
Eventually, final comments follow in section VIII.
II. QUANTUM STATISTICS FOR
MANY-PARTICLE SYSTEMS
We start with the assumption that a liquid or a gas
can be described by a microscopic theory of many parti-
cles which interact with each other by some fields. The
particles may be the atoms or the molecules with some
effective interaction. A more general description starts
with the atomic nuclei and the electrons which interact
with each other by the electromagnetic field. In the most
general case we may even describe the liquid by the stan-
dard model of elementary-particle physics. In this case
the particles are quarks and leptons which interact with
each other by the gauge fields of the strong, the weak,
and the electromagnetic interaction.
The microscopic theory may be non-relativistic or rel-
ativistic, a classical theory or a quantum theory. We note
that the specific microscopic model for the many-particle
system is not important. The model must satisfy only a
few very general requirements. There must exist some
conserved quantities which can be represented as inte-
grals of local densities. For a normal non-relativistic fluid
these conserved quantities are the mass, the momentum,
and the energy, defined by
Mˆ(t) =
∫
ddr ρˆ(r, t) , (2.1)
Pˆ(t) =
∫
ddr jˆ(r, t) , (2.2)
Eˆ(t) =
∫
ddr εˆ(r, t) . (2.3)
The dimension of the space is denoted by d. In order to
keep the formulas general we may allow any arbitrary
value for d. However, the dimension must be d > 2
so that the system is prevented from hydrodynamic sui-
cide [22]. Eventually, for the normal fluid we set d = 3.
The functions in the integrals represent the mass density
ρˆ(r, t), the momentum density jˆ(r, t), and the energy den-
sity εˆ(r, t). The hats on top of the symbols in Eqs. (2.1)-
(2.3) indicate that the physical quantities are quantum
operators. In this paper we decide to use the quantum
theory to describe the microscopic many-particle system.
We motivate this choice by the fact that the formulas are
simpler and more compact. Nevertheless, all considera-
tions in this paper can be performed also with a classical
theory for the microscopic system.
Conserved quantities are constant in time by defi-
nition. Consequently, the densities of these conserved
quantities will change slowly in time whenever only vari-
ations on large length scales are considered. Thus,
the densities of the conserved quantities are suited for
a proper choice of the relevant variables in order to
describe the physical properties on macroscopic scales
which means on large length scales and large time scales.
For a normal fluid these proper relevant variables are the
mass density ρˆ(r, t), the momentum density jˆ(r, t), and
the energy density εˆ(r, t).
Explicit formulas for the conserved quantities (2.1)-
(2.3) and the related densities may be obtained from the
Noether Theorem, which derives theses quantities from
the underlying continuous symmetries of the Lagrange
density L. For the considerations and investigations in
our paper it is very important, that the underlying micro-
scopic theory is local in space and time. This means that
there should exist a local Lagrange density L which im-
plies local expressions for the densities of the conserved
4quantities ρˆ(r, t), jˆ(r, t), and εˆ(r, t). Since the macro-
scopic relevant variables are the averages or expectation
values of these densities, this requirement guarantees well
defined local hydrodynamic variables.
A counter example is the commonly used system of
many particles interacting with each other by a two-
particle potential V (r1 − r2). The related Hamiltonian
Hˆ is nonlocal in space which results in a nonlocal ex-
pression for the energy density εˆ(r, t). As a consequence
it will become very difficult to find well defined expres-
sions for the related current densities in the continuity
equations. In this case we recommend to generalize the
microscopic model so that the interaction is mediated by
some local field. The interaction field should be speci-
fied in such a way so that when integrating out the field
an effective interaction with the potential V (r1− r2) will
result.
A further conserved quantity is the angular momentum
Lˆ(t) =
∫
ddr lˆ(r, t) (2.4)
which is related to the rotation symmetry of the system.
The angular momentum density can be written in the
form
lˆ(r, t) = r× jˆ(r, t) + sˆ(r, t) (2.5)
where the first term represents the orbital angular mo-
mentum and the second term represents the spin angu-
lar momentum of the particles. The formula (2.5) can
be derived from the Noether theorem together with an
explicit expression for the spin density sˆ(r, t). As com-
monly expected the orbital angular momentum density
is expressed in terms of the radial coordinate r and the
linear momentum density jˆ(r, t).
However, following Belinfante [23] and Martin et al.
[24] we can modify the momentum density jˆ(r, t) by
adding a contribution related to the spin density without
changing the property of being the density of a conserved
quantity. The related modified angular momentum den-
sity is then given by the formula lˆ(r, t) = r × jˆ(r, t) in
terms of the modified linear momentum density jˆ(r, t)
only. Originally, the idea has been formulated by Belin-
fante [23] for relativistic field theories with a Lagrange
density L where the densities of the conserved quanti-
ties are defined by the Noether theorem. Later it has
been applied to hydrodynamics by Martin et al. [24]. As
a consequence, the angular momentum density lˆ(r, t) is
not an independent quantity. For this reason we shall
not consider the angular momentum density further on
in this paper.
A. Quantum dynamics
Once we have specified the relevant variables by some
densities, we need an equation of motion for the time
evolution of these quantities. If we denote any one of
the densities by aˆ(r, t), its dynamics is described by the
Heisenberg equation of motion
i~ ∂t aˆ(r, t) = [aˆ(r, t), Hˆ(t)] (2.6)
where the Hamilton operator Hˆ(t) = Eˆ(t) is given by the
energy defined in Eq. (2.3). The quantum state of the
physical system will be described by a state vector |Ψ〉
defined in a Hilbert space which is sometimes called the
quantum wave function. Thus, we define the expectation
value of a density aˆ(r, t) by the scalar product
〈a(r)〉t = 〈Ψ|aˆ(r, t)|Ψ〉 . (2.7)
In quantum statistics the physical system is not in a pure
state |Ψ〉. Rather we expect that the system is in certain
orthogonal states |Ψi〉 with probabilities wi. In this case
the expectation value is given by
〈a(r)〉t =
∑
i
wi 〈Ψi|aˆ(r, t)|Ψi〉 . (2.8)
We introduce the density matrix
ˆ̺ =
∑
i
wi |Ψi〉 〈Ψi| (2.9)
and then write the expectation value in the form
〈a(r)〉t = Tr{ ˆ̺ aˆ(r, t)} . (2.10)
Unfortunately, nearly the same letter is used for the mass
density ρˆ in Eq. (2.1) and for the density matrix ˆ̺ in
(2.9) and (2.10) which can result in a confusion. For this
reason, we must either look closer for the precise letter
or conclude from the context which quantity is meant.
The equations (2.6)-(2.10) describe the dynamics of
the quantum system in the Heisenberg picture. In this
case the operators of the observable quantities aˆ(r, t) de-
pend on the time where, however, the state vector |Ψ〉
or the density matrix ˆ̺ is constant. Nevertheless, the
Schro¨dinger picture is suited better for our purposes.
This latter picture is obtained by the transformations
aˆ(r) = exp(−iHˆt/~) aˆ(r, t) exp(iHˆt/~) , (2.11)
|Ψ(t)〉 = exp(−iHˆt/~) |Ψ〉 , (2.12)
ˆ̺(t) = exp(−iHˆt/~) ˆ̺ exp(iHˆt/~) . (2.13)
On the left-hand sides of these formulas the quantities
are in the Schro¨dinger picture, where on the right-hand
sides they are in the Heisenberg picture. For the state
vector in the Schro¨dinger picture we find the Schro¨dinger
equation
i~ ∂t|Ψ(t)〉 = Hˆ|Ψ(t)〉 (2.14)
where for the density matrix we find the Liouville-von-
Neumann equation
i~ ∂t ˆ̺(t) = [Hˆ, ˆ̺(t)] . (2.15)
5The expectation values are written in the Schro¨dinger
picture as
〈a(r)〉t = 〈Ψ(t)|aˆ(r)|Ψ(t)〉 (2.16)
for a pure quantum state and as
〈a(r)〉t = Tr{ ˆ̺(t) aˆ(r)} (2.17)
in quantum statistics. In the following we always use the
Schro¨dinger picture. In order to simplify the notations,
from now on we omit the hat on top of a physical variable
which specifies the operator character.
B. Quantum statistics
In quantum statistics the entropy is defined by
S(t) = −kB Tr{̺(t) ln ̺(t)} . (2.18)
Here kB is the Boltzmann constant which specifies the
units of the entropy. For a pure quantum state ̺(t) =
|Ψ(t)〉〈Ψ(t)| we find the well known result
S(t) = −kB 〈Ψ(t)| ln ̺(t)|Ψ(t)〉 = −kB ln 1 = 0 . (2.19)
In this case the entropy is zero and constant for all times
t. We consider the set of relevant variables ai(r) which
describe the main properties of the physical system. For a
normal fluid these are the densities of mass, momentum,
and energy. We assume that the exact solution of the
Schro¨dinger equation |Ψ(t)〉 and the exact solution of the
Liouville-von-Neumann equation ̺(t) are known. As a
consequence the time evolution of the expectation values
of the relevant variables
xi(r, t) = 〈ai(r)〉t = Tr{̺(t) ai(r)} (2.20)
is known exactly.
In quantum statistics we consider a mixed state de-
scribed by a density matrix ˜̺(t) which maximizes the
entropy (2.18) under the constraints that the expecta-
tion values of the relevant variables have the exact val-
ues (2.20). In this way we obtain a maximization problem
with constraints given by
S(t) = −kB Tr{ ˜̺(t) ln ˜̺(t)} = maximum , (2.21)
Tr{ ˜̺(t) ai(r)} = xi(r, t) , (2.22)
Tr{ ˜̺(t)} = 1 . (2.23)
The last constraint guarantees the normalization of the
density matrix. In order to calculate the solution we
define the functional
Φ[˜̺(t)] = S(t)−
∑
i
∫
ddr λi(r, t)xi(r, t)− µ(t) 〈1〉t
= −kB Tr{ ˜̺(t) ln ˜̺(t)}
−
∑
i
∫
ddr λi(r, t)Tr{ ˜̺(t) ai(r)}
−µ(t) Tr{ ˜̺(t)} (2.24)
with the Lagrange parameters λi(r, t) and µ(t). The nec-
essary condition to obtain the maximum implies that the
variation of the functional must be zero. Hence we find
δΦ[˜̺(t)] = −Tr
{
δ ˜̺(t)
[
kB(ln ˜̺(t) + 1)
+
∫
ddr λi(r, t) ai(r) + µ(t)
]}
= 0 . (2.25)
The solution of this equation is the relevant density ma-
trix
˜̺(t) = [Z(t)]−1 exp
(
−k−1B
∑
i
∫
ddr λi(r, t) ai(r)
)
.
(2.26)
Instead of the Lagrange parameter µ(t) we use the nor-
malization factor Z(t) = exp(1 + k−1B µ(t)). The La-
grange parameters λi(r, t) and the normalization factor
Z(t) are determined by inserting the relevant density ma-
trix (2.26) into the constraints (2.22) and (2.23).
The external parameters of the maximization problem
(2.21)-(2.23) are the expectation values xi(r, t). As a
consequence the formula (2.26) defines the relevant den-
sity matrix in terms of the expectation values xi(r, t).
This dependence on xi(r, t) is implicit via the Lagrange
parameters λi(r, t) and the normalization factor Z(t).
C. Thermal equilibrium
In thermal equilibrium the liquid is homogeneous in
space and time. Consequently all the expectation values
of the densities xi(r, t) = xi, the Lagrange parameters
λi(r, t) = λi, and the normalization factor Z(t) = Z are
constant in space and time. Hence, the relevant density
matrix (2.26) reduces to
˜̺eq = Z
−1 exp
(
−k−1B
∑
i
λi
∫
ddr ai(r)
)
. (2.27)
We replace the densities ai(r) by the mass density ρ(r),
the momentum density j(r), and the energy density ε(r).
Furthermore we use the integral conserved quantities
(2.1)-(2.3). Then we obtain
˜̺eq = Z
−1 exp
(
−k−1B [λρM + λj ·P+ λεE]
)
. (2.28)
We introduce the new Lagrange parameters temperature
T , chemical potential µ, and velocity v by the relations
λρ = −µ/mT , λj = −v/T , λε = 1/T . (2.29)
Furthermore, we define the particle number N = M/m
wherem is the mass of a single particle. Then, as a result
we obtain the grand canonical Boltzmann distribution
function
˜̺eq = Z
−1 exp
(
−(kBT )
−1[H − v ·P− µN ]
)
(2.30)
6for a liquid which moves with the constant velocity v.
Here the energy E is replaced by the Hamiltonian H
which is a different letter for the same thing. From this
result we conclude that the relevant density matrix de-
fined in Eq. (2.26) is compatible with the quantum statis-
tics of the thermal equilibrium.
The energy H , the momentum P, and the particle
number N are the conserved quantities of a normal fluid.
For this reason these quantities commute with the Hamil-
tonian H . Consequently, the density matrix of the ther-
mal equilibrium (2.30) commutes with the Hamiltonian,
too, which implies [H, ˜̺eq] = 0. Since ˜̺eq does not de-
pend on the time t, it satisfies the Liouville-von-Neumann
equation (2.15) and hence is an exact solution.
D. Thermodynamic potentials in nonequilibrium
The relevant density matrix (2.26) has the structure of
a generalized Boltzmann distribution function where the
Lagrange parameters λi(r, t) depend on the space vari-
able r and on the time t. Whenever these Lagrange pa-
rameters vary slowly in space and time, the relevant den-
sity matrix (2.26) describes a local thermal equilibrium.
In this way the basic assumption of the hydrodynamics
of a normal fluid is anticipated. The system is globally in
nonequilibrium but locally in equilibrium. Nevertheless,
whenever the Lagrange parameters λi(r, t) are not con-
stant but vary in space and time the state is inherently
a nonequilibrium.
Thus, we conclude that the relevant density matrix
(2.26) is suited for the definition of the thermodynamic
potentials in the non-equilibrium state. From the nor-
malization condition (2.23) we obtain the partition func-
tion
Z(t) = Tr
{
exp
(
−k−1B
∑
i
∫
ddr λi(r, t) ai(r)
)}
.
(2.31)
Clearly, Z(t) = Z[λ(t)] is a functional of the Lagrange
parameters λi(r, t). The dependence on the time t is
implicit and hence plays a minor role here. As usual in
thermodynamics we define the thermodynamic potential
by the logarithm
F [λ(t)] = −kB lnZ[λ(t)] . (2.32)
Up to a factor of temperature T this potential is the gen-
eralization of the grand canonical thermodynamic poten-
tial to the non-equilibrium state. We take the variation
δF [λ(t)] = −kB(Z[λ(t)])
−1δZ[λ(t)]
= Tr
{
˜̺(t)
(∑
i
∫
ddr δλi(r, t) ai(r)
)}
=
∑
i
∫
ddr δλi(r, t)Tr { ˜̺(t) ai(r)}
=
∑
i
∫
ddr δλi(r, t)xi(r, t) (2.33)
and obtain the expectation values of the relevant vari-
ables xi(r, t) as functional derivatives
δF [λ(t)]
δλi(r, t)
= xi(r, t) . (2.34)
We note that in the definition of the functional derivative
(2.33) the sum is taken over the index i and the integral
is calculated over the space variable r only. The time t
plays a minor role as an implicit constant parameter.
In the next step we insert the relevant density matrix
(2.26) into the entropy formula (2.18). Because of
ln ˜̺(t) = k−1B
(
F [λ(t)] −
∑
i
∫
ddr λi(r, t) ai(r)
)
(2.35)
we obtain
S[x(t)] = −F [λ(t)] +
∑
i
∫
ddr λi(r, t) Tr{ ˜̺(t) ai(r)}
= −F [λ(t)] +
∑
i
∫
ddr λi(r, t)xi(r, t) . (2.36)
This is the well known formula of a Legendre transforma-
tion. Hence, the entropy S(t) = S[x(t)] is a functional of
the expectation values xi(r, t). Once again, the depen-
dence on the time is implicit. From the variation
δS[x(t)] =
∑
i
∫
ddr λi(r, t) δxi(r, t) (2.37)
we obtain the Lagrange parameters λi(r, t) as functional
derivatives
δS[x(t)]
δxi(r, t)
= λi(r, t) . (2.38)
From these considerations we conclude that the expecta-
tion values xi(r, t) and the Lagrange parameters λi(r, t)
are conjugated variables with respect to each other in the
sense of a Legendre transformation.
An additional functional which we need in the follow-
ing investigations is the energy of the system
E(t) = E[x(t)] = Tr{ ˜̺(t)H} = 〈H〉t . (2.39)
It has two contributions, the internal energy and the ki-
netic energy of the system. The definition of the relevant
density matrix (2.26) implies that originally the energy
E(t) = E[λ(t)] is a functional of the Lagrange parameters
λi(r, t). However, the Legendre transformation yields
an invertible mapping between the variables λi(r, t) and
xi(r, t). For this reason the energy E(t) = E[x(t)] may
be represented alternatively as a functional of the expec-
tation values xi(r, t). The latter functional will be used
in the following considerations.
7E. Projection operators
For a pure quantum state the density matrix is defined
by ̺(t) = |Ψ(t)〉〈Ψ(t)| where |Ψ(t)〉 is a solution of the
Schro¨dinger equation (2.14). Consequently, ̺(t) is a solu-
tion of the Liouville-von-Neumann equation (2.15). If the
exact solution is known we may argue that the density
matrix ̺(t) is exact.
On the other hand the relevant density matrix ˜̺(t)
defined in (2.26) is an approximation. However, it is exact
in the subspace of the relevant variables ai(r) and the
unity operator 1 in the sense that the related expectation
values xi(r, t) = Tr{ ˜̺(t)ai(r)} and 〈1〉t = Tr{ ˜̺(t)} have
the exact values, since it is
Tr{ ˜̺(t)ai(r)} = xi(r, t) = Tr{̺(t)ai(r)} , (2.40)
Tr{ ˜̺(t)} = 1 = Tr{̺(t)} . (2.41)
The transition from the exact density matrix ̺(t) to the
relevant density matrix ˜̺(t) is a mapping which may be
written as
˜̺(t) = f [̺(t)] . (2.42)
One can convince oneself easily that this mapping is a
projection. The image which is the relevant density ma-
trix ˜̺(t) depends only on the expectation values xi(r, t).
Thus, applying the mapping twice results in the same
relevant density matrix. Hence, it is
f [f [̺(t)]] = f [̺(t)] = ˜̺(t) . (2.43)
The original mapping (2.42) is nonlinear. By considering
an infinitesimal variation we may derive a linear Projec-
tion operator P[x(t)]. The mapping (2.42) and the re-
lated linear projection operator were used by Robertson
[16] in order to derive a master equation for the rele-
vant density matrix ˜̺(t) and a time-evolution equation
for the expectation values xi(r, t). A detailed description
of these derivations can be found in the chapters 17 and
18 of the book by Fick and Sauermann [17].
In this paper we use a slightly different projection op-
erator which was introduced by Grabert [15]. This pro-
jection operator does not act on the density matrix but
rather on the physical observable variable. For any vari-
able Y it is defined by
P[x(t)]Y =
(
1 +
∑
i
∫
ddr [ai(r)− xi(r, t)]
δ
δxi(r, t)
)
×Tr{ ˜̺(t)Y } . (2.44)
This formula may be viewed as a Taylor-series expan-
sion with respect to powers of the fluctuations of the
relevant variables [ai(r)− xi(r, t)] up to the linear order.
Eqs. (2.40) and (2.41) imply that the expectation value
of these fluctuations is zero in both cases where it is cal-
culated either with the exact density matrix ̺(t) or with
the relevant density matrix ˜̺(t). Thus, we find
Tr{̺(t) [ai(r) − xi(r, t)]} =
= Tr{ ˜̺(t) [ai(r)− xi(r, t)]} = 0 . (2.45)
If we calculate the expectation value of Eq. (2.44) with
the exact density matrix, then it simplifies into
Tr{̺(t)P[x(t)]Y } = Tr{ ˜̺(t)Y } = Tr{f [̺(t)]Y } .
(2.46)
Applying furthermore Eq. (2.42) to explain the second
equality sign and to obtain the term on the right-hand
side, we conclude that when taking the expectation value
of any variable Y the projection operator of Grabert
(2.44) is equivalent to the nonlinear projection of the
density matrix (2.42).
The Grabert projection operator (2.44) is defined to
act to the right-hand side onto the physical observable
variable Y . Alternatively, the projection operator can
be defined in a version which acts to the left-hand side
onto the density matrix. This version is known under
the name Kawasaki-Gunton projection operator [25] and
leads to the same results.
The right-hand side of Eq. (2.44) is a linear combina-
tion of the relevant variables ai(r) and the unity operator
1. Consequently, the operator P[x(t)] projects any arbi-
trary variable Y onto the subspace of the variables ai(r)
and 1. If in Eq. (2.44) we replace Y by ai(r) and 1 we
explicitly obtain
P[x(t)] ai(r) = ai(r) , P[x(t)] 1 = 1 . (2.47)
Furthermore, if Y ′ is any arbitrary linear combination of
the relevant variables ai(r) and the unity operator 1 we
obtain P[x(t)]Y ′ = Y ′. This result is true since P[x(t)]
is a linear operator. If in a special case we chose Y ′ =
P[x(t′)]Y we obtain
P[x(t)]P[x(t′)]Y = P[x(t′)]Y . (2.48)
Since the variable Y is arbitrary it can be omitted so that
formally we obtain the operator equation
P[x(t)]P[x(t′)] = P[x(t′)] . (2.49)
This equation is a generalization of the fundamental
property of any projection operator: applying the opera-
tor twice yields the same result as applying the operator
only once. However, the generalization is due to the fact
that in the arguments the expectation values xi(r, t) and
xi(r, t
′) may be taken for different times t and t′
While the operator P[x(t)] projects onto the subspace
of the relevant variables, it is useful to define the orthog-
onal operator
Q[x(t)] = 1− P[x(t)] (2.50)
which projects onto the subspace of the remaining irrel-
evant variables. Applying this latter operator twice for
different times t and t′, inserting the definition (2.50),
and using the equation (2.49) we obtain after an explicit
calculation
Q[x(t)]Q[x(t′)] = Q[x(t)] . (2.51)
8The equations (2.49) and (2.51) are very similar. How-
ever, one should be aware of the fact that on the right-
hand sides there is a difference in the dependence on the
times t′ and t.
The projection operator P[x(t)] depends implicitly on
the time t via the expectation values xi(r, t). For this
reason, in the following derivation of the master equa-
tion we expect that the time derivative of the projection
operator ∂tP[x(t)] will occur. However, we can show that
inside the master equation these kinds of terms are zero
and hence drop out. To do this we calculate the expecta-
tion value of any variable Y with the exact density matrix
̺(t) where the time derivative of the projection operator
∂tP[x(t)] is applied. Thus, we obtain
Tr{̺(t) ∂tP[x(t)]Y } = Tr
{
̺(t) ∂t
(
1 +
∑
i
∫
ddr [ai(r) − xi(r, t)]
δ
δxi(r, t)
)
Tr{ ˜̺(t)Y }
}
= ∂tTr{ ˜̺(t)Y } −
∑
i
∫
ddr (∂txi(r, t))
δ
δxi(r, t)
Tr{ ˜̺(t)Y }
= ∂tTr{ ˜̺(t)Y } − ∂t Tr{ ˜̺(t)Y } = 0 . (2.52)
The second last equality sign results from the chain rule
of the differential calculus applied to the second term.
For this purpose we note that the relevant density matrix
˜̺(t) depends on the time t implicitly via the expectation
values xi(r, t). Eq. (2.52) was derived for any arbitrary
variable Y . Hence we may omit Y and the trace so that
we obtain more generally
̺(t) ∂tP[x(t)] = 0 . (2.53)
Later we shall use this equation in order to show that in
the master equation the time derivative of the projection
operator ∂tP[x(t)] drops out.
III. MASTER EQUATION
The goal of this paper is the derivation of the hydrody-
namic equations for the expectation values xi(r, t). Us-
ing the definition (2.20) and the Liouville-von-Neumann
equation (2.15) we calculate
∂txi(r, t) = Tr{∂t̺(t) ai(r)}
= (i~)−1Tr{[H, ̺(t)] ai(r)}
= (i~)−1Tr{H ̺(t) ai(r)− ̺(t)H ai(r)}
= (i/~) Tr{̺(t)H ai(r)− ̺(t) ai(r)H}
= (i/~) Tr{̺(t) [H, ai(r)]}
= i Tr{̺(t) L ai(r)} . (3.1)
In order to simplify the notations we define the Liouville
operator L which acts on any arbitrary variable Y to its
right-hand side according to
LY = ~−1 [H,Y ] . (3.2)
Comparing the first line and the last line of Eq. (3.1)
with each other we find that the Liouville-von-Neumann
equation can be written formally as
∂t̺(t) = ̺(t) i L . (3.3)
The time-evolution equations for the expectation values
(3.1) should be transformed into a closed form so that
the right-hand side is preferably a functional of the ex-
pectation values xi(r, t). Unfortunately, in the last line
of Eg. (3.1) this functional form is not obvious. How-
ever, we know that via the Lagrange parameters λi(r, t)
the relevant density matrix ˜̺(t) is a functional of the ex-
pectation values xi(r, t). Thus, we alternatively write the
expectation values in terms of the relevant density matrix
as shown on the left-hand side of (2.40) and obtain
∂txi(r, t) = Tr{∂t ˜̺(t) ai(r)} . (3.4)
In order to proceed we need a time-evolution equation for
the relevant density matrix ˜̺(t) which is equivalent to the
Liouville-von-Neumann equation. This type of equation
is known as the master equation which we shall derive in
the following.
A. Master equation for the relevant density matrix
Using the projection operators
P(t) = P[x(t)] , Q(t) = Q[x(t)] (3.5)
we divide the exact density matrix ̺(t) into a relevant
part ˜̺(t) and into a remaining irrelevant part ̺′(t) ac-
cording to
̺(t) = ̺(t) [P(t) + Q(t)]
= ̺(t)P(t) + ̺(t)Q(t)
= ˜̺(t) + ̺′(t) (3.6)
so that
˜̺(t) = ̺(t)P(t) , ̺′(t) = ̺(t)Q(t) . (3.7)
9Then, from Eq. (3.3) we obtain a time-evolution equation
for the relevant density matrix
∂t ˜̺(t) = ∂t(̺(t)P(t))
= (∂t̺(t))P(t) + ̺(t) (∂tP(t))
= ̺(t) i LP(t) + ̺(t) (∂tP(t)) . (3.8)
Similarly, we find a time-evolution equation for the re-
maining irrelevant part of the density matrix
∂t̺
′(t) = ∂t(̺(t)Q(t))
= (∂t̺(t))Q(t) + ̺(t) (∂tQ(t))
= ̺(t) i LQ(t)− ̺(t) (∂tP(t)) . (3.9)
Clearly, Eq. (2.53) implies that in both equations on the
right-hand sides the second terms drop which contain
the time derivative of the projection operator ∂tP(t). In
the first terms of the respective last line we insert the
decomposition (3.6). Then, as a result we obtain the two
coupled equations
∂t ˜̺(t) = ˜̺(t) i LP(t) + ̺
′(t) i LP(t) , (3.10)
∂t̺
′(t) = ˜̺(t) i LQ(t) + ̺′(t) i LQ(t) (3.11)
for both parts of the density matrix. In the next step
we derive the master equation for the relevant density
matrix ˜̺(t) by eliminating the remaining irrelevant part
̺′(t). In order to do this we calculate the solution of the
second equation. In a first step we solve the homogeneous
part of the equation
∂tU(t0, t) = U(t0, t) i LQ(t) (3.12)
together with the initial condition U(t0, t0) = 1. Then
we obtain
U(t0, t) = T exp
{
i
∫ t
t0
dt′ LQ(t′)
}
. (3.13)
Here T is a time ordering operator similar like it is known
from quantum-field theory. For t > t0 this operator or-
ders the times ascending from left to right. In our case
the ordering is reverse to the usual order in quantum field
theory. In a second step we solve the inhomogeneous
equation using a proper ansatz and obtain the remaining
irrelevant part of the density matrix
̺′(t) = ̺′(t0)U(t0, t) +
∫ t
t0
dt′ ˜̺(t′) i LQ(t′)U(t′, t) .
(3.14)
Now, we insert this formula into the time-evolution
equation for the relevant density matrix (3.10), replace
̺′(t0) = ̺(t0)Q(t0) by using (3.7), and change the order
of some terms in the sum. Thus, as a result we obtain
the master equation for the relevant density matrix
∂t ˜̺(t) = ˜̺(t) i LP(t)
+
∫ t
t0
dt′ ˜̺(t′) i LQ(t′)U(t′, t) i LP(t)
+ ̺(t0)Q(t0)U(t0, t) i LP(t) . (3.15)
This equation is the central result of this subsection. We
note that the relevant density matrix ˜̺(t) and the projec-
tion operators P(t) and Q(t) have a specific form. They
are defined by Eqs. (2.26), (2.44) and (2.50), respectively.
In the special form (3.15) the master equation was first
derived by Robertson [16] and is known under the name
Robertson equation.
A simpler version of the master equation was derived
earlier by Nakajima and Zwanzig [26, 27] where the pro-
jection operators P and Q are constant in time. In this
case the projection ˜̺(t) = ̺(t)P is a linear mapping
within the space of quantum operators or within the
space of functions in the classical phase space. Con-
sequently, in Eq. (3.13) the time-ordering operator T
can be omitted so that the time evolution is repre-
sented by a simple operator-valued exponential function
U(t0, t) = exp{iLQ(t− t0)}. As a result a linear response
theory was derived in order to describe small deviations
from thermal equilibrium. This theory is well known as
the Zwanzig-Mori formalism [27–31]. However, in the
present paper we want to consider non-equilibrium states
far from equilibrium in a fully nonlinear fashion. In the
Robertson equation (3.15) the projection operators (3.5)
depend nonlinearly on the hydrodynamic variables xi(t)
and hence implicitly also on the time t.
The three terms on the right-hand side of the formula
(3.15) can be interpreted in the following way. The first
term is a contribution to the dynamics of the relevant
variables. The second term contains the memory effects
which are caused by the elimination of the irrelevant vari-
ables. The third term contains the remaining effects of
the irrelevant variables. This last term implies fluctuat-
ing forces which mainly represent noise.
B. Time-evolution equations for the expectation
values
For the expectation values xi(r, t) the time-evolution
equation is defined by (3.4). On the right-hand side of
this equation we insert the master equation (3.15) for
the time derivative of the relevant density matrix. Since
the most right projection operators of the three terms of
(3.15) will always act on a relevant variable ai(r), Eq.
(2.47) implies that we may drop these projection opera-
tors. Thus we obtain
∂txi(r, t) = Tr{ ˜̺(t) i L ai(r)}
+
∫ t
t0
dt′ Tr{ ˜̺(t′) i LQ(t′)U(t′, t) i L ai(r)}
+Tr{̺(t0)Q(t0)U(t0, t) i L ai(r)} . (3.16)
The Liouville operator L as defined in (3.2) usually acts to
the right onto a variable Y . However, by closer inspection
of the manipulations in Eq. (3.1) we see that the Liouville
operator can act alternatively to the left onto the density
matrix. In this way we calculate
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˜̺(t) i L = (i~)−1[H, ˜̺(t)]
= (i~)−1
∫ 1
0
dα (˜̺(t))α
[
H,−k−1B
∑
k
∫
ddr λk(r, t) ak(r)
]
(˜̺(t))1−α
= −k−1B
∑
k
∫
ddr λk(r, t)
∫ 1
0
dα (˜̺(t))α (i~)−1[H, ak(r)] ( ˜̺(t))
1−α
= k−1B
∑
k
∫
ddr λk(r, t)
∫ 1
0
dα (˜̺(t))α (i L ak(r)) (˜̺(t))
1−α . (3.17)
On the right-hand side of the first line the commutator is evaluated by inserting the formula (2.26) for the relevant
density matrix where the exponential function is replaced by its product expansion. In this way, the integral formula
with the commutator in the second line is obtained. Now, using the result of the calculation in (3.17) we can transform
the first two terms on the right-hand side of the time-evolution equation (3.16). We define the frequency matrix
Ωik(r, r
′; t) = k−1B
∫ 1
0
dα Tr{(˜̺(t))α (i L ak(r
′)) (˜̺(t))1−α ai(r)} , (3.18)
the memory matrix
Mik(r, t; r
′, t′) = k−1B
∫ 1
0
dα Tr{(˜̺(t′))α (i L ak(r
′)) (˜̺(t′))1−α Q(t′)U(t′, t) (i L ai(r))} , (3.19)
and the fluctuating forces
fi(r, t) = Tr{̺(t0)Q(t0)U(t0, t) i L ai(r)} . (3.20)
Then we obtain the time-evolution equation
∂txi(r, t) =
∑
k
∫
ddr′ Ωik(r, r
′; t)λk(r
′, t)
+
∑
k
∫
ddr′
∫ t
t0
dt′ Mik(r, t; r
′, t′)λk(r
′, t′)
+ fi(r, t) . (3.21)
We note that the first two terms on the right-hand side
depend explicitly on the Lagrange parameters λi(r, t).
The three terms on the right-hand side can be interpreted
as follows. The first term describes a coupling within the
subspace of the relevant variables. The second term de-
scribes memory effects which result from the interaction
of the relevant variables with the eliminated irrelevant
variables. The last term contains the remaining forces of
the eliminated variables which are mostly fluctuations on
short space and time scales.
If at the initial-time t0 we chose the density matrix as
̺(t0) = ˜̺(t0) then we find
̺(t0)Q(t0) = ˜̺(t0)Q(t0) = ˜̺(t0)− ˜̺(t0)P(t0) = 0 .
(3.22)
As a result the fluctuating forces (3.20) are fi(r, t) = 0.
The time-evolution equation (3.21) together with the fre-
quency matrix (3.18) and the memory matrix (3.19) but
without the fluctuating forces (3.20) was earlier derived
by Robertson [16]. For a detailed description see chapter
18 in the book of Fick and Sauermann [17].
C. Mori scalar product
The Mori scalar product is a hermitian scalar prod-
uct for two quantum mechanical variables Y1 and Y2. It
can be used to simplify the formulas for the frequency
matrix (3.18) and the memory matrix (3.19). Originally
[30, 31] it was defined for the thermal equilibrium using
the density matrix ˜̺eq which has the structure of a Boltz-
mann distribution function like (2.30). However, it can
be generalized to the non-equilibrium state by using the
relevant density matrix (2.26) instead. In this paper we
define the generalized Mori scalar product by
(Y1|Y2)t =
∫ 1
0
dα Tr{(˜̺(t))α Y +1 (˜̺(t))
1−α Y2} . (3.23)
The relevant density matrix ˜̺(t) depends on the time
implicitly via the expectation values xi(r, t). Hence, the
same is true also for the Mori scalar product. The usual
rules for scalar products are valid which are known from
quantum theory. It is bilinear, positive definite and her-
mitian. The latter property implies e.g. the equation
(Y1|Y2)t = (Y2|Y1)
∗
t .
Until now we have defined three kinds of operators
which act on the variables Y . These are the projection
operators P(t), Q(t), and the Liouville operator L defined
in Eqs. (2.44), (2.50), and (3.2), respectively. In the fol-
lowing we investigate to which extent these operators are
self adjoint or hermitian with respect to the Mori scalar
product. We insert the projection operator (2.44) into
the Mori scalar product (3.23) once in front of the sec-
ond variable Y2 and once in front of the first variable
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Y1. Then, after some calculations we find the symmetric formula
(Y1|P(t)|Y2)t = (Y1|P(t)Y2)t = (P(t)Y1|Y2)t
= Tr{(˜̺(t)Y +1 }Tr{(˜̺(t)Y2} −
∑
ik
∫
ddr
∫
ddr′
(
δ
δxi(r, t)
Tr{(˜̺(t)Y +1 }
)
×χik(r, r
′; t)
(
δ
δxk(r′, t)
Tr{(˜̺(t)Y2}
)
(3.24)
together with the susceptibility
χik(r, r
′; t) =
δxi(r, t)
δλk(r′, t)
=
δxk(r
′, t)
δλi(r, t)
=
δ2F [λ(t)]
δλi(r, t) δλk(r′, t)
. (3.25)
An analogous formula is found also for the orthogonal
projection operator (2.50) which reads
(Y1|Q(t)|Y2)t = (Y1|Q(t)Y2)t = (Q(t)Y1|Y2)t . (3.26)
Thus, we conclude that the projection operators P(t) and
Q(t) are both self adjoint or hermitian. This property
guarantees that the projection operators are compatible
with the generalized Mori scalar product.
It is completely different with the Liouville operator L.
If we insert this operator into the two places in front of
the second variable and in front of the first variable, we
obtain
(Y1|LY2)t = (LY1|Y2)t ⇐⇒ [ ˜̺(t), H ] = 0 . (3.27)
This means that the Liouville operator L is hermitian
only if the relevant density matrix ˜̺(t) commutes with
the Hamiltonian operator H . Eq. (3.27) is true in ther-
mal equilibrium where the density matrix represents the
grand canonical ensemble and is given by (2.30). For, the
momentum P and the particle number N are conserved
quantities and commute with the HamiltonianH . Hence,
˜̺eq commutes withH . However, it is not true generally in
the non-equilibrium state. Consequently, the Liouville-
Operator L is not generally self adjoint or hermitian.
Now, we rewrite the frequency matrix (3.18) in terms
of the Mori scalar product and obtain
Ωik(r, r
′; t) = −i k−1B (L ak(r
′)|ai(r))t . (3.28)
Likewise we rewrite the memory matrix (3.19) and obtain
Mik(r, t; r
′, t′) = k−1B (L ak(r
′)|Q(t′)U(t′, t) L ai(r))t .
(3.29)
We have moved the imaginary factors i in front of the
Mori scalar product. The new formulas (3.28) and (3.29)
have a much simpler structure. However, they do not
look like as if they would be symmetrical.
However, a symmetrization is possible with respect to
the orthogonal projection operator Q(t) since this op-
erator is hermitian according to (3.26) and satisfies the
general formula (2.51). We note that the time-evolution
operator U(t0, t) defined in (3.13) occurs always with an
orthogonal projection operator Q(t0) in front of it. Con-
sequently, Eq. (2.51) implies that we may do the following
two things. First we may rewrite
Q(t0)U(t0, t) = Q(t0)U(t0, t)Q(t) , (3.30)
Second, we may replace the time-evolution operator by
an expression with a symmetrical exponent with two or-
thogonal projection operators according to
U(t0, t) = T exp
{
i
∫ t
t0
dt′ Q(t′) LQ(t′)
}
. (3.31)
Now, we insert the operator (3.30) into Eq. (3.29) and use
the property that the orthogonal projection operators are
hermitian according to (3.26). In this way we obtain the
memory matrix
Mik(r, t; r
′, t′) = k−1B (Q(t
′) L ak(r
′)|U(t′, t)Q(t) L ai(r))t .
(3.32)
This formula is symmetric with respect to everything ex-
cept the position of the time-evolution operator U(t′, t).
A further symmetrization of the frequency matrix
(3.28) and the memory matrix (3.32) is possible only if
additionally the Liouville operator L is hermitian. This
fact is true only in thermal equilibrium. In this special
case we find the symmetric frequency matrix
Ω
(eq)
ik (r, r
′) = −i k−1B (ak(r
′)) | L | ai(r))eq . (3.33)
Likewise we find the symmetric memory matrix
M
(eq)
ik (r, t; r
′, t′) = k−1B (Q(t
′) L ak(r
′) |
×U(t′, t) |Q(t) L ai(r))eq . (3.34)
Since in thermal equilibrium the Liouville operator L and
the time-evolution operator U can be placed either into
the front part or into the back part of the Mori scalar
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product, we write them in the middle between two verti-
cal bars.
We note that for the frequency matrix and for the
memory matrix the indices, the space variables and the
time variables on the left-hand sides of the equations have
the opposite orders than those on the right hand-sides of
the equations. This fact is a consequence of our defini-
tion for the expectation values (2.17) where the density
matrix is left and the physical variable is right. Like-
wise it is a consequence of our projection operator (2.44)
which acts to the right onto the physical variable. Alter-
natively, we may reverse the orders of the operators inside
the traces. In this latter case we obtain expressions for
the frequency matrix and for the memory matrix with
the same orders for the indices, space arguments, and
time arguments on both sides of the equations. However,
the difference between our notation and the latter alter-
native notation is only formal. There is no difference in
the results.
D. GENERIC formalism
In the derivation of the time-evolution equation (3.21)
together with the frequency matrix (3.28), the memory
matrix (3.32), and the fluctuating forces (3.20) we fol-
lowed the original work by Robertson [16] and the pre-
sentation by Fick and Sauermann [17]. An alternative
formulation of these dynamical equations was given by
O¨ttinger and Grmela [5–7] within the framework of a gen-
eral concept which is known as the GENERIC formalism.
In this subsection we want to convert our time-evolution
equation (3.21) into the GENERIC form which should
have the structure
∂txi(r, t) =
∑
k
∫
ddr′ Lik(r, r
′; t)
δE[x(t)]
δxk(r′, t)
+
∑
k
∫
ddr′
∫ t
t0
dt′ Mik(r, t; r
′, t′)
δS[x(t′)]
δxk(r′, t′)
+ fi(r, t) . (3.35)
The first two contributions on the right-hand side are rep-
resented in terms of functional derivatives of the energy
E[x(t)] and the entropy S[x(t)] with respect to the expec-
tation values of the relevant variables xi(r, t). They con-
tain direct couplings of the relevant variables and indirect
couplings with memory effects, respectively. The third
contribution describes the remaining fluctuating forces of
the irrelevant variables which have been integrated out.
We note that the second and the third term of our time-
evolution equation (3.21) already have the required form
because the Lagrange parameters λi(r, t) are functional
derivatives of the entropy with respect to the expectation
values.
However, the first term in (3.21) does not have the
required form. The couplings of these forces to the func-
tional derivatives of the entropy must be replaced by cou-
plings to the functional derivatives of the energy. Hence,
the first term must be calculated anew. In order to do
this we go back to Eq. (3.16). As an additional constraint
we require that the Hamilton operator H is within the
space generated by the relevant variables ai(r) so that it
can be represented by the linear combination
H =
∫
ddr
∑
i
εi ai(r) (3.36)
with appropriate coefficients εi. In the simplest case this
requirement is satisfied if one of the relevant variables
ai(r) is the energy density. Thus, from Eq. (2.47) we
obtain the projection
P(t)H = H . (3.37)
Using this formula we transform the first term on the
right-hand side of (3.16) and obtain
Tr{ ˜̺(t) i L ai(r)} = (i/~) Tr{ ˜̺(t) [H, ai(r)]}
= (i/~) Tr{ ˜̺(t) [(P(t)H), ai(r)]}
=
i
~
∑
k
∫
ddr′ Tr{ ˜̺(t) [ak(r
′), ai(r)]}
δ
δxk(r′, t)
Tr{ ˜̺(t)H}
=
1
i~
∑
k
∫
ddr′ Tr{ ˜̺(t) [ai(r), ak(r
′)]}
δE[x(t)]
δxk(r′, t)
=
∑
k
∫
ddr′ Lik(r, r
′; t)
δE[x(t)]
δxk(r′, t)
. (3.38)
In the third line of this equation we have inserted the ex- plicit form of the projection operator (2.44). Eventually,
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the first term arrives at the required form of the related
term in Eq. (3.35) together with the Poisson matrix
Lik(r, r
′; t) = (i~)−1Tr{ ˜̺(t) [ai(r), ak(r
′)]} . (3.39)
On the right-hand side we may replace the quantum me-
chanical commutator by the classical Poisson bracket.
This fact explains the name Poisson matrix because the
expression is the expectation value of the Poisson bracket
of two relevant variables. The Poisson matrix is antisym-
metric according to
Lik(r, r
′; t) = −Lki(r
′, r; t) (3.40)
which follows from the related property of the commuta-
tors and the Poisson brackets.
As a result we find that the time-evolution equa-
tion (3.16) originally derived by Robertson [16] can
be converted into the GENERIC form. However, the
GENERIC formalism is not complete until now. As ad-
ditional elements there will be some constraints which we
derive in the following. First, we consider
∑
k
∫
ddr′ Lik(r, r
′; t)
δS[x(t)]
δxk(r′, t)
=
1
i~
∑
k
∫
ddr′ Tr{ ˜̺(t) [ai(r), ak(r
′)]}λk(r
′, t)
=
1
i~
Tr
{
˜̺(t)
[
ai(r),
∑
k
∫
ddr′ λk(r
′, t) ak(r
′)
]}
= (i~)−1 Tr{ ˜̺(t) [ai(r),−kB ln ˜̺(t)]}
= (i~)−1 Tr{ai(r) [ln ˜̺(t), ˜̺(t)]} (−kB) = 0 . (3.41)
The transition from the third line to the fourth line is
done by using the explicit form of the relevant density
matrix (2.26). The last equality sign follows from the
commutator [ln ˜̺(t), ˜̺(t)] = 0. Thus, we obtain the first
constraint
∑
k
∫
ddr′ Lik(r, r
′; t)
δS[x(t)]
δxk(r′, t)
= 0 . (3.42)
The antisymmetry of the Poisson matrix (3.40) implies a
related constraint in the adjoint form
∑
i
∫
ddr
δS[x(t)]
δxi(r, t)
Lik(r, r
′; t) = 0 . (3.43)
Second, we consider
∑
i
∫
ddr L ai(r)
δE[x(t)]
δxi(r, t)
=
∑
i
∫
ddr L ai(r)
δ
δxi(r, t)
Tr{ ˜̺(t)H}
= LP(t)H = LH = ~−1 [H,H ] = 0 . (3.44)
We multiply the memory matrix (3.32) by a functional
derivative of the energy E[x(t)], sum over the latter in-
dex, and integrate over the latter space variable. Then,
applying Eq. (3.44) we obtain the second constraint
∑
k
∫
ddr′ Mik(r, t; r
′, t′)
δE[x(t′)]
δxk(r′, t′)
= 0 . (3.45)
If on the other hand we sum over the former index and
integrate over the former space variable we obtain the
constraint in the adjoint form
∑
k
∫
ddr′
δE[x(t)]
δxi(r, t)
Mik(r, t; r
′, t′) = 0 . (3.46)
Further constraints can be derived for the conserved
quantities. In a normal fluid besides the energyE also the
momentum P and the particle number N are conserved
quantities. Once again, the expectation values of these
quantities are functionals of the relevant variables xi(r, t)
according to
P[x(t)] = Tr{ ˜̺(t)P} , (3.47)
N [x(t)] = Tr{ ˜̺(t)N} . (3.48)
We require that similar like the Hamilton operator (3.36)
the operators of the further conserved quantities can also
be represented as linear combinations of the relevant vari-
ables
P =
∫
ddr
∑
i
pi ai(r)) , (3.49)
N =
∫
ddr
∑
i
ni ai(r)) (3.50)
where pi and ni are appropriate coefficients. Conse-
quently, we find the projections
P(t)P = P , P(t)N = N . (3.51)
If in Eq. (3.38) we replace the Hamiltonian by the other
conserved quantities, we can perform analogous manip-
ulations and transformations, however in backward di-
rection from bottom to top. In this way we obtain con-
straints for the momentum
∑
k
∫
ddr′ Lik(r, r
′; t)
δP[x(t)]
δxk(r′, t)
= (i/~) Tr{ ˜̺(t) [(P(t)P), ai(r)]}
= (i/~) Tr{ ˜̺(t) [P, ai(r)]} (3.52)
and for the particle number
∑
k
∫
ddr′ Lik(r, r
′; t)
δN [x(t)]
δxk(r′, t)
= (i/~) Tr{ ˜̺(t) [(P(t)N), ai(r)]}
= (i/~) Tr{ ˜̺(t) [N, ai(r)]} . (3.53)
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The right-hand sides may be zero or nonzero. The result
depends on the commutators of the conserved quantities
with the relevant variables. For our two conserved quan-
tities in a normal fluid we find
[ai(r),P] = −i~∇ai(r) , [ai(r), N ] = 0 . (3.54)
Thus, we obtain the constraints for the momentum
∑
k
∫
ddr′ Lik(r, r
′; t)
δP[x(t)]
δxk(r′, t)
= −∇xi(r, t) (3.55)
and for the particle number
∑
k
∫
ddr′ Lik(r, r
′; t)
δN [x(t)]
δxk(r′, t)
= 0 . (3.56)
Likewise, the considerations of Eq. (3.44) can be per-
formed with the conserved quantities. Thus, for the mo-
mentum we obtain∑
i
∫
ddr L ai(r)
δP[x(t)]
δxi(r, t)
=
∑
i
∫
ddr L ai(r)
δ
δxi(r, t)
Tr{ ˜̺(t)P}
= LP(t)P = LP = ~−1 [H,P] = 0 , (3.57)
and for the particle number
∑
i
∫
ddr L ai(r)
δN [x(t)]
δxi(r, t)
=
∑
i
∫
ddr L ai(r)
δ
δxi(r, t)
Tr{ ˜̺(t)N}
= LP(t)N = LN = ~−1 [H,N ] = 0 . (3.58)
In these cases the right-hand sides are zero always be-
cause the operators of the conserved quantities commute
with the Hamiltonian. Consequently, as results we obtain
further constraints for the momentum∑
k
∫
ddr′ Mik(r, t; r
′, t′)
δP[x(t′)]
δxk(r′, t′)
= 0 . (3.59)
and for the particle number
∑
k
∫
ddr′ Mik(r, t; r
′, t′)
δN [x(t′)]
δxk(r′, t′)
= 0 . (3.60)
In summary for the two conserved quantities momentum
P[x(t)] and particle number N [x(t)] we have derived the
four constraints (3.55), (3.56), and (3.59), (3.60). In
these constraints the functional derivatives are placed
always on the right-hand side. There are four addi-
tional constraints in the adjoint form where the func-
tional derivatives are placed on the left-hand side.
Thus, the main components of the GENERIC for-
malism are found. They are represented by the time-
evolution equation for the expectation values of the rel-
evant variables (3.35) and by a set of constraints for the
functionals of the energy E[x(t)], entropy S[x(t)], and
the conserved quantities like the momentum P[x(t)] and
the particle number N [x(t)]. Furthermore, there are ex-
plicit formulas for the Poisson matrix (3.39), the memory
matrix (3.32), and the fluctuating forces (3.20).
E. Fluctuating forces
The third term of the time-evolution equation (3.35)
represents the fluctuating forces fi(r, t) which are defined
in Eq. (3.20). In this case, we may again use the time-
evolution operator in the symmetric form (3.30). Then
we obtain
fi(r, t) = i Tr{̺(t0)Q(t0)U(t0, t)Q(t) L ai(r)} (3.61)
where U(t0, t) is defined in Eq. (3.31). If we follow the
considerations of Eqs. (3.44), (3.57) and (3.58) we obtain
constraints for the fluctuating forces which are similar to
those for the memory matrix. We find the constraints for
the energy ∑
i
∫
ddr fi(r, t)
δE[x(t)]
δxi(r, t)
= 0 , (3.62)
for the momentum∑
i
∫
ddr fi(r, t)
δP[x(t)]
δxi(r, t)
= 0 , (3.63)
and for the particle number∑
i
∫
ddr fi(r, t)
δN [x(t)]
δxi(r, t)
= 0 . (3.64)
However, we do not find a related constraint for the en-
tropy S[x(t)].
The fluctuating forces fi(r, t) depend essentially on the
exact density matrix ̺(t0) at the initial time t0. If we
choose a pure state density matrix ̺(t0) = |Ψ(t0)〉〈Ψ(t0)|
then we may expect that the fluctuating forces vary on
short length scales and short time scales. However, if
alternatively we choose a relevant density matrix ̺(t0) =
˜̺(t0) as defined in Eq. (2.26) then the fluctuating forces
are zero always, everywhere in space and all the time.
F. Continuity equations
Until now the quantum mechanical operators ai(r, t)
which represent the relevant variables in terms of some
densities are quite general and have not been specified
further. Since eventually a normal fluid is considered in
our case the relevant variables are the densities of con-
served quantities. The Noether theorem provides explicit
expressions not only for the densities ai(r, t) but also for
the related current densities bim(r, t) so that on the level
of quantum operators the continuity equation
∂tai(r, t) + ∂mbim(r, t) = 0 (3.65)
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is valid where ∂m = ∂/∂rm are the differential operators
for the spatial partial derivatives. Here the quantum op-
erators are defined temporarily in the Heisenberg picture
so that they depend explicitly on the time. Therefore, for
the densities there exist Heisenberg equations of motion
which read
∂tai(r, t) = i L ai(r, t) = (i~)
−1[ai(r, t), H(t)] . (3.66)
Now, comparing the two equations (3.65) and (3.66) in
the Heisenberg picture we obtain
i L ai(r, t) = − ∂mbim(r, t) . (3.67)
Equivalently, in the Schro¨dinger picture we find
i L ai(r) = − ∂mbim(r) . (3.68)
Thus, the Liouville operator L maps the relevant vari-
ables ai(r) onto spatial divergences of the current densi-
ties ∂mbim(r).
The expectation values of the relevant variables xi(r, t)
are defined by the formula (2.20) where ̺(t) is the exact
density matrix. Likewise, we define the expectation val-
ues of the current densities by
Jim(r, t) = 〈bim(r)〉t = Tr{̺(t) bim(r)} . (3.69)
Then, from the continuity equations for the quantum op-
erators we obtain the related continuity equation for the
expectation values
∂txi(r, t) + ∂mJim(r, t) = 0 . (3.70)
Earlier in subsection III B we have derived the time-
evolution equation for the relevant variables (3.16) by us-
ing projection operators. This equation has three terms
on the right-hand side, a reversible, a dissipative, and
a fluctuating term. In each of these terms we find the
expression L ai(r) which can be converted into the diver-
gence of a current density by (3.68). In this way the
time-evolution equation for the relevant variables can be
written in the form of the continuity equation (3.70) to-
gether with the current densities
Jim(r, t) = Tr{ ˜̺(t) bim(r)}
+
∫ t
t0
dt′ Tr{ ˜̺(t′) i LQ(t′)U(t′, t) bim(r)}
+Tr{̺(t0)Q(t0)U(t0, t) bim(r)} (3.71)
which as well have three contributions, a reversible, a
dissipative, and a fluctuating contribution.
Since the time-evolution equation in the GENERIC
form (3.35) is an equivalent equation, it may be written
also in the form of the continuity equation (3.70). For the
first term on the right-hand side this fact will be proven
explicitly later in subsection IVC. In order to do this
for a normal fluid we calculate the Poisson brackets for
the relevant variables and furthermore the Poisson ma-
trix Lik(r, r
′; t) explicitly. For the second term we must
investigate the memory matrixMik(r, t; r
′, t′) in more de-
tail. In Eq. (3.32) the memory matrix is defined in terms
of the Mori scalar product. Here we find the expression
L ai(r) even two times and replace it by the correspond-
ing divergences of current densities according to (3.68).
Thus, we obtain
Mik(r, t; r
′, t′) = ∂m∂
′
nNim,kn(r, t; r
′, t′) (3.72)
together with two spatial differential operators ∂m =
∂/∂rm, ∂
′
n = ∂/∂r
′
n, and the new memory matrix in
terms of the current densities
Nim,kn(r, t; r
′, t′) =
= k−1B (Q(t
′) bkn(r
′)|U(t′, t)Q(t) bim(r))t . (3.73)
Now, inserting the memory matrix (3.72) into the time-
evolution equation in GENERIC form (3.35) we find that
also the second term can be written in terms of a diver-
gence of a current density. Later in subsection IVD we
shall use the memory matrix (3.72) as a starting point
for our approximations.
Finally, we consider the fluctuating forces fi(r, t) which
are defined in (3.20) or equivalently in (3.61). These
forces represent the third term in the time-evolution
equation (3.35). Once again we find the expression
L ai(r) and replace it by the divergence of the current
densities according to (3.68). Then, we obtain the fluc-
tuating forces in the form
fi(r, t) = − ∂m gim(r, t) (3.74)
together with the fluctuating current densities
gim(r, t) = Tr{̺(t0)Q(t0)U(t0, t)Q(t) bim(r)} . (3.75)
Later in subsection IVE we shall use this representation
of the fluctuating forces in terms of divergences of fluc-
tuating current densities.
G. General time-evolution equations for the
entropy, the energy, and the conserved quantities
From the time-evolution equation for the expectation
values of the relevant variables xi(r, t) we can derive re-
lated time-evolution equations for the entropy S[x(t)],
the energy E[x(t)] and the further conserved quantities
like momentum P[x(t)] and particle number N [x(t)]. We
start with the entropy and obtain
16
d
dt
S[x(t)] =
∑
i
∫
ddr
δS[x(t)]
δxi(r, t)
∂xi(r, t)
∂t
=
∑
i
∫
ddr
∑
k
∫
ddr′
δS[x(t)]
δxi(r, t)
Lik(r, r
′; t)
δE[x(t)]
δxk(r′, t)
+
∑
i
∫
ddr
∑
k
∫
ddr′
∫ t
t0
dt′
δS[x(t)]
δxi(r, t)
Mik(r, t; r
′, t′)
δS[x(t′)]
δxk(r′, t′)
+
∑
i
∫
ddr
δS[x(t)]
δxi(r, t)
fi(r, t) . (3.76)
For the second equality sign we have used the time-evolution equations in the GENERIC-form (3.35). The constraint
for the entropy (3.43) in the adjoint form implies that the first term which represents the direct couplings to the
relevant variables is zero and drops out. Thus, the entropy equation simplifies into
d
dt
S[x(t)] =
∑
i
∫
ddr
∑
k
∫
ddr′
∫ t
t0
dt′
δS[x(t)]
δxi(r, t)
Mik(r, t; r
′, t′)
δS[x(t′)]
δxk(r′, t′)
+
∑
i
∫
ddr
δS[x(t)]
δxi(r, t)
fi(r, t) . (3.77)
The quadratic term with the memory matrix is an indication for the second law of thermodynamics. This second law
means that the entropy should always increase with time or at least remain constant. If the memory matrix (3.32) is
symmetric and positive definite, then this term is always positive. However, since until now we have not performed
any approximation the invariance under time inversion which results from the underlying microscopic theory is not
broken. Thus, in the present case the second law of thermodynamics can not be true.
We continue with the energy and obtain
d
dt
E[x(t)] =
∑
i
∫
ddr
δE[x(t)]
δxi(r, t)
∂xi(r, t)
∂t
=
∑
i
∫
ddr
∑
k
∫
ddr′
δE[x(t)]
δxi(r, t)
Lik(r, r
′; t)
δE[x(t)]
δxk(r′, t)
+
∑
i
∫
ddr
∑
k
∫
ddr′
∫ t
t0
dt′
δE[x(t)]
δxi(r, t)
Mik(r, t; r
′, t′)
δS[x(t′)]
δxk(r′, t′)
+
∑
i
∫
ddr
δE[x(t)]
δxi(r, t)
fi(r, t) . (3.78)
The first term on the right-hand side is zero because the Poisson matrix is antisymmetric according to Eq. (3.40).
The second term is zero because of the constraint for the energy (3.46) in the adjoint form. The third term is zero
because of the constraint (3.62). Hence, all terms on the right-hand side are zero. Consequently, the energy E[x(t)]
is constant with time as it should be for a conserved quantity.
For the further conserved quantities momentum P[x(t)] and particle number N [x(t)] the constraints imply similar
results. An exception is the first term in the equation for the momentum. From the constraint (3.55) it is not
immediately clear that this term is zero. We find
d
dt
P[x(t)] =
∑
i
∫
ddr
∑
k
∫
ddr′
δP[x(t)]
δxi(r, t)
Lik(r, r
′; t)
δE[x(t)]
δxk(r′, t)
=
∑
i
∫
ddr (∇xi(r, t))
δE[x(t)]
δxi(r, t)
= 0 . (3.79)
Nevertheless, this term is zero because the energy is symmetric under space translations. This argument can be
generalized to any conserved quantity which is related to some symmetry property. It can be shown using symmetry
arguments that the first term is always zero even if the related constraint has a nonzero right-hand side. In summary
we obtain the time-evolution equations for the energy, the momentum, and the particle number given by
d
dt
E[x(t)] = 0 ,
d
dt
P[x(t)] = 0 ,
d
dt
N [x(t)] = 0 , (3.80)
as expected for conserved quantities.
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H. Thermal equilibrium
The time-evolution equations for the relevant variables (3.35) can be rewritten in the form
∂txi(r, t) = −v · ∇xi(r, t) +
∑
k
∫
ddr′ Lik(r, r
′; t)
δΩ[x(t)]
δxk(r′, t)
−
1
T
∑
k
∫
ddr′
∫ t
t0
dt′ Mik(r, t; r
′, t′)
δΩ[x(t′)]
δxk(r′, t′)
+ fi(r, t) (3.81)
together with the grand canonical thermodynamic poten-
tial
Ω[x(t)] = E[x(t)]− T S[x(t)]− v ·P[x(t)] − µN [x(t)] .
(3.82)
The equivalence between Eq. (3.81) and the GENERIC
form (3.35) results from the constraints. The first term
with the velocity v separates because the right-hand side
of the constraint (3.55) is not zero.
In thermal equilibrium the entropy S[x(t)] is maximum
under the constraints that the energy E[x(t)], the mo-
mentum P[x(t)], and the particle number N [x(t)] have
constant values. If we interpret the temperature T , the
velocity v, and the chemical potential µ as the appropri-
ate Lagrange parameters we find the necessary condition
for the grand canonical thermodynamic potential
δΩ[x(t)]
δxk(r′, t)
= 0 . (3.83)
Hence, in Eq. (3.81) the two middle terms are zero. If
for the initial density matrix ̺(t0) at the initial time t0
we use the relevant density matrix ̺(t0) = ˜̺(t0) defined
in Eq. (2.26) then the fluctuating forces are zero, too.
Thus, there remains the first term only so that the time-
evolution equations reduce to
∂txi(r, t) = −v · ∇xi(r, t) . (3.84)
The general solution of this equation reads
xi(r, t) = ξi(r− vt) (3.85)
where until now ξi(r) is an arbitrary function. However,
this function will be determined by the necessary con-
dition (3.83) for the maximum of the entropy under the
constraints. In the simplest case ξi(r) = ξi is a constant.
In this case the physical system is spatially homogeneous
as it is expected for a normal fluid in thermal equilibrium.
Nevertheless, if there are yet some inhomogeneities
present in the fluid then the solution (3.85) shows that
these move in space with a constant velocity v. In this
way we come closer to the deeper meaning of the right-
hand sides of the constraints like (3.55). The conserved
quantities are related to symmetry transformations and
generate those via the commutators (3.54). As a conse-
quence, the solution moves along the paths of the sym-
metry transformations with a constant velocity.
I. Poisson brackets
Dzyaloshinskii and Volovik [18] have proposed an ele-
gant way how to derive the reversible contributions of the
hydrodynamic equations by using Poisson brackets. In
this subsection we show that in the GENERIC formalism
the first term on the right-hand side of the time-evolution
equation (3.35) has exactly the form of these contribu-
tions. For any two functionals F [x(t)] and G[x(t)] we can
define a Poisson bracket by the formula
{F [x(t)], G[x(t)]} =
∑
i
∫
ddr
∑
k
∫
ddr′
δF [x(t)]
δxi(r, t)
Lik(r, r
′; t)
δG[x(t)]
δxk(r′, t)
(3.86)
where Lik(r, r
′; t) is the antisymmetric Poisson matrix
defined in Eq. (3.39). If in this formula we insert
F [x(t)] = xi(r, t) and G[x(t)] = E[x(t)] then we obtain
{xi(r, t), E[x(t)]} =
∑
k
∫
ddr′ Lik(r, r
′; t)
δE[x(t)]
δxk(r′, t)
(3.87)
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which exactly is the first term on the right-hand side of
Eq. (3.35). In this way the reversible part of the hydro-
dynamic equations can be written in the form
∂t xi(r, t) = {xi(r, t), E[x(t)]} + · · · . (3.88)
This result agrees exactly with the formulation of the
reversible terms in the approach of Dzyaloshinskii and
Volovik [18].
The constraints which were written in terms of the
Poisson matrix (3.39) can be represented also in terms of
the Poisson brackets. If we insert G[x(t)] = S[x(t)] then
from Eq. (3.42) we obtain the constraint for the entropy
{xi(r, t), S[x(t)]} = 0 . (3.89)
Furthermore, if we insert P[x(t)] and N [x(t)] then from
Eqs. (3.55) and (3.56) we obtain the constraints for the
conserved quantities
{xi(r, t),P[x(t)]} = −∇xi(r, t) , (3.90)
{xi(r, t), N [x(t)]} = 0 . (3.91)
These Poisson brackets are related to the quantum me-
chanical commutators (3.54). Consequently, the right-
hand sides are not zero in general since the conserved
quantities are related to symmetry transformations and
generate those in the sense of Lie groups.
Now, if we insert the energy so that F [x(t)] = E[x(t)]
then we obtain the Poisson brackets
{E[x(t)], S[x(t)]} = 0 , (3.92)
{E[x(t)],P[x(t)]} = 0 , (3.93)
{E[x(t)], N [x(t)]} = 0 . (3.94)
In this case the right-hand sides are always zero because
the energy E[x(t)] is symmetric under the transforma-
tions. For Eq. (3.93) we can prove this explicitly in anal-
ogy to Eq. (3.79). Alternatively, the related quantum
commutators imply directly that the right-hand sides of
Eqs. (3.93) and (3.94) must be zero because P[x(t)] and
N [x(t)] are conserved quantities. The grand canonical
thermodynamic potential Ω[x(t)] defined in (3.82) is rep-
resented as a linear combination of the energy E[x(t)],
the entropy S[x(t)], and the conserved quantities P[x(t)]
and N [x(t)]. Consequently, it is
{E[x(t)],Ω[x(t)]} = 0 . (3.95)
This latter equation will be used later in section VI.
We obtain the fundamental Poisson brackets if we in-
sert F [x(t)] = xi(r, t) and G[x(t)] = xk(r
′, t) into the
general Poisson bracket (3.86). If furthermore we use the
definition of the Poisson matrix (3.39) then we obtain
Lik(r, r
′; t) = {xi(r, t), xk(r
′, t)}
= (i~)−1Tr{ ˜̺(t) [ai(r), ak(r
′)]} . (3.96)
The fundamental Poisson brackets of the relevant expec-
tation values can be calculated from the expectation val-
ues of the quantum commutators of the relevant vari-
ables, where the factor (i~)−1 is added according to the
quantum theory. However, we note that a Jacobi iden-
tity does not exist generally for the Poisson brackets of
the relevant expectation values. For, the Jacobi identity
with commutators does not generally transfer to a Ja-
cobi identity with the related Poisson brackets because
in (3.96) there is taken an expectation value with the
trace and the relevant density matrix.
IV. HYDRODYNAMICS
Until now no approximations have been made at all.
This means that all equations in section III are exact.
There has only been defined the relevant density ma-
trix ˜̺(t) which maximizes the entropy under certain con-
straints. This density matrix can be interpreted as an
approximation of the exact density matrix ̺(t). How-
ever, we do not use the relevant density matrix as an
approximation. Rather we use it for the definition of the
entropy (2.21) and for the definition of the two projec-
tion operators (2.44) and (2.50) which provide the separa-
tion of the physical variables into relevant and irrelevant
ones. The exact results that we have obtained are the
time-evolution equation for the expectation values of the
relevant variables (3.35) together with some constraints.
The separation of the variables yields three terms on the
right-hand side: the first term for the direct couplings of
the relevant variables, the second term with nonlocal and
memory effects for the indirect coupling via the irrelevant
variables, and the third term for the remaining fluctuat-
ing forces of the irrelevant variables. In the following we
show that by applying a few assumptions and approxi-
mations from the exact time-evolution equations (3.35)
the macroscopic hydrodynamic equations for a normal
fluid can be derived.
A. Hydrodynamic approximation
In hydrodynamics one investigates the effects and
properties of normal fluids which happen on large length
scales and large time scales. The microscopic structure
of the fluid in detail does not have an influence on the
macroscopic properties. It does not matter which atoms
or which molecules form the fluid, how they move and
how they interact. Consequently, the variables of the
theory, the expectation values xi(r, t) and the Lagrange
parameters λi(r, t), change only slowly with space r and
slowly with time t. Gradients of these variables are ne-
glected. Hence, we approximately assume that the fluid
is locally in a thermal equilibrium [32]. This means that
the relevant density matrix (2.26) does not differ that
much from the grand canonical Boltzmann distribution
function (2.30) at least locally.
By Eq. (3.27) we have shown that in thermal equilib-
rium the Liouville operator L is self adjoint or hermitian
because the Boltzmann distribution function commutes
with the Hamilton operator according to [ ˜̺eq, H ] = 0.
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In hydrodynamics the fluid is in a non-equilibrium state.
However, this state is locally not far from the equilib-
rium. Thus, in this context one talks about a local ther-
mal equilibrium. Consequently, we can assume approxi-
mately that the relevant density matrix commutes with
the Hamilton operator according to [ ˜̺(t), H ] ≈ 0. Then
Eq. (3.27) implies that the Liouville operator L is approx-
imately self adjoint or hermitian so that
(Y1|LY2)t ≈ (LY1|Y2)t because of [ ˜̺(t), H ] ≈ 0 .
(4.1)
As a consequence the frequency matrix (3.28) and the
memory matrix (3.32) defined in terms of the Mori scalar
product can be written in a symmetric form approx-
imately also for the nonequilibrium, like the formulas
(3.33) and (3.34) for the thermal equilibrium. Thus, ap-
proximately we obtain the frequency matrix
Ωik(r, r
′; t) ≈ −i k−1B (ak(r
′)| L |ai(r))t (4.2)
and the memory matrix
Mik(r, t; r
′, t′) ≈ k−1B (Q(t
′) L ak(r
′)|U(t′, t)|Q(t) L ai(r))t .
(4.3)
Here again we write the Mori scalar product with an
operator in between two vertical bars in the middle. In
this way we emphasize that the operator is self adjoint
so that it can be moved either into the front part or into
the back part of the Mori scalar product. Consequently,
the frequency matrix is approximately antisymmetric
Ωik(r, r
′; t) ≈ −Ωki(r
′, r; t) , (4.4)
while the memory matrix is approximately symmetric
Mik(r, t; r
′, t′) ≈Mki(r
′, t′; r, t) . (4.5)
Furthermore, in the GENERIC formalism we have the
Poisson matrix Lik(r, r
′; t) defined in (3.39). However,
because of (3.40) this matrix is antisymmetric already in
the non-equilibrium state. Thus, we need not perform an
approximation there.
For the success of the hydrodynamic approximation
it is important to make the right selection for the rel-
evant variables. Here one must achieve a separation of
the space and time scales. This means, the selection must
cover all spatially and timely slow variables so that the
remaining irrelevant variables vary fast in space and time.
For the time-evolution equation (3.35) this fact implies
that in the second term the nonlocal effects and the mem-
ory effects become negligible and in the third term the
fluctuating forces vary nearly randomly on short space
and time scales.
The constant variables of a normal fluid are the con-
served quantities energy E[x(t)], momentum P[x(t)], and
particle number N [x(t)]. In Eqs. (3.36), (3.49), and
(3.50) the related operators are represented as linear com-
binations of the relevant variables ai(r). Consequently,
the densities of these conserved quantities are suited for
the selection of the slow relevant variables. Thus, we
choose the mass density, the momentum density, and the
energy density defined by the linear combinations
ρ(r) =
∑
i
mni ai(r) , (4.6)
j(r) =
∑
i
pi ai(r) , (4.7)
ε(r) =
∑
i
εi ai(r) (4.8)
where ni, pi, and εi are the related coefficients. In hydro-
dynamics the particle density n(r) is usually replaced in
favor of the mass density ρ(r). The difference is a factor
m for the mass of each single particle. Since the momen-
tum density has three spatial components, we note that
the relevant variables of a normal fluid are composed of
exactly 1 + 3 + 1 = 5 different densities. Since the lin-
ear mapping in (4.6)-(4.8) must be uniquely invertible we
find that the index i = 1, . . . , 5 has exactly five values.
We omit the memory effects if we rewrite the memory
matrix in terms of a delta function in time according to
Mik(r, t; r
′, t′) ≈ 2Mik(r, r
′; t) δ(t− t′) . (4.9)
The factor 2 is needed since in the memory terms of
the time-evolution equations the time integration extends
only over the half interval of the peak of the delta func-
tion. The matrix Mik(r, r
′; t) defined on the right-hand
side of Eq. (4.9) is called Onsager matrix. Eq. (4.5) im-
plies that this matrix is symmetric. On the other hand,
the Poisson matrix Lik(r, r
′; t) which is defined in Eq.
(3.39) is antisymmetric. Hence, there are two symmetry
conditions
Lik(r, r
′; t) = −Lki(r
′, r; t) , (4.10)
Mik(r, r
′; t) = +Mki(r
′, r; t) . (4.11)
We insert the memory matrix (4.9) into the time-
evolution equation of the GENERIC formalism (3.35)
and perform the integration over the time. As a result,
the equation simplifies to
∂txi(r, t) =
∑
k
∫
ddr′ Lik(r, r
′; t)
δE[x(t)]
δxk(r′, t)
+
∑
k
∫
ddr′ Mik(r, r
′; t)
δS[x(t′)]
δxk(r′, t′)
+ fi(r, t) . (4.12)
Similarly the entropy equation (3.77) simplifies so that
we obtain
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d
dt
S[x(t)] =
∑
i
∫
ddr
∑
k
∫
ddr′
δS[x(t)]
δxi(r, t)
Mik(r, r
′, t)
δS[x(t)]
δxk(r′, t)
+
∑
i
∫
ddr
δS[x(t)]
δxi(r, t)
fi(r, t) . (4.13)
The two basic constraints of the GENERIC formalism
simplify to
∑
k
∫
ddr′ Lik(r, r
′; t)
δS[x(t)]
δxk(r′, t)
= 0 , (4.14)
∑
k
∫
ddr′ Mik(r, r
′; t)
δE[x(t)]
δxk(r′, t)
= 0 . (4.15)
The further constraints for the conserved quantities mo-
mentum P[x(t)] and particle number N [x(t)] simplify
likewise. For the momentum we obtain∑
k
∫
ddr′ Lik(r, r
′; t)
δP[x(t)]
δxk(r′, t)
= −∇xi(r, t) , (4.16)
∑
k
∫
ddr′ Mik(r, r
′; t)
δP[x(t)]
δxk(r′, t)
= 0 , (4.17)
and for the particle number
∑
k
∫
ddr′ Lik(r, r
′; t)
δN [x(t)]
δxk(r′, t)
= 0 , (4.18)
∑
k
∫
ddr′ Mik(r, r
′; t)
δN [x(t)]
δxk(r′, t)
= 0 . (4.19)
Related constraints are valid also for the fluctuating
forces fi(r, t).
The equations (4.12)-(4.19) together with the sym-
metry conditions (4.10) and (4.11) were originally ob-
tained by Grmela and O¨ttinger [5–7] and derived from
the microscopic theories of classical liquids and quan-
tum liquids. The whole set of these equations defines the
GENERIC formalism. However, in their original form
these equations do not include memory effects. On the
other hand, our equations in section III were derived
without any approximations and thus contain all mem-
ory effects. Consequently, our time-evolution equations
and constraints in section III represent an extension of
the GENERIC formalism which includes the memory ef-
fects.
The Onsager matrix Mik(r, r
′; t) is usually positive
semi definite. This means that the eigenvalues are either
positive or zero. Thus, in the entropy equation (4.13) the
first quadratic term yields a positive or zero contribution.
If we neglect the fluctuations by the second term, then
the entropy would grow monotonically so that the second
law of thermodynamics is true and time-inversion invari-
ance is broken. However, in section V we shall argue
that the second fluctuating term may yield also negative
contributions so that the time-inversion invariance is re-
stored.
B. Reactive contributions
Originally and generally in the exact theory the mem-
ory matrixMik(r, t; r
′, t′) has two kinds of contributions,
reactive and dissipative. The first type of contributions
is reversible in time. However, when performing the ap-
proximation and neglecting memory effects via the for-
mula (4.9) the reactive term drops out and only the dis-
sipative term is kept. As a result, the second term in the
GENERIC time-evolution equation (4.12) is purely dis-
sipative because the Onsager Matrix Mik(r, r
′; t) is sym-
metric according to (4.11) and positive definite. Never-
theless, in some more complex fluids the reactive term is
present and plays an essential role for the long time and
long wave length dynamics. For the first time reactive
terms have been derived and investigated by Forster in
nematic liquid crystals [14, 33, 34].
We may include reactive terms in our theory if for the
memory matrix we use the approximation formula
Mik(r, t; r
′, t′) ≈ 2Kik(r, r
′; t) ε(t− t′) δ(t− t′)
+ 2Mik(r, r
′; t) δ(t− t′) . (4.20)
Here, the first term is new and describes the reactive
contribution. The sign function ε(t − t′) defined by
ε(t − t′) = ±1 for t − t′ >< 0 causes that the first term
has different signs for t > t′ and t < t′. The strength
of the reactive term is described by the reactive matrix
Kik(r, r
′; t). In order to satisfy the symmetry condition
of the memory matrix (4.5) we require the reactive ma-
trix to be antisymmetric according to
Kik(r, r
′; t) = −Kki(r
′, r; t) . (4.21)
On the other hand, in (4.20) the second term describes
the dissipative contribution and has the same proper-
ties as before. Now, if we insert the memory matrix
(4.20) into the time-evolution equation of the GENERIC
formalism (3.35) and perform the integration over the
time we obtain an equation similar to (4.12) where, how-
ever, in the second term the Onsager Matrix Mik(r, r
′; t)
is replaced by the sum of the matrices Kik(r, r
′; t) +
Mik(r, r
′; t). In this way, the time-evolution equation of
the standard GENERIC formalism [5, 6] is extended by
an additional reactive term.
Later in subsection IVE we show that in the time-
evolution equation (4.12) the fluctuating forces fi(r, t)
are stochastic and Gaussian where their correlation func-
tion is described by the memory matrix Mik(r, t; r
′, t′).
If we use the simple approximation formula (4.9) it turns
out that the GENERIC time-evolution equation (4.12)
can be identified as a Langevin equation of a stochastic
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theory. This will be shown in section VI. However, if
we use the more complex approximation formula (4.20)
it appears that the reactive term with the sign function
ε(t − t′) is not compatible with the standard stochastic
theory. For this reason, in this paper we consider only
normal simple fluids which are described by the approx-
imate memory matrix (4.9) where the reactive term is
zero and the dissipative term is taken into account only.
Nevertheless, in future research it would be interesting
to extend the GENERIC formalism to include nonzero
reactive terms in order to describe also more complex
fluids like the nematic liquid crystals which have been
considered by Forster [14, 33, 34].
C. Hydrodynamic equations for an ideal
normal fluid without dissipation
Once we have derived the hydrodynamic equations in
the general form (4.12), we now want to find their spe-
cial form for a normal fluid. We have already selected
the relevant variables ρ(r), j(r) and ε(r) which are de-
fined in (4.6)-(4.8). In this subsection we temporarily
omit the effects of dissipation and fluctuation. Thus, we
consider only the first term on the right-hand side of Eq.
(4.12). In the following we calculate the fundamental
Poisson brackets and the related Poisson matrix (3.96).
To do this we must first calculate the commutators of the
relevant variables and then take the expectation values.
For a first simple calculation it is useful to consider a
many-particle system with no interactions. Later we add
interactions by a local field like the electromagnetic field
and show that the results do not change. Thus, we de-
scribe the particles by quantum operators for the position
rˆa and momentum pˆa where the index a = 1, . . . , N enu-
merates the particles. The basic quantum commutators
of these operators are given by
[rˆa,i, rˆb,k] = 0 , (4.22)
[rˆa,i, pˆb,k] = i~ δab δik δ(r− r
′) , (4.23)
[pˆa,i, pˆb,k] = 0 (4.24)
where the first indices a and b enumerate the particles
and the second indices i and k specify the space directions
x, y, or z. Now, we write the relevant variables, the mass
density, the momentum density, and the energy density
in the forms
ρˆ(r) =
∑
a
ma δ(r− rˆa) , (4.25)
jˆ(r) =
∑
a
pˆa δ(r− rˆa) , (4.26)
εˆ(r) =
∑
a
(pˆa)
2
2ma
δ(r− rˆa) , (4.27)
respectively. Furthermore, we need the stress tensor
Πik(r) and the energy current density jE(r) which are
defined by
Πˆik(r) =
∑
a
pˆa,i pˆa,k
ma
δ(r− rˆa) , (4.28)
jˆE(r) =
∑
a
(pˆa)
2
2ma
pˆa
ma
δ(r− rˆa) . (4.29)
Now, we calculate the commutators of the relevant vari-
ables (4.25)-(4.27) by using the fundamental commuta-
tors (4.22)-(4.24). Here it does not matter if the masses
of the particles ma are all equal or all different. The
results are always the same. Then, we calculate the ex-
pectation values according to (3.96), multiply by a factor
(i~)−1 and then obtain the fundamental Poisson brackets
{ρ(r, t), ρ(r′, t)} = 0 , (4.30)
{j(r, t), ρ(r′, t)} = − ρ(r, t)∇ δ(r− r′) , (4.31)
{ji(r, t), jk(r
′, t)} = − [jk(r, t) ∂i + ∂k ji(r, t)] δ(r− r
′) , (4.32)
{ρ(r, t), ε(r′, t)} = −∇ · j(r, t) δ(r − r′) , (4.33)
{ji(r, t), ε(r
′, t)} = − [ε(r, t) ∂i + ∂k Πik(r, t)] δ(r− r
′) , (4.34)
{ε(r, t), ε(r′, t)} = − [∇ · jE(r, t) + jE(r, t) · ∇] δ(r− r
′) . (4.35)
The partial derivatives and the nabla operators on the
right-hand sides act on all functions written to the right
of them. These operators derive with respect to the un-
primed space variable r. While in Eqs. (4.22)-(4.29) the
physical variables are quantum operators indicated by
hats on top of them, in the Poisson brackets (4.30)-(4.35)
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all the physical variables are expectation values. Never-
theless, since the right-hand sides of the Poisson brackets
are all linear in the physical variables, they also hold for
the operators (4.25)-(4.29) in quantum theory or for the
related microscopic variables in classical theory without
change.
While we have derived the Poisson brackets (4.30)-
(4.35) for a non-interacting many-particle system, they
are very robust and do not change if we consider more
complex interacting theories. In order to include the
effects of the electromagnetic field, we add the stan-
dard expression of the electromagnetic energy density
to the many-particle energy density (4.27). Similarly,
we add the electromagnetic energy current density, i.e.
the Poynting vector, to the many-particle energy current
density (4.29). Furthermore, the Poynting vector divided
by c2 is added to the momentum density (4.26), and the
Maxwell stress tensor is added to the momentum current
density (4.28). Then, the Poisson brackets are evalu-
ated using additional commutators for the electric and
the magnetic fields which are well known from quantum
electrodynamics. As a result we obtain the same Poisson
brackets (4.30)-(4.35) without any change.
In a further step we can assign charges ea and mag-
netic moments µa to the particles in order to add in-
teractions between the particles and the electromagnetic
field. Accordingly we add related interaction terms to
the densities and current densities (4.25)-(4.29). These
further contributions do not change the Poisson brack-
ets either. In this way we can describe the matter by a
quite fundamental microscopic model where the particles
are identified by the atomic nuclei and by the surround-
ing electrons which all interact with the electromagnetic
field.
The microscopic model for the particles and their in-
teractions can be extended to a relativistic quantum-field
theory based on Klein-Gordon and Dirac fields. The in-
teractions can be generalized from the electromagnetic
field to non-abelian gauge fields for the electroweak and
the strong interaction. In this way it is possible to prove
the Poisson brackets (4.30)-(4.35) even for the most fun-
damental theory of matter which is the standard model
of elementary particle physics [35].
We conclude that the Poisson brackets (4.30)-(4.35)
are very general and should be valid for all microscopic
models of the matter which form our normal fluid. They
are valid for relativistic and non-relativistic models, for
classical theories and quantum theories. However, we
note that the calculations to prove the Poisson brack-
ets for any specific microscopic model are usually quite
complicated and need a lot of work.
The Poisson brackets have been used originally by
Dzyaloshinskii and Volovik [18] in order to derive the
reversible terms of the hydrodynamic equations. These
authors use symmetry arguments in order to obtain the
Poisson brackets. However, instead of the energy density
ε(r, t) they rather use the entropy density σ(r, t). Nev-
ertheless their Poisson brackets agree with our results
which we show below.
Alternatively, the hydrodynamic equations can be for-
mulated in terms of a variational principle with a La-
grange function and phenomenological variables. A re-
lated Hamilton formalism can be derived which provides
the Poisson brackets of the hydrodynamic variables. In
this way, Enz and Turski [36] obtained the first three
Poisson brackets (4.30)-(4.32) for the mass density ρ(r, t)
and the momentum density j(r, t). Van Saarloos et al.
[37] additionally found the latter three Poisson brackets
(4.33)-(4.35) involving the energy density ε(r, t). Hence,
the Poisson brackets for the hydrodynamic variables are
well known since a long time. There is a general agree-
ment about how they should look like.
Now we proceed with our calculations. The expecta-
tion values of the operators (4.26)-(4.29) can be evaluated
explicitly for a normal liquid in the classical limit. We
obtain
j(r, t) = ρ(r, t)v(r, t) , (4.36)
ε(r, t) = u(r, t) +
j(r, t)2
2 ρ(r, t)
, (4.37)
Πik(r, t) = p(r, t) δik + ρ(r, t) vi(r, t) vk(r, t) , (4.38)
jE(r, t) = [ε(r, t) + p(r, t)]v(r, t) . (4.39)
Here u(r, t) is the internal energy density which is well
known from thermodynamics. Furthermore, p(r, t) is the
pressure, and v(r, t) is the velocity field. The specific
form of these physical quantities in terms of the velocity
field represents the Galilean invariance of a normal fluid.
According to the formula (4.37) the energy density
ε(r, t) splits into two contributions, the internal energy
density u(r, t) and the kinetic part j(r, t)2/2ρ(r, t). In-
serting this formula into Eqs. (4.33)-(4.35) the related
Poisson brackets can be derived for the internal energy
density u(r, t). Thus, we obtain
{ρ(r, t), u(r′, t)} = 0 , (4.40)
{j(r, t), u(r′, t)} = − [u(r, t)∇+∇ p(r, t)]
× δ(r− r′) , (4.41)
{u(r, t), u(r′, t)} = 0 . (4.42)
Clearly, the new Poisson brackets for the internal energy
density u(r, t) have a much simpler structure than those
for the total energy density ε(r, t) since they may not
depend on the velocity field v(r, t).
Following the definition (2.18) or (2.21) the entropy
S(t) is a global quantity. However, in hydrodynamics
there is assumed a thermal equilibrium on the local level.
Hence, the entropy should appear also locally in terms of
an entropy density σ(r, t) so that the global entropy is
the integral S(t) =
∫
ddr σ(r, t). There will exist a lo-
cal differential equation for the entropy density which is
similar to a continuity equation, however, with some ex-
tension. On the right-hand side there will be a source
term which includes the contributions from dissipation
and fluctuations similar like the terms on the right-hand
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side of the global entropy equation (4.13). Thus, in or-
der to obtain the reversible contributions of the entropy
equation we need the Poisson brackets for the entropy
density σ(r, t) which we will derive now.
From thermodynamics it is known that the internal en-
ergy density u(r, t) depends on the entropy density σ(r, t)
and on the mass density ρ(r, t). There are the local func-
tional relation
u(r, t) = u(σ(r, t), ρ(r, t)) (4.43)
and the local thermodynamic relation
du(r, t) = T (r, t) dσ(r, t) +m−1µ(r, t) dρ(r, t) (4.44)
where T (r, t) is the temperature and µ(r, t) is the chem-
ical potential. From the latter equation we derive a rela-
tion for the Poisson brackets which reads
{xi(r, t), u(r
′, t)} = T (r′, t) {xi(r, t), σ(r
′, t)}
+m−1µ(r′, t) {xi(r, t), ρ(r
′, t)} .
(4.45)
For the variable xi(r, t) we can insert any of our relevant
variables. Consequently, we find that the elementary
Poisson-brackets involving the entropy density σ(r, t) are
defined by
{ρ(r, t), σ(r′, t)} = 0 , (4.46)
{j(r, t), σ(r′, t)} = − σ(r, t)∇ δ(r− r′) , (4.47)
{σ(r, t), σ(r′, t)} = 0 . (4.48)
By using Eq. (4.45) we show that these Poisson brack-
ets for the entropy density σ(r, t) are compatible with
those for the internal energy density u(r, t) and the mass
density ρ(r, t).
Now, the Poisson brackets for all the different vari-
ables are complete. We note that they agree with those
of Dzyaloshinskii and Volovik [18], especially those with
the entropy density σ(r, t). Therefore, the reversible con-
tributions of the hydrodynamic equations (3.88) can be
written in the form
∂txi(r, t) = {xi(r, t), E[σ(t), j(t), ρ(t)]} . (4.49)
Since we have found all the needed elementary Poisson
brackets, we can use the total energy E[σ(t), j(t), ρ(t)]
as a functional of the natural variables entropy den-
sity σ(r, t), momentum density j(r, t), and mass density
ρ(r, t). The related functional derivatives are given by
δE[σ(t), j(t), ρ(t)]
δσ(r, t)
= T (r, t) , (4.50)
δE[σ(t), j(t), ρ(t)]
δj(r, t)
= v(r, t) , (4.51)
δE[σ(t), j(t), ρ(t)]
δρ(r, t)
= m−1 µ(r, t) . (4.52)
Now, if in Eq. (4.49) for xi(r, t) we insert all our relevant
variables, then we obtain the hydrodynamic equations
∂t ρ(r, t) = −∇ · j(r, t) , (4.53)
∂t ji(r, t) = − ∂k Πik(r, t) , (4.54)
∂t σ(r, t) = −∇ · q(r, t) +
R(r, t)
T (r, t)
, (4.55)
∂t ε(r, t) = −∇ · jE(r, t) . (4.56)
The first three equations are obtained by using the Pois-
son brackets (4.30)-(4.32) and (4.46)-(4.48) together with
the functional derivatives (4.50)-(4.52). The fourth equa-
tion for the energy density follows directly from the Pois-
son bracket (4.35). The current densities on the right-
hand sides are defined by the formulas (4.36), (4.38) and
(4.39). Additionally, we find the entropy current density
q(r, t) = σ(r, t)v(r, t) . (4.57)
The hydrodynamic equations (4.53)-(4.56) were derived
here for an ideal fluid. However, in this form they are
valid also if the effects of dissipation and fluctuations are
added. The required changes occur in terms of additional
contributions in the current densities, as we shall see in
the following subsections.
For later considerations we have added a source term
on the right-hand side of the entropy equation (4.55).
However, in the present case for an ideal fluid with no
dissipation it is zero so that
R(r, t) = 0 . (4.58)
For our normal fluid the hydrodynamic equations (4.53)-
(4.56) have the form which is well known from elementary
text books [4]. However, until now they include only the
reversible terms. The effects of dissipation and fluctua-
tions are not taken into account until now.
D. Hydrodynamic equations for a
normal fluid with dissipation
Now, we add the terms of dissipation but still omit
the fluctuations. The effects of dissipation are contained
in the second term of the hydrodynamic equations in
GENERIC form (4.12). Their strength is parametrized
by the Onsager matrix Mik(r, r
′; t). In hydrodynam-
ics there are considered phenomena only on large length
scales. Therefore, we approximate the spatial structure
by a delta function. The relevant variables which we
consider are all densities of conserved quantities. Conse-
quently, we add two spatial differential operators. Thus,
for the Onsager matrix we make the ansatz
Mik(r, r
′; t) = −∂mNim,kn(x(r, t)) ∂n δ(r − r
′) . (4.59)
We motivate the two spatial differential operators by the
memory matrix in the form (3.72) together with (3.73)
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which we have derived above generally without any ap-
proximations. The ansatz is local. Consequently, the
matrix Nim,kn = Nim,kn(x(r, t)) depends locally on the
relevant variables xi(r, t). Now, inserting this ansatz into
Eq. (4.12) we obtain the hydrodynamic equations in the
form
∂t xi(r, t) = {xi(r, t), E[x(t)]}
−
∑
kn
∂mNim,kn ∂n
δS[x(t)]
δxk(r, t)
+ fi(r, t) . (4.60)
Next, we need the functional derivatives of the entropy
S[x(t)]. As known from thermodynamics the natural
variables of the entropy are the energy density ε(r, t), the
momentum density j(r, t), and the mass density ρ(r, t).
Thus, we identify
S[x(t)] = S[ε(t), j(t), ρ(t)] (4.61)
and obtain the functional derivatives
δS[ε(t), j(t), ρ(t)]
δε(r, t)
=
1
T (r, t)
, (4.62)
δS[ε(t), j(t), ρ(t)]
δj(r, t)
= −
v(r, t)
T (r, t)
, (4.63)
δS[ε(t), j(t), ρ(t)]
δρ(r, t)
= −
1
m
µ(r, t)
T (r, t)
. (4.64)
In Eq. (4.60) the functional derivatives of the entropy
occur only in terms of gradients. For this reason, we
can rewrite them in terms of functional derivatives of the
energy according to
∂n
δS
δε
= ∂n
1
T
= −
1
T 2
∂nT = −
1
T 2
∂n
δE
δσ
, (4.65)
∂n
δS
δji
= −∂n
vi
T
= −
1
T
∂nvi +
vi
T 2
∂nT
= −
1
T
∂n
δE
δji
+
vi
T 2
∂n
δE
δσ
, (4.66)
∂n
δS
δρ
= −∂n
µ
mT
= −
1
mT
∂nµ+
µ
mT 2
∂nT
= −
1
T
∂n
δE
δρ
+
µ
mT 2
∂n
δE
δσ
. (4.67)
As a consequence, the hydrodynamic equations (4.60)
can be rewritten, too. Thus, with a new Matrix Λim,kn
we obtain
∂t xi(r, t) = {xi(r, t), E[x(t)]}
+
∑
kn
∂m Λim,kn ∂n
δE[x(t)]
δxk(r, t)
+ δiσ
R(r, t)
T (r, t)
+ fi(r, t) . (4.68)
Here the relevant variables xi(r, t) are identified by the
natural variables of the energy E[x(t)]. These are the en-
tropy density σ(r, t), the momentum density j(r, t), and
the mass density ρ(r, t). Since the entropy equation is
included we have added a term for the entropy produc-
tion rate in the third line. This term is obtained from
the quadratic term of the entropy equation (4.13). We
find
R(r, t) =
∑
im,kn
(
∂m
δE[x(t)]
δxi(r, t)
)
Λim,kn
(
∂n
δE[x(t)]
δxk(r, t)
)
.
(4.69)
Since R(r, t) is an energy density per time unit, it can be
identified by the heat which is produced by friction in-
side the fluid. We note that the hydrodynamic equations
(4.68) together with the formula for the produced heat
(4.69) agree with the general hydrodynamic equations of
Dzyaloshinskii and Volovik [18].
In the above equations (4.68) and (4.69) the specific
properties of the fluid related to effects of dissipation
and attenuation are represented by the matrix elements
Λim,kn. In principle this matrix can be calculated from
the microscopic theory of the fluid. To do this we start
with the memory matrix Mik(r, t; r
′, t′) defined by the
formula (4.3). In a first step we determine the Onsager
matrix Mik(r, r
′; t) by neglecting memory effects via the
ansatz (4.9) or via the inverse formula
Mik(r, r
′; t) =
∫ t
t0
dt′ Mik(r, t; r
′, t′) . (4.70)
In a second step we calculate the matrix Nim,kn by ne-
glecting the nonlocal effects via the formula (4.59) or via
the related inverse formula. Finally, in the relevant vari-
ables we replace the energy density ε(r, t) by the entropy
density σ(r, t) so that eventually we obtain the matrix
Λim,kn.
While in theory this calculation is possible, in practice
it is much too complicated and for this reason not fea-
sible. Hence, in practice another way is followed. The
symmetry of the physical system is considered in order
to find arguments which strongly reduce the number of
independent matrix elements Λim,kn so that only very
few parameters remain. Eventually, these parameters are
determined by comparing the theoretical results with ex-
periments. In this way, hydrodynamics becomes a phe-
nomenological theory.
For the mass density ρ(r, t) the continuity equation
(4.53) is an exact equation already on the microscopic
level since it can be proven easily for the quantum oper-
ator expressions (4.25) and (4.26). Hence, the mass den-
sity ρ(r, t) is not affected by dissipative effects. There
remain the momentum density j(r, t) and the entropy
density σ(r, t). We assume that the microscopic the-
ory of the fluid is symmetric with respect to space in-
versions. Applying this transformation the momentum
density changes its sign where the entropy density does
not. Consequently, in the Onsager matrix there is no cou-
pling between the momentum density j(r, t) and the en-
tropy density σ(r, t). Thus, the matrix Λim,kn is mainly
diagonal with respect to the particular relevant variables.
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In the general hydrodynamic equations (4.68) the sec-
ond term obviously is a divergence of current densities.
Thus, we obtain the dissipative contributions of the gen-
eral current densities
∆jim(r, t) = −
∑
kn
Λim,kn ∂n
δE[x(t)]
δxk(r, t)
. (4.71)
As a consequence, the effects of dissipation do not change
the general structure of the hydrodynamic equations
(4.53)-(4.56). An exception is the entropy equation.
Here an extra term occurs due to the production of heat
and entropy which is represented by a nonzero function
R(r, t). Since the matrix Λim,kn has a particular block
diagonal structure we find the current densities
∆jk = 0 , (4.72)
∆Πik = −Λ
jj
ik,mn ∂nvm , (4.73)
∆qk = −Λ
σσ
kn ∂nT , (4.74)
∆jE,k = T∆qk + vi∆Πik +m
−1µ∆jk (4.75)
and the produced heat
R = (∂kvi) Λ
jj
ik,mn (∂nvm) + (∂kT ) Λ
σσ
kn (∂nT ) . (4.76)
For a simpler notation, from now on we omit the argu-
ments r and t. Furthermore, we apply the sum conven-
tion which means that in each contribution we sum over
any two equal indices automatically.
A normal fluid is isotropic. This means that it is invari-
ant under rotations and space inversions. Consequently,
the matrices for the dissipation effects are reduced fur-
ther. We obtain
Λjjik,mn = η
(
δimδkn + δinδkm −
2
d
δikδmn
)
+ ζ δikδmn , (4.77)
Λσσkn =
κ
T
δkn . (4.78)
As a result, the complete matrix Λim,kn can be expressed
in terms of only three independent parameters, the shear
viscosity η, the volume viscosity, ζ, and the heat con-
ductivity κ. These three parameters completely describe
the dissipative effects in a normal fluid. Usually, they
are determined phenomenologically by comparisons with
experiments.
Now, we insert the matrices (4.77) and (4.78). Then,
we find the extra contribution for the stress tensor
∆Πik = −η
(
∂ivk + ∂kvi −
2
d
δik ∂nvn
)
− ζ δik ∂nvn
(4.79)
and for the entropy current density
∆qk = −
κ
T
∂kT . (4.80)
We add the extra contributions (4.72)-(4.75) to the re-
versible contributions (4.36), (4.38), (4.57), and (4.39).
Then we obtain the total current densities
jk = ρ vk , (4.81)
Πik = p δik + ρ vi vk +∆Πik , (4.82)
qk = σ vk −
κ
T
∂kT , (4.83)
jE,k = (ε+ p)vk − κ ∂kT + vi∆Πik . (4.84)
In the energy current density (4.84) the second term rep-
resents the heat current. This fact explains the name
thermal conductivity for the parameter κ. Finally, from
Eq. (4.76) we obtain the produced heat density per time
R = η
[
(∂ivk)(∂ivk) + (∂ivk)(∂kvi)−
2
d
(∂ivi)(∂kvk)
]
+ ζ (∇ · v)2 +
κ
T
(∇T )2 . (4.85)
Now, we summarize. The hydrodynamic equations for
a normal fluid with dissipation are given by Eqs. (4.53)-
(4.56) together with the current densities (4.81)-(4.84)
and the produced heat density per time (4.85). They
agree with the hydrodynamic equations which can be
found in standard text books [4]. Three of them are
pure continuity equations. This means that the related
physical quantities energy, momentum, and mass density
are conserved quantities. An exception is the equation
for the entropy density (4.55). In this case an additional
source term is found on the right-hand side which is rep-
resented by the produced heat density per time R. Since
Eq. (4.85) is a quadratic form and since the parameters
η, ζ, and κ are positive the produced heat density per
time R is always greater than or equal to zero. Hence
the source term in the entropy equation is always greater
than or equal to zero. This fact eventually yields the sec-
ond law of thermodynamics which means that the total
entropy of the physical system always grows or at least
stays constant.
E. Hydrodynamic fluctuations
The fluctuating forces are represented by the third
term in the general hydrodynamic equations (4.12). They
are defined by the formula (3.61). Defining the related
quantum mechanical operators in the Heisenberg picture
fˆi(r, t) = iQ(t0)U(t0, t)Q(t) L aˆi(r) , (4.86)
we calculate the expectations values
fi(r, t) = Tr{ ˆ̺(t0) fˆi(r, t)} . (4.87)
In order to distinguish between operators and expecta-
tion values, in this subsection we write the quantum me-
chanical operators with a hat.
We assume that the orthogonal projection operators
Q(t) remove all physical degrees of freedom which vary on
large length scales and large time scales. Consequently,
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the fluctuating forces fi(r, t) will behave nearly stochas-
tically and are restricted to short length scales and short
time scales. Furthermore, we assume that the physical
states are described always by pure quantum mechanical
states so that at the initial time t0 the density matrix is
given by ˆ̺(t0) = |Ψ0〉〈Ψ0|. Since a normal fluid is a clas-
sical system we expect that the fluctuating forces fˆi(r, t)
are identified approximately as sharply defined classical
variables. This fact implies that the expectation value of
two fluctuating forces factorizes approximately into two
expectation values of single fluctuating forces according
to
Tr{ ˆ̺(t0) fˆi(r, t) fˆk(r
′, t′)} ≈
≈ Tr{ ˆ̺(t0) fˆi(r, t)}Tr{ ˆ̺(t0) fˆk(r
′, t′)}
= fi(r, t) fk(r
′, t′) . (4.88)
Now, we assume that the experiment with the normal
fluid is performed many times. Then, for each exper-
iment with number n = 1, . . . , N the density matrix
ˆ̺(n)(t0) = |Ψ
(n)
0 〉〈Ψ
(n)
0 | is different. Nevertheless, we as-
sume that the statistical average of these density matri-
ces approximately agrees with a relevant density matrix
(2.26) so that
〈 ˆ̺(t0)〉 =
1
N
N∑
n=1
ˆ̺(n)(t0) ≈ ˆ̺˜(t0) . (4.89)
Consequently, we find the statistical average of the fluc-
tuating forces
〈fi(r, t)〉 ≈ Tr{ ˆ̺˜(t0) fˆi(r, t)} = 0 (4.90)
and the correlation function
〈fi(r, t) fk(r
′, t′)〉 ≈
≈ Tr{ ˆ̺˜(t0) fˆi(r, t) fˆk(r
′, t′)}
≈
∫ 1
0
dα Tr{ ˆ̺˜(t0)
α fˆi(r, t) ˆ̺˜(t0)
1−α fˆk(r
′, t′)}
= (fi(r, t)|fk(r
′, t′))t0 . (4.91)
Thus, after some manipulations the correlation function
of the fluctuating forces can be written in terms of a Mori
scalar product. If we insert the operators of the fluctuat-
ing forces (4.86) and notice that in the Mori scalar prod-
uct the time evolution operator U(t0, t) can be moved
approximately into the adjoint position, we find
〈fi(r, t) fk(r
′, t′)〉 ≈ (fi(r, t)|fk(r
′, t′))t0
= (Q(t0)U(t0, t)Q(t) L aˆi(r)|Q(t0)U(t0, t
′)Q(t′) L aˆi(r
′))t0
≈ (Q(t) L aˆi(r)|[U(t0, t)]
+Q(t0)Q(t0)U(t0, t
′)Q(t′) L aˆi(r
′))t
= (Q(t) L aˆi(r)|[U(t0, t)]
+ U(t0, t
′)Q(t′) L aˆi(r
′))t
= (Q(t) L aˆi(r)|U(t, t
′)Q(t′) L aˆi(r
′))t = kBMik(r, t; r
′, t′) . (4.92)
The last equality sign follows from the definition of the
memory matrix (3.32). We conclude that the correlation
function of the fluctuating forces can be related to the
memory matrix Mik(r, t; r
′, t′).
The notion approximate is always related to the hydro-
dynamic approximation which we use here. In this sense
in order to simplify the equations from now on we re-
place the approximation sign by the equality sign. Since
we neglect the memory effects we rewrite the memory
matrix in terms of the Onsager matrix according to Eq.
(4.9). In this way we obtain the correlation function for
the fluctuating forces
〈fi(r, t) fk(r
′, t′)〉 = 2 kBMik(r, r
′; t) δ(t− t′) . (4.93)
The main properties of the fluctuating forces fi(r, t)
are described by the expectation value (4.90) and the
correlation function (4.93). By closer inspection we note
that these equations correspond to the defining equa-
tions of Gaussian stochastic forces. Thus, we conclude
that the fluctuating forces fi(r, t) can be interpreted as
Gaussian stochastic forces. Consequently, the general hy-
drodynamic equations (4.12) are stochastic differential
equations. Since these equations have been derived from
the microscopic theory assuming time-inversion invari-
ance the operator for the time derivative ∂t is defined
symmetrically. In this sense Eq. (4.12) is a stochastic
differential equation in the Stratonovich formalism.
The Onsager matrix Mik(r, r
′; t) appears in two ways.
First, in the second term of the general hydrodynamic
equations (4.12) it defines the strength of the dissipation
effects. Second, in Eq. (4.93) it defines the strength of
the fluctuations of the stochastic forces. This relation be-
tween the fluctuations and the dissipations is well known
under the name second fluctuation-dissipation theorem.
In the following we investigate the stochastic forces of
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the normal fluid. For the relevant variables given by the
energy density ε(r, t), the momentum density j(r, t), and
the mass density ρ(r, t) we may use the Onsager matrix
defined in Eq. (4.59). Then, we obtain the correlation
function
〈fi(r, t) fk(r
′, t′)〉 = − ∂m 2 kB Nim,kn ∂n δ(r−r
′) δ(t−t′) .
(4.94)
By closer inspection of this equation we see that the
stochastic forces are extremely short ranged both on the
spatial length scale and on the time scale.
Since in the correlation function (4.94) there are two
spatial differential operators we may write the stochastic
forces fi(r, t) as spatial derivatives of some new stochastic
forces gik(r, t) according to
fi(r, t) = − ∂k gik(r, t) . (4.95)
We have derived this representation of the fluctuating
forces earlier and generally by (3.74) together with (3.75).
It is valid whenever the hydrodynamic variables are den-
sities of conserved quantities. The new stochastic forces
can interpreted as additional contributions to the cur-
rent densities as we shall see later below. While the ex-
pectation values of the new stochastic forces are zero as
expected the related correlation functions are given by
〈gik(r, t) gmn(r
′, t′)〉 = 2 kBNik,mn δ(r− r
′) δ(t− t′) .
(4.96)
The change to the alternative relevant variables given
by the entropy density σ(r, t), the momentum density
j(r, t), and the mass density ρ(r, t) is done by replacing
the matrix Nik,mn by the alternative matrix Λik,mn. The
functional derivatives of the entropy (4.62)-(4.64) have
an additional factor 1/T while the functional derivatives
of the energy density (4.50)-(4.52) do not have. For this
reason we must multiply an extra factor T to the correla-
tion function. Thus, for the alternative relevant variables
we obtain
〈gik(r, t) gmn(r
′, t′)〉 = 2 kBT Λik,mn δ(r− r
′) δ(t− t′) .
(4.97)
We note that the temperature Temperatur T = T (r, t) is
not constant but fluctuates. In Eq. (4.50) it is defined as a
functional derivative of the energy E[x] so that generally
it depends on the hydrodynamic variables xi(r, t).
In the previous subsection we found that because of
symmetry most of the elements of the matrix Λik,mn
are zero. Furthermore, since there is no dissipation for
the mass density, the related matrix elements involving
the mass density are zero. Consequently, there are no
stochastic forces for the mass current density, too. Thus,
we obtain
gjk(r, t) = 0 . (4.98)
There remain the stochastic forces for the stress tensor
gΠik(r, t) and for the entropy current density g
q
k(r, t). Ac-
cording to Eq. (4.90) the expectation values are zero so
that
〈gΠik(r, t)〉 = 0 , (4.99)
〈gqk(r, t)〉 = 0 . (4.100)
We comment on the notation: In (4.98)-(4.100) and in
the following formulas the upper index denotes the re-
spective current density to which the respective stochas-
tic force is related. The invariance under time inversions
implies that there are no correlations between the two
stochastic forces gΠik(r, t) and g
q
k(r, t). Hence it is
〈gΠik(r, t) g
q
n(r
′, t′)〉 = 0 . (4.101)
The remaining correlations are described by the matrices
(4.77) and (4.78). Thus, we obtain
〈gΠik(r, t) g
Π
mn(r
′, t′)〉 = 2 kBT Λ
jj
ik,mn δ(r− r
′) δ(t− t′)
= 2 kBT
[
η
(
δimδkn + δinδkm −
2
d
δikδmn
)
+ ζ δikδmn
]
δ(r− r′) δ(t− t′) (4.102)
and
〈gqk(r, t) g
q
n(r
′, t′)〉 = 2 kBT Λ
σσ
kn δ(r− r
′) δ(t− t′)
= 2 kB κ δkn δ(r − r
′) δ(t− t′) . (4.103)
We note that Eqs. (4.98)-(4.103) uniquely define the
Gaussian stochastic forces for the mass current density
gjk(r, t), the stress tensor g
Π
ik(r, t), and the entropy cur-
rent density gqk(r, t). There remains the stochastic force
for the energy density. This one is obtained from the
thermodynamic relation
gjEk (r, t) = T (r, t) g
q
k(r, t) + vi(r, t) g
Π
ik(r, t) . (4.104)
Eventually, the stochastic forces must be added to the
hydrodynamic equations. The definition (4.95) implies
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that this can be done easily by adding the stochastic
forces gik(r, t) to the current densities (4.81)-(4.84). In
this way we obtain
jk = ρ vk , (4.105)
Πik = p δik + ρ vi vk +∆Πik + g
Π
ik(r, t) , (4.106)
qk = σ vk −
κ
T
∂kT + g
q
k(r, t) , (4.107)
jE,k = (ε+ p)vk − κ ∂kT + vi∆Πik + g
jE
k (r, t) . (4.108)
Until now for the entropy density σ(r, t) the stochastic
forces are not completely taken into account. The repre-
sentation in terms of the divergence of the entropy cur-
rent density (4.95) is not sufficient here. There will be
an additional stochastic source term. This latter term is
taken into account, if we add some stochastic forces to
the produced heat density per time (4.76) so that
R = (∂kvi) Λ
jj
ik,mn (∂nvm) + (∂kT ) Λ
σσ
kn (∂nT )
− (∂kvi) g
Π
ik(r, t)− (∂kT ) g
q
k(r, t) . (4.109)
The two negative signs are related to the minus sign in
Eq. (4.95).
As a result we conclude: The hydrodynamic equations
(4.53)-(4.56) remain unchanged. The fluctuations are
taken into account correctly by some modifications of
the current densities (4.105)-(4.108) and the produced
heat density per time (4.109) only where some contribu-
tions are added which represent the Gaussian stochastic
forces. We note that the hydrodynamic fluctuations are
investigated and described also in elementary text books
[3]. We find that our results agree with those of the text
books, especially the correlation functions (4.102) and
(4.103).
V. TIME-INVERSION INVARIANCE AND THE
SECOND LAW OF THERMODYNAMICS
While the underlying microscopic theory satisfies the
invariance under time inversions, it is well known that the
statistical mechanics of non-equilibrium systems and the
related hydrodynamic equations break this invariance.
The reason is that because of the second law of thermo-
dynamics the entropy should always increase with time
or at least remain constant according to dS/dt ≥ 0. The
above described statements represents the scientific con-
sensus and the majority opinion in non-equilibrium sta-
tistical physics. We now discuss up to what extent these
statements are compatible with our theory and whether
they must be modified or newly interpreted.
In section III we have derived the generalized hydrody-
namic equations (3.35) together with the entropy equa-
tion (3.77) from the microscopic theory. Since no ap-
proximations have been made and since these equations
are exact they must be invariant under time inversion.
Hence, for the entropy S(t) in (3.77) the second law of
thermodynamics can not be true.
However, the invariance under time inversion is broken
if one considers the terms on the right-hand sides of the
equations for there own. The first term on the right-hand
side of the entropy equation (3.77) is a dissipative term
and has a quadratic form. Hence, it is clear that this
term is positive definite which implies the growth of the
entropy according to the second law of thermodynamics.
Nevertheless, there is an uncertainty. In nonequilibrium
the Onsager matrix (3.29) is not symmetric. Therefore,
it can not be guaranteed in all cases that it is positive
definite. However, if we consider the fluid within the
frame of hydrodynamics we can assume that there is a
thermal equilibrium at least locally. Thus, on a local
level the Onsager matrix (3.29) should be symmetric and
positive definite.
Now, we conclude: Since the time-inversion invariance
requires the existence of a possibility that the entropy
S(t) can also decrease with time this can be achieved
only by the second term of the entropy equation (3.77),
the fluctuating term.
Furthermore, if we consider the three terms on the
right-hand side of the generalized hydrodynamic equa-
tions (3.35) we come to the following three conclusions:
(a) The reversible terms satisfy the time-inversion in-
variance.
(b) Taken individually the dissipative terms and the
fluctuating terms break time-inversion invariance.
(c) The sum of the dissipative terms and the fluctuat-
ing terms satisfies the invariance under time inver-
sions.
We may ask the question which influence do the ap-
proximations leading to the hydrodynamic equations of
a normal fluid in the well known form have on the struc-
ture of the three terms and on the validity of the three
conclusions. First we notice that the structure of the
terms remains unchanged. On all levels of the approxi-
mations there are reversible, dissipative, and fluctuating
terms. Even the produced heat per volume and time
R(r, t) which appears at the end of our considerations
and which is defined in Eq. (4.109) has the same struc-
ture as the right-hand side of the exact entropy equation
(3.77) without approximations: It has a dissipative and a
fluctuating term. The dissipative term causes the growth
of the entropy. A decrease of the entropy is possible only
by the fluctuating term.
The reversible terms are not affected by the approxi-
mations. Hence the conclusion (a) remains unchanged.
Furthermore, the fact that the dissipative terms and the
fluctuating terms individually break the time-inversion
invariance will not be changed qualitatively by the ap-
proximations. Hence, the conclusion (b) remains un-
changed either. However, the sum of the dissipative
terms and the fluctuating terms may be influenced by
the approximation because the invariance under time in-
versions is valid no more exactly but only approximately.
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For this reason, the conclusion (c) will be valid only ap-
proximately. This fact must be clear especially if in the
hydrodynamic equations the fluctuating terms are mod-
eled by Gaussian stochastic forces. However, qualita-
tively this does not change anything.
We summarize once again. In order to understand the
relation between the time-inversion invariance in the hy-
drodynamic equations and the second law of thermody-
namics, it is important to take the fluctuating terms into
account. Only the fluctuating terms may imply a de-
crease of the entropy S(t). In this sense the scientific
consensus about the second law of thermodynamics must
be extended and newly interpreted. We may say that the
fluctuating terms restore the time-inversion invariance in
the hydrodynamic equations.
VI. LANGEVIN- AND FOKKER-PLANCK
EQUATIONS
Once in section IV the memory effects were neglected
we have obtained the hydrodynamic equations which
have the form of stochastic equations. The fluctuating
terms were modeled by Gaussian stochastic forces. These
properties were found both for the general hydrodynamic
equations in the GENERIC form and for the special hy-
drodynamic equations of a normal fluid. In this section
we investigate to which extent these equations are com-
patible with the general theory of stochastic processes.
A. Stochastic processes
In order to describe a stochastic process we consider
the variables xi(t). For a simpler notation of the formulas
we omit the spatial variable r and consider only the in-
dex i. The spatial variable can be added whenever more
general formulas are needed. We follow the presenta-
tion of the stochastic theory for non-equilibrium systems
by Graham and Haken [38–40]. Whenever there are no
memory effects present we have a pure Markov process.
The time evolution of the probability distribution func-
tion P (x, t) of the stochastic variables is described by a
master equation. If we perform a Kramers-Moyal expan-
sion up to the second order we obtain the Fokker-Planck
equation
∂
∂t
P (x, t) =
[
−
∂
∂xi
K
(1)
i (x) +
∂2
∂xi∂xj
K
(2)
ij (x)
]
P (x, t) .
(6.1)
For a simplification of the notation we use the sum con-
vention. This means whenever an index appears twice
it is summed over this index automatically. The differ-
ential operators on the right-hand side act to the right
beyond the square brackets also onto the probability dis-
tribution function P (x, t). The first two Kramers-Moyal
coefficients are K
(1)
i (x) and K
(2)
ij (x). In general they de-
pend also on the stochastic variables xi. The second
coefficient is a symmetric matrix K
(2)
ij (x) = +K
(2)
ji (x).
Now, we define the fluctuating forces
fi(t) = Bim(x(t)) εm(t) (6.2)
where Bim(x(t)) is a matrix and εm(t) are elementary
Gaussian stochastic forces which have the properties
〈εm(t)〉 = 0 , 〈εm(t)εn(t
′)〉 = δmn δ(t− t
′) . (6.3)
The number of elementary stochastic forces εm(t) is
larger than or equal to the number of fluctuating forces
fi(t). Consequently, the matrix Bim(x) is not necessarily
square. Nevertheless, we require the condition
Bim(x)Bjm(x) = 2K
(2)
ij (x) . (6.4)
Following Graham and Haken [39, 40] for the stochastic
variables xi(t) we obtain the Langevin equation
∂txi(t) = K
(1)
i (x(t)) −
1
2
∂Bim(x(t))
∂xj(t)
Bjm(x(t)) + fi(t)
(6.5)
which is equivalent to the Fokker-Planck equation (6.1).
On the left-hand side of the Langevin equation the
time derivative is defined symmetrical. Consequently,
Eq. (6.5) is a stochastic differential equation in the
Stratonovich formalism [41, 42] where the second term
with the matrix Bim(x(t)) and its derivative is a well
known term.
We arrive at the following conclusion: If the sec-
ond Kramers-Moyal coefficientK
(2)
ij (x(t)) and the matrix
Bim(x(t)) themselves depend on the stochastic variables
xi(t), then the definition of the fluctuating forces (6.2)
and the Langevin equation (6.5) have additional terms
with partial derivatives of these matrices with respect to
the stochastic variables. This fact causes the theory to
be involved and complicated. However, it must be taken
into account carefully.
Now, we investigate, in which cases and under which
conditions the Boltzmann distribution function
Peq(x) = Z
−1 e−F (x) (6.6)
written in terms of a given free Energy F (x) is a station-
ary solution of the Fokker-Planck equation (6.1). This
Boltzmann distribution function shall describe the ther-
mal equilibrium. We insert this function into the Fokker-
Planck equation and manipulate the resulting formula
according to
0 =
∂
∂t
Peq(x) =
∂
∂xi
[
−K
(1)
i +
∂
∂xj
K
(2)
ij
]
Peq(x)
=
∂
∂xi
[
−K
(1)
i +
∂K
(2)
ij
∂xj
+K
(2)
ij
∂
∂xj
]
Peq(x)
=
∂
∂xi
[
−K
(1)
i +
∂K
(2)
ij
∂xj
−K
(2)
ij
∂F
∂xj
]
Peq(x) . (6.7)
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Now, we write the first Kramers-Moyal coefficient in the
form
K
(1)
i (x) = Vi(x)−K
(2)
ij (x)
∂F (x)
∂xj
+
∂K
(2)
ij (x)
∂xj
(6.8)
with a reversible term Vi(x) and two dissipative terms
which are parameterized by the second Kramers-Moyal
coefficient. Then, from Eq. (6.7) we obtain a condition
for the reversible term which reads
∂
∂t
Peq(x) =
∂
∂xi
[
−Vi(x)Peq(x)
]
= 0 . (6.9)
This condition can be satisfied easily if we write the re-
versible term in the form
Vi(x) = −A
(2)
ij (x)
∂F (x)
∂xj
+
∂A
(2)
ij (x)
∂xj
(6.10)
where A
(2)
ij (x) = −A
(2)
ji (x) is an antisymmetric matrix.
Then, we obtain
∂
∂xi
[
Vi(x)Peq(x)
]
=
∂2
∂xi∂xj
[
A
(2)
ij (x)Peq(x)
]
= 0 (6.11)
which is zero because of the antisymmetry of the ma-
trix. Hence, the condition is satisfied. The reversible
terms (6.10) have nearly the same form like the dissi-
pative terms in Eq. (6.8) where the difference is rep-
resented by the symmetry behaviors of the matrices
A
(2)
ij (x) = −A
(2)
ji (x) and K
(2)
ij (x) = +K
(2)
ji (x).
Now, we insert the first Kramers-Moyal coefficient
(6.8) into the Langevin equation (6.5) so that we obtain
∂txi(t) = Vi(x(t)) −K
(2)
ij (x(t))
∂F (x(t))
∂xj
+
1
2
Bim(x(t))
∂Bjm(x(t))
∂xj(t)
+ fi(t) . (6.12)
Here, the third term is the sum of the second term of (6.5)
and the third term of (6.8) where the second Kramers-
Moyal coefficient (6.4) has been inserted. This Langevin
equation in the Stratonovich form is compatible with
the Boltzmann distribution function (6.6) for the ther-
mal equilibrium whenever the reversible term Vi(x(t))
either has the form (6.10) or satisfies the condition (6.9)
at least.
B. GENERIC formalism
In section IV we have derived the general hydrody-
namic equations of the GENERIC formalism. In order to
write the equations in a simpler form we omit the spatial
variable r once again and use the sum convention for the
indices. Then, from Eq. (4.12) we obtain the Langevin
equation
∂txi(t) = Lik(x(t))
∂E(x(t))
∂xk(t)
+Mik(x(t))
∂S(x(t))
∂xk(t)
+ fi(t) (6.13)
where from Eqs. (4.14) and (4.15) we obtain the related
constraints
Lik(x(t))
∂S(x(t))
∂xk(t)
= 0 , (6.14)
Mik(x(t))
∂E(x(t))
∂xk(t)
= 0 . (6.15)
Further constraints are obtained for the conserved quan-
tities like the momentum P(x(t)) and the particle num-
ber N(x(t)) as usual in the GENERIC formalism.
Now, we show that the Langevin equation (6.13) is a
stochastic differential equation in the Stratonovich for-
malism [42]. In order to do this we turn back to the orig-
inal exact time-evolution equation (3.35) which includes
all the memory effects. We integrate this equation over a
certain time interval with an extension ∆t. Furthermore,
we assume that the memory effects have a finite extension
in time of the order ∆tM . Then, as an intermediate result
we obtain an integral equation with two time scales ∆t
and ∆tM where on the left hand side there is a difference
of two hydrodynamic variables at different times. From
this intermediate result we obtain the Langevin equation
(6.13) in the limit where both time scales ∆t and ∆tM
become infinitesimally small. However, the order of the
two limits is important. First we neglect the memory ef-
fects and perform a Markov approximation by taking the
limit ∆tM → 0. Consequently, we may replace the mem-
ory matrix by the formula (4.9) which includes a delta
function in time. Then, in the second term on the right
hand side of the original time-evolution equation (3.35)
the time integral can be evaluated explicitly so that we
obtain the second term of (6.13). Thus, we obtain an in-
tegral equation which corresponds to the integrated form
of (6.13). After that we evaluate the remaining integral
by using the mean-value theorem and perform the limit
∆t → 0. Thus, as a final result we obtain the Langevin
equation (6.13) where the time derivative on the left-hand
side is defined in a symmetric way. Hence, the final result
is a stochastic differential equation in the Stratonovich
formalism.
In analogy to Eq. (3.82) we define the grand canonical
thermodynamic potential
Ω(x(t)) = E(x(t)) − T S(x(t)) − v ·P(x(t)) − µN(x(t))
(6.16)
together with three constant Lagrange parameters tem-
perature T , velocity v, and chemical potential µ. In-
serting this thermodynamic potential and using the
constraints we transform the dissipative term of the
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Langevin equation (6.13). Thus, we obtain
∂txi(t) = Lik(x(t))
∂E(x(t))
∂xk(t)
−
1
T
Mik(x(t))
∂Ω(x(t))
∂xk(t)
+ fi(t) . (6.17)
We want to show that this Langevin equation is com-
patible with the grand canonical Boltzmann distribution
function
Peq(x) = Z
−1 exp
(
−
Ω(x)
kBT
)
. (6.18)
For this purpose we compare the formulas of the
GENERIC formalism (6.17) and (6.18) in detail with the
related formulas of the general stochastic theory (6.12)
and (6.6), respectively. First, we identify the free energy
F (x) = Ω(x)/kBT and the second Kramers-Moyal co-
efficient K
(2)
ij (x(t)) = kBMij(x(t)). Thus, we find that
(6.18) agrees with (6.6) and furthermore the second term
of our Langevin equation (6.17) agrees with the second
term of the related Langevin equation of the stochastic
theory (6.12).
In section IVE we have derived from the microscopic
theory that fi(t) are Gaussian stochastic forces which are
defined uniquely by the expectation values (4.90) and
the correlation functions (4.93). These forces must be
compatible with the fluctuating forces of the stochastic
theory defined in the formula (6.2). It turns out that
this latter requirement is satisfied because we have al-
ready identified the second Kramers-Moyal coefficient by
K
(2)
ij (x(t)) = kBMij(x(t)).
However, the third term in (6.12) does not have a coun-
terpart in (6.17). For this reason we must require this
term to be zero so that
1
2
Bim(x(t))
∂Bjm(x(t))
∂xj(t)
= 0 . (6.19)
Thus, since generally the matrix Bim(x(t)) is nonzero
and nonsingular we must require the condition
∂Bim(x(t))
∂xi(t)
= 0 . (6.20)
In the following we show that this condition is satisfied
generally for a normal fluid. Via Eq. (6.4) the matrix
Bim(x(t)) is related to the second Kramers-Moyal coeffi-
cientK
(2)
ij (x(t)) = kBMij(x(t)) and hence to the Onsager
matrix Mij(x(t)). In the local approximation the On-
sager matrix is defined by the ansatz (4.59) with two spa-
tial differential operators. Thus, for the matrix Bim(x(t))
we obtain a similar ansatz with one spatial differential
operator. We temporarily add the spatial variable r to
the arguments once again. Then, we obtain
Bim(r, r1; t) = ∂k Cik,m(x(r, t)) δ(r − r1) (6.21)
in terms of a matrix Cik,m(x(r, t)) for which in analogy
to Eq. (6.4) we have
∑
m
Cik,m(x(r, t))Cjl,m(x(r, t)) = 2 kB Nik,jl(x(r, t)) .
(6.22)
Now, we insert the ansatz (6.21) into the condition (6.20),
evaluate carefully the functional derivatives, and obtain
∑
i
∫
ddr
δBim(r, r1; t)
δxi(r, t)
=
∑
ik
∫
ddr ∂k
∂Cik,m(x(r, t))
∂xi(r, t)
δ(0) = 0 . (6.23)
Because of the functional derivative there appears an ad-
ditional infinite factor δ(0) which corresponds to a spatial
delta function for r = 0. However, this factor does not
matter. The function in the spatial integral is represented
obviously in terms of a divergence. Thus, applying the
integral theorem of Gauss we may convert the integral
over the whole space into a surface integral. Since the
surface is located very far away in the infinite the inte-
gral is zero. Thus, we have proven that for a normal fluid
the condition (6.20) is satisfied.
Next, we consider the reversible term of the Langevin
equation (6.12), identify this term with the first term of
our equation (6.17), and obtain
Vi(x(t)) = Lik(x(t))
∂E(x(t))
∂xk(t)
. (6.24)
It remains to prove that the condition (6.9) is satis-
fied. Unfortunately, our reversible term (6.24) does not
have the form (6.10). We may identify the antisym-
metric matrix A
(2)
ij (x(t)) = kBT Lik(x(t)), but in Eq.
(6.10) there is missing the second term with the deriva-
tive of this matrix. Furthermore, we identify the free en-
ergy F (x(t)) = E(x(t))/kBT where, however, we should
need F (x(t)) = Ω(x(t))/kBT . A transformation by us-
ing the formula (6.16) together with the constraints of
the GENERIC formalism is not self-evident because the
right-hand sides of the constraints are not zero in all
cases.
Thus, we must prove the condition (6.9) explicitly. To
do this we apply symmetry arguments and use the prop-
erties of conserved quantities. We insert the reversible
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term (6.24) together with the Boltzmann distribution
function (6.18) into the condition (6.9). Performing some
manipulations we obtain
0 =
∂
∂xi
[
Vi(x)Peq(x)
]
=
[
∂Vi(x)
∂xi
−
1
kBT
∂Ω(x)
∂xi
Vi(x)
]
Peq(x)
=
[
∂Vi(x)
∂xi
−
1
kBT
∂Ω(x)
∂xi
Lik(x)
∂E(x)
∂xk
]
Peq(x)
=
[
∂Vi(x)
∂xi
−
1
kBT
{Ω(x), E(x)}
]
Peq(x) . (6.25)
The second term is zero. This fact has been shown al-
ready in section III by evaluating the Poisson bracket
(3.95). Hence, for the reversible term we find the neces-
sary condition
∂Vi(x(t))
∂xi(t)
= 0 . (6.26)
Now, besides the index i we add the spatial variable r as
an argument once again. For a normal fluid the stochastic
variables xi(r, t) are densities of conserved quantities. In
section IVC we have shown that the reversible terms can
be written as divergences of current densities. Thus, we
may write
Vi(x(r, t)) = −∇ · Ji(x(r, t)) . (6.27)
We insert this expression into the necessary condition
(6.26) and obtain
∑
i
∫
ddr
δVi(x(r, t))
δxi(r, t)
= −
∑
i
∫
ddr ∇ ·
∂Ji(r, t)
∂xi(r, t)
δ(0)
= 0 . (6.28)
Once again, because of the functional derivative there ap-
pears an additional infinite factor δ(0) which corresponds
to a spatial delta function for r = 0. Applying the inte-
gral theorem of Gauss, we convert the integral over the
whole space into a surface integral. Since the surface is
located very far away in the infinite the integral is zero.
Consequently, the necessary condition is satisfied for the
reversible terms.
In summary we find: The Eqs. (6.20) and (6.26) rep-
resent two conditions which must be satisfied so that our
hydrodynamic equations for a normal fluid with Gaus-
sian fluctuations is compatible with the grand canonical
Boltzmann distribution function (6.18) in thermal equi-
librium. The conditions (6.20) and (6.26) are satisfied
quite generally because they can be rewritten as integrals
of divergences of some vector functions. Applying the
theorem of Gauss these integrals can be converted into
surface integrals and hence yield the required zero result.
This fact becomes clear and evident by closer inspection
of the expressions (6.21) and (6.27) and of the equations
(6.23) and (6.28). It is a result of the fact that for the
relevant hydrodynamic variables we have chosen the den-
sities of conserved quantities. As a consequence, the hy-
drodynamic equations are continuity equations where on
the right-hand sides there are always divergences of cur-
rent densities.
The hydrodynamic equations can be extended by some
additional variables xi(r, t) which represent order pa-
rameters for the breaking of some symmetries and the
description of second-order phase transitions [43]. Ex-
amples are the magnetization density m(r, t) of a ferro-
magnetic system or the condensate wave function Ψ(r, t)
of superfluid 4He. However, in these cases the condi-
tion (6.20) can not be satisfied in general. For, the re-
lated components of the Onsager matrix Mij(x(t)) and
hence the related components of the matrix Bim(x(t)) are
generally not constant but depend on the hydrodynamic
variables xi(t) so that the related derivatives in (6.20) are
nonzero. On the other hand we can show by symmetry
arguments that for the reversible terms (6.24) the neces-
sary condition (6.26) is always satisfied. This, however,
is not sufficient. In general we can not guarantee that
the extended hydrodynamic equations with fluctuations
are compatible with the grand canonical Boltzmann dis-
tribution function (6.18) in thermal equilibrium.
The Langevin equation of the GENRIC formalism
(6.13) was derived with the assumption that the rele-
vant density matrix is given by a local grand canonical
distribution function which has the form (2.26) in terms
of the phyiscal variables [44]. The derivation is not in-
fluenced whether the microscopic physical system is clas-
sical or quantum mechanical. Nevertheless, we had to
overcome some difficulties in order to show that at least
for a normal fluid the thermal equilibrium is described
by the grand canonical Boltzmann distribution function
(6.18) together with the grand canonical thermodynamic
potential (6.16).
Alternatively, within the GENERIC formalism the
Fokker-Planck equation (6.1) can be derived directly [45].
For this purpose one considers the function values of
the distribution function f(x, t) of the physical variables
xi(r, t) as the relevant variables which one uses to con-
struct the projection operator formalism. In this case
the underlying ensemble is micro canonical. Hence, this
derivation is possible only classically but never quantum
mechanically. As a result one finds that the grand canon-
ical Boltzmann distribution function (6.18) is a station-
ary solution of the Fokker-Planck equation for the ther-
mal equilibrium automatically. Both the dissipative term
and the reversible term have the forms required by (6.8)
and (6.10). On the other hand, in this case the formu-
las for the Poisson matrix Lik(x) and the formulas for
the Onsager matrix Mik(x) are much more complicated
[45]. A similar derivation of the Fokker-Planck equa-
tion for nonlinear hydrodynamics with fluctuations was
given earlier by Zubarev and Morozov [46]. The related
Langevin equations have been found by Morozov [47] and
furthermore by Kim and Mazenko [48]. Nevertheless,
the GENERIC formalism is much more elegant for the
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derivation of the equations and for the treatment of the
nonlinearities and the fluctuations.
Finally, we consider some relations of a special kind.
In a normal fluid the temperature T (r, t), the velocity
v(r, t), and the chemical potential µ(r, t) are local fluc-
tuating quantities which are defined by the functional
derivatives of the entropy (4.62)-(4.64). On the other
hand there are the constant Lagrange parameters T , v
and µ. We want to figure out in which way these two
sets of variables are related to each other. In order to
do this we calculate the integral of the derivative of the
Boltzmann distribution function and apply the integral
theorem of Gauss. Thus, in the simplified notation we
obtain ∫
Dx
∂
∂xi
Peq(x) = 0 . (6.29)
The measure Dx means that the integral is performed
with respect to all hydrodynamic variables xi. When-
ever the hydrodynamic variables xi(r) also depend on
the space coordinate r, the integral is a functional inte-
gral where the derivatives are functional derivatives [49].
For a normal fluid we calculate this functional integral
with functional derivatives with respect to the energy
density ε(r, t), the momentum density j(r, t), and the
mass density ρ(r, t). In this way we obtain the relations〈
1
T (r, t)
〉
eq
=
1
T
, (6.30)
〈
v(r, t)
T (r, t)
〉
eq
=
v
T
, (6.31)
〈
µ(r, t)
T (r, t)
〉
eq
=
µ
T
(6.32)
where the expectation values are evaluated in thermal
equilibrium. Consequently, the Lagrange parameters T ,
v and µ can not be identified directly with the physical
quantities temperature, velocity, and chemical potential.
Rather, they are related to these physical quantities by
certain expectation values.
C. Entropy in thermal equilibrium
The entropy equation (4.13) as well can be written in
a simpler form if we omit the spatial variable r and use
the sum convention for the indices. Thus, we obtain
d
dt
S(x(t)) =
∂S(x(t))
∂xi(t)
Mik(x(t))
∂S(x(t))
∂xk(t)
+
∂S(x(t))
∂xi(t)
fi(t) . (6.33)
The first term on the right-hand side is a dissipative term.
Since the Onsager matrix Mik(x(t)) is positive definite
this quadratic term always yields a contribution greater
than or equal to zero. Consequently, this term implies
the growth of the entropy and hence the second law of
thermodynamics.
In thermal equilibrium there are fluctuations as well.
Thus, in thermal equilibrium the first dissipative term
will be greater than or equal to zero, too. However, the
second fluctuating term must act against this tendency
and compensate the growth of the entropy. For, in ther-
mal equilibrium the entropy has already reached its max-
imum value so that it must remain constant on average.
A long term drift of the entropy upward or downward
would be a contradiction. In this subsection we will prove
this fact and show that our stochastic theory for the hy-
drodynamics of a normal fluid is consistent and does not
lead to contradictions.
In the following we calculate the first Kramers-Moyal
coefficient of the entropy K
(1)
S (x(t)). We do this as one
usually calculates the Kramers-Moyal coefficients from
the stochastic differential equations. Thus, we integrate
Eq. (6.33) and obtain
S(x(t2)) = S(x(t1))
+
∫ t2
t1
dt
[
∂S(x(t))
∂xi(t)
Mik(x(t))
∂S(x(t))
∂xk(t)
+
∂S(x(t))
∂xi(t)
fi(t)
]
. (6.34)
In the same way we integrate the Langevin equation
(6.13) and obtain an integral equation for the stochas-
tic variables xi(t). Hereafter, on the right-hand side of
Eq. (6.34) we replace the stochastic variables xi(t) for
times t > t1 repeatedly by using the latter integral equa-
tion. As a result we obtain a nested perturbation series
which depends only on the stochastic variables xi(t1) at
time t1 and on the elementary Gaussian stochastic forces
εm(t) for times t in the interval t1 < t < t2. We assume
that the difference ∆t = t2 − t1 is small and expand the
right-hand side with respect to powers of ∆t up to the
first order.
After that we calculate the average with respect to
the elementary stochastic forces εm(t) for times in the
interval t1 < t < t2. This average corresponds to an
average calculated with a conditional joined probability
distribution. As a result we then obtain
〈S(x(t2))〉conditional = S(x(t1)) + (t2 − t1)K
(1)
S (x(t1))
+O((t2 − t1)
2) (6.35)
together with the first Kramers-Moyal coefficient
K
(1)
S (x(t)) =
∂S(x(t))
∂xi(t)
Mik(x(t))
∂S(x(t))
∂xk(t)
+
∂
∂xk(t)
∂S(x(t))
∂xi(t)
kBMik(x(t)) . (6.36)
Furthermore, we calculate the expectation value with
the probability distribution function P (x(t1), t1) for the
stochastic variables xi(t1) at time t1. Then, from Eq.
34
(6.35) we obtain
〈S(x(t2))〉 = 〈S(x(t1))〉 + (t2 − t1) 〈K
(1)
S (x(t1))〉
+O((t2 − t1)
2) (6.37)
which in the limit ∆t = t2 − t1 → 0 implies
d
dt
〈S(x(t))〉 = 〈K
(1)
S (x(t))〉 . (6.38)
In the next step we evaluate the expectation value of
the Kramers-Moyal coefficients by using the grand canon-
ical Boltzman distribution function (6.18) and obtain
〈K
(1)
S (x)〉eq =
∫
Dx
[
∂S(x)
∂xi
Mik(x)
∂S(x)
∂xk
+
(
∂
∂xk
∂S(x)
∂xi
kBMik(x)
)]
Peq(x) . (6.39)
The constraint (6.15) is valid for the energy E(x). Similar constraints are valid also for the further conserved quantities
P(x) and N(x). For this reason in the first term we may replace the entropy by the grand canonical thermodynamic
potential according to S(x)→ −Ω(x)/T where we use the formula (6.16). Thus, we obtain
〈K
(1)
S (x)〉eq =
∫
Dx
[
−
∂S(x)
∂xi
Mik(x)
1
T
∂Ω(x)
∂xk
+
(
∂
∂xk
∂S(x)
∂xi
kBMik(x)
)]
Peq(x)
=
∫
Dx
[
∂S(x)
∂xi
kBMik(x)
∂
∂xk
+
(
∂
∂xk
∂S(x)
∂xi
kBMik(x)
)]
Peq(x)
=
∫
Dx
∂
∂xk
[
∂S(x)
∂xi
kBMik(x)Peq(x)
]
. (6.40)
In the last line the integral over the stochastic variables
can be converted into a surface integral by using the in-
tegral theorem of Gauss. Hence, this integral is zero so
that as a final result we obtain
d
dt
〈S(x(t))〉eq = 〈K
(1)
S (x(t))〉eq = 0 . (6.41)
Thus, in thermal equilibrium the entropy S(x(t)) remains
constant on average as it is expected. Our stochastic
equations with the Gaussian fluctuating forces (6.2) sat-
isfy this expectation or requirement.
VII. FLUCTUATION THEOREM
Following our investigations the second law of thermo-
dynamics is valid only on average. This means that the
average entropy 〈S(x(t))〉 grows with time or remains at
least constant. Hence, the inequality
〈∆S〉 = 〈S(x(t′)) − S(x(t))〉 ≥ 0 (7.1)
is valid for ∆t = t′ − t > 0. However, the fluctuations
imply that for short time intervals ∆t the entropy S(x(t))
may temporarily also decrease so that ∆S = S(x(t′)) −
S(x(t)) < 0 is possible for certain time intervals ∆t =
t′ − t.
Similar issues were investigated twenty years ago by
Evans et al. [8, 9] within computer simulations for meso-
scopic many-particle systems. These investigations lead
to the formulation of the so called fluctuation theorem. A
comprehensive description is found in the review article
by Evans and Searles [10]. Experimentally, the fluctua-
tion theorem was observed and verified in small systems
with colloidal particles [50]. In this section we examine
to which extent the fluctuation theorem can be applied
to or is valid at all for the hydrodynamics of a normal
fluid.
While Evans et al. [8, 9] observed, formulated and
heuristically explained the fluctuation theorem, math-
ematical proofs were provided later by Gallavotti and
Cohen [51, 52], by Kurchan [53], and by Lebowitz and
Spohn [54]. An systematic and straight forward deriva-
tion of the fluctuation theorem was developed by Crooks
[19–21] for physical systems which are described gener-
ally by stochastic processes without memory, i.e. Markov
processes. A normal fluid described by the hydrodynamic
equations with fluctuations of section IV belongs to this
class of physical systems. For this reason in the following
we present the derivation of the fluctuation theorem of
Crooks [19, 20] within the framework of the GENERIC
formalism.
A. Micro reversibility and detailed balance
The fluctuation theorem is a consequence of micro re-
versibility and the principle of detailed balance. For this
reason we first consider these issues. We assume that t
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and t′ are two times where t is earlier and t′ is later.
Thus, the difference ∆t = t′ − t is positive. We denote
the hydrodynamic variables at these times shortly by xi
and x′i.
The Fokker-Planck equation (6.1) and alternatively
the Langevin equation (6.5) together with the stochastic
forces (6.2) describe a stochastic process which proceeds
forward in time. As a solution we obtain the conditional
probability PF (x
′|x) which is the distribution function
of the hydrodynamic variables x′i at the later time t
′ if
the system is in a state with the hydrodynamic variables
xi at the earlier time t. The index F indicates that the
stochastic process is a forward process.
Alternatively a Fokker-Planck equation and a
Langevin equation can be found which describe the time
inversed stochastic process which proceeds backward in
time. In this case there will be some changes in the
equations which are related to the fact that the sign of
the dissipative term changes in the first Kramers-Moyal
coefficient. As a solution we obtain the conditional prob-
ability PR(x|x
′) which is the distribution function of the
hydrodynamic variables xi at the earlier time t if the sys-
tem is in a state with the hydrodynamic variables x′i at
the later time t′. The index R indicates that the stochas-
tic process is a backward process or a reversed process.
The microscopic physical system from which the hy-
drodynamic equations with the fluctuations are derived
is symmetric with respect to time inversion. This means
that on a microscopic level the physical system proceeds
equally forward in time and backward in time. In statis-
tical physics this kind of micro reversibility leads to the
principle of detailed balance with an equilibrium distri-
bution function Peq(x). The probability of the forward
process must be equal to the probability of the backward
process. Thus, there will be the relation
PF (x
′|x) Peq(x) = PR(x|x
′) Peq(x
′) . (7.2)
Here we insert the grand canonical Boltzmann distribu-
tion function (6.18), cancel the normalization factor Z
on both sides of the equation, and then obtain
PF (x
′|x) exp
(
−
Ω(x)
kBT
)
= PR(x|x
′) exp
(
−
Ω(x′)
kBT
)
(7.3)
where Ω(x) is the grand canonical thermodynamic po-
tential defined in (6.16).
In a normal fluid the energy E(x), the momentum
P(x), and the particle number N(x) are conserved
quantities. Consequently, the conditional probabilities
PF (x
′|x) and PR(x|x
′) contain delta functions with these
conserved quantities as factors which are δ(E(x′)−E(x)),
δ(P(x′)−P(x)), and δ(N(x′)−N(x)). As a consequence
these delta functions imply that if we insert the grand
canonical thermodynamic potential (6.16) we find that
in (7.3) all terms depending on the energy E(x), the mo-
mentum P(x), and the particle number N(x) cancel on
both sides of the equation. Only the term with the en-
tropy S(x) remains. Thus, the condition for detailed bal-
ance reduces to
PF (x
′|x) exp
(
S(x)/kB
)
= PR(x|x
′) exp
(
S(x′)/kB
)
.
(7.4)
It turns out that the condition for detailed balance can
be proven directly from the Fokker-Planck equation (6.1)
as shown by Graham and Haken [38–40]. Alternatively,
the proof can be performed using the functional-integral
representation of the dynamic stochastic processes by
Janssen [55] and de Dominicis [56]. As a result we obtain
a condition like (7.4) where in the arguments of the ex-
ponential functions on both sides there is the functional
which determines the dissipative term in the Langevin
equation. For the GENERIC formalism this dissipa-
tive term is the second term on the right hand side of
(6.13). It is a product of the Onsager matrixMik(x) and
the derivative of the entropy ∂S(x)/∂xk. Consequently,
for the GENERIC formalism the condition for micro re-
versibility and detailed balance is given by equation (7.4)
where in the arguments of the exponential functions on
both sides there is the entropy S(x).
We conclude that equation (7.4) is the more general
and more fundamental form for the condition of micro
reversibility and detailed balance. In the GENERIC for-
malism it is valid even if the energy E(x) and the mo-
mentum P(x) are not conserved. The latter case can be
achieved if we confine the fluid within a finite volume
which changes with time. For this purpose to the energy
E(x) we may add a term with a time and space depen-
dent potential. On the other hand, the equations (7.3)
and (7.2) are more special conditions which are valid only
if the conservation laws are satisfied.
We note that we have proven the condition (7.4) for
the GENERIC formalism using the assumptions that the
matrix Bim(x) in the definition of the fluctuating forces
(6.2) and the reversible term (6.24) satisfy the necessary
conditions (6.20) and (6.26), respectively. In section VIB
these two conditions were used in order to prove that
the grand canonical Boltzmann distribution (6.18) is the
distribution function for the thermal equilibrium.
B. The fluctuation theorem in its original form
Now, we assume that at the time t the initial state for
the forward process is described by the probability dis-
tribution PF,0(x). Likewise, we assume that at the time
t′ the initial state for the backward process is described
by the probability distribution PR,0(x
′). Using these dis-
tribution functions we define the joined probabilities
PF (x
′, x) = PF (x
′|x) PF,0(x) , (7.5)
PR(x, x
′) = PR(x|x
′) PR,0(x
′) , (7.6)
which describe the forward process and the backward
process between the two times t and t′. Then, from the
condition for detailed balance (7.4) for the joined proba-
bilities we obtain
PF (x
′, x) exp
(
−∆ΣF (x
′, x)/kB
)
= PR(x, x
′) (7.7)
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or alternatively
PF (x
′, x) = PR(x, x
′) exp
(
−∆ΣR(x, x
′)/kB
)
(7.8)
depending on whether the exponential factors are put
all together either to the left-hand side or to the right-
hand side. The arguments of the exponential factors are
determined by the functions
∆ΣF (x
′, x) = −∆ΣR(x, x
′)
= S(x′)− S(x)
−kB
[
lnPR,0(x
′)− lnPF,0(x)
]
(7.9)
which have different signs for the forward process and for
the backward process.
These functions enable the definition of a new variable
∆Σ which describes some kind of entropy change of the
state in the time interval ∆t = t′ − t. We multiply the
joined probabilities (7.5) and (7.6) by the respective delta
functions and integrate over the variables xi and x
′
i. As
results we obtain two probability distribution functions
for the variable ∆Σ which are
PF (∆Σ) =
∫
Dx′
∫
Dx δ(∆Σ−∆ΣF (x
′, x)) PF (x
′, x)
(7.10)
for the forward process and
PR(∆Σ) =
∫
Dx
∫
Dx′ δ(∆Σ−∆ΣR(x, x
′)) PR(x, x
′)
(7.11)
for the backward process. Now, we multiply the condi-
tions (7.7) or (7.8) on both sides by respective delta func-
tions and integrate over the variables xi and x
′
i. Then, as
a result we obtain a condition for the probabilities (7.10)
and (7.11) which is the well known fluctuation theorem
of Crooks [20]
PF (+∆Σ)
PR(−∆Σ)
= exp(∆Σ/kB) . (7.12)
The two different signs of ∆Σ in the arguments of the
probabilities on the left hand side follow from the two
signs of the functions (7.9) for the forward process and
for the backward process.
Next, in the equation (7.12) we reorder the factors and
integrate over the remaining variable ∆Σ. Thus, we ob-
tain the integral fluctuation theorem
〈exp(−∆Σ/kB)〉 =
∫
d(∆Σ) PF (∆Σ) exp(−∆Σ/kB)
=
∫
d(∆Σ) PR(−∆Σ) = 1 . (7.13)
This integral version of the fluctuation theorem was first
derived generally for Markov processes by Crooks [20]
and later specially for colloidal particles in a solvent by
Seifert [57]. It may be interpreted as a Jarzynski equation
[11, 12] for the variable ∆Σ as we will see below.
In his derivations Crooks [19–21] divides the time in-
terval ∆t = t′ − t into many infinitesimally small inter-
vals and thus considers the complete stochastic process
between t and t′. The reason is the fact that the exter-
nal forces are described by time dependent parameters
which must be taken into account correctly. In our case,
the situation is much simpler. The GENERIC formalism
yields the condition for detailed balance (7.4) in a form
where in the exponential factors the arguments already
contain the entropy only. Thus, it suffices to define and
use the joined probabilities (7.5) and (7.6) for only two
times, the begin t and the end t′ of the interval.
While the fluctuation theorems (7.12) and (7.13) have
a simple form, the main difficulty is the meaning and
interpretation of the variable ∆Σ, defined in (7.9). In
hydrodynamics the entropy is S(x) which on the micro-
scopic level can be defined by the maximization proce-
dure (2.21) with the constraints (2.22) and (2.23). Conse-
quently, the first term in the formula (7.9) is the entropy
change ∆S = S(x′)−S(x) of the stochastic process from
the initial time t to the final time t′. On the other hand
the second term consists of the difference of logarithms
of the two probability distribution functions PF,0(x) and
PR,0(x
′) which describe the initial state of the forward
process and the initial state of the backward process,
respectively. This contribution can be interpreted also
as a change of some kind of entropy, at least formally.
However, it is completely arbitrary because the two dis-
tribution functions for the initial states can be chosen ar-
bitrarily in any way. The precise physical meaning of the
variable ∆Σ will be specified not before and only after a
concrete choice has been made for the initial distribution
functions PF,0(x) and PR,0(x
′).
A general and detailed description of the fluctuation
theorems in their different versions and variants can be
found in the review article by Seifert [58]. In this article
the underlying theory is specified by a Langevin equation
for colloidal particles in a solvent. There, an entropy vari-
able similar like ∆Σ in (7.9) is considered, with a similar
structure and also with two contributions. The first term
is the entropy change in the medium or solvent which can
be compared with our entropy change ∆S = S(x′)−S(x)
in the fluid. The second term is interpreted as the en-
tropy change of the colloidal many-particle system. We
note that our considerations about the fluctuation theo-
rem for the hydrodynamics of a normal fluid within the
framework of the GENERIC formalism lead to similar
results like the considerations of Seifert [58] for colloidal
many-particle systems.
In the following for the initial functions PF,0(x) and
PR,0(x
′) we use the Boltzmann distribution of the ther-
mal equilibrium (6.18) together with the grand canonical
thermodynamic potential (6.16). Thus, we choose
PF,0(x) = Peq(x) = Z
−1 exp
(
−Ω(x)/kBT
)
, (7.14)
PR,0(x
′) = Peq(x
′) = Z ′−1 exp
(
−Ω(x′)/kBT
)
. (7.15)
We assume, that some space and time dependent exter-
nal forces are exerted onto the fluid described by some
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external space and time dependent parameters. As a
consequence the two equilibrium distributions (7.14) and
(7.15) are different for the two times t and t′. Espe-
cially, the two normalization factors Z and Z ′ are differ-
ent. Thus, we can formally define the change of a free
energy ∆F which reads
∆F = −kBT [lnZ
′ − lnZ] . (7.16)
Now, we insert the initial distribution functions (7.14)
and (7.15) into the formula (7.9). We clearly see that
the entropy change ∆S = S(x′)− S(x) which is the first
term in (7.9) is canceled by the second term because the
grand canonical thermodynamic potential (6.16) has an
explicit entropy term. Thus, for the entropy variable ∆Σ
we obtain the two functions
∆ΣF (x
′, x) = −∆ΣR(x, x
′)
=
{
[E(x′)− E(x)]− v · [P(x′)−P(x)]
−µ[N(x′)−N(x)] −∆F
}
/T (7.17)
with different signs for the forward process and for the
backward process. (6.16).
For an explicit example we assume that the fluid is con-
fined in a finite volume which is changed by time depen-
dent external forces. In this way the fluid is compressed
and expanded. The first term in the formula (7.17) is
the change of the energy ∆E = E(x′)−E(x). This term
must be interpreted as the work ∆W which is applied
to the fluid. Thus, we define work functions with differ-
ent signs for the forward process and for the backward
process by
∆WF (x
′, x) = −∆WR(x, x
′)
= E(x′)− E(x) . (7.18)
If the fluid is confined into a finite volume by an external
space and time dependent potential, then the translation
invariance is violated so that the momentum is no more
conserved. In this case in the Boltzmann distribution
functions (7.14) and (7.15) the Lagrange parameter for
the velocity must be zero so that v = 0. As a conse-
quence in (7.17) the second term is zero. Furthermore,
the conservation of the particle number implies that in
(7.17) we may set the third term to zero according to
N(x′) − N(x) → 0. This replacement may be done be-
cause the joined probabilities (7.5) and (7.6) have the
related delta functions as factors. Finally, the last term
in the formula (7.17) is identified by the change of the
free energy (7.16).
After all these considerations from (7.17) we obtain the
result
∆ΣF (x
′, x) = [∆WF (x
′, x)−∆F ]/T (7.19)
for the forward process. Thus, there is a linear relation
between the entropy variable ∆Σ and the work ∆W . Us-
ing this relation as a formula for a variable transforma-
tion, from (7.10) and (7.11) we find related probability
distributions for the work PF (∆W ) and PR(∆W ). Ac-
cordingly the formula (7.12) can be transformed, so that
the fluctuation theorem of Crooks [19] can be rewritten
in the form
PF (+∆W )
PR(−∆W )
= exp([∆W −∆F ]/T ) . (7.20)
Furthermore, we reorder the factors and integrate over
the work ∆W . Then, in agreement with (7.13) we obtain
the integral fluctuation theorem
〈exp(−∆W/kBT )〉 = exp(−∆F/kBT ) (7.21)
which was derived first by Jarzynski [11, 12] and which
is known as the Jarzynski equation. While the original
Jarzynski equation (7.21) was derived for the work ∆W
done by external forces we may interpret (7.13) as the
Jarzynski equation for the entropy variable ∆Σ.
Finally, we consider the thermal equilibrium. Here, the
energy, the momentum, and the particle number are con-
served. Furthermore, the normalization factors Z and Z ′
are equal so that the free energy (7.16) is zero. Conse-
quently, all terms in the definition of the entropy variable
(7.17) may be set to zero so that the probability dis-
tribution functions (7.10) and (7.11) simplify into delta
functions. Thus, in thermal equilibrium we obtain the
probability distribution functions for the entropy vari-
able
PF,eq(∆Σ) = PR,eq(∆Σ) = δ(∆Σ) (7.22)
and for the work
PF,eq(∆W ) = PR,eq(∆W ) = δ(∆W ) . (7.23)
The fluctuation theorems (7.12), (7.13) and (7.20), (7.21)
are satisfied trivially by these probability distribution
functions. Thus, as a result we note: In all its vari-
ants and versions the fluctuation theorem is valid both
in thermal equilibrium and in nonequilibrium.
The exponential function is a convex function. For
this reason from the integral fluctuation theorem (7.13)
we obtain the inequality
〈∆Σ〉 ≥ 0 . (7.24)
The equality sign holds if and only if the probability dis-
tribution functions (7.10) and (7.11) are delta functions.
This fact is true in thermal equilibrium together with
(7.22). Thus, we conclude: The entropy variable ∆Σ and
the related fluctuation theorems are compatible with the
second law of thermodynamics. In nonequilibrium the
entropy variable increases on average, while in thermal
equilibrium it remains constant.
We summarize and arrive at the following result: Most
of the considerations about and most of the variants of
the fluctuation theorem which are described in the review
article by Seifert [58] for colloidal particles in a solvent
may be transfered to the hydrodynamics of a normal fluid
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and the GENERIC formalism. However, we are not sat-
isfied with the interpretation of the entropy variable ∆Σ
defined by the functions (7.9). Within the hydrodynamic
approach it is not clear what the second term in the for-
mula (7.9) means physically.
C. A modified fluctuation theorem
for the entropy
In hydrodynamics we need a fluctuation theorem,
where the variable is the entropy change ∆Σ = ∆S =
S(x′)− S(x) without any additional second term. Thus,
in this subsection we derive a fluctuation theorem of such
a kind. Once again the starting point is the conditional
probability P (x′|x) for the relevant hydrodynamic vari-
ables. From this we calculate the conditional probability
for the entropy change ∆S by the formula
P (∆S|x) =
∫
Dx′ δ(∆S − [S(x′)− S(x)]) P (x′|x) .
(7.25)
In the following we consider the forward process only.
The initial state is described by the hydrodynamic vari-
ables xi at the earlier time t. The final state is described
by the hydrodynamic variables x′i at the later time t
′.
The time interval ∆t = t′ − t is assumed to be positive.
First, we calculate the conditional probability for the
relevant hydrodynamic variables P (x′|x) as a solution
of the Fokker-Planck equation (6.1). For infinitesimally
small time intervals ∆t we obtain a Gaussian distribu-
tion function for the hydrodynamic variables x′i of the
final state. The position and the width of the distribu-
tion function are described by the two Kramers-Moyal
coefficients K
(1)
i (x) and K
(2)
ij (x) for the hydrodynamic
variables of the initial state xi.
In the next step we insert the above calculated distri-
bution function into the formula (7.25). We evaluate the
integral over x′i and obtain the conditional probability
for the entropy change P (∆S|x). As a result we obtain a
Gaussian distribution function once again which is rep-
resented by
P (∆S|x) = [4πK
(2)
S (x) ∆t]
−1/2
× exp
{
−
[∆S −K
(1)
S (x)∆t]
2
4K
(2)
S (x)∆t
}
(7.26)
in terms of two Kramers-Moyal coefficients K
(1)
S (x) and
K
(2)
S (x) for the entropy. In order to obtain this simple
formula in the argument of the exponential function we
have expanded the expression in powers of small ∆t. For
this reason the formula (7.26) holds only for infinitesi-
mally small time intervals ∆t. The two Kramers-Moyal
coefficients for the entropy K
(1)
S (x) and K
(2)
S (x) can be
expressed in terms of the two Kramers-Moyal coefficients
K
(1)
i (x) andK
(2)
ij (x) for the hydrodynamic variables. We
find the two formulas
K
(1)
S (x) =
∂S(x)
∂xi
K
(1)
i (x) +
∂2S(x)
∂xi∂xk
K
(2)
ik (x) , (7.27)
K
(2)
S (x) =
∂S(x)
∂xi
K
(2)
ik (x)
∂S(x)
∂xk
(7.28)
which are valid for any arbitrary function S = S(x). In
each formula the first term can be explained by the trans-
formation formulas of the differential calculus. However,
the second term for the first formula (7.27) contains the
second derivatives of S(x) and hence is a specialty of the
stochastic processes.
Now we have an explicit probability distribution func-
tion for which we can derive a special modified fluctuation
theorem. We calculate the quotient of the probabilities
like on the left-hand side of the original fluctuation the-
orem (7.12) and insert the distribution function (7.26)
explicitly. Then, after some manipulations as a result we
obtain
P (+∆S|x)
P (−∆S|x)
= exp
{
α(x)∆S/kB
}
(7.29)
together with the dimensionless factor
α(x) = kB
K
(1)
S (x)
K
(2)
S (x)
. (7.30)
Clearly, Eq. (7.29) is an extension and modification of the
fluctuation theorem. On the right-hand side in the argu-
ment of the exponential function there is an additional
factor α(x) which is a ratio of the two Kramers-Moyal
coefficients. It turns out that the fluctuation theorem
is valid in its original form (7.12) only if the factor is
α(x) = 1 which requires that the condition
K
(1)
S (x) = K
(2)
S (x)/kB (7.31)
is satisfied. Otherwise our equation (7.29) is an extension
and modification of the fluctuation theorem.
We note that our equation (7.29) has been derived
only for infinitesimally small time intervals ∆t. A gen-
eralization to larger finite time intervals ∆t is possible
without any changes whenever the two Kramers-Moyal
coefficients K
(1)
S (x(t)) and K
(2)
S (x(t)) are constant and
do not depend on the time t via the paths xi(t). This
requirement is satisfied if the normal fluid is in a station-
ary non-equilibrium state and if the effects of fluctuations
are small. Examples are a laminar stationary flow with
shears or a stationary heat transport by thermal conduc-
tion. In these cases the time interval ∆t can be very
long. On the other hand, for a turbulent flow or for a
heat transport with chaotic convection the time interval
∆t is quite short.
D. Explicit calculation of the
Kramers-Moyal coefficients
In order to understand the relation between the orig-
inal fluctuation theorem (7.12) and our more general
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equation (7.29) together with the dimensionless factor
(7.30) we need explicit formulas for the two Kramers-
Moyal coefficients. In subsection VIC we have already
calculated the first coefficient which is given by Eq.
(6.36). Omitting the time argument we have
K
(1)
S (x) =
∂S(x)
∂xi
Mik(x)
∂S(x)
∂xk
+
∂
∂xk
(
∂S(x)
∂xi
kBMik(x)
)
. (7.32)
The second coefficient can be obtained from the Langevin
equation for the entropy (6.33). In order to do this we
consider the second fluctuating term on the right-hand
side of this equation and insert the fluctuating force
(6.2). We furthermore use Eq. (6.4) and the relation
K
(2)
ik (x(t)) = kBMik(x(t)). Then, we obtain
K
(2)
S (x) =
∂S(x)
∂xi
kBMik(x)
∂S(x)
∂xk
. (7.33)
Clearly, the two Kramers-Moyal coefficients (7.32) and
(7.33) do not satisfy the necessary condition (7.31) for
the fluctuation theorem in general.
Alternatively, the two Kramers-Moyal coefficients for
the entropy can be calculated by using the formulas
(7.27) and (7.28). In order to do this we need the two
Kramers-Moyal coefficients for the hydrodynamic vari-
ables in an explicit form. We obtain these latter coef-
ficients from the Langevin equation of the GENERIC
formalism (6.13) by comparing with the general form of
the stochastic theory (6.5) or (6.12). This comparison
must be done carefully by using the fact that all Langevin
equations are defined in the Stratonovich formalism. Fur-
thermore, we use the condition (6.20) for the matrix
Bim(x(t)) so that the third term of the general equa-
tion (6.12) is zero. Once we have obtained the needed
Kramers-Moyal coefficients for the hydrodynamic vari-
ables we insert the coefficients into the formulas (7.27)
and (7.28). The constraint condition (6.14) implies that
any reversible term is zero. Thus, as a result we recover
(7.32) and (7.33).
The first Kramers-Moyal coefficient (7.32) has two con-
tributions, a dissipative and a fluctuating. Correspond-
ingly, we decompose
K
(1)
S (x) = K
(1)
S,diss(x) + K
(1)
S,fluc(x) . (7.34)
If we compare the first term of Eq. (7.32) with the second
coefficient (7.33) we obtain
K
(1)
S,diss(x) = K
(2)
S (x)/kB . (7.35)
Clearly, this equation agrees with the condition (7.31).
Hence, the dissipative part of the first coefficient would
satisfy the necessary condition for the fluctuation theo-
rem. The deviations and the modifications are caused
by the fluctuating part of the first coefficient. From the
second term of Eq. (7.32) we extract the formula
K
(1)
S,fluc(x) = kB
∂
∂xi
(
Mik(x)
∂S(x)
∂xk
)
(7.36)
for this latter coefficient where the order of the factors
has been changed somewhat and the indices have been
renamed.
Thus, in order to understand the deviations of the
modified fluctuation theorem (7.29) from the original one
(7.12) we must consider the dimensionless factor (7.30)
more carefully. By using the Eqs. (7.35) and (7.34) we re-
arrange the formula (7.30) and obtain the dimensionless
factor
α(x) =
K
(1)
S (x)
K
(1)
S,diss(x)
=
K
(1)
S (x)
K
(1)
S (x) −K
(1)
S,fluc(x)
. (7.37)
The deviations of the fluctuation theorem from the orig-
inal form will be small whenever the fluctuating part
K
(1)
S,fluc(x) is much smaller than the total first Kramers-
Moyal coefficient K
(1)
S (x) so that in good approximation
it is α(x) ≈ 1. Conversely, there will occur significant de-
viations wheneverK
(1)
S,fluc(x) comes into the same order of
magnitude as K
(1)
S (x) or becomes even larger. Thus, for
a successful estimation we must calculate both the fluc-
tuating partK
(1)
S,fluc(x) and the total first Kramers-Moyal
coefficient K
(1)
S (x) explicitly.
In the following we consider a normal fluid and hence
once again add the spatial variable r to the arguments of
the hydrodynamic variables xi(r). We insert the spatially
local formula (4.59) for the Onsager matrix. Then we
obtain the fluctuating part of the first Kramers-Moyal
coefficient
K
(1)
S,fluc[x] = − kB
∫
ddr
δ
δxi(r)
(
∂mNim,kn(x(r)) ∂n
δS[x]
δxk(r)
)
. (7.38)
This coefficient is a functional in the hydrodynamic variables xi(r) where the partial derivatives are replaced by
functional derivatives. In order to continue the calculation we insert two spatial delta functions so that there are
three integrals over space coordinates. After that we perform the functional derivatives first and evaluate two space
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integrals with delta functions next. We perform a limit in the spatial coordinates carefully and then obtain
K
(1)
S,fluc[x] = + kB
∫
ddr Nim,kn(x(r)) lim
r′→r
(
∂m∂
′
n
δ2S[x]
δxi(r) δxk(r′)
)
. (7.39)
Because of a partial integration in the space coordinates the sign has changed and one of the two differential operators
has got a prime. This means that the operator ∂m acts onto the unprimed space variable r where ∂
′
n acts onto
the primed space variable r′. Now, we assume that the non-equilibrium state is composed of many local thermal
equilibrium states as usual in the hydrodynamics. Consequently, the total entropy S[x] can be written as a space
integral of the local entropy density σ(r) according to S[x] =
∫
ddr σ(r). Then, we calculate the second functional
derivative
δ2S[x]
δxi(r) δxk(r′)
=
∂2σ(r)
∂xi(r) ∂xk(r)
δ(r− r′) (7.40)
and obtain the fluctuating part of the coefficient
K
(1)
S,fluc[x] = − kB
∫
ddr Nim,kn(x(r))
∂2σ(r)
∂xi(r) ∂xk(r)
∂m∂nδ(0) . (7.41)
Now, the spatial differential operators ∂m and ∂n act only onto the spatial delta function. Here we perform the limit
explicitly by
∂m∂nδ(0) = − lim
r′→r
∂m∂
′
nδ(r− r
′) . (7.42)
Since the prime at one of the differential operators is lost the sign has changed once again.
Presently we identify xi(r) as the hydrodynamic variables of a normal fluid where one of the variables is the energy
density ε(r). Alternatively, we can use another set of hydrodynamic variables where one of the variables is the entropy
density σ(r). The transformation between these two sets of hydrodynamic variables has been described and applied
in section IVD. We can apply the transformation also onto the formula (7.41). For this purpose we replace the
Onsager matrix Nim,kn(x(r)) by the new matrix Λim,kn(x(r)) which has some more symmetries and a somewhat
simpler structure. Furthermore, in the numerator of the second derivative we replace the entropy density σ(r) by the
energy density ε(r) and reverse the sign. Then, as a result we obtain
K
(1)
S,fluc[x] = + kB
∫
ddr Λim,kn(x(r))
∂2ε(r)
∂xi(r) ∂xk(r)
∂m∂nδ(0) . (7.43)
We note that the transformation from (7.41) to (7.43) is exact without any approximations. In the next step for the
hydrodynamic variables xi(r) we explicitly insert the mass density ρ(r), the momentum density j(r), and the entropy
density σ(r). Symmetry arguments imply that many non-diagonal elements of the Onsager matrix Λim,kn(x(r)) are
zero. For the mass density ρ there is no dissipation at all. Hence, all matrix elements which involve the mass density
are zero, too. Thus, as a result we obtain
K
(1)
S,fluc[x] = + kB
∫
ddr
[
Λjjim,kn(x)
∂2ε
∂ji ∂jk
+ Λσσm,n(x)
∂2ε
∂σ2
]
∂m∂nδ(0) (7.44)
where the Onsager matrices Λjjim,kn(x) and Λ
σσ
m,n(x) are given explicitly by the formulas (4.77) and (4.78) and are
expressed in terms of only three parameters, the shear viscosity η, the volume viscosity ζ, and the heat conductivity
κ. The second derivatives of the energy density are calculated by the thermodynamic relations
∂2ε
∂ji ∂jk
=
(
∂vk
∂ji
)
σ,ρ
= δik
1
ρ
,
∂2ε
∂σ2
=
(
∂T
∂σ
)
j,ρ
=
T
ρ cV
. (7.45)
Because of the invariance under Galilean transformations the energy density has the structure given in Eq. (4.37).
This structure explains the simple result for the second derivative with respect to the momentum densities j(r). The
second derivative with respect to the entropy density σ(r) is more complicated and leads to the specific heat per mass
at constant volume cV which is an additional parameter. Using these results the formula (7.44) can be evaluated
explicitly.
We note that the formula (7.44) has a constant factor which is the second spatial derivative of the spatial delta
function at argument zero. This factor is infinitely large and represents an ultraviolet divergence. However, a normal
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fluid is composed of many atoms or molecules. Hence, there will be a minimum length scale ℓ which we can use for a
regularization. For this purpose we replace the delta function by a Gaussian function according to
δ(r) = [2πℓ2]−d/2 exp(−r2/2ℓ2) (7.46)
and calculate the second spatial derivatives of the delta function at argument zero
∂m∂nδ(0) = − δmn (2π)
−d/2 ℓ−(d+2) . (7.47)
We insert the Onsager matrices (4.77) and (4.78), the second derivatives of the energy density (7.45), and the second
spatial derivatives of the delta function (7.47). Thus, from the formula (7.44) we obtain the explicit result
K
(1)
S,fluc[x] = − kB
∫
ddr
[
(d+ 2)(d− 1)
η
ρ
+ d
ζ
ρ
+ d
κ
ρ cV
]
1
(2π)d/2 ℓd+2
. (7.48)
The minimum length ℓ for the regularization of the delta
function is in the denominator with a high power. If it
is very small and close to the mean distance between the
atoms or molecules then the result for the fluctuating
part of the first Kramers-Moyal coefficient K
(1)
S,fluc[x] is
extremely large. On the other hand, if the minimum
length ℓ is sufficiently large then the result is very small.
Furthermore, we need the total first Kramers-Moyal
coefficient K
(1)
S (x). For an estimation of the order of
magnitude of this coefficient a mean-field approximation
will be sufficient which neglects the effects of fluctua-
tions. Thus, for a given physical non-equilibrium situ-
ation we determine the mean fields for the temperature
〈T (r, t)〉, the velocity 〈v(r, t)〉, and for the chemical po-
tential 〈µ(r, t)〉. Then, we insert these fields into the
formula
〈R〉 = 〈∂kvi〉 〈Λ
jj
ik,mn〉 〈∂nvm〉+ 〈∂kT 〉 〈Λ
σσ
kn〉 〈∂nT 〉
(7.49)
and calculate the mean produced heat per volume and
time 〈R(r, t)〉. Eq. (7.49) is the mean-field approximation
of (4.109). By inspection of the hydrodynamic equation
(4.55) for the first Kramers-Moyal coefficient K
(1)
S (x) we
eventually find an explicit formula in mean-field approx-
imation which reads
K
(1)
S [x] ≈
∫
ddr
〈R〉
〈T 〉
. (7.50)
E. Dependence on the minimum length
For a better understanding of the minimum length ℓ
we turn back to the definition of the entropy S(t) by
the maximization (2.21) under the constraints (2.22) and
(2.23). The entropy S(t) = S[x(t)] is a functional of the
relevant hydrodynamic variables xi(r, t). It strongly de-
pends on which of these variables and hence how many
physical degrees of freedom are included in the con-
straints (2.22). For a regularization of the ultraviolet
divergences related to singularities at small distances we
choose the relevant hydrodynamic variables in a way so
that the spatial variations are considered only on length
scales which are larger than the minimum length ℓ. In
order to do this we represent the hydrodynamic variables
in terms of a Fourier integral
xi(r, t) =
∫
ddk
(2π)d
θ(kmax − |k|) e
ik·r xi(k, t) (7.51)
where the theta function restricts the wave vectors k to
those within a sphere of radius kmax = 2π/ℓ. As a result
a coarse graining is achieved which is parameterized by
the minimum length ℓ. The constraints in real space
(2.22) are replaced by the corresponding constraints in
the Fourier space
Tr{ ˜̺(t) ai(k)} = xi(k, t) . (7.52)
The number of these constraints is given by the number
of the k vectors. Hence it is given by the volume of the
sphere of radius kmax = 2π/ℓ in Fourier space times the
volume V of the system in real space. Thus we obtain
the number of physical degrees of freedom
NF = V
∫
ddk
(2π)d
θ(kmax − |k|)
=
V
(2π)d
Ωd
d
(kmax)
d =
Ωd
d
V
ℓd
(7.53)
where Ωd = 2 π
d/2/Γ(d/2) is the surface of the unit
sphere and d is the dimension of the spaces.
Whenever the minimum length ℓ is small the number
of the relevant physical degrees of freedom and hence
the number of the constraints NF will be large. In this
case we expect that the fluctuations of the entropy S(t)
are accordingly large. This fact can be seen explicitly
in the fluctuating part of the first Kramers-Moyal coeffi-
cient (7.48) which in this case is very large. Conversely,
whenever the minimum length ℓ is large the number of
constraints NF is small so that the fluctuations of the
entropy S(t) will be small. Accordingly, the fluctuating
part of the first Kramers-Moyal coefficient (7.48) will be
very small.
42
The minimum length ℓ can be interpreted as a flow pa-
rameter of a renormalization group. If we increase ℓ then
the length scale for the minimum resolution of the model
of the physical system, i.e. the hydrodynamic equations,
is coarsened. In the model the parameters like e.g. the
Kramers-Moyal coefficients change with ℓ. Nevertheless,
the physical properties of the system, i.e. the normal
fluid, remain unchanged. In the infrared limit ℓ → ∞
we may expect a fixpoint in the space of the parame-
ters. For the fluctuating part of the first Kramers-Moyal
coefficient we find
K
(1)
S,fluc[x]→ 0 for ℓ→∞ . (7.54)
This means that in the infrared limit ℓ → ∞ the fluc-
tuating part of the first Kramers-Moyal coefficient which
represents the corrections to the fluctuation theorem be-
comes irrelevant. Thus, we arrive at the result: On large
length scales ℓ the fluctuation theorem will remain valid
in its original form. However, for small length scales ℓ
the correction term (7.48) will be large and important.
As a consequence there occurs a continuous transition
from small length scales ℓ, for which the correction term
dominates, to large length scales for which the correction
term is irrelevant. Now, we want to figure out at which
critical length scale ℓc this transition will happen. We
consider the dimensionless factor (7.37) in the exponen-
tial function of the modified fluctuation theorem (7.29)
which describes the deviations from the original fluctu-
ation theorem (7.12). By close inspection we obtain a
reasonable definition for the critical minimum length ℓc
in terms of the condition∣∣∣K(1)S,fluc[x]∣∣∣ = ∣∣∣K(1)S [x]∣∣∣ ⇐⇒ ℓ = ℓc . (7.55)
The two required Kramers-Moyal coefficients are defined
in the formulas (7.48) and (7.50) together with (7.49).
For K
(1)
S,fluc[x] we have a simple explicit formula. How-
ever, in order to calculate K
(1)
S [x] we must consider a
specific physical situation as e.g. a shear flow with a ve-
locity gradient or a heat transport with a temperature
gradient. Thus, as a result we obtain a unique explicit
value for the critical minimum length ℓc.
However, there exists a much simpler estimation in or-
der to obtain a crude and universal value for the critical
minimum length ℓc. In experimental physics one com-
monly uses the SI units for measured quantities and for
parameters. These units have the property that the num-
ber values of the quantities are located around unity with
a tolerance of some orders of magnitudes. Here, for being
specific we assume a tolerance of about 2.5 orders of mag-
nitudes upward and downward which is related to num-
ber values between 0.003 and 300. In the above formulas
(7.48) and (7.50) together with (7.49) there are only two
quantities which deviate from unity considerably. These
are the Boltzmann constant kB = 1.38× 10
−23 J/K and
the minimum length ℓ≪ 1m which both have very small
number values. These quantities appear only in the com-
bination of the ratio kB/ℓ
d+2. Thus, we obtain a crude
estimation for the critical minimum length ℓc if we re-
quire that in SI units the number value of this ratio is
unity according to
kB/ℓ
d+2 = 1 J/Kmd+2 . (7.56)
Inserting d = 3 for the dimension of the space we obtain
the critical minimum length
ℓc = 2.7× 10
−5m = 27µm . (7.57)
Because of the exponent d+2 = 5 in Eq. (7.56) the toler-
ance is reduced to only one half order of magnitude up-
ward and downward. Thus, the critical minimum length
is located within the interval 10−5m . ℓc . 10
−4m.
The smaller value is expected for normal fluids with large
densities like water while the larger value is expected for
gases with small densities like air.
F. Expectation value and variance
of the entropy change
From the two Kramers-Moyal coefficients we may cal-
culate the expectation value and the variance of the en-
tropy change ∆S. We find the expectation value
〈∆S〉 = K
(1)
S (x)∆t (7.58)
and the variance
〈[∆S − 〈∆S〉]2〉 = K
(2)
S (x)∆t . (7.59)
The second Kramers-Moyal coefficient can be expressed
in terms of the dissipative part of the first coefficient by
using Eq. (7.35). Furthermore, we apply Eqs. (7.34) and
(7.58). Thus, we obtain
〈[∆S − 〈∆S〉]2〉/(kB)
2 =
[
〈∆S〉 −K
(1)
S,fluc(x)∆t
]/
kB .
(7.60)
Next, we insert the fluctuating part of the first coefficient
(7.48). Thus, for the hydrodynamics of a normal fluid we
find the explicit result
〈[∆S − 〈∆S〉]2〉/(kB)
2 = 〈∆S〉/kB +
∫
ddr
[
(d+ 2)(d− 1)
η
ρ
+ d
ζ
ρ
+ d
κ
ρ cV
]
∆t
(2π)d/2 ℓd+2
. (7.61)
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The entropy change ∆S is an extensive quantity. Hence,
it is proportional to the volume V of the system. Simi-
larly, it is proportional to the time interval ∆t. For this
reason in the formulas (7.60) and (7.61) both terms on
the right-hand sides have a factor V∆t, which can be
taken outside the brackets. Consequently, the relative
magnitudes of the two terms with respect to each other
is influenced neither by the volume V of the system nor
by the considered time interval ∆t.
We may interpret the two terms in the following way.
The first term in Eq. (7.61) is proportional to the average
change of the entropy. It is zero in thermal equilibrium
and positive in a non-equilibrium state. Hence, the first
term is the non-equilibrium contribution to the variance
of the entropy change. On the other hand, the second
term in Eq. (7.61) is an integral over local quantities
which are calculated in the local thermal equilibrium.
For this reason we may interpret the second term as the
contribution of the equilibrium fluctuations to the vari-
ance of the entropy.
In its original form the fluctuation theorem includes
only the first term of the formulas (7.60) and (7.61). This
means, the original fluctuation theorem takes only the
non-equilibrium contribution into account. On the other
hand, the second term which is the correction term and
which causes the modification of the fluctuation theorem
may be interpreted as the contribution of the equilibrium
fluctuations. In the last two subsections we have figured
out that the correction term strongly depends on the min-
imum length scale ℓ which regularizes the singularities on
short length scales and implies a coarse graining. Thus,
the question whether in Eqs. (7.60) and (7.61) the first
term or the second term dominates depends on whether
the minimum length ℓ is larger or smaller than the criti-
cal minimum length ℓc which has been estimated roughly
in Eqs. (7.55)-(7.57).
In summary we conclude. We find an extension and
modification of the fluctuation theorem and calculate
a correction term which is due to the equilibrium fluc-
tuations of the entropy. Whether this correction term
is large and important or small and irrelevant depends
strongly on the minimum length scale ℓ and its relation
to a specific critical value ℓc.
G. Modified Jarzynski equation
for the entropy
Finally, we derive a modified version of the Jarzynski
equation (7.13) where the entropy change ∆S = S(x′)−
S(x) is the variable. First we calculate the left-hand side
of the fluctuation theorem (7.12). As usual we insert the
conditional probabilities taken from (7.26) with different
signs of the arguments. However, we additionally shift
the arguments of both conditional probabilities by an
extra term K
(1)
S,fluc(x)∆t. Then we obtain
P (+∆S +K
(1)
S,fluc(x)∆t|x)
P (−∆S +K
(1)
S,fluc(x)∆t|x)
= exp(∆S/kB) . (7.62)
Obviously, the right-hand side agrees with the fluctuation
theorem in the original form. In the next step we rear-
range the factors in the equation and shift the entropy
change according to ∆S → ∆S−K
(1)
S,fluc(x)∆t. Then, we
find the equivalent equation
exp(−[∆S −K
(1)
S,fluc(x)∆t]/kB) P (∆S|x) =
= P (−∆S + 2K
(1)
S,fluc(x)∆t|x) . (7.63)
We integrate this equation over ∆S. The normalization
of the conditional probability distribution function im-
plies the right-hand side to become unity. Thus, we ob-
tain the modified Jarzynski equation〈
exp
(
−
[
∆S −K
(1)
S,fluc(x)∆t
]/
kB
)〉
= 1 . (7.64)
If here we insert the entropy change in the form ∆S =
S(x′)−S(x) we may alternatively calculate the expecta-
tion value by using the more general conditional proba-
bility distribution function P (x′|x) and integrating over
the hydrodynamic variables of the final state x′i.
The equations (7.62)-(7.64) have been derived for in-
finitesimally small time intervals ∆t only. However, the
modified Jarzynski equation (7.64) can be extended ex-
actly and without any approximations to an arbitrarily
large and finite time interval ∆t. The reason for this pos-
sibility is the fact that the right-hand side of Eq. (7.64)
is unity and does not depend on the variables of the ini-
tial state xi. Thus, we divide the finite time interval
∆t into an infinite number of infinitesimally small time
intervals. For each of these infinitesimal time intervals
there is a modified Jarzynski equation. We multiply all
these modified Jarzynski equations together, take the in-
tegrations over the hydrodynamic variables outside the
brackets, reorder the factors inside the multiple integral
and then obtain the result〈
exp
(
−
[
∆S −
∫
K
(1)
S,fluc(x(t)) dt
]/
kB
)〉
= 1 . (7.65)
The product of the infinite number of conditional proba-
bilities P (x′|x) for each infinitesimal time interval results
in a joined probability for the paths of the hydrodynamic
variables xi(t). In this way in Eq. (7.65) the expectation
value becomes a path integral. Only the hydrodynamic
variables of the initial state xi are free variables because
we started from conditional probabilities. However, if
furthermore we multiply with a probability distribution
function for the initial state P0(x) and integrate over xi
then there will be no free variables any more. The path
integral integrates over all variables xi(t) of the whole
time interval ∆t.
Eq. (7.65) is the modified Jarzynski equation for any
arbitrarily large finite time interval ∆t. It is exactly valid
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and differs from the original Jarzynski equation (7.13)
[11, 12] by the additional term with the fluctuating part
of the first Kramers-Moyal coefficient K
(1)
S,fluc(x(t)). We
recover the original Jarzynski equation (7.13) in the spe-
cial case K
(1)
S,fluc(x(t)) = 0. On the other hand we have
calculated the fluctuating part of the first coefficient ex-
plicitly for a normal fluid. The result (7.48) depends
strongly on the minimum length ℓ which causes a regu-
larization and a coarse graining so that only the varia-
tions and fluctuations of the hydrodynamic variables on
length scales larger than this minimum length are taken
into account. Whether the additional term is small and
irrelevant or large and important depends on whether the
minimum length ℓ is larger or smaller than the critical
minimum length ℓc defined in Eqs. (7.55)-(7.57). Con-
sequently, the additional term in the modified Jarzynski
equation (7.65) may not be neglected generally for a nor-
mal fluid.
Finally, we have a special remark on the thermal equi-
librium where 〈∆S〉eq = 0. While in this case the original
Jarzynski equation forces a sharp conditional probability
P (∆S|x) = δ(∆S) with zero width the additional term
implies that the modified Jarzynski equation is less re-
strictive so that the conditional probability P (∆S|x) may
have a finite width even in thermal equilibrium.
H. Comparison of the fluctuation theorems
Within the framework of the GENERIC formalism we
have derived and investigated the fluctuation theorem
in two different variants, first in the original form (sub-
sections VIIA and VIIB) for an entropy like variable
∆Σ and second in a modified form (subsections VIIC to
VIIG) for the entropy change ∆S.
For the modified fluctuation theorem we have found
an additional term which is related to the entropy fluc-
tuations in thermal equilibrium. This additional term
is important for the consistency of the theory. On the
other hand, for the original fluctuation theorem this ad-
ditional term does not exist. Rather the variable ∆Σ is
not just the entropy change ∆S but has a second term.
Thus, there is an additional term either explicitly in the
fluctuation theorem or implicitly in the variable.
The original fluctuation theorem is a consequence of
micro reversibility and the principle of detailed balance.
On the other hand the modified fluctuation theorem is
derived by using an explicit distribution function for the
conditional probability and the first two Kramers-Moyal
coefficients of the entropy. The explicit structure of
these Kramers-Moyal coefficients eventually implies the
fluctuation theorem together with the additional term.
This structure is determined by the GENERIC formalism
which again is related to the micro reversibility and the
principle of detailed balance. In this way, eventually also
the modified fluctuation theorem is a consequence of the
time-inversion invariance of the underlying microscopic
physical system and the resulting principle of detailed
balance.
VIII. CONCLUSIONS
From the microscopic theory of an interacting many-
particle system the generalized hydrodynamic equations
were derived by using the methods of quantum statistics
and projection operators. At first the equations are ex-
act. They are nonlocal in space and time and include
memory effects and fluctuations. The equations have a
special fundamental structure. On the right-hand side
there are three kinds of contributions: reversible, dissipa-
tive and fluctuating terms. Already the exact equations
can be written in a generalized form of the GENERIC
formalism by Grmela and O¨ttinger [5–7].
The approximations do not change the fundamental
structure of the equations. If we neglect the memory ef-
fects which results in a Markov approximation we obtain
the hydrodynamic equations in a form which corresponds
to the original version of the GENERIC formalism. If we
furthermore consider a normal fluid and neglect the non-
local effects we obtain the hydrodynamic equations with
Gaussian fluctuations which are well known from stan-
dard text books [3, 4]. Applying symmetry arguments
we find that in a normal fluid the effects of dissipation
and fluctuations are described by three parameters, the
shear viscosity η, the volume viscosity ζ, and the thermal
conductivity κ.
The exact generalized hydrodynamic equations of sec-
tion III are invariant under the inversion of time since
we assume that the underlying microscopic theory does
have this property. We investigated in which way the
time-inversion invariance distributes over the three terms
on the right-hand sides of the equations. The reversible
terms are naturally invariant for themselves. Conse-
quently, also the sum of the dissipative terms and the
fluctuating terms is invariant under time inversion. How-
ever, the dissipative and fluctuating terms taken indi-
vidually break the time-inversion invariance. This fact
can be seen clearly in the time-evolution equation for
the entropy. Here the dissipative term is quadratic and
positive definite. It results in a growth of the entropy
with the time and represents the foundation of the sec-
ond law of thermodynamics. Only the fluctuating term
can counteract this growth and decrease the entropy once
again. Thus, whenever the fluctuating terms are taken
into account the invariance under time inversion remains
in force. This fact is not influenced qualitatively by the
approximations which lead to the hydrodynamic equa-
tions of a normal fluid.
If we neglect the memory effects then we obtain the
hydrodynamic equations in the form of Langevin equa-
tions where the fluctuating terms are modeled by Gaus-
sian stochastic forces. We compare our results with the
theory of stochastic process and notice that fluctuating
hydrodynamics is equivalent to a stochastic theory with
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Gaussian fluctuations. A related Fokker-Planck equation
can be found whose solution in thermal equilibrium is a
grand canonical Boltzmann distribution function. Even-
tually, we show that in thermal equilibrium the entropy
remains constant on average as expected. Even though
the equilibrium fluctuations imply that the positive def-
inite dissipative term yields a continuous growth also in
thermal equilibrium, this effect is compensated exactly
on average by the fluctuating term.
As a final conclusion we note that a stochastic the-
ory with Gaussian fluctuating forces can be formulated
which is completely consistent and free of any contradic-
tions. We have developed our considerations for the gen-
eral nonlocal hydrodynamic equations in the GENERIC
form. However, we find that our considerations are not
restricted to this general form. Rather, they are valid also
for the special local hydrodynamic equations of a normal
fluid. As an explicit example we have always considered
a normal and simple fluid. However, our considerations
together with the GENERIC formalism are valid more
generally and may be applied to more complex fluids as
e.g. mixtures of several components without and with
chemical reactions [59–61].
Furthermore, we have shown how the derivation of the
fluctuation theorem of Crooks [19–21] can be transfered
to the GENERIC formalism and the hydrodynamics of a
normal fluid. However, it turns out, that the variable of
this fluctuation theorem is not just the entropy change
but rather the entropy change plus an additional term.
For this reason we have alternatively derived a modified
version of the fluctuation theorem and of the Jarzynski
equation where the variable is the entropy change only.
However, in this latter case we find an additional term in
the fluctuation theorem itself which originates from the
fluctuating part of the first Kramers-Moyal coefficient of
the entropy.
We calculate the additional term explicitly for a normal
fluid and find an ultraviolet divergence. In order to ob-
tain a finite and physically reasonable result we must per-
form a regularization by introducing a minimum length
scale up to which the spatial variations and fluctuations
of the hydrodynamic variables are taken into account.
We find that the regularized additional term strongly de-
pends on this minimum length. Depending on whether
the minimum length is larger or smaller than a particular
critical length the additional term is small and irrelevant
or large and important, respectively. Thus, we conclude
that for the hydrodynamics of a normal fluid the fluctua-
tion theorem and the Jarzynski equation must generally
be modified by an additional term whenever the variable
is the entropy change of the fluid.
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