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Abstract
Consider the Vandermonde-like matrix P := (Pk(xM,l))M,Nl,k=0, where the polynomials Pk
satisfy a three-term recurrence relation and xM,l ∈ [−1, 1] are arbitrary nodes. If Pk are
the Chebyshev polynomials Tk, then P coincides with A := (Tk(xM,l))M,Nl=0,k=0. This paper
presents a fast algorithm for the computation of the matrix–vector product Pa in O(N log2 N)
arithmetical operations. The algorithm divides into a fast transform which replaces Pa with
Aa˜ and a fast cosine transform on arbitrary nodes (NDCT). Since the first part of the algorithm
was considered in [Math. Comp. 67 (1998) 1577], we focus on approximative algorithms for
the NDCT. Our considerations are completed by numerical tests.
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1. Introduction
Let ω be a nonnegative, integrable weight function with∫ 1
−1
ω(x) dx > 0 (1.1)
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and let L2ω([−1, 1]) be the weighted Hilbert space of all measurable functions f :
[−1, 1] → R with the inner product and norm defined by
〈f, g〉 := 2
π
∫ 1
−1
ω(x)f (x)g(x)dx, ‖f ‖2 := 〈f, f 〉1/2.
Let {Pn}n∈N0 be a sequence of orthogonal polynomials Pn ∈ n with respect to〈·, ·〉. Here n denotes the set of polynomials of degree  n. Then every P ∈ N
can be represented as
P =
N∑
k=0
〈P, Pk〉
‖Pk‖22
Pk, (1.2)
where 〈P, Pk〉 can be computed by a convenient quadrature rule.
Let M,N ∈ N with M  N be given. We are interested in an efficient solution
of the following two problems:
1. Given fk ∈ R (k = 0, . . . , N) compute the discrete polynomial transform
(DPT) (N + 1,M + 1): RN+1 → RM+1 on arbitrary nodes xM,j ∈ [−1, 1] (j =
0, . . . ,M) defined by
fˆj :=
N∑
k=0
fkPk(xM,j ) (j = 0, . . . ,M). (1.3)
The transform matrix P := (Pk(xM,j ))M,Nj,k=0 is called Vandermonde-like matrix.
2. Given fj ∈ R (j = 0, . . . ,M) compute the transposed discrete polynomial trans-
form DPTT(M + 1, N + 1): RM+1 → RN+1 defined by
h(k) :=
M∑
j=0
fjPk(xM,j ) (k = 0, . . . , N). (1.4)
The first problem addresses the evaluation of polynomials P ∈ N given in the
form (1.2) at the nodes xM,j . The second problem is concerned with the approxi-
mation of the Fourier coefficients of P ∈ N by a convenient quadrature rule. A
fast algorithm for (1.3) implies the factorization of the transform matrix P into a
product of sparse matrices. Consequently, once a fast algorithm for (1.3) is known,
a fast algorithm for the “transposed” problem (1.4) with the transform matrix PT is
also available by transposing the sparse matrix product. Therefore, we restrict our
attention to the fast computation of (1.3).
A straightforward idea for the fast solution of (1.3) with arbitrary orthogonal poly-
nomials Pn is to realize a basis exchange from {Pn}Nn=0 to {Tn}Nn=0 followed by a fast
cosine transform on arbitrary nodes. A fast algorithm with O(N log2 N) arithmetical
operations for the basis exchange was described in detail in [20].
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The main objective of this paper is to derive an efficient approximative algorithm
for the NDCT similar to the fast Fourier transforms on nonequidistant data [22] and
to combine this algorithm with the basis exchange in [20]. To our knowledge this is
the first algorithm for the fast computation of (1.3) and (1.4).
This paper is organized as follows: in Section 2 we derive three different algo-
rithms for the fast realization of the NDCT. In Section 2.1 we present a fast algorithm
for the NDCT based on the fast multipole method (FMM). In Section 2.2 we transfer
the general efficient method [22] for the fast evaluation of trigonometric polynomials
at nonequispaced nodes to (algebraic) polynomials. In Section 3 we develop the
algorithm for the DPT. Numerical results are presented in Section 4.
2. Discrete cosine transform on arbitrary nodes
In this section we consider the DPT for the special Chebyshev weight ω(x) :=
(1 − x2)−1/2. By Tk := cos(k arccos), we denote the Chebyshev polynomials of first
kind. Note that arccos : [−1, 1] → [0, π] is the inverse function of cos restricted to
[0, π). As known, the Chebyshev polynomials form a complete orthogonal system
in L2ω([−1, 1]). For m, n ∈ N0 we have
〈Tm, Tn〉 =


2 m = n = 0,
1 m = n > 0,
0 m /= n.
The DPT(N + 1,M + 1) with respect to the Chebyshev polynomials can be writ-
ten as
P(xM,j ) =
N∑
k=0
fkTk(xM,j ) (j = 0, . . . ,M) (2.1)
with fk ∈ R. We call this transform NDCT(M + 1, N + 1).
The DPTT(M + 1, N + 1) for the Chebyshev polynomials means, the fast evalu-
ation of
h(k) :=
M∑
j=0
fjTk(xM,j ) (k = 0, . . . , N) (2.2)
with fj ∈ R at the nodes xM,j (j = 0, . . . ,M). We call this transform NDCTT(M +
1, N + 1).
For Gauss–Chebyshev nodes hN,l := cos (lπ/N) (l = 0, . . . , N), the values
f (hN,l) (l = 0, . . . , N) can be computed by the well-known discrete cosine trans-
form of type-I (DCT-I) with only O(N logN) flops. We use the corresponding DCT-I
matrices
CIN+1 :=
(
εN,k cos
jkπ
N
)N
j,k=0
, εN,k :=
{
1/2 k = 0, N
1 k = 1, . . . , N − 1
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which satisfy
CIN+1CIN+1 =
N
2
IN+1. (2.3)
There exist implementations of algorithms for the vector multiplication with the
above cosine matrix, for example a C-implementation based on [2,23].
However, the DCT requires sampling on a special grid, which represents a sig-
nificant limitation for many applications. Unfortunately, for arbitrary nodes xM,l ∈
[−1, 1] (l = 0, . . . ,M), the direct evaluation of (2.1) takes O(N M) arithmetical
operations, too much for practical purposes. In this section we derive three different
methods for the fast computation of (2.1) and (2.2).
1. We use an approximative method for the fast computation of discrete Fourier
transform for nonequispaced data (NDFT) (see [21,22]), i.e. we simply compute
f˜ (x) := Re
(
N∑
k=0
fke
−ikx
)
(2.4)
at the nodes yM,l := arccos(xM,l) and obtain f (xM,l) = f˜ (yM,l).
Efficient NDFT algorithms for the computation of the NDFT were given for
example in [3,12]. In [22], Steidl proposed a unified approach to the efficient
computations of NDFT, which includes [3,12]. Recently several algorithms for
the efficient evaluation of trigonometric polynomials at irregularly spaced points
where presented and analyzed in [21,24].
2. In Section 2.1 we use the celebrated FMM in order to compute (2.1). A fast Fou-
rier transform for nonequispaced data based on FMMs was given in [13].
3. The main tools for the fast algorithms for the NDFT are the Fourier transforms
and the approximation by translates. By using the Chebyshev transform and the
Chebyshev shift we are able to transfer the concept of the NDFT to fast algorithms
for the NDCT. This approach is described in Section 2.2.
2.1. NDCT based on the fast multipole method
In this section we describe a method for the fast computation of (2.1) by using the
FMM. The FMM is a tool that has been widely applied in several fields with great
success. We use an algorithm for the evaluation of potential fields on the line, which
was given in [11]. Recently a method for this problem, which is roughly twice as fast
as the used algorithm was given in [25]. The algorithm requires O(N log(1/)) ar-
ithmetical operations, where  is the precision of computations and N is the number
of nodes.
First we represent the matrix A = (Tk(xM,l))M,Nl=0,k=0 by a product of diagonal ma-
trices, a cosine matrix and a Cauchy matrix. The problem of matrix–vector multipli-
cation by a Cauchy matrix with complexity less than O(NM) is known as Trummer’s
problem (see also [4]). For special Cauchy matrices, i.e. for special points xM,l, a
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representation of Cauchy matrices using different sine and cosine transforms was
presented in [15]. The FMM provides a fast and approximative algorithm for the
matrix–vector multiplication with arbitrary Cauchy matrices.
Let N be a power of 2. Instead of computing f (xM,l)(l = 0, . . . ,M) we compute
f (hN,j ) =
N∑
k=0
fkTk(hN,j ) (j = 0, . . . , N)
at the Gauss–Chebyshev nodes hN,j = cos(jπ/N) by DCT-I in O(N logN) flops.
Using Lagrange interpolation we rewrite f in the form
f (x) =
N∑
j=0
f (hN,j )
w(x)
(x − hN,j )w′(hN,j )
with w(x) = 2N−1 ∏Nk=0(x − hN,k). Let UN−1 be the Chebyshev polynomials of
second kind given by
UN−1(x) = sin(N arccos(x))√
1 − x2 , x ∈ (−1, 1).
Since yM,k = arccos(xM,k), we see by w(x) = (1 − x2)UN−1(x) that
w(xM,k)= − sin(yM,k) sin(NyM,k),
w′(hN,j )= (−1)
j+1
εN,j
N
and finally
f (xM,k)= sin(yM,k) sin(NyM,k)
N∑
j=0
εN,j
(−1)j+1
N
f (hN,j )
× 1
xM,k − hN,j , (k = 0, . . . ,M).
Algorithm 2.1 (Fast computation of NDCT using FMM).
Input: N ∈ N, xM,l ∈ [−1, 1] (l = 0, . . . ,M), fk ∈ R(k = 0, . . . , N).
1. Compute by DCT-I (N + 1) in O(N logN) arithmetic operations
f (hN,j ) =
N∑
k=0
fkTk(hN,j ) (j = 0, . . . , N).
2. Form by FMM (see Algorithm 3.1 of [11]) in O(N log(1/)).
gk :≈
N∑
j=0
εN,j
(−1)j+1
N
f (hN,j )
1
xM,k − hN,j (k = 0, . . . ,M).
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3. Set s(xM,k) := sin(yM,k) sin(NyM,k)gk (k = 0, . . . ,M).
Output: s(xM,k) approximate value of f (xM,k) (k = 0, . . . ,M).
Algorithm 2.1 reads in matrix–vector notation with f := (ε−1N,kfk)Nk=0 as
Af = D1BD2CIN+1f, (2.5)
where D1 and D2 denotes the diagonal matrices
D1 := diag(sin(yM,k) sin(NyM,k))Mk=0,
D2 := diag
(
εN,j f (hN,l)
(−1)j+1
N
)N
j=0
and B is the Cauchy matrix
B :=
(
1
xM,k − hN,j
)M,N
k=0,j=0
. (2.6)
An algorithm for the NDCTT is straightforward by transposing the matrix product
(2.5).
Remark 2.2. The FMM-based approach leads to a set of closely related forward
and inverse algorithms. Unfortunately the inverse algorithms are only numerical sta-
ble for points xM,j which are distributed similar to the points hM,j . For the NDFT
algorithms a similar behavior was observed in [9].
2.2. NDCT based on the Chebyshev transform
In this section we introduce the Chebyshev transform and corresponding shifts.
Further we use the Chebyshev transform of L2ω([−1, 1]) onto l2 mapping f ∈
L2ω([−1, 1]) to (an[f ])∞n=0 ∈ l2 with the Chebyshev coefficients
an[f ] := 〈f, Tn〉 (n ∈ N0).
For more details on Chebyshev transform see [5]. In order to adapt the concept of
shifts to the interval (see [5,19]) we introduce the Chebyshev shift σn,j f of f, i.e.
(σn,j f )(x) := 12f
(
x cos
jπ
n
−
√
1 − x2 sin jπ
n
)
+ 1
2
f
(
x cos
jπ
n
+
√
1 − x2 sin jπ
n
)
(x ∈ [−1, 1]).
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Note that the Chebyshev transform is strongly related with the Fourier cosine
transform. Hence similar the Chebyshev shift follows from the even shift of even
periodic functions. However, we use the important property
ck[σn,j f ] = cos kjπ
n
ck[f ]. (2.7)
We have to evaluate the polynomial
f (x) =
N∑
k=0
fkTk(x) (2.8)
at the nodes xM,l ∈ [−1, 1] (l = 0, . . . ,M). We introduce the oversampling factor
α > 1 and set n := αN. Let ϕ be a function on [−1, 1] with uniformly convergent
Chebyshev series, such that
ϕ(x) =
∞∑
k=0
ck[ϕ]Tk(x).
We approximate f by
s1(x) =
n∑
j=0
gjσn,jϕ(x). (2.9)
By properties of the Chebyshev shift (2.7) we obtain
(σn,jϕ)(x) =
∞∑
k=0
ck[ϕ]Tk(x) cos kjπ
n
.
The Chebyshev series of s1 reads as
s1(x) =
∞∑
k=0
ck[ϕ]gˆkTk(x) (2.10)
with
gˆk :=
n∑
j=0
gj cos
kjπ
n
. (2.11)
If the coefficients ck[ϕ] become sufficiently small for k  N and if ck[ϕ] /= 0
for k = 0, . . . , N − 1, then we suggest by comparing (2.8) with (2.10) to set
gˆk :=


fk
ck[ϕ] k = 0, . . . , N − 1,
0 k = N, . . . , n.
(2.12)
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Now the values gj can be obtained from (2.11) by the reduced DCT-I of size n. If
the functions σn,jϕ (j = 0, . . . , n) are also well localized in time domain such that
they can be approximated by functions ψn,j with small support, then
f (xM,l) ≈ s1(xM,l) ≈ s(xM,l) :=
∑
j∈In,m(xM,l )
gjψn,j (xM,l) (2.13)
with
In,m(xM,l) :=
{
j = −m, . . . , n+m : cos (j +m)π
n
 xM,l  cos
(j −m)π
n
}
.
For fixed xM,l ∈ [−1, 1] the above sum contains at most (2m+ 2) nonzero sum-
mands.
In summary, we obtain the following approximate algorithm for the fast compu-
tation of (2.8) with O(αN log(αN)+mM) arithmetical operations, where α and m
are constants.
Algorithm 2.3 (Fast computation of NDCT using the Chebyshev-transform).
Input: N,m ∈ N, α > 1, xM,l ∈ [−1, 1](l = 0, . . . ,M), fk ∈ R (k = 0, . . . , N).
0. Precompute n := αN, ck[ϕ] (k = 0, . . . , N).
1. Form gˆk := fk/ck[ϕ] (k = 0, . . . , N).
2. Compute by reduced DCT-I (n+ 1)
gj = 1
n
N∑
k=0
1
εn,k
gˆk cos
kjπ
n
(j = 0, . . . , n). (2.14)
3. Set
s(xM,l) :=
∑
j∈In,m(xM,l )
gjψn,j (xM,l) (l = 0, . . . ,M).
Output: s(xM,l) approximate value of f (xM,l) (l = 0, . . . ,M).
The Algorithm 2.3 reads in matrix–vector notation as
Af ≈ BCIn+1Df
where B denotes the sparse matrix
B := (ψn,j (xM,l))M,nl=0,j=0
and where
D :=
(
0|diag(1/(nck[ϕ]))Nk=0|0
)T
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with
(N, (n−N)/2)− zero matrices 0.
In case of trigonometric polynomials a different method for computing the entries
of the sparse matrix B was given in [17].
Immediately we obtain an algorithm for the problem (2.6) by transposing the
matrix–vector notation
AT ≈ DT
(
CIn+1
)T
BT.
For j = m, . . . , n+m, we introduce the index set
Jn,m(j) :=
{
l = 0, . . . ,M : j −m  n arccos(xM,l)
π
 j +m
}
.
Algorithm 2.4 (Fast computation of NDCTT using the Chebyshev-transform).
Input: N,m ∈ N, α > 1, xM,l ∈ [−1, 1](l = 0, . . . ,M), fk ∈ R (k = 0, . . . , N).
0. Precompute n := αN, ck[ϕ] (k = 0, . . . , N).
1. Set
g˜j :=
∑
l∈Jn,m(j)
flψn,j (xM,l) (j = 0, . . . , n).
2. Compute by reduced DCT-I(n+ 1)
c˜k(g) := 1
nεn,k
n∑
j=0
g˜j cos
jkπ
n
(k = 0, . . . , N).
3. Form h˜(k) := c˜k(g)/ck[ϕ] (k = 0, . . . , N).
Output: h˜(k) approximate value of h(k) (k = 0, . . . , N).
Both algorithms introduce the same approximation errors. By (2.13), the error
splits as follows:
E(xM,l) := |f (xM,l)− s(xM,l)|  Ea(xM,l)+ Et(xM,l)
with Ea(xM,l) := |f (xM,l)− s1(xM,l)| and Et(xM,l) := |s1(xM,l)− s(xM,l)|.
Note that Ea(xM,l) and Et(xM,l) are the aliasing error and the truncation
error introduced by Algorithm 2.3, respectively. Let E∞ := maxl=1,...,M E(xM,l)
and ‖f ‖1 :=∑Nk=0 ε−1n,k|fk|.
By (2.8) and (2.10) we get for the aliasing error
Ea(xM,l) =
∣∣∣∣∣∣
∞∑
k=N+1
ck[ϕ]gˆkTk(xM,l)
∣∣∣∣∣∣ .
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By (2.11) we have gˆk = gˆ2nr+k (k = −n, . . . , n; r ∈ Z) and with (2.12) we ob-
tain
Ea(xM,l)=
∣∣∣∣∣
∞∑
r=1
N∑
k=−N
ck+2nr [ϕ]gˆkTk+2nr (xM,l)
∣∣∣∣∣

N∑
k=−N
|f|k||
∞∑
r=1
∣∣∣∣ck+2nr [ϕ]c|k|[ϕ]
∣∣∣∣
 2‖f ‖1 max
k=−N,...,N
∞∑
r=1
∣∣∣∣ck+2nr [ϕ]c|k|[ϕ]
∣∣∣∣ . (2.15)
By (2.9) and (2.13) the truncation error can be written as
Et(xM,l) =
∣∣∣∣∣∣
n∑
j=0
gj
(
σn,jϕ(xM,l)− ψn,j (xM,l)
)∣∣∣∣∣∣
and further by (2.14) and (2.12) as
Et(xM,l) =
∣∣∣∣∣∣
n∑
j=0
1
n
N∑
k=0
1
εn,k
fk
ck[ϕ] cos
kjπ
n
(
σn,jϕ(xM,l)− ψn,j (xM,l)
)∣∣∣∣∣∣ .
Consequently, we obtain
Et(xM,l) 
‖f1‖
n
max
k=0,...,N
1
|ck[ϕ]|
n∑
j=0
∣∣σn,jϕ(xM,l)− ψn,j (xM,l)∣∣ . (2.16)
Remark 2.5. We remark that we can develop similar algorithms for the fast com-
putation of
f (x) =
N∑
k=0
fkUk(x).
Let us consider special functions ϕ and ψ.
2.2.1. ϕ with compact support in time domain
The following construction of splines on the interval is based on [19]. Let χ[0,1)
denote the characteristic function of [0, 1) and let m ∈ N be a fixed number. The
cardinal B-splines Nm (m  1) of order m are defined by
N1 := χ[0,1), Nm+1 :=
∫ 1
0
N1(t)Nm(· − t) dt
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and their centered version by
Mm := Nm
(
· +m
2
)
.
Note that Mm is an even function with supp Mm =
[−m2 , m2 ] and that∫ ∞
−∞
Mm(t)e
−ixt dt =
(
sinc
x
2
)m
, (2.17)
where
sinc x :=
{
sin x
x x /= 0,
1 x = 0.
Assume that 1  m < n/2. Since suppM2m = [−m,m], let M˜n,2m be the 2π-
periodization of M2m(n · /(2π)), i.e.
M˜n,2m :=
∞∑
r=−∞
M2m(n · /(2π)− nr).
Now restricting M˜n,2m on [0, π], we choose as function ϕB := M˜n,2m(arccos).
The function ϕB has the Chebyshev coefficients
ck
[
ϕB
] = 1
n
(
sinc(kπ/n)
)2m
(2.18)
and
supp ϕB =
(
cos
mπ
n
, 1
]
.
Note that
supp σn,jϕB =


(
cos
(
(j+m)π
n
)
, 1
]
j < m,(
cos
(
(j+m)π
n
)
, cos
(
(j−m)π
n
))
n−m  j  m,[
−1, cos (j−m)π
n
)
j > n−m.
Consequently we set ψBn,j := σn,jϕB.
By comparing (2.15) and (2.16) with the error estimates for the NDFT in [21]
and following the lines of the proof of Theorem 1.2 in [21] we obtain the following
theorem.
Theorem 2.6. Let the NDCT(M + 1, N + 1) be computed by Algorithm 2.3 with
the transformed, dilated, periodized, centered cardinal B-spline of order 2m where
ϕ = ϕB is given in (2.18) and ψBn,j := σn,jϕB. Then for α > 1 and 0  η  4m/3,
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E∞ 
4m
2m− 1
(
N
2
)−η
(2α − 1)−2m|f |η,1. (2.19)
Here |f |η,1 denotes the Sobolev-like seminorm |f |η,1 :=∑Nk=0 ε−1n,k|fk||k|η.
2.2.2. Gaussian bell
The use of Gaussian bells for the fast computation of Fourier transforms on ar-
bitrary nodes was first suggested in [12] and a good choice for the parameters was
given in [22]. By transferring the concept to the interval we obtain
Theorem 2.7. Let the NDCT be computed by Algorithm 2.3 with the transformed,
dilated, periodized Gaussian bell
ϕ˜(v) := (πb)−1/2
∑
r∈Z
e−(n(v+r))2/b, ϕG := ϕ˜(arccos(π ·))
and with the truncated version of ϕG,
ψ˜(v) := (πb)−1/2
∑
r∈Z
e−(n(v+r))2/bχ[−m,m](n(v + r)), ψG := ψ˜(arccos(π ·)).
Here χ[−m,m] denotes the characteristic function of [−m,m]. Let α > 1 and 1 
b  2αm/(2α − 1)π. Then ck[ϕG] = (1/n)e−
(
πk
n
)2
b
and
Ea(wj )  ‖f ‖1e−bπ2
(
1− 1
α
)(
1 + α
(2α − 1)bπ2
+ e−2bπ2/α
(
1 + α
(2α + 1)bπ2
))
,
Et(wj )  ‖f ‖1 2√
πb
(
1 + b
2m
)
e−bπ
2
((
m
bπ
)2−( 12α )2),
E∞  4‖f ‖1e−bπ2
(
1− 1
α
)
.
The approximation error decreases with increasing b. Therefore
b = 2αm
(2α − 1)π
provides a good choice for b as function of α and m (see [21,22]).
Remark 2.8. In various papers for the fast computation of the NDFT, other win-
dow functions than the Gaussian pulse or centered cardinal B-splines were consid-
ered (see e.g. for prolate spheroidal functions and Kaiser–Bessel functions [16], for
Gaussian pulse tapered with a Hanning window [10] or for Gaussian kernels com-
bined with sinc kernels [18]).
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3. Fast polynomial transform
Let L2ω([−1, 1]) be the weighted Hilbert space of all measurable functions f :
[−1, 1] → R with the property∫ 1
−1
ω(x)f (x)2 dx < ∞
and a weight ω fulfilling (1.1).
Let {Pn}n∈N0 be a sequence of orthogonal polynomials Pn ∈ n with respect to〈·, ·〉 defined by the three-term recurrence relation
P−1(x) := 0, P0(x) := 1,
Pn(x) = (αnx + βn)Pn−1(x)+ γnPn−2(x) (n = 1, 2, . . .) (3.1)
with αn, βn, γn ∈ R and αn > 0, γn /= 0 (n ∈ N). Consider
P :=
N∑
k=0
fkPk ∈ N
with known real coefficients fk. Our concern is the fast evaluation of P(xM,j ) (j =
0, . . . ,M) with O(N log2 N) instead of O(MN) arithmetical operations. The first
part of our algorithm realizes the basis exchange from {Pk}Nk=0 to {Tk}Nk=0 inN and
produces the Chebyshev coefficients f˜k in
P =
N∑
k=0
f˜kTk. (3.2)
This algorithm was developed in [20], see also the approach of Driscoll and Healy
for the transposed problem developed in [7,8]. Our approach computes the basis
exchange with O(N log2 N) arithmetical operations by a divide-and-conquer tech-
nique combined with fast polynomial multiplications. The algorithm was designed
for arbitrary polynomials Pn satisfying a three-term recurrence relation. It requires
multiplications with precomputed values of associated polynomials of Pn occupying
O(N logN) elements of storage.
Knowing the Chebyshev coefficients f˜k, the values P(xM,j )(j = 0, . . . ,M) can
be computed by Algorithm 2.3 in O
(
αN log(αN)+mM) arithmetical operations.
Algorithm 3.1 (Fast computation of DPT).
Input: N,M ∈ N, xM,l ∈ [−1, 1](l = 0, . . . ,M), fk ∈ R (k = 0, . . . , N).
1. Compute the Chebyshev coefficients f˜k (k = 0, . . . , N) by Algorithm 3.2 of [20].
2. Compute the values P(xM,l) (l, . . . ,M) of (3.2) by Algorithm 2.3.
Output: s(xM,l) approximate value of P(xM,l) (l = 0, . . . ,M).
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4. Numerical examples
In this section we confirm our theoretical results by various numerical examples.
The algorithms are implemented in C and tested on a SGI O2 using double precision
arithmetic. Let
E := max
l=0,...,M
|f (xM,l)− s(xM,l)|
/
max
l=0,...,M
|f (xM,l)|. (4.1)
The values f (xM,l) (l = 0, . . . ,M) are obtained by a straightforward algorithm
based on the three-term recurrence relation (Clenshaw algorithm) in O(MN) flops.
Several technical details of our implementation appear to be worth mention here:
1. For the fast approximative matrix–vector multiplication with the Cauchy matrix
(2.6) we use the Algorithm 3.2 of [11]. In order to obtain the fixed accuracy E∞ 
10−13 we choose the size of the Chebyshev expansion p = 16. Note that schemes
have been constructed to further compress the multipole expansions (see [25]).
2. In Algorithm 2.3 we choose the oversampling factor α = 2. If we use the Gaussian
bell we choose the parameter b = 2αm/(2α − 1)π. If we use the B-splines we
compute the values ψn,j (xM,l) recursively by the recurrence relation of B-splines
[6].
3. The implementation of the vector multiplication with the cosine matrix CIN+1
based on [2,23] were taken from [1].
4. The proposed algorithms work for all nonequispaced nodes, but the computational
time of Algorithm 2.1 depends slightly on the distribution of the nodes.
Example 4.1. The purpose of this example is to confirm the theoretical results of
Theorem 2.6. We choose the values fk (k = 0, . . . , N) randomly distributed in the
interval [−1, 1] and compute (2.1) at the nodes xN,l = −1 + 2l/N, where N = 2t
with t ∈ {8, 9, . . . , 13}. Choosing m = 6 we obtain a relative error E  1.2e − 7 as
shown by the dotted line with × in Fig. 1. Choosing m = 9 we obtain an relative
error E  1.1e − 10 as shown by the dotted line with in Fig. 1. If the values fk are
the Fourier coefficients of a smooth function than sharper estimates are obtainable
(2.19). If we choose η = 2 in (2.19), then the values (k + 1)2fk (k = 0, . . . , N) are
uniformly distributed in the interval [−1, 1]. The errors form = 2 are given by (2.19)
with
E 
( 2
3
)5
N−2|f |2,1.
We show the error E of Algorithm 2.3 using B-splines by a solid line with × in
Fig. 1. For m = 4 we obtain
E  163
( 2
3
)6
N−2|f |4,1
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Fig. 1. Error E for Algorithm 2.3 by using B-splines, dotted line η = 0, solid line η = 2 (see (2.19)).
where the error E of Algorithm 2.3 is shown by a solid line with in Fig. 1. Note
that for η > 0 the error E decreases for increasing N. For η = 0 we have to increase
m in order to get a smaller error E. This is what we observe in Fig. 1.
Example 4.2. In this example we compare the computational time of our imple-
mentation for the fixed accuracy E  10−12. Hence we have to choose m = 12 in
Algorithm 2.3. The computational time for the straightforward algorithm is marked
by a square  (Fig. 2). As mentioned in 2.4 we can also use the NDFT algorithms.
We mark the computational time with a solid line with (NDFTgauss) in case of
Gaussian bells and with a solid line with t imes (NDFTbspline) in case of B-splines
(see also [14]). The computational time for Algorithm 2.3 based on Gaussian bells
(NDCTgauss) is marked with a doted line and and with a doted line and × in
case of B-splines. The computational time for Algorithm 2.1 (FMM) is marked by a
dashed line with ♦.
Note that Algorithm 2.3 is approximately 45 times faster for N = 213 and 145
times faster for N = 214 (if we use the Gaussian bell) than the straightforward algo-
rithm.
Various numerical test with our implementation of the different algorithms shown
that Algorithm 2.3 based on Gaussian bells realize the NDCT in the fastest way. That
is the reason why we use these Algorithm in step 2 of Algorithm 3.1 in order to
compute the DPT.
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Fig. 2. Computational time for different algorithms.
Example 4.3. We consider the ultraspherical polynomials Pλn (λ > −1/2) given
by
Pλ−1(x) := 0, P λ0 (x) := 1,
P λn+1(x) :=
2(n+ λ)
n+ 1 xP
λ
n (x)−
n+ 2λ− 1
n+ 1 P
λ
n−1(x) (n = 0, 1, 2, . . .).
Table 1
Relative error (4.1) of Algorithm 3.1
N λ E
m = 6 m = 8 m = 10 m = 12
128 0.5 1.551e−07 3.328e−09 1.478e−11 4.316e−13
256 0.5 1.567e−07 1.699e−09 1.368e−11 2.985e−12
512 0.5 1.156e−07 3.703e−09 5.118e−11 1.990e−11
1024 0.5 8.850e−08 3.033e−09 7.266e−11 6.533e−11
2048 0.5 9.409e−08 3.374e−09 1.503e−10 1.634e−10
4096 0.5 9.541e−08 3.097e−09 3.416e−09 1.792e−09
128 1.5 9.547e−07 4.779e−09 4.312e−11 5.542e−13
256 1.5 3.238e−07 7.325e−09 3.133e−11 2.246e−11
512 1.5 2.974e−07 2.460e−09 2.800e−11 2.800e−11
1024 1.5 4.530e−07 1.234e−09 6.453e−11 1.860e−11
2048 1.5 4.865e−07 1.518e−09 2.976e−10 5.691e−10
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Fig. 3. Computational time for Algorithm 3.1, the Clenshaw algorithm and for NDCTgauss (m = 8).
These polynomials are orthogonal with respect to the weight function ω(x) =
(1 − x2)λ−1/2. For λ = (n− 2)/2, the ultraspherical polynomials are the zonal
spherical polynomials of Sn−1 with respect to SO(n)/SO(n− 1). For the 2-sphere
S2, i.e. for λ = 1/2, the ultraspherical polynomials are the Legendre polynomials.
For given fk ∈ R (k = 0, . . . , N) we compute
f (xN,j ) =
N∑
k=0
fkP
λ
k (xN,j ) (j = 0, . . . , N) (4.2)
by the Clenshaw algorithm in double precision arithmetic and by Algorithm 3.1.
Table 1 compares the results for different transform lengths N ranging between 128
and 4096 and various parameters λ. We choose the values fk (k = 0, . . . , N) ran-
domly distributed in the interval [−1, 1] and compute (2.1) at the zeros of PλN+1. The
first and the second columns of Table 1 contain the parameters N and λ, respectively.
The last three columns contain the error E for different values m. Finally Fig. 3
shows the CPU time of Algorithm 3.1. Note that forN = 214 the Clenshaw algorithm
takes more than 4.2 min but Algorithm 3.1 takes less than 2 s.
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