Network representation learning (NRL) has been widely used to help analyze large-scale networks through mapping original networks into a low-dimensional vector space. However, existing NRL methods ignore the impact of properties of relations on the object relevance in heterogeneous information networks (HINs). To tackle this issue, this paper proposes a new NRL framework, called Event2vec, for HINs to consider both quantities and properties of relations during the representation learning process. Speci cally, an event (i.e., a complete semantic unit) is used to represent the relation among multiple objects, and both event-driven rst-order and second-order proximities are de ned to measure the object relevance according to the quantities and properties of relations. We theoretically prove how event-driven proximities can be preserved in the embedding space by Event2vec, which utilizes event embeddings to facilitate learning the object embeddings. Experimental studies demonstrate the advantages of Event2vec over state-ofthe-art algorithms on four real-world datasets and three network analysis tasks (including network reconstruction, link prediction, and node classi cation). Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). 
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INTRODUCTION
Heterogeneous information networks (HINs), which contain multiple types of objects and links, are ubiquitous in a variety of realworld scenarios such as social networks [17] , bibliographic networks [25] , and user interest networks [5] . Many real-world HINs are large-scale, e.g., social networks with millions of nodes [8] . To analyze large-scale networks in many applications, such as link prediction [30, 31] , node classi cation [15, 16] , e ective network analysis techniques are needed. However, most network analysis methods su er from high computation and space cost [3] . To tackle this problem, a mainstream idea is network representation learning (NRL), which maps original networks into a low-dimensional vector space while preserving as much of the original network information as possible. Using the low-dimensional vector representations of objects as input features, the performance of downstream network analysis can be improved [3] . Due to the heterogeneities of both objects and relations, the primary challenge of NRL for HINs is that the representation learning process should e ectively capture original network structural and semantic information. To this end, this paper aims to propose an e ective NRL framework to learn object embeddings for HINs.
In real-world networks, there may exist some relations among multiple objects. Taking Figure 1 as an example, the relation among authors, a paper, and a venue is an indecomposable unit. Decomposing it into pairwise object relations will lose some semantic information [27] . Recently, hyperedge was used to represent the relation among multiple objects [13, 27] , which can be regarded as a complete semantic unit called event [13] . ese hyperedge-based methods measure the relation among multiple objects as a whole. However, they consider only the quantities of events and ignore their properties during the representation learning process.
Intuitively, objects involved in same events should be relevant. Meanwhile, objects involved in similar events should be relevant as well. As examples of two bibliographic networks illustrated in Figure 2 . In Figure 2 (a), author a 1 and a 2 published two papers together, they are both involved in event e 1 and e 2 . erefore, they are relevant. Figure 2 (b) shows author a 1 and a 2 published papers with the same topic in the same venue. ey are involved in two similar events e 1 and e 2 , respectively. Hence, they should be relevant as well. e properties of events can facilitate capturing the semantic relevance among objects. e relevance among objects in HINs should be driven by both the number of their intersectional events (event-driven rst-order proximity) and the similarity between their events (event-driven second-order proximity).
In this paper, events are used to represent the relations among objects, and both event-driven rst-order and second-order proximities are used to measure the object relevance according to the quantities and properties of relations. We propose a new NRL framework, called Event2vec, to learn the object embeddings of HINs via two learning steps. e rst step uses an autoencoder to learn the event embeddings. Based on the event embeddings learned by the previous step, the second step obtains the object embeddings by preserving the event-driven proximities. We theoretically prove the leaning process which utilizes event embeddings to facilitate learning object embeddings is capable to preserve the event-driven proximities in the embedding space. e contributions of this paper are summarised as follows:
• We investigate the signi cance of properties of relations among multiple objects for learning HIN representations.
• We de ne the event-driven rst-order and second-order proximities to measure object relevance driven by quantities and properties of relations, respectively.
• We propose a new NRL framework called Event2vec to learn the object embeddings of HINs and theoretically prove Event2vec can preserve the event-driven rst-order and second-order proximities in the embedding space.
• Experiments on four real-world datasets and three network analysis tasks are conducted to demonstrate the e ectiveness of Event2vec.
e rest of this paper is organized as follows. Section 2 reviews the related work. In Section 3, we give the de nition of the problem. e details of the proposed framework are given in Section 4. Section 5 presents the experimental results. Finally, we conclude in Section 6.
RELATED WORK
e related work is in the area of network representation learning. Early works in NRL community were mainly designed for homogeneous information networks, which contain only a single type of objects and links. However, HINs are more ubiquitous in most complex real-world scenarios. Recently, representation learning for HINs has a racted increasing interest in the NRL community. We review the works in representation learning for homogeneous information networks and heterogeneous information networks in the following tow sub-sections, respectively.
Homogeneous Information Network Representation Learning
Many works have been proposed to learn representations of homogeneous information networks. ey can be classi ed into matrix factorization-based methods, probability-based methods, and deep learning-based methods. Matrix factorization-based methods [1, 2, 23] represent relations between pairwise objects in the form of a matrix, e.g., adjacent matrix, Laplacian matrix, and factorize the matrix to obtain object embeddings using eigen-decomposition. Probability-based methods such as DeepWalk [22] and node2vec [12] use random walks to sample paths from the network and calculate object co-occurrence probabilities which are used to learn object embeddings via the Skip-gram model [20, 21] . LINE [26] preserves both rst-order and second-order proximities of networks by minimizing the Kullback-Leibler divergence of two joint probability distributions for each pair nodes. Deep learning-based methods [4, 18, 29] use adjacent matrix, or object co-occurrence probability matrix, or graph convolution as input, and learn object embeddings via a deep neural network. ose methods are e ective to capture the structural and semantic information of homogeneous information networks. However, they fail to capture the complete semantic information of HINs since they ignore the di erent semantics of relations among di erent types of objects.
Heterogenous Information Network Representation Learning
Researchers in NRL eld have increasingly engaged in HIN representation learning recently. e success of applying metapath [25] in HIN analysis has motivated some researchers to carry out metapath-based methods to learn representations of HINs. Metapath2vec [7] and HIN2Vec [10] extend the Skip-gram model to learn the embeddings of HINs by employing the metapath-based random walks. HINE [14] optimizes the de ned objective function which aims to preserve the metapath-based proximities. However, they only consider the relations between pairwise objects. In order to capture the complete semantics of relations among multiple objects, hyperedges have been used to represent the relations among the embedding space, a 3 , a 4 , and a 5 should be close since they have cooperations in publishing papers; a 1 and a 2 published same topic papers in the same venue, they have the semantic relevance and hence should be close as well. Event2vec obtains the best performance in capturing the above object relevance. e properties of relations facilitate capturing the object relevance.
objects. HEBE [13] preserves the proximites of the objects by modeling the relations among objects as hyperedges. DHNE [27] is a hyperedge-based method that preserves both rst-order and secondorder hypergraph structural information through a semi-supervised neural network model. e aforementioned methods consider only the number of relations among objects while overlooking the impact of their properties. However, the properties of relations are important for NRL to capture the semantic information of HINs. On the contrary, Event2vec is able to consider both quantities and properties of relations. Given the bibliographic network shown in Figure 3 (a), Figure  3 (b) shows the results of representation learning using DeepWalk, DHNE, and Event2vec which demonstrate that the properties of relations among multiple objects can facilitate capturing the original network structural and semantic information.
PROBLEM DEFINITION
In this section, we formally de ne the problem of representation learning for HINs. Firstly, we give the de nition of HIN as presented below.
(Heterogeneous Information Network [24] ). Given an information network G = (V , E,T ), where V is a set of vertexes, E is a set of links, and T is a set of object types and link types. Let φ( ) : V → T V ⊂ T be an object type mapping function and
we say that G is a heterogeneous information network. Note that if |T V | + |T E | = 2, it is degraded to a homogeneous information network. 2. (Events [13] ). An event e ∈ Ω is an indecomposable unit formed by a set of objects, representing the consistent and complete semantic information of relation among multiple objects. Ω i denotes the set of events that contain object i . Figure 2 (a), the relation among a 1 , a 2 , p 1 , and c 1 is a complete semantic unit, denoted as an event e 2 . 
As shown in

(Event-driven First-order Proximity (EFP)
). e event-driven rst-order proximity of object i and j is de ned to be the ratio of the number of their intersectional events and the number of their unioned events:
In Figure 2 (a), a 1 and a 2 have the EFP since they are contained in two same events e 1 and e 2 , s 1 1,2 = 2/2 = 1. EFP considers the relevance among objects driven by the quantities of their relations. Larger s 1 i, j of object i and object j indicates their stronger EFP. As a result, i and j should be closer in the embedding space.
(Event-driven Second-order Proximity (ESP)). e event-driven second-order proximity of object i and j is de ned to be the average cosine similarity of their non-intersectional events:
where sim(e, k) denotes the cosine similarity between e and k.
In Figure 2 (b), a 1 and a 2 have the ESP since e 1 and e 2 are similar, s 2 1,2 = 1 2 sim(e 1 , e 2 ). ESP considers the relevance among objects driven by the properties of relations. Larger s 2 i, j of object i and object j indicates their stronger ESP. erefore, i and j should be closer in the embedding space. 
EVENT2VEC
In this section, we introduce the proposed Event2vec to learn the object embeddings of HINs. As shown in Figure 4 , a er generating events from the input pairwise-based HIN, the representation learning process of Event2vec consists of two steps. e rst step tries to learn the event embeddings. e second step obtains the object embeddings based on the learned event embeddings.
Event Generating
In this section, we introduce the event generating algorithm. We rst de ne the event identi er q for each link r of the original HIN by de ning the mapping function Θ(r ) : r → q. en the links with same event identi er are merged into an event e.
e event identi er q for event e can be de ned as a sub-set objects of e. e choices of those objects are based on the characteristics of the network in question. For example, for a bibliographic network that contains three types of objects (author, paper, and venue), an incident that authors published a paper in a venue is an indecomposable semantic unit. erefore, the relation among authors, a paper, and a venue should be regarded as an event. en the event identi er can be de ned as every paper since one event just corresponds to one paper.
Once the event identi ers are de ned, events can be generated using Algorithm 1.
Algorithm 1: Event Generating
Input:
update Ω using e; break;
Learning Event Embeddings
We use an autoencoder model to learn the event embeddings. It is worth to note that other methods such as singular value decomposition [11] , stacked denoising autoencoders [28] , variational autoencoder [6] , can also be adapted to learn the event embeddings. As shown in Figure 5 , di erent types of objects require learning di erent mapping functions to map events into the same embedding space. Taking the incident matrices {H t } |T V | t =1 as inputs, we design a single hidden layer autoencoder model with |T V | sub-encoder components and |T V | sub-decoder components. Each component is designed for one type of object. e size of the input layer of each sub-encoder component is equal to the number of objects with the same type. e same scheme works for the output layer of each sub-decoder component.
e encoder module maps the incident matrices {H t } |T V | t =1 from all sub-encoder components to the same embedding space. en, the embedding of each event Z i is obtained in the hidden layer by summing up the event embeddings {Z t i } |T V | t =1 generated from sub-encoder components:
where t is the index for object types, σ is the sigmoid function, W and b are weights and bias of encoder modules andŴ andb are weights and bias of decoder modules.
e training objective of the autoencoder is to minimize the reconstruction error between inputs and outputs:
We may not observe all links of the HINs. erefore, it is more meaningful for the autoencoder to reconstruct the non-zero elements of incident matrices correctly. Hence, we impose more penalty to the reconstruction error of the non-zero elements, following the suggestions from the previous paper [29] . e reconstruction error function is revised as below.
where is the Hadamard product,
with β > 1.
To avoid over ing, we add the L2-norm regularizer term to the loss function L r e where
en the nal objective function is shown as follows:
where α ≥ 0 is the penalty rate. e stochastic gradient descent algorithm is used to train the proposed autoencoder. e partial derivatives of L with respect to W andŴ can be calculated as follows:
e above derivatives of Eq.10 are obtained iteratively using the back-propagation algorithm (BP) [19] during the training process.
A er training the model, the event embeddings can be obtained in the hidden layer by repeating the encoder process. Events that contain many identical objects will obtain similar embeddings using autoencoder.
Learning Object Embeddings
e object embeddings are obtained based on the event embeddings learned from the above sub-section. As previously discussed, large s 1 i, j and s 2 i, j both deduce object i and j are relevant. To capture the relevance of objects, we need to preserve both their EFP and ESP. Based on this motivation, we obtain the object embedding i by taking the average of event embeddings {z e }, e ∈ Ω i as below.
Rewriting the above equation into matrix form as below, which we obtain Y t ,
where D t is the diagonal matrix that contains the t-th type of object degrees.
rough the above learning process, the learned object embeddings satisfy the following lemma, L
1. e similarity between embedding i of object i and embedding j of j is proportional to their event-driven rst-order proximity s 1 i, j and second-order proximity s 2 i, j . P . Given object i and j , the cosine similarity between their embeddings i and j is shown as below.
Hence, objects that have many intersectional events and/or similar events will obtain similar embeddings. Speci cally, the larger s 1 i, j and/or s 2 i, j of objects i and j , the more similar embeddings they have. erefore, Event2vec is able to preserve both EFP and ESP of objects in the embedding space.
Finally, we present the Event2vec in Algorithm 2.
Algorithm 2: Event2vec
Input: e incident matrix H , the object degrees diagonal matrix {D t } |T V | t =1 and the parameter α Output: Event embeddings Z, object embeddings Y begin
Calculate Z by Eq.3 and Eq.4; CalculateĤ by Eq.5; Calculate objective function cost by Eq.9; Update {W}
using BP based on Eq.10; until the terminating condition is met Calculate Y by Eq.12;
Complexity Analysis e computational complexity of event generating is O(|E||Ω|),
where |E| is the number of links in HIN and |Ω| is the number of generated events. e computational complexity of training autoencoder is O(|V |dbI ), where |V | is the number of objects in HIN, d is the representation size, b is the batch size and I is the number of iterations. e computational complexity of generating object embeddings is O(|V ||Ω|d).
en the total computational complexity of Event2vec is O(|E||Ω|) + O(|V |dbI ) + (|V ||Ω|d).
EXPERIMENTS
is section reports experimental results of Event2vec. We use four real-world datasets to evaluate our method on three network analysis tasks including network reconstruction, link prediction, and node classi cation. Speci cally, network reconstruction task is used to evaluate the performance of NRL methods for preserving structural information and link prediction and node classi cation are used to evaluate the performance of simultaneously preserving both the original network structural and semantic information. e source code of Event2vec is available at h ps:// github.com/ fuguoji/ event2vec.
Datasets
We evaluate our method on four real-world datasets, including DBLP [25] , Douban [32] , IMDB 1 and Yelp 2 . e brief information of each dataset is shown as follows.
• DBLP: DBLP is a bibliographic network in computer science collected from four research areas: database, data mining, machine learning, and information retrieval. In the dataset, 4057 authors, 20 venues and 100 papers are labeled with one of the four research areas.
• Douban: Douban was collected from a user review website Douban in China. We extracted a sub-network containing four types of objects for our experiments.
• IMDB: IMDB is a link dataset collected from the Internet Movie Data. e network used in the experiment contains four types of objects. In the dataset, 1357 movies are labeled with at least one of the 23 labels.
• Yelp: e dataset was extracted from a user review website in America, Yelp, containing four types of objects.
All four datasets are used in network reconstruction and link prediction tasks, but only DBLP and IMDB are used in the node classi cation task since only these two datasets provide the ground truth of object labels. e detailed statistics of datasets are shown in Table 1 .
Baseline Algorithms
We compare our method with ve state-of-the-art methods, including DeepWalk [22] , node2vec [12] , LINE [26] , metapath2vec [7] , and DHNE [27] . e rst three are homogeneous NRL methods, they are widely used in learning representations of homogeneous information networks. Metapath2vec is a metapath-based method designed for learning representations of HINs. DHNE is a recent NRL method using hyperedges to model the relations among multiple objects.
Parameter Settings
In the experiments, the representation size is uniformly set as 64 for all methods. As same as the se ing in the previous paper ( [27] ), for Deepwalk and node2vec, we set the window size, walk length and the number of walks on each vertex as 10, 40, and 10, respectively. For LINE, the number of negative samples is set as 5 and the learning rate as 0.025. For metapath2vec, we follow the suggestions from the papers [7, 32] , the metapaths we chose for DBLP are "APA" and "APCPA", for Douban and IMBD are "MUM", "MAM" and "MDM", for Yelp are "BUB", "BLB" and "BCB". For DHNE, following the se ing on paper [27] we use one-layer full connection layer to learn tuplewise similarity function, the size of hidden layer is set as 64 and the size of fully connection layer is set as the sum of the embedding length from all types, 256. e parameter α in DHNE is tuned by grid search from {0.01, 0.1, 1, 2, 5, 10} and the learning rate is set as 0.025.
For the Event2vec, we use one hidden layer autoencoder for all experiments, the size of the hidden layer is 64 which equals the representation size.
e parameter β is set as 30, 100, 2, 80 for DBLP, Douban, IMDB, and Yelp respectively. e learning rate is set as 0.025 for all experiments.
e event identi er for DBLP, Douban, IMDB, and Yelp are set as paper, movie, movie, and business, respectively.
Network Reconstruction
e network reconstruction task can be used to evaluate the performance of preserving original network structural information. In this section, the embeddings of objects obtained by the embedding methods are used to predict the links of the original networks, speci cally, we predict the links among objects based on cosine similarity of their embeddings.
e evaluation metrics used in network reconstruction task is AUC [9] . We independently run each experiment ten times and present the average performance of network reconstruction on all four datasets in Table 2 . e standard deviation is less than 0.015 for all experiments.
We have the following observations from the results:
• Event2vec obtains the best performance on DBLP and IMDB. e AUC values of Douban and Yelp obtained by Event2vec are 0.872 and 0.973, respectively. Overall, the results demonstrate that Event2vec can preserve the original network structure information e ectively.
• DHNE and Event2vec are both hyperedge-based NRL methods. However, Event2vec outperforms DHNE on all four datasets which demonstrate Event2vec is more e ective to preserve the pair-wise based structural information of HINs via preserving the EFP and ESP.
• Deepwalk and node2vec obtain good performance on all four datasets and perform be er than Event2vec on Douban and Yelp. ey can preserve the structural information of HINs e ectively. However, they do not excel at preserving the semantic information, as shown in both the below link prediction and node classi cation tasks.
Link Prediction
Link prediction can be used to evaluate the performance of NRL algorithms on capturing the implicit relevance of objects. e be er performance on link prediction, the more e ective NRL algorithm is. We present the link prediction task on object embeddings obtained on four datasets by all NRL algorithms. Speci cally, we predict the links among objects based on the cosine similarity of their embeddings. e evaluation metrics used in this task is AUC. We randomly split the edges of the original HIN for training and testing.
e training set contains 80% edges of the original network and the testing set contains the le 20%. Each experiment is independently run 10 times and the average performances on the testing set are shown in Table 3 . e standard deviation is less than 0.015 for all experiments. From the results, we have the following observations:
• Event2vec signi cantly outperforms all baselines on DBLP, Douban, and Yelp, and obtains competitive performance against metapath2vec on IMDB. Event2vec is e ective to capture the implicit object relevance.
• Event2vec performs be er than DeepWalk and node2vec
for link prediction on all datasets. e previous task, network reconstruction, has shown DeepWalk and node2vec can work e ectively for preserving the structural information of HINs, while the results of link prediction demonstrate that their weakness for preserving the semantic information. As a contrary, it shows that Event2vec is able to e ectively preserve both the structural and semantic information.
• DHNE and Event2vec both consider the relationships among multiple objects as a whole. e di erence between them is that Event2vec considers both the quantities and properties of relations during the representation learning process, while DHNE considers only the former. However, Event2vec signi cantly outperforms DHNE on all four datasets. It demonstrates the properties of relations can facilitate capturing the implicit semantic information.
Furthermore, we repeat the link prediction task on DBLP with di erent sparsity.
e ratio of remaining edges are varied from 10% to 90% with a step 10%, and the rest is used to form the testing set. Each experiment is independently conducted ten times and the average performance is shown in Figure 6 . We can observe that Event2vec obtains the best performance on all sparse networks. Event2vec can work e ectively on sparse networks.
Node Classi cation
Node classi cation in network analysis is an important task in many applications such as user classi cation in social networks, movie classi cation in movie-user networks, and so on. In this section, we conduct the node classi cation tasks on DBLP and IMDB to evaluate the e ectiveness of NRL algorithms on preserving original HIN information. e be er node classi cation performance NRL algorithm obtain, the be er e ectiveness it has.
e embeddings of objects generated from di erent methods are used as input features to classify the objects, and the classi er used in our experiments is logistic regression. We randomly sample 10% to 90% of the labeled objects as the training set and use the rest labeled objects as the testing set. For DBLP, since each labeled object only receives one label, we use the precision and AUC as the evaluation metrics. For IMDB, each labeled movie has at least one label. erefore, Micro-f1 and Macro-f1 are used as the evaluation metrics. Each experiment is conducted ten times and the average performance is reported in Figure 7 . e standard deviation is less than 0.015 for all experiments.
From the experimental results, we can observe that:
• Event2vec performs be er than all baselines for node classi cation task on DBLP and IMDB. It demonstrates that Event2vec is e ective to preserve the original structural and semantic information of the original HINs. • Event2vec achieves good performance when there are few labeled objects, even outperforming the performance of some baselines obtained on the cases of vast labeled objects. It demonstrates the robustness of the predictable power of object embeddings obtained by Event2vec.
Parameter Sensitivity Analysis
We conduct node classi cation task experiments on DBLP to study the parameter sensitivity in this section. Figure 8 shows using 50% as training set and le as the testing set, the node classi cation performance (AUC) as a function of one of the chosen parameter when xing the others. Figure 8 (a) shows that the performance of node classi cation quickly improves as the number of embedding dimension d increases at the beginning, and become stable when the d is larger than 32. e impact of embedding dimension is reasonable since too small d is inadequate for embodying rich information of HINs. However, when the d is large enough, increasing d will not enrich the network information embodied in the embeddings.
Figure 8(b) shows that when β is set as 1, which means the nonzero elements are as important as zero elements of the incident matrix, the performance of node classi cation is poor. As discussed in section 4, the autoencoder reconstructs the existing link correctly is more important. erefore, when we set a larger penalty weight to the non-zero elements, the performance of node classi cation quickly improves and nally becomes stable when the penalty rate is large enough.
With xing the number of neurons in each layer to 64, we conduct the experiments to study the sensitivity of the number of hidden layers of autoencoder and present the results at Figure 8(c) .
e results of Figure 8 (c) show that the performance of node classication reduces as the number of hidden layers increases and nally as worse as random guessing when the number of hidden layers is larger than 7. Comparing to the single hidden layer autoencoder, deeper autoencoders are easier to over-t the data. It demonstrates that simple models are su cient to capture the original structural and semantic information of HINs well in our proposed NRL framework. Furthermore, simple models perform usually more robust to their hyper-parameters and are less prone to over-ing.
CONCLUSION
In this paper, we showed the relevance among multiple objects in HINs should be considered as a whole and such relevance is driven by both the quantities and properties of relations. However, the existing NRL methods consider only the quantities of relations and ignore the impact of their properties. To tackle this issue, we de ned the EFP and ESP to measure the object relevance according to the quantities and properties of relations, respectively. A new NRL framework called Event2vec was proposed to learn the object embeddings for HINs, which was theoretically proved that it is able to preserve both the EFP and ESP during the learning process.
To evaluate the performance of the proposed method, we conducted three network analysis tasks on four real-world datasets.
e results of network reconstruction showed that Event2vec can e ectively preserve the original structural information of HINs. Event2vec signi cantly outperformed the baselines on link prediction and node classi cation tasks that demonstrated Event2vec is e ective to preserve both structural and semantic information of HINs. DeepWalk and node2vec were shown to work e ectively on network reconstruction task as well. However, the results of link prediction and node classi cation indicated their weakness for preserving the semantic information of HINs. Overall, the experimental results demonstrated the e ectiveness of Event2vec for preserving the original structural and semantic information of HINs through preserving the EFP and ESP. Future work includes exploring more e cient event generating strategies and more powerful models which are used to learn event embeddings in our framework. Since the computational complexity of event generating is O(|E||Ω|). Designing more e cient event generating strategies can reduce the computational cost and improve the scalability of Event2vec. is paper used the traditional autoencoder to learn event embeddings, while advanced autoencoders such as denoising autoencoders [28] , variational autoencoders [6] or other models may work be er for this task. Using more powerful models to learn event embeddings in Event2vec can further improve its performance.
