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0. Introduction
The aim of this paper is to discuss in detail whether linear maps preserve
certain Markov properties of generalized random fields. Since the work of
Le vy [24] and McKean [26] on Brownian motion with multidimensional
time, random fields and generalized random fields with Markov properties
have been intensively studied, e.g. by Mandrekar, Molc$ an, Nelson,
Rozanov, Urbanik, Wong and many others, see [2730, 34, 35, 41, and
42]. It turned out that the appropriate Markov property to be treated
depends delicately upon the chosen index set. For the theory of generalized
fields indexed by smooth functions with compact support we refer to
Rozanov’s book [33]. Nelson has pointed out the importance of
generalized random fields indexed by Schwartz distributions for the
construction of quantum fields, see [30]. Generalized random fields
indexed by measures with bounded energy have first been studied by
Albeverio and Ho% eghKrohn [1] and by Dynkin [9]. As for Gaussian
random fields the situation is fairly well understood, see for instance the
work of Iwata and Scha fer [17a], Kolsrud [19], Kotani [20] and
Ro ckner [31, 32]. For non-Gaussian fields the situation is much more
complicated, see e.g. the review of Albeverio and Zegarlinski [4] and
references therein. One method to construct new Markovian random fields
not necessarily Gaussian is to ‘‘pull’’ them back via inverses of local
operators. This is our task here.
The different index spaces require different notions of Markov property.
We mention here only the so-called ‘‘sharp’’ Markov property of Nelson
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and the ‘‘germ’’-Markov property, due to McKean and suitable for
generalized fields indexed by smooth functions. All the introduced index
spaces are vector spaces embedded into the space of distributions over Rn.
To unify the different approaches we define a general set-up including these
index spaces and a suitable simple Markov property, called ‘‘abstract’’
Markov property. Furthermore, as we are interested in applications in
gauge fields, we formulate our set-up in the context of manifolds and
bundle-sections from the very beginning. We do this also because the
theory of multicomponent random fields is not very well developed up to
now as compared to the case of the better understood scalar fields. In
particular our set-up shall be well adapted to handle the following ques-
tion.
Let P : E1  E2 be a local operator (suitably interpreted), where E1 and
E2 are specific vector spaces. Assume that a generalized random field X 2
indexed by elements u # E2 satisfies a stochastic differential equation
PX2=X1, (0.1)
where X1 is a random field indexed by u # E1. Then, if X1 has a certain
Markov property, does X2 inherit this Markov property from X1?
Questions concerning linear operators preserving Markov properties
were considered first by Kusuoka in [22] and Iwata in [17], see also the
work of Surgailis [40], in which special cases are analyzed. Kusuoka
remarked that the germ-Markov property is not preserved in general
and thus not well adapted to the problem. Instead, he dealt with the
preservation of the =-Markov property or 0-Markov property, see [22].
Iwata considered the ‘‘MI’’ Markov property, which we like to call
c-Markov property, where ‘‘c’’ stands for ‘‘covering’’. Both notions deal
only with fields indexed by smooth functions, whilst we shall prove the
preservation of the more general abstract Markov property.
Under some assumptions on the index spaces involved, however, we
shall be able to discuss the preservation of the c-Markov property as well.
It will turn out that, even if one wants to prove the c-Markov property
only, it may often be easier to prove the abstract Markov property first,
giving the c-Markov property as a corollary. In seems that by considering
the abstract Markov property first one separates the ‘‘algebraic’’ (some-
times very simple) part of the proof from the ‘‘analytic’’ part, where
approximation-problems may occur. At this stage theorems like the spec-
tral synthesis theorem, see [11], may enter. We will apply the theory
developed to some examples to illustrate how it works.
As quantum fields always motivated our work these examples are taken
from quantum field theory. In [2, 3] random fields as solutions of the
inhomogeneous quaternionic CauchyRiemann equation were constructed.
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They served as first non-trivial examples of Euclidean Random fields in
dimension 4 fulfilling all axioms of Euclidean quantum field theory except
reflection property. The important sharp Markov property of the fields
constructed was proved by Iwata in [17] for hyperplanes by making use of
the Euclidean invariance. Our intention was to prove the sharp Markov
property for all open subsets of R4. This is done in Section 6.
A similar random field defined on Dirac bundles is proved to be
Markovian in Section 4. It might be of interest in connection with quantum
gauge theory on manifolds. Interestingly the preservation of the Markov
property is delicately connected with the existence of an inverse of the local
operator, defined on the whole space of C-sections. Namely, if there exists
some kernel of the local operator, then Gaussian (generalized) random
fields X 2 solving (0.1) are never Markov, see [37] or [17a].
Last but not least we clarify the relation between the different Markov
properties. For random fields continuous in probability with respect to the
topology of Sobolev spaces of negative order the germ-Markov property
corresponds to the c-Markov property. We also prove that the abstract
Markov property is really stronger in that case than the germ- or
c-Markov property, (see also [37]).
1. Abstract Markov Property
To extablish our general framework let us fix once and for all a (real)
Riemannian vector bundle E over a smooth manifold M. The space of
C-sections with compact support is denoted by 1 and its topological dual
w.r.t. the canonical Schwartz-topology by 1 $. Let us assume that we have
a real vector space E, of infinite dimension in general. This vector space
will serve as an index space for the random field we are interested in. To
define a particular Markov property we shall have a notion of ‘‘support’’
at our disposal. Thus, we assume that there exists a linear injection { of E
into 1 $:
{ : E/1 $. (1.1)
In the sequel E together with the (fixed) injection { will be denoted by
(E, {). Note that we only require E to be Riemannian in order to fix once
and for all an injection of 1 into 1 $. Thus the Riemannian structure
appears only as a tool in our set-up.
Definition 1.1. A pair (E, {) is called an abstract index space over E.
For simplicity of notation we will not denote the dependence on the
fixed vector bundle E. Note further that we do not require M to be
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compact, therefore the case E=Rn_V with V a finite-dimensional vector
space is covered by our assumptions as well. We remark also that for the
setting and theorem stated below the injectivity of { is dispensable. We
include it, however, in the definitions, in order to exclude the trivial cases
and not to make the _-algebras to big. The idea is that the _-algebras
should reflect the filtration of subsets in M. Furthermore { is chosen to
be injective to make everything a priori compatible with the canonical
injection (provided by the Riemannian metric or Lebesgue measure, resp.)
of 1 into 1 $, which is of importance in the discussion of preservation of the
c-Markov property. As we have not specified any topology on the space E
we cannot and will not, of course, require any continuity of the injections.
Finally even the vector space structure is dispensable in Theorem 1.7. What
matters is only the monoid structure.
The imbedding of E into 1 $ makes it possible to talk about supports.
For any subset A of M we will denote by EA the subspace (i.e. sub vector
space)
EA :=[u # E | supp {(u) # A]/E. (1.2)
Note that E,=[0], because { is a vector space morphism. Now take
a generalized random field [Xu]u # E on a complete probability space
(|, F, P). By this we mean a family of random variables indexed by elements
u of E and linear a.e. We will often set Xu #X(u) as well. Let us introduce
an abstract filtration _a as follows.
Definition 1.2. For any subset A of M we associate the abstract
filtration _a as
_a(A) :=_[X(u)|u # EA] 6 N, (1.3)
where N denotes as usual the trivial _-algebra, i.e. N :=[A # F | P(A)2=
P(A)], i.e. the smallest _-algebra containing the trivial one, s.t. every X(u),
u # EA is measurable.
For two _-algebras _1 and _2 we will denote by _1 6 _2 , the smallest
_-algebra containing both _-algebras _1 and _2 . If _& , _+ and _0 are sub
_-algebras of a fixed _-algebra, we will denote the conditional inde-
pendence of _& and _+ given _0 by
_& ~ _+ |_0 .
The topological closure of a set U/M is denoted by U and the topological
boundary by U.
140 JO RG SCHA FER
File: 580J 287005 . By:CV . Date:14:06:96 . Time:10:03 LOP8M. V8.0. Page 01:01
Codes: 2924 Signs: 1703 . Length: 45 pic 0 pts, 190 mm
Definition 1.3. A generalized random field [Xu]u # E indexed by an
abstract index space (E, {) is called abstract Markov iff for all open subsets
U of M
_a(U ~ _a(M"U) | _a(U) (1.4)
holds.
Now take two abstract index spaces (E1, {1) and (E2, {2) over the
same E. Let P denote any linear map from E1  E2. (We remark that the
typical example for P, namely a differential operator mapping a section of
a vector bundle E1 to a section of a second vector bundle E2 over the same
M, is included in our set-up. This can be seen by taking E1 E2 for E.)
Definition 1.4. A linear map P from E1  E2 is called local iff
supp {2(Pu)/supp {1(u) (1.5)
holds for all u # E1.
Let us take two generalized random fields [X 1u1]u 1 # E1 and [X
2
u2]u 2 # E2 on
a complete probability space (0, F, P). Assume that for a local operator
X2(Pu1)=X1(u1) a.e. for all u1 # E1 (1.6)
holds. Our purpose is to discuss the question whether X 2 inherits the
abstract Markov property of X1 or not. Before presenting our arguments
we still have to make a further assumption.
Definition 1.5. An abstract index space (E, {) is called admissible iff
one of the following equivalent assertions is valid:
E=EC1+EC2 for any closed covering [C1 , C2] of M (1.7)
E=EU +EM " U for any open subset U of M. (1.8)
Remark 1.6. Thus, in an admissible vector space E we may split the
‘‘distributions’’ u # E w.r.t. to a closed covering. This is, loosely speaking, a
requirement of discontinuity. Note that we did not claim the splitting to be
unique. In general this will not be the case, for instance if the subspace
EC1 & C2 is not zero.
After these preparations we may prove the main theorem of this section:
Theorem 1.7. Assume that P has an inverse denoted by G, i.e. the equations
PG=IdE2 and GP=Id E1
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are valid and that E1 is admissible. If [X 1u1]u1 # E1 is abstract Markov then so
is [X 2u2]u 2 # E2 defined as
X2(u2) :=X1(Gu2) \u2 # E2 . (1.9)
The proof will be based on the following very useful lemma which is due
to Kusuoka and Knight, see [22] and [18] resp.
Lemma 1.8. Let F i+ , F
i
& and F
i
0 , i=1, 2, be a sub _-algebras of a
_-algebra F with
F10 /F
2
0 & F
1
+ , F
2
\ /F
2
0 6 F
1
\ and
F20=(F
2
0 & F
1
+) 6 (F
2
0 & F
1
&).
Then F1+ ~ F
1
& |F
1
0 implies F
2
+ ~ F
2
& |F
2
0 .
For the readers convenience we recall the proof.
Proof of Lemma 1.8. The proof is done by adapting the following
simple auxiliary-lemma stated without proof.
Auxiliary-Lemma 1.9. Let F+, F& and F0 be sub _-algebras of F.
Suppose F+ ~ F& |F0 then it follows that
(F+ 6F0) ~ (F& 6 F0) | F0 (1.10)
and
F+ ~ F& | F*
(1.11)
for any sub _-algebra F
*
with F0 /F* /F0 6F+.
Since F10/F
2
0 & F
1
+ and F
2
0 & F
1
+/F
2
0=(F
2
0 & F
1
+) 6 (F
2
0 & F
1
&)
/(F20 & F
1
+) 6 F
1
& by (1.11) we obtain F
1
+ ~ FF
1
& |F
2
0 . Using (1.10)
completes the proof. K
Proof of Theorem 1.7. Let U be an arbitrary open subset of M. We set
F i+ :=_
a
i (U ), F
i
& :=_
a
i (M"U) and F i0 :=_ai (U), where the index ‘‘i ’’
refers to Xi. The locality of P immediately gives F10 /F
2
0 , hence the first
assumption stated in Lemma 1.8. Now take any u # E2 arbitrary. Then
Gu # E1, hence there exist v1 and v2 in E1U and E
1
M"U resp. with
Gu=v1+v2 . We claim that supp {2(Pv1)/U if u # E2M"U . Indeed, from
the locality of P it is clear that supp {2(Pv1)/ supp {1(Pv1)/U . Let . # 1
be arbitrary with supp ./U. Then, since u # E2M"U and v2 # E
1
M"U ,
({2(Pv1), .) =({2(PGu), .) &({2(Pv2), .)
=({2(u), .)=0,
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where ( } , } ) denotes as usual the bilinear pairing between 1 and 1 $ and
we have used the locality of P in the second equality again. Thus
supp {2(Pv1)/M"(U _ (M"U ))=U.
Similarly we can prove that supp {2(Pv2)/U if u # E2U . To prove that
the second assumptions of Lemma 1.8 are satisfied let us take u # E2M"U for
instance. Chose v1 and v2 like above. Then
X 2(u)=X1(Gu)=X1(v1)+X1(v2)
=X1(GPv1)+X1(v2)=X2(Pv1)+X 1(v2)
implying
F2& /F
2
0 6 F
1
& . (1.12)
(Note that actually, due to locality of P, we even have the equality of the
_-algebras, i.e. F2&=F
2
0 6 F
1
&.) Similarly the assertion on F
2
+ follows.
Finally, let us take u # E2U . Then u # (E
2
M"U & E
2
U ) and we can repeat the
calculation above twice to show that the last assumption of Lemma 1.8 is
also satisfied. Thus an application of the auxiliary-lemma completes the
proof. K
Before developing the theory further we would like to give some examples
for admissible abstract index spaces that fit naturally into the above set-up.
Natural examples for admissible vector spaces will be given by Sobolev
spaces H&k(E) of negative order. Here and in the sequel we understand
that Sobolev spaces Hk(E) are defined either on a Riemannian vector
bundle E over a compact manifold or over Rn. We denote the scalar-
product by ( } , } )x . It is well known, see for instance [23], that in both
cases the bilinear pairing 1_1  R, defined as ( f, g) :=( f (x), g(x))x dx,
extends to a perfect pairing of Hk_H&k identifying the dual H$k of Hk with
H&k . Note that this provides us with a canonical injection i of H&k(E)
into 1 $.
Now we need some facts from potential theory which are recalled for
later convenience also. one central tool is the notion of capacity in the
sense of Hedberg, see [11]. Remind that a function f # Hk(Rn) is called
quasicontinuous iff there exists for every =>0 an open set of capacity
smaller than = such that the restriction of f to the complement is
continuous. It is well known that each Sobolev function has a quasi-
continuous representative which is moreover quasi almost everywhere
unique, see [11]. Since on a manifold Sobolev functions (or sections resp.)
are defined via their local representatives in coordinate charts and because
capacity is a local concept, these facts remain true in the manifold and bundle
case.
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The trace of a Sobolev function f on a set A denoted as f |A is defined
as the restriction of any of its quasicontinuous representatives and is thus
quasi almost everywhere defined. Since the derivatives of a Sobolev func-
tion f # Hk are elements of Hl with l<k the following definition makes
sense.
Definition 1.10. Let f # Hk and A be an arbitrary subset of M. Then
we write f | :A #0 iff for any differential operator P: of order 0|:|k&1
the trace of P: f is zero on A. Here and in the sequel always : is denoting
a multiindex.
Let us recall now a well-known theorem on spectral synthesis, see [11]:
Theorem 1.11. Let C/Rn be a closed subset. Let f be in Hk such that
|:|x: f | C#0 \0|:|k&1. Then f is the limit in Hk of fn # C 0 (R
n"C).
The converse is also true.
By exploiting the C-module structure of Hk it is clear that the analogue
of this theorem holds for Hk(E) defined on a vector bundle E. The follow-
ing dual characterization is crucial in the sequel.
Lemma 1.12. Let E be a vector bundle either over M compact or Rn. Let
( } , } ) be the bilinear pairing on Hk_H&k . Let C be a closed subset of M,
resp. Rn. Then the following statements are equivalent for any f # Hk
f | :C#0
( f, T) =0 \T # H&k , supp T/C.
Proof. The proof in the case E=Rn_R has been shown in [12] by
assuming the spectral synthesis theorem. The assertion for the other cases
follows analogously by the ‘‘global’’ version of the spectral synthesis
theorem.
Now we are prepared to state:
Proposition 1.13. The following vector spaces are admissible.
(a) H&k(E) with the natural inclusion i : H&k(E) / 1 $, if k>0.
(b) H0(E)&L(E).
Proof. Take EC :=[, # H&k(E)| supp i(,) # C] for C any closed subset
of M. EC is a closed subspace of H&k(E). Let # : H&k(E) [ Hk(E) be the
isomorphism defined via the canonical pairing. Then E=C consists precisely
of those elements u # E with #(u)| :C #0. This can be easily seen by using the
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lemma above. Hence we see that E=M"U = E
=
U , because the inner product in
Hk(E) is local. Therefore EU $E=M"U . Thus finally we get
E=EM "U E=M"U EM "U+EU E,
hence equality holds, which proves the admissibility of H&k(E). The proof
of b) is trivial, because in L2(E)
f =1U f+1M "U \f # L2
is valid, where 1C denotes the indicator function of the set C. Note, that the
splitting is only unique if the Lebesgue measure of the boundary of U is
zero. K
2. Abstract Markov Property and 1-Compatibility
In this section we single out certain abstract filtrations. We will concen-
trate on those which are compatible with the filtration given by smooth
sections of E. By this we mean the following.
Definition 2.1. Let (E, {) be an abstract index space. Assume further-
more that E is a topological vector space and that there exists an injection
of @ : 1  E of 1 into E. (E, {) is called 1-compatible iff for any open subset
U of M, @(1(U)) is dense in EU , where 1(U) denotes the subspace of 1
consisting of those sections in 1 having support in U, and if the following
diagram commutes
E
@ {
1 ww
i
1 $,
where i denotes the natural injection of 1 into 1 $.
After this preparation we may formulate the following simple lemma.
Lemma 2.2. Let [Xu]u # E be a generalized random field indexed by an
abstract index space (E, {). If (E, {) is 1-compatible and X continuous in
probability with respect to the topology O of E, then
_a(U)=_(U) :=_[X@(,) | , # 1, supp i(,)/U] 6 N (2.1)
for any open subset U of M.
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Proof. The inclusion _(U)/_a(U) follows immediately from the
definition of 1-compatibility. Take any u # EU . Note that convergence in
probability is induced by a complete invariant metric. Hence there exists a
sequence of ,n # 1(U), s.t. X@(,n)  Xu according to stochastic continuity
and because @(1(U)) is a dense subspace of EU . Consequently a
subsequence converges almost sure, proving the assertion. K
Again Sobolev spaces of negative order fit naturally into the above set-up:
Lemma 2.3. Sobolev spaces of negative order are 1-compatible.
Proof. For M a compact manifold this follows easily, because multi-
plication with a C-function induces a bounded operator in each Sobolev
space H&k due to the compactness of the supports, see for instance
[23]. Hence we may choose a finite cover and an associated subordinated
partition of unity, proving the assertion. So we assume M=Rn .Take any
f # H&k with supp f/U. We shall show that it is possible to approximate
f by distributions fn # H&k with compact support in U. Then the assertion
follows as above. We choose a monotone sequence Kn of compact subsets
of Rn that exhaust Rn. We also take C-functions /n , s.t. 0/n1, /n #1
on Kn and supx # R n | |:|x: /n |2 \|:|k. Then the /n not only induce
bounded operators in H&k but, moreover, the family [/n]n # N is uniformly
bounded, i.e. &/n f&&kC & f &&k \f # H&k , \n # N. This may easily be seen
by the duality between H&k and Hk . Now we prove that fn :=/n f converge
strongly to f. Take =>0. There exists , # 1, s.t. & f&,&&k=(1+C)&1. But
, has compact support, so there exists n0 # N s.t. \n>n0 the support of ,
is contained in Kn . Therefore
& f&/n f&&k=(1+C)&1+&,&/n f&&k==(1+C)&1+&/n,&/n f&&k
=(1+C)&1+C &,&f&&k==.
It is clear that the fn have support in U. Hence the proof is complete.
The purpose of these considerations is to show a certain Markov property
defined for random fields indexed by smooth sections. For those random
fields it is difficult to define filtrations with respect to arbitrary closed sets,
because it may happen that no smooth section ‘‘lives’’ on too small sets.
Iwata has investigated in [17] another Markov-property well-suited for
random fields indexed by smooth sections. The definition is as follows.
Definition 2.4. A random field indexed by an abstract index space is
called c-Markov iff for all open coverings [U1 , U2] of M
_a(U1) ~ _a(U2) | _a(U1 & U2) (2.2)
holds.
146 JO RG SCHA FER
File: 580J 287011 . By:CV . Date:14:06:96 . Time:10:03 LOP8M. V8.0. Page 01:01
Codes: 3068 Signs: 2169 . Length: 45 pic 0 pts, 190 mm
Remark 2.5. The index ‘‘c’’ refers to covering (Iwata has called this par-
ticular Markov property ‘‘MI’’ in [17]). Note that the definition makes
sense for generalized random fields indexed by smooth sections if we take
the canonical injection of 1 into 1 $. The definition is a generalization of the
so-called =-Markov property investigated by Kusuoka in [22] following
Mandrekar, see [27]. A random field is called =-Markov iff it is c-Markov
for all open coverings [U1 , U2] of M s.t. dist(U c1 , U
c
2)>=, where dist( } , } )
is the usual distance function induced by the canonical metric in Rn.
The following version of the martingale convergence theorem (stated
without proof) is frequently used henceforth:
Theorem 2.6. Let (Xi , Fi) i # I be a uniformly integrable martingale. The
index set I is assumed to be not only partially ordered but also directed, i.e.
for every i, j # I there exist l # I such that i<l and j<l. Then there exists a
sequence ik # I, k # N along which the martingale converges almost every-
where (and in L1) to a random variable X. The random variable X may be
chosen to be i # I Fi measurable and is thereby uniquely (a.e.) determined. K
Also we will currently use the well-known equivalence-lemma without
explicit mentioning:
Lemma 2.7. If _0 /_& then _& ~ _+ |_0 is equivalent to E[ f | _&]=
E[ f | _0] for any bounded _+-measurable function f. K
Under additional conditions on the index spaces and induced filtrations
we may prove the preservation of the c-Markov property as well. The
conditions, which are important, are the following two.
Definition 2.8. A filtration [_a(A)]A/M fulfills the finite covering
condition iff for any open subset U of M and any open covering [U1 , U2]
of U
_a(U)=_a(U1) 6 _a(U2) (2.3)
holds. The intersection condition is satisfied iff for any open covering
[U1 , U2] of M
_a(U1)=_a(U1"U2) 6 _a(U2) (2.4)
is valid.
Both conditions above would be fulfilled if the abstract index space
inducing the filtration were not only admissible but ‘‘locally admissible’’
(i.e. the restriction (with obvious meaning) onto any open subset U were
admissible). The following lemma is due to Iwata, who proved it, however,
in a slightly different context.
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Auxiliary Lemma 2.9. Let (0, F, P) be a probability space. Let E
denote the set of all either open or closed subsets of M, a compact manifold
or Rn. Assume [F (E)]E # E to be a filtration of _-algebras satisfying both
the finite covering condition and the intersection condition. It is assumed
further that every open set is the limit of relatively closed subsets in the
following sense:
F (U)= 
A # A
F(A), (2.5)
where A is the set consisting of all subsets of U that are the closure of an
open subset of U. It is further understood that all elements of the filtration
are complete in the sense that they contain the trivial _-algebra. Then
F (U) ~ F (M"U ) | F (U) for all open subsets U of M
implies
F (U1) ~ F (U2) | F (U1 & U2) for all open coverings [U1 , U2] of M.
Proof. For any open covering [U1 , U2] of M we choose an open
subset U* with M"U2 /U*/U*/U1 . We define the family [UA :=
U* _ A]A # A , where A is the collection of all open subsets of U1 & U2
which are relatively closed. Since (M"UA) _ (UA & U2)=U2 "UA , we get
by the assumptions for each A # A
F (U2)=F (U2"UA) 6 F (UA)
=F (M"UA) 6F (UA & U2) 6 F (UA).
Take any bounded F (M"UA), F (UA & U2) and F (UA) measurable
functions f1 , f2 and f3 respectively. Then thanks to the assumption we have
E[ f1 f2 f3 | F (UA) 6 F (UA)]=f2 f3E[ f1 | F (UA) 6 F (UA)]
=f2 f3 E[ f1 | F (UA)] a.s.,
where we have used Lemma 2.7 and (1.10) implicitely. Hence, E[ f | F (UA)
6 (UA)] is F (U1 & U2) measurable if f is F (U2) measurable. But we
know by the assumptions that F (U1)=(F (UA) 6F (UA)) and a use
of the martingale convergence theorem will complete the proof. K
If we want to prove the c-Markov property in many cases it may be
the easiest way to prove the abstract Markov property first. Then an
application of Lemma 2.9 would prove the c-Markov property. The
problem, however, is that checking the conditions of Lemma 2.9 may be
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hard. Fortunately, once we know that the random field in question satisfies
a certain partial differential equation, the situation gets better. Especially in
our situation we have the following proposition showing that some of the
structure of the _-algebras is preserved by the inverse of the local operator.
Note, that with its help we only have to check conditions on the filtration
_a1 and not on _
a
2 as we would have to do if we had to apply Lemma 2.9.
Proposition 2.10. Let X 1 and X 2 be two generalized random fields like
in Theorem 1.7. If the filtration _a1 fulfills both the finite covering condition
and the intersection condition, then X2 is c-Markov and its filtration satisfies
the intersection condition, too.
Proof. We note at first that the filtration _a2(E) is continuous in the
sense that for any open subset U of M
_a2(U)= 
A # A
_a2(A) (2.6)
holds, where A is the collection of all relatively closed open subsets A of U.
This is obvious by the very definition of the _-algebras and the normality of
the space M. We fix an arbitrary open covering [U+ , U&] of M. Take K
closed with K/U&. We may choose U open, s.t. K/U/U /U& and
U & U+=<. This may be seen as follows. Set C :=U+ _ K, then due
to normality of M there exist V1 and V2 open and disjoint with V1 #C,
V2 #M"U&. Set U :=V1 and verify that U has the desired properties. Thus
_a2(K)_
a
1(U ) 6 _
a
2(U)
_a1(U&) 6 _
a
2(U)
=_a1(U&"U+) 6 _
a
1(U+) 6 _
a
2(U)
_a2(U&"U+) 6 _a2(U+) 6 _a2(U)
=_a2(U&"U+) 6 _
a
2(U+)
_a2(U&),
where we have used (1.12) in the first line, the assumptions on the filtration
_a1 in the third, that P is a local operator in the fourth and the definition
of U in the fifth one. Hence we get
_a2(U&) 
U/U /U&
_a2(U)_
a
2(U&"U+) 6 _
a
2(U+)_
a
2(U&).
This implies the equality of all _-algebras and hence the intersection condition.
For proving the first assertion, we fix U*& open, such that U*/U& and
[U*& , U+] still covers M. Fix U0 open with M"U*& /U0 /U 0 /U+. We
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define a family UA :=[[U0 _ A]A # A], where A denotes the collection of
all open subsets A of U& & U+ s.t. A /U& & U+. Take any UA # U A .
Note that [U*& , UA] covers M. We calculate
_a2(U*&)_
a
1(U*&) 6 _
a
2(U*&)
_a1(U&) 6 _
a
2(U*&)
=_a1(U&"UA) 6 _
a
1(UA) 6 _
a
2(U*&)
_a1(M"U A) 6 _a1(UA & U&) 6_a2(UA) 6 _a2(U*&)
_a2(M"U A) 6 _
a
2(UA & U&) 6_
a
2(UA) 6 _
a
2(U*&),
where we have used the assumptions on _a1 and that P is local. Note that
U#U*& , which finally gives
_a2(U*&)_
a
2(M"UA) 6 _a2(UA & U&).
If we take bounded _a2(M"UA) and _
a
2(UA & U&)-measurable functions f1
and f2 respectively, then we get by using the abstract Markov property
E[ f1 f2 | _a2(U A)]= f2E[ f1 | _
a
2(U A)]= f2 E[ f1 | _
a
2(UA)],
which shows that E[ f |_a2(U A)] is _
a
2(U& & U+) measurable for any
bounded _a(U*&) measurable function. Thus using the martingale
convergence theorem and (2.6) we get for any bounded _a(U&) measurable
function f
E[E[ f | _a2(U*&)] | _
a
2(U+)]=E[E[ f | _
a
2(U*&)] | _
a
2(U+ & U&)] a.e.
This equation holds for an arbitrary U*& s.t. U*&/U&. Hence letting
U*& A U& we get using the martingale convergence theorem again
E[ f | _a2(U+)]=E[ f | _
a
2(U+ & U&)] a.e.,
which, according to Lemma 2.7 proves the assertion. K
After these preparations we may finally formulate the preservation of the
c-Markov property for random fields indexed by abstract filtrations or
smooth sections:
Theorem 2.11. Let (E1, {1) and (E2, {2) be two abstract index spaces.
Let P be a local operator from E1  E2 with inverse G. We assume that
(E1, {1) is admissible, satisfies the finite covering condition and the intersection
condition as well. If [Xi (ui)]ui # E i , i=1, 2, are two random fields satisfying
the relation
X2(u2)=X 1(Gu2) \u2 # E2
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then the abstract Markov property of X1 implies the abstract and c-Markov
property of X2. If, furthermore (E2, {2) is 1-compatible, and the random field
X2 is continuous in probability, then X 2(,) :=X2(@(,)) (i.e. the field restricted
to @(1)) is c-Markovian, too.
Proof. Theorem 1.7, Proposition 2.10 and Lemma 2.2. K
Note that in view of Theorem 2.11 and Lemma 2.3 we may construct
Markovian random fields by ‘‘pulling back’’ Markov fields with operators
that are inverses of differential operators along the sequence of Sobolev
spaces
L2/ } } } /H&k /H&(k+1) / } } } /1 $.
A basic building block will be L2-continuous white noise to be explained
below. But before applying the set-up developed we like to compare the
different types of Markov property.
3. The Different Markov Properties
Up to now we have introduced two kinds of Markov property. For
random fields indexed by smooth sections there exists at least one other
important Markov property:
Definition 3.1. Let [X,], # 1 be a random field. Define for any open
set U in M
_(U) :=_[X, | supp ,/U] 6 N
and for any closed set C
_(C ) := ,
U#C
_(U).
X, , has the germ-Markov property iff
_(U ) ~ _(M"U) | _(U) (3.1)
holds for all open subsets U. If only
_(U) ~ _(M"U ) | _(U) (3.2)
is valid then X, has the weak germ-Markov property.
Iwata has shown in [17] that a c-Markov field is always germ-Markov.
Furthermore the difference lies precisely in the intersection condition, i.e. a
weak Markovian random field is c-Markov if and only if it satisfies (2.4).
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If the random fields under consideration are continuous with respect to
the topology induced from Sobolev spaces of negative order H&k , then we
can compare the different Markov properties. It turns out that the abstract
Markov property is really the strongest one in this case. Historically for
Sobolev spaces we call it k-Markov property (and sharp Markov property
in the case k=&1), see Sections 4 and 6 as well. It is clear that
k-Markovian fields are germ-Markovian.
Theorem 3.2. Let X, be an arbitrary generalized random field, indexed
by , # H&k(E) or , # 1 resp. Then, if X is continuous in probability w.r.t. the
topology of H&k(E), the sharp and k-Markov property or the germ- or even
weak germ-Markov property resp. implies the c-Markov property of the field
restricted to , # 1(E).
Proof. We show the validity of (2.4). Fix any open cover [U1 , U2] of
M. Let us set H(A) :=[u # H&k | supp u # A] for any subset A of M. We
shall show that
H(U1)=H(U1"U2)+H(U2). (3.3)
In order to do so we will show the equation
EU =H(U )=H(U). (3.4)
for any open set U. Assume this for a moment then (2.4) follows if we take
U :=U1 "U2 since by stochastic continuity we get immediately
_a(U1)=_a(U1"U2)=_a(U1 "U2) 6 _a(U2). (3.5)
As H&k is 1-compatible we clearly have (2.3), hence an application of the
Auxiliary-lemma 2.9 and Lemmas 2.2 and 2.3 resp. completes the proof. We
take an arbitrary open U/M. To show (3.4) we shall prove H(U )==
H(U)=. We only have to show one inclusion, so take u # H(U)=. Let
# : H&k  Hk be the isomorphism defined through the bilinear pairing.
Then #(u) regarded as a distribution has support in M"U. As U is
countable at infinity we may take a nest n=1 Kn=U of compact sets, s.t.
Kn /K1 n+1 holds for all n # N (K1 denotes the topological interior of K). By
using the fact that every Sobolev function in H&k having support in Kn
may be approximated by C 0 (K1 n+1) functions, we get f |
:
kn #0 similarly as
in the proof of admissibility (Proposition 1.13). But the capacity is left-
continuous and therefore
f | :n=1 Kn=f |
:
U #0.
Hence as remarked in the proof of Proposition 1.13 we get u # H(U )=.
Thus the random field in question is c-Markov. K
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4. Application IWhite Noise on a Dirac Bundle and the Dirac
Equation
The aim of this section is to define white noise on E and to construct cer-
tain examples for the theory developed so far. Again E denotes a real
Riemannian vector bundle over a compact manifold or Rn.
Definition 4.1. Let (0, F, P) be a complete probability space. A
family of real valued random variables Y=[Y(,) | , # L2(E)] is called an
L2-continuous white noise iff:
(1) Y is a.e. linear, i.e. Y(a1,1+a2,2)=a1Y(,1)+a2Y(,2) a.e..
(2) Y is continuous in probability with respect to the L2-topology.
(3) Y(,1) ~ Y(,2) whenever supp ,1 & supp ,2=<.
Remark 4.2. Here and in the sequel Y(,1) ~ Y(,2) denotes inde-
pendence of Y(,1) and Y(,2). The distribution of white noise has been
characterized in [36], see also Remark 4.4 below.
Prosition 4.3. An L2-continuous white noise is abstract Markov. Here
we understand (E, {) :=(L2, i) with natural injection i : L2  1 $.
Proof. At first we note that _a(U )=_a(U) 6 _a(U). This may be seen
by using the fact that f =1U f+1U f in L2 for any f # EU , and 1U f #
L2(U), because 1(U) is dense in L2(U). Thus we have
_a(U )=\ A/A /U _
a(A)+6 _a(U). (4.1)
Hence, there exist Un /U n A U, s.t. according to the martingale
convergence for every bounded and _a(U) measurable function f
f = lim
n  
E[ f | _a(Un)] a.e.
holds. But due to definition of white noise _a(Un) ~ _a(M"U) is true (use
normality of M again) and this provides us with
E[ f | _a(M"U)]=E[ f ] for all bounded _a(U) measurable functions f.
Together with (4.1) this proves the assertion by using Lemma 2.7. K
Remark 4.4. Actually, the distribution of a white noise in general
should be given as stated in [36] (together with some appropriate condi-
tions on the bilinear form and Le vy measure appearing in the formulas of
[36]). However, an abstract characterization in the case of L2-continuous
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noise seems to be difficult. Let us state instead of this a sufficient criterion,
which shows also the existence of ‘‘many’’ L2-continuous noises. We
denote the bundle projection E  M by ?, where we assume M to be
compact. We take a function / : 1  C as follows
/(,) :=exp _& 12 C (,, ,) &|E*"0 (1&eip(,)+ip(,)) &(dp)& , (4.2)
where C (,, ,) :=(,, ,) L2 is defined via the bundle metric and
p(,) :=(p, ,(?( p))) denotes the canonical pairing between p # E*x and
,(x) # Ex . Assume that the Le vy measure & projects onto the Riemannian
volume measure |(dx), i.e. ?(&)(dx)#|(dx) and satisfies
|
E*"0
&p&2 &(dp)<. (4.3)
In this case the function (4.2) is well-defined and it is the characteristic
functional of a generalized random field, indexed by , # 1, which, according
to Minlos theorem, may be realized in 1 $ a.s. Thus we get a probability
measure + on (1 $, F) with 1 $ exp iX, d+=/(,). Now Becker has given in
[5] various sufficient conditions on continuous conditionally positive
definite functions to generate L2-continuous random fields over Rn, see the
given reference. By mimicking his arguments almost word by word, we get
the following proposition.
Proposition 4.5. The function (4.2) is the characteristic functional of an
L2-continuous random field.
For the case M=Rn we refer to [5]. In both cases the random fields
might be defined first on 1 $ by Minlos theorem, having (4.2) as charac-
teristic functional. If the Le vy measure satisfies (4.3) or has second second
moments in the case M=Rn, see [5], ,  X, # L2(1 $, F, +), extends to a
bounded operator. That enables one to extend the field to L2-sections,
having the obvious characteristic function, see [5] for details. Now Becker
has shown many examples for such measures (satisfying certain invariance
properties, too). By patching together these examples we may construct
various examples for L2-continuous noises on bundles.
Now everything is prepared to state our first main example. We use the
terminology for Dirac bundles and Dirac operators following [23]. Let us
briefly recall the setting, for details the reader may consult the given
reference. Let M be a Riemannian manifold with Clifford bundle Cl(M)
and let S be any bundle of left modules over Cl(M), that is to say a vector
bundle over M such that every fibre Sx over each point x # M is a left
module over the Clifford algebra Clx(M). We shall assume that S is
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Riemannian as well and equipped with a Riemannian connection {. Then
a first-order differential operator D, the Dirac operator, is defined as
D,(x) := :
n
i=1
ei } {e i ,(x) \, # 1(S) (4.4)
where e1 , ..., en is an orthonormal basis of Tx(M) and ‘‘ } ’’ denotes Clifford
module multiplication. It is well known that the thus defined Dirac
operator is elliptic, see [23]. In the sequel we shall assume some
compatibility conditions on the introduced structures. At first we suppose
that Clifford multiplication by unit vectors in Tx(M) is orthogonal, i.e. that
at each x # M,
(e } ,1 , e } ,2) =(,1 , ,2) (4.5)
for all ,1 , ,2 # 1x(S) and all unit vectors e # Tx(M) is satisfied. The second
assumption is compatibility between the connection { of S and the
canonical Riemannian connection on M (characterized uniquely by the
vanishing of its torsion tensor), also denoted by {. Namely we require that
the covariant derivative on S is a module derivation, i.e. that
{(s } ,)=({s) } ,+s } {, (4.6)
for all , # 1(S) and all s # 1(Cl(M)). There is a surprisingly rich class of
differential operators arising in differential geometry and other parts of
geometry which fit into this concept, see [23]. Following Lawson and
Michelsohn, we define:
Definition 4.6. A Dirac bundle S over a Riemannian manifold M is a
bundle S of left modules together with a Riemannian metric and connection
on S having properties (4.5) and (4.6).
Theorem 4.7. Let M denote a compact Riemannian manifold and S any
Dirac bundle over it. Let [X 1,], # L2 and [X
2
,], # H&1 be two random fields on
a complete probability space (0, F, P). X1 is assumed to be an L2-
continuous white noise and X2 satisfies
X2(,)=X 1(G,) a.e. \, # H&1 (4.7)
where G denotes the inverse (on the subspace (ker D)=) of the Dirac operator
D. Then X2 is sharp Markov and c-Markov for all open subsets and
coverings, resp. of M if ker D# 0. The field X 2, defined as X 2, :=X 2, \, # 1,
is c-Markov in that case, too. In general, i.e. for arbitrary L2-continuous
white noises X1, X2 is neither sharp Markov nor c-Markov and X 2 is not
c-Markov, if the kernel of D is not trivial.
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Proof. Assume ker D#0. Then we are precisely in the situation of
Theorem 1.7 (remind Proposition 4.3) by setting
(E 1, {1) :=(L2, i1) and (E2, {2) :=(H&1, i2),
with i1 and i2 the canonical injections into 1 $. Since E1 was proven to be
admissible, satisfies the finite covering condition and the intersection condition
(by a similar consideration as used in the proof of Proposition 4.3) and
since E2 is 1-compatible, the first assertion follows by applying Theorem
2.11 and taking into consideration that the abstract Markov property
is the same as the sharp one in our case. Assume ker D{0. We might take
as white noise a Gaussian one with covariance C(,, ,) :=&,&2L2 . Then X
2
is Gaussian as well with covariance C(,1, ,2)=(G,1 , G,2) L2 . But a field
with such a covariance cannot have the Markov property (of any kind) as
proved in [37] and [38]. K
We should remark that the condition ker D#0 is not empty as is
guaranteed by the vanishing theorem of Lichnerowicz for instance, see
[25]. A special case of a Dirac bundle is the bundle of exterior differential
forms. Let E :=4* :=ni=11(4
iT*M) be that bundle, then D=d+$ is
the corresponding Dirac operator.
Definition 4.8. We say that X1 is ‘‘screened’’ iff for all j s.t.
H jdR(M){0 and for all , # 1(4
iT*M), i=j&1, j, j+1, the random field
satisfies X 1(,)=0 a.e.
Then, as a corollary to the proof of Theorem 4.7 we get:
Corollary 4.9. If X 1 is screened, then X2 is sharp Markov.
Proof. Similar to the one of Theorem 4.7. K
Remark 4.10. We do not know whether X2 is not Markov, if ker D{0
and the white noise is not Gaussian. For instance we might take only the
‘‘Poissonian’’ part of (4.2), i.e. C#0. We conjecture that also in that case
X2 is not Markov, exept for the trivial case C#0 and &#0.
5. Markovian Random Fields and Markov Random
ProcessesA Comparison
Note, that the first part of Theorem 4.7 would hold for any invertible
differential operator P of order k, if we replaced sharp Markov by
k-Markov if necessary. Furthermore we might use the field X 2 for the
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construction of new Markov fields by pulling it back via any invertible
local operator. This situation should be compared with the finite
dimensional one.
Take two real-valued random processes X 1t and X
2
t , t # R, on a complete
probability space (0, F, P). It is well known, see for instance the book
of Ikeda and Watanabe [16], that if they satisfy a stochastic differential
equation of the following type
dX 2t +f (t, X
2
t )=X
1
t dt (5.1)
(with a suitable function f ), then X 2t inherits the (classical) Markov
property of X 1t . This might be easily seen by using Ito integrals, for
instance. However, if we consider a stochastic differential equation of order
higher than one (in t), the picture changes. If X1 and X 2 are related as
:
k
i=0
ak(t)
d k
dtk
X 2t =X
1
t , (5.2)
with suitable functions ai (t) s.t. ak {0, then X2 fails to be Markov for k2
even if X1 is so. This fact was essentially shown already by Doob, see [8].
But Doob proved also, that although the individual components of the
vector valued process
X9 2t :=\X 2t , ddt X 2t , ...,
d k&1
dtk&1
X 2t+ (5.3)
do not possess the Markov property, the vector valued process (5.3)
possesses it if X 1t does so. That corresponds to the fact that in order to
solve an (ordinary) differential equation of order k it is not sufficient to
know only the initial values. Instead, one has to know also the derivatives
up to order k. We shall see that the picture is essentially the same for
generalized random fields which are continuous with respect to the Sobolev
topology of some negative order. If we want to get a theorem similar to the
one of Doob, then we cannot expect a generalized random field X2 satisfying
a stochastic partial differential equation
PX2=X1
with X1 white noise and P a differential operator of order k to be sharp
Markov, because the _-algebra associated to U does not contain enough
information, i.e. it does not contain the information coming from the
derivatives of the field on U. We shall illustrate this with the help of the
example of the last section, thus we shall analyze the random field given by
Theorem 4.7 and we shall use the same notation with X :=X2. To simplify
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the discussion we take as open subsets U of M very nice ones, namely
submanifolds.
Lemma 5.1. Let N/M be an embedded submanifold with the same
dimension as M and boundary 7. Let ,,  # 1(S) be arbitrary and define
$7 ,() :=|
7
(& } ,( y), & } ( y)) y dy, (5.4)
where dy denotes the induced volume element on 7, ( } , } ) denotes the metric
on S, and & denotes the outer unit normal vector field w.r.t. 7, acting via
Clifford multiplication } on 1(S). Then $7 , # H&1(S) and
_a(7)=_[X($7,) | , # 1] 6 N. (5.5)
Proof. Take two sections s1 and s2 of 1(S). Let ( } , } ) x denote the
bundle metric in x # M and ( } , } )x the scalar product in TxM. We define
a vector field : as the unique vector field such that for every vector
field ;
(:, ;) x=&(s1 , ; } s2)x
holds. In any Dirac bundle we can compute (div denoting the divergence
of vector fields)
(Ds1 , s2)x=(s1 , Ds2)x+div(:)x \x # M. (5.6)
Integrating (5.6) over N, applying Stokes theorem and Cartan’s homotopy
formula, see for instance [21], leads after a short calculation to
|
N
(Ds1 , s2)x&(s1 , Ds2)x dx=&|
7
(&( y) } s1( y), s2( y)) y dy. (5.7)
Hence we see that
$7 (,)=i(D(1N&~ ,)&1ND(&~ ,)) (5.8)
holds in 1 $, where &~ is any local extension of &. This already implies
$7 (,) # H&1. Thus the ‘‘$’’ inclusion of (5.5) is true. Take any f # H&1(S)
with supp i( f )/7. There exists a tubular neighbourhood of 7 in M, s.t .
locally M=7_R&Rn&1_R and 7/7_[0], see for example [14].
Henceforth we shall use these local coordinates. Now in any local chart U: ,
f defines an element f: of D$(Rn, Rm), the space of distributions. Following
the line of the arguments of Guerra, Rosen and Simon in [10], we see
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that f: has a representation as a finite sum of derivatives of Dirac
delta functions w.r.t. the R-coordinate multiplied by elements gi: of
D$(Rn&1, Rm). As f: # H&1(Rn) per definition, one gets immediately that no
derivatives of delta functions can occur. Furthermore, we get also that
g0: # H&12(R
n&1), therefore, by patching everything together we have
f ()=|
7
(, g) dy (5.9)
for some g # H&12(S7), where we denote the bundle S restricted to the
hypersurface 7 by S7 (the right-hand side of (5.9) is of course only a formal
notation and stands for the bilinear pairing of the Sobolev spaces
involved). But C-sections are dense in H&12(7), proving the assertion.
K
Remark 5.2. This lemma explains the adjective ‘‘sharp’’ in the definition
of the sharp Markov property. Note, that if we had used H&k(S) instead
of H&1(S), we would have gotten that the sigma algebra _a(7) is generated
by precisely all derivatives of $7 ,’s up to order k&1. This might be seen
by a similar calculation like the one above. Thus we see that we are almost
in the same situation as in (5.2) and (5.3)! Hence generalized random fields
indexed by Sobolev sections of negative order behave quite similar to
ordinary random processes with respect to the Markov property.
Moreover we remark the following fact, further illustrating the close
connection between certain generalized random fields and random
processes. Let 7 denote a connected, closed submanifold of M with
codimension one, that separates M. Then it is well known that M"7
consists of two connected components, namely two submanifolds N& and
N+ , s.t. N &=N +=7 and that 7 has a tubular neighbourhood, see
[14] for these facts. We will denote by 7t the embedded submanifold 7_t
well-defined with the help of the tubular neighbourhood.
Proposition 5.3. Set Xt :=X($7t } ) for all t # R. Then Xt is an ordinary
random process with values in 1 $(S7) a.e. Xt is Markov (in the classical
sense) and continuous in probability with respect to t and the weak topology
of 1 $(S7).
Proof. Only continuity is left to prove, because of Theorem 4.7, Lemma
5.1 and Minlos’ theorem. Take any sequence tn  t. We remark that due to
the tubular neighbourhood theorem there exists a sequence of embedded
submanifolds N t n , s.t. N t n=7tn and with 1N t n  1N t pointwise and in
L2(M, dx). Together with (5.8) this may be used to prove that
$7 t n ,  $7t , in H&1(S). Due to stochastic continuity of X this implies the
assertion. K
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6. Application IIMarkovian Random Fields as
Solutions of Inhomogeneous Partial Differential Equations
and the Quaternionic CauchyRiemann Equation
In this section we want to discuss generalized random fields which
pathwise solve certain partial differential equations in Rn. Let E=Rn_V,
where V is a fixed finite dimensional vector space. Our task is to consider
random fields X2 solving
PX2=X1
with white noise X1 in stochastic sense. In view of Kusuoka’s theorem,
see [22], we shall mainly concentrate on partial differential operators
with ‘‘bad’’ spectral properties, namely those which do not induce a
homeomorphism in the Schwartz space of tempered distributions. Let P be
a homogeneous polynomial of degree m in the variable k # Rn
P(k)= :
|:|=m
A:k: (6.1)
with constant coefficients A: # END(V ), the space of endomorphisms of V.
We assume that P is an elliptic polynomial, i.e. that P(k) # ISO(V ) (the
space of isomorphisms of V ) for k{0. To P we associate the differential
operator P(D): C 0 (R
n)V  C 0 (Rn)V with constant coefficients as
follows:
P(D) := :
|:|=m
A:(&i) |:|
 |:|
x:
.
Let 0<2m<n and denote the Fourier transformation by F with inverse
F&1 defined on tempered distributions. If we define
G :=F&1P&1(k)F, (6.2)
then G is a well-defined tempered distribution fulfilling
G V P,=PG V ,=, \, # C 0 (R
nV),
i.e. is a fundamental solution of our differential operator P(D). Moreover
it is well known, see for instance [15], that G is homogeneous of degree
m&n and G(x) # C(Rn"0) END(V). Thus there exists C # R+ s.t.
&G(x)& :=max
i, j
sup
x # Rn
|Gij (x)|C |x| m&n.
160 JO RG SCHA FER
File: 580J 287025 . By:CV . Date:14:06:96 . Time:10:03 LOP8M. V8.0. Page 01:01
Codes: 2730 Signs: 1471 . Length: 45 pic 0 pts, 190 mm
Hence we can use the generalized Young inequality, see e.g. [39], to prove
&G V ,&pC &,&q (6.3)
where p>n(n&m) and 1q=1p+mn.
To fix the ideas, let  be a continuous conditionally positive definite
function on V, henceforth called Le vy function, with (0)=0. Then it is
well known, that  has a representation
(!)=i (;, !) + 12 (!, B!) +|
V"[0]
(1&ei(:, !)+1|:|1 i(:, !) ) &(d:), (6.4)
where ; # V, B # End(V ) and positive definite, and &, called the Le vy
measure, is a measure on V"[0] s.t.  |:|1 |:|2 &(d:)<, see for instance
[6]. We assume that  satisfies
(!)=O( |!| p) as !  0 for some p>1. (6.5)
We remark that this is compatible with the continuous conditionally
positive definite property iff p2. Thus we get for some positive constant C
|(!)|C( |!| 2+|!| p) \! # V. (6.6)
Therefore
, [ exp \|Rn (G V ,(x)) dx+ (6.7)
is by Minlos theorem the characteristic functional of a random field X2(,)
realized almost surely on the dual space to C 0 (R
n)V which we denote
by 1 $ as usual. We set
X1(,) :=X 2(P(D) ,) \, # 1.
Then X1 is a V-valued white noise with Le vy function . We shall
introduce two Banach spaces H1 and H2 , namely
H1 :=L
2(RnV) & L p(RnV) with & }&H1 :=& }&L2+& }&Lp
H2 :=Completion of C 0 (R
n)V w.r.t & }&H2 :=&G } &H1 .
If we define P : D(P)  H2 as D(P) :=[u # H1 | _, # C 0 (R
nV), u=
G V ,] with Pu=,, then P is a densely defined isometry with dense image,
hence extends to an isometry which for convenience is still denoted by P.
G extends to an isometry likewise and we obviously have PG=IdH2 and
GP=IdH1 .
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Note that we have canonical injections {1 and {2 of H1 and H2 in 1 $,
namely for all ,(x) # C 0 (R
n)V
({1(u(x)), ,(x)) :=|
Rn
(u(x), ,(x)) dx \u(x) # H1 (6.8)
({2(v(x)), ,(x)) := lim
n   |Rn (vn(x), ,(x)) dx \v(x) # H2 , (6.9)
where vn is any sequence of C 0 -functions converging to v in H2 norm.
That these are really injections is as for H1 trivial and may be seen for
H2 by remarking that the spectrum of P regarded as an operator in L2
contains no point spectrum, a fact easily seen by Fourier transformation.
By checking the definitions locality follows from
({2(P(D)u), ,)=({1(u), P*(D),)
for all u # H1 , where P*(D) denotes the (formal) adjoint differential
operator. Thus, P(D) is a local operator in the sense of definition 1.4
By a standard procedure, using that convergence in probability of real
valued random variables is induced by a metrizable topology yielding a
complete metric space, we get a unique family of random variables [Y1(u),
u # H1], called stochastic continuous extension of [X1(,), , # C 0 (R
n)V],
such that the following holds (remind (6.6)):
Y1(a1 u1+a2u2)=a1 Y1(u1)+a2Y1(u2) a.s.
for ai # R and ui # H1;
If un  u in H1 , then Y1(un)  Y1(u) in probability;
Y1(,)=X 1(,) a.e. \, # C 0 (R
n)V.
Thus we see that Y2(,) :=Y1(G,), , # H2 , is the stochastic continuous
extension of X2 and clearly
Y2(P(D) ,)=Y1(,) \, # H1 (6.10)
holds. Our task is to prove the sharp Markov property for the field Y2 and
to prove the c-Markov property for the field X2 for all open subsets U of
Rn. By sharp Markov property we mean the abstract Markov property
again. But we remark that the abstract Markov property is close again in
spirit to the classical ‘‘sharp’’ Markov property as introduced by Nelson,
see [30] and Lemma 6.5. For the sharp Markov property, we note that Y1
is an L2 & L p-continuous white noise. Obviously, the analogue of
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Proposition 4.3 holds, namely Y1 is abstract Markov. Now we are able to
state the following.
Theorem 6.1. The random field Y2(,) is sharp Markov for all open
subsets U of Rn, i.e. _a2(U ) ~ _
a
2(M"U) | _
a
2(U) holds.
Proof. For all open subsets U of Rn and all u # H1 we have
u=1U u+1M "U u
proving the admissibility of H1 . Now apply Theorem 1.7. K
Corollary 6.2. Y2(,) has the c-Markov property.
Proof. In the view of Theorem 2.11 all we have to do is to show that
X1 satisfies the finite covering condition and the intersection condition.
Both assertions follow from the fact that C 0 (U)-functions are dense in
Lq(U) for any open set U and any q # [1, ) and by a use of Ho lder’s
inequality. K
We apply the theory developed up to now to the following example,
which is given by a first order elliptic system. It has been intensively
studied by several authors, see [2] and [3] and references therein. We
remark that it has provided the first example of homogeneous (with respect
to a representation of the Euclidean group) generalized Markovian random
fields over four-dimensional space-time. In [17] the sharp Markov
property was shown to hold for hyperplanes. Our aim is to show the sharp
Markov property for all open subsets of Rn. Furthermore we show the
c-Markov property for all open subsets as well.
Let n be an integer bigger than two and let [V, #1 , ..., #n] be a real
representation of the Clifford algebra over Rn. By this we mean the following.
V is a finite dimensional real inner product space together with a system
of endomorphisms [#1 , ..., #n] s.t.
#i #j+#j #i=&2$ij I and #i*=&#i , (6.11)
where I is the identity endomorphism and #i* denotes the adjoint of #i with
respect to the inner product ( } , } ) of V. We define a first order elliptic
operator if as
% : C(Rn)V % , [ :
n
i=1
#i

xi
, # C (Rn)V. (6.12)
If we define the trivial bundle E :=Rn_V, we see that % is nothing but the
Dirac operator associated to the canonical connection on Rn, compare
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Section 4. In dimension 4 the Dirac operator is the quaternionic analogue
to the CauchyRiemann operator, which explains the name of our fields. It
is well known that the End(V)-valued function
G(x) :=&vol(S n&1)&1 |x|&n :
n
i=1
xi#i , x # Rn"[0] (6.13)
is a fundamental solution for % acting on C 0 V. In fact, this may be
easily seen by using formula (5.7) (and taking care of the singularity).
Hence we are precisely in the situation above by setting P(D)=3 . We
may summarize:
Theorem 6.3. The random field Y2(,) with characteristic function
E[eiY2(,)]=exp \&| (G V ,(x)) dx+ (6.14)
is stochastically continuous w.r.t the H2 topology and solves the
inhomogeneous Cauchy Riemann equation
3 Y2=Y1,
where Y1 is white noise given by a Le vy function  as in (6.4) satisfying
(6.5). Y2 is sharp Markov for all open subsets U of Rn and c-Markov for all
open coverings [U1 , U2] of Rn.
Now we like to prove the c-Markov property for the random field
restricted to smooth sections for all open coverings. However, for arbitrary
Le vy functions satisfying (6.5), we are able to do this only for open
coverings with one of the sets bounded. This yields the so-called ‘‘local’’
c-Markov property:
Theorem 6.4. A random field with characteristic functional (6.14) is
c-Markov for every open covering [U1 , U2] with U1 & U2 bounded.
Proof. Let ,n # C 0 (R
n) be a Dirac sequence, i.e. a sequence of positive
functions with &,n &=1 and supp ,n /B1n(0) where B1n(0) denotes the
ball with diameter 1n. Then u V ,n  u in 1 $ for all u # 1 $. We define
Tn(u) :=u V ,n for all u # C 0 (R
n)V, then
&Tn(u)&H2&,n&L1 &u&H2=&u&H2
by using Young’s inequality. Hence Tn extends to a bounded operator in
H2 . One easily sees that i2(Tn(u))=u V ,n in distributional sense for all
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u # H2 . Now take any u # H2 with supp u # U1 & U2 , then Tn(u) #
C0 (U1 & U2)V if n is big enough. This is true, because supp u being
compact, it has non-vanishing distance from the boundary of U. As L p for
1<p<+ are reflexive spaces, a combination of the BanachAlaoglu and
BanachSaks theorem shows that the Cesaro mean of a subseqence of Tn(u)
converges to some element v # H2 in H2 . But, since {2: H2 /1 $ is a
continuous injection, we must have u=v. Thus, due to stochastic
continuity, we have _(U1 & U2)=_a(U1 & U2), which together with
Theorem 6.3 proves the assertion. K
To show the c-Markov property for all open coverings we have to
restrict the Le vy function . In the following we assume that  satisfies
(6.5) for p=2 which is still compatible with the assumption to be
continuous conditionally positive definite. In this case, H1 is simply the
L2-completion of C 0 (R
n)V. H2 is then characterized by the following
lemma.
Lemma 6.5. Let h denote the self-adjoint harmonic space with Green
function 2&1 on Rn, n3. Then
H2= 
dimV
i=1
hi , (6.15)
where hi :=h.
Proof. First, we remark that formula (5.7) might be used to show that
for all , # C 0 (R
n)V
G V ,(x)= g V 3 (,)
is true, where g denotes the (scalar-valued) Green function to the scalar
Laplacian 2 on Rn, namely
g(x)=(n&2)&1 vol(S n&1)&1 |x| 2&n.
For this, use integration by parts over domains BR= composed of balls of
diameter R, with balls of diameter = taken out around the singularity of
g(x), and let =  0 and R  . Now we calculate
|
Rn
| g V 3 ,(x)| 2 dx=|
Rn
(g V 3 ,(x), g V 3 ,(x)) dx
=|
Rn
(3 g V ,(x), g V 3 ,(x)) dx
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by using (5.7) But (3 g V ,, g V 3 ,)L2=(g V ,, 3 (g V 3 ,)) L2 holds by using
formula (5.7) again and the fact that (g V ,(x), g V % ,(x)) x t |x| 3&2n as
x  . This shows
|
Rn
|G,(x)| 2 dx=||
Rn_Rn
g(x&y)(,(x), ,( y)) dx dy,
which completes the proof. K
Theorem 6.6. A random field X2(,) with characteristic functional (6.14)
is c-Markov with respect to all open subsets U of Rn, provided  satisfies
(6.5) with p=2.
Proof. In view of Theorem 6.3 all we have to do is to check whether H2
is 1-compatible. This will be provided by the next lemma. K
Lemma 6.7. H2 is 1-compatible.
Proof. The spectral synthesis Theorem of Deny, see [7], combined
with Lemma 6.5 gives us that any distribution u # H2 may be approximated
by a direct sum of signed measures +n # h the support of which are
contained in the support of u. Thus we have reduced the problem to the
question whether a measure + # h with support in U, an arbitrary open
subset of Rn may be approximated by C 0 -functions. But a classical result
provides us with the fact that + may be approximated by measures with
compact support contained in the support of +, see Helms [13] for
instance. Thus we only have to approximate distributions u # H2 with com-
pact support in U. This can be done by suitable convolutions as shown in
Theorem 6.4. K
Remark 6.8. This result as well as Theorem 6.3 is an improvement of
the result stated in [17]. Note further that we did not use homogeneity,
that is to say Euclidean invariance of the white noise. Hence we might
replace the Euclidean invariant noise by any, possibly non-invariant,
L2 & L p-continuous noise without changing the theorems and proofs.
Thus as far as only white noises with ‘‘good’’ Le vy Measures are considerd
(i.e. with second moments, see [5]) it follows that for the C-case it is
completely unnecessary to restrict ourselves to hyperplanes and Euclidean
invariant noises. However, to prove the c-Markov property for X2(,) we
had to assume (6.5) for p=2. It is highly plausible that this restriction is
not necessary. The proof above indicates that we should solve a non-linear
spectral synthesis problem in that case. We do not know whether this
already had been done for Sobolev spaces without ‘‘mass’’ (by this we mean
the spaces, defined similar to the classical Sobolev spaces H ps (R
n), but
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instead of 1+2, appearing in the kernel of the norm, with 2 only). We
hope to clarify this point in a forthcoming paper.
Finally let us remark that the considerations above are applicable to the
case where P(k) is a polynomial with P(k){0 \k # Rn, discussed in [22],
as well. A short outline of the arguments is as follows: Let P(k) be a poly-
nomial with constant coeffients A: # END(V) s.t. P(k) # ISO(V) \k # Rn.
Then G :=F&1P&1(k)F is a well-defined tempered distribution mapping
C0 (V) into the space of rapidly decreasing functions, hence into
L2(Rn V). Furthermore G is the unique tempered fundamental solution
of the partial differential equation P(D) u=v, i.e.
P(D) V G=G V P(D)=$0
holds. Therefore we might construct abstract index spaces H1 and H2 and
random fields solving this equation and having the abstract Markov
property as above. Concerning the preservation of the c-Markov property
we may apply Kusuoka’s result [22] for open coverings [U1 , U2] s.t.
dist(U c1 , U
c
2)>0 proving the 0-Markov property for the constructed fields.
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