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Let f be a transcendental meromorphic function of ﬁnite lower order with N(r, f ) =
S(r, f ), and let qν be distinct rational functions, 1 ν  k. For 0< γ < ∞ put
B(γ ) :=
{ πγ
sinπγ if γ  0.5,
πγ if γ > 0.5.
The estimate of the lower and upper logarithmic density of the set
E(γ ) =
{
r:
∑
1νk
log+ max|z|=r
∣∣ f (z) − qν(z)∣∣−1 < B(γ )T (r, f )
}
is presented in the paper. For a transcendental meromorphic function f of ﬁnite lower
order, the estimate of the lower and upper logarithmic density of the set
Eˆ(γ ) =
{
r:
∑
1νk
log+ max|z|=r
∣∣ f (z) − pν(z)∣∣−1 < (d + 2)B(γ )T (r, f )
}
is also presented, where pν are distinct polynomials and d :=max1νk deg(pν). Moreover,
the notions of strong asymptotic rational function and strong rational asymptotic spot
are deﬁned. The results for E(γ ) and Eˆ(γ ) are applied to obtain upper estimates of the
number of strong asymptotic rational functions and strong rational asymptotic spots of
meromorphic functions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We shall use the standard notations of value distribution theory of meromorphic functions: N(r,a, f ) and N(r, f ) for
functions counting a-points and poles, respectively, m(r,a, f ) and m(r, f ) for mean proximity functions, δ(a, f ) for defect,
and T (r, f ) for characteristic function [11]. Let us remind a classical theorem, called the second fundamental theorem of
Nevanlinna.
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q∑
k=1
m(r,ak, f ) 2T (r, f ) + O
(
log
(
rT (r, f )
))
is true for all r → ∞, possibly except for r in a set of ﬁnite linear measure.
It follows that the set of defective values is at most countable and
∑
a∈C δ(a, f ) 2. Since 1920’s many mathematicians
have tried to obtain a generalization of Nevanlinna’s theorem with functions replacing constants. In 1986 the following
extension of the second fundamental theorem was shown by Frank and Weissenborn.
Theorem B. (See [8].) Let f be a transcendental meromorphic function. Then for distinct rational functions q1, . . . ,qk we have
m(r, f ) +
k∑
ν=1
m(r,qν, f )
(
2+ o(1))T (r, f )
for r → ∞, possibly except for r in a set of ﬁnite linear measure.
Also in 1986 Steinmetz proved a more general result.
Theorem C. (See [21].) Let f be a nonconstant meromorphic function and let {aν}kν=1 be a set of pairwise distinct meromorphic
functions such that for 1 ν  k we have T (r,aν) = o(T (r, f )) (r → ∞). Then
m(r, f ) +
k∑
ν=1
m(r,aν, f )
(
2+ o(1))T (r, f )
for r → ∞, possibly except for r in a set of ﬁnite linear measure.
In 1969 Petrenko set up a question: how will Nevanlinna’s theory change if we measure the proximity of a meromorphic
function f to a value a applying a different metric? In order to ﬁnd the answer he introduced the function of deviation:
L(r,a, f ) =
{
max|z|=r log+ | f (z)| for a = ∞,
max|z|=r log+ | 1f (z)−a | for a = ∞.
The quantity
β(a, f ) = lim inf
r→∞
L(r,a, f )
T (r, f )
is called the magnitude of deviation of f towards a, and Ω( f ) := {a ∈ C: β(a, f ) > 0}, the set of positive deviations of f [19]. In
case of meromorphic functions of ﬁnite lower order λ := lim infr→∞ log T (r, f )log r , the properties of β(a, f ) strongly resemble
the properties of δ(a, f ). Petrenko himself obtained the sharp upper estimate for the value β(a, f ) and also an estimate for
the sum
∑
a∈C β(a, f ).
Theorem D. (See [19].) If f is a meromorphic function of ﬁnite lower order λ, then for all a ∈ C we have
β(a, f ) B(λ) :=
{
πλ
sinπλ if λ 0.5,
πλ if λ > 0.5,∑
a∈C
β(a, f ) 816π(λ + 1)2.
In 1990 Marchenko and Shcherba presented the exact estimate of the sum of deviations for functions of ﬁnite lower
order, which is an analogue of the estimate of the sum of defects.
Theorem E. (See [17].) If f is a meromorphic function of ﬁnite lower order λ, then∑
a∈C
β(a, f ) 2B(λ).
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quantities
logdens E = limsup
R→∞
1
log R
∫
E∩[1,R]
dt
t
,
logdens E = lim inf
R→∞
1
log R
∫
E∩[1,R]
dt
t
are called, respectively, upper and lower logarithmic density of the set E .
In 1998 Marchenko proved the following analogue of the second fundamental theorem of Nevanlinna for the uniform
metric.
Theorem F. (See [15].) Let f be a meromorphic function of ﬁnite lower order λ and order ρ . Let {aν}kν=1 be a ﬁnite set of distinct
complex numbers. For 0 < γ < ∞, put E1(γ ) = {r: ∑kν=1L(r,aν, f ) < 2B(γ )T (r, f )}. If g is an entire function, put E2(γ ) =
{r: ∑kν=1L(r,aν, g) < B(γ )T (r, g)}. We have
logdens E j(γ ) 1− λ
γ
and logdens E j(γ ) 1− ρ
γ
, j = 1,2.
Let now {qν}kν=1 be a ﬁnite set of distinct rational functions and let f be a transcendental meromorphic function of
ﬁnite lower order. We put
β(qν, f ) = lim inf
r→∞
L(r,qν, f )
T (r, f )
,
where L(r,qν, f ) = log+ max|z|=r | f (z) − qν(z)|−1. In 2007 the authors obtained the following result.
Theorem G. (See [4].) Let g be a transcendental entire function of ﬁnite lower order λ, order ρ and let 0 < γ < ∞. Let also {qν}kν=1
be distinct rational functions. Put E3(γ ) = {r: ∑kν=1L(r,qν, g) < B(γ )T (r, g)}. We have
logdens E3(γ ) 1− λ
γ
and logdens E3(γ ) 1− ρ
γ
.
It follows from Theorem G, that the set of rational functions q with positive deviation from an entire function f is at
most countable and
∑
β(q, f ) B(λ).
A classical deﬁnition (see [11, p. 233]) says that a ∈ C is an asymptotic value of a meromorphic function f if there exists
a continuous curve Γ ⊂ C, Γ : z = z(t), 0 t < ∞, z(t) → ∞ for t → ∞, such that
lim
z→∞, z∈Γ f (z) = limt→∞ f
(
z(t)
)= a.
We call a pair {a,Γ }, deﬁned as above, an asymptotic spot of f . Two asymptotic spots {a1,Γ1} and {a2,Γ2} are considered
equal if a1 = a2 = a and there exists a sequence of continuous curves γk with one end of each γk belonging to Γ1 and the
other to Γ2, and
lim
k→∞
min
z∈γk
|z| = ∞, lim
z→∞, z∈⋃k γk f (z) = a.
A classical theorem of Denjoy–Carleman–Ahlfors gives the sharp upper estimate of the number of asymptotic spots in case
of entire functions of ﬁnite lower order.
Theorem H. (See [11].) An entire function of ﬁnite lower order λ cannot have more than max{[2λ],1} different asymptotic spots,
where [x] is the integer part of x.
The example of f (z) = eez shows that the number of asymptotic spots of an entire function of inﬁnite lower order may
be inﬁnite. In case of meromorphic functions, the number of asymptotic values may be inﬁnite even for functions of ﬁnite
order. The following theorem was proved by Eremenko in 1986.
Theorem I. (See [6].) For every value , 0  ∞ there exists a meromorphic function of order  with the set of asymptotic values
equal to C.
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phic function f , if there exists a continuous curve Γ : z = z(t), 0 t < ∞, z(t) → ∞ as t → ∞, such that
lim inf
t→∞
log | f (z(t)) − a|−1
T (|z(t)|, f ) = α(a) α0 > 0, if a = ∞;
lim inf
t→∞
log | f (z(t))|
T (|z(t)|, f )  α0 > 0, if a = ∞.
If a is an α0-strong asymptotic value of f , then an asymptotic spot {a,Γ } is called an α0-strong asymptotic spot. In other
words, a is a strong asymptotic value of a meromorphic function f if on an asymptotic curve Γ the function tends to the
value a with the speed comparable with characteristic T (r, f ).
It is easy to notice that, if a is an α0-strong asymptotic value of f , then the magnitude of Petrenko’s deviation
β(a, f ) α0. It means that a is also a defective value in the sense of Petrenko.
Theorem J. (See [16].) Let f be a meromorphic function of ﬁnite lower order λ and {aν,Γν}, ν = 1,2, . . . ,k, – distinct α0-strong
asymptotic spots of f . Then k [ 2B(λ)α0 ].
The example of f (z) = eez again shows that no such estimate can be made for functions of inﬁnite order.
In 1907 Denjoy made a conjecture, that the estimate from Theorem H is still valid if we replace the asymptotic values
{aν} by small asymptotic entire functions {aν(z)}, if only the orders aν and  f are related by the inequality 1a j > 2+
1
 f
[5].
This problem has been solved for a special case by Denjoy, then also by Somorjai [20] and Fenton [9]. If we look at the
function f (z) = ez and rational functions ac(z) = cz , c ∈ C, we can see that, for each c, f (z) − ac(z) → 0 for z tending
to inﬁnity along the path Γ : z = −t , 0  t < +∞. This illustrates the fact, that the number of asymptotic functions can
be inﬁnite if the functions considered are not entire. It is interesting to learn, however, if for meromorphic functions the
number of strong asymptotic functions can be estimated.
Deﬁnition 1. Let f be a transcendental meromorphic function. We say that a rational function q is an α0-strong asymptotic
function of f , if there exists a continuous curve Γ : z = z(t), 0 t < ∞, z(t) → ∞ as t → ∞, such that
lim inf
t→∞
log | f (z(t)) − q(z(t))|−1
T (|z(t)|, f )  α0 > 0.
A pair {q,Γ } is called an α0-strong rational asymptotic spot of f .
2. Main results
The following result shows that the estimates from Theorem G are true also for a meromorphic function, with the
restriction that it has a relatively small amount of poles. For a meromorphic function f and h : R+ → R we write h(r) =
S(r, f ) if h(r) = o(T (r, f )) for r → ∞, r /∈ E , mes E < ∞.
Theorem 1. Let f be a transcendental meromorphic function of ﬁnite lower order λ and order ρ , such that N(r, f ) = S(r, f ) and let
0< γ < ∞. Let also {qν}kν=1 be distinct rational functions. We put
E(γ ) =
{
r:
k∑
ν=1
L(r,qν, f ) < B(γ )T (r, f )
}
.
Then we have
logdens E(γ ) 1− λ
γ
and logdens E(γ ) 1− ρ
γ
.
Corollary 1. Let f fulﬁll the conditions of Theorem 1 and letM denote the set of all rational functions. The set {q ∈M: β(q, f ) > 0}
is at most countable and
∑
q∈M
β(q, f ) B(λ).
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k
[
B(λ)
α0
]
,
where [x] is the integer part of the number x.
Theorem 2. Let f be a meromorphic function of ﬁnite lower order λ with N(r, f ) = S(r, f ) and {q1,Γ 11 }, . . . , {q1,Γ 1i1}, . . . , {qk,Γ k1 },
. . . , {qk,Γ kik }, i1 + i2 + · · · + ik =m, – distinct α0-strong rational asymptotic spots of f . Then m [
B(λ)
α0
].
The estimate in Theorem 2 can be attained. Let us consider the function f (z) := ∫ z0 e−tq dt , where q  1 is a ﬁxed
number [12]. Put ak = e
2kπ i
q
∫∞
0 e
−tq dt , k = 1,2, . . . ,q. For z → ∞, f tends to ak uniformly in the sector |arg z − 2kπq | π2q ,
that is f (z) − ak = − e−z
q
qzq−1 (1 + o(1)) there. If |arg z − (2k−1)πq |  π2q , then f (z) = e
−zq
qzq−1 (1 + o(1)) + O (1). As T (r, f ) = (1 +
o(1)) r
q
π , the lower order of f , λ = q. It means that B(λ) = πq. Each {ak,Γk}, where k = 1, . . . ,q, Γk: z(t) = te
2kπ
q i , t ∈ [0,∞),
is a strong asymptotic spot of f with α0 = π . Thus m = q, α0 = π , B(λ) = πq.
Our next result is a generalization of Theorem F.
Theorem 3. Let f be a transcendental meromorphic function of ﬁnite lower order λ and order ρ and let {pν}kν=1 be distinct polyno-
mials with deg(pν) d, d 0. For 0< γ < ∞ we put
Eˆ(γ ) =
{
r:
k∑
ν=1
L(r, pν, f ) < (d + 2)B(γ )T (r, f )
}
.
Then we have
logdens Eˆ(γ ) 1− λ
γ
and logdens Eˆ(γ ) 1− ρ
γ
.
Corollary 3. Let f be a function from Theorem 3 and let {pν}kν=1 be polynomials with deg(pν) d.
Then
k∑
ν=1
β(pν, f ) (d + 2)B(λ).
Corollary 4. Let f be a meromorphic function of ﬁnite lower order λ and let P be the set of all polynomials. We put Pd := {p ∈P:
deg(p) d}. Then the set Ωd( f ) = {p ∈Pd: β(p, f ) > 0} is at most countable and∑
p∈Pd
β(p, f ) (d + 2)B(λ).
Moreover, the set Ω( f ) = {p ∈P: β(p, f ) > 0} is at most countable.
The following theorem extends the estimate from Theorem J to the case of polynomial asymptotic spots.
Theorem 4. Let f be a meromorphic function of ﬁnite lower order λ, {p1,Γ 11 }, . . . , {p1,Γ 1i1}, . . . , {pk,Γ k1 }, . . . , {pk,Γ kik }, i1 + i2 +
· · · + ik =m, – m distinct α0-strong polynomial asymptotic spots of f and d :=max1νk deg(pν). Then m [ (d+2)B(λ)α0 ].
3. Auxiliary results
We need the version of the lemma on the logarithmic derivative, which follows from Lemma 4 in [15] and which has
already been applied in [4].
Lemma 1. Let f be a meromorphic function. Then, possibly except for r in a set of ﬁnite linear measure, for k = 1,2, . . . we have
log+ M
(
r,
f (k)
f
)
= O (log(rT (r, f ))) (r → ∞),
where M(r, f ) =max|z|=r | f (z)| and f (k) means the k-th derivative of f .
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from [13]).
Lemma 2. (See [13].) Let f be a meromorphic function in {z: |z| R} and let 0< r < R, f (0) = 0,∞. Then
m
(
r,
f ′
f
)
< 4 log+ T (R, f ) + 4 log+ log+ 1| f (0)| + 5 log
+ R + 6 log+ 1
R − r + log
+ 1
r
+ 14.
Let f be a transcendental meromorphic function of ﬁnite lower order λ and for 1 ν  k, let {pν}kν=1 be a set of distinct
polynomials, such that deg(pν) d for 1 ν  k, and d  1. Let S0 > 0 be chosen in such a way that if |z| S0, then for
all 1 ν,η k, ν = η we have pν(z) = pη(z). We put for ν = η
cν,η = min|z|S0
∣∣pν(z) − pη(z)∣∣> 0,
min
1ν,ηk
cν,η = c > 0. (1)
Let {Rn} be a sequence of positive numbers, Rn → ∞ (n → ∞), fulﬁlling the condition
λ = lim inf
r→∞
log T (r, f )
log r
= lim
n→∞
log T (3Rn, f )
log Rn
. (2)
For n n0 we consider the set
Gn =
{
z: S0 < |z| < Rn,
∣∣ f (d+1)(z)∣∣< R−(d+2)(λ+2)n }, (3)
where n0 is chosen in such a way that for n n0 we have
T (3Rn, f ) < R
λ+1
n and
[(2d + 2)d+1 + (2d + 2)d]πd+1
Rn
<
c
4
. (4)
Now for 1 ν  k we put Gn,ν for the union of those connected components of Gn which contain a point z1 such that∣∣ f (z1) − pν(z1)∣∣< c
4
and points z2, z3, . . . , zd+1 such that for j = 2, . . . ,d + 1∣∣ f ( j−1)(z j) − p( j−1)ν (z j)∣∣< R−(d+2)(λ+2)n .
Applying the method introduced by Weitsman [22] and following the same lines as in [4], we may show that for n n0 the
sets Gn,ν and Gn,η are disjoint for ν = η. In particular, for all z ∈ Gn,ν we get
∣∣ f (z) − pν(z)∣∣< [(2d + 2)d+1 + (2d + 2)d]πd+1
Rn
+ c
4
<
c
2
.
Thus for 1 ν  k and n n0 we may consider the functions
un,ν(z) :=
{
log 1| f (d+1)(z)| , z ∈ Gn,ν ,
(d + 2)(λ + 2) log Rn, z /∈ Gn,ν .
(5)
We should note here that each un,ν (z) is a δ-subharmonic function in S0 < |z| < Rn , which can be shown in a similar way
as Lemma 6 in [17]. Let us recall here the deﬁnition and basic properties of Baernstein’s function T ∗ . For a complex number
z = reiθ we put [1]:
m∗(z,un,ν ) = sup
|E|=2θ
1
2π
∫
E
un,ν
(
reiϕ
)
dϕ,
T ∗(z,un,ν ) =m∗(z,un,ν ) + N(r,un,ν ),
where r ∈ (S0, Rn), θ ∈ [0,π ], |E| is Lebesgue’s measure of the set E , N(r,un,ν ) =
∫ r
1
μn,ν (t)
t dt and μn,ν (r) is the number of
the zeros of f (d+1)(z) in Gn,ν ∩ {z: |z| < r}.
For a number t , 0< t +∞, let us consider the set
Ft =
{
reiθ : un,ν
(
reiθ
)
> t
}
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u˜n,ν
(
reiθ
)= sup{t: reiθ ∈ F ∗t },
where F ∗t is the symmetric rearrangement of Ft through the circular symmetrization with respect to the ray Arg(z) = 0,
[12].
The function u˜n,ν (reiθ ) is non-negative and non-increasing with respect to θ for θ ∈ [0,π ], even in θ and, for a ﬁxed r,
equimeasurable with un,ν (reiθ ). Moreover,
u˜n,ν(r) =max
(
logmax|z|=r
1
| f (d+1)(z)| , (d + 2)(λ + 2) log Rn
)
,
u˜n,ν(−r) =max
(
logmin|z|=r
1
| f (d+1)(z)| , (d + 2)(λ + 2) log Rn
)
.
Let us also notice that
m∗(z,un,ν ) = 1
π
θ∫
0
u˜n,ν
(
reiϕ
)
dϕ.
The function T ∗(z,un,ν ) is subharmonic in D = {reiθ : S0 < r < Rn, 0 < θ < π}, continuous on D ∪ (−Rn, S0) ∪ (S0, Rn)
and also logarithmically convex in r ∈ (S0, Rn) for each ﬁxed θ ∈ [0,π ] [1]. What is more, for r ∈ (S0, Rn)
T ∗(r,un,ν ) = N(r,un,ν),
T ∗
(
reiπ ,un,ν
)= T (r,un,ν ),
∂
∂θ
T ∗
(
reiθ ,un,ν
)= u˜n,ν(reiθ )
π
for 0< θ < π,
where T (r,un,ν ) is the Nevanlinna characteristic of un,ν (z).
Lemma 3. For each number S1 > S0 , there exists n1  n0 such that for all n  n1 and θ ∈ [0,π ] the function T ∗(reiθ ,un,ν ) is
monotonically increasing in r on the interval [S1, Rn).
Proof. Let 1  ν  k and 0  θ  π be ﬁxed. Let also S2: S0 < S2 < S1 be chosen in such a way that there are no ze-
ros or poles of f (d+1) on the circle C(0, S2). We put α := min|z|=S2 | f (d+1)(z)| > 0. It follows from continuity of f (d+1)
that there exists δ > 0 such that | f (d+1)(z)| > α2 > 0 for all z in U := {z: S2 − δ < |z| < S2 + δ}. We choose an inte-
ger n1  n0 in such a way, that R−(d+2)(λ+2)n1 < α2 . Then for all n  n1 and z ∈ U we have un,ν (z) ≡ (d + 2)(λ + 2) log Rn ,
and thus for r ∈ (S2 − δ, S2 + δ) the function T ∗(reiθ ,un,ν ) is constant in r. Therefore for a ﬁxed θ ∈ [0,π ], n  n1,
r ∈ (S2 − δ, S2 + δ) we have (T ∗)′(reiθ ,un,ν ) = 0. Put (T ∗)′− for the left derivative of T ∗ . As (T ∗)′(S2eiθ ) = 0, and
T ∗(reiθ ,un,ν ) is convex in log r, we see that r(T ∗)′−(reiθ ,un,ν ) is monotonically increasing in [S2, Rn). Thus for r  S2 we get
r(T ∗)′−(reiθ ,un,ν ) S2(T ∗)′(S2eiθ ,un,ν ) = 0. We have (T ∗)′−(reiθ ,un,ν ) 0 for all r  S2, so T ∗(reiθ ,un,ν ) is monotonically
increasing on [S2, Rn). As S1 > S2, we may conclude that for n n1 the function T ∗(reiθ ,un,ν ) is monotonically increasing
on the interval [S1, Rn). 
For α(r) – a real-valued function of a real variable r we consider the operator
Lα(r) = lim inf
h→0
α(reh) + α(re−h) − 2α(r)
h2
.
When α(r) is twice differentiable in r, then
Lα(r) = r d
dr
(
r
d
dr
α(r)
)
.
As T ∗(reiθ ,un,ν ) is a convex function of log r, for S0 < r < Rn , θ ∈ [0,π ] we have
LT ∗
(
reiθ ,un,ν
)
 0.
Lemma 4. For almost all θ ∈ [0,π ] and for almost all r ∈ (S0, Rn) we have
LT ∗
(
reiθ ,un,ν
)
− 1
π
∂ u˜n,ν(reiθ )
∂θ
.
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We now put [17]
T ∗0 (z, f ) :=
k∑
ν=1
T ∗(z,un,ν ).
It follows from the deﬁnition of operator L and from logarithmic convexity of each T ∗(z,un,ν ) that
LT ∗0 (z, f )
k∑
ν=1
LT ∗(z,un,ν ) 0.
Moreover, Lemma 4 implies that
LT ∗0 (z, f )−
1
π
k∑
ν=1
∂ u˜n,ν(reiθ )
∂θ
.
We shall need the following lemma from [14].
Lemma 5. Let f (x) be a non-decreasing function on an interval [a,b] and let φ(x) be a non-negative function with bounded derivative
on [a,b]. Then
b∫
a
f ′(x)φ(x)dx f (b)φ(b) − f (a)φ(a) −
b∫
a
φ′(x) f (x)dx.
For τ > 0 we choose the numbers α and ψ such that
0< α min
(
π,
π
2τ
)
, − π
2τ
ψ  π
2τ
− α,
and let
hn(r, τ ) := 1
π
k∑
ν=1
u˜n,ν(r) cosτψ − 1
π
k∑
ν=1
u˜n,ν
(
reiα
)
cosτ (α + ψ)
− τ sinτ (α + ψ)T ∗0
(
reiα, f
)+ τ sinτψ k∑
ν=1
N(r,un,ν ).
Lemma 6. Let S1 = S0 + 1, n n1 . Put A = {r: S1 < r < Rn, hn(r, τ ) > 0}. We have
τ
∫
A
dt
t
 log T (3Rn, f ) + log log Rn + O (1) (n → ∞).
Proof. The proof is conducted similarly as the proof of Lemma 2 in [15]. We put [7,10]
σ(r) =
α∫
0
T ∗0
(
reiθ , f
)
cosτ (θ + ψ)dθ.
As T ∗0 (reiθ ,un,ν ) is a convex function of log r, applying Fatou’s lemma we receive
Lσ(r) = L
α∫
0
T ∗0
(
reiθ , f
)
cosτ (θ + ψ)dθ 
α∫
0
LT ∗0
(
reiθ , f
)
cosτ (θ + ψ)dθ  0. (6)
Put σ ′− for the left derivative of σ . It follows from (6), that σ(r) is a convex function of log r, so rσ ′−(r) is an increasing
function in (S1, Rn). Therefore for almost all r ∈ (S1, Rn)
Lσ(r) = r d (rσ ′−(r)).dr
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Lσ(r) = r d
dr
(
rσ ′−(r)
)
− 1
π
α∫
0
k∑
ν=1
∂ u˜n,ν(reiθ )
∂θ
cosτ (θ + ψ)dθ.
If for a certain r ∈ (S1, Rn) there are neither zeros nor poles of f (d+1) on the circle C(0, r), the function un,ν (reiθ ) fulﬁlls the
Lipschitz condition in θ . Therefore u˜n,ν (reiθ ) also fulﬁlls the Lipschitz condition on [0,π ] [12]. It means that the function
u˜n,ν (reiθ ) is absolutely continuous on [0,π ]. Integrating twice by parts we receive
1
π
α∫
0
k∑
ν=1
∂ u˜n,ν(reiθ )
∂θ
cosτ (θ + ψ)dθ = 1
π
k∑
ν=1
u˜n,ν
(
reiα
)
cosτ (α + ψ)
− 1
π
k∑
ν=1
u˜n,ν(r) cosτψ + τ T ∗0
(
reiα, f
)
sinτ (α + ψ)
− τ
k∑
ν=1
N(r,un,ν ) sinτψ − τ 2σ(r)
= −hn(r, τ ) − τ 2σ(r).
From this, and from the monotonicity of u˜n,ν (reiθ ) in θ , we have
hn(r, τ ) + τ 2σ(r) 0 for r ∈ (S1, Rn). (7)
This way for almost all r ∈ (S1, Rn) we obtain the inequality
r
d
dr
(
rσ ′−(r)
)
 hn(r, τ ) + τ 2σ(r). (8)
We divide this inequality by rτ+1 and integrate it over the interval [r, Rn], S1 < r < Rn . We may apply Lemma 5, as rσ ′− is
increasing in (S1, Rn).
Rn∫
r
hn(t, τ )
tτ+1
dt 
Rn∫
r
1
tτ
d
dt
(
tσ ′−(t)
)
dt − τ 2
Rn∫
r
1
tτ+1
σ(t)dt

σ ′−(t)
tτ−1
∣∣∣∣
Rn
r
+ τ
Rn∫
r
σ ′−(t)
tτ
dt − τ 2
Rn∫
r
σ(t)
tτ+1
dt. (9)
The function σ(r) is convex in log r, that is, g(t) = σ(et) is a convex function in (−∞,∞). Thus g(t) fulﬁlls the Lipschitz
condition in every interval [a,b] ⊂ (−∞,∞), so g(t) is absolutely continuous in [a,b]. Therefore σ(r) is also absolutely
continuous in every interval [a,b], a > 0. Applying integration by parts we obtain
Rn∫
r
σ ′−(t)
tτ
dt =
Rn∫
r
σ ′(t)
tτ
dt = σ(Rn)
Rτn
− σ(r)
rτ
+ τ
Rn∫
r
σ(t)
tτ+1
dt. (10)
By (9) and (10) we get
Rn∫
r
hn(t, τ )
tτ+1
dt 
(
tσ ′−(t)
tτ
+ τ σ (t)
tτ
)∣∣∣∣
Rn
r
. (11)
We now apply the method of P. Barry [2,3]. Consider the function
Φ(r) := −
Rn∫
r
hn(t, τ )
tτ+1
dt, S1 < r < Rn.
On the basis of (11) we have
Φ(r)−σ
′−(Rn)
τ−1 − τ
σ (Rn)
Rτ
+ σ
′−(r)
rτ−1
+ τ σ (r)
rτ
. (12)
Rn n
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ψ(r) = rτ
{
Φ(r) + σ
′−(Rn)
Rτ−1n
+ τ σ (Rn)
Rτn
}
.
From the deﬁnition of ψ and from (12) we obtain
ψ(r) rσ ′−(r) + τσ (r), S1 < r < Rn.
On the basis of the above and (7) we get
rψ ′(r) = τψ(r) + hn(r, τ ) τ rσ ′−(r) + τ 2σ(r) + hn(r, τ ) τ rσ ′−(r), S1 < r < Rn.
From Lemma 3 we have that, for a ﬁxed θ , T ∗0 (reiθ , f ) is monotonically increasing for r ∈ [S1, Rn), n  n1, as a sum of
functions monotonically increasing in r. Thus
σ ′−(r) 0.
From the deﬁnition of un,ν , we have un,ν (z) > 0 for z ∈ C, so T ∗0 (z, f ) > 0 and for r ∈ (S1, Rn), σ(r) > 0. This way, for
r ∈ (S1, Rn), we have
ψ(r) rσ ′−(r) + τσ (r) > 0.
If r ∈ A then rψ ′(r) > τψ(r) > 0. Therefore ψ ′(r)
ψ(r) >
τ
r . Consequently
τ
∫
A∩[S1,Rn]
dr
r

∫
A∩[S1,Rn]
ψ ′(r)
ψ(r)
dr 
Rn∫
S1
ψ ′(r)
ψ(r)
dr = log ψ(Rn)
ψ(S1)
. (13)
From the deﬁnition of ψ we have
ψ(Rn) = Rnσ ′−(Rn) + τσ (Rn). (14)
The deﬁnition of σ(r) implies that
σ(r) =
α∫
0
T ∗0
(
reiθ , f
)
cosτ (θ + ψ)dθ 
α∫
0
T ∗0
(
reiθ , f
)
dθ.
Applying the ﬁrst theorem of Nevanlinna and Lemma 2, for r ∈ (S1, Rn), r  r0 we get
T ∗0 (z, f ) = T ∗0
(
reiθ , f
)= k∑
ν=1
T ∗(z,un,ν )
=
k∑
ν=1
(
m∗(z,un,ν ) + N(r,un,ν )
)
m
(
r,
1
f (d+1)
)
+ N
(
r,
1
f (d+1)
)
+ k(d + 2)(λ + 2) log Rn
= T (r, f (d+1))+ C f + k(d + 2)(λ + 2) log Rn,
where C f is a constant appearing in the ﬁrst theorem of Nevanlinna. Thus for r → ∞ we have
T ∗0 (z, f ) (d + 2)T (r, f ) + 4 log T
(
3
2
r, f
)
+ 6 log r + k(d + 2)(λ + 2) log Rn
< (d + 3)T
(
3
2
r, f
)
+ k(d + 3)(λ + 2) log Rn. (15)
Therefore we have
σ(r) (d + 3)π T
(
3
r, f
)
+ πk(d + 3)(λ + 2) log Rn
(
r ∈ [r0, Rn)
)
. (16)2
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rσ ′−(r)
2r∫
r
σ ′−(t)dt  σ(2r)
{
(d + 3)π + 1}T (3r, f ) + πk(d + 3)(λ + 2) log Rn (r ∈ [r0, Rn)). (17)
This way from (13), (14) and (17), we obtain
τ
∫
A∩[1,Rn]
dr
r
= τ
∫
A∩[r0,Rn]
dr
r
+ O (1) log ψ(Rn)
ψ(r0)
+ O (1)
 logψ(Rn) + O (1) = log
[
Rnσ
′−(Rn) + τσ (Rn)
]+ O (1)
 log T (3Rn, f ) + log log Rn + O (1) (n → ∞), (18)
which completes the proof of Lemma 6. 
4. Proof of Theorem 1
We show the estimate for the upper logarithmic density of E(γ ). The proof for the estimate of the lower logarithmic
density can be done in a similar way, only instead of Rn we take any positive number R , and we replace the lower order λ
with the order ρ .
We start with the following sum
k∑
ν=1
L(r, pν, f ) =
k∑
ν=1
log+ max|z|=r
1
| f (z) − pν(z)| =
k∑
ν=1
log+ 1| f (reiθν ) − pν(reiθν )| ,
where r ∈ (S1, Rn) and pν are polynomials such that for 1 ν  k, deg(pν) d.
If | f (reiθν ) − pν(reiθν )| c4 then
log+ 1| f (reiθν ) − pν(reiθν )|  log
+ 4
c
.
Let | f (reiθν ) − pν(reiθν )| < c4 . Then we have
log+ 1|( f − pν)(reiθν )|  log
+
∣∣∣∣ ( f − pν)(d+1)(reiθν )( f − pν)(reiθν )
∣∣∣∣+ log+
∣∣∣∣ 1f (d+1)(reiθν )
∣∣∣∣.
As un,ν (reiθν ) u˜n,ν (r), it follows from the inequalities above and (5) that in general for r ∈ (S1, Rn), 1 ν  k we have
log+ 1|( f − pν)(reiθν )|  u˜n,ν(r) + (d + 2)(λ + 2) log Rn + log
+ M
(
r,
( f − pν)(d+1)
f − pν
)
+ log+ 4
c
.
This way we obtain
k∑
ν=1
L(r, pν, f )
k∑
ν=1
u˜n,ν(r) + k(d + 2)(λ + 2) log Rn +
k∑
ν=1
log+ M
(
r,
( f − pν)(d+1)
f − pν
)
+ k log+ 4
c
. (19)
Now, in the case γ  λ the theorem is obvious. Let then γ > λ. We take λ < τ < γ . We choose α = min(π, π2τ ),
ψ = π2τ − α. Thus
πτ
sinτα
=
{
πτ for τ > 1/2,
πτ
sinπτ for τ  1/2
= B(τ ).
Applying (15), we get
hn(r, τ ) = sinτα
π
{
k∑
ν=1
u˜n,ν(r) − πτ
sinτα
(
T ∗0
(
reiα
)− cosτα k∑
ν=1
N(r,un,ν)
)}
 sinτα
π
{
k∑
ν=1
u˜n,ν(r) − πτ
sinτα
T ∗0
(
reiα
)}
 sinτα
π
{
k∑
u˜n,ν(r) − B(τ )T
(
r, f (d+1)
)− B(τ )k(d + 2)(λ + 2) log Rn − B(τ )C f
}
.ν=1
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A1 =
{
r ∈ (S1, Rn):
k∑
ν=1
u˜n,ν(r) − B(τ )T
(
r, f (d+1)
)− B(τ )k(d + 2)(λ + 2) log Rn − B(τ )C f > 0
}
.
If r ∈ A1 then hn(r, τ ) > 0 and by Lemma 6
τ
∫
A1∩[S1,Rn]
dt
t
 log T (3Rn, f ) + log log Rn + O (1). (20)
If r /∈ A1, then
k∑
ν=1
u˜n,ν(r) B(τ )T
(
r, f (d+1)
)+ B(τ )C f + B(τ )k(d + 2)(λ + 2) log Rn.
Thus for r ∈ [S1, Rn] \ A1 from (19) we get
k∑
ν=1
L(r, pν, f ) B(τ )T
(
r, f (d+1)
)+ (B(τ ) + 1)k(d + 2)(λ + 2) log Rn
+
k∑
ν=1
log+ M
(
r,
( f − pν)(d+1)
f − pν
)
+ B(τ )C f + k log+ 4c .
As f is a meromorphic function with N(r, f ) = S(r, f ), applying Lemma 1 we obtain that, possibly except for r in a set of
ﬁnite linear measure, for r ∈ [S1, Rn] \ A1
k∑
ν=1
L(r, pν, f ) B(τ )T (r, f ) + o
(
T (r, f )
)+ O (log Rn) (n → ∞).
Let ε(R) → 0 be chosen in such a way that T (Rε(R), f )log R → ∞ for R → ∞. We put Sn = Rε(Rn)n , where {Rn} is a sequence
from (2). Let also r ∈ [Sn, Rn], Sn > S1. Then from the deﬁnition of Sn we get
T (r, f ) T (Sn, f ) = log Rn T (R
ε(Rn)
n , f )
log Rn
,
for r ∈ [Sn, Rn], which implies that
log Rn = o
(
T (Sn, f )
)
(n → ∞). (21)
Therefore for r ∈ [Sn, Rn] \ A1, possibly except for r ∈ E0, where E0 is a set of ﬁnite linear measure we have
k∑
ν=1
L(r, pν, f )
(
B(τ ) + o(1))T (r, f ) < B(γ )T (r, f ) (n → ∞),
so [Sn, Rn] \ A1 ⊂ E(γ ) ∪ E0. This, together with (18), leads to the estimate
τ
∫
E(γ )∩[1,Rn]
dt
t
 τ
∫
E(γ )∩[Sn,Rn]
dt
t
 τ
∫
[Sn,Rn]\A1
dt
t
+ O (1)
 τ
(
1− ε(Rn)
)
log Rn − log T (3Rn, f ) − log log Rn + O (1),
for n → ∞. We divide this inequality by τ log Rn
1
log Rn
∫
E(γ )∩[1,Rn]
dt
t

(
1− ε(Rn)
)− log T (3Rn, f )
τ log Rn
− log log Rn + O (1)
τ log Rn
.
From the deﬁnition of {Rn} we obtain for all τ < γ :
logdens E(γ ) 1− λ .
τ
E. Ciechanowicz, I.I. Marchenko / J. Math. Anal. Appl. 382 (2011) 383–398 395Passing to the limit with τ → γ we get
logdens E(γ ) 1− λ
γ
.
Thus we obtain the statement for polynomials.
Let now {qν(z)}kν=1 be a set of distinct rational functions. Let p denote the common denominator of {qν}kν=1. We put
F (z) := p(z) · f (z) and pν(z) := p(z) · qν(z). As before, for r ∈ (S1, Rn) we consider the sum
k∑
ν=1
L(r,qν, f ) =
k∑
ν=1
log+ max|z|=r
1
| f (z) − qν(z)| .
We have
k∑
ν=1
log+ max|z|=r
1
| f (z) − qν(z)| =
k∑
ν=1
log+ max|z|=r
|p(z)|
|F (z) − pν(z)|

k∑
ν=1
log+ max|z|=r
1
|F (z) − pν(z)| + k log
+ max|z|=r
∣∣p(z)∣∣.
We notice that, as f is a transcendental meromorphic function, log+ M(r, p) = O (T (r, p)) = o(T (r, f )), r → ∞, so
k∑
ν=1
L(r,qν, f )
k∑
ν=1
L(r, pν, F ) + o
(
T (r, f )
)
.
We have already obtained the statement for polynomials, so we can suitably estimate the sum
∑k
ν=1L(r, pν, F ) for a
transcendental meromorphic function F and polynomials pν . As F = p · f , T (r, F ) = T (r, f ) + o(T (r, f )). This leads us to
the statement in the general case. 
5. Proof of Theorem 2
Let f be a transcendental meromorphic function of ﬁnite lower order λ with N(r, f ) = o(T (r, f )), p1, . . . , pk – distinct
polynomials of deg(pν) d and let {p1,Γ 11 }, . . . , {p1,Γ 1i1}, . . . , {pk,Γ k1 }, . . . , {pk,Γ kik }, i1 + i2 + · · · + ik =m, – m distinct α0-
strong polynomial asymptotic spots of f . Let Gn be the set deﬁned in (3) and let G˜n,ν, j ⊂ Gn , 1  j  jν , ν = 1, . . . ,k, be
the components of Gn , each of which contains points z1, z2, . . . , zd+1 such that∣∣ f (s−1)(zs) − p(s−1)ν (zs)∣∣< R−(d+2)(λ+2)n , s = 1,2, . . . ,d + 1 ( f (0)(z) = f (z)).
Applying the method introduced by Weitsman [22] and following the same lines as in [4], we may show that for n n0 the
components G˜n,ν, j are pairwise disjoint. In particular,
∣∣ f (z) − pν(z)∣∣< c(d)
Rn
∀z ∈ G˜n,ν ,
where G˜n,ν =⋃1 j jν G˜n,ν, j .
Let (pν,Γ1) and (pν,Γ2) be two distinct asymptotic spots and let G˜n,ν,1 contain the asymptotic curve Γ1. We shall
prove that for n  n0, Γ2 does not intersect with G˜n,ν,1. Let us assume that for every n ∈ N: Γ2 ∩ G˜n,ν,1 = ∅. Then there
exists a sequence of continuous curves γn ⊂ G˜n,ν,1 with ends of each curve belonging to Γ1 and Γ2 and such that on
γn: f (z)− pν(z) → 0 (n → ∞). It means that the asymptotic spots (pν,Γ1) and (pν,Γ2) are equal, which is a contradiction.
For n n0 we put
un,ν, j(z) :=
{
log 1| f (d+1)(z)| , z ∈ G˜n,ν, j,
(d + 2)(λ + 2) log Rn, z /∈ G˜n,ν, j,
ν = 1, . . . ,k, 1 j  jν .
For τ > 0 we also put
A˜1 :=
{
r:
k∑ jν∑
max|z|=r un,ν, j(z) − B(τ )T
(
r, f (d+1)
)− B(τ )m˜(d + 2)(λ + 2) log Rn − B(τ )C f > 0
}
,ν=1 j=1
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τ
∫
A˜1∩[S1,Rn]
dt
t
 log T (3Rn, f ) + log log Rn + O (1) (n → ∞), (22)
where τ is any ﬁxed positive number such that τ > λ. From Lemma 1 we get
log+ 1| f (z) − pν(z)|  log
+ | f (s)(z) − p(s)ν (z)|
| f (z) − pν(z)| + log
+ 1
| f (s)(z) − p(s)ν (z)|
 log+ 1
| f (s)(z) − p(s)ν (z)|
+ O (log(rT (r, f ))),
|z| = r /∈ Eν,s, mes(Eν,s) < ∞ and s = 1, . . . ,d + 1. (23)
Put Eν = ⋃1sd+1 Eν,s and notice, that mes(Eν) < ∞. As {pν,Γ ν1 }, . . . , {pν,Γ νiν }, ν = 1, . . . ,k are α0-strong polynomial
asymptotic spots of f ,
lim inf
z→∞, z∈Γ νl
log+ 1| f (z)−pν (z)|
T (|z|, f )  α0 > 0, l = 1, . . . , iν . (24)
Thus, on asymptotic curves Γ νl , for |z| ∈ [Sn, Rn], we have
log+ 1| f (z) − pν(z)| >
α0
2
T
(|z|, f ).
From (21) for |z| ∈ [Sn, Rn]
α0
2
T
(|z|, f )> (d + 2)(λ + 2) log Rn (n → ∞),
which means that∣∣ f (z) − pν(z)∣∣< R−(d+2)(λ+2)n (n → ∞).
Moreover, it follows from (23) that for s = 1, . . . ,d + 1 we have
lim inf
z→∞, z∈Γ νl , |z|/∈Eν,s
log+ 1| f (s)(z)−p(s)ν (z)|
T (|z|, f )  α0 > 0. (25)
Therefore for z → ∞ on asymptotic curves Γ νl , for s = 1, . . . ,d + 1 we have
log+ 1
| f (s)(z) − p(s)ν (z)|
>
α0
2
T
(|z|, f )> (d + 2)(λ + 2) log Rn,
so ∣∣ f (s)(z) − p(s)ν (z)∣∣< R−(d+2)(λ+2)n
for |z| ∈ [Sn, Rn], |z| /∈ Eν (n → ∞). Put E˜ :=⋃1νk Eν and notice that mes E˜ < ∞. If z ∈ Γ νl , |z| ∈ [Sn, Rn] \ E˜ , for 1 
l iν , ν = 1, . . . ,k we have∣∣ f (z) − pν(z)∣∣< R−(d+2)(λ+2)n (n → ∞),
and for 1 s d + 1∣∣ f (s)(z) − p(s)ν (z)∣∣< R−(d+2)(λ+2)n (n → ∞).
This way we get that for each asymptotic curve Γ νl (1 ν  k, 1 l  iν) there exists a component G˜n,ν, j0 of Gn such
that for n n0 we have Γ νl ∩ {z: |z| ∈ [Sn, Rn] \ E˜} ⊂ G˜n,ν, j0 ( j0 = j0(l)).
From Lemma 1 we have that for r → ∞, r /∈ Eν,d+1, mes Eν,d+1 < ∞, ν = 1, . . . ,k,
log+ M
(
r,
f (d+1)−p
(d+1)
ν
)
= log+ M
(
r,
f (d+1) )= O (log(rT (r, f ))).
f − pν f − pν
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log+ 1| f (z) − pν(z)| = log
+ 1
| f (d+1)(z)| + O
(
log
(
rT (r, f )
))
.
Notice that Eˆ ⊂ E˜ .
From the lemma on the logarithmic derivative and as N(r, f ) = S(r, f ),
T
(
r, f (d+1)
)
 T (r, f ) + o(T (r, f )), r → ∞, r /∈ E, mes(E) < ∞.
Thus for r ∈ [Sn, Rn] \ ( A˜1 ∪ E ∪ E˜), we have
k∑
ν=1
jν∑
j=1
max|z|=r un,ν, j(z) <
(
B(τ ) + o(1))T (r, f ), n → ∞, (26)
and from (22)
τ
∫
[Sn,Rn]\( A˜1∪E∪E˜)
dt
t
 τ
(
1− log Sn
log Rn
)
log Rn − log T (3Rn, f ) − log log Rn + O (1).
From this and from the deﬁnition of the sequence Rn (see (2)),
limsup
n→∞
1
log Rn
∫
[Sn,Rn]\( A˜1∪E∪E˜)
dt
t
 1− λ
τ
> 0.
Therefore, from (24), (25) and (26), there exists a sequence rn ∈ [Sn, Rn] \ ( A˜1 ∪ E ∪ E˜) such that for each Γ νl (1  ν  k,
1 l iν ) we have
max|z|=rn
un,ν, j0(l)(z) = max|z|=rn, z∈G˜n,ν, j0(l)
log
1
| f (d+1)(z)|  max|z|=rn, z∈Γ νl
log
1
| f (d+1)(z)| 
(
α0 + o(1)
)
T (rn, f ), n → ∞,
and
m
(
α0 + o(1)
)
T (rn, f )
k∑
ν=1
iν∑
l=1
max|z|=rn
un,ν, j0(l)(z)
k∑
ν=1
jν∑
j=1
max|z|=rn
un,ν, j(z) <
(
B(τ ) + o(1))T (rn, f ), n → ∞.
It follows, that
m
(
α0 + o(1)
)
 B(τ ) + o(1), n → ∞.
Passing with n → ∞, we get mα0  B(τ ). As we can choose any τ > λ, this way we get the statement for polynomials.
Let us notice, that if qν(z) is an α0-strong rational asymptotic function of f (z), then pν(z) is also an α0-strong asymptotic
polynomial of F (z), where pν(z) = p(z) · qν(z), F (z) = p(z) · f (z) and p(z) is a common denominator of rational functions
qν(z). Thus the statement for rational functions easily follows from our considerations for polynomials.
Let us remark, that the proofs of Theorems 3 and 4 can be obtained by a similar reasoning as in the proofs of Theorems 1
and 2, bearing in mind that this time the restriction N(r, f ) = S(r, f ) does not hold. It means that we can apply only
the estimate T (r, f (d+1))  (d + 2)T (r, f ) instead of T (r, f (d+1))  T (r, f ) + o(T (r, f )) (for r outside a set of ﬁnite linear
measure).
6. Proof of Corollaries 3 and 4
Let f be a meromorphic function of ﬁnite lower order λ. It follows from Theorem 3 that for polynomials {pν}kν=1 such
that deg(pν) d and for γ > λ there exists a sequence {rn} of positive numbers and n0 ∈ N such that rn → ∞ as n → ∞
and for n n0
k∑
ν=1
L(rn, pν, f ) < (d + 2)B(γ )T (rn, f ).
Thus
∑k
ν=1 β(pν , f ) (d + 2)B(γ ) for γ > λ. Passing to the limit with γ → λ we complete the proof of Corollary 3.
398 E. Ciechanowicz, I.I. Marchenko / J. Math. Anal. Appl. 382 (2011) 383–398Let now for s ∈ N the set Ds,d contain all polynomials of a degree less or equal to d such that β(p, f )  B(λ)s . If
p1, . . . , pk ∈ Ds,d , then we have
k
B(λ)
s

k∑
ν=1
β(pν, f ) (d + 2)B(λ).
It means that k s(d + 2) < ∞. Thus Ds,d are ﬁnite sets and Ωd =⋃∞s=1 Ds,d is a ﬁnite or countable set. It follows that the
set of all polynomials with positive deviation towards f , Ω( f ) =⋃∞d=0 Ωd is at most countable.
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