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Abstract—The large amount of data amongst billions of devices
deployed for Industrial Internet of Things (IIoT) cause a massive
energy consumption. Driven by the pursuit of green communi-
cation, this paper presents a space-reserved cooperative caching
scheme for IIoT in the 5th generation (5G) mobile heterogeneous
networks, where the cache space in a base station (BS) is divided
into two parts, one is used to store the prefetched data (PFD)
from the servers ahead of the device request time and the other
is reserved to store the temporarily buffering data (TBD) in the
wireless transmission queue at the device request time. With the
constraint that the quality of service is guaranteed, we propose
an algorithm to obtain the optimal proportion between the two
parts of the caching space for the purpose of reducing the average
energy consumption. Simulation results verified that the proposed
caching scheme is more efficient than the conventional one with
respect to the average energy consumption.
Index Terms—Cooperative caching, space-reserved, energy
consumption, Industrial Internet of Things (IIoT), 5G.
I. INTRODUCTION
MOBILE Internet and the Internet of Things (IoT) aretwo main drivers for the 5th generation (5G) mobile
networks [1]. Looking ahead to 5G and beyond, the unprece-
dented services and application scenarios especially Industrial
Internet of Things (IIoT) is facilitating hundreds of billions
of devices connected to the networks [2]–[3]. Meanwhile,
the explosive growth of mobile data will consume a mass of
energy, which has become an important issue that needs to be
urgently addressed. To reduce energy consumption, caching
has been proposed as a promising technology [4]–[6]. Since
dense small base stations (SBSs) are expected to be deployed
to support the IIoT, the SBSs can prefetch data from the
servers.
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IIoT make it possible for industrial devices to have Internet
connection and share data. Huge amount of data are collected
or analyzed in the cloud servers, the meaningful data would
be extracted as “services”. The feature of these services is that
a same copy of data may be needed by multiple devices. For
example, in the scenario of smart city, when people drive cars
through the city or wander in the street of the city, if they want
to download something like music or videos, they can get the
data in the SBSs which have cached the corresponding data.
Another scenario is smart environment. The information about
air, water would be collected by monitoring system, then,
the measurements are sent to cloud servers to analyze. If the
feedback data from the cloud servers are pushed to the SBSs
in advance, when people especially those who have the desire
of analyzing and managing environmental resources want to
know the quality of the environment, then, the requested data
can be promptly retrieved in the SBSs. Therefore, instead of
fetching the data from the servers in the remote site, lots of
data requests can be satisfied by caching data at the SBSs, i.e.,
local caching, and the energy consumption caused by wired
routing from the severs to the SBSs is cut down [7].
Caching attracted many interests in the academic and in-
dustry areas, and several studies with respect to caching have
been discussed in the existing works. Some typical caching
scenarios have been introduced and discussed in [8] and
enabling research directions for caching in wireless systems
are uncovered in [9]. The main differences between wired
and wireless caching are discussed in [10]. In [11], authors
propose a PHY-caching scheme for 5G wireless networks to
improve the spectral efficiency. In [12], authors propose an
architecture allowing different networks, multiple interfaces,
and in-network caching be leveraged effectively by mobile
devices. In [13], authors propose a novel framework that
considers joint networking, caching and computing techniques
in a systematic manner. In [14], authors present an alternative
framework for mobile systems in which communications,
caching and computing are identified as the three primary
resources. Coded caching scheme has been proposed for single
bottleneck caching network in [15]–[17]. Since the movement
of users changes the topology of networks and the optimal
solution of caching placement changes over the time, the
authors model users’ mobility as a discrete Markov chain in
[18], and in [19], authors study the issue of mobility-aware
content caching. The joint routing and caching problem has
been considered in [20], aiming to maximize the fraction of
content requests served locally by the deployed SBSs. The
average delay of cache-enabled cell network based on queuing
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Fig. 1. Cooperative caching in 5G heterogenous networks for IIoT.
theoretical approach is analyzed in [21]–[22]. Authors discuss
about the energy-efficient caching and delay of caching in
heterogeneous cellular networks in [23] and [24], respectively.
Aforementioned works are based on no-cooperative caching
mechanisms. To further improve the efficiency of caching,
cluster based caching methods are presented in [25]–[28]. In
particular, [25] proposes a joint clustering and caching scheme
for wireless small cell networks. An adaptive cluster-centric
small cell network with cooperative caching and transmission
design is further introduced in [26], and caching placement
algorithms for offloading the heavy traffic from the wireless
network are studied in [27]. Authors in [28] present a content-
centric transmission design in a cloud radio access network by
the combination of multicasting and caching. Energy saving in
cellular systems is increasingly important for green communi-
cation, some related works about heterogeneous networks with
content caching for energy-efficiency are studied in [29]–[34].
The cache-enabled wireless heterogeneous networks with the
control-plane (C-plane) and user-plane (U-plane) splitting are
proposed in [29], and the activation policy with the caching
policy for green heterogeneous cellular networks is studied in
[30]. Optimizing the place-then-transmit strategy for energy-
aware multicell cooperation in HetNets with content caching is
described in [31]. Authors design an effective push mechanism
of energy harvesting powered SBSs in heterogeneous networks
in [32]. Moreover, the advantage of encoding the data using
maximum-distance separable (MDS) codes over the alternative
concept of file fragmentation with respect to both backhaul
rate and energy consumption is shown in [33], an algorithm
is proposed in [34] to reassign UEs to eNBs to minimize the
total energy consumption of UEs with the constraint that their
throughput is guaranteed.
However, almost all papers only consider the cache space
for caching data ahead of the device request time in the BSs.
In fact, the cache space for buffering data at the device request
time in the BSs is existed. Therefore, the joint optimization
the two kinds of cache space remains unexplored.
Motivated by the above observations, we propose a space-
reserved cooperative caching scheme for IIoT in 5G het-
erogeneous networks to reduce the systems average energy
consumption. The word “space-reserved” means that the cache
space in the BSs is not fully used to store the prefetched
data from the servers ahead of the device request time, and
a small proportion of cache space would be reserved as
buffer for wireless transmission. Then, when the data requested
by devices not have been cached in the local caching, the
cooperative BSs could schedule the corresponding data to the
reserved space of the serving BS, and the scheduled data meet
the demands of the devices through wireless transmission.
Specifically, we consider the scenario that neighboring SBSs
could establish cooperative relationship through macro base
station (MBS). Caching is configured at BSs (SBSs and MBS)
and the data cached in the BSs can be exchanged via the
MBS as relay in the considered cooperative caching scheme.
In this case, the data requested by devices have been already
cached in corresponding local BS, and the local BS can
transmit the data directly. Otherwise, the local BS needs
to fetch the data from other neighboring cooperative BSs
or fetch from the servers via backhaul links. Based on the
space-reserved cooperative caching method, the cache space
in a BS is divided into two parts, one is used to store the
prefetched data (PFD) from the servers ahead of the device
request time and the other is reserved to store the temporarily
buffering data (TBD) in the wireless transmission queue at
the device request time. Obviously, the optimal proportion
between the two parts should be determined for minimizing the
energy consumption. We comprehensively consider the energy
consumption of wireless transmission, wired transmission (we
only consider wired transmission between servers and BSs),
scheduling data, and maintaining caching to seek the lowest
average energy consumption.
The main contributions of this paper can be summarized as
follows:
1) Proposing a novel cooperative caching scheme for IIoT
in 5G heterogeneous networks: We utilize small reserved
cache space for data sharing among BSs in the cluster to
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Fig. 2. Queue model.
improve the caching efficiency.
2) Exploring the optimal allocation proportion between the
two parts of the cache space of the BSs to obtain the
minimal average energy consumption.
3) Providing comprehensive simulations to evaluate the per-
formance of the proposed caching scheme and getting some
important conclusions.
The rest of the paper is organized as follows. Section
II describes the structure of the cooperative caching in 5G
heterogeneous networks for IIoT and gives the system model
and assumptions. Section III formulates the mathematic model
and analyzes the minimal average energy consumption. Gold
section algorithm is presented in Section IV. Section V gives
the results of simulations and we conclude the paper in Section
VI.
II. SYSTEM MODEL AND ASSUMPTION
A. System Model
As shown in Fig.1, we assume that N SBSs and one MBS
exist in the cooperative heterogeneous networks, where the
MBS can control the data exchange among the BSs. Caching
is configured at each BS with overall capacity of cache space
C. The cache space in a BS is further divided into two parts,
one is used for PFD and the other is reserved for TBD. The
connections between MBS and servers are wired, and the
same with the connections between SBSs and MBS. While the
devices connect to BSs through wireless links. For simplicity,
we ignore the interference in the system model. As we focus
on the study of cooperative caching scheme, ignoring the
interference does not have essential impact on the design,
execution and performance evaluation of our scheme. In other
words, our scheme can be applied in the interfering scenario
with only a different computational complexity. Besides, some
related works (such as [35]) do not consider interference for
analyzing and simulation.
The request processes of devices served by the SBSs are as
follows:
1) When the data requested by devices have been cached in
the serving SBS, then the local SBS can response directly
to satisfy the demands of the devices.
2) When the serving SBS does not cache the requested data,
the SBS first seeks the data from the corresponding MBS.
If the MBS has cached the required data, the data would
be firstly transferred from the MBS to the local SBS, then
delivered to devices.
3) When the MBS also does not cache the data, the MBS
seeks from other cooperative SBSs. If the data have been
cached in other SBSs, the data would be firstly transferred
to the MBS, then delivered to the local SBS. The devices
finally can get the data from the local SBS through the
wireless transmission.
4) When all the BSs in the cluster do not have cached the
data, it is necessary to get the data from the servers via
backhaul links.
The request processes of devices served by the MBS are as
follows:
1) When the data requested by devices have been cached in
the serving MBS, then the local MBS can response directly
to satisfy the demands of these devices.
2) When the serving MBS does not cache the requested data,
the MBS seeks the data from the cooperative SBSs. If a
SBS has cached the required data, then the data would be
firstly transferred from this SBS to the MBS, then delivered
to devices.
3) When the other cooperative SBSs do not have cached the
data, it is necessary to get the data from the servers via
backhaul links.
B. Wireless Transmission Model
We assume that the wireless bandwidth is B Hz. To simplify
the model, both BSs and devices work in single-antenna mode,
thus each BS can serve at most one device at any moment.
Nevertheless, the model can be easily extended to multi-
antenna scenario. We denote transmitting power from BS to
device i as Pi, and the Gaussian white noise is denoted as σ2.
The channel gain from BS to device i which is in its coverage
as gi, and the channel gain from an arbitrary BS to the devices
beyond its coverage is 0. We define the wireless transmission
rate of device i is Ri, the size of each data set is L bits and the
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wireless delay is D seconds. Then, according to the Shannon
capacity formulation, we have














We assume that the energy consumption of wireless transmis-
sion for one data set is E1, then the energy consumption of
wireless transmission for the device i can be calculated as






Hence, the wireless transmission delay D is an important
parameter to calculate the energy consumption of wireless
transmission. We can use the knowledge of queuing theory
to get the optimal value of D. Assuming that the proportion
between the cache space for PFD and the cache space for
TBD is (1− α):α, where α ∈ (0, 1). To guarantee the quality
of service, a smaller α leads to faster wireless transmission
as well as a smaller D, and vice versa. We assume that λ is
the arriving rate of service, µ is the serving rate of each BS,
ρ is service intensity. As shown in Fig. 2, Q is the length
of waiting queue in the cache space for TBD, and the data
to be transmitted in the queue are from the local caching,
the cooperative BSs and the servers. According to the M/M/1






where µ > λ, in order to maintain the stability of the queuing
system. According to µ and λ, the service intensity is the ratio
of the arriving rate to the serving rate, then we can easily get





Once we get the service intensity ρ, we can further get the
length of waiting queue Q, which expresses how many data





The data buffered temporarily in the cache space for TBD
should not exceed the capacity allocated for TBD, then Q
should meet
Q ≤ Cα. (7)




It has proved that if the interference between BSs is ignored,
the wireless energy consumption can be minimized when
wireless delay is maximized [35]. Since the delay of wireless
transmission D is not exceeding the delay in the queuing













If there are K devices in a cluster, the average energy con-









Once the data requested by devices are cached in local
serving BSs, the data can be directly transmitted from the
BSs, then the wired transmission is omitted.
When the requested data of devices served by the SBSs have
not been cached in the local SBSs, the demanded data would
be firstly searched from the corresponding MBS. If the MBS
has cached the requested data, it does not need to get the data
from the servers, and the wired transmission is omitted too.
However, there will be extra energy consumption of scheduling
data from the MBS to local SBS. We assume that the total
number of data sets needed by devices is F, then the devices
arbitrarily request one data set, the probability of scheduling





If the MBS has not cached the data, it would seek data from
other cooperative SBSs. When the data have been cached
in other SBSs, the data would be firstly transferred to the
MBS, then delivered to the local SBS, the devices finally can
get the data through the wireless transmission of the local
SBS. Although the wired transmission is omitted, energy will
be consumed when scheduling data from other SBSs to the
local SBS. The probability of scheduling data from other
cooperative SBSs is expressed as p2
p2 =
(N − 1)C(1− α)
F
. (13)
When the requested data of devices served by the MBS have
not been cached in the local MBS, the demanded data would
be searched from other cooperative SBSs. If other cooperative
SBSs have cached the requested data, the wired transmission
is omitted and only need less extra energy consumption of
scheduling data from a SBS to the MBS. If the devices
arbitrarily request one data set, the probability of scheduling





We assume that the energy consumption of scheduling one
data set between MBS and SBS is e1. When the data requested
by devices are from the cooperative BSs, the extra energy
consumption of scheduling is also needed. Let the average
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energy consumption of scheduling for requesting one data set
be E2 and it is expressed as







D. Wired Transmission Model
Since the capacity of each BS is limited, it is impossible to
satisfy all requests in the cooperative BSs cluster. When all
BSs in the cluster do not cache the data, it is necessary to get
the corresponding data from the servers. The probability of
devices getting the data from the servers is expressed as p4
p4 = 1−
(N + 1)C(1− α)
F
. (16)
We assume that the energy consumption of wired transmission
for one data set is e2. If the data requested by devices are from
the servers, except the energy consumption of wireless trans-
mission, the extra energy consumption of wired transmission
is also needed. Let the average energy consumption of wired
transmission for requesting one data set be E3 and it is pressed
as
E3 = (1−




Indeed, when the data cached in the BSs, energy is needed
to maintain its operation. We assume that the average energy
consumption of maintaining each data set for devices getting
one data set is e3, and the average energy consumption of
maintaining all data sets of the BSs cluster for devices getting
one data set is E4, then E4 is expressed as
E4 = (N + 1)C(1− α)e3. (18)
III. PROBLEM FORMULATION AND ANALYSIS
The energy consumption incurred by the wireless transmis-
sion from the serving BS to the devices is needed, and the
received data of devices have three sources, they are the local
caching, the caching in other cooperative BSs and the servers.
It is reasonable that the energy consumption is lower if the
requested data are fetched from a place that is closer to the
devices. When the data received from the local caching, the
energy consumption E1 in wireless transmission is needed,
otherwise, extra energy will be consumed. If the data received
from the caching of other cooperative BSs, extra energy will
be consumed by scheduling. If the data received from the
servers, extra energy will be consumed by wired transmission.
As discussed in Section II, the average energy consumption of
scheduling for requesting one data set is E2 and the average
energy consumption of wired transmission for requesting one
data set is E3, then, when the device obtains its desired data,
the average energy consumption for requesting one data set is
E1+E2+E3. However, when caching has been introduced in
the BSs, the energy consumption of maintaining all data sets
of the BSs cluster for getting one data set is E4. Therefore, the
energy consumption actually consists of four parts, they are
the energy consumption of wireless transmission, the energy
consumption of wired transmission, the energy consumption
of scheduling and the energy consumption of maintaining
caching. We assume that the average energy consumption for
requesting one data set is E, then we can get
E = E1 + E2 + E3 + E4. (19)
We aim to search for the optimal α to minimize the average






λ < µ (21)
Q+ (1− α)C ≤ C (22)
α ∈ (0, 1) (23)
We can further get the expression of the average energy










F (N + 1)
+ (1− (N + 1)C(1− α)
F
)e2 + (N + 1)C(1− α)e3.
(24)
As discussed above, a smaller α leads to larger energy
consumption of wireless transmission at BS end, and a larger
α renders larger probability of getting data from the servers,
leading to much energy consumption of wired transmission.
Therefore, we should first determine the tradeoff factor α, in
order to minimize the average energy consumption. The first
















F (N + 1)
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(25)










We can see that E′′(α) > 0, then E is a concave function with
respect to α.
Algorithm 1 Gold section algorithm for solving (24)
1) Initialize: k=1, a1=0, b1=1, L = 10−3;
2) Let λ1 = a1 + 0.382(b1 − a1), µ1 = a1 + 0.618(b1 − a1);
3) If bk − ak < L, then α = ak;
4) Else if E(λk) > E(µk), then go to step 6;
5) Else E(λk) ≤ E(µk), then go to step 7;
6) ak+1 = λk, bk+1 = bk, λk+1 = µk, µk+1 = ak+1+
0.618(bk+1 − ak+1), caculate E(µk+1), and go to step 8;
7) ak+1 = ak, bk+1 = µk, µk+1 = λk, λk+1 = ak+1+
0.382(bk+1 − ak+1), caculate E(λk+1), and go to step 8;
8) k = k + 1, go back to step 3;
9) End if.
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Fig. 3. The relationship between E and α.
IV. SOLUTION ALGORITHM
Since the objective function is one-variable real function,
and the objective function E is a concave function with respect
to the variable α, so the objective function E must have
the minimal value, and the variable’s value of obtaining the
minimal value of function is unique. To search for the minimal
value of the average energy consumption E, the golden section
algorithm is suitable for solving the problem as in Algorithm 1.
According to the basic idea of golden section algorithm [37],
we continuously narrow the interval that contains the minimal
point through choosing tentative points λk and µk. When the
interval is enough narrow, the value of function of each point
in the interval is lose to the minimal value of function, then we
can choose any point as the minimal point, so the algorithm
is convergent. We can also notice that, except for the first
iteration, we only need to choose one tentative point in each
iteration, the computational complexity is reduced.
V. SIMULATION
In this section, we provide comprehensive simulations to
verify the effectiveness of the proposed caching scheme.
Simulation parameters are given in Table 1. We assume that
the BSs and devices work in the single antenna mode, and the
devices can only be directly served by one BS.
Fig. 4. The relationship between E and B.
A. The Impact of α
We should first get the optimal α to achieve the minimal
average energy consumption for obtaining one data set. In
Fig. 3, when α is relatively small, the capacity allocated for
TBD is limited. This leads to faster wireless transmission
for guaranteeing the quality of service, and massive energy
consumption for wireless transmission. As α increases, the
amount of power consumed decreases. However, if α further
increases, there is less cache space for PFD, and the BSs
cache less data. Then, the amount of scheduled data from other
BSs and the data from the servers both increase. Therefore,
the energy consumption in scheduling and wired transmission
correspondingly increases. As shown in Fig. 3, when α = 1%,
the average energy consumption achieves its minimal value.
Another observation in Fig. 3 is that when the total ca-
pacity of cache space C enlarges, the system average energy
consumption decreases. This is because that more amount of
data can be cached in the local BS. Then less data need to
be scheduled from other BSs or gotten from the servers. The
energy consumption of scheduling and energy consumption of
wired transmission are omitted.
The third observation in Fig. 3 is that the value of α
achieving the minimal average energy consumption basically
maintains at α = 1%. According to (9), we can see that α
should be held at a certain level to guarantee the enabled




Cell radius (r) 0.2 Km
System bandwidth (B) 3 GHz
Size of each data set (L) 100 Mbits
Gaussian white noise (σ2) -174 dBm/Hz
Path loss model 148.1 + 37.6× log10 r, r (km): distance between BS and devices
Capacity of BS (C) 2000 data sets
Total number of data (F) 10000 data sets
The arriving rate (λ) 30 data sets/s
Energy consumption of wired transmission (e2) 1J
Energy consumption of scheduling (e1) 0.1J
Energy consumption of maintaining caching(e3) 0.00001J
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Fig. 5. The relationship between E and F .
Fig. 6. The relationship between E and L.
Fig. 7. The relationship between E and N .
B. The Impact of the Bandwidth
The optimal value of α is achieved, then in the simulation,
we let α = 1%, and change the parameter of the bandwidth
to discuss its impact. Fig. 4 shows that the average energy
consumption decreases with the increase of the bandwidth.
According to (24), we can easily find that the average energy
consumption with the bandwidth is the inversely proportional
relationship. But when the bandwidth increases to nearly
15GHz, the cut down of the average energy consumption
followed by the augment of bandwidth is not obvious, that
Fig. 8. The relationship between E and λ.
Fig. 9. The comparison of caching schemes.
is to say, when the bandwidth is up to 15GHz, there is little
significance to reduce the average energy consumption by the
means of enhancing the bandwidth. This is determined by
the property of the exponential function according to (2). So
in the future 5G heterogeneous networks together with the
cooperative caching scheme, the bandwidth is a very important
parameter to the performance of the networks. However, when
the bandwidth is up to 15GHz or even wider, it should seek
another method to achieve the purpose of reducing the average
energy consumption.
C. The Impact of the Total Number of Data Sets
We also let α = 1% in the simulation, and change the
parameter of the total number of data sets. We can notice that
the total number of data sets increases, the average energy
consumption would be correspondingly increased as shown in
Fig. 5. The reason is that the capacity of the BSs is limited,
when there are more data need to be requested, the more
data need to be obtained from the servers. Then, the energy
consumption of wired transmission would be increased, the
average energy consumption would be increased too.
D. The Impact of the Size of Each Data Set
We let α = 1% in the simulation, and change the parameter
of the size of each data set. It is easy to understand when
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the requested data contain more content, the more energy
would be consumed. So the size of each data set increases,
the average energy consumption would be correspondingly
increased as shown in Fig. 6. But we can notice that with
the size of each data set increases, the growth of the average
energy consumption is at a very rapid rate. So it is better to
cache smaller data set or cut bigger data set into smaller.
E. The Impact of the Number of Cooperative SBSs
In the simulation, we let the capacity of each BS is 2000
data sets and the α = 1%. We change the number of SBSs to
analyze the impact of the numbers of the cooperative SBSs.
As shown in Fig. 7, the average energy consumption decreases
in the wake of the increasing of the numbers of cooperative
SBSs. The more SBSs are clustered in a group, the more
data can be cached, and the more energy consumption of
scheduling data and maintaining caching would be consumed.
However, the more data cached in the group of BSs, the less
data need to be gotten from the servers. Obviously the energy
consumption of wired transmission would be reduced. With
the increasing of the numbers of the cooperative SBSs, the
reduced energy consumption of wired transmission is more
than the increased energy consumption of scheduling data
and maintaining caching, so the average energy consumption
would be reduced. It is better to cluster more SBSs as possible
to achieve energy efficiency.
F. The Impact of the Arriving Rate
We set the capacity of each BS is 2000 data sets and
α = 1%. We change the parameter of the arriving rate. Fig. 8
shows that the average energy consumption increases with the
arriving rate improvement. The reason is that when there are
more requests need to be handled, the power of wireless trans-
mission would be increased to guarantee the quality of service,
then energy consumption of wireless transmission increases,
the average energy consumption correspondingly increases.
When the arriving rate is higher enough, it is necessary to
exploit new SBS to offload the burden to minimize the average
energy consumption.
G. The Comparison of Caching Schemes
Fig. 9 shows that the performance of the caching scheme
we proposed is more efficient than the conventional caching
scheme. In the simulation, we can see that when the size of
each data set and the arriving rate are both the same, the
average energy consumption of the proposed space-reserved
cooperative caching is lower than the conventional non-
cooperative caching scheme. The reason is that in conventional
method, when the data requested by devices are not cached in
the local caching, the BS needs to get the data from the servers
via backhaul links, leading to larger energy consumption of
wired transmission. While in the proposed caching scheme,
we utilize 1% of the capacity of each BS for the share and
exchange of data. Though this would add extra energy con-
sumption of scheduling, the increased energy consumption of
scheduling is far less than the decreased energy consumption
of wired transmission.
VI. CONCLUSION AND FUTURE WORK
In this paper, we investigated the space-reserved cooperative
caching scheme for IIoT in 5G heterogeneous networks. The
problem was formulated with the objective of minimizing
the average energy consumption in the network. Based on
the formulation, we proved that the performance of the pro-
posed scheme is more efficient than the conventional caching
scheme. Moreover, comprehensive simulations reveal several
findings of the space-reserved cooperative caching scheme.
In the future, additional works are required. For instance,
the popularity of data is a key parameter for the decision
of caching, and the updating of caching is much rapid in
the data area. It is very important to investigate the optimal
strategy of the caching placement and replacement depending
on the data popularity. Therefore, the strategy of placement
and replacement of data is an interesting direction in the future.
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