Let X = {X(x) : x ∈ S N } be a real-valued, centered Gaussian random field indexed on the N -dimensional unit sphere S N . Approximations to the excursion probability P sup x∈S N X(x) ≥ u , as u → ∞, are obtained for two cases: (i) X is locally isotropic and its sample path is non-smooth and; (ii) X is isotropic and its sample path is twice differentiable. For case (i), it is shown that the asymptotics is similar to Pickands' approximation on the Euclidean space which involves Pickands' constant; while for case (ii), we use the expected Euler characteristic method to obtain a more precise approximation such that the error is super-exponentially small.
Introduction
Even though the characterizations of isotropic covariance functions and variograms on spheres were given long time ago by Schoenberg (1942) and Gangolli (1967) , respectively, and random fields on the sphere were studied by Obukhov (1947) , Yaglom (1961) and Jones (1963) Du et al. (2013) and Gneiting (2013) have constructed several classes of real or vector-valued random fields on spheres; Istas (2005 Istas ( , 2006 ) has constructed spherical fractional Brownian motion (SFBM), which has fractal sample functions, and studied its Karhunen-Loève expansion and other properties. Lang and Schwab (2013) characterized sample Hölder continuity and sample differentiability of isotropic Gaussian random fields on the two-dimensional sphere S 2 in terms of their angular power spectra.
We refer to the recent book by Marinucci and Peccati (2011) for a systematic account on theory and statistical inferences of random fields on the sphere S N , with a view towards applications to cosmology.
In this paper we consider a real-valued, centered isotropic Gaussian random field X = {X(x) : x ∈ S N }, indexed on the N -dimensional unit sphere S N , and investigate the asymptotic properties of the excursion probability P sup x∈S N X(x) ≥ u as u → ∞. Such excursion probabilities are important in probability theory, statistics and their applications. In particular, we mention that the above excursion probability has appeared in Sun (1991) , Park and Sun (1998) to determine the P -value for studying exploratory projection pursuit and, as illustrated by Sun (2001) , is useful for constructing simultaneous confidence region for a function f : S N → R. In his studies of projection-based depth functions, Zuo (2003) has shown that Gaussian random fields on sphere appear as scaling limit of sample projection median [see Theorems 3.2 and 3.3 in Zuo (2003) ] and the excursion probability of the limit- We will distinguish two cases: (i) the sample path of X is non-smooth and, (ii) X(·) ∈ C 2 a.s. For the non-smooth case, our argument is based on the extension of the asymptotic results of Pickands (1969) and Piterbarg (1996) by Chan and Lai (2006 derive the approximation to the excursion probability, see Theorem 3.7 and Corollary 3.9 below. Such approximation is more precise than that in Theorem 2.4 for the non-smooth case and the error is super-exponentially small.
We should mention that Mikhaleva and Piterbarg (1997) have established asymptotic results for the excursion probability of Gaussian random fields on a finite dimensional smooth manifold in R N +1 . Their theorems can be applied to obtain results similar to Theorem 2.4 in this paper for a Gaussian random field X on the sphere S N , provided X is the restriction on S N of a Gaussian random field defined on R N +1 and satisfies the conditions on the covariance structures (i.e., the local stationarity condition) in Mikhaleva and Piterbarg (1997) . Since not every Gaussian random field on S N can be obtained as the restriction of a Gaussian random field on R N +1 [cf. e.g., Ma (2012, p. 775) ] and the conditions on the covariance structure in Mikhaleva and Piterbarg (1997) are not always easy to verify, we have decided in the present paper to deal with Gaussian random fields on sphere directly.
For x = (x 1 , . . . , x N +1 ) ∈ S N , its corresponding spherical coordinate θ = (θ 1 , . . . , θ N ) is defined as follows.
. . .
Throughout this paper, for two points x = (x 1 , . . . , x N +1 ) and y = (y 1 , . . . , y N +1 ) on S N , we always denote by θ = (θ 1 , . . . , θ N ) the spherical coordinate of x and by ϕ = (ϕ 1 , . . . , ϕ N ) the spherical coordinate of y respectively.
Let · , ·, · be respectively the Euclidean norm and the inner product in R N +1 (or in R N , which will be clear from the context). Denote by d(·, ·) the spherical distance on S N , i.e., d(x, y) = arccos x, y , ∀x, y ∈ S N . For two functions f (t) and g(t), we say f (t) ∼ g(t)
2 Non-smooth Gaussian Fields on Sphere
Locally Isotropic Gaussian Fields on Sphere
Let X = {X(x) : x ∈ S N } be a centered Gaussian random field with covariance function C satisfying Yadrenko (1983) and Ma (2012) , one can apply the identity
to construct covariance functions that satisfy (2.1) from isotropic covariance functions K(·) (1)) as x → 0. In particular, the following covariance function C given by Soubeyrand et al. (2008) C(x, y) Recall the spherical coordinate representation in (1.1), we define the Gaussian random
and denote by C the covariance function of X accordingly.
The following lemma characterizes the local behavior of spherical distance of two points on sphere. It provides a useful tool to establish the relation between the local behavior of the covariance functions C and C.
Lemma 2.1 Let x, y ∈ S N and let x be fixed. Then as d(y, x) → 0,
where θ = (θ 1 , . . . , θ N ) and ϕ = (ϕ 1 , . . . , ϕ N ) are the spherical coordinates of x and y respectively.
Proof For x, y ∈ S N , we see that d(y, x) → 0 implies y − x → 0 and
Then as d(y, x) → 0,
It follows from the spherical coordinates that d(y, x) → 0 is equivalent to ϕ−θ → 0. (There is an exception for θ with θ N = 0, since for those ϕ such that d(y, x) → 0 and ϕ N tending to 2π, ϕ − θ does not tend to 0. In such case, we may treat θ N as 2π instead of 0 and this does not affect the result thanks to the periodicity.) Therefore, as d(y, x) → 0, by Taylor's expansion,
This completes the proof.
Next, we recall from Chan and Lai (2006) some results on approximations to the excursion probability of Gaussian random fields over the Euclidean space.
Let 0 < α ≤ 2 and let {W t (s) : s ∈ [0, ∞) N } (t ∈ R N ) be a family of Gaussian random fields such that
where r t (·) : S N −1 → R + is a continuous function which satisfies
Denote by H α the usual Pickands' constant, that is
Gaussian random field such that
centered Gaussian field such that its covariance function C Y satisfies
for some constant α ∈ (0, 2], uniformly over t ∈D, the closure of D.
We will make use of the following theorem of Chan and Lai (2006 
Here and in the sequel,
The lemma below establishes the relation between H r α (t) and H α for a special class of functions r.
where, for every
Proof
Let t ∈ R N be fixed and consider the centered Gaussian random field
Because of (2.7), we can modify the proofs in Qualls and Watanabe (1973) to show that
This completes the proof. 
where Area(T ) denotes the spherical area of T and c > 0 is the constant in (2.1).
where r θ (τ ) = M θ τ α , ∀τ ∈ S N −1 . Then by Theorem 2.2, as u → ∞,
Note that ( Plugging this into (2.8) gives the desired result.
Remark 2.5 Motivated by Mikhaleva and Piterbarg (1997), we think it would be interesting to study the excursion probability for Gaussian fields over Riemannian manifolds (beyond sphere) whose covariance functions satisfy (2.6) with d(x, y) being the geodesic distance of x and y. We conjecture that Pickands-type approximation similar to Theorem 2.4 still holds.
Standardized Spherical Fractional Brownian Motion
Theorem 2.4 provides a nice approximation to the excursion probability for locally isotropic
Gaussian random fields on S N whose covariance functions satisfy (2.1). When the local behavior of the covariance function becomes more complicated, Theorem 2.4 may not be applicable anymore. However, we can still apply Lemma 2.1 to find the corresponding local behavior of covariance function under spherical coordinates and then apply Theorem 2.2 to obtain the asymptotics for the excursion probability. In the following, we use spherical fractional Brownian motion on sphere as an illustrating example.
Let o be a fixed point on S N . The spherical fractional Brownian motion (SFBM) B β = {B β (x) : x ∈ S N } is defined by Istas (2005) as a centered real-valued Gaussian random field such that
where β ∈ (0, 1/2]. It follows immediately that
Without loss of generality, we take o = (1, 0, . . . , 0) ∈ R N +1 , whose corresponding spherical coordinate is (0, . . . , 0) ∈ R N . We consider the standardized SFBM X = {X(x) : x ∈ S N \{o}} defined by
Then the covariance of X is
Note that under the spherical coordinates, d(x, o) = θ 1 and d(y, o) = ϕ 1 , together with Lemma 2.1, we obtain that the covariance function of corresponding Gaussian field X satisfies
and ξ = ϕ − θ, then as ξ → 0,
Let T ⊂ S N be an N -dimensional Jordan measurable set such that o / ∈T , and denote its corresponding domain under the spherical coordinates by D, which implies θ 1 = 0 for any θ ∈D. By Theorem 2.2, as u → ∞,
It follows from Lemma 2.3 that for any θ such that M θ is non-degenerate( i.e.,
Therefore, as u → ∞,
Remark 2.6 Comparing the excursion probabilities in (2.10) for the standardized SFBM X and in Theorem 2.4 for the isotropic Gaussian field W β , which is defined in Estrade and
Istas (2010), we see that the constant in (2.10) is more complicated.
Smooth Isotropic Gaussian Fields on Sphere
In this section we study the excursion probability of smooth isotropic Gaussian fields on sphere. Related to the results in this section, we mention that Cheng and Schwartzman (2014) have determined the height distribution and overshoot distribution of local maxima of smooth isotropic Gaussian random fields on sphere.
Preliminaries
Given λ > 0 and an integer n ≥ 0, the ultraspherical polynomial (or Gegenbauer polynomial) of degree n, denoted by P λ n (t), is defined by the expansion
For λ = 0, we follow Schoenberg (1942) and define P 0 n (t) = cos(n arccos t) = T n (t), where T n (n ≥ 0) are Chebyshev polynomials of the first kind defined by the expansion
For reference later on, we recall the following formulae on P λ n . (i). For all n ≥ 0, P 0 n (1) = 1, and if λ > 0 [cf. Szegö (1975, p. 80)],
and if λ > 0 [cf. Szegö (1975, p. 81 
The following theorem by Schoenberg (1942) characterizes the covariance function of an isotropic Gaussian field on sphere [see also Gneiting (2013) ].
the covariance of an isotropic Gaussian field on S N if and only if it has the form
where λ = (N − 1)/2, a n ≥ 0 and ∞ n=0 a n P λ n (1) < ∞.
Remark 3.2 Note that for the case of N = 1 and λ = 0, ∞ n=0 a n P 0 n (1) < ∞ is equivalent to ∞ n=0 a n < ∞; while for N ≥ 2 and λ = (N − 1)/2, (3.1)implies that ∞ n=0 a n P λ n (1) < ∞ is equivalent to ∞ n=0 n N −2 a n < ∞. When N = 2 and λ = 1/2, P λ n (n ≥ 0) become the Legendre polynomials. For more results on isotropic Gaussian fields on S 2 , we refer to Marinucci and Peccati (2011) . Regularity and smoothness properties of Gaussian field {X(x), x ∈ S 2 } have recently been obtained by Lang and Schwab (2013) in terms of the corresponding angular power spectrum.
The following statement (A1) is a smoothness condition for Gaussian fields on sphere. In Lemma 3.3 below, we show that it implies X(·) ∈ C 2 (S N ) a.s.
where λ = (N − 1)/2, a n ≥ 0 and,
Proof We first consider N ≥ 2. By Theorem 3.1, each P λ n ( t, s ) is the covariance of an isotropic Gaussian field on S N and hence the Cauchy-Schwarz inequality implies
Combining (A1) with (3.1), (3.3) and (3.4), together with the fact P λ 0 (t) ≡ 1, we obtain that there exist positive constants M 1 and M 2 such that
This shows that C(·, ·) ∈ C 5 (S N × S N ). The proof for N = 1 is similar once we apply both 
where b n ≥ 0 and ∞ n=0 b n < ∞. Then similarly to (A1), we may state the smoothness condition (A1 ′ ) below for this special class of Gaussian fields on sphere.
where b n ≥ 0 and ∞ n=0 n 5 b n < ∞. We obtain below an analogue of Lemma 3.3. Since the proof is similar, it is omitted.
Excursion Probability
Let χ(A u (X, S N )) be the Euler characteristic of excursion set A u (X, S N ) = {x ∈ S N : X(x) ≥ u} [cf. Adler and Taylor (2007) ]. Denote by H j (x) the Hermite polynomial of order j, i.e.,
Let ω j = Area(S j ), the spherical area of the j-dimensional unit sphere S j , i.e.,
Before stating our results, we need another regularity condition for the Gaussian field.
(A2). For each x ∈ S N , the joint distribution of (X(x), ∇X(x), ∇ 2 X(x)) is non-degenerate.
Lemma 3.5 Let {X(x) : x ∈ S N } be a centered, unit-variance, isotropic Gaussian field satisfying (A1) and (A2). Then
where the constant C ′ is defined as 5) and where
are the Lipschitz-Killing curvatures of S N .
Remark 3.6 In Lemma 3.5, if condition (A1) is replaced by (A1 ′ ), then it can be seen from the proof below that the result still holds with C ′ being replaced by
Proof of Lemma 3. 
for j = 0, 1, . . . , N .
The Riemannian structure induced by X on S N is defined as [cf. Adler and Taylor (2007, 
where ξ x 0 , σ x 0 ∈ T x 0 S N , the tangent space of S N at x 0 . We may choose two smooth curves
We first consider N ≥ 2, then
where the third and fourth equalities follow from (3.3), while the fifth equality is due to the facts x 0 , x 0 = 1 and ξ x 0 , x 0 = σ x 0 , x 0 = 0, since the vector x 0 is always orthogonal to its tangent space. The case N = 1 can be proved similarly once we apply (3.2) instead of (3.3).
Hence the induced metric is
By the definition of Lipschitz-Killing curvatures, one has there exists a constant α 0 > 0 such that as u → ∞,
The following are some remarks.
Remark 3.8
• Under the conditions in Theorem 3.7, the covariance function C satisfies (2.1) with α = 2. Also note that when α = 2, Pickands' constant H 2 = π −N/2 . Then one can check that the approximation in Theorem 2.4 only provides the leading term of the approximation in Theorem 3.7. This also affects the errors in two approximations:
the error in the former one is only o(u N −1 e −u 2 /2 ), while the error in the latter one is
• By applying the tube method, Sun (1993) gave a two-term approximation formula for the excursion probability of a class of differentiable Gaussian random field {X(x), x ∈ I}, where I ⊂ R N is a bounded convex set. Her results can be applied to provide a two-term approximation for the excursion probability in (3.8) for some special cases.
See Park and Sun (1998, p. 73 ).
• Recently Marinucci and Vadlamani (2013) have computed the Lipschitz-Killing curvatures of excursion set and derived a very precise approximation for the excursion probability of a class of nonlinear functionals of a smooth Gaussian random field on S 2 . In the linear case (i.e., q = 1) Theorem 21 of Marinucci and Vadlamani (2013) is a special case of (3.8) with N = 2.
If the sphere S N is replaced by a more general subset T ⊂ S N , by simply revising Lemma 
where L j (T ) are the Lipschitz-Killing curvatures of T [cf. Adler and Taylor (2007, p. 175) ], C ′ and ρ j (u) are as in Lemma 3.5.
The parameter set T ⊂ S N in Corollary 3.9 is assumed to be nice enough. Roughly speaking, it looks like convex and can be decomposed into several smooth manifolds, see
Adler and Taylor Lastly, to further illustrate the main results of this paper, we give more examples on approximating the excursion probability of Gaussian fields on spheres, including both smooth and non-smooth cases. However, by applying Theorem 3.7 with C ′ = 1, we get a more precise approximation: and we can apply Theorem 3.7 or Corollary 3.9 to approximate the excursion probability. it is easy to check that ∞ n=0 nb n = ∞, (A1 ′ ) is not satisfied and hence Theorem 3.7 is not applicable. Instead, we may use Theorem 2.2 to get the approximation to excursion probability. This result allows one to construct confidence regions for the true projection median defined in Zuo (2003, Section 3) without using the bootstrapping techniques.
