1. INTRODUCTION In this paper we study the first order neutral differential equation with piecewise constant argument (NEPCA) (1) where p and q are constant real nonzero numbers and [ .] is the greatestinteger function.
First order differential equations with piecewise constant arguments of delay and advanced type were initiated by Cooke and Wiener [3] and Shah and Wiener [4] . Also see [ 1, 2, 5, 6] and references cited therein. These equations have the structure of continuous dynamical systems within intervals of unit length. Continuity of a solution at a point joining two consecutive intervals then implies recursion relations for the solution at such a point. These equations may have application in certain "sequentialcontinuous" models of disease dynamics as treated in [7] . Also they are closed related to impulse and loaded equations and especially, to difference equations of a discrete argument. Another point which should be mentioned is that the deviation of the argument of Eq. ( 1 ), r(t) = t -[t + $1, is alternatively of different signs on each unit interval [n-f, n + i), i.e., r(t)<0 for n-f<t<n and r(t)>0 for n<t<n+$. 70
By a solution of Eq. (1) we mean a function y satisfying
( 1) 4' is continuous on [ -4, a );
(2) The derivative y'(t) exists at each point t E [ -4, n;) with the possible exception of the points t = II -1 for n = 0, 1, 2, . . . . where one-sided derivatives exist; (3) Equation (1) is satisfied on each interval [n -4, n + 4) for n = 1, 2, .
As is customary, a solution of Eq. (1) is called oscillatory if it has arbitrarily large zeros. Otherwise, it is called nonoscillatory.
If an initial function y0 E C( [ -f, 01, R) n C'( ( -$, 0), R) is given, then the existence and uniqueness of the solution of Eq. (1) follows by the method of steps. Let 
where we assume p # 1 for a moment. 
Substituting (5) and (7) into Eq. (8) yields
a second order difference equation with constant coefficients and characteristic equation
A solution {C,} of the difference equation (9) is said to be oscillatory if the terms C, of the sequence (C,} are not eventually of a fixed sign. Otherwise, the solution {C,} is called nonoscillatory. Here k, + k,(il,/;l,)" has the same sign with k, when n is large enough. Hence {C,} is oscillatory since ,4; is. Therefore {C,} must be oscillatory.
Conversely, if Eq. (10) has a positive real root, say, 1., > 0, then (,I',' } is a nonoscillatory solution for Eq. (9). This completes the proof. (1) 8p2(2+q)=(2p2+2pq-q+2)2, 2p"+2pq-q+2dO:
(2) 068p2(2+q)<(2p2+2pq-q+2)', 2p2+2pq-q+2<0:
ProojY Let II, and A2 be roots of Eq. (10). Then conditions in (1) are equivalent to 1, = A2 < 0. Conditions in (2) are equivalent to jV1 <i., < 0. Conditions in (3) are equivalent to A, and j.2 being conjugate complex numbers. By Lemma 1, we prove this corollary. This completes the proof. Before proving Theorem 2, let us try to solve Eq. (1) with given y( -$) and y(O), at those integral points and their mid-points. Previously we had l'(t)+p~v(t+1)=y(n)+py(n+~)+q.v(n)(t-n)
for t~[n-i,n+$), and y(t)+py(t+~)=y(n+l)+py(n+3)+qy(n+l)(t-n-1) (6) for t~[n+i,n+j). If IZ = 0, letting r = -1 and using (4) 
Y n+T -p Y "-5 +PYwl;(n)+~qY(n) ( ')-'[ ( 7 1
From (18) 
If t E [n + $, n + l), then equation (1) 
Using (24), (25), (26), and (27), we can express y(t) explicitly. so
Equating both right sides of (31) 
Now, by using (30) and (33), we can prove Theorem 2. This completes the proof.
