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Abstract
Carrier recombination dynamics in strip silicon nano-waveguides is analyzed through time-
resolved pump-and-probe experiments, revealing a complex recombination dynamics at densities
ranging from 1014 to 1017 cm−3. Our results show that the carrier lifetime varies as recombination
evolves, with faster decay rates at the initial stages (with lifetime of ∼ 800 ps), and much slower
lifetimes at later stages (up to ∼ 300 ns). We also observe experimentally the effect of trapping,
manifesting as a decay curve highly dependent on the initial carrier density. We further demon-
strate that operating at high carrier density can lead to faster recombination rates. Finally, we
present a theoretical discussion based on trap-assisted recombination statistics applied to nano-
waveguides. Our results can impact the dynamics of several nonlinear nanophotonic devices in
which free-carriers play a critical role, and open further opportunities to enhance the performance
of all-optical silicon-based devices based on carrier recombination engineering.
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I. INTRODUCTION
Free-carrier effects have a critical role in future silicon photonic circuits [1–4]. Funda-
mentally, both the dispersion and attenuation of optical modes in waveguides and cavities
are modified in the presence of excess electron-hole pairs in the silicon core region, ef-
fects referred respectively as Free-Carrier Dispersion (FCD) and Free-Carrier Absorption
(FCA) [5, 6]. These two basic phenomena have been extensively explored in a variety of
silicon-based photonic devices and applications. For example, carriers injected externally
through a p-i-n structure in ring-resonators or in integrated Mach-Zenhder interferometers
have been used to build fast optical modulators based on FCD-induced phase-shift [7, 8].
Other devices based on FCA have also been demonstrated such as waveguide based optical
attenuators with externally injected carriers [9].
Even in the absence of external injection, excess carriers can be generated optically due
to silicon’s relatively high Two-Photon Absorption (TPA) coefficient at the 1550 nm telecom-
munication wavelength (∼0.7 cm/GW) [10]. All-optical modulation has been achieved using
TPA-generated free carriers by a high power control pump pulse [11]. Given silicon’s high
refractive index, in sub-micron structures the optical mode is tightly confined and nonlinear
effects (such as TPA) appear at relatively low power. Several nonlinear phenomena and
applications are therefore impacted by TPA-induced free-carriers [2, 3, 12]. For example,
free-carriers impact the stability of soliton propagation and self-breathing phenomena in sil-
icon waveguides [4], give rise to FCD-induced soliton self-frequency shift, limit the efficiency
of parametric and Raman amplification [2], improve the coherence while reducing the effi-
ciency of supercontinuum generation [13], and limit the gain obtained in stimulated Brillouin
scattering [14]. Analogously, there are also a number of nonlinear phenomena impacted by
free-carriers in micro-cavities [15, 16].
FCD and FCA are not the only effects caused by excess carriers. Because silicon is a
material with indirect bandgap, excess carriers recombine dominantly through a phonon-
assisted process, which ultimately gives rise to an increase in the device temperature. This
in turn modifies the refractive index through the thermo-optic effect. In this context, self-
oscillation in micro-cavities is an interesting example [15–17]: first, the cavity resonance
shifts due to FCD, and second, an opposite shift arises due to the temperature increase as a
result of carrier recombination.
In the applications discussed above, any time domain analysis must take into account
the dynamics of carrier generation, spatial diffusion and recombination. Optical generation
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is generally assumed instantaneous relative to the time scale in most photonic applications.
Once a certain spatial distribution of carriers is created (e.g. following the square of the
intensity profile in TPA generation), diffusion takes place. Obviously the rate at which
carriers diffuse and the evolution of the spatial charge profile depends on the particular
geometrical structure as well as on carrier mobility. For example, carrier diffusion has
been extensively modeled in photonic crystal cavities [18, 19] as well as in rib-waveguide
structures [20]. In those, carriers can diffuse out of the region in which the optical mode
is confined. As a consequence, their impact on the optical mode (through FCD and FCA)
ceases even before these carriers have recombined back to the valence band, simply because
they have left the modal region. This is not necessarily the case in silicon strip waveguides
as the silicon core is completely surrounded by a dielectric material. The spatial distribution
within the silicon core can evolve due to diffusion, but carriers no longer leave the modal
region. In this case, recombination determines the rate at which free-carriers cease to impact
the optical mode.
In most photonic applications, carrier recombination is treated using an exponential time
decay curve, generally characterized by a single lifetime. Although the single-exponential
decay is justified under certain conditions (i.e. minority-dominated carrier lifetime), gen-
erally speaking it is well known that recombination processes are strictly not single-
exponential [21]. In silicon, band-to-band radiative recombination is generally neglected
due to its indirect bandgap and the main recombination mechanisms are: (i) Auger recom-
bination, which is significant only at high carrier densities (above 1018 cm−3) [22], and (ii)
trap-assisted recombination, dominant in most cases [23, 24]. In this paper, we explore
the recombination of carriers in a silicon strip waveguide, under conditions that allow clear
observation of complex recombination dynamics, particularly non-exponential decay. Using
a pump and probe technique, we characterized the carrier dynamics for different excitation
pulse powers and durations. Our results reveal faster decay rates at initial stages of recom-
bination and slower ones at later stages. We observe experimentally the effect of trapping,
leading to memory in the decay dynamics and we also demonstrate that operation at high
carrier density leads to faster recombination rates. This paper is organized as follows: in
Section II we describe our samples and our experimental methods; in Section III we present
our results, and discuss their implications to all-optical switching. In Section IV we present
a discussion of the results in terms of trap-assisted recombination and draw our conclusions
in Section V.
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FIG. 1. Scanning electron microscope images for an unclad silicon strip waveguide of 450 nm ×
220 nm, similar to the one used in our experiments: (a) perspective and (b) cross-section views.
II. SAMPLES AND EXPERIMENTAL SETUP
We analyzed silicon on insulator waveguides with a cross-section of 450 nm × 220 nm
and length 5.9 mm. All samples had silicon dioxide cladding and were fabricated at the
imec/Europractice facility. A scanning electron microscope image of an unclad sample (be-
fore oxide deposition) can be seen in Fig. 1. Light was coupled in and out of the waveg-
uides using grating couplers. Coupling and propagation losses were evaluated at 3.1 dB and
1.4 dB/cm through linear regression of the measurements of three samples with different
lengths (2.4, 5.9, and 30 mm) under low input power.
Figure 2a shows the pump and probe experimental setup employed to characterize the
free-carrier dynamics in the waveguide under test. The pulsed pump was synthesized by
externally modulating a continuous wave (CW) laser operating at 1547 nm (with 20 mW
optical power) using a Mach-Zehnder electro-optical modulator (EOM). The EOM was driven
by a train of pulses with 500 kHz repetition rate and pulse duration ranging from 130 ps to
20 ns. The EOM used has 20 GHz bandwidth and more than 30 dB extinction ratio. The
pump signal was then amplified using an erbium-doped fiber amplifier (EDFA). Special care
was taken to avoid generation of free-carriers outside the pump pulse window. First, the EOM
bias voltage was set for maximum peak pump power at the output of the EDFA, minimizing
any remaining CW level on the pump. Second, the output of the EDFA was filtered using an
optical bandpass filter (BPF) to reduce the out-of-band ASE and an acousto-optic modulator
(AOM) operating as an optical gate filtered out any remaining CW components outside the
pulse window (either from the pump or ASE). The AOM was driven with a 20 ns gate pulse
duration, and has an extinction ratio larger than 50 dB. The pump power was controlled
with a variable optical attenuator (VOA) and a 1% fraction was derived and monitored in a
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FIG. 2. (a) Experimental setup employed to characterize the free-carrier lifetime in SOI strip
waveguides. WG: waveguide under test. Other acronyms are defined within the text. (b) Power
spectrum at the input of WG. (c) Power spectra before and after BPF4.
scope for stability and power control.
The pump was then combined with the CW probe (operating at 1549 nm) using a 10-90
optical coupler and then injected into the waveguide. The probe power was set to −12 dBm
in the waveguide. Figure 2b shows the spectrum measured at the input, before coupling
into the waveguide. The ASE power spectral level is below −60 dBm in a 0.01 nm resolution
bandwidth. Polarization controllers (PC’s) were used on both pump and probe arms to
optimize coupling through the grating, which was designed for transverse-electric operation.
After the waveguide, 10% of the output signal was monitored in a scope and 90% was filtered
through two cascaded BPFs to remove the pump (with more than 40 and 50 dB of rejection
ratios). Before detection, the probe was amplified using a low-noise pre-EDFA and then
filtered with a BPF to remove out-of-band ASE (with more than 50 dB of rejection ratio).
Figure 2c shows the spectra before and after BPF4 identified in Fig. 2a. A wide-bandwidth
oscilloscope was used to capture the signals. The input to Channel 1 (an optical input with
a built-in 28 GHz photodetector, PD) was switched to measure either the filtered probe or
the output pump pulses, whereas in Channel 2 (electrical input), the output of an external
5
PD of 20 GHz bandwidth was captured in order to monitor the input pump pulses.
III. RESULTS
From the detected output probe signal, the nonlinear loss is obtained from the ratio
between the detected signals for pump off and on (which therefore excludes linear losses).
Since we are using wideband photodetectors in order to observe rapid lifetimes, several
measurements were averaged to reduce high-frequency noise in the nonlinear loss curves
(25 and 400 for the highest and lowest power, respectively). An example of the detected
nonlinear loss is shown in Fig. 3a for a 130 ps pump pulse with 280 mW peak power in a
waveguide of 5.9 mm. In the inset, two regimes can be identified: within the pump pulse
duration, the nonlinear loss is dominated by instantaneous non-degenerate TPA, while after
the pulse the nonlinear loss arises solely from FCA [25–27]. For waveguides with larger
cross sections or structures that allow carriers to leave the modal region (e.g. photonic
crystal cavities), an intermediate stage where diffusion plays a role has been reported [18,
28]. However, as already mentioned, the nanowire structure investigated here confines the
excess carriers to the core region, not allowing them to diffuse out. Moreover, for the
small dimensions of the waveguide cross-section explored in this paper, a non-uniform initial
carrier distribution (just after the pulsed pump generation has ceased) diffuses throughout
the entire core and becomes uniform in a relatively short period of time. In Supplementary
Material A, an initial Gaussian distribution is shown to become uniform in approximately
5 ps for electrons and 15 ps for holes, which is too short to be identified in Fig. 3a. In the
FCA-dominated regime, the nonlinear loss is determined by the accumulated FCA along the
waveguide length:
LFCA(t) = exp
[
αr
∫ L
0
N(z, t) dz
]
= exp
[
αrN¯(t)L
]
, (1)
where αr = 1.45× 10−21 m2 is the FCA cross-section in silicon at 1550 nm [5, 6], N(z, t) is
the carrier density at a certain position z along the waveguide at an instant of time t, L is the
waveguide total length. Here N¯(t) is the average of the carrier density along the waveguide
length. By inverting Equation 1, we can extract the time-resolved carrier density average
N¯(t) from the measured nonlinear loss LFCA. As shown in detail in Supplementary Material
B, for the power levels and waveguide length explored in this paper, N¯(t) approximates
reasonably well N(z, t). However, large deviations occur as pump power or waveguide length
increase. From now on, we refer to N¯(t) as simply carrier density (not specifying it is the
averaged value).
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FIG. 3. Analysis of carrier density dynamics using 130 ps pump pulses. (a) Nonlinear loss as a
function of time for 0.28W pump power. The inset shows a zoom of the normalized nonlinear loss
around the pump pulse in linear time scale. (b) Carrier density as a function of time for different
pump peak powers. (c) Recombination lifetime as a function of carrier density for different pump
peak powers. (d) Detail of the carrier density as a function of time for different pump peak powers
in the first few nanoseconds.
Using the nonlinear loss from Fig. 3a in the FCA-dominated regime (i.e. for times af-
ter 4.2 ns), the obtained carrier density as a function of time is shown in Fig. 3b (black
curve). The result clearly shows that the free carrier density does not decay following a
simple exponential curve, as it is not a straight line in logarithmic scale. We repeated these
measurements for pump power levels ranging from 0.07 W to 1.1 W, and the results are also
shown in Fig. 3b. A nonlinear decay behavior is observed in all curves, with faster decay
rates at the beginning and slowing down as recombination progresses and the density falls.
At the final stages of recombination, all curves approach the same slope, however they differ
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significantly at early stages.
Several remarks can be made from this result. First, as already stated, the instantaneous
carrier lifetime varies as the recombination evolves. This can be assessed quantitatively by
numerically computing − N¯
dN¯/dt
(see Supplementary Material C for details in the numerical
slope computation). The results are shown in Fig. 3c for the same power levels from Fig. 3b.
In all curves, the instantaneous lifetime varies from a slow-limit of ∼300 ns to a fast-limit of
∼800 ps. This represents more than 2 orders of magnitude reduction in the instantaneous
lifetime as the density decays over almost 3 orders of magnitude. As already mentioned,
the slow decay limit can be seen directly from Fig. 3b (here, it is important to ensure that
the probe power is low enough not to impact the slow decay lifetime—see Supplementary
Material D for details). The fast limit can be appreciated in Fig. 3d, which shows the density
decay at the first few nanoseconds.
A second remarkable observation is that the lifetime is not simply a function of the carrier
density. This is seen directly in Fig. 3c, in which each curve has a different instantaneous
lifetime for the same value of excess carrier density. The same conclusion can be drawn
directly from the decay curves in Fig. 3b, where at a given density value, the decay trajec-
tory, i.e. N¯(t), is different for different initial values N¯(0), a form of memory in the decay
dynamics. In Section IV, we provide an explanation to this observation in terms of carrier
trapping at the recombination centers, which leads to electrons and holes following different
decay curves.
A final important observation in Fig. 3c is regarding the curves corresponding to the high-
est peak power levels. Note that the decay lifetime remains fast at around a few nanoseconds
for a wide range of density between 1016 and 1017 cm−3. In contrast, the lifetime for the
lowest peak power curve increases from about 1 ns to over 100 ns in just one order of mag-
nitude change in density, from 1015 and 1014 cm−3. This observation leads to the conclusion
that operating at high carrier densities can be used as a strategy to obtain faster all-optical
switching, as demonstrated in the next section.
To summarize this discussion, three key observations are highlighted: (i) the carrier
lifetime is faster initially and becomes slower as recombination evolves, with lifetimes ranging
at least 2 orders of magnitude; (ii) the decay curve is not well defined by simply specifying
the carrier density, but depends on its initial value; and (iii) operating at high density
leads to faster decay rates for a wider density range. This behavior is discussed in detail in
Section IV, considering the well established statistics of trap-assisted recombination process.
Once the carrier recombination dynamics has been analyzed, we now demonstrate how
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it is affected by the pump power level and the accumulated free-carriers of previous pump
pulses. We used long pump pulses (10 and 20 ns) in order to quantify not only the decay
rate but also the carrier build-up dynamics. Figure 4a shows the normalized nonlinear losses
obtained for various pump power levels ranging from ∼2 to ∼170 mW. As expected from
the previous dynamic analysis, higher pump power results in a faster response not only in
the decay stage but also in the build-up stage. Figure 4b shows the rise and fall times
calculated as the period it takes for the nonlinear loss to change from 10% to 90% and from
90% to 10%, respectively. The curves confirm a strong reduction in response time with
increased pump power. Figure 4c shows the nonlinear loss measured for 10 ns pump pulses
in a 40-symbols pseudo-random sequence at different power levels. This results confirms
that higher pump power results in a faster behavior. It is interesting to note that since the
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instantaneous recombination rate strongly depends on the carrier dynamics, the dynamics
is word-dependent. This can be appreciated at the beginning of the sequence: because
the initial carrier density in the waveguide was low, the system is relatively slow, specially
for 2 mW pump power. As free-carriers are accumulated, the system becomes faster. This
suggests a strategy to increase the overall speed by injecting a CW pump component to offset
the excess carrier density, similarly to what is explored in the context of solar cells [29].
We make a final comment in this section regarding the absolute values of the lifetimes
reported here. The minimum lifetime at high carrier density is observed at around 800 ps.
This is however not a fundamental limit. As we discuss in detail in the next section, this
value can be reduced by either increasing the density of recombination centers (for example
by increasing the surface flaw density on the waveguide side and top walls), as well as
reducing the waveguide dimensions, since in surface recombination the lifetime is directly
proportional to the waveguide size.
IV. DISCUSSION
There are two key observations in our experiments that the present discussion elucidates:
first, the non-exponential decay curve with faster rates initially and slower rates at the final
stage. Second, the fact that the shape of the transient decay curve depends on the initial
condition, i.e., on the initial excess carrier concentration, a form of memory behavior.
We focus this discussion on trap-assisted recombination. Although this is a well-
established process [21, 23, 29], its application in silicon photonic waveguides and cavities
remains unexplored to the best of our knowledge. Through this process, an excess carrier,
say an excess electron, is first captured in a trap state (referred generically here as a flaw)
and eventually transferred to the valence band when an excess hole is captured by the same
trap state. In TPA, excess electrons and holes are generated in equal numbers. However, it
may occur that as recombination takes place, a significant unbalance is created between the
density of excess electrons in the conduction band (ne) and the density of excess holes in
the valence band (pe). This unbalance simply means that a significant fraction of electrons
(or holes) are trapped in the flaws for a certain period of time. In other words, electrons
and holes do not necessarily decay at the same rate due to trapping. In our experiments, we
measure absorption due to free-carriers, and cannot distinguish between free-electrons and
free-holes. In fact, the decay dynamic we observe experimentally reflects very nearly the
dynamics of the sum of excess electron and hole concentrations. The exact free-carrier ab-
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sorption coefficient is given by the weighed sum of excess carriers (8.5ne+6.0pe)×10−18 cm−1,
each multiplied by its own absorption coefficient [5, 6]. However, for simplicity, we discuss
the behavior of the total excess density ne + pe. As we shall see, initially one type of carrier
(electron or hole) decays faster than the other due to trapping, resulting in a non-exponential
decay curve for the total ne + pe.
In order for significant trapping to occur, the density of flaws (Df ) must be relatively
large—at least comparable to the density of excess carriers. If the flaw density is too small,
there cannot be a significant unbalance between ne and pe, because even if all flaws are filled,
the total number of trapped carriers would still be small compared to the total number of
free-carriers. In the absence of trapping, excess electrons decay at the same rate as excess
holes. This regime is usually referred to as Shockley-Read-Hall (SRH) recombination [21, 23].
Interestingly, it can also lead to non-exponential decay since lifetime for high-excess density
is different from the lifetime for low-excess density. However, as we discuss here, in the
absence of trapping one cannot explain the dependence of the transient decay curve on the
initial condition—clearly observed in our experiments. In the SRH model, all transient decay
curves follow the same path and a change in initial condition is simply a time shift of the
decay curve. In other words, in the SRH model the lifetime is a well defined function of
carrier density, which is not in agreement with our experiments. We therefore attribute our
observation to the presence of trapping.
Flaws can be located throughout the volume of the silicon core or at the interface between
silicon and silicon-dioxide. The latter is usually assumed to dominate in nano-waveguide
(i.e., with large surface-to-volume ratio) [20]. Based on a simple geometrical argument, it is
possible to show that if surface flaws dominate, then the smaller the waveguide is, the more
likely significant trapping is to occur. This can be seen as follows: if the recombination is
dominated by volume flaws, then the fraction of flaws that are occupied (i.e., captured an
electron or a hole for donor-like or acceptor-like flaws, respectively) is simply (pe − ne)/Df .
This simply states that any unbalance in excess electrons and holes must be trapped in the
flaws so that charge neutrality is maintained. If Df is large, then one can have a significant
unbalance (pe−ne), obviously limited to when occupancy reaches 100% (saturation of flaws).
Note that pe, ne and Df are all volume density and therefore scale together as the waveguide
dimensions change. For flaws located on the surface, this same line of argument leads to a
surface-to-volume ratio dependency. The quantity (pe−ne)AcL represents the total number
of carriers that must be trapped in the flaws in order to maintain charge neutrality (here
Ac = WH is the core area and L is the waveguide length). If we call Ds the density of
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flaws per unit area and As = 2HL the sidewall area (assuming most flaws to be located on
the sidewalls), then the fraction of flaws that are now occupied by excess carriers is simply
(pe−ne) W2Ds . This expression states that the smaller the waveguide widthW is, the higher the
unbalance can be, even if one did not increase the flaw surface density Ds. In here perhaps
lies the explanation to why this nonlinear decay dynamics becomes readily evident in our
nano-waveguide samples. In the discussion that follows we use the symbol Df to represent
the flaw density. If applied to bulk flaws, Df gives directly the flaw volume density. However,
if one applies the theory below to surface recombination, then Df = 2Ds/W should be used.
In what follows, a large flaw density Df should always be interpreted as either a truly
increased surface density Ds or simply a reduction in the waveguide width W .
The decay dynamics in the case of a single flaw energy level is governed by the following
nonlinear equations that couple together electron and hole excess densities [21]:
dx
dτ
= g − (x− y)[x+ a(1 + b)]
D
− x
1 + b
, (2)
dy
dτ
= g − γ(y − x)(y + 1 + b)
D
− γby
1 + b
, (3)
where we have used normalized variables defined in Table I. Here g is the normalized gen-
eration rate, assumed to be the same for excess electrons and holes. Also, x and y are the
normalized excess electron and hole densities while D is the normalized flaw density.
To illustrate the transient decay (i.e., after generation has ceased), we solved equations 2
and 3 numerically assuming an impulse excitation, so that x(0) = y(0) (as in a short pulse
TPA-generated carriers), thus n(0) = x(0) + y(0) is the normalized total carrier density at
the beginning of the transient decay. We chose a donor-like flaw with electron capture cross-
section σn larger than hole capture cross-section σp, which is typical for SiO2-Si interface [29],
with ratio σn = 8σp, resulting in γ = 0.1 for the values of electron and hole thermal velocities
given in Table I. We also assumed that the flaw energy level is located near the middle of
the bandgap (at 0.5 eV above the valence band). Since our sample is a ∼10 Ω cm p-type
semiconductor, the initial flaw occupancy is b/(1 + b) = 4× 10−6, which means essentially
all flaws are unoccupied and ready to capture an electron. Other parameters used in the
simulations are given in Table I.
Figures 5a and 5b show the transient decay for small (D = 0.1) and large (D = 10)
normalized flaw densities, respectively. In red and blue are the decay for electrons (x) and
holes (y) respectively, while in black we show the decay for the sum of electron and hole
densities n(τ) = x(τ)+y(τ) (divided by two for better visualization). Clearly, for small flaw
density, both excess electrons and excess holes decay at the same rate (i.e., no significant
12
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FIG. 5. Normalized carrier density transient decay for (a) small, and (b) large flaw density. (c) Total
normalized carrier density n shown for both normalized flaw densities D = 0.1 and D = 10. In all
figures, we plotted n/2 for better visualization.
trapping occurs). On the other hand, for large flaw density, electrons decay faster than holes.
It is interesting to note that in this initial period most electrons are being trapped, and not
immediately returning to the valence band. Simultaneously, the excess holes initially find
very few filled flaws to be captured, and therefore recombine slowly. As time goes by, a
significant fraction of the flaws become filled and the electron capture rate decreases, while
the hole capture rates increases. After long enough time (not shown here) the decay lifetime
reaches a steady state with equal values for both electrons and holes.
As a result of this dynamics, the decay curve for the total (normalized) density n also
becomes very nonlinear. Initially, it decays following the fast electron decay. At longer
times, the density of electrons becomes much smaller that the one of holes, and then n
decays following the slower hole transient decay. In Fig. 5c, we show n/2 for both small and
large flaw densities for comparison. It is quite clear that the initial decay is faster for the
large flaw density and the nonlinear behavior is more evident. At longer times, however, it
may take even longer for the trapped electrons to recombine back to the valence band. This
example illustrates that modeling carrier transients in small-scale silicon waveguides cannot
be accurately performed with a single lifetime constant in order to explain our experimental
observations.
The transient decay dependency on the initial carrier density observed in our experiment
can be also qualitatively explained by this model. Figure 6a shows the transient decay for
various initial carrier densities. All curves were obtained for the same set of parameters as
before, assuming relatively large flaw density (D = 10), and varying only the initial excess
carrier density. Very clearly, the initial decay is non-exponential and qualitatively agree
with the experimental results in Fig. 3b. Moreover, none of the curves is a simple time shift
of the other. Take for example the curves corresponding to initial density n = 100 (in black)
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and n = 10 (in blue). At τ ≈ 20, the black curve has reached n = 10, and the remaining
decay curve is completely different than the curve corresponding to initial density n = 10.
A simple way to evaluate this is to compute the instantaneous carrier lifetime and plot that
as a function of the instantaneous carrier density (as performed for the experimental data
in Fig. 3c). The result is shown in Fig. 6b, where we can see that different curves exhibit
different lifetimes for the same instantaneous carrier density. Once again, a qualitative
agreement with the experimental results in Fig. 3c is obtained. This memory-like effect on
the total density occurs because the ratio between flaw density and initial excess carriers
determines how fast the electrons decay at the initial stages of recombination [30].
The dashed lines in Fig. 6b represent the limits (initial and final) for the normalized carrier
lifetime. These limits can be calculated as τ0 = 2(1+b) and τ∞ = D(1+b)γ−1[Db+(1+b)2]−1,
respectively [21]. For flaws near the middle of the bandgap, b is approximately zero, therefore
τ0 = 2 and τ∞ = Dγ−1. Using the definitions in Table I, we can convert the normalized
lifetimes to absolute values: t0 = WvnσnDs and t∞ =
1
vpσpp0
. Note that, while t0 can be
reduced by simply decreasing the waveguide dimensionW , the long lifetime limit t∞ remains
unchanged. From our measurements, t∞ ≈ 300 ns and, using the parameters from Table I, we
can estimate the capture cross-section for holes to be σp ≈ 2.6× 10−16 cm2. This value is in
agreement with measurements based on small pulse Deep Level Transient Spectroscopy [29].
From our measurements, we have that t0 = 0.8 ns and, assuming again that σn = 8σp, we
can estimate the order of magnitude of the surface flaw density as Ds = Wvnσnt0 . Using the
parameters from Table I we obtain Ds ≈ 1.6× 1012 cm−2, which is also in agreement with
measurements on SiO2-Si interface [29, 31].
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The general behavior in the transient decay discussed in the present analysis is relatively
robust to the choice of parameters (a and b). One important point is regarding the parameter
b, which is related to the thermal equilibrium flaw occupancy: as long as the flaw energy
level is a few kBT above the Fermi level, its occupancy level is near zero and b ≈ 0. For a
p-type semiconductor, in which the Fermi level is close to the valence band (in our case, we
assumed 0.24 eV above the valence band), this practically means the flaw-energy levels can
be anywhere near the mid-gap or on the top-part of the bandgap and b is still approximately
zero. This is especially important considering that a continuum of flaw energy states exits in
a SiO2-Si interface [29]. Obviously, the exact decay transient for a continuum of flaw-energies
needs to be analyzed in detail. Other important parameters are the capture cross-sections
and flaw densities, which depend on the particular oxide used in the cladding and processing
conditions. Detailed characterization of these parameters would be required for a complete
understanding of the decay dynamics.
A final comment is that the assumption ne(0) = pe(0) is valid for an impulse optical
excitation. However, if we use long enough pulses as excitation, then excess electron and
hole densities at the beginning of the transient decay, i.e. after the pulse, may already be
different. This should be modeled using the complete equations 2 and 3. In both cases, short
and long pulses, the excitation term g will depend on the position along the waveguide, since
the pump laser will be attenuated as it propagates. A natural question that arises is then
how uniform the carrier density along the propagation length is. This analysis is discussed
in Supplementary Material B.
V. CONCLUSIONS
In conclusion, we have experimentally characterized the recombination dynamics in strip
silicon nano-waveguides and revealed a complex decay dynamics, with lifetime varying as
recombination evolves in time. The results were interpreted in terms of trapping in mid-
bandgap surface states. In particular, the analysis suggests an increase in excess charge
trapping as the waveguide surface-to-volume ratio increases. The carrier recombination
dynamics observed in our experiments may impact several nonlinear applications and, along
with the theoretical discussion, they provide the basis for a more in-depth treatment of
free-carrier dynamics. Finally, our results suggest that proper engineering of surface flaws
(both density and capture cross-sections), as well as device geometrical structure may be
used to control the decay of free carriers in silicon photonics applications.
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TABLE I. Definition of normalized variable and parameter values used in the simulations;
Parameters Definition Simulation value
x = ne/p0 Normalized excess electron density –
y = pe/p0 Normalized excess hole density –
D = Df/p0 Normalized flaw density –
τ = t/τn0 Normalized time –
τn0 =
1
Dfσnvn
Electron decay time constant when all flaws are unoccupied –
p0 Equilibrium hole concentration 1015 cm−3
vn Electrons thermal velocity 1.7× 107 cm/s
vp Holes thermal velocity 1.3× 107 cm/s
φ Fermi-level 0.24 eV
φf Flaw energy level 0.5 eV
Eg Bandgap 1.12 eV
Nc Conduction band effective density of states 2.8× 1019 cm−3eV
Nv Valence band effective density of states 1× 1019 cm−3eV
a = NcNv exp
(
φ+φf−2Eg
kBT
)
1× 10−6
b = exp
(
φ−φf
kBT
)
4× 10−5
γ =
σpvp
σnvn
0.1
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SUPPLEMENTARY MATERIAL
CARRIER DIFFUSION
Once excess carrier generation has ceased, the spatial carrier distribution diffuses through-
out the silicon core until becoming relatively uniform. The purpose of this analysis is to
estimate the time required to reach a uniform carrier distribution. For that, we assumed an
initial Gaussian profile and solved the diffusion equation in one dimension for a waveguide
width of W = 450 nm:
∂ni(x, t)
∂t
= Di
∂2ni(x, t)
∂x2
, (4)
where ni and Di represent the carrier density and diffusion coefficient, respectively (i = e for
electrons and i = h for holes). We usedDe = 3.9× 10−3 m2/s andDh = 1.3× 10−3 m2/s [22].
The time evolution for the electron density profile is shown in Fig. 7 for an initial carrier
density ne(x, 0) = exp
(
− x2
2σ2
)
with σ = 0.3W . As we can see, the carrier density evolves
rapidly towards a uniform distribution in about 5 ps, a time scale that is not resolved in
the experiments reported in this paper. For holes, the profile evolves slightly slower, and
reaches a uniform distribution in about 15 ps.
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FIG. 7. Evolution of carrier density over time.
LONGITUDINAL DEPENDENCY
As discussed in the main text, our pump and probe experiment recovers the average
carrier density N¯(t) and not the local density N(z, t). As the pump propagates through
the waveguide its intensity drops, thus the generation of excess carrier N(z, t) through TPA
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also decreases with distance. Therefore, it is important to quantify how much the average
density N¯(t) deviates from the actual longitudinal distribution N(z, t). We simulated the
propagation of a 130 ps pump pulse along with a CW probe over a 5.9 mm long waveguide
with pump power varying from 0.1 to 1.1 W (which reflects the conditions in our experi-
ments). The dynamic equations for holes and electrons were already presented in the main
text (Equations 2 and 3), and the generation mechanism is assumed to be TPA. Therefore,
the normalized generation rate is given by:
g =
τn0
p0
βI2
2~ω
, (5)
where β = 0.7 cm/GW is the TPA coefficient [10], I is the pump intensity (I = P/Aeff ,
with P being the optical power and Aeff = 0.15 µm2 the effective area), and ω is the pump
angular frequency. Any generation of excess electron-holes by the CW probe is ignored. The
capture cross-sections for holes and electrons, as well as the flaw density, are those extracted
from our experimental data as discussed in the main text: σp ≈ 2.6× 10−16 cm−2, σn = 8σp,
and Ds ≈ 1.6× 1012 cm−2. The propagation equations for the pump intensity, I, and probe
intensity, IP , are given by:
dI
dz
= −[α + (σnne + σppe) + βI]I, (6)
dIp
dz
= −[α + (σnne + σppe) + 2βI]Ip, (7)
where α = 1.4 dB/cm is the linear attenuation coefficient, while ne and pe, whose evolution
is described by Eq. 2 and 3 of Section 4, are the electron and hole densities, respectively.
The coupled spatio-temporal equations for electrons, holes and for optical intensity were
solved using a 1D finite difference method. The time step was set to 1 ps and the spatial
step was set to 0.12 mm to satisfy the Courant condition.
Figure 8 shows the excess carrier density time decay for pump powers of 0.1 and 1.1 W.
The quantity plotted isN = (σnne+σppe)/(σn+σp), as it reflects the carrier density extracted
experimentally. For each power level, the solid curve represents the average density N¯(t)
while the dashed curves represent the maximum N(0, t) and minimum N(L, t) local densities
in blue and red colors respectively. As one can see, the difference between average and local is
relatively small, considering the various orders of magnitude spanned by our measurements.
As an example, for the highest peak power (1.1 W) and at the start of the decay transient,
the minimum and maximum densities are 4.0× 1016 cm−3 and 1.0× 1017 cm−3, while the
average is 6.5× 1016 cm−3. The carrier lifetime curves extracted from our simulation for
several pump powers are shown in Fig. 9. The general behavior discussed in the main text
is not altered by the longitudinal analysis included in this section.
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FIG. 8. Simulated time-resolved carrier densities at z = 0, z = L along with the longitudinal
average density for pump powers of 1.1W and 0.1W.
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FIG. 9. Simulated carrier lifetime as a function of carrier density for different pump powers.
NUMERICAL DERIVATIVE
The time-resolved carrier lifetime, τc(t), can be extracted from the time-varying carrier
density, N¯(t), as follows [32, 33]:
τc(t) = − N¯(t)
dN¯(t)/dt
, (8)
which requires computing the time derivative of N¯(t). We note however that in order to prop-
erly measure lifetimes ranging from hundreds of picoseconds to hundreds of nanoseconds,
a large bandwidth (28 GHz) photodetector was used, leading to relatively large electrical
noise in the detected signal (especially for low carrier density). Therefore, care must be
taken in computing the numerical derivative. We first averaged a large number of curves.
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For example, for the highest pump power (1.1 W), we averaged 25 curves while for the lowest
(70 mW) we averaged 400 curves.
Then the lifetime was obtained by performing linear regression of the carrier density (in
natural logarithmic scale) in windows, as illustrated in Fig. 10. Fitting lnN(t)|fit = at+ b to
the measured data in each window, the carrier lifetime can be obtained as τc = −a−1. The
size of the window is an important parameter to ensure an accurate calculation of the carrier
lifetime: a very wide window cannot follow the change in slope, whereas an excessively short
window will result in a lifetime subject to a significant error. For that reason, we used an
adaptive windowing approach, in which higher carrier densities are processed using a shorter
window and lower carrier densities are processed using longer ones.
In Fig. 10 the time-resolved carrier density is presented in logarithmic scale alongside
with two insets representing the processing of the curve for low and high carrier densities.
For each window, the average time, carrier density, and lifetime can then be calculated. As
a consequence, the time resolution of the lifetime measurement depends on the window size
and, typically, results in few points. In order to improve the time resolution of the method,
we can overlap adjacent windows. In our case we use an overlap ratio of 10%.
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FIG. 10. Example windowing used in computing the time-resolved carrier lifetime. The two insets
show the lifetime obtained by fitting a linear curve in two different windows, one for high and the
other for low carrier densities.
EFFECT OF THE PROBE SIGNAL
The probe power used in all of our measurements was set to −12 dBm. In the present
appendix, we analyze the effect of probe power on the measured carrier lifetime, primarily
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to ensure that the probe level used does not influence the lifetime results.
Figure 11 shows the measured lifetime in terms of carrier density for probe power ranging
from −14 to −2 dBm. As can be seen, the probe power has little effect for carrier densities
above 8× 1015 cm−3. At lower carrier densities, however, probe power levels at −6 and
−2 dBm lead to reduction in the observed lifetime. For probe power levels of −10 and
−14 dBm, there is practically no difference on the lifetime, which justifies our choice of
−12 dBm.
Indeed, the fact that at high probe power levels (above −10 dBm) the measured carrier
lifetime for low carrier density is reduced is in agreement with previous experiments in
silicon-based solar cells [34]. In our case, the probe signal plays the role of background
illumination in the measurements of solar cells.
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FIG. 11. Effect of the probe power on the measured carrier lifetime for probe power −14, −10, −6
and −2 dBm. The pump power in this measurement was 280mW.
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