Always cite the published version, so the author(s) will receive recognition through services that track citation counts, e.g. Scopus. If you need to cite the page number of the TSpace version (original manuscript or accepted manuscript) because you cannot access the published version, then cite the TSpace version in addition to the published version using the permanent URI (handle) found on the record page. testing. This can be achieved e.g. based on conditional simulation, which fits a highly 21 parameterized geostatistical model to the observed spatial structure, or, for data observed on a 22 regular transect or grid, with Fourier spectral randomization methods that can flexibly model 23 spatial structure at any scale. This paper uses Moran eigenvector maps to extend spectral 24 randomization to irregularly spaced samples. 25 2. We present different algorithms to perform restricted randomization to suit different types of 26 research questions: individual randomization of each variable, joint randomization of a group 27 of variables while keeping within-group correlations fixed, and randomization with a fixed 28 correlation between original data and randomized replicates (e.g., as input for simulation 29 studies). The performance of the proposed Moran spectral randomization methods for 30 regularly and irregularly spaced samples is assessed with correlation analysis of simulated 31 data. 32 3. Moran spectral randomization closely matched the spatial structure of original simulated data 33 sets, with identical or nearly identical Moran's I values and power spectra, depending on the 34 algorithm. In correlation analysis of two stationary spatially autocorrelated variables, Moran 35 spectral randomization produced correct type I error rates for stationary spatial data, even for 36 very small and highly irregular samples, but was sensitive to linear trend. When one or both 37 
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Introduction 55
Ecological data often exhibit spatial autocorrelation, which poses challenges for statisticalspecies while keeping associations within groups constant); or (iii) when the spatial relationships 77 do not depend on geographic distance per se but on some definition of adjacency formalized in a 78 neighbor matrix (e.g., in a step-wise model of gene flow within a network of discrete populations, 79 or if the data relate to spatial units such as polygons, rather than point locations). The first two 80 situations may require large numbers of geostatistical parameters to be fitted, whereas in the third 81 case, distance-based geostatistical modeling may not be appropriate. Furthermore, conditional 82 simulation methods are not suitable for simulating replicates with a fixed correlation with the 83 original data (e.g., as needed for simulation studies to test performance of estimation methods in 84 regression analysis of spatial data; Beale et al. 2010) as they control the parameters of the 85 generating process, not the properties of the observed pattern. This paper provides a new 86 approach, Moran Spectral Randomization (MSR), to generate spatially-structured random 87 variables. Compared to existing approaches, MSR has the main advantages that (i) it can deal 88 with irregularly spaced data, (ii) it considers a spatial neighbor matrix, rather than geostatistical 89 modeling, and thus requires a minimum of parameterization, (iii) it preserves the multiscale 90 properties of spatial structures, (iv) and it is able to address multivariate data or (v) to control 91 levels of correlation with the original data. 92
Conceptually, MSR is related to Fourier spectral randomization (FSR). FSR is based on 93
Fourier analysis that decomposes an observed, regularly spaced spatial or temporal series into a 94 set of orthogonal sinusoids with different frequencies, i.e., spatial or temporal scales (harmonic 95 regression; Graybill 1976) using discrete Fourier transform (DFT; Cooley & Tukey 1965; Gauss 96 1866). The power spectrum of the series thus describes how the variance of the data is distributed 97 over the frequency components into which it may be decomposed, i.e., the squared correlation ofor irregularly spaced, by spatial eigenvectors. It defines the correlation r xy as the cross product of 120 the vectors r xV and r yV that contain the correlation coefficients between x or y and each column in 121 a matrix V that is defined as a set of orthogonal and uncorrelated (Rodgers, Nicewander & 122 Toothaker 1984) spatial eigenvectors obtained by MEM. In matrix notation: 123 constructed by first defining a neighbor matrix of size n × n that contains values of one for pairs 127 of observations i and j if j is considered a neighbor of i, and zero otherwise. Each neighbor j of 128 observation i is then assigned a spatial weight, which may be binary or e.g. a function of the 129 inverse geographic distance between i and j, and weights may optionally be row-standardized. 130
Note that spatial eigenvectors in V are defined as a function of W only, without reference to the 131 values of variables x or y observed at the sampling locations, and V is thus the same for x and y. 132 MEM results in a matrix V where the spatial eigenvectors are already sorted from the largest 133 scale to the finest scale. 134
A set of n observations with a full-rank spatial weights matrix W of size n × n will result 135 in n -1 orthogonal and uncorrelated (Griffith 2000) eigenvectors V k associated with eigenvalues 136 λ k , while a single eigenvector with zero eigenvalue is dropped. Under these conditions, the vector 137 
140 associated eigenvectors may not be uncorrelated. To ensure that eq. 2 holds in this situation, a 142 vector of ones is added to the subset of eigenvectors with null eigenvalues, the subspace spanned 143 by these eigenvectors is then re-orthogonalized, the unit eigenvector is removed, and the last 144 eigenvector in the subset is dropped. This procedure is implemented in the R function 145 'scores.listw' provided in Supporting Material 3. 146
The variable x can be decomposed on an orthonormal basis V, so that x can be fully 147 recreated from r xV , V, and its mean x and standard deviation s(x): 
155 which means that global spatial autocorrelation (I x ) of the variable x is the sum of Moran's 156 I of all spatial eigenvectors, weighted by the variance each eigenvector explains in the observed 157 variable x (i.e., weighted by the power spectrum). 158
Basic algorithm for Moran spectral randomization (MSR) 159
The spatial structure of x can be defined by its global level of autocorrelation (I x = r 2 xV T m, eq. 4) 160 and its multiscale decomposition defined by its power spectrum (r 
The solutions are then given by 213 ( ) 
2.
Repeat for each complete subset V k . 223 2.1.
Determine the pooled variance in x explained by the eigenvectors ( Determine the coefficients i a , j a for the Pair procedure, as 231 
. r a n d . r a n d cos ; sin
. See Supporting Material 2 for a 260 mathematical proof.
fixed correlation r fix with x, the Pair method should be used with Φ rand = acos(r fix ), the same for all 264 k, and step 2.4 should be performed using Φ x.k ± Φ rand . The sign needs to be randomized 265 independently for each subset V k , i.e., each pair of consecutive spatial eigenvectors. The 266 effectiveness of this procedure to obtain multiple non-identical replicates is investigated in the 267 simulation study below. 268
Illustration with simulated data 269
All simulations and analyses were performed in R 3. sampling designs, W was defined using inverse distance weights followed by row-307 standardization. This means that nearby neighbors receive more weight than more distant ones, 308
and the weights of all neighbors sum to one for each sampling location. 309
Evaluation of method performance 310

Statistical properties of replicates 311
Replicates of spatially autocorrelated variables should mimic the spatial pattern of the original 312 data at all spatial scales but be statistically independent of these. When plotted in space, high and 313 low values should thus show similar spacing but their physical locations should be randomized. 314
In statistical terms, MSR replicates should have the same overall spatial autocorrelation (Moran's 315 I) and the same multi-scale spatial structure (power spectrum) as the original variables but, on 316 average, be uncorrelated with the original data, with the same distribution of empirical correlation 317 coefficients as expected from independently simulated data. 318
To compare these statistical properties between MSR procedures, we simulated a data set 319 with variables X0 -X4, as defined above, and subsampled it for each of the ten sampling 320 designs. For each combination of variable and sampling design, we generated 30 replicates each 321 with the following methods: Singleton, Pair, Triplet, and, for benchmarking, fully independent 322 replicates generated by simulating 30 additional data sets ('Null'). We determined for each 323 combination of simulated variable x, sampling design and procedure: (i) the correlation of 324 replicates with the original variable (type I error rate of a t-test for the correlation of x with itscorrelation between the power spectrum r for the pairs method only, the bias and precision of Moran's I of replicates compared to Moran's 328
I of x. Bias in Moran's I was independent of the magnitude of Moran's I (controlling for 329 sampling design), hence absolute, not relative deviations were assessed. The entire simulation 330 was repeated 100 times and values averaged across trials. 331
Spectral randomization tests for correlation 332
A randomization test for the correlation between two spatial variables sampled from 333 uncorrelated populations should have a correct type I error rate α, i.e., if α = 0.05, the null 334 hypothesis of no correlation should be rejected in 5% of independent cases (where the expected 335 correlation is zero), and high power to detect linear dependence (where the expected correlation 336 different from zero). To assess the performance of MSR in significance tests of correlation, we 337 ran 5000 simulations and estimated type I error rates from independent variable pairs, and power 338 from correlated variable pairs. For each simulation run, we generated two data sets, X0 1 -X4 1 339 and X0 2 -X4 2 , where each pair of corresponding variables (e.g., X2 1 and X2 2 ) was simulated 340 independently with the geostatistical parameters defined above and thus had the same expected 341 spatial autocorrelation structure, though empirical values of Moran's I may differ. The expected 342 correlation between any two variables from different data sets was zero (linear independence), 343 whereas the expected correlation between X3 and X0, X1, or X2, or between X4 and X1, from 344 the same data set was non-zero (linear dependence). For each sampling design and variable pair, 345
we tested the correlation with four different methods: correlation t-test (using R function(random triplets), and Singleton procedures. 348
Spectral randomization with additional constraints 349
To illustrate the implementation of further constraints, we simulated 100 data sets and 
S1.4). 363
MSR replicates of a random normal variable (X0) were uncorrelated on average (mean = 0) 364 with the original variable, but the distribution of correlations had higher variance than expected 365 from true random variables (not shown). This is reflected in higher rates of statisticallysignificant correlations between each original variable x and its replicates, based on a parametric 367 t-test for regression coefficients (Fig. 1) . On average, correlations with x were highest for the 368 Singleton method, lower for Triplet, and lowest for Pair. For variable X2 with stationary, large-369 scale spatial autocorrelation, replicates of all methods showed increased rates of significant 370 correlations with x, with differences between sampling designs that appear to be related to 371 differences in average Moran's I (Supporting Material, Fig. S1 .
5). 372
Replicate simulations of the data generating process ('Null') showed high variability in 373 their global Moran's I (Fig. 2 , left: standard deviation rescaled by multiplication with (n -1) 0.5 to 374 account for sample size) and power spectra (multi-scale spatial structure), as indicated by a low 375 correlation between the power spectrum of x and those of its replicates (Fig. 2, right) . In contrast, 376 the Singleton method completely preserved both Moran's I and power spectra. The Triplet 377 method preserved Moran's I but resulted in some variation in the power spectrum, and the Pair 378 method showed variation both in Moran's I and the power spectrum. 379
The Pair method does not strictly preserve Moran's I but its MSR replicates were generally 380 unbiased for the random normal variable X0 (Supporting Material, Fig. S1.6 ). For the spatially 381 autocorrelated variable X2, bias was negligible for large data sets but Moran's I of replicates 382 showed a slight negative bias for the small sampling designs. 383
Spectral randomization tests for correlation 384
When correlating two random normal variables X0 1 and X0 2 , or one random normal variable (X0) 385 and one stationary, spatially autocorrelated variable (X1, X2 or X3), the parametric t-test 386 produced correct type I error rates. Specifically, the empirical type I error rates fell within the 387 95% confidence interval for a binomial distribution bin(n, p) with n = 5000 simulated data setsand p = α = 0.05 (Fig. 3 A, B) . In these situations, all three MSR procedures (especially the 389 Triplet method) showed slightly deflated type I error rates, making tests more conservative. 390
When correlating any two spatially autocorrelated variables (X1, X2, X3 or X4), the t-test 391 showed high inflated type I error rates. MSR methods maintained correct or slightly deflated type 392 I error rates for correlations among stationary variables (X1, X2 or X3), but showed considerably 393 deflated error rates for the correlation between X4 and X1, X2 or X3 (Fig. 3 C, D) . Error rates 394 were independent of the observed level of Moran's I of the randomized variable. When 395 correlating two non-stationary variables X4 1 and X4 2 , where both variables included trend along 396 the y-axis, MSR tests showed generally lower type I error rates than t-tests (Fig. 3 E) . Especially 397 the Singleton and Triplet procedures were less affected by non-stationarity. 398
When testing the correlation between X0 1 and X3 1 , where the t-test was applicable (X0 1 399 being a random normal), all three MSR methods had slightly lower statistical power to detect 400 linear dependence than the t-test (Fig. 4) Material, Fig. S1.2 A) . For even n, the presence of an incomplete block (where the Singleton 413 method was used for one randomly selected spatial eigenvector) introduced some variation in the 414 correlation with the original variable. For large samples (n ≥ 400), this variation was negligible, 415 but for small samples (n ≤ 100), there was considerable variation as well as a negative bias, so 416 that on average, correlations with the original variable were slightly weaker than specified by r fix . 417
For sampling designs with uneven n, the correlation among replicates generated with the 418 constraint of r fix differed systematically from the correlation among replicates generated without 419 such a constraint (Supporting Material, Fig. S1.2 B) . The mean correlation among replicates was 420 predictable by r 2 fix , whereas the standard deviation varied with r fix and with the level of spatial 421 autocorrelation. The factor by which the standard deviation of the correlation among replicates 422 was inflated, compared to replicates without the constraint of r fix , followed 2 0.5 (1 -r 2 fix ) 423 (Supporting Material, Fig. S1.2 C) . 424
Discussion 425
Comparisons of Moran spectral randomization procedures 426
This paper presents algorithms for restricted randomization of irregularly spaced data with Moran 427 spectral randomization that can be applied to a wide range of sampling designs for which 428 restricted randomization methods were limited so far. Moran spectral randomization provides a 429 framework to build spatially constrained null models allowing statistical inference in the presenceof spatial autocorrelation. While Moran spectral randomization has been developed here for two-431 dimensional spatial data, it is also applicable to one-dimensional transect data or time series 432 analysis. The method produces a technically unlimited number of non-identical replicates even 433 for small samples (except for the Singleton method with 2 (n-1) unique replicates), without 434 requiring additional parameters beyond the explicit definition of neighbors and spatial weights in 435 matrix W. 436
The MSR replicates mimic the spatial characteristics of the original variables in terms of 437 global autocorrelation and multiscale patterns. These properties allow controlling the type I error 438 rate of statistical tests (e.g., bivariate correlation) in the presence of autocorrelation. Ideally, 439
replicates should also be uncorrelated to the original variable to ensure power. (Fig. 2, left) . The marked 467 quantitative difference illustrates an important conceptual distinction: spectral randomization 468 methods randomize the observed pattern, whereas conditional simulation simulates independent 469 outcomes of the underlying process, assuming that it has been correctly parameterized, e.g. The Pair procedure can be used to generate replicates with similar multi-scale spatial 508 structure (approximate preservation of Moran's I and power spectrum) and a predefined 509 correlation r fix with the original variable. This will be useful in simulation studies aimed e.g. at 510
testing the performance of spatial regression methods in the presence of correlation among 511 predictor variables (multi-collinearity; Beale et al. 2010; Dormann et al. 2013) . In order to 512 completely maintain r fix , an uneven sample size n should be used, though the variation for even n 513 will be negligible for larger samples. 514
Conclusion 515
Moran spectral randomization allows to efficiently use regularly or irregularly spaced spatial data 516 for assessing the correlation between two observed variables. It provides null distributions that 517 explicitly incorporate the observed autocorrelation at all spatial scales without the need for 
