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PREFACE 
The present dissertation entitled "APPLICATIONS OF SUMMA-
BILITY METHODS" submitted to Aligarh Muslim University, Aligarh 
for partial fulfilment of the degree of M.Phil., has been pre-
pared under the esteemed supervision of Professor Z.U. Ahmad/^.S 
D.Phil.. ,D .Sc. , Chairman, Department of Mathematics, Aligarh 
Muslim University, Aligarh. 
It is my privilege to take this opportunity to acknowledgt 
my warmest thanks to Prof. Z.U. Ahmad (who originally aroused 
my interest in this subject several years ago) for his valuable 
guidance and enthusiastic direction, due to which I could 
complete the work of my M.Phil, dissertation. 
Summability Theory is applicable to Fourier Analysis 
(which has interesting applications to Heat Transfer, Solid 
State Physics, Electronics, and other branches of Engineering), 
Analytic Continuation, Quantum Mechanics, Probability Theory 
and Approximation Theory. 
The Dissertation consists of seven chapters. In Chapter 0 
we give notations and conventions used in the body of the Disser 
tation. In Chapter 1, we give a brief introduction of the subject 
and mention certain definitions of Summability Methods. 
Chaoter 2 deals with the proof of the Prime Number Theorem by 
using Lambert's Summability and Wiener's Tauberian Theorem. 
11 
and In Chapter 3, we aive seme results' on summabiJity Test for sinqular ooint? 
of an analytic function. In Chapter 4, we study Analytic Conti-
nuation through Sumraability methods. In Chapter 5, we aive the 
(E,r,a,6) summability with its applications to elliptic two body 
problem. In Chapter 6, we give application of summability 
methods to independent identically distributed random vriables. 
Towards i.the end, a comprehensive Bibliography of various publi-
cations refered to in the body of the Dissertation, has been 
given. 
I also take this opportunity to place on record niy deepest 
sense of gratitude to my parents for their patience, kind help 
and constant encouragement during the preparation of this work. 
I am also grateful to my sisters, Miss Madina, Miss Samina and 
Miss Qamar Jahan for their sympathetic considerations towards 
me. 
I am also indebted to my former teacher Mr. S. Mohd. Amin 
for his valuable suggestions and discussions. 
My sincere thanks are also due to Dr. Mursaleen and 
Dr. Mohd. Shuaib Siddiqi who have been a source of inspira-tion 
throughout this work. 
I appriciate the help rendered by all of my friends, 
particularly Mr. Rafat Jamal, Mr.. Qamar-e-Azam, Mr. Hakeem 
Tanveer Jalal and Mr. Baboo Khan. 
Ill 
I express special gratitude to my younger brothers, 
Abdus Samad Saifi and Qamar Alam Saifi for comparing typed 
script with the manuscript. 
The manuscript was expertly typed by Mr. Fazal Hasnain 
Naqvi, and I gratefully acknowledge his help. 
Dated: June 5, 1991 
Chapter 0 
NOTE ON CONVENTIONS 
Here we state a few conventions which are not emphasized 
in the following chapters. 
0.1. Summation Convention: 
Summations are over 0,1,2^..., when there is no indica-
00 
tion to the contrary. E usually denotes Z unless the first 
o 
00 
term is indeterminate^ in which case it will denote I. 
1 
0.2. Gamma function: 
For 0 < X < 00, the Gamma function (r) is defined as 
follows: 
00 
r(x) = / t^ "-"- e~^ dt. 
o 
0.3. Binomial Coefficients: 
For n = 0,1,..., A^ is defined by the identity: 
LA" X"= {1-X)-«-1 (|X1 < 1). 
Thus 
r(n+a+l) a 
A« = ^ ^ 2 , (a i^ -1,-2, ...) . 
r(a+l)r(n+l) r(n+l) 
0.4. Order notations^ o and 0: 
If g is a positive function of a variable which tends 
to a given limit, we shall write 
f = o(g) , if f/g -^  0, 
and 
f = 0(g), if |fI < Kg 
In particular, 
f = o(l) means f ->- 0; 
and 
f = 0(1) means f is bounded. 
0.5. Riemann's Zeta function: 
This function is due to German mathematician George 
Friedrich Bernhard Riemann (1826-1866) which is defined as 
follows: 
Suppose s = a + it, where a > 1. Then Riemann Zeta 
function ( ^ ) is given by: 
CO 
n=l n 
where <^ is sixth letter of Greek alphabet 
0.6. Analytic Continuation of an analytic function 
of a complex variable: 
If w = f(z) is given to be a single-valued analytic 
function in a domain D, then possibly there is a function 
F(z) analytic in a domain of which D is a proper sub-domain, 
and such that F(z) = f(z) in D. If so, the function F(z) 
is necessarily unique. The process of obtaining F(z) from 
f(z) is called analytic continuation. 
0.7. Jordan Arcs: 
If x(t) and y(t) be continuous (real) functions of 
the real variable (usually referred to as "real parameter") 
t, defined in the range t £ t _< T, for any t and T(t < T) , 
then the equation 
z = x(t) + iy(t) 
determines a set of points in the complex plane which we call 
a continuous arc (or curve). If the equation z = x(t)+iy(t) 
is satisfied by more than one value of t in the given range, 
then z is said to be a multiple point. 
If a continuous arc has no multiple points, it is called 
a Jordan arc. The simplest example of Jordan arc is a straight 
line segment. 
0.8. Okada Theorem: 
Let A = (a , ) be an infinite matrix of complex entries 
n • Jc 
and denote the kth partial sum of the geometric series, I z , 
j=o 
by Sj^  (z) . Let 
CO 
R = (z: lim t (z) = lim I a ,s, (z) = -r^} 
n-voo n-»-«= k=o 
and assume that {z:|z| < l } c R , R is open, and 
lim T; (Z) = l/{l-z)r uniformly on compact subsets of R . Let 
n-+-oo 
R = {w = 1/z: G c(R )} U{0}. Let D be a fixed domain where 
0 e D and denote by ^ the collection of all function analytic 
on D. For f c ? denote the power series representation of f 
oo , 
(about the origin) by T. b (f) z . 
k=o ^ 
If U(D) = {z: lim a^(z) lim I a ( E b.(f)z^) = f(z) 
for all f e 9^J. 
then 
(i) U(D) = n ^ c R^ = (c: eR C D } 
(ii) lim o (z) converges uniformly on compact subsets 
n->a> 
of U(D) . 
n 00 oo , 
where T„(Z) = Z a s (z) , a„(w) = Z a^ , Z b. (f)w^. 
" k=o "'^ ^ " k=o "^'^ j=o ^  
0.9. Silverman-Toeplitz theorem: 
The necessary and sufficient conditions that 
00 
z (w) = E a, (w) z, should tend to the finite limit 
k=l ^ ^ 
z, as w -> «>^  whenever z, -> z, are that 
(a) Z (a, (w) j _< M for every w > w , 
k=l 
(b) lim ^^.(w) = 0 for every fixed k, 
V7-»-oo 
00 
(c) E a, (w) = A(w) -V li as w •> «>. 
k=l ^ 
0.10. Star: 
For a member P of a family of sets, the star of P 
consists of all sets which P as a subset. The star of 
simplex S of simplicial complex K is the set of all simplexes 
of K for which S is a face (the star of a vertex P is the 
set of all. simplexes which have P as a vertex) , e.g., the 
star of a. vertex of a tetrahedron is the set of all edges and 
faces, which contain P,as subset. 
0.11. Star-shaped set: 
A set B in Euclidean space of any number of dimensions, 
or in any linear space^ is star—shaped with respect to a point 
P of B provided that, for every point Q of B, all points 
of linear segments PQ are points of B. 
0.12. Mittag-Leffler/s Star: 
A power series 2a z convergent for small z, defines 
an analytic function f(z) with a branch regular at the origin. 
We use f(z) to denote this branch of the function made uniform 
by an appropriate system of cuts in the plane of z. The 
"Mittag-Leffler star" of f(z) is the domain formed by drawing 
rays through 0 to every singular point of f(z) and removing 
from the plane the part of the rays beyond the singular points 
Thus the star of E z = (l-z) is the plane cut along the 
line (1, oo) , 
Given f(z), regular at z = 0, we define the Mittag-
Leffler star S^ of f as the set 
S^= U {re '^, f(z) regular for z = pe , 0±o<r]. 
o<(j) <2i\ 
0.13. Ovals of Cassini: 
The locus of the vertex of a triangle when the product 
of the sides adjacent to the vertex is a constant and the length 
of opposite sides fixed. When the constant is equal to one 
fourth the square of the fixed side, the curve is called 
2 
lemniscate. If k denotes the constant and a one-half the 
length of the fixed side, the Cartesian equation takes the form 
[(x+a)^+y2] [(x-a)^+y^] = k"^  . 
2 2 
If k IS less than a , the curve consists of two distinct 
2 2 
ovals; if k is greater than a , it consists of one, and if 
2 2 
k equal to a ', it reduces to the lemniscate. 
0.14. Random Variables: 
A function X whose range is a set of real numbers, 
whose domain is the sample space (set of all possible outcomes) 
S of an experiment, and forwhich the set of all s in S, 
for which X(s) _< x is an event if x is any real number. It 
is understood that a probability function is given that speci-
fies the probability X has certain values (or values in 
certain sets) . Infact, one might define a random variable to 
be simply a probability function P on suitable subsets of a 
set T, the point of T being "elementary events" and each 
set in the domain of P an event". 
0.15. Independent Random Variables: 
Random variables X and Y such that whenever A and 
B are events associated with X and Y, respectively, the 
probability P(A and B) of both is equal to P(A)«P(B) . 
0.16. Distribution: 
The relative arrangements of a set of numbers, a set of 
values of variables and the frequencies of each variable. Tech. 
A random variable together with its probability density func-
tion, probability function or distribution function is known as 
dis'tributioh.' • 
0.17. Distribution Function: 
A real-valued function G(x) on R = [-«','»] is called 
distribution function (abbreviated d.f.) if 
(a) G is non-decreasing; 
(b) G is left continuous, i.e. 
lim G(y) = G(x), all x e R; 
y-^ x 
y <x 
(c) G(-«') = lim G(x) = 0, 
X-v-oo 
G(<«) = lim G(x) - 1. 
X^oo 
0.18. Independent, Identically distributed 
random Variable: 
A sequence {X , n >^  1} (or the random variables compri-
sing this secmence) is called independent, identically distri-
buted (abbreviated i.i.d) if X , n >^  1 , are independent and 
their distribution function^are identical. 
0.19. a-field: 
A class of sets F satisfying the followinq condition 
is called a a-field. 
n 
(a) If E. e F (i = 1,2,3, ...) , then U E^ r F; 
""• i = l 
(b) If E e F, then E^ e F. 
0.20. Probability Space (fi) 
Let F be a o-field of subsets of ^, i.e. nonemptv -'lass 
of subsets of fi which contains n and is closed under countable 
union and complementation. 
Let P be a measure defined on F satisfying P(n = 1. 
Then the triple (f?,F,P) is called probability space, 
0.21. Expectation: 
Let f(x) be the relative frequency function (probability 
density function) of the variable x. Then 
b 
E(x) = / X f(x) dx 
a 
is the expectation of variable x over the range a to b, 
or more usually, -<» to «>. 
0.22. Almost everywhere Convergence-
A property of points x is said to hold almost every-
where, a.e., or for almost all points, if it holds for all 
points except those of a set of measure zero. 
0.23. Almost Sure Convergence: 
The concept of almost sure (a.s) convergence in probabilit 
theory is identical with the concept of almost everywhere (a.e.) 
convergence in measure theory. 
The sequence of random variables X is said to converge 
a.s. to the random variable X if and only if there exists a 
set E e F with P(E) = 0, such that, for every w e E , 
|X (w)-X(w) I -* 0, as n -> 0°. In this case, we write 
X ^J^^> X. 
n 
10 
0.24. Classical Strong Law of Large Numbers: 
A sequence {X } e F, of random variables, is said to obey 
the classical strong law of large number if 
, n 
- E (X.- EX.) ^.i^> 0. 
n . , 1 1 1=1 
0.25. Kalmogorov's Strong Law of Large Numbers: 
Let {X } be a sequence of independent identically dis- , 
n 
tributed random variables. Let S = T. X, , n = l , 2 , 
" k=l ^ 
Then the sequence {n S } converges'a. s. to a finite limit a 
if and only if E I X I < <». Moreover, in this case EX = x. 
' n' n 
0»26. The Law of Iterated Logarithm (LlL): 
Let {X } be a sequence of independent random variables 
n * 
2 ^ 
with EX = 0 and EX"" < ~ for all n > 1. Set S = X X, 
n n — n , _, k 
2 " 2 
and s = Z EX for n = 1,2,,3... Let {k } be a seauence 
" k=l " " 
of positive constants such that k ->- 0, as n ->• °o. If the 
following conditions hold: 
(a) s^ ->- 0°; 
(b) 1X^1 £ k^s^ii^Z^s^)'^ a.s. for all n ^ 1; ^ ^= ^ ->v, 
then 
S 
P d i m sup — r — X — r = 1} = 1. 
n-*-* (s £ £ sf) 
n n n n 
11 
0,27. Hartman-Wintner Law of Iterated Logarithm: 
If {Y } are i.i.d. random variables with EY, = 0, 
n 1 
then LIL holds for {Y } and {-Y } if and only if EY'^  < «=. 
n n ^ 
0.28. Median of a Random Variable: 
For any random variable X a real number m(x) is called 
a median of X if p{X _< m(X) ) ^  y _5 P{X >_ m(X) ]. 
0.29. Levy's Inequalities: 
If {X., 1 < j < n} are independent random variables and if 
D — — 
S. = I X.., and m(Y) denotes a median of Y, then, for any 
-• i=l ^ 
e > 0, 
(i) P{ max [S.-m(S.- S ) ] ^  e _< 2P{|s | ^  e}, 
l^j_<n ^ -" 
(ii) P{max |S .-m(S .- S^) | ^  e } 1^  2P {S^ >_ e }. 
These inequalities are called Levy's ineaualities. 
0.30. Markov Inequality: 
If X ^ Y >_ 0, a.e., then EX >_ EY >_ 0, and for any a 
in (0,«') , 
P{X > a} < - EX. 
' ""a 
This inequality is called Markov ineauality. 
0.31. Infinitely Often (I.O): 
Let fA , n 2. 1 be a sequence of events. Then 
12 
o r 
l im A = {w: w £ A for i n f i n i t e l y may n}, 
n n J J J' 
l i m A = { w : w e A , I . O . } 
n n 
n->-a> 
Moreover , 
a> oo 
n->oo " n=l k=n ^ 
0.32. Borel-Cantelli Lemma: 
If {A , n > 1} is a sequence of events for which 
n' — ^ 
E P{A } < «>, then 
n=l 
P {A , 1:0. } = 0 
n 
0.33. Borel Zero-one Criterion: 
If {A , n >^  1} are independent events, then 
P{A , I.O.} = 0 or 1 according as 
I P{A } < oo or E P{A } = CO. 
n=l " n=l " 
Chapter 1 
INTRODUCTION 
1.1. With the appearance of Cauchy's Analyse Algebrique in 
1821, (see [9]) and Abel's researches on the Binomial Series 
in 1826, (see [1]) the old hazy notion of convergence of 
infinite series was put on sound foundation. It was, however, 
noticed that there were certain non-convergent series which, 
particularly in Dynamical Astronomy, furnished nearly correct 
results. After persistent efforts in which a number of cele-
brated leading mathematicians took part, it was only in the 
closing decade of the last century and in the early years of 
the present century that satisfactory methods were devised so 
as to associate with them by processes closely connected with 
Cauchy's concept of convergence, certain values which may be 
called their 'sums' in a reasonable way. Such processes of 
summation of series which were formerly tabooed being divergent, 
have given rise to the modern riaorous theory of Summability. 
And in the course of the last nearly ten decades there has 
grown a vast literature on Summability including, besides 
copious studies in special processes of summability like Abel, 
Borel, Cesaro, Euler, Hausdorff, Holder, Lambert, Norlund , 
1. The "Norlund means' were conceived independently also 
by G.F. Woronoi. See Woronoi [60]. 
14 
Riemann, Riesz, e t c . , general theor ies of the suitunability of 
2 
series and integrals, and their applications . 
The theory received its first strong impulse from the 
fundamental paper of Fejer in 1903, which was followed by the 
investigation of Lebesgue in 1905-09. These memoirs kindled 
a wide interest among analysts in the theory of summability 
which had already proved its usefulness in connection with the 
problem of analytic continuation around 1910 A.D. The signi-
ficance of the concept of summability has also been strikingly 
demonstrated in various other contexts, e.g. in (i) the test 
for singular points, (ii) the proof of the Prime Number Theorem 
by the use of Wiener's Tauberian Theory and Lambert Summability, 
and (iii) the intimate relationship between summability and 
Probability. 
1.2. Most of the particular methods of summability are 
special cases of either one or the other of the two general 
methods: 
(i) T-methods 
(ii) 4)-methods 
2. For information about Summability and its applications, reference 
may made, e.g., to Bary [6], Borel [7], Cooke [12], Ford [18], 
Hardy [20], Knopp [32], Petersen [41], Peyerimhoff [42], Szasz [50], 
Zeller [63] , Zygmund [66]. 
15 
The T-methods are based upon the formation of a sequence 
of auxiliary means defined by sequence-to-sequence transforma-
tion: 
(1.2.1) t^= E C^- s^, {n=0,l,...), 
{s„} being the m-th partial sum of a given series Za , and C 
m -^ ^ '^ ^ m n,m 
being the element of the nth row and mth column of the matrix 
I|T|I = (C " ), the matrix of summability. 
There are other transformations under this category with 
which we are not concerned here. 
The (t)-methods are based upon the formation of a sequence-
to-functional transformation: 
(1.2.2) t(x) = E 4) (x) s , 
n " 
or, the function-to-function transformation: 
(1.2.3) t(x) = f<t>(x,Y) s(y) dy, 
where x is a continuous parameter, (l>n^ ^^  ^°^ 4)(x,y)) is 
defined over an appropriate interval of x (or of x and y). 
Under this category also there is one more transformation with 
which we are -not concerned here. 
A series Ea , or the sequence of its partial sums (s }, 
is said to be summable to a finite number s, by a T-method or 
a (I)-method accordina as the seauence (t } or the function t(x) 
16 
tends to s, as n tends to infinitely or x tends to the 
appropriate limit depending upon the method. 
1.3. A T-process is said to be conservative (or conver-
gence preserving) if the convergence of the seauence {s } 
implies that of the sequence (t } in each case and is said to 
be regular if further lim s = s will imply lim t = s. 
n->-oo n^oo 
A ({)-process is said to be conservative if the convergence 
of the sequence (s } implies to the tending to a finite limit 
of t(x), as X tends to an appropriate limit, and is said to 
be regular if further lim s = s will imply lim t(x) = s. 
In the sequel, we gives some special methods of summability 
with which we are directly concerned in this dissertation. 
1.4. Some Special Methods of Summability: 
(a) Cesaro Method (C,a): 
In the special case in which 
(1.4.1) C^-
n ,m 
A , n > m; 
n,m ' - ' 
0 , otherwise 
\_ 
the transformation (1.2.1) reduces to s°', the nth Cesaro mean 
of order a (a > -1) and the corresponding method is denoted by 
(C,a). 
17 
(b) Norlund Method, (N,Pj^ ) : 
In the special case in which 
(1.4.2) C = <{ 
•niin 
p /P , n > m, 
"^ n-m n' = ' 
, otherwise 
where {pi is a sequence of constants, real or complex, and 
n 
n = Po"' Pi"' ••• -^-Pn = ° P-l= P-1 = ° P = 
(1.2.1) reduces to the Norlund mean (see Norlund [38]; see also 
Woronoi [60]), or (N,p )-mean of sequence {s } generated by 
n n 
the sequence of coefficients (p,^ } and the corresponding method 
is called Norlund or (N,p)-method. (C,a) is the special case 
a-1' 
of this method when p = A , (a > -1). 
"^ n n 
(c) Euler Method, (E,q): 
In the special case in which 
(1.4.3) c • = -f 
n,m 
(q+1) m+1 ^m+l' 
n-m 
a > 0 (m < n) , 
m > n 
where q > 0, (1.2.1) reduces to Euler's (see [20^, p.l79) or 
(E,q)-mean and the corresponding method will be Euler or (E,q) 
method. 
(d) Hausdorff Method (H, U^ ) : 
In the special case in which 
<l-4-4) Cn,m='^ 
,n. ,n-m 
otherwise; 
t he moment cons t an t y i s def ined byiVi 
m 
18 
(1.4.5) Pj^ = / t"^  df (t) ; 
o 
where ^(t) is a function of bounded variation in the closed 
interval [0,1], (1.2.1) reduces to Hausdorff (ii,M^) [(H,>F)]-
mean and corresponding method is known as Hausdorff, or (H,IJ ) 
[ (H,T) I-method. The particular casesof Hausdorff method are 
a—1 (C,a)-method, when y = A (a > -1) and (E,g)-method, when 
y^ = (q+1)"". 
(e) Abel Method (A): 
In the special case in which 
(1.4.6) $j^ (x) = (l-x)x'^, for n = 0,1,... 0 _< x < 1, 
the transformation (1.2.2) reduces to the Abel or (A)-transfor-
mation (or mean) and the corresponding (})-method is called Abel's 
or (A)-method. 
19 
(f) Lan±»ert's Method (L) : 
I n t h e s p e c i a l c a s e i n which 
-hx 
( 1 . 4 . 7 ) ^ (X) = A [ " ^ ^ _ ^ ^ ] , 0 < x < CO, 
1-e 
where far a secaience, f , Af^= f - f „ / * ( 1 . 2 . 2 ) r e d u c e s t o t h e Lambert 
' n n n n 
transform (mean), L and then <f)-method is called Lambert 
Wethod L. 
(g) Borel Method (B) : 
In the special case in which 
n 
(1.4.8) (I)^ (X) = ^ r (0 < X < CO) , 
(1.2.2) reduces to the Borel transform (mean) and the associated 
method is called Borel exponential, or (B)-method. 
We -discussed other general special methods in the 
chapters wherever they are required. 
1.5. Applicationsti 
In Chapter 2, we apply Lambert's method of summability 
to give a proof of the Prime Number Theorem. 
In Chapter 3, we make use of Karamata method to test the 
singular points of an analytic function. 
20 
Analytic continuation of summability method (B), {N,p ) 
and (H,|j ) has been-discussed in Powell and Shah ['^3 ] and 
n 
Peyerimhoff 142 1. in Chapter 4, we discussed some more work 
done in this line. 
In Chapter 5, we study the (E,r,a,B), summability and its 
applications to elliptic two body problem. 
Finally in Chapter 6, we apply Toeplitz method to the 
strong law of large numbers and the law of iterated logarithm. 
chapter 2 
LAMBERT SUMMABILITY AND THE PRIME NUMBER THEOREM 
2.1. Definitions and notations: 
Laiabert Suinmability: 
This method of suinmability is due to German mathematician 
Johann Ileinrich Lambert (1728-1777) . 
oo 
A series E a is said to be summable by Lambert method 
n=l ^ 
L (see Hardy [20 ], p. 372; Peyerimhoff fe.23,p. 82) to s if 
00 ]^ a X 
(2.1.1) £(x) = (1-x) Z 3S_— -> s, as x •> 1-0. 
k=l 1-x^ 
Then, we write Za^ = s(L). 
This series is convergent for |x| < 1/ which is true if 
and only if a =0. ( (1+E) ^), for every e > 0, (see [ 4 ] , [32] , 
[59]). 
If we write x = e~'^^(y > 0) , s(t) = Z a, {a = 0) , 
k£t ^ ° 
te"^ 
a(t) = r, then Za, is summable L .to s if and only if 
l-e"'^  ^ 
(note that 1-x c=» i) 
y 
. o o - / y 00 . 1 ° ° 
V ^ ' -t/v ^ ^^^^ = - ^ s(t)dg(i) = - i / g' (i)s(t)dt ^ s, 
^ o 1-e ^ o " o -
as y -> 0°. 
The method L is regular. 
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Mobius formula: 
This formula is due to German mathematician August Ferdi-
nand Mobius (1790-1868). It is given by (Peyerimhoff [42], 
p. 85) : 
(2.1.2) P (n) =i 
1, for n = 1, 
k 
Thus 
(-1) , f or n=Pj^P2. . .Pj^ ;Pj^  prime, p ^ ^ p.; 
0, " otherwise 
1j(2) = -1, since 2 = 2; 
y(10) = 1, since 10 = 2 x 5; 
y(4) = 0 , since 4 = 2 x 2 . 
We conclude that ij(p) = -1, if "p is a prime number" 
The function IT(X) : 
The function TT(X) is defined as the number of primes 
not greater than x, that is,TT(x) = E 1, (Peyerimhoff [42], 
p<x 
p. 87) . 
Thus 
IT(1) = 0, Tr(2) = 0, 7T(3) = 1, 
TT(4) = 2, 7T(1000) = 168, TT(IO^) = 78498, 
TT(105) = 50847478, (Hardy [22], p. 9). 
The function A^ :^ 
The function A is defined as follows (Peryerimhoff [42], 
p. 84) t 
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A, ^ -= log p, if n=p°' (a=l,2,...,p prime), 
A = 0 , Otherwise, 
n ' 
2.2 Introduction: 
The prime number theorem was stated as conjecture by 
German mathematician Carl Friedrich Gauss. (1777-1855) in the 
year 1792 and proved .^indepeiideniJly for the first time, by J. Hada-
mard and C. de la Vallee-Pbussin in 1896. The first elementary 
proof of this theorem (without using integeral calculus) was 
given by Atle Selberg of Syracuse University in October 1948. 
Another elementary proof of this theorem was given by Erdos in 
1949. The theorem states: 
Theorem 2.1: The prime number theorem 
TT(X) is asymptotic to ^•' -^  (see Hardy [20], p.9), that 
iS; TT(X) - ("s—-—) approaches 1, as x becomes indefinitely 
large, which is the same thing as —• • ' °" ^ -»• 1, as x -»- «>, 
(Peyerimhoff [42], p.88). 
Here we give the proof of this theorem by the application 
of Lambert summability and Wiener's Tauberian theorem. 
2.3. We need the following lemmas for the proof of the 
prime number theorem. 
Lemma 2.1: (Hardy [20], p. 296/ Peyerimhoff [42], p. 80). 
If g(t) , h(t) e L (0,~), and if 
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00 • 
(2.3.1) / g(t)t^^ dt ?4 0 (-oo<x<~) , 
o 
then s(t) =0(1) (s(t) real and measurable) and 
00 . , 0 0 
^ f g(|) s(t)dt -^0 (x -> <») imply i / h (^) s(t) dt -> 0 (x ^  oo) 
^ o ^ o ^ 
Lemma 2 . 2 : (Peyerimhoff [ 4 2 ] , p . 84 ) 
" l "'k 
I f n = p , . . . .pj^ {a^= l , 2 , . . . , P j | ^ p r i m e ) , t h e n 
E A, = l o g n . 
d / n ^ 
Proof: Since d runs through divisors of n, and we 
2 "l "k have to consider only d = p^,p.,....,p ,...,p , therefore 
d/n 
, = a, log p- + a- log P2+ ... + a, log p, = log n. 
This completes the proof of Lemma.2.2. 
Lemma 2.3: (Peyerimhoff [42], p. 84). 
00 , .-.h-l -
I ^~^'^ = (1-2^"^) er(s) 
n=l n 
Proof: We have 
Z ^ -^ ^ = 1 - ^ + ~ - ~ + 
n=l n^ 2® 3^ 4^ 
i^ (s) - 1- (1+ i- + 1- + ...) 
2^ 2^ 3^ 
= ^ (s) - 2^-^^(s) 
= (l-2^~^) ^(s) . 
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T h i s c o m p l e t e s t h e p r o o f of Lemma 2 . 3 
Lemma 2 .4 (Hardy [ 2 2 ] , p . 2 4 6 ) . 
I f s > 1 t h e n 
( 2 . 3 . 2 ) t;(s) = n — ^ 
" -p P l - r " ^ 
Lemma 2 . 5 (Hardy [ 2 2 ] , p . 2 53) 
0° A 
( 2 . 3 . 3 ) - i ? * ( s ) = t;{s) Z - | 
n=l n 
Proof: From (2.3.2), we have 
log^(s) = E log (—^) . 
P 1-p ^ 
Differentiating with respect to s, and observing that 
d (log _JL_) = _ l£2_£ , 
^^ 1-p-^ p^- 1 
We obtain 
^ ^^' P p^- 1 
The differentiation is legitimate because the derived 
series is uniformly convergent for s_>l+6>l, 6 > 0 . 
We may write (2.3.4) in the form 
—-7-T- = E log p Z p 
^ ^^' P m=l 
~ms 
and the double series EE p log p is absolutely convergent 
when s > 1. Hence it may be written as 
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E p~"*^ log p = EA n"^. 
p,m 
This completes the proof of Lemma 2.5. 
Lemma 2.6. (Peyerimhoff [42]/ p. 84). 
s^ ->• s(L) and a = O(-) imply s -> s. 
n n n n 
Proof: We wish to show that a = o(—) is a Tauberian 
n n 
condition. In order to apply Wiener's theory we must show 
that (2.3.1) holds. But for e > 0 
00 , 00 , . 
- / t^^"^^ g'(t)dt = (ix+e) / t^ "^^ "^-^  g( t)dt 
00 00 
,. , , „ . .ix+e -(k+l)t -.^  
= (ix+e) Z / t e dt 
k=o o 
1 
= (ix+e)r(l+e+ix) E 
k=o (k+l)^-'^-'^^ 
I.e., 
00 , 
- / t^^g'(t)dt = r(l+ix)lim (ix+e) fc?(l+e+ix) . 
o e->-o 
Where i:^  is a Riemann's Zeta function. This has a simple pole 
at 1 and is ^ 0 on the lin Re 2 = 1. 
A stronger theorem is true; namely, L C Abel (see [21]), 
which implies this theorem. 
For the sake of completeness we give a proof that 
^1+ix) ^ 0 for x real. The formula (2.3.3) implies 
<(l+ix) i^ 0. 
This completes the proof of Lemma 2.6. 
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Lemma 2 . 7 . (Peyer imhof f [ 4 2 ] , p . 8 6 ) . 
I i i i i lL = 0. 
n=l ^ 
Proof : T h i s f o l l o w s from 0 - T a u b e r i a n theorem f o r Lambert 
s u m m a b i l i t y , i f Y.~~ = o(L) . But 
(1-x) Z IiiBi-2_ = ( l - x ) E y{n) E x " ^ ^ ^ ^ ' = (1-x) Z I u ( n ) = x ( l - x ) 
n=l 1-x n=l k=o m=l n/m 
A consequence is (by partial summation) 
(2.3.5) E y(k) = o(n) , which follows with the notation 
k_<n 
m(t) = E. ^ ^ from E y(k) = / tdm(t) = nm(n)- / m(t)dt. 
l£k<_t k<_n l-o 1 
Lemma 2.8. (Hardy [22], p. 346). 
Suppose that c^,Cp,..., is a sequence of numbers, that 
C(t) = E c^, 
n<t " 
and that f(t) is any function of t. Then 
(2.3.6) E c f(n) = E C (n) {f (n)-f (n+1) }+C (x) f ( [x]) . 
n^x ^ n£x-l 
If, in addition, c. = 0 for j < n^,and f(t) has a continuous 
derivative for t 2. ^ i^ then 
X 
(2.3.7) I c f(n) =C(x)f(x) - / C(t)f'(t)dt. 
n 
n£x n. 
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Proof: If we write N = [x], the sum on the left of 
(2.3.6) is 
C(l)f (1)+{C{2)-C(1) } f(2)+ ... + {C(N)-C(N-1) } f(N) 
* C(l) {f(l)-f(2)} + ... + C(N-l) {f (N-l)-f (N) } 
+ C(N) f (N) . 
Since C(N) = C(x), this proves (2.3.6). To deduce (2.3.7) 
we observe that C(t) = C(n) when n £ t < n+1 and so 
n+1 
C(n) {f (n)-f (n+1) } = - / C(t)f'(t)dt. 
n 
Also C ( t ) = 0 when t < n^ . 
Leirma 2 . 9 . (Hardy [ 2 2 ] , p . 3 4 7 ) . 
Z ^ = loq X + C + 0 ( 1 ) , 
where C is Euler's constant. 
Proofr Put c = 1 and f(t) = 1, we have C(x) = [x] 
and (2.3.7) becomes 
, 1 = m +; m dt 
.n<x ^ ^ 1 t2 
= log X + C + E, 
where 
c = 1 - ; jtzitii dt 
1 t"^  
is independent of x and 
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X t^ 
00 ' ' 
= / 0(11 ,, ^  ^ (i) 
X t^ ^ 
= O(-). 
X 
This completes the proof of Lemma 2.9. 
Lemma 2.10. (Peyerimhoff [22], p. 86). 
If xix) = I {H'(^)- I + log I + C} and H'(x) = E A , 
k_<x n^x 
then x(x) = o(log (x+1)). 
Proof: Mobius formula (2.1.2) yields that 
(2.3.8) 4'(x) - X + log x + C = I x (§) Vi(d) . 
dfx ° 
From log n = Z A, (Lemma 2.2) it follows that 
d/n d 
E log n = E Z ^d "^  ^  ^ '^d "^  ^  "^ f^^  * 
n<x n<x kd=n k<x d<x/k k<x 
Therefore, we obtain 
X(x) = E log n - X {log x + C +0 (-)} + [x] log x 
n<x 
- I log k + [x] C, 
k<x 
i.e. 
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(2.3.9) X(x) = o(log (x+1) ) . 
This completes the proof of Lemma 2.10. 
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Lemma 2.11. (AXER's THEOREM) (Peyerimhoff [42], p. 87). 
If I. a, =.o (x) , a^ = 0 (1) , X e V(1,T) for every 
l£k£x ^ " 
T, X(x) = 0 (x°') for some 0 < a < 1, then I X (^) a = o (x) . 
l£k£X ^ ^ 
Proof: Let 0 < 6 < 1. Then 
E X(g) a, = 0 (x^) 6^"^ x^"" = 0 (x6-^ '") . 
l£k£6x ^ ^ 
Assuming that m-1 < 6x <_ m, N <_ x < N+1, (m and N integers) , 
we have 
^ X 
= o (x) / |dx(f) I + o (x) 
6x 
1/<S 
= o (x) / |dX(t) I + o (x) . 
1 
This completes the proof of Lemma 2.11 (make 6 small). 
Lemma 2.12. (Peyerimhoff [421/ P- 87). 
f (x) ~ X = o(x) . 
Proof: It follows from (2.3.5), (2.3.8), (2.3.9) and 
Axer's theorem (Lemma 2.11) that ^(x) - x = o(x). 
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Lenmia 2.13. (Peyerimhoff [421/ P- 87). 
Let Q(x) = E log p {p prime) , then 
(a) ^ (x) £ 'i'(x) = o{x); 
(b) '^ '{x) = ;^{x) + ^ / x ) + ... + ^(/x) , for every k > j ^ - ^ 
Lemma 2.14. (Peyerimhoff [42], p. 87). 
T(x) = ^(x) + o(l) 1^2-1 /x. 
Proof: It follows from (b) of Lemma 2.13 that 
^(x) = ^ (x) + o(l) ^ 2 ^ /x. 
This completes the proof of Lemma 2.14. 
Lemma 2.15. (Peyerimhoff [42], p. 87). 
(2.3.10) -^(x) = X + o(x). 
Proof: Lemma 2.14 implies that ^(x) = x + o(x) 
2.4. Proof of the prime number theorem: 
By definition and by 
^°^ ^ 3/2 tdog t)2 
= ^ ^ 0 ( ^ •3) 
^°^ ^ (log x)^ 
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'(note that ^(x) = O (x) ) . 
Using (2.3.10) we obtain the prime number theorem 
I.e., 
Tr(x) -^  ~, , as X -»• •»/ 
log X ' 
IT (x) log X T 
or — ^ — — — ^ — •*• 1 / as X -*• 0° . 
This completes the proof of Theorem 2.1. 
Chapter 3 
SUMMABILITY TESTS FOR SINGULAR POINTS 
3.1. Definitions and notations: 
Singular point of an analytic function. 
A point at which the function f(z) ceases to be analy-
tic, but in every neighbourhood of which there are points of 
analyticity is called singular point of f(z). 
Karamata Matrix: 
Let the infinite matrix K[a,3] = (c ,) be defined by 
Cop= ^ ' ^ o , k " ° ' k = 1,2,3, 
aH-(l-a-B)z " - 7 c z^ n = 1 2 
ri — O 
K[a,S] was introduced by Karamata (see [ 5]) and the summabi-
lity method associated with this matrix is called Karamata 
method or K[a,B]-method. 
K[a,6] is the Euler matrix for K[l-r,o] = E(r), 
(see [2]); the Laurant matrix for K[l-r,r] = S(r), (see [55]), 
and with a slight change the Taylor matrix for K[o,r] = T(r), 
(see a4]). (If T(r) = (c^ 3^) , then 
[(l-r)z/(l-rz) l'^'^^ = Z c^  , z^ "^ ^ n=o,l,2,... 
k=o ^''^ 
We use other relevant definitions and notations of 
Chapter 1 . 
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3.2'. Introduction: 
Consider a function element f(z) defined by the power 
series 
oo 
(3.2.1) f(z) = E a z" 
n=o 
having positive radius of convergence. Since the circle of 
convergence of the series passes through the singular point of 
the function which is nearest to the origin, the modulus of 
that singular point can be determined from the sequence {a } 
in a simple manner. The problem of determining the exact posi-
tion of the singular point on the circle of convergence is 
considered, tests can be devised to determine whether or not 
that point is a singular point of the function defined by the 
series. It may be supposed, without loss of generality, that 
the radius of convergence of the series is 1. 
King [30] devised two tests in the form of following 
theorems, each of which provide necessary and sufficient condi-
tion that z = 1 be a singular point of the function defined 
by the series (3.2.1). 
Theorem 3.1. 
A necessary and sufficient condition that z = 1 be a 
singular point of the function defined by the series (3.2.1) 
is that 
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n n 1/n 
lim sup I Z ( ) r^'d-r)" "" a^| = 1 , 
m=o ^ ^ 
for some 0 < r < 1. 
Theorem 3.2. 
A necessary and sufficient condition that z = 1 be a 
singular point of the function defined by the series (3.2.1) 
is that 
° ° n „ „ „ , , 1/n 
-I • I ^ / \ n—m, - . m + i i . l im sup I E ( ) r ( 1 - r ) a | = 1 / 
n=rn m ^ 
for some 0 < r < 1. 
Special cases of Theorem 3.1 and of Theorem 3.2 for r = ^5 
are contained in Tichmarch ([52], p. 216) and Hille (£23.1 , p. 7), 
respectively. 
These theorems yield the following corollaries. 
Corollary 3.1. 
If the sequence {a } is E(r)-summable, 0 < r < 1, to a 
nonzero constant, then z = 1 is a singular point of the function 
defined by the series (3.2.1) . 
Corollary 3.2. 
If the sequence {a } is T(r)-summable, 0 < r < 1, to a 
•^  n 
nonzero constant, then z = 1 is a singular point of the function 
defined by the series (3.2.1) . 
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Extending the above results and hence of Titchmarsh 
([52], p. 216) and Hille ([23], p.7), Hartmann [24] proved 
the following theorem. 
Theorem 3.3. 
A necessary and sufficient condition that z = 1 be a 
singular point of the function defined by the series (3.2.1) 
is that 
a> 1/n 
(3.2.2) lim sup | Z c ^_^^ a | = 1, 
k=o ' 
for some a < 1/ 6 < 1 and a+6 > o. 
From this, following result may be deduced. 
Corollary 3.3. 
If the sequence {o,a^,a^, . . .} is K[a,6] suimnable a < 1, 
3 < 1, a+6 > O; to a non-zero constant,then z = 1 is a singular 
point of the function given by (3.2.1). 
Remark: 
N o t i c e K [ a , 6 ] i s r e g u l a r f o r a < 1, 6 < 1 and a+6 > o 
( see [ 5 ] ) . I f { b j ^ } i s t h e K[a , 61 t r a n s f o r m of { o , a , a^ , . . . }^  
00 
t h e n bQ= 0* bj^ = ^ ^n k+l^k' " ~ 1 , 2 , . . . . Now, i f { o , a ^ , a ^ , . . } 
k—o 
is K[a,6J summ.able to a nonzero constant^ then (3.2.2) holds. 
If the T(r) transform of {a^} is {c^} and the K[o,r] 
transform of {o,a^,aj^, — } is {T^}, then y^= o, .Y^ = c^_^(n^l) 
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and thus one has immediately the Corollary 3.2. In [2 ] it 
is proved that E(r) is translative to the right v/hen E (r) 
is regular, so the Corollary 3.3 implies Corollary 3.1. 
We give here the proof of the above results in the 
sequel. 
3.3. The following lemma is needed for the proof of 
Theorem 3.3. 
Lemma 3.1. 
If K[a,6] = (c ,) for |a| < 1, \B\ < 1, then there 
n. / K 
exists p > 0, independent of k, such that for |t| < p and 
V o -^^  - (l-g) (l-B)t / g+(l-a-B)t / 
n-o ^'^^1 " (l-at)2 1-^ ^ • 
Proof: Let f(z) = [a+(l-a-6)z]/[l-6z]. If 0 < R < 1 
< 1/|3!» then there exists p, > 0 such that if |t| £ P-i and 
\z\ £ R, then |tf(z) | £ M < 1. Fix |t| £ p- and let 
*t<^) = l-tf(z)- = ^ ^" ff<^)l-
n=o 
Since this convergence is uniform in |z| £ R/ one can 
apply Weierstrass theorem on uniformly convergent series of 
analytic functions (see [31])to write 
00 j^ 00 OO 
(3.3.1) E t"[f(z)] = E t"[ E c^ ,2^ ]^ 
n=o n=o k=o 
00 00 
= E z^[ L c .t"]. 
k=o n=o ^'^ 
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But 
l-a t 
There exists P2 > 0 such that | t| <_ p 9 ^^ i^ | z| <_ R 
imply 1 [6+(l-a-B) t]z/[1-at] 1 < 1. 
Thus (3.3.2) may be expanded in a power series, 
k=o 
fi -i •:,\ 1 _ ~ • (l-gz) ,g-Kl-a-B) t, 
•^^ ••^ ••^^ 1-tf (z) " ,t^ (1-at) ^ 1-at ' z^ 
Then, for |t| _< min(p.,p2)/ one has by equating coefficients 
in (3.3.1) and (3.3.3), the result of the lemma. 
3.4. Proof of Theorem 3.1. 
Consider the function 
F(t) = i_(i_j.) t ^ <l-fl-r)r^ • 
F(t) is regular in the region 
°r = ^t •' I l-(l-r)tl < 1^-
Furthermore/ 2 = 1 is a singular point of f(z) if and only if 
t = 1 is a singular point of F(t). A simple calculation gives: 
Dj, = { t : Re(t) < 1} , 
1-r 
^r = ^t = It - 1^1 ^  ife^' 
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for r = k, 0 <r < k, and k < r < 1, respectively. 
In each case t = 1 is on the boundary of D and D 
•^  r r 
contains all point of the closed unit disk except t = 1. If 
we write 
00 
F(t) = E b^t"^, 
n=o 
it follows that t = 1 is a singular point of F{t) if and 
only if the radius of convergence of the series is exactly 1 
That is, if and only if 
1/n 
lim sup |b I = 1. 
The funct ion F( t ) i s given by : 
^^^' ~ l - ( l - r ) t ^ ^m ^ l - ( l - r ) t ^ 
m=o 
00 °° n 
m. m „ / \ / I X n—m . n—m 1 a^r t E ( ) ( 1 - r ) t , 
m=o n=m ^ 
provided that (IHT) |t| < 1. It is easy to verify the inter-
change of sununation in the last expression. Hence, 
°° n n 
F(t) = Z t Z ( ) r (1-r) a . 
n=o m=o ni '" 
Therefore, 
(3.4.1) b = I C) r"^(l-r)"-"' a„. 
" m=o n^  ^ 
This completes the proof of Theorem 3.1. 
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3.5. Proof of Theorem 3.2. 
Consider the function 
G(t) = (l-r)f (r+(l-r)t) . 
G(t) is regular in the region Rj. = {t : jr+(l-r)t| < l| . 
A simple calculation gives 
R= {t : It- -~-| < •:r^ } 
r I r-1' 1-r 
The point t = 1 is on the boundary of R and R contains 
all points of the closed unit disk except t = 1. If we write 
CO 
G(t) = E c^ t", 
n=o 
it follows that z = 1 is a singular point of f(z) if and only 
if 
1/n 
1 im sup I c I = 1. 
The function G(t) is given by 
00 
G(t) = ( 1 - r ) I a ^ ( r + ( l - r ) t ) " 
n=o " 
oo oo _ 
= ( 1 - r ) E a E ( ) r " - " ^ ( l - r ) " ^ t"^ 
n=o " m=o i^  
°° 00 n . , 
- ,m , . n-m , , ,m+i 
= I t E ( ) r ( 1 - r ) a^ .^ 
m=o n=m ^ 
Hence , 
00 j - | 
/ -) c 1 \ V / \ n—m /1 . m+1 ( 3 . 5 . 1 ) c_ = Z ( r ( 1 - r a „ . 
m m n 
n=m "' 
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This completes the proof of Theorem 3.2. 
3.6. Proof of Theorem 3.3. 
Consider the function 
F(t) - (I-g) (I-g)t ^^B+(l-a-B)t^ 
(l-at)2 l-<^ t 
F(t ) i s r e g u l a r in the reg ion D where 
D = ( t : \m^ZBzM±\ < 1} 
' 1-at ' 
Furthermore, z = 1 is a singular point of f(z) if and only 
if t = 1 is a singular point of F(t). A simple calculation 
gives 
D ^ S 
t 
t 
t 
1-4./--±!:L_^  I 
^+ <l-3-2a^ I 
1-a 
l-e-2a 
Re t < 1, 
, l-B-2a > 0; 
l-3-2a = 0; 
|t+( d-^^ 
l-B-2a ) | > llzi^U l-B-2a = 0. 
In each case t = 1 is on the boundary of D and D contains 
all points of the closed unit disk except t = 1. Writing F(t) 
in series form yields 
(1-at)^ k=o ^ ^""^ 
provided t e D. By Lemma 3.1 there exists p > 0 such that for 
|t| £ Pj<P and k = 0,1,2,... 
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00 V 
Since (1-a) (1-3)t/(1-at)^ vanishes for t = 0 and 
[B+(l-a-6)t]/[l-at] is equal to 6 for t = 0, with |6| < 1, 
there exists p2(a,6) < p-. such that |t| £ P2 implies 
00 
I I c , ^^ t j _< Mr for some r = r ( a , 6 ) < 1. 
n=o ' 
Thus 
00 00 00 00 
I E I c , ^ , t " | < Z l a , I I E c , ^ , t " l 
' „ n , k + l — 1 ^ ' k ' ' n , k + l ' 
n=o n=o k=o n=o 
00 
= M Z | a , I r '^, 
k=o ^ 
which converges since (3.2.1) has radius of convergence one, 
Weierstrass theorem now implies 
CO 00 
(3.6.1) F(t) = Z ( E c^ j^ ^^  ^k^^"' 
n=o k=o ' 
for 111 _< p 2 
By analytic continuation (3.6.1) holds in a disk whose 
boundary contains the singularity of F(t) nearest the origin 
and t = 1 is a singular point of F(t) if and only if the radius 
of convergence of series (3.6.1) is exactly 1, i.e., 
00 1/n 
(3.6.2) lim sup | E c , - a | = 1 . 
=0 
This completes the proof of Theorem 3.3. 
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3.7. Proof of Corollary 3.1. 
The seauence {b } defined bv (3.4.1) is precisely the 
n " 
E (r)-transform of the sequence {a_K (see [2]). Furthermore, 
lim b = b ^  0 implies sup |b | ^ = 1 . 
This completes the proof of Corollary 3.1. 
Proof of Corollary 3.2. 
The sequence {c } defined by (3.5.1) is the T(r)-transform 
of the sequence {a }, (see [14]). 
n 
This completes the proof of Corollary 3.2. 
3.8. Remarks: 
In 1987, Wu, Jie proved that Lemma /Theorem 3.1 and 
Theorem 4.3 of [14] cited in the heading are incorrect by counter 
examples. Under slightly stronger condition he proves similar 
results, (see [61]). 
Chapter 4 
SUMMABILITY METHODS AND ANALYTIC CONTINUATION 
4.1. DefinitionSi and inotations: 
[F,dj^]-Methods: 
Corresponding to a real or complex sequence (d,), (d,^ -1) , 
the generalised Lototski or [F,d]-transform, {t }, of a 
sequence {s } is defined by, (Jakimovski [27]): 
" -1 
(4.1.1) t^= n (dj^ +1) (^dj^ +E) (s^) , n ^ 1, 
where 
EP(SJ^) = Sp_^ j^ , k >. 0,P 1 0. 
If lim t exists as n -*• °°, we say that {s } is summable 
n ' -^  n 
[F,d ] to the value lim t . 
We shall also use the following method of summation: 
For every sequence of polynomials {P (x) } satisfying P (1) i^ 0, 
the [F*,P ]-transform of a sequence {s } will be defined by: 
n n 
J^  -1 
(4.1.2) t* = n (Pp(l)) ^P^(E) (s) , n > 1. 
" k=o ^ R o 
It may easily be seen that if {s } is the sequence of 
partial sums of the geometric series Zz'^ (z ^ 1) ,- then in the 
notation above 
(4.1.3) t = (l-z)"^-z(l-z)'^ n (d,+l)"^.(d,+z) , 
n k = l '^  • ^ 
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and 
(4.1.4) t* = (l-z)"^-z(l-z)~^ n (Pj^(l))"^Pj^(z) . 
Jv-- J. 
It follows that, for z = 0,1; lim t = (l-z)""'", 
if and only if 
(4.1.5) lim n(d +l)~-'-(d,+z) = 0, 
n->°o 
while 
lim t* = (l-z)"-"-, 
n ' 
n->-oo 
if and only if 
"^  -1 (4.1.6) lim n (P, (D) P, (z) = 0. 
n^ <» k=l ^ ^ 
By r we denote a family of Jordan arcs y in the complete 
complex plane, with end points Q,°° directed from 0 to «>, and 
having the following properties: 
(a) If Yi and YO ^^^ two different elements of r, then 
they intersect only at 0 and <»; 
(b) to each complex z(z ^ 0,°°) corresponds an element 
Y ( Z ) = y Z T passing through z. We write [0,z] and [z,«>] 
for the subarcs of Y ( Z ) with end points 0 and z and with end 
points z and °°, respectively, and we replace brackets by 
parenthesis to indicate the corresponding end point is deleted 
from the subarc. 
If A and B are two point sets, we denote: 
46 
(i) by d{A,B), the distance between them; 
(ii) by A , the set {z : z e A); 
(iii) by AB, the set is : 's = sw, z e A, w e B}; 
(iv) by wA, the set { s : s = w z , z e A } ; 
and 
(v) by A , the complement of A relative to the complete 
complex plane. 
A family r will be called continuous provided to each 
z ^ 0,°°, and each e > 0 there corresponds a 6 = 6(z,,e) > 0, 
such that 
sup d(w, [o,Zj^ ]) < e, 
we to,z] 
for all points z in the disk |z-z^| < 6. The following exam-
ple shows that an arbitrary family F is not necessarily conti-
nuous. Let Y be the linear ray z > 0. For n > 1, let Y 
'o ^ — — ' n 
be the polygonal line composed of the two line segments 
[o,3+3.2""i] and [3+3.2~^'^i, 2+3 . 2" ^ '^^'^•'•^  i] and the ray 
t+3.2~ ^ i(t ^ 2). It is easy to see that we can embed the 
sequence iy i in a family r(not uniquely). Suppose this is 
done, and choose z,= 2 and z = 2+2 i. Then 
sup d(w,[o,2])\> d(3+3.2"^^^^ i,2) > 1. 
we[o,z] 
Choosing e = 1, we see that T is not continuous. 
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00 
Denote by P = P(z) , a power series i: a z with the 
n=o 
partial sums s (z) and with a positive radius of convergence. 
Continue P{z) analytically along each y c F from 0 to the 
firsf singular point W(Y) on y. If there is no finite singular 
point on Y, we define W(-Y) = ». By M =.M(P;r) we denote the 
union of all the sets [O,W(Y))/ and we call this set the r-
Mittag-Leffler star of P(z) . Clearly, <=° i M. If z E M, we 
denote by P(2 rT), the value at z of the analytic continua-
tion of P(z) along Y(ZQ) • By definition, P(z;r) is a single 
valued function in M. 
A set D is called a r—star set provided it is not empty, 
oo «i D, and z e D implies [o,z) C D. A F-star domain is a F-
star set that is also a domain. Obviously, a F-star domain is 
simply connected, a union of F-star domains is a F-star domain, 
and an intersection of F-star sets is a F-star set. 
For a family F, we define the set D(F) by: 
D(F) = (s = z/w, z ^ 0,°°; w e (o,z]}. 
A set D is r-regular if 0 e D, 1 «! D, °° ^  D, and D(r) C D^. 
4.2. Introduction: 
The problem of analytic continuation by summability may be 
formulated as follows: Let f(2) have the Taylor expansion 
n k 
(4.2.1) f(z) = Z a, (z-z^) 
k=o ^ ° 
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with a positive radius of convergence. Two questions arise: 
(i) What is the domain of efficiency of a special linear trans-
formation of (4.2.1) regarding the analytic continuation of 
f (z) ? (ii) Given some domain in the complex plane, does there 
exist a linear transformation of (4.2.1) which yields the ana-
lytic continuation of f(2) exactly into this domain and 
nowhere else ? 
In some cases, as has been shown by Borel [ 7 ] , Okada [39 ] 
and Vermes [56]/ it is sufficient to focus attention on the 
continuation of the geometric series Ez , |z| < 1; in this 
chapter we deal only with the series in (4.2.1). In this 
context, Dienes and Cooke [13] have shown that there exists 
transformations that are effective at some distinct points out-
side the circle of convergence; this result was extended by 
Vermes [57] to a denumerable set of points. Russel [45] and 
Teghem [5l] have produced transformations effective respectively 
on a Jordan arcs and on domains that are not simply connected. 
These problems have been discussed in Chapter 1, in case 
of Borel and Hausdorff and general matrix summability methods. 
We discussed in this chapter the results obtained by Meir [3 ] 
and Jakimoviski [26]. 
4.3. Main results 
Generalizing some known results Meir [3 ] proved the 
following theorems. 
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Theorem 4.1. 
Let the polynomial P{z) satisfy 
(4.3.1) Re P(l) = 0. 
Then, there exists a fixed sequence d^ } (n ^  1) (d + -1) such 
that [F,d]-transform sums the geometric series to the value 
(1-z) for every z for which Re P(z) > 0, and does not 
sum it for every z for which Re P(z) < 0. The convergence 
of the transform is uniform in every bounded closed subset of 
{•L, Re P(z) > 0}. 
Example 4.1. 
The L o t o t s k i - t r a n s f o r m defined by [F,d = n-1] sums the 
•^  n 
geometric series for Re z < 1, and does' not sum it for Re z > 1, 
[27] . Here P (z) = z-1. 
Excunple 4.2. 
If P(z) = e""" (z-1) (z-a-iB) / with real a,6,Y; we obtain 
as domain of summability the "inside" or "outside" of the 
hyperbolas passing through z = 1. 
Example 4.3. 
If P(z) = e^ (z-1) with a suitable real y we obtain as 
domain of summability any given half plane, the boundary of 
which is a straight line passing through z = 1. 
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Theorem 4.2. 
Let R be a set that contains the point z = 1 and whose 
complement consists either of the point «> or of an unbounded 
domain. Let f(z) be an analytic regular function on satisfying 
(4.3.2) Re f(l) = 0. 
Then, there exists a sequence of polynomials {P (x)}(n >^  1, 
P (1) i' 0) such that then [F*,P ] transformation sums the 
geometric series to the value (1-z) for every z e R for which 
Re f(z) < 0 and does not sum it for z e R for which 
Re f(z) > 0. 
Remark 4.1. 
A generalization of Theorem 4.2 can be made to the situa-
tion where R is the union of on increasing sequence of bounded 
closed sets R. the complement of each of which is an unbounded 
domain. This result will prove the existence of an [F*,P ]-
transformation that is effective for Zz in the Mittag -Leffler 
star of (1-z) . It has to be mentioned that the [F*,P ]-trans-
formations are row-finite. Because of the lengthy proof Meir 
only stated the following result too: 
Theorem 4,3 
Let D be an union of a finite number of simply-connected 
bounded domains having Jordan boundries. Let z = 1 lie on the 
boundary, and let E be a closed subset of the complement of D. 
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Then there exists an [F*,P ]-transformation, which sums the 
geometric series to the sum (1-z) for every z e D and does 
not sum if for every z e E. 
In the more generalized set up, Jakimovski f56] proved 
the following: 
Theorem 4.4. 
Let r be continuous. Suppose the infinite matrix I la | 
^^ '' nm' 
(n,ra = 0,1,2,...) has the properties 
00 
(i) lim E a = 1 and 
nm 
n->-oo m=o 
(ii) for certain open and r-regular set D, the relation 
oo 
lim E a z"^ -^ ^ = 0 
nm n->-oo in=o 
holds uniformly in every compact subset of. D. 
Then, for each-power series P(z) with a positive radius 
of convergence, the relation 
(4.3.3) lim E a„^ s^(z) = P(z,r) 
nm m n-»-oo in=o 
holds uniformly in each compact subset of the set 
= 11 w D, 
w^M 
WF<» 
Remark 4.2. 
It is easy to see that the assumptions of Theorem 4.4 
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imply that QC M (P;r)(so that the right-hand of (4.3.3) is 
defined) , and that the set of finite points of Q. is open. 
Example 4.4. 
The family T of all rays emanating from the point 0 is 
continuous and has the property that D ( r ) = { x : x ^ l } . In 
this special case, M(P;r) is the oridinary Mittag-Leffler star 
of P(z), and Theorem 4.4 is a generalization of Okada's theorem. 
Here we have the additional result about the uniform summability 
in compact sulssets, which was proved for special domains D in 
[39] (see also [12], p. 189]) . 
Example 4.5. 
Let Y be a Jordan are defined (for z = re ) by 4) = ct)(r) , 
where <i)(.r) is continuous for 0 <_ r < «>. The family of all 
iot Jordan arcs of the form y = e Y(0£ot< 2TT) IS continuous. 
In particular case where y is the polygonal line composed of 
the line segment [0,1] and the ray 1-iy (0 _< y < +«>) , 
D(r)° = (z : 2 _> 1, z £ 0}. 
4.4. The following lemmas are needed for the proof of 
Theorem 4.4. 
Lemma 4.1. 
If r is continuous, then M(P;r) is a simply connected 
domain and P(z;r) is holomorphic in M(P;r). If r is not 
continuous, then M(P;r) is not necessarily a domain. 
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Proof: We have to show that if r is continuous then 
M(P;r) is a siinply connected domain and -r- P(z;r) exists 
for all z £ M. If z^ e M and z^ y^  0, then there exists 
o o 
a domain G and a function f, holomorphic in G, such that 
[0,z^] G and--f tz)=P (z,T)^ for z e. '[0>2_] •. The continuity of r 
implies the existence of a 6 > 0 such that [0,z] C G whenever 
|z-2 I < 6. "Therefore 
o {z : |Z-ZQ| < 6} M(P;r) 
and P(z;r) = f(z) for these values of z. Thus P'(z ;r) 
exists and M(P;r) is an open set. The first part of the 
lemma now follows from the general properties of r-star sets. 
Next, let r be the noncontinuous family described earlier 
In order to prove the Theorem 4.4 it is enough to show the 
existence of a power series P(z) with a positive radius of 
convergence such that M(P,'r) is not a domain. Choose 
a = 5/2 + 19.2 1, b = 2+3.2 'i (n > 1) . 
n n — 
For the function Log {(z-a )/(b -a )} (n > 1), choose at z = 0 
n n n — 
the branch which, if continued analytically from 0 to b along 
the linear segment [0,b ], yields at z = b the value 
Log 1 = 2Tri. The function 
-1 
P(z) = Z {n! Log [ tz-^n^ ^  ^ ^n"^n^ ^  ^  
n=l 
is holomorphic in |z| < 5/2. For the Jordan arc y of our 
discontinuous family, W(Y ) = 5/2. For the Jordan arcs 
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Y / W(Y ) = b . This means that 
'n n n 
{z : 0 _< z < 5/2} C M(P;r) 
and 
{z : z = t+3.2"^ "^"^ -'-^  i, t ^ 2} C M(P;r) ^  (n ^  1) . 
Hence each point z (2 _< z < 5/2) is not an interior point of 
M(Pjr), and M(P;r) is not a domain. 
This completes the proof of Lemma 4.1. 
Lenrnia 4.2. 
Let D be a r-regular set. Suppose y is a bounded Jordan 
curve whose interior contains the point 0. If a set F satis-
fies the condition 
F C f) W D, 
wey 
then it lies in the interior of y. 
Proof: If z is on Y or in the exterior of y, then 
z ^ 0 and there exists a point z, such that z. e (0,z], 
z, e Y/ and [0,z^) is included in the interior of Y. Hence 
-1 c 
zz^ e D(r) C D . The last fact and hypothesis on F imply 
that z ?! F. 
4.5. Proof of Theorem 4.1. 
Clearly we may suppose P(z) ^ constant. Then for every 
k > 1. 
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(4.5.1) P(z)+k = c(z+a^) (z+a^) ... (z+a^ ) 
where p ^  1, c i^ 0 and c does not depend on k. Define 
2 
now d^ = aj[, A^ = a^,...,d = a^, %+i= Si^, . . . ,d^ , . . . and 
i n g e n e r a l i f v = jjp + p (0 < p _< p) . 
( 4 . 5 . 2 ) d„ = a^"*" .^ 
V p 
Now let n = mp+q (0 _< q < p) ; then 
where the second factor is 1 if q = 0. By (4.3.1), if 
|l-z| < 6 then |Re P{z)| < %, and by (4.5.1) and (4.5.2) for 
(4.5.4) P(-d^p^p) = -(y+1) 5 -1; 
thus 
(4.5.5) U+^^v' ^ < 5 > 0 v=l,2,... 
(4.5.6) |n^") 1 = 1 n (i+|=i^)|< n • (1 + |f::lj1), 
v=mp+l V -^  v=mp+l % -^  
and by (4.5.5) 
p-1 
n^"^ 1 1 (1 + ( z-1 )/6) 
Thus II2 is uniformly bounded for every n >^  1 and for 
every z belonging to a fixed bounded point set. 
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(4.5.7) (n), j ; , pu)+k ,2 
k=l P{l)+ki 
= n (1 + 2k Re P(2) + |P(2) |^-|P(1) 1^ 
k=l k^+|p(l) 1^ ) 
By a well known theorem on infinite products 
(4.5.8) lim n 
n-><» 
(n) _ 
0 if Re P (z) < 0 
if Re P(z) > 0, 
Also, the convergence to 0 is uniform in every point-
set where Re P(z) £ -e, with e > 0 fixed. (4.5.8), (4.5.6), 
(4.5.3) and (4.1.5) prove the theorem. 
4.6. Proof of Theorem 4.2. 
By the well-known theorem of Walsh [58] for every k >^  1 
there exist polynomials Qi,(2) satisfying 
(4.6.1) \Qy.(z) - f (z) I < k"^ 
for z e R, |z| £ k, and 
(4.6.2) 
Define 
(4.6.3) 
Qj^(l) = f(l) 
Pj^(z) = Qj^(z)+k 
k = 1,2,. 
JK — X f ^ f m • • 
By (4.6.1), (4.6.2) and (4.6.3) for any fixed z 
(Iz| < k). 
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\EJ^(1))~^PJ^(Z) = 1+ [f(z) -f(l)].k ^+ 0(k"^). 
Now, by (4.3.2) and the theory of infinite products, if z e R 
n 
-1, lim| n (P, (1) )"•'?, (z) = 
n^ c» k=l ^ ^ 
0^ for Re f(z) < 0 
"/ for Re f(z) > 0 
By (4.1.6) this proves the theorem. 
4.7. Proof of Theorem 4.4. 
Suppose that F is any compact set in Q. and 0 e F. 
First we establish the existence of rectifiable Jordan curve y 
with the three properties 
(a) Y C M (P;r) , 
(b) ry'^c D, 
(c) F lies in the interior of y. 
Since M(P;r) is a T-star set. Lemma 4.1,and our hypothesis on 
F imply that 
F(M^)"-^C D and 6 2 d (F (M^) ""'•, D'^) > 0. 
c -1 
Because the set (M ) is a bounded continuum, there corres-
ponds to each a > 0 a rectifiable Jordan curve C that includes 
c -1 (M ) in xts interior and has the property 
sup d(w, (M^)~-^) < 6/4a. 
weC 
Let Y = ? 
-1 Then/obviously has property (a). 
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Since F i s bounded (say | z | £ a fcr a l l z e F) , there 
(Xirresponds to each u e Y a p o i n t w = w(u) e M^ such t h a t 
|u -w I < 6/4a, whence | z / u - z w| < 6/4 for aUl z e F. 
Thus 
d (z /u ,D ) ^ 6{Z/VJ,D'^) - \z/u-z/w\ > 6/2. 
-1 c Therefore d(FY ,D ) > 6 /2 . In par ticuL ar , y has p r o p e r t y (to) 
Since prcper^ty (b) i s e q u i v a l e n t to the assumption t h a t 
F C fi, Lemma 4. 2 inpl ie s tha t y has pr cper ty ( c) . 
Lemma 4 . 1 , the p r o p e r t i e s of y, the f a c t t h a t 1 ?! D, the 
assumption ( i i ) of Theorem 4 .4 , and the Cal ciiL us of r a s i d u e s 
y i e l d the r e l a t i o n 
(4.7.1) p ( z ; r ) = - i i ^ 3^  £ i ^ l i m Z a^^[ 1-(^) "^^^] ( 1 - f) "^dw 
= 1im E a _ s^(z) nm m 
n-^oo 1X1= o 
for a l l z e F, and the convergence i s uniform in F 
This cdtple tB the p roof of Theorem 4 .4 . 
Chapter 5 
{E,r,a,6) SUMMABILITY AND ITS APPLICATION 
TO ELLIPTIC TWO BODY PROBLEM 
5.1. Definitions and Notations;. 
The (E,r, a,i3) Methods 
"k Let f(z) = Zf, z be a complex function satisfying the 
conditions 
(i) f(l) = 1, 
and 
(ii) f(z) is analytic for |z| < R, R > 1. 
Let us define f ' , n,k = 0,1,2,..., by 
n, K 
(5.1.1) f"(z) = If^^ z^, 
where f (z) is the nth power of f(z). The infinite matrix 
F = ^^nk^ ^^" ^^ used to define a sequence-to-seauence summation 
method which can be shown to sum the partial sums of the aeor.et-
ric series on the domain D = {z : |f(z) < i , Iz i < R ) (see 
Zelmer [64] , p. 15). in particular, if f(z) is a polynomial 
^(z) or an entire function, R = + <» end D = {^! | p(z) | < 1 }. 
Let p(z) = T. Pj^ z-^ . Then, since p^'"*" " (z) = p"(z), p(z), it 
i=o 
is not difficult to show that the entries for the matrix F 
can be given recursively by: 
' I' 
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(5.1.2) 
^n+l,k = X ^i'n,k-i <0 < '^  < (n+l)A), 
= 0 (k > (n+l)x) , 
where we take f , = 0 if k is a negative integer. A series-
to-sequence summation matrix G = (•? v) of the type described 
00 
in Section 5.2 can be obtained from F by takina q , = E f .. 
•^  ^nk . , n 
X '^'^ 
Since p(l) = E p. = 1, the above sum gives g , = 1 for k < 0 
i=o ^ ^^ 
With this convention we obtain the recursion relation 
(5.1.3) 
g = 1 , g , = 0 (k > 0) , 
^oo ^ok ' 
^n+l,k = J^ Pi gn,k-i (0 1 ^ 1 (n+DA), 
= 0 (k > (n+l)X) 
Let us now consider polynomials of the form 
(5.1.4) p(z) = (1-r) z^ + rz""^^. 
where a,B are non-negative integers and r is a complex number, 
and let us denote the corresponding sequence-to-sequence summa-
tion method by (E,r.a,6). It is easy to check that (E,r,a,e) is 
the well known Euler-Knopp or (E,r) method. Further, it is 
possible to obtain generalizations of parts of some of the proofs 
of Agnew [2] relating to the (E,r) method. To begin with, from 
(5.1.3) the coefficients f of the {E,^,a,Q) method are civen 
nK 
explicitly by 
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'^'-'-'^ ^n,6k+an= M d - ) ""^'^ (k = 0,1 n) 
K. 
= 0; otherwise. 
From (5.1.5) we obtain, summing over k, 
;('S.1.6) ^l^nk' " f^ ""( "^  (1-^n" (n = 0,1,2,...), 
u 
and this expression is bounded if and only if 0 £ r £ 1. 
Other relevant definitions and notations are the same as 
in Chapter 1. 
5.2. Introduction 
This chapter contains some results of Zelmer [64], obtained 
by him in his doctoral thesis, the impetus for which he derived 
by Brumberg [8] . Consider a function a(z) of the complex 
variable z given by the power series 
•'.V' • 
(5.2.1) a(z) = zaj,z 
(k runs from 0 to <» unless otherwise specified) and assume the 
series has a radius of convergence R > 0. In various ways it 
is possible to determine constants g , , called convergence 
factors, such that the sequence of functions 
(5.2.2) ^n^^^ " ^^nk k^ ^^  
converges to a(z) for values of z for which the series (5.2.1) 
is not convergent. In fact it is possible to determine the con-
vergence factor g , in such a way that the functions (5.2.2) 
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ate polynomials and that the convergence to a(z) is valid 
for all z in the star domain of a(z) (see Perron [40] ). if 
a(z) is the solution of some system of differential equations 
and if it can be shown that the real axis of the independent 
variable lies in its star domain, the sequence (5.2.2) conveces 
to the solution for all real values of this variable. In 
applying the above notations to the two-body problem and the 
regularized three-body problem of classical mechanics, Brumbero 
was confronted with the problem of determing a suitable set of 
convergence factors. Zelmer took (in his thesis), suitable 
to mean that, with help of a computer, 
(i) the constants g , can be readily calculated, 
(ii) the degrees of the polynomials involved in (5.2.2) 
are not impractically large for good convergence at certain 
values of z. In Section 5.1, we outlined certain summability 
procedures leading to sets of convergence factors g , which, 
when applied to the elliptic two-body problem, are more suitable 
than those ultimately arrived at by Brumberg. Furthermore, 
though these sets are theoretically more restrictive than 
Brumberg s, their practical limit seems to be about the same. 
5.3. We state the main results of Zelmer [6 5] 
Theorem 5.1. 
If B = 0, a ^ 0, the (E,^,a,3) method permits ommission 
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and adjunction of a elements. If a = 0, 6 7^  0, the (E, r,a,B) 
method permits omission of a elements if r ?^  0 and permits 
adjunction of B elements if and only if |l-r| < 1. 
5.4. For the proof of Theorem 5.1, we need the follov;ing 
lemmas. 
Lemma 5.1. 
If a = 0, the (E,j,5;„a,B) method is regular if and only if 
0 <r £ 1 , if a > 0, the method is regular if and only if 
0 1 ^ 1 !• (^ ^^  Cooke [12] , Chapter 4). 
Lemma 5.2. 
If the product of two methods is denotedby o, then (E,r)o 
(E,s,0,B) = (E,rs,0,B) . 
Lemma 5.3. 
For any positive integertllet us say a method permits 
omission of y elements if summability of s ,s^,Sp... implies 
summability of Sy,Sy_j^ j^ , s^ j 2'** to the same value and permits 
adjunction of M elements if summability of s ,s^,s-... implies 
summability of c, ,0-/ . . .''^u' ^o'^l'^2*'** ^° ^^^ same value 
where c,,C2/...,Cy are arbitrary constants. 
5.5. Proof of Theorem. 5.1. 
The first part is immediate, for then p(z) = zO' by (5.1.4) 
If {s } is an arbitary sequence, its transform under (E,r,(^,o) 
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is {t }, where t = s . The omission of a elements produces 
n n an ^ 
the sequence {t' }, where t' = s , ,^. , while the adjunction of 
' n n a(n+l) -^ 
a elements c,,C9,...,c produces the sequence {t"} where X z ex n 
^o = ^1' ^ "n = ^a(n-l)' " = ^'^'•" ^^us t^ = t^.^ = t;'^ ,^ 
and the proof follows. 
The second part follows from the corresponding Theorem by 
Agnew, where it is essential that one be able to obtain s., in 
terms of t , t^ ,^ . . ., t, . This follows from Lemma 5.2 since for 
r?^  0, (E,r~ ) 0 (E, r,0, 6) = (E,l,0,6), from which we get 
n n , n-k , 
s^ - = T. ( ) (l-r~-^ ) r~^ t 6n,n , 
• k=o k n 
Let us now take 0 < r <_ 1 and consider the three methods 
(E,r,0,l), (E,r,0,2), and (E,r, 1,2) corresponding to the poly-
2 3 
nomials p(r,z) = (1—r)+rz, (l-rj+yz , and (l-r)z + rz , respec-
tively. In particular, let us note the domain D ={z |p(r,,z) 1<1} 
and the recursion formulas (5.1.3). 
For the (E,r,0,l) method the domain D^  is the interior of 
a circle centered on the negative real axis at 1- /r and passing 
through the point z = 1. As r-^  o, D approaches the left half 
plane Re z < 1 (see Fig. 5.1). The recursion formula (5.1.3) is 
( %o = '' ^ok = ' <^ > °)' 
(5.5.1) %+l,k= (l-^)^nk^ ^5n,k-l <° < k < n), 
= 0 (k > n) . 
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z-plane 
Fig.5.1.Limiting domain for p(z)=(l-r)+rz and the domains D^  for r=l,r=l/2 
and r = 1/3 
For the (E,r,0,2) method, p(r,z) = (l-T) + rz has roots 
+ iy, where y = {(l-r)/r}^. ,Since p(l) = p(-l) = 1, both 
z = +1 and z = -1 lie on the boundary of D^. . When z is 
purely imaginary, p(z) is real and <1, and we find p(z) = -1 
for z = + i^^ where ^^^ = {(2-r)/r}^ = (2)1^41)^ ; u. Thus 
+ i^ T ai^ e also points on the boundary of D ^.. If we put 
z = ^.e '', then points on the boundary of D _ satisfy the polar 
equation. 
(5.5.2) C^ = (\s^cos^2(^+2\i^+l)^ ^\,'^aos 2<i. 
Hence for a given ()> there is only one posit-ive solut-ion for L, 
and thus D^ is starlike with respect to the (iriqin. We note 
that as r ->• 0, y and ^ ->• oo. in order to find the limitinc 
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domain as r -•• 0, we restrict <{) to the interval 0 £ (|) £ Tr/2 
and take )i large. For 0 £ J' £ TT/4, (5,5.2) can be written 
(5.5.3) 2 2 f, = p cos 2 4) [ (1+ -—• 2 4 2 
1.1 cos 2tf) |.i cos 2 (J) 
) ' - i i , 
or, after npplyina the binomia], theorem, 
(5.5.4) r •= sec 2(j) + o (1) , u •+ 'J" 
T h u s f o r 0 £ ( t ) £ - n / 4 , f. -• v 'sec 2c|) a s u •+ "' ( J^  -• 0) . On t h e 
o t h e r h a n d f o r 7i/4 < <{) < 71/2, ( 5 . 4 . 2 ) g i v e s 
( 5 . 5 . 5 ) 
-U c o s 24>[ (1 + 1 2 2 ,. , 
u c o s 2 4' 4 2 y ^ c o s 2<|' 
) ^ + l ] . 
o r 
( 5 . 5 . 6 ) e - - 2 p c o s 2(). + 0 ( 1 ) , M * ""< 
and therefore C -*• ~. Putting z = x+iy, we see that the Jimitino 
2 2 domain is the„hyperbolic region x -y < 1 (see Fig. 5.2) . 
z—plane 
2 Pig5.2.Li ini t ing domain for p (z) = ( l - r ) + r 2 and the domains D for u=l and y=2 
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The recursion formula (5.1.3) is in this case 
gn+l,k = ^l-^^^nk-^ ^ gn,k-2 ^ ^ 1 ^ 1 2 (n+1) ) 
= 0 (k > 2(n+l) ) . 
(5.5.7) 
For the (E,-r, 1,2) method, p(z) = (l-r)z+rz has roots 
at z = 0 and z = + iy, where y is as above. The points 
z = + 1 are again on th e boundary of D , and if z = ^e '*', 
the polar equation of the boundary is given by 
(5.5.8) ?^(C^+ 2E,^\i^cos 2(J)+y^ ) = (l + y^) , 
which for cf) = 'rr/2 becomes 
(5.5.9) C(C^-U^) = ± (1+y^). 
It suffices to consider the roots of this corresponding to the 
positive sign, since the roots for the negative sign are the 
negative of these. Hence equation (5.5.9) becomes 
(5.5.10) C^- CP^ - (1+y^) = 0, 
which has one root at ^^  > v, while the cubic has a relative 
3 2 
maximum at E, = - /3y and a value of 2y /3/3-y -1 at this value 
This value is positive for all values of y greater than 
y = 2.910684. Thus (5.5.10) has only one real root provided 
y < y^, that is provided r > r = (l+y,)"^ = 0.065387. The 
XJ LI h 
shape of the domain Dj. is as follows. For small values of y 
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it is elliptical with its major axis along the y-axis. As u 
increases, the domain is pinched in above and below the real 
axis, while for still larger values of y the domain D.j- breaks 
into three distinct ovals (Cassini ovals).w When y = p we 
Li 
have the limiting case where the three ovals just meet. While 
the domain Dj> is not star-like with respect to the origin even 
when y < y_, the largest sub-domain of D^ which is star-like 
with respect to the origin will contain the segment of imaginary 
axis from -i^^ ^ ° "'"''"^L P^ ^^ '^^ ®'^  U < Pr • Finally the recursion 
formula (5.1.3) here becomes 
f^oo = 1' ^ok = 0 (k > 0), 
(5.5.11) |gn+l,k= <l-^)5n,k-l^ ^ gn,k-3 (0lki3(n+l)), 
'- = 0. (k > 3(n+l) ) . 
To connectup the problem outlined here, with work mention 
in Section 5.1, we note that given a series-to-secaience summa-
tion matrix G and function a(z) holomorphic at the origin, 
it is possible to construct a domain D(a) in which G will sum 
series (5.2.1) provided we know 
(i) the location of the singularities of a(z) 
(ii) the domain D, starlike. 
5.6. The Elliptic Two Body Problem: 
The standard equations of motion for the elliptic two 
body problem can be written as follows (see Danby C^ l^it," Gh. 6') • 
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(5.6.1) a-(z) = a cos E-ae, ap(z) = a/T_2 sin E 
(5.6.2) z = E - e sin E = n(t-T) 
where the symbols used are 
a,,a- rectangular coordinates of one body with respect 
to the other (considered fixed) 
a length of semi-major axis of ellipse 
e eccentricity of ellipse 
E eccentric anomaly 
z mean anomaly 
n mean motion 
t time 
T time of perihelipn passage. 
Since a occurs as a multiplicative constant in (5.5.1), we take 
it here after equal to 1. Moulton [37] has shown that a,(z) 
and ^2^^^ posses singularities in the complex z-plane at the 
points. 
(5.6.3) z = 2mT + iQ (n = 0 , + 1 , + 2 , . . . .) 
where ^ is given in terms of ecentricity by 
(5.6.4) Qie) = -^I_Q2- + An fd+Z^^^^l-
Thus,the Taylor series for a, and a2 about the origin has 
a radius of convergence equal to Q. 
Let us now consider the domain D^  (a,) = D^. (a2) corres-
ponding to the three methods outlined in 5.1. Since the func-
tions a-, (z) and a~(z) are periodic in z of period 2TT 
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and since a-(TT+z) = a, (TT-2) and a^Tr+z) = -a (ir-z) , let us 
consider the problem of determing r for each of the three 
methods so that the interval [0,M], M. <_ •n, lies inside 
D (a,) = D (a^). Refering to the construction of D (a,) 
(see Hille[2ip.69 ]) , simple geometric arguments lead us to the 
conclusions that we require 
(i) for the (E,r,0,l) method 
(5.6.5) 0 < r < rj^  = 2/(1+6^) , 
(ii) for the (E,r,0,2) method 
(5.6.6) 0 < r < r. = 2/ (1+6^ ) , 
LI 
(iii) for the (E,r,l,2) method 
(5.6.7) 0 < r < r^  = (1+6)/6(1+6^) 
Li 
where 6 = M|J^. We note that in all cases when M = Q, t = 1 . 
Li 
Although convergence of the sequences (5.2.2) to the solutions 
is now guaranteed in all these methods if 0 < r < r^, we should 
like to know what the optimum value of r is in each case, that 
is, for a fixed accuracy what value of r yields the minimum 
degree for the polynomials arising in the sequence (5.2.2). By 
a lengthy estimate Zelmer has been able to obtain an optimum 
ratio of ^l^-^ = 0-5 for the (E,r,0,l) method but: has no estimates 
for the other two methods. Indeed, while the ratio 0.5 for the 
(E,r,0,l) will be borne out in the following tables, for the 
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remaining two methods the optimum ratio is seen to vary with 
e and M. 
Finally/ the problem of calculating the Taylor 's series 
coefficients for the function a^  (z) and a^iz) expanded about 
the origin can be solved with the technique used by Brumberg [81. 
If we compare Tables 5.1, 5.2 and 5.3, we see that when 
the optimum rj r. ratio is chosen the (E,r,l,2) method provides ' 
the best convergence. For example, with e = 0.50, M = n the 
(E,x,0,l), (E,-r,0,2) and (E,-'r,l,2) methods yield polynomials of 
degrees 40, 32 and 30, respectively, for convergence to 8 deci-
mal places. 
T2ible 5.1. Degree of polynomials in the {E,r) method giving 
about 8 decimal places of accuracy for e = 0.05, 0.25, 0.50, 
0.75, 0.95 |^-r. = 0.35 (0.05).65, M = 0.5 P and <^ . 
M = 
•^K -LI 
0.5 Q 0.35 
0.40 
0.45 
0.50 
0.55 
0.60 
0.65 
e 
0.05 
31 
25 
23 
22 
23 
24 
27 
0.25 
25 
22 
21 
20 
20 
22 
24 
0.50 
23 
21 
19 
19 
19 
21 
23 
0.75 
22 
19 
18 
18 
18 
19 
21 
0.95 
20 
17 
16 
15 
16 
17 
19 
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M = Q 0.35 
0.40 
0.45 
0.50 
0.55 
0.60 
0.65 
69 
60 
53 
50 
49 
51 
55 
47 
46 
43 
43 
44 
45 
48 
44 
42 
41 
40 
40 
41 
45 
41 
39 
38 
37 
37 
38 
42 
37 
34 
33 
32 
33 
33 
36 
Table 5.2. Degree of polynomials giving about 8 decimal 
places of accuracy in the (E,r~,0,2) method for e = 0.05, 
0.25, 0.50, 0.75, 0.95, r |r = 0.55(0.05)0.85 and M = 0.5 Q 
Li 
and Q» 
rkj. 
M = 0.5f2 0.55 ; 
0.60 
0.65 
0.70 
0.75 
0.80 
0.85 
M = Q 0.55 
0.60 
0.65 
0.70 
0.75 
0.80 
0.85 
e 
0.05 
28 
22 
24 
32 
40 
52 
68 
56 
50 
44-
42 
48 
64 
88 
0.25 
24 
20 
22 
28 
36 
46 
60 
48 
42 
38 
34 
42 
56 
78 
0.50 
24 
18 
20 
26 
34 . 
42 
56 
40 
36 
32 
32 
40 
52 
72 
0.75 
24 
18 
18 
24 
32 
40 
52 
44 
38 
34 
28 
36 
48 
66 
0.95 
22 
18 
16 
22 
28 
36 
46 
40 
36 
32 
28 
32 
42 
56 
73 
Table 5.3. Degree of polynomials giving about 8 decimal places 
of accuracy in th e (E,r,l,2) method for e = 105, 0.25, 0.50, 
0.75, 0.95, various r|r ratios and M = 0.5 fi and Q. 
-1r^ __.§ 
0.05 0.25 0.50 0.75 0.95 
M = 0.5$7 0.20 39 33 33 30 27 
0.25 33 30 27 27 24 
0.30 27 24 24 21 21 
0.35 21 18 18 18 15 
0.40 24 24 21 21 18 
0.45 33 30 27 2 4 21 
0.50 39 36 33 30 27 
M = fl 0 . 4 5 
0 . 5 0 
0 . 5 5 
0 . 6 0 
0 . 6 5 
0 . 7 0 
0 . 7 5 
45 
42 
39 
33 
42 
54 
69 
45 
42 
39 
33 
42 
54 
69 
39 
36 
33 
30 
33 
42 
54 
36 
33 
30 
27 
33 
39 
51 
33 
30 
27 
24 
27 
36 
45 
Ofcourse, for the two-body problem the solution can be 
completely determined if it is known on [0,TT]. Solving the 
tijanscedental equation 
(5.6.8) -*Y_e2 + ^n r (l+/j^_g2)/e] = IT 
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We find that if e >' 0.03180508, then f2 (e) >^  IT and consequently 
in obtaining a solution valid on [0,TT], the above methods 
actually effect analytic continuation. Table 5.4 illustrates 
the type of results obtained. Where the degree of the polyno-
mial involved exceeded 150, a dash is registered in the table. 
Table 5.4. Degree of polynomials giving 8 decimal places of 
accuracy for vari( 
0.15 and M = IT . 
rious rlxr ratios and r values, e = 0.05, 0.10, 
(E,r) 
rlr^ 
0.35 
0.40 
0.45 
0.50 
0.55 
0.60 
0.65 
Method 
e 
0.05 
92 
80 
71 
64 
60 
62 
67 
0.10 
137 
120 
106 
94 
84 
93 
97 
0.15 
-
-
-
-
121 
-
-
(E,T,0, 
0.55 
0.60 
0.65 
0.70 
0.75 
0.80 
0.85 
2).ivieth6d 
e 
1.05 
76 
68 
62 
56 
50 
64 
88 
0.10 
114 
112 
94 
86 
80 
74 
82 
(E,3r 
r e 
0.15 0.05 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
,1,2)Method 
0. 
— 
123 
72 
54 
42 
69 
-
.10 0.15 
— _ 
-
72 -
-
-
-
-
5.7, Remarks 
The methods used above for the two-body problem were also 
applied to the regularized three-body problem. In this problem, 
instead of the independent time variable, a new variable w is 
introduced in terms of which the coordinates of the orbiting 
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bodies and the time are known to be analytic in some strip 
about the real w-axis (see Sundman [49]) . Although the ana-
lysis in this problem is not as easily made, due mainly to 
the fact that the width 9, of the above strip is not known 
explictly, results were obtained indicating the usefulness 
of the above methods. Furthermore, all results obtained by 
by Brumberg [8 ] were obtained more easily with these methods, 
Chapter 6 
SUMMABILITY METHODS FOR INDEPENDENT 
IDENTICALLY DISTRIBUTED RANDOM VARIABLES 
6.1. Definitions and notations 
Let (X, } be a sequence of independent, identically distri-
buted (i.i.d) random variables with E | X, | < « and EX, = p. 
Let A = (a , ) be a Teoplitz summation matrix, i.e., 
(6.1.1) lim a = 0 for every k, 
n->-oo 
oo 
(6.1.2) lim E a , = 1, and 
n->-oo k=l 
00 
(6.1.3) E |a , I £ M for all n 
k=l ^^ 
(condition (6.1.2) may be omitted when y = 0 ) . Since 
00 a> 
k=l k=l 
the series E a , X, converges absolutely with probability one. j^  nK K 
Let W = X - X T ( x = W = 0 ) . 
n n n-1 o o 
6.2. Introduction 
There is a vast literature on the application of summa-
bility to Probability Theory. Here we study only few. 
Let F be the common distribution function of X, s and 
X,a random variable having this distribution. It is also 
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convenient to adopt the convention that a , = 0 , I ^  i, I = +°° . 
In Theorem 6.1 below we study the convergence properties of 
the sequence 
Y = E a , X , , as n->oo. 
n nk k' 
Theorem 6.1. 
A necessary and sufficient condition that ^ -<• p in 
probability is that max |a , | ->• Or as n -»• «=. 
In the above theorem excluding the trivial case when X, 
is almost surely equal to y, it has been shown that Y ->• y in 
probability if and only if max |a , I -> 0. This condition is 
k "^ 
not enough, however, to guarantee almost sure (a.s,) convergence. 
To obtain this the main result is proved in the following theorem. 
Theorem 6.2 
n^k If max la„^| = 0(n~'^), y > 0/ jy^Ti,mii: 
then 
k 
1+i 
4! 
E|X, I ^ < 00 implies that 
y^ -^- y a.s. 
In the rest of the theorems of this chapter, we study the 
problems arising out of the strong law of large numbers and the 
law of iterated logarithm. 
Kolmogorov 's strong law of large numbers asserts that 
EX^ -> y iff ZW^ is a.e. (C, 1)-summable to y, i.e. the (C,l) 
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limit of X is Lt a.e. By the well-known inclusion theorems 
involving Cesaro and Abel summability (of.[20], Theorem 43 and 
55), this implies that ^W. is a.e. (C,a)-summable to y for any 
a >^  1 and that '^ W. is a.e. (A) summable to y. Infact, the 
converse also holds in the present case and we have the following 
theorem. 
Theorem 6.3. 
If X,,X^,X-,... is a sequence of i.i.d. random variables 
and a ^ 1 and are given real numbers, then the following 
statements are equivalent. 
i(6.2.1) E X^ = y. 
(6.2.2) X -> y(C,l) a.e., lim{l/n) (X, +, . .+X^) = y a.e. 
n i n 
n->-«> 
n-1 . ^ 
(6.2.3) X„-v y (C,a)a.e., lim 1 (^ °!-~ ' ^ r, ^l ^^ ") = y a.e. 
^ n-^ ~ i=l -^  ""-^  ^ 
where 0"".^) = (B+1) ... (6+j)/(j!) 
00 
(6.2.4) X -> y(A) a.e.,i.e. lim (1-X) I \^X.= y a.e. 
^ X^l- i=l ^ 
The classical law of the iterated logarithm gives us the 
rate at which the convergence in (6.2.2) takes place. Gaposhkin 
[19] has established the law of the iterated logarithm for the 
j(C,a) and Abel methods in the case where X, is bounded. 
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Actually, bv usina either the Hartman-Wintner truncation 
scheme (see [25]) or Strassen's strong invariance principle 
(see [48]) , we can extend Gaposhl<in's results to the case 
2 
where 0 < E X, < ». The extension is the sharpest possible 
in the sense that its converse also holds, and this converse 
can be established.by a modification of Feller's argument in 
[17]. The details of the proof are omitted here, and we 
simply state the results in the followi_ng theorem.. 
Theorem. 6»4., 
with the same notation as in Theorem. 6»3, for any given 
positive number a, the following statements are equivalent: 
(6.2.5) EX^ = Q, EX^ = a^ 
n , 
( 6 . 2 ..6) Ifitt sup I E X. | / { 2 n log l o g n} = a, a ^ e , 
n-»-oo i = l ^  
(6»2.7) lim supl I (^''•?~-^)X . I/{2n^ °''-'- loa loq n}^ 
„ - ' ^ T 1 n—1.' 
= a/{ (2a-l) ^ r(a) } a,e^ 
00 , 
(6»2»8) lim sup(l-X) ^  I l X^X . |y {loa | loa (1-A) | } * = o a,e. 
A->1- i=l 
Chow [10] has shown that unliJce the Cesaro and Abel 
methods which require EjX, ] < «> for summability, the Euler 
2 
and Borel methods require EX., < <» for summability. Soeci-
fically, if XT,X2,,.. are i.i.d,, then the following state-
ments are equivalent; 
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U.2.9)' EX^ = y, EX J < 00. 
(6.2.10) X ->- y(E,q), for some (or eauivalently for every) 
q > 0, i.e., 
lim (a-H)~".| (") q"~^ X. = y a.e. 
(6.2.11) X^ ^ y(B) ,,i.e. , 
oo i 
lim e"'^  T. ~ X. = y a.e. 
The following theorem gives the rate at which the conver-
gence in (6.2.10) or (6.2.11) takes place. It is interesting 
to compare the result with Theorem 6.4. 
Theorem 6.5 
Suppose q > 0, a > 0 and X-,,X„,.., are i.i.d. random 
variables. Then the following statements are ecmivalent: 
( 6 . 2 . 1 2 ) EX^= 0 , EX^ = a'^', ExJ (log"^ | X^ |+1) ~^ < «=. 
oo 
( 6 . 2 . 1 3 ) l i m sup(7TA) M l o g A ) ~* j 5: e " ^ ( A ^ / i ! ) X ^ | = o / / 2 a . e . 
X-^ oo i = l 
( 6 . 2 . 1 4 ) l i m sup(Tran) * ( l o a n ) ~ ^ | I (a+1) " " (") a""-'-X . | 
n-»-oo i = l ^ ^ 
= 0(2" (q+1) ) a . e . 
6.3. For the proof of Theorem 6.2, we need following 
lemmas. 
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T;i. Lemma 6.1 ([44] , Lemma 1) : 
• 1+ \ 
If E|X1 '^  < OO and max | a_. I _< Bn ^, then/for every 
k ^^ 
e > 0, 
^ •^^l^nk^kl - ^' " ° ^ some k] < 
n "^ 
Proof. It suffices to consider B = 1 and e = 1 for 
both the matrix A and the random variables X, may be multi-
plied by a positive constant if necessary. (Assumptions (6.1.2) 
is not used in this proof). Let 
[k: la , I •^ <x] 
nk — 
Notice that N (x) = 0 ^ for x < n^ ^  and 
00 
/ dN (x) = Z|a I £ M. If G(x) = P[|X| ^ x] , 
o k 
lim TG(T) = 0 7 as T -> «> since E|x| < ~, and thus 
I ^tl^nk^l '-^' = I ^<l%kl"') k k 
(6.3.1) 
= / xG(x)d N (x) 
o ^ 
= lim TG(T)N^(T)-/ N^ (x) d (xG (x) ) 
£ M / d|xG(x) 1 . 
n 
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To estimate the last integral, observe that^for z < y, 
y G ( y ) - z G ( z ) = ( y - z ) G ( z ) + y (G ( y ) - G (z) ) , 
s o t h a t 
00 00 ( j + l ) Y 
/ d | x G ( x ) I = E . / d | x G ( x ) 1 
Y j = n .Y 
n ' D 
OO 00 
1 I [ { j + l ) ' ^ - j ^ ] G ( j ^ ) + Z ( j + l ) ' ^ [ G ( j ' ^ ) - G ( ( j + l ) ' ^ ) ] 
j = n j = n 
Summing the first of the final series by parts and using the 
existence of E|X|, we see that it is dominated by the second 
series, and thus 
Y •i=n 
n 
Finally, by (6.3.1) and (6.3.2), 
( 6 . 3 . 2 ) / d | x G ( x ) | <2 I ( j + l ) ^ [ G ( j ^ ) - G ( ( j + l ) ^ ) ] . 
Y j = n 
00 00 
„ ^ ^ n a ^ A l > 1 f o r k]< z ^ n \ - ^ ^ \ \ > 1] 
n=l n=l K=i 
OO OO 
£ 2M Z E ( i + l ) ^ [ G ( . i ^ ) - G ( ( - i + l ) ' ^ ) 1 
n = l j = n 
00 
= 2M Z j ( j + l ) ^ [ G ( j ^ ) - G ( ( j + 1 ) ^ ) ] 
< 2 '^^ -'-M / Ixl ^ d F ( x ) < 00, 
This completes the proof of Lemma 6.1 
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Lemma 6.2 ([44], Lemma 2). 
If E|X( Y < 00 and max|a , | <_ Bn ^ , then, for 
nki k 
-a E P[|a ^X, I >_ n ^ for atleast two values of k] < «= 
n 
Proof. By the Markov inequality, 
1+ - 1+ i cc(l+ -) 
P[la^k\| > n-"] < |a^J ^ E|X| ^ n ^ , 
so that 
P[|a ,Xj^| >_ n~°' for atleast two k] 
< z P[|a .X.l > n~°', la ,X- I > n"*^ ] 
~ -U-, ' n i 1 I — ' I n k k I — •• 
1+ i ^ 2a (1+ i) 1+ - 1+ -
Y^ r^, Y £ la . I Y 1^  I Y 
j?^k 
< (E|X| ^)^n J |a^ | . la^^ 
1+ - , 0/ ^ 2[-l+a{l+ -) ] 
< (E|X( Y)2 B^/Y M^n Y \ 
and the final estimate will converge when summed on n provi-
ded that a < Y/2(Y+1)• 
This completes the oroof of Lemma 6.2. 
Lemma 6.3 ([44], Lemma 3) 
1. i . 
Ify = 0,E|x| ^<«,, and max ] a | < Bn ^, then for 
k "^ 
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every e > 0, E P[ 1E'a^^xj > e] < -, 
n k 
where 
and 0 < a < Y-
Proof. Let 
nk k 
J •• 
X 
r X,_ if la„Al < ^ '''' 
nk 
L 0^  otherwise 
andB..-BX„,. If a^,=0, then B , , = u = 0 , while if 
n^k - ""nk 
^nk '^  °' ^ ^^^ 
' nk' . . _a,_ 1-1 |j,]>.n °'B -^ n^  
1^11" l^ nk 
Therefore 6^ ^ " °' uniformly in k and I a^^&^^ - 0, 
Let Z,, = X^,- B^, , so that BZ,, = 0, B1Z,J" " , C. for 
some c, ana i^ ij^ k'nk C, and la,,Z .1 l2n--. Now 
j'-nk^k = ^  -nk^nk = J ^nk^nk^ ^  ^ nk^nk 
and so for n sufficiently large^ 
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It will suffice, therefore, to show that 
(6.3.3) E PfiZ ank^nk' - ^^  ^ ~' 
Let V be the least integer greater than 1|Y' The necessarv 
estimate will be obtained by computing E(Z |a ,Z . |) ^ is 
finite so that 
2 2v 
^<^ ^nk^nk^ "" = ^ ^ " ^nk ^nk k ""^ "^ k^...k2^ j=l "^j ^^j • 
There i s no c o n t r i b u t i o n t o t h e sum on t h e r i g h t so long as 
t h e r e i s a j w i t h k . 5^  k . ^ f o r a l l i 9^  j ^ s i n c e t h e Z j^ 
a r e i n d e p e n d e n t and EZ^=<r. The c/eneral term t o be considered then wi l l have 
q, of t h e k ' s = ^ , , . . . , a of t h e k ' s = ^ , 
^1 1 "m m 
r^ of t h e k ' s = fi • , , . , . , r of t h e k ' s = n , 
where 2 < a . < 1+ - , r . > 1+ —, and 
m p 
1, q. + E r . = 2v . 
Then 
i=i ^ j=r^ 
m q. p r^ 
E n (a„_ Z^_ ) "• n (a^ Z^ ) J 
i = l "^^i ^ ^ i j = l " ^ j ^ ^ j 
m q- P 1+ - (17 . - 1 - - ) 
( 6 . 3 . 4 ) < (1+c) ' ' n | a „ ^ I "• n | a „ | ^(2n"° ') 
i = l ^^i j = i ^Hj 
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m p . ' 1 Y 
< n + c ^ n |a I n I a |(Bn-Y) 
i=l "^i i=i "n^ 
^ 1 Z (r .-1- i) 
(2n °')^ -^  
where c is th^ upper bound for E [ Z , | ^ mentioned above 
Now,the power to which n is raised is the negative of 
m p , 
Y Z (q.-l)+p+ a E (r--1- ^) . 
i=l ^ j = l J ^ 
Now if p is one (or larger) , 
P i 1 
p+a I (3;^ -l- -) i l+a(v- -) , i=l 3 Y Y 
while if p = 0, 
m ^ ^ 
Y Z (a.-l) = Y(2v-m) ^ Y^ = 1+Y(V- —) > l+a(v- -) , 
i=l ^ Y - Y 
the first inequality being a result of 
1 "^  
m £ y E a. = V. 
^ i=l 
Therefore the expectation in (6.3.4) is bounded by 
m p -1-a(v- —) 
•^ 1 J i ' ^ i ' A ' ^ - , ' " 
and K, depends only on c, Y and B. It follows that 
_ -l-a(v- —) 
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for some K which may depend on C,Y, B , and M but is inde-
pendent of n. An application of the Markov ineauality now 
yields (6.3.3) . 
This completes the proof of Lemma 6.3. 
Lemma 6.4. (r5 4], p. 255). 
Let X^,X-,... be independent random variables with 
2 2 . 2 2 
EX„= 0, EX„ = a and lim a = a > 0. Suppose for j > j^, 
n n n n -' — -^o 
n-»-oo 
there exists r- > 0 such that r- = 6(i (log i ) ~ ) and 
_ D - D • •• " " 
expit^Oj (l-|tl'y.)/2} £ E exp(tX.) £ exp{ t^o^ (1+j 11 r •/2)/2 } 
whenever |t|r^ £ 1. Then for any c > 0 and a > j , 
2 
lim sup (|^)"* (log M)"* E x^exp (^HiHlM_) = o a.e. 
|m-M|_<M 
6.4. Proof of Theorem 6.1. 
The proof of the sufficiency is very similar to the 
corresponding argument in [281 / but it will be given here for 
the sake of completeness. First, we have that 
(6.4.1) lim TP[|xl ^ T] = 0 
T-voo 
since E|X| < <». Let X , be a ,X, truncated at one, and 
Z = Z •^ nk * ^'°^ ^'^^ ^'^^ " sufficiently larae, since 
roax|a , I -^  0, it follows from (6.4,1) that 
k 
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It will therefore suffice to show that Z -^  y in probability, 
Note that 
EZj^-y = ^ a^]^[ f xdF-y]+y[Z a^^- 1 ] -^  0 . 
^ i - i< i -nkr ' ' 
Since 
T 
i / x^dF = i{-T^P[|xI 1 T]+2 / XP[|X| ^ x]dx} ^ 0, 
|x|<T ^ o 
it follows that for all n sufficiently large 
(6.4.2) E Var X^^ < I|a^j2 ^ ^ x^dF < eZ j a^ J < cM . 
l^hl^nkl 
But E(E|X , |) is easilv seen to be finite so that 
k ^^ 
Var Z = I Var X , which tends to zero by (6.4,2). An aoDli-
cation of Chebyshev's inequality completes the oroof of suffi-
ciency . 
For necessity, let U, = X, -y, T = z a U so that 
iuU 
T -^  0 in probability and hence in law. Let g(u) = Ee 
be the characteristic function of U, . 
00 
We have that II g(a ,u) ->- 1 as n -> oo. But 
k=l ^^ 
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IJ^ a(a^^ u) I < Ig(a^^ u) | _< 1 
for any m, so that for any sequence k , 
(6.4.3) l^ ^^ nk "H ^ !• 
n 
Since U, is non-degenerate, there is a u such that 
K O 
|g(u) I < 1 for 0 < lu] < u^ (f35],p .202) . Letting u = u /2M, 
it follows that 
la, ul < M u = u / 2 
' nk ' — o 
n 
and then 
a , u -»• 0 
by (6.4.3). Choosing k to satisfy 
I^nk^ = "^^ I^nkI• 
Completes the proof. 
6;.5. Proof of Theorem 6.2. 
Observe that 
I ^nk\ = ^  ^ nk<\-^^+^^ %k 
and the last term converges to by (6.1.2) . Therefore, we may 
consider only the case y = 0. By the Borel-Cantelli Lemma, it 
suffices to show that for every e > 0, 
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(6.5.1) ^ P[! a ,X- I > e] < 
n 
But 
Nj ^ nAl > ^ 1<=M^ a^ X^j > f] 
U[|a 1.x, j >^  |- for some k] 
nk k 
U[|a ^X, I >_ n '^  for atleast two k]. 
Now if 0 < a < Y / 2 { Y + 1 ) , then a < y also and the series (6.5.1) 
converges as a consequence of the Lemma 6.1, Lemma 6.2 and 
Lemma 6.3. 
This completes the proof of Theorem 6.2. 
Examples demonstrating the sharpness of Theorem 6.2. 
These examples are similar to the case y = 1. ^irst, 
suppose that 0 < y < -^-• -^^ ^^  n- = i"in {m: m^ >^  i} for i >_ 0, 
j = 0, and for n. . < n < n., let j^ = ni -
-"o 1-1 — 1 n 
matrix A with elements 
'l^ n. 
m=l m 
Then!the 
n^k 
1/i if n. , < n < n . and j . < k < j , 1-1 — 1 •'n-l — -^n 
0 otherwise, 
is a Toeplitz matrix with max |a , ] = 0(n~^), such that if 
k ^ 
^ 1+ i 
E a ,X, -> y a.s., then 1, nx K E X 
y < 0°. This is seen by 
straight forward application of Katz theorem, 
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J- n For Y > 1. define 3 = [n'']+ 1 and k = E 1.. The 
' ' -^n •• ^ n . , - 1 1=1 
matrix A with elements 
n^k 
1/j for k < k < k 
-'n n — n+1' 
0 otherv/ i se , 
i s a T o e p l i t z mat r ix s ince Jn+i^^ "* •*•' '^^ '^  
, - Y inax 1 a 1 = ^ 1 n 
k "^ -n 
Assume that T. a , X, -> u a.s. Given e > 0 and the distribu-
tion function F, let p be the intecrer m which maximizes. 
n 
m 
P[l E X.- myl > me ] in the range j < ii^  < j . T • I'St 
B be the matrix with elements 
^nk = " 
1/p if k < k < k + p , 
^n n — n ^n' 
0 otherwise 
The first step is to show that 5^  b , X, ->• y a.s. This is a 
,, nk k 
consequence of the assumption that E a ,X ^ y a.s. together 
j^  nK K 
with an application of the classical strong law to the X, s 
with indices such that k„+ P„ < k < k ^^  . From this ooint on, 
n n — n+i 
1+ i 
the fact that E|X 
much as before. 
< « follows from Katz theorem, very 
92 
6.6 Proof of Theorem 6.3. 
The implications (6.2.2) ==> (^6.2.3) ==> (6.2.4) are 
well known (cf.[20]. 96,100,108 ). We shall now prove that 
(6.2.4) ==> (6.2.1). By (6.2.4) 
lim - E e~^^^ X^ = 0. a.e., 
m>co ^  n=l "" 
where X = X - X' with X' , n > 1, and X , n > 1, beinq 
n n n n — n — ^ 
i.i.d. Let 
y = 1 ^  e-"/"^X^ Z = i E e-^ /"^  X ^ 
"^  ^ n=l n m m ^^^^^ 
p 
Then Y + Z > 0, Y_ and Z are independent and symmetric. 
m m • m m ^ ,^-^ 
T h e r e f o r e i t f o l l o w e a s i l y from t h e Levy i n e q u a l i t y [35p.2471 
p 
that Z ——> 0. Since Z and (Y,,...,Y_) are independent 
m m 1 m "^  
P and Y„+ Z„ ——> 0 a.e., Z^ > 0, we obtain by Lemma 3 of 
m m m -^  
[11] t h a t Y — - > 0 a . e . L e t t i n g Y^"'"'= Y - (em) ""'" X^, s i n c e 
^^•^' m ^ m m m' 
~1 s P * s (em) X ——> 0 , we a g a i n by Lemma 3 of [] ] ] t h a t X /m -»• 0 a . e . 
m m 
By the Borel-Cantelli lemma, this implies that E|X, | < 0°. As 
established before, we then have X -»• EX^ (A) and so by (6.2.4) 
y = EX^. 
This completes the proof of Theorem 6.3. 
6.7. Proof of Theorem 6.5. 
We first assume (6.2.12) and show that (6.2.13) and 
(6.2.14) both hold. Set 
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&j^(X) = e''^x"^/(m!) , let | < a < | 
and let k be an integer such that 
k(l-a) > 1. Given 6 > 0, we choose e > 0 
such that ek < 6. From (6.2.12), it follows that 
(6.7.1) lim n"^ (log n)"^ \ ^ ^ ^•^' 
n->-oo 
To prove (6.2.13), we set M = [A], h = m-M. Since there 
exists V > 0 such that 
Z h^(X) = 0(exp i-X^)) 
m 
|hI>M°' 
(cf .[2Olp-i200) , it follows from (6.7.1) that 
(6.7.2) lim A* (log A)"^ E b (A)|X | = 0 a.e. 
, ^ m ' m' 
"^~ I h 1 >M'^ 
Furthermore, we note that (cf.[ ,p.200]). 
2 
|(27rM)~* e x p ( g 
h|<M^ 
(6.7.3) 2 I (27rM)~* e x p ( ^ ) -bj^(A) 
1 1.2 l+|h| 
Z {(2TT)"* exp(J~-)} {0(—^—) 
h|lM" 
+ 0(—^)} = 0(A M 
A^  
Hence jLt follows from (6.7.1) that 
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( 6 . 7 . 4 ) l im X* ( log A)~*{ I ] (27TM) ~^exp ( ^ ) - b ^ ( X ) | | X^| }=0 
^•"" IhUM^' 
a . e . 
Def ine 
X = X I 
X = X I . 
" " [ | X j £ n * 7 ( l o g n) ] 
and 
x"= X - X ' - x " . Le t Y = x " - E x " . Then 
n n n n n n n 
|Y I - _< 2 n * / ( l o g n) = o ( n ^ ( l o g n)~*) and t h e r e f o r e 
s a t i s f i e s . t h e h y p o - t h e s i s of t h e lemma ( c f . {541 p'.2S5; ) . Hence 
2 
(6.7.5) lim SUP(TTA) * (log A)~* Z Y^ exp (^ )^ = a a.e. 
"^^ " |hj<M°' 
Noting that EX^ = 0, we have for jh] _< M*^ , 
, 2 3 
( 6 . 7 . 6 ) IEX"| = |EX, I , I < m~Mlog m) E | X, | . 
' " '^ ' -^  [ | X ^ | > m * / ( l o g m)] ~ ^ 
Hence 
2 
•2M ' ' ' ""m l i m X ^ d o g X) * I ( M " * e x p ( ^ ) ) | E x J = 0 . 
^•^"^ | h | < _ I ^ 
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Also by (6.7.1), P[X + 0 i.o.] = 0. Since 
m /(log m) < |X | < em'(log m)' , we have for all large M, 
X 
P[ ^ |xJJJ|^6M*(log M)*]^P[ Z ~^ ~ ^k] 
< PfX 9^  0 for atleast k of the indices 
— • • m 
M-M" ^ m _< M+M*^ ] 
1+2 [M"'] V 4 A 
< ( ) p'^ilxj > (M-M") {log(M-M"'^) }~ ] 
k ^ 
= 0(M (log M) ), by the Markov ineauality. 
Since k - ak > 1, an application of the Borel-Cantelli lemma 
then gives 
(6.7.7) lim sup A* (log X) "^ I M~*|x'^ ' | <_ 6 a.e.. 
Hence we have oroved (6.2.13). To prove (6.2.14), settina 
M = [(n+1)/(a+1)], c = (a+l)/2a, we can use a similar araument 
as before (cf. [20] D . 2 0 1 ] ) . 
We now prove that (6.2.13) implies (6.2.12). From 
(6.2.13), it is c]ear that X -> 0(B) a.e. Bv the eouivalence 
of (6.2.9) and (6.2.11), we have EX^ = 0 and EX^ < ». For 
n = 3,4,..., let dj^ (n) = (TTn)*(log n) ~* m^^ "^ ' ' 
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n 
E 
m=l '" '" " in=n+l 
^n = ^ / m < " ) \ ' ^ = \^^J^-^ \ -
2 S i n c e EX^ = 0 and EX^ < oo, i t f o l l o w s from Tchebycbev s 
p 
i n e a u a l i t y t h a t Z„ > 0 . Now Z i s m d e n e n d e n t o^ 
• -^  n n (Y,,...,Y ) and lim sup IY +Z I = o//2 a.e, 1 n _,„ " ^ ' n n ' 
Hence by Lemma 1 of [34], lim sup |Y | _< a//2 a.e. 
n - 1 p 
But Y = E d^(n) X + d (n)X and d (n)X -^—> 0 . T h e r e f o r e 
n i r t i m n n n n 
m=l 
a p p l y i n g Lemma 1 of [34] a g a i n , we have 
n-1 
and 
Hence 
lim sup| E dj^(n)Xj^| _< — a.e, 
n->oo in=l /2 
lim supld^(n)X^l _< /2 a a.e. 
n-voo 
lim sup n (log n) | X | < «= a.e. 
n->-oo 
and since this sup can only be °° a.e. of 0 a.e., it follows 
that n~*(log n) "*X^ -^ 0 a.e. Therefore EX^ (log"*" |x^ |+1) "^ <». 
2 2 
It is now obvious from (6.2.13) that EX, = a . Ih a similar 
way, we can prove that (6.2.14) implies (6.2.12). 
This completes the proof Theorem 6.5. 
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