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The Minimal Genus of Homology Classes in a Finite 2-Complex
Thorben Kastenholz and Mark Pedron
Abstract. We study surface representatives of homology classes of finite complexes which min-
imize certain complexity measures, including its genus and Euler characteristic. Our main result
is that up to surgery at nullhomotopic curves minimizers are homotopic to cellwise coverings to
the 2-skeleton. From this we conclude that the minimizing problem is in general algorithmically
undecidable, but can be solved for 2-dimensional CAT(-1)-complexes.
1. Introduction
Fix a singular integral homology class α ∈ H2(X) of a CW-complex X. We are interested in maps
of closed oriented (possibly disconnected) surfaces f : Σ → X representing α, i.e., continuous
maps f (not necessarily embeddings) such that f∗([Σ]) = α. Consider the following two invariants
of the representing surface (sums are taken over the connected components of Σ):
g(Σ) =
∑
Σ ′
g(Σ ′) and χ−(Σ) =
∑
Σ ′
max {0,−χ(Σ ′)}
The problem of minimizing g or χ− among all representatives of a given homology class has
been studied under various restrictions on Σ, X, and f. If X is a low-dimensional manifold, the
case where one requires f to be an embedding has received a lot of attention (see below).
If Σ is connected (and not a sphere), χ−(Σ) = 2g(Σ) − 2, hence the two minimizing problems
coincide under the restriction of Σ being connected. But in general, χ−(Σ) = 2g(Σ) − 2n0(Σ),
where n0(Σ) is the number of non-spherical components of Σ. Hence the problems can (and
will) differ. To capture this difference, we define the attainable set A(α,X) as
A(α,X) = {(χ−(Σ) , g(Σ))∣∣f : Σ→ X, f∗([Σ]) = α} .
Let us from now on write χ−(α) and g(α) for the minimum of these invariants over all the
surface representatives of α.
1.1. Results
In Theorem C, we provide an algorithm which computes the attainable set for some class of
finite 2-complexes X, which includes all CAT(−1)-2-complexes. Conversely we show that for
general finite 2-complexes one cannot compute g and χ−.
Theorem A (Minimal Genus is Undecidable). Let B be a positive integer, and i be either χ− or g.
Then there is no algorithm, taking as input an (encoding of a) finite 2-complex X and a homology class
α ∈ H2(|X|), which outputs whether i (ω) ≤ B.
The restriction to 2-complexes is inessential due to the fact that the attainable set of α depends
only on the image of α in the homology of the fundamental group of X (Corollary 3.6).
Thorben Kastenholz was supported by the SPP2026 "Geometry at Infinity" of the DFG..
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2 THORBEN KASTENHOLZ AND MARK PEDRON
A crucial ingredient for our investigation of representatives of a homology class is an extension of
a theorem by Edmonds (see [6], and [14] for a strengthened result) in Theorem B. This extension
can be found at the end of the introduction. It yields the following corollary.
Corollary 1.1. Given a combinatorial generalized 2-complex X and a second homology class α ∈ H2(X),
for every representative (Σ, f) there exists a new representative (Σ ′, f ′) such that χ−(Σ ′) ≤ χ−(Σ),
g(Σ ′) ≤ g(Σ), and f ′ is a cellwise covering without folds.
By a combinatorial generalized 2-complex we mean a 2-complex whose 2-cells can be arbitrary
compact, connected surfaces with boundary such that the gluing maps are of a particular form.
Up to homotopy equivalence this yields the same topological spaces as ordinary 2-complexes.
Having no folds means that the map is locally injective outside of a finite set contained in the
preimage of the zero cells.
In Section 2 we prove basic results about the structure of attainable sets. In Section 3 we relate
the attainable sets of a space to its fundamental group and in particular show that the attainable
sets of a space can be retrieved from the attainable sets of its 2-skeleton. In Section 4 we will
introduce generalized 2-complexes in order to prove Theorem B in Section 5. Theorem C will be
proven in Section 6. Lastly in Section 7 we prove Theorem A.
1.2. Background
For three-dimensional compact oriented manifolds Thurston ([15]) introduced a pseudo-norm
on their second homology: Let M denote such a 3-manifold, then ‖−‖T : H2(M) → Z assigns
to every homology class the minimum of χ− over all embedded representatives of that class. In
particular, he showed that ‖−‖T is multiplicative, i.e. ‖nα‖T = n ‖α‖T. For non-primitive classes
α these representatives are forced to be disconnected. Gromov ([9]) introduced an a priori
unrelated pseudo-norm ‖−‖G on homology with real coefficients by considering the infimum of
the `1-norm of real cycles representing the homology class. He showed that this relates to the
stabilization of χ− via ‖α‖G = 2 limn→∞ χ−(nα)n . Using Thurston’s results and the theory of taut
foliations, Gabai ([7], Corollary 6.18) showed that ‖α‖G = 2 ‖α‖T. We can arrange these results
in the following chain of inequalities:
‖α‖T ≥ χ−(α) ≥
χ−(nα)
n
Gromov→ 1
2
‖α‖G
Gabai
= ‖α‖T
Hence χ−(α), ‖α‖T, and 12 ‖α‖G are equal, thus the Thurston norm can be defined using arbitrary
(non-embedded) surfaces, even without stabilization. This result clearly distinguishes χ− from g.
In general, even though limn→∞ χ−(nα)n = 2 limn→∞ g(nα)n (this is true for arbitrary topological
spaces), g is not minimized by an embedded surface. Additionally, while the equality above
shows that χ− is multiplicative on homology classes, g (and even (g − 1)) does not enjoy such
multiplicative properties. Let us illustrate this with an example:
a b
ab
Figure 1. The space X in Example 1.2
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Example 1.2 (Genus 2 Handlebody With Three Tori Removed). Let X be the link complement in
a genus 2 handlebody as depicted in Figure 1. If a, b denote the generators of the fundamental
group of the handlebody, the 3 link components represent the conjugacy classes of a, b and ab.
Each of the components is surrounded by an embedded torus. The fundamental classes of these
tori are a basis of H2(X). The space X is homotopy equivalent to a 2-complex given by gluing 3
squares as depicted in Figure 2 and identifying opposite sides. The classes given by the 3 squares
correspond to these fundamental classes. Let α be the sum of the 3 squares with the orientation
induced by a fixed orientation of the surrounding plane in Figure 2. There are two obvious
Figure 2. The Gluing Pattern of X in Example 1.2
surface representatives of α one is given by 3 tori, the other one is a genus 2 surface bounding the
handlebody. Using Corollary 1.1, an elementary but tedious consideration of small combinations
of the squares shows that α can not be represented by less than 3 tori. Hence A(α,X) looks as
depicted in Figure 3. In particular, there is no representative simultaneously minimizing χ− and
χ−1 2 3 4 5 6 7 8
g
1
2
3
4
5
6
7
8
9
0
Figure 3. The Attainable Set of X in Example 1.2
g. Because 2α is represented by 3 tori as well, we see that g(2α) = 3 6= 4 = 2g(α), hence g is not
multiplicative.
For four-dimensional manifolds the situation is different, as in this case the restriction to embed-
ded surfaces can influence the minimal genus drastically. The Thom conjecture states that given
an embedded smooth projective curve with genus g in CP2 (which is automatically connected),
every other embedded representative of the same homology class has genus greater or equal
than g. Using Seiberg-Witten invariants, this was proved by Kronheimer and Mrowka ([11]).
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Note that since CP2 is simply-connected, every second homology class can be represented by a
non-embedded sphere. Their result was further strengthened by Ozsváth and Szabó ([13]), again
using Seiberg-Witten invariants. They showed that every connected symplectic subsurface of a
symplectic four-manifold has minimal genus among all embedded representatives of the same
homology class.
There is also a relative analogue of the minimal genus of a homology class, defined via exten-
sions of maps f : S1 → X to a connected surface with one boundary component. The minimal
genus of such an extension is the commutator length of the conjugacy class of the element in
pi1(X, x) corresponding to f : S1 → X. One can also stabilize the commutator length to obtain the
stable commutator length scl. See [3] for an introduction. Some of our methods are similar to
approaches in that context (in particular [5], [4], and [2]).
Similar to how commutator length carries more information than the stable commutator length,
the attainable set loses most of its structure when stabilized (Lemma 2.5). Let us illustrate this
with an example:
Example 1.3 (Three Octagons). The necessary calculations for this example are deferred to Ex-
ample 6.5. Consider the 2-complex X given by the gluing pattern in Figure 4 and identifying
opposite sides. Each of the three cells is a closed surface of genus 2, hence its homology has
rank 3 and is generated by its cells. We consider the homology class α which is given as the sum
of the three cells. The attainable sets of α and its multiples are depicted in the left diagram of
Figure 5. In this example χ− and g are never minimized by the same representative. Moreover,
all g-minimizers are connected (up to sphere components). In the right diagram, the attainable
sets A(nα,X) is rescaled, dividing by n. One can see how the subtle structure of the attainable
set vanishes under stabilization.
Figure 4. Gluing three octagons, Example 1.3
1.3. Compression Order
In order to get a better understanding of the attainable set, we will consider a preorder1 ≤c on
(unparameterized homotopy classes of) representatives of a homology class, such that g and χ−
are monotonous with respect to this preorder. This is based on the following construction:
Definition 1.4 (Compression). For a given representative (Σ, f) of a second homology class
α ∈ H2(X) with an embedded annulus e : S1 ×D1 → Σ and an extension
S1 ×D1 Σ
D2 ×D1 X
e
f
e ′
1i.e., A ≤c A, and A ≤c B ∧ B ≤c C =⇒ A ≤c C, but not necessarily A ≤c B ∧ B ≤c A =⇒ A = B
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χ−1 2 3 4 5 6 7 8 9
g
1
2
3
4
5
6
7
8
0
. .
.
χ−1 2 3 4 5 6 7 8 9
g
1
2
3
4
5
6
7
8
0
Figure 5. Attainable sets in Example 1.3
we set
• Σe = Σ \ e(S1 ×D1) ∪D2 × ∂D1
• fe ′ : Σe → X = f|Σ\e(S1×D1) ∪ e ′|D2×∂D1
We will say that (Σe, fe ′) is obtained from (Σ, f) by compression at e. By construction, (Σe, fe ′)
represents the same homology class as (Σ, f).
Consider maps fi : Σi → X, i ∈ {1, 2}, representing the fixed homology class α. We define the
compression preorder by saying that (Σ1, f1) ≤c (Σ2, f2) if (Σ1, f1) can be obtained from (Σ2, f2)
by a finite sequence of the following moves:
(I) Compression at an essential embedded annulus
(II) Compression at an inessential embedded annulus
(III) The inverse of move (II)
It is necessary to allow the inverse of move (II) as otherwise the preorder would not have min-
ima2. The compression order gives the universal measurement of geometric complexity of sur-
face representatives of a given homology class. The important role of (χ−, g) comes from the fact
that the assignment
(Σ, f) 7→ (χ−(Σ) , g(Σ))
is strictly monotone3 from the compression order to the product order on the attainable set. In
particular, (χ−, g) reflects minima4.
This allows us to formulate Theorem B which describes minima of the compression preorder up
to equivalence in the preorder5of generalized 2-complexes:
Theorem B (Normal Form). Let X denote a combinatorial generalized 2-complex and Σ a closed oriented
surface. Then every map f : Σ → X that admits no squeezes is equivalent in the compression order to a
cellwise covering without folds.
Acknowledgements. The authors would like to thank Ursula Hamenstädt for her support and
many helpful discussions. We would like to thank the current and former members of the Bonn
Geometry Group for introducing us to new topics and sharing their insights with us.
2A minimum A of a preorder is an element such that for all elements B, B ≤ A =⇒ A ≤ B.
3(Σ1, f1) ≤c (Σ2, f2) ⇒ (χ−(Σ1) , g(Σ1)) ≤ (χ−(Σ2) , g(Σ2)) and (Σ1, f1) ≤c (Σ2, f2) ∧ (Σ2, f2) 6≤c (Σ1, f1) ⇒
(χ−(Σ2) , g(Σ2)) 6≤ (χ−(Σ1) , g(Σ1))
4Reflects minima: (χ−(Σ) , g(Σ))⇒ (Σ, f) minimum
5A and B are called equivalent if A ≤c B ∧ B ≤c A
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2. Attainable Sets
We continue to denote by X a CW-complex and by α ∈ H2(X) an integral homology class. As
described in the introduction, the invariants χ−(α) and g(α) are neither independent nor does
one determine the other. To capture their interaction we defined the attainable set A(α,X) as
A(α,X) = {(χ−(Σ) , g(Σ))∣∣f : Σ→ X, f∗([Σ]) = α} .
Its geometry describes the way those two invariants restrain each other. In this section we
present results regarding its asymptotic structure. If α is representable by a union of spheres, its
attainable set is
A(α,X) = A(0, X) = {(χ−, g) ∈ 2Z× Z∣∣0 ≤ χ− ≤ 2g− 2} ∪ {(0, 0)} .
This attainable set is an exception in many ways, so from now on in this section we assume that α
is not representable by a union of spheres, i.e., g(α) > 0. Be aware, though, that this does not exclude
multiples of α to be representable by a union of spheres.
2.1. Saturation
By the inequalities 0 ≤ χ−(Σ) ≤ 2g(Σ) − 2 for a surface Σ representing α, the attainable set is
contained in a cone whose edges are parallel to the lines defined by χ− = 0 and χ− = 2g. We
show that the attainable set is invariant under saturation moves parallel to these axes.
Lemma 2.1 (Invariance under Saturation Moves). For α ∈ H2(X) with g(α) > 0, one has
(0, 0) 6= (χ−, g) ∈ A(α,X) =⇒ (χ−, g+ 1) , (χ− + 2, g+ 1) ∈ A(α,X) .
Proof. Let Σ be a surface representing αwith (χ−(Σ) , g(Σ)) = (χ−, g). Taking the connected
or disconnected sum with a torus at a non-spherical component changes the coordinates as
required. 
Hence A(α,X) will agree, up to a finite set, with the set{(
χ−, g
) ∈ 2Z× Z∣∣χ−(α) ≤ χ− ≤ 2g− 2A(α)} , (1)
A(α) = min
{
2g− χ−
∣∣(g, χ−) ∈ A(α,X)} .
We will identify the meaning of this number below.
2.2. Connected Representative
Let us call a surface Σ essentially connected if it has exactly one non-spherical component. If Σ
is an essentially connected surface representing α, one necessarily has χ−(Σ) = 2g(Σ) − 2. Con-
versely, if (χ−, g) ∈ A(α,X) satisfies χ− = 2g − 2, one can find an essentially connected surface
Σ representing α such that (χ−(Σ) , g(Σ)) = (χ−, g) . Hence α is represented by an essentially
connected surface if and only if A(α) = 1. More generally, we have the following lemma:
Lemma 2.2. Let X =
⊔
Xi be the decomposition of X into its path-components and let α = (αi)i ∈⊕
H2(Xi) ∼= H2(X) be a homology class of X. Then A(α) equals the number of i such that αi is not
representable by a sphere.
Proof. If Σ is a surface representing α having n0(Σ) non-spherical components, then 2g(Σ)−
χ−(Σ) = 2n0(Σ) . Taking the minimum of both sides over all Σ representing α proves the asser-
tion. 
Thus we can write n0(α) instead of A(α). The coordinates of all surfaces Σ representing α with
n0(Σ) = n0(α) lie on a positive ray. Hence there is a minimal point on this ray. Let us write
(χ−c (α) , gc(α)) for its coordinates.
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Proposition 2.3 (Attainable Set Bounds). Consider α ∈ H2(X) with g(α) > 0.
(a) The attainable set is invariant under the following (conditional) saturation move:(
χ−, g
) ∈ A(α,X)∧ χ− < 2g− 2n0(α) =⇒ (χ− + 2, g) ∈ A(α,X)
(b) A(α,X) ⊆ {(χ−, g)|gc(α) ≤ g∧ χ−(α) ≤ χ− ≤ 2g− 2n0(α)} .
Proof. If χ−(Σ) < 2g(Σ)−2n0(α), then there have to exist two non-spherical components of
Σ that get mapped to the same connected component of X. Therefore one can take the connected
sum of these components. This proves Part (a).
For Part (b), it is trivial that χ−(α) ≤ χ−, and Lemma 2.2 shows that χ− ≤ 2g − 2n0(α). By
the saturation move of Part (a), for any point (χ−, g) ∈ A(α,X), the point (2g− 2n0(α) , g) is
contained in A(α,X) as well. This point lies on the ray defining gc(α). Therefore we have
gc(α) ≤ g(Σ). 
The saturation moves from Lemma 2.1 and Proposition 2.3, Part (a), together with the inequalities
of Proposition 2.3, Part (b), are depicted in Figure 6.
χ−
g
1
A(α)
χ−(α)
gc(α)
n0(α)
Figure 6. An attainable set with saturation moves and lines depicting the
bounds from Proposition 2.3.
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2.3. Stabilization
The relationship between g(α) and χ−(α) strengthens for multiples of α. Note that the limit
limn→∞ χ−(nα)n exists, since taking covers of a representative shows that the sequence is mono-
tonically decreasing. Let us denote the limit by χ−stable(α). Similarly, we define gstable(α). One has
the following well known stabilization phenomenon:
Lemma 2.4. For every α ∈ H2(X), one has χ−stable(α) = 2gstable(α).
This stabilization phenomenon can be derived from a stabilization result for the attainable set.
Let us denote the stable attainable set (set of limit points) limn→∞ 1nA(nα,X) by Astable(α,X).
Lemma 2.5. For any α ∈ H2(X), one has
Astable(α,X) =
{(
χ−, g
) ∈ R2∣∣χ−stable(α) ≤ χ− ≤ 2g} . (2)
Proof. If a multiple of α is representable by spheres, then χ−stable(α) is zero and the claim
follows trivially. Let us assume for the rest of the proof that no multiple of α is representable by
spheres.
For every representative Σ of nα one has nχ−stable(α) ≤ χ−(Σ) ≤ 2g(Σ). Hence Astable(α,X) is
contained in the right hand side of Equation (2). It remains to show the reverse inclusion.
Given a point (χ−, g) ∈ Astable(α,X), the saturation moves described in Lemma 2.1 imply that
Astable(α,X) contains all points between the rays (χ−, g+ r) and (χ− + 2r, g+ r) for r ∈ R≥0.
Therefore, it suffices to show that
(
χ−stable(α) , 0.5 χ
−
stable(α)
) ∈ Astable(α,X), i.e., that there is a
sequence Σn representing nα with χ−stable(α) = limn→∞ χ−(Σn)n = limn→∞ 2g(Σn)n .
Let Σn denote a representative of nα such that χ−(Σn) = χ−(nα). Let Σn,m denote an m-fold
covering space of Σn such that Σn,m has the same number of connected components as Σn. This
implies thatmχ−(Σn) = χ−(Σn,m) = 2g(Σn,m)−2n0(Σn). We conclude that, form(n) = n0(Σn),
one has
χ−stable(α) = limn→∞
χ−
(
Σn,m(n)
)
n ·m(n) = limn→∞
2g
(
Σn,m(n)
)
− 2n0(Σn)
n · n0(Σn) = limn→∞
2g
(
Σn,m(n)
)
n ·m(n) .

Proof of Lemma 2.4. By Lemma 2.5 we can find a sequence Σn representing nα such that
limn→∞ 2g(Σn)n = χ−stable(α). Therefore we have the following chain of inequalities:
χ−stable(α) = limn→∞ 2g(Σn)n ≥ limn→∞
2g(nα)
n
≥ lim
n→∞ χ
−(nα)
n
= χ−stable(α)
Since both outer terms are the same, we conclude that all four terms are equal. 
Lemma 2.5 implies that the delicate structure of A(α,X), i.e. the finite difference to the cone
described in Equation (1), vanishes when passing to the stabilization of the attainable set.
2.4. Simplicial Volume and Further Invariants
From the attainable set of a homology class α one can recover g(α) as min {g|(χ−, g) ∈ A(α,X)}
and χ−(α) as min {χ−|(χ−, g) ∈ A(α,X)}. One can generalize this by taking the minimum of a
linear combination of g and χ−:
lp,q(α) = min
{
pχ− + qg
∣∣(χ−, g) ∈ A(α,X)}
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For example, the simplicial volume6 is l1,2. By the description of the attainable set in Equa-
tion (1), lp,q is finite if and only if (p, q) lies in the dual cone{
(p, q) ∈ R2∣∣0 ≤ q∧ 2p+ q ≥ 0}
These lp,q are convex and positively homogeneous in (p, q). As a corollary of Proposition 2.3
we have:
Lemma 2.6. If p ≤ 0 and 2p+ q ≥ 0, then lp,q(α) = (p+ 2q)g(α) − 2pn0(α).
Proof. For a representative Σ of α with (χ−, g) = (χ−(Σ) , g(Σ)), one has
pχ− + qg ≥ p (2g− 2n0(α)) + qg ≥ (2p+ q)g(α) − 2pn0(α) ,
and for a representative of (χ−c , gc) we have equalities. 
Apart from these restraints, the lp,q seem to be independent.
3. The Cokernel of the Hurewicz Map
In this section we show that the attainable sets of homology classes of a topological space X
are determined by the fundamental group of the space. This fact is essential because it allows
us to restrict our attention to 2-complexes. More precisely we show that the attainable set
of a homology class is determined by its image in H2(pi1(X, ∗)) under the natural morphism
H2(X) → H2(pi1(X, ∗)). Secondly, we show in Lemma 3.4 and Corollary 3.6 how to relate the
attainable sets between X and K(pi1(X, x), 1).
For every path-connected pointed CW-complex (X, x) we have a Hurewicz-homomorphism
h2 : pi2(X, x)→ H2(X)
whose cokernel is independent of the base point x. An important observation in [10] is the
following lemma.
Lemma 3.1. For every path-connected pointed CW-complex (X, x), the natural sequence
pi2(X, x)
h2→ H2(X)→ H2(pi1(X, x))→ 0
is exact, hence H2(pi1(X, x)) is the cokernel of the Hurewicz homomorphisms.
Proof. By gluing in cells of dimension 3 and higher we can include X into an Eilenberg-
MacLane space ι : X → K(pi1(X, x), 1) with ι inducing an isomorphism on fundamental groups.
Let us abbreviate K(pi1(X, x), 1) by X1.
Now we have the following diagram with exact rows and vertical maps given by Hurewicz-
homomorphisms:
0 pi3(X1, X, x) pi2(X, x) 0
H3(X1, X) H2(X) H2(X1)
∼
h3 h2
ι∗
The morphism ι∗ in the diagram is surjective because ι is given by adding cells of dimension 3
and higher. The morphism h3 is surjective by the relative Hurewicz theorem. Hence ι∗ is the
cokernel of h2. 
Lemma 3.2. For every path-connected pointed CW-complex (X, x) and any two classes α1, α2 ∈ H2(X)
which agree in H2(pi1(X, x)) one has A(α1, X) = A(α2, X) .
6here: minimal number of triangles in an integral simplicial representation, ignoring sphere components
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Proof. Because α1 and α2 agree in H2(pi1(X, x)), by Lemma 3.1 there exists a map f : S2 → X
such that α1 + f∗
([
S2
])
= α2. This implies that A(α1, X) ⊆ A(α2, X) . Similarly one obtains the
other inclusion. 
Together with Lemma 3.2, this shows that the attainable set only depends on the induced class
in the group homology of the fundamental group, and X. Therefore we extend the notation of
attainable set and write A(α,X) for a class α ∈ H2(pi1(X, x)) meaning the attainable set of any
preimage of α in the homology of X.
Now we want to realize this homological statement on the level of spaces. Therefore we analyze
how attainable sets, and more generally, the compression preorder, behave under maps between
topological spaces.
Definition 3.3 (Minimizer Surjective). We call a map f : X1 → X2 between CW-complexes min-
imizer surjective, if
(a) f∗ : H2(X1)→ H2(X2) is surjective and
(b) for every α ∈ H2(X1) and every closed, oriented surface f2 : Σ2 → X2 representing f∗(α) there
exists a closed, oriented surface f1 : Σ1 → X1 representing α and (Σ1, f ◦ f1) ≤c (Σ2, f2).
Being minimizer surjective is invariant under homotopy. Note that being minimizer surjec-
tive implies that one can lift minimizers of ≤c of representatives of a homology class up to
equivalence to representatives of every class in its preimage. The following lemma shows that
a minimizer surjective map allows to shift computing attainable sets between its domain and
codomain in both directions.
Lemma 3.4. Given a minimizer surjective map f : X1 → X2 between path-connected CW-complexes, for
every α ∈ H2(X1) one has A(α,X1) = A(f∗(α) , X2).
Proof. Since postcomposing a representative of α by f yields a representative of f∗(α), one
has A(α,X1) ⊂ A(f∗(α) , X2).
Now fix a point
(
χ−2 , g2
) ∈ A(f∗(α) , X2). If χ−2 = 2g2 = 0, then f∗(α) is represented by a sphere
and, because f is minimizer surjective, α is also represented by a sphere, hence (0, 0) ∈ A(α,X1).
Otherwise, n0(f∗(α)) = 1, which implies χ−2 ≤ 2g2 − 2. Since f is minimizer surjective, there
exists a point
(
χ−1 , g1
) ∈ A(α,X1) such that χ−2 ≥ χ−1 and g2 ≥ g1. Lemma 2.1 implies that(
χ−1 , g2
) ∈ A(α,X1), and Proposition 2.3 (a) together with χ−2 ≤ 2g2 − 2 and n0(α) ≤ 1 implies
that
(
χ−2 , g2
) ∈ A(α,X1). 
Proposition 3.5 (Canonical Map to K(pi1(X, x), 1) is minimizer surjective). For a path-connected
pointed CW-complex (X, x) the canonical inclusion ι : X→ K(pi1(X, x), 1) is minimizer surjective.
Proof. The space X includes into K(pi1(X, x), 1) such that the 2-skeleton of X agrees with the
2-skeleton of K(pi1(X, x), 1). The cellular approximation theorem implies that we can lift every
map from a surface to K(pi1(X, x), 1) along ι up to homotopy. 
Corollary 3.6 (Attainable set determined by fundamental group). Given two path-connected
pointed CW-complexes (X1, x1), (X2, x2), and an isomorphism f : pi1(X1, x1)
∼→ pi1(X2, x2), the induced
isomorphism
H2(pi1(X1, x1))
f∗→ H2(pi2(X2, x2))
preserves attainable sets, i.e., for every α ∈ H2(pi1(X1, x1)), one has A(α,X1) = A(f∗(α) , X2).
Because every group can be realized as the fundamental group of a 2-complex, this implies that
the task of computing attainable sets can be reduced to the case of 2-complexes.
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Example 3.7 (Hypercube). Consider K(Zn, 1) =
(
S1
)n and let X be its 2-skeleton (in the product
cell structure where S1 has exactly one 0-cell and one 1-cell). Then the inclusion of X into
K(Zn, 1) is minimizer surjective. In this case, we can say a bit more about the minimal genus.
There are canonical isomorphisms H1(X) ∼= Zn and H2(X) ∼=
∧2 Zn. Because pi1(X, x) is abelian,
any surface Σ representing a homology class α can be compressed to a disjoint union of tori with
the same genus. Hence g(α) is the minimal number of summands in a decomposition of α into
elementary wedges:
α =
g(α)∑
i=1
vi ∧wi, vi, wi ∈ Zn
The following proposition is an easy corollary from Corollary 1.1
Proposition 3.8 (Free Product is Minimizer Surjective). The quotient map K(G1, 1) unionsq K(G2, 1) →
K(G1 ∗G2, 1) is minimizer-surjective.
4. Generalized 2-Complexes
In this section we generalize the definition of 2-complexes by allowing the cells to have nonzero
genus. Technically, this is not necessary for statements about computability, as all subsequent
statement hold for usual 2-complexes, and any generalized 2-complex can be subdivided to be
a usual 2-complex. However, this subdivision increases the number of cells significantly and
complicates the subsequent computations for given spaces one might be interested in. Hence we
introduce this notion to allow for concrete computations that could not be handled without the
use of a computer otherwise.
Definition 4.1 (Manifold Models). For each dimension 0, 1, 2, we fix models for each diffeo-
morphism type of compact, connected manifolds, which are either a point or have non-empty
boundary:
M(0) = {∗} a point
M(1) = {I} an interval
M(2) = {Σg,b,o | b ≥ 1} ∼−−−−−→
(g,b,o)
N0 × N≥1 × {+,−}.
where Σg,b,o denotes a compact surface of genus g with b boundary components and o indicat-
ing whether it is orientable.
Additionally, we fix
• for each orientable model M ∈
{
∗, I, (Σg,b,+)g,b
}
an orientation,
• for each model M a closed collar cM : ∂M× [0, 1]→M.
Definition 4.2 (Generalized 2-Complex). A generalized 2-complex X is given by the following
data:
(i) Three sets X(0), X(1), X(2), whose elements are called cells of dimension 0, 1, 2, respectively,
(ii) maps M indicating the cell type
M : X(0)→M(0) ,M : X(1)→M(1) ,M : X(2)→M(2) ,
(iii) for each cell x ∈ X(d), a (continuous) gluing map to the previous skeleton (see (iv))
rx : ∂M (x)→ X(d−1),
(iv) for each dimension d ∈ {−1, 0, 1, 2}, a skeleton X(d) which is, starting with X(−1) = ∅,
an inductive choice of a pushout (in the category of topological spaces) for the following
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diagram: ∐
x∈X(d) ∂M (x) X
(d−1)
∐
x∈X(d)M (x) X
(d)
∐
x∈X(d) rx
∐
x∈X(d) φx
We call |X| = X(2) the geometric realization. The components φx of the horizontal dotted arrow
are called cell inclusions. They are injective on the interior and hence define a smooth structure
on the image of the interior. One can always choose the pushout in such a way that the vertical
dotted arrow is an inclusion on the underlying sets, we will silently assume this whenever it is
convenient.
Lemma 4.3 (Homology of a Generalized 2-Complex). The second homology group of a generalized
2-complex X can be computed as
H2(|X|) = ker
 ⊕
x∈X(2),
x orientable
H2(M (x), ∂M (x))→ H1(X(1))
 .
In particular, if ιO : XO ⊆ X denotes the subcomplex of orientable cells, the inclusion |XO|→ |X| induces
an isomorphism H2(|XO|)
∼→ H2(|X|).
Proof. This follows from the long exact sequence for the pair (|X| , X(1)), the isomorphism
H2
(
|X|, X(1)
) ∼→ ⊕x∈X(2),H2(M (x), ∂M (x)), and the fact that H2(M (x), ∂M (x)) vanishes for
non-orientable cells x. 
5. Reduction to Cellwise Coverings
In this section we prove Theorem B which extends a theorem of Edmonds (Theorem 1.1 of [6],
see also [14] for a version we will use later) from maps between surfaces to maps from surfaces
to generalized 2-complexes. The theorem of Edmonds states that every map of non-zero degree
between closed, connected surfaces factors up to homotopy as a composition of a pinch map
and a branched covering. This theorem completely solves the description of the attainable set
of surfaces: Minimizers do not allow pinches and computing g and χ− for branched coverings
shows that minimizers have to be non-branched coverings. An equivalent formulation, which
emphasizes its application to the minimizer problem, is that every map of non-zero degree be-
tween closed, connected surfaces which admits no pinches is homotopic to a branched covering.
Speaking precisely, it is this formulation that we extend in Theorem B.
Let us define what a pinch is. We will also need the related definition of a squeeze (both can be
found in [14]):
Definition 5.1 (Squeeze and Pinch). Let X denote a topological space. A continuous map
f : Σ → X admits a squeeze if there exists a non-nullhomotopic simple closed curve in Σ such
that fmaps this curve to a nullhomotopic curve in X or if Σ is S2 and f is nullhomotopic. It is said
to admit a pinch if there exists a closed subsurface Σ ′ ⊂ Σ with a single boundary component
that is not a 2-disk and such that f|Σ ′ is nullhomotopic.
If a map admits no squeezes, it also admits no pinches. In Theorem B we require the map to not
admit squeezes, which is a stronger requirement than the one in the cited theorem. This stems
from the fact that maps to generalized 2-complexes may possess complicated squeezes. The
reason for considering the equivalence class the compression order instead of homotopy classes
as in the main theorem of [6] is more subtle and stems from the presence of complicated sec-
ond homotopy groups for generalized 2-complexes on the one side and restrictions for branched
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coverings between surfaces of genus 0 on the other side. The result suffices for studying com-
pression order minimizers, because they cannot admit squeezes and are only defined in terms
of equivalence classes.
In our case, the role of branched coverings in the theorem of Edmonds is taken by cellwise
coverings without folds. If the target generalized 2-complex is a surface, these notions are
equivalent for non-zero degree maps without squeezes, and the branch locus is within the 0-
cells.
Definition 5.2 (Cellwise Covering). We call a map f : |X|→ |Y| between generalized 2-complexes
a cellwise covering if the preimage of every open cell consists of open cells of the same dimen-
sion and the restriction to this preimage is a covering. We call a map f : Σ → |X| a cellwise
covering if there exists a generalized 2-complex S and a homeomorphism φ : |S |→ Σ such that
f ◦ φ is a cellwise covering.
Furthermore we call a map f : Σ → |X| a cellwise covering without folds if it is a cellwise
covering and additionally the map f ◦ φ is injective in a neighborhood of the inner of the 1-cells
of S.
For later use we need a version of the main result of [6] for surfaces with boundary (again see
[14] for a strengthened version). In order to state this we need some more definitions:
Definition 5.3 (Geometric Degree, Allowable). A map between compact surfaces f : Σ → Σ ′
is called proper if f−1(∂Σ ′) = ∂Σ. A homotopy H between proper maps is called proper if
H−1(∂Σ ′) = ∂Σ× I. The geometric degree of a proper map f : Σ→ Σ ′ denoted by G(f) is defined
as the smallest natural number d such that for some 2-disk D2 ⊂ Σ ′ there exists a map f ′ that is
properly homotopic to f such that f ′|f ′−1(D) is a d-fold covering.
We call a proper map f : Σ→ Σ ′ allowable if f|∂Σ is a G(f)-fold covering.
The relative version of Edmond’s result in [14] states that every allowable map of non-zero
geometric degree between closed surfaces that admits no pinches is homotopic relative to the
boundary to a branched covering.
5.1. Block Decomposition
The most complicated behavior of generalized 2-complexes and maps to them occurs in a neigh-
borhood of their 1-skeleton. In this subsection, we give models for neighborhoods around points
in the 1-skeleton (which we call blocks), and in the following section we give a normal form
result for maps into these neighborhoods. The block structure depends on the following defini-
tion:
Definition 5.4 (Plasma, Membrane, Singular Set). For a 2-dimensional model manifold M as
in Definition 4.1, we define the plasma Mp as the closure of the complement of the image of
the closed collar, Mp = M \ Im cM, and the membrane Mm as the boundary of the plasma,
Mm = ∂Mp.
For a cell x of a generalized 2-complex X, we denote by cx the image of the cell inclusion, by px
the image of the plasma and by mx the image of the membrane.
We call the closure of the complement of
⋃
x∈X(i+1) px in X
(i+1) the i-singular set of X and
denote it by Wi(X). It is a closed neighborhood of X(i) inside X(i+1).
Definition 5.5 (Block, Singular Set Projection). Let x denote a 2-cell, then we define the 2-block
Bx to be px. The closure of the complement of all 2-blocks is the 1-singular set W1(X).
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For i ∈ {0, 1}, there is a projection pii : Wi(X)→ X(i), given by the union of the collar projections.
The left square in the following diagram is a pushout (pix is the projection onto the first element):⊔
x∈X(i+1) ∂M(x)
⊔
x∈X(i+1) ∂M(x)× I
⊔
x∈X(i+1) ∂M(x)
X(i) Wi(X) X
(i)
⊔
rx
×{0}
⊔
φx◦cM(x)
(pix)x
⊔
rx
pii
Therefore we can define the singular set projection pii as the pushout of
⊔
rx ◦ pix and the
identity X(i) → X(i). For every x ∈ X(1) we define the 1-block Bx to be pi−11 (px), and for every
x ∈ X(0) we define the 0-block Bx to be (pi0 ◦ pi1)−1(px). Note that all blocks are closed, X is the
union of its blocks, and blocks only intersect in their boundaries. Two different i-blocks, for a
fixed i, never intersect. They define a tri-colored decomposition on X.
If the gluing maps of a generalized 2-complex are too wild, they may force maps Σ → |X| to
always have folds. Hence we need the following definition:
Definition 5.6 (Combinatorial Generalized 2-Complex). We call a generalized 2-complex X com-
binatorial, if for every 2-cell x and every connected component C of ∂M(x), one of the following
holds:
• The restriction rx|C is constant and the image is a 0-cell.
• The preimage of X(0) under rx|C is a finite union of points and rx|C maps every com-
ponent of their complement diffeomorphically to an open 1-cell.
Here the smooth structure on the open 1-cells stems from the smooth structure of the underlying
cells as explained in Definition 4.2.
Remark 5.7. Since homotopic gluing maps give homotopy equivalent geometric realizations,
every generalized 2-complex is homotopy equivalent to a combinatorial one.
Definition 5.8 (Block Boundary Graph). Let X be a combinatorial generalized 2-complex. The
union of all boundaries of blocks can be given a graph structure in the following way:
• The intersection of a 2-block and a 1-block is a disjoint union of closed intervals,
• the intersection of a 2-block and a 0-block is a disjoint union of closed intervals and
circles, and
• the intersection of a 1-block and a 0-block is a disjoint union of stars, each of which is a
graph with the middle point and the endpoints of the rays as vertices.
In total, this decomposes the union of all boundaries of blocks into closed intervals and circles
which meet only in endpoints of intervals. We denote the set of intervals and circles by E∂(X)
(each element is a subset of X), and the set of endpoints of intervals by V∂(X). Note that the
interior of each element of E∂(X) is smoothly embedded in a 2-cell.
Let us assume from here on forth that X is combinatorial. Given a 1-cell x, the 1-block belonging
to x has a standard form (See Figure 7): Let nx denote the number of incoming 2-cells counted
with multiplicity, i.e., the number of connected components of the preimage of px under
⊔
rx ′ ,
where x ′ ranges over all 2-cells. Then Bx is isomorphic to
I× I× {1, . . . , n}/(0, s, i) ∼ (0, s, j)
Here the first coordinate parameterizes the collar of the adjacent 2-cells and the second coordi-
nate parameterizes px.
Similarly, given a 0-cell x, we can give a standard form for its 0-blocks (See Figure 7): Let nx
denote the number of essentially incoming boundaries of 2-cells i.e. the number of preimages
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of px = cx under the restriction of all gluing maps of 2-cells to their essential components. Let
us silently identify {1, . . . nx} with this preimage. Let n0x denote the number of boundaries of
2-cells that get glued inessentially to x. Again let us silently identify {1, . . . , n0x} with the set
of those boundaries. Analogously define kx as the number of incoming 1-cells counted with
multiplicity and let us silently identify {1, . . . kx} with the incoming edges. Note that for every
boundary point in an essential component of a 2-cell that maps to x under the gluing map, a
small neighborhood of this boundary point maps to the incoming 1-edges. Hence every such
point specifies two (possibly agreeing) elements of {1, . . . , kx}. By fixing an orientation of the
boundary of all 2-cells, we can order these two elements and hence we get two maps (picking
the first resp. the second element)
s, t : {1, . . . , nx}→ {1, . . . , kx}
Then the 0-block belonging to x is homeomorphic to
I× I× {1, . . . , nx} ∪ I× {1, . . . , kx}
∪ I× S1 × {1, . . . , n0x}
/
(0, x, i) = (0, y, j) = (0, l) = (0, z, i)
(x, 0, i) = (x, s(i))
(x, 1, i) = (x, t(i))
Here x, y, l ∈ I and z ∈ S1 and the first coordinate parameterizes the collar of the corresponding
cells. We will call these coordinate descriptions of the block the standard form of Bx.
Figure 7. A typical 1-block and a typical 0-block. Below the 0-block is its gluing
pattern as described in the standard form
5.2. Maps of Surfaces to Generalized 2-Complexes
Now that we have a model for a neighborhood of the 1-skeleton, we want to lift this along a map
Σ→ |X|. This will require the following definition.
Definition 5.9 (Transverse to the Membrane). Let X denote a combinatorial generalized 2-
complex. We call a map f : Σ→ |X| transverse to the membranes if
(a) f is smooth when restricted to the preimage of an open 2-cell x and f is transverse to mx
(b) The map
pi1 ◦ f|f−1(W1(X))
is transverse to mx for any x ∈ 1(X).
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Lemma 5.10. Let X denote a combinatorial generalized 2-complex, then every map f : Σ→ X is homotopic
to a map that is transverse to the membranes.
This lemma can be proven by first replacing the restriction of the map to the preimage of a
neighborhood of the plasma by a homotopic map that is transverse to the membranes of the 2-
cells and the preimage of the membranes of the 1-cells under pi1 intersected with the membrane
of the 2-cell. Secondly, using the block structure one can now replace the restriction of the map
to the preimage of the singular set by a map that is transverse to the preimage of the membranes
of 1-cells under pi1 and that is homotopic relative to the boundary of the singular set to the
original restriction. Gluing these two maps together yields a homotopic map that is transverse
to the membranes. Because this uses the block structure we need the generalized 2-complex to
be combinatorial.
In order to prove Theorem B we will consecutively manipulate maps in order to turn them into a
cellwise covering without folds. In the first step we will tighten the map to remove unnecessary
folds in the singular set. This is captured by the following definition.
Definition 5.11 (No Backtracking and Allowable). Let f : Σ→ |X| denote a map that is transverse
to the membranes. Let Σ∂ denote the preimage of the union of all boundaries of blocks (which
is an embedded graph in Σ). We say that f has no backtracking if f is locally injective on Σ∂.
Let X denote a generalized 2-complex. We say that a map Σ→ |X| is allowable if it is transverse
to the membranes and the restriction to all preimages of plasma of 2-cells is allowable.
After replacing a map with an allowable one without backtracking, we will use the main result
of [14] for surfaces with boundary to turn the map into a branched covering on the preimage of
open 2-cells. By pushing the branching points into the 1-skeleton, we will get an honest covering.
Then we deal with 1-cells by moving potential singularities into the 0-cells. This proof strategy
is captured in the following lemma:
Lemma 5.12. Let X denote a combinatorial generalized 2-complex and f : Σ→ X a continuous map which
admits no squeezes. Then f is equivalent in the compression order to f˜ such that f˜ satisfies everything
below:
(a) f˜ is transverse to the membranes
(b) f˜ admits no backtracking and is allowable
(c) the restriction of f˜ to the preimage of the plasma of any 2-cell is a branched covering
(d) the restriction of f˜ to the preimage of the plasma of any 2-cell is a covering
(e) The preimage of the 1-block belonging to any x consists of rectangles which can be parameterized such
that f˜ is the inclusion of
I× I× {l,m}/(0, s,m) ∼ (0, s, l)→ I× I× {1, . . . , n}/(0, s, i) ∼ (0, s, j)
into the standard form of the 1-block belonging to x, where {1, . . . , nx} 3 l 6= m ∈ {1, . . . , nx}
(f) a connected component of the preimage of any 0-block can either be parameterized as
S1 × I/(0, z) ∼ (0, z ′)
or it can be parameterized as
I× I× Z/kZ ∪ I× Z/kZ
/
(0, x, i) = (0, y, j) = (0, l)
(x, 0, i) = (x, i)
(x, 1, i) = (x, i+ 1)
In this parameterization f˜ is componentwise the inclusion with respect to the standard form of the
0-block.
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In order to prove (b) in Lemma 5.12 we will need to measure how folded a map is. This is
encapsulated in the following definition.
Definition 5.13 (Folding Degree d). Let X be a combinatorial generalized 2-complex, and con-
sider the set of edges E∂(X) of the block boundary graph, each element being an interval or circle
in X. We can decompose E∂(X) into the set of edges E∂(X)
f∞ where there exists a point in the
edge which has an infinite preimage and its complement E∂(X)
f
fin We can define V∂(X)
f∞ and
V∂(X)
f
fin analogously. V∂(X). We define the folding degree d(f) of a map f : Σ→ |X|:
d(f) :=
∣∣∣E∂(X)f∞∣∣∣+ ∣∣∣V∂(X)f∞∣∣∣ , ∑
C∈E∂(X)ffin
sup
{∣∣f−1(p)∣∣∣∣p ∈ C \ V∂(X)}+ ∑
p∈V∂(X)ffin
∣∣f−1(p)∣∣

We denote the first coordinate by d∞ and the second coordinate by dfin.
Lemma 5.14. Let X be a generalized 2-complex and f : Σ → |X| be a map from a closed oriented surface
which is transverse to the membranes, admits no squeezes, and has minimal d(f) in its equivalence class of
the compression order (Here the minimum is taken in the lexicographic order). Then f has no backtracking
and d∞(f) = 0.
Proof. We will first show that if d is minimal, then f has to be locally injective on the
preimage of membranes of 1-cells and the adjacent edges in the block boundary graph. Then we
will proceed with the membranes of 2-cells. We will do this by showing that if f was not already
of a particular form, then d(f) could not have been minimal.
Let S denote a star in the block boundary graph consisting of a point in the membrane of a 1-cell
and all its adjacent edges. The preimage of S under f consists of a collection of arcs and circles.
Let us first concentrate on the arcs and then on the circles.
By transversality, f is a diffeomorphism in a neighborhood of the boundary of these arcs. Pick
an arc in the preimage and denote it by a ′, and fix a tubular neighborhood N(S) of S such that
its preimage is a tubular neighborhood of the preimage of S. Let us denote the restriction of
this tubular neighborhood to a ′ by N(a ′). We have to distinguish two cases: Either a ′ connects
different boundary points of the star or it maps both endpoints to the same boundary point.
Relative to two endpoints of the star there exists a deformation of the star, linear on the rays,
which deforms the star to the union of the two edges connecting the two boundary points.
Using the extra coordinate of the tubular neighborhood, we can extend this homotopy to N(S)
such that it is the identity on the part of boundary of the tubular neighborhood that is not a
tubular neighborhood of the boundary of the star. Postcomposing f|N(a ′) with the homotopy
corresponding to the image of the endpoints of a ′ yields a new map such that the image of a ′ is
an interval. Using an extension of the linear homotopy between f|a ′ and the unique affine map
with the same endpoints as f|a ′ to N(a ′) yields a new map, which is affine on a ′.
Let us now assume that a ′ maps both its endpoints to the same boundary point. We can again
use the deformation of the star relative to the boundary point in the image and an arbitrary
second boundary point described before (if there is no second boundary point the argument
works without the deformation) so that the image of a ′ is an interval. Since the image of the arc
is contained in two rays (or a single ray) we can treat it as lying in an interval. Postcomposing
the map on N(a ′) with the isotopy depicted in Figure 8 yields a map that maps a ′ to the plasma
of a 2-cell. The resulting map is still transverse to the membrane since it was transverse to the
preimage of the membranes under the isotopy.
Doing this for all arcs in the preimage of all stars yields a new map which is locally injective on
every arc in the preimage of the stars. Let us denote this map by f ′.
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f(a ′)
Figure 8. The isotopy pushes the dashed line to the part of the membrane be-
tween its endpoints. This is only defined on the interval and the indicated
neighborhood not on the whole star.
So suppose that there exists a circle in the preimage of a star. Since f admits no squeeze this circle
necessarily bounds a disk. If the restriction of f ′ to this disk is homotopic relative its boundary
to a constant map, we can use this homotopy to remove all preimages of the block boundary
graph in this disk. If the restriction of f does not admit such a homotopy we can perform a
compression at its boundary and then assume that it has such a homotopy. Doing this for all
circles yields a new map which is locally injective on the preimage of all stars, is transverse to the
membranes and equivalent to f. If f was not already of this form, then d(f ′) < d(f). Therefore
we conclude that f was already locally injective on the preimage of stars.
Let us now focus on membranes of 2-cells. The arguments that follow are almost identical
to the previous ones. As was noted before, since f is transverse to the membranes, it is a
diffeomorphism in a neighborhood of a preimage of a vertex of the block boundary graph in the
membranes of 2-cells.
Consider a single edge a in the block boundary graph of X lying in the membrane of a 2-cell. By
transversality the preimage of a consists of arcs and circles. Again let us concentrate on arcs first
and then deal with circles. Let us pick an arc in the preimage and denote it by a ′. Fix a tubular
neighborhood N(a) of a such that its preimage is a tubular neighborhood of the preimage. Let
us denote the restriction of this tubular neighborhood to a ′ by N(a ′).
If a ′ connects different vertices in the block boundary graph, then using an extension of the
linear homotopy between f|a ′ and the unique affine map with the same endpoints as f|a ′ to
N(a ′) yields a new map, which is affine on this arcs in the preimage. Otherwise use an isotopy
on the membrane similar to the one depicted in Figure 8 to map a ′ completely into the image
of its adjacent edge in the block boundary graph. Note that by transversality the neighboring
edges have to map to the same edge in the block boundary graph.
Doing this for all arcs in the preimage of the membranes of 2-cells yields a new map. After
finitely many repetitions, this process ends with a map that is locally injective except for circle
components that map to the inner of edges, and we can remove those up to equivalence in the
same way we did for circles in the preimage of stars. This yields a new map which is locally
injective on the preimage of all stars, is transverse to the membranes and equivalent to f. If f
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was not already of this form, then d(f ′) < d(f). Therefore we conclude that f was already locally
injective on the preimage of membranes of 2-cells.
By compactness of Σ, every map without backtracking f has d∞(f) = 0. 
Lemma 5.15. Let X be a generalized 2-complex and f : Σ → |X| be a map from a closed oriented surface
which is transverse to the membranes, admits no squeezes, and has minimal d(f) in its equivalence class
of the compression order (Here the minimum is taken in the lexicographic order). Then f is allowable.
Proof. By Lemma 5.14, f has no backtracking. Therefore f is a covering on the preimage of
the membranes of 2-cells.
To prove that f is allowable, assume that f is not allowable. Then there is a 2-cell x, such that f is
not allowable over px. We abbreviate f|f−1(px) by fx. This means that there is a component c of
mx such that the degree of fx|f−1(c) : f−1(c)→ c is greater than G(fx).
By the definition of geometric degree, there is a map f ′x homotopic to fx, still mapping to px,
which is a G(fx) = G(f ′x)-fold covering over an open diskD2 ⊂ px. Let f ′ be defined by extending
f ′x by f. Since the homotopy between f and f ′ is supported in the inner of the plasma of x, we
conclude that d(f) = d(f ′). Fix an embedded path y ⊂ cx starting at a point ∗ ∈ mx ∩V∂(X) and
ending in ∂D2, transverse to f ′x. We will use y to reduce d by merging two boundary components
of f ′−1(px) over y.
The preimage of y consists of a collection of arcs with one or two endpoints in f′−1(mx). Since
the degree of f ′x|f′−1(c) : f′−1(c)→ c is greater than G(f ′x), there exists an arc y ′ in the preimage of
y that connects two points in f′−1x (c). By orientability of Σ, y ′ connects two different components
of f′−1x (mx).
Fix a small tubular neighborhood N(y) of y such that f−1x (N(y)) is a tubular neighborhood of
y ′ as well. Let us denote this tubular neighborhood by N(y ′). Note that by counting preimages
f(y ′) cannot intersect D2. Let f ′′ be defined as f ′ outside of N(y ′) and in N(y ′) be defined as
f ′ postcomposed with the diffeomorphism depicted in Figure 9. Evidently f ′′ is homotopic to f ′
furthermore note that f ′′ is still transverse to the membranes since the vertical tangent vectors (in
Figure 9) lie in the image of the differential of f ′ and the only points where these do not suffice
to have transversality to the preimage of the membrane under the diffeomorphism in Figure 9
lie in D2 and hence do not have a preimage in N(y ′).
By construction f ′−1(∗) has two more points than f ′−1(∗) and the other summands of dfin(f ′′)
agree with the ones in dfin(f). 
Proof of Lemma 5.12. Since representatives in the equivalence class of f differ by compres-
sion at an inessential curve, there always exists a representative that minimizes d and admits no
squeezes if f admitted no squeezes to begin with. Lemma 5.10 implies that such a representative
is equivalent to a map that is transverse to the membranes which minimizes d in its equivalence
class, hence satisfies Part (a) Lemma 5.14 and Lemma 5.15 imply that this map also satisfies
Part (b).
So let us assume that f fulfills (a) and (b), then Theorem 1.1 in [14] implies that there is a
homotopy of the restriction of f to the preimage of all plasma of 2-cells relative to the boundary
of this preimage such that the resulting map is a branched covering over the plasma of 2-cells.
Hence for this map Part (a) to Part (c) hold.
Now let us assume that f fulfills Part (a), (b) and (c). Pick an embedded path from a branching
point in the plasma of a cell to the intersection of the 1-singular set with that cell. Postcompose
f with an isotopy, supported in a tubular neighborhood of this path, that pushes along this path.
20 THORBEN KASTENHOLZ AND MARK PEDRON
N (y)
mx
D2
y
Figure 9. The diffeomorphism is supported in N(y) and pushes the dashed
portion of D between the endpoints of the dotted line along y to the dotted line.
The other dashed line is the preimage of the portion of the plasma between the
dotted line under this diffeomorphism.
By repeating this for every other branching point, we obtain a homotopic map that satisfies
Parts (a)-(d).
Let us assume that f already fulfills (a) to (d). In order to find a map fulfilling (a) to (e), we will
first alter f so that the preimage of 1-blocks consists of rectangles and so that the previous parts
of the lemma still hold. Then we will alter the resulting map on these rectangles.
Let x denote a 1-cell. Since f is transverse to the membranes, a component of the preimage
of the 1-block Bx is bounded by embedded closed polygons. Since f admits no squeezes, the
embedded closed polygons bound disks and each such component has genus 0. Then we can
perform surgery at each embedded closed polygon using the nullhomotopy collapsing it in
the block. Since the curve bounded a disk this does not change the equivalence class in the
compression order and by construction this did not change d. Then the preimage of the 1-block
consists of disks and spheres. Removing these spheres does not alter the equivalence class of
f. Hence we can assume without loss of generality that the preimage of the 1-blocks consists
of disks. Furthermore since f has no backtracking, the edges of the polygon map alternately to
pi−11 (mx) and
⋃
x ′∈X(2) (mx ′ ∩ Bx). Furthermore, if we number the edges cyclically then every
edge labeled i of the polygon maps to a different edge of ∂Bx than the edges la belled i− 2 and
i+ 2.
Let us decompose mx into the point m0x and the other point m1x. Since f admits no backtracking
we also know that the edges of the polygon mapping to pi−11 (mx) map alternately to pi
−1
1
(
m0x
)
and pi−11
(
m1x
)
.
Connect the middle points of all edges in f−1
(
pi−11
(
m0x
))
to the center point of the polygon. This
yields an embedded star S in the polygon and we can find a map f ′ homotopic to f which agrees
with f outside the inner of the polygon and such that f ′ maps the star to m0x. Hence we obtain
the following commutative diagram:
Σ X
Σ/S
f ′
The left map is a homotopy equivalence. Let us denote the diagonal map by f˜ ′. The map f˜ ′
is in general not transverse to the membranes anymore. Let us fix this: Now the preimage
of Bx consists of rectangles that possibly intersect in a single point in their boundary, and the
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restriction of f˜ ′ to the boundary of such a rectangle is a homeomorphism. Therefore we can
replace f˜ ′ by a homotopic map that has the standard form on these rectangles.
Postcomposing this map with an isotopy as depicted on the left side of Figure 10 yields a new
map that we denote f¯ ′, which is again transverse to the membranes. This procedure does not
change d and therefore Part (a) and (b) hold by Lemma 5.14 and Lemma 5.15 for f¯ ′ as well.
Since f agrees with f¯ ′ over the plasma of the 2-cells, Part (c) and (d) are still true for f¯ ′. The
preimage of Bx consists of disjoint rectangles as depicted in Figure 10. Furthermore f¯ ′ embeds
such a rectangle into Bx. Hence f¯ ′ fulfills Parts (a) to (e).
pi−11
(
m0x
) f˜ ′−1(Bx)
Figure 10. The isotopy pushes the indicated union of lines to pi−11
(
m0x
)
. The
change to the preimage of the 1-Block is depicted on the right.
So let us assume that f fulfills Parts (a)-(e). Similar to the previous situation we can assume
without loss of generality that the preimage of a 0-block consists of polyhedra and disks. Since
the 0-block is homeomorphic to the cone of its boundary, and the preimage is homeomorphic
to the componentwise cone of its boundary, we can replace f by a new map that agrees with f
outside a neighborhood of the polyhedra and disks and still has those as the preimage of the
0-block and so that the new map has the standard form on the boundary of these polyhedra.
Now a map between cones is homotopic relative the boundary to the cone of the boundary map.
Hence we can find a homotopic map satisfying (a)-(f). 
Proof of Theorem B. We can assume that f is in the form described in Lemma 5.12. Let
us construct a generalized 2-complex S that is homeomorphic to Σ. Let S(i) denote the set of
connected components of all preimages of open i-cells of X. Let M : S(2) → M(2) denote the
map that sends such a connected component to the homeomorphism type of the preimage of
the plasma of the open cell in that connected component. Note that the boundary of a connected
component of the preimage of an open i-cell , necessarily lies in the preimage of the (i− 1)-
skeleton. Since f is of the form described in Lemma 5.12, the inner of the preimage of the plasma
is homeomorphic to the preimage of the inner of the corresponding cell. This homeomorphism
can be extended so that the boundary of the preimage of the plasma maps to the boundary of
the preimage of the corresponding open cell. Define the gluing maps of S accordingly. Then it
is evident that there is a homeomorphism Φ |S |→ Σ and that f◦Φ is a cellwise covering without
folds. 
As an application of Theorem B we prove the following interesting property of the attainable set:
Proposition 5.16. Given a generalized 2-complex X, let XO denote the subcomplex given by the ori-
entable cells. Then the inclusion ιO : XO → X induces an isomorphism H2(XO) → H2(X) and for all
α ∈ H2(XO) we have A(α,X) = A(ιO∗(α) , X).
Proof. By Lemma 4.3, ιO induces an isomorphism on second homology.
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Given a non-orientable x ∈ M(2) we write pix : x^ → x for its orientation cover. We write X^ for
the generalized 2-complex, where the cell type of every non-orientable 2-cell is replaced by its
orientation cover and the gluing maps are given by the composition of the covering projection
and the corresponding gluing map of X. Note that for every non-orientable x ∈ X(2), we have
pix∗([∂M(x^)]) = 0 ∈ H1(∂M(x)). By Corollary 1.1 every representative of a homology class has a
smaller representative which is a cellwise covering and therefore lifts to
∣∣X^∣∣. Let us denote such
a representative by f : Σ→ |X| and a lift by f^.
Consider a non-orientable generalized 2-cell x. There are two cases: Either the preimage of px is
empty, in which case there is nothing to show, or f^
∣∣
f−1(px)
is a degree d > 0 cover.
So let us assume that we are in the second case. Since Σ is orientable and M(x^) is connected, we
know that the fundamental class of f−1(px) gets mapped to d [px^].
We know that
[
∂f−1(px)
]
maps to d [∂px^] and therefore
[
∂f−1(px)
]
maps to 0 in H1(∂px). Let
us denote a connected component of ∂px by c, and the intersection of f−1(c) and a connected
component of f−1(px) by c˜. Then f|c˜ extends to a sphere with |pi0(c˜)| holes such that the image
of this sphere is contained in c. Indeed the image of the fundamental class of c˜ in H1(∂px) being
zero, implies the existence of such an extension.
Therefore we can replace f : Σ → |X| by deleting the preimages of all non-orientable cells and
replacing them by the previously constructed spheres with holes, one for every c. Since a disjoint
union of spheres with holes has a lower genus and a lower χ− than all connected surfaces with
the same number of boundary components, we conclude that this procedure reduces g and χ−.
The resulting map is evidently homotopic to a map that avoids the non-orientable cells. 
Remark 5.17. While all the attainable sets of XO and X agree, it is not true in general that ιO is
minimizer surjective.
6. Effective Computability
To talk about the computability of invariants of generalized 2-complexes, it has to be explained
how a generalized 2-complex can be encoded combinatorially in a machine-understandable way.
There are several ways of fixing such an encoding. We will briefly describe one option here:
We require each cell set to be given as an explicit set of labels (natural numbers, or words in
the usual alphabet for readability). The gluing maps of 1-cells are given by denoting for each
1-cell the labels of its start- and endpoint. The gluing map of each boundary component of a
2-cell is given by a non-empty sequence of 1-cells and their formal inverses, or a 0-cell. Every
combinatorial generalized 2-complex can be encoded this way. For example, the complex from
Example 1.2 has the following encoding:
( ( [0-cells]
p [label]
),
( [1-cells]
( a [label], (p [start], p [end]) ),
( b [label], (p [start], p [end]) ),
( c [label], (p [start], p [end]) )
),
( [2-cells]
( X [label],
( 1 [number of boundary components],
0 [genus],
+ [orientable: yes]
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),
( a, b, a^{-1}, b^{-1} ) [gluing map]
),
( Y [label],
( 1 [number of boundary components],
0 [genus],
+ [orientable: yes]
),
( a, c, a^{-1}, c^{-1} ) [gluing map]
),
( Z [label],
( 1 [number of boundary components],
0 [genus],
+ [orientable: yes]
),
( a, b, c, a^{-1}, c^{-1}, b^{-1} ) [gluing map]
)
)
)
In this section we will establish the computability of the attainable set for a large class of spaces.
This class of spaces is characterized by the existence of a "weight function".
Let X be a generalized combinatorial 2-complex.
Definition 6.1 (Corners). The connected components of the subset of
⊔
x∈X(2)M(x) that gets
mapped to 0-cells are either points or circles. Let the set of corners of 2-cells C2(X) be the set of
those connected components which are points.
Let r2,2 and r2,0 be the canonical maps
(r2,0, r2,2) : C2(X)→ X(0)× X(2) .
Let the set of corners of 1-cells C1(X) denote the set of points in
⊔
x∈X(1)M(x) that get mapped
to 0-cells by the gluing map. Let r1,1 and r1,0 be the canonical maps
(r1,0, r1,1) : C1(X)→ X(0)× X(1) .
Let e+, e− : C2(X)→ C1(X) be the maps with r1,0◦e+ = r2,0, r1,0◦e− = r2,0, which send a corner
to the corresponding corner of the image of the boundary segment to its right (left) under the
gluing map (right and left are given by an orientation on the boundary of the 2-cell, the choice
of the orientation is irrelevant).
Definition 6.2 (Link Sequence). For a zero-cell x, a link sequence around x is a sequence
(c1, o1), . . . , (cn, on) ∈ r−12,0(x)× {+,−} such that eoi(ci) = e−oi+1(ci+1). It is said to be without
folds if no corner is followed by its inverse.
Definition 6.3 (Weight Function). A weight function for X is a map w : C2(X)→ Q such that
(1) the weighted Euler characteristic χw(x) of x is negative, where χw is defined as
χw(x) = χ(M(x)) − 0.5× Seg(x) + Circ(x) +
∑
c∈r−1
2,2
(x)
w(x)
Here the number of boundary segments Seg(x) is defined as the number of connected
components of the preimage of X(0) under rx : ∂M(x) → X(1) which are points, and the
number of boundary circles Circ(x) as the number of those connected components which are
circles.
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(2) For each non-empty link sequence ((c1, o1) , . . . , (cn, on)) without folds we have:
w(c1) + · · ·+w(cn) ≥ 1
Remark 6.4. Given a 2-dimensional M−1 polyhedral complex (See Section I.7 of [1]), then this is
a CAT(−1)-space (See Section II.1 of [1]) if and only if the angles of the incoming edges at every
vertex define a weight function (Theorem 5.5 in Section II.5 of [1]).
Conversely every 2-complex that has a weight function with only positives weights can be turned
into a CAT(−1)-space by choosing a metric of constant curvature −1 on each 2-cell.
Theorem C (Effective Computability). There is an algorithm, taking as input an (encoding of a)
connected generalized 2-complex X, a weight function w on X, and a homology class α in H2(X), which
computes A(α,X).
Proof of Theorem C. We prove that all minima in the product order A(α,X) have repre-
sentatives f : Σ→ X which are cellwise covers without folds and such that the sum of all degrees
over all 2-cells of f is bounded by a computable constant C(α) depending only on X, α and
w. Then there are only finitely many of such (Σ, f), and they are enumerable. Hence one can
compute the attainable set by computing g and χ− of these representatives, and then saturate
(Proposition 2.3, Lemma 2.1) to obtain A(α,X).
Let (Σ, f) be any representative of α. Such a representative can be constructed combinatorially
by taking n(x) many copies of every cell x of X and gluing them arbitrarily, where n(x) is
defined by H2(|X|) 3 α 7→∑x∈X(2) n(x)φx∗([M(x) , ∂M(x)]) ∈ H2(|X|, X(1)). The first step in the
computation of A(α,X) is the construction of such an arbitrary representative. In particular, we
obtain the number B = 2g(Σ), which we need as an upper bound in the next step. This number
may depend on the choice of the gluing.
Let (Σ ′, f ′) be a representative of a minimum of A(α,X). We want to prove that χ−(Σ ′) ≤ B. To
prove this, note that the minimality implies (χ−(Σ ′) − 2, 0.5 χ−(Σ ′) + n0(Σ ′)) 6∈ A(α,X). Hence
0.5 χ−(Σ ′) ≤ 0.5 χ−(Σ ′) + n0(Σ ′) ≤ gc(α) ≤ g(Σ).
By Corollary 1.1, every minimum of A(α,X) has a representative which is a cellwise covering
without folds. Let (Σ ′, f ′) be such a representative, and consider Σ ′ to be a generalized 2-complex
with the induced cell structure i.e. we identify Σ ′ with the corresponding S in Definition 5.2.
Then, denoting by dx the covering degree of f ′ over the cell x, we have:
−χ−(Σ ′) ≤ χ(Σ ′) =
∑
x∈Σ ′(2)
(
χ(M(x))
)
− |Σ ′(1)| + |Σ ′(0)|
=
∑
x∈X(2)
dx
(
χ(M(x)) − 0.5 Seg(x)
)
+ |Σ ′(0)| (3)
≤
∑
x∈X(2)
dx
(
χ(M(x)) − 0.5 Seg(x) +
∑
c∈r−1
2,2
(x)
w(c) + Circ(x)
)
(4)
=
∑
x∈X(2)
dx
(
χw(x)
)
≤
 ∑
x∈X(2)
dx
max
c
χw(c)
Equation (3) holds because every 1-cell of Σ ′ appears two times as a boundary segment. Inequal-
ity (4) holds because of the link condition (2) in Definition 6.3. Because of maxc χw(c) < 0 we
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obtain: ∑
x∈X(2)
dx ≤ −χ−(Σ ′) /max
c
χw(c) ≤ −B/max
c
χw(c)

Example 6.5 (Three Octagons, continued). We show how the attainable sets from Example 1.3
can be computed using the following weight function: Every black corner in Figure 11 has
weight 1
8
and every white corner has weight 1
2
. With this weight function, the weighted Euler
characteristic of each cell is −2.
Figure 11. Weights on three octagons, Example 6.5
In a first step, we construct a connected representative Σcn for nα with (χ−(Σcn) , g(Σcn)) = (6n+
2, 3n + 2). We do this by gluing n copies of each cell in a chain, and then gluing these chains
together, as depicted in Figure 12. This complex has (4n − 2) 0-cells, 13n 1-cells and 3n 2-cells,
hence the formulas for χ−(Σcn) and g(Σcn).
...
...
...
n-octagons n-octagons n-octagons
Figure 12. Connected representative, Example 6.5
Hence, for any (χ−, g)-minimizer Σn representing nα, 6n ≤ χ−(Σn) ≤ χ−(Σcn) ≤ 6n + 2. Each
representative which is a cellwise cover without folds covers each cell exactly n times (by the
weighted Euler characteristic bound: a priori one cell could be covered (n + 1) times, but this
would yield a homological degree of (n+ 1) or (n− 1), not n).
As a second step, we construct a non-connected representative Σncn for the class nα such that
(χ−(Σncn ) , g(Σ
nc
n )) = (6n, 3n + 3) by taking a regular connected n-fold cover of each cell. This
representative has three connected components of genus (n+ 1), hence the formulas.
Now all that is left to show is that there is no surface Σn representing the class nα with
(χ−(Σncn ) , g(Σ
nc
n )) = (6n, 3n + 2). For such a surface, the estimate for χ− given by the weighted
Euler characteristic would be sharp. Hence, the sum over the weights for each link used in the
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cover has to be 1. One can see that this is only possible if each corner of weight 1
2
is glued to an-
other corner of weight 1
2
. But then the representative is a disjoint union of surfaces each mapping
to single cells, hence it has at least 3 components, contradicting n0(Σn) = g(Σn) − 12χ
−(Σn) = 2
In conclusion, the only minima of the attainable set are (6n+ 2, 3n+ 2) and (6n, 3n+ 3).
7. Undecidability
We need the following construction introduced in [8]: Given a finite presentation
Π = (q1, . . . , qm; r1, . . . rn)
of a group GΠ and w a word in q1, . . . , qm, let Πw denote the presentation given by Π together
with extra generators a, α, b, β and additional relations:
(i) aαa−1 = b2
(ii) αaα−1 = bβb−1
(iii) a2iqiα2i = β2(i+1)bβ−2(i+1), 1 ≤ i ≤ m
(iv) [w,a] = β2bβ−2
(v) [w,α] = βbβb−1β−1
The group presented by Πw will be denoted as GΠ,w. The following properties of GΠ,w are
proven in the proof of Theorem 3 in [8]:
• If w represents the unit element in GΠ, GΠ,w is trivial.
• Otherwise, a and b have infinite order in GΠ,w.
• In any case, a and b are commutators inGΠ,w, namely a =
[
α−1β−1wβα,α−1β−1αβα
]
,
which follows from the additional relations (i) and (v), and b =
[
β−2wβ2, β−2aβ2
]
,
which follows from the additional relation (iv).
Proof of Theorem A. First we will prove this for i = g. Let Π = (Q;R) be a finite presenta-
tion of a group GΠ. Let w be a word in the generators Q.
We define for every (Π,w) as above a 2-complex XΠ,w and a class αΠ,w ∈ H2(|XΠ,e|) in the
following way: XΠ,w is the union of the presentation complex of Πw and a cell of type ΣB,2
glued to it via a and b. The class αΠ,w is the fundamental class of ΣB,2 plus the sum of the
classes of the two commutators above.
Now this class is represented by a surface of genus bounded by B if and only if w was trivial.
Hence, if there were an algorithm that computes minimal genus, there would be an algorithm
solving the word problem, which is known to be undecidable (See [12]).
Every minimizing representative for the problem above is automatically essentially connected.
Because for essentially connected surfaces χ− and g are related, both problems are undecidable.

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