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Introduction
Vasa vasorum (VV), the microvessels that supply blood and nutrients to the arterial wall, undergo marked changes preceding atherosclerosis. 1 An increase in the spatial density of VV affects the arterial wall perfusion, indicating the onset of atherosclerosis. 2 During contrast-enhanced computed tomography (CT), a small fraction of the injected contrast media enters the VV, resulting in a CT number enhancement of the artery wall. This CT number enhancement is proportional to the spatial density of the VV in the artery's wall. However, detection of this spatial enhancement using CT is limited due to inherent partial volume averaging caused by larger detector pixel sizes, and blooming effects from the contrast media in lumen of the main artery that obscures the small enhancement in the arterial wall. Blooming effects are primarily caused by the limited spatial resolution of the imaging system and are more pronounced when imaging hyperdense materials, such as calcifications 3 and contrast media. During contrast-enhanced CT examinations, blooming causes overestimation of the CT numbers in the visualized arterial walls, 4 thereby making quantitative assessment of wall opacification difficult.
Assuming a linear imaging system, the blooming effect can be formulated as a convolution process between the true signal and the system's point-spread function (PSF), 3, 5 which can be measured using a spatial resolution phantom. Then, a deconvolution framework can be formulated to reverse the adverse effects of blooming based on the measured PSF. Previously, others have adopted this deconvolution approach to reduce calcium blooming from vascular calcifications, 3, 5 iterative deblurring for CT metal artifact reduction, 6 and improving stent delineation in cardiac CT images. 7 The purpose of this study was to enable accurate assessment of the CT numbers in an arterial wall by reducing blooming effects from contrast media in the lumen using image deconvolution and to demonstrate the feasibility of detecting increased VV (IVV) density in the carotid artery using a large animal model and a whole-body photon-counting CT (PCCT) system.
Materials and Methods
We used a prototype whole-body PCCT scanner 8, 9 (Siemens Healthcare, Forchheim, Germany) in this study. This PCCT system has been shown to provide clinically acceptable image quality at clinical dose levels and dose rates and to exhibit a better contrast-to-noise ratio for iodinated contrast agents compared with conventional CT. 10 The PCCT scanner is comprised of two subsystems, one with a conventional energy-integrating detector (EID) and a second with a cadmium telluride photon-counting detector (PCD). The in-plane field of view (FOV) is 50 cm for the EID subsystem and 27.5 cm for the PCD subsystem. The limited FOV for the PCD subsystem causes data truncation while scanning larger objects (>27.5 cm at the isocenter). To correct this data truncation, an additional low-dose data completion scan with the EID subsystem is required. 11 At the time of this study, two data acquisition modes were available in the PCCT scanner, namely macro mode and chess mode. In our study, the PCCT scanner was operated in macro mode with two energy thresholds and a 0.5-mm detector size at the isocenter.
Image Deconvolution
Given the blurring function of an imaging system, image deconvolution can be formulated as a minimization problem 12 given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 6 0 1 min g
where g is the true signal (to be recovered), h is the point spread function of the imaging system, f is the observed signal (reconstructed CT image with blooming), λ is the regularization weight, i is the CT image voxel index, j:j α is a penalty function, and d is a first order derivative filter (
The output of the derivative filters is generally sparse and renders the optimization problem nonconvex and computationally slow.
To solve this, an alternating minimization approach using variable splitting can be used. Using half-quadratic splitting, 12 the above problem can be reformulated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 4 4 0
where β is the optimization weight, w 1 i and w 2 i are the auxiliary variables, and D j i g ¼ ðg ⊗ d j Þ i . For a fixed β, Eq. (2) can be minimized iteratively by alternating and solving for w given g, and g given w. Methods to solve this alternating subproblem optimization can be found elsewhere. 12, 13 We used a Laplacian model of the image gradients, where the exponent α = 1, and λ = 100 and β = 2 9 were empirically determined to best retain the geometric accuracy in the images and have little to no edge overshoot at the object boundaries in the CT images.
The convolution kernel h, i.e., the PSF used in image deconvolution, was measured using a wire phantom made from a 127-μm diameter steel wire. The wire phantom was positioned at the scanner isocenter, aligned parallel to the longitudinal direction, and scanned in macro mode at 140 kV with energy thresholds of 30 and 65 keV. Axial images reconstructed with a medium smooth (D30) quantitative kernel were used to measure the PSF with a voxel size of 0.13 × 0.13 × 0.5 mm (see Fig. 1 ). D30 is typically used in carotid CT angiography to provide a balance between spatial resolution and image noise. The two-dimensional image deconvolution was applied to axial images from the phantom scans and axial images from two of the four scan locations from the animal scans.
Phantom Experiment
A three-dimensional (3-D) carotid artery voxel model was obtained from CT angiographic images of a patient. This model was 3-D printed using a polymer base material. The 3-D-printed artery ( Fig. 2 ) had a 5-mm lumen diameter and a 2-mm thick wall (dimensions are approximate). Four sequential scans were performed: (1) the lumen filled with water and (2 to 4) the lumen filled with diluted iodinated contrast agent (Omnipaque, GE Healthcare, Princeton, New Jersey) at 10, 20, and 30 mg∕mL, respectively. The carotid phantom was placed in a 20-cm water phantom to mimic the attenuation of the human neck, and was aligned parallel to the table direction. PCCT scans were performed at 120 kV and 340 mAs with energy thresholds set at 25 and 52 keV in the macro mode. Since the phantom was smaller than the PCD's in-plane FOV, a data completion scan was not required. Images were reconstructed using a weighted filtered back projection 14 with a medium-smooth, quantitative D30 kernel. The PCCT images corresponding to an energy range from 25 to 120 keV were used with the deconvolution process to assess the reduction in blooming effects.
To assess CT number changes in the phantom wall, the lumen boundary was identified using the half maximum CT number value from the contrast-enhanced lumen region, and a binary mask was created. The lumen contour was traced using the generated mask and a contour tracing scheme. 15 An annular region of interest (ROI) was placed to encompass the wall using the lumen contour as a reference, thereby allowing the ROI to follow the shape of the lumen boundary. Multiple annular ROIs were placed at different radial distances away from the lumen boundary and the mean CT number of each annular ROI was recorded at different radial distances from the lumen boundary to assess contamination from blooming effects as a function of distance from the lumen. The mean CT number from the noncontrast image (lumen filled with water) served as the ground truth for the expected wall CT number without blooming effects.
Animal Experiment
A porcine model of altered VV density originally developed in rabbits was used in our study. 4, 16 The study was approved by our Institutional Animal Care and Use Committee (Mayo Clinic, Rochester, Minnesota). The left carotid artery (referred to as the IVV artery hereafter) was injured to increase the VV density, whereas the right carotid artery was used as the control, with normal VV density. To perform the wall injury, the animal was anesthetized (Telazol/ketamine/xylazine) and a midline incision was performed to expose the carotid arteries. A 0.1 mL aliquot of autologous blood was injected into the left arterial wall at six sequential locations between the bifurcation and a caudal location ∼7 cm proximal to the bifurcation. The right artery (control) was exposed but not injected. The animal was allowed to recover from the anesthesia following the closure of the incision. After six weeks, the animal was reanesthetized for the PCCT scans. A low-dose, noncontrast data completion scan (120 kV, 150 mAs) scan was first performed covering the exposed regions of the arteries. Sequential time-resolved scans were performed at four locations (referred to numerically, e.g., location 1) caudal to the bifurcation using 120 kV tube voltage and two macro mode energy thresholds set at 25 and 52 keV. To achieve low-noise PCCT images, a tube current of 550 mAs was used. A 60 mL contrast bolus (Omnipaque 350, GE Healthcare, Inc.) was injected into the femoral vein at 5 mL∕s synchronously with the start of data acquisition at each scan location, followed by a 30 mL saline chaser. The scan was repeated every 2 s for a period of 1 min, resulting in 20 time points per location. The procedure was repeated for each of the four locations.
The mean CT numbers in the wall of both arteries (IVV and control) were measured using a semiautomated routine that segmented the wall from the lumen using CT number thresholding and placed annular ROIs in the wall. First, small image patches (151 × 151 pixels) over the left and right carotids were extracted from a single axial image. The half-maximum value of the lumen CT number was used as a threshold to approximate the location of the lumen boundary. Binary masks of the lumen were created separately for the IVV artery and the control artery images. This lumen mask was extended to all time points of the multiphase study. ROI placement was performed using the lumen contour as the reference, as described in Sec. 2.2. In this case, the ROI location was defined using a specified distance from the lumen boundary and the annular thickness of the ROI. This process is shown in Fig. 3 .
Typically, the carotid wall thickness is about 30% of the radius of the lumen 1,4 (e.g., if the lumen is 3 mm in radius, then the wall thickness is ∼1 mm). The axial images used in this study were reconstructed using a small voxel size (0.13 × 0.13 × 0.5 mm), Fig. 3 Illustration of ROI selection and placement for the carotid arteries used in our study. The annular ROI was defined by its thickness and its distance from the lumen boundary. In this illustration, the annular ROI is three pixels thick and is placed two pixels away from the lumen boundary. The mean CT number in this annular ROI was used to measure the wall perfusion. The lumen-wall interface (marked in yellow), which was likely influenced by partial volume averaging, was excluded from our analysis. so 6 to 9 voxels were required to cross the artery wall. A threepixel-thick annular ROI (see Fig. 2 ) was placed two pixels away from the identified lumen boundary to avoid partial-volume averaging from the lumen-wall interface. The segmentation and ROI placement steps were performed independently on the control and IVV images, before and after deconvolution. Image analysis was performed on representative slices from locations 1 and 2 caudal to the carotid bifurcation due to its proximity to the injected site.
Results

Phantom Experiment
The results of image deconvolution applied to the carotid artery phantom images are shown in Fig. 4 . Blooming effects were reduced after deconvolution, as confirmed by the line profile that shows sharper delineation between the lumen and wall in the carotid phantom after deconvolution. The reduction in blooming and the subsequent effect on the wall CT number were quantified using the changes in CT number traveling radially outward from the lumen boundary, as shown in Fig. 5 . After deconvolution, the CT number remained constant at radial distances >0.5 mm into the wall of the phantom, while the original images showed relatively higher CT numbers in the wall region due to blooming effects from the lumen, even when the ROI was placed in the homogeneous (polymer) wall region. Figure 6 shows the results of deconvolution applied to images of the IVV and control arteries, with the corresponding annular ROI masks for CT number measurements. A visible reduction in blooming and better structural delineation can be seen after deconvolution in both cases. The mean CT numbers between the two concentric rings [Figs. 6(c) and 6(f)] were used to assess the density of VV. Figure 7 shows the plots corresponding to the CT number measurements at the arterial wall sites (IVV and control) before and after deconvolution. The CT number difference was enhanced between the IVV (Fig. 7) and control (CNTL in Fig. 7 ) artery slices. The maximum CT number difference was noted at T ¼ 2 (6 s after contrast injection) for location 1 . After deconvolution, the CT number difference between the control and IVV arterial walls was enhanced at all the time points, demonstrating a relative Fig. 5 Mean CT number from the phantom wall for a one pixel-thick annular region of interest radially drawn at one-pixel intervals from the lumen boundary before and after deconvolution. The data point marked "lumen" in the x -axis of the plots corresponds to the mean CT number of the contrast-filled lumen. The measurements were obtained from PCCT image at 25 to 120 keV with iodine concentrations of (a) 10 mg∕mL, (b) 20 mg∕mL, and (c) 30 mg∕mL in the lumen compared against the mean wall CT number (71 HU, dotted black line) obtained from the original noncontrast image [ Fig. 4(a) ].
Animal Experiment
Journal of Medical Imaging 044006-4 Oct-Dec 2017 • Vol. 4 (4) increase in the arterial wall perfusion of the IVV artery. To ensure that the difference noticed between the two arteries was indeed due to the difference in spatial density of VV, two images from the control artery (location-2) were also compared [Figs. 7(e) and 7(f)], and these showed similar CT numbers in the artery wall. In this case, image deconvolution improved the CT number consistency between the two slices corresponding to the control artery [overlapping CT number profiles, Fig. 7(f) ]. Also, note the peak CT number for the control plots remained consistent after deconvolution (Figs. 7(b), 7(d), and 7(f)).
Discussion
The key outcomes of this study are twofold. First, a reduction in blooming effects from contrast media by employing a CT image deconvolution technique was demonstrated in PCCT images from phantom and animal experiments. By modeling the blooming effect as a convolution process between the measured CT image and the system PSF, we were able to achieve a reduction in blooming effects in PCCT images, and more importantly, improve the CT number accuracy. Second, image deconvolution of PCCT images can improve the measurement of changes in arterial wall perfusion, which reflect the spatial density of VV. We demonstrated that image deconvolution can improve the arterial wall CT number measurements in an animal model with induced proliferation of VV in the carotid artery. Existing literature relevant to CT image deconvolution mainly focuses on calcium deblooming for vascular calcifications, where the primary aim is restoring the morphology of the calcifications to avoid an overestimation of luminal narrowing. In our study, we focused on the CT number accuracy in the vicinity (artery wall) of bloom-inducing regions (contrast-media from lumen) to extract information pertaining to atherosclerosis from the artery wall. VV is known to play an important role in the development of atherosclerosis 1, 4 and, hence, was our main interest in this study.
Our implementation of image deconvolution was limited to the axial plane (2-D). However a 3-D extension is possible when imaging arteries such as the coronaries that are oblique to the axial plane. The proposed methods for measuring arterial wall perfusion using deconvolution is not specific to PCCT, and can be applied to conventional CT images. However, PCCT is evolving as a promising imaging modality with better electronic noise handling capabilities, 17 improved iodine contrast-to-noise ratio (CNR) and soft tissue signal-to-noise ratio, high resolution imaging enabled by smaller detector sizes, 18, 19 and reduced radiation doses. 20, 21 We used a PCCT system due to its ability to provide improved CNR that could help detect the subtle CT number enhancements of the wall due to vasa vasorum proliferation. Other image enhancing techniques such as the use of sharp reconstruction kernels may lead to undesirable effects such as over-emphasized edges and boundaries. Sharp kernels emphasize the high frequency components of the image, consequently resulting in increased image noise. An iterative reconstruction technique (for example, a modelbased iterative reconstruction) would be required to reduce image noise while retaining quantitative accuracy.
Our study using the whole-body research PCCT system described in this paper is a proof of principle and has the following limitations: first, the spectral information from the imaging modality was not fully utilized. PCCT produces multienergy images that can be used to discriminate materials and quantify their densities using the energy-specificity of x-ray attenuation. 22 Nonetheless, blooming effects and other artifacts are likely to influence the accuracy of material decomposition techniques, and image deconvolution could be applied to multienergy images prior to material decomposition. Secondly, additional statistical analysis may be required to confirm the predictive value of CT arterial wall perfusion enabled by image deconvolution. Also, high-resolution imaging modes 18, 19 have been recently introduced in the PCCT system described in this study. This capability can inherently reduce blooming effects and partial volume averaging, and improve the CT number accuracy of artery walls. However, high-resolution images generated by smaller detector pixels are prone to increased image noise, and wall perfusion measurements may require additional CT image denoising 23, 24 or the use of iterative reconstruction.
Conclusions
A reduction in blooming artifacts from iodinated contrast media was achieved using image deconvolution, and subsequent improvements in CT number accuracy of the arterial wall in phantom and animal experiments involving a whole-body research PCCT was reported. CT number constancy of the arterial wall in a 3-D-printed phantom was demonstrated, and the CT number difference between a normal carotid artery and a carotid with induced proliferation of the VV in a porcine model was enhanced, allowing detection of the IVV.
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