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Abstract
We show that a new probabilistic technique, recently introduced by the first author, yields
the sharpest bounds obtained to date on mixing times of Markov chains in terms of isoperimetric
properties of the state space (also known as conductance bounds or Cheeger inequalities). We
prove that the bounds for mixing time in total variation obtained by Lova´sz and Kannan, can
be refined to apply to the maximum relative deviation |pn(x, y)/π(y) − 1| of the distribution
at time n from the stationary distribution π. We then extend our results to Markov chains
on infinite state spaces and to continuous-time chains. Our approach yields a direct link be-
tween isoperimetric inequalities and heat kernel bounds; previously, this link rested on analytic
estimates known as Nash inequalities.
1 Introduction
It is well known that the absence of “bottlenecks” in the state space of a Markov chain implies
rapid mixing. Precise formulations of this principle, related to Cheeger’s inequality in differential
geometry, have been proved by algebraic and combinatorial techniques [1, 15, 13, 18, 10, 16]. They
have been used to approximate permanents, to sample from the lattice points in a convex set, to
estimate volumes, and to analyze a random walk on a percolation cluster in a box.
In this paper, we show that a new probabilistic technique, introduced in [20], yields the sharpest
bounds obtained to date on mixing times in terms of bottlenecks.
Let {p(x, y)} be transition probabilities for an irreducible Markov chain on a countable state
space V , with stationary distribution π (i.e.,
∑
x∈V π(x)p(x, y) = π(y) for all x ∈ V ). For x, y ∈ V ,
let Q(x, y) = π(x)p(x, y), and for S,A ⊂ V , define Q(S,A) = ∑s∈S,a∈AQ(s, a). For S ⊂ V , the
“boundary size” of S is measured by |∂S| = Q(S, Sc). Following [13], we call ΦS := |∂S|π(S) the
conductance of S. Write π∗ := minx∈V π(x) and define Φ(r) for r ∈ [π∗, 1/2] by
Φ(r) = inf {ΦS : π(S) ≤ r} . (1)
For r > 1/2, let Φ(r) = Φ∗ = Φ(1/2). Define the ǫ-uniform mixing time by
τ(ǫ) = min
{
n :
∣∣∣pn(x, y)− π(y)
π(y)
∣∣∣ ≤ ǫ ∀x, y ∈ V }.
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Jerrum and Sinclair [13] considered chains that are reversible (i.e., Q(x, y) = Q(y, x) for all
x, y ∈ V ) and also satisfy
p(x, x) ≥ 1/2 for all x ∈ V . (2)
They estimated the second eigenvalue of p(·, ·) in terms of conductance, and derived the bound
τ(ǫ) ≤ 2Φ−2∗
(
log
1
π∗
+ log
1
ǫ
)
. (3)
Algorithmic applications of (3) are described in [23]. Extensions of (3) to non-reversible chains
were obtained by Mihail [18] and Fill [10]. A striking new idea was introduced by Lova´sz and
Kannan [16], who realized that in geometric examples, small sets often have larger conductance,
and discovered a way to exploit this. Let ‖µ − ν‖ = 12
∑
y∈V |µ(y) − ν(y)| be the total variation
distance, and denote by
τV (ǫ) := min
{
n : ‖pn(x, ·) − π‖ ≤ ǫ for all x ∈ V
}
(4)
the ǫ-mixing time in total variation. (This can be considerably smaller than the uniform mixing
time τ(ǫ), see the lamplighter walk discussed at the end of this section, or §8, Remark 1.) For
reversible chains that satisfy (2), Lova´sz and Kannan proved that
τV (1/4) ≤ 2000
∫ 3/4
π∗
du
uΦ2(u)
, (5)
This formula was the impetus for the present paper. Related formulae for infinite Markov chains
were obtained earlier from Nash inequalities and are discussed below. (As noted in [19], there was
a small error in [16]; the statement above is obtained from §3 in the survey by Kannan [14].)
Note that in general, τV (ǫ) ≤ τV (1/4) log2(1/ǫ). Therefore, ignoring constant factors, the bound
in (5) is tighter than the bound of (3), but at the cost of employing a weaker notion of mixing.
Our main result sharpens (5) to a bound on the uniform mixing time. See Theorem 5 for a
version that relaxes the assumption (2). We use the notation α ∧ β := min{α, β}.
Theorem 1 Assume (2). Then the ǫ-uniform mixing time satisfies
τ(ǫ) ≤ 1 +
∫ 4/ǫ
4π∗
4du
uΦ2(u)
. (6)
More precisely, if
n ≥ 1 +
∫ 4/ǫ
4(π(x)∧π(y))
4du
uΦ2(u)
, (7)
then ∣∣∣pn(x, y)− π(y)
π(y)
∣∣∣ ≤ ǫ. (8)
(Recall that Φ(r) is constant for r ≥ 12 .) This result has several advantages over (5):
• The uniformity in (6).
• It yields a better bound when the approximation parameter ǫ is small.
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• It applies to non-reversible chains.
• It yields an improvement of the upper bound on the time to achieve (8) when π(x), π(y) are
larger than π∗.
• The improved constant factors make the bound (6) potentially applicable as a stopping time
in simulations. Under a convexity condition, these factors can be improved further; see §8,
Remark 3.
Other ways to measure bottlenecks can yield sharper bounds. One approach, based on “blocking
conductance functions” and restricted to the mixing time in total variation τV , is presented in [14,
Theorem 3].
Another boundary gauge ψ is defined in §2 of the present paper. For the n-dimensional unit
hypercube, this gauge (applied to the right class of sets, see §8) gives a bound of the right order
τ(1/e) = O(n log n) for the uniform mixing time. Previous methods of measuring bottlenecks did
not yield the right order of magnitude for the uniform mixing time in this benchmark example.
Theorem 1 is related to another line of research, namely the derivation of heat kernel estimates
for Markov chains using Nash and Sobolev inequalities. For finite Markov chains, such estimates
were obtained by Chung and Yau [5], and by Diaconis and Saloff-Coste [9]. In particular, for the
special case where Φ is a power law, the conclusion of Theorem 1 can be obtained by combining
Theorems 2.3.1 and 3.3.11 of Saloff Coste [22]. For infinite Markov chains, Nash inequalities have
been developed for general isoperimetric profiles; see Varopoulos [24], the survey by Pittet and Saloff
Coste [21], the book [25], and especially the work of Coulhon [6, 7]. Even in this highly developed
subject, our probabilistic technique yields improved estimates when the stationary measure is not
uniform. Suppose that π is an infinite stationary measure on V for the transition kernel p. As
before, we define
Q(x, y) = π(x)p(x, y); |∂S| = Q(S, Sc); ΦS := |∂S|
π(S)
.
Define Φ(r) for r ∈ [π∗,∞) by
Φ(r) = inf {ΦS : π(S) ≤ r} . (9)
Theorem 2 (infinite stationary measure case)
Suppose that 0 < γ ≤ 12 and p(x, x) ≥ γ for all x ∈ V . If
n ≥ 1 + (1− γ)
2
γ2
∫ 4/ǫ
4(π(x)∧π(y))
4du
uΦ2(u)
, (10)
then ∣∣∣pn(x, y)
π(y)
∣∣∣ ≤ ǫ. (11)
This Theorem is proved in Section 6. For the rest of the introduction, we focus on the case of finite
stationary measure.
Definition: Evolving sets. Given V, π andQ as above, consider the Markov chain {Sn} on subsets
of V with the following transition rule. If the current state Sn is S ⊂ V , choose U uniformly from
[0, 1] and let the next state Sn+1 be
S˜ = {y : Q(S, y) ≥ Uπ(y)} .
3
6/8 < U < 7/8
1/8 < U < 2/8
Figure 1: One step of the evolving set process.
Consequently,
P(y ∈ S˜) = P
(
Q(S, y) ≥ Uπ(y)
)
=
Q(S, y)
π(y)
. (12)
Figure 1 illustrates one step of the evolving set process when the original Markov chain is a random
walk in a box (with a holding probability of 12). Since π is the stationary distribution, ∅ and V are
absorbing states for the evolving set process.
Write PS
(
·
)
:= P
(
·
∣∣∣S0 = S) and similarly for ES( · ). The utility of evolving sets stems
from the relation
pn(x, y) =
π(y)
π(x)
P{x}(y ∈ Sn)
(see Proposition 7). Their connection to mixing is indicated by the inequality
‖µn − π‖ ≤ 1
π(x)
E{x}
√
π(Sn) ∧ π(Scn) ,
where µn := p
n(x, · ); see (24) for a sharper form of this. The connection of evolving sets to
conductance can be seen in Lemma 3 below.
Example 1 (Random Walk in a Box): Consider a simple random walk in an n × n box.
To guarantee condition (2) we add a holding probability of 12 to each state (i.e., with probability
1
2
do nothing, else move as above). The conductance profile satisfies
Φ(u) ≥ a
n
√
u
for 1 ≤ u ≤ 1/2, where a is a constant. Thus our bound implies that the ǫ uniform mixing time is
at most
Cǫ + 4
∫ 1/2
1/n2
1
u
(
a
n
√
u
)2 du = O(n2),
4
Figure 2: A box with holes.
Figure 3: Random walk in a percolation cluster.
which is the correct order of magnitude. Of course, other techniques such as coupling or spectral
methods would give the correct-order bound of O(n2) in this case. However, these techniques are
not robust under small perturbations of the problem, whereas the conductance method is.
Example 2 (Box with Holes): For a random walk in a box with holes (see Figure 1), it is
considerably harder to apply coupling or spectral methods. However, it is clear that the conduc-
tance profile for the random walk is unchanged (up a constant factor), and hence the mixing time
is still O(n2).
Example 3 (Random Walk in a Percolation Cluster): In fact, the conductance method
is robust enough to handle an even more extreme variant: Suppose that each edge in the box
is deleted with probability 1 − p, where p > 12 . Then with high probability there is a connected
component that contains a constant fraction of the original edges. Benjamini and Mossel [3] showed
that for the random walk in the big component the conductance profile is sufficiently close (with
high probability) to that of the box and deduced that the mixing time is still O(n2). (See [17]
for analogous results in higher dimensions.) By our result, this also applies to the uniform mixing
times.
Example 4 (Random Walk on a Lamplighter Group): The following natural chain
mixes more rapidly in the sense of total variation than in the uniform sense. A state of this chain
consists of n lamps arrayed in a circle, each lamp either on (1) or off (0), and a lamplighter located
next to one of the lamps. In one “active” step of the chain, the lamplighter either switches the
current lamp or moves at random to one of the two adjacent lamps. We consider the lazy chain
that stays put with probability 1/2 and makes an active step with probability 1/2. The path of the
lamplighter is a delayed simple random walk on a cycle, and this implies that τV (1/4) = Θ(n
2),
5
00
0
01
0
11
Figure 4: Random walk on a lamplighter group
see [11]. However, by considering the possibility that the lamplighter stays in one half of the cycle
for a long time, one easily verifies that τ(1/4) ≥ c1n3 for some constant c1 > 0. Using the general
estimate τ(ǫ) = O(τV (ǫ) log(1/π∗)) gives a matching upper bound τ(1/4) = O(n3).
2 Further results and proof of Theorem 1
We will actually prove a stronger form of Theorem 1, using the boundary gauge
ψ(S) := 1−ES
√√√√π(S˜)
π(S)
instead of the conductance ΦS. The next lemma relates these quantities.
Lemma 3 Let ∅ 6= S ⊂ V . If (2) holds, then ψ(S) ≥ Φ2S/2. More generally, if 0 < γ ≤ 12 and
p(x, x) ≥ γ for all x ∈ V , then ψ(S) ≥ γ22(1−γ)2Φ2S.
See §4 for the proof. In fact, ψ(S) is often much larger than Φ2S.
Define the root profile ψ(r) for r ∈ [π∗, 1/2] by
ψ(r) = inf{ψ(S) : π(S) ≤ r}, (13)
and for r > 1/2, let ψ(r) := ψ∗ = ψ(12 ). Observe that the root profile ψ is (weakly) decreasing on
[π∗,∞).
For a measure µ on V , write
χ2(µ, π) :=
∑
y∈V
π(y)
(µ(y)
π(y)
− 1
)2
=
( ∑
y∈V
µ(y)2
π(y)
)
− 1 . (14)
By Cauchy-Schwarz,
2‖µ− π‖ =
∥∥∥µ( · )
π( · ) − 1
∥∥∥
L1(π)
≤
∥∥∥µ( · )
π( · ) − 1
∥∥∥
L2(π)
= χ(µ, π) . (15)
We can now state our key result relating evolving sets to mixing.
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Theorem 4 Denote µn = p
n(x, · ). Then χ2(µn, π) ≤ ǫ for all
n ≥
∫ 4/ǫ
4π(x)
du
uψ(u)
.
See §5 for the proof.
Derivation of Theorem 1 from Lemma 3 and Theorem 4:
The time-reversal of a Markov chain on V with stationary distribution π and transition ma-
trix p(x, y), is another Markov chain with stationary distribution π, and transition matrix ←−p (·, ·)
that satisfies π(y)p(y, z) = π(z)←−p (z, y) for all y, z ∈ V . Summing over intermediate states gives
π(z)←−p m(z, y) = π(y)pm(y, z) for all z, y ∈ V and m ≥ 1.
Since pn+m(x, z) =
∑
y∈V pn(x, y)pm(y, z), stationarity of π gives
pn+m(x, z) − π(z) =
∑
y∈V
(
pn(x, y)− π(y)
)(
pm(y, z)− π(z)
)
(16)
whence ∣∣∣pn+m(x, z) − π(z)
π(z)
∣∣∣ (17)
=
∣∣∣∑
y∈V
π(y)
(pn(x, y)
π(y)
− 1
)(←−p m(z, y)
π(y)
− 1
)∣∣∣ (18)
≤ χ
(
pn(x, ·), π
)
χ
(←−p m(z, ·), π) (19)
by Cauchy-Schwarz.
The quantity Q(S, Sc) represents, for any S ⊂ V , the asymptotic frequency of transitions from
S to Sc in the stationary Markov chain with transition matrix p(·, ·) and hence Q(S, Sc) = Q(Sc, S).
It follows that the time-reversed chain has the same conductance profile Φ(·) as the original Markov
chain. Hence, Lemma 3 and Theorem 4 imply that if
m, ℓ ≥
∫ 4/ǫ
4(π(x)∧π(y))
2du
uΦ2(u)
,
and (2) holds, then
χ
(
pℓ(x, ·), π
)
≤ √ǫ and χ
(←−p m(z, ·), π) ≤ √ǫ .
Thus by (19), ∣∣∣pℓ+m(x, z) − π(z)
π(z)
∣∣∣ ≤ ǫ ,
and Theorem 1 is established.
In fact, the argument above yields the following more general statement.
Theorem 5 Suppose that 0 < γ ≤ 12 and p(x, x) ≥ γ for all x ∈ V . If
n ≥ 1 + (1− γ)
2
γ2
∫ 4/ǫ
4(π(x)∧π(y))
4du
uΦ2(u)
, (20)
then (8) holds.
To complete the proof of Theorems 1 and 5, it suffices to prove Lemma 3 and Theorem 4. This
is done in §4 and §5, respectively.
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3 Properties of Evolving Sets
Lemma 6 The sequence {π(Sn)}n≥0 forms a martingale.
Proof: By (12), we have
E
(
π(Sn+1)
∣∣∣Sn) = ∑
y∈V
π(y) P
(
y ∈ Sn+1
∣∣∣Sn)
=
∑
y∈V
Q(Sn, y) = π(Sn) .
The following proposition relates the nth order transition probabilities of the original chain to the
evolving set process.
Proposition 7 For all n ≥ 0 and x, y ∈ V we have
pn(x, y) =
π(y)
π(x)
P{x}(y ∈ Sn) .
Proof: The proof is by induction on n. The case n = 0 is trivial. Fix n > 0 and suppose that the
result holds for n− 1. Let U be the uniform random variable used to generate Sn from Sn−1. Then
pn(x, y) =
∑
z∈V
pn−1(x, z)p(z, y)
=
∑
z∈V
P{x}(z ∈ Sn−1)
π(z)
π(x)
p(z, y)
=
π(y)
π(x)
E{x}
(
1
π(y)
Q(Sn−1, y)
)
=
π(y)
π(x)
P{x}(y ∈ Sn).
We will also use the following duality property of evolving sets.
Lemma 8 Suppose that {Sn}n≥0 is an evolving set process. Then the sequence of complements
{Scn}n≥0 is also an evolving set process, with the same transition probabilities.
Proof: Fix n and let U be the uniform random variable used to generate Sn+1 from Sn. Note
that Q(Sn, y) +Q(S
c
n, y) = Q(V, y) = π(y). Therefore, with probability 1,
Scn+1 =
{
y : Q(Sn, y) < Uπ(y)
}
=
{
y : Q(Scn, y) ≥ (1− U)π(y)
}
.
Thus, {Scn} has the same transition probabilities as {Sn}, since 1− U is uniform.
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Next, we write the χ2 distance between µn := p
n(x, · ) and π in terms of evolving sets. Let
{Sn}n≥0 and {Λn}n≥0 be two independent replicas of the evolving set process, with S0 = Λ0 = {x}.
Then by (14) and Proposition 7, χ2(µn, π) equals
∑
y∈V
π(y)
P{x}(y ∈ Sn)2
π(x)2
− 1 (21)
=
1
π(x)2
[ ∑
y∈V
π(y)P{x}
(
{y ∈ Sn} ∩ {y ∈ Λn}
)
− π(x)2
]
(22)
=
1
π(x)2
E{x}
(
π(Sn ∩ Λn)− π(Sn)π(Λn)
)
, (23)
where the last equation uses the relation π(x) = E{x}π(Sn) = E{x}π(Λn). For any two sets
S,Λ ⊂ V ,
π(S ∩ Λ) + π(Sc ∩ Λ) = π(Λ) = π(S)π(Λ) + π(Sc)π(Λ),
and hence
|π(S ∩ Λ)− π(S)π(Λ)| = |π(Sc ∩ Λ)− π(Sc)π(Λ)|.
Similarly, this expression doesn’t change if we replace Λ by Λc. Thus, if we denote
S♯ :=
{
S if π(S) ≤ 12 ;
Sc otherwise,
then
|π(S ∩ Λ)− π(S)π(Λ)| = |π(S♯ ∩ Λ♯)− π(S♯)π(Λ♯)|
≤ |π(S♯) ∧ π(Λ♯)|
≤
√
π(S♯)π(Λ♯) .
Inserting this into (23), we obtain
χ2(µn, π) ≤ 1
π(x)2
E
√
π(S♯n)π(Λ
♯
n) ,
whence
2‖µn − π‖ ≤ χ(µn, π) ≤ 1
π(x)
E
√
π(S♯n) . (24)
4 Evolving sets and conductance profile: proof of Lemma 3
Lemma 9 For every real number β ∈ [−12 , 12 ], we have
√
1 + 2β +
√
1− 2β
2
≤
√
1− β2 ≤ 1− β2/2.
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Proof: Squaring gives the second inequality and converts the first inequality into
1 + 2β + 1− 2β + 2
√
1− 4β2 ≤ 4(1− β2)
or equivalently, after halving both sides,√
1− 4β2 ≤ 1− 2β2 ,
which is verified by squaring again.
Lemma 10 Let
ϕS :=
1
2π(S)
∑
y∈V
(
Q(S, y) ∧Q(Sc, y)
)
. (25)
Then
1− ψ(S) ≤
√
1 + 2ϕS +
√
1− 2ϕS
2
≤ 1− ϕ2S/2 . (26)
Proof: The second inequality in (26) follows immediately from Lemma 9. To see the first inequal-
ity, let U be the uniform random variable used to generate S˜ from S. Then
PS
(
y ∈ S˜
∣∣∣U < 12) = 1 ∧ 2Q(S, y)π(y) .
Consequently,
π(y)PS(y ∈ S˜ |U < 12) = Q(S, y) +
(
Q(Sc, y) ∧Q(S, y)
)
.
Summing over y ∈ V , we infer that
ES
(
π(S˜)
∣∣∣U < 12) = π(S) + 2π(S)ϕS . (27)
Therefore, R := π(S˜)/π(S) satisfies ES(R|U < 12) = 1 + 2ϕS . Since ESR = 1, it follows that
ES(R |U ≥ 12 ) = 1− 2ϕS .
Thus
1− ψ(S) = E(
√
R)
=
E(
√
R|U < 12) +E(
√
R|U ≥ 12 )
2
≤
√
E(R|U < 12) +
√
E(R|U ≥ 12)
2
,
by Jensen’s inequality (or by Cauchy-Schwarz). This completes the proof.
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Proof of Lemma 3: If p(y, y) ≥ 1/2 ∀y ∈ V , then it is easy to check directly that ϕS = ΦS for
all S ⊂ V .
If we are only given that p(y, y) ≥ γ ∀y ∈ V , where 0 < γ ≤ 12 , we can still conclude that for
y ∈ S,
Q(S, y) ∧Q(Sc, y) ≥ γπ(y) ∧Q(Sc, y) ≥ γ
1− γQ(S
c, y) .
Similarly, for y ∈ Sc we have Q(S, y) ∧Q(Sc, y) ≥ γ1−γQ(S, y). Therefore∑
y∈V
[Q(S, y) ∧Q(Sc, y)] ≥ 2γ
1− γQ(S, S
c) ,
whence ϕS ≥ γ1−γΦS. This inequality, in conjunction with Lemma 10, yields Lemma 3.
5 Proof of Theorem 4
Denote by K(S,A) = PS(S˜ = A) the transition kernel for the evolving set process. In this section
we will use another Markov chain on sets with transition kernel
K̂(S,A) =
π(A)
π(S)
K(S,A). (28)
This is the Doob transform ofK(·, ·). As pointed out by J. Fill (Lecture at Amer. Inst. Math. 2004),
the process defined by K̂ can be identified with one of the “strong stationary duals” constructed
in [8].
The martingale property of the evolving set process, Lemma 6, implies that
∑
A K̂(S,A) = 1
for all S ⊂ V . The chain with kernel (28) represents the evolving set process conditioned to absorb
in V ; we will not use this fact explicitly.
Note that induction from equation (28) gives
K̂n(S,A) =
π(A)
π(S)
Kn(S,A)
for every n, since
K̂n+1(S,B) =
∑
A
K̂n(S,A)K̂(A,B)
=
∑
A
π(B)
π(S)
Kn(S,A)K(A,B)
=
π(B)
π(S)
Kn+1(S,B)
for every n and B ⊂ V . Therefore, for any function f ,
ÊSf(Sn) = ES
[
π(Sn)
π(S)
f(Sn)
]
, (29)
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where we write Ê for the expectation when {Sn} has transition kernel K̂. Define
Zn =
√
π(S♯n)
π(Sn)
,
and note that π(Sn) = Z
−2
n when Zn ≥
√
2, that is, when π(Sn) ≤ 12 . Then by equations (29) and
(24), χ(µn, π) ≤ Ê{x}(Zn) and
Ê
(
Zn+1
Zn
∣∣∣Sn) = E(π(Sn+1)
π(Sn)
· Zn+1
Zn
∣∣∣Sn)
= E

√
π(S♯n+1)√
π(S♯n)
∣∣∣Sn
 (30)
≤ 1− ψ(π(Sn)) = 1− f0(Zn), (31)
where f0(z) := ψ(1/z
2) is nondecreasing. (Recall that we defined ψ(x) = ψ∗ for all real numbers
x ≥ 12 .) Let L0 = Z0 = π(x)−1/2. Next, observe that Ê(·) is just the expectation operator with
respect to a modified distribution, so we can apply Lemma 11 below, with Ê in place of E. By part
(iii) of that lemma (with δ =
√
ǫ), for all
n ≥
∫ L0
δ
2dz
zf0(z/2)
=
∫ L0
δ
2dz
zψ(4/z2)
, (32)
we have χ(µn, π) ≤ Ê{x}(Zn) ≤ δ. The change of variable u = 4/z2 shows the integral (32) equals∫ 4/δ2
4π(x)
du
uψ(u)
≤
∫ 4/ǫ
4π(x)
du
uψ(u)
.
This establishes Theorem 4.
Lemma 11 Let f, f0 : [0,∞) → [0, 1] be increasing functions. Suppose that {Zn}n≥0 are non-
negative random variables with Z0 = L0. Denote Ln = E(Zn).
(i) If Ln − Ln+1 ≥ Lnf(Ln) for all n, then for every n ≥
∫ L0
δ
dz
zf(z) , we have Ln ≤ δ.
(ii) If E(Zn+1|Zn) ≤ Zn(1 − f(Zn)) for all n and the function u 7→ uf(u) is convex on (0,∞),
then the conclusion of (i) holds.
(iii) If E(Zn+1|Zn) ≤ Zn(1− f0(Zn)) for all n and f(z) = f0(z/2)/2, then the conclusion of (i)
holds.
Proof: (i) It suffices to show that for every n we have∫ L0
Ln
dz
z f(z)
≥ n. (33)
Note that for all k ≥ 0 we have
Lk+1 ≤ Lk
[
1− f(Lk)
]
≤ Lke−f(Lk) ,
12
whence ∫ Lk
Lk+1
dz
zf(z)
≥ 1
f(Lk)
∫ Lk
Lk+1
dz
z
=
1
f(Lk)
log
Lk
Lk+1
≥ 1.
Summing this over k ∈ {0, 1, . . . , n− 1} gives (33).
(ii) This is immediate from Jensen’s inequality and (i).
(iii) Fix n ≥ 0. We have
E (Zn − Zn+1) ≥ E [2Znf(2Zn)] ≥ Lnf(Ln) , (34)
by Lemma 12 below. This yields the hypothesis of (i).
The following simple fact was used in the proof of Lemma 11.
Lemma 12 Suppose that Z ≥ 0 is a nonnegative random variable and f is a nonnegative increasing
function. Then
E
(
Zf(2Z)
)
≥ EZ
2
· f(EZ).
Proof: Let A be the event {Z ≥ EZ/2}. Then E(Z1Ac) ≤ EZ/2, so E(Z1A) ≥ EZ/2. Therefore,
E
(
Zf(2Z)
)
≥ E
(
Z1A · f(EZ)
)
≥ EZ
2
f(EZ) .
6 Infinite stationary measures: proof of Theorem 2
Proof: For a probability measure µ on V , define χ2(µ, π) by
χ2(µ, π) :=
∑
y∈V
π(y)
(µ(y)
π(y)
)2
=
∑
y∈V
µ(y)2
π(y)
. (35)
We now write χ2(µn, π) in terms of evolving sets. Let {Sn}n≥0 and {Λn}n≥0 be two independent
replicas of the evolving set process, with S0 = Λ0 = {x}. Then by (35) and Proposition 7,
χ2(µn, π) =
∑
y∈V
π(y)
P(y ∈ Sn)2
π(x)2
(36)
=
1
π(x)2
[ ∑
y∈V
π(y)P
(
{y ∈ Sn} ∩ {y ∈ Λn}
)]
(37)
=
1
π(x)2
E
(
π(Sn ∩ Λn)
)
≤ 1
π(x)2
E
(√
π(Sn)π(Λn)
)
. (38)
whence
χ(µn, π) ≤ 1
π(x)
E
√
π(Sn) . (39)
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As in the finite case, if K̂ is the Doob transform of K with respect to π, then
ÊSf(Sn) = ES
[
π(Sn)
π(S)
f(Sn)
]
. (40)
Define
Zn =
1√
π(Sn)
.
Then by equations (40) and (39), χ(µn, π) ≤ Ê{x}(Zn) and
Ê
(
Zn+1
Zn
∣∣∣ Sn) = E(π(Sn+1)
π(Sn)
· Zn+1
Zn
∣∣∣Sn)
= E

√
π(Sn+1)√
π(Sn)
∣∣∣Sn
 (41)
≤ 1− ψ(π(Sn)) = 1− f0(Zn),
where f0(z) = ψ(1/z
2) is increasing. Let L0 = Z0 = π(x)
−1/2. By Lemma 11(iii) above, for all
n ≥
∫ L0
√
ǫ
2dz
zf0(z/2)
=
∫ L0
√
ǫ
2dz
zψ(4/z2)
, (42)
we have χ(µn, π) ≤ Ê{x}(Zn) ≤
√
ǫ. The change of variable u = 4/z2 shows the integral (42) equals
∫ 4/ǫ
4π(x)
du
uψ(u)
≤ (1− γ)
2
γ2
∫ 4/ǫ
4π(x)
2du
uΦ2(u)
.
Let ←−p denote the time-reversal of p(·, ·). Then for all
m,n ≥ (1 − γ)
2
γ2
∫ 4/ǫ
4(π(x)∧π(y))
2du
uΦ2(u)
we have
χ
(
pn(x, ·), π
)
≤ √ǫ and χ
(←−p m(z, ·), π) ≤ √ǫ .
Thus ∣∣∣pn+m(x, z)
π(z)
∣∣∣ = ∣∣∣ 1
π(z)
∑
y∈V
pn(x, y)pm(y, z)
∣∣∣ (43)
=
∣∣∣∑
y∈V
π(y)
(pn(x, y)
π(y)
)(←−p m(z, y)
π(y)
)∣∣∣ (44)
≤ χ
(
pn(x, ·), π
)
χ
(←−p m(z, ·), π) ≤ ǫ, (45)
where the first inequality is Cauchy-Schwarz. This establishes Theorem 2.
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7 Continuous Time
In this section we extend our results to continuous-time, finite chains. We consider the chain
{Xt, t ≥ 0} that moves at rate 1 according to P , where P (x, y) is a transition kernel on V with
stationary distribution π. Let ΦP be the conductance profile for P .
Theorem 13 Let Xt be a continuous-time, finite chain with transtion kernel ht = e
t(P−I). Then
the ǫ-uniform mixing time satisfies
τ(ǫ) ≤
∫ 4/ǫ
4π∗
8du
uΦ2(u)
. (46)
More precisely, if
t ≥
∫ 4/ǫ
4(π(x)∧π(y))
8du
uΦ2(u)
, (47)
then ∣∣∣ht(x, y)− π(y)
π(y)
∣∣∣ ≤ ǫ. (48)
Proof: As before, it is enough to show that χ2 (P(Xt = ·), π) ≤ ǫ for all
t ≥
∫ 4/ǫ
4π(x)
4du
uΦ2(u)
.
Consider the Markov operator P = 12 (P + I) with corresponding transition probabilities p(·, ·).
Let Φ and ψ be the conductance profile and root profile of P , respectively. Note P satisfies condition
(2) so Theorems 4 and 1 apply. Let {X t} be the chain with transition kernel ht = et(P−I). Observe
that e2t(P−I) = et(P−I), so X2t has the same law as Xt. Let µt = ht(x, · ) = ht/2(x, · ). Since
Φ = 12Φ and ψ ≥ Φ
2
2 , it is enough to show that χ
2(µt, π) ≤ ǫ for all
t ≥
∫ 4/ǫ
4π(x)
du
uψ(u)
,
We accomplish this using the natural continuous-time evolving set process corresponding to Xt.
Let {S(t) : t ≥ 0} be the process which at rate 1 moves according to the evolving set transition
kernel for P . Let {Sn : n ≥ 0} be the (discrete time) evolving set process for P . Note that
Px(X t = y) =
∞∑
j=0
[
e−t
tj
j!
]
pj(x, y) (49)
=
∞∑
j=0
[
e−t
tj
j!
]
π(y)
π(x)
P{x}(y ∈ Sj) (50)
=
π(y)
π(x)
P{x}
(
y ∈ S(t)
)
. (51)
Our proof will parallel the proof of Theorem 4. One can argue as in Section 3 to obtain χ(µt, π) ≤
1
π(x)E
√
π(S♯t ) . Define
Zt =
√
π(S
♯
t)
π(St)
,
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and let Lt = Ê(Zt), so that χ(µt, π) ≤ Lt. Note that
Lt =
∞∑
j=0
[
e−t
tj
j!
]
Lj
is differentiable. Equation (31) implies that
Ê
(
Zt+ǫ
Zt
∣∣∣ St,D
)
≤ 1− f0(Zt)
where D is the event that the evolving set process {S(·)} makes exactly one transition in (t, t+ ǫ].
It follows that for all t ≥ 0 we have
E(Zt − Zt+ǫ|St) ≥ ǫZtf0(Zt) +O(ǫ2).
Fix t ≥ 0. Taking expectations above, we get
E
(
Zt − Zt+ǫ
)
≥ ǫE
[
2Ztf(2Zt)
]
+O(ǫ2) ≥ ǫLtf(Lt) +O(ǫ2) , (52)
where the last inequality holds by Lemma 12.
It follows that Lt+ǫ − Lt ≤ −ǫLtf(Lt) +O(ǫ2) and hence
L
′
t ≤ −Ltf(Lt). (53)
The following Lemma is an analog of Lemma 11.
Lemma 14 For every
t ≥
∫ L0
δ
dz
zf(z)
,
we have Lt ≤ δ.
Proof: It’s enough to show that for all t ≥ 0 we have
t ≤
∫ L0
Lt
dz
zf(z)
. (54)
This is an equality for t = 0, and differentiating both sides gives
1 ≤ − 1
Ltf(Lt)
L
′
t,
which holds by equation (53).
Lemma 14 implies that for all
t ≥
∫ L0
δ
2dz
zf0(z/2)
=
∫ L0
δ
2dz
zψ(4/z2)
(55)
we have χ(µt, π) ≤ Lt ≤ δ. Let ǫ = δ2. We calculated after (42) that the integral on the righ-hand
side of (55) equals ∫ 4/ǫ
4π(x)
du
uψ(u)
.
This establishes Theorem 13.
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8 Concluding remarks
1. The example of the lamplighter group in the introduction shows that τV (1/4), the mixing
time in total variation on the left-hand side of (5), can be considerably smaller than the
corresponding uniform mixing time τ(1/4) (so an upper bound for τ(·) is strictly stronger).
We note that there are simpler examples of this phenomenon. For lazy random walk on a clique
of n vertices, τV (1/4) = Θ(1) while τ(1/4) = Θ(log n). To see a simple example with bounded
degree, consider a graph consisting of two expanders of cardinality n and 2n, respectively,
joined by a single edge. In this case τV (1/4) is of order Θ(n), while τ(1/4) = Θ(n
2).
2. Let Xn be a finite, reversible chain with transition matrix P . Write µ
x
n := p
n(x, ·). Equation
(24) gives
χ(µxn, π) ≤
1
π(x)
E
√
π(S♯n) ≤ 1√
π(x)
(1− ψ∗)n . (56)
Let f2 : V → R be the second eigenfunction of P and λ2 the second eigenvalue, so that
Pf2 = λ2f2. For x ∈ V , define fx : V → R by fx(y) = δx(y) − π(y), where δ is the Dirac
delta function. We can write f2 =
∑
x∈V αxfx. Hence∥∥∥Pnf(·)
π(·)
∥∥∥
L2(π)
≤
∑
x
αx
∥∥∥Pnfx(·)
π(·)
∥∥∥
L2(π)
(57)
=
∑
x
αxχ(µ
x
n, π) (58)
≤ const ·max
x
χ(µxn, π) (59)
≤ const · (1− ψ∗)n, (60)
where the first line is subadditivity of a norm and the last line follows from (56). But∥∥∥Pnf(·)
π(·)
∥∥∥
L2(π)
≥
∥∥∥Pnf(·)
π(·)
∥∥∥
L1(π)
=
∑
x
|Pnf2(x)| = λn2
∑
x
|f2(x)|. (61)
Combining (60) and (61) gives λn2 ≤ c · (1−ψ∗)n for a constant c. Since this is true for all n,
we must have λ2 ≤ 1− ψ∗, so ψ∗ is a lower bound for the spectral gap.
3. Variants of conductance can give better bounds on ψS . For S ⊂ V , define
θS :=
1
π(S)
∑
y∈S
√
π(y)Q(Sc, y).
Note that for reversible chains we have
θS =
1
π(S)
∑
y∈S
π(y)
√
p(y, Sc),
which is strictly greater than ΦS for S /∈ {∅, V } (since ΦS can be written in a similar way,
but without the square root.)
Following Houdre´ and Tetali [12], denote
h+2 = inf
{
θS : π(S) ≤ 12
}
. (62)
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Theorem 15 Suppose that p(x, x) ≥ 12 for all x. Then
ψ(S) ≥ θ
2
S
8 log(2/θ2S)
.
Consequently, assuming reversibility, the spectral gap 1− λ2 satisfies
1− λ2 ≥ (h
+
2 )
2
8 log
(
2/(h+2 )
2
) ≥ c (h+2 )2| log(h+2 )| . (63)
Up to the logarithmic factor in the denominator, this type of inequality was conjectured by
Houdre´ and Tetali [12, Remark 3.5].
Proof: For u ∈ [0, 1], let Au = {y : Q(S, y) > uπ(y)}. Note that Au ⊂ S for u > 12 since
p(x, x) ≥ 12 for all x. We have
E
√√√√π(S˜)
π(S)
=
∫ 1
0
√
π(Au)
π(S)
du
=
∫ 1
0
√
1 +
π(Au)− π(S)
π(S)
du
≤ 1 + 12
∫ 1
0
π(Au)− π(S)
π(S)
du
−18
∫ 1
1
2
(π(Au)− π(S))2
π(S)2
du,
by the inequality
√
1 + t ≤ 1 + t/2− 18t21(t ≤ 0), valid for t ≥ −1. Define
Bt := S −A1−t = {y ∈ S : Q(S, y) ≤ (1− t)π(y)}
= {y ∈ S : Q(Sc, y) ≥ tπ(y)}.
The middle term in (64) vanishes by the martingale property. Thus
ψ(S) ≥ 18
∫ 1
1
2
π(S −Au)2
π(S)2
du
= 18
∫ 1
2
0
π(Bt)
2
π(S)2
dt,
where we have made the substitution t = 1− u. Therefore, for any α ∈ (0, 12 ] we have
8π(S)2ψ(S) · log(1/2α) ≥
∫ 1
2
α
π(Bt)
2 dt ·
∫ 1
2
α
1
t
dt (64)
≥
∫ 12
α
π(Bt)√
t
dt
2 , (65)
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by Cauchy-Schwarz. But∫ 1
2
α
π(Bt)√
t
dt =
∑
y∈S
π(y)
∫ 1
2
α
1(y ∈ Bt) 1√
t
dt
≥
∑
y∈S
π(y)
∫ Q(Sc,y)/π(y)
α
1√
t
dt
= 2
∑
y∈S
√
Q(Sc, y)π(y)
− 2√α · π(S)
= 2π(S)
(
θS −
√
α
)
.
Setting α = θ2S/4 and using equation (65), we get
8ψ(S) log(2/θ2S) ≥
1
π(S)2
∫ 12
θ2
S
/4
π(Bt)√
t
dt
2 ≥ θ2S ,
and the theorem follows.
4. Theorems 4 and 5 can be improved under a convexity condition that holds in many examples.
In the setting of Theorem 4, if ψ(r) ≥ ψc(r) for all r ≥ π∗ where u 7→ uψc(u−2) is a convex
function of u ∈ [0,∞), then χ2(µn, π) ≤ ǫ for all
n ≥ 12
∫ 1
ǫ
π(x)
du
uψc(u)
.
To prove this, follow the proof of Theorem 4 until (30), which implies that
Ên
(
Zn+1
Zn
∣∣∣Sn) ≤ 1− ψc(π(Sn)) = 1− f(Zn) ,
where f(z) := ψc(z
−2). Then invoke Lemma 11(ii) and apply the change of variable u = 1/z2
to the integral there.
Similarly, the following variant of Theorem 5 holds. Suppose that p(x, x) ≥ γ for all x ∈ V .
If Φ(r) ≥ Φc(r) for all r > 0, where u 7→ uΦ2c(u−2) is a convex function of u ∈ [0,∞), then
(8) holds for all
n ≥ (1− γ)
2
γ2
∫ 1/ǫ
π(x)∧π(y)
2du
uΦ2c(u)
. (66)
5. Let E denote the support of the evolving set process. Theorem 4 can be improved by using
ψE (r) = inf{ψ(S) : π(S) ≤ r, S ∈ E}, instead of ψ(r). For random walk on the n dimensional
hypercube, E consists of Hamming balls, ψE(r) ≥ cn log(1/r) and this gives an upper bound
of O(n log n) for the uniform mixing time τ(1/4).
More generally, for any Markov chain {Xn} on a poset with a monotone time-reversal, if X0
is a maximal (or minimal) state, then E consists of increasing (respectively, decreasing) sets.
Acknowledgments. We are grateful to D. Aldous, L. Lova´sz , R. Lyons, R. Montenegro, E.
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