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Statistical analysis of the non-ergodic fractional
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Abstract
Consider a periodic, mean-reverting Ornstein-Uhlenbeck process X = {Xt, t ≥ 0}
of the form dXt = (L(t) + αXt) dt + dB
H
t , t ≥ 0, where L(t) =
∑p
i=1 µiφi(t) is a
periodic parametric function, and {BHt , t ≥ 0} is a fractional Brownian motion of
Hurst parameter 12 ≤ H < 1. In the “ergodic” case α < 0, the parametric estimation
of (µ1, . . . , µp, α) based on continuous-time observation of X has been considered in
Dehling et al. [5], and in Dehling et al. [6] for H = 12 , and
1
2 < H < 1, respectively.
In this paper we consider the “non-ergodic” case α > 0, and for all 12 ≤ H < 1. We
analyze the strong consistency and the asymptotic distribution for the estimator of
(µ1, . . . , µp, α) when the whole trajectory of X is observed.
Key words: Parameter estimation; Strong consistency; Joint asymptotic distribution;
Fractional Ornstein-Uhlenbeck process; Periodic mean function; Young integral.
2010 AMS Classification Numbers: 60G15; 60G22; 62F12; 62M09; 62M86.
1 Introduction
While the statistical inference of Itoˆ type diffusions has a long history (see e.g. Basawa and
Scott [3], Kutoyants [17], Liptser and Shiryaev [18] and the references therein), the statisti-
cal analysis for equations driven by fractional Brownian motion (fBm) is relatively recent.
The development of stochastic calculus with respect to the fBm allowed to study such
models. Estimation of the drift parameters in fractional-noise-driven Ornstein-Uhlenbeck
processes is a problem that is both well-motivated by practical needs and theoretically chal-
lenging. In the finance context, a practical motivation to study this estimation problem is
to provide tools to understand volatility modeling in finance. Indeed, any mean-reverting
model in discrete or continuous time can be taken as a model for stochastic volatility.
Recently, several researchers have been interested in studying statistical estimation prob-
lems when the volatility exhibits long-memory, which means that the volatility today is
correlated to past volatility values with a dependence that decays very slowly.
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In the present paper we consider a fractional Ornstein-Uhlenbeck (fOU) process with
periodic mean X := {Xt, t ≥ 0}, defined as solution of the following linear stochastic
differential equation
X0 = 0, dXt = (L(t) + αXt)dt+ dB
H
t , t ≥ 0, (1.1)
where BH = {BHt , t ≥ 0} is a fractional Brownian motion with Hurst index
1
2
≤ H < 1,
α > 0 and L(t) =
∑p
i=1 µiφi(t) for all t ∈ [0, 1] with (µ1, . . . , µp) ∈ R
p, and the func-
tions φi, i = 1, . . . , p, are bounded 1-periodic L
2([0, 1])-orthonormal functions. Let µ :=
(µ1, . . . , µp), and θ := (µ, α).
Let us recall some results on parameter estimation related to the process (1.1):
• “Ergodic” case α < 0 : When H = 1
2
, the maximum likelihood estimator (MLE) of θ
has been studied by [5] based on continuous-time observation of process X , defined
by (1.1). The authors proved the strong consistency and asymptotic normality of
the MLE. Moreover, at this stage it is worth noticing that the MLE coincides with
the least squares estimator (LSE) as well. When 1
2
< H < 1, the consistency and
asymptotic normality of the LSE of θ based on continuous-time observation of X ,
have been studied in [6, 2]. Also, some non-Gaussian extensions of the model (1.1)
have been considered by several authors (see e.g. [21, 24]), by replacing the fBm
in (1.1) by a Hermite process. On the other hand, for p = 1 and φ1 = 1, a large
number of research articles considered the problem of drift parameter estimation for
various fractional diffusions and in particular for the fOU process, we refer among
many others to [15, 14, 9, 13, 7, 25].
• “Non-ergodic” case α > 0 : When p = 1 and φ1 = 1, several researchers have been
interested in studying parameter estimation problems in various fractional Gaussian
models related to (1.1), we refer among many others to [4, 8, 11, 1, 10].
However, in the “non-ergodic” case corresponding to α > 0, no authors as far as we
know have ever studied the drift parameter estimation for the model (1.1) in its general
form. So, our goal in the present paper is to consider the MLE and the LSE for θ, respec-
tively, when H = 1
2
and 1
2
< H < 1, based on continuous-time observation of X . We study
the strong consistency and the asymptotic distribution for those estimators.
The rest of the paper is structured as follows. In Section 2 we analyze some prop-
erties of our model. In Section 3 we prove the strong consistency for estimator θˆn =
(µˆn, αˆn), defined by (2.7). Section 4 is devoted to the joint asymptotic distribution of(
eαn(αˆn − α), n1−H (µˆn − µ)
)
, as n→∞.
In what follows, C denotes a generic positive constant (perhaps depending on H and
α, but not on anything else), which may change from line to line.
2
2 Some almost sure convergence properties
In this section, we study some properties of our model (1.1), which rely on the periodicity
of the mean function and the fact that α > 0. These properties will be needed in order to
analyze the asymptotic behavior of the LSE.
Consider the fOU process with periodic mean that is defined as the solution to the
Langevin equation whose drift is a periodic function, given by (1.1).
We assume that the parameter θ = (µ, α) is unknown and our aim is to estimate it by using
maximum likelihood method when H = 1
2
, and least squares method when 1
2
< H < 1.
More precisely, we consider the following LSE θˆn for θ, which coincides with the MLE when
H = 1
2
:
θˆn := Q
−1
n Pn, (2.1)
where
Pn :=
(∫ n
0
φ1(s)dXs, · · · ,
∫ n
0
φp(s)dXs,
∫ n
0
XsdXs
)T
and Qn :=
Ap,n Un
UTn Vn
 ,
with
Un =
(∫ n
0
φ1(s)Xsds, · · · ,
∫ n
0
φp(s)Xsds
)T
, Vn =
∫ n
0
X2sds,
and
Ap,n :=
(∫ n
0
φi(s)φj(s)ds
)
1≤i,j≤p
= nIp, since
∫ 1
0
φi(s)φj(s)ds =

1 if i = j,
0 if i 6= j.
Thus
Qn :=
nIp Un
UTn Vn
 .
Straightforward calculation yields that for every a ∈ Rp and b ∈ R,Ip a
aT b
−1 =
Ip + aa
T
b−‖a‖2
−a
b−‖a‖2
−aT
b−‖a‖2
1
b−‖a‖2
 .
Thus the explicit expression of the inverse matrix Q−1n can be written as:
Q−1n =
1
n
Ip + γnΛnΛTn −γnΛn
−γnΛ
T
n γn
 ,
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where
Λn := (Λn,1, . . . ,Λn,p)
T :=
1
n
Un, γn :=
(
1
n
∫ n
0
X2sds−
p∑
i=1
Λ2n,i
)−1
.
On the other hand, the explicit strong solution of the Langevin equation (1.1) is given by
Xt = e
αt
(∫ t
0
e−αsL(s)ds+
∫ t
0
e−αsdBHs
)
=: eαt (At + ζt) , t ≥ 0,
where, for every t ≥ 0,
At :=
∫ t
0
e−αsL(s)ds; ζt :=
∫ t
0
e−αsdBHs = e
−αtBHt + αZt, (2.2)
with
Zt :=
∫ t
0
e−αsBHs ds, t ≥ 0. (2.3)
Therefore, the process X can be rewritten as
Xt = e
αtAt + αe
αtZt +B
H
t , t ≥ 0. (2.4)
On the other hand, from Equation (1.1), we can also write
Xt = L˜(t) + αΣt +B
H
t , t ≥ 0, (2.5)
where
L˜(t) :=
∫ t
0
L(s)ds, Σt :=
∫ t
0
Xsds, t ≥ 0. (2.6)
Note that almost surely all paths of X are γ-Ho¨lder continuous with γ < H . Indeed, it
is well known that the trajectories of BH are γ-Ho¨lder continuous with γ < H (see, for
example, [22, page 274]). Moreover, since L(t) is bounded, we have, for every s, t ≥ 0,
|At −As| ≤
∫ t
s
e−αr|L(r)|dr ≤ C|t− s|,
which implies that the At 1-Ho¨lder continuous. Furthermore, we have for every s, t ∈ [0, T ],
|Zt − Zs| =
∣∣∣∣∫ t
s
e−αrBHr dr
∣∣∣∣ ≤ sup
r∈[0,T ]
|BHr ||t− s|,
which proves that the trajectories of Z are 1-Ho¨lder continuous. Combining these facts
together with (2.4), the desired result is obtained.
Therefore, the estimator (2.1) is well defined in the following sense:
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• For H = 1
2
, the stochastic integrals in the expression (2.1) of θˆn are understood
in the Itoˆ sense. Moreover the integral, that is the pth component of Pn above,∫ n
0
XsdXs =
1
2
(X2n − n), by Itoˆ formula.
• For 1
2
< H < 1, the stochastic integrals in the expression (2.1) of θˆn are understood in
the Young sense (see Appendix). In addition the integral, that is the pth component
of Pn above,
∫ n
0
XsdXs =
1
2
X2n, using the integration by parts formula (5.1).
Thus, in the rest of the paper, we will use 1
2
(X2n − n) instead of
∫ n
0
XsdXs when H =
1
2
,
and 1
2
X2n instead of
∫ n
0
XsdXs when
1
2
< H < 1. We will also make use of the following
form of θˆn:
θˆn : = (µˆn, αˆn), (2.7)
where
αˆn :=
γn
n
(∫ n
0
XsdXs −
p∑
k=1
Λn,k
∫ n
0
φk(s)dXs
)
, (2.8)
and µˆn := (µˆn,1, . . . , µˆn,p) such that, for all i = 1, . . . , p,
µˆn,i : =
1
n
(∫ n
0
φi(s)dXs + γnΛn,i
p∑
k=1
Λn,k
∫ n
0
φk(s)dXs − γnΛn,i
∫ n
0
XsdXs
)
. (2.9)
To prove our main results we will need the following lemmas.
Lemma 2.1. Assume 1
2
≤ H < 1. Let {ζt, t ≥ 0} and {Zt, t ≥ 0} be given by (2.2) and
(2.3). Then,
lim
t→∞
BHt
tδ
= 0 almost surely for all H < δ < 1, (2.10)
lim
t→∞
Zt = Z∞ :=
∫ ∞
0
e−αsBHs ds almost surely and in L
2(Ω), (2.11)
lim
t→∞
e−2αt
∫ t
0
e2αsζ2sds =
α
2
Z2∞ almost surely, (2.12)
lim
n→∞
1
n
∫ n
0
φi(s)dB
H
s = 0 almost surely for every i = 1, . . . , p. (2.13)
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Proof. The proofs of the convergences (2.10), (2.11) and (2.12) are given in [11, Lemma
2.2], [8, Lemma 2.1] and [8, Lemma 2.2], respectively. For (2.13), since the functions φi,
i = 1, . . . , p, are bounded, we have if 1
2
< H < 1,
E
[(
1
n
∫ n
0
φi(s)dB
H
s
)2]
=
H(2H − 1)
n2
∫ n
0
∫ n
0
φi(u)φi(v)|u− v|
2H−2dudv
≤ C
H(2H − 1)
n2
∫ n
0
∫ n
0
|u− v|2H−2dudv = Cn−2(1−H),
if H = 1
2
,
E
[(
1
n
∫ n
0
φi(s)dB
H
s
)2]
=
1
n2
∫ n
0
φ2i (u)du ≤ Cn
−1.
Combining these facts together with Gaussian property of 1
n
∫ n
0
φi(s)dB
H
s and Lemma 5.1,
the proof is finished.
Lemma 2.2. Let {At,≥ 0} be given by (2.2). Then, for every t ≥ 1,
At =
A1
1− e−α
+Rt, (2.14)
where
Rt := −
A1e
−α[t]
1 − e−α
+ e−α[t]
∫ t−[t]
0
e−αsL(s)ds, with [t] is the integer part of t.
Moreover, there is a positive constant C depending only on α such that, for every t ≥ 1,
|Rt| ≤ Ce
−αt. (2.15)
As a consequence, as t→∞,
At −→ A∞ :=
A1
1− e−α
. (2.16)
Also, for every i = 1, . . . , p,
lim
n→∞
e−αn
∫ n
0
φi(s)e
αsAsds = λφiA∞, where λφi :=
∫ 1
0
φi(s)e
αsds
eα − 1
. (2.17)
Proof. Notice that for every positive integer n ≥ 1,
An =
∫ n
0
e−αsL(s)ds
=
n−1∑
k=0
∫ k+1
k
e−αsL(s)ds
=
n−1∑
k=0
e−αk
∫ 1
0
e−αsL(s)ds
= A1 ×
1− e−αn
1− e−α
,
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where in the third equality we used the fact that L is 1-periodic. Hence, for every t ≥ 1,
At =
∫ t
0
e−αsL(s)ds
= A[t] +
∫ t
[t]
e−αsL(s)ds
= A1 ×
1− e−α[t]
1− e−α
+ e−α[t]
∫ t−[t]
0
e−αsL(s)ds
=
A1
1− e−α
+Rt,
which implies (2.14). On the other hand, since L is bounded and 0 ≤ t− [t] < 1, we have
|Rt| =
∣∣∣∣∣−A1e−α[t]1− e−α + e−α[t]
∫ t−[t]
0
e−αsL(s)ds
∣∣∣∣∣
≤ Ce−α[t] + Ce−α[t]
∫ t−[t]
0
e−αsds
≤ Ce−αt + Ce−αt
∫ 1
0
e−αsds
≤ Ce−αt,
which proves (2.15). Furthermore, the convergence (2.16) is immediately obtained from
(2.14) and (2.15).
Let us now prove (2.17). According to (2.14), we have, for every i = 1, . . . , p,
e−αn
∫ n
0
φi(s)e
αsAsds = A∞e
−αn
∫ n
0
φi(s)e
αsds+ eαn
∫ n
0
eαsφi(s)R(s)ds.
Using (2.15) and the boundedness of the functions φi, i = 1, . . . , p, we deduce that, as
n→∞,
e−αn
∫ n
0
eαsφi(s)R(s)ds −→ 0.
Moreover, since the functions φi, i = 1, . . . , p, are 1-periodic,
lim
n→∞
e−αn
∫ n
0
φi(s)e
αsds = lim
n→∞
e−αn
n−1∑
k=0
∫ k+1
k
φi(s)e
αsds
= lim
n→∞
e−αn
n−1∑
k=0
eαk
∫ 1
0
φi(s)e
αsds
= lim
n→∞
1− e−αn
eα − 1
∫ 1
0
φi(s)e
αsds
=
∫ 1
0
φi(s)e
αsds
eα − 1
. (2.18)
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Lemma 2.3. Let {Xt,≥ 0} and {Zt,≥ 0} be given by (1.1) and (2.3), respectively. Then,
for every i = 1, . . . , p, we have almost surely, as n→∞,
e−αn
∫ n
0
φi(s)e
αsZsds −→ λφiZ∞, (2.19)
ne−αnΛn,i = e
−αn
∫ n
0
φi(s)Xsds −→ λφi(A∞ + αZ∞), (2.20)
e−αn
∫ n
0
φi(s)dXs −→ αλφi(A∞ + αZ∞), (2.21)
where Z∞, A∞ and λφi are defined by (2.11), (2.16) and (2.17), respectively.
Proof. First we prove (2.19). We have, for every i = 1, . . . , p,
e−αn
∫ n
0
φi(s)e
αsZsds = Z∞e
−αn
∫ n
0
φi(s)e
αsds+ e−αn
∫ n
0
eαsφi(s)(Zs − Z∞)ds
= Z∞Ii,n + Ji,n.
Using (2.18), we obtain Ii,n −→ λφi, as n→∞. Further,
|Ji,n| ≤ e
−αn
∫ n
0
eαs|φi(s)||Zs − Z∞|ds
≤ Ce−αn
∫ n
0
eαs
∫ ∞
s
e−αr|BHr |drds
≤ Ce−αn
∫ n
0
e
α
2
s
∫ ∞
s
e−
α
2
r|BHr |drds
−→ 0
almost surely, as n→∞, using (2.10). This completes the proof of (2.19).
On the other hand, by (2.4), we can write, for every i = 1, . . . , p,
e−αn
∫ n
0
φi(s)Xsds = e
−αn
∫ n
0
φi(s)e
αsAsds+ αe
−αn
∫ n
0
φi(s)e
αsZsds+ e
−αn
∫ n
0
φi(s)B
H
s ds
= Ai,n,1 + Ai,n,2 + Ai,n,3.
By (2.17) and (2.19), we obtain, for every i = 1, . . . , p, Ai,n,1 + Ai,n,2 −→ λφi (A∞ + αZ∞)
almost surely, as n → ∞. Moreover, for every i = 1, . . . , p, Ai,n,3 −→ 0 almost surely, as
n → ∞, thanks to (2.10) and the fact that the functions φi, i = 1, . . . , p, are bounded.
Thus, the convergence (2.20) is obtained.
For (2.21), we have, for every i = 1, . . . , p,
e−αn
∫ n
0
φi(s)dXs = e
−αn
p∑
i=1
µi
∫ n
0
φ2i (s)ds+ αe
−αn
∫ n
0
φi(s)Xsds+ e
−αn
∫ n
0
φi(s)dB
H
s ,
which converges to αλφi(A∞ + αZ∞) almost surely, as n → ∞, according to (2.13) and
(2.20). Then the proof of Lemma 2.3 is completed.
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Lemma 2.4. The following convergences hold almost surely, as n→∞,
e−αnXn −→ A∞ + αZ∞, (2.22)
e−αn
∫ n
0
Xsds −→
A∞
α
+ Z∞, (2.23)
e−2αn
∫ n
0
X2s ds −→
1
2α
(A∞ + αZ∞)
2, (2.24)
e−αn
n
∫ n
0
|BHs Xs|ds −→ 0, (2.25)
e−αn
n
∫ n
0
L˜(s)Xsds −→
(
A∞
α
+ Z∞
)∫ 1
0
L(s)ds, (2.26)
where L˜(t) is defined by (2.6).
Proof. The statements (2.22)—(2.25) can be immediately obtained from (2.4), (2.10),
(2.11), (2.16) and L’Hoˆpital’s rule. It remains to prove (2.26). Notice that
L˜(t) =
∫ [t]
0
L(s)ds+
∫ t
[t]
L(s)ds
=
[t]−1∑
k=0
∫ k+1
k
L(s)ds+
∫ t
[t]
L(s)ds
= [t]
∫ 1
0
L(s)ds+
∫ t
[t]
L(s)ds
= t
∫ 1
0
L(s)ds+
(
([t]− t)
∫ 1
0
L(s)ds+
∫ t
[t]
L(s)ds
)
=: t
∫ 1
0
L(s)ds+ l(t).
Moreover, it is clear that the function l(t) is bounded. So,
e−αn
n
∫ n
0
L˜(s)Xsds =
e−αn
n
∫ n
0
sXsds
(∫ 1
0
L(r)dr
)
+
e−αn
n
∫ n
0
l(s)Xsds.
Furthermore, using (2.22) and L’Hoˆpital’s rule, we obtain
e−αn
n
∣∣∣∣∫ n
0
l(s)Xsds
∣∣∣∣ ≤ C e−αnn
∫ n
0
|Xs|ds −→ 0,
and
e−αn
n
∫ n
0
sXsds→
(
A∞
α
+ Z∞
)
almost surely, as n→∞. Then the desired result is obtained.
9
3 Strong consistency
Here we prove the strong consistency of the LSE θˆn, as n→∞.
Theorem 3.1. Assume 1
2
≤ H < 1. Then, almost surely, as n→∞,
θˆn = (µˆn, αˆn) −→ θ = (µ, α).
Proof. Suppose 1
2
< H < 1. Then, using
∫ n
0
XsdXs =
1
2
X2n and (2.8), we can write
αˆn =
−e−2αn
∑p
k=1 Λn,k
∫ n
0
φk(t)dXt +
e−2αn
2
X2n
e−2αn
∫ n
0
X2s ds− n
∑p
k=1 e
−2αnΛ2k,n
=
−
∑p
k=1
1
n
(
e−αn
∫ n
0
φk(s)Xsds
) (
e−αn
∫ n
0
φk(s)dXs
)
+ e
−2αn
2
X2n
e−2αn
∫ n
0
X2sds−
1
n
∑p
k=1
(
e−αn
∫ n
0
φk(s)Xsds
)2 .
Combining this with (2.20), (2.21), (2.22) and (2.24), we deduce that αˆn converges to α,
almost surely as n → ∞. Hence, it remains to prove the strong consistency for each µˆn,i,
i = 1, . . . , p. It follows from (2.9) that µˆn,i, i = 1, . . . , p can be written as
µˆn,i =
1
n
Ii,n,1 + Ii,n,2
In,3
, (3.1)
with
Ii,n,1 =
∫ n
0
φi(s)dXs
∫ n
0
X2sds−
X2n
2
∫ n
0
φi(s)Xsds,
Ii,n,2 = Λn,i
p∑
k=1
Λn,k
∫ n
0
φk(s)dXs −
(∫ n
0
φi(s)dXs
) p∑
k=1
Λ2n,k,
In,3 =
∫ n
0
X2sds− n
p∑
k=1
Λ2n,k.
According to the convergences (2.20) and (2.24), we have almost surely, as n→∞,
e−2αnIn,3 = e
−2αn
∫ n
0
X2sds− n
p∑
k=1
e−2αnΛ2n,k
= e−2αn
∫ n
0
X2sds−
1
n
p∑
k=1
(
e−αn
∫ n
0
φi(s)Xsds
)2
−→
(A∞ + αZ∞)
2
2α
. (3.2)
Then, it remains to prove the following convergence, for every i = 1, . . . , p,
e−2αn
n
Ii,n,1 + e
−2αnIi,n,2 −→
1
2α
(A∞ + αZ∞)
2µi
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almost surely, as n→∞. Using (2.5), we get for i = 1, . . . , p,
Ii,n,1 =
∫ n
0
φ(s)dXs
[∫ n
0
L˜(s)dΣs +
α
2
Σ2n +
∫ n
0
BHs dΣs
]
−
1
2
(
L˜(n) + αΣn +B
H
n
)2 ∫ n
0
φi(s)dΣs.
Moreover, since∫ n
0
φi(s)dΣs =
1
α
∫ n
0
φi(s)dXs −
1
α
∫ n
0
φi(s)L(s)ds−
1
α
∫ n
0
φi(s)dB
H
s ,
we obtain
Ii,n,1 =
∫ n
0
φi(s)dXs
(∫ n
0
L˜(s)dΣs +
∫ n
0
BHs dΣs
)
−
1
2
[
(L˜(n) +BHn )
2 + 2αΣn(L˜(n) +B
H
n )
] ∫ n
0
φi(s)dΣs
−
1
2
(αΣn)
2
(
−
1
α
∫ n
0
φi(s)L(s)ds−
1
α
∫ n
0
φi(s)dB
H
s
)
= Ji,n,1 + Ji,n,2 + Ji,n,3 + Ji,n,4 + Ji,n,5.
Using (2.21) and (2.26), we have almost surely, as n→∞,
e−2αn
n
Ji,n,1 = e
−αn
∫ n
0
φi(s)dXs
(
e−αn
n
∫ n
0
L˜(s)Xsds
)
−→ αλφi(A∞ + αZ∞)
(
A∞
α
+ Z∞
)∫ 1
0
L(s)ds.
By (2.21)and (2.25), we get almost surely, as n→∞,
e−2αn
n
Ji,n,2 = e
−αn
∫ n
0
φ(s)dXs
(
e−αn
n
∫ n
0
BHs Xsds
)
−→ 0.
The convergences (2.10) and (2.20) imply that almost surely, as n→∞,
e−2αn
n
Ji,n,3 = −
1
2
e−αn
n
(L˜(n) +BHn )
2e−αn
∫ n
0
φi(s)Xsds
−→ 0.
According to (2.23), (2.21) and (2.10), we get almost surely, as n→∞,
e−2αn
n
Ji,n,4 = −α
(
e−αn
∫ n
0
Xs
)(
1
n
L˜(n)
)(
e−αn
∫ n
0
φi(s)Xsds
)
−
α
(
e−αn
n
BHn
)(
e−αn
∫ n
0
φi(s)Xsds
)
−→ −αλφi(A∞ + αZ∞)
(
A∞
α
+ Z∞
)∫ 1
0
L(s)ds.
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Furthermore, (2.23) and the periodicity property yield almost surely, as n→∞,
e−2αn
n
Ji,n,5 =
α
2
(
e−αn
∫ n
0
Xsds
)2
1
n
∫ n
0
φi(s)L(s)ds
−→
1
2α
(A∞ + αZ∞)
2µi.
Also, (2.23) and (2.13) imply that almost surely, as n→∞,
e−2αn
n
Ji,n,6 =
α
2
(
e−αn
∫ n
0
Xsds
)2
1
n
∫ n
0
φi(s)dB
H
s
−→ 0.
Consequently, as n→∞,
e−2αn
n
Ii,n,1 −→
1
2α
(A∞ + αZ∞)
2µi (3.3)
almost surely for every i = 1, . . . , p.
Finally, since
∫ n
0
φ2i (s)ds = n for i = 1, . . . , p, then
Ii,n,2 = Λn,i
p∑
k=1
Λn,k
(
nµk + αnΛn,k +
∫ n
0
φk(s)dB
H
s
)
−
(
nµi + αnΛn,i +
∫ n
0
φi(s)dB
H
s
) n∑
k=1
Λ2n,k
= Λn,i
p∑
k=1
Λn,k
(
nµk +
∫ n
0
φk(s)dB
H
s
)
−
(
nµi +
∫ n
0
φi(s)dB
H
s
) n∑
k=1
Λ2n,k,
where we used ∫ n
0
φi(s)dXs =
∫ n
0
µiφi(s)
2ds+ αnΛn,i +
∫ n
0
φi(s)dB
H
s .
By (2.13) and (2.20), we get for every i = 1, . . . , p, almost surely, as n→∞,
e−2αnIi,n,2 −→ 0. (3.4)
Therefore, the facts (3.1), (3.2), (3.3) and (3.4) achieve the proof of desired result.
For the case H = 1
2
, it suffices to use
∫ n
0
XsdXs =
1
2
(X2n − n) and the same arguments as
above.
4 Asymptotic distribution
In order to investigate the asymptotic behavior in distribution of the estimator θ̂n, as
n→∞, we will need the following lemmas.
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Lemma 4.1. Assume that 1
2
≤ H < 1. Then, for every n ≥ 0,
1
2
X2n −
p∑
k=1
Λn,k
∫ n
0
φk(s)dXs = nαγ
−1
n + (A∞ + αZn)
∫ n
0
eαsdBHs + Sn, (4.1)
where Zn is given by (2.3), and the sequence Sn is defined by
Sn :=
1
2
(BHn )
2 + enαRnB
H
n −
∫ n
0
L(s)BHs ds− α
∫ n
0
(BHs )
2ds−
p∑
k=1
Λn,k
∫ n
0
φk(s)dXs
−
p∑
k=1
Λn,k
∫ n
0
φk(s)dB
H
s − α
∫ n
0
eαsBHs Rsds+ α
2
∫ n
0
e−αsBHs
∫ s
0
eαrBHr drds.
Moreover, as n −→∞,
e−αnSn −→ 0 almost surely. (4.2)
Proof. Let us prove (4.1). First define the process
Mt :=
∫ t
0
eαsBHs ds, t ≥ 0.
According to (2.5), we have
1
2
X2t =
1
2
(L˜(t))2 +
1
2
(BHt )
2 + L˜(t)BHt +
1
2
α2Σ2t + αL˜(t)Σt + αΣtB
H
t . (4.3)
Furthermore, using (5.1) and (2.5)
α2
2
Σ2t = α
2
∫ t
0
ΣsdΣs
= α2
∫ t
0
ΣsXsds
= α
∫ t
0
X2s ds− α
∫ t
0
L˜(s)dΣs − α
∫ t
0
BHs Xsds
= α
∫ t
0
X2s ds− αL˜(t)Σt + α
∫ t
0
ΣsL(s)ds− α
∫ t
0
BHs Xsds. (4.4)
Moreover, it follows from (2.4) that
−α
∫ t
0
BHs Xsds = −α
∫ t
0
BHs e
αsAsds− α
2
∫ t
0
BHs e
αsZsds− α
∫ t
0
(BHs )
2ds
= −α
∫ t
0
BHs e
αsAsds− α
∫ t
0
(BHs )
2ds− α2
[
MtZt −
∫ t
0
MsdZs
]
= −α
∫ t
0
BHs e
αsAsds− α
∫ t
0
(BHs )
2ds− α2MtZt (4.5)
+α2
∫ t
0
e−αsBHs
∫ s
0
eαrBHr drds.
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On the other hand, by (2.5) and (2.4), we have
αΣtB
H
t = B
H
t (Xt − L˜(t)−B
H
t )
= BHt
(
−L˜(t) + eαtAt + αe
αtZt
)
. (4.6)
Combining (4.3), (4.4), (4.5) and (4.6), we obtain
1
2
X2t =
1
2
(L˜(t))2 +
1
2
(BHt )
2 + α
∫ t
0
X2sds+ α
∫ t
0
ΣsL(s)ds− α
∫ t
0
BHs e
αsAsds (4.7)
−α
∫ t
0
(BHs )
2ds− α2MtZt + α
2
∫ t
0
e−αsBHs
∫ s
0
eαrBHr drds+ e
αtBHt At + αe
αtBHt Zt.
Further,
−α2MtZt + αe
αtBHt Zt = −αZt
(
αMt − e
αtBHt
)
= αZt
∫ t
0
eαsdBHs . (4.8)
Also, using (2.14),
eαtBHt At − α
∫ t
0
BHs e
αsAsds = A∞e
αtBHt + e
αtBHt Rt − αA∞
∫ t
0
BHs e
αsds− α
∫ t
0
BHs e
αsRsds
= A∞
∫ t
0
eαsBHs ds+ e
αtBHt Rt − α
∫ t
0
BHs e
αsRsds. (4.9)
Combining (4.7), (4.8) and (4.9), we get
1
2
X2t =
1
2
(L˜(t))2 +
1
2
(BHt )
2 + α
∫ t
0
X2sds+ α
∫ t
0
ΣsL(s)ds− α
∫ t
0
(BHs )
2ds (4.10)
+α2
∫ t
0
e−αsBHs
∫ s
0
eαrBHr drds+ αZt
∫ t
0
eαsdBHs + A∞
∫ t
0
eαsBHs ds+ e
αtBHt Rt
−α
∫ t
0
BHs e
αsRsds.
On the other hand, using (1.1),
p∑
k=1
Λn,k
∫ n
0
φk(s)dXs =
p∑
k=1
µknΛn,k +
p∑
k=1
αnΛ2n,k +
p∑
k=1
Λn,k
∫ n
0
φk(s)dB
H
s
=
∫ n
0
L(s)Xsds+
p∑
k=1
αnΛ2n,k +
p∑
k=1
Λn,k
∫ n
0
φk(s)dB
H
s .(4.11)
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Further, by (2.5) and (5.1),
α
∫ t
0
ΣsL(s)ds−
∫ n
0
L(s)Xsds =
∫ t
0
(αΣs −Xs) ds
=
∫ t
0
L(s)L˜(s)ds−
∫ t
0
L(s)BHs ds
=
1
2
(L˜(t))2 −
∫ t
0
L(s)BHs ds. (4.12)
Consequently, the equalities (4.10), (4.11) and (4.12) lead to (4.1).
Finally, the convergence (4.2) is a direct consequence of (2.10), (2.15), (2.20) and (2.13).
Lemma 4.2. Assume 1
2
≤ H < 1. Then, we have
αˆn − α =
(A∞ + αZn)
∫ n
0
eθsdBHs + Sn,H
nγ−1n
, (4.13)
where Sn,H = Sn −
n
2
if H = 1
2
, and Sn,H = Sn if
1
2
< H < 1, with Sn is defined in Lemma
4.1. Moreover, we have
µˆn − µ = (α− αˆn)(Λn,1, . . . ,Λn,p) +
Gn
n
, (4.14)
where
Gn :=
(∫ n
0
φ1(s)dB
H
s , . . . ,
∫ n
0
φp(s)dB
H
s
)
. (4.15)
Proof. The representation (4.13) follows directly from (2.8) and (4.1). For (4.14), according
to (2.8) and (2.9), we can write, for every i = 1, . . . , p,
µˆn,i =
1
n
∫ n
0
φi(s)dXs − Λn,iαˆn.
This combined with (1.1) imply that, for every i = 1, . . . , p,
µˆn,i =
1
n
∫ n
0
µiφ
2
i (s)ds+
α
n
∫ n
0
φi(s)Xsds+
1
n
∫ n
0
φi(s)dB
H
s − Λn,kαˆn
= µi + αΛn,i +
1
n
∫ n
0
φi(s)dB
H
s − Λn,iαˆn,
which completes the proof.
Lemma 4.3. Assume 1
2
≤ H < 1, and let Gn be given by (4.15). Let F be any σ{BHt , t ≥
0}−measurable random variable such that P (F <∞) = 1. Then, as n→∞,(
e−θT
∫ T
0
eθtdBHt , F,
Gn
nH
)
Law
−→ (N1, F,N2) , (4.16)
where N1 ∼ N (0, σ2H), N2 ∼ N (0, D) and B
H are independent, with the variance σ2H =
HΓ(2H)
α2H
and the covariance matrix D =
(∫ 1
0
∫ 1
0
φi(x)φj(y)dxdy
)
1≤i,j≤p
.
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Proof. Using similar arguments as in the proof of [12, Lemma 7] it suffices to prove that
for every positive integer d, and positive constants s1, . . . , sd,(
e−αn
∫ n
0
eαsdBHs , B
H
s1
, . . . , BHsd,
Gn
nH
)
Law
−→
(
N1, B
H
s1
, . . . , BHsd, N2
)
as n → ∞. Moreover, since the left-hand side in this latter convergence is a Gaussian
vector, it is sufficient to establish the convergence of its covariance matrix. From [4,
Lemma 6] we have, for every 1/2 ≤ H < 1,
lim
n→∞
E
[(
e−αn
∫ n
0
eαsdBHs
)2]
=
HΓ(2H)
α2H
,
and for all fixed s ≥ 0,
lim
n→∞
E
(
BHs × e
−αn
∫ n
0
eαrdBHr
)
= 0.
Moreover, it follows from [2] that, for every 1/2 ≤ H < 1, as n→∞
n−HGn
law
−→ N (0, D) .
Hence, to finish the proof it remains to check that, for all fixed s ≥ 0,
lim
n→∞
E
(
BHs ×
1
nH
∫ n
0
φi(s)dB
H
s
)
= 0, i = 1, . . . , p, (4.17)
and
lim
n→∞
E
(
e−αn
∫ n
0
eαrdBHr ×
1
nH
∫ n
0
φi(s)dB
H
s
)
= 0, i = 1, . . . , p. (4.18)
Let us prove (4.17). Suppose 1
2
< H < 1. Fix s ≥ 0. We have, for every i = 1, . . . , p,∣∣∣∣E(BHs × 1nH
∫ n
0
φi(s)dB
H
s
)∣∣∣∣
≤
H(2H − 1)
nH
∫ n
0
dv|φi(v)|
∫ s
0
du|u− v|2H−2
=
H(2H − 1)
nH
(∫ s
0
dv|φi(v)|
∫ s
0
du|u− v|2H−2 +
∫ n
s
dy|φi(v)|
∫ s
0
du(v − u)2H−2
)
≤
C
nH
(
s2H +
∫ n
s
dv
∫ s
0
du(v − u)2H−2
)
≤
C
nH
(
s2H + s
∫ n
s
dv(v − s)2H−2
)
= C
(
s2H
nH
+
s
(2H − 1)nH
(n− s)2H−2
)
−→ 0,
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as n→∞, since H < 1.
For (4.18), we have, for every i = 1, . . . , p,∣∣∣∣E(e−αn ∫ n
0
eαrdBHr ×
1
nH
∫ n
0
φi(s)dB
H
s
)∣∣∣∣
≤
H(2H − 1)e−αn
nH
∫ n
0
dveαv
∫ n
0
|φi(u)|du|u− v|
2H−2
≤
Ce−αn
nH
∫ n
0
dveαv
∫ n
0
du|u− v|2H−2
= C
[
e−αn
nH
∫ n
0
dveαv
∫ v
0
du(v − u)2H−2 +
e−αn
nH
∫ n
0
dveαv
∫ n
v
du(u− v)2H−2
]
.
Further, by L’Hoˆpital’s rule,
lim
n→∞
e−αn
nH
∫ n
0
dveαv
∫ v
0
du(v − u)2H−2 = lim
n→∞
e−αn
(2H − 1)nH
∫ n
0
dveαvv2H−1
= lim
n→∞
eαnn2H−1
(2H − 1)(nHαeαn +HnH−1eαn)
= lim
n→∞
nH−1
(2H − 1)(α +H/n)
= 0.
Moreover, making the change of variables x = n− v, we obtain
e−αn
nH
∫ n
0
dveαv
∫ n
v
du(u− v)2H−2 =
e−αn
(2H − 1)nH
∫ n
0
eαv(n− v)2H−1dv
=
1
(2H − 1)nH
∫ n
0
e−αxx2H−1dv
≤
Γ(2H)
(2H − 1)nHα2H
−→ 0,
as n → ∞. The proof of (4.17) and (4.18), when H = 1
2
, is quite similar to the proof
above. Thus the desired result is obtained.
Recall that if X ∼ N (m1, σ1) and Y ∼ N (m2, σ2) are two independent random vari-
ables, then X/Y follows a Cauchy-type distribution. For a motivation and further ref-
erences, we refer the reader to [23], as well as [19]. Notice also that if N ∼ N (0, 1) is
independent of BH , then N is independent of Z∞, since Z∞ =
∫∞
0
e−θsBHs ds is a func-
tional of BH .
Theorem 4.1. Assume 1
2
≤ H < 1, and let N1 ∼ N (0, σ
2
H), N2 ∼ N (0, D), where the
variance σ2H and the covariance matrix D are given in Lemma 4.3. Suppose that N1, N2
17
and BH are independent. Then, as n→∞,
eαn(αˆn − α)
Law
−→
2αN1
A∞ + αZ∞
, (4.19)
(
eαn(αˆn − α), n
1−H (µˆn − µ)
) Law
−→
(
2αN1
A∞ + αZ∞
, N2
)
. (4.20)
Consequently, as n→∞,
n1−H (µˆT − µ)
Law
−→ N2. (4.21)
Proof. Before proceeding to the proof of (4.20) we need first to prove (4.19). From (4.13)
we can write
eαn(αˆn − α) =
e−αn
∫ n
0
eθsdBHs
A∞ + αZ∞
×
(A∞ + αZ∞) (A∞ + αZn)
e−2αnnγ−1n
+
e−αnSn,H
e−2αnnγ−1n
=: an × bn + cn. (4.22)
Lemma 4.3 yields , as n→∞,
an
Law
−→
N1
A∞ + αZ∞
, (4.23)
whereas (2.11), (2.20) and (2.24) imply that bn −→ 2α almost surely, as n → ∞. On the
other hand, by (4.2), (2.20) and (2.24), we obtain that cn −→ 0 almost surely as n→∞.
Combining all these facts together with (4.16) and Slutsky’s theorem, we deduce (4.19).
According to (4.14), we can write
n1−H(µˆn − µ) = e
αn(α− αˆn)× n
1−He−αn(Λn,1, . . . ,Λn,p) +
Gn
nH
=: dn +
Gn
nH
.
This combined with (4.22) allow to write(
eαn(αˆn − α), n
1−H (µˆn − µ)
)
=
(
an × bn + cn, dn +
Gn
nH
)
=
(
an × bn,
Gn
nH
)
+ (cn, dn)
=
(
2αan,
Gn
nH
)
+ (an(bn − 2α), 0) + (cn, dn).
It follows from Lemma 4.3 that , as n→∞,(
2αan,
Gn
nH
)
Law
−→
(
2αN1
A∞ + αZ∞
, N2
)
.
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Furthermore, combining (4.23) and bn −→ 2α almost surely, together with Slutsky’s the-
orem, we obtain (an(bn − 2α), 0) −→ 0 in probability as n → ∞. Also, by (2.20), (4.19)
and Slutsky’s theorem, we have dn −→ 0 in probability as n → ∞. Then, since cn −→ 0
almost surely, we get (cn, dn) −→ 0 in probability as n→∞. Therefore, applying Slutsky’s
theorem, the convergence in law (4.20) is obtained.
5 Appendix
As a direct consequence of the Borel-Cantelli Lemma, we found the following result, see
([16], Lemma 2.1). Which ensures the almost sure convergence from Lp convergence.
Lemma 5.1. Let γ > 0. Let (Zn)n∈N be a sequence of random variables. If for every p ≥ 1
there exists a constant cp > 0 such that for all n ∈ N,
(E|Zn|
p)1/p ≤ cp.n
−γ ,
then for all ǫ > 0 there exists a random variable βǫ such that
|Zn| ≤ βǫ.n
−γ+ǫ, almost surely,
for all n ∈ N. Moreover, E|βǫ|p <∞ for all p ≥ 1.
In what follows, we briefly recall some basic elements of Young integral (see [26]),
which are helpful for some of the arguments we use in this paper. For any α ∈ [0, 1], we
denote by H α([0, T ]) the set of α-Ho¨lder continuous functions, that is, the set of functions
f : [0, T ]→ R such that
|f |α := sup
0≤s<t≤T
|f(t)− f(s)|
(t− s)α
<∞.
We also set |f |∞ = supt∈[0,T ] |f(t)|, and we equip H
α([0, T ]) with the norm
‖f‖α := |f |α + |f |∞.
Let f ∈ H α([0, T ]), and consider the operator Tf : C1([0, T ])→ C0([0, T ]) defined as
Tf (g)(t) =
∫ t
0
f(u)g′(u)du, t ∈ [0, T ].
It can be shown (see, e.g., [20, Section 3.1]) that, for any β ∈ (1 − α, 1), there exists a
constant Cα,β,T > 0 depending only on α, β and T such that, for any g ∈ C1([0, T ]),∥∥∥∥∫ ·
0
f(u)g′(u)du
∥∥∥∥
β
≤ Cα,β,T‖f‖α‖g‖β.
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We deduce that, for any α ∈ (0, 1), any f ∈ H α([0, T ]) and any β ∈ (1− α, 1), the linear
operator Tf : C1([0, T ]) ⊂ H β([0, T ])→ H β([0, T ]), defined as Tf (g) =
∫ ·
0
f(u)g′(u)du, is
continuous with respect to the norm ‖ · ‖β. By density, it extends (in an unique way) to
an operator defined on H β. As consequence, if f ∈ H α([0, T ]), if g ∈ H β([0, T ]) and if
α+β > 1, then the (so-called) Young integral
∫ ·
0
f(u)dg(u) is (well) defined as being Tf (g).
The Young integral obeys the following formula. Let f ∈ H α([0, T ]) with α ∈ (0, 1),
and g ∈ H β([0, T ]) with β ∈ (0, 1). If α+β > 1, then
∫ .
0
gudfu and
∫ .
0
fudgu are well-defined
as Young integrals, and for all t ∈ [0, T ],
ftgt = f0g0 +
∫ t
0
gudfu +
∫ t
0
fudgu. (5.1)
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