Abstract-This paper deals with the problem of the estimation of regions of asymptotic stability for continnons, antonomom, nonlinear systems. The first part of the work provides a comprehensive survey of the existing methods and of their applications in engineering fields. In the serond part certain topological considerations are first developed and the "trajectory reversing method" is then presented together with a theorem on which it is based. In the final part, several examples of application are reported, showing the efficiency of the proposed technique for low-order (second and third) systems.
INTRODUCTION

T
HE problem of the determination of regions of asymptotic stability for dynamical nonlinear systems is one of the most interesting aspects of classical stability studies both from a theoretical viewpoint and from that of applications. For this reason in the last 20 years several efforts have been made on the subject, generally arising from the Lyapunov theory of stability [1]- [4] , and a number of applications have been attempted in the engineering field (electric power systems, chemical reactors) and in other areas such as ecology, biology, economics, etc. This paper approaches the above problem and considers the important class of continuous, lumped-parameter nonlinear syst e m , excluding large-scale systems when studied by means of their peculiar methods. Discrete-time systems, to which much less paper is based on a prior submission of November 12, 1981 . Paper Manuscript received November 15, 1982 revised October 24, 1984 . This recommended by Past Associate Editor, J. S. Baras. This work was supported in part by the Consiglio Nazionale delle Richerche.
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A. Vicino is with the Dipartimento di Autornatica e Informatica, Politecnico attention is devoted in the literature, are also not taken into account. At the same time, the study of time-varying systems, and therefore of the domains of attraction of integral solutions apart from critical points are not considered here. The aim of the paper is twofold.
To provide a state of the art on the methods for determining regions of asymptotic stability and on their applications. Indeed, to the authors' knowledge, a comprehensive survey on the subject has not yet appeared.
To present an alternative method based on topological considerations which appears particularly powerful when dealing with low order systems.
The first point is developed in Section II, while Section III is concerned with some topological considerations which support the second point exposed in Section IV. Finally, Section V presents some examples of application of the method.
II. STATE OF THE A R T
The numerous methods proposed in the literature for estimating the region of asymptotic stability (RAS) of an equilibrium point (asymptotically stable in the sense of Lyapunov [ll) for an nth order nonlinear system x= f (x)
(1) may be divided in several classes according to Table I. In the following the main features of the different classes will be described and the more relevant approaches will be analyzed in some detail while also outlining the corresponding applications. 
where 9(x) is an arbitrary positive definite function and the equation V(x) = 1 defines the boundary of the RAS. Unfortunately, (2) almost never admits a closed-form solution and therefore, different approximate methods have been proposed in order to estimate the RAS. AI) A first approach to the problem is due to Zubov himself, who assumes the system (1) written as
with A eigenvalues having negative real parts and g(x) admitting a Taylor expansion starting with second degree terms. In this case, the solution of (2) may be expressed (Lyapunov) in the form of the where V,(x) is a homogeneous fun_ction of mth degree. Zubov showed that for every approximate V, derived from (4) truncated at the mth term, the boundary of the RAS lies between the surfaces V(x) = Nn P; P(x) = Fax V. (5) with respect to V may be simplified by means of a proposed variable transformation but it does not appear to be an easy task. On the other hand, to the authors' knowledge only one application of the method has been presented in 1271 for power systems.
B. La Saiie Methods
The largest class of methods for RAS estimation refers to an extension of Lyapunov theory due to La Salle [28] who gives the following conditions for a region 51 to be contained in the true RAS:
and no trajectory lies entirely in the regions P = 0. Therefore, this approach has a more limited objective than the Zubov one and it is still based on the construction of a suitable LF. BI) A first group includes methods which may be applied to nonlinear systems having an exactly defined structure. This class excludes approaches refemng to whole classes of nonlinearities which will be included in the next group B2).
From the analytical viewpoint, either using graphical or simple numerical implementations, all the classical construction procedures of LF's have been applied in order to satisfy (6), this generally for second-order systems. The need for more significant results, together with the availability of more powerful algorithms, have in a short time led to several optimization approaches. The first work in this direction is due to Weissenberger [37] who proposed an LF of the Lur'e type for a relay system, by choosing its coeffkients in order to maximize the area of the estimated RAS. The.above Rodden algorithm [ 121 was used to minimize V subject to V = 0. Davison and Kurak [38] face the problem still using a quadratic LF and maximize the RAS volume with respect to its coefficients, while carefully considering the numerical aspects of the procedure. A quite original approach ensuring the nonexistence of limit cycles by means of a frequency criterion may be found in As a general comment, it may be said that these methods do not provide a systematic approach to the problem but, as typical stability Lyapunov approaches, they lead to good results with a relatively small computational burden once a suitable LF has been chosen.
B2) A second class of methods collects approaches deriving from the application of the concepts of the absolute stability theory. They stem from the frequency domain Popov criterion and, generally according to the Kalman-Yakubovich lemma, they choose a Lur'e type V function holding for whole classes of nonlinear systems defined by a sector condition in the sense of Aizerman. As a consequence, the obtained results are expected to show appreciable properties of generality but lead to conservative RAS estimates when applied to a specific system. are mainly devoted to predicting the existence of limit cycles in second-order systems, but they could be helpful for practical stability region estimation. RAS estimates according to the distance between the approximate and the true system solutions.
The method proposed in this paper and explained in the following and an analytical version of its [84] may also be included in this class.
III . SOME TOPOLOGICAL CONSIDERATIONS
The problem of determining the RAS is surely a difficult task, as was outlined in the previous section. The aim of this section is to provide some topological considerations which may result to be quite helpful in facing the problem with any method and especially with the one proposed in the next section. In particular, the knowledge of all the equilibrium pints, which are generally of easy determination for low-order systems, may give indications about the topological configuration of the RAS.
Let the evolution of the autonomous nonlinear system be described by the equation 
I-m and will be denoted by Q (simply connected, see Section IV) with boundary surface r.
The RAS is an open invariant set, and therefore the following theorem holds. [87/, [7] : The boundary r of the RAS is formed by whole trajectories.
Theorem I [863,
As a consequence, excluding the trivial case n = 1, the following conclusions may be drawn. n = 2. If the RAS is bounded, its boundary is formed by either a limit cycle or a phase polygon (with unstable equilibrium points) or a closed curve of critical points.
n > 2. If the RAS is bounded, there exist constraints on the number of equilibrium points and precisely the following holds.
Theorem 2: Given an odd order system (n # 5 ) without "degenerate" equilibrium points, a necessary condition for the RAS to be bounded with smooth boundary r is that at least two the eigenvalues of the linearized system are zero or pure complex in pairs.
' "Degenerate" equilibrium points are considered those for which some of other equilibrium points exist apart from the origin, an even number of which must lie on the boundary r. By considering that the index of any non-"degenerate" equilibrium point can only be t 1 [90] , the conclusion of the theorem follows.
w As a comment on this, observe that the presence of isolated "degenerate" critical points may be easily accounted for. Moreover, the proof of the above theorem can also be followed in the case of even-order system. Unfortunately, in this case the necessary condition for RAS boundedness is much weaker, since the sum of the indexes of the equilibrium points on r is equal to 0.
The above results may be easily applied through a simple analysis based on local properties of system equation (1) while the smoothness of r does not seem to be easily checkable.
IV. THE TRAJECTORY REVERSING METHOD
Although, as outlined in Section II, several methods and procedures have been largely developed in the last 20 years, very little attention has been devoted to the possibility of estimating the RAS by reversing the system trajectory flow. Such a technique will be formalized in this section and it derives its effectiveness from the fact that the asymptotic behavior of the trajectories (as t + -a) is related to the boundary of the RAS and always gives information about it. To the author's knowledge, reference to this idea may be found only in [ 181 and [ 191 where such a technique is viewed as a way of solving the Zubov equation and by the method of characteristics. Before going into detail, it may be recalled that time reversing in (1) [backward integration of (l)] is equivalent to considering the system x= -f ( x ) (10) which is characterized by the same trajectory configuration in state space as (1) but with reversed arrows on the trajectories. Beyond other modifications, this implies that the asymptotically stable equilibrium points of (l), and in particular the origin, become unstable for (10). The general formulation of the trajectory reversing technique derives from the need, particularly felt in engineering applications, for enlarging an initial arbitrarily small estimate of the RAS. A theorem is now stated, which provides sufficient conditions for such an enlargement.
Theorem 3: Given the autonomous system (1) * The inclusion of the case n = 5 in the theorem would be equivalent to is a homeomorphism ensure the one-to-one transformation of ro in rl and the simple connectedness of the domain Q, bounded by rl [MI. Besides, hypothesis b) ensures that no point of r0 may be taken by the backward mapping into the domain V ( x ) < KO. As a consequence, the surface rl is such that n, 3 no.
The definition of RAS and the way in which rl has been obtained ensure that rl bounds a domain wholly contained in the true RAS. Now, letting t , increase to f2, t3, * . . ti, * . -, simply connected nested surfaces are obtained. Due to the uniqueness of the solutions of (l), these surfaces are such that Q i + I 3 Q i and they define domains wholly contained in the true RAS. Qi approximates arbitrarily well the RAS boundary. In fact, assume that there exists a point x ' out of Q,, but interior to the RAS. In this case, forward integration of (1) with initial condition x ' would lead to a point x " belonging to an n-ball of arbitrarily small radius around the origin. In turn, this means, for the theorem of existence and uniqueness, that starting from X " in the backward integration of (1) there would exist a time ci such that x@;, x " ) = x ' which contradicts the hypothesis.
It is important to remark that, as a consequence of the above theorem, the RAS of an asymptotically stable equilibrium point must necessarily be simply connected. Indeed, this result agrees with a theorem [91] , [92] , stating that the RAS of (1) is homeomorphic to R". Furthermore, it may be observed that the theorem holds even if the asymptotically stable critical point is simply stable for the linearized system. This is because one of the converse theorems on stability [7] ensures the existence of a Lyapunov function for such a point, i.e., the existence of an arbitrarily small simply connected domain of attraction.
The remainder of the section reports some considerations about the practical applicability of the method. The RAS estimation of the origin of system (1) involves five steps.
Step 1: Determine the equilibrium points of the system apart from the origin and perform the local stability analysis of such points.
Step 2: Determine an arbitrarily small stability region Qo around each asymptotically stable equilibrium point in the state space domain of i n t e r e~t .~ This means finding regions no with boundaries ro, as in Theorem 3, that may easily be obtained once
Step 1 has been performed.
Step 3: Apply Theorem 3 by backward integration of the system (1) at the asymptotically stable equilibrium points of Step
2.
Step 4: Perform forward and backward integration of (1) starting in the neighborhood of the other critical points in the domain of interest.
Step 5: Derive an estimate of the RAS of the origin by means of topological considerations about the behavior of the obtained trajectories.
The performing of Steps 1 and 2 does not generally present relevant difficulties, while the backward integration of Step 3 may be accomplished for a limited number of (equally spaced) points on ro in order to derive the time evolution of the initial RAS estimate flo.
Step 4 must be carried out because the trajectories close to unstable equilibrium points may provide essential RAS boundary is the limit of successions made of points on the boundaries of In the sense that along every direction from the origin, any point of the information about the RAS boundary as outlined in Section III. Again, a limited number of starting points may be examined to this purpose. With reference to Step 5, the estimation of the RAS must be performed taking into account that trajectories obtained in
Step 3, starting in the neighborhood of asymptotically stable points, usually behave as follows (see also the examples of Section V) : a) a set of trajectories runs to infinity in certain directions: the RAS extends to infinity in those directions; b) a set of trajectories gathers along fmed surfaces tending to infinity. The presence of a piece of the RAS boundary can be recognized; c) a trajectory tends to &other critical point. This point lies on the RAS boundary and the analysis of the trajectories close to it (Step 4) may allow the extension of the RAS estimate in the surrounding region; d) a trajectory tends to a closed path. In this case a limit cycle on the RAS b o u n w is recognized. It must be emphasized that the whole of the above procedure appears to be particularly efficient for low-order systems because of its topological inference aspects. For second-order systems, the method provides an almost exact RAS estimate with few computations, as shown in the following section. For any example of Section V, the number of performed backward and forward integrations is indicated and it always results consistently lower than those used by simulation which usually obtains poorer results. With regard to third-order systems, when RAS sections are looked for, the method still works satisfactorily but with a greater amount. of computations depending on the specific examined system, as illustrated in Example 7 of Section V. It is worth remarking that no trouble stems from deviations due to numerical approximation errors when in the RAS boundary proximity because the reversing of time generally makes such a surface asymptotically stable (apart from unusual cases, where the RAS is semistable).
For n > 3 the method may still be applied with the only aim the enlargement of an initial RAS estimate, in the sense of discretizing ro and carrying out an adequate number of backward integrations on an interval to -ti, obtaining an image ri. which bounds a larger domain of attraction Oi.
In the next section, several examples show how the technique works when applied to second-and third-order systems.
V. EXAMPLFS
Some applications of the trajectory reversing method are now presented where the equilibrium point whose RAS is looked for has been translated into the origin, and where the system equations have been integrated by the standard fourth-order Runge-Kutta method.
Example I : Van der Pol oscillator
The origin is the only equilibrium point. With E = 1 , Fig. 1 shows the obtained RAS performing only one backward integration (from inside or from outside the limit cycle). The behavior of trajectories is that of case d) of Section IV. The origin is the only equilibrium point and Fig. 2 shows the RAS estimated from the reported trajectories. 14 backward integrations have been performed with behavior of trajectories a) and b). integrations have been performed with behavior of trajectories a), b), and c).
Example 5: Predator-prey from [52] P1= -3x1 + 4x; -0.5x1x2 -x;
where x1 and x2 are the prey and predator populations. The equilibrium points are the two sections of the estimated RAS with the plane x2 = 0 reported in Fig. 7 are obtained by the reversing trajectory method. It must be remarked that case a) does not cause any problem, while case b) requires some more computations to determine the upper part of the RAS.
VI. CONCLUSIONS
The problem of estimating the regions of asymptotic stability ( R A S ) of autonomous nonlinear systems has been dealt with in this paper. In the first part, with reference to continuous lumpedparayeter systems, a comprehensive survey of the methods proposed in the literature has been presented together with a view of main applications in engineering fields. The second part of the paper is devoted to the description of the "trajectory reversing method" which allows the RAS estimation with the support of suitable topological considerations. Finally, several examples of applications are provided which show the efficiency of the proposed procedure especially for low-order systems. [31 [41 [91 1141 
