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RENORMALISED ENERGIES AND RENORMALISABLE SINGULAR HARMONIC MAPS
INTO A COMPACT MANIFOLD ON PLANAR DOMAINS
ANTONIN MONTEIL, RÉMY RODIAC, AND JEAN VAN SCHAFTINGEN
Abstract. We define renormalised energies for maps that describe the first-order asymptotics of
harmonic maps outside of singularities arising due to obstructions generated by the boundary data
and the mutliple connectedness of the target manifold. The constructions generalise the definition
by Bethuel, Brezis and Hélein for the circle (Ginzburg–Landau vortices, 1994). In general, the sin-
gularities are geometrical objects and the dependence on homotopic singularities can be studied
through a new notion of synharmony. The renormalised energies are showed to be coercive and
Lipschitz-continuous. The renormalised energies are associated to minimising renormalisable sin-
gular harmonic maps and minimising configurations of points can be characterised by the flux of
the stress-energy tensor at the singularities. We compute the singular energy and the renormalised
energy in several particular cases.
1. Introduction
Throughout the paper, N will denote a smooth compact connected manifold and Ω will denote
a bounded connected Lipschitz open subset of R2. Given a measurable map g : ∂Ω → N , we say
that u is a minimising harmonic map if it is a minimiser of the Dirichlet energyˆ
Ω
|Du|2
among all maps u : Ω→ N in the Sobolev space of mappings with boundary value g:
W 1,2g (Ω,N ) := {u ∈W 1,2(Ω,Rν) : u(x) ∈ N almost everywhere in Ω and tr∂Ω u = g}.
Here we have assumed that the manifold N is isometrically embedded into Rν for some ν ∈ N∗1,
tr∂Ω denotes the trace operator (see for example [14, §4.3]), and |·| is the Euclidean norm defined
by |M |2 = tr(MM∗) wheneverM is a real matrix (Hilbert–Schmidt or Frobenius norm).
It is known since Morrey [29] that any minimising harmonic maps in a planar domain is smooth.
However, when the target manifold N is not simply connected, there are some boundary data g
that cannot be extended continuously to Ω; for such boundary data, the set W 1,2g (Ω,N ) is empty
[6, Theorem 2].
Multiply-connected – i.e. connected but not simply connected – target manifolds arise naturally
in several relevant contexts. They can be sets of order parameters in condensed matter physics, for
instance, the circle N = S1 representing planar spins in superconductivity in the Chern-Simon-
Higgs theory, the real projective space (N = RPn) in nematic liquid crystals, N = SU(2)/Q,
whereQ is the quaternion group, for biaxial molecules in nematic phase,N ≃ SU(2)×SU(2)/H
where H is a subgroup of SU(2) × SU(2) isomorphic to four copies of S1 for superfluid 3He in
dipole-free phase [2,25]. Such manifolds also appear in computer graphics and meshing algorithms,
in which the quotient manifoldSO(3)/O represents frame-fields describing the attitude of cubes by
a rotation in SO(3) up to an element of the octahedral group O describing the rotations preserving
the cube [3,38]. The absence, in general, of harmonic maps into these manifolds brings the question
about constructing maps that are as much harmonic as possible.
In the case of the circle N = S1, Bethuel, Brezis and Hélein have provided maps that are as
harmonic as possible in their seminal work on Ginzburg–Landau vortices [5]. They considered the
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Ginzburg–Landau functional ˆ
Ω
|Du|2
2
+
(1− |u|2)2
4ε2
,
which replaces the hard constraint that |u| = 1 by adding a penalisation term in the functional
which forces to satisfy the constraint a.e. as ε → 0. They proved that in the limit ε → 0, minimis-
ers of the Ginzburg–Landau energy converge to a harmonic map into S1 outside a finite number
|d| of points, where d ∈ Z the topological degree of the boundary datum, and that this |d|-tuple
of points minimise a renormalised energy. The authors defined the renormalised energy as the
Dirichlet integral from which singular contributions have been removed of the solution of [5, (22)
and (47)], a function whose Laplacian is a sum of Dirac masses at the singular points with Neu-
mann boundary conditions originating in the boundary data g. This renormalised energy describes
the energies and governs the position of singularities of maps which are harmonic outside shrink-
ing disks [5, Theorem I.7] and the position of singularities of p–harmonic maps as p ր 2 [16].
The renormalised energy depends continuously on the position of points, and penalises singulari-
ties migrating towards the boundary ∂Ω and singularities of same-sign degree migrating towards
each other [5, Theorem I.10]. A renormalised energy for the problem of p–harmonic maps from
Ω ⊂ Rn+1 into the sphere Sn as p ր n + 1 has been been defined by a shrinking balls approach
[17].
The goal of the present work is to define a renormalised energy for the problem of harmonic
maps from Ω ⊂ R2 into a general manifold N . Such a wide framework will allow to cover the
variety of manifolds that are physically and geometrically relevant.
We define the renormalised energy by a shrinking disks approach, as the limit of Dirichlet ener-
gies of minimising harmonic maps outside small disks.
The first step in the construction is to determinewhat boundary conditions on the shrinking disks
are compatible with the boundary data. This is performed through the definition of topological res-
olution of boundary data (Definition 2.1 and Definition 2.2), which are invariant under homotopies
in the framework of maps of vanishing mean oscillation (VMO) [7, 8]. In contrast with the case of
the circle S1 whose fundamental group π1(S1) ≃ Z is abelian, these topological compatibility con-
ditions cannot be described in general by simple algebraic relations; there is still a characterisation
in terms of conjugacy classes, which correspond to free homotopy classes (see Proposition 2.4). The
topological resolution brings then the notion of singular energy of boundary data (Definition 2.5)
and the notion of minimal topological resolution (Definition 2.7).
For the circle S1, in order to define the renormalised energy by the shrinking disks approach, it is
equivalent to prescribe geodesics at the boundary of each disk near singularities, or to prescribe the
topological degree only [5, Theorems I.7 and I.9]. Note that geodesics in the same homotopy class,
i.e. of same degree, only differ by a rotation in this case. In a general manifold N , the structure
of geodesics in a given homotopy class can be more involved, and this brings us to define two
renormalised energies of configurations of points: a topological renormalised energy, in which we
prescribe the homotopy class near the singularity and a geometrical renormalised energy in which
we prescribe the boundary datum to be a given geodesic near the singularity. The latter geometric
energy is more involved, but turns out to be the relevant concept for the asymptotic analysis of
Ginzburg–Landau energies [28].
A first question is whether the geometric renormalised energy depends on prescribed geodesics
– also called geometric singularities in the sequel – that are homotopic. We answer this question
through a new notion of synharmony between geodesics, which measures how much renormalised
Dirichlet energy it takes to connect two given maps from S1 toN .
The renormalised energy penalises singularities approaching the boundary, and singularities ap-
proaching each other when the resulting combined singularity would have a higher singular contri-
bution to the energy (Proposition 6.1). (It could happen by an arithmetic coincidence that several sin-
gularities combine into a single singularity with the same singular energy; this happens in cooked-
up examples of manifolds but we did not observe it in physically or geometrically relevant exam-
ples.) The proof relies on a lower bound on harmonic maps (Theorem 5.1), that we prove in a form
which is stronger than needed by the present work and which include a weak L2 Marcinkiewicz
estimate on the derivative — or equivalently an estimate in the Lorentz space L2,∞ — in view of our
further analysis of Ginzburg–Landau relaxations [28]. We also show that the renormalised energy
is a locally Lipschitz-continuous function of the position of the singularities (Proposition 4.1).
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The canonical harmonic map in Bethuel, Brezis and Hélein’s analysis is a harmonic map outside
the prescribed set of singularities, which can be used to recover the actual value of the renormalised
energy [5, I.8]. The uniqueness of this canonical map is related to the nice structure of harmonic
maps with singularities into S1, maps that we call singular harmonic maps.
In the general case, we define notions of renormalisable maps, renormalisable singular harmonic
maps, stationary renormalisable singular harmonic maps andminimising renormalisable singular har-
monic maps into the manifoldN , and we study their connections (§7).
In particular if the positions of the singularities minimise the geometric renomalised energy for a
given set of prescribed geometric singularities, and if a renormalisable harmonic map achieves this
renormalised energy, then it has the additional property that the flux of the stress-energy tensor
around the singularities vanishes, or equivalently, that the residue of the Hopf differential vanishes
at each singularity (see Lemma 7.7 and Proposition 7.9).
We prove that the topological renormalised energy is always achieved by a minimising singular
harmonicmap (Proposition 8.1), whereas for any position of the singularities, either the geometrical
renormalised energy is achieved or it is achievedwith other geometric singularitieswith a difference
between the renormalised energies of the two sets of singularities being exactly the synharmonic
distance (Proposition 8.2). In particular, these results give a characterisation of the topological
renormalised energy as the minimum of the geometric renormalised energies with singularities in
the given homotopy classes (Proposition 8.3).
In order to perform explicit computations, we identify the topological resolutions of all possible
boundary data in several manifoldsN of physical and geometrical interest. We conclude this work
by expressing in terms of the renormalised energy into S1 the renormalised energy for maps into
any manifold for boundary data taking monotonically their value into a minimising geodesic with
minimal singular energy.
2. Singular energy and renormalised energy of configuration of points
2.1. Topological resolution of the boundary datum. Given k ∈ N∗, we denote byConfk Ω the
configuration space of k ordered points of Ω:
Confk Ω = {(a1, . . . , ak) ∈ Ωk : ai = aj if and only if i = j}.
Given (a1, . . . , ak) ∈ Confk Ω, we define the quantity
(2.1) ρ¯(a1, . . . , ak) := inf
({ |ai − aj |
2
: i, j ∈ {1, . . . , k} and i 6= j
}
∪
{
dist(ai, ∂Ω) : i ∈ {1, . . . , k}
})
,
in such a way that if ρ ∈ (0, ρ¯(a1, . . . , ak)), we have B¯ρ(ai)∩B¯ρ(aj) = ∅ for each i, j ∈ {1, . . . , k}
such that i 6= j and B¯ρ(ai) ⊂ Ω for each i ∈ {1, . . . , k}, and thus the set Ω \ ⋃ki=1 B¯ρ(ai) is
connected and has a Lipschitz boundary.
Definition 2.1. Given a Lipschitz bounded domainΩ ⊂ R2 and k ∈ N∗, we say that (γ1, . . . , γk) ∈
C(S1,N )k is a topological resolution of g ∈ C(∂Ω,N ) if there exist (a1, . . . , ak) ∈ Confk Ω, a radius
ρ ∈ (0, ρ¯(a1, . . . , ak)), and a continuous map u ∈ C(Ω \
⋃k
i=1 B¯ρ(ai),N ) such that u|∂Ω = g and
for each i ∈ {1, . . . , k}, u(ai + ρ ·)|S1 = γi.
The notion of topological resolution is independent of the order of the curves in the k-tuple
(γ1, . . . , γk). Moreover, if (b1, . . . , bk) ∈ Confk Ω and η ∈ (0, ρ¯(b1, . . . , bk)), then there exists a
homeomorphism between Ω \ ⋃ki=1 B¯ρ(ai) and Ω \ ⋃ki=1 B¯η(bi) that shows that the statement of
the previous definition is independent of the choice of the points and of the radius. Similarly, if for
each i ∈ {1, . . . , k} the map γ˜i is homotopic to γi and if g is homotopic to g˜, then, by definition
of homotopy and since an annulus is homeomorphic to a finite cylinder, we have that γ˜1, . . . , γ˜k is
also a topological resolution of g˜. Hence the property of being a topological resolution is invariant
under homotopies.
Definition 2.1 can be extended to the case where one has g ∈ W 1/2,2(∂Ω,N ) and γ1, . . . , γk ∈
W 1/2,2(S1,N ). Indeed, when Γ is a curve homeomorphic to a circle, maps in W 1/2,2(Γ,N ) are
in the space VMO(S1,N ), whose path-connected components are known to be the closure in
VMO(S1,N ) of path-connected components of C(S1,N ) [7, Lemma A.23].
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Definition 2.2. Given a Lipschitz bounded domainΩ ⊂ R2 and k ∈ N∗, we say that (γ1, . . . , γk) ∈
VMO(S1,N )k is a topological resolution of g ∈ VMO(∂Ω,N ) whenever (γ1, . . . , γk) is homotopic
inVMO(S1,N )k to a topological resolution (γ˜1, . . . , γ˜k) of amap g˜ ∈ C(∂Ω,N )which is homotopic
to g in VMO(∂Ω,N ).
Since Definition 2.1 is invariant under homotopies and continuous maps are homotopic inVMO
if and only if they are homotopic, Definition 2.2 generalises Definition 2.1.
In the particular case where we have (γ1, . . . , γk) ∈ W 1/2,2(S1,N ) ⊂ VMO(S1,N ) and g ∈
W 1/2,2(∂Ω,N ) ⊂ VMO(∂Ω,N ), topological resolution can be characterised through the exis-
tence of an extension inW 1,2(Ω \⋃ki=1 B¯ρ(ai),N ).
Proposition 2.3. Given a Lipschitz bounded domain Ω ⊂ R2 and given k ∈ N∗, there exist points
(a1, . . . , ak) ∈ Confk Ω, a radius ρ ∈ (0, ρ¯(a1, . . . , ak)) such that (γ1, · · · , γk) ∈ W 1/2,2(S1,N )k ,
is a topological resolution of g ∈ W 1/2,2(∂Ω,N ) if and only if there exists a map u ∈ W 1,2(Ω \⋃k
i=1 B¯ρ(ai),N ) such that tr∂Ω = g and for each i ∈ {1, . . . , k}, trS1 u(ai + ρ ·) = γi.
Sketch of the proof. If the maps form a topological resolution, they can be extended to a map which
is in W 1,2 of a small neighbourhood of the boundary and smooth away from the boundary [6,
Theorem 2]; the map can then be extended to a smooth map of Ω since we have a topological
resolution.
Conversely, u can be approximated by smooth maps [35, §3]; by continuity of the traces the
restrictions of the approximations are enventually homotopic to the traces of u. 
Topological resolutions can be characterised algebraically in the fundamental group π1(N ). We
recall that each homotopy class of maps from S1 to N is associated to a conjugacy class of the
fundamental group π1(N ) (see for example [18, Exercise 1.1.6; 25, §II]). IfΓ is an embedded compact
connected closed curve, by using an orientation preserving homeomorphism between Γ and S1 we
identify a map from Γ toN with a map from S1 toN .
Proposition 2.4. Let Ω be a Lipschitz bounded domain. We write ∂Ω =
⋃ℓ
i=0 Γi, where ℓ ≥ 0,
Γ0,Γ1, · · · ,Γℓ are connected embedded compact curves in R2 such that Γ0 is the outer component of
∂Ω and, when ℓ ≥ 1, for each i ∈ {1, . . . , ℓ}, the sets Γi are the inner components of the boundary.
The list (γ1, . . . , γk) ∈ VMO(S1,N )k is a topological resolution of g ∈ VMO(∂Ω,N ) if and only if
1) for every i ∈ {1, . . . , k}, there exists hi ∈ π1(N ) belonging to the conjugacy class of π1(N )
associated to γi,
2) for every j ∈ {0, . . . , ℓ} there exists gj ∈ π1(N ) belonging to the conjugacy class of π1(N )
associated to g|Γj ,
such that
(2.2) h1 · · · hk · g1 · · · gℓ = g0.
All the implicit isomorphisms between homotopy groups of curves are taken by taking the ori-
entation inherited from that of the plane. For an equivalent condition involving conjugacy classes
of the fundamental group we refer to [9, Lemma 2.2].
Proposition 2.4 tells us when a map g ∈ C(∂Ω,N ) can be extended into a map u ∈ C(Ω,N )with
u|∂Ω = g. When Ω is simply connected a map g ∈ C(∂Ω,N ) possesses a continuous extension
in Ω if and only if it is (freely) homotopic to a constant. Thanks to Proposition 2.3, the algebraic
conditions can be transposed to the case ofH1/2 boundary data.
Although the product in π1(N ) is nonabelian in general — and in most of our model situations
afterwards — the order of the product in (2.2) is not important since the factors can be chosen freely
in conjugacy classes; algebraically, this is related to the fact that g·h = (g·h·g−1)·g = h·(h−1 ·g·h).
Computationally, checking condition (2.2) seems to require testing all the possible elements in
conjugacy classes, leading typically to a cost which is exponential in k unless π1(N ) is abelian, as
it is the case for the Ginzburg–Landau functional (N = S1 and π1(S1) ≃ Z) and the Landau–de
Gennes functional (N = RP 2 and π1(RP 2) = Z/2Z).
In the caseN = S1, π1(N ) = Z, condition (2.2) can be expressed in terms of the degree. It reads
k∑
i=1
deg(γi,S
1) +
ℓ∑
j=1
deg(g|Γj ,Γj) = deg(g|Γ0 ,Γ0),
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where we oriented all the curves anti-clockwise. More generally, in the case where π1(N ) is abelian,
by using an additive notation, condition (2.2) can be expressed in a similar way to the one with the
degrees.
The discussion above is related to the polygroup structure of the set of conjugacy classes in
π1(N ) [10,13]. In general, the product of two conjugacy classes c, c′ in a groupG, denoted by c∗c′,
is the set of all conjugacy classes that are included in the set cc′ := {xx′ : x ∈ c, x′ ∈ c′}. The
set cc′ can be shown to be stable by conjugation; in particular, the conjugacy class of some element
g ∈ G belongs to c ∗ c′ if and only if g ∈ cc′. This product provides the set of conjugacy classes
with the structure of a commutative polygroup. It is in particular associative, and the condition of
Proposition 2.4 reads c0 ∈ c1 ∗ . . . ∗ cℓ ∗ c˜1 ∗ . . . ∗ c˜k , where c0, . . . cℓ, c˜1 . . . c˜k are the conjugacy
classes in π1(N ) associated to g0, . . . , gℓ, h1, . . . , hk . The fact that the set of conjugacy classes has
the structure of a polygroup rather than a group is related to the fact that some loops γ1, . . . , γk
and some inner boundary data g|Γ1 , . . . , g|Γℓ can be compatible with two exterior boundary data
g|Γ0 , g˜Γ0 which belong to different free-homotopy classes.
Proof of Proposition 2.4. We first assume that (γ1, · · · , γk) is a topological resolution of g. This
means that there exists u ∈ C(Ω \⋃ki=1Bρ(ai),N ) such that u|∂Ω = g and u|∂Bρ(ai) = γi(ai + ρ·)
where (a1, · · · , ak) are points in Confk Ω and 0 < ρ < ρ¯(a1, · · · , ak). We take a point x ∈
Ω\⋃ki=1Bρ(ai), we consider non-intersecting paths c1, · · · , ck joining x to each loop ∂Bρ(ai) and
non-intersecting paths c′0, c′1, · · · , c′ℓ joining x to each Γj , 0 ≤ j ≤ ℓ . We assume that no paths
c1, · · · , ck, c′0, c′1, · · · , cℓ intersect each other. Now we consider the loop
α := ((c1 ∗ α1 ∗ c¯1) ∗ · · · (ck ∗ αk ∗ c¯k) ∗ (c′1 ∗ α′1 ∗ c¯′1) ∗ (c′ℓ ∗ α′ℓ ∗ c¯′ℓ))
where αi : [0, 1] → ∂Bρ(ai) are parametrisations of ∂Bρ(ai), 1 ≤ i ≤ k, α′i : [0, 1] → Γj , are
parametrisations of Γj, 1 ≤ j ≤ ℓ, ∗ denotes the concatenation and c¯ denotes the inverse of the
path c. The image by u of the loop α is a loop in N passing by v := u(x) ∈ N . The homotopy
class in π1(N , v) of this loop, denoted by [u ◦ α], is equal to the product of the homotopy classes
[u ◦ (c1 ∗ α1 ∗ c¯1)]× · · · × [u ◦ (ck ∗ αk ∗ c¯k)]× [u ◦ (c′1 ∗ α′1 ∗ c¯′1)]× · · · × [u ◦ (c′ℓ ∗ α′1 ∗ c¯′ℓ)].
Now the loop u ◦ α is freely homotopic to g|Γ0 (via the map u ∈ C(Ω \
⋃k
j=1Bρ(ai),N )). Because
of the correspondence between free homotopy classes and conjugacy classes of π1(N ) this means
that [u ◦ α] belongs to the conjugacy class of [c′0 ∗ g|Γ0 ∗ c¯′0]. This last condition translates into
(2.2).
Conversely we assume that (γ1, · · · , γk) are given such that (2.4), (2.4) and (2.2) hold. Then, with
the same notation as in the previous part of the proof, thanks to (2.2), we see that the loops g|Γ0
and γ1((c1 ∗ α1 ∗ c¯1)) ∗ · · · γk((ck ∗ αk ∗ c¯k)) ∗ g|Γ1((c′1 ∗ α′1 ∗ c¯′1)) ∗ · · · ∗ g|Γℓ((c′ℓ ∗ α′1 ∗ c¯′ℓ)) are
freely homotopic. This homotopy can be used to construct the desired extension. 
2.2. Singular energy. We define the minimal length in the homotopy class of γ ∈ VMO(S1,N )
as
(2.3) λ(γ) = inf
{ˆ
S1
|γ˜′| : γ˜ ∈ C1(S1,N ) and γ are homotopic in VMO(S1,N )
}
,
where |·| is the norm induced by the metric gN of N on each fiber of the tangent bundle, or equiv-
alently, sinceN is isometrically embedded in Rν , |·| also denotes the Euclidean norm. For example,
for d ∈ N, if we consider the maps γd : S1 → S1 given for z ∈ S1 ⊂ C by γd(z) = zd then
λ(γd) = 2π|d|.
By the Cauchy–Schwarz inequality and by a classical re-parametrization, we have
(2.4) inf
{ˆ
S1
|γ˜′|2
2
: γ˜ ∈ C1(S1,N ) and γ are homotopic in VMO(S1,N )
}
=
λ(γ)2
4π
.
In particular, if γ is a minimising closed geodesic, then
(2.5) λ(γ) =
ˆ
S1
|γ′| =
√
4π
ˆ
S1
|γ′|2
2
= 2π‖γ′‖L∞ ,
since |γ′| is constant for a minimising geodesic.
The systole of the manifoldN is the length of the shortest closed non-trivial geodesic onN :
(2.6) sys(N ) := inf{λ(γ) : γ ∈ C1(S1,N ) is not homotopic to a constant}.
In particular, for every γ ∈ VMO(S1,N ), one has λ(γ) ∈ {0} ∪ [sys(N ),+∞).
6 ANTONIN MONTEIL, RÉMY RODIAC, AND JEAN VAN SCHAFTINGEN
We now define the singular energy of a function g ∈ VMO(∂Ω,N ):
Definition 2.5. If Ω ⊂ R2 is a Lipschitz bounded domain and g ∈ VMO(∂Ω,N ), we define
Esg(g) := inf
{
k∑
i=1
λ(γi)
2
4π
: k ∈ N and (γ1, . . . , γk) is a topological resolution of g
}
.
For example, if g ∈ VMO(∂Ω,S1) and deg(g) = d ∈ Z then Esg(g) = π|d|. From the
definition we can see that Esg is invariant under homotopies and for every γ ∈ VMO(S1,N ),
one has Esg(γ) ≤ λ(γ)24π . In general, the singular energy is bounded by Sobolev energies: if
γ ∈W 1,2(∂Ω,N ), then
Esg(γ) ≤
ˆ
∂Ω
|γ′|2
2
dH1;
if γ ∈W 1,1(∂Ω,N ), then
(2.7) Esg(γ) ≤ 1
4π
(ˆ
∂Ω
|γ′|dH1
)2
and if γ ∈W 1/p,p(∂Ω,N ), then [37, Theorem 1.5]
Esg(γ) ≤ C|γ|2p
W 1/p,p(∂Ω)
.
Proposition 2.6. If two Lipschitz bounded domains satisfy Ω0 ⊂ Ω1 and u ∈ W 1,2(Ω1 \ Ω0,N ),
then
Esg(tr∂Ω0 u) ≥ Esg(tr∂Ω1 u).
Proof. One observes that any topological resolution of tr∂Ω0 u is a topological resolution of tr∂Ω1 u
by existence of the map u and by Proposition 2.3. 
We define minimal topological resolutions to be optimal resolutions in Definition 2.5:
Definition 2.7. We say that (γ1, . . . , γk) is aminimal topological resolution of g if it is a topological
resolution of g with λ(γi) > 0 for every i ∈ {1, . . . , k} and
Esg(g) =
k∑
i=1
λ(γi)
2
4π
.
Definition 2.8. A closed curve γ ∈ C(S1,N ) is atomic whenever (γ) is a minimal topological
resolution of γ.
It will appear in the examples that minimal topological resolutions for a given g are not nec-
essarily unique up to homotopy; even being atomic does not exclude the existence of a minimal
topological resolution into several maps.
2.3. Renormalised energies of configurations of points. Given a bounded Lipschitz domain
Ω ⊂ R2, an integer k ∈ N∗, (a1, . . . , ak) ∈ Confk Ω, a radius ρ ∈ (0, ρ¯(a1, . . . , ak)), a map
g ∈ W 1/2,2(∂Ω,N ) and a topological resolution (γ1, . . . , γk) ∈ W 1/2,2(S1,N )k of g, we consider
the geometrical energy outside disks
(2.8) Egeom,ρg,γ1,...,γk(a1, . . . , ak)
= inf
{ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
: u ∈W 1,2(Ω \
k⋃
i=1
B¯ρ(ai),N ), tr∂Ω u = g on ∂Ω
and for each i ∈ {1, . . . , k} trS1 u(ai + ρ ·) = γi
}
and the topological energy outside disks
(2.9) Etop,ρg,γ1,...,γk(a1, . . . , ak)
= inf
{ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
: u ∈W 1,2(Ω \
k⋃
i=1
B¯ρ(ai),N ), tr∂Ω u = g on ∂Ω and
for each i ∈ {1, . . . , k}, trS1 u(ai + ρ ·) and γi are homotopic in VMO(S1,N )
}
.
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The geometrical renormalised energy corresponds in Bethuel, Brezis and HÃľlein’s work to E2
[5, Theorem I.3] and the topological renormalised energy to E1 [5, Theorem I.2]. Thanks to the
underlying linear structure of the problem, both can be computed as solutions of a linear elliptic
problem in their cases.
In the next two propositions we show that the geometrical energy and the topological energy
enjoy monotonicity properties:
Proposition 2.9. Let k ∈ N∗, (a1, . . . , ak) ∈ Confk Ω, g ∈ W 1/2,2(∂Ω,N ) and (γ1, . . . , γk) ∈
W 1/2,2(S1,N )k be a topological resolution of g. If γ1, . . . , γk are minimal geodesics, then the map
ρ ∈ (0, ρ¯(a1, . . . , ak)) 7→ Egeom,ρg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
is non-decreasing.
Proof. For 0 < ρ < σ < ρ¯(a1, . . . , ak), for every u ∈ W 1,2(Ω \
⋃k
i=1 B¯σ(ai),N ) such that u = g
on ∂Ω and u(ai + σ ·)|S1 = γi on S1 for every i ∈ {1, . . . , k}, we define v : Ω \
⋃k
i=1 B¯ρ(ai)→ N
for x ∈ Ω \⋃ki=1 B¯ρ(ai) by
v(x) =

γi
(
x−ai
|x−ai|
)
if x ∈ Bσ(ai) \ B¯ρ(ai) with i ∈ {1, . . . , k},
u(x) otherwise.
For every i ∈ {1, . . . , k}, since γi is a minimising geodesic, we haveˆ
Bσ(ai)\B¯ρ(ai)
|Dv|2
2
=
ˆ σ
ρ
(ˆ
S1
|γ′i|2
2
)
dr
r
=
λ(γi)
2
4π
log
σ
ρ
.
We thus have v ∈W 1,2(Ω \⋃ki=1 B¯ρ(ai),N ) and
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Dv|2
2
=
1
2
ˆ
Ω\
⋃k
i=1
B¯σ(ai)
|Du|2
2
+
k∑
i=1
λ(γi)
2
4π
log
σ
ρ
,
and the conclusion follows. 
Proposition 2.10. Let k ∈ N∗, (a1, . . . , ak) ∈ Confk Ω, g ∈ W 1/2,2(∂Ω,N ) and (γ1, . . . , γk) ∈
W 1/2,2(S1,N )k be a topological resolution of g. If γ1, . . . , γk are minimal geodesics, then the map
ρ ∈ (0, ρ¯(a1, . . . , ak)) 7→ Etop,ρg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
is non-increasing.
Proposition 2.10 will follow from the following lemma:
Lemma 2.11. If k ∈ N∗, (a1, . . . , ak) ∈ Confk Ω, 0 < ρ < σ < ρ¯(a1, . . . , ak), if u ∈ W 1,2(Ω \⋃k
i=1 B¯ρ(ai),N ) and if for every i ∈ {1, . . . , k} the maps u(ai + ρ ·)|S1 and γi are homotopic, then
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
≥
ˆ
Ω\
⋃k
i=1
B¯σ(ai)
|Du|2
2
+
k∑
i=1
λ(γi)
2
4π
log
σ
ρ
.
Proof. We first have, by additivity of the integral,
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
=
ˆ
Ω\
⋃k
i=1
B¯σ(ai)
|Du|2
2
+
k∑
i=1
ˆ
Bσ(ai)\B¯ρ(ai)
|Du|2
2
.
Next, for every r ∈ (ρ, σ), we observe that the map u(ai + r·)|S1 is homotopic to γi. Hence,ˆ
Bσ(ai)\B¯ρ(ai)
|Du|2
2
≥
ˆ σ
ρ
ˆ
S1
1
2
∣∣∣ d
r dθ
u(ai + rθ)
∣∣∣2r dθ dr ≥
ˆ σ
ρ
λ(γi)
2
4πr
dr =
λ(γi)
2
4π
log
σ
ρ
. 
Let k ∈ N∗, g ∈ W 1/2,2(∂Ω,N ) and (γ1, . . . , γk) ∈ C1(S1,N )k be a topological resolution of g
such that γ1, . . . , γk are minimal geodesics.
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Since the constraint in the definition of (2.9) is weaker than the one in (2.8), we have for each
ρ ∈ (0, ρ¯(a1, . . . , ak)),
(2.10) Etop,ρg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
≤ Egeom,ρg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
,
so that the left and right hand sides are bounded. Therefore, we can define the geometrical renor-
malised energy by
Egeomg,γ1,...,γk(a1, . . . , ak) = limρ→0 E
geom,ρ
g,γ1,...,γk
(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
= inf
ρ∈(0,ρ¯(a1,...,ak))
Egeom,ρg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
(2.11)
and the topological renormalised energy by
Etopg,γ1,...,γk(a1, . . . , ak) = limρ→0 E
top,ρ
g,γ1,...,γk
(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
= sup
ρ∈(0,ρ¯(a1,...,ak))
Etop,ρg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
.
(2.12)
We immediately have, in view of (2.10) that
(2.13) Etopg,γ1,...,γk(a1, . . . , ak) ≤ Egeomg,γ1,...,γk(a1, . . . , ak).
When N = S1 and Ω is simply connected, both renormalised energies Egeomg,γ1,...,γk and Etopg,γ1,...,γk
coincidewith Bethuel, Brezis andHélein’s renormalised energy [5, §I.4], whichwas defined in terms
of Green functions and extension for linear problems; due to the more nonlinear character of our
general setting, their approach seems quite unlikely to work here.
3. Dependence on the charges of singularities
The renormalised energies are functions of the points (a1, . . . , ak), of a boundary data g ∈
W 1/2,2(∂Ω,N ) and of one of its topological resolution (γ1, . . . , γk) ∈ W 1/2,2(S1,N ). The curves
γi are referred to as charges of the singularities ((a1, γ1), . . . , (ak, γk)).
3.1. Dependence on the singularities of the topological renormalised energy. The topolog-
ical renormalised energy only depends on the homotopy classes of maps near the singularities:
Proposition 3.1. Let k ∈ N∗, g ∈ W 1/2,2(∂Ω,N ), and γ1, . . . , γk, γ˜1, . . . , γ˜k ∈W 1/2,2(S1,N ). If
for every i ∈ {1, . . . , k}, γ˜i is homotopic to γi, and (a1, . . . , ak) ∈ Confk Ω, then
Etopg,γ˜1,...,γ˜k(a1, . . . , ak) = Etopg,γ1,...,γk(a1, . . . , ak).
Proof. This follows from the fact that (2.9) is invariant under homotopies and from the definition
in (2.12). 
3.2. Synharmony of maps. In order to study the dependence on the singularities of the geomet-
rical renormalised energy, we introduce the synharmony between geodesics which quantifies how
homotopic mappings can be connected through a harmonic map.
Definition 3.2. The synharmony between two given maps γ, β ∈W 1/2,2(S1,N ), is defined as
dsynh(γ, β) := inf
{ˆ
S1×[0,T ]
( |Du|2
2
− λ(γ)
2
8π2
)
: T ∈ (0,+∞), u ∈W 1,2(S1 × [0, T ],N ),
trS1×{0} u = γ and trS1×{T} u = β on S1
}
.
The synharmony is an extended pseudo-distance which is continuous with respect to the strong
topology inW 1/2,2(S1,N ).
Proposition 3.3. For every γ, β, α ∈W 1/2,2(S1,N ), one has
(i) dsynh(γ, γ) = 0,
(ii) dsynh(γ, β) ≥ 0,
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(iii) dsynh(γ, β) < +∞ if and only if γ and β are homotopic in VMO(S1,N ),
(iv) dsynh(γ, β) = dsynh(β, γ),
(v) dsynh(γ, β) ≤ dsynh(γ, α) + dsynh(α, β).
(vi) if the sequence (γn)n∈N converges to γ strongly inW 1/2,2(S1,N ), then
lim inf
n→∞ dsynh(γ, γn) = 0.
Proof. For (i) we take u ∈W 1,2(S1 × [0, 1],N ) such that u(·, 0) = γ, and we define for T ∈ (0, 2),
uT (x, t) = u(x, T/2−|t−T/2|). We remark that, for 0 ≤ t ≤ T we have 0 ≤ T/2−|t−T/2| ≤ 1,
uT (·, 0) = γ and uT (·, T ) = γ. Thus we deduce (i).
The property (ii) follows from the fact that if u ∈ W 1,2(S1 × [0, T ],N ) and if trS1×{0} u = γ,
then for almost every t ∈ [0, T ], the map u(·, t) is homotopic to γ and thus in view of (2.4)
ˆ
S1
|Du(·, t)|2
2
≥ λ(γ)
2
4π
=
ˆ
S1
λ(γ)2
8π2
.
The finiteness property (iii), follows from Definition 3.2 and the trace and extension theory for
Sobolev mappings [6].
For (iv), we rely on the fact that λ(γ) = λ(β) if γ and β are homotopic.
In order to prove (v), we observe that if u ∈W 1,2(S1×[0, T ],N ), trS1×{0} u = γ, trS1×{T} u = α,
v ∈ W 1,2(S1 × [0, T ],N ), trS1×{0} v = α and trS1×{T} v = β, then we can define the map
w ∈W 1,2(S1 × [0, 2T ],N ) by w(·, t) = u(·, t) if t ∈ [0, T ] and w(·, t) = v(·, t − T ) if t ∈ [T, 2T ].
We now check (vi). For every n ∈ N, we let vn : S1×(0,+∞)→ Rν and v : S1×(0,+∞)→ Rν
be the harmonic extensions of γn and of γ respectively. Since (γn)n∈N converges strongly to γ, then
for every T ∈ (0,+∞), (vn|S1×[0,T ])n∈N converges strongly to v|S1×[0,T ] inW 1,2(S1 × [0, T ],Rν)
and vn → v locally uniformly in S1 × (0,+∞). We define the function vn,T : [0, T ]→ Rν by
vn,T (x, t) =


vn(x, t) if 0 ≤ t ≤ T/3,
2T−3t
T vn(x, t) +
3t−T
T v(x, T − t) if T/3 ≤ t ≤ 2T/3,
v(x, T − t) if 2T/3 ≤ t ≤ T .
We have that vn,T → vT strongly in W 1,2(S1 × [0, T ]) and vn,T → vT locally uniformly on
S
1 × (0, T ], where
vT =


v(x, t) if 0 ≤ t ≤ T/3,
2T−3t
T v(x, t) +
3t−T
T v(x, T − t) if T/3 ≤ t ≤ 2T/3,
v(x, T − t) if 2T/3 ≤ t ≤ T .
Furthermore, by the triangular inequality and a change of variable we can see thatˆ
S1×[0,T ]
|DvT |2 ≤ 2
ˆ
S1×[0,T
3
]
|Dv|2 + 4
ˆ
S1×[T
3
, 2T
3
]
|Dv|2 + 9
T 2
ˆ
S1×[T
3
, 2T
3
]
|v(x, T − t)− v(x, t)|2
We now use the fundamental theorem of calculus to write that, for T/3 ≤ t ≤ 2T/3, v(x, T − t)−
v(x, T ) =
´ t
0
d
dsv(x, T − s)ds. Hence, by HÃűlder’s inequality we arrive at
|v(x, T − t)− v(x, T )|2 ≤ 2T
3
ˆ 2T
3
0
|Dv(x, T − s)|2ds.
Hence
9
T 2
ˆ
S1×[T
3
, 2T
3
]
|v(x, T − t)− v(x, T )|2 ≤ 6
T
ˆ
S1×[T
3
, 2T
3
]
ˆ 2T
3
0
|Dv(x, T − s)|2ds
≤ 2
ˆ
S1×[T
3
,T ]
|Dv|2.
Thus we find that
´
S1×[0,T ]|DvT |2 ≤ 8
´
S1×[0,T ]|Dv|2 and
lim
T→0
lim
n→∞
ˆ
S1×[0,T ]
|Dvn,T |2
2
= lim
T→0
ˆ
S1×[0,T ]
|DvT |2
2
≤ 8 lim
T→0
ˆ
S1×[0,T ]
|Dv|2
2
= 0.
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Moreover, since the sequence (γn)n∈N converges strongly to γ in W 1/2,2(S1,N ) and thus in
VMO(S1,N ), by the characterisation of compact sets in VMO(S1,N ), [7, Lemma 4], we have
lim
δ→0
sup
n∈N
sup
a∈S1
 
Bδ(a)∩S1
 
Bδ(a)∩S1
|γn(y)− γ(x)|dy dx = 0.
Thus (see [8, Theorem A3.2 and its proof]), we find
lim
T→0
sup
{
dist(z,N ) : z ∈ v(S1 × (0, T )) ∪
⋃
n∈N
vn(S
1 × (0, T ))
}
= 0,
and hence
lim
T→0
lim sup
n→∞
sup
{
dist(z,N ) : z ∈ vn,T (S1 × (0, T ))
}
= 0.
Therefore, if ΠN : NδN → N is the nearest-point retraction, for each T small enough, ΠN ◦ vn,T
is well-defined when n ∈ N is large enough and we have
lim
T→0
lim
n→∞
ˆ
S1×[0,T ]
|D(ΠN ◦ vn,T )|2
2
= 0.
Hence we have
lim sup
n→∞
dsynh(γn, γ) ≤ lim
T→0
lim sup
n→∞
ˆ
S1×[0,T ]
( |D(ΠN ◦ vn,T )|2
2
− λ(γ)
2
8π2
)
= 0. 
The synharmony pseudo-metric is complete:
Proposition 3.4. If (γn)n∈N is a sequence inW 1/2,2(S1,N ) such that limn,m→∞ dsynh(γn, γm) = 0,
then there exists γ ∈ W 1/2,2(S1,N ) such that limn→∞ dsynh(γn, γ) = 0. Moreover either (γn)n∈N
converges strongly to γ inW 1/2,2(S1,N ) or γ is a geodesic.
Proof. In view of the triangle inequality (Proposition 3.3 (v)), it is sufficient to prove the conver-
gence for a subsequence. Hence, we assume without loss of generality that for every n ∈ N,
dsynh(γn, γn+1) ≤ 12n ; in particular, all the γn are homotopic by (iii). By definition of synhar-
monic distance (Definition 3.2), for each n ∈ N there exists Ln ∈ (0,+∞) and a map un ∈
W 1,2(S1 × [0, Ln],N ) such that trS1×{0} un = γn on S1, trS1×{Ln} un = γn+1 on S1 andˆ
S1×[0,Ln]
( |Dun|2
2
− λ(γn)
2
8π2
)
≤ 1
2n
.
We define for each n ∈ N∗, Tn := ∑n−1i=0 Li, T0 = 0, T∞ := ∑i∈N Li ∈ (0,+∞] and the map
u : [0, T∞)→ N by u(x, t) := un(x, t− Tn) if Tn ≤ t < Tn+1.
If T∞ < +∞, thenwe set γ := trS1×{T∞} u, for whichwe observe that limn→∞ dsynh(γn, γ) = 0
and (γn)n∈N converges strongly to γ in W 1/2,2(S1,N ). This convergence can be seen thanks to
the continuity of the trace with respect to translations. Indeed, γn = trS1×{Tn} u = trS1×{0} u(·, ·+
Tn) −→ trS1×{0} u(·, · + T∞) = γ as n → ∞ in W 1/2,2(S1,N ) thanks to the continuity of the
translations inW 1,2 and of the continuity of the trace.
If T∞ = +∞, we first observe that, since λ(γn) = λ(γ0) for every n ∈ N,ˆ ∞
0
(ˆ
S1
|Du(·, t)|2
2
− λ(γ0)
2
8π2
)
dt ≤
∞∑
n=0
1
2n
= 2.
Hence, there exists a sequence (tn)n∈N →∞ such that
lim
n→∞
ˆ
S1
|u(·, tn)′|2
2
=
λ(γ0)
2
4π
.
By compactness inW 1,2(S1,N ), the sequence (u(·, tn))n∈N converges strongly to someminimising
geodesic γ ∈W 1,2(S1,N ) and it follows then that (γn)n∈N converges in synharmony to γ. 
Proposition 3.5. IfK is a compact subset ofW 1/2,2(S1,N ) such that every α, β ∈ K are homotopic,
then
sup
{
dsynh(α, β) : α, β ∈ K
}
< +∞.
In particular, if Y is a bounded subset ofW 1,2(S1,N ) such that every α, β in Y are homotopic,
then Y is bounded in synharmony.
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Proof. Let (αn)n, (βn)n ⊂ K be a maximising sequence for sup
{
dsynh(α, β) : α, β ∈ K
}
. Then,
by compactness ofK , there existα∗, β∗ ∈ K ⊂W 1/2,2(S1,N ) such that, up to extraction,αn → α
and βn → β in W 1/2,2(S1,Rν). By Proposition 3.3, we find dsynh(α∗, β∗) = sup
{
dsynh(α, β) :
α, β ∈ K} < +∞. 
Definition 3.6. Two maps γ, β ∈W 1/2,2(S1,N ) are synharmonic whenever dsynh(γ, β) = 0.
Proposition 3.7. If dsynh(γ, β) = 0 then either γ = β almost everywhere or γ and β are minimising
geodesics.
Proof. By definition of synharmonic maps (Definition 3.6) and of synharmony of maps (Defini-
tion 3.2), there exists a sequence (Tn)n∈N in (0,+∞) and for each n ∈ N a map un ∈ W 1,2(S1 ×
[0, Tn],N ) such that un(0, ·) = γ, un(Tn, ·) = β and
lim
n→∞
ˆ
S1×[0,Tn]
( |Dun|2
2
− λ(γ)
2
8π2
)
= 0.
Up to a subsequence we can assume that either (Tn)n∈N converges to 0, or (Tn)n∈N converges to
some T¯ ∈ (0,+∞) or (Tn)n∈N diverges towards +∞.
If the sequence (Tn)n∈N converges to 0, then by the Cauchy–Schwarz inequality
ˆ
S1
|γ − β| ≤ lim sup
n→∞
ˆ
S1×[0,Tn]
|Dun| ≤ lim
n→∞
√
2πTn
(ˆ
S1×[0,Tn]
|Dun|2
) 1
2
= 0.
If the sequence (Tn)n∈N converges to T¯ , then there exists a map u ∈ W 1,2(S1 × [0, T¯ ],N ) such
that u(0, ·) = γ, u(T¯ , ·) = β and ˆ
S1×[0,T¯ ]
|Du|2
2
− λ(γ)
2
8π2
= 0.
We conclude from this that ∂u∂t = 0 almost everywhere in S
1× [0, T¯ ] and that γ = β is a minimising
geodesic.
If (Tn)n∈N diverges to+∞, there exists a map u ∈W 1,2(S1×(0,+∞),N ) such that u(0, ·) = γ
and for every T ∈ (0,+∞), ˆ
S1×[0,T ]
|Du|2
2
− λ(γ)
2
8π2
= 0,
fromwhich it follows that γ is a minimising geodesic. Similarly,β is also aminimising geodesic. 
The next proposition states that minimising geodesics that are homotopic through minimising
geodesics are synharmonic.
Proposition 3.8. LetH ∈ C1(S1 × [0, T ],N ). If for every t ∈ [0, 1], the mapH(·, t) : S1 → N is a
minimising geodesic, then
dsynh(H(·, 0),H(·, 1)) = 0.
Proof. We define for every T > 0 the function uT : S1 × [0, 1] → N by uT (x, t) := H(x, tT ). and
we observe that
ˆ
S1×[0,T ]
( |DuT |2
2
− λ(H(·, 0))
2
8π2
)
=
1
T
ˆ
S1×[0,1]
∣∣∣∣∂H∂t
∣∣∣∣
2
,
which goes to 0 as T → +∞. 
In particular, if R(θ) ∈ SO(2) denotes the rotation of angle θ ∈ R we deduce that dsynh(γ ◦
R(θ), γ) = 0, by applying Proposition 3.8 withH(x, t) = γ(R(tθ)).
The following proposition provides us with an example of non-synharmonic geodesics on a Rie-
mannian manifold.
Proposition 3.9. Assume that N = (S1 × S1, g), I+ and I− are connected nonempty disjoint open
sets of S1 such that ∂I+ = ∂I− = {a0, a1}, where the metric g satisfies the following properties:
(a) if y ∈ S1 × {a0, a1} and v = (v1, 0) ∈ R× {0} ≃ Ty1S1 × {0},
gy(v) = |v1|2,
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(b) if y ∈ S1 × S1 and v = (v1, v2) ∈ R2 ≃ Ty(S1 × S1),
gy(v) ≥ |v1|2 + α(y)g0(v)2,
where α ∈ C(S1 × S1, [0,+∞)) and g0 is the Euclidian metric in R2.
Then
dsynh((idS1 , a0), (idS1, a1)) ≥ min
{ˆ
I+×S1
α,
ˆ
I−×S1
α
}
.
The assumption (a) and (b), ensures that the homotopic maps (idS1, a0) and (idS1, a1) are min-
imising geodesics and that λ((idS1, a0)) = λ((idS1, a1)) = 2π.
By choosing an appropriate metric g, the right-hand side in the conclusion of Proposition 3.9 can
be made positive, giving an example of homotopic minimising geodesics that are not synharmonic.
Proof of Proposition 3.9. Let u ∈ C∞(S1 × [0, T ],S1 × S1) with u(·, 0) = (idS1 , a0) and u(·, T ) =
(idS1 , a1), then ˆ
S1×[0,T ]
|Du|2g
2
≥
ˆ
S1×[0,T ]
|Du1|2
2
+
ˆ
S1×[0,T ]
α(u)
|Du|2g0
2
,
where u1 ∈ C∞(S1 × [0, T ],S1) is the first component of the map u. We first haveˆ
S1×[0,T ]
|Du1|2
2
≥ T λ((idS1 , a0))
2
4π
.
Next, since |Du|2g0 ≥ 2|detDu|, we have by the area formulaˆ
S1×[0,T ]
α(u)
|Du|2g0
2
≥
ˆ
S1×[0,T ]
α(u)|detDu| ≥
ˆ
S1×S1
α(y)H0(u−1({y})) dy.
We observe now that by a topological argument either u(S1× [0, T ]) ⊇ I+×S1 or u(S1× [0, T ]) ⊇
I−×S1. Indeed, otherwise there exist points b+ ∈ I+×S1\u(S1×[0, T ]) and b− ∈ I−×S1\u(S1×
[0, T ]). But, there exists a continuous map ρ : S1 × S1 \ {b+, b−} → S1 such that ρ|S1×{a0} = id
and ρ|S1×{a1} is constant, and thus ρ ◦ u : S1 × [0, T ] → S1 is an homotopy between the identity
and a constant map, which is a contradiction.
It follows thus thatˆ
S1×[0,T ]
|Du|2g
2
≥ T λ((idS1 , a0))
2
4π
+min
(ˆ
I+×S1
α,
ˆ
I−×S1
α
)
.
The result follows then by a standard approximation argument. 
3.3. Dependence on the singularities of the geometrical renormalised energy. The depen-
dence of the geometric renormalised energy on the singularities is controlled by the synharmony.
Proposition 3.10. Let k ∈ N∗, g ∈ W 1/2,2(∂Ω,N ), and (γ1, . . . , γk), (γ˜1, . . . , γ˜k) ∈ C1(S1,N )k
be topological resolutions of g made up of minimising geodesics. If for every i ∈ {1, . . . , k}, γ˜i is
homotopic to γi, and a1, . . . , ak are distinct points in Ω then
∣∣Egeomg,γ˜1,...,γ˜k(a1, . . . , ak)− Egeomg,γ1,...,γk(a1, . . . , ak)∣∣ ≤
k∑
i=1
dsynh(γi, γ˜i).
In particular, if for every i ∈ {1, . . . , k}, γi and γ˜i are synharmonic minimising geodesics, then
Egeomg,γ˜1,...,γ˜k(a1, . . . , ak) = Egeomg,γ1,...,γk(a1, . . . , ak).
The dependence of the synharmonicity is optimal, as can be seen by observing that when Ω = D
is the unit disk and γ, γ˜ are homotopic minimal geodesics, then
Egeomγ,γ (0) = 0 and Egeomγ,γ˜ (0) = dsynh(γ, γ˜),
and according to Proposition 3.9, the latter quantity can be positive for homotopic minimising
geodesics.
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Proof of Proposition 3.10. We takeσ ∈ (0, ρ¯(a1, . . . , ak)) andT > 0. Given amappingu ∈W 1,2(Ω\⋃k
i=1 B¯σ(ai),N ) such that trS1 u(ai+σ ·) = γi, and ui ∈W 1,2(S1× [0, L],N ) such that ui(·, 0) =
γi and ui(·, L) = γ˜i, we set ρ = e−Lσ and we define v ∈ W 1,2(Ω \
⋃k
i=1 B¯ρ(ai),N ) for each
x ∈ Ω \⋃ki=1 B¯ρ(ai) by
v(x) =


u(x) if x ∈ Ω \⋃ki=1 B¯σ(ai),
ui
(
x−ai
|x−ai| , log
σ
|x−ai|
)
if x ∈ B¯σ(ai) \ B¯ρ(ai) for some i ∈ {1, . . . , k}.
We have thenˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Dv|2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
=
ˆ
Ω\
⋃k
i=1
B¯σ(ai)
|Du|2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
σ
+
k∑
i=1
ˆ
S1×[0,T ]
( |Dui|2
2
− λ(γi)
2
8π2
)
.
It follows by (2.11) that
Egeomg,γ˜1,...,γ˜k(a1, . . . , ak) ≤ Egeomg,γ1,...,γk(a1, . . . , ak) +
k∑
i=1
dsynh(γi, γ˜i)
and the conclusion follows. 
4. Dependence on the location of singularities
4.1. Regularity. The next proposition states that the topological and geometrical renormalised
energies are Lipschitz continuous functions of the locations of the singularities.
Proposition 4.1. Let k ∈ N∗, g ∈ W 1/2(∂Ω,N ) and (γ1, . . . , γk) ∈ W 1/2,2(S1,N )k be a topolog-
ical resolution of g. The renormalised energy Etopg,γ1,...,γk is locally Lipschitz-continuous on Confk Ω.
If moreover γ1, . . . , γk are minimising geodesics, then Egeomg,γ1...,γk is locally Lipschitz-continuous on
Confk Ω.
Our proof follows the strategy that was outlined for the Lipschitz-continuity of renormalised
energies for n–harmonic maps into Sn−1 on (n− 1)–dimensional domains [17, §9].
In order to compare the renormalised energies at k-tuples (a1, . . . , ak), (b1, . . . , bk) ∈ Confk Ω,
we use a deformation of Ω \⋃ki=1 B¯ρ(bi) onto Ω \⋃ki=1 B¯ρ(ai) given by the following lemma:
Lemma 4.2. Let k ∈ N∗ and let a1, . . . , ak, b1, . . . , bk ∈ Ω. If 2max1≤i≤k|ai − bi| < τ ≤
ρ¯(b1, . . . , bk)/3 then there exists a diffeomorphism Φ : Ω→ Ω such that
(i) for every x ∈ Ω \⋃ki=1B2τ (bi), Φ(x) = x,
(ii) for each i ∈ {1, . . . , k} and every x ∈ Bτ (bi), Φ(x) = x+ ai − bi,
(iii) for every x ∈ Ω, |DΦ(x)− id| ≤ 2τ max1≤i≤k{|ai − bi|}.
Proof of Lemma 4.2. Let ϕ ∈ C∞(R2, [0, 1]) be a smooth function such that |Dϕ| < 2 in R2, ϕ = 1
in B1(0) and ϕ = 0 in R2 \ B2(0). We define the function Φ ∈ C∞(Ω,R2) by setting for each
x ∈ Ω,
(4.1) Φ(x) := x+
k∑
i=1
ϕ
(
x− bi
τ
)
(ai − bi),
so that (i) and (ii) are satisfied. We also get thatΦ(Ω) ⊂ Ω: if x ∈ B2τ (bi), thenΦ(x) ∈ B5τ/2(bi) ⊂
B5ρ¯/6(bi) ⊂ Ω. Moreover, for every x ∈ Ω,
(4.2) |DΦ(x)− id| ≤
|Dϕ
(
x−bi
τ
)
|
τ
max
1≤i≤k
{|ai − bi|} ≤ 2
τ
max
1≤i≤k
{|ai − bi|} < 1,
so that (iii) holds, where the norm of the left-hand side denotes the norm of linear operators. The
function Φ is onto: it is onto in Ω \ ∪ki=1B¯2τ (bi); and, since Φ|∂B2τ (bi) = id|∂B2τ (bi) for all i ∈
{1, . . . , k}, Φ is also onto in ∪ki=1B¯2τ (bi) thanks to a degree argument. The function Φ is also into
in Ω. Indeed, if x, y ∈ Ω are such that Φ(x) = Φ(y) and x 6= y, then we find, thanks to (4.2), that
|Φ(x)− x−Φ(y) + y| = |x− y| < |x− y|. This is a contradiction. At last, Φ is a diffeomorphism
thanks to (4.2) which proves that Φ−1 is differentiable. 
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Proof of Proposition 4.1. Let τ > 0 and a1, . . . , ak, b1, . . . , bk ∈ Ω satisfying 2max1≤i≤k|ai − bi| <
τ ≤ 2ρ¯(b1, . . . , bk)/5. LetΦ be the diffeomorphism given by Lemma 4.2 for these points. For every
ρ ∈ (0, τ) and u ∈ W 1,2(Ω \ ⋃ki=1 B¯ρ(ai),N ), we estimate the energy of the map v := u ◦ Φ ∈
W 1,2(Ω \⋃ki=1 B¯ρ(bi),N ) as follows.
We deduce from (i), (ii) in Lemma 4.2 and from the change of variable x = Φ(y) thatˆ
Ω\
⋃k
i=1
B¯ρ(bi)
|Dv(y)|2 dy −
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du(x)|2 dx
=
ˆ
⋃k
i=1(B2τ (ai)\B¯τ (ai))
( |Du(x)DΦ(Φ−1(x))|2
detDΦ(Φ−1(x))
− |Du(x)|2
)
dx.
(4.3)
We observe that, if we let (M :N) = tr(MN∗) be the inner poduct of matrices andM = Du(x) ∈
R
ν×2, A = DΦ(Φ−1(x)) ∈ GL2(R), we have
|MA|2
detA
− |M |2 =
(
M :M
( AA∗
detA
− id
))
and that, by smoothness of the map A ∈ GL2(R) 7→ AA∗/(detA), there exists η > 0 such that if
|A− id| ≤ η then ∣∣∣∣ AA∗detA − id
∣∣∣∣ ≤ C1|A− id|.
It follows then from (4.3) and (iii) in Lemma 4.2 that ifmax1≤i≤k|bi − ai| ≤ τη/2, then
(4.4)
ˆ
Ω\
⋃k
i=1
B¯ρ(bi)
|Dv|2
2
≤
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
+ C2 max
1≤i≤k
|bi − ai|
ˆ
Ω\
⋃k
i=1
B¯τ (ai)
|Du|2
2
.
If we now assume that trS1 u(bi + ρ ·) = γi, so that trS1 v(ai + ρ ·) = γi, we have by (4.4) and
Lemma 2.11 that
(4.5)
ˆ
Ω\
⋃k
i=1
B¯ρ(bi)
|Dv|2
2
≤
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
+ C2 max
1≤i≤k
|bi − ai|
(ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
−
k∑
i=1
λ(γi)
2
4π
log
τ
ρ
)
.
In view of (2.8), (4.5) implies that
Egeom,ρg,γ1,...,γk(b1, . . . , bk)
≤ Egeom,ρg,γ1,...,γk(a1, . . . , ak) + C2 max1≤i≤k|bi − ai|
(
Egeom,ρg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
τ
ρ
)
,
so that by (2.11), we have
(4.6) Egeomg,γ1,...,γk(b1, . . . , bk)
≤ Egeomg,γ1,...,γk(a1, . . . , ak) + C2 max1≤i≤k|bi − ai|
(
Egeomg,γ1,...,γk(a1, . . . , ak) +
k∑
i=1
λ(γi)
2
4π
log
1
τ
)
.
It follows then from (4.6) first that Egeomg,γ1,...,γk is locally bounded and next that Egeomg,γ1,...,γk is locally
Lipschitz continuous.
The proof for the geometrical renormalised energy Etopg,γ1,...,γk is similar, relying on (2.9) and (2.12)
instead of (2.8) and (2.11). 
5. Lower bounds
5.1. Lower bound on Dirichlet energy of maps. We first recall the definition of the Hausdorff
content in the particular case of compact planar sets.
Definition 5.1. The one-dimensional Hausdorff content of a compact set A ⊂ R2 is defined as
H1∞(A) := inf
{∑
B∈B
diam(B) : A ⊂
⋃
B∈B
B and B is a finite collection of closed balls
}
.
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Theorem 5.1. For every Lipschitz bounded domain Ω ⊂ R2 and every g ∈ W 1/2,2(∂Ω,N ), there
exists a constant C1, C2 ∈ R such that for every every compact set K ⊂ Ω with H1∞(K) > 0 and
every map u ∈W 1,2g (Ω \K,N ),
(5.1)
ˆ
Ω\K
|Du|2
2
≥ Esg(tr∂Ω u) log dist(K,∂Ω)H1∞(K)
−C1.
and
(5.2) |Du|2L2,∞(Ω\K,Rν×2) ≤ C2
(ˆ
Ω\K
|Du|2
2
− Esg(tr∂Ω u) log dist(K,∂Ω)
2H1∞(K)
)
,
where |Du|2L2,∞(Ω\K,Rν×2) = sups>0 s2L2({x ∈ Ω \K : |Du| ≥ s}) and C2 = 10 + 4log 2 .
When N = S1, Theorem 5.1 has its roots in a corresponding estimate for maps outside a finite
collection of balls [5, Corollary II.1]. In this case, the first lower bound (5.1) is due to Sandier
[32, Theorem 1] (see also [21, Theorem 1.1]). The left-hand side of (5.2) is a weak-L2 estimate on
|Du|, or equivalently an estimate in the Marcinkiewicz space or endpoint Lorentz space L2,∞(Ω \
K). The weak L2 estimate is reminiscent of the corresponding estimate for Ginzburg–Landau
equation in [36].
We will use decomposition of the plane into balls, in what is known as a ball growth construction
[33, Theorem 4.2] (see also [21, 32]).
Proposition 5.2. If B0 is a finite collection of closed balls such that
⋃
B∈B0 B 6= ∅ then, for every
t ∈ [0,+∞), there exists a finite collection B(t) of disjoint non-empty closed balls in R2 such that
(i) B0 =
⋃
B′∈B(0){B ∈ B0 : B ⊆ B′},
(ii) for every s ≥ t ≥ 0,
B(t) =
⋃
B′∈B(s)
{B ∈ B(t) : B ⊆ B′},
(iii) there exist ℓ ∈ N∗ and some intervals I1, . . . , Iℓ ⊂ R such that [0,+∞) =
⋃ℓ
j=1 Ij and such
that for each j ∈ {1, . . . , ℓ} and t ∈ Ij ,
B(t) = {B¯ρijet(a
i
j) : i ∈ {1, . . . , kj}},
with kj ∈ N∗ and for i ∈ {1, . . . , kj}, aij ∈ R2, ρij ∈ R+
(iv) for every t ≥ 0 ∑
B∈B(t)
diam(B) = et
∑
B∈B0
diam(B).
Remark 1. By disjointness of the balls in B(t) and by (ii), for every B,B′ ∈ ⋃t∈[0,+∞) B(t), we
have either B ∩B′ = ∅ or B ⊂ B′ or B′ ⊂ B.
The statement of Proposition 5.2 is essentially the same as in Sandier and Serfaty’s book [33,
theorem 4.2]. A crucial tool we will repeatedly use is the following merging of balls procedure (see
[33, lemma 4.1])
Lemma 5.3. For every finite set B of closed balls ofR2, there exists a finite set B′ of disjoint non-empty
closed balls of R2 such that
B =
⋃
B′∈B′
{B ∈ B : B ⊆ B′},
and ∑
B′∈B′
diam(B′) =
∑
B∈B
diam(B).
Proof. It is sufficient to prove the lemma for two balls. If B1 = B¯r1(a1) and B2 = B¯r2(a2) are not
disjoint then we observe that
B = B¯r1+r2
(
r1a1 + r2a2
r1 + r2
)
contains the B1 and B2. 
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Proof of Proposition 5.2. We first apply Lemma 5.3 to cover the collection of disks B0 with a collec-
tion of k1 ∈ N∗ disjoint non-empty closed balls B(0) = {B¯ρi
1
(ai
1
) : i = 1, . . . , k1}.
If k1 = 1, we take B(t) = {B¯ρ1
1
et(a
1
1)} for all t ∈ [0,+∞), ℓ = 1 and I1 = R; we observe that∑
B∈B(t) diam(B) = 2ρ11et.
If k1 ≥ 2, we define
t1 = sup{t ∈ [0,+∞) : for every i, i′ ∈ {1, . . . , k1} with i 6= i′,
one has B¯ρi
1
et(a
i
1) ∩ B¯ρi′
1
et
(ai
′
1 ) = ∅} > 0.
We set I1 = [0, t1) and for every t ∈ [0, t1), B(t) = (B¯ρi
1
et(a
i
1))i=1,...,k1 . We then apply Lemma 5.3
to cover the family of balls (B¯ρi
1
et1 (a
i
1))i=1,...,k1 with a family B(t1) = {B¯ρi
2
(ai2)} consisting of
k2 ∈ {1, . . . , k1 − 1} disjoint non-empty closed balls. We then set
t2 = sup{t ∈ [t1,+∞) : for every i, i′ ∈ {1, . . . , k2} with i 6= i′,
one has B¯ρi
2
et(a
i
1) ∩ B¯ρi′
2
et
(ai
′
1 ) = ∅},
I2 = [t1, t2) and B(t) = (B¯ρi
2
et(a
i
2))i=1,...,k2 for every t ∈ I2. Repeating the merging construction
of Lemma 5.3 and the previous process, we obtain the conclusion of Proposition 5.2. Indeed, the
merging process can occur only a finite number of times ℓ ∈ N∗ since it strictly decreases the
number of balls. Besides, by construction we obtain immediately (ii) and (iii).
The exponential growth of
∑
B∈B(t) diam(B), i.e., (iv) in Proposition 5.2, is a consequence of
the exponential growth of the radii of the balls in B(t) on each interval Ij , and of the conservation
of the quantity
∑
B∈B(t) diam(B) during the merging steps by Lemma 5.3 which ensures that the
map t 7→∑B∈B(t) diam(B) is continuous at the merging times tj . 
Proof of Theorem 5.1. We first observe that when 2H1∞(K) ≥ dist(K,∂Ω), then log dist(K,∂Ω)2H1∞(K) ≤ 0
so that (5.2) follows from Chebyshev’s inequality with C2 = 2.
We can thus assume that 2H1∞(K) < dist(K,∂Ω). We fix ε such that 0 < ε < 12 dist(K,∂Ω)−
H1∞(K). By definition of the Hausdorff content of a compact set (Definition 5.1), there exists a
finite family of closed balls B0 such that
(a) K ⊂ ⋃B∈B0 B,
(b) B ∩K 6= ∅ for each B ∈ B0,
(c)
∑
B∈B0 diam(B) < H1∞(K) + ε < 12 dist(K,∂Ω).
We then let {B(t)}t∈[0,+∞) be the family of growing balls given by Proposition 5.2 and we set
A(t) =
⋃
B∈B(t)
B.
In particular, by the property (c) of the cover B0, and by (iv) in Proposition 5.2,
(5.3)
∑
B∈B(0)
diam(B) =
∑
B∈B0
diam(B) < ε+H1∞(K) <
1
2
dist(K,∂Ω).
For every t ∈ [0,+∞) and B ∈ B(t), by (iv) in Proposition 5.2,
diam(B) ≤
∑
B∈B(t)
diam(B) = et
∑
B∈B(0)
diam(B).
Since by Proposition 5.2 (i), every ball B ∈ B(t) intersects the set K , it entails that A(t) ⊂ Ω¯
whenever et
∑
B∈B(0) diam(B) ≤ dist(K,∂Ω). Hence, A(T ) ⊂ Ω¯, where
(5.4) T := log
dist(K,∂Ω)∑
B∈B(0) diam(B)
∈ (log 2,+∞).
According to (iii) in Proposition 5.2, we can write [0, T ) =
⋃ℓ
i=1[ti−1, ti) with ℓ ∈ N∗, t0 = 0,
tℓ = T and for every t ∈ [ti−1, ti), B(t) = {B¯ρijet(a
i
j) : j ∈ {1, . . . , ki}}.
By (ii) in Proposition 5.2 and by disjointness of the closed disks in B(t), we have
∂B ∩ ∂B′ = ∅ if B,B′ ∈
⋃
t∈[0,+∞)
B(t) with B 6= B′.
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We can thus define the function U : Ω→ [0,+∞) by
U(x)2 :=
{Esg(tr∂B u)
πr2
if x ∈ ∂B for some t ∈ [0, T ) and B = B¯r(a) ∈ B(t),
0 otherwise.
For every s, t ∈ [0, T ) with s ≤ t, we write
(5.5)
ˆ
A(t)\A(s)
|Du|2
2
=
ˆ
A(t)\A(s)
U |Du| − U
2
2
+
ˆ
A(t)\A(s)
(|Du| − U)2
2
.
By integration in polar coordinates, if ti−1 ≤ s ≤ t < ti with i ∈ {1, . . . , ℓ}, then
ˆ
A(t)\A(s)
U |Du| − U
2
2
=
ki∑
j=1
ˆ ρijet
ρije
s
(ˆ
∂Br(aij)
(
U |Du| − U
2
2
)
dH1
)
dr
=
ki∑
j=1
ˆ ρijet
ρije
s
(√Esg(tr∂Br(aij) u)√
π r
( ˆ
∂Br(aij)
|Du|dH1
)
−
Esg(tr∂Br(aij) u)
r
)
dr
≥
ki∑
j=1
ˆ ρijet
ρije
s
Esg(tr∂Br(aij ) u)
dr
r
,
where in the last inequality we have used that in view of (2.7)ˆ
∂Br(aij )
|Du|dH1 ≥
√
4πEsg(tr∂Br(aij) u).
We extend in this proof the notion of singular energy of a boundary map to the case of a discon-
nected open set with Lipschitz boundary by defining:
Esg(tr∂A(t) u) :=
∑
B∈B(t)
Esg(tr∂B u).
Then, using the change of variables r = ρije
σ , we obtain for ti−1 ≤ s ≤ t < ti that
(5.6)
ˆ
A(t)\A(s)
U |Du| − U
2
2
≥
ˆ t
s
Esg(tr∂A(σ) u) dσ.
We introduce for every t ∈ [0, T ] the set
A−(t) :=
⋃
0≤s<t
A(s) ⊂ Ω
which is the union of a finite number of disjoint closed disks in Ω 2, and the set
A :=
ℓ⋃
i=1
A−(ti) \A(ti−1) ⊂ Ω \K.
We have by (5.5) and (5.6),ˆ
A
|Du|2
2
≥
ˆ T
0
Esg(tr∂A(t) u) dt+
ˆ
A
(|Du| − U)2
2
.(5.7)
By monotonicity of the singular energy (see Proposition 2.6) and of the setsA(t), we have for every
s, t ∈ [0, T ) such that s ≤ t
(5.8) Esg(tr∂A(s) u) ≥ Esg(tr∂A(t) u) ≥ Esg(tr∂Ω u).
We then have by (5.7), (5.8) and (5.4),ˆ
Ω\K
|Du|2
2
≥ Esg(tr∂Ω u)(T − log 2) +
ˆ log 2
0
Esg(tr∂A(t) u) dt+
ˆ
A
(|Du| − U)2
2
≥ Esg(tr∂Ω u) log dist(K,∂Ω)
2r(B(0)) + (log 2)E
sg(tr∂A(log 2) u) +
ˆ
A
(|Du| − U)2
2
.
(5.9)
In particular (5.9) already yields the first estimate (5.1) in view of (5.3) where ε > 0 is arbitrary.
2Note that T could be a merging time for which A(T ) 6⊂ Ω, while A−(T ) ⊂ Ω by construction.
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In order to obtain the stronger estimate (5.2), we first observe, integrating over [log 2, T ) rather
than [0, T ), thatˆ
Ω\K
|Du|2
2
=
ˆ
A\A(log 2)
|Du|2
2
+
ˆ
(Ω\K)\(A\A(log 2))
|Du|2
2
≥
ˆ T
log 2
Esg(tr∂A(t) u) dt+
ˆ
(Ω\K)\(A\A(log 2))
|Du|2
2
≥ Esg(tr∂Ω u) log dist(K,∂Ω)
2r(B(0)) +
ˆ
(Ω\K)\(A\A(log 2))
|Du|2
2
.
(5.10)
We observe now that if s > 0
L2
({
x ∈ Ω \K : |Du| ≥ s
})
≤ L2
({
x ∈ (Ω \K) \ (A \A(log 2)) : |Du|(x) ≥ s
})
+ L2
({
x ∈ A \ A(log 2) : ||Du| − U |(x) ≥ s
2
})
+ L2
({
x ∈ A \ A(log 2) : U(x) ≥ s
2
})
.
(5.11)
By Chebyshev’s inequality, we have for the first term in the right hand side of (5.11),
(5.12) s2L2
({
x ∈ (Ω \K) \ (A \A(log 2)) : |Du| ≥ s
})
≤ 2
ˆ
(Ω\K)\(A\A(log 2))
|Du|2
2
and for the second term,
(5.13) s2L2
({
x ∈ A \ A(log 2) : ||Du| − U | ≥ s
2
})
≤ 8
ˆ
A\A(log 2)
(|Du| − U)2
2
.
For the third term in the right hand side of (5.11) we first observe that, by definition of U , we have
{x ∈ Ω \A(log 2) : U(x) ≥ s/2} = ⋃B∈B ∂B, where
B :=
{
B = B¯r(a) ∈
⋃
t∈(log 2,T ]
B(t) : E
sg(tr∂Br(a) u)
πr2
≥ s
2
4
}
.
By construction, the set
⋃
B∈B ∂B can be covered by a collection of finite closed disks B˜ ⊂
∪t∈(log 2,T ]B(t) such that for every disk B˜ ∈ B˜, E
sg(tr∂B˜ u)
π rad(B˜)2
≥ s24 . Hence,
s2L2
({
x ∈ A \ A(log 2) : U(x) ≥ s
2
})
≤ s2
∑
D∈D
π rad(B˜)2 ≤ 4
∑
D∈D
Esg(tr∂D u).
Since A(log 2) ⊂ ⋃D∈DD, it entails by monotonicity of the singular energy (see Proposition 2.6),
(5.14) s2L2
({
x ∈ A \ A(log 2) : U(x) ≥ s
2
})
≤ 4Esg(tr∂A(log 2) u).
In view of the lower bounds (5.9) and (5.10), by summing (5.12), (5.13) and (5.14) and using (5.11),
we obtain
s2L2
({
x ∈ Ω \K : |Du| ≥ s
})
≤ C2
( ˆ
Ω\K
|Du|2
2
− Esg(tr∂Ω u) log dist(K,∂Ω)
2r(B(0))
)
,
where C2 = 10 +
4
log 2 .
The conclusion follows by letting ε→ 0 in (5.3). 
5.2. Lower bound on renormalised energies. We now prove that the renormalised energies
are bounded from below. The lower-bound we will obtain depends on the tubular neighbourhood
extension energy:
Definition 5.4. For every map g ∈W 1/2,2(∂Ω,N ) we define the tubular neighbourhood extension
energy to be
Eext(g) := inf
{ˆ
∂Ω×[0,1]
|Du|2
2
: u ∈W 1,2(∂Ω × [0, 1],N ) and tr∂Ω×{0} u = g
}
.
It is known that for every g ∈W 1/2,2(∂Ω,N ), one has Eext(g) < +∞ (see for example [6]). The
quantity Eext(g) is however not controlled in terms of theW 1/2,2 norm of the map g: if π1(N ) 6≃
{0}, a bubbling sequence gives a counterexample (see for example [4, Lemma 2.1; 27]).
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Lemma 5.5. For every Lipschitz bounded domain Ω ⊂ R2, there exist δ > 0 and a constant C such
that if g ∈W 1/2,2(∂Ω,N ), there existsG ∈W 1,2(Ωδ\Ω¯,N ), whereΩδ := {x ∈ R2 : dist(x,Ω) <
δ}, such that tr∂ΩG = g and ˆ
Ωδ\Ω¯
|DG|2
2
≤ CEext(g).
The proof of Lemma 5.5 consists in constructing a bi-Lipschitz map φ : ∂Ω × [0, 1] → Ωδ \ Ω
such that φ((x, 0)) = x for all x in ∂Ω. We reach the conclusion by taking G := u ◦ (φ−1)|Ωδ\Ω¯
with u an arbitrary admissible function in the infimum defining Eext(g). The details are left to the
reader.
Proposition 5.6. For every Lipschitz bounded domain Ω ⊂ R2, there exists a constant C ∈ (0,+∞)
such that for every g ∈ W 1/2,2(∂Ω,N ), for every minimal topological resolution (γ1, . . . , γk) ∈
W 1/2,2(S1,N ) of g and for every a1, . . . , ak ∈ Ω,
Egeomg,γ1,...,γk(a1, . . . , ak) ≥ Etopg,γ1,...,γk(a1, . . . , ak) ≥ Esg(g) log
1
CEsg(g) − CE
ext(g).
Proof. The first inequality has already been seen in (2.13). Let G be given by Lemma 5.5. If ρ ∈
(0, ρ¯(a1, . . . , ak)) and u ∈W 1,2(Ω\
⋃k
i=1 B¯ρ(ai),N ), we have by the first estimate of Theorem 5.1
applied to the extension of u to Ωδ by G,ˆ
Ω\
⋃k
i=1
Bρ(ai)
|Du|2
2
≥ Esg(g) log δ
4kρ
−
ˆ
Ωδ\Ω¯
|DG|2
2
.
By minimality of the topological resolution (γ1, . . . , γk), Esg(g) =
∑k
i=1
λ(γi)
2
4π and it follows that
Etopg,γ1,...,γk(a1, . . . , ak) ≥ Esg(g) log
δ
4k
− C1Eext(g).
By the definition of the systole given in (2.6), we have Esg(g) = ∑ki=1 λ(γi)24π ≥ k sys(N )24π , and the
conclusion follows. 
6. Coercivity of the renormalised energies
We describe the behaviour of the renormalised energy under collisions of singularities with each
other and with the boundary.
Proposition 6.1. Let g ∈W 1/2,2(∂Ω,N ) and (γ1, . . . , γk) ∈W 1/2,2(S1,N )k be aminimal topolog-
ical resolution of g. If (an1 , . . . , a
n
k)n∈N is a sequence inConfk Ω converging to some (a1, . . . , ak) ∈ Ω¯k
and if
lim sup
n→∞
Etopg,γ1,...,γk(an1 , . . . , ank ) < +∞,
then for every i ∈ {1, . . . , k}, ai ∈ Ω and if {a1, . . . , ak} = {a˜1, . . . , a˜ℓ} with (a˜1, . . . , a˜ℓ) distinct
points and for each j ∈ {1, . . . , ℓ}, Ij := {i ∈ {1, . . . , k} : ai = a˜j}, then for each j ∈ {1, . . . , ℓ},
there exists γ˜j ∈ C1(S1,N ) such that
λ(γ˜j)
2 =
∑
i∈Ij
λ(γi)
2,
the maps (γi)i∈Ij are a topological resolution of γ˜j , and the maps γ˜1, . . . , γ˜ℓ are a topological resolution
of g.
The assumption that (γ1, . . . , γk) ∈ W 1/2,2(S1,N )k be a minimal topological resolution of g
entails in particular that λ(γi) > 0 for each i ∈ {1, . . . , k}.
Proposition 6.1 implies the classical result of confinement away from the boundary and noncol-
lision of vortices for the classical Ginzburg–Landau case N = S1 [5, Theorem I.10]. Indeed, the
homotopy class of a map from S1 to S1 is classified by a degree deg γ ∈ Z, and λ(γ) = 2π|deg γ|;
the minimality condition imposes that all the maps γ1, . . . , γk share the same degree 1 or −1; the
collision condition imposes that ifm singularities converge to the same point, thenm2 = m, that
is,m = 1.
In general collision can occur, as can be seen by consideringN = S1× S1. The Dirichlet energy
decouples as the sum of two functionals for maps in S1 each of which being applied to one compo-
nent. The renormalised energy is then the sum of two renormalised energies and nothing prevent
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singularities of both components to merge in the limit. Algebraically in the collision condition, this
is related to the fact that |(1, 1)|2 = |(1, 0)|2 + |(0, 1)|2 .
Proposition 6.1 does not prevent collisions from occuring when two atomic singularities can
merge in an atomic singularities as it is the case in (Section 9.3.5).
The proof of Proposition 6.1 relies on the following estimate.
Lemma 6.2. Let Ω ⊂ R2 be a Lipschitz domain. Let a ∈ R2, σ, τ ∈ (0,+∞) with σ < τ , and
u ∈W 1,2(Bτ (a) \ B¯σ(a),N ), then,
ˆ
(Bτ (a)\B¯σ(a))∩Ω
|Du|2
2
≥ λ(γ)
2
4πντ,σ(a)
log
τ
σ
(
1−
(2π ´Bτ (a)\(Ω∪B¯σ (a))|Du|2
λ(γ)2 log τσ
)1/2)2
,
where γ ∈ C1(S1,N ) is a map homotopic to tr∂Br(a) u for every r ∈ [σ, τ ] and
ντ,σ(a) :=
1
2π log τσ
ˆ
(Bτ (a)\B¯σ (a))∩Ω
1
|x− a|2 dx.
Proof. For every r ∈ (σ, τ), we have
1
r
ˆ
∂Br(a)
|Du|dH1 ≥ λ(γ)
r
,
and therefore by integration in polar coordinates
(6.1)
ˆ
Bτ (a)\B¯σ (a)
|Du(x)|
|x− a| dx ≥ λ(γ) log
τ
σ
.
On the other hand, by the Cauchy–Schwarz inequality, we haveˆ
Bτ (a)\B¯σ(a)
|Du(x)|
|x− a| dx
≤
(ˆ
(Bτ (a)\B¯σ(a))∩Ω
1
|x− a|2 dx
)1/2(ˆ
(Bτ (a)\B¯σ(a))∩Ω
|Du|2 dx
)1/2
+
(ˆ
(Bτ (a)\B¯σ(a))\Ω
1
|x− a|2 dx
)1/2(ˆ
(Bτ (a)\B¯σ(a))\Ω
|Du|2 dx
)1/2
≤
(
2πντ,σ(a) log
τ
σ
) 1
2
(ˆ
(Bτ (a)\B¯σ (a))∩Ω
|Du|2 dx
)1/2
+
(
2π log
τ
σ
ˆ
Bτ (a)\(Ω∪B¯σ (a))
|Du|2 dx
)1/2
.
(6.2)
We reach the conclusion by (6.1) and (6.2). 
Proof of Proposition 6.1. Up to a permutationof the indices, we can assume that Ij = {kj−1, . . . , kj−
1}, for j ∈ {1, . . . , l}, where k0 = 1 < k1 < . . . < kℓ = k + 1.
Let δ > 0, Ωδ andG ∈W 1,2(Ωδ \ Ω¯,N ) be given by Lemma 5.5 and choose τ ∈ (0, δ) such that
if i, j ∈ {1, . . . , ℓ} and i 6= j, then |a˜i − a˜j | ≥ 4τ . We also take ρ, σ > 0 such that 2ρ < σ < τ
so that Bρ(ani ) ⊂ Bσ/2(ai) for each i and for n large enough, condition that we assume to be true
from now on.
For u ∈ W 1,2(Ωδ \
⋃k
i=1 B¯ρ(a
n
i ),N ) such that u = G on Ωδ \ Ω¯ and such that trS1 u(ani + ρ ·)
and γi are homotopic for each i ∈ {1, . . . , k}, we first estimate
(6.3)
ˆ
Ωδ\
⋃k
i=1
B¯ρ(ani )
|Du|2
2
≥
ℓ∑
j=1
ˆ
Bτ (a˜j )\Bσ(a˜j)
|Du|2
2
+
ℓ∑
j=1
ˆ
Bσ(a˜j)\
⋃kj−1
i=kj−1
B¯ρ(ani )
|Du|2
2
.
We define γ˜j ∈ C(S1,N ) to be a map which is homotopic to trS1 u(a˜j + r ·) for almost every
r ∈ (σ, τ). If we let η := ´Ωδ\Ω|DG|2, we have by Lemma 6.2
(6.4)
ˆ
(Bτ (a˜j )\B¯σ(a˜j ))∩Ω
|Du|2
2
≥ λ(γ˜j)
2
4πντ,σ(a˜j)
log
τ
σ
(
1−
( 2πη
λ(γ˜j)2 log
τ
σ
)1/2)2
.
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Since for every i ∈ {kj−1, . . . , kj − 1} we have Bρ(ani ) ⊂ Bσ/2(a˜j), the maps γkj−1 , . . . , γkj−1
form a topological resolution of γ˜j and dist(Bρ(ani ), ∂Bσ(a˜j)) ≥ σ2 . SinceH1∞(
⋃kj−1
i=kj−1
B¯ρ(a
n
i )) ≤
2ρ(kj − kj−1), by Theorem 5.1, we haveˆ
Bσ(a˜j )\
⋃kj−1
i=kj−1
B¯ρ(ani )
|Du|2
2
≥ Esg(γ˜i) log σ
4(kj − kj−1)ρ
≥
kj−1∑
i=kj−1
λ(γi)
2
4π
log
σ
4(kj − kj−1)ρ.
(6.5)
By (6.3), (6.4) and (6.5), taking the limit ρ→ 0, we deduce that
lim inf
n→∞ E
top
g,γ1,...,γk
(an1 , . . . , a
n
k ) ≥
ℓ∑
j=1
[
λ(γ˜j)
2
4πντ,σ(a˜j)
(
1−
( 2πη
λ(γ˜j)2 log
τ
σ
)1/2)2
log
τ
σ
+
kj−1∑
i=kj−1
λ(γi)
2
4π
log
σ
4(kj − kj−1)
]
.
(6.6)
We assume now that we have lim supn→∞ Etopg,γ1,...,γk(an1 , . . . , ank) < +∞. By letting σ → 0 in
(6.6), we deduce that
ℓ∑
j=1
λ(γ˜j)
2
lim supσ→0 ντ,σ(a˜j)
≤
k∑
i=1
λ(γi)
2.
Since (γ1, . . . , γk) and (γ˜1, . . . , γ˜ℓ) are two topological resolutions of g, with (γ1, . . . , γk) which
is minimal, and since ντ,σ(a˜j) ≤ 1, we necessarily have ∑ℓj=1 λ(γ˜j)2 = ∑ki=1 λ(γi)2 and for all
j ∈ {1, . . . , l} such that λ(γ˜j) > 0, lim supσ→0 ντ,σ(a˜j) = 1. Since the boundary ∂Ω is Lipschitz,
the latter condition implies that a˜j ∈ Ω. 
7. Renormalisable maps and renormalisable singular harmonic maps
7.1. Renormalised energy of renormalisable maps. We define renormalisable maps as maps
that have square-integrable derivative away from a set of singularities andwhose derivative remains
controlled near the singularity.
Definition 7.1. A map u : Ω → N is renormalisable if there exists a finite set S ⊂ Ω such that if
ρ > 0 is small enough, u ∈W 1,2(Ω \⋃a∈S B¯ρ(a),N ) and its renormalised energy Eren(u) is finite,
where
Eren(u) := lim inf
ρ→0
ˆ
Ω\
⋃
a∈S
B¯ρ(a)
|Du|2
2
−
∑
a∈S
λ(tr∂Bρ(a) u)
2
4π
log
1
ρ
< +∞.
We denote byW 1,2ren(Ω,N ) the set of renormalisable mappings.
Let u ∈ W 1,2ren(Ω,N ) be a renormalisable map and S0 ⊂ Ω be the minimal set such that u ∈
W 1,2(Ω \ ⋃a∈S0 B¯ρ(a),N ). In other words, S0 is the set of points a ∈ Ω such that Du is not
square-integrable near a. Hence, if a ∈ Ω \ S0, then λ(tr∂Bρ(a) u) = 0 for ρ > 0 small enough. In
particular, the lim inf defining Eren(u) does not depend on the set S and Eren(u) is well-defined.
IfS = ∅, then Eren(u) = ´Ω|Du|2. IfS = {a1, . . . , ak}with k ∈ N∗ and (a1, . . . , ak) ∈ Confk Ω,
then we have by Lemma 2.11 that the map
ρ ∈ (0, ρ¯(a1, . . . , ak)) 7→
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
−
k∑
i=1
λ(tr∂Bρ(ai) u)
2
4π
log
1
ρ
is non-decreasing, and the liminf is thus a limit. We have thus
Eren(u) = lim
ρ→0
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
−
k∑
i=1
λ(tr∂Bρ(ai) u)
2
4π
log
1
ρ
= sup
ρ∈(0,ρ¯(a1,...,ak))
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Du|2
2
−
k∑
i=1
λ(tr∂Bρ(ai) u)
2
4π
log
1
ρ
.
(7.1)
Proposition 7.2. If u ∈ W 1,2ren(Ω,N ), then either one has u ∈ W 1,2(Ω,N ) or there exist k ∈ N∗,
(a1, . . . , ak) ∈ Confk Ω and γ1, . . . , γk ∈ C1(S1,N ) such that
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(i) for every ρ ∈ (0, ρ¯(a1, . . . , ak)), we haveˆ
Ω\
⋃k
i=1
Bρ(ai)
|Du|2
2
+
k∑
i=1
ˆ
Bρ(ai)
1
2
(
|Du| − λ(γi)
2π|x− ai|
)2 ≤ Eren(u) + k∑
i=1
λ(γi)
2
4π
log
1
ρ
,
in particular, u ∈W 1,1(Ω,N ),
(ii) (γ1, . . . , γk) is a topological resolution of tr∂Ω u,
(iii) for each i ∈ {1, . . . , k}, γi is a non-trivial minimising closed geodesic,
(iv) for each i ∈ {1, . . . , k}, there exists a sequence (ρℓ)ℓ∈N converging to 0 such that the sequence
(trS1 u(ai + ρℓ ·))ℓ∈N converges strongly to γi inW 1,2(S1,N ),
(v) for each i ∈ {1, . . . , k}, limρ→0 dsynh(trS1 u(ai + ρ ·), γi) = 0,
(vi) Eren(u) ≥ Egeomg,γ1,...,γk(a1, . . . , ak).
In this case, we denote the set of singularities by sing(u) = {(a1,γ1), . . . , (ak,γk)}, where γi :=
{γ : dsynh(γ, γi) = 0} is the synharmony class of γi; in the case where u ∈ W 1,2(Ω,N ), we set
sing(u) = ∅.
Remark 2. Given u ∈ W 1,2ren(Ω,N ), a ∈ Ω and a synharmony class of minimising geodesics γ , we
have that (a,γ) ∈ sing(u) if and only if Du is not square-integrable near a and if each γ ∈ γ
satisfies limρ→0 dsynh(trS1 u(ai + ρ ·), γ) = 0. In particular, the set sing(u) is well-defined.
Proof of Proposition 7.2. Let S ⊂ Ω be given by the definition of renormalisable mappings (Defi-
nition 7.1). Without loss of generality, we assume that S 6= ∅ so that there exist k ∈ N∗ and
(a1, . . . , ak) ∈ Confk Ω such that S = {a1, . . . , ak}.
For every i ∈ {1, . . . , k}, we let γˆi ∈ C(S1,N ) be a map homotopic in VMO(S1,N ) to the map
trS1 u(ai + r ·) for every r ∈ (0, ρ¯(a1, . . . , ak)).
Step 1. Upper bound near singularities. For every i ∈ {1, . . . , k}, ρ ∈ (0, ρ¯(a1, . . . , ak)] and for
almost every r ∈ (0, ρ), we have ´∂Br(ai) |Du|
2
2 dH1 ≥ λ(γˆi)
2
2πr . Hence, by definition of the renor-
malised energy and by monotone convergence, we have
Eren(u) +
k∑
i=1
λ(γˆi)
2
4π
log
1
ρ
= lim
σ→0
(ˆ
Ω\
⋃k
i=1
Bρ(ai)
|Du|2
2
+
k∑
i=1
ˆ
Bρ(ai)\Bσ(ai)
|Du|2
2
−
k∑
i=1
λ(γˆi)
2
4π
log
ρ
σ
)
=
ˆ
Ω\
⋃k
i=1
Bρ(ai)
|Du|2
2
+
k∑
i=1
ˆ ρ
0
(ˆ
∂Br(ai)
|Du|2
2
dH1 − λ(γˆi)
2
4πr
)
dr.
(7.2)
On the other hand, for every i ∈ {1, . . . , k} and for almost every r ∈ (0, ρ), we have that´
∂Br(ai)
|Du|dH1 ≥ λ(γˆi) and thusˆ
∂Br(ai)
(
|Du| − λ(γˆi)
2πr
)2
dH1 =
ˆ
∂Br(ai)
|Du|2 dH1 −
ˆ
∂Br(ai)
|Du|λ(γˆi)
πr
dH1 + λ(γˆi)
2
2πr
≤
ˆ
∂Br(ai)
|Du|2 dH1 − λ(γˆi)
2
2πr
.
Hence,
Eren(u) +
k∑
i=1
λ(γˆi)
2
4π
log
1
ρ
≥
ˆ
Ω\
⋃k
i=1
Bρ(ai)
|Du|2
2
+
k∑
i=1
ˆ
Bρ(ai)
1
2
(
|Du| − λ(γˆi)
2π|x− ai|
)2
.(7.3)
In particular, if γˆi is homotopic to a constant map, then we have λ(γˆi) = 0 and u ∈ W 1,2(Ω \
{a1, . . . , ai−1, ai+1, . . . , ak},N ) since the right-hand side of (7.3) is finite. By redefining the set
{a1, . . . , ak}, we can thus assume that for every i ∈ {1, . . . , k}, the map γˆi is not homotopic to a
constant map.
Step 2. Construction of the singularities γi.
For almost every r ∈ (0, ρ¯(a1, . . . , ak)), we have
(7.4)
k∑
i=1
( ˆ
∂Br(ai)
|Du|2
2
dH1 − λ(γˆi)
2
4πr
)
≥ 1
r
k∑
i=1
( ˆ
S1
|u(ai + r ·)′|2
2
− λ(γˆi)
2
4π
)
≥ 0.
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By (7.2), the left-hand side of (7.4) is integrable with respect to r near 0. In particular, there exists
a sequence (ρℓ)ℓ∈N in (0, ρ¯(a1, . . . , ak)) converging to 0 with for every i ∈ {1, . . . , k},
(7.5) lim
ℓ→∞
ˆ
S1
|u(ai + ρℓ ·)′|2
2
=
λ(γˆi)
2
4π
.
This implies that for each i ∈ {1, . . . , k}, the sequence (u(ai + ρℓ ·))ℓ is bounded in W 1,2(S1,N )
and has a subsequence which converges weakly in W 1,2(S1,Rν) to some map γi ∈ W 1,2(S1,N ).
By Morrey’s embedding theorem, the convergence is uniform. Since the homotopy classes are
closed under uniform convergence, γi is homotopic to γˆi. Moreover, we have by (7.5)
(7.6)
ˆ
S1
|γ′i|2
2
≤ λ(γˆi)
2
4π
=
λ(γi)
2
4π
,
and thus γi is a minimising geodesic. By (7.5) and (7.6), the sequence (u(ai + ρℓ ·))ℓ∈N converges
strongly to γi inW 1,2(S1,N ).
Step 3. Synharmonic convergence. We set T = − log ρ¯(a1, . . . , ak) and for i ∈ {1, . . . , k}, we define
the function vi : S1 × (T,+∞)→ N by vi(x, t) = u(ai + e−tx) for every (x, t) ∈ S1 × (T,+∞).
By (7.2), we have
ˆ +∞
T
(ˆ
S1
|Dvi|2
2
− λ(γi)
2
4π
)
dt =
ˆ ρ¯(a1,...,ak)
0
(ˆ
∂Br(ai)
|Du|2
2
dH1 − λ(γi)
2
4πr
)
dr < +∞.
In particular, since the pseudometric dsynh(·, ·) satisfies the triangle inequality (Proposition 3.3 (v)),
we have
lim
ρ→0 dsynh(u(a+ ρ ·), γi) = limρ→0 limℓ→∞ dsynh(u(a+ ρ ·), u(a + ρℓ ·))
≤ lim sup
ρ→0
lim sup
ℓ→∞
ˆ − log ρℓ
− log ρ
(ˆ
S1
|Dvi|2
2
− λ(γi)
2
4π
)
dt = 0.
(7.7)
Step 4. Geometric renormalised energy. First note that, by Fubini’s theorem,we have trS1 u(ai+σ ·) ∈
W 1,2(S1,N ) for almost every σ ∈ (0, ρ¯(a1, . . . , ak)). Given such a radius σ, we take T > 0 and
ui ∈ W 1,2(S1 × [0, T ],N ) such that trS1×{0} ui = trS1 u(ai + σ ·) and trS1×{T} ui = γi, we set
ρ := e−Tσ and we define the map v ∈W 1,2(Ω \⋃ki=1 B¯ρ(ai),N ) by
v(x) =


u(x) if x ∈ Ω \⋃ki=1 B¯σ(ai),
ui
(
x−ai
|x−ai| , log
σ
|x−ai|
)
if x ∈ Bσ(ai) \ B¯ρ(ai) for some i ∈ {1, . . . , k}.
We have then
ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Dv|2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
ρ
=
ˆ
Ω\
⋃k
i=1
B¯σ(ai)
|Du|2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
σ
+
k∑
i=1
(ˆ
S1×[0,T ]
|Dui|2
2
− T λ(γi)
2
4π
)
.
It follows by (2.11) and (7.1) that
Egeomg,γ1,...,γk(a1, . . . , ak) ≤ Eren(u) +
k∑
i=1
lim inf
σ→0 dsynh(γi, trS1 u(ai + σ ·)) = E
ren(u). 
Remark 3. The assertion (i) in Proposition 7.2 implies a weak L2 estimate on
⋃k
i=1Bρ(ai) for every
ρ ∈ (0, ρ¯(a1, . . . , ak)), Indeed, if λ(γi)πt < r < ρ, then
H1({x ∈ ∂Br(ai) : |Du(x)| > t}) ≤ H1
({
x ∈ ∂Br(ai) :
∣∣∣|Du(x)| − λ(γi)
2πr
∣∣∣ > t
2
})
≤ 4
t2
ˆ
∂Br(ai)
(
|Du| − λ(γi)
2πr
)2
dH1.
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It follows thus that for every t > 0, setting rt := inf{λ(γi)πt , ρ},
L2({x ∈ Bρ(ai) : |Du(x)| > t}) ≤ L2({x ∈ Bρ(ai) \Brt(ai) : |Du(x)| > t}) + L2(Brt(ai))
≤ 4
t2
ˆ ρ
0
ˆ
∂Br(ai)
(
|Du| − λ(γi)
2πr
)2
dH1 dr + λ(γi)
2
t2π
.
Hence, by the estimate (i) in Proposition 7.2, we have the weak L2 estimate:
|Du|2
L2,∞(
⋃k
i=1
Bρ(ai),Rν×2)
= sup
t>0
t2L2({x ∈ ⋃ki=1Bρ(ai) : |Du(x)| > t})
≤ 8
(
Eren(u)−
ˆ
Ω\
⋃k
i=1
Bρ(ai)
|Du|2
2
+
(
log
1
ρ
+
1
2
) k∑
i=1
λ(γi)
2
4π
)
.
(7.8)
In particular, (i) implies an Lp estimate for 1 ≤ p < 2 since
‖Du‖
Lp
(⋃k
i=1Bρ(ai),R
ν×2) ≤ CL2(⋃ki=1Bρ(ai)) 1p− 12 |Du|L2,∞(⋃k
i=1
Bρ(ai),Rν×2
)
≤ Cρ 2p−1|Du|
L2,∞(
⋃k
i=1
Bρ(ai),Rν×2)
.
7.2. Renormalisable singular harmonic map. Renormalisable singular harmonic maps are de-
fined as renormalisable maps which are harmonic outside their singular set.
Definition 7.3. The map u ∈ W 1,2ren(Ω,N ) is a renormalisable singular harmonic map whenever u
is harmonic on Ω \ {a1, . . . , ak}, with {(a1,γ1), . . . , (ak,γk)} = sing(u).
Lemma 7.4. Let u ∈W 1,2ren(Ω,N ) be a renormalisable singular harmonic map and letϕ ∈ C2c (Ω,Rν).
If for every (a,γ) ∈ sing(u) one has ϕ(a) = 0, then we haveˆ
Ω
Du ·Dϕ =
ˆ
Ω
ϕ ·A(u)[Du,Du].
Here and in the sequel,
A(u)[Du,Du] =
∑
m+1≤i≤ν
∑
1≤j,k≤2
Ai(u)(∂ju, ∂ku)ni(u)
with dimN = m and where (nm+1(u), · · · , nν(u)) is a local orthonormal frame of TuN⊥ and
Ai(u) = ∇νi(u) is the second fundamental form ofN is the normal direction νi(u).
Proof. Let S := {a : (a,γ) ∈ sing(u)} ⊂ Ω be the singular set of u. Since the map u is harmonic
on Ω \ S , we have u ∈ C∞(Ω \ S) [19], and
−∆u = A(u)[Du,Du] in Ω \ S.
For every a ∈ S and ρ > 0 such that the disks B¯ρ(a) ⊂ Ω are disjoint for a ∈ S , we have by
integration by partsˆ
Ω\
⋃
a∈S
Bρ(a)
Du ·Dϕ =
ˆ
Ω\
⋃
a∈S
Bρ(a)
ϕ ·A(u)[Du,Du] −
∑
a∈S
ˆ
∂Bρ(a)
ϕ∂νudH1.
Since u is renormalisable, we have by (i) in Proposition 7.2 that |Du| ∈ L1(Ω) and so Du ·Dϕ ∈
L1(Ω) asDϕ is bounded. Hence,
lim
ρ→0
ˆ
Ω\
⋃
a∈S
Bρ(a)
Du ·Dϕ =
ˆ
Ω
Du ·Dϕ.
This also implies that
lim inf
ρ→0 ρ
ˆ
∂Bρ(a)
|Du|dH1 = 0
which in turn yields, as ϕ(a) = 0 and ϕ is Lipschitz-continuous,
lim inf
ρ→0
ˆ
∂Bρ(a)
ϕ∂νudH1 = 0. 
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Finally, using again (i) in Proposition 7.2, we obtain |· − a||Du|2 ∈ L1(Bρ(a)). Hence, since
A(u) is bounded by compactness and smoothness of the manifoldN , and using again the fact that
ϕ(a) = 0 with ϕ is Lipschitz-continuous, we obtain that ϕ · A(u)[Du,Du] ∈ L1(Ω) and thus
lim
ρ→0
ˆ
Ω\
⋃
a∈S
Bρ(a)
ϕ ·A(u)[Du,Du] =
ˆ
Ω
ϕ ·A(u)[Du,Du].
Proposition 7.5. If u ∈ W 1,2ren(Ω,N ) is a renormalisable singular harmonic map and sing(u) =
{(a1,γ1), . . . , (ak,γk))}, then u ∈ C∞(Ω \ {a1, . . . , ak},N ) and for every i ∈ {1, . . . , k} and
ρ ∈ (0, ρ¯(a1, . . . , ak)),
(7.9) sup
x∈Bρ(ai)\{ai}
|x− ai||Du(x)| < +∞.
Proof. The regularity follows from the classical regularity theory for harmonic maps on planar
domains [19].
For the estimate, there exist ε > 0 and C1 > 0 such that if u ∈ W 1,2(Br(x0),N ) is a smooth
harmonic map on Br(x) and ‖Du‖L2(Br(x)) ≤ ε, then |Du(x)| ≤ C1/r [34, Theorem 2.2]. For
every i ∈ {1, . . . k}, if Br(x) ⊆ Bρ(ai) \ {ai} we haveˆ
Br(x)
|Du|2 ≤ 2
ˆ
Br(x)
(
|Du(y)| − λ(γi)
2π|y − ai|
)2
dy + 2
ˆ
Br(x)
λ(γi)
2
4π2|y − ai|2 dy.
By Proposition 7.2 (i), we deduce that there exists δ ∈ (0, 1) such that if i ∈ {1, . . . , k} and x ∈
Ω \ {a1, . . . , ak} satisfy |x− ai| ≤ δ and if r = δ|x− ai|, then we have Br(x) ⊆ Bρ(ai) \ {ai} ⊆
Ω \ {a1, . . . , ak} and ‖Du‖L2(Br(x)) ≤ ε and hence |Du(x)| ≤ C1/(δ|x − ai|). 
Definition 7.6. A map u ∈ W 1,2ren(Ω,N ) is a stationary renormalisable singular harmonic map
whenever for every mapψ ∈ C2c (Ω,R2)which is constant in a neighbourhood of a for each (a,γ) ∈
sing(u), we have ˆ
Ω
Du:(DuDψ) =
1
2
ˆ
Ω
|Du|2 divψ.
In view of the estimate (i) in Proposition 7.2, namely, the fact that |· − a||Du|2 is integrable near
a, it is equivalent in Definition 7.6 to assume the condition to hold for any ψ ∈ C2c (Ω,R2) such that
Dψ(a) = 0 for every (a,γ) ∈ sing(u).
The following provides a criterion for a renormalisable singular harmonic map to be stationary.
Lemma 7.7. Let u ∈ W 1,2ren(Ω,N ) be a renormalisable singular harmonic map and define the stress-
energy tensor by
T =
|Du|2
2
−Du∗Du =
( |Du|2
2
δij − ∂iu · ∂ju
)
i,j∈{1,2}
.
Then T is smooth in Ω \ {a1, . . . , ak} and
divT = 0 in Ω \ {a1, . . . , ak}.
The map u is a stationary singular harmonic map if and only if the flux of T around any small circle
containing a singularity vanishes.
Proof. The fact that the stress-energy tensor T is divergence-free in Ω \ {a1, . . . , ak} follows from
the fact that u is harmonic and thus smooth in Ω \{a1, . . . , ak}. Hence, we can see that (div T )i =
−∂iu ·∆u = 0 for i ∈ {1, 2}, because the Laplacian of u is orthogonal to the tangent space of N
at u. It follows then that if ψ is as in Definition 7.6 and ifDi are disjoint closed disks in Ω such that
ai belongs to the interior of Di for i = 1, . . . , k, thenˆ
Ω\
⋃k
i=1
Di
Du:(DuDψ)− |Du|
2
2
divψ =
k∑
i=1
ˆ
∂Di
ψ · T · ν dH1. 
Lemma 7.7 can be reinterpreted in terms of the Hopf differential defined by ωu(z) := |∂xu|2 −
|∂yu|2 − 2i∂xu · ∂yu. The stress-energy tensor T is divergence-free in an open set if and only
if the Hopf differential is holomorphic in this open set. Furthermore u is a stationary singular
harmonic map if and only if the residues of the Hopf differential in the points (a1, . . . , ak) vanish,
see [5, Theorem 8.4].
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Definition 7.8. A map u ∈ W 1,2ren(Ω,N ) such that sing(u) = {(a1,γ1), . . . , (ak,γk)} is a mini-
mal renormalisable singular harmonic map if for every map v ∈ W 1,2ren(Ω,N ) such that sing(v) =
{(b1,γ1), . . . , (bk,γk)} (that is the synharmony classes γi are fixed but not the points), one has
Eren(u) ≤ Eren(v).
Proposition 7.9. If u ∈W 1,2ren(Ω,N ) is a minimal renormalisable singular harmonic map, then u is
a stationary renormalisable singular harmonic map.
Proof. First, we observe that u is a minimising harmonic map away from the singularities and is
thus smooth outside these singularities. In particular, u is a renormalisable singular harmonic map.
Let sing(u) = {(a1,γ1), . . . , (ak,γk)}. Let ψ ∈ C2c (Ω,R2), and assume that ψ is constant on the
disks Bρ(ai) for some ρ > 0. We define then Ψt(x) = x+ tψ(x) for x ∈ Ω. If |t| is small enough,
then Ψt is a diffeomorphism onto Ω and Ψt(x) = x+ tψ(ai) for x ∈ Bρ(ai). If follows then that
Eren(u ◦ Ψ−1t )− Eren(u) =
ˆ
Ω\
⋃k
i=1
Bρ(Ψt(ai))
|D(u ◦ Ψ−1t )|2
2
−
ˆ
Ω\
⋃k
i=1
Bρ(ai)
|Du|2
2
=
ˆ
Ω\
⋃k
i=1
Bρ(ai)
|(Du)((DΨt)−1 ◦ Ψt)|2
2
det(DΨt)− |Du|
2
2
.
The conclusion follows then by computing the derivative with respect to t at 0, which by mini-
mality must vanish. 
8. Renormalisable harmonic maps with prescribed singularities
8.1. Topologically prescribed singularities. The topological renormalised energy Etopg,γ1,...,γk is
defined as a supremum of infima over classes of maps. For given points a1, . . . , ak ∈ Ω, it can be
computed in terms of a limit of energies of a minimal harmonic map with prescribed singularities.
Proposition 8.1. Let (a1, . . . , ak) ∈ Confk Ω, g ∈W 1/2,2(∂Ω,N ) and (γ1, . . . , γk) ∈ C1(S1,N )k
be a topological resolution of g such that γi is not homotopic to constant map for every i ∈ {1, . . . , k}.
Then, there exists a map u ∈W 1,2ren(Ω,N ) such that
(i) tr∂Ω u = g,
(ii) sing(u) = {(a1, γ˜1), . . . , (ak, γ˜k)} for some synharmony classes γ˜i consisting of minimising
geodesics homotopic to γi,
(iii) for every ρ > 0, u is anN -valued minimising harmonic map insideΩ\⋃ki=1 B¯ρ(ai)with respect
to its own boundary conditions,
(iv) Eren(u) = Etopg,γ1,...,γk(a1, . . . , ak).
For the classical Ginzburg–Landau problem with N = S1, the map u, known as the canonical
harmonic map, is unique [5, Corollary I.1]. In this case, the energy of u outside small disks was
already known to give asymptotically the renormalised energy [5, Theorem I.8] and u is the limit
of harmonic maps outside small disks [5, Theorem I.6].
Proof of Proposition 8.1. By (2.9), for every ρ ∈ (0, ρ¯(a1, . . . , ak), there exists a map uρ ∈W 1,2(Ω \⋃k
i=1 B¯ρ(ai),N ) such that tr∂Ω uρ = g and for every i ∈ {1, . . . , k} the maps trS1 uρ(ai+ ρ ·) and
γi are homotopic in VMO(S1,N ) andˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Duρ|2
2
= Etop,ρg,γ1,...,γk(a1, . . . , ak).
By Lemma 2.11, if ρ < σ < ρ¯(a1, . . . , ak), we have
ˆ
Ω\
⋃k
i=1
B¯σ(ai)
|Duρ|2
2
≤ Etop,ρg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
λ(γi)
2
4π
log
σ
ρ
,
and thus, by definition (2.12) of the topological renormalised energy Etopg,γ1,...,γk(a1, . . . , ak)we have
(8.1) lim sup
ρ→0
ˆ
Ω\
⋃k
i=1
B¯σ(ai)
|Duρ|2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
σ
≤ Etopg,γ1,...,γk(a1, . . . , ak).
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By the boundedness condition (8.1) and by a diagonal argument, there exists a sequence (ρn)n∈N →
0 and a map u : Ω \ {a1, . . . , ak} → N such that for every σ ∈ (0, ρ¯(a1, . . . , ak)), the se-
quence (uρn |Ω\⋃k
i=1
B¯σ(ai)
)n∈N converges weakly to u|Ω\⋃k
i=1
B¯σ(ai)
inW 1,2(Ω \⋃ki=1 B¯σ(ai),N ).
By weak lower semi-continuity of the Dirichlet integral, we deduce from (8.1) that for every σ ∈
(0, ρ¯(a1, . . . , ak)),
(8.2)
ˆ
Ω\
⋃k
i=1
B¯σ(ai)
|Du|2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
σ
≤ Etopg,γ1,...,γk(a1, . . . , ak).
By (8.1) and Fatou’s lemma we have for every i ∈ {1, . . . , k}, if 0 < σ < τ < ρ¯(a1, . . . , ak),ˆ τ
σ
(
lim inf
n→∞
ˆ
∂Br(ai)
|Duρn |2
2
dH1
)
dr ≤ Etopg,γ1,...,γk(a1, . . . , ak) +
k∑
i=1
λ(γi)
2
4π
log
1
σ
,
and thus for almost every r ∈ (0, ρ¯(a1, . . . , ak),
lim inf
n→∞
ˆ
∂Br(ai)
|Duρn |2 dH1 < +∞.
By Morrey’s inequality and the Ascoli criterion for compactness, there exists a sequence of inte-
gers (nrℓ)ℓ∈N → ∞ such that (trS1 uρnr
ℓ
(ai + r ·))ℓ∈N converges in L∞(S1,N ) to trS1 u(ai + r ·).
Therefore, the maps trS1 u(ai + r ·) and γi are homotopic in VMO(S1,N ). By (8.2) and by def-
inition of renormalised maps and their remormalised energies (see Definition 7.1), we have that
u ∈ W 1,2ren(Ω,N ), Eren(u) ≤ Etopg,γ1,...,γk(a1, . . . , ak). By Proposition 7.2 (see also Remark 2), we
have that sing(u) = {(a1, γ˜1), . . . , (ak, γ˜k)}; (v) in Proposition 7.2 together with (iii) in Proposi-
tion 3.3 ensures that for each i, maps in the synharmony class γ˜i are homotopic to γi and (vi) in
Proposition 7.2 yields
Eren(u) = Etopg,γ1,...,γk(a1, . . . , ak).
Since u|
Ω\
⋃k
i=1
B¯σ(ai)
is a weak limit of a sequence of minimising harmonic maps, it is a minimising
harmonic map [24]. 
8.2. Geometrically prescribed singularities. We now state the analogous of Proposition 8.1 for
the geometrical renormalised energy Egeomg,γ1,...,γk .
Proposition 8.2. Let (a1, . . . , ak) ∈ Confk Ω, g ∈W 1/2,2(∂Ω,N ) and (γ1, . . . , γk) ∈ C1(S1,N )k
be a minimal topological resolution of g such that each γi is a minimising geodesic. Then, there exists
a map u ∈W 1,2ren(Ω,N ) such that
(i) tr∂Ω u = g,
(ii) sing(u) = {(a1, γ˜1), . . . , (ak, γ˜k)}, for some synharmony classes γ˜i consisting of minimising
geodesics homotopic to γi,
(iii) for every ρ > 0, u is aN -valued minimising harmonic map inside Ω \⋃ki=1 B¯ρ(ai) with respect
to its own boundary conditions,
(iv) Egeomg,γ1,...,γk(a1, . . . , ak) = Eren(u) +
∑k
i=1 dsynh(γi, γ˜i).
Proof of Proposition 8.2. For every ρ ∈ (0, ρ¯(a1, . . . , ak)), by definition of Egeom,ρg,γ1,...,γk , there exists
a map uρ ∈ W 1,2(Ω \ ⋃ki=1 B¯ρ(ai),N ) such that tr∂Ω uρ = g, trS1 uρ(ai + ρ ·) = γi for every
i ∈ {1, . . . , k}, and ˆ
Ω\
⋃k
i=1
B¯ρ(ai)
|Duρ|2
2
= Egeom,ρg,γ1,...,γk(a1, . . . , ak).
We continue as in the proof of Proposition 8.1 and we obtain in view of Proposition 7.2 a map
u ∈W 1,2ren(Ω,N ) andminimising geodesics γ˜1, . . . , γ˜k such that sing(u) = {(a1, γ˜1), . . . , (ak, γ˜k)},
where for every i ∈ {1, . . . , k}, γ˜i = {γ : dsynh(γ, γi) = 0} is the synharmony class of γ˜i, γi is
homotopic to γ˜i and u is a minimising harmonic map away from the singularities.
Moreover, there exists a sequence (σℓ)ℓ∈N converging to 0 such that for every ℓ ∈ N and every
i ∈ {1, . . . , k}, the sequence (trS1 u(ai + σℓ ·))ℓ∈N converges strongly to γ˜i inW 1,2(S1,N ).
Now, for every n, ℓ ∈ N such that ρn < σℓ < ρ¯(a1, . . . , ak), we observe that by definition of the
synharmonic distance and by a change of variable, we have for every i ∈ {1, . . . , k},
(8.3)
ˆ
Bσℓ(ai)\Bρn (ai)
|Duρn |2
2
− λ(γi)
2
4π
log
σℓ
ρn
≥ dsynh(trS1 uρn(ai + σℓ ·), γi).
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Hence, by (8.3), by weak lower semi-continuity of the Dirichlet integral and by Proposition 3.3,
Egeomg,γ1,...,γk(a1, . . . , ak) = limn→∞
ˆ
Ω\
⋃k
i=1
B¯ρn (ai)
|Duρn |2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
ρn
≥ lim
n→∞
ˆ
Ω\
⋃k
i=1
B¯σℓ(ai)
|Duρn |2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
σℓ
+
k∑
i=1
dsynh(trS1 uρn(ai + σℓ ·), γi)
≥
ˆ
Ω\
⋃k
i=1
B¯σℓ (ai)
|Du|2
2
−
k∑
i=1
λ(γi)
2
4π
log
1
σℓ
+
k∑
i=1
dsynh(trS1 u(ai + σℓ ·), γi).
By definition of Eren (Definition 7.1) and by Proposition 3.3, we obtain in the limit ℓ→∞,
Egeomg,γ1,...,γk(a1, . . . , ak) ≥ Eren(u) +
k∑
i=1
dsynh(γ˜i, γi).
For the reverse inequality, we have by Proposition 7.2 (vi) and Proposition 3.10
Eren(u) ≥ Egeomg,γ˜1,...,γ˜k(a1, . . . , ak) ≥ Egeomg,γ1,...,γk(a1, . . . , ak)−
k∑
i=1
dsynh(γ˜i, γi). 
8.3. Relationship between renormalised energies. By the definitions (2.9) and (2.8) we have
immediately the lower bound on the geometric energy (2.13). Under the condition that γ1, . . . , γk
are minimising geodesics which are synharmonic to all geodesics that are homotopic to it, we prove
that the geometrical and topological renormalised energies coincide.
Proposition 8.3. Let g ∈ W 1/2,2(∂Ω,N ), k ∈ N∗, (a1, . . . , ak) ∈ Confk Ω and (γ1, . . . , γk) ∈
C1(S1,N )k be a topological resolution of g. Assume that for each i, γi is a non-trivial minimising
geodesic. Then, there exists u ∈ (W 1,2ren ∩ C∞)(Ω \ {a1, . . . , ak},N ) and minimising geodesics γ˜i
homotopic to γi such that sing(u) = {(a1, γ˜1), . . . , (ak, γ˜k)}, where γ˜i stands for the homotopy class
of γi, and
Eren(u) = Etopg,γ1,...,γk(a1, . . . , ak) = E
geom
g,γ˜1,...,γ˜k
(a1, . . . , ak).
In view of (2.13), Proposition 8.3 means that
(8.4) Etopg,γ1,...,γk(a1, . . . , ak) = inf
{Egeomg,γ˜1,...,γ˜k(a1, . . . , ak) : for each i ∈ {1, . . . , k},
γ˜i is a minimising geodesic homotopic to γi
}
.
Proof of Proposition 8.3. We let u ∈ (W 1,2ren ∩ C∞)(Ω \ {a1, . . . , ak},N ) be a singular minimising
harmonic map given by Proposition 8.1, so that in particular,
Eren(u) = Etopg,γ1,...,γk(a1, . . . , ak).
Let sing(u) = {(a1, γ˜1), . . . , (ak, γ˜k)} and γ˜i ∈ γ˜i. By construction, γ˜i and γi are homotopic.
Hence, by Proposition 7.2 and (2.13), we have
Eren(u) ≥ Egeomg,γ˜1,...,γ˜k(a1, . . . , ak) ≥ E
top
g,γ˜1,...,γ˜k
(a1, . . . , ak) = Etopg,γ1,...,γk(a1, . . . , ak),
and the conclusion follows. 
In particular, if for every i ∈ {1, . . . , k}, all minimising geodesics that are homotopic to γi
are synharmonic to γi, then by Proposition 8.3 and Proposition 3.10, Egeomg,γ1,...,γk(a1, . . . , ak) =
Etopg,γ1...,γk(a1, . . . , ak). This is the case in particular for the classical Ginzburg–Landau problem
for N = S1 for which the equivalence between topological and geometric renormalised energies
was proved by Bethuel, Brezis and Hélein [5, Theorem I.9 and Remark I.5].
9. Computing some singular energies
In the examples we have in mind from condensed matter physics and numerical analysis (mesh-
ing and cross-fields theory), the manifolds can be obtained as quotients of SU(2) by some of its
subgroups. We first review briefly the common properties of such spaces. We indicate how to com-
pute their fundamental group and the conjugacy classes in the non-abelian case. Then we describe
the closed minimising geodesics in free homotopy classes and describe the minimal topological
resolution (2.5) of some maps from ∂Ω→ N when ∂Ω is connected.
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9.1. Fundamental group and geodesics on homogeneous spaces. Given a Lie group G and a
closed subgroup H ⊆ G, we consider the manifold G/H = {gH : g ∈ G} obtained by taking
the quotient of G by its subgroup H . The group G acts transitively on G/H by left multiplication,
making it a homogeneous space, see for example [22, Theorem 21.17].
The fundamental group of G/H can be computed by using the following theorem [30, §8].
Proposition 9.1 (Fundamental group on homogeneous spaces). Let G be a simply connected topo-
logical group, let H be a closed subgroup of G and let H0 be the connected component of the identity
ofH , then H0 is a normal subgroup ofH and π1(G/H) ≃ H/H0.
The group H/H0 is referred to as the group of connected components of H in the literature.
The restriction that G is simply connected can be overcome by replacing G by its universal
covering.
When the Lie group G is endowed with a bi-invariant Riemannian metric we can endow G/H
with a Riemannian structure thanks to the following:
Proposition 9.2 (Riemannian structure on homogeneous spaces [11, Propositions 3.14 and 3.16]).
Assume thatG is endowed with a Riemannianmetric which is left invariant by the action ofG and right
invariant by the action of H . Then, the left coset space G/H is a Riemannian manifold of dimension
dimG− dimH , and has a unique Riemannian structure such that the quotient map π : G→ G/H
is a Riemannian submersion and G acts isometrically on G/H .
The fact that π is a Riemannian submersion is equivalent to the fact dπ(e) is an isometry from the
orthogonal h⊥ in the Lie algebra g of G of the Lie algebra h of H into TeHG/H , where e denotes
the identity element of G. We recall that the geodesics in compact Lie groups endowed with a
bi-invariant metric are described by the following
Proposition 9.3. Let G be a compact Lie group with a bi-invariant Riemannian metric. Then the
geodesics have the form γ(t) = exp(tξ)g for g ∈ G and ξ ∈ g.
We refer to [20, Ch. 2 §1.3] for the proof of Proposition 9.3.
We now turn out to the classification of geodesics in order to describe their synharmony. We first
have a lifting property of geodesics. We say that a map g ∈ C1([0, 2π], G) is horizontal whenever
for every t ∈ [0, 2π], g′(t) ∈ ker dπ(g(t)), or equivalently, g(t)−1g′(t) ∈ h⊥ where π : G →
G/H is the canonical projection (see [26, §26.12]). We say that g is a horizontal lift of a map
γ ∈ C1([0, 2π], G/H) if g is horizontal and π ◦ g = γ. The map γ has a unique horizontal lift
g such that g(0) = g0 whenever π(g0) = γ(0). The horizontal lifting preserves the length; in
particular, the map γ is a geodesic in G/H if and only if its horizontal lifts are geodesics in G.
We also have a horizontal lifting property for homotopies:
Proposition 9.4. If γ ∈ C1(S1× [0, 1], G/H), then there exists g ∈ C1([0, 2π]× [0, 1], G) such that
(i) for every s ∈ [0, 2π] and t ∈ [0, 1], γ(s, t) = g(s, t)γ(0, t) under the identification S1 ≃
[0, 2π]/{0, 2π},
(ii) for every t ∈ [0, 1], the map g(·, t) is horizontal,
(iii) g(0, ·) = e and g(2π, ·) ∈ H .
Remark 4. In the particular case where the group H is discrete (dimH = 0), then g(2π, ·) is
constant in H ; otherwise it remains in the same connected component of H .
Proof of Proposition 9.4. For every t ∈ [0, 1], we let g¯(·, t) ∈ C1([0, 2π], G) be a horizontal map
such that π ◦ g¯(·, t) = γ(·, t) and we set g(·, t) = g¯(·, t)g¯(0, t)−1 so that γ(·, t) = g(·, t)γ(0, t)
and g(·, t) is still horizontal. By uniqueness of the horizontal lifting, g¯ ∈ C1([0, 2π], G) and so
g ∈ C1([0, 2π], G). For every t ∈ [0, 1], we have g(0, t) = e and
γ(0, t) = g(0, t)γ(0, t) = g(2π, t)γ(0, t);
thus g(2π, t) ∈ H . 
By Proposition 9.4, since the horizontal lift preserves geodesics and since all conjugacy classes are
at the same distance from e by bi-invariance of the metric , classifying homotopic closed geodesics
in G/H reduces to the question of classifying geodesics in G that minimise the distance between
the identity e and a given connected component of H in their homotopy class. Our main tool to
study this on examples will be the following proposition that classifies geodesics on SU(d), d ≥ 2.
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Proposition 9.5. Let SU(d) be endowed with its bi-invariant metric. If γ0, γ1 are two minimising
geodesics between id and some point g ∈ SU(d), then there exists ξ ∈ su(d) = {M ∈ Md(C) :
M∗ = −M and tr(M) = 0} such that for every s ∈ [0, 1], g = exp(sξ)g exp(−sξ) and for every
t ∈ [0, 1],
γ1(t) = exp(ξ)γ0(t) exp(−ξ).
In particular, γ0 is homotopied to γ1 by the geodesics γs(t) = exp(sξ)γ0(t) exp(−sξ), s ∈ [0, 1].
Proof. Since γk is a geodesic from id to g, there exists σk ∈ su(d) such that for every t ∈ [0, 1],
γk(t) = exp(tσk). Since γk is minimising, we have |σk| = distSU(d)(id, g) and the spectrum of
σk is contained in the interval [−iπ, iπ] of the imaginary axis in the complex plane. Let V :=
ker(g + id) ⊂ Cd. Since g = exp(σk) and spec(σk) ⊂ [−iπ, iπ], we have
V = ker(σk + iπ id)⊕ ker(σk − iπ id), k = 1, 2.
Therefore, the spaces V and V ⊥ are invariant subspaces of the linear operators g, σ0 and σ1 on Cd.
Since the complex exponential is injective on the segment (−iπ, iπ), we have ker(σk − λ id) =
ker(g − eλ id), and therefore σ0|V ⊥ = σ1|V ⊥ . On the other hand, since trσk = 0, we have
trσ0|V = − trσ0|V ⊥ = − trσ1|V ⊥ = trσ1|V .
Since the spectra of both σ0|V and σ1|V are contained in {−iπ, iπ}, σ0 and σ1 have thus the same
eigenvalues with the same multiplicity. There exists thus U ∈ SU(d) such that U |V ⊥ = idV ⊥ ,
U(V ) ⊂ V and σ1 = Uσ0U∗; we write U = exp(ξ) with ξ ∈ su(d) such that the eigenvalues of ξ
are in [−iπ, iπ). It follows then by exponentiation that γ1(t) = exp(ξ)γ0(t) exp(−ξ); in particular,
g = exp(ξ)g exp(−ξ) for every t ∈ R. Since the eigenvalues of ξ are in [−iπ, iπ), we have that not
only exp(ξ) but also ξ commutes with g and thus, g = exp(tξ)g exp(−tξ) for every t ∈ R. 
Corollary 9.6. Let SU(d) be endowed with its bi-invariant metric and H be a discrete subgroup of
SU(d). Then any two homotopic closed geodesics γ0, γ1 ∈ C1(S1, SU(d)/H) that are minimising in
their homotopy class are synharmonic.
Proof. By Proposition 9.4, there exist g0, g1 ∈ C1([0, 2π], SU(d)) such that γi(·) = gi(·)γi(0),
gi(0) = id, and a homotopy σ ∈ C1([0, 2π] × [0, 1], SU(d)) such that σ(·, 0) = g0, σ(·, 1) = g1,
σ(0, ·) = id and σ(2π, ·) ∈ H . Since H is discrete, there exists h ∈ H such that σ(2π, ·) ≡ h. In
particular g0(2π) = g1(2π) = h. By Proposition 9.5, there exists ξ ∈ su(d) such that for every
s ∈ [0, 1], h = exp(sξ)h exp(−sξ) and for every t ∈ [0, 1], g1(t) = exp(ξ)g0(t) exp(−ξ). We now
take a map η ∈ C1([0, 1], SU(d)/H) such that η(0) = γ0(0) and η(1) = γ1(0), and we set
γ(t, s) = exp(sξ)g0(t) exp(−sξ)η(s).
Then, γ ∈ C1([0, 2π]× [0, 1], SU(d)/H) is a homotopy between γ0 = γ(·, 0) and γ1 = γ(·, 1) such
that γ(0, ·) = γ(2π, ·), i.e. it is a homotopy of loops. Moreover, the maps (γ(·, s))s∈[0,1] have all
the same length – by bi-invariance of the metric – and are thus minimising in their homotopy class
since this is the case of γ0 and γ1. Hence, by Proposition 3.8, γ0 and γ1 are synharmonic. 
9.2. Working with SO(3) and SU(2). The group of rotations of R3, denoted by
SO(3) =
{
g ∈ R3×3 : g∗g = id and det(g) = 1
}
is a compact Lie group whose Lie algebra is given by
so(3) =
{
X ∈ R3×3 : X∗ = −X
}
.
We endow so(3) with the bi-invariant metric defined for X,Y ∈ so(3) by
tr(X∗Y )
2
;
this choice ensures that the distance of a rotation of amplitude θ ∈ [−π, π] from the identity is |θ|.
The universal covering of SO(3) is the unitary group SU(2), which is a compact Lie group
defined as
SU(2) =
{
g ∈ C2×2 : g∗g = id and det(g) = 1
}
=
{
x01 + x1i + x2j + x3k : x0, . . . , x3 ∈ R and
3∑
ℓ=0
x2ℓ = 1
}
,
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where we have used the matrices
1 =
(
1 0
0 1
)
, i =
(
i 0
0 −i
)
, j =
(
0 1
−1 0
)
, k =
(
0 i
i 0.
)
Since i, j,k satisfy i2 = j2 = k2 = −1 and ijk = −1, they generate in C2×2 an algebra that can be
identified with the quaternions H; SU(2) can be identified as the unit sphere in H. The matrices i,
j and k, also known as the Pauli matrices, form a basis of the Lie algebra of SU(2), given by
(9.1) TidSU(2) = su(2) =
{
X ∈ C2×2;X∗ = −X and tr(X) = 0
}
.
Any g ∈ SU(2) defines a rotation p(g) on R3 ≃ {x ∈ H : Rex = 0} defined by
p(g)x = gxg−1;
the Lie group homomorphism p : SU(2) → SO(3) is a double cover: p(g) = p(h) if and only
if g = ±h; p is an isometry provided we endow SU(2) with the bi-invariant metric defined for
X,Y ∈ su(2) ⊂ H by
2 tr(X∗Y ) = 4Re(X¯Y ),
that is, the distance on SU(2) is twice the distance of the points on the corresponding unit sphere
S
3 ⊂ H ≡ R4.
9.3. Concrete examples. We review several examples of void manifoldN that we consider either
for their relevance in applications in physics or computer graphics or for the illustration of the wide
spectrum of behaviours that can arise.
In all what follows, we will say that a finite collection of free homotopy classes, or equivalently a
finite collection of conjugacy classes in π1(N ), is a free decomposition of a given free homotopy class
if corresponding loops inN are topologically compatible. We will also say that the decomposition
is minimal when the corresponding topological resolutions are minimal.
9.3.1. The circle S1. The case N = S1 arises in superconductivity models and in two-dimensional
cross-fields generation. In view of S1 ≃ R/Z, one has π1(S1) = Z. Moreover, since the closed
geodesics on S1 can be written as t ∈ [0, 2π] ≃ S1 7→ eiαeint, for some α ∈ R and for some n ∈ Z
that corresponds to the degree of the geodesic, any two homotopic geodesics are automatically
synharmonic. Moreover, the systolic geodesics are the geodesics of degree n ∈ {−1, 1}. We finally
have for a map γ of degree n that Esg(γ) = π|n|, with the only minimal free decomposition of a
map of degree n being into |n| maps of degree sgn(n).
9.3.2. Flat torus. For the flat torus S1×S1, we have π1(S1×S1) ≃ π1(S1)×π1(S1) ≃ Z×Z. Each
closed geodesic in S1×S1 is a pair of closed geodesic into S1 and thus all closed geodesics in a given
homotopy class are synharmonic. For every (n,m) ∈ π1(S1 × S1), λ((n,m)) =
√
n2 +m2 2π
while Esg(n,m) = (|n|+ |m|)π. The systoles correspond to (1, 0), (−1, 0), (0, 1), (0,−1). Each of
the elements (1, 1), (−1, 1), (1,−1), (−1, 1) have two minimal free decompositions in either two
systolic elements or in itself. In particular, the orthogonal singularities (1, 0) and (0, 1) do not
repulse each other in the renormalised energy (see Proposition 6.1).
9.3.3. Equilateral torus. The equilateral torus is N = C/H with H = {n + me2πi/3 : n,m ∈
Z}. One has then π1(N ) = H and for every h ∈ π1(N ), λ(h) = |h| (the Euclidean norm).
Closed geodesics in the homotopy class of some h ∈ H lift into line segments whose endpoints
differ by the vector h. In particular, all closed geodesics in a homotopy class are synharmonic
and there are six atomic minimising closed geodesics, corresponding to the neighbouring vectors
e2kiπ/3 ∈ π1(N ) with k ∈ {0, . . . , 5} and achieving the length of the systole. Other homotopy
classes have minimal free decomposition into these six classes; each minimal free decomposition
contains only two neighbouring vectors. This example shows that the geometry of N matters in
the decompositions of homotopy classes.
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Table 1. Decomposition of closed geodesics of the real projective space RPn = Sn/{id,− id}
γ Description Conjugates λ(γ) Decompositions Esg(γ)
γc constant 1 0 0
γa geodesic between antipodal points 1 π γa
π
4
9.3.4. Projective spaces and orthogonal group. We consider the case of real projective spaces RPn
with n ≥ 2. In particular RP2 arises in nematic liquids crystals models, RP3 ≃ SO(3) appears in
models of superfluid Helium 3 (3He) in the dipole-locked A phase.
The projective space RPn can be realized as the set of orthogonal projections of Rn whose trace
is 1, or equivalently as polynomials
{P : Rn → R : P is a homogeneous polynomial of degree 2 and ∆P = 1 and |DP |2 = P}.
This latter space is a subset of an affine space of dimension (n−1)(n+2)2 . TheQ-tensor representation
[1] corresponds to the corresponding trace-less tensors.
The projective space is obtained from the sphere by identifying antipodal points, that is RPn =
S
n/(− id). Hence, when n ≥ 2, π1(RPn) = Z2 = Z/2Z. The closed geodesics in RPn are the
image of the geodesics between antipodal points in Sn by the canonical projection π : Sn → RPn.
Minimising closed geodesic that are topologically non-trivial are all homotopic, synharmonic and
systolic, since they all have the same length. The minimal free decompositions of the different
homotopy classes is summarized in Table 1.
9.3.5. Superfluid Helium 3 in the dipole-free A phase. In superfluid 3He in the dipole-free A phase,
one considers the manifold N = (SU(2) × SU(2))/H , obtained by quotienting the Lie group
SU(2)×SU(2), endowedwith the product (h1, h2)(g1, g2) = (h1g1, h2g2), by the closed subgroup
H :=
3⋃
k=0
(k, i)kH0, withH0 = {(cos θ1 + sin θ i,1); θ ∈ [0, 2π]},
under our identification of SU(2)with the unit sphere in the field of quaternionsH. We can see that
the connected component of the identity in H is H0. By Proposition 9.1, π1(N ) ≃ H/H0 ≃ Z4,
as (k, i) is an element of order 4. Since π1(N ) is abelian, we have four homotopy classes of
maps from S1 to N . By Proposition 9.4, we can reduce our study of minimal lengths in homo-
topy classes to geodesics in SU(2)× SU(2) from (1,1) to points ofH that minimise the distance
from (1,1) to a connected component of H . For the first homotopy class, corresponding to the
element 1 ∈ Z4 ≃ π1(N ), we consider now a geodesic to the connected component (k, i)H0.
For points in (k, i)H0, the second component is fixed to i, which is at distance π from 1. The
first components can be written cos θ k + sin θ j, which are all at equal distance π from 1. This
means that geodesics from (1,1) to any point of (k, i)H0 all minimise the distance, and their
lengths are equal to
√
π2 + π2 =
√
2π. The same applies to −1 ∈ Z4 ≃ π1(N ), since it is
obtained by reversing the orientation of curves. For the element 2 ∈ Z4 ≃ π1(N ), we have
(k2, i2)H0 = (−1,−1)H0 = {(− cos θ 1 − sin θ i,−1); θ ∈ [0, 2π)}. The geodesic connecting
(1, 1) and (−1,−1) has length 2π. The length of the systole corresponds to √2π. All the corre-
sponding geodesics can be obtained from each other by conjugation with elements of H0, and are
thus all synharmonic by Proposition 3.8. The properties of the minimal free decomposition are
summarized in Table 2. Interestingly, every homotopy class is atomic and there is an atomic class
that has two alternate minimal decompositions.
9.3.6. Orthorombic space. We consider the case whereN = SO(3)/D2 where D2 ⊂ SO(3) is the
group with four elements corresponding to the identity and 3 rotations of 180° with respect to three
mutually perpendicular axes. This manifold arises in biaxial nematics models. Under the double
covering of SO(3) by SU(2) ≃ S3 ⊂ H, we haveN = SU(2)/Q, whereQ = {±1,±i,±j,±k} is
the quaternion group. By Proposition 9.1, we have π1(SO(3)/D2) = π1(SU(2)/Q) = Q, which is
non-abelian. By the anticommutativity of the fundamental quaternion units i, j and j, the quater-
nion group Q contains five conjugacy classes {1}, {−1}, {±i}, {±j} and {±k}, corresponding
geometrically to the trivial geodesic, the 360° rotation corresponding to the generator of π1(SO(3))
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Table 2. Decomposition of closed geodesics of SU(2) × SU(2)/H
γ Description Conjugates λ(γ) Decompositions Esg(γ)
γ0 constant 1 0 0
γ±1 180° rotation 1
√
2π γ±1 π2
γ2 360° rotation 1 2π
γ2
γ+1 γ+1
γ−1 γ−1
π
Table 3. Decomposition of closed geodesics of SO(3)/D2 ≃ SU(2)/Q.
γ Description Conjugates in Q λ(γ) Decompositions Esg(γ)
γc constant 1 0 0
γx 180° rotation around the x-axis 2 π γx
π
4
γy 180° rotation around the y-axis 2 π γy
π
4
γz 180° rotation around the z-axis 2 π γz
π
4
γw 360° rotation 1 2π
γx γx
γy γy
γz γz
π
2
Table 4. Decomposition of closed geodesics of SO(3)/T ≃ SU(2)/2T .
γ Description Conjugates in 2T λ(γ) Decompositions Esg(γ)
γc constant 1 0 0
γ+ 120° rotation of a face 4
2π
3 γ+
π
9
γ− −120° rotation of a face 4 2π3 γ− π9
γ2+ 240° rotation of a face 4
4π
3 γ+ γ+
2π
9
γ2− −240° rotation of a face 4 4π3 γ− γ− 2π9
γe 180° rotation of an edge 6 π γ+ γ− 2π9
γw 360° rotation 1 2π
γ+ γ+ γ+
γ− γ− γ−
π
3
and the 180° rotations with respect to the coordinate axes. By Proposition 9.4, closed geodesics in
N = SU(2)/Q lift to arcs of great circles in S3 ≃ SU(2). We deduce therefrom, or by Corollary 9.6,
that homotopic geodesics are synharmonic. The geodesics corresponding to the 180° rotations have
length π and are systolic; since (2π)2 > 2π2, the homotopy class of the 360° rotation is not atomic
and has three minimal free decompositions in twice a 180° rotation. Interestingly, in this case we
have a homotopy class that has multiple minimal free decompositions.
9.3.7. Tetrahedral space. The configurations of regular tetrahedron in R3 are parametrized by the
manifold SO(3)/T , where T is the tetrahedral group of direct isometries that preserve a tetrahe-
dron. Under the double covering of SO(3) by SU(2), T is the image of the binary tetrahedral group
2T , a group of order 24which is generated by 12 (1+i+j+k) and
1
2(1+i+j−k). By Proposition 9.1,
we have π1(N ) ≃ 2T . The conjugacy classes corresponding to the possible rotations of a face (or
equivalently a vertex) and of an edge are described on Table 4. The systole corresponds to rotations
of faces by ±120°. This two homotopy classes are atomic. The 240° rotations can be decomposed
into two120° rotations, and are not atomic because (4π3 )
2 > 2(2π3 )
2. The 180° rotation of an edge
decompose into 120° and −120° rotation, this decomposition is minimal since (π)2 > 2(2π3 )2. Sim-
ilarly, since (2π)2 > 3(2π3 )
2, the 360° decomposes in either three 120° rotations or three −120°
rotations. By Corollary 9.6, all homotopic geodesics are synharmonic. Interestingly, this example
features two atomic systolic homotopy classes.
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Table 5. Decomposition of closed geodesics octahedral configurations
SO(3)/O ≃ SU(2)/2O.
γ Description Conjugates in 2O λ(γ) Decomposition Esg(γ)
γc constant 1 0 0
γf 90° rotation of a vertex 6
π
2 γf
π
16
γv 120° rotation of a face 8
2π
3 γv
π
9
γf
2 180° rotation of a vertex 6 π γf γf
π
8
γe 180° rotation of an edge 12 π γf γv
25π
144
γf
3 270° rotation of a vertex 6 3π2 γf γf γf
3π
16
γv
2 240° rotation of a face 8 4π3 γv γv
2π
9
γw 360° rotation 1 2π γf γf γf γf
π
4
9.3.8. Octahedral space. The octahedral space describes the configurations of a regular octahedron
centered at the origin in the Euclidean space R3 up to the symmetries of the octahedron, or equiv-
alently of a cube up to its symmetries. It is parametrised by N = SO(3)/O, where O is the
octahedral group of direct isometries that preserve an octahedron or, equivalently, a cube. The ac-
tion of O on the four pairs of antipodal faces of the octahedron, identifies O with the symmetric
group S4. The space N can be obtained as a subset of an affine 9–dimensional subspace of fourth
order tensors satisfying a quadratic condition [12]:
{P : R3 → R : P is a homogeneous polynomial of degree 4,
for every x ∈ R3 ∆P (x) = 112 |x|2 and |D2P (x)|2 = P (x)}.
Under the universal covering of SO(3) by SU(2) the hexahedral group H lifts to the binary hexa-
hedral group 2O, which is generated by the quaternions 12(1+ i+ j+k) and
1√
2
(1+ i). There are 8
conjugacy classes described in Table 5. There is one systolic homotopy class corresponding to the
shortest rotation of 90° of a vertex of the cube. The second shortest is the 120° rotation around a
face. It can be decomposed into two 90° rotations of vertex; but this decomposition is not minimal
since 2(π4 )
2 > (π3 )
2; hence the 120° rotation is also atomic. The 180° rotation around an edge is
not atomic since it can be decomposed into 90° rotation of a vertex and 120° rotation of a face, and
(π2 )
2 + (2π3 )
2 < π2. The other homotopy classes can be treated by a combinatorial analysis of the
different possible decompositions whose results are summarized in Table 5. By Corollary 9.6, all
homotopic geodesics are synharmonic. An interesting feature of the hexahedral space is that there
are two atomic homotopy classes.
9.3.9. Icosahedral space. This spaceN = SO(3)/I , also known as the Poincaré homology sphere, is
obtained by quotienting the rotation group SO(3) by the group I of direct isometries preserving the
icasahedron or, equivalently, the dodecahedron. The group I is isomorphic to the alternating group
A5 of even permutations of 5 elements. Under the double covering by SU(2) of SO(3), we have
SO(3)/I ≃ SU(2)/2I , where 2I is the binary icosahedral group, generated by the quaternions
1
2 (1+ i+ j+k) and
1
2(
√
5+1
2 +
√
5−1
2 i+ j). The geodesic corresponding to 72° rotation around the
vertex of the icosahedron or, equivalently, of a face of the dodecahedron, is systolic and is the only
atomic conjugacy class. The conjugacy classes and their minimal decompositions are described in
Table 6. By Corollary 9.6, all homotopic geodesics are synharmonic.
10. Computing some renormalised energies
The next result shows that the renormalised energy of simple boundary conditions can be com-
puted in terms of the renormalised energy of Bethuel–Brezis–HÃľlein for the circle S1.
Theorem 10.1. Let Ω ⊂ R2 be a simply connected bounded open set with Lipschitz boundary. If
σ : S1 → N is a minimising geodesic, g ∈ (BV ∩ W 1/2,2)(∂Ω,S1) is length minimising, and
γ1 ∈ C1(S1,S1) is a minimising geodesic, then for every a ∈ Ω,
Egeomσ ◦ g,σ ◦ γ1(a) =
(
λ(σ)
2π
)2
Egeomg,γ1 (a).
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Table 6. Decomposition of closed in the icosahedral space SO(3)/I ≃ SU(2)/2I .
γ Description Conjugates in 2O λ(γ) Decomposition Esg(γ)
γc constant 1 0 0
γv 72° rotation of a vertex 12
2π
5 γv
π
25
γf 120° rotation of a face 20
2π
3 γv γv
2π
25
γv
2 144° rotation of a vertex 12 4π5 γv γv
2π
25
γe 180° rotation of an edge 30 π γv γv γv
3π
25
γv
3 216° rotation of a vertex 12 6π5 γv γv γv
3π
25
γf
2 240° rotation of a face 20 4π3 γv γv γv γv
4π
25
γv
4 288° rotation of a vertex 12 8π5 γv γv γv γv
4π
25
γw 360° rotation 1 2π γv γv γv γv γv
π
5
When Ω = B1(0) and γ1(x) = g(x) = x for every x ∈ S1, we know that Egeomg,γ1 has a unique
minimiser at a = 0 [5, §VIII.4.] (see also [23]). Thus, the same holds for the renormalised energy
in N : Egeomσ,σ (a) has a unique minimiser at a = 0.
Lemma 10.1. Let v ∈ C2(Ω¯ \Bρ(a),N ) with a ∈ Ω and 0 < ρ < dist(a, ∂Ω). Assume that
ˆ
∂Ω
|∂tv|dH1 =
ˆ
∂Bρ(a)
|∂tv|dH1 = λ(v|∂Ω),
where |∂tv| denotes the norm of the tangential derivative. If H ∈ C2(Ω¯ \Bρ(a),R) satisfies


∆H = 0 in Ω \Bρ(a),
∂nH = |∂tv| on ∂Ω,
∂nH = |∂tv| on ∂Bρ(a),
where ∂n denotes the exterior normal derivative to Ω and to Bρ(a), then,
ˆ
Ω\Bρ(a)
|dH ∧ dv| ≥
ˆ
Ω\Bρ(a)
|∇H|2,
where dH ∧ dv = ∂1H∂2v − ∂2H∂1v.
Proof of Lemma 10.1. By Sard’s lemma for almost every s ∈ R,DH(x) 6= 0 onH−1({s}). We have
thus by the coarea formula:
ˆ
Ω\Bρ(a)
|dH ∧ dv| =
ˆ
R
ˆ
H−1({s})
|dH ∧ dv|
|dH| dH
1 ds =
ˆ
R
(ˆ
Γs
|∂tv|dH1
)
ds,
where ∂tv denotes the tangential derivative to the locally smooth curve Γs := H−1({s}).
For almost every s ∈ R, since the functionH is harmonic and since the exterior normal derivative
is non-negative on ∂Bρ(a) and on ∂Ω, every connected component of the setAs := H−1((−∞, s))
touches ∂Bρ(a) and every connected component of the set As := H−1((s,+∞)) touches ∂Ω. It
follows that the sets As and its complement As are both connected, and thus ∂(Bρ(a) ∪ As) is
connected. Hence, by our regularity assumption on ∂Ω, the set ∂(Bρ(a) ∪H−1((−∞, s))) is the
image of a Lipschitz-continuous curve homotopic to the curve corresponding to ∂Ω and thus we
have, sinceH is harmonic
ˆ
∂(Bρ(a)∪As)
|∂tv| ≥ λ(v|∂Ω) =
ˆ
∂Ω
∂nH =
ˆ
∂(Bρ(a)∪As)
∂nH.
We deduce therefrom that for almost every s ∈ R,
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ˆ
Γs
|∂tv| =
ˆ
∂(B¯ρ(a)∪As)
|∂tv|+
ˆ
∂Bρ(a)\As
|∂tv| −
ˆ
∂Ω∩As
|∂tv|
≥
ˆ
∂(B¯ρ(a)∪As)
∂nH +
ˆ
∂Bρ(a)\As
∂nH −
ˆ
∂Ω∩As
∂nH
=
ˆ
Γs
∂nH =
ˆ
Γs
|∇H|,
where ∂nH is the normal derivative with respect to the normal ∇H/|∇H|. Therefore, in view of
the coarea formula again, we haveˆ
Ω\Bρ(a)
|dH ∧ dv| ≥
ˆ
R
(ˆ
H−1({s})
|∇H|dH1
)
ds =
ˆ
Ω\Bρ(a)
|∇H|2. 
Lemma 10.2. If g ∈ W 1/2,2(∂Ω,S1) is length-minimising and γ1 : S1 → S1 is a minimising
geodesic, then for every minimising geodesic σ : S1 → N and w ∈W 1,2(Ω,N ) such that w = σ ◦ g
on ∂Ω and w = σ ◦ γ1 on ∂Bρ(a), then
ˆ
Ω\B¯ρ(a)
|Dw|2
2
≥
(
λ(σ)
2π
)2
inf
{ˆ
Ω\B¯ρ(a)
|Dv|2
2
: v ∈W 1,2(Ω \ B¯ρ(a),S1)
τ ∈ SO(2), v = g on ∂Ω
and v = τ ◦ γ1((· − a)/ρ)on ∂Bρ(a)
}
.
Proof. By approximation it suffices to prove this when w ∈ C1(Ω¯ \Bρ(a),N ).
Let v be a minimiser for the variational problem on the right-hand side. Assume that ϕ ∈
C1(Ω¯,R), ϕ = 0 on ∂Ω and ϕ is constant on ∂Bρ(a). We have
0 =
d
dt
ˆ
Ω\B¯ρ(a)
|D(eitϕv)2|
2
∣∣∣∣
t=0
=
ˆ
Ω\B¯ρ(a)
Re((iv∇∇ϕ) · ∇v)
=
ˆ
Ω\B¯ρ(a)
Re((i∇∇ϕ) · (v−1∇v)) = −i
ˆ
Ω\B¯ρ(a)
∇ϕ · v−1∇v,
(10.1)
where the product corresponds to the complex product in C ⊃ S1. It follows then that the map v
is a harmonic map and satisfies the equation
div(v−1∇v) = 0 in Ω \ B¯ρ(a).
By integrating by parts in (10.1) with ϕ vanishing on ∂Ω and non-zero constant on ∂Ω, we have
(10.2)
ˆ
∂B¯ρ(a)
(v−1∂nv)ϕdH1 = 0.
We define the potential H : Ω \ Bρ(a) → R by setting, ∇⊥H = λ(σ)2π v−1∇v. In view of the
PoincarÃľ lemma and (10.2), it follows thatH is well-defined. Moreover we have |∇H| = λ(σ)2π |∇v|
in Ω \ Bρ(a), ∂nH = λ(σ)2π v−1∂tv = λ(σ)2π |∂tv| = |∂tw| on ∂Ω and ∂nH = −λ(σ)2π v−1∂tv =
−λ(σ)2π |∂tv| = −|∂tw| on ∂Bρ(a). By Lemma 10.1 and the Cauchy–Schwarz inequality, we deduce
that ˆ
Ω\B¯ρ(a)
|Dw|2
2
≥
(ˆ
Ω\B¯ρ(a)
|dH ∧ dw|
)2
×
(ˆ
Ω\B¯ρ(a)
|DH|2
)−1
≥
ˆ
Ω\B¯ρ(a)
|DH|2
2
=
(
λ(σ)
2π
)2 ˆ
Ω\B¯ρ(a)
|Dv|2
2
. 
Proof of Theorem 10.1. We first observe that if Bρ(a) ⊂ Ω and if v ∈W 1,2(Ω \ B¯ρ(a),S1), then by
the chain rule and the fact that σ : S1 → N is a minimising geodesic, we have
ˆ
Ω\Bρ(a)
|D(σ ◦ v)|2
2
=
ˆ
Ω\Bρ(a)
|σ′ ◦ v|2|Dv|2
2
=
(
λ(σ)
2π
)2 ˆ
Ω\Bρ(a)
|Dv|2
2
.
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It follows then that
Egeom,ρσ ◦ g,σ ◦ γ1(a) ≤
(
λ(σ)
2π
)2
Egeom,ρg,γ1 (a),
and thus, by letting ρ→ 0,
(10.3) Egeomσ ◦ g,σ ◦ γ1(a) ≤
(
λ(σ)
2π
)2
Egeomg,γ1 (a).
Conversely, assume that w ∈ W 1,2(Ω \ B¯ρ(a),N ) satisfies w = σ ◦ g on ∂Ω and w = σ ◦
γ1((· − a)/ρ) on ∂Bρ(a). Then we have by Lemma 10.2, and with v defined in this lemma:ˆ
Ω\Bρ(a)
|Dw|2
2
≥
(
λ(σ)
2π
)2 ˆ
Ω\Bρ(a)
|Dv|2
2
,
with v = g on ∂Ω and v = τ ◦ γ1(· − a)/ρ on ∂Bρ(a). It follows thus, in view of (2.11)
Egeom,ρσ ◦ g,σ ◦ γ1(a) ≥
(
λ(σ)
2π
)2
Egeom,ρg,τ ◦ γ1(a).
Moreover, by Proposition 3.8, we have dsynh(γ1, τ ◦ γ1) = 0, and we deduce by Proposition 3.10
that
Egeomσ ◦ g,σ ◦ γ1(a) ≥
(
λ(σ)
2π
)2
Egeomg,γ1 (a). 
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