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ABSTRACT 
For natural bmilies of polytopes debmined by substructures (e.g., tours or 
matchings) of a complete structure (e.g., undirected graph, directed graph. or uniform 
hypergraph), we show how D. G. Higman’s theory of coherent configurations can be 
used to establish the spectra (and hence the dimension) of classes of faces induced 1’1 
othrar substructures (e.g., cliques) of the structure. Furthermore, we show how the 
algclxa can be uvzd to derive a maximal irredundant set of equations satisfied by 
every point of such a face. We work out complete details of the proof machinery when 
the structure is the complete undirected grsph and the faces are induced 1)~ cliques. 
As an example we consider the subtour elimination faces of the IIamiltonian tour 
polytope. Our approach extends the methodology introduced by J. Lee for determin- 
ing the dimension of some combinatorially described polytopcs. 
1. INTRODUCTION 
We assume some familiarity with the polyhedral approach to combinato- 
rial optimization problems (see [l, 7,161). Let X be a finite subset of Iw’, 
where E is a finite set. The dimension of the polytope 9 = conv(X) is the 
least dimension of a subspace having a translate that contains 9. Our 
present concern is to develop formulae for the dimensions of polytopes that 
arise, in a prescribed manner, as faces of polytopes that are important in the 
area of combinatorial optimization. Typically, X has a combinatorial descrip- 
tion, and it is not possible to list its elements explicitly. For example, X may 
be the set of O-l incidence vectors of edge sets of Hamiltonian tours in a 
complete graph that cross a particular cut exactly twice (i.e., a face of the 
LINEAR ALGEBRA AND ITS APPLICATIONS 159:11-41(1991) 
0 Elsevier Science Publishing Co., Inc., 1991 
11 
655 Avenue of the Americas, New York, NY 10010 0024-3795/91/$3.50 
12 JON LEE AND YEW SING LEE 
Hamiltonian tour polytope induced by a “subtour elimination” inequality: see 
[7]). As we are more concerned with the methodology than with particular 
polytopes, we will confine our attention to familiar examples. 
The motivation for establishing such dimension results is that valid 
inequalities that induce faces of high dimension are quite effective for 
solving combinatorial optimization problems by cutting-plane methods. 
There are two well-known methods for establishing that the dimension of 
the polytope 9 is d. Both methods rely on exhibiting a d-dimensional affine 
set 9 that contains 9. The direct method then proceeds by demonstrating 
that 9 contains d + 1 affinely independent points. Alternatively, the indirect 
method proceeds by demonstrating that every hyperplane containing 9’ 
contains B as well. A new method for determining the dimension of 9 was 
introduced by J. Lee (see [12-141). The approach of the spectral method is to 
consider conceptually the matrix A, the rows of which are the extreme points 
of 9. The dimension of 9 is one less than the rank of i = [All&--the 
matrix A with a column of ones appended. The spectral method is applied by 
determining the singular values (together with their multiplicities) of A. The n 
number of nonzero singular values is precisely the rank of A. The spectrum 
of 9, denoted by spcc(3), is the ordered (nondccreasing) list of squared 
singular values of a. 
Both the direct and indirect methods have been used with great success 
in establishing the dimension of polytopes that are given by a combinatorial 
description. The disadvantage of these methods is that their application is an 
art-employing ad hoc, highly problem-specific arguments. In contrast, the 
spectral method employs highly systematic counting arguments. Although 
the method can make the calculation of the dimension of a polytope highly 
routine (provided that one has the use of software for symbolic algebra such 
as MACSYMA), its systematic nature necessarily narrows the scope of 
problems for which it may bc employed. In Sections 2 and 3 of the present 
paper, we broaden the scope of problems to which the spectral approach can 
be applied by using D. G. Higman’s theory of coherent configurations 
[lo, 111. In Section 4, we establish how much of the work for broad families 
of polytopes only depends on the relevant coherent configuration. We also 
indicate how to derive equations that describe the affine hull of the polytope. 
In Section 5, we consider the situation where E is the edge set of the 
complete (simple) undirected graph on n vertices, K,,. We demonstrate how 
the method may be used to calculate the dimension of certain polytopes in 
R” that are faces of polytopes that naturally arise in the study of familiar 
combinatorial optimization problems on the edge set of K,,. The method 
provides a new proof machine for demonstrating that some valid inequalities 
are facet inducing. We work out complete details when the faces are induced 
by inequalities of the f&-m C, t K,, X, < s. In Section 6, we supply an example 
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which provides a new proof that the subtour elimination inequalities induce 
facets of the Hamiltonian tour polytope of K,,. Also in Section 6, and in 
Section 7, we indicate how our approach can be extended to other situations 
of symmetry. 
Before proceeding to the results, we will set our notation. A finite 
undirected graph (or hypergraph) G is specified by an ordered pair (V, E), 
where V is the vertex set and E is the edge set of G. For a vertex c E V, 
6(u) = {e E E : le n {u}l = 1). An s-uniform hypergraph II has each edge 
consisting of precisely s vertices. We denote the real (respectively, nonnega- 
tive real, complex) numbers by R! (iR,,@). For a finite set E and a set F, FE 
denotes the set of /El-tuples of elements from F having coordinates indexed 
from E. The set of n-tuples of integers is denoted by Z”. For the p X K real 
matrix d, we write a singular-value decomposition of A as i = USW’, where 
U (respectively, W) is a p X p (K X K) orthogonal matrix and S = diag(a, > 
a, > . . . > a, > 0, 0, . . . ) 0), where r is the rank of i (see [ti]). The diagonal 
elements of S are called the singular values of A. If M is a matrix other than 
A, we will write the kth greatest singular value of M as CT,(M). Elementary 
facts which we will find useful are that a,(M) = IJMI12 = 
max(llMxllz / llxll~ : x + 01, and a;(M) G IIMII~IIMII~, where IIMII, = 
maxj(Zilm,jl) and llMllz E maxi{Cjlm,jl} (see [6]). 
2. BALANCED POLYTOPES 
Let 9’ c lRt be a polytope with extreme points X. Let A be a matrix 
having the p = (XI extreme points of 9 as its rows. The polytopes of interest 
to us admit a partition ( Ei : i E 3) of E so that 
c x(,=9i VXEX, (2.1.i) 
et E, 
Ve E E, (2.I.ii) 
for some constants 9?i and 8, (i E 3). W e will refer to (2.1) as the balance 
conditions. 
Let K~ = IEjl, and let Ai be the p X ~~ submatrix of A determined by the 
column index set Ei. The balance conditions dictate that Ai have constant 
row sums sj and constant column sums 8i. We note that 8i = P.@~ /K~. 
The value 1.91 is called the number of fibers of the partition. In [12], [13], 
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and [Id], only polytopes that lead to trivial partitions having one fiber are 
considered. 
Let A = [All], and let cg be the column index of ff corresponding to the 
column vector 1. Let USW’ be a singular-value decomposition of ii. Let H 
be defined 1)~ h,,, = 9, /K, for i such that e E Ei (s E X, e E E). We will 
establish 
LlT\1m 2.1. 
Proof 
G P + C IIAiIIJIAiIIz 
is./ 
=p+ c .2Pi< 
iE.P 
Now consider the vector s E Rc ” (“0) defined 11, 
cgi ,/Ki for i such that e E Ei, 
1 for e = e,,. 
It is straightforward to check that Ildxllg / I/XII: = p(l+ Ci ,,y3?~2/~,). 
Hence, a: = ~(1 + C, E ,* C%~/~i>. The first column of W is w, = x/ I\xlla. 
The first column of Ci is U, = Aw, /a, = &/a,l~x112 = Jl/pl. 
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The remaining singular values of A can be deduced from the equivalence 
(see [6], for example) 
The matrix u,u,c: has the form [Hill. Th ere ore, f A - a ,zl ,u~: has the form 
[A - H,O]. The result follows. n 
We note that the special cast of Lemma 2.1 with 1.P j = 1 appears in [12]. 
Let M = A - H, and let B = M’M. Tl le qua-cd nonzero singular values 
of M are simply the nonzero eigenvalues of B. The matrix B has the form 
B=A’A-G, 
where G is defined by 
Gf = P- 
K.jKI 
for j and 1 such that e E Ej and f E E,. 
In what follows, we will use this correspondence to dcterminc spec(9). 
3. COHERENT CONFIGURATIONS 
In the present section we will summarize D. G. Higman’s theory of 
coherent configurations (see [lo, 111) an s d ,h ow how the theory may be used 
to determine the dimension of certain polytopes. Let E X E denote the 
Cartesian square of the finite set E. A partition R =: (R, : i E I”) of E X E 
satisfying the following axioms is called a coherent corlfigurutiorl (on E): 
(I) If Ri n 1~0, where I ~{(c, e): c E E}, then Hi c 1 (Vi ET). 
(II) Rj-((f,e):(c,f)ERi}=RiforsomejET(~~ET). 
(III) For any (e, f > E R,, the number of g E E such that (e, g) E Rj and 
(g,f > E R, is a constant p.,lk, independent of the choice of (e, f > E Ri 
(Vi, j, k E T). 
The number of fibers of the configuration is 131, where 3’ = {i : Ri c I). 
Diagrammatically, if we fix i, j, k E T and (e, f > E Ri, then pjk is the 
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number of configurations 
as g ranges over the elements of E. 
We will now indicate when a particular coherent configuration R = (R, : 
i E T) is useful in studying the dimension of a polytope 9 c Iw”. Recall from 
Section 2 that we assume that 9 satisfies the balance conditions (2.1) with 
respect to a partition (Ei:i E S> of E. Let dom(R,)={e E E:3f E E s.t. 
(e,f)ERi}, and rang(Ri>=(fE E:3e~ E s.t. (e,f)sRi}. First, we re- 
quire that for each i E T, dom(R,) = Ei and rang(Ri) = E, for some ele- 
ments j and 1 of T. Hence, R is a refinement of (Ei X Ej : i, j E Z). Next, 
we require that 
forany (e,f)ERi, c x,.x .f = 7i (ViET) (3.1) 
xsx 
for some constant T,, independent of the choice of (e, f > E Ri. If the 
configuration R satisfies (3.1) with respect to 9, we will say that 9 is 
concordant with respect to R. This is the natural extension of the notion of 
concordance introduced in [12]. We note that for polytopes with (0, I}-valued 
extreme points, (3.1) reduces to: For any (e,f> E Ri, the number of extreme 
points containing both e and f in their support is the constant TV, indepen- 
dent of the choice of (e,f)~ Ri. We also note that for such polytopes, (3.1) 
implies (2.l.ii). 
In general, let Bi be the {O,l}- va ue incidence matrix of the relation Ri 1 d 
on E. That is. for (e,f> E E X E, the entry in row e and column f of B, is 1 
precisely when (e,f)E Ri. Let B(O)= CiErOiB,. W’e note that the matrix 
B = A’A -G (of Section 2) can be expressed as B(B), where 0, = ~~ - 
PBjsl /K,,K,> and j and 1 are chosen, for each i E T, so that R, c Ej X E,. 
Let Pi (i E T) be the IT 1 X IT 1 matrix having pi, as the entry in row k and 
column j. To evaluate the eigenvalues of B(B), we make use of the following 
fundamental fact concerning the matrices Bi (i E T) (see [lo]). For arbitrary 
u:ECr. 
B(w) has the same minimal polynomial as P( TV) = c wiPj. (3.2) 
ieT 
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Let {E, :0 < i Q S) (S + 1~ ITI) be the set of distinct eigenvalues of P. The 
multiplicities (pi : 0 < i < s) of the {F~ : 0 < i < s}, as eigenvalues of B, can be 
obtained by solving the Vandermondc system: 
i E!pi=Tr(B’) (O,<l<s). 
i = 0 
(3.3) 
There are two issues to discuss in applying the above methodology. The 
first is the manner in which we determine the distinct eigenvalues of P. The 
second issue involves the manner in which we calculate the traces of powers 
of B. The ITI X ITI matrix P has a block structure that we can take advantage 
of. The block structure of P is induced by the configuration R = (RI : i E T) 
and the partition ( Ei : i E 3) of E. Let Ti = {i : dom( Ri I= E,,} (j E 9’). Let 
Pj be the matrix P restricted to the rows and columns indexed by T, 
(j E Z). For an appropriate ordering of the classes of the configuration, P is 
a block-diagonal matrix with diagonal blocks Pj (j E .Y>. 
We can determine the distinct eigenvalues of P by calculating the 
distinct eigenvalues of each Yj (j E .Y> separately. In general, this is not an 
easy task, as we must carry out the algebra symbolically. An approach which 
is often successful is to calculate the characteristic polynomials det(Pj - AI) 
for j E J? The multiplicity pcL-I(0) of 0, as a root of each characteristic 
polynomial, is easily determined by inspection. In the event that det(Yj - 
N/h ~‘w has degree less than 5, the remaining roots are easily determined 
by radicals. 
To solve the Vandermonde system (3.3), we must evaluate the traces of 
powers of the matrix B. Obviously, Tr(B”) = [El. We note that 
w B., > = K,, (VjES); 
hence 
Tr(B) = C 6JjTr(EIi)= C OjKj. 
jE./ jE.P 
To evaluate the traces of higher powers of B, we use the following funda- 
mental identity (see [lo]): 
BjBk = c &Bi (VjjT,k=T). (3.4) 
isT 
Let Tjdom = Ii E T : dom(Ri) = dom(Rj)] and Tyg = (i E T : rang(Ri) = 
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range}. We define the weights of order 1, for 1 > 2, recursively by 
where 
o!” = 0. J .I (IfjET). 
Using (3.4, we can establish 
LEhlMA 3.1 
In principle, one could carry out the above program for many different 
families of polytopes, but the algebraic manipulations may become too 
unwieldy (even for MACSYMA) when ITjI is large for some j (j E X). In 
the next section we take a different approach. Our method involves pcrform- 
ing a substantial amount of work which only depends on the relevant 
coherent configuration and not upon the specific polytope. The remaining 
work, which must be done for each parametric class of polytopes, involves 
the symbolic calculation of eigenvalues of matrices that arc typically of small 
order. 
4. THE COMPLETELY REDUCED FORM 
Let R = (R, : i E T) be a coherent configuration on E, and let the 
matrices ~~ and z’, (i E T) be as defined in the previous section. In the 
present section, we will consider the algebras B and P of (complex) linear 
combinations of the matrices B, (i E ‘I’) and P, (i E T>, respectively (see 
[lo]). The center of an algebra A is defined by 
C(A)=(CEA:CS=SCVSEA). 
The algebra B can be completely reduced. That is, there exists an invertible 
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matrix Q such that for arbitrary ~1) E CT, 
B(w)Q= 
Qdiag(A,,(u:),...,A,,(~),A,(lc),...,A,(w),...,A,,~(,:) ,..., A,,,(w)), 
y_- . 
=(I :I z,,, 
where the square inequivalent blocks A,i (0 < j < 171) are as small as possible. 
The number, m + 1, of inequivalent blocks coincides with the dimension of 
C(B) (see [81X Let cj be the order of ai (0 < j < m>. Clearly, IEl = E&=,ej. 
For any fixed 1c, to determine the cigenvalues of B(c), we need only 
determine the eigenvalues of A,i(~) for 0 < j < 111. 
We can conclude 
PKOPOSI~I.ION 4.1. If 9 is concordant with respect to A then 
where y,(8) (0 < yk < eli> is the number of nonzero eigenvalues of A,(0) 
(0 < k < m). 
To make use of Proposition 4.1, WC‘ must he able to determine the 
completely reduced form of B(0). We do this by working with the related 
algebra P. The algebra P can also be completely reduced. An element P(w) 
of P has the completely reduced form (see [lo]) 
diag( A,, w),...,A,,(u:), A,(w>,...,A,(zu) ,..., $r2(tc),.l.A,,l(y)). 
m- 
(‘II 1’ 1 I’,,, 
Clearly, JTI = E.:,l,,eg. 
We will work with the center of P, since it has smaller dimension, yet it 
carries the information that we seek. First we note that the center of P is the 
set of matrices P(S) for which s satisfies the system of ITI” equations in ITI 
unknowns: 
P(s)P, - PkP(S) =o (kET). (4.1) 
As each block A,(s) has only one distinct eigenvalue for P(s) in C(P), we 
can distinguish the orders of the blocks by choosing a suitable P(S), 
satisfying (4.11, that has m + 1 distinct eigenvalues. We can find the roots 
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A”,A,,A,,...,h,,, of det(P(s)- AI) by the method of the previous section. 
Now, we can determine the values of e,, (0 < j < m) by solving the Vander- 
monde system 
,ll 
c hrj(e,f)=Tr([P(s)]‘) (O<l<m) 
j = 0 
for the unknown e; (0 < j 6 m). Finally, we can determine the values of zj 
(0 < j < m> by solving the Vandermonde system 
,,I 
C 'i(;jcj)=Tr([B(s)]') (O<l<m) 
j = 0 
for the unknown - M,iej (0 < j < m). We can use Lemma 3.1 to calculate the 
necessary traces. 
Let 
G ~ n, +j[P(S) - A,I] 
J 
b+JcA,, - ‘k) 
(O<j<m). 
The {4 :0 < j < m} form a basis of orthogonal idempotents for the center 
C(P) (see [9]>. The idempotents are related to the blocks of the completely 
reduced form. The algebra P has a unique decomposition, 
P=Pgc,cBPcY,‘, ... @P&y,:,,, 
into orthogonal subspaces. We index the idempotents so that they correspond 
to the indexing of the blocks of the completely reduced form. In particular, 
the dimension of the algebra Pfj is e,;, and Pcj is isomorphic to a full 
matrix algebra of degree E,, (see [S]). W e note that Pqi decomposes as the 
direct sum of ej irreducible, isomorphic modules of dimension CZ~. If ej = 1, 
then 4 is a basis for Pcj. For each decomposable component Pfj (that is, 
ej > l), we find an element Pi’ E P so that P,’ is not a scalar multiple of gj. 
This allows us to decompose Pfj into submodules as 
P4 = P(P,‘dpP(cy - P,‘c$. 
We repeatedly decompose a submodule so as to obtain an irreducible module 
Mj of dimension ej. Let {cf’ : 1 < 1~ ej) be a basis for the module M.i 
(0 <j < m). For each j (0 < j < m), we can obtain the block Ai by 
writing P(w)u: in the basis (c:: 1 < 1~ ej}. Let u:, (1~ k, 1~ ej) be such 
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that 
p(w)+= $ a&u;. 
I=1 
We can take Ai to be the matrix (a:,) or any equivalent matrix. 
Next, we will demonstrate how, for a polytope 9, eigenvectors of the 
associated matrix B(8) can be obtained. A basis for the eigenspace of B(8) 
having eigenvalue 0 yields a maximal irredundant set of equations satisfied 
by every point of 9. As we proceed, we will establish a simplification of 
Proposition 4.1. 
The blocks, Aj,(y < j < m), of the completely reduced form give a 
decomposition of @ mto orthogonal subspaces 4, of dimension ejzj, that 
are invariant under the action of the elements of the algebra B. That is, 
By E _t: for all y E _t: (0 < j < m), B E B. We note that 4 (0 < j < m) 
admits a basis {y ‘, y2,. . . , y’j”~} satisfying 
B(w)Y (j)=Y’J’diag( Aj(w),...,Aj(w)), 
. 
(4.2) 
where the columns of Y(j) are the basis ve/ctors {y’, y2,. ., y”]‘~}. The 
order-ej matrix Aj cannot be diagonalized in the indeterminate wi (i E T), 
but for choices of Bi (i E T) that can arise in our setting, Aj(0) can be 
diagonalized, say by the order-ej invertible matrix Z”‘(0). That is, 
A,(e)Z(j)(e) = z(j)(e)diag(A.l,A~,...,A~~~). 
It follows that Y(j’Z(j’(B) diagonalizes B(8). That is, ; i
B(0) Y(j’diag Z’.“(O) Z(j)(B) I f- - - > 7 )I 
Xdiag 
[. 
diag(h{,Aj, ,..., A{,) ,..., diag(A{,Ai,...,A{,) 
.I 
zj 
(0 <j < m). (4.3) 
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We note that a matrix Y(j) satisfying (4.2) depends on the exact choice of A.,, 
which is only unique up to equivalence transformations. 
Let d’ E C” (i E 3) be defined by 
dj, = 
1 for egEi, 
0 for ~EE\E~. 
Let l(, be the invariant subspace span(cZ’ : i E /}. The matrix Y”“, Mom- 
prised of the column vectors d’ (i E x), satisfies (4.2) for j = 0, arbitrar)~ wi 
(i E z’), and appropriately chosen Ao. 
LEMMA 4.2. The block A,,(e) is identicdy 0 for Bi = ~~ - PL%‘~~, /K.~K,, 
when j nnd 1 are such that Ri c Ej X E, (i E T >. 
Proof. Since B(fI)Y’“’ = Y ‘“‘diag( A,,( 0), , A,,( 0)), it suffices to show 
that B(0)Y’“’ = 0. This is equivalent to (A - H)Y”” = 0 (recall the definitions 
of A and H from Section 2). The last equation can be checked directly. n 
Consequently, every point .T of the polytope .y satisfies the three 
equations 
which are the hypothesized equations (2.1.i). 
Let / be the subspace of @;“5 1 -t; on which B(0) has eigenvalue 0. 
For y E#, we have (A - H)y = 0. S ince the rows of A are in S,,, and y is 
orthogonal to _./(,, we have Aty = Ily = 0. Hence every point s of 9 satisfies 
c y<>r,, = 0 WY E./k, l<k<m). (4.5) 
c E E 
LEMMA 4.3. The block A,(w) is identically 0 for 1 < k < rn and W, = 
~LZ~SZ’, /K~K,, when j and 1 are such that Ri c Ej X E, (i E T). 
Proof. It suffices to show that G (see Section 2) satisfies GY’“’ = 0, or 
equivalently HI ‘(li) = 0. Let N be the matrix having columns indexed from 
3, rows indexed from X, and 1~~~ = 9t /Ki for .r E X and i E J? We have 
that N(Y(0))‘Y(k) = 0 since the columns of Y’“’ are orthogonal to those of 
Yck) (1~ k < m). It can be checked directly that N(Yco))r = I-I, so the result 
follows. n 
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From Proposition 4.1, Lemma 4.2, and Lemma 4.3, we can conclude the 
following. 
Trr~om;.a~~ 4.4. If 9 is concordant zL>ith respect to R, then 
,,1 
dim(q) = c z~IJ~(T), 
k=I 
where Ye (0 < yk < eli) is the numher of nonzero eigerwalues of Ak(7) 
(1 < k < m). 
Note that Theorem 4.4 is simpler to app!y than Proposition 4.1 in that we 
do not need to compute eigenvalues of A,,, and the block A, is evaluated at 
T rather than 0 for 1~ k < m. 
5. THE CLIQUE SCHEME 
An example of a coherent configuration, which we will show to be 
particularly important in the study of polyhedral combinatorics, arises by 
letting E be the edge set of the complete graph K,, and distinguishing a 
clique K,, (0 < p < n). A coherent configuration R = (R, : i E I”), on E, is 
given by the incidence relations of pairs of edges with respect to one another 
and to K,,. Specifically, (e,f) E Ri as indicated in Table 1. A column heading 
JS n S’I indicates the number of vertices shared by S and S’. 
We note that R, U R, U R,, = I (i.e., .Y = { 1,9,18}). Hence, the configu- 
ration has three fibers. We note that all R, (1 < i < 20) are nonempty for 
4 < p < n - 4. If, for example, we take p = 3 and n > 7, then all R, (1 < i Q 
20) are nonempty except R,. For p = 2 and n > 6, there are 16 nonempty 
classes, and for p = 1 and n > 5, there are 9 nonempty classes. The case 
p = 0 and n 2 4 leaves only 3 nonempty classes: R,, = I, R,,, and R,,,. The 
configuration (R ,#, R,,, R2(,) satisfies the stronger property of being a (sym- 
metric) association scheme (see [2, 4, 51). For ease of exposition, we will 
assume that 1x2 p + 4, unless we state otherwise. In Appendix A, we catalog 
the parameters pik (1 < i, j, k -S 20) for the cliyue scheme indicated above. 
Of course, the formula given for each pik is only valid when Ri, Rj, and R, 
are all nonempty. 
Generally, we can find the distinct eigenvalues of P(T) by finding the 
distinct eigenvalues of each of gj (j E 3) separately. Recall from Section 3 
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RI 
R2 
R3 
R4 
RS 
43 
R7 
% 
R9 
R 10 
R,, 
RI2 
R 1:s 
RI., 
RI5 
RI6 
R 
R:; 
RN 
R 20 
2 
2 
2 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
that the order of Tj is IT,I. In the case of the clique scheme, we may find 
the distinct eigenvalues of the 20X20 matrix P by finding the distinct 
eigenvalues of matrices that have order 6, 8, and 6 (the cardinalities of the 
Tj). In general, this is not an easy task (see [15] for an example), so we will 
pursue the course described in Section 4. 
The “shape” of the completely reduced form of B(w) for the clique 
scheme is described in Table 2. 
For p > 4, we obtain the six blocks of Table 3. In Appendix B, we 
summarize the calculations that were used to derive the blocks. We have 
taken care to index the blocks so that they are in accord with the indexing of 
the zj and ej above. With the benefit of hindsight, each block (having order 
greater than 1) was subjected to a simple equivalence transformation (sym- 
metric scaling and permuting of rows and columns) so that (4.2) can be 
verified with respect to a natural choice of Y(j). 
The five inequivalent blocks of the completely reduced form for p = 3 are 
obtained by setting p = 3 in AO, Al, A,, AS, and Aa of Table 3, and setting 
u: 3 = 0 in A, (recall that R, is empty for p = 3). For p = 2, there are five 
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TABLE 2 
.i 0 
“.i l 
-.i 1 
j 0 
ej 2 
z .I l 
j 0 
“I n 
I./ 1 
_i 0 
‘J 3 
1 
1 
fl-1 
1 
2 
n-2 
1 
2 
n-3 
1 
2 
n-4 
1 
2 
p = 0 
2 
1 
( 1 z -n 
p = 1 
2 
I 
n - 1 1 1 2 -(n-l) 
p = 2 
2 3 
1 1 
n-2 ( 1 2 -(n-Z) 1 
p = 3 
2 3 
1 2 
( 1 ni3 -(n-3) 2 
pa4 
2 3 
1 2 
4 
1 
n-3 
4 
1 
2(n -4 
4 5 
1 1 
n-II-1 
n - p ( 1 2 -(n-p) p-1 (~?-lXn-~I-l) 1 ( 1 - I’ 
inequivalent blocks. The first three are obtained by setting p = 2 in 
A,,, A,, A2, and setting wi? = w:r = w5 = ws = 0 in A,. The fourth block is 
precisely the entry in row 1 and column 1 of A3 with p = 2. The final block 
for p = 2 is precisely A4. The first of the three blocks for p = 1 is obtained by 
taking the 2 X 2 block obtained from rows and columns 2 and 3 of A,, and 
setting p = 1 and w, r = wr2 = 0. The second block is obtained by setting 
p = 1 and setting w r1 = w I2 = 0 in A,. The final block is obtained by setting 
p = 1 in AZ. For p = 0, there are three inequivalent (1 X 1) blocks. The first 
block is the entry in row 3 and column 3 of A0 with p = 0. The second block 
is the entry in row 2 and column 2 of A1 with p = 0. The final block is pre- 
cisely AS. 
tc q 
A,(w)= 
- ~I0 +(I’- l)(c,, - 1c,z) (n-P-2)(tc,,3-u:,,) 
P(lC,,, - 1L.1;) ~,x+(11-,~-~)1c,',-(~1-~~-:3)u.20 1 
Az(~)=[~,H-2~c,‘,+tc~,,] 
A,(c) = 
[ 
~c,-tc,,+(ll-,‘-l)(‘C,o-“,r) (p -2)(wy - tc,,$) 
(0 - [I)(%, - wr,) ‘“,+(f’-l)rc,-(/,-.3)tc., 1 
A,(~c)=[~~,-uI,~~-Ic,, +w,~] 
The p-clique scheme and the (n - p)-clique scheme are equivalent 
combinatorial objects, as 
RI 4-9 RN, % c-* RI;, R, ++ R,, 
R, ++ RI,, R, ++ RI,, R,,, * RI,, 
(5.1) 
% ++ %o, R, e R,,, R,, ++ R,,, 
R, ++ R,,, % ++ RI47 
is an isomorphism between the schemes. We observe that by substituting 
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n - p for p in the six blocks of Table 3, and relabeling the classes as 
indicated by (5.I), we are left with six blocks which are equivalent to the 
original ones. 
In the remainder of this section, we will develop bases for the invariant 
subspaces -t;, (I< k < 5), relative to the clique scheme. We will refine 
these bases to develop bases for the different subspaces having eigenvalue 0 
that may arise. This together with the correspondence (4.5) yields equation 
sets for the affine hulls of polytopes for which the clique scheme applies. 
For each c E V, i E X, let y“ ‘1 E CE be defined by 
Y,: Ef = 
1 for e~?S(c)n Ei, 
0 otherwise. 
We note that y ‘., I:‘, and IJ ‘., I:‘! are orthogonal for i # j (i, j E X). The 
projection of y’,“~ orthogonal to MY,, is 
For simplicity, we will assume that 3 ,< p < n -3, SO that A, and A:3 both 
exist and are matrices of order 2. First, we will focus on the 2(~1- l)- 
dimensional invariant &space 4,. 
PROPOSITION 5.1. The set 
(p, -t E, 
>Y ’ : c E K,,\bd] (5.2) 
(u chosen arbitrarily in K,,) is a basis for _L?~ (of the clique scheme) 
Proof. Directly check that 
If AS(~) has rank 2, then _.&? yields no equations for 9. If A&T) has 
rank 0, then _J? is a subspace of the eigenspace of B(T) having eigenvahle 
0, and an irredundant set of equations satisfied by every point of 9 is given 
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by all elements y of (5.2) in the manner (4.5). The most interesting case is 
when Am has rank 1. In this case, we can take AR(r) to have the form 
Cc1 [+I i cb ’ 
with at least one of u and b different from 0. 
PR~POSITKIN 5.2. The set 
{_cp+ph:C~K \Iu}} 
I’ 
(5.3) 
(5.4) 
(u chosen arbitrarily in K,,) is a b&s for the subspuce of =J3 (of the clique 
scheme) having eigenoalue 0, when As is a rank-l matrix of the form (5.3). 
Proof. The matrix Arj(7) of (5.3) is diagonalizable if and only if u f - c6. 
Suppose that a = - cb. In our setting 7-r = r7 and rs = rH; hence b = 
(n - p)(~~ - TV) and ca = (p - 2)(~~ - TV). Clearly, b + 0; otherwise we 
would have a = - cb = 0. Also c # 0, since that would imply TV - 7s = 0, and 
hence a = b = 0. But then 
I, = (n - l-‘)ca = -(;p;;l)c’b, 
(p-2) 
which implies that (n - p>/( p - 2) < 0, contradicting the assumption p > 3. 
The matrix 
z:,= [*I 
yields the diagonal form 
Z,‘A:,WZo = [&&I- 
(5.5) 
(5.6) 
In this case, the invariant subspace -8s decomposes into two eigenspaces, 
each of dimension p - 1, one having eigenvalue 0, and the other having 
eigenvalue cb + a. The result follows from (4.3) Proposition 5.1, and (5.4). 
n 
SPECTRAL METHOD FOR POLYHEDRAL FACES 29 
Cmw3LLARY 5.3. Under the hypotheses of Proposition 5.2, the equations 
(5.7) 
are satisfied by all points of the polytope 9. 
Proof. The equations are equivalent to 
which are implied by Proposition 5.2 together with (4.5). 
By symmetry, we have the following. 
PROPOSITION 5.4. The set 
{p, --1;,E,, 
>Y :2: E K,,\(ii}} 
is a basis for -8, (of the clique scheme), where ii is an arbitrary vertex of K,, 
(the complete subgraph of K n induced by the complement of the vertex set 
of K,,). 
PROPOSITION 5.5. If A1 has rank 1, and has the form 
A,(T) = ; ;; H-I (5.8) 
(with at least one of E and & different from 01, then the set 
{_q”.~,+y~.~l,:Ij~~ \{E)} 
P (5.9) 
(U chosen arbitrarily in K,) is a basis for the subspace of 2, (of the clique 
scheme) having eigemalue 0. 
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COROLWRY 5.6. Under the hypotheses of Proposition 5.5, the eyuutions 
-2 
-c x,, + c c cx,, x,, + - 
n-p P E it‘,, PEc%c:)n E,, n-p C’ t E,, 
+ c xc,= 0 (t/c E K,,\{ 6,) (5.10) 
,’ E fs(r)n E,, 
ure satisfied by cl11 points of the pohytope 9. 
An alternative basis for the span of d,, tl,, d,,, (5.4), and (5.9) is (1, 
together with the incidence vectors of the n “stars” of K ,I. This change of 
basis is mimicked by the equivalence of the equations (4.51, (5.7), and (5.10) 
with the more familiar set 
c c x,,= 2.9PI - c.a??, x,. - c w E K,,), 
caES(r)n E, 6’ t 8( I-) n E,, P 
c x,.=3?,. 
(‘E E, 
The eigenspaces S,, 4;, and -z!‘~ may have eigenvalue 0, and hence 
yield additional equations for 9. The correctness of the bases may be 
verified directly. Alternatively, the basis for -YT can be verified directly; 
then the basis for Jz can be verified by symmetry. Finally, the basis for ._/< 
can be verified by checking that ~JA is the orthogonal complement of 
-/‘@-t/5 (restricted to @ “‘1) in C I’,, embedded in C ‘. 
For i E (1,18}, let ui be an arbitrary vertex incident to an edge in E,. For 
(j, k) E Ei\6(ui), define c/‘.‘.~).‘:‘, E C” by 
,I(j.k). E, = 
C I 
P,(Pi -3) for e=(j,k), 
-(cp, -2)(cp, -3) for e=(j,ui) or e=(k,u,), 
0 for eE~(~i>nE,\((j,u,),(k,ui)), 
-2 for eE Ei\G(u,)\{(j,k)}, 
0 for e E E\Ei, 
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where 
‘pi= p 
i 
for i=l, 
n - p for i = 18. 
For i E {l, IS}, let 
J;= {q’jJ+~~~:(j,k) E E,\6(u,)}. 
PROWSI-rroh 5.7. The set Y, (respectit;ely, S,,>, with uny sin& 
element deleted, is a basis for J5 (._.Y2) of the clique scheme. 
Let u (respectively, U) be an arbitrary vertex of K,, (K,,). For each pair 
of j E K,,\(U), k E K,,\{G}, define t(j,‘) E C” hy 
i 
1 for e=(u,G), 
t(j.X) = 1 for e=(j,k), 
C -1 for e=(j,li), 
-1 for e=(u,k). 
PROPOSITION 5.8. The set {t (J.‘): j E K,,\{u), k E K,,\(C)} is u busis jin- 
J4 of the clique scheme. 
The reader may recognize .JJ (restricted to UZ”g) as the cycle space of 
the orientation of the complete bipartite graph K,,,,,_,, = (V, E,) having all 
edges directed from one side of the bipartition to the other. 
6. AN EXAMPLE 
In the interest of conserving space, we restrict ourselves to a familiar 
example, and we confine ourselves to the methods of Sections 4 and 5. For 
examples of other polytopes and an example that only requires the methods 
of Section 3, we refer the reader to [I5]. 
The clique scheme (3 < p < n - 3) can be used to verify that the “subtour 
elimination inequalities” (see [7]) induce facets of the Hamiltonian tour 
polytope on K,. Let X,0 denote the convex hull of the incidence vectors of 
Hamiltonian tours of K, = (V, E). The dimension of z,O is - n (see [7] 
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or [12], for example). The inequality 
c x{>Gp-l (K,, G K,, 3<p<n-3) (6.1) 
e E K,, 
is satisfied by every element of .YY,o. Let Y”,r, denote the set of points of 
9& that satisfy (6.1) with equality. It can be verified that J<,,, (3 < p < 
n - p) is a facet of J<,,, by checking that J< ,, is concordant with respect to 
the clique scheme with parameters 
71=(p-l)!(n-p)!, 
ra=(p-2)!(n-p)!, 
T3=2(p-2)!(n-p)!, 
T4=T7=(p-2)!(n-p-l)!, 
Ts=Tn=2(p-2)!(n-p-l)!, 
Tfi=T15=2(p-l)!(n-p-l)!, 
T9=(p-l)!(n-p-l)!, 
TIO = 711 - - 0, 
7r2=(p-2)!(n-p-2)!, 
T13=T,F,=(p-l)!(n-p-2)!, 
714 = 717 =2(p-l)!(n-p-2)!, 
TIH = p!( n - p -l)!, 
T1g=p!(n-p-2)!, 
Tzo=2p!(n-p-2)!, 
and then applying Theorem 4.4. One obtains that dim(z.,>) = dim(x.,,)- 1 
for 3 < p < n - 3. 
Further examples to which the clique scheme can be applied are the set 
of “blossom” faces of the perfect matching polytope of K,,, and faces 
induced by cliques of the balanced bipartition polytope (see [I5]). For p = 2, 
we can study faces of these polytopes induced by the trivial inequalities 
O<x,< 1 (eE E). For p=l, a nice example where our methodology 
applies is the face of the spanning-tree polytope of K,, induced by the 
inequality C r E 8Ct,j~, > 1. The marginal work required to determine the 
dimension of any of these polytopes is the calculation of the parameters 7i 
(i E T). 
In the case of the Hamiltonian tour polytope, 
As(r)=(p-2)!(n-p-l) 
l[S] 
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and 
A,(r)=(n--I-2)!(p-l)! 
[n-y;2 ( -(n;r2)], 
so c = c = - 1 [see (5.3) and (5.8)]. H ence (5.11) yields the familiar equations 
c x,.=2 (Vu E V), 
c=C%c) 
c xc,=p-1. 
6’ t b , 
7. EXTENSIONS 
The clique scheme, introduced in Section 3, can be generalized to 
uniform hypergraphs. Let HA = (V, E) b e a complete (simple) s-uniform 
hypergraph on n vertices. Let K,;, = (W, F) he a clique of H,“, on p vertices. 
That is, W c V, IWI = 27, and F = {e E E : e c W}. Let 5 denote the vector 
(i,, i,, i,, i4) E Z’. Let 
R(^z) = {(e,f) E E X E:lenK$I =i,, IfnKgl=i,, 
lenfl=i,, lenfnK;,I=i,}. 
Let Y? c Z” he the set of all nonnegative integer-valued solutions 5 to the 
system 
i, < min(s,p}, 
i,+i,<min{s,p), 
i, + i, Q min{ s, P) , 
i, + i, Q s, 
i,+i,+i,+Zi,<Zs+k-n. 
Then, the generalized clique scheme (R(i) : : ZE f} is a coherent configuration 
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A 
on E with 12’1 (nonempty) classes. The case of s = 2 (11 < n> is the clique 
scheme (see Table 1 in Section 5). The case of p = 0 (s < n) is the 
well-known Johnson scheme (see [2, 4, 51). We note that the map H(i,, i,, 
i,, i,) --* R(s - i,, s - i,, i:,, L, - i,) is an isomorphism from the gener+ed 
p-clique scheme to the generalized (n - II)-clique scheme. For i,j, k E ?, 
we have that 
X 
s - i, - i:, - i, s - i, - i:, - i, 
j, + j, - 1, - I, - 1, k:, + k, - I, - I, - 1, 
X 
n -p -2s + i, + i, + i:, +2i, 
~+1,+1,+1:,+21,-j,-j,~-k,-k,-2j, 
whenever 
j, + j, = k, + k,, 
i, + i, =j,+j,, 
i, + i, = k, + k,. 
and 0 otherwise. The generalized clique scheme should prove to be useful in 
studying such combinatorial optimization problems as the s-dimensional 
perfect matching problem. 
Our methods can also be extended to complete (strict) directed graphs by 
considering the natural coherent configuration that arises by distinguishing a 
complete directed subgraph. 
We have shown that the spectral method can be applied in much more 
general circumstances than those studied in [12], [IS], and [Id]. It remains to 
be seen whether our methods can be applied to polytopes having even less 
symmetry than is considered in the present paper. For example, it would be 
nice to see an extension of our methods to classes of polytopes induced by 
(arbitrary) cycles of the complete undirected graph. The difficulty that arises 
is that for the coherent configuration that naturally arises, the number of 
classes grows without bound as the length of the cycle increases. 
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APPENDIX A 
Nonzero parameters of the clique scheme: 
pt.1 = 1, & =2(p -2), p-2 P).L = 2 
t 1 
) 
p:,i =2(n - px p;,, =(p -2xn - px 
n - p 
p;.,i = 2 
( 1 
I 
PP., = 1, p:,, = 1, p;,, =p -2, 
p;,:> =p - 3, & =p -3, 2 _ 1’-3 I%,.3 - 2 
( 1 
) 
p& = n - p, pi g_j =n - p, PS,i ’ =n-p, 
pg.8 =(p -3xn - p), Pi.,s= 
n - p ( 1 2 , p:..j = 1, 
pi.2 = 4, pp.,] =2(p-41, p;;, , = 1 > 
PO. 2 ‘s =2(p -4), 
0 _ p-4 
P.3.3- 
( ) 
2 ) p:., =2(n - px 
p& = 2(n - px p,;,, =(p -4xn - p), 
p:,., = 1, p& =p - 2, p:,, =p -2, 
pis= p-2 ,! 1 2 ’ p:y = 1, P:,lo =n - P - 1, 
2,:. I I = 1, ~:,,~=n-p-l, p:,,, =p -2, 
p&=(p-2Xn-p-l), P:,,~ =n - P - 1, 
P.?,, = 1, PZ.4 = 2, $5 =2(p -3), 
PZ.4 =p -3, 
p -3 
P& = 2 ( 1 > Ply, ,I = 2, 
pz, ,* =2(n - p - 0, P55,Y = 1, &” =fl - p - 1, 
p,5,11 =p -3, p;,,,=(p-3Xn-p-l), pgJfi=n-p-l, 
p:,,:=( n-;-l), 
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P;,,i=(n--:,-l), 
6 _ p-2 
P3.6 - 2 
( 1 
) 
p;. 13 = 2(p - 2). 
pg, ,g = 2(n - p - 2), 
p:,, =p - 2, 
pa.; = 1, 
PY,., =p -2, 
Pi. 15 = n - P - 1, 
p;.3=p-3, 
p;3= p-3 ,( 1 2 ’ 
PL: = 2, 
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P:,h = 1, p;,(; =2(p -2). 
P!i. L.3 = 4 plf,4 =2(n - p -2), 
pg&=(p-2Xn-p-2), &x=1, 
Pi,, =p -2, 
pyo,: = n - p - 1, 
PL.7 = n-p-l, 
I$, , = 1, 
Pi.8 = 1, 
P?,,, =P -3, 
p:,,,=(p-3Xn-P-l), P:3,,5=n-P-1> 
py.4 =p - 1, Pi&j = 
p-1 
( 1 2 ’ 
Pi)“,,” =n - P - 1, PYI.11 =p-l, 
pkIfi =n - P - 1, PPI.Ii=(n-;-l). 
I”_ p-1 
P&S - 2 
( 1 
) Pi”,” = 1, 
pi:, 10 =n-p-2, P:?,,,=P-L 
P:;. I2 -(p-m-p-2), P~~.,h=l> 
PE,,~ =n - p -2, P;:,,;=(n-;-2)> 
p;.1 = 1, 
p -2 
P;c.:, = 2 
( 1 
) 
pII.; = 1, 
& =(p -2Xn - p - 0, 
p;,z = 2, 
pi.2 =2(p -31, 
P:o.” =n-p-l, 
PL.7 =2(n-p-l), 
Pi.9 = 1, 
pyz, 12 =(p - 1Xn - p - 0, 
p;I: = p - 1, 
PE.9 = 1, 
pi;,,, =p - 1, 
Pi!, li =n-p-2, 
p:;, = 1, 
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pi;, =p -2, 
Ph.‘, 1 = 1, 
p:t,,, =p -2, 
p;:;,,6 =n - p - 1, 
pyj =p -2, 
P&Z = 1, 
Pi?, 10 = 1, 
PI& =n - p -2, 
P:& = 1, 
PLO = (n-;-“). 
PA:‘,, = 1, 
Pf:.H=P-L 
Pk. IY =2, 
14 
PI,, 19 =2(n - p -3), 
p:gj =Z(p -21, 
pgN=2(p-22), 
PA.14 =p -2, 
ptd.12=n-r)-l, 
pk,,,=n-p-l, 
$4 =p -2, 
Pli,ll = 1, 
PE.12 =P -2, 
pg.,, =p -2, 
p$,,=n-p-2, 
p;,; =p - 1, 
P1i.13 = 1, 
P;;.,3=P-L 
Pii IY =n-p-2, 
py, = p - 1, 
PZ.13 =2, 
p:;.,,=2(p-l), 
PE,~~ =n - P -3, 
PI:.2”=(n-g-3)> 
p-2 
PEd = 2 
( 1 
7 
p& -2cn - p -2k 
PA.‘, = 
p-2 
( ) 2 ’ 
p;;,, = 1, 
L1 
Pl2.12 =(p -2Xn - p -I), 
pF4 = 1, 
p;2j= p-2 
. . ( 1 2 ’ 
p1& =n - P -2, 
PE,Y = 1, 
p&z =(p -2Xn - p -21, 
IO 
PH.6 = 
P::,,~ =n - p-2, 
~f~,,~=(p-lXn-p--22), 
p&Y =n -p -2, 
1-l _ p-1 
PH.6 - 2 
( ) 
) 
ptk14 =n - P -3, 
Pii, 14 -(p - 1Xn - p -3), 
PE, 18 - 1, 
PE,, = 1, 
PlZ.7 -4, 
pf:,,=(p-2Xn-p-21, 
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pt;.,,=1 
piZjlh =n - p -2, 
P& =p - 1, 
p;h:, g_ =2(p - l>, 
P;:,l, =p-1, 
Pk.,6 =2, 
pi;,l4 =p(n - p -21, 
p:;.20 =n - p -3, 
2” _ p 
P15.6 - 2 , 
( 1 
p:q,,, =p(n - p -4l 
PE,," =2(n - p -4), 
p:;,,, =2(n - p -2), & 13 = 
(“-:-‘), 
p-1 
P;z,.T = 2 
( ) 
1 i’l6.R 1 ‘6 =I 
r’:;.,l=P-L p;;. ,2 =p - 1, 
p;S,,, =(p - 1Xn - p -2), pt,t& = 1, 
pll;,,; =n - p -2, 
P%,,, =2p, 
P:Ho.20 = 1, 
Pit, IX = 1, 
P:p, 1.3 = 2 P1 
d!!, I9 = 4, 
p;:,,g=2(n-p-4), 
,;:.,,,=(yJ-4). 
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APPENDIX B 
The center of P for the clique scheme, with p > 4, is the set of matrices 
P(S) where s E C’ satisfies the 20 - 6 = 14 independent equations 
s-1 = %j = ,S6 = ST = sx = S13 = s,, = SIR = S,(+ = s,7 = 0, 
s, - sg - s,, +(p-2)~,-(~,-~~-1)~,,,-(~-~~-1)~,~=0, 
SIX - s9 - s,u +(?a-I’-2)S,,-(I’-l)S,,-(p-l)S,,=O, 
2S,-2S,,+(p-3)S:,-2(n-p-1)S,,=0, 
2S,, -2S,,,+(n-/J-3)S3,,-2(P-1)S,2=0. 
Choosing s,~, sg, s,(,, s, ,, s,~, szo arbitrarily determines the values of the re- 
maining variables. A suitable solution to the system will yield a matrix P(s) 
with six distinct eigenvalues. For example, for the choice of 
SF3 = 2, s,=5, SIC) = 1, s,, = 1, s,2 = 3, SZ,) = 4, 
S, = (10-31’)” +4p’ -13/J +4, S,=3rl-4fJ-t1, 
SIX = 212” - (7rJ - 8) 7l + 5p” + 18rJ + 10, s19 = -2n +5p +4, 
the distinct eigenvalues of P arc 
A,, = (3~ -2)n -3~” +6, A,= -2p+6, 
A, = 2n” -(7p +4)n +5fJ” +8p +6, 
A, = -2n +21_1 f6, A, = 6, h,=(-3p+4)n+4p"-5p+4. 
We note that the indexing of the eigenvalues is in accord with the indexing 
of all quantities in Section 4 related to p > 4. We obtain the orthogonal 
central idempotents cj (0 < j < 5) as described in Section 4. The algebra 
PECj has dimension 9. As P,,G,, is not a scalar multiple of E,;,, we have the 
decomposition 
p4:, = PC p,,Go) @ PC 41 - P,xG,,) . 
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One of the two submodules in the decomposition is of dimension 3 and the 
other is of dimension 6. It can be checked that {~P,,&a : j E T} has three 
linearly independent elements. Hence, P(P,,~~,) is an irreducible module of 
dimension 3. One choice of basis is 
Similarly, the algebra PG, has dimension e: = 4, and it has the decom- 
position 
Both submodules are irreducible and have dimension 2. A basis for P(P,,G,) 
is 
v: = P,,P,,G,, 
v!=P’G =P 2 1x 1 E 18 1’ 
The algebra Pgz has dimension 1, and it has the element uf = &z as a basis. 
A basis for the 2-dimensional irreducible submodule P(P,&s) of P&s is 
The I-dimensional module ~9~ has basis c, ’ = g4, and the I-dimensional 
module F5 has basis VT = 6s. 
The authors would like to thank George Seligman for a helpful discussion 
regarding the completely reduced form of an algebra. 
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