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Abstract
We show that the distribution of the number of peaks at height imodulo k in k-Dyck paths
of a given length is independent of i ∈ [0, k − 1] and is the reversal of the distribution of the
total number of peaks. Moreover, these statistics, together with the number of double descents,
are jointly equidistributed with any of their permutations. We also generalize this result to
generalized Motzkin paths and generalized ballot paths.
Given a positive integer k, a k-Dyck path of down-size n is a lattice path from (0, 0) to ((k+1)n, 0)
with unit steps u = (1, 1) (an up-step) and d = (1,−k) (a down-step) that stays in the first quadrant.
This is a generalization of the well-known Dyck paths (see e.g. [3]), where k = 1 and the down-
size is called the semilength. Note that a k-Dyck path of down-size n contains exactly n down-steps
and kn up-steps.
A ud block in a k-Dyck path is called a peak, and the height of that peak is defined as the second
coordinate of the left endpoint of the d step in the peak. Given a peak ud, we also call the vertex
between the u and d steps a peak. Similarly, a dd block (and the vertex in the middle of it) is called
a double descent.
In Section 1 of this paper we will consider a group of statistics related to the heights of peaks
in k-Dyck paths, and prove that they not only have the same distribution, but also have the same
joint distribution as any permutation of themselves. Furthermore, these statistics are naturally
related to the number-of-ith-children statistics on (k+ 1)-ary trees for i = 1, 2, . . . , k+ 1, which are
easily seen to have the same joint distribution as any of their permutations.
In Section 2 we will extend and generalize the results of Section 1 to include level steps (e.g.
generalized Motzkin and Schro¨der paths) and some paths that do not end at their initial height
(e.g. generalized ballot paths).
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1 Main results
Let Pkn be the set of k-Dyck paths of down-size n > 0. Note that the rightmost peak of any path
P ∈ Pkn is followed only by down-steps and thus is at height 0 mod k. Therefore, we will only
consider non-rightmost peaks of paths in Pkn.
We define the following statistics on the Pkn. Given a k-Dyck path P ∈ P
k
n, for each i =
0, 1, . . . , k − 1, let pk(P) be the total number of non-rightmost peaks in P, and let pki(P) be the
number of non-rightmost peaks in P that are at heights i mod k. (Of course, the rightmost peak of
P is always at height 0 mod k, since it is followed only by down-steps, but we will need the values
of the above statistics on some subpaths of P as well, where height modulo k of the rightmost peak
may be different.) We also define dd(P) to be the number of double descents in P. Note that every
d step of P follows either a u step or a d step, and thus dd(P) = n − 1 − pk(P) for n > 1 (we
subtract 1 for the rightmost peak of P). Then we have the following result.
Theorem 1.1. The (k + 1)-statistic (pk0,pk1, . . . ,pkk−1,dd) on P
k
n is jointly equidistributed with any
of its permutations.
We obtain this result by giving a recursive bijection between k-Dyck paths and (k + 1)-ary
trees that maps the above statistics on k-Dyck paths to the number of (i + 1)-st children statistics
on (k+ 1)-ary trees for i = 0, 1, . . . , k− 1, k.
An m-ary tree is a rooted ordered tree in which each node has at most m children assigned
positions in {1, 2, . . . ,m} from left to right, not necessarily consecutively.
Let Tmn be the set of m-ary trees on n vertices, n > 1. Define the following statistics on T
m
n .
Given an m-ary tree T ∈ Tmn , let ei(T) be the number of ith children in T , i.e. nodes that are
children in position i from the left, for 1 6 i 6 m. Equivalently, ei(T) is the number of ith edges
in T , i.e. edges from a vertex to its child in position i.
Proposition 1.2. Them-statistic (e1, e2, . . . , em) on T
m
n is jointly equidistributed with any of its permu-
tations.
Proof. This is almost immediately obvious. It is enough to recursively permute the subtrees of
each node of T starting from the root according to the permutation of the statistics ei, i = 1, . . . ,m.
We will leave the details of this bijection to the reader.
We can now connect Proposition 1.2 to Theorem 1.1. We will begin by defining two operations
on paths.
Definition 1.3. Given a k-Dyck pathQ starting at height 0, define its i-liftingQ(i) as the path with
the same sequence of steps but starting at height i.
Note that any k-Dyck pathQwith the maximal down-step suffix of length n > 1 has a unique
decomposition as
Q = Q
(0)
0 uQ
(1)
1 u . . .Q
(kn−1)
kn−1 udd . . .d︸ ︷︷ ︸
n
, (1.1)
where each Qj, 0 6 j 6 kni − 1, is a k-Dyck path.
Definition 1.4. Let Q be a k-Dyck path with the maximal down-step suffix of length n > 1 and
with the decomposition as in (1.1). Define a permutation πn on the set [0, kn − 1] by
πn =
(
k− 1, . . . , 1, 0
)(
2k− 1, . . . , k+ 1, k
)
. . .
(
kn− 1, . . . , k(n− 1) + 1, k(n − 1)
)
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in cycle notation. Define the cyclic shift κ(Q) of Q by replacing each Q
(j)
j with Q
(j)
πn(j)
, where
j ∈ [0, kn − 1]. In other words,
Q
(j)
j 7→

Q
(j)
j+k−1, if j ≡ 0 (mod k),
Q
(j)
j−1, otherwise.
Note that κ is a bijection on Pkn since πn is a bijection, and that κ
k is the identity map on Pkn
for any n.
Lemma 1.5. For any k-Dyck path Q with the maximal down-step suffix of length n > 1, the map
λ : Q(1) 7→ κ(Q) preserves peak heights modulo k in each segment Qj, 0 6 j 6 kn − 1, as well as the
number of double descents in Q.
We will call λ(Q(1)) = κ(Q) the cyclic lowering ofQ(1).
Proof. DecomposingQ as in (1.1) and lifting it by 1 unit, we see that each segmentQj inQ
(1) starts
at height j + 1. On the other hand, the starting height of the segment Qj in κ(Q) is j − k + 1 if
j ≡ k− 1(mod k), or j+ 1 if j 6≡ k− 1(mod k). In other words, the height of peaks either does not
change or decreases by k, and thus remains the same modulo k.
Thus, λ preserves the statistics pki (0 6 i 6 k−1) onQ, and hence their sum pk. But pk+dd =
m− 1 on Pkm for anym > 0, and therefore λ preserves the number of double descents as well.
Applying cyclic lowering several times, we obtain an easy corollary of Lemma 1.5.
Corollary 1.6. For any k-Dyck path Q with the maximal down-step suffix of length n > 1, the map
λi : Q(i) 7→ κi(Q) on k-Dyck paths preserves peak heights modulo k in each block Qj, 0 6 j 6 kn− 1.
We will call λi(Q(i)) = κi(Q) the cyclic i-lowering of Q(i). Note that κi(Q) permutes blocks Qj
as follows:
Q
(j)
j 7→

Q
(j)
j+k−i, if j ≡ 0, 1, . . . , i− 1 (mod k),
Q
(j)
j−i, if j ≡ i, i+ 1, . . . , k− 1 (mod k).
[As an aside, we note that this is not a unique way to define λ so as to preserve non-rightmost
peak heights modulo k. Another possible way, among many, is to cyclically shift the whole se-
quence of subpaths Qj, i.e. to define the permutation πn as the cycle (kn − 1, kn − 2, . . . , 1, 0). In
that case, κwould require less block moves but would have order kn, which depends on n.]
Theorem 1.7. The statistics (pk0,pk1, . . . ,pkk−2,pkk−1,dd) on P
k
n and (e1, e2, . . . , ek+1) on T
k+1
n are
equidistributed.
Proof. To prove this theorem, we give a bijection ψ : Pk → Tk+1 that maps peaks at heights i
modulo k (i = 0, 1, . . . , k− 1) of a k-Dyck path P of down-size n to (i + 1)-st children of a (k+ 1)-
ary tree ψ(P) on n vertices, and maps double descents of P onto (k+ 1)-st (i.e. rightmost) children
in ψ(P).
To do this, first label the peaks and double descents of P (i.e. the left endpoints of all down
steps of P) from left to right as follows:
• label the rightmost peak by r,
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• label the left endpoint of a down edge ij if it is the jth non-rightmost peak at height imodulo
k, where 0 6 i 6 k− 1, and
• label the left endpoint of a down edge dj if it is the jth double descent of P.
For a tree T ∈ Tk+1, let Ti its i-th subtree and write T = (T1, T2, . . . , Tk+1). Then define the
map ψ as follows: let ψ(∅) = ∅ (i.e. the one-point path corresponds to the empty tree), and
for P 6= ∅, define ψ(P) recursively so that, for i = 0, 1, . . . , k, the (i + 1)-th subtree of ψ(P) is
ψ(P)i+1 = ψ(κ
i(Pi)). In other words,
ψ(P) =
(
ψ(P0),ψ(κ(P1)),ψ(κ
2(P2)), . . . ,ψ(κ
k−1(Pk−1),ψ(κ
k(Pk)
)
, (1.2)
and we recall that κk(Pk) = Pk. Now label the vertices of ψ(P) recursively as follows:
• label the root of ψ(P)with r,
• for i = 0, 1, . . . , k − 1, label the (i + 1)-th child of the root of ψ(P) (i.e. the root of ψ(κi(Pi)))
with the label of the rightmost peak of P
(i)
i (which is at height imodulo k).
• label the (k+1)-st (i.e. the rightmost) child of the root ofψ(P) (i.e. the root ofψ(Pk)) with the
label of the right endpoint of P
(k)
k (which is a double descent if Pk 6= ∅, since it is preceded
and followed by a down-step). Recall that the rightmost peak of P
(k)
k is also the rightmost
peak of P, and hence its label has already been used for the root of ψ(P).
Now, proceeding inductively for each i = 0, 1, . . . , k, label the remaining (nonroot) vertices of
each ψ(κi(Pi)) with the labels of the corresponding non-rightmost peaks or double descents of
P
(i)
i . Note that the cyclic i-lowering λ
i may permute positions of peaks and double descents of
P
(i)
i but preserves peak heights modulo k. Therefore, all (i + 1)-st children in ψ(P) are labeled
either ij (for some j) if 0 6 i 6 k− 1, or dj (for some j) if i = k (see Figure 1.1 and Example 1.8).
In particular, if P has down-size n, then ψ(P) has n vertices. Moreover,
(pk0,pk1, . . . ,pkk−1,dd)(P) = (e1, e2, . . . , ek+1)(ψ(P)).
Finally, we see that Proposition 1.2 and Theorem 1.7 together imply Theorem 1.1.
Example 1.8. Figure 1.1 gives an example of the application of map ψ of Theorem 1.7, together
with the corresponding mapping of the peaks and double descents of a path P to the nodes of the
corresponding tree ψ(P). We label the peaks of P as described in Theorem 1.7. In our example,
k = 2, n = 10, and
P = uuduuuuududd︸ ︷︷ ︸
P0
uuuduuuuududd︸ ︷︷ ︸
P
(1)
1
uuud︸︷︷︸
P
(2)
2
d.
Then κ2 = id and ψ(P) =
(
ψ(P0),ψ(κ(P1)),ψ(κ
2(P2))
)
= (ψ(P0),ψ(κ(P1)),ψ(P2)). For P1 =
uuduuuuududd, we use the other decomposition,
P1 = uud︸︷︷︸
P1,0
u ∅︸︷︷︸
P
(1)
1,1
u ∅︸︷︷︸
P
(2)
1,2
uuud︸︷︷︸
P
(3)
1,3
udd.
4
01
11
02
d1
12
03
13
d2
r
d3
12
03
r13
d2
κ 12
03 r13
d2
12
03 r13
d2
r
02
01 d1
11
13
12 d2
03
d3
ψ
ψ
Figure 1.1: An example of the application of map ψ, together with the corresponding mapping of
the peaks and double descents of a 2-Dyck path P to the nodes of the ternary tree ψ(P).
Since the ud . . .d suffix of P1 contains 2 d’s, we have that κ permutes the blocks P1,j, j = 0, 1, 2, 3,
according to π2 = (10)(32), i.e.
κ(P1) = ∅︸︷︷︸
P
(0)
1,1
uuud︸︷︷︸
P
(1)
1,0
uuud︸︷︷︸
P
(2)
1,3
u ∅︸︷︷︸
P
(3)
1,2
udd = uuuduuuduudd.
Note also that P0 = P1 in this example, but the subtrees ψ(P)1 = ψ(P0) and ψ(P)2 = ψ(κ(P1)) of
ψ(P) corresponding to P0 and P1, respectively, are not equal as ordered trees.
As a direct consequence of Theorem 1.7, we have the following corollary.
Corollary 1.9. The statistics pk0, pk1, . . . , pkk−1, dd are equidistributed on P
k
n for n > 0.
Moreover, the fact that dd(P) = n − 1 − pk(P) for P ∈ Pkn, n > 1, implies that the distribution
of each of pk0, pk1, . . . , pkk−1, dd on P
k
n is the reversed distribution of pk on P
k
n.
Example 1.10. Letting k = 1, we obtain that (dd,pk) and (pk,dd) are equidistributed on Dyck
paths. In fact, the well-known bijection η(∅) = ∅, η(P0uP1d) 7→ η(P1)uη(P0)d on Dyck paths (more
precisely, an involution) interchanges the dd and pk statistics. Since the distribution of pk is given
by the Narayana numbers N(n, r) = 1n
(
n
r
)(
n
r−1
)
, 1 6 r 6 n (see A001263 [2]), this yields (yet
another) bijective proof thatN(n, r) = N(n,n − r).
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(0, 0, 2)
1
d
(0, 1, 1)
0
d
(1, 0, 1)
1
d
(0, 1, 1)
0 d
(1, 0, 1)
1
d
(0, 1, 1)
0
1
(1, 1, 0)
1 1
(0, 2, 0)
0
1
(1, 1, 0)
0
d
(1, 0, 1)
1
0
(1, 1, 0)
0 0
(2, 0, 0)
Figure 1.2: Peak heights modulo 2 and double descents in 2-Dyck paths of down-size 3. A non-
rightmost peak at height imod 2 (i ∈ {0, 1}) is labeled with i. A double descent is labeled with d.
The rightmost peak is unlabeled. Below each path P is the value of (pk0,pk1,dd)(P).
Example 1.11. Letting k = 2, we see that dd, pk1 (odd-height non-rightmost peaks), and pk0
(even-height non-rightmost peaks) are equidistributed on 2-Dyck paths, also known as ternary
paths (see Figure 1.2). The distribution of each of pk0, pk1, and dd is given by A120986 [2], and the
distribution of pk = pk0+pk1 = n − 1− dd is given by A108767 [2].
The preceding results enable us now to calculate the joint distribution on Pkn (n > 1) of the
statistic (pk0,pk1, . . . ,pkk−2,pkk−1,dd).
Corollary 1.12. The number of paths P ∈ Pkn (n > 1) such that (pk0,pk1, . . . ,pkk−1,dd)(P)
= (r0, r1, . . . , rk−1, rk), where
∑k
i=0 ri = n − 1, is
1
n
k∏
i=0
(
n
ri
)
.
Moreover, for each statistic st ∈ {pk0∗ ,pk1, . . . ,pkk−1,dd}, the number of paths P ∈ P
k
n (n > 1) such
that st(P) = r is
1
n
(
n
r
)(
kn
n − 1− r
)
,
6
whereas the number of paths P ∈ Pkn (n > 1) such that pk(P) = r + 1 is
1
n
(
n
n− 1− r
)(
kn
r
)
=
1
n
(
n
r + 1
)(
kn
r
)
,
where 0 6 r 6 n − 1.
Note that
∑k
i=0 ri = n− 1 in Corollary 1.12 since a down-step must be preceded by an up-step
or another down-step, so that
∑k
i=0 ri counts all the down-steps of P except the one immediately
after its rightmost peak.
Proof. Let f = f(x;q0,q1, . . . ,qk−1,qk) be the generating function over the nonempty k-Dyck paths
defined by
f = f(x;q0,q1, . . . ,qk−1,qk) =
∞∑
n=1
∑
P∈Pkn
xn
(
k−1∏
i=0
q
pki(P)
i
)
q
dd(P)
k
=
∞∑
n=1
∑
T∈Tk+1n
xn
(
k∏
i=0
q
ei+1(T)
i
)
.
(1.3)
Then Proposition 1.7 and its proof imply that
f = x
k∏
i=0
(qif+ 1). (1.4)
The number of paths P ∈ Pkn such that (pk0,pk1, . . . ,pkk−1,dd)(P) = (r0, r1, . . . , rk−1, rk) is the
coefficient of f at xn
∏k
i=0 q
ri
i . Applying Lagrange inversion to (1.4), we get that[
xn
k∏
i=0
qrii
]
f =
1
n
[
fn−1
k∏
i=0
qrii
](
k∏
i=0
(qif + 1)
)n
=
1
n
k∏
i=0
(
n
ri
)
,
which is the number of paths we want to enumerate.
The second and third statement of the corollary can be derived similarly by setting all but one
qi = 1 and noting that pk = n − 1− dd on P
k
n.
2 Extensions and generalizations
2.1 Paths with level steps
Theorem 1.1 can be extended to generalized colored Motzkin and Schro¨der paths as follows. Let
A ⊆ N, and let c = (ca)a∈N be a vector of nonnegative integers such that ca = 0 exactly when
a /∈ A. Consider a path P from (0, 0) back to height 0 with unit steps u = (1, 1), d = (1,−k), and
la,b = (a, 0) of color b, where 1 6 b 6 ca, for all a ∈ A. We also include the case A = {∞} and
c∞ = 1 to be able to exclude all level steps so as to generate the k-Dyck paths considered above.
We will call such paths (k,A, c)-paths, as this generalizes (k,a)-paths defined in [1] for A = {a}
and ca = 1, and let P
k,A,c
n be the set of (k,A, c)-paths of length n. We also define the length of up,
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down, and level steps by |u| = 1, |d| = 1, and |la,b| = a, and the length |P| of a path P as the sum of
the lengths of its steps.
On such a (k,A, c)-path P, call the blocks dd and la,bd weak double descents, and call blocks ud
and ula,b, as well as the single step la,b if it is the leftmost step of P, weak peaks (in each case here,
a ∈ A and b ∈ [ca]). Extending our peak height definition for k-Dyck paths, let the height of a
weak peak be the second coordinate of the left endpoint of the down or level step in the peak.
Furthermore, on (k,A, c)-paths P, define the following statistics:
• wpki(P), the number of non-rightmost weak peaks of P at heights i mod k, where i =
0, 1, . . . , k− 1,
• wpk(P) =
∑k−1
i=0 wpki(P), the total number of non-rightmost peaks of P,
• wdd(P), the number of weak double descents of P.
Then we have the following unique decomposition:
P = L or P = P
(0)
0 uP
(1)
1 u . . .P
(k−1)
k−1 uP
(k)
k dL,
where each Pi is a (k,A, c)-path of down-size ni (such that 1 +
∑k
i=0 ni = n, the down-size of P)
and L is a block of level steps of allowed lengths and colors. Furthermore, as before, for each path
Pi we have the unique decomposition
Pi = P
(0)
i,0 uP
(1)
i,1 u . . .P
(kmi−1)
i,kmi−1
uDi,
where each Pi,j is a (k,A, c)-path and Di is block of down-steps and level steps (i.e. no up-steps)
containing exactly mi down-steps and possibly some level steps of any allowed lengths and col-
ors. Then it is easy to see that, for each i ∈ [0, k−1], the cyclic i-lowering map λi that permutes the
subpaths Pi,j in the same way as in Corollary 1.6, preserves weak peak heights modulo k as well
as the number of weak peaks and weak double descents in P
(i)
i . The preceding discussion implies
the following result.
Theorem 2.1. The (k+ 1)-statistic (wpk0,wpk1, . . . ,wpkk−1,wdd) on P
k,A,c
n is jointly equidistributed
with any of its permutations.
It is a pretty straightforward exercise to adapt the bijective proof of Theorem 1.1 to prove
Theorem 2.1, and we will leave it to the reader. Instead, we will give a short generating function
argument similar to that given in Corollary 1.12 so as not to repeat essentially the same proof with
minor variations.
Proof. Note that letting A = ∞ yields Theorem 1.1. Let A 6= ∞ and let cA(x) = ∑a∈A caxa,
Pk,A,c = ∪∞n=0Pk,A,cn , and
fk,A,c = fk,A,c(x;q0,q1, . . . ,qk−1,qk) =
∑
P∈Pk,A,c\{∅}
x|P|
(
k−1∏
i=0
q
wpki(P)
i
)
q
wdd(P)
k . (2.1)
Then, from the path decompositions above and the cyclic i-lowering maps, we obtain the func-
tional equation
fk,A,c = cA(x)(fk,A,c + 1) + x
k+1
k∏
i=0
(qifk,A,c + 1), (2.2)
Now notice that Equation (2.2) is symmetric in the variables q0,q1 . . . ,qk.
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(0, 0) (0, 0)
d
(0, 1)
d
(0, 1)
d
(0, 1)
0
(1, 0)
0
d
(1, 1)
0
d
(1, 1)
0
(1, 0)
0
d
(1, 1)
0
(1, 0)
0
0
(2, 0)
0 d
(1, 1)
0
(1, 0)
0 d
(1, 1)
0
(1, 0)
0
d
(1, 1)
0 d
(1, 1)
d
d
(0, 2)
d
(0, 1)
d
(0, 1)
Figure 2.1: Weak peaks and weak double descents in Motzkin paths of length 5. A non-rightmost
weak peak is labeled with 0 (the only remainder modulo k = 1). A weak double descent is labeled
with d. The rightmost weak peak is unlabeled. Below each path P is the value of (wpk,wdd)(P).
Example 2.2. Letting k = 1, we obtain the joint equidistribution of (wdd,wpk) and (wpk,wdd)
onMotzkin paths by settingA = {1}, c1 = 1 (see Figure 2.1 for an example), and on Schro¨der paths
by setting A = {2}, c2 = 1.
2.2 Ballot paths
We can also generalize Theorem 1.1 to left prefixes of k-Dyck paths starting at (0, 0) and ending
at some height m > 0. Define a (k,m)-ballot path of down-size n to be a path from (0, 0) to ((k +
1)n +m,m) with steps u = (1, 1) and d = (1,−k). Let Pk,m be the set of (k,m)-ballot paths, and
let Pk,mn be the set of (k,m)-ballot paths of down-size n.
Letm ≡ r (mod k), so thatm = ℓk+r for some integers ℓ > 0 and 0 6 r 6 k−1. Observe that a
(k,m)-ballot path is a prefix of some k-Dyck path, andmoreover, form 6≡ 0 (mod k), it can only be
extended on the right to a k-Dyck path by using at least some up-steps. Thus, form 6≡ 0 (mod k),
any suffix extending a (k,m)-ballot path to a k-Dyck path must contain a peak. Ifm ≡ 0 (mod k),
then the rightmost peak is necessarily at height 0 mod k, so peaks at heights i 6≡ 0 mod k are not
rightmost. Hence, we need to modify our peak statistics and let pk∗i (P) be the number of peaks in
(k,m)-ballot path P at heights i mod k (so these statistics may count the rightmost peak as well).
Theorem 2.3. Let m, ℓ > 0 and 0 6 r 6 k − 1 be integers such that m = ℓk + r. Then for any
0 6 r 6 k− 1,
• the (r + 1)-statistic (pk∗0 , . . . ,pk
∗
r) on P
k,m
n is jointly equidistributed with any of its permutations.
• the (k − r − 1)-statistic (pk∗r+1, . . . ,pk
∗
k−1) on P
k,m
n is jointly equidistributed with any of its per-
mutations.
Proof. Note that any (k,m)-ballot path P can be uniquely decomposed as
P = P
(0)
0 uP
(1)
1 u . . .uP
(m−1)
m−1 uP
(m)
m , (2.3)
where each Pi, i = 0, 1, . . . ,m, is a k-Dyck path, on which the multistatistics (pk0, . . . ,pkr) and
(pkr+1, . . . ,pkk−1) are jointly equidistributed with any of their respective permutations. The only
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peaks not counted by the unstarred statistics are the rightmost peaks. Note that the rightmost
peak of each subpath P
(i)
i is at height i mod k. Thus, ℓ + 1 of these subpaths, if nonempty, have
their rightmost peak at heights in [0, r] modulo k, whereas only ℓ of these subpaths, if nonempty,
have their rightmost peak at heights in [r+ 1, k− 1] modulo k. Thus, for i = 0, 1, . . . , k− 1,
pk∗i (P) =
m∑
j=0
pk∗i (P
(j)
j ) =
{∑m
j=0 pki(P
(j)
j ) +
∑ℓ
j=0[Pkj+i 6= ∅], if 0 6 i 6 r,∑m
j=0 pki(P
(j)
j ) +
∑ℓ−1
j=0 [Pkj+i 6= ∅], if r + 1 6 i 6 k− 1,
=
{∑m
j=0 pki(κ
j(Pj)) +
∑ℓ
j=0[Pkj+i 6= ∅], if 0 6 i 6 r,∑m
j=0 pki(κ
j(Pj)) +
∑ℓ−1
j=0 [Pkj+i 6= ∅], if r + 1 6 i 6 k− 1,
(2.4)
where κ is the cyclic shift map defined on page 2 and, as before, [·] is the Iverson bracket.
The distribution of these statistics can be computed as well. Let
gk,m = gk,m(x;q0,q1, . . . ,qk) =
∞∑
n=0
∑
P∈Pk,mn
xn
(
k−1∏
i=0
q
pk∗i (P)
i
)
q
dd(P)
k , (2.5)
then, from (2.4),
gk,m = gk,ℓk+r =
(
r∏
i=0
(qif+ 1)
)ℓ+1( k−1∏
i=r+1
(qif+ 1)
)ℓ
, (2.6)
where the function f is defined in (1.3) and satisfies (1.4). The multipliers qi in (2.6) correspond
to the fact that the rightmost peak of a nonempty P
(kj+i)
kj+i is at height i modulo k. From (1.4), f is
symmetric in q0, . . . ,qk, and therefore it is clear from (2.6) that gk,ℓk+r is symmetric in q0, . . . ,qr
as well as in qr+1, . . . ,qk−1.
Applying Lagrange inversion to (2.6) as in Corollary 1.12 yields after some routine manipula-
tions that the number of paths P ∈ Pk,ℓk+rn with (pk
∗
0 , . . . ,pk
∗
k−1,dd)(P) = (s0, . . . , sk−1, sk), where∑k
i=0 si = n > 1, is[
xn
r∏
i=0
qsii
]
gk,ℓk+r
=
1
n
(
ℓ + 1
n + ℓ+ 1
r∑
i=0
si +
ℓ
n + ℓ
k−1∑
i=r+1
si
)(
r∏
i=0
(
n + ℓ+ 1
si
))( k−1∏
i=r+1
(
n + ℓ
si
))(
n
sk
)
. (2.7)
Note that letting ℓ = 0 and r = 0 in (2.7) yields the result of Corollary 1.12, since (r0, r1, . . . , rk)
in Corollary 1.12 is (s0 − 1, s1, . . . , sk) in the notation of (2.7).
Example 2.4. Letting k = 2, ℓ = 0, r = 1, we see that statistics (pk∗0 ,pk
∗
1) and (pk
∗
1 ,pk
∗
0) are
equidistributed on (2, 1)-ballot paths of down-size n. In particular, statistics pk∗0 (even-height
peaks) and pk∗1 (odd-height peaks) are equidistributed on those paths. For an example of this, see
the last 7 paths in Figure 1.2 (rightmost three in row 2 and all of row 3), delete the rightmost ud
from each of those, and ignore the dd statistic.
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The above result can be generalized for the weak versions of the corresponding statistics.
Let A and c be defined as for (k,A, c)-paths. Define a (k,A, c,m)-path of down-size n to be
a path from height 0 to height m > 0 with steps u = (1, 1), d = (1,−k), and any level steps
la,b = (a, 0) of color b, for a ∈ A and b ∈ [ca]. Note that a (k,A, c,m)-path of down-size n (i.e.
with n down-steps) has kn +m up-steps. Let Pk,A,c,rn be the set of such paths, and let P
k,A,c,m =
∪∞n=0Pk,A,c,mn . Note that Pk,A,cn = Pk,A,c,0n , and therefore, Pk,A,c = Pk,A,c,0. Let wpk∗i (P) (i =
0, 1, . . . , k − 1) be the number of (possibly rightmost) weak peaks of P at heights i mod k. Then
we have the following result.
Theorem 2.5. Let m, ℓ > 0 and 0 6 r 6 k − 1 be integers such that m = ℓk + r. Then for any
0 6 r 6 k− 1,
• the (r+ 1)-statistic (wpk∗0 , . . . ,wpk
∗
r) on P
k,A,c,m
n is jointly equidistributed with any of its permu-
tations.
• the (k − r − 1)-statistic (wpk∗r+1, . . . ,wpk
∗
k−1) on P
k,A,c,m
n is jointly equidistributed with any of
its permutations.
Proof. Note that any (k,A, c,m)-path P can be uniquely decomposed as
P = P
(0)
0 uP
(1)
1 u . . .P
(m−1)
m−1 uP
(m)
m , (2.8)
where each Pi, i = 0, 1, . . . ,m, is a (k,A, c)-path. Define
gk,A,c,m = gk,A,c,m(x;q0,q1, . . . ,qk) =
∑
P∈Pk,A,c,r
x|P|
(
k−1∏
i=0
q
wpk∗i (P)
i
)
q
wdd(P)
k , (2.9)
then the decomposition (2.3) implies, as in the proof of Theorem 2.3, that
gk,A,c,m = gk,A,c,ℓk+r = x
m
(
r∏
i=0
(qifk,A,c + 1)
)ℓ+1( k−1∏
i=r+1
(qifk,A,c + 1)
)ℓ
,
where fk,A,c is defined in (2.1) and satisfies (2.2), which is symmetric in q0, . . . ,qk. Therefore,
gk,A,c,ℓk+r is symmetric in q0, . . . ,qr and in qr+1, . . . ,qk−1.
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