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Abstract Bayesian Additive Regression Trees (BART)
is a tree-based machine learning method that has been
successfully applied to regression and classification prob-
lems. BART assumes regularisation priors on a set of
trees that work as weak learners and is very flexible for
predicting in the presence of non-linearity and high-
order interactions. In this paper, we introduce an ex-
tension of BART, called Model Trees BART (MOTR-
BART), that considers piecewise linear functions at node
levels instead of piecewise constants. In MOTR-BART,
rather than having a unique value at node level for the
prediction, a linear predictor is estimated considering
the covariates that have been used as the split variables
in the corresponding tree. In our approach, local linear-
ities are captured more efficiently and fewer trees are
required to achieve equal or better performance than
BART. Via simulation studies and real data applica-
tions, we compare MOTR-BART to its main competi-
tors. R code for MOTR-BART implementation is avail-
able at https://github.com/ebprado/MOTR-BART.
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1 Introduction
Bayesian Additive Regression Trees (BART) is a statis-
tical method proposed by Chipman et al (2010) that has
become popular in recent years due to its competitive
performance on regression and classification problems,
when compared to other supervised machine learning
methods, such as Random Forests (RF) (Breiman, 2001)
and Gradient Boosting (GB) (Friedman, 2001). BART
differs from other tree-based methods as it controls the
structure of each tree via a prior distribution and gen-
erates the predictions via an MCMC backfitting algo-
rithm that is responsible for accepting and rejecting the
proposed trees along the iterations. In practice, BART
can be used for predicting a continuous/binary response
variable through R packages, such as dbarts (Chipman
et al, 2010) and bartMachine (Kapelner and Bleich,
2016).
In essence, BART is a non-parametric Bayesian al-
gorithm that generates a set of trees by choosing the
covariates and the split-points at random. To generate
the predicted values for each terminal node, the Nor-
mal distribution is adopted as the likelihood function as
well as prior distributions are placed on the trees, pre-
dicted values and variance of the predictions. Through
a backfitting MCMC algorithm, the predictions from
each tree are obtained by combining Gibbs Sampler
and Metropolis-Hastings steps. The final prediction is
then calculated as the sum of the predicted values over
all trees. In parallel, the posterior distribution of the
quantities of interest are naturally generated along the
MCMC iterations.
In this paper, we introduce the algorithm MOTR-
BART, which combines Model Trees (Quinlan, 1992)
with BART to deal with local linearity at node levels.
In MOTR-BART, rather than estimating a constant as
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the predicted value as BART does, for each terminal
node a linear predictor is estimated, including only the
covariates that have been used as a split in the corre-
sponding tree. With this approach, we aim to capture
linear associations between the response and covariates
and then improve the final prediction. We observe that
MOTR-BART requires less trees to achieve equal or
better performance than BART as well as reaches faster
convergence, when we look at the overall log-likelihood.
Through simulation experiments that consider different
number of observations and covariates, MOTR-BART
outperforms its main competitors in terms of RMSE on
out-of-sample data, even using fewer trees. In the real
data applications, MOTR-BART is competitive com-
pared to BART and other tree-based methods.
This paper is organised as follows. In Section 2, we
briefly introduce BART and its recent extensions, and
Model Trees. Section 3 presents the mathematical de-
tails of BART and how it may be implemented in the re-
gression context. In Section 4, we introduce the MOTR-
BART, providing the mathematical expressions needed
for regression and classification. Section 5 shows com-
parisons between MOTR-BART and other algorithms
via simulated scenarios and real data applications. Fi-
nally, in Section 6, we conclude with a discussion.
2 Tree-based methods
2.1 Literature review on BART
BART considers that a univariate response variable can
be approximated by a sum of predicted values from
a set of trees as yˆ =
∑m
t=1 g(X;Mt, Tt), where g(·) is
a function that assigns a predicted value based on X
and Tt, X is the design matrix, Mt the set of predicted
values of the tree t, and Tt represents the structure of
the tree t. In BART, a tree Tt can be modified using
four moves (growing, pruning, changing, or swapping),
and the splitting rules that create the terminal/internal
nodes are randomly chosen. To sample from the full
conditional distribution of Tt, the Metropolis-Hastings
algorithm is used. Further, each component µt` ∈Mt is
sampled from its full conditional via a Gibbs Sampler
step. Then, the final prediction is calculated by adding
up the values of µt` from all them trees. Further details
are given in Section 3.
BART’s versatility has made it an attractive option
with applications in credit risk modelling (Zhang and
Härdle, 2010), identification of subgroup effects in clin-
ical trials (Sivaganesan et al, 2017; Schnell et al, 2016),
competing risk analysis (Sparapani et al, 2019), survival
analysis of stem cell transplantation (Sparapani et al,
2016), proteomic biomarker discovery (Hernández et al,
2015) and casual inference (Hill, 2011; Green and Kern,
2012; Hahn et al, 2020). In this sense, many extensions
have been proposed to make BART more flexible and
efficient.
Linero et al (2018a) introduce a methodology that
utilises Shared Forests (SF) to estimate different model
components in the context of zero inflation. The pro-
posed SF allows that the structure of the trees that are
used to estimate one component may be shared with
other ones. In addition, they propose the Gamma and
Log-normal hurdle models, which may be useful in sit-
uations where the response variable is positive. Sim-
ilarly, Pratola et al (2017) present an approach that
generalises BART to deal with data where the vari-
ance of the error is not constant. In their approach,
the response variable is viewed as a sum of two com-
ponents (mean and variance), where each component is
modelled via a BART. The mean is modelled through
standard BART. The variance, however, is estimated
via multiplicative regression trees, i.e., the predicted
values are obtained by the multiplication of the pre-
dicted values from all trees. By contrast, Linero et al
(2018a) proposed a model where the components share
the structure of the trees; in Pratola et al (2017) the
components are modelled with different trees.
Murray (2017) proposes new versions of BART to
deal with count and categorical data. In this approach,
count log-linear models are considered, such as Pois-
son and Negative Binomial, as well as versions that
take into account overdispersion and zero-inflation. For
a multi-class response, the Multinomial logistic regres-
sion model is introduced, and the inference is carried
out through data augmentation and a Bayesian backfit-
ting algorithm. In this sense, Kindo et al (2016b) also
introduce a BART extension to deal with categorical
response, but with a different data augmentation strat-
egy. In parallel, Kindo et al (2016a) propose a new al-
gorithm that combines BART and quantile regression
for both regression and classification problems.
Linero (2018) introduces a modified version of BART,
called Dirichlet Additive Regression Trees (DART), which
is designed for high-dimensional data and variable se-
lection. In the original BART, a covariate is selected at
random as a split with probability 1/p, where p is the
number of covariates. In DART, however, a Dirichlet
prior is considered on the set of these probabilities, and
it is updated along the iterations by a conjugate up-
date. In addition, Deshpande et al (2020) propose an
extension named VC-BART that combines varying co-
efficients models and BART. In their approach, rather
than approximating the response variable itself, they
estimate the unknown coefficients in a linear predictor
by using BART. They also provide theoretical results
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about the near minimax optimal rate associated to the
posterior concentration of the VC-BART considering
non-i.i.d errors.
Hernández et al (2018) introduce BART-BMA, which
uses Bayesian model averaging to efficiently grow trees
and does not use MCMC backfitting algorithm to ac-
cept or reject proposed trees. In their approach, greedy
search algorithms are utilised to find the best variables
and split-points, and the final prediction is obtained
from a weighted sum over the set of trees that present
the lowest Bayesian Information Criterion (BIC). Via
simulation studies and real applications, they show that
BART-BMA is an interesting option for high-dimensional
data sets. In this sense, He et al (2019) propose the al-
gorithm Accelerated BART (XBART), which modifies
the growing process of the original BART by replacing
the Metropolis-Hastings updates for a new backfitting
algorithm. In their approach, the covariates and their
split-points that are utilised in the growing process are
recursively selected according to Bayes’ rule. Then, af-
ter growing every tree and computing the partial resid-
uals, a new tree is grown from scratch.
In the context of survival analysis, Sparapani et al
(2016) extend BART by modelling the event indicators
as a nonparametric probit regression by using BART for
classification. As the event indicators in survival data
are usually observed in many occasions along the time
and the application of the original BART would not
be straightforward, they rearrange the data in a clever
way to make it suitable for BART. To evaluate the im-
portance of the covariates, they use Friedman’s par-
tial dependence function Friedman (2001). Analogously,
Sparapani et al (2019) propose ways of re-writing the
non-parametric likelihood for competing risks data in
order to use the probit BART.
Recently, some papers have developed theoretical
aspects related to BART. Linero (2017) establishes a
connection between BART and other tree-based algo-
rithms and methods based on kernels, such as Gaussian
Processes. It is found that BART converges to a Gaus-
sian Process when the number of trees tends to infinity,
under mild conditions on the prior of the trees. Further-
more, Ročková and van der Pas (2017) and Ročková
and Saha (2018) provide rigorous theoretical treatment
when analysing the rate of convergence to the posterior
distribution for Bayesian Classification and Regression
Tree model (BCART) and BART, and why BART does
not overfit when the number of covariates is greater
than the number of observations.
When we compare BART to other methods based
on an ensemble of trees, it is possible to observe that
BART is similar to RF and GB, even the latter two not
utilising the Bayesian paradigm to generate their pre-
dictions. RF is a method that uses bootstrapped data
to generate an ensemble of trees where the terminal
nodes are grown by a successive grid search procedure
that finds the best cut-off in the covariate space that
maximises the variance reduction. Further, the covari-
ates that are used for splitting are randomly sampled
from the covariate space. Thus, uncorrelated trees are
obtained and the final prediction is the average over the
predicted values from all trees. GB is similar to RF, ex-
cept for: i) it does not use bootstrapped data to grow
the trees; ii) it grows one tree at a time, as it uses the
residuals from the previous tree as the response variable
in the next one. As a consequence, the trees are not in-
dependent and the final prediction is obtained from the
sum over the predicted values generated by each tree.
2.2 Model trees
Quinlan (1992) introduced the term Model Trees when
proposing the M5 algorithm, which is a tree-based method
that estimates a linear equation for each terminal node
and then computes the final prediction based on piece-
wise linear models and a smoothing process. Initially
introduced in the context of regression, extensions and
generalisations for classification were presented byWang
et al (1997) and Landwehr et al (2005).
Unlike BART, RF and GB, where multiple trees are
generated to predict the outcome, the algorithm M5
generates only one tree. For the growing process, the
Variance Reduction (VR) is adopted as the splitting cri-
terion. When estimating the coefficients for the linear
equation at a terminal node, the covariates are selected
based on tests and, depending on their significance, the
linear equation can be reduced to a constant, if all co-
variates do not show any significance. At the end, the
prediction is calculated based on the linear predictors
from all terminal nodes and then is averaged over the
predictions from the terminal nodes along the path to
the root.
The extension of the M5 algorithm proposed by
Wang et al (1997), called M5’, starts by growing an
initial tree whilst also adopting the VR as splitting cri-
terion, but without taking into account linear struc-
tures at the node level. Once it is grown, all terminal
nodes receive linear equations that consider only covari-
ates that have been used by sub-trees with their bases
at the corresponding terminal nodes. Then, through a
greedy algorithm and a penalisation criterion, the co-
variates might be dropped from the linear predictor to
minimise the training error, as part of a pruning pro-
cess.
In the Logistic Model Trees proposed by Landwehr
et al (2005), rather than performing a linear regres-
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sion at each terminal node and then a binarisation of
the output of the model, a logistic regression is consid-
ered. For a categorical/nominal covariate with k classes,
k terminal nodes are created, as opposed to the nu-
meric variables, where only two nodes are created. The
growing process fits, at the first stage, a logistic model
considering all observations and significant covariates
(without any tree structure). After that, since all sig-
nificant covariates have been used by the model, the
data are recursively partitioned into subsets in order to
minimise the training error and then tree structure is
introduced.
3 BART
Introduced by Chipman et al (2010), BART is a tree-
based machine learning method that considers that a
univariate response variable y = (y1, ...., yn)> can be
approximated by a sum-of-trees as
yi =
m∑
t=1
g(xi;Tt,Mt) + i, i ∼ N(0, σ2),
where g(xi;Tt,Mt) is a function that assigns a predicted
value µt` based on xi, xi = (xi1, ..., xid) represents the
i-th row of the design matrixX, Tt is the set of splitting
rules that defines the t-th tree and Mt = (µt1, ..., µtbt)
is set the of predicted values for all nodes in the tree t,
with µtbt representing the predicted value for the termi-
nal node bt. The splitting rules that define the terminal
nodes for the tree t can be defined as partitions Pt`,
with ` = 1, ..., bt, and g(xi;Tt,Mt) = µt` for all obser-
vations i ∈ Pt`, based on the values of xi.
In BART, each regression tree is generated as in
Chipman et al (1998) (see Figure 1) where, through
a backfitting algorithm, a binary tree can be created
or modified by four movements: grow, prune, change
or swap. A new tree is created by one of these four
movements, and compared to the previous version via
a Metropolis-Hastings step on the partial residuals. In
the growing process, an internal node is randomly se-
lected and is separated into two new nodes. Here, the
covariate that is used to create the new terminal nodes
is picked uniformly as is its associated split-point. In
other words, the splitting rule is fully defined assuming
the uniform distribution over both the set of covariates
and the set of their split-points. During a prune step,
a parent of two terminal nodes is randomly chosen and
then its child nodes are removed. In the change move-
ment, a pair of terminal nodes is picked at random and
its splitting rule is changed. In the swap process, two
parents of terminal nodes are randomly selected and
their splitting rules are exchanged.
In order to control the depth of the tree, a regular-
isation prior is considered as
p(Tt) =
∏
`∈LI
[
α(1 + dt`)
−β]× ∏
`∈LT
[
1− α(1 + dt`)−β
]
,
(1)
where LI and LT denote the sets of indices of the inter-
nal and terminal nodes, respectively, dt` is the depth of
node ` in tree t, α ∈ (0, 1), and β ≥ 0 - Chipman et al
(2010) recommend α = 0.95 and β = 2. In essence,
α(1 + dt`)
−β computes the probability of the node `
being internal.
To estimate the terminal node parameters, µt`, and
overall variance, σ2, conjugate priors are used:
µt`|Tt ∼ N(0, σ2µ),
σ2 ∼ IG(ν/2, νλ/2),
where σµ = 0.5/c
√
m, 1 ≤ c ≤ 3, IG denotes the In-
verse Gamma distribution andm is the number of trees.
The division by m has the effect of reducing the predic-
tive power of each tree and forcing each to be a weak
learner. The joint posterior distribution of the trees and
predicted values is given by
p((T,M), σ|y,X) ∝ p(y|X, T,M, σ2)p(M |T )p(T )p(σ2),
∝
[
m∏
t=1
bt∏
`=1
∏
i:xi∈Pt`
p(yi|xi, Tt,Mt, σ2)
]
×
×
[
m∏
t=1
bt∏
`=1
p(µt`|Tt)p(Tt)
]
p(σ2).
Chipman et al (2010) initially decompose this joint pos-
terior into two full conditionals. The first one generates
all µt` for each tree t = 1, ...,m, and is given by
p(Tt,Mt|T(−t),M(−t), σ2,X,y), (2)
where T(−t) represents the set of all trees without the
component t; similarly for M(−t). To sample from (2),
Chipman et al (2010) noticed that the dependence of
the full conditional of (Tt,Mt) on T(−t),M(−t) is given
by the partial residuals through
Rt = y−
m∑
k 6=t
g(X;Tk,Mk).
Thus, rather than depending on the other trees and
their predicted values, the joint full conditional of (Tt,Mt)
may be rewritten as p(Tt,Mt|Rt, σ2,X), with Rt acting
like the response variable. This simplification allows us
to sample from p(Tt,Mt|Rt, σ2,X) in two steps:
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Root
x2 < 10
x1 < 0
µˆ1 µˆ2
x2 < 5
µˆ3 x3 < 5
µˆ4 x1 < 3
µˆ5 µˆ6
False
False True
True
False True
False True
False True
Fig. 1 An example of a single tree generated by BART. In
practice, BART generates multiple trees for which the predic-
tions are added together. The covariates and split-points that
define the terminal nodes are proposed uniformly, and opti-
mised via an MCMC algorithm. The quantities x1, x2 and x3
represent covariates; µˆ` is the predicted value of node `.
a) Propose a new tree either growing, pruning, chang-
ing, or swapping terminal nodes via
p(Tt|Rt, σ2) ∝ p(Tt)
∫
p(Rt|Mt, Tt, σ2)p(Mt|Tt)dMt,
∝ p(Tt)p(Rt|Tt, σ2),
∝
bt∏
`=1
[
α(1 + dt`)
−β
(
σ2
σ2µnt` + σ
2
)1/2
× exp
(
σ2µ
[
nt`R¯`
]2
2σ2(σ2µnt` + σ
2)
)]
,
where R¯` =
∑
i∈Pt` ri/nt`, ri ∈ Rt and nt` is the
number of observations that belong to Pt`. This
sampling is carried out through a Metropolis-Hastings
step, as the expression does not have a known dis-
tributional form;
b) Generate the predicted values µt` for all terminal
nodes in the corresponding tree. As all µt` are in-
dependent from each other, it is possible to write
p(Mt|Tt, Rt, σ2) =
∏bt
`=1 p(µt`|Tt, Rt, σ2). Hence,
p(µt`|Tt, Rt, σ2) ∝ p(Rt|Mt, Tt, σ2)p(µt`),
∝ exp
(
− 1
2σ2∗
(µt` − µ∗t`)2
)
,
which is a
N
(
σ−2
∑
i∈Pt` ri
nt`/σ2 + σ
−2
µ
,
1
nt`/σ2 + σ
−2
µ
)
.
Then, after generating all predicted values for all trees,
σ2 can be updated based on
p(σ2|T,M,X,y) ∝ p(y|X, T,M, σ2)p(σ2)
∝ (σ2)(n+ν)/2 exp
(
−S + νλ
2
)
, (3)
where S =
∑n
i=1(yi− yˆi)2 and yˆi =
∑m
t=1 g(xi;Tt,Mt).
The expression in (3) is an IG((n + ν)/2, (S + νλ)/2),
and drawing samples from it is straightforward.
In Algorithm 1, we present the full structure of the
BART algorithm. Firstly, the response variable and de-
sign matrix are required. The trees, hyper-parameters,
partial residuals and the number of MCMC iterations
have to be initialised. Later, within each MCMC iter-
ation, candidate trees (T ∗t ) are sequentially generated,
which might be accepted (or rejected) as the current
trees with probability α(Tt, T ∗t ). After that, the pre-
dicted values µt` are generated for all terminal nodes
and then the partial residuals are updated. Finally, the
final predictions and σ2 are obtained.
Algorithm 1: BART Algorithm
Result: A posterior distribution of trees T
Data: y (response variable) and X (design matrix);
Initialise: T = (T1, ..., Tm) to stumps, {µt`} = 0,
R
(1)
1 = y, α, β, σ2µ, ν, λ, σ2, number of trees (m)
and the number of MCMC iterations (burn-in and
post-burn-in) (nIter).
for k in 1:nIter do
for t in 1:m do
Propose a new tree T∗t by growing, pruning,
changing or swapping, where each movement
has probability of 0.25 to be chosen;
Compute
α(Tt, T∗t ) = min
{
1,
p(R
(k)
t |T ∗t ,σ2)p(T ∗t )
p(R
(k)
t |Tt,σ2)p(Tt)
}
;
Sample u ∼ U [0, 1];
if u < α(Tt, T∗t ) then Tt = T∗t else Tt = Tt;
for ` in 1:bt do
Update µt` from p(µt`|Tt, Rt, σ2);
end
Update R(k)t = y−
∑m
j 6=t g(X;Tj ,Mj);
end
Update yˆ(k) =
∑m
t=1 g(X, Tt,Mt);
Update σ2 sampling from p(σ2|T,M,X,y).
end
4 Model Trees BART
In MOTR-BART, we consider that the response vari-
able is a sum of trees in the form of
y =
m∑
t=1
g(X;Tt, Bt) + ,
where Bt is the set of parameters of all linear predic-
tors of the tree t. In terms of partial residuals, MOTR-
BART can be represented as
ri|xi,βt`, σ2 ∼ N(xiβt`, σ2),
6 Estevão B. Prado et al.
where ri = yi−
∑m
j 6=t g(xi;Tj , Bj), βt` is the parameter
vector associated to the terminal node ` of the tree t. In
this sense, all observations i ∈ Pt` will have predicted
values based on βt` and the values of their covariates
Xt`. Thus, each observation i ∈ Pt` may have different
predicted values. The priors for βt` and σ2 are
βt`|Tt ∼ Nq(0, σ2V), (4)
σ2|Tt ∼ IG(ν/2, νλ/2),
where V = τ−1b × Iq and q = pt` + 1, with pt` repre-
senting the number of covariates in the linear predictor
of the terminal node ` of the tree t. The additional di-
mension in V is due to a column filled with 1’s in the
design matrix Xt`. Here, the role of the parameter τb
is to balance the importance of each tree on the final
prediction by keeping the components of βt` close to
zero, thus avoiding that one tree contributes more than
other. In our simulations and real data applications, we
have found that τb = m worked well. Hence, the full
conditionals are
p(βt`|Xt`, Rt, σ2, Tt) ∝ p(Rt|Xt`,βt`, σ2, Tt)p(β),
which is a
Nq
(
µt`, σ
2Λt`
)
,
where µt` = Λt`(X
>
t`rt`), Λt` = (X
>
t`Xt` +V
−1)−1 and
Xt` is an nt` × q matrix with all elements of the de-
sign matrix such that i ∈ Pt`. The full conditional of
σ2 is similar to the expression in (3), but with yˆi =∑m
t=1 g(xi;Tt, Bt). Finally, the full conditional for Tt is
given by
p(Tt|X, Rt, σ2) ∝ p(Tt)
∫
p(Rt|X, Bt, σ2, Tt)p(Bt)dBt,
∝ p(Tt)p(Rt|X, σ2, Tt),
where
p(Rt|X, σ2, Tt) = (σ2)−n/2
bt∏
`=1
[
|V|−1/2|Λt`|1/2 ×
× exp
(
− 1
2σ2
[−µ>t`Λ−1t` µt` + r>t`rt`])] .
The main difference between BART and MOTR-BART
can be seen in Figure 2. Now, rather than having a con-
stant as the predicted value for each terminal node, the
prediction will be obtained from a linear predictor at
node level. The purpose of introducing a linear predic-
tor is to try to capture local linearity, reduce the num-
ber of trees and then possibly improve the prediction
at node level.
The key point in MOTR-BART is which covariates
should be considered in the linear predictor of each ter-
minal node. At first glance, one might think that it
Root
x2 < 10
x1 < 0
Xt1βˆt1 Xt2βˆt2
x2 < 5
Xt3βˆt3 x3 < 5
Xt4βˆt4 Xt5βˆt5
False
False True
True
False True
False True
Fig. 2 An example of a tree generated based on MOTR-
BART. The quantities x1, x2 and x3 represent covariates;
Xt` is a subset of the design matrix X such that i ∈ Pt`
and; βˆt` = (βˆ0t`, βˆ1t`, ...., βˆpt`t`)
> is the parameter vector
associated to the node ` of the tree t.
would be advantageous to use variable selection tech-
niques for regression models, such as ridge regression,
Lasso (Tibshirani, 1996) or Horseshoe (Carvalho et al,
2010). Under the Bayesian perspective, these methods
assume different priors on the regression coefficient vec-
tor and then estimate its components. In the ridge and
Horseshoe regressions, a Gaussian with mean zero is as-
sumed as the prior on the parameter vector. For Lasso
regression, a Laplace distribution is considered. For MOTR-
BART, we assume a Normal distribution with mean
zero on βt`, but as the trees might change their dimen-
sions depending on the moves growing and pruning, it
is not possible to obtain the posterior distribution asso-
ciated to each component of βt` and then perform the
variable selection.
Our idea to circumvent this issue is to consider, in
the linear predictor, only covariates that have been used
as a split in the corresponding tree. For instance, in
Figure 2 three covariates are used as a split (x1, x2 and
x3). The plan is to include these three covariates in
each of the five linear predictors. The intuition in doing
so is that if a covariate has been utilised as a split, it
means that it improves the prediction either because it
has a linear or a non-linear relation with the response
variable. If this relation is linear, this will be captured
by the linear predictor. However, if the relation is non-
linear, the coefficient associated to this covariate will
be close to zero and the covariate will not have impact
on the prediction.
4.1 MOTR-BART for classification
The version of MOTR-BART that was presented in Sec-
tion 4 assumes that the response variable is continu-
ous. In this Section, we provide the extension to the
case when it is binary following the idea of Chipman
et al (2010), which used the strategy of data augmenta-
tion (Albert and Chib, 1993). Firstly, we consider that
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yi ∈ {0, 1} and we introduce a latent variable
zi ∼ N
(
m∑
t=1
g(xi, Tt, Bt), 1
)
, with i = 1, ..., n.
Then, we take yˆi = 1 if zi > 0 and yˆi = 0 if zi ≤ 0.
With this formulation, we have that p(yi = 1|xi) =
Φ(g(xi, Tt, Bt)), where Φ(·) is the cumulative distribu-
tion function (cdf) of the standard Normal, which works
as the link function that limits the output to the inter-
val (0, 1). Here, there is no need to estimate the variance
component as it is equal to 1. The priors on Tt and Bt
are the same as in (1) and (4), respectively. Finally, as
the latent variable zi is introduced, it is necessary to
compute its full conditional, which is given by
zi|yi = 0 ∼ min
[
N
(
m∑
t=1
g(xi, Tt, Bt)
)
, 0
]
,
zi|yi = 1 ∼ max
[
N
(
m∑
t=1
g(xi, Tt, Bt)
)
, 0
]
.
Going back to Algorithm 1, some steps need to be mod-
ified or included:
1. The update of σ2 is no longer needed, because we
set σ2 = 1;
2. The predicted values now consider the cdf of the
standard Normal as a probit model in the form of
yˆ(k) = Φ (
∑m
t=1 g(xi, Tt, Bt));
3. A Gibbs sampling step needs to be created to update
the latent variables at each MCMC iteration. The
update is done by drawing samples from p(zi|yi);
4. Rather than calculating the partial residuals tak-
ing into account the response variable, we have that
R
(k)
t = z(k) −
∑m
j 6=t g(xi, Tj , Bj), where z
(k) is the
vector with the all latent variables at iteration k.
For the first iteration, the vector z(1) needs to be
initialised and R(1)1 = z
(1).
5 Results
In this Section, we compare MOTR-BART to BART,
RF, GB, and Lasso regression via simulation scenar-
ios and real data applications using the Root Mean
Squared Error (RMSE) as the accuracy measure. All
results were generated by using R (R Core Team, 2020)
version 3.6.3 and the packages dbarts (Chipman et al,
2010), ranger (Wright and Ziegler, 2017), gbm (Green-
well et al, 2019), and glmnet (Friedman et al, 2010).
We use the default behaviour of these packages, except
where otherwise specified below.
5.1 Simulation
To compare the algorithms, we simulate data from the
equation proposed by Friedman (1991). This data set is
widely used in testing tree-based models and has been
used repeatedly to evaluate the performance of BART
and extensions (Friedman, 1991; Chipman et al, 2010;
Linero, 2018). We generate the response variable con-
sidering five covariates via:
yi = 10sin(pixi1xi2) + 20(xi3 − 0.5)2 + 10xi4 + 5xi5 + i,
where the covariates xip ∼ U(0, 1), with p = 1, . . . , 5,
and i ∼ N(0, 1). For the simulation, we created 9 data
sets with different numbers of observations (200, 500
and 1000) and covariates (5, 10 and 50). For those sce-
narios with 10 and 50 covariates, the additional x values
do not have any impact on the response variable.
Each simulated data set was split into 10 different
training (80%) and test (20%) partitions. For MOTR-
BART, 10 trees were considered, 1000 iterations as burn-
in, 5000 as post-burn-in, alpha = α = 0.95 and beta =
β = 2. To choose the number of trees (10) for MOTR-
BART, we initially tested a range of possible values,
such as 3, 10 and 50, and then we used cross-validation
to select that setting that presented the lowest RMSE.
The set up for dbarts was similar to MOTR-BART,
except for the number of trees (10 and 200, the de-
fault). For the packages ranger and gbm, the default
options were kept, except for the number of trees (200)
and the parameter interaction.depth = 3. For the
glmnet, we followed the manual and used a 10-fold
cross-validation with type.measure = ‘mse’ to obtain
the estimate of the regularisation parameter lambda.min,
which is the value that minimises the cross-validated er-
ror under the loss function chosen in type.measure. As
in Chipman et al (2010), we evaluate the convergence
of MOTR-BART and BART by eye from the plot of σ2
after the burn-in period.
In Figure 3, we present the comparison of the algo-
rithms MOTR-BART, BART, RF, GB, and Lasso in
terms of RMSE on test data. Note that we have BART
(10 trees) and BART (200 trees; default). The first ver-
sion considers 10 trees and was run to see how BART
would perform with the equivalent number of trees of
MOTR-BART. We can see that for different combina-
tions of number of observations (n) and covariates (p),
MOTR-BART consistently presented the best results
for all scenarios. When compared to both versions of
the original BART, MOTR-BART presents lower me-
dian values of RMSE and slightly greater variability.
However, the variability reduces as n and p increase. In
addition, it is possible to observe that the number of
noisy covariates impacts on RF’s performance. For all
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Fig. 3 Comparison of RMSE for Friedman data sets on test
data for different combinations of n (200, 500 and 1000) and
p (5, 10 and 50).
values of n, the RMSE increases with the number of
covariates.
To further analyse the improvements given by MOTR-
BART, in Appendix A we present Table 6, which shows
the mean of the total number of terminal nodes utilised
for BART to calculate the final prediction taking into
account all the 5000 iterations. For MOTR-BART, we
consider the mean of the number of parameters esti-
mated in the linear predictors. As BART predicts a
constant for each terminal node, the number of ‘pa-
rameters’ estimated is equal to the number of termi-
nal nodes. On the other hand, MOTR-BART estimates
an intercept, which is equivalent to the constant that
BART predicts, plus the parameters associated to those
covariates that have been used as a split in the corre-
sponding tree. For instance, if a tree has 5 terminal
nodes and 2 numeric variables are used in the splitting
rules, MOTR-BART will estimate 15 parameters. For
BART, we set the argument keepTrees = TRUE and
then we extracted from the sampler object fit the
content of getTrees(). For both MOTR-BART and
BART, we firstly summed the number of parameters
for all trees along the MCMC iterations and then aver-
aged it over the 10 sets.
In Table 6, we can observe, for example, for the
Friedman data set with n = 1000 and p = 50 that
BART (10 trees) utilised 212,421 parameters on average
to calculate the final prediction, while MOTR-BART
and BART (200 trees) used 380,365 and 2,371,140, re-
spectively. For all simulated data sets, MOTR-BART
presented lower RMSE than BART (200 trees) even
though it estimates far fewer parameters. From Table
6, it is possible to obtain the mean number of terminal
nodes per tree by dividing the column ‘Mean’ by the
number of MCMC iterations (5000) times the number
of trees (10 or 200). In this case, we note that both ver-
sion of BART produce small trees with the mean num-
ber of terminal nodes per tree varying between 2 and 5.
Due to the greater number of trees, BART (200 trees)
has the lowest mean, regardless the number of observa-
tions and covariates. In contrast, MOTR-BART has the
mean number of parameters per tree varying from 5 to
8. Comparatively speaking, this is somewhat expected
once MOTR-BART estimates a linear predictor. In this
way, the trees from MOTR-BART tend to be shallower
than those from BART (10 trees), but with more pa-
rameters estimated overall. It is important to highlight
that the numbers from BART and MOTR-BART can-
not be compared to those from RF, as the former work
with the residuals and the latter with the response vari-
able itself. The numbers for GB are not shown as the
quantity of terminal nodes in each tree is fixed due to
the default parameter settings interaction.depth =
3.
In our simulations, MOTR-BART utilised just 10
trees and its results were better than RF, GB, BART
(10 and 200 trees). In practice, different number of
trees may be compared via cross-validation and hence a
choice can be made such that the cross-validated error
is minimised.
5.2 Application
In this Section, we compare the predictive performance
of MOTR-BART to RF, GB and BART in terms of
RMSE on four real data sets. The first one (Ankara)
has 1,609 rows and contains weather information for
the city of Ankara from 1994 to 1998. The goal is to
predict the mean temperature based on 9 covariates.
The second is the Boston Housing data set, where the
response variable is the median value of properties in
suburbs of Boston according to the 1970 U.S. census.
This data set has 506 rows and 18 explanatory vari-
ables. The third data set (Ozone) has 330 observations
and 8 covariates and is about ozone concentration in
Los Angeles in 1976. The aim is to predict the amount of
ozone in parts per million (ppm) based on wind speed,
air temperature, pressure gradient, humidity and other
covariates. The fourth data set (Compactiv) refers to
a multi-user computer that had the time of its activity
measured under different tasks. The goal is to predict
the portion of time that the computer runs in user mode
for 8,192 observations based on 21 covariates. These
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data sets are a subset of 9 sets considered by Kapelner
and Bleich (2016).
As with the Friedman data, we consider two versions
of BART (10 and 200 trees) and we split the data into
10 different train (80%) and test (20%) sets. Further-
more, no transformations were applied to the response
variables and all results are based on the test data.
Figure 4 shows the results of RMSE on test sets. It is
possible to note that MOTR-BART presents the lowest
or second lowest median RMSE on all data sets, except
for Boston. For Ankara, RF and GB had quite simi-
lar results and Lasso presented the highest RMSE. For
Boston, Lasso regression shows the highest RMSE and
MOTR-BART, BART (200 trees) and GB do not differ
much in terms of median and quartiles. For Ozone, it
can be seen that MOTR-BART and BART (200 trees)
had similar performance and that GB and Lasso pre-
sented the highest median values of RMSE. For Com-
pactiv, RF and GB show similar results, while MOTR-
BART presents the lowest RMSE. To facilitate the vi-
sualisation, the results for Lasso are not shown for the
data set Compactiv, as it has RMSE values greater than
9. In Appendix B, however, Table 3 reports the median
and the first and third quartiles of the RMSE for all
algorithms and data sets.
In Table 4 (see Appendix B), we show the mean of
the total number of parameters/terminal nodes created
for BART to generate the final prediction for each data
set. For MOTR-BART, the numbers correspond to the
mean of the total of parameters estimated. For instance,
for the data set Ankara, 304,696 terminal nodes were
used on average by BART (10 trees), while BART (200
trees) estimated 2,250,599 and MOTR-BART 485,743.
As can be seen, MOTR-BART estimates more param-
eters than BART (10 trees) for all data sets, as we ex-
pect. However, when compared to BART (200 trees),
MOTR-BART utilises significantly fewer parameters to
obtain similar or better performance.
6 Discussion
In this paper, we have proposed an extension of BART,
called MOTR-BART, that can be seen as a combination
of BART and Model Trees. In MOTR-BART, rather
than having a constant as predicted value for each ter-
minal node, a linear predictor is estimated considering
only those covariates that have been used as split in the
corresponding tree.
Via simulation studies and real data applications,
we showed that MOTR-BART is highly competitive
when compared to BART, Random Forests, Gradient
Boosting and Lasso Regression. In simulation scenar-
ios, MOTR-BART outperformed the other tree-based
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Fig. 4 Comparison of RMSE for Ankara, Boston, Ozone and
Compactiv data sets on test data.
methods. In the real data applications, four data sets
were considered and MOTR-BART provided great pre-
dictive performance. Furthermore, MOTR-BART is able
to capture linear associations between the response and
covariates at node level as well as it requires fewer trees
to achieve equivalent or better performance when com-
pared to other methods.
Due to the structure of MOTR-BART, to evalu-
ate variable importance or even to select the covari-
ates that should be included in the linear predictors is
not straightforward. Recall that Model Trees was intro-
duced in the context of one tree, where statistical meth-
ods of variable selection, such as Forward, Backwards or
Stepwise can be performed at node level. Compared to
10 Estevão B. Prado et al.
other tree-based methods that consider only one tree,
Model Trees produces much smaller trees (Landwehr
et al, 2005), which helps to alleviate the computational
time required by the variable selection procedures. In
theory, one might think that it would be possible to
use such a procedure for MOTR-BART, but in practice
they would be a burden as they would be performed for
each terminal node out of all trees within every MCMC
iteration.
In the Bayesian context, Chipman et al (2010) pro-
pose to use the inclusion probability as a measure of
variable importance. Basically, this metric is the pro-
portion of times that a covariate is used as a split out
of all splitting rules over all trees and MCMC itera-
tions. However, this measure gives us an idea about
the covariates that are important for the splitting rules
and does not say anything about which covariates that
should be included in the linear predictors.
In this sense, the variable selection/importance re-
mains as a challenge that may be investigate in future
work, once conventional procedures are not suitable.
One might try proposing adaptations of ridge, lasso
or horseshoe regressions for trees. Another extension
could be replacing the linear functions by Splines to
provide even further flexibility and capture local non-
linear behaviour, which is a subject of ongoing work. Fi-
nally, Model Trees can be incorporated to other BART
extensions, such as BART for log-linear models (Mur-
ray, 2017) and BART for log-normal and gamma hurdle
models (Linero et al, 2018b). We hope to produce an R
package that implements our methods shortly; current
code is available at https://github.com/ebprado/MOTR-BART.
Appendix A: Simulation results
In this Section, we present results related to the sim-
ulation scenarios shown in Subsection 5.1. In total, 9
data sets were created based on Friedman’s equation
considering some combinations of sample size (n) and
number of covariates (p). In Table 1, the medians and
quartiles of the RMSE are shown for the algorithms
MOTR-BART, BART, GB, RF and Lasso. The values
in this table were graphically shown in Figure 3. In ad-
dition, Table 6 presents the mean number of parameters
utilised by BART and MOTR-BART to calculate the
final prediction.
Table 1 The median of the RMSE on test data of the Fried-
man data sets. The values in parentheses are the first and
third quartiles, respectively.
Algorithm p RMSE
n = 200
MOTR-BART 5 1.47 (1.26;1.78)
BART (10 trees) 5 1.80 (1.63;1.99)
BART (200 trees) 5 1.54 (1.38;1.58)
GB 5 1.83 (1.67;1.93)
RF 5 2.41 (2.21;2.63)
Lasso 5 2.69 (2.30;2.96)
MOTR-BART 10 1.70 (1.63;1.80)
BART (10 trees) 10 2.25 (2.07;2.49)
BART (200 trees) 10 1.88 (1.86;2.00)
GB 10 2.18 (2.00;2.24)
RF 10 2.94 (2.76;3.10)
Lasso 10 3.38 (3.15;3.53)
MOTR-BART 50 1.43 (1.40;1.63)
BART (10 trees) 50 2.10 (1.94;2.21)
BART (200 trees) 50 1.97 (1.90;2.14)
GB 50 2.13 (2.06;2.22)
RF 50 3.51 (3.23;3.83)
Lasso 50 2.96 (2.84;3.02)
n = 500
MOTR-BART 5 1.18 (1.11;1.27)
BART (10 trees) 5 1.44 (1.42;1.50)
BART (200 trees) 5 1.26 (1.17;1.33)
GB 5 1.42 (1.38;1.52)
RF 5 2.00 (1.92;2.12)
Lasso 5 2.48 (2.35;2.53)
MOTR-BART 10 1.26 (1.22;1.27)
BART (10 trees) 10 1.53 (1.44;1.57)
BART (200 trees) 10 1.35 (1.28;1.39)
GB 10 1.63 (1.50;1.70)
RF 10 2.46 (2.43;2.53)
Lasso 10 2.68 (2.61;2.95)
MOTR-BART 50 1.24 (1.22;1.30)
BART (10 trees) 50 1.74 (1.66;1.77)
BART (200 trees) 50 1.43 (1.38;1.59)
GB 50 1.78 (1.77;1.85)
RF 50 3.35 (3.27;3.40)
Lasso 50 2.80 (2.72;2.92)
n = 1000
MOTR-BART 5 1.11 (1.08;1.17)
BART (10 trees) 5 1.28 (1.20;1.36)
BART (200 trees) 5 1.13 (1.12;1.19)
GB 5 1.27 (1.25;1.36)
RF 5 1.93 (1.76;1.95)
Lasso 5 2.70 (2.62;2.79)
MOTR-BART 10 1.17 (1.15;1.23)
BART (10 trees) 10 1.43 (1.42;1.45)
BART (200 trees) 10 1.23 (1.22;1.27)
GB 10 1.44 (1.42;1.47)
RF 10 2.17 (2.10;2.19)
Lasso 10 2.70 (2.61;2.76)
MOTR-BART 50 1.18 (1.16;1.21)
BART (10 trees) 50 1.55 (1.50;1.59)
BART (200 trees) 50 1.35 (1.33;1.37)
GB 50 1.57 (1.55;1.61)
RF 50 2.99 (2.85;3.16)
Lasso 50 2.66 (2.59;2.70)
Bayesian Additive Regression Trees with Model Trees 11
Table 2 Friedman data sets: Mean and standard deviation of
the total number of terminal nodes created for BART to gen-
erate the final prediction over 5,000 iterations. For MOTR-
BART, the values correspond to the mean of the total number
of parameters estimated in the linear predictors.
Algorithm p Mean Std
n = 200
MOTR BART 5 263,079 11,990
BART (10 trees) 5 163,468 7,393
BART (200 trees) 5 2,468,707 6,734
MOTR BART 10 258,380 13,530
BART (10 trees) 10 145,458 7,380
BART (200 trees) 10 2,470,333 3,670
MOTR BART 50 251,469 12,376
BART (10 trees) 50 134,809 4,447
BART (200 trees) 50 2,428,259 5,368
n = 500
MOTR BART 5 364,258 17,478
BART (10 trees) 5 203,625 7,950
BART (200 trees) 5 2,470,900 8,739
MOTR BART 10 354,755 25,238
BART (10 trees) 10 206,394 8,694
BART (200 trees) 10 2,448,212 9,171
MOTR BART 50 330,434 33,566
BART (10 trees) 50 178,779 8,700
BART (200 trees) 50 2,407,661 14,314
n = 1000
MOTR BART 5 396,280 29,040
BART (10 trees) 5 271,878 8,977
BART (200 trees) 5 2,425,863 8,276
MOTR BART 10 390,274 22,442
BART (10 trees) 10 256,511 7,812
BART (200 trees) 10 2,415,372 8,575
MOTR BART 50 380,365 40,069
BART (10 trees) 50 212,421 5,959
BART (200 trees) 50 2,371,140 14,287
Appendix B: Real data results
This Appendix presents two tables with results associ-
ated to the data sets Ankara, Boston, Ozone and Com-
pactiv. In Table 3, it is reported the median and quar-
tiles of the RMSE computed on 10 test sets. The values
in this table are related to the Figure 4 from Subsection
5.2. Further, Table 4 shows the mean number of param-
eters utilised by BART and MOTR-BART to calculate
the final prediction for the aforementioned data sets.
Table 3 Real data sets: Comparison of the median RMSE
(and first and third quartiles) for Ankara, Boston, Ozone, and
Compactiv data sets on test data.
Data set Algorithm RMSE rank
Ankara MOTR-BART 1.23 (1.20;1.26) 1
Ankara BART (200 trees) 1.37 (1.31;1.39) 2
Ankara BART (10 trees) 1.48 (1.45;1.55) 5
Ankara GB 1.40 (1.35;1.45) 3
Ankara RF 1.44 (1.38;1.46) 4
Ankara Lasso 1.59 (1.55;1.63) 6
Boston MOTR-BART 2.98 (2.75;3.36) 3
Boston BART (200 trees) 2.90 (2.70;3.27) 1
Boston BART (10 trees) 3.42 (3.34;3.62) 5
Boston GB 2.97 (2.78;3.22) 2
Boston RF 3.10 (3.02;3.33) 4
Boston Lasso 4.69 (4.47;4.89) 6
Ozone MOTR-BART 4.23 (3.99;4.35) 2
Ozone BART (200 trees) 4.25 (3.89;4.53) 3
Ozone BART (10 trees) 4.42 (4.13;4.59) 5
Ozone GB 4.52 (4.03;4.69) 6
Ozone RF 4.10 (3.89;4.43) 1
Ozone Lasso 4.41 (4.24;4.90) 4
Compactiv MOTR-BART 2.20 (2.15;2.23) 1
Compactiv BART (200 trees) 2.26 (2.23;2.28) 2
Compactiv BART (10 trees) 2.44 (2.41;2.51) 4
Compactiv GB 2.41 (2.35;2.46) 3
Compactiv RF 2.44 (2.39;2.54) 5
Compactiv Lasso 9.97 (9.51;10.09) 6
Table 4 Real data sets: Mean and standard deviation of the
total number of terminal nodes created for BART to generate
the final prediction over 5,000 iterations. For MOTR-BART,
the values correspond to the mean of the total number of
parameters estimated in the linear predictors.
Data set Algorithm Mean Std
Ankara MOTR BART 485,743.30 40,840.08
Ankara BART (10 trees) 304,696.50 8,872.11
Ankara BART (200 trees) 2,250,599.40 11,798.27
Boston MOTR BART 414,762.60 50,705.11
Boston BART (10 trees) 204,038.60 10,143.22
Boston BART (200 trees) 2,389,130.80 14,244.89
Ozone MOTR BART 182,189.70 8,093.01
Ozone BART (10 trees) 137,239.30 2,642.31
Ozone BART (200 trees) 2,343,350.00 5,128.31
Compactiv MOTR BART 1,529,666.50 102,940.94
Compactiv BART (10 trees) 539,621.50 15,759.52
Compactiv BART (200 trees) 2,649,167.40 29,989.07
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