This paper formulates the automatic generation control (AGC) problem as a stochastic multistage decision problem. A strategy for solving this new AGC problem formulation is presented by using a reinforcement learning (RL) approach. This method of obtaining an AGC controller does not depend on any knowledge of the system model and more importantly it admits considerable flexibility in defining the control objective. Two specific RL based AGC algorithms are presented. The first algorithm uses the traditional control objective of limiting area control error (ACE) excursions, where as, in the second algorithm, the controller can restore the load-generation balance by only monitoring deviation in tie line flows and system frequency and it does not need to know or estimate the composite ACE signal as is done by all current approaches. The effectiveness and versatility of the approaches has been demonstrated using a two area AGC model. #
Introduction
This paper describes an application of reinforced learning (RL) based control techniques to one of the important power system control problems, namely, the automatic generation control (AGC). RL based control strategies have been successfully employed for several difficult problems such as control of inverted pendulum, playing Backgammon and other computer games, adaptive control of chemical processes, etc. [1 Á/5] . In the context of Power systems, while many neural network and fuzzy logic based techniques have been investigated for their application potential, the RL based techniques do not seem to have been investigated so far.
AGC function is essentially a supervisory control function which attempts to match the generation trend within an area, to the trend of the randomly changing load of the area, so as to keep the system frequency and tie line power flows close to the scheduled values. AGC acts at a much slower time scale as compared with the dynamics of the individual unit control systems whose set points are adjusted by the AGC. An AGC system monitors the system frequency and the tie line flows, computes the net change in the area generation required (generally referred to as area control error, ACE) and changes the set points of the generators within the area so as to keep the time average of the ACE at a low value.
The present implementations of AGC in modern utilities have evolved over several decades of operating experience. However, the control philosophies adopted by different utilities appear to have significant differences [6] . Implementation details are generally proprietary and there is very little open discussion regarding the relative merits of the different schemes in use. It is also widely believed that continued enhancements of the present schemes are possible via new control approaches [6] .
There has been considerable research work proposing the application of concepts of modern control theory for the AGC problem. The review by Athay [7] gives a good assessment of the work in this area up to 1987. Work in this direction has continued subsequently [8, 9] . In the recent past, the application of Neural Network based control [10, 11] and Fuzzy Control [12] have also been proposed.
In this paper, we show how the AGC problem can be viewed as a stochastic multistage decision making problem or a Markov chain control problem, and present an RL based algorithm for its solution. Since this is a learning technique, the control law is evolved based on observed system responses. Hence, this approach, like those based on neural networks and other learning techniques, can handle systems whose dynamics are not fully known or modelled. In addition to this, the RL approach provides a framework, which allows for the control objectives of AGC to be stated more qualitatively. This formulation also allows for the AGC to act at its own time scale in a supervisory mode; hence we need not treat the AGC and the rest of the controlled system as a single closed loop dynamical system.
Here, we present two different controllers. The first controller monitors the composite signal, ACE, to achieve the load generation balance-an objective pursued by all AGC algorithms at present. Our second controller does not compute or use the ACE signal, but seeks to achieve satisfactory performance by monitoring only the deviations in the system frequency and the tie line flows.
The organisation of the rest of the paper is as follows. In Section 2, we discuss how the AGC problem can be viewed as a stochastic multistage decision making problem, and give a brief introduction to RL based control using the AGC problem as an example. In Section 3, we explain how an AGC controller can be learnt within this formulation. In Section 4, we present the two new RL algorithms for the AGC. Simulation results are provided in Section 5 and paper is concluded following a discussion in Section 6.
AGC as a multistage decision problem
Almost all AGC algorithms that utilise modern control techniques (including techniques such as Neural Networks) view the AGC and the plant as a single close loop (controlled) dynamical system. The control objective, generally, is to drive the ACE to zero (or some acceptably small value) and the control algorithms use ACE as the error signal (input to the controller). We propose that the AGC may be better viewed as a supervisory controller that decides on the set point changes of separate closed loop control systems which try to achieve the set generation. This will allow us to design the AGC algorithm to operate on a separate discrete time scale and it will also result in considerable flexibility in specifying the objectives of the AGC.
In this view, we can abstract the AGC system as follows. At each instant (on a discrete time scale), k , k 0/ 1, 2,. . ., the AGC observes the current 'state ' of the system, x k , and takes an 'action ', a k .
The state essentially consists of some of the quantities, which are normally available to an AGC controller. They could be based on, for example, the system frequency, frequency trend, tie-line flows, the ACE signal, the accumulated time error etc. The state vector at the instant k , x k , could be some filtered/averaged values of the chosen quantities over the time interval k(/1 to k . For the algorithm presented in this paper, we assume that the set of all possible states X, is finite. This implies that we need to quantise the values of various quantities that constitute the state information of the AGC. Discretising these quantities does not create any problem because it only amounts to saying that variations below some threshold in quantities such as system frequency, tie line flows etc are not important as far as the AGC is concerned.
The possible actions of the AGC are the various values of DP , the change that can be demanded in the generation level within an AGC interval. DP is also discretised to some finite number of levels. Let A denote this finite set of actions.
The dynamics of the system (controlled by AGC) determines, in our jargon, the next state 1 x k'1 , based on the current state, x k , and current action of AGC, a k . We can symbolically represent this as x k'1 0/F (x k , a k ). As the state information that is fed to the AGC is limited, it is unreasonable to expect x k to capture the full dynamic state of the power system. Moreover, a power system is subjected to random load fluctuations. Hence, considering F as a stochastic function is more realistic. That is, we can only talk about the probability of x k'1 taking different values given x k and a k . Now, since both X and A are finite sets, a model for this dynamic system can be specified through a set of probabilities.
Thus, we model the system controlled by AGC as a Markov chain over the state space X whose state transition probabilities depend on the control action taken by the AGC. The state transition probabilities defined by Eq. (1) constitute what may be termed as an empirical model of the system controlled by the AGC. We use this model to precisely formulate the control problem and define the proposed solution. However, we note that the final AGC algorithm should be (and would be) obtainable without the knowledge of these state transition probabilities.
Within this formulation, an AGC algorithm is a mapping from the state space, X, to the set of actions, A. We call any such mapping, a policy. If the AGC is following a policy p, then p (x) denotes action taken by the AGC on observing the state x. Now the design of the AGC controller is the same as specifying (or learning) a 'good' or 'optimal' policy p . For this we need a framework in which we can rate the 'goodness' of all possible policies. To rate the goodness of any policy p , we define a function V p : X 0/R, to be called the value function of the policy p . Intuitively V p (x ) represents the net benefit of following the policy p when the system is started in state x. Then we can say that p 1 is better than p 2 if V p 1 (x) ]/V p 2 (x ), Ö/x /X. To facilitate evaluation of V p , we stipulate that at time step k when the system makes a transition from state x k to x k'1 under action a k , the controller gets a scalar signal, r k 0/g(x k , x k'1 , a k ), which is called the immediate reinforcement for that transition. This simply implies that the AGC algorithm 'knows' an appropriate g function. Generally g is chosen to be very simple and often it is a binary valued function. The function has to essentially capture the spirit of the control objective through reflecting the appropriateness or otherwise of a control action in a local context. Making suitable choice for function g is a part of the design of the controller and it embodies the control objective.
V p is defined as:
where 0 B/g B/1 is a constant, called the discount factor . In Eq. (2), E p denotes the mathematical expectation with respect to the transition probabilities (p xx ?
p (x ) ) under the policy p .
The value of V p for any given state is the expected value of the 'long term' reinforcement by following policy p when started in state x . The reason for the discount factor is that, in a general control problem, the real goodness of an action in a state x may not be determined solely based on the immediate reinforcement. For example, the real strength of an action p(x ) may be to take the system into some x? from where we can expect better reinforcements. That is why in Eq. (2), we use the sum of all reinforcements up to infinity. However, it is also true that reinforcements that come much later may not have much to do with the actions taken earlier. That is the reason, we are using a discount factor g , which is less than 1. Using a discount factor will also help ensure that the expectation in Eq. (2) is finite. The value of g is to be chosen so as to reflect the time horizon over which the action taken in a state has some effect.
Define V *: X 0/R, to be called the optimal value function, as:
For any g , 0B/g B/1, and any given transition probabilities, if g is bounded then it is known [4] that there exists a policy p * such that V p *(x) 0/V* (x ) Ö/x / X, We call p * the optimal policy.
As mentioned earlier, design of a good AGC, within this framework, is same as finding an optimal policy p*. There are various classical methods [13, 14] to find the optimal policy p *. For the algorithms proposed here, we use a relatively new method called Q -learning. To explain our design, we first define the so-called stateaction value function or Q -value [5, 4] that is defined as:
is the expected long term reinforcement when we start in state x, take action a in the starting state and there after follow policy p . From Eqs. (2) and (3), it is easily seen that
Then it is easy to show that Q *(x , a) 0/Q p *(x , a ), Ö/x , a and that:
where arg max a A Q *(x , a) 0/a *, if Q *(x , a *) ]/Q (x , a ), Ö/a /A. Since both X and A are finite, Q * can be stored as a finite matrix. If we can estimate Q *, then we can obtain the optimal policy using Eq. (4). It can be shown that Q * satisfies:
We use a reinforcement learning algorithm for estimating Q* and hence the optimal policy. Reinforcement learning techniques, in this context, are simple iterative algorithms that learn to act in an optimal way through experience gained by exploring an unknown system [5] . These are online techniques in the sense that they process one example at a time and do not need to explicitly store all examples. (The reader is referred to [5] for a general discussion on reinforcement learning).
Suppose we have a sequence of samples (x k , x k'1 , a k , r k ), k 0/1, 2,. . .. Each sample is such that x k'1 is the (random) state that resulted when action a k is performed in state x k and r k 0/g(x k , x k'1 , a k ) is the consequent immediate reinforcement. Such a sequence of samples can be obtained either through a simulation model of the system or observing the actual system in operation. This sequence of samples (called training set) can be used to estimate Q *.
The specific algorithm we use is the following. Suppose Q k is the estimate of Q* at k th iteration. Let the next sample be (x k , x k'1 , a k , r). Then we obtain Q k'1 as:
where 0B/a B/1 is a constant called the step size of learning. A simple heuristic explanation for why the algorithm given by Eq. (6) works is the following.
for all pairs (x , a ) then it is easily seen that Q k satisfies equation Eq. (5) and hence, it is the Q *. Thus, the term in the square bracket in the update for Q k in Eq. (6) is an estimate for the current error in Q k . If a is sufficiently small then the above iterative algorithm will result in Q k converging to Q *, if all possible (x , a ) combinations of state and action occur sufficiently often in our sample sequence [4, 5] .
Learning the controller
We need a set of training samples for learning the policy using the algorithm given by Eq. (6). The training samples are a set of tuples of the form (x , x ?, a , r). Here x , x ? /X, a /A and r 0/g (x , x ?, a ). Each sample is such that when, on observing x , if the AGC takes an action a , then the resulting next state (in a specific instance) is x ?. Selecting random pairs (x , a ) by uniformly sampling from X )/A and getting x ? using the simulation model is, in general, not a good strategy for generating training samples. Firstly, since our state information x would not normally contain the full dynamic state of the system, to get x ? from the simulation model with only (x , a ) given, we may need to arbitrarily fix many other dynamic variables in the system. Secondly, uniform sampling from X )/A may mean that we are wasting too many samples on unimportant regions of the state space. Finally, we would like to have a sequence of training samples that give the sequence of dynamic states the system goes through as a result of a sequence of actions.
Based on the above considerations and the fact that we do not have real system data, we use the following strategy for learning. We start our system model in some quiescent state where system frequency and tie-line flow are at scheduled values. Then we disturb the model by applying a series of random load fluctuations. At each time step (as determined by our sampling time for AGC control action) we determine the state input, x , to the AGC, select an action in that state, apply that action on the model, integrate the model for a time interval equal to the sampling time of AGC to obtain the state x? at the next time step. This would mean that we need a policy (while the AGC is learning) for choosing actions in different states. We call this the exploration policy. We want our exploration policy to sample the relevant portions of the state space well so that for all x that are generally encountered in a real system, we have sufficient training samples. This would ensure that Q k (x , a) value obtained using Eq. (6) would converge to the corresponding Q *(x , a ) values for all states that are generally encountered. Ideally, we also want the exploration policy to be tied to the evolving Q k values so that as the training proceeds, Q k evolves and tends to Q *, the exploration policy tends to the optimal policy p *.
Exploration policy based on pursuit algorithm
Let Q k be the current estimate of Q * in the k th iteration. Define a policy p Q k by:
p Q k is called a greedy policy with respect to Q k and p Q k (x ) is called the greedy action in state x (with respect to Q k ). If Q k is close to Q * then we can expect that the greedy action could be the same as the optimal action. However, when Q k is far from Q * (that is in the initial phase of the learning), trying only the greedy action in each state may mean that we do not explore sufficiently rich combinations of (x, a ) pairs. Thus, we need a strategy whereby, we do sufficient exploration of the action space but avoid taking too many bad actions 2 . To achieve better sampling as well as convergence to the optimal policy, we use an exploration policy, which is based on a Learning automata algorithm called pursuit algorithm [15] . This is a stochastic policy where, for each state x, actions are chosen based on a probability distribution over the action space. Let p x k denote the probability distribution over the action set for state x at the k th iteration of learning. That is, p x k (a) is the probability with which we choose action a in state x at iteration k . Initially (i.e. at k 0/0) we choose a uniform probability distribution. That is:
At the k th iteration let the state x k be equal to x . We choose an action, a k , at random based on p x k (×/). That is, Prob(a k 0/a )0/p x k (a ). Using our simulation model we get the next state x k'1 by applying action a in state x and integrating the model equations for the next time interval. Next we update Q k to Q k'1 using Eq. (6). Let a g be the greedy action in state x with respect to Q k'1 .Then we update the probabilities as follows.
where 0B/b B/1 is a constant. Thus at iteration k we slightly increase the probability of choosing the greedy action a g in state x and proportionally decrease the probabilities of choosing all other actions in state x . It is easy to see why this exploration policy based on the Pursuit algorithm satisfies all our requirements. If the constant b in Eq. (8) is sufficiently small, then none of the probabilities can decrease very fast as k increases. Since, initially all probabilities are equal, this means that, with high probability, in every state that is visited by the algorithm repeatedly, all actions would be chosen sufficiently often. Hence, in all states of interest, x , Q k (x , a ) would be close to Q *(x , a ) for all k after sufficiently large number of iterations [4] . Thus after sufficiently large number of iterations, the greedy action in state x , with respect to Q k , that is p Q k (x ), would be the same as greedy action in state x with respect to Q *(p Q * (x )) which is the optimal action p* (x ). Now from Eq. (8) it is easy to see that when this happens the probability of selecting the optimal action increases monotonically. Thus we can expect that our exploration policy converges to the optimal policy.
RL algorithms for AGC
We now summarise our approach to designing (or rather learning) an AGC policy based on the previous two sections as follows. First, we fix the sets A and X. Fixing A (the set of actions) involves deciding the range of DP (change in the governor set point within an AGC cycle) and the discrete levels that DP can take. Fixing X (the state space of our Markov chain) involves the following design decisions, (i) what quantities should be used as state information input to the AGC? And (ii) how to compute and quantise these quantities to obtain state variables? Next we have to fix the g (×/,×/, ×/) function. This depends on the control objective. Then we use the iterative algorithm given by Eq. (6) and an exploration policy based on Pursuit Algorithm to learn a good approximation to Q * and hence a good approximation to the optimal policy. Thus any specific algorithm is described by specific choices for X, A and g (×/,×/, ×/) and a training scheme. A generic algorithm for learning the AGC is given in Table 1 .
Based on this framework, we present two specific AGC algorithms in the next two subsections.
Algorithm I
In this algorithm, we aim to achieve the conventional AGC objective of keeping the ACE within a small band around zero. This choice is motivated by the fact that all the existing AGC implementations use this as the control objective and hence, it will be possible for us to compare the proposed RL approach with the conventional approaches.
In this formulation, we choose only two state variables: the average value of the ACE (ACE_avg) as the first state variable, x 1 , and the trend in the averaged ACE (ACE_trend) as the second state variable, x 2 . Since, we are considering RL algorithms, which assume finite number of states, ACE_avg and ACE_trend are discretised to finite levels. AGC is called upon to track the normal load variations, but not the major disturbances. Hence, the AGC's role is limited to correcting the observed ACE in a limited range. If ACE goes beyond this range other emergency control steps may have to be taken by the operator. Let the maximum value of jACEj for which AGC is expected to act properly be L A . (We note here that the choice of L A is not critical for the algorithm.) If it is required to maintain ACE within o ACE , ACE is discretised as follows. ACE values whose magnitudes are less than o ACE are considered as the zero level and the range of ACE values greater than o ACE but less than L A are quantised to a finite number of levels, M A (Where M A 0/ /L A /(2o ACE )/) at equal intervals. The quantised Table 1 Learning algorithm for AGC
Repeat forever Begin start the system in some quiescent state, set x 0 to this state while (states are within safe limits) Do
Let x0 x k Choose action a k based on the current distribution p x k (× ) Apply a k to the plant. Read the current load disturbance from the load model and integrate the plant model for the next T seconds Observe the relevant quantities that constitute state information to AGC and obtain next state x k'1 by appropriately averaging and quantising these values
value is the midpoint of the interval. All values of ACE greater than L A are discretised to the maximum level.
Similarly negative values of ACE, less than (/o ACE are discretised to M A levels. Thus, ACE is discretised to 2M A '/1 levels, that is
The ACE_trend is discretised to only three levels (/1, 0, 1 depending on whether the trend in ACE is less than (/o trend , between (/o trend and o trend , or greater than o trend , respectively, where o trend is a small value chosen appropriately.
The control action of the AGC is to change the generation set point, DP . Since the range of generation change that can be effected in an AGC cycle is known, we can discretise this range to finite levels. Choosing the permissible range in DP as (/U MAX to U MAX and minimum step size in DP as DP min , the action set A will contain the following 2M P '/1 levels, {(/U MAX , . . .,
Even though we have chosen to keep the discretisation steps equal in this formulation, this is not necessary and the normal range of ACE and DP could be divided unequally.
The next step is to choose an immediate reinforcement function by defining the function g . As the control objective here is to keep the magnitude of ACE less than o ACE , whenever the next state is 'desirable' (i.e. jACE k'1 j B/o ACE ) then g (x k , x k'1 , a k ) is assigned a value zero. When the next state is 'undesirable' (i.e. jACE k'1 j /o ACE ) then g (x k , x k'1 , a k ) is assigned a value (/1. Thus function g (immediate reinforcement function) can be defined as follows; for each state vector
Once the state space, action set and immediate reinforcement function are fixed we use the algorithm given in Table 1 to learn the values of Q matrix.
Algorithm II
One of the major attractions of the RL approach is the enormous flexibility this approach provides while designing controllers for a given problem. As an illustration of this feature, we present an alternative formulation of the AGC problem and illustrate the design of a different RL controller. The second RL Á/ AGC algorithm we are presenting here is intended to demonstrate the flexibility the approach offers in defining the control objective. The basic purpose of AGC is to limit the frequency and tie line deviations to within permissible levels. Conventional AGC formulation attempts to achieve this objective by monitoring the composite signal, the ACE, computed as:
However, for satisfactory AGC performance it is necessary that this composition must be proper. For this the constant b area must correspond to the area's natural response. Unfortunately, b area is not a constant (as it varies with the system operating condition) and is difficult to calculate/estimate in real time. Hence, an approach to AGC that does not require the knowledge or estimation of b area would be an attractive proposition.
This algorithm aims to realise this goal by choosing the control objective suitably. As mentioned earlier, the AGC objective is to keep the frequency and tie line flow deviations within chosen small bands, o f and o tie , respectively. Hence, we propose an RL Á/AGC formulation, which attempts to achieve this directly.
In this formulation, we choose an alternative set of state variables. The state variables chosen are: deviation in frequency (Df ), trend in deviation in frequency (Df trend ), absolute value of deviation in tie line flow(jDP tie j), and the sign of deviation in tie line flow, (sign (DP tie )). We fix the range of frequency deviation for which AGC should act as, say, (/L f to L f . The frequency deviation is discretised (in a similar manner as explained in the previous section) to {(/L f , . . ., (/2d , 0, 2d ,..., L f } where d 0/o f . Based on an upper bound, L t , for the tie line flow error, jDP tie j is discretised with a step size of o tie to {0, o tie ,. . ., L t }. Trend in frequency is discretised (in the same manner as the trend in ACE was discretised) to three levels. Sign (DP tie ) is also quantised to three levels ((/1, 0, 1). The system being the same, the action set is chosen to be the same as the one specified in Section 4.1.
The immediate reinforcement function is chosen so as to realise the objective of keeping the frequency deviation and the tie line flow deviation within a small band. Thus if jDf k'1 jB/o f and jDP tie k'1 jB/o tie , (that is x k'1 corresponds to a desirable state), then, g is assigned a zero value otherwise we can assign g 0/(/1. However, here, we propose an alternate (multi-valued) g function to illustrate how the RL approach facilitates incorporating heuristic knowledge in controller design.
A power system operator knows that if frequency deviation is negative and error in tie line flow is positive then the disturbance has occurred in the external area and the generation in his area need not change [16] . So, under such a condition, during learning, if an action selected by an exploration policy is nonzero, a poorer reinforcement (i.e. less than (/1) is given. Similarly if frequency deviation is positive and deviation in tie line flow is negative, a command to change the power generation is made to fetch a poorer reinforcement ((/2). We have used this g function to illustrate how we can incorporate any heuristic knowledge about the system into the design of g function.
Since this state vector has four components we represent a generic state by x 0/(x 1
For this formulation also, with X, A and g chosen as explained, the Q values that represent the optimal policy are estimated using the algorithm given in Table 1 .
Simulation results
The performance of the proposed AGC algorithms has been assessed through simulation studies. The test system used for studying the performance of both the algorithms is the widely used two area system. The parameters of this system are taken from [17] . A block schematic diagram of the model used for simulation studies is given in Fig. 1 . The relevant parameters are given in Table 2 . In this model, the two areas are identical and an independent AGC controller controls each area in a decentralised manner.
For implementing each of these algorithms, we need to make several design choices. Here, we just give the particular choices we have made, without going in to the basis and implications of these choices in any great detail. Our purpose here is essentially to clearly show the various steps in implementation and illustrate the method. However, the basis and implications of design choices have been comprehensively investigated elsewhere [18] . After design choices are made we have to train the controller by running the simulation in the learning mode as explained in Section 3. The performance results presented here correspond to the performance of the controllers after the learning phase is completed and the controller's actions at various states have converged to their optimal values.
The simulation is run as follows: At each AGC instant k (every 2 s) depending on the current state, x k , the RL controller chooses an action a k to change the set point of the governor by a value given by a k . Using this change to the governor setting and the current value of the load disturbance the power system model is integrated with an integration time step of 0.05 s. During the next 2 s (i.e. till the next instant of AGC decision time) 40 values of Df and DP tie are obtained. These values are averaged and the next state x k'1 is computed from them. Fig. 1 . The two-area power system model. 
The proposed algorithm requires quantisation of the state variables as well as the actions. This step requires several design decisions. For quantising ACE_avg, to get the first state variable, we need to choose L A , o ACE and M . In fact, o ACE and L A get automatically determined by the operating policy of the area. L A is the maximum ACE deviation which is expected to be corrected by the AGC. (In practice ACE deviations beyond certain values are corrected only through operator intervention.). And o ACE is the amount of ACE deviation below which we do not want the AGC to respond. This value must be necessarily nonzero, since the power system is continuously experiencing load changes and it is desirable that the AGC ignores some small random changes in ACE so as to minimise the wear and tear of the governing equipment. M can then be chosen as /L A /(2o ACE ) / to achieve uniform quantisation. If this value of M turns out to be large, then we choose a convenient value for M and determine quantisation steps as (L A (/o ACE )/M. In this case the quantisation will not be uniform.
For our simulation here we have chosen L A 0/0.02 3 , o ACE 0/0.002, M 0/ /0.02/(2 )/0.002) / 0/5 there by giving 11 discrete levels for the first state variable x 1 . The second state variable ACE_trend can also be quantised similarly. However, in this algorithm it is intended to provide only a very limited information about the trend to the controller. The idea is to convey whether ACE is increasing or decreasing. Therefore, we quantise the second variable to only three levels. The zero level is chosen as a band o trend around zero, which essentially implies that ACE has not changed much as compared with the previous cycle. Hence, the second state variable x 2 based on ACE_trend is quantised to three levels, 1, 0, and (/1 using o trend 0/0.01 as follows. The other variable to be quantised is the control action DP , the required change in generation. This also requires that design choice be made for the values of U MAX , DP min and the number of levels M p . U MAX is automatically determined by the equipment constraints of the system. It is the maximum power change that can be effected within one AGC cycle. DP min is the minimum change that can be demanded in the generation. Many a time even this variable is specified. If this is not automatically determined by equipment constraints it is chosen such that DP min 5/2o ACE . If o ACE and DP min are both specified (by the utility based on its policy and equipment constraints) and they do not satisfy this relation, then o ACE must be chosen so as to satisfy the above condition. The number of steps of DP is so chosen so as not to make the control too coarse (small number of steps) or too fine (in which case no of steps increase) and learning could become slow. In our simulations here we have chosen U MAX 0/0.0025 DP min 0/0.0025/3 and M P 0/3 so that we have a set of seven control actions.
The other design choice is the numerical value for the g function. Since, we are using a binary g function in this algorithm with a reward of zero when the consequence of any action is desirable, any choice of negative reward for actions which result in undesirable state would suffice for the learning the proper policy. Hence, we choose a value of (/1 as indicated in Eq. (9) .
In addition to the above choices (which are system specific), we also need to choose three parameters g , a and b for implementing the learning algorithm. RL theory gives generic guidelines for the choice of these parameters. The parameter g , introduced in Eq. (2), is the factor by which the later rewards are discounted and it must be between 0 and 1. For the AGC problems, since later rewards are important a value close to 1 needs to be chosen. The actual value chosen for this parameter is not very critical and our experience shows that any value in the range of 0.5 Á/0.98 works well. Here, we chose a value of 0.9.
The parameter a used in Eq. (6) is the step size of learning and it must be a very small constant. This parameter determines the extent to which a single training example modifies the policy while learning. Normally, one can choose a in the range 0 Á/0.1. This parameter affects the rate of learning rather than the policy and hence, permits considerable freedom in its choice. Here, we have chosen a 0/0.01
The third parameter b (0 B/b B/1) used in Eq. (8) for updating the probability distribution for action selection essentially determines the extent of exploration during learning. A very small value could make the convergence slow. Our experience shows that the policy remains unaffected for a wide range of choice of b between 0.001 and 0.1. In our simulations, we have chosen an intermediate value of 0.01.
Performance results
We first present the performance of the controller for a step change in load in only area A of the study system. Fig. 2 gives the plots of various system parameters consequent to this disturbance. From Fig. 2 , we see that in response to a step load change (PlA ) of 0.02 in area A, the controller changes the set point of the governor (PcA ) in eight consecutive AGC cycles; selecting the maximum possible action of 0.0025 at each step; the mechanical power output (PmA ) also increases to 0.02. However, the variation in PmA does not show the staircase type of variation of PcA , instead it is dictated by the dynamics of the system. Moreover, because of the frequency variation (see plot of DfA ), oscillations are also seen in PmA . As PmA increases the deviation in frequency (DfA) and deviation in tie line flow (P tie A ) also tend to zero. The plot of PcB is a flat line, there by indicating that the controller in area B does not unnecessarily respond for this disturbance in area A. Fig. 2 also gives the plots of the ACE A as obtained through the integration of the system model and also its averaged value (ACE_avg) as used by the controller.
From here on, in most of the cases, we give the plots of only PlA , PcA , and ACE_avg to present the impact of the controller on the system behaviour instead of giving all the plots. In all the figures to follow, we give the response of the system with the RL controller for a load disturbance in area A. Subplots a show the plots of the load disturbance in area A, PlA , the set point to the governor in area A, PcA , and the set point to the governor in area B, PcB . Subplots b show the plots of averaged value of ACE (ACE_avg) in each AGC cycle. The dotted lines in Subplots b indicate the discrete levels of x 1 the ACE_avg. Next, we present the behaviour of the system when the system is subjected to a sequence of load changes over a 200-s time period in Fig. 3 . From the plots in Fig.  3 the following features are evident. The RL controller tracks (plot of PcA in Fig. 3a ) the load change in the area properly. The controller in the area not subjected to disturbances does not respond to the disturbance (Plot of PcB in Fig. 3a is a flat line) . We see that the RL controller increases/decreases the governor set point monotonically for a given disturbance and in no case over corrects (Fig. 3a) . The ACE_avg is also seen (Fig.  3b ) to decrease to zero monotonically. The time required to restore the load-generation balance after a disturbance is seen to be 18, 14, 10, and 14 s for the first, second, third and fourth load changes, respectively, in Fig. 3a . Settling time seems to depend on the magnitude of the disturbance. This is due to the fact that the maximum control effort in any AGC cycle is restricted to U MAX (0.0025) and hence the number of time steps required to meet the load generation balance depends on the total set point change required.
For the sake of comparison, we have also obtained the behaviour of the system for the same load dis- Fig. 2. Step response of the system with the RL controller.
turbance with a conventional integral controller [11, 17, 19] . The integrator gain is set to, 0.2, a level that is known to be a good compromise between fast transient recovery and low overshoot in the dynamic response of the overall system [11] . This response is shown in Fig. 4 . From Fig. 4 , it is seen that the integral controller also performs well for this system. However, there are some differences. The initial response of the integral controller is very large especially for large disturbances. This happens because the linear controller, in addition to acting continuously, is not constrained by the total magnitude of the control effort in a given interval of time. However, in any practical system this is not the case. Figs. 3 and 4 show that the performance of RL controller and the well designed linear controller are quite comparable. Fig. 3 . Performance of the RL controller for a series of step load changes. Fig. 4 . Performance of the integral controller for a series of step load changes.
T.P. Imthias
Now, let us examine the apparent steady state error seen in the response depicted in Fig. 3 between 120 and 140 s. Around t0/115 s, the load disturbance changes from 0.005 to 0.016. RL Á/AGC tracks it by increasing the set point in the following four AGC instants in four steps of 0.0025 to make PcA 0.015. At this point (t0/ 124 s) even though the actual value of ACE is nonzero (around 0.001), it is less than the chosen o ACE of 0.002. Therefore, this error gets quantised to 'zero' level and hence, the RL controller does not try to correct this mismatch. This difference appears in the plot as a steady state error in the 120 Á/140 s period, which is in fact not an error. It is just an artifact of the quantisation; the RL controller is specifically designed not to respond to ACE values less than 0.002, and the response of Fig. 3 is consistent with this control objective.
In order to show that it is possible to design RL Á/ AGCs which are capable of using any arbitrarily small o ACE , we learn another controller choosing o ACE 0/ 0.0005. This requires that DP min should be suitably redefined and we choose DP min also as 0.0005. The response of the system for the same disturbance with the modified RL controller is given in Fig. 5 . In Fig. 5 , we see that since the controller has been designed to respond to smaller o ACE 's, it succeeds in tracking all the load changes exactly. Note the small corrections applied by the controller at 120 and 122 s, made possible by finer quantisation.
In order to study the effect of the maximum control effort (U MAX ) on the settling time of the RL controller, we have performed some additional simulation by increasing U MAX from 0.0025 to 0.004 and DP min from 0.0025/3 to 0.004/3, keeping all other features unaltered. The performance of this controller is given in the plots of Fig. 6 . The only major change in the observed performance of the system is a reduction in the settling times for each of the disturbances. The new settling times are 10, 8, 6 and 8 s, respectively. These values are considerably less than the settling times seen in Fig. 4 for the integral controller. With this modification we see that the performance of RL controller is faster than that of the integral controller.
Again it is worth noting that the small differences seen in Fig. 6 between PlA and PcA in the 80 Á/110 s interval is due to our choice of o ACE 0/0.002.
Considering the fact that the RL controller learns the policy with absolutely no prior knowledge about the system model, where as the linear controller is based on complete information of the model, the quality of its performance as brought out by this comparison is remarkable.
5.1.2.1. Robustness. We have carried out some additional investigations to assess the robustness of the RL approach. This is carried out by using the controller trained using a particular set of system parameters to control the system with a slightly different set of parameters. In this investigation, the parameters T p and R are changed from the original values (T p 0/20, R 0/2.4) used during learning to T p 0/14, R 0/3.0 subsequently. Response of the system after the parameter change (with RL controller learned using the original parameters) is given in Fig. 7 and the corresponding response using the integral controller is given in Fig. 8 . In spite of the parameter change, the original controller succeeds in tracking the load disturbance effectively. However, there are some differences in the performance as compared with the earlier condition. The plot of PcB , the variations in the set point of governor in area B, in Fig. 7a shows the following. In response to the two large disturbances (around t0/30s and 140s) in area A, the governor set point in area B is marginally changed and it gets reset after about four AGC cycle (8 s). The performance of the continuous integral controller is also seen to deteriorate due to change in parameters as evident from Fig. 8 . Several ripples are seen in Pcb after all the three disturbances (Fig. 8a) .
We have also attempted to assess the impact of network changes on the performance of the RL Á/AGC. In the context of AGC the implication of a network change would be a change in the value of parameter T 12 in the AGC model. A decrease in T 12 indicates a weaker coupling between the two areas. When we assessed the performance of RL controller (learnt with a particular value of T 12 ) after decreasing the value of T 12 , the response remained unaffected. When we repeated this test with a large value T 12 (double the original value 0/ 2 )/0.545) some differences were seen. The corresponding response is given in Fig. 9 . Comparing this with Fig.  3 , we see that the controller response remains unaffected whereas the ACE variation appears to be slightly different. For this parameter change the performance of the integral controller also appears to deteriorate slightly as seen in Fig. 10 . Thus, we see that the RL Á/ AGC is quite robust in handling the impact of the network changes and other parameter changes. The results presented also show that from the point of view of robustness the RL controller is not inferior to conventional integral controller.
Impact of system non-linearities.
The system model we have been using so far is a linear model and any practical AGC must be capable of handling nonlinearities normally encountered in practical systems. We consider two nonlinearities, which are very important in the context of AGC: the generation rate constraint (GRC) and the governor deadband. We demonstrate the ease with which such nonlinearities can be handled in an RL Á/AGC design. Incorporating GRC in the RL Á/AGC design is very simple. The specified GRC of the area can be automatically incorporated while choosing U MAX , the maximum power change that one can demand in an AGC cycle. We consider the usual rate limit of 3%/min. This rate translates into 0.001 pu for 2 s (AGC cycle time). Hence, we choose U MAX 0/0.001 and DP min 0/U MAX /3 so as to keep the number of actions unchanged at 7. Keeping all other parameters unchanged, we learn a new policy. The response of the system for a step change in load of 0.02 in area A is given in Fig. 11 . From Fig. 11 , we see that the controller tracks the load change properly and as Pm is constrained to vary slowly the controller takes a relatively long time to secure the loadgeneration balance.
In order to include the effect of governor deadband into the AGC design, it is necessary to slightly modify the simulation model. The deadband effect is incorporated into the model by including a block to represent the deadband before the governor time constant block in the model given in Fig. 1 . We use the describing function approach [20] to derive the transfer function of the deadband block. We use a deadband of 0.05 represented by the following function y 0/0.8x(/(0.2/p)/ x: We generate the training samples using the modified simulation model and learn a controller keeping all the parameters (as chosen for the GRC case) unchanged.
The response of this system for a step disturbance of 0.02 with RL controller is shown in Fig. 12 . From the figure, we see that DfA, P tie A , and ACE_avg monotonically reach zero. The generator output increases to 0.02 as desired. The controller in area B responds only once (immediately after the disturbance). Another point worth noting is that the set point increases to 0.025 for a step change in 0.02. This is necessitated by the deadband block. This response of the controller is proper as seen from the plot of PmA .
Our aim in considering GRC and deadband is to demonstrate that RL approach permits the incorporation of any nonlinearity. The design procedure remains unaltered irrespective of the nonlinearity. The only requirement is that we should have a simulation model to generate training samples which incorporates this nonlinearity. Even this requirement will not be there, if one can get training samples from the actual system.
Algorithm II

Design choices
The states chosen for this algorithm are based on the two measurements that are normally available at the control centre and the control objective is so defined so as to avoid calculation of the ACE which requires the value of b area , a system specific information that is not easy to get. The control objective in this algorithm is to keep Df and DP tie within acceptable bounds without calculating the ACE based on b area . The state variables (x 1 , x 2 , x 3 , x 4 ) used are derived from Df, Df trend , jDP tie j, Sign(DP tie ). They are obtained here as follows. At the beginning of the k th AGC decision cycle we have the previous 40 values (over the last 2 s) of Df . From these values the average value at the k th decision cycle, Df avg k , is calculated. We have chosen L f , the range of frequency deviation of interest, to be 0.02 and o f to be 0.002. This gives the value of M f (number of levels of frequency deviation) as 5. Using these parameters Df avg k is discretised to 11 levels to obtain x k 1 Fig. 11 . Response of the system with GRC. Fig. 12 . Response of the system with GRC and deadband.
Trend in Df, during the k th AGC interval, Df trend k is calculated in a similar manner as ACE_trend was calculated in Algorithm I as:
AGC cycle time
The second state variable Df trend is also quantised in a similar manner as ACE_trend was quantised. Thus, the second state variable x 2 based on Df trend is quantised to three levels, (/1, 0, and 1 using o trend 0/0.01 as follows. The third state variable, the average value of jDP tie j for the k th AGC cycle is also calculated using the values of jDP tie j monitored during the last 2 s. L t , the range of tie line flow deviation of interest is chosen to be 0.005 and o tie to be 0.001. The average value of jDP tie j is discretised to five levels to obtain x k 3 . Sign of average value of tie line flow gives x k 4 . The parameters L f , o f , o trend , L t , o t required for quantising the states Df and DP tie are chosen based on the considerations similar to that of Algorithm I. The guiding principle being, (i) Choose the maximum range so as to cover the normal range of variations of the parameter; (ii) choose the o -values small enough so that it is of magnitude which can be safely treated as zero (in view of the random perturbations inherent in real system); (iii) choose quantisation steps so as to keep the state space manageable.
If
To obtain the action set A we have chosen U MAX to be 0.0025 and DP min to be.0025/3. This choice is same as in Algorithm I. We use the same values for the learning parameters a , b , and g as in Algorithm I and learn a control policy by generating training samples through simulations.
Performance results
The performance of this algorithm is also studied by determining the system (model) response when the system is subjected to a sequence of load changes after the algorithm has learned a policy over a training period. The plots of the quantities of interest are given in Fig. 13 . In Fig. 13 , the variation in load disturbance (PlA ), change in the governor set point in both the areas (PcA and PcB ), the frequency deviation (DfA ) and tie line flow error (P tie A ) are shown. The dotted lines in Fig. 13b and c correspond to the discretisation levels of the corresponding state variables. From the plots it is seen that this controller succeeds in tracking the area load variations properly. Even here, there is no over correction and the time required to achieve loadgeneration balance is dictated by the maximum control effort permitted within an AGC cycle. The plots also show that the frequency deviation (Fig. 13b) and the error in tie line flow (Fig. 13c ) also monotonically decrease to levels close to zero. Some minor differences seen in Fig. 13a between PlA and PcA are actually due to discretisation of the variables.
The plots in Fig. 13b and c are interesting from another point of view also. We see that the maximum DfA deviation experienced is around 0.028 and maximum tie line deviation is around 0.04. Both the values are much beyond the corresponding maximum values L f and L t (0.02 and 0.005, respectively) chosen for quantisation. Whenever the values of variables exceed the chosen maximum limit they are treated to be at the maximum value. This approach does not seem to affect the performance. Hence, one can see from this behaviour that the choice of L f and L t are not critical as long as the effect of U MAX in one cycle on these quantities is much less than the chosen maximum values.
A comparison of the performance of this algorithm with a linear controller is not attempted because such controllers (that try to control two variables simultaneously) are not available. The result of this study highlights the merit of the RL approach. Here satisfactory AGC performance is achieved without computing the ACE. This is very significant because the computation of ACE requires the knowledge of b area of the system that is difficult to measure/estimate.
Remarks and discussion
In this paper we have explained how we can view the function of AGC in power systems as a stochastic multistage decision problem and have proposed an approach, based on Reinforcement Learning, to learn an AGC controller using a set of training data. The AGC controllers so obtained do not depend on any assumed system model. All we need are representative training samples. Approaches based on neural networks (e.g. [10] ) also possess this advantage of a controller that is trained rather than designed. However, the approach presented in this paper has two additional advantages: (i) this approach inherently decouples the AGC controller and the rest of the system so that the two operate on different time scales (the actual way a practical AGC system works); and (ii) the approach admits a lot of flexibility in defining the control objective.
The main purpose of the paper is to highlight the potential of this approach to the AGC problem. We have also presented two specific implementations of AGC controllers that exhibit good performance on a simple two-area model of a power system. Our second algorithm, which does not need the computation of ACE, clearly brings out the spirit of our approach. The simulation results presented in the previous section give enough evidence to justify further investigation in this direction. As indicated earlier the aim of providing the results was more to illustrate the algorithms rather than claiming better performance of the approach as compared with the existing approaches.
One of the strengths of these algorithms is that they do not need any knowledge about the dynamics of the system being controlled. But, what is more interesting is the fact that in case we have definite knowledge about the system behaviour in terms of appropriate/inappropriate actions corresponding to some states, this knowledge could be exploited during learning.
As indicated in Section 2, the immediate reinforcement function is chosen while designing the RL algorithm so as to capture the 'spirit' of the control objective. Designing the immediate reinforcement function for the RL algorithm is easy because the immediate reinforcement function has to just reflect the appropriateness or otherwise of a control action in a local sense vis-a-vis the control objective. Even though complex immediate reinforcement functions could be used (based on the empirical knowledge of the controlled systems) in most of the application a very simple immediate reinforcement function is seen to be adequate for implementing efficient control.
Conclusions
A new formulation for the design of AGC controllers has been presented by viewing this as a stochastic multistage decision problem. A new AGC controller design method has been proposed based on the RL paradigm. Two specific RL based AGC control algorithms have been presented. Simulation results of the performance of the algorithms have been provided considering a two-area power system model. The results show that the new algorithms perform very well and compare well with the performance of a properly designed linear controller. We strongly believe that the two important features of the new approach namely model independence and flexibility in specifying the control objective make it very attractive for this particular application.
