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A general, multi-component Eulerian fluid theory is a set of nonlinear, hyperbolic partial dif-
ferential equations. However, if the fluid is to be the large-scale description of a short-range
many-body system, further constraints arise on the structure of these equations. Here we de-
rive one such constraint, pertaining to the free energy fluxes. The free energy fluxes generate
expectation values of currents, akin to the specific free energy generating conserved densities.
They fix the equations of state and the Euler-scale hydrodynamics, and are simply related to
the entropy currents. Using the Kubo-Martin-Schwinger relation for the full set of conserved
quantities, in quantum and classical systems, we show that the associated free energy fluxes are
perpendicular to the vector of inverse temperatures characterising the state. This implies that
all entropy currents can be expressed as averages of local observables. In few-component fluids,
it implies that the equations of state follow from the specific free energy alone without the use
of Galilean or relativistic invariance, and in integrable models, that the thermodynamic Bethe
ansatz must satisfy a unitarity condition. A further consequence is that the Euler hydrodynam-
ics in spatially-inhomogeneous, macroscopic external fields conserves entropy, and has physically
consistent stationarity states.
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1 Introduction
It is a striking property of a large class of thermodynamically large systems, that the state
reached after relaxation allows the expectation values of all observables to be determined by the
values of a few conserved quantities. The interpretation is simple: these states maximise entropy
with respect to the few extensive constraints imposed by the dynamics. For instance, if the only
such constraint is energy conservation, stationary states of the system are well described by the
canonical Gibbs ensemble, with density function ρ = e−βH , where H is the Hamiltonian and
β the associated Lagrange parameter (or potential) identified with the inverse temperature. In
general, within appropriate ranges, by thermodynamic convexity the relationship between the
potentials and the charge densities is a bijection. Thus all physical quantities are equivalently
functions of the potentials, or the densities; for instance, the expectation values of currents,
as functions of densities, are model-dependent functions known as the equations of state. The
reduction of the number of degrees of freedom, and the equations of states, are the crucial ingre-
dients in the associated Euler hydrodynamic equations, which describe the large-scale dynamics
and follows from local thermodynamic relaxation. The more difficult question of whether such
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states are actually reached dynamically is the subject of ergodic theory in classical systems [1],
and thermalisation and the eigenstate thermalisation hypothesis in quantum systems [2, 3].
The usefulness of descriptions based on few conserved quantities is apparent from the fact
that it is possible to accurately reproduce the large-scale dynamics of complicated systems,
such as a jet engine, with the knowledge of few observables such as the pressure, temperature
and density. However, there is an important class of systems whose maximal entropy states
do not generally reduce to such a small set of observables: integrable models, both quantum
and classical. These admit a space of conserved quantities growing extensively with the size of
the system. The thermodynamics of integrable models is correspondingly richer. The maximal
entropy states are known as Generalised Gibbs Ensembles (GGEs) [4, 5, 6, 7], which emerge due
to a modified form of ergodicity or eigenstate thermalisation. A powerful framework for their
thermodynamics is the thermodynamic Bethe ansatz [8, 9, 10], which can be shown to lead to
a qualitatively different Euler scale hydrodynamics [11, 12, 13, 14] (referred to as generalised
hydrodynamics). GGEs and their hydrodynamics are relevant to subjects as widely separated
as cold atomic gases [15, 16] and classical soliton gases [17], and to the dynamics of systems
which are close to being integrable [18] (see the recent works [19, 20, 21, 22, 23, 24, 25, 26]).
A crucial observation, that has been made apparent in the studies of integrable systems
but that is more general, is that, regardless of the number of conserved quantities (finite or
extensive) and of the type of system, the same maximal-entropy principle seems to hold, with a
high degree of universality. That is, at long times, the states maximise entropy with respect to
the complete set of all extensive conserved quantities {Qi =
∫
ddx qi(x)}. The formal density
function therefore takes the form
ρ ∝ e−
∑
i β
iQi , (1)
where in the integrable case the series in the exponential can contain an infinity of terms, under a
suitable notion of convergence and completeness (see e.g. discussions in [7, 27, 28, 29]). We will
refer to such states as maximal entropy states, the constraints given by the conserved quantities
being implied.
The form (1) defines, for both chaotic and integrable systems, the universal ensemble de-
scription underpinning the thermodynamics and the Euler hydrodynamics of many-body models.
Indeed, the thermodynamics is the theory for average conserved densities 〈qi〉 in such states,
while the Euler hydrodynamics is the dynamics induced by the local conservation laws:
∂t〈qi(x, t)〉+∇ · 〈ji(x, t)〉 = 0, (2)
supplemented by the equations of state 〈ji(x, t)〉 = 〈ji〉({〈qj(x, t)〉}) for the family of maximal
entropy states (1). In many-body models with short-range interactions, the form (1) imposes
constraints on the large-scale degrees of freedom and their dynamics, beyond the otherwise
arbitrary hyperbolic form (2). One particular well known example of such a constraint is the
fluctuation-dissipation theorem. In the context of non-equilibrium physics, it is desirable to
establish which properties hold at the Euler scale due to this structure.
It turns out that the Gibbs form (1) of maximal entropy states implies the existence of a
free energy flux g which generates the currents 〈ji〉 = ∂g/∂β
i, see [12, 14]. This parallels the
thermodynamic relation 〈qi〉 = ∂f/∂β
i for the (appropriately normalised) specific free energy f .
The free energy flux also enters the universal expression for the entropy current [14]. In fact, a
3
free energy flux gk exists for every conserved quantity Qk in the model, as each of these quantities
(assumed here to be in involution) generates a separate flow to which a set of currents jki can be
assigned. The generalised currents are physically relevant, for example, in the hydrodynamics of
systems where external fields such as external forces or varying interacting strengths are present
[30, 31, 26].
In this paper we show, under extremely general hypotheses, that the free energy fluxes must
satisfy the projection equation
βkgk = 0 (3)
(with implied summation over repeated indices). This relation has a number of consequences.
In particular it implies that free energy fluxes and entropy currents can be expressed in terms of
averages of local observables. It also gives exact equations of state solely from the specific free
energy f in a large family of non-integrable models, without the need for Galilean or relativistic
invariance. It further implies a unitarity constraint on the structure of the thermodynamic
Bethe ansatz in integrable models. Perhaps most importantly, it is at the root of properties of
emergent Euler-scale hydrodynamic equations with spatially-varying external fields, including
the form of stationarity states and entropy conservation. The result (3) is proved using the
Kubo-Martin-Schwinger (KMS) relation, which characterises (generalised) Gibbs states both in
the quantum [32, 33] and classical [34] settings1.
The paper is organised as follows. In section 2, we recall the theory of thermodynamic states
in extended systems with short-range interactions, in arbitrary dimension. The theory is most
rigorously expressed within the C∗ algebra formulation, but here we keep the language simpler
for readability. We explain our precise hypotheses. In section 3 we express our main result (3)
(along with a slight extension), and some of its immediate consequences. Thereafter, we refer to
the main result as an Euler-scale KMS relation (EKMS). In section 4 we describe applications of
the EKMS relation to systems with few conserved quantities, to integrable systems, and to the
Euler-scale hydrodynamic equations of arbitrary systems within external space-varying fields.
In section 5 we prove a general relation, valid in thermodynamic states under our hypotheses,
which relates the index-symmetric part of the generalised currents to commutators, or Poisson
brackets, of conserved densities. Finally, in section 6 we provide the proof of the EKMS relation.
2 Extended systems in d dimensions and thermodynamic states
In this section we describe the general context in which the main results apply. We consider
a many-body, extended system in d dimensions of space, with short-range interactions and in
infinite volume. The system may be quantum or classical; we will first express the conditions in
the quantum case, and review how the classical limit is taken. The type of system is arbitrary:
it can be a lattice model, a gas of particles, or a field theory, and it can be integrable or not, and
possess nontrivial interaction or not. The central objects are the extensive conserved quantities,
for instance the total number of particles, the total energy, the total momentum, or higher
conserved quantities if the model is integrable. We make certain explicit assumptions about the
1As typically formulated the KMS relation refers to thermal Gibbs ensembles, but a generalised form of the
KMS relation, which takes into account all the conserved quantities and applies to the GGEs, is easily formulated.
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properties of the extended model; most of these properties can be proven rigorously in specific
setups, such as quantum lattice models with finite local space [33].
2.1 Conserved quantities and maximal entropy states
Let the system possess a set of extensive conserved quantities (or charges) Qi in involution,
[Qi, Qj ] = 0 for all i, j. Here i is some index set, generally finite for a non-integrable model,
and infinite in integrable models2. In relaxation processes towards thermodynamic states, only
a certain category of conserved quantities are physically relevant (excluding for instance, in
quantum systems, projections onto eigenstates of the Hamiltonian): those which are extensive.
For our purpose, this means that each charge has an associated density qi(x) satisfying
Qi =
∫
ddx qi(x). (4)
The charge density qi(x) is a local observable at the point x ∈ R
d. In the discrete case, one
interprets integrals as “discrete integrals”, or sums, for instance
∫
ddx→
∑
x∈Zd . Amongst the
local observables we include those often referred to as quasi-local: those whose projections on
regions R ⊂ Rd away from x have norms that decay exponentially with the distance of R to
x. Such extensive conserved charges can be completed to a Hilbert space [6, 28], and there
are strong indications that they are sufficient in order to characterise maximal entropy states
[7, 27, 28, 29, 35].
The set of conserved quantities can contain, for example, the number of particles N = Q0,
the total momentum vector Pα = Q1α (α = 1, 2, . . . , d), and the total energy H = Q2. Here we
use the combined index 1α for α = 1, 2, . . . , d in order to group together the conserved quantities
associated to the various vector components of the momentum. In this notation, the numerals
0, 1, 2, . . . may be seen as organising the conserved charges according to the local extent of their
densities. Although the results presented are generally independent of the details of the set of
charges, we will assume that there is a Hamiltonian (generating time translations), and it will
also be convenient for the physical interpretation to assume the presence of a total momentum
vector; that is,
H = Q2 (Hamiltonian), Pα = Q1α , α = 1, 2, . . . , d (total momentum vector). (5)
In lattice models, due to the discreteness of space there is no microscopic, continuous transla-
tion invariance, and hence no microscopically defined momentum operator. However, at large
scales and after coarse graining, a momentum operator is expected to emerge as discrete space
translations become continuous translations under the coarse graining. Throughout, we will use
Latin indices enumerating the charges, and Greek spatial indices.
Because the charges are assumed to be in involution, each conserved quantity Qk generates
a current jki(x) by its action on each conserved density qi(x). These satisfy the continuity
equations
i
~
[Qk, qi(x)] +∇ · jki(x) = 0. (6)
2It is not necessary to think of i as in index – it can be thought of as an abstract index notation, as introduced
by Penrose.
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Here we use the quantum notation, but a similar equation holds in classical systems; see below.
The currents jki(x) were first studied in the context of integrable models in [30]; the concept
clearly does not rely on integrability. Again, the same definition holds on discrete space with
the discrete derivative ∂o(x)/∂xα → o(x)− o(x− eα), where eα is a unit vector along the α’th
direction, o is any observable, and o(x) is the translation of o by x ∈ Rd. Below, we will denote
the physical currents, generated by the Hamiltonian, as
ji = j2i (physical currents). (7)
In this notation, the spatial components of the stress tensor are
T
γ
α = j
γ
1α
. (8)
As the momentum operator Pα generates space translations, ∂o/∂x
α = −i~−1[Pα, o], then (6)
shows that we can choose, for the currents with respect to this generator,
j1αi = eαqi. (9)
The most important property of the set {Qi} of conserved quantities is that it can be used
to describe the maximal entropy states which emerge after relaxation.
For this purpose, the Gibbs form (1) is naive in the sense that it does not give a well-defined
density operator in thermodynamically large systems. An appropriate infinite-volume limit is
required to obtain averages of local observables in thermodynamic systems from it. We denote
the resulting infinite-volume averages by 〈· · ·〉. In quantum chains with finite-dimensional local
space, for instance, the limit is proven to exist if βiQi (here and below, summation over repeated
indices is implied unless otherwise stated) has finite-range or exponentially decaying interaction.
The resulting state satisfies a number of crucial properties [33].
In order to describe maximal entropy states, it is convenient to avoid the explicit infinite-
volume limit, and concentrate instead on such abstract properties of the infinite-volume state,
independent from how it is obtained. In this approach, the formal Gibbs form (1) is replaced
by a state 〈· · ·〉 that is fully determined by a set of properties. This set of properties involves
the extensive conserved charges Qi, as well as the particular charge
W = βiQi (10)
which specifies the state. Extensive conserved charges can be defined directly in the thermo-
dynamic limit and their full set form a Hilbert space, see e.g. [28]; the series (10) is then a
convergent basis decomposition. These concepts hold both for quantum and classical systems.
The required properties of the state 〈· · ·〉 are as follows. First, the state is invariant under
evolution with respect to all charges Qi, and is translation invariant (homogeneous):
〈[Qi, o]〉 = 0, ∇〈o(x)〉 = 0 (11)
where again o is any local observable or product thereof. The state is also clustering: connected
correlation functions vanish at large distances,
〈o1(x)o2(0)〉
c → 0 (|x| → ∞), (12)
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where 〈o1(x)o2(0)〉
c = 〈o1(x)o2(0)〉
c − 〈o1(x)〉〈o2(0)〉. For our purposes we require that the
vanishing be at least integrable, i.e. faster than 1/|x|d.
Second, the Kubo-Martin-Schwinger (KMS) relation holds for convergent correlation func-
tions of otherwise arbitrary operators o1, o2,
〈o1o2〉 = 〈τ−i~o2 o1〉 (13)
or equivalently
〈[o1, o2]〉 = 〈(1− τ−i~)o1 o2〉. (14)
Here τt is the evolution with respect to the generator W ,
τto = e
it[W,·]/~
o. (15)
The KMS relation has an important role in the full characterisation of Gibbs states in the
operator algebra formulation of quantum statistical mechanics [32, 33]. It can be taken as a
definition of the potentials {βi} via (10), once a basis {Qi} is chosen.
Finally, a “tangent-space” relation holds, as was studied at length in [28], see also [32]. It
states that derivatives of averages in the state 〈· · ·〉 with respect to βi are given by connected
correlation functions with the conserved quantity Qi,
−
∂
∂βi
〈o〉 = 〈oQi〉
c. (16)
The right hand side is 〈oQi〉
c =
∫
ddx 〈oqi(x)〉
c, which can be seen to exist by the clustering
property described above. This provides an alternative definition of the βi’s, which has a clearer
conceptual link to the exponential form of the GGE density matrix. Relations (13) and (16) are
related, see Appendix A.
Below, we assume that we have a state 〈· · ·〉 satisfying (11), (12), (13) and (16); we refer to
such states as maximal-entropy states (MES). In quantum lattice models, these relations can be
shown rigorously in various setups, see again [32, 33]. In fact, it is important in our arguments
to have differentiable paths between any two points of the manifold of states. In coordinates,
the manifold of states can be seen as a region M of values of the multiplet β• (or as multiple
local patches of such coordinates). We therefore assume that this region is differentiable in the
sense of (16), and connected – alternatively, we concentrate on a connected component.
All considerations above and in what follows hold for quantum and classical models alike. In
the latter case, all observables are taken to be phase-space functions instead of operators, and
one makes the replacements
i
~
[a, b]→ {a, b} and, in (14), (1− τ−i~)o2 → i~{W, o2} (17)
where {·, ·} is the Poisson bracket. The replacement in (14) is equivalent to the statement that
the KMS relation in classical systems is the relation (14) to order ~; again, this relation can be
shown to fully characterise the Gibbs states [34]. From the viewpoint of the operator algebra in
the quantum (classical) case, observables form a non-commuting (commuting) algebra, and one
uses commutators (Poisson bracket), as per Eq. (93).
For simplicity, in the subsequent calculations we consider only quantum systems, and set
~ = kB = 1.
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2.2 Free energy fluxes and entropy currents
A number of fundamental relations hold for the averages of currents and densities in a MES,
see for instance [36]. In fact, many of these relations hold more generally in homogeneous,
Qk-invariant, clustering states.
One of the most important is a symmetry relation involving correlation functions of currents
and densities. We consider the integrated density-charge correlator
Bkij =
∫
ddx 〈jki(0)qj(x)〉
c = −
∂
∂βj
〈jki〉, (18)
from which we form the set of vector-valued matrices Bk••, where k is the index of the charge
generating the currents. These matrices are symmetric in the last two indices,
Bkij = Bkji. (19)
In one dimension of space such a symmetry was shown in a family of classical, stochastic,
interacting particle systems in [37]. There, the importance of this Onsager-type relation for the
physical consistency of the emerging hyperbolic system of hydrodynamic equations was pointed
out. In the present context, Eq. (19) was shown in [12, 38], still in one dimensional systems.
The most general relations of this type were obtained in [39], where in particular the assumption
of space-translation invariance is relaxed. See also [36, 40, 14] for discussions of hydrodynamic
matrices. For completeness we provide a simple derivation of (19) in Appendix B.
This symmetry implies that there must exist, for every k, a differentiable function gk from
the set of potentials {βi} to Rd which generates the currents [12],
〈jki〉 =
∂gk
∂βi
. (20)
This parallels the situation for the specific free energy f , where the more apparent symmetry
of the static covariance matrix Cij = Cji =
∫
ddx 〈qi(0)qj(x)〉
c = − ∂
∂βj
〈qi〉 implies that there
exists3 f such that 〈qi〉 =
∂
∂βi
f . The quantities gk are referred to as “free energy fluxes”.
The free energy fluxes are involved in the universal definition of the entropy current, see [14]
for a discussion in the present context. That the symmetry (19) implies the existence of a Lax
entropy (see e.g. [41]) for the hydrodynamic equations was in fact first pointed out in [37]. The
entropy current jsk with respect to the flow generated by Qk is defined as
jsk = β
j〈jkj〉 − gk. (21)
This parallels the definition of the usual entropy density
s = βj〈qj〉 − f. (22)
Again, for the physical entropy current generated by the Hamiltonian we have:
js = js2 (physical entropy current). (23)
3In this paper, we define the specific free energy by absorbing the temperature factor that usually appears in
its definition; this is more natural, as we consider all charges on equal footing.
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The physical meaning of the entropy currents and density is clearest when considering the
hydrodynamic equations that arise at the Euler scale, see subsection 2.3.
Recalling our choice of the currents with respect to space translation, Eq. (9), using (20) we
identify the free energy flux with respect to the momentum with the free energy,
g1α = eαf (recall that Q1α = Pα is the total momentum). (24)
In particular, combining with (9), this shows that js1α = eαs.
2.3 Euler-scale hydrodynamic equations
The Euler-scale hydrodynamic equations constitute one of the most important applications of
the expressions of currents in MES. This will also be the context in which our main result will
have important consequences.
These equations are based on the assumption of local entropy maximisation [36]. Let U be
the time-evolution generator. In our discussion above we took U = H = Q2, the Hamiltonian,
but here, in order to include more generally space-varying external potentials, we consider a more
general generator with local density. The assumption of local entropy maximisation states that
averages of time-evolved local observables, o(x, t) = eiUto(x)e−iUt, in non-homogeneous initial
states 〈· · ·〉ini, are well described by space-time dependent maximal entropy states 〈· · ·〉x,t. In
other words, it is the approximation 〈o(x, t)〉ini ≈ 〈o〉x,t. Physically, 〈· · ·〉x,t is the state in the
local fluid cell at x, t, according to the hydrodynamic separation of scales. The dynamics of
the space-time dependent state is then obtained from the conservation laws, and this gives the
Euler equations of the system. Below we drop the indices x, t for lightness of notation, and 〈· · ·〉
represents the local state in the fluid cell.
Local entropy maximisation only occurs to a good approximation under certain conditions;
for instance, the initial state 〈· · ·〉ini should have spatial dependence only at long wavelengths,
or the time t should be large enough for local relaxation to have occurred. The approximation
is also expected to hold within external, large-wavelength potentials uk(x), where the time-
evolution generator is U =
∫
ddxuk(x)qk(x). For example, we can take U = H + V , where
V represents a coupling to external spatially-varying fields. We could also consider a spatially-
varying Hamiltonian strength, or metric. The assumption of local entropy maximisation is
claimed to hold with this choice of U , at sufficiently late times, as long as all uk(x) have spatial
dependence only at long wavelengths.
From the assumption of local entropy maximisation, it is a simple matter to derive the Euler
equations, in the spirit of [30]. The Heisenberg equation of motion (with the replacement (93)
for classical systems) for the charge densities reads:
∂tqi(x)− i
∫
ddy uk(y)[qk(y), qi(x)] = 0. (25)
We now assume that uk(x) varies only at long wavelengths, and make a derivative expansion,
∂tqi(x)− i
∫
ddy
(
uk(x) + (y − x) · ∇uk(x)
)
[qk(y), qi(x)] = O(∇
2). (26)
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The Euler-scale hydrodynamic equation is obtained by taking averages, and making the local
entropy maximisation assumption at the first-derivative order. By (6) the first term in the
parenthesis gives, after integration over y, the divergence of the current uk∇ · jki. After taking
averages this is replaced by uk∇ · 〈jki〉; recall that 〈· · ·〉 is the MES of the local fluid cell. For
the second term, as the coefficient ∇uk already contains a derivative, the integral over y may
be assumed to lie entirely within the local, homogeneous fluid cell, so that we have to evaluate∫
ddy (y − x) · 〈[qk(y), qi(x)]〉. Using the result (56), proved in section 5 in complete generality,
we then obtain
∂t〈qi〉+∇ · (u
k〈jki〉) +∇u
k · 〈jik〉 = 0. (27)
This is the Euler equation for the many-body system. As far as we are aware, it was first
written in [30], where the relation (56) was shown under sightly stronger assumptions than
those made in section 5. Importantly, the total charges Qi are no longer conserved in spatially-
varying external potentials, as the extra term ∇uk · 〈jik〉 is not a total derivative. The charge
U is conserved by construction, but it is not possible in general to construct spatially-varying
deformations of generic charges Qi which would be conserved. In this sense, if the homogeneous
model was integrable, the inhomogeneous time-evolution operator breaks integrability. In the
context of integrable systems, an extension of this equation to the diffusive order, with certain
large-wavelength external potentials, was studied in [26].
The derivation of (27) presented here is not rigorous4. Nevertheless, the statement itself can
be expressed more precisely, via the Euler scaling limit. Re-inserting the explicit space-time
dependence, this limit is defined as:
〈o〉x,t = lim
λ→∞
Tr
[
ρ(λ)Ut(λ)o(λx, λt)U−t(λ)
]
Trρ(λ)
(28)
where
ρ(λ) = e−
∫
ddxβk(x
λ
)qk(x), Ut(λ) = e
it
∫
ddxuk(x
λ
)qk(x). (29)
The statement is that states 〈· · ·〉x,t defined by this limit are expected to satisfy (27).
In the special case where the uk are position-independent the equation reduces to
∂t〈qi〉+∇ · (u
k〈jki〉) = 0. (30)
In this case all charges are conserved, as the evolution is generated by the conserved charge
U = ukQk (recall that all charges are assumed to be in involution). We note that u
kjki is the
ith current with respect to evolution generated by the charge U . At space-time points where
the solution is smooth, it is straightforward to show (see e.g. [37, 14]) that this equation implies
conservation of entropy,
∂ts+∇ · (u
kjsk) = 0, (31)
where we use (21) and (22). The quantity s is a Lax entropy for the hyperbolic system (30)
[37, 41]. Thus, ukjsk is interpreted as the entropy current with respect to the evolution generated
by the charge U .
4As far as we are aware, no rigorous derivation of the general Euler equation exists yet.
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The main results of the next section will give further details regarding (27). We show that
entropy is conserved also under time evolution with space-varying potentials. We also show
that the stationary solution is locally thermal at x with respect to the charge uk(x)Qk, with a
spatially uniform temperature; this forms the “local density approximation” for the charge U .
3 Main results: an Euler-scale KMS relation
The goal of this paper is to prove a general relation on the free energy fluxes in a MES, which
follows from the KMS relation. This general relation states that the contraction of the free
energy fluxes onto the potentials is a state-independent spatial vector:
βkgk = G, (32)
again with summation over repeated indices. In other words, for every spatial component α,
the charge vector gα• must lie on a plane perpendicular to β
•. Equation (32), and its corollaries
(33) (34) and (35) below, are our main results. As (32) is a consequence of the KMS equation
as applied to the currents, which are the crucial ingredients for Euler-scale hydrodynamics, we
will refer to it as the Euler-scale KMS (EKMS) relation.
We show below that the constant spatial vector G determining the plane to also satisfy
(recall the entropy currents j(s) defined in (21)),
βkjsk = −2G. (33)
That is, the entropy current for evolution with respect to the charge W = βkQk defining the
state, takes a constant, state-independent value. By specialising the state, this shows that the
constant G can be interpreted as the physical entropy current in any equilibrium thermal state,
G = −
1
2T
js (in a thermal state at temperature T , that is, W = H/T ). (34)
A trivial implication is that the physical entropy current is proportional to the temperature in
a thermal state.
Of course, the physical entropy current is usually vanishing at equilibrium. We also show
below that this is a consequence of parity symmetry. More generally, suppose that for every
spatial component α, there exists at least one conserved quantity Qi that is x
α-parity symmetric
– invariant under xα 7→ −xα – and that is “stable” – such that a configuration with βi 6= 0, βj =
0 (j 6= i) is a well defined state (lies in the manifold of states M). Then the constant G, hence
in particular the thermal entropy current, vanishes,
G = 0 (with parity symmetry). (35)
For instance, this is the case if the Hamiltonian itself, H = Q2, is parity symmetric. Importantly,
it is not necessary for the Hamiltonian itself to be parity symmetric in order for (35) to hold,
as long as, for every spatial direction, there exists a conserved charge as above which is parity
symmetric.
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We prove relation (32) in Section 6. Let us provide here some additional immediate conse-
quences, including the proofs of (33) and (35)5.
Differentiating (32) with respect to βi, we obtain a relation between the free energy fluxes
and the average currents:
gi = −β
k〈jki〉. (36)
That is, the free energy fluxes are expressible in terms of averages of local observables. This
generalises the well-known thermodynamic relation between the specific free energy f and the
pressure, or average momentum current, in thermal states. Recall the stress tensor (8), in our
notation Tγα = j
γ
1α
. Taking (36) with respect to the momentum flow i = 1α in a thermal state
with temperature T , with (24) we arrive at
f = −
1
T
〈Tαα 〉 (no summation over α). (37)
This is the standard relation between the specific free energy and pressure. In particular, this
shows that 〈Tαα 〉 is isotropic (independent of the direction α) in any thermal state of a system
with short-range interactions.
Relation (36) allows us to express all entropy currents solely in terms of local averages.
Indeed, we simply define the state-dependent local observable
jsk = β
j(jkj + jjk), (38)
so that the entropy currents are
jsk = 〈j
s
k〉. (39)
This generalises the thermodynamic relation s = 〈T00 +T
α
α 〉/T , in thermal states of temperature
T , which relates the entropy density s with the expectation of the energy density T00 = q2 and
of the stress Tαα (no summation over α).
Finally, differentiating (36) we obtain a symmetry relation for the indices of average currents:
〈jij + jji〉 = −β
k ∂
∂βj
〈jki〉 = β
kBkij, (40)
and the related equations:
βkβi〈jki〉 =
1
2
βkβiβjBkij = −G. (41)
Proof of (33). We assume (32), thus (36) holds. Eq. (33) then immediately follows from the
definition (21).
Proof of (35). Again we assume (32), thus (36) holds. Suppose that one of the charges,
say Qi for some given i, is x
α-parity symmetric such that there exists a parity transformation
P with P(qi(x)) = qi(x
1, . . . ,−xα, . . . , xd). Then we may specialise relation (36) to the MES
determined by βj = 0 (j 6= i), that is W = βiQi (no summation), giving gi = −β
i〈jii〉 (no
summation). The state is xα-parity symmetric, and by the continuity equations (6), the current
j22 transforms as
P(jγii(x)) = (−1)
δα,γ jγii(x
1, . . . ,−xα, . . . , xd).
As a consequence, 〈jαii〉 = 0, and thus, in this state, g
α
i = 0. As we must have G
α = βigαi (no
summation), we deduce that the state-independent constant Gα vanishes. This gives (35).
5We note that it is also possible to show that, with certain additional conditions, (33) implies (32).
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4 Applications
In this section, we provide various applications of the main relation (32). We show how it
constrains the equations of state of systems of conventional type, which have only a few conserved
quantities, and the thermodynamic Bethe ansatz structure of integrable systems, which have
an infinite number of conserved quantities. We also explain how it implies that stationary
solutions of the Euler hydrodynamic equations (27) within external potentials have the correct
form, and that these equations preserve entropy. The latter puts on a common framework the
standard expectation for conventional hydrodynamics, and the results already established in the
generalised hydrodynamics of integrable systems [30].
4.1 Systems with few conserved quantities
Consider the submanifold of states M′ built from only the particle number N = Q0 (if admitted
by the system), the total momentum Pα = Q1α and the energy H = Q2, and no other conserved
charge (that is, βi = 0 for all other indices i). Typical conventional non-integrable systems
admit only these as conserved charges, and in these cases M′ = M is the full manifold of states.
Here we interpret N physically as a particle number, and hence its density is “ultra local”: it
does not involve any coupling between points in space. As a consequence, the flow generated
by N has trivial currents j0i = 0, and therefore we take g0 = 0. This can be taken as the
definition of Q0 as a conserved quantity with an ultra-local density. We denote β
2 = β = 1/T
(the inverse temperature), β1α = −βνα (να is a parametrisation of the boost, if Galilean or
relativistic invariance is present), and β0 = −βµ (µ is the chemical potential, if there is particle
number conservation). The density matrix for the Gibbs state is of the form
ρ ∝ e−β(H−ν·P−µN). (42)
The results (24) and (32) then imply
g2 = TG+ νf. (43)
Recall that, by (34), the quantity −2GT is the entropy current js in an equilibrium thermal
state at temperature T . Again, if a parity symmetric charge exists, then this current vanishes,
G = 0. Evaluating the currents as 〈ji〉 = ∂g2/∂β
i, we obtain
〈j0〉 = −Tν
∂f
∂µ
, 〈Tγα 〉 = −Tfδ
γ
α, 〈j2〉 = ν
∂f
∂β
− Tνf − T 2G. (44)
Therefore, the equations of state are fully fixed by the free energy and the equilibrium entropy
current. In Galilean or relativistically invariant systems, this invariance can be used to establish
this form of the currents. Here however, we find that the currents are fixed in this manner solely
as a consequence of the KMS relation, and are independent of the presence or otherwise of any
space-time boost symmetries.
4.2 Integrable Systems
In one-dimensional (d = 1) integrable models, an explicit expression for the free energy fluxes is
known within the framework of the thermodynamic Bethe ansatz (TBA) [12, 11]. For simplicity,
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let us assume that the TBA formulation involves only one quasiparticle type, with rapidities
ranging over R. This covers many models, for instance in the Lieb-Liniger model of quantum
gases [8] and the Toda model of classical particles (see e.g. [42, 43, 44] and references therein) –
it is simple to extend the discussion to more complicated spectra.
The free energy fluxes take the form [12]
gk =
∫
dθ ∂θhk(θ)F (ǫ(θ)), (45)
where hk(θ) is the one-particle eigenvalue of Qk on a state with a quasiparticle of rapidity θ, and
F (ǫ) is the free energy function of the pseudo-energy ǫ(θ). For example, in fermionic integrable
models F (ǫ) = − log(1 + e−ǫ) and in classical particle systems F (ǫ) = −e−ǫ, see e.g. [14].
Generally the pseudo-energy solves the equation:
ǫ(θ) =
∑
i
βihi(θ) +
∫
dθ′ ϕ(θ′, θ)F (ǫ(θ′)) (46)
with ϕ(θ′, θ) the two-particle differential scattering phase of the model. Further, we assume that∫ ǫ(∞)
ǫ(−∞)
dǫ F (ǫ) = 0. (47)
A sufficient condition for this to hold is that limθ→±∞ ǫ(θ) = ∞, and limǫ→∞ F (ǫ) = 0 (suf-
ficiently fast). The former condition is seen to hold in many physically relevant states (see
e.g. [8, 9, 10]), and the latter is immediate with the free energy functions above.
The relation (32) then implies
βkgk =
∑
k
βk
∫
dθ ∂θhk(θ)F (ǫ(θ))
=
∫
dθ
(
∂θǫ(θ) +
∫
dθ′ ∂θϕ(θ
′, θ)F (ǫ(θ′))
)
F (ǫ(θ))
=
∫
dθ
∫
dθ′ ∂θϕ(θ
′, θ)F (ǫ(θ′))F (ǫ(θ)). (48)
Since ϕ(θ′, θ) = ∂θ′φ(θ
′, θ), where φ(θ′, θ) = −i logS(θ′, θ) is the complex phase of the two-body
scattering amplitude S(θ′, θ), the requirement that (48) vanish in arbitrary states is equivalent
to the condition
∂θ′∂θφ(θ
′, θ) = −∂θ′∂θφ(θ, θ
′). (49)
Thus the EKMS relation implies that the scattering phase φ(θ′, θ) be anti-symmetric, up to
“factorised” terms of the type u(θ′) + v(θ). Anti-symmetry of φ(θ′, θ) is, in quantum systems,
the condition of unitarity of the two-body scattering amplitude, and therefore we find that the
EKMS relation implies unitarity of the TBA scattering amplitude up to these factorised terms.
The conclusion holds also for classical systems. Factorised terms may be argued to vanish by
appealing to other physical properties of the scattering amplitude; if the model is local as was
assumed to obtain the result, then it is generally expected that the scattering amplitude tends
to a constant at large rapidity.
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4.3 Euler hydrodynamics in space-varying external potentials
The Euler-scale hydrodynamic equation (27) is based on expressions for the currents in MES,
and are derived by assuming that local entropy maximisation holds at the one-derivative order.
Using (32), we establish two general results under (27):
(i) At every point where the solution is smooth, the entropy density satisfies an exact con-
tinuity equation, and thus the total entropy is conserved except possibly at non-smooth
points.
(ii) Under mild genericity assumptions, the space-dependent MES 〈· · ·〉x which is a stationary
solution of (27), can be seen as the fluid cell approximation (local density approximation)
of a thermal state with respect to the space-varying generator U . Its formal density
function is ρx ∝ e
−β¯(uk(x)Qk−µ¯Q0) for some inverse temperature β¯ and (if there is particle
conservation Q0) chemical potential µ¯, both independent of x.
The first result is natural at the Euler scale; despite total charges not being conserved in external
inhomogeneous fields, one expects entropy to still be preserved at this scale by virtue of the lack
of any diffusive effects and the local maximisation of entropy6. This is established here in full
generality with arbitrary, long-wavelength inhomogeneous external fields. The second result
indicates that if a weak irreversibility is added to the Euler equation, the stationary solution
approached must be thermal. These solutions are typically inaccessible by the Euler dynamics
due to the entropy reduction required to access them, however they are approached if diffusive
effects are added [26].
In order to show statement (i), we consider the definitions (21) and (22) of the entropy
density and currents. Applying the time derivative to (22) we find
∂ts = β
i∂t〈qi〉 = −β
i
(
∇ · (uk〈jki〉) +∇u
k · 〈jik〉
)
. (50)
On the other hand, the divergence of the entropy current ukjsk generated by U is
∇ ·
(
βiuk〈jki〉 − u
kgk
)
= βi∇ · (uk〈jki〉)−∇u
k · gk. (51)
Using (36) in the form gk = −β
i〈jik〉, we obtain the required cancellation
∂ts+∇ · (u
kjsk) = 0. (52)
In order to show statement (ii), we use the chain rule and the identity (40) for the B matrix.
The condition for stationarity ∂t〈qi〉 = 0 of (27) then reads(
uk∇βj − βk∇uj
)
·Bkij = 0. (53)
As this must hold for all i, generically, it must be true for each ordered pair (j, k) separately;
and if the B-matrices are generic enough, the parenthesis must vanish when projected onto a
generic vector. Thus, we have the solution
βk = β¯uk, (54)
6An exception is made for instance at shocks (weak solutions to the Euler equation).
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with β¯ a k-independent thermalisation constant. This is exactly the form of the locally thermal
state with respect to the generator U , and indicates that the density matrix of the stationary
state is of the form ρ ∝ e−β¯U . Thus β¯ is identified with the inverse temperature of the stationary
state.
We have used arguments of genericity. Of course, if the B matrices satisfy certain relations,
or do not span a large enough vector space, then different, special solutions may exist; it would be
interesting to investigate these solutions and their physical meaning. A case which is important
is that where an ultra-local conserved density exist, such as from particle conservation, N = Q0.
As mentioned, this means g0 = 0, hence B0ij = 0 for all i, j. For β
0, the generic stationarity
requirement becomes, instead of (54),
β0 = β¯(u0 − µ¯), (55)
where an additional constant – the chemical potential of the stationary state – appears. In this
case, the stationary density matrix is of the form ρ ∝ e−β¯(U−µ¯Q0).
We note that the statements (i) and (ii) were shown in [30] in the context of integrable
models, by using the specific properties of generalised hydrodynamics. Here they are shown to
arise from fully general principles of many-body physics. One expects corresponding statements
(increase of entropy, thermal stationary state) for the hydrodynamic equation that includes the
diffusive corrections. With ultra-local space-varying external field, such statements were shown
in [26] in the context of integrable models. The EKMS relation can likewise be used to obtain
these in the more general context of many-component hydrodynamic equations, without the use
of integrability. We plan on presenting a more extensive discussion of this and related aspects
in a future work.
5 A first-moment relation
In this section we establish a general identity for the symmetric sum of current averages,
〈jij + jji〉 = −i
∫
ddxx〈[qi(x), qj(0)]〉. (56)
In the classical case, using (93), this is
〈jij + jji〉 = −
∫
ddxx〈{qi(x), qj(0)}〉 (classical case). (57)
This relation has previously been obtained by an assumed derivative expansion of the charge
density commutator appearing on the right hand side [30]. Here we show that the result is valid
under the very general conditions expressed in subsection 2.1. Relation (56) was used in [30] (as
recalled in subsection 2.3) in order to derive the general Euler-scale hydrodynamic equation in
the presence of inhomogeneous external fields, Eq. (27). It is also used in section 6 in order to
establish our main result, the EKMS relation (32). In this and the next section, the calculation
for classical systems proceeds almost identically to the one presented here for quantum systems,
and will be omitted.
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We first define the marginals of the current operators by integrating over the transverse
spatial degrees of freedom:
jij,α(x
α) =
∫ ∏
γ 6=α
dxγ jαij(x) (58)
Here, the upper α index refers to the vector component (we take the α on the left hand side as
a subscript to indicate that the quantity is not actually a vector from the viewpoint of spatial
transformations). In this notation, we have for some local observable o at any given position,
〈jij,α(0)o〉
c =
∫ ∏
γ 6=α
dxγ
∫ 0
−∞
dxα 〈∂xαj
α
ij(x)o〉
c (no summation over α)
= −i
∫ ∏
γ 6=α
dxγ
∫ 0
−∞
dxα 〈[Qi, qj(x)]o〉
c
= −i
∫
ddy
∫ ∏
γ 6=α
dxγ
∫ 0
−∞
dxα 〈[qi(y), qj(x)]o〉
c
=: −i
∫ ∞
−∞
dy
∫ 0
−∞
dx 〈[qi,α(y), qj,α(x)]o〉
c. (59)
The first equality holds by the clustering property (12) (in particular, clustering faster then
1/|x|d is sufficient), and in the second we used the conservation laws (6). In the final equality
we have defined qi,α(x) analogously to (58). Therefore
〈(jij,α(0)+jji,α(0)) o〉
c = (60)
− i
∫
dy
∫ 0
−∞
dx 〈
(
[qi,α(y), qj,α(x)] + [qj,α(y), qi,α(x)]
)
o〉c
=− i
∫
dy
∫ −y
−∞
dx 〈
(
[qi,α(y), qj,α(x+ y)] + [qj,α(y), qi,α(x+ y)]
)
o〉c
=− i
∫
dy
(∫ −y
−∞
dx 〈[qi,α(y), qj,α(x+ y)]o〉
c −
∫ ∞
y
dx 〈[qi,α(y − x), qj,α(y)]o〉
c
)
=− i
∫
dx
(∫ −x
−∞
dy 〈[qi,α(y), qj,α(x+ y)]o〉
c −
∫ x
−∞
dy 〈[qi,α(y − x), qj,α(y)]o〉
c
)
=− i
∫
dx 〈[qi,α(0), qj,α(x)]A(x)〉
c (61)
where in the last line we use homogeneity of the state, and we have defined
A(x) =
∫ −x
−∞
dy o(−yeα)−
∫ x
−∞
dy o((x− y)eα). (62)
As in previous sections, o(z) is the translation of o by the vector z, and eα is the unit vector in
the α direction. Now let us consider the longitudinally integrated observable O‖ =
∫
dz o(zeα).
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By clustering, the quantity 〈(jij,α + jji,α)O‖〉
c is finite, and by the calculation above, it equates
to
〈(jij,α + jji,α)O‖〉
c = −i lim
L→∞
∫
dx 〈[qi,α(0), qj,α(x)]AL(x)〉
c (63)
where
AL(x) =
∫ L
−L
dz
(∫ −x
−∞
dy o((z − y)eα)−
∫ x
−∞
dy o((z + x− y)eα)
)
=
∫ L
−L
dz
(∫ −x−z
−∞
dy o(−yeα)−
∫ −z
−∞
dy o(−yeα)
)
= −
∫ L
−L
dz
∫ x+z
z
dy o(yeα)
= −
∫ x+L
−L
dy
∫ y
y−x
dz o(yeα)
= −x
∫ x+L
−L
dy o(yeα). (64)
In (61) the integral over x is supported on a finite region around 0, due to the locality of
the conserved densities in the observable [qi,α(0), qj,α(x)]. Locality of this commutator is well
established in quantum systems (see e.g. [33]), but perhaps not as well known in classical systems;
we discuss a classical statement in appendix C. Understood within the correlation function in
(61), we can take the limit L→∞ of (64), which exists by clustering and gives
lim
L→∞
AL(x) = −xO‖. (65)
Combining the expressions we have
〈(jij,α(0) + jji,α(0))O‖〉
c = i
∫
ddxxα〈[qi,α(0), qj(x)]O‖〉
c. (66)
Referring to the definition of the marginal currents (58), and likewise for the charge densities,
we see that the above is equivalent to
〈(jαij(0) + j
α
ji(0))O〉
c = i
∫
ddxxα〈[qi(0), qj(x)]O〉
c (67)
where O is the total spatial integral of o,
O =
∫
ddx o(x). (68)
This expression holds for any operator O which is an integrated local density. In particular, due
to the tangent-manifold relation (16) we can take O = Qk, leading to
∂
∂βk
(
〈jij + jji〉 − i
∫
ddxx〈[qi(0), qj(x)]〉
c
)
= 0. (69)
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The currents jij are specified by the definition (6) only up to a constant term. This can be fixed
by the requirement that the expectation value 〈jij〉~β=~0 = 0 in the infinite-temperature state,
where we also have that 〈[qi(0), qj(x)]〉 = 0. With this definition we obtain the desired result
(56).
6 Derivation of the EKMS relation
The KMS condition (13) for the state imposes conditions on the current observables of the
theory. In this section we use (56) to derive the EKMS relation for the free energy fluxes. First,
recall that for each conserved quantity Qk we have an associated free energy flux vector gk,
which by (20) generates the currents jki by differentiation with respect to the potentials β
i
defined by (16). We first use the involution of the charges to associate a “generalised time” tk
parameterising the flow generated by each charge Qk. We will denote the vector of potentials β
1α
as the vector β1. Recall that these are associated to the conserved charges for space translation
(if any) in the directions xα, the momentum operators Pα = Q1α . Note that by convention,
t1α = −xα. Below ℓ takes all index values except {1α}.
The generalised times allow us to write the KMS condition, say in the form (14), for a pair
of a local conserved density qi and local observables o as
〈[qi(x, {t
ℓ}), o(0, 0)]〉 = 〈qi(x, {t
ℓ})o(0, 0)〉 − 〈qi(x+ iβ
1, {tℓ − iβℓ})o(0, 0)〉 (70)
Re-introducing explicit summations for clarity, this is evaluated as:
〈[qi(x, {t
ℓ}), o(0, 0)]〉 = −
∫ 1
0
ds ∂s〈qi(x+ iβ
1s, {tℓ − iβℓs})o(0, 0)〉
=
∫ 1
0
ds
∑
k
iβk
∂
∂tk
〈qi(x+ iβ
1s, {tℓ − iβℓs})o(0, 0)〉
= −
∫ 1
0
ds
∑
k
βk〈[Qk, qi(x+ iβ
1s, {tℓ − iβℓs})]o(0, 0)〉
= −
∫ 1
0
ds
∑
k
iβk∇ · 〈jki(x+ iβ
1s, {tℓ − iβℓs})o(0, 0)〉. (71)
In the classical case, using (93), we obtain instead
〈{qi(x, {t
ℓ}), o(0, 0)}〉 =
∑
k
βk∇ · 〈jki(x, {t
ℓ})o(0, 0)〉 (classical case). (72)
We now choose o = qj and t
ℓ = 0, and multiply by x and integrate by x over Rd; the integral
exists by clustering of the state. By invariance of the state, we can replace 〈· · ·〉 by the connected
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correlators 〈· · ·〉c in (70), and this gives
∫
ddxx〈[qi(x), qj(0)]〉 =
∫ 1
0
ds
∑
k
iβk〈jki(iβ
1s, {−iβℓs})Qj〉
c
=
∑
k
iβk〈jki(0)Qj〉
c
= −
∑
k
iβk
∂
∂βj
〈jki〉 (73)
where in the second equality we have used the stationarity of the state under the Qi and
involution of the charges. Now as the left hand side is given by the identity (56) we can combine
the expressions to get (this holds both in the quantum and classical cases)
〈jij + jji〉 = −
∑
k
βk
∂
∂βj
〈jki〉 = −
∑
k
∂
∂βj
(
βk〈jki〉
)
+ 〈jji〉. (74)
We re-express the currents in terms of the free energy fluxes gi, whereupon the expression reads
∂gi
∂βj
= −
∑
k
∂
∂βj
(
βk
∂gk
∂βi
)
(75)
which implies ∑
k
βkgk =
∑
k
βkFk +G (76)
where Fk and G are independent of the potentials. The Fk may be set to 0, as the free energy
fluxes are defined only up to a constant. This completes the proof of the EKMS relation (32).
7 Conclusion
In this paper we have obtained a relation between the free energy fluxes that holds in short-
range many-body models of arbitrary dimension, under very general hypotheses. This gives
general equations constraining average currents in Gibbs-like states, including generalised Gibbs
ensembles, and clarifies properties of the entropy current. It can be seen as a constraint on the
form of Euler-scale hydrodynamic equations, if they arise as emergent dynamical equations from
an underlying many-body description.
The main result is established using the Kubo-Martin-Schwinger (KMS) relation. The KMS
relation is a fundamental characteristic of (generalised) Gibbs states. We derived various impli-
cations. In particular we showed how it guarantees that the general Euler-scale hydrodynamic
equations in space-varying fields, written in a model-independent way, have physically sound
properties: their stationary state has the correct local-density approximation form, and they
conserve entropy. This can be seen as an extension of the results of [37] which showed (in one
dimension) that the Euler-scale Onsager relations (the symmetry of the B matrix) guarantee
physically sound properties of Euler-scale hydrodynamic equations in constant fields.
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In general, many fundamental constraints may exist on the dynamics of emergent degrees
of freedom, such as those found here, which encode the fact that they arise from an underlying
short-range many-body system. It is important to establish the full set of such constraints.
For instance, those on the Onsager matrix characterising diffusive hydrodynamics should help
understand thermalisation in space-varying external fields. The present work also makes clear
the importance of considering all conserved quantities at once, and in particular the flows they
generate. This is particularly relevant in integrable systems, as these admit an extensive amount
of conserved quantities, but it is also important in generic hydrodynamic equations, independent
of any underlying integrable structures. It will be interesting to obtain the general theory
where a fully symmetric treatment of all conserved quantities is recovered, and its physical
consequences on physics away from equilibrium. Finally, it would be interesting to extend this
to non-commuting conserved flows.
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A KMS and tangent-space relations
The KMS and tangent-space relations (13) and (16), respectively, are both important character-
istics of (generalised) Gibbs states. The KMS relation can be taken as a fundamental definition
of such states, see [32, 33, 34]. The tangent-space relation is perhaps less universal, as it is
expected to hold only in regions of the manifold of states where correlations decay fast enough.
However, at large enough temperatures, it can be proven rigorously [28, 45], where the con-
served quantity Qi in (16) is made rigorous via the concept of (linearly) extensive charges. In
this appendix, we briefly explain how both relations are compatible, under the relation (10).
The assumption that the conserved charges Qi are in involution gives, from (10) and (15),
the relation (setting ~ = 1)
−
∂
∂βi
(τso) = −is[Qi, τso]. (77)
Clearly, the state depends on all βi’s. In order to clarify the calculation, let us temporarily use
the following notation
〈· · ·〉 = ω(· · · ). (78)
Let us assume that differentiating the state with respect to βi inserts an extensive charge. Let
us denote this charge by Q˜i:
−
( ∂
∂βi
ω
)
(· · · ) = ω(Q˜i · · · )− ω(Q˜i)ω(· · · ) = 〈Q˜i · · ·〉
c (79)
where the superscript c means that the connected correlation function is taken with respect
to the extensive charge only. Various results point to the fact that a state derivative must be
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representable as the insertion of an extensive charge, see [28]; although we do not know of a
complete proof. The charge does not in fact need to be conserved, but for simplicity we will
assume that the state ω is invariant under Q˜i. Under these assumptions, reverting to the bracket
notation and differentiating the KMS relation (13), we obtain
〈Q˜io1o2〉
c = 〈Q˜iτ−io2o1〉
c − 〈[Qi, τ−io2]o1〉. (80)
We can write
〈[Qi, τ−io2]o1〉 = 〈Qiτ−io2o1〉
c − 〈τ−io2Qio1〉
c (81)
and using the KMS relation again as well as invariance of the state under the actions of Qi and
Q˜i, we obtain
〈[(Q˜i −Qi), o1]o2〉
c = 0. (82)
Since this holds for all o2, it implies, under general conditions, that [(Q˜i−Qi), o1] = 0. Since this
holds for all o1, the difference Q˜i−Qi must lie in the centre of the operator algebra. Again under
general conditions, this means Q˜i−Qi ∝ 1. Since the identity operator 1 trivially clusters, then
Q˜i is defined only up to additions by multiples of 1, and thus we may take
Q˜i = Qi. (83)
B Symmetry of the B-matrices
The symmetry of the B matrix in one dimension is well established [37, 12, 38, 39]. The higher
dimensional context is also discussed in [39]. In this section we give a short derivation of the
symmetry of the B-matrix in general dimension, within the context as described in section 2.
The derivation follows from standard dimensional reduction techniques, as suggested in [39].
We first use invariance of the state under spatial translation and the action of the charges
Qi to write
∇ · 〈qi(x, {t
ℓ})jjk(0, {0})〉
c = ∇ · 〈qi(0, {0})jjk(−x, {−t
ℓ})〉c
= −∂tj 〈qi(0, {0})qk(−x, {−t
ℓ})〉c
= −∂tj 〈qi(x, {t
ℓ})qk(0, {0})〉
c
= ∇ · 〈jji(x, {t
ℓ})qk(0, {0})〉
c . (84)
Let us integrate both sides along the hyperplane spanned by x2, . . . , xd ∈ Rd−1. By clustering,
the integration along the asymptotic boundary of this hyperplane vanishes, and there remains
d
dx1
∫ d∏
α=2
dxα
(
〈qi(x)jjk(0)〉
c − 〈jji(x)qk(0)〉
c
)
= 0 (85)
where we set all times to tℓ = 0. Again by clustering, the integral vanishes in the limits
x1 → ±∞. As the derivative with respect to x1 is zero throughout, the integral must vanish
identically. That is, ∫ d∏
α=2
dxα
(
〈qi(x)jjk(0)〉
c − 〈jji(x)qk(0)〉
c
)
= 0. (86)
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By clustering, the integral exists on both terms in the integrand separately, and further, the
integral over x1 ∈ R of each resulting term exists. Thus we find
∫
ddx 〈qi(x)jjk(0)〉
c =
∫
ddx〈jji(x)qk(0)〉
c. (87)
Each side may be identified with an element of the Bj•• matrix (using homogeneity of the
state and, in the quantum case, invariance under the flow generated by Qi), giving its sought
symmetry,
Bjki = Bjik. (88)
C Poisson brackets of charge densities
In classical Hamiltonian particle systems it it possible to write explicit expressions for quasi-
local observables such as conserved densities, and thereby to show that the expected decay of
the Poisson bracket at large space separations occurs quite generically. For simplicity we present
the results in one dimension, the generalisation to higher dimensions being straightforward. For
the notion of locality of classical densities and currents, see also [46, 42, 43].
The most general observable satisfying spatial-translation invariance can be written in terms
of the canonical variables {xn, pn} as
qi(x) =
∑
n
δ(x−xn)
∞∑
N=0
∑
m1 6=n
· · ·
∑
mN 6=n
hn,m1,··· ,mNi (pn; {(xn−xm1 , pm1), · · · , (xn−xmN , pmN )}),
(89)
where we consider implicit expressions integrated against some test function over x. The notion
of quasi-locality can be viewed as a condition of connectedness of the functions
hn,m1,··· ,mNi (pn; {(xn−xm1 , pm1), · · · , (xn−xmN , pmN )}) ∼ e
−|xn−xmℓ |
α
for |xn−xmℓ | ≫ 1, (90)
for some α > 0. Examples of systems with charge densities of this form are generic systems with
only particle number, momentum and the Hamiltonian conserved, and the charge densities of
the Toda gas obtained by taking derivatives of the Lax-matrix [47, 42, 43].
To calculate the Poisson bracket we first write, using obvious condensation of notation, the
results
∂xℓqi(x) =
∑
n
∑
N
∑
~m 6=n
[
δ(x− xn)∂xℓ − δnℓδ
′(x− xn)
]
hn,~mi (pn; {(xn − x~m, p~m)}), (91)
and
∂pℓqi(x) =
∑
n
δ(x− xn)
∑
N
∑
~m6=n
∂pℓh
n,~m
i (pn; {(xn − x~m, p~m)}). (92)
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The Poisson bracket is then found to be
{qi(x), qj(0)} =
∑
ℓ
∑
nn′
∑
NN ′
∑
~m 6=n
∑
~m′ 6=n′
×
[ [(
δ(x − xn)∂xℓ − δnℓδ
′(x− xn)
)
hn~mi (pn, {(xn − x~m, p~m)})
]
× δ(xn′)∂pℓh
n′ ~m′
j (pn′ ; {(−x~m′ , p~m′)})
−
[(
δ(−xn′)∂xℓ − δn′ℓδ
′(−xn′)
)
hn
′ ~m′
j (pn′ , {(−x~m′ , p~m′)})
]
× δ(x− xn)∂pℓh
n~m
i (pn; {(xn − x~m, p~m)})
]
. (93)
We now take |x| ≫ 1, and consider the ball BR(x) of radius R < |x|/2 but with R≫ 1, centered
at position x. We consider likewise the ball BR(0) centered at 0. We denote the set of particles
contained within BR(x) as NR(x), likewise for BR(0), and as the balls are non-overlapping we
truncate the sums over n,N, ~m and n′, N ′, ~m′ to contain only the particles in NR(x) and NR(0)
respectively, obtaining errors of order e−R
α
.
Now consider the two terms in the large square parentheses. In order for the derivative
with respect to pℓ to be non-zero, particle ℓ must be contained within the sums over n
′, N ′, ~m′
(n,N, ~m) to contribute to the first (second) term. However, applying a similar argument to the
multiplying terms, l must be contained in the other sum n,N, ~m (n′, N ′, ~m′) to contribute. As
the terms in each set of sums are disjoint, the contribution from at least one of the sums is 0, and
we therefore have that the expression vanishes within the errors of order e−R
α
. In conclusion,
the large x behaviour of the commutator is of the order:
{qi(x), qj(0)} ∼ e
−|x|α , |x| → ∞. (94)
Such an exponential decay is sufficient for the proof of section 5. For a purely local charge, the
same derivation shows that the commutator vanishes outside some finite radius. This derivation
readily applies to infinite systems, as long as they are at finite density.
References
[1] A. I. Khinchin, Mathematical Foundations of Statistical Mechanics (Dover, New York,
1949).
[2] L. D’Alessio, Y. Kafri, A. Polkovnikov and M Rigol, From quantum chaos and eigenstate
thermalization to statistical mechanics and thermodynamics, Adv. Phys. 65, 239 (2016).
[3] J. Eisert, M. Friesdorf, and C. Gogolin, Quantum many-body systems out of equilibrium,
Nature Phys. 11, 124 (2015).
[4] F. H. L. Essler and M. Fagotti, Quench dynamics and relaxation in isolated integrable
quantum spin chains, J. Stat. Mech. Theory Exp. 2016, 064002 (2016).
24
[5] L. Vidmar and M. Rigol, Generalized Gibbs ensemble in integrable lattice models, J. Stat.
Mech. Theory Exp. 2016, 064007 (2016).
[6] E. Ilievski, M. Medenjak, T. Prosen and L. Zadnik, Quasilocal charges in integrable lattice
systems, J. Stat. Mech. 2016, 064008 (2016).
[7] C. Gogolin and J. Eisert, Equilibration, thermalisation, and the emergence of statistical
mechanics in closed quantum systems, Rep. Prog. Phys. 79, 056001 (2016).
[8] C. N. Yang and C. P. Yang, Thermodynamics of a one-dimensional system of Bosons with
repulsive delta-function interaction, J. Math. Phys. 10, 1115 (1969).
[9] A. Zamolodchikov, Thermodynamic Bethe ansatz in relativistic models: scaling 3-state
Potts and Lee-Yang models, Nucl. Phys. B 342, 695 (1990).
[10] M. Takahashi, Thermodynamics of One-Dimensional Solvable Models (Cambridge Univer-
sity Press, Cambridge, 1999).
[11] B. Bertini, M. Collura, J. De Nardis, and M. Fagotti, Transport in out-of-equilibrium XXZ
chains: exact profiles of charges and currents, Phys. Rev. Lett. 117, 207201 (2016).
[12] O. A. Castro-Alvaredo, B. Doyon, and T. Yoshimura, Emergent hydrodynamics in inte-
grable quantum systems out of equilibrium, Phys. Rev. X 6, 041065 (2016).
[13] V. B. Bulchandani, R. Vasseur, C. Karrasch, and J. E. Moore, Bethe-Boltzmann hydrody-
namics and spin transport in the XXZ chain, Phys. Rev. B 97, 045407 (2018).
[14] B. Doyon, Lecture notes on generalised hydrodynamics, arXiv:1912.08496 (2019).
[15] T. Langen, S. Erne, R. Geiger, B. Rauer et. al. Experimental observation of a Generalized
Gibbs Ensemble, Science 348, 207 (2015).
[16] M. Schemmer, I. Bouchoule, B. Doyon, and J. Dubail, Generalized hydrodynamics on an
atom chip, Phys. Rev. Lett. 122, 090601 (2019).
[17] F. Carbone, D. Dutykh and G.A. El, Macroscopic dynamics of incoherent soliton ensembles:
Soliton gas kinetics and direct numerical modelling, Europhys. Lett. 113, 30003 (2016).
[18] T. Langen, T. Gasenzer and J. Schmiedmayer, Prethermalization and universal dynamics
in near-integrable quantum systems, J. Stat. Mech. Theory Exp. 2016, 064009 (2016).
[19] K. Mallayya, M. Rigol and W. De Roeck, Prethermalization and thermalization in isolated
quantum systems, Phys. Rev. X 9, 021027 (2019).
[20] A. J. Friedman, S. Gopalakrishnan and R.Vasseur, Diffusive hydrodynamics from integra-
bility breaking, Phys. Rev. B 101, 180302 (2020).
[21] J. Durnin, M. J. Bhaseen and B. Doyon, Non-equilibrium dynamics and weakly broken
integrability, preprint arXiv:2004.11030 (2020).
25
[22] J. Lopez-Piqueres, B. Ware, S. Gopalakrishnan and R. Vasseur, Hydrodynamics of non-
integrable systems from relaxation-time approximation, preprint arXiv:2005.13546 (2020).
[23] A. Bastianello, J. De Nardis and A. De Luca, Generalised hydrodynamics with dephasing
noise, preprint arXiv:2003.01702 (2020).
[24] I. Bouchoule, B. Doyon and J. Dubail, The effect of atom losses on the distribution of
rapidities in the one-dimensional bose gas, preprint arXiv:2006.03583 (2020).
[25] F. Moller, C. Li, I. Mazets, H.-P. Stimming, T. Zhou, Z. Zhu, X. Chen, J. Schmiedmayer,
Extension of the Generalized Hydrodynamics to Dimensional Crossover Regime, preprint
arXiv:2006.08577 (2020).
[26] A. Bastianello, A. De Luca, B. Doyon and J De Nardis, Thermalisation of a trapped one-
dimensional Bose gas via diffusion, preprint arXiv:2007.04861 (2020).
[27] E. Ilievski, E. Quinn, J.-S. Caux, From interacting particles to equilibrium statistical en-
sembles, Phys. Rev. B 95, 115128 (2017).
[28] B. Doyon, Thermalization and pseudolocality in extended quantum systems, Commun.
Math. Phys. 351, 155 (2017).
[29] B. Pozsgay, E. Vernier and M. A. Werner, On Generalized Gibbs Ensembles with an infinite
set of conserved charges, J. Stat. Mech. 2017, 093103 (2017).
[30] B. Doyon and T. Yoshimura, A note on generalized hydrodynamics: inhomogeneous fields
and other concepts, SciPost Phys. 2, 014 (2017).
[31] A. Bastianello, V. Alba and J.-S. Caux, Generalized hydrodynamics with space-time inho-
mogeneous interactions, Phys. Rev. Lett. 123, 130602 (2019).
[32] R. B. Israel, Convexity in the Theory of Lattice Gases (Princeton University Press, Prince-
ton, 1979).
[33] O. Bratteli and D. W. Robinson, Operator Algebras and Quantum Statistical Mechanics
1. (Springer, Berlin, 1987); 2. (Springer, Berlin, 1987)
[34] M. Aizenman, S. Goldstein, C. Gruber, J. L. Lebowitz and P. Martin, On the equiva-
lence between KMS-states and equilibrium states for classical systems, Commun. Math.
Phys. 53, 209 (1977).
[35] B. Doyon, Hydrodynamic projections at Euler scales in many-body systems, in preparation.
[36] H. Spohn, Large Scale Dynamics of Interacting Particles (Springer-Verlag, Heidelberg,
1991)
[37] B. To´th and B. Valko´, Onsager Relations and Eulerian Hydrodynamic Limit for Systems
with Several Conservation Laws, J. Stat. Phys. 112, 497 (2003).
26
[38] J. De Nardis, D. Bernard and B. Doyon, Diffusion in generalized hydrodynamics and quasi-
particle scattering, SciPost Phys. 6, 049 (2019).
[39] D. Karevski and G. M. Schu¨tz, Charge-current correlation equalities for quantum systems
far from equilibrium, SciPost Phys. 6, 068 (2019).
[40] B. Doyon and H. Spohn, Drude Weight for the Lieb-Liniger Bose Gas, SciPost Phys. 3,
039 (2017).
[41] A. Bressan, Hyperbolic Conservation Laws: An Illustrated Tutorial, in: Modelling and
Optimisation of Flows on Networks, Lect. Notes Math. 2062, 157 (2013).
[42] H. Spohn, Generalized Gibbs ensembles of the classical Toda chain, J. Stat. Phys. (2019).
[43] B. Doyon, Generalized hydrodynamics of the classical Toda system, J. Math. Phys. 60,
073302 (2019).
[44] V. B. Bulchandani, X. Cao and J. E. Moore, Kinetic theory of quantum and classical Toda
lattices, J. Phys. A: Math. Theor. 52, 33LT01 (2019).
[45] M. Kliesch, C. Gogolin, M. J. Kastoryano, A. Riera and J. Eisert, Locality of temperature,
Phys. Rev. X 4, 031019 (2014).
[46] O. E. Lanford, J. L. Lebowitz and H. Lieb,Time evolution of infinite anharmonic systems,
J. Stat. Phys. 16, 453 (1977)
[47] H. Flaschka, The Toda lattice. II. Existence of integrals, Phys. Rev. B 9, 1924 (1974).
27
