In the previous work, we have given a novel, game-semantic model of computation in an intrinsic, non-inductive and non-axiomatic manner, which is similar to Turing machines but beyond computation on natural numbers, e.g., higher-order computation. As the main theorem of the work, it has been shown that the game-semantic model may execute all the computation of the programming language PCF. The present paper revisits this result from an automata-theoretic perspective: It shows that deterministic non-erasing pushdown automata whose input tape is equipped with simple directed edges between cells can implement all the game-semantic PCF-computation, where the edges rather restrict the cells of the tape which the automata may read off. This is a mathematically highly-surprising phenomenon because it is well-known that the more powerful non-deterministic erasing pushdown automata are strictly weaker than Turing machines (in the Chomsky hierarchy), let alone than PCF.
Introduction
In the previous work [Yam17], we have given a novel, game-semantic model of computation in an intrinsic (i.e., without having recourse to another notion of '(effective) computability'), noninductive and non-axiomatic manner, which is similar to the classic Turing machines (TMs) [Tur36] but beyond computation on natural numbers, e.g., higher-order computation [LN15] . As the main theorem of the paper, it has been shown that the game-semantic model may execute all the computation of the programming language PCF [Sco93, Plo77] , and thus it is Turing complete in particular (see, e.g., [Gun92, LN15] for the proof). In this manner, the work has established a solid mathematical foundation of computation beyond 'classical foundations' such as TMs.
In hindsight, all the symbol manipulations executed in the game-semantic PCF-computation of [Yam17] are actually very simple from the automata-theoretic point of view. Hence, we are naturally led to:
Conjecture 1 (Game-semantic counter-Chomsky). There exist automata that are strictly weaker than TMs (in the Chomsky hierarchy) but powerful enough to implement the game-semantic PCFcomputation, i.e., PCF-complete.
The present paper is dedicated to showing that it is not only a conjecture but a mathematical fact. Note that it is highly surprising and even seemingly contradictory if the conjecture holds for PCF is Turing complete. Nevertheless, the conjecture does hold, where the seeming contradiction disappears in an ingenious manner.
Let us sketch briefly how we shall prove that the conjecture holds. First, in the gamesemantic model of computation [Yam17], a computational agent or Player (P) and an oracle or Opponent (O) alternately perform moves allowed by the rule of the ambient game. Thus, a computation or a play of the game proceeds as:
where ǫ is the empty sequence, and o i (resp. p i ) with i ∈ N is O's (O-) move (resp. P's (P-) move). Each element of the sequence (1), i.e., an alternating finite sequence of moves that is 'valid' in the game, is called a (valid) position of the game. Strictly speaking, every occurrence of a non-initial move in a position is associated with a previous occurrence of a move in the position, called its justifier, where initial moves are distinguished moves that may initiate a play, e.g., o 1 must be initial; that is, positions are certain sequences equipped with such a justification structure. Hence, 'effective computability' in the game-semantic framework is defined on how to calculate the next P-move for a given odd-length position of the ambient game. As one may have already expected, moves of each game for PCF-computation are represented by an alphabet, particularly in the following form:
[m] e1e2...e k df.
= m | e 1 | e 2 | · · · | e k where m is the 'essence' of the move, and the finite sequence e 1 e 2 . . . e k is the 'tag' on the move for disjoint union of sets of moves (specifically for exponential of games [Yam17]). Then, each step of computation of the previous work [Yam17] is executed by:
1. Locating a bounded number of 'relevant' moves in a given odd-length position with the help of justifiers;
2. Calculating the symbolic representation of the next P-move from those of the 'relevant' moves.
Then, the main idea of the present work is to implement this game-semantic PCF-computation by deterministic non-erasing pushdown automata whose input tape is equipped with simple directed edges between cells, called j-pushdown automata, where the cells of the tape which the automata may refer to are restricted in a certain manner (to the ones containing symbols of moves in the P-view [HO00, AM99a, Yam17] of the current position). We assume that each position during a play is recorded on the input tape, and the automata compute the next P-move in the stack.
More concretely, each position s of a game G is written on the tape of a j-pushdown automaton in the following form (which is slightly simplified from the formal one):
. . e 2 e 1 m $ . . .
where [m] e1e2...e k is any occurrence of a non-initial move in s, and [n] f1f2...f l is its justifier. The tape is to be read from left to right, where a distinguished symbol ⊢ is to signify where an input begins. That is, s is written on the tape from left to right, where each element [m] e1e2...e k is represented by an expression e k . . . e 2 e 1 m postfixed by a distinguished symbol $, and each justification is represented by the directed edge between the cells containing the corresponding $'s.
In addition, we require that j-pushdown automata must jump from the current cell c containing $ to another c ′ (necessarily containing $ as well) if the move written on the immediate left of c (i.e., the move which the $ in c is attached to) is an O-move, and there is a (necessarily unique) edge from c to c ′ (so that they can only read off the cells that contain symbols of moves in the current P-view).
Let us emphasize that j-pushdown automata are a rather restricted kind of deterministic nonerasing pushdown automata, and therefore strictly weaker than TMs (in the Chomsky hierarchy) because the more powerful non-deterministic erasing pushdown automata are strictly weaker than TMs [Koz12, Sip12, HMU01] .
Note in particular that j-pushdown automata can execute only the following:
◮ To move its reading head on a cell of the input tape to another cell on the left, following the restriction defined above;
◮ To change the current state;
◮ To push a symbol into the stack.
We let them compute the next P-move [p] g1g2...gr and its justifier for a given odd-length position s by pushing symbols into the stack so that its content becomes:
where the bottom of the stack is on the left (indicated by the symbol ⊢), J is either I or III, indicating whether the last or third last move in the P-view is the justifier. Note that for the game-semantic PCF-computation of [Yam17] the justifier of an occurrence of a P-move is always the last or third last move in the current P-view. Then, our main result is the following:
That is, to each strategy for PCF-computation in [Yam17] we may assign a j-pushdown automaton that executes all the computation of the next P-move by the strategy. This may sound too good to be true and contradictory to the non-equivalence of TMs and pushdown automata; however, it is not the case, and our result does hold. The trick is actually the edges on the input tape: We have required that j-pushdown automata can read off only the cells that correspond to the current P-view. At first glance, this condition restricts the computational power of the automata; however, it implicitly saves the computation to locate the cells to read off. In fact, if we had adopted the ordinary input tape (without edges), then we would need another (erasing) stack for locating the cells; then, it is a well-known fact that deterministic (erasing) pushdown automata with two stacks are computationally equivalent to TMs [HMU01] , and thus the seeming contradiction mentioned above has disappeared.
1 Nevertheless, the point of the result is that we do not add any computational ability to deterministic erasing pushdown automata (instead we rather restrict the cells to be read off)
2 , but the game-semantic framework gives j-pushdown automata the computational power at least as strong as PCF, i.e., PCF-completeness.
Our contribution and related work. We believe that our main theorem, i.e., PCF-completeness of j-pushdown automata, is a highly surprising and mathematically deep contribution to theory of computation, particularly automata-theory, because it in a sense overturns the wellestablished hierarchy of automata. From a more methodological viewpoint, the present work indicates a high potential of the game-semantic approach for theory of computation; see Section 5 for further directions.
Let us note that instead of j-pushdown automata we may employ deterministic non-erasing stack automata [GGH67, HU67] such that the stack is equipped with directed edges similarly to the input tape of j-pushdown automata, where the input tape of the stack automata is completely ignored, and plays are recorded in the stack. This alternative choice would certainly achieve the aim of the present work because such stack automata are strictly weaker than TMs [HU67] . In addition, for j-pushdown automata we had to assume that each stack content (representing the next P-move) is automatically copied onto the tape (say, by Judge of a game), while it is not the case for the stack automata approach. Nevertheless, we have adopted the pushdown automata approach, rather than the stack automata one, since the former is more restricted than the latter, and therefore the result would be more surprising.
Finally, as related work, let us mention the work on a correspondence between collapsible pushdown automata and recursion schemes by Ong et al [HMOS08] . Roughly, collapsible pushdown automata are higher-order pushdown automata [KNU02] such that each symbol in the stack is equipped with a link to another stack occurring below, and there is an additional stack operation, called collapse, that 'collapses' a stack s to the prefix of s as indicated by the link from the top 1 -symbol of s (see [HMOS08] for the precise definition); recursion schemes or simply-typed λY -calculi are simply-typed λ-calculi equipped with fixed-point combinators Y A for each type A [AC98] . They have shown, as the main result, that collapsible pushdown automata and recursion schemes have the same expressive power as generators of node-labelled ranked trees. Hence, collapsible pushdown automata can be seen as a computational device that generates the trees that represent terms of finitary PCF, i.e., the fragment of PCF that has the boolean type as the sole ground type, and thus they are relevant to the present work. However, the two kinds of automata are employed for rather different purposes: Our automata are to compute the next P-move from a given P-view (in an interaction with O), while collapsible pushdown automata are to generate the entire (possibly infinite in depth) tree of a term (without any interaction with O). In other words, the former only computes a single P-move for a given odd-length position of a game, while the latter enumerates all positions of a game, i.e., all possible O-and P-moves. Therefore, in particular, it should not be very surprising that our automata do not need higher-order stacks or the collapse operation, but they implement (non-finitary) PCF.
Structure of the paper. The rest of the present paper proceeds as follows. This introduction ends with fixing some notation. Then, recalling the variant of games and strategies of the previous work [Yam17] in Section 2, we define the central notion of j-pushdown automata in Section 3. Next, as the highlight of the present work, we establish PCF-completeness of j-pushdown automata in Section 4. Finally, we draw a conclusion and propose some future work in Section 5.
Notation. We use the following notation throughout the paper:
◮ We use bold letters s, t, u, v, etc. for sequences, in particular ǫ for the empty sequence, and letters a, b, c, d, m, n, x, y, z, etc. for elements of sequences;
◮ We often abbreviate a finite sequence s = (x 1 , x 2 , . . . , x n ) as x 1 x 2 . . . x n , and write s i , where i ∈ {1, 2, . . . , n}, as another notation for x i ;
◮ A concatenation of sequences is represented by the juxtaposition of them, but we often write as, tb, ucv for (a)s, t(b), u(c)v, etc., and also write s.t for st;
◮ We write |s| for the length, i.e., the number of elements, of a sequence s; ◮ We define s n df.
= ss · · · s n for any sequence s and natural number n ∈ N;
◮ We write Even(s) (resp. Odd(s)) iff s is of even-length (resp. odd-length);
◮ We define S P df.
= {s ∈ S | P(s)} for a set S of sequences and P ∈ {Even, Odd};
◮ Given a set S of sequences, we define Pref(S)
df.
= {s | ∃t ∈ S.s is a prefix of t};
◮ Given a function f : A → B and a subset S ⊆ A, f ↾ S : S → B is the restriction of f to S, and f * :
◮ Given sets X 1 , X 2 , . . . , X n and i ∈ {1, 2, . . . , n}, we write π i (or π
Review: games and strategies for PCF-computation
The present section is a brief, self-contained review of the game-semantic PCF-computation defined in the previous work [Yam17], which mostly focuses only on the contents relevant to the present work. We therefore encourage the reader who is already familiar with the previous work to skip the present section.
We first recall the general definitions of games and strategies in Section 2.1, and constructions on them in Section 2.2. Finally in Section 2.3, we recall specifically the games and strategies for the game-semantic PCF-computation given in [Yam17].
Remark. The variant of games and strategies in [Yam17] are dynamic ones introduced for the first time in [YA16], which we just call games and strategies, respectively, in this paper. For brevity, we slightly simplify this notion of games, forgetting some structures which are not strictly necessary for the present work.
Games and strategies
A game, roughly, is a certain kind of a rooted forest whose branches represent possible 'developments' or (valid) positions of a 'game in the usual sense' (such as chess, poker, etc.). Moves of a game are nodes of the game, where some moves are distinguished and called initial; only initial moves can be the first element (or occurrence) of a position of the game. Plays of a game are increasing sequences ǫ, m 1 , m 1 m 2 , . . . of positions of the game, where ǫ is the empty sequence. For our purpose, it suffices to focus on rather standard sequential (as opposed to concurrent [AM99b] ), unpolarized (as opposed to polarized [Lau04] ) games played by two participants, Player (P), who represents a 'computational agent', and Opponent (O), who represents an 'oracle' or an 'environment', in each of which O always starts a play (i.e., unpolarized), and then they alternately (i.e., sequential) perform moves allowed by the rules of the game. Strictly speaking, a position of each game is not just a sequence of moves: Each occurrence of non-initial O's or O-(resp. P's or P-) move m in a position points to a previous occurrence of P-(resp. O-) move m ′ in the position, representing that m is performed specifically as a response to m ′ . In addition, there is the external/internal-parity on each move of a game, where external moves are 'official' ones of the game, while internal ones represent 'internal calculation' by P. Hence, internal moves are 'invisible' to O, and thus an internal O-move in a play is always a mere 'dummy' of the last P-move (see the axiom DUM in Definition 6) so that the internal part of a play is essentially P's calculation only.
Convention. In the rest of the paper, we often say informally 'an occurrence m (of a move)' in a position, instead of 'an occurrence of a move m'. This abuse of notation would not bring any serious confusion in practice, and it is in fact standard in the literature of game semantics.
As a finitary representation of moves, the previous work [Yam17] employs inner tags for constructions on games except exponential, for which it uses outer tags:
Definition 2 (Inner tags [Yam17]). Let W , E , N and S be arbitrarily fixed, pairwise distinct elements. A finite sequence s ∈ {W , E , N , S } * is called an inner tag.
Definition 3 (Outer tags [Yam17]
). An outer tag is an expression e ∈ ({ℓ, , , }) * , where ℓ,
, and are arbitrarily fixed, pairwise distinct elements, generated by the grammar e df.
≡ γ |e 1 e 2 | e , where γ ∈ {ℓ, }
* .
An outer tag e is intended to denote a finite sequence ede(e) ∈ N * of natural numbers defined by:
ede(e 1 e 2 )
= ede(e 1 ).ede(e 2 );
ede( e ) df.
= (℘(ede(e)))
where ℘ : N * ∼ → N is any recursive bijection fixed throughout the paper such that ℘(i 1 , i 2 , . . . , i k ) = ℘(j 1 , j 2 , . . . , j l ) whenever k = l (see, e.g., [Cut80] ).
Convention. T denotes the set of all outer tags. A tag is an inner or outer tag.
Using inner and outer tags, the previous work [Yam17] focuses on games whose moves are all tagged elements defined as follows:
Definition 4 (Inner elements [Yam17]
). An inner element is a finitely nested pair (. . . ((m, t 1 ), t 2 ), . . . , t k ), usually written m t1t2...t k , such that m is a distinguished element, called the substance of m t1t2...t k , and t 1 t 2 . . . t k is an inner tag. 
Definition 5 (Tagged elements [Yam17]). A tagged element is any pair
◮ M G is a set of tagged elements, called moves, such that the set π 1 (M G ) of inner elements is finite, and M G is equipped with a subset M Init G ⊆ M G whose elements are called initial moves;
, where O, P, E and I are any pairwise distinct symbols fixed throughout the present paper;
◮ P G is a non-empty, prefix-closed set of finite sequences s of moves of G (equipped with pointers given below), called (valid) positions, such that:
To each occurrence s i of a non-initial move in s a unique occurrence s j in s such that j < i and Even(i) ⇔ Odd(j), called the justifier of s i and written J s (s i ), is assigned (in this case, we also say that there is a (necessarily unique) pointer from s i to s j );
Definition 7 (Subgames [YA16]). A game H is a subgame of a game
In this case, we write H G.
Remark. Let us remark again that games as defined in Definition 6 are a simplified version of what is given in [Yam17], omitting arenas, enabling relations, qustions/answers, views, visibility, priority orders, etc. Of course, we could recall the original definition here, but the simplified one suffices for the present work. Moreover, it is easy to see that theorems and constructions on games in [Yam17], which are also recalled below, are valid for the simplified games as well.
Convention. Given a game G, we write s = t for any s, t ∈ P G iff s and t are the same sequence of moves equipped with the same structure of pointers (i.e., ∀i ∈ {1, 2, . . . , |s|}.
Let us comment briefly on the notion of games G:
◮ The range π 1 (M G ) is required to be finite so that each inner element of G is 'effectively recognizable';
◮ Each initial move of G must be an external O-move for internal moves are 'invisible' to O, and O has to initiate a play of G (by ALT);
G such that they differ only in inner tags, and the inner tag of the former is obtainable from that of the latter by a finitary computation δ G (so that the map m → ∆ G (m) is trivial); ◮ The set P G is non-empty for the domain-theoretic reason [AC98] , and prefix-closed because each position of G must have the 'previous' position;
, equipped with justifiers on occurrences of non-initial moves (by JUS), where the first element s 1 of s must be an initial move by JUS; ◮ The axiom EI states that each external/internal-parity change during a play of G must be made by P because internal moves are 'invisible' to O;
◮ The axiom DUM requires that each internal O-move in a play of G must be the mere 'dummy' of the previous internal P-move, where the involved pointers capture the phenomenon of concatenation (Definition 37).
A game is normalized if it has no internal moves. There is an operation that maps every game to a normalized one:
. Let G be a game, and s ∈ P G . A j-subsequence of s is a subsequence t of s equipped with pointers such that J t (n) = m iff there are elements
Definition 9 (ω-hiding operation on games [YA16]). The ω-hiding operation H ω on games maps each game G to the normalized one H ω (G) given by:
where H ω (s) is the j-subsequence of s consisting of external moves.
It has been shown in [YA16] that the ω-hiding operation H ω on games is well-defined. Originally, the (one-step) hiding operation H on games is defined to capture (small-step) operational semantics of programming languages, and H ω is defined to be the countably-infinite iteration of H in [YA16]. Nevertheless, we need only H ω for the present work, and therefore we have introduced it directly as above.
Notation. Given a game G, we often write
On the other hand, a strategy on a game is what tells P which move (together with its justifier) she should perform at each of her turns (i.e., odd-length positions) of the game. More precisely, it is defined as follows:
◮ (S1) It is non-empty and even-prefix-closed (i.e., smn ∈ σ ⇒ s ∈ σ);
Convention. We usually omit justifiers in strategies whenever they are obvious.
Proposition 11 (Strategies on subgames [YA16]).
If A B and α : A, then α : B.
A strategy σ : G is normalized if no internal moves occur in any element of σ. Similarly to the case of games, there is an operation that normalizes strategies:
Definition 12 (ω-hiding operation on strategies [YA16]). The ω-hiding operation H ω on strate- 
Again, the ω-hiding operation H ω on strategies is originally defined in [YA16] as the countablyinfinite iteration of the hiding operation H on strategies.
Theorem 13 (Hiding theorem [YA16]). If
The simplest example of games and strategies is:
Definition 14 (Terminal game [AM99a] ). The terminal game T is given by T df.
= (∅, ∅, ∅, {ǫ}).
The unique strategy ⊤ df.
= {ǫ} : T is called the top strategy. 
[ff ]
where each arrow m ′ ← m in the diagrams means that m ′ is the justifier of m. We employ this notation throughout the paper. These plays can be read as follows: = {tt, ff }, where tt (resp. ff ) denotes true (resp. false), are represented respectively by the strategies tt, ff : 2 given by tt 
Constructions on games and strategies
Next, we recall constructions on games and strategies. For brevity, we describe them via examples, leaving their precise definitions in Appendices A and B.
First, there is a construction ⊗ on games, called tensor (product). Roughly, a position s of the tensor A⊗ B of games A and B is an interleaving mixture of a position t of A and a position u of B developed 'in parallel without communication'; specifically, t (resp. u) is the j-subsequence of s consisting of moves of A (resp. B) such that an AB-parity change (i.e., a switch between t and u) in s is made by O.
In particular, we need to take a disjoint union M A⊗B df.
= M A + M B to distinguish moves of A from those of B. The previous work [Yam17] formalizes 'tags' for the disjoint union by inner tags W and E . For instance, a maximal position of the tensor 2 ⊗ 2 is either of the following 3 :
Next, a fundamental construction ! on games, called exponential, is basically the countably infinite iteration of ⊗, i.e., !A For example, some typical positions of the exponential !2 are as follows:
Another central construction ⊸, called linear implication, captures the notion of linear functions, i.e., functions that consume exactly one input to produce an output. A position of the linear implication A ⊸ B from A to B is almost like a position of the tensor A ⊗ B except the following three points:
1. The first element of the position must be a move of B; 2. A change of AB-parity in the position must be made by P; 3. Each occurrence of an initial move (called an initial occurrence) of A points to an initial occurrence of B.
Thus, a typical position of the game 2 ⊸ 2 is the following:
where x ∈ B, which can be read as follows: 
false).').
This play is actually by the copy-cat strategy cp 2 : 2 ⊸ 2 that 'copy-cats' the last O-move, which is the game-semantic counterpart of the identity function id B : B → B. Also, there is the negation strategy ¬ : 2 ⊸ 2 that plays as:
Clearly, ¬ captures the negation B → B that maps tt → ff , ff → tt. Let us remark that the following play, which corresponds to a constant map x → m, where m ∈ B is fixed, for all x ∈ B is also possible:
Also, the domain A of any linear implication A ⊸ B must be normalized because:
◮ Conceptually, the roles of O and P are interchanged in A, and therefore P should not be able to 'see' internal moves of A;
◮ Technically for the axioms EI and DUM in Definition 6.
Another construction & on games, called product, is similar to yet simpler than tensor: A position s of the product A&B of games A and B is essentially a position of A or a position of B. It is the product in the category G of games and strategies, e.g., there is the pairing σ, τ : C ⊸ (A&B) of strategies σ : C ⊸ A and τ : C ⊸ B that plays as σ (resp. τ ) if O initiates a play by a move of A (resp. B).
Notation. Exponential ! precedes any other construction on games, and tensor ⊗ and product & both precede linear implication ⊸.
For example, typical positions of the product 2&2 are as follows:
As another example, consider the pairing cp 2 , ¬ : 2 ⊸ 2&2, which plays as:
The four constructions ⊗, !, ⊸ and & come from the corresponding ones in linear logic [AJ94] . Thus, in particular, the usual implication (or the function space) ⇒ is recovered by Girard transla-
= !A ⊸ B for any games A and B. Girard translation makes explicit the point that some functions need to refer to an input more than once to produce an output, i.e., there are non-linear functions. For instance, the strategy OrAppToTrueAndFalse : (2 ⇒ 2) ⇒ 2 that computes the sum f (true) + f (false) for a given boolean function f : B ⇒ B plays as:
where the outer tags ǫ and ℓ for the middle 2 are arbitrarily chosen, i.e., any g, g ′ ∈ T work as long as ede(g) = ede(g ′ ).
In this play, P asks O twice about an input strategy 2 ⇒ 2. Clearly, such a play is not possible on the linear implication (2 ⊸ 2) ⊸ 2 or (2 ⇒ 2) ⊸ 2.
Next, recall that any strategy φ : !A ⊸ B induces its promotion φ † : !A ⊸ !B such that if φ plays, for instance, as:
then φ † plays as: For instance, the concatenation ¬ ‡ ¬ : (2 ⊸ 2) ‡ (2 ⊸ 2) of negation ¬ : 2 ⊸ 2 with itself plays as:
where x ∈ B and x df.
= ff if x = tt tt otherwise. Importantly, moves with the inner tag ( ) W N or ( ) E S become internal, for which we have marked them by square boxes for clarity. Thus, we clearly have H ω (¬ ‡ ¬) = ¬; ¬ = cp 2 : 2 ⊸ 2. In the above play, the two copies of ¬ 'communicate' to each other by 'synchronizing' the codomain 2 of the left ¬ and the domain 2 of the right ¬, for which P plays the role of O in these intermediate games by 'copying' her last moves. This is precisely the phenomenon which the axiom DUM captures abstractly in Definition 6.
Crucially, the game-semantic PCF-computation [Yam17] employs dynamic games and strategies [YA16] as the categorical composition of dynamic strategies is concatenation, which keeps internal moves occurring intermediately. The point is that such internal moves represent step-bystep processes in computation, or 'internal calculation' by P; thus, they enable the intrinsic, non-inductive and non-axiomatic definition of 'effective computability' of dynamic strategies in [Yam17].
The work [YA16] generalizes this phenomenon by defining concatenation on games J and K such that H ω (J) A ⊸ B and H ω (K) B ⊸ C for some normalized games A, B and C in such a way that H ω (J ‡ K) A ⊸ C holds. Also, it defines concatenation of strategies σ : J and τ : K such that σ ‡ τ :
. This generalization in particular enables us to apply concatenation in an iterated manner, e.g.,
where D is some normalized game. Recall that in the bicategory DG [YA16] objects are normalized games, a morphism A → B is any strategy φ : G such that H ω (G) A ⇒ B, and horizontal composition of morphisms is concatenation of strategies. Accordingly, product and promotion of strategies in DG are generalized, for which product and exponential of games are also generalized in a straightforward manner; see [Yam17] or Appendices A and B.
Finally, we recall the rather trivial currying Λ on games and strategies. Roughly, they generalize the maps A ⊗ B ⊸ C → A ⊸ (B ⊸ C) and (φ : A ⊗ B ⊸ C) → (Λ(φ) : A ⊸ (B ⊸ C)), where A, B and C are arbitrary normalized games. Thus, the formalized Λ's in [Yam17] just replace inner tags appropriately. Also, since morphisms in DG may be non-normalized, Λ's need to be generalized as in the case of pairing and promotion, but it is just straightforward; see [Yam17] or Appendices A and B.
Games and strategies for PCF-computation
Now, we are ready to recall the specific games and strategies that have modeled the functional programming language PCF [Sco93, Plo77] First, the only 'atomic' game we need to add is the lazy natural number game N , which is a game for natural numbers, and it has played a fundamental role in the game-semantic PCFcomputation [Yam17]. A maximal position of N is either of the following forms:
. . .
[q] [yes]
[q]
[no]
where the number n of [yes] in the positions ranges over all natural numbers, which represents the number intended by P. In this manner, the game N gives an unary representation of natural numbers. Note that the initial [q] must be distinguished from the non-initial [q] for the axiom JUS. This sets up a finitary representation of game-semantic computation on natural numbers.
Definition 16 (Lazy natural number game [Yam17]
). The lazy natural number game N is defined by:
where each occurrence of a non-initial move is justified by the last occurrence.
As expected, each natural number n ∈ N is represented by a strategy n : T ⇒ N defined by:
Let us proceed to recall the strategies for PCF-computation. First, the simplest ones are the zero strategies zero A : A ⇒ N for any normalized games A: The canonical play by zero A can be described as:
Next, let us recall the successor strategy:
Definition 18 (Successor strategy [Yam17]). The succesor strategy is the strategy succ : N ⇒ N defined by:
where y and n abbreviate yes and no, respectively.
Roughly, succ copies a given input on !N and repeats it as an output on N , just in the same manner as the dereliction der N : N ⇒ N , except that it adds one more yes to the output before no. The computation of succ can be described as:
Clearly, n † ; succ = n + 1 (up to tags) for all n ∈ N, and thus succ indeed computes the successor. Note also that n for each n ∈ N can be obtained from zero and succ (up to tags) in the obvious manner.
There is a left inverse of the successor strategy, called the predecessor strategy:
Definition 19 (Predecessor strategy [Yam17]). The predecessor strategy is the strategy pred : N ⇒ N defined by:
Somewhat similarly to succ, pred computes like der N except that if a given input on the domain !N does not represent 0, then it does not copy the first yes on the domain !N to the codomain N . The computation of pred can be described as:
It is then easy to see that n + 1 † ‡ pred = n (up to tags) for all n ∈ N, and 0 † ‡ pred = 0 (up to tags); therefore, pred in fact implements the predecessor. We also have succ † ‡ pred = der N (up to tags) as mentioned above.
Next, let us recall a strategy for 'if...then...else...':
Definition 20 (Case strategies [Yam17]). The case strategy on a normalized game A is the following strategy 
That is, zero? investigates a given input on !N by seeing the first digit, and outputs the answer on 2 accordingly to the input in the obvious manner.
Finally, let us recall strategies that model fixed-point combinators of PCF. Since their precise definition is rather involved, we leave it to [Hyl97, HO00] ; for the present work, the following description suffices: A typical play by fix A can be depicted as the following diagram:
Finally, we are now ready to recall an enumeration of the strategies for the PCF-computation:
Definition 23 (Strategies for PCF [Yam17])
. DPCF is the least set such that:
A is a normalized game generated from N by & and ⇒ (n.b., the construction of A is 'orthogonal' to that of σ : G);
2. (Λ(σ) : Λ(G)) ∈ DPCF if (σ : G) ∈ DPCF and H ω (G) A&B ⇒ C for some normalized games A, B and C; It has been shown in [Yam17] that the set DPCF contains every strategy σ : G that is the denotation of a term Γ ⊢ M : A of PCF, where note that projections and evaluation are derelictions up to inner tags, and the strategy n : T ⇒ N may be obtained by zero † ; succ † ; succ † ; · · · ; succ n for each n ∈ N, which interprets numerals. Therefore, our problem has been reduced to showing that every strategy in the set DPCF is implementable by an automaton that is strictly weaker than a TM. Let us give such automata in the next section.
J-pushdown automata
The main contents of the present paper begin from this section, which defines our automata, called j-pushdown automata. We first introduce preliminary concepts in Section 3.1, and then define j-pushdown automata in Section 3.2.
M-pointing operation
First, as auxiliary concepts for computation of outer tags, we need the following:
Definition 24 (Mates [Yam17]). Let e ∈ T . Each occurrence of in e is paired with the most recent yet unpaired occurrence of in e; one in such a pair is called the mate of the other in e.
Definition 25 (Depth of
[Yam17]). Let e ∈ T . The depth of each occurrence of in e is the number of previous occurrences of in e whose mate does not occur before that occurrence in e. The depth of each occurrence of is the depth of its mate.
Definition 26 (M-pointing operation). The M-pointing operation on outer tags is the map M : T → {ℓ, , , , ′} * , where ′ is any element such that ′ ∈ {ℓ, , , , ′}, that inserts ′ d right after each occurrence of or in a given e ∈ T , where d ∈ N is the depth of the occurrence in e. = ′ ′′ ′′ ′′ ′′ ′ ′ ′ .
J-pushdown automata
Now, we are ready to define the central notion of the present work: j-pushdown automata.
Definition 27 (J-pointing tapes). A j-pointing tape for a game G is an infinite tape to be read from left to right (which is standard for automata theory [Koz12, Sip12] ) equipped with at most one directed edge 4 between a pair of cells such that a content of the tape is any prefix of s for some s ∈ P G defined by induction on |s|: and [o] g1g2...g l is initial, then s.[o] g1g2...g l is:
(N.b., ⊢ is a distinguished symbol to indicate where an input begins, and $ is another to serve as a separator of moves.) A j-pointing tape is a j-pointing tape for some game.
Definition 28 (J-pushdown automata). A j-pushdown automaton for a game G is a deterministic non-erasing (i.e., it never pops off a symbol on the top of the stack) pushdown automata [Koz12, Sip12, HMU01] such that:
◮ (J1) Its input tape is a j-pointing tape for G, and its reading head moves from right to left on the tape; ◮ (J2) If its reading head is on a cell of the tape containing $ that occurs on the immediate right of the cells containing symbols for an O-move, then the head must jump to another cell containing $ connected by an edge.
A j-pushdown automaton is a j-pushdown automaton for some game.
By the restriction J2, j-pushdown automata may read off only the cells on the tape that contains symbols of moves in the P-view [HO00, AM99a, Yam17] of the current position of a game; see Appendix C for the precise definition of P-views. Note that the additional edges equipped on the input tape is not strictly necessary as we may encode them by symbols on the tape; the essential point is the restriction J2 on the cells.
From the automata-theoretic perspective, computation of j-pushdown automata is in fact more restricted than that of deterministic non-erasing pushdown automata. Since non-deterministic erasing pushdown automata are strictly weaker than TMs (in the Chomsky hierarchy) [Sip12] , we may conclude that j-pushdown automata are also strictly weaker than TMs:
Proposition 29 (Strict weakness). There is a formal language that can be recognized by a Turing machine but not by any j-pushdown automaton.
PCF-completeness of j-pushdown automata
This section is the climax of the paper, which proves that each (σ : G) ∈ DPCF is 'computable' by a j-pushdown automaton in the following sense:
Definition 30 (A-computable strategies). A strategy σ : G is A-computable iff there is a jpushdown automaton A for G such that for each s.
[o] g1g2...g l ∈ P Odd G with s ∈ σ written on the j-pointing tape for G in the format defined in Definition 27 A 's computation terminates with the stack contentẽ
..e k ∈ succ, M (e 1 e 2 . . . e k ) =ẽ 1ẽ2 . . .ẽ k ′ , and J = I (resp. J = III) iff the justifier of [p] e1e2...e k is the last (resp. third last) element of the P-view of s.
[o] g1g2...g l .
Theorem 31 (Main theorem). Every strategy in DPCF is A-computable.
The rest of the present section is dedicated to proving the main theorem. Our proof below is more sketchy than that of the main theorem of [Yam17] because:
1. The former can be seen as an automata-theoretic alternative of the latter; 2. Automata-theory is a well-established branch of mathematics and computer science, and therefore detailed descriptions of automata are not necessary.
Notation. For convenience, each expression .′ d (resp. .′ d ) occurring in a j-pointing tape is henceforth abbreviated as @d (resp. @d).
Proof of the main theorem. For the argument below, it would be helpful to recall that for the computation so ∈ P Odd G → p ∈ M G of each strategy σ : G in DPCF it suffices to refer to at most the last three moves in the P-view of so, i.e., the last move o, its justifier s j and s j−1 ; see [Yam17] for the detail.
First, consider succ whose computation is written on the j-pointing tape for N ⇒ N as in Figure 1 . It is then easy to see that succ is A-computable. It is even simpler to see A-computability of der A on any normalized game A, where move of the codomain A have only the empty outer tag ǫ; see Figure 2 .
Somewhat surprisingly, perhaps, fix A for each normalized game A is also A-computable. As an illustration, consider a prefix of the diagram for fix A given before yet modified into the j-pointing tape format in Figure 3 , where we assume that f in the figure is written vertically in the digit-by-digit manner. A non-trivial point is only the calculation of outer tags of moves in the domain implication A ⇒ A. However, for instance, see $.(a 4 ) W W . @0.f . @0. . @0. @0. in the figure, in which every occurrence of or in f has depth 1; thus, it is simple for a j-pushdown automaton to compute $.(a 4 ) E W . @0. @1.f . @1. . @1. @1. @0. . Now, it should be obvious that every 'atomic' strategy in DPCF is A-computable. It remains to show that A-computability is preserved under currying Λ, pairing , , promotion ( ) † and concatenation ‡ of strategies. Currying is trivial as it suffices to modify computation of inner tags appropriately. Pairing and concatenation are also straightforward because the required (transition table of) j-pushdown automata can be obtained essentially as the disjoint union of the (transition tables of) j-pushdown automata that implement the component strategies.
The successor strategy on the j-pointing tape.
The dereliction on the j-pointing tape.
The fixed-point strategy on the j-pointing tape.
Finally, let us consider promotion. It suffices to consider normalized strategies, say φ † : !A ⊸ !B, where A and B are both normalized, because for non-normalized ones we only need a trivial extension. Assume that φ : A ⇒ B is A-computable, i.e., there is a j-pushdown automaton A (φ) that computes φ. Note that if φ plays as in Figure 4 , then φ † plays as in Figure 5 , where e, e ′ , f ∈ T in the figures are again written vertically in the digit-by-digit manner, and f is arbitrarily chosen by O. Note also that moves of B have the empty outer tag ǫ for (φ : A ⇒ B) ∈ DPCF. Then, similarly to the case of fixed-point strategies, it is easy to construct from A (φ) a jpushdown automaton A (φ † ) that computes φ † , completing the proof.
Let us point out at last that instead of j-pushdown automata we could employ deterministic non-erasing stack automata [GGH67, HU67] such that the stack is equipped with directed edges similarly to the input tape of j-pushdown automata, and they can move only to the cells of the stack that correspond to the current P-view, where we may completely ignore the input tape because we may record plays by symbols in the stack. And again, we could dispense with the edges as long as the stack automata can move only to the cells corresponding to P-views. Let us call such restricted stack automata (with no edges on the stack) j-stack automata. Clearly, j-stack automata are also PCF-complete.
This alternative approach would have certainly achieved the aim of the present work as well because j-stack automata are also strictly weaker than TMs [HU67] . In addition, there is an advantage of j-stack automata over j-pushdown automata: For j-pushdown automata, we have to assume that each stack content (representing the next P-move) is automatically copied onto the input tape (say, by Judge of a game), while it is not the case for j-stack automata. On the other hand, j-pushdown automata are more restricted than j-stack automata, which is a main reason why we have employed the former, rather than the latter, for the main theorem. Nevertheless, recall that no interaction with O is necessary for the game-semantic first-order computation or classical computation given some access to an input; see the proof of the universality theorem of the previous work [Yam17] . Hence, we may conclude that j-stack automata are Turing complete, where given an input they compute without any interaction with O (or Judge), which does not hold for j-pushdown automata. Let us summarize the argument as follows: 
Conclusion and future work
We have established PCF-completeness of j-pushdown automata (as well as Turing completeness of j-stack automata). Let us emphasize once again that it is a highly surprising and mathematically deep result because j-pushdown automata (and j-stack automata) are strictly weaker than TMs. Therefore, the present work has demonstrated a high potential of the game-semantic approach for theory of computation.
As future work, it would be interesting to identify an automata-theoretic lower bound of the game-semantic PCF-completeness or Turing completeness, i.e., the least powerful automata that are PCF-complete or Turing complete in the game-semantic framework. More generally, we are interested in a correspondence between automata in the game-semantic framework and formal languages; as the present work indicates, it would form a new hierarchy different from the well-established Chomsky hierarchy. Finally, it would be fruitful to formulate computational complexity theory [Koz06] by combining automata theory and the game-semantic model of computation as in the present work; it may be possible to define computational complexity relative to that of oracle computation (i.e., computation by O), which would be a more accurate measure for computational complexity of higher-order computation [LN15] 
A Constructions on games
Definition 33 (Tensor of games [Yam17]). The tensor (product) A ⊗ B of games A and B is defined by: 
= {s ∈ L A⊸B | s ↾ W ∈ P A , s ↾ E ∈ P B }, where pointers from initial occurrences in s ↾ W to initial occurrences in s ↾ E are simply deleted.
This construction ⊸ is then extended to any pair (C, B) of games: For a not necessarily normal-
Definition 36 (Product [Yam17]). The product A&B of games A and B is given by: = {s ∈ L A&B | (s ↾ W ∈ P A ∧ s ↾ E = ǫ) ∨ (s ↾ W = ǫ ∧ s ↾ E ∈ P B )}.
Definition 37 (Concatenation of games [Yam17]
). Given games J, K, A, B and C with H ω (J) A ⊸ B and H ω (K) B ⊸ C, the concatenation J ‡ K of J and K is defined by: = {s ∈ J J ‡K | s ↾ J ∈ P J , s ↾ K ∈ P K , s ↾ B
[1] , B
[2] ∈ pr B }, where s ↾ J (resp. s ↾ K) is the j-subsequence of s that consists of moves m such that att J ‡K (m) = J (resp. att J ‡K (m) = K) changed into peel J ‡K (m), B is the j-subsequence of s that consists of moves of B = {s ∈ L L,R | (s ↾ L ∈ P L ∧ s ↾ B = ǫ) ∨ (s ↾ R ∈ P R ∧ s ↾ A = ǫ)}, where s ↾ L (resp. s ↾ R) is the j-subsequence of s that consists of moves x such that peel L,R (x) ∈ M L (resp. peel L,R (x) ∈ M R ) changed into peel L,R (x), and s ↾ B (resp. s ↾ A) is the j- = {s ∈ L G † | ∀f ∈ T . s ↾ f ∈ P G ∧ (s ↾ f = ǫ ⇒ ∀g ∈ T . s ↾ g = ǫ ⇒ ede(f ) = ede(g)) }, where s ↾ f is a j-subsequence of s that consists of moves of the form [(a, = ⌊s⌋ G .mn if n is a P-move with J smtn (n) = m where the justifiers of the remaining occurrences in ⌈s⌉ G (resp. ⌊s⌋ G ) are unchanged if they occur in ⌈s⌉ G (resp. ⌊s⌋ G ) and undefined otherwise. A view is either a P-view or an O-view.
