The relationship between a model's performance in simulating the Madden-Julian oscillation (MJO) and convectively coupled equatorial wave (CCEW) activity during wintertime is examined by analyzing precipitation from 26 general circulation models (GCMs) participating in the MJO Task Force/Global Energy and Water Cycle Experiment (GEWEX) Atmospheric System Study (GASS) MJO model intercomparison project as well as observations based on the Tropical Rainfall Measuring Mission (TRMM). A model's performance in simulating the MJO is determined by how faithfully it reproduces the eastward propagation of the large-scale intraseasonal variability (ISV) compared to TRMM observations. Results suggest that models that simulate a better MJO tend to 1) have higher fractional variances for various high-frequency wave modes (Kelvin, mixed Rossby-gravity, and westward and eastward inertio-gravity waves), which are defined by the ratios of wave variances of specific wave modes to the ''total'' variance, and 2) exhibit stronger CCEW variances in association with the eastward-propagating ISV precipitation anomalies for these high-frequency wave modes. The former result is illustrative of an alleviation in the good MJO models of the widely reported GCM deficiency in simulating the correct distribution of variance in tropical convection [i.e., typically too weak (strong) variance in the high-(low-) frequency spectrum of the precipitation]. The latter suggests better coherence and stronger interactions between these aforementioned high-frequency CCEWs and the ISV envelope in good MJO models. Both factors likely contribute to the improved simulation of the MJO in a GCM.
Introduction
Tropical convection is known to be organized over a wide range of spatial and temporal scales, from mesoscale convective systems (Houze 2004 ) to convectively coupled equatorial waves (CCEWs; Kiladis et al. 2009) and to the planetary-scale Madden-Julian oscillation (MJO; Madden and Julian 1971, 1972) . In this study, we will focus on the latter two categories that are explicitly resolved by general circulation models (GCMs).
The MJO is the dominant mode of tropical intraseasonal (30-90 day) variability (ISV), which is characterized by planetary-scale (;10 4 km), slowly eastward-propagating (;5 m s
21
) convection anomalies that prevail over the equatorial Indian Ocean and western Pacific Ocean (e.g., Wang 2005 ). The CCEWs include Kelvin, equatorial Rossby (ER), mixed Rossby-gravity (MRG), eastward inertio-gravity (EIG), and westward inertiogravity (WIG) waves (Takayabu 1994; Wheeler and Kiladis 1999, hereafter WK99; Kiladis et al. 2009 ), which correspond to the solutions of the shallow water model (Matsuno 1966 ) with a modified equivalent depth (WK99). The CCEWs can move eastward or westward, either along the equator or within a few degrees of latitude parallel to it. Among them, Kelvin, MRG, EIG and WIG waves have typical period of days and spatial scales of 10 3 km and, thus, are referred to as tropical synoptic waves in some literatures (e.g., Khouider et al. 2012) . The ER waves are relatively slower and have comparable temporal and spatial scales compared to the MJO (WK99; Kiladis et al. 2009 ). The MJO and the CCEWs strongly affect the tropical weather and climate, which has been documented in a large number of previous studies (e.g., Lau and Waliser 2005; Wang 2005 ; WK99; Kiladis et al. 2009 ). In addition, they influence the midlatitude through various tropicalextratropical teleconnection patterns. Moreover, the MJO has been believed to be a key source of untapped predictability for the extended-range forecast in both the tropics and the extratropics (e.g., Schubert et al. 2002; Waliser et al. 2003; review in Waliser 2011) . Because of this apparent importance, numerous studies have been carried out that examine different perspectives of the MJO and CCEW relationship. This study will focus on exploring possible relationships between the simulated MJO and CCEWs in climate models.
The MJO and the CCEWs are closely related to each other within the context of multiscale interaction. The pioneering work by Nakazawa (1988) using satellite observations showed that the MJO is a slowly eastwardpropagating, planetary-scale envelope of embedded eastward-propagating convectively coupled Kelvin waves, which in turn appear as envelopes of westwardpropagating 2-day waves (or WIG waves). The presence of the Kelvin wave as well as other types of CCEWs within the MJO convection complex was identified in many subsequent studies (Straub and Kiladis 2003; Haertel and Kiladis 2004; Moncrieff 2004; Kikuchi and Wang 2010; Zuluaga and Houze 2013) . On one hand, the MJO exerts strong modulation on the CCEWs that form within it, primarily through its influence on the environmental moisture and circulation fields (Roundy and Frank 2004; Yang et al. 2007; Roundy 2008; Khouider and Majda 2008b; Khouider et al. 2012; Guo et al. 2014) . On the other hand, the CCEWs feed back to the MJO through the upscale transports of momentum, temperature, and moisture (Hendon and Liebmann 1994; Houze et al. 2000; Moncrieff 2004; Masunaga et al. 2006; Wang and Liu 2011; Liu and Wang 2012) . These two-way interactions between the MJO and the CCEWs are regarded as one of the fundamental features of the MJO, and form the basis of the so-called multiscale models that had been developed to study the roles of the scale interaction in the MJO (Majda and Klein 2003; Majda and Biello 2004; Biello and Majda 2005; Majda and Stechmann 2009; Wang and Liu 2011; Liu and Wang 2012) .
Despite the attempts of many theoretical and simplified modeling studies to explain the physics behind the MJO as well as its multiscale interactions with the CCEWs, the simulation of the MJO and CCEWs in GCMs has proven to be a difficult task for decades (Slingo et al. 1996; Waliser et al. 2003; Lin et al. 2006; Zhang et al. 2006; Sperber and Annamalai 2008; Yang et al. 2009; Kim et al. 2009; Straub et al. 2010; Kim et al. 2011; Weaver et al. 2011; Sperber et al. 2008; Huang et al. 2013; Hung et al. 2013 ). For example, Slingo et al. (1996) examined models that were included in the Atmospheric Model Intercomparison Project (AMIP) and found that none of the models captured the dominance of the MJO in space-time spectral analysis identified in the observations. Lin et al. (2006) examined 14 GCMs that were included in phase 3 of the Coupled Model Intercomparison Project (CMIP3), and found that only two models in CMIP3 have MJO variance comparable to that observed, and even those two lack realism in many other MJO features. In terms of the CCEWs, only about half of the 14 CMIP3 GCMs examined by Lin et al. (2006) have prominent signals of CCEWs, and the variances of the simulated CCEWs, except the eastward inertio-gravity and Kelvin waves, are generally weaker compared to the observations. Yang et al. (2009) also showed that the simulated CCEWs in the Hadley Centre climate models are deficient. Straub et al. (2010) further investigated the CCEWs in 20 CMIP3 coupled GCMs, and found that only a few models can simulate the Kelvin wave with a realistic activity distribution and spatial structure. As an update to the study by Lin et al. (2006) , Hung et al. (2013) examined 20 models from phase 5 of CMIP (CMIP5) and found that CMIP5 models generally produce larger variances of MJO, Kelvin, ER, and EIG waves compared to those in CMIP3. But there are still very few models that are able to simulate realistic eastward propagation of the MJO. Challenges for faithfully simulating the MJO and the CCEWs are related to model issues concerning the convective parameterization [see a brief summary in the introduction of Hung et al. (2013) ], boundary layer parameterization, cloud microphysics, etc.
As efforts toward improving the MJO performance in GCMs are continuously required, the Working Group on Numerical Experimentation (WGNE) MJO Task Force (MJOTF) and Global Energy and Water Cycle Experiment (GEWEX) Atmospheric System Study (GASS) have recently combined forces under the auspices of Year of Tropical Convection (YOTC; Moncrieff et al. 2012; Waliser et al. 2012 ) to organize a model intercomparison project to improve our understanding of the MJO (the MJOTF/GASS project), particularly focusing on the essential roles and vertical structure of diabatic heating and related moist processes in MJO physics (Petch et al. 2011 ). This MJO model intercomparison project consists of three experimental components, including (i) a 20-yr climate simulation, (ii) a 20-day hindcast, and (iii) a 2-day hindcast component. Comprehensive results based on each component are being first reported in three research papers, respectively (Jiang et al. 2015; Xavier et al. 2015; Klingaman et al. 2015) .
In this study, we will make use of the outputs from 26 models that contributed to the 20-yr climate simulation component of this project. Precipitation data over the 20-yr period are used to examine the general behavior of the MJO and the CCEW activity in the model simulations. Our focus will be on exploring the possible relationships between a model's performance in simulating the MJO and its simulation of the CCEW activity across a large number of GCM simulations, which has not been examined before. Previous multimodel studies usually evaluated the performance of the MJO and the CCEWs separately, with little emphasis on the linkage between these two. One possible reason is that most GCMs are unable to simulate a realistic MJO (Lin et al. 2006; Hung et al. 2013) , so there is a lack of basis to further examine its relationship to the higher-frequency CCEWs. However, as will be shown in this study, about a quarter of the models that participated in the MJOTF/GASS project show reasonable simulations of the MJO, making the current study feasible.
The rest of this paper is organized as follows. Section 2 describes the data and methodology used in this paper, including the identification of the ISV (as a measure of the MJO) and the CCEWs, and the approach to scoring a model's MJO performance. Section 3 discusses the climatology of the ISV and CCEW activity, as well as possible relationships between the strength of the CCEW variance and the MJO performance across all the models. In section 4, we will examine the variations of the CCEW activity associated with the ISV variation, and the implication of this CCEW-ISV interaction for the MJO simulation. Finally, discussions and conclusions are presented in section 5.
Data and methodology

a. Data
In this study, precipitation, which is indicative of the large-scale convective signal, is the only meteorological variable used. Precipitation data are examined for both GCM simulations and observation. Table 1 lists the 26 models examined in this study that participated in the MJOTF/GASS MJO model intercomparison project. These model simulations are either with an atmosphere-only GCM (AGCM) or based on an atmosphere-ocean coupled system (denoted by an asterisk). More details can be found at the project website (http://www.ucar.edu/yotc/mjodiab.html). Twenty-year daily precipitation data during 1991-2010 from each model have been regridded onto a common 2.58 3 2.58 latitude-longitude grid.
Observations of precipitation taken from the Tropical Rainfall Measuring Mission (TRMM) 3B42 version 7 dataset (Huffman et al. 2007 ) that have been interpolated onto the same temporal and horizontal resolution as the model simulations, are used to compare with the model outputs. The time period of the TRMM data is from 1998 to 2012.
This study focuses on the Northern Hemisphere extended winter season (November-April) when the traditionally defined MJO is most active and coincident with the near-equatorial region (e.g., Waliser 2006).
b. WK-filtering method for extracting CCEW anomalies
To isolate the convection signals corresponding to the CCEWs, a zonal wavenumber-frequency filtering, or socalled WK filtering (WK99), is applied to the precipitation data. This is accomplished by retaining only those spectral coefficients corresponding to the spectral peaks associated with a specific mode in the wavenumber-frequency domain. The domains used to extract individual CCEWs are indicated in Table 2 , which follow those defined by Kiladis et al. (2009) . More details on the WK-filtering method can be found in WK99. Both symmetric and asymmetric components about the equator are retained for these CCEWs.
Prior to the WK filtering, the annual cycle (mean and the first three harmonics) of the precipitation was first removed from its daily time series to produce the anomalies at each grid point. These anomalies are called the total anomalies in this study since variability on all time scales is retained except for the annual cycle. These total anomalies are then used to carry out the WK filtering to produce the individual CCEW wave anomalies, namely ER, Kelvin, MRG, and WIG and EIG waves. In addition, a 20-100-day bandpass filtering is applied to obtain the ISV anomalies, which are used in this study to generally represent the model's MJO variability and, in particular, to provide a means of scoring the model's MJO performance (described later in section 2d). The winter variances of the individual wave modes based on TRMM precipitation data are shown in Fig. 1 to provide the climatological maps of the wave activity of these waves from the observational perspective. It can be seen that the observed precipitation variances are largely confined to the Indian Ocean and western Pacific warm pool region between 158S and 158N, and this will be our region of interest.
c. Linear regression analysis
In this study, the linear regression technique is heavily used; thus, it is briefly described here. Assume that there are n data points for the dependent variable y and the explanatory variable x. The goal of the linear regression is to find a straight line that best fits the data points. With the least squares approach, the slope of the fitted line (b) is determined as the correlation between y and x corrected by the ratio of the standard deviations of y and x:
in which r xy is the correlation between y and x and s y and s x are the standard deviations of y and x, respectively. The slope b can be interpreted as the conditionally expected change in y for a one-unit change in x, which is the quantity that will be examined later on. Hazeleger et al. (2012) In this study, the ISV anomaly is the explanatory variable x, and a time series of ISV anomalies work as an ISV index onto which other quantities (y) are regressed.
d. Determination of the MJO performance of a GCM
In this study, a GCM's MJO performance is evaluated according to its ability in capturing the key characteristics of the MJO, the coherent large-scale eastward propagation of the ISV anomalies, which is revealed by the lag regression of the ISV anomalies against an ISV index at a reference point following the approach used by Jiang et al. (2015) . To be specific, the daily time series of the equatorially averaged (108S-108N for Kelvin, MRG, WIG, and EIG waves; 158S-158N for ER waves) ISV anomalies during the multiyear period (winter season only) were regressed against an ISV index, which is defined as the ISV anomalies averaged over a small reference box. For example, 58S-58N, 758-858E is used for the Indian Ocean reference point. The regression was done at time lags from day 220 to day 20 to generate a Hovmöller-like diagram (Fig. 2) . The systematic eastward propagation of precipitation associated with the observed MJO starting from the Indian Ocean and dissipating near the date line is clearly seen based on TRMM data (Fig. 2 , top left panels outlined by a rectangle).
Note that in the above lag-regression procedure, we purposely used the ISV anomalies (thus the ISV index) instead of the MJO anomalies (and a formal MJO index) to avoid preconditioning the answer by only examining/ extracting the large-scale eastward-propagating part of the ISV. The underlying argument is that the systematic eastward propagation of the ISV will emerge in the lag regression of the ISV plot in the observations as well as in the GCMs with reasonable MJO simulations since the MJO dominates the ISV in the real atmosphere. On the other hand, in models with a poor depiction of the MJO, which often means that the model simulates too strong westward-propagating features, examining the ISV anomalies rather than the MJO anomalies will not prematurely exclude these features, thus providing the means to discern the true quality of the GCMs' representation of the MJO.
It is found that about one-quarter of the models can capture this eastward-propagating MJO mode quite well (NCHU_ECHAM5-SIT, TAMU_modCAM4, GISS_ ModelE2, CNRM_CM, SPCCSM, PNU_CFS, and MRI_ AGCM; see Fig. 2), and a few more are able to simulate the eastward propagation to a lesser degree (SMHI_ecearth3, CNRM_ACM, FGOALS-s2, LLNL_CAM5ZMMicro, and MPI_ECHAM6). Finally, more than half of the models show stationary or even westward-propagating signals, and the anomalies are confined to a much smaller zonal extent than that observed, indicating that realistic simulation of the MJO is still a highly challenging issue. Nevertheless, compared to CMIP3 (Lin et al. 2006 ) and CMIP5 (Hung et al. 2013 ) ensembles, there are relatively more models that show reasonably good MJO simulation in the MJOTF/GASS project. One reason might be that some models have implemented specific strategies to help improve the model's MJO simulation, as that is the core target of this project. For example, SPCCSM implemented the ''superparameterization'' technique, which has been reported to lead to much improved MJO simulations (e.g., Benedict and Randall 2007) . In TAMU_modCAM4, the ''observed'' vertical latent heating profile based on TRMM estimates was assimilated in order to accurately depict both the horizontal and vertical distributions of heating throughout the tropics, which was shown to help improve the MJO simulation significantly (Lappen and Schumacher 2012) . More detailed discussions regarding the configurations of the participating models can be found in Jiang et al. (2015) . the Indian Ocean ISV index, which is defined as the 20-100-day filtered precipitation anomalies averaged over 58S-58N, 758E-858E, at a lag time from day 220 to day 20; values correspond to 1 mm day 21 ISV precipitation anomaly Pattern correlation between the panel for each model and that for TRMM observations is used to determine the MJO score for this model (see Fig. 3a ) when combined with the western Pacific case. Except for TRMM, good composite, and bad composite panels outlined by a rectangle in the top left, the individual models are shown in descending order of their MJO scores moving down the figure from left to right. The good MJO composite (indicated by a large green dot) is based on the average of the seven best MJO models (indicated by a small green dot in top right of the panels), while the bad composite (indicated by a large red dot) is the average of the seven worst MJO models (indicated by a small red dot in top right of the panels).
The pattern correlation between the Hovmöller diagram computed from each model simulation and that based on the TRMM observations is then calculated over the domain of 508E-1808 and from day 220 to day 20 to evaluate how well the eastward-propagation pattern in that model resembles the observations. Then, the same procedure is applied to calculate another set of spatial correlation coefficients except that a reference box in the western Pacific (58S-58N, 1308-1508E) is used when conducting lag-regression analyses. The resulting patterns are very similar to those for the Indian Ocean case for all the models. The Pacific patterns are not shown here, but can be found in Fig. 4 of Jiang et al. (2015) . Combining the coefficients based on both the Indian Ocean and the western Pacific cases, an MJO score can be finally assigned to each model simulation, which is shown in Table 3 .
Results from the seven models (about one-quarter of total number of models) with the highest MJO scores are then composited to form the ''good'' MJO composite, and those from the seven models with the lowest MJO scores form the ''bad'' MJO composite. From Table 3 , it can be seen that good MJO models have MJO scores larger than 0.85, while bad models have scores smaller than 0.65. The good composite again shows an eastward propagation close to the observations, while the bad composite displays a slight westward-propagation signal with a much smaller horizontal scale than is exhibited by the observed MJO (Fig. 2) .
Climatology of ISV and CCEW activity
Before we proceed to explore the multiscale structure of the MJO, the climatology of the ISV and the CCEW activity is first examined in this section. The precipitation variances are first computed for the ISV and CCEWs, as well as the total wave mode over the entire tropics. Note that only winter seasons are used. The variances based on the TRMM observations have been shown in Fig. 1 . For brevity, the counterparts of the 26 GCM simulations based on 20 winters (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) are not shown.
A regional mean of the wave variance is further obtained by averaging the variances at all grid points over the Indo-Pacific warm pool region (158S-158N, 508E-1808; see the red box in the top panel of Fig. 1) , which is the region with MJO activity. Note that there is also strong CCEW activity outside of the Indo-western Pacific region such as over South America and the tropical Atlantic Ocean. We chose to average the CCEW activity over the MJO-active region instead of the entire tropics as our focus is on the interaction between the CCEWs and the MJO. Nevertheless, we have performed exactly the same calculations except averaging over the entire tropics (158S-158N, all longitudes) , and the results lead to the same conclusion.
a. Strength of ISV and CCEW activity
The precipitation variances averaged over the IndoPacific warm pool region for each wave based on the 26 GCM simulations and TRMM observations are shown in Fig. 3 . Examination of the climatology of the ISV and CCEW activity reveals a few interesting features.
First, the climatological wave activity exhibits large model-to-model variations: for example, for the ISV (Fig. 3b) , the model with the largest variance (from BCCAGCM21) has variance that is about 4 times that of the smallest one (from LLNL_CAM5ZMMicro). Such large model-to-model variations in the amplitude of the wave variance are present in all wave modes, and can be traced back to the variation in the total wave variance (Fig. 3a) . Note that the correlations between the ISV and different wave variances (bars in Figs. 3b-g ) and the total variance (bars in Fig. 3a) among the 26 models and the TRMM data are all above 0.9. This indicates that a model with large (small) total precipitation variance for the ISV and all CCEW modes, a phenomenon we call ''weak wave variance'' bias in this study. Table 2 lists the number of models that have weaker variance than that based on TRMM. It can be seen that 14 out of 26 models produce variance that is weaker than that found in TRMM for the ER mode, and 16 out of 26 for the ISV mode. Even worse, more than 20 models display the weak variance bias for the Kelvin, MRG, WIG, and EIG modes. Thus, the weak wave variance bias tends to be more severe for higher-frequency modes than for lowerfrequency modes (ISV and ER).
This weak wave variance bias has already been identified for the CMIP3 and CMIP5 models (Lin et al. 2006; Hung et al. 2013) . Nevertheless, our results suggest that models may be exhibiting some improvements in this aspect: in CMIP3 almost all GCMs show such a bias for all CCEWs; in CMIP5 this bias is still present for all the wave modes (except for EIG) in almost all the models, but the wave variances have been generally increased compared to their CMIP3 counterparts. Our results indicate that for models participating in the MJOTF/GASS MJO model intercomparison project, some models produce larger CCEW variances that those observed.
b. Linkage between the strength of the ISV and CCEW variance and the MJO score
As discussed in section 3a, some models display better simulations of the strength of CCEWs than others. Given the fact that the MJO is often characterized as a slowly eastward-propagating, planetary-scale envelope of embedded CCEWs, one might hypothesize that a model's ability in realistically simulating the MJO may impact its ability to adequately simulate the strength of the CCEWs, or vice versa. To test this hypothesis, we will examine the possible linkage between the strength of each CCEW and the model's MJO performance across GCM simulations.
The correlation between the climatological variance of each wave mode (Figs. 3a-g ) and the MJO score (Table 3 ) across 26 GCM simulations and TRMM observation is calculated and denoted by the number at the top-right corner of each panel in Fig. 3 . It can be seen that there indeed exists some degree of positive correlation between the climatological wave strength and the MJO performance for the Kelvin, MRG, WIG, and EIG wave modes. The correlation coefficients range from 0.19 to 0.35 for 27 samples (26 models 1 TRMM), which, except for the WIG mode, are not significant at the 90% level based on a two-tailed Student's t test. Furthermore, it is noted that the strengths of the ISV and ER, as well as the total wave activity, display nearly zero correlation with the MJO score.
It turns out that much stronger correlations between a model's MJO performance and its simulation of Kelvin, MRG, WIG, and EIG wave activity are revealed when the absolute wave variances are replaced by the ''fractional variances.'' Here, fractional variance is defined as the fraction of a wave mode's absolute variance relative to the total wave variance. The relations between the fractional variance of the ISV and CCEWs and the MJO score in the 26 GCM simulations plus the TRMM observation are displayed by scatterplots in Fig. 4 . Strong correlations between the MJO score and the fractional variances are found for the Kelvin, MRG, WIG, and EIG wave modes, with correlation coefficients of 0.58, 0.58, 0.51, and 0.49, respectively, all significant at the 99% confidence level based on a two-tailed Student's t test. These statistically significant correlations indicate that models having better MJO performance tend to simulate larger Kelvin, MRG, WIG, and EIG fractional variances, and vice versa (Figs. 4b-e) . Recall the weak wave variance bias that existed in GCM simulations of the CCEWs discussed above, which is especially severe for highfrequency modes such as Kelvin, MRG, WIG, and EIG waves (Table 2) . Thus, larger fractional variances of these modes mean that the weak variance bias is less severe in these models (Figs. 4b-e) , which is likely also related to the improvement of the model's MJO simulation. This suggests that when a model has a better MJO, its total variance is also more coherently organized into CCEW modes.
Another important CCEW is the ER wave. Figures 4f  and 3c suggest that the strength of the ER mode has no correlation with the model's MJO performance in terms of either fractional or absolute variance. Note that compared to Kelvin, MRG, WIG, and EIG waves, the ER wave is a relatively larger-scale and lower-frequency mode.
It should also be noted that the strength of the ISV itself exhibits very weak correlation with the model's MJO performance when the fractional variance is used (0.08; see Fig. 4a ). The correlation decreases to about zero (20.01) when the absolute variance is considered (Fig. 3c) . This is different from what is shown by Kim et al. (2011) , in which a significant positive correlation is found between the ISV variance and the MJO performance. Note that in their study, the MJO performance is quantified by the ratio of the MJO (wavenumbers 1-3 and 30-60 day) variance to its westward counterpart, which highly correlates with our MJO score (0.77; Jiang et al. (2015) ) as both methods concern the eastwardpropagating feature of the ISV band. The discrepancy between our results and those of Kim et al. (2011) in terms of very weak or strong positive correlation between the ISV variance strength and the MJO performance might be partly due to the fact that their results are based on a rather limited number of climate models: they examined 10 simulations from five AGCMs (some have FIG. 4 . Scatterplots of the MJO score and the fractions of (a) ISV, (b) Kelvin, (c) MRG, (d) WIG, (e) EIG, (f) ER, and (g) low-frequency (period . 100 day) mode variance relative to the total variance, and (h) the summed Kelvin, MRG, and WIG and EIG variances relative to the low-frequency mode variance. Filled circles represent individual GCM simulations, while a filled square represents the TRMM observations. The correlation coefficient of each scatterplot is indicated by the number in the top-right corner of the panel. Correlation coefficients that are statistically significant at the 90%, 95%, and 99% confidence levels for 27 samples are 0.32, 0.37, and 0.48 respectively, based on the two-tailed Student's t test. sensitivity experiments by tuning cumulus parameterization), and furthermore, two of the five models are different versions of the Community Atmosphere Model (CAM). In this sense, our conclusion is probably more robust than theirs.
As we have shown above, strong linkage between a model's MJO and CCEW performance can only be found for the Kelvin, MRG, WIG, and EIG wave modes, with such a linkage being absent for the ER mode and the ISV. Since the Kelvin, MRG, WIG, and EIG waves are all located over the high-frequency end of the precipitation spectrum, it is of interest to examine the behavior of the precipitation anomalies toward the other end of the spectrum. Here, we examine the lowfrequency part of the precipitation, defined as precipitation anomalies with periods longer than 100 days, which we denote as the .100 day component. The correlation between its fractional variance and the MJO score is shown in Fig. 4g , which is highly negative (20.57), indicating that the better a model performs in simulating the MJO, the smaller is the fractional variance of its low-frequency band. This is opposite to the Kelvin, MRG, WIG, and EIG cases. Combining the highand low-frequency components together, it is suggested that a model with better MJO performance tends to have relatively stronger variance in high-frequency modes and weaker variance in the low-frequency mode, which is further clearly revealed in Fig. 4h where a scatterplot of the ratio of the high-frequency band to the low-frequency band and the MJO score is shown (the correlation is as high as 0.72). It should also be noted that in all cases in Fig. 4 , except for the ISV and ER modes, models having higher MJO scores tend to have fractional variance ratios that are closer to those observed.
This finding is encouraging in the sense that the increase in high-frequency precipitation variance and the reduction in low-frequency precipitation variance correspond to the alleviation of long-existing problems in GCM simulations. Previous studies based on CMIP3 and CMIP5 models (Lin et al. 2006; Hung et al. 2013) have found that the simulated precipitation tends to contain too much variance at the low-frequency end of the space-time spectrum, which was referred to as the overreddened spectrum phenomenon. This phenomenon was also noticed as a tendency for too much persistent light rain in other studies (Dai 2006; Boberg et al. 2009 ). Along with the overestimation of the low-frequency precipitation variance, Lin et al. (2006) and Hung et al. (2013) also found that the precipitation variance at the high-frequency end is significantly underestimated, such that the CCEW variance is much weaker than that observed. Thus, the tendency for increased highfrequency precipitation variance and decreased lowfrequency precipitation variance occurs in conjunction with models having better MJO scores corresponds to an alleviation of the aforementioned model deficiencies in simulations using these models.
Furthermore, the composite results based on the top seven good and bottom seven bad MJO models according to their MJO scores are summarized in Fig. 5 . Again, it can be seen that the fractional variances of Kelvin, MRG, WIG, and EIG wave modes in the good models are systematically larger than their counterparts in the bad models, and closer to the observational results. The magnitudes of these high-frequency mode variances in the good model composites are about 1.5 times of those in the bad model composites. At the same time, the fractional variance of the low-frequency variability is much smaller in the good model composite than that in the bad composite and, thus, more consistent with the observational result. It is also noted that the composite ER and ISV wave variances in both groups have almost the same magnitude and are both larger than those observed. Note that ER wave forms essential part of the ISV mode, thus strongly contributing to the stronger-than-TRMM ISV variance.
Implication of the multiscale interaction between CCEW and MJO for the MJO performance
In the preceding section, we have revealed a strong linkage between the climatological behavior of the highfrequency CCEW (Kelvin, MRG, WIG, and EIG waves) activity and the MJO performance in the climate models. Here, we will further examine the multiscale interaction between the CCEW activity and the MJO in these models to see if there is any systematic relationship between the representation of the CCEW-MJO interaction and the simulation of the MJO.
The linear regression analysis is used here to explore the multiscale interaction between the CCEWs and the MJO. To be specific, the time series of the squared CCEW anomalies during the entire period at each grid point over the Indo-western Pacific are regressed onto the Indian Ocean ISV index (20-100-day filtered precipitation anomalies averaged over 58S-58N and 758-858E). The regression coefficient b at each point can then be computed using Eq. (1). Here, s x is the standard deviation of the ISV index, s y is the standard deviation of the time series of the squared CCEW anomalies, and r xy is the correlation between them. Thus, the regression coefficient represents the conditionally composited CCEW variance, and we call it regressed CCEW variance or ISVassociated CCEW variance in later discussions for brevity. Note that the strength of the ISV precipitation varies in different GCM simulations (Fig. 3c) ; thus, the standard deviation of the ISV index is different for different models. Nevertheless, the regressed CCEW variance determined by Eq. (1) represents the expected value of the CCEW variance corresponding to one unit of ISV precipitation anomaly (1 mm day 21 here). Thus, the model-tomodel difference in the amplitude of the ISV index has been eliminated, and direct comparison among the models can be made. Figure 6 shows the spatial distribution of the regressed Kelvin wave variance (shading) together with the correlation coefficients between the Kelvin variance and the ISV index (light gray contours). The MJO envelope is also outlined by the thick black contours, which corresponds to 60.2 mm day 21 of the regressed ISV anomalies in Fig. 2 .
Results are shown for the TRMM observations, composites of good and bad MJO models, as well as individual models, which are displayed in descending order based on their MJO scores. Examining the TRMM observations, it can be seen that the regressed Kelvin wave activity is generally positive within the positive ISV convection envelope, and negative for the negative envelope, which is consistent with the findings of previous studies that the Kelvin wave activity is enhanced in association with the convectively active MJO anomalies, and reduced when the MJO convection is suppressed (Roundy 2008; Guo et al. 2014) . In addition to the overall collocation to the ISV envelope, the enhancement of the Kelvin wave activity is also noticed to extend slightly farther to the west of the ISV envelope than to the east side. However, this westward extension appears to be basin dependent. For example, the regression of the Kelvin wave activity against a western Pacific ISV index (58S-58N, 1458-1558E) shows no preferred extension on either side of the ISV envelope, with its enhancement (reduction) primarily in phase with the active (suppressed) ISV envelope (not shown).
The observed features are well represented in the composite based on the good MJO models, but poorly simulated in the bad MJO models, as basically very weak regressed Kelvin variance is found in these models. Keep in mind that the results have already been normalized for ) regressed against the Indian Ocean ISV index, which is defined as the 20-100-day filtered precipitation anomalies averaged over 58S-58N, 758-858E; the values of the Kelvin variance correspond to 1 ISV precipitation anomaly. Light gray contours are the correlation coefficients between the Kelvin wave variance and the ISV index. The contour interval is 0.1, and the contour of 0 is omitted. Thick black contours outline the 60.2 mm day 21 lines of the regressed ISV anomalies themselves to represent the MJO envelope. The good MJO composite (indicated by a large green dot) comes from the average of the seven best MJO models (indicated by a small green dot in the top right of the panels), while the bad composite (indicated by a large red dot) is from the seven worst MJO models (indicated by a small red dot in the top right of the panels).
overall ISV strength and thus this indicates that for bad MJO models there simply is not a connection between the MJO and local Kelvin wave variance. Put another way, this means there is less coherence between Kelvin wave activity and the ISV in bad models compared to the good models and to the observations, regardless of the overall ISV amplitude. Figure 6 also illustrates that the magnitude of the ISV-associated Kelvin variance differs greatly from model to model, with a tendency for good MJO models to exhibit stronger Kelvin variance than the bad MJO models for a given amount of ISV precipitation anomaly. This result is clearly illustrated by the contrast between the good and bad composites. In addition to the concurrent regression maps, the temporal evolution of the Kelvin wave activity with respect to the ISV variation is further examined using the lag regression analysis (Fig. 7) . The time series of the squared Kelvin anomalies are first averaged between 108S and 108N and, then, regressed against the ISV index with a lag from 220 to 20 days. The Hovmöller diagram shows that in the observations and the good MJO models, the ISV anomalies are manifested as a large-scale, eastwardpropagating intraseasonal wave mode, which is the typical MJO event. In these models, the Kelvin wave activity is found to be strongly enhanced (suppressed) associated with the positive (negative) ISV convection complex, and propagates eastward along with the eastward propagation of the ISV convection. For the bad MJO models, the ISV anomalies are either quasi-stationary or even westward propagating. Furthermore, they are confined within a horizontal scale much smaller than that found in the good models and observations. This suggests that the ISV anomalies in the bad models do not successfully manifest a coherent Kelvin wave-MJO relationship. For these models, the regressed Kelvin wave variances are generally very weak; the correlations between the Kelvin wave variance and the ISV index are small, which suggests little coherence is found between the Kelvin waves and the ISV anomalies in these models in contrast to the situation found for the good MJO models.
The above results found for the Kelvin wave mode also generally hold true for the MRG, WIG, and EIG wave modes (see Fig. 8 ), but quite different results are obtained for the ER wave mode. Figure 9 shows that the magnitudes of the regressed ER wave variances between the good and bad MJO models do not exhibit the kind of systematic difference found in the Kelvin, MRG, WIG, and EIG cases. Nevertheless, there are hints that the good MJO models simulate the spatialtemporal evolution of the ER variance generally better than that simulated by the bad models (cf. the good and bad composites to the TRMM Hovmöller plot in Fig. 9 ).
Figures 6 and 7 together suggest that the better a model simulates the MJO, the stronger the Kelvin wave variance with respect to one unit of ISV anomaly it tends to generate. This relationship is further quantified by the scatterplot shown in Fig. 10a , in which the ISVassociated Kelvin wave variances are averaged over a box covering 58S-58N, 758-858E, which is also the area used to compute the ISV index, based on the concurrent regression map (Fig. 6) . A positive correlation coefficient of 0.61 is found between the ISV-associated Kelvin wave variance and the MJO score across multiple models and observations (Fig. 10a) , which is statistically significant at the 99% confidence level. Large positive correlations are also found for the MRG, WIG, and EIG wave modes (Figs. 10b-d) , which further shows the similarity among these synoptic waves in terms of the interactions between them and the ISV mode. On the other hand, a statistically insignificant negative correlation is found for the ER wave mode (Fig. 11e) . Figure 11a shows that the models with good simulations of the MJO have larger Kelvin, MRG, WIG, and EIG wave variances for the same unit variation of ISV precipitation, and have values that are more consistent with the observations. For these four wave modes, good MJO models have on average 2.5-4 times the ISV-related variances found in bad MJO models (Fig. 11b) . Taken together, results shown in Figs. 6-11 suggest that there is stronger coherence and interaction between the ISV and these synoptic wave modes in the good MJO models.
Note that despite the importance of the multiscale interaction in simulating a realistic MJO as suggested above, our current study does not provide a physical explanation for how this mechanism might work. Previous studies (Majda and Biello 2004; Biello and Majda 2005; Majda and Stechmann 2009; Wang and Liu 2011; Liu and Wang 2012; Sobel and Maloney 2013) have examined the roles of multiscale interaction in the existence and propagation of the MJO using theoretical models. Nevertheless, the models used in these studies are very simple, and the results often rely on important assumptions, which might not be consistent with the observations. Therefore, continued efforts are still needed to advance our understanding of the roles of the multiscale interactions in the MJO dynamics. Our results based on examination of a large number of comprehensive GCM simulations add useful information to these simplified/idealized theoretical studies.
Conclusions and discussion
The MJO and CCEWs, including the Kelvin, ER, MRG, EIG, and WIG wave modes, account for the major portion of the organized subseasonal variability of the tropical convection. In this study, the activity of these wave modes has been examined using 20-yr precipitation output from 26 GCM models participating in the MJOTF/GASS joint model intercomparison project, and compared to the TRMM observations. A model's performance in simulating the MJO has been evaluated based on how faithfully it reproduces the eastward propagation of the winter ISV mode compared to the TRMM observations following the approach of Jiang et al. (2015) . It is found that about one-quarter of the models can capture a coherent eastward-propagating feature-reminiscent of the MJO-quite well, and a few more are able to simulate such a feature to a modest degree. Meanwhile, more than half of the models show stationary or even westward propagation with a much narrower than observed zonal scale (Jiang et al. 2015) .
Relationships between a model's performance in simulating the MJO and the simulated CCEW activity across the 26 model simulations have been explored from two perspectives. First, strong positive correlations have been found between a model's MJO performance and the fractional wave variances of higher-frequency wave modes including Kelvin, MRG, WIG, and EIG (Figs. 4b-e) , and strong negative correlation with the lowfrequency variability component (.100 days) (Fig. 4g) . Combining the high-frequency and low-frequency components together, it is found that a model with better MJO performance tends to have stronger variance in highfrequency modes and weaker variance in the lowfrequency mode ( Fig. 4h ; the correlation is as high as 0.72). The usage of the fractional wave variance, as defined by the fraction of absolute variance of a certain wave mode relative to the total wave variance, is essential for revealing the above relationship. Positive but not statistically significant correlations are found in many previous multimodel comparison studies when the absolute wave variance was used. Results of the ''good'' and ''bad'' composites based on the seven models with the best or the worst MJO performance further confirm that the magnitudes of the fractional variances of Kelvin, MRG, WIG, and EIG wave modes in the good composites are about 1.5 times of those in the bad composites, and have values closer to the observed results (Fig. 5) . A linear regression analysis further suggests that good MJO models tend to exhibit stronger Kelvin, MRG, WIG, and EIG variances than do the bad MJO models with respect to a similar amount of ISV precipitation anomaly. This tendency is associated with the spatialtemporal evolution of the ISV events themselves and, thus, is indicative of how these wave variances and MJO events are related. Strong positive correlations are found between the magnitudes of the ISV-associated wave variances for these waves and a model's MJO performance across the model ensemble (Figs. 10a-d) . It is further shown that for these four wave modes, good MJO model composites have on average 2.5-4 times the ISV-related variances found in bad composites, and have ISV-related variances that are more consistent with the observations (Fig. 11) . However, it should also be noted that little correlation has been found between the strength of the wave variance for the ISV mode itself as well as that for the ER mode and a model's MJO performance. Figure 12 shows schematic plots that illustrate the main differences found between the good and bad MJO models. Compared to the bad MJO models, the highfrequency CCEWs (i.e., Kelvin, MRG, WIG, and EIG) are more realistically simulated, and this is illustrated as Fig. 6 over the averaging domain. Filled circles represent individual GCM simulations, while the filled square represents the TRMM observations. The correlation coefficient of each scatterplot is indicated by the number at the top-right corner of the panel. Correlation coefficients that are statistically significant at the 90%, 95%, and 99% confidence levels for 27 samples are 0.32, 0.37, or 0.48 respectively, based on the two-tailed Student's t test. a stronger climatological variance (in terms of fraction to the total anomalies) for these waves. In addition, the CCEWs in these models exhibit better coherence with the MJO, which is illustrated as enhanced CCEW activity within the active MJO convection envelope in contrast to reduced coincidence between the CCEW enhancement and the MJO envelope in Fig. 12b . Both features may contribute to the better MJO performance in these models. Note that although we denote the blue curve in the bad MJO models as an ''MJO envelope,'' it is more likely a random intraseasonal oscillation than a real MJO mode; thus, we make it narrower and weaker compared to the blue envelope in the good MJO models (see the comparison between the good and bad cases in Fig. 2) .
The finding that good MJO models tend to have stronger climatological wave variances (in terms of the fraction of the total variance), as well as ISV-associated wave variances for the high-frequency wave modes (Kelvin, MRG, WIG, and EIG), are hypothesized to be related to the following points. The former tendency for good MJO models corresponds to the alleviation of longstanding deficiencies in simulating tropical precipitation in climate models [i.e., too weak (strong) variance in the high-frequency (low frequency) spectrum of the precipitation relative to the frequency of the MJO]. The latter tendency suggests better coherence and stronger interaction between the synoptic waves and the ISV envelope they form in, which has been thought to play a critical role in the existence and propagation of the MJO. It is likely that these two conditions have some bearing on the improved MJO performance that has been achieved in the good MJO models.
In addition, the self-similarity nature of organized convective systems (e.g., Majda 2007; Khouider and Majda 2008a,b; Kiladis et al. 2009 ) may be a possible factor giving rise to the result that a better MJO model would also have better representation of the CCEW variance: a good convective parameterization might better simulate the organized convection across multiple scales from the MJO through CCEWs to mesoscale convective systems, as well as the interactions among them. Nevertheless, we have found no clear relationship between MJO performance and the convective parameterizations used in these models, but such possible linkages could be masked by the modification of the details of the convective parameterization, such as using different triggering mechanisms, closure schemes, or nonlinear interactions between convection and other parameterizations (e.g., the boundary layer scheme or cloud microphysics). Future work is needed to improve our understanding on this perspective.
Our results support the systematic relationship between the MJO and the embedded CCEWs within the multiscale interaction framework. This was found by examining a large number of the state-of-the-art GCM simulations that integrate comprehensive physical processes, thus adding useful information to previous studies that mainly employed simplified theoretical models. However, the current study has not provided any in-depth diagnoses on the two-way interaction between the MJO and the CCEWs, such as how the MJO modulates the CCEWs through its influence on the large-scale environmental fields, or how the CCEWs feed back to the MJO through upscale transports of, for example, momentum, temperature, and moisture. These issues will be explored in future studies. Furthermore, although CMIP3 and CMIP5 model ensembles do not contain many models with realistic enough MJO simulations, there may still be enough good models to make it worthwhile to apply the analyses conducted in this study to see how well the aforementioned tendencies between the CCEW activity and the MJO performance hold in these model ensembles.
The symbiotic relation between the MJO and the higher-frequency CCEWs suggests that improved representation of one is likely accompanied by (or resulting from) better representation of the other in the climate models. Given that the MJO and CCEWs are the dominant modes on the intraseasonal and synoptic time scales respectively, efforts to improve the model representation of them as well as their interaction will lead to increased capability in forming a seamless prediction system from weather to climate (e.g., Waliser 2011; Moncrieff et al. 2012) . FIG. 12 . Schematic illustration of the multiscale structure of the MJO and the embedded higher-frequency CCEWs (i.e., namely Kelvin, MRG, WIG, and EIG) simulated in the (a) good and (b) bad MJO models.
