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2. Resumen
El observatorio sismológico de la universidad del Quindío OSQ, tiene como
objetivo principal profundizar en el conocimiento de las fuentes sísmicas que
afectan el centro occidente colombiano, siendo de gran relevancia procesos como
la identiﬁcación, caracterización y clasiﬁcación de las diferentes señales sísmicas
que se registran. Dicho proceso es ejecutado por personal entrenado para re-
conocer características de la señal y asignarle su respectiva clase, involucrando
gran cantidad de personal y una inversión considerable de tiempo. Este trabajo
presenta la caracterización de tres clases de sismos: locales, regionales y telesis-
mos, basada en el análisis de espectros singulares (SSA) y el SSA en conjunto
con la transformada de tiempo corto de Fourier (STFT), identiﬁcando dinámi-
cas temporales y frecuenciales de las señales objeto de estudio. El análisis de
relevancia basado en PCA, evidenció que las características encontradas están
altamente correlacionadas y que la calidad de la caracterización está inﬂuen-
ciada por el tamaño de ventana seleccionado para el SSA y para la STFT. La
validación se realizó usando clasiﬁcadores bayesianos LDC, QDC y máquinas de
soporte vectorial (SVM), alcanzando precisiones del 73.96%, 74.28% y 85.86%
, respectivamente. Dando el paso inicial para la futura implementación de un
proceso automático de clasiﬁcación para el OSQ.
Palabras clave: Caracterización, Clasiﬁcador, Espectro singular SSA,
PCA, Señal sísmica, serie de tiempo, STFT.
8
3. Abstract
The seismological observatory of the Universidad del Quindío (OSQ) has
as a main purpose to study and analyze seismic sources. The seismic sources
studied by the OSQ are mainly those located at the east of the Colombian te-
rritory. Processes as identiﬁcation, characterization and classiﬁcation of seismic
signals has high relevance for the OSQ. Those tasks are developed by trained
personal of the OSQ that has a deep knowledge about the intrinsic qualities
of the seismic signals. Nevertheless, the processing of those signals is high ti-
me consuming and involves a high number of analysts. This work presents the
characterization of three diﬀerent types of seism: local, regional and teleseism,
based on the Singular Spectrum Analysis (SSA) and the Short Time Fourier
Transform (STFT). The identiﬁcation of temporal and frecuencial dynamics is
object of study in this work. A further stage of relevance analysis based on Prin-
cipal Component Analysis (PCA) also takes place. The results evidence that the
extracted features are highly correlated and that the quality of the characteri-
zation is inﬂuenced by parameters as the size of the window in the SSA and
STFT analysis. The validation stage of the results is performed by using Baye-
sian classiﬁers LDC, QDC and Support Vector Machines (SVM). Classiﬁcation
accuracies of 73.96%, 74.28% and 85.86% are reached for each classiﬁcation
algorithm respectively. This works gives an initial step in the development of an
automatic classiﬁcation process of seismic signals for the OSQ.
Key words: Characterization, classiﬁer, Singular Spectrum Analy-
sis (SSA), PCA, seismic signal, time series, STFT.
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4. Introducción
Desde el punto de vista sismológico, los movimientos fuertes del suelo son
el resultado de la combinación del proceso de ruptura en la fuente sísmica, la
propagación de las ondas sísmicas hasta las estaciones de registro y la respues-
ta local del suelo. Los sismos son poderosas manifestaciones de una repentina
liberación de energía de deformación acumulada durante un intervalo de años
en las capas más externas de la tierra, a saber, la corteza y el manto superior.
Esta energía es radiada a través de un movimiento ondulatorio, con ondas de
varios tipos, que se propagan a través del interior de la tierra y es registrado me-
diante sensores de aceleración y velocidad colocados en la superﬁcie de ella.[39]
Estos movimientos se registran en sismogramas y acelerogramas obtenidos en
instrumentos tanto analógicos como digitales; estos, reﬂejan la combinación de
los efectos de la fuente, como la trayectoria de propagación y el ruido ambiental
debido a las condiciones especíﬁcas del sitio donde se registra[24]. Los sismo-
gramas permiten interpretar la física de la fuente que los origina, la estructura
interna de la tierra, los modelos de velocidad y estructura para la localización
espacio-temporal de los sismos, su magnitud y profundidad focal. Con estos
registros también es posible descubrir nuevas discontinuidades u otras caracte-
rísticas internas de la tierra [39].
La clasiﬁcación de señales sísmicas es una de las actividades primordiales
en los observatorios sismológicos y ha sido un tema de gran interés, [38, 44].
Esta tarea es bastante dispendiosa pues es un proceso que se realiza de forma
manual por expertos el tema que revisan visualmente uno a uno los archivos
que generan los sistemas de adquisición [1], asignándoles sus correspondiente
etiqueta de clase, lo que conlleva a una gran inversión de tiempo y de personal;
situación que se complica en épocas de alta sismicidad en donde el recurso
humano es insuﬁciente [24]. Es por esto que la caracterización de señales toma
un papel relevante, ya que a través de la aplicación de métodos de caracterización
es posible conocer parámetros de la señal sísmica en otros dominios (ejemplo:
la frecuencia) diferentes al dominio del tiempo y a partir de dicha información
implementar un eﬁciente sistema de clasiﬁcación automática.
El sismo del Quindío ocurrido el 25 de enero de 1999, evidenció la necesidad
de realizar estudios sismológicos exhaustivos en dicha región, labor que es lide-
rada por el observatorio sismológico de la universidad del Quindío OSQ y para
lo cual se hace un monitoreo sismológico continuo del centro occidente colom-
biano, del cual se deriva gran cantidad de información, que debe ser procesada
y clasiﬁcada, lo cual requiere de tiempo y personal como ya se mencionó.
Las redes de tipo regional como la red del OSQ, tienen cómo objetivo el
análisis de tres tipos de sismos: local, regional y telesismo, deﬁnidos dependiendo
de la distancia epicentral, es decir, dependiendo de la distancia donde se genera
el sismo a la estación de registro[24]. Adicionalmente, en el OSQ el análisis de las
señales sísmicas solo se realiza en el dominio temporal, basándose en la diferencia
que existe entre los tiempos de arribo de las ondas P y S, conocida como S-P,
sin embargo, en muchas ocasiones es difícil deﬁnir éste parámetro, debido a las
características propias del sismo o por el ruido que presenta el registro sísmico.
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En Colombia, se destacan estudios de caracterización y clasiﬁcación de se-
ñales sísmicas de tipo volcánico, como lo demuestran los estudios realizados por
Orozco-Alzate, M. et al, 2007; Alvarez, M. et al, 2007; Porro- Muñoz, D. et al,
2010; Duin, R.P.W et al, 2010; Cadena, O. E, 2011; Orozco-Alzate, M. et al,
2012; Bicego, M. et al, 2013, para el volcán nevado del Ruiz y el volcán Galeras,
pero son pocos los estudios que se han enfocado a la caracterización y clasiﬁ-
cación auomática de eventos locales, regionales y telesismos, como los que se
estudian en el OSQ, teniendo solo referencia de los trabajos desarrollados por
Aguirre, C, 2010 y Alzate,S. 2016 para la clasiﬁcación de señales del OSQ.
Por las razones anteriormente expuestas, el OSQ tiene la necesidad de rea-
lizar una parametrización eﬁciente de las señales sísmicas en las que se pueda
extraer información esencial, de forma que las señales sísmicas se conviertan
en un vector de características que proporcione información discriminante para
una clasiﬁcación. Por lo cual, es importante estudiar otros espacios de repre-
sentación de las señales sísmicas adquiridas por el OSQ, diferentes al tiempo de
S-P y caracterizar dichas señales encontrando información discriminante para
los tres tipos de sismos que se estudian en el OSQ, que permitan posteriormente
diseñar un eﬁciente sistema de clasiﬁcación automático.
En este contexto, surge la necesidad de profundizar en el conocimiento de
las señales sísmicas y sus características, es por esto, que durante los últimos
treinta años la detección y estudio de diferentes tipos de señales entre ellas las
señales símicas ha sido de gran interés [14], fundamentando dichos estudios en
la caracterización de las señales e identiﬁcación de patrones en las mismas [14].
Los procesos de caracterización permiten conocer información relevante de cada
uno de los tipos de señales sísmicas tanto cualitativa como cuantitativamente [2],
además de mostrar aspectos relacionados con los diferentes procesos de fuente
[53]y características en el dominio tiempo frecuencia, describiendo como la den-
sidad de energía de una señal se distribuye simultáneamente en el tiempo y la
frecuencia [36], además de proporcionar un mejor entendimiento del fenómeno
de propagación de las ondas y dando una nueva visión de las propiedades del
suelo [14].
Diferentes metodologías han sido usadas para la caracterización de señales
sísmicas, destacándose el análisis espectral clásico basado en las características
de la densidad espectral de potencia obtenidas en el espectrograma, usando
metodologías como la transformada de tiempo corto de Fourier STFT [35] [20]
[5], distribuciones de Wigner - Ville [2], análisis cepstral [27]. Sin embargo a pesar
de su amplia aplicación en señales sísmicas, el enfoque basado en el análisis de
Fourier ha mostrado problemas para representar ﬁelmente las bajas frecuencias
fundamentales de las mismas [25].
Adicionalmente, dichas técnicas presentan problemas en la identiﬁcación de
los cambios de la energía de la señal sísmica en el tiempo [36, 9] y el tipo y
tamaño de la ventana seleccionada podrían limitar la resolución de la energía
para bajas frecuencias [25], de forma que una de las diﬁcultades es la selección
adecuada del tamaño y tipo de ventana [36, 55]. Por otra parte, las distribuciones
de Wigner - Ville presentan mejor resolución que la STFT , pero han mostrado
resultados pobres cuando una señal está embebida en altos niveles de ruido
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aditivo [7].
Otros espacios de representación para el estudio de series de tiempo, han
sido implementados utilizando el análisis de espectros singulares SSA que a
diferencia de los métodos espectrales clásicos emplea funciones base adaptativas
para la descomposición de la señal, en vez de las funciones base usadas en otros
métodos [23].
El SSA a partir de los valores propios de la señal ha permitido el proce-
samiento de datos geofísicos y sismológicos, siendo usado para el análisis de
respuestas de sitio, microtremores y microsismos, a través de la combinación
del SSA con el método de relaciones espectrales H/V (HVSR)[45], con lo cual
se logró eliminar gran parte los datos irregulares y encontrar una tendencia
suavizada de la relación espectral [45].
Otras aplicaciones del SSA se han dado en el estudios del tremor precursor
de una erupción volcánica, en donde se han observado los cambios en la potencia
espectral de la señal sísmica, demostrando la relación que los valores singulares
tienen con el espectro de potencia deﬁnido por el análisis de Fourier clásico [12].
Adicionalmente, el SSA ha permitido desarrollar herramientas eﬁcientes de
ﬁltrado de alta resolución en datos de reﬂexión sísmica, eliminando los artefac-
tos de dichas señales e identiﬁcando las bajas frecuencias y el ruido embebido
en la señal sísmica mostrando una mayor eﬁciencia con respecto al análisis de
Fourier y el SSA multicanal [52]. Lo que muestra que el SSA es una buena he-
rramienta para el análisis de datos geofísicos, porque permite la identiﬁcación
de las componentes principales de la serie de tiempo y un ﬁltrado en frecuencia
de la misma [23].
Sin embargo, el SSA requiere de la selección de varios parámetros heurísticos
[12], entre los cuales el más relevante es de la longitud de ventana, a partir de
la cual se construye la matriz de trayectorias, ya que si no se escoge un tamaño
adecuado se afecta directamente en el proceso de reconstrucción de la señal [54].
Una desventaja del SSA comparado con otros métodos de atenuación de
ruido, es la gran cantidad de cálculos requeridos en diferentes aplicaciones, con-
virtiéndose en un procesamiento muy lento debido a que la carga computacional
es relativamente pesada [12, 42].
Otros estudios muestran la efectividad de metodologías como los modelos
ocultos de Markov HMM para la caracterización y clasiﬁcación de señales sís-
micas especialmente para sismos de tipo volcánico [53, 29] . en donde el proceso
de segmentación cumple un papel crucial [53], ya que el proceso de tección o
clasiﬁcación se ve restringido a la SNR de la señal [22].
De igual manera, se han explorado técnicas de caracterización basadas en
estudios de disimilaridad y estimadores de máxima entropía analizando las ca-
racterísticas espectrales de la señal[36] [35], y aunque se tienen buenos resultados
con respecto a los métodos tradicionales [35], se debe poner especial atención
en la selección de un adecuado traslape y del orden del modelo auto regresivo
en el caso de los métodos de máxima entropía para garantizar la conﬁabilidad
de los datos y el manejo del costo computacional [35].
En el marco de investigación de este trabajo de maestría, se propone la ca-
racterización de las señales sísmicas adquiridas por el Observatorio Sismológico
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de la Universidad del Quindío OSQ, usando la metodología del análisis de es-
pectros singulares SSA y la transformada de tiempo corto de Fourier STFT,
con el ﬁn de encontrar los parámetros representativos de cada tipo de señal que
permitan a futuro implementar un proceso de clasiﬁcación automático de los
tipos de señales sísmicas (local, regional, telesismo) registradas por el OSQ. Dos
enfoques son propuestos para la caracterización:
El primero de ellos una caracterización basada en el análisis de espectros
singulares SSA. la cual es una técnica aplicada actualmente al análisis experi-
mental de las series de tiempo basada en la descomposición de valores singulares
SVD, empleando funciones base adapatativas [12]. Además, de ser una excelente
herramienta para el procesamiento de datos con varias clases de ruidos, como
lo muestran estudios recientes [[23, 52]].
El segundo es la caracterización de las señales sísmicas fundamentada en
el SSA en conjunto con la STFT, ya que la STFT es una de las técnicas de
extracción de características ampliamente usadas en el análisis de dichas señales
[29], debido a que los análisis tiempo-frecuencia son más discriminantes que sólo
el espectro obtenido con la FFT [36, 20, 33, 8] permitiendo extraer parámetros
relevantes de la señal sísmica y resaltando la relación que tienen los valores
singulares con el espectro de potencia de Fourier clásico[12]. Esta relación puede
ser aprovechada para consrtuir indicadores que proporcionen una cantidad de
información similar a la proporcionada por el SSA pero puede ser más eﬁciente
derivada del espectro de potencia [12].
Las dos metodologías propuestas se aplicaron a una base de datos proporcio-
nada por el OSQ, conformada por 720 señales divididas en las tres clases: local,
regional, telesismo. Ambos enfoques presentan un costo computacional alto por
lo cual se propone posterior a la extracción de características un análisis de re-
levancia de las mismas, basado en el análisis de componentes PCA, con el ﬁn de
identiﬁcar cuales son las características que más aportan en el proceso de clasiﬁ-
cación. Finalmente, se realiza una validación de la calidad de la caracterización
a través de diferentes clasiﬁcadores como los Bayesianos lineal y cuadrático y
las máquinas de soporte vectorial SVM y los modelos ocultos de markov HMM
aplicados solamente a la caracterización basada en SSA.
De las dos metodologías propuestas se puede decir que: la caracterización
SSA+STFT es muy superior al enfoque basado solamente en el SSA; mostrando
que es una buena metodología de caracterización, lo que se comprueba con los
resultados obtenidos en la validación de características. Los resultados están de
acuerdo con los estudios realizados por Quang et al, 2015 y Ruano et al, 2014.
Sin embargo, el enfoque de caracterización basada solo en el SSA, mostró la
efectividad de dicho método en la eliminación de ruido de la señal sísmica, lo
que permitió una mejor discriminación de las componentes de ruido en la señal
y de las componentes temporales de la misma.
Finalmente, el análisis PCA aplicado tanto a las metodologia SSA, dió como
resultado que la caracerística relacionada con la kurtosis es la más relevante;
mientras que para la metodología SSA + STFT, las características más rele-
vantes son los valores máximos y mínimos de la señal sísmica. El análisis PCA
redujo en gran medida el costo computacional del proceso de validación de ca-
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racterísticas. Aunque, no se alcanzaron mejoras signiﬁcaticas en la precisión del
proceso de validación de características.
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5. Planteamiento del problema
Los sismogramas son diﬁciles de interpretar ya que son una mezcla complica-
da de los efectos de la radiación de la fuente, así como del contenido frecuencial
y las amplitudes relativas de las ondas P y S (fases) que son generadas en
la fuente, de la trayectoria de propagación y el ruido ambiental referido a las
condiciones especíﬁcas del sitio donde ser registra [39]. Adicionalmente, los sis-
mogramas o señales sísmicas son procesos no estacionarios y su apariencia es
bastante dependiente del la distancia y la magnitud del sismo [24] .
Con el ﬁn de analizar e interpretar correctamente los sismogramas es impor-
tante tener un conocimiento básico de no sólo como se ven los sismogramas, si
no también de la estructura de la tierra, los rayos y las fases sísmicas. La lectu-
ra de fases es importante ya que proporciona el material básico para conocer la
estructura de la tierra, así como para la localización de eventos [24], de manera
que las señales sísmicas pueden examinarse tanto en el dominio del tiempo como
en el de la frecuencia [24].
Todas las trazas sísmicas contienen ruido el cual puede tener dos orígenes: el
ruido instrumental y el ruido sísmico correspopndiente a los procesos terrestres.
Esto no es fácil de detectar a menos que se esté familiarizado conlas caracterís-
ticas del ruido en una estación particular [24].
Una de las operaciones más comunes en el procesamiento de las señales
sísmicas es el proceso de ﬁltrado, con el ﬁn de realzar ciertas características y
suprimir otras, como el ruido [21]. El uso del ﬁltrado y mediciones en el dominio
del tiempo, presenta dos problemas: el ancho de banda utilizado es una elección
arbitraria, y la obtención de valores promedio en largos intervalos de tiempo.
Ambos problemas es posible resolverlos mediante la presentacióna del ruido en
el dominio espectral [21].
Los espectros de las señales sísmicas se pueden utilizar para calcular paráme-
tros fundamentales de las fuentes sísmicas como lo son: el momento sísmico, la
atenuación, el ruido de fondo, la magnitud de momento [24]. Dichos parámetros
se determinan realizando el análisis espectral a distancias regionales y locales,
las cuales se relacionan con los sismos regionales y sismos locales [24]. Sin em-
bargo, los análisis espectrales son complejos ya que el contenido de frecuencia
cambia con el tiempo [36].
De acuerdo a los argumentos expuestos, los principales obstáculos asocia-
dos al análisis de las señales sísmicas en el dominio temporal y/o frecuencial,
son: la variabilidad de los eventos sísmicos, la propagación entre la fuente y las
estaciones sísmicas de registro y el ruido de la fuente [1].
En este contexto, se puede decir que es difícil revelar las dinámicas tempo-
rales de las señales, por lo cual se plantea el primer interrogante a resolver ¾es
posible desarrollar una metodología de caracterización de los tipos de sismos
que se clasiﬁcan en el OSQ, basada en el análisis de espectros singulares SSA,
a través de la descomposición de la señal y empleando funciones base adaptati-
vas, con el ﬁn de extraer características relevantes de las señales sísmicas en el
dominio del tiempo?
La variabilidad de los eventos sísmicos, también hace complejo el conoci-
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miento de las dinámicas temporales y frecuenciales, de forma que se plantea
la segunda pregunta de investigación ¾Se podrá desarrollar una eﬁciente me-
todología de caracterización, que permita conocer las dinámicas temporales y
frecuenciales de los sismos estudiados en el OSQ a partir de un análisis tiempo
- frecuencia, basado en el análisis de espectros singulares SSA en conjunto con
la transformada de tiempo corto de Fourier STFT?
Una medida de la similaridad en las señales sísmicas se calcula encontrando
la correlación [24], por lo cual es de gran interés extraer la información relevante
a partir de un conjunto de características temporales y/o frecuenciales, de donde
se plantea el tercer interrogante de estudio ¾Es posible realizar una metodología
de análisis de relevancia de características basada en el análisis de componentes
principales PCA, para los espacios de representación planteados: SSA+PCA y
SSA+STFT+PCA; con el ﬁn de analizar la redundancia y correlación entre los
diferentes grupos de características?
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6. Justiﬁcación
6.1. Pertinencia
El sismo del Quindío ocurrido el 25 de enero de 1999, evidenció la necesidad
de realizar estudios sismológicos exhaustivos en dicha región, labor que lidera
el observatorio sismológico de la universidad del Quindío OSQ y para lo cual
se hace un monitoreo sismológico continuo del centro occidente colombiano, del
cual se deriva gran cantidad de información, que debe ser procesada y clasiﬁcada
convirtiéndose en una de las actividades importantes en el procesamiento de la
información del OSQ, y para ello se requiere de un grupo de expertos dedicado
a tal labor convirtiendo la clasiﬁcación en un tema tedioso, que depende espe-
cialmente de la experiencia del analista, lo que conlleva a una gran inversión de
tiempo y de personal, ya que no es un proceso automático; situación que se com-
plica en épocas de alta sismicidad en donde el recurso humano es insuﬁciente.
Es por esto que el interés en la detección y clasiﬁcación automática se ha incre-
mentado en años recientes por la cantidad de datos producidos por el creciente
despliegue de redes simológicas sobre los volcanes activos [27] y sobre diferentes
regiones con amenaza sísmica alta como es el caso del departamento del Quindío.
La importancia del análisis automático de las señales sísmicas especialmente las
de tipo volcánico ha crecido rápidamente, permitiendo un mejor entendimiento
del la actividad volcánica y tectónica y sus interacciones con los sismos y los
procesos sísmicos [29]. La caracterización eﬁciente de las señales sísmicas ha ge-
nerado el desarrollo de aplicaciones para el monitoreo sísmico como los sistemas
de alerta temprana e investigaciones sobre actividad volcánica [27]. En el caso
de la sismicidad regional ha permitido el conocimeinto del comportamiento de
las fuentes sísmicas que afectan una zona particular.
Este estudio de caracterización es importante porque permitirá la extracción
de parámetros relevantes de las señales sísmicas del OSQ a nivel espectral, en
donde se podrán analizar comportamientos que son diﬁciles de observar en el
dominio del tiempo, de manera que se puedan establecer parámetros de iden-
tiﬁcación más robustos para cada tipo de sismo registrado en el OSQ y de esa
manera alcanzar un proceso de clasiﬁcación con mayor precisión, además, de
reconocer características de la fuentes sísmicas que afectan el departamento del
Quindío y el centro occidente colombiano, que pueden ser aplicados a los estu-
dios de amenaza y vulnerabilidad, con el ﬁn de disminuir los factores de riesgo
de la población.
Adicionalmete, el OSQ hace parte del grupo de investigación Quimbaya de
la Universidad del Quindío, el cual a través de los diferentes proyectos de inves-
tigación y publicaciones realiza la respectiva divulgación de las investigaciones
desarrolladas en torno al tema sismológico del centro occidente colombiano, brin-
dando todas las herramientas necesarias para este estudio de caracterización de
señales sísmicas.
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6.2. Viabilidad
De acuerdo con lo anteriormente explicado se tiene que: la identiﬁcación,
caracterización y clasiﬁcación de las señales sísmicas es una de las tareas pri-
marias que son realizadas rutinariamente en los observatorios simológicos, para
el monitoreo de la actividad sísmica. cada tipo de sismicidad está relacionada
con un proceso de fuente diferente, y por lo tanto tienen diferentes signiﬁcados
en términos de la dinámica terrestre [53]. Para esto es necesario contar con las
herramientas que permitan el monitoreo sísmico de una región particular y la
adquisición de gran cantidad de señales sísmicas, personal caliﬁcado en el estudio
del fenómeno sísmico y una gran base de datos que contenga los tipos de sismos
a estudiar, para el desarrollo de trabajos de reconocimiento, caracterización y
clasiﬁcación de los diferentes tipos de sismos a estudiar.
El OSQ cuenta con una red sismológica instalada en el departamento del
Quindío, centro y norte del departamento del Valle, teniendo como estaciones
de referencia las estaciones sismológicas de Peñas Blancas y Caicedonia. Adi-
cionalmente, se cuenta con una base de datos sismoilógicos desde el año 2000
hasta la actualidad, que ha permitido la identiﬁcación de los diferentes tipos de
sismos y sus características de acuerdo con el parámetro de tiempo S-P.
6.3. Impacto
Con el desarrollo de este proyecto de investigación, se busca identiﬁcar ca-
racterísticas de las señales sísmicas registradas por el OSQ que permitan imple-
mentar posteriormente un proceso de clasiﬁcación automático de las mismas.
Adicionalmente, se investigarán aspectos de las señales sismológicas registradas
por una red de tipo regional como lo es la del OSQ y no de tipo volcánico, no
solo basándose en la metodologia del estudio de los tiempos de arribo de las
ondas S y P, sino también teniendo en cuenta las características frecuenciales
y espectrales de la señal, lo cual redundará en un mejor conocimiento de los
parámetros de las diferentes fuentes sísmicas estudiadas por el OSQ. También
se contará con una herramienta de análisis de las señales sísmicas que será de
gran utilidad para el personal encargado de la caracterización y clasiﬁcación de
las mismas.
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7. Objetivos
7.1. General
Desarrollar una metodología para la caracterización de señales sísmicas basa-
da en técnicas de análisis espectral que permita identiﬁcar parámetros relevantes
de los tipos de señales sísmicas registradas en el Observatorio Sismológico de la
Universidad del Quindío OSQ, diferentes a la identiﬁcación de la onda S y P.
7.2. Especíﬁcos
1. Desarrollar una metodología para la caracterización de señales sísmicas
basada en el análisis de espectros singulares (SSA).
2. Desarrollar una metodología para la caracterización de señales sísmicas
combinando el análisis espectral singular (SSA) con el análisis frecuencial
clásico basado en la transformada de tiempo corto de Fourier (STFT).
3. Desarrollar una metodología para la selección de características basada
en el análisis de componentes principales PCA con el ﬁn de analizar la
relevancia de las características extraídas.
4. Validar la efectividad de ambas metodologías de caracterización a partir
del entrenamiento de clasiﬁcadores: bayesianos, máquinas de soporte vec-
torial SVM y Modelos Ocultos de Markov (HMM), tanto para el espacio
original de características, como para el reducido.
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8. Revisión del estado del arte
Los eventos sísmicos generan patrones particulares en los sismogramas por
lo cual la detección automática y clasiﬁcación de dichos eventos, es un reto
debido a la alta variabilidad de los patrones y requiere métodos de procesamiento
dedicados [37], qué permitan alcanzar buenos niveles de detección y clasiﬁcación.
En la detección y clasiﬁcación de señales sísmicas la parametrización de la
señal juega un papel crucial, ya que los datos extraídos de la señal se convierten
en un vector de características que proporciona información discriminante para
el detector o clasiﬁcador [27]. además, de dar a conocer información relevante
sobre los diferentes procesos de fuente sísmica, ya sea volcánica o tectónica [24].
En este contexto, para la caracterización y clasiﬁcación de señales sísmicas
se han propuesto gran cantidad de metodologías aplicadas en gran medida al
fenómeno volcánico, como lo muestran los trabajos realizados en Colombia por
Orozco-Alzate, M. et al, 2007; Alvarez, M. et al, 2007; Porro- Muñoz, D. et al,
2010; Duin, R.P.W et al, 2010; Cadena, O. E, 2011; Orozco-Alzate, M. et al,
2012; Bicego, M. et al, 2013, para el volcán nevado del Ruiz y el volcán Galeras.
En cuanto al estudio de los sismos locales, regionales y telesismos como los
que se estudian en el OSQ, se tienen referencias de los trabajos de Ruano et al,
2014, aplicado a la caracterización de sismos locales, regionales y explosiones y
del trabajo de Quang et al, 2015 donde se caracterizan y clasiﬁcan sismos regio-
nales, telesismos y ruido. particularmente, se conocen los trabajos desarrollados
por Aguirre, C. 2010 y Alzate, S. 2016; enfocados al estudio de sismos locales,
regionales y telesismos registrados en el OSQ.
Actualmente, un espacio de representación usado para el estudio de series
de tiempo ha tomado vigencia en el estudio de las señales sísmicas en el domino
temporal. Dicho espacio de representación han sido implementado utilizando el
análisis de espectros singulares SSA que a diferencia de los métodos espectrales
clásicos emplea funciones base adaptativas para la descomposición de la señal,
en vez de las funciones base usadas en otros métodos [23].
El SSA a partir de los valores propios de la señal ha permitido: el proce-
samiento de datos geofísicos y sismológicos[45] y el desarrollo de herramientas
eﬁcientes de ﬁltrado de alta resolución en datos de reﬂexión sísmica [52]. Sin
embargo, el SSA requiere de la selección de varios parámetros heurísticos [12],
entre los cuales el más relevante es de la longitud de ventana, a partir de la
cual se construye la matriz de trayectorias, ya que si no se escoge un tamaño
adecuado se afecta directamente en el proceso de reconstrucción de la señal [54].
Una desventaja del SSA comparado con otros métodos de atenuación de
ruido, es la gran cantidad de cálculos requeridos en diferentes aplicaciones, con-
virtiéndose en un procesamiento muy lento debido a que la carga computacional
es relativamente pesada [12, 42].
En cuanto al análisis espectral, diferentes metodologías han sido usadas para
la caracterización de señales sísmicas, destacándose el uso del análisis espectral
clásico basado en las características de la densidad espectral de potencia obteni-
das en el espectrograma, usando metodologías como la transformada de tiempo
corto de Fourier STFT [35] [20] [5], distribuciones de Wigner - Ville [2], análisis
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cepstral [27]. Sin embargo a pesar de su amplia aplicación en señales sísmicas, el
enfoque basado en el análisis de Fourier ha mostrado problemas para representar
ﬁelmente las bajas frecuencias fundamentales de las mismas [25].
Adicionalmente, dichas técnicas presentan problemas en la identiﬁcación de
los cambios de la energía de la señal sísmica en el tiempo [36, 9] y el tipo y
tamaño de la ventana seleccionada podrían limitar la resolución de la energía
para bajas frecuencias [25], de forma que una de las diﬁcultades es la selección
adecuada del tamaño y tipo de ventana [36, 55]. Por otra parte, las distribuciones
de Wigner - Ville presentan mejor resolución que la STFT , pero han mostrado
resultados pobres cuando una señal está embebida en altos niveles de ruido
aditivo [7].
Otros estudios muestran la efectividad de metodologías como los modelos
ocultos de Markov HMM para la caracterización y clasiﬁcación de señales sís-
micas especialmente para sismos de tipo volcánico [53, 29] . en donde el proceso
de segmentación cumple un papel crucial [53], ya que el proceso de tección o
clasiﬁcación se ve restringido a la SNR de la señal [22].
De igual manera, se han explorado técnicas de caracterización basadas en
estudios de disimilaridad y estimadores de máxima entropía analizando las ca-
racterísticas espectrales de la señal[36] [35], y aunque se tienen buenos resultados
con respecto a los métodos tradicionales [35], se debe poner especial atención
en la selección de un adecuado traslape y del orden del modelo auto regresivo
en el caso de los métodos de máxima entropía para garantizar la conﬁabilidad
de los datos y el manejo del costo computacional [35].
En el marco de investigación de este trabajo de maestría, se propone la ca-
racterización de las señales sísmicas adquiridas por el Observatorio Sismológico
de la Universidad del Quindío OSQ, usando la metodología del análisis de es-
pectros singulares SSA y la transformada de tiempo corto de Fourier STFT,
con el ﬁn de encontrar los parámetros representativos de cada tipo de señal que
permitan a futuro implementar un proceso de clasiﬁcación automático de los
tipos de señales sísmicas (local, regional, telesismo) registradas por el OSQ. Dos
enfoques son propuestos para la caracterización:
El primero de ellos una caracterización basada en el análisis de espectros
singulares SSA, con el ﬁn de estudiar las potencialidades del SSA en la caracte-
rización de señales sísmicas.
El segundo es la caracterización de las señales sísmicas fundamentada en
el SSA en conjunto con la STFT, ya que la STFT es una de las técnicas de
extracción de características ampliamente usadas en el análisis de dichas señales
[29], debido a que los análisis tiempo-frecuencia son más discriminantes que sólo
el espectro obtenido con la FFT [36, 20, 33, 8], permitiendo extraer parámetros
relevantes de la señal sísmica. y resaltando la relación que tienen los valores
singulares con el espectro de potencia de Fourier clásico[12]. Esta relación puede
ser aprovechada para construir indicadores que proporcionen una cantidad de
información similar a la proporcionada por el SSA pero puede ser más eﬁciente
derivada del espectro de potencia [12].
Los espacios de representación como el análisis de espectros singulares SSA y
la STFT aplicados a las series de tiempo, generan vectores de características de
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gran tamaño lo que implica un alto costo computacional para el procesamiento
de los mismos, por lo cual se recurre a la aplicación de técnicas de reducción de
dimensionalidad, como el análisis de componentes principales PCA [27].
Además, es de gran interés extraer la información relevante a partir de un
conjunto de características temporales y/o frecuenciales con el ﬁn de analizar la
redundancia y correlación entre los diferentes grupos de características, por lo
cual se realiza un análisis de relevancia de características para el SSA y para el
SSA+STFT.
La validación de caraterísticas se realiza a través de los procesos de clasiﬁca-
ción, para los cuales se han implementado numerosas técnicas, entre las que se
cuentan: los modelos bayesianos, las máquinas de soporte vectorial (SVM) [46]
y los modelos ocultos de Markov (HMM) [53, 29, 37].
A continuación se presenta una breve descripción de varios trabajos desarro-
llados con respecto a las técnicas mencionadas anteriormente.
8.1. Análisis de Espectros Singulares (SSA)
Actualmente, se están estudiando otros espacios de representación para el
estudio de las series de tiempo, como es el caso de una señal sísmica, los cuales
han sido implementados utilizando el análisis de espectros singulares SSA que a
diferencia de los métodos espectrales clásicos, emplea funciones base adaptativas
para la descomposición de la señal, en lugar de las funciones base usadas en
otros métodos aplicándolos al ﬁltrado en frecuencia, a la supresión de ruido y a
completar vacíos de información, además, de la identiﬁcación de autosimilitudes,
lo cual es un rasgo característico de muchos datos geofísicos [23]. Adicionalmente,
se ha demostrado que el SSA es una técnica robusta de ﬁltrado (denoising)
incluso para datos sísmicos muy complejos ya que el ruido es identiﬁcado a
través del análisis de los valores propios [23].
El SSA a partir de los valores propios de la señal ha permitido el proce-
samiento de datos geofísicos y sismológicos, como se presenta en [45] donde
aplicando la técnica del SSA se descompone la señal, de tal forma que partes de
la misma que muestran ruido de gran amplitud o ruido natural sobre las series
de tiempo y el espectro son excluídas. El objetivo que persigue el uso de esta
técnica es el análisis de respuestas de sitio, microtremores y microsismos com-
binando el SSA con el método de relaciones espectrales H/V (HVSR), logrando
eliminar gran parte los datos irregulares y encontrar una tendencia suavizada
de la relación espectral.
En otros estudios se aplica el SSA al estudio del tremor precursor de una
erupción volcánica en donde se observan los cambios en la potencia espectral
de la señal sísmica. Sin embargo, se puede ver que la SSA requiere de elegir
varios parámetros heurísticos y de la carga computacional relativamente pesa-
da, a falta de una directa interpretación del espectro del valor singular con el
tiempo. Se demuestra entonces la relación de los SVD con el espectro de Fourier
clásico, concluyendo que esto puede ser una forma de construir indicadores que
proporcionan una cantidad de información similar a la proporcionada por el
SSA, pero puede llegar a ser mas eﬁciente si se deriva del espectro de potencia
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y necesitando parámetros menos subjetivos y por lo tanto ser más adecuados
para aplicarlos al monitoreo en tiempo real [12].
En [52]se desarrolló una herramienta eﬁciente de ﬁltrado de alta resolución
en datos de reﬂexión sísmica, para lo cual se implementó una algoritmo basado
en el SSA para el ﬁltrado de alta resolución. El método inicialmente fue probado
en trazas sísmicas sintéticas contaminadas con ruido y luego fue probado con
datos de reﬂexión sísmica obtenidos de una zona carbonífera con estructuras
de falla, eliminando los artefactos, identiﬁcando las bajas frecuencias y el ruido
embebido en la señal sísmica mostrando una mayor eﬁciencia con respecto al
análisis de Fourier y el SSA multicanal, corroborando la capacidad del SSA
para obtener las componentes propias de la señal sin pérdida de características
importantes.
8.2. Parámetros Espectrales - STFT
El análisis espectral permanece en el núcleo del procesamiento de cualquier
conjunto de series de tiempo. La transformada rápida de Fourier y sus variacio-
nes proporcionan métodos para determinar la importancia de cada frecuencia
simple o una banda de frecuencia en la construcción de una señal dada [10]. La
FFT asume la estacionariedad de la señal y proporciona información que des-
cribe la serie de tiempo totalmente, eliminando cualquier evolución en el tiempo
en este contenido de frecuencia. Esta suposición no es apropiada y poco usada,
por lo cual la solución clásica es dividir la señal en ventanas de tiempo de du-
ración adecuada, se calcula el espectro para cada ventana y se examina como
el contenido de frecuencia cambia con el tiempo, construyendo lo que se conoce
como espectrograma [10].
En las representaciones tiempo frecuencia en los que comúnmente se reali-
za una extracción de características a través del espectrograma generando una
representación paramétrica con la menor cantidad de información redundante,
incluyendo características temporales y espectrales [53], como se estudió para
el caso del volcán San Cristobal en Nicaragua. en dicho experimento de clasiﬁ-
cación se alcanzaron porcentajes de precisión de 88.92%, para cuatro clases de
señales sísmicas. En el caso de las representaciones de disimilaridad, metodo-
logía con la que se estudiaron los registros de la estación sismológica ubicada
en el cráter la Olleta, del volcán Nevado del Ruiz en Colombia, se obtuvieron
las representaciones tiempo - frecuencia a través de espectrogramas y las am-
plitudes espectrales son mostradas como una función en el tiempo 2D, con esta
metodología se ratiﬁcó que los análisis tiempo-frecuencia son más discriminantes
que sólo el espectro obtenido con la FFT y advirtiendo que el contenido en fre-
cuencia cambia con el tiempo [36]. Los resultados obtenidos en [36]presentaron
hasta el 20% de error.
Otros estudios realizados en el volcán Nevado del Ruiz basados en el análi-
sis de espectrogramas [33], se enfocaron en conocer si una estación sismológica
presenta las mismas características de registro que las otras estaciones cercanas,
para detectar y clasiﬁcar eventos volcánicos con una sola estación, para esto se
representaron las señales en frecuencia y a través de espectrogramas obtenidos
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usando la STFT se extrajeron las características espectrales usadas para imple-
mentar el respectivo clasiﬁcador. Los análisis espectrales mostraron que cada
estación diﬁere mucho en su comportamiento y los resultados de la clasiﬁca-
ción tanto para las características en frecuencia, como para los espectrogramas
arrojaron resultados muy similares, con errores entre el 0.2 y 0.7, sin embargo,
concluyen que los espectrogramas aportan una información con mejor resolución
para dicho estudio y que la detección de eventos y su clasiﬁcación a partir de
una sola estación tiene poca precisión [33].
Otros experimentos muestran como la STFT es ampliamente utilizada para
calcular los espectrogramas y extraer las información con la que se conformarán
los vectores de características [8] y los conjuntos de datos para el desarrollo de
software para el tratamiento de señales sísmicas [20] y el análisis de la densidad
espectral de potencia, a través de la cual se determinaron los rangos de frecuencia
y de tiempo en los cuáles se presentan las mayores densidades espectrales para
diferenciar sismos de largo periodo (LP) y Tremor volcánico (T) [35].
Bicego et al en el año 2013, realizan una clasiﬁcación de señales sísmicas
usando HMM [29]. La caracterización de las señales sísmicas para todos los
experimentos se realizó a través de espectrogramas, los cuales son calculados
usando la transformada rápida de Fourier (FFT) y una ventana Hanning de 128
puntos con un traslape de 64 puntos. La magnitud en decibeles es calculada co-
mo 20 log10 |X|, donde X es una matriz que contiene la transformada de tiempo
corto de Fourier (STFT) de la señal. Los Espectrogramas fueron seleccionados
porque ya sea en el dominio de la frecuencia, o en el dominio tiempo-frecuencia,
ambos son ampliamente usados tanto para inspecciones visuales y computacio-
nales del fenómeno sísmico. En la FFT, parámetros como la longitud de la
ventana y el porcentaje de traslape se deﬁnieron de forma que se lograra un
equilibrio entre la resolución de los datos y la carga computacional [29].
En [38]Se realiza la clasiﬁcación de dos clases de eventos volcano- tectónicos
(VT) y largo perido (LP) registrados en el Volcán Nevado del Ruíz - Colom-
bia, usando dos técnicas: Redes neuronales tipo perceptrón multicapa (MLP)
y procesos Gaussianos (PG). La caracterización se realiza con una estimación
paramétrica de la densidad espectral de potencia usando modelos autoregresi-
vos: Yule-Walker, Covarianza y Burg y los espectros son calculados usando una
FFT de 128 puntos. Los procesos Gaussianos presentaron mejor desempeño que
la red neuronal en cuanto al proceso de clasiﬁcación, alcanzando porcentajes de
precisión de 88,06% y con la desventaja que para múltiples clases el proceso de
generalización con los procesos Gaussianos no es inmediato como es el caso de
la redes neuronales.
El desarrollo de un sistema de monitoreo y reconocimiento de eventos sísmi-
cos, para cuatro clases de eventos registrados en la Isla Decepción - Antártica
fue presentado por Benítez et al en el año 2007. El sistema de reconocimiento
desarrollado está basado en las características espectrales de la señales sísmicas,
usando una FFT de 512 puntos y una ventana Hamming de 4s con un traslape
de 0.5 s [1].
En el año 2015, Quang et al proponen la correlación muticanal progresiva
(PMCC) para la detección de eventos regionales, telesísmicos y ruido. Inicial-
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mente se mapea la señal sísmica cruda para extraer el espacio de características
que sea discriminante entre las clases, en este caso características de frecuencia
y de forma como la kurtosis, la energía espectral y los cambios de envolvente de
la señal sísmica, para tres bandas de frecuencia de la señal [37].
El Observatorio Sismológico de la Universidad del Quindío se propuso un
sistema de clasiﬁcación automática de para tres clases de señales: regionales
(RE), Tectónico locales (TL) y Telesismos (TS) [4]. La caracterización de las
señales se hizo con base a dos tipos de análisis, el primero de ellos en el dominio
frecuencial usando la transformada de Fourier (FFT) y el segundo en el do-
minio tiempo-frecuencia, utilizando la transformada Wavelets discreta (DWT).
Los vectores de características se conformaron con los siguientes parámetros:
media, varianza, desviación estándar, sesgo, kurtosis, energía, valores máximos
y mínimos. ﬁnalmente, para la clasiﬁcación se implementó una red neuronal tipo
perceptrón multicapa (MLP), con la que se obtuvieron porcentajes de acierto de
55,83% para los datos obtenidos de la FFT y del 65,83% para la caracterización
basada en Wavelets [4].
El uso de análisis espectrales para la caracterización genera vectores de carac-
terísticas con una alta dimensionalidad, lo que redunda en un alto costo compu-
tacional cuando se implementa un sistema de reconocimiento o clasiﬁcación,
razón por la cual es necesario valerse de técnicas de reducción de dimensionali-
dad conservando la mayor cantidad de información posible [43]. Algunas técnicas
clásicas de reducción de dimensionalidad se basan en la transformación del es-
pacio original de características en un nuevo dominio eliminando la información
redundante. Esas transformaciones pueden ser dependientes o independientes
de los datos, destacándose el uso de las transformaciones dependientes para la
caracterización de señales sísmicas, entre las cuales se encuentra el análisis de
componentes principales PCA [28].
8.3. Análisis de Componentes Principales (PCA)
PCA realiza una transformación ortogonal de las características que en el
dominio de la transformación no están linelamente correlacionadas, de forma tal
que en un nuevo dominio, la base ortogonal representa la dirección de la varianza
máxima del espacio original de características. Con el ﬁn de reducir la dimensión,
las componentes con menor energía de la transformación son eliminadas; sin
embargo, este método tiene limitaciones debido a que se asumen distribuciones
lineales y Gaussianas [28].
El PCA se ha implementado en sistemas de clasiﬁcación para señales volcáni-
cas en donde se obtuvieron las características espectrales de señales observadas
por multiples estaciones, donde el espacio espectral de características paso de
6016 a 40 características, como lo exponen Duin et al en el año 2010 [33]. Por su
parte Messina et al en su trabajo reconocimiento de patrones de tremor volcá-
nico para el Monte Etna (Italia), utilizaron el PCA para analizar la covarianza
de los vectores de datos y los valores propios de mayor magnitud de la matriz
de covarianza para luego ser graﬁcados en un mapa que muestra la dispersión
y la signiﬁcancia de las características estudiadas[20].
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Otros trabajos han mostrado que métodos como PCA mejoran el desempeño
de los sistemas de clasiﬁcación, mostrando que para la selección discriminante
de características el criterio de selección de las nuevas componentes con PCA
no está enfocado a una clasiﬁcación óptima y que cada nueva componente será
una combinación lineal de todas las originales [27].
Daza, G., 2006 plantea una estructura metodológica basada en PCA que per-
mite realizar los procesos de reducción de dimensión y clasiﬁcación analizando
el comportamiento dinámico de características (particularmente, características
que cambian a lo largo del tiempo). La metodología propuesta también permite
efectuar el proceso de selección de las variables dinámicas que más inﬂuencia
presentan en el proceso [17].
8.4. Métodos de Clasiﬁcación
El proceso de clasiﬁcación es importante en cuanto a que ayuda a validar la
calidad de la caracterización realizada, para clasiﬁcar se han utilizado diferentes
técnicas, entre las cuales se destacan: clasiﬁcadores cuadráticos [36], clasiﬁcado-
res con mezclas de Gaussianas [27], máquinas de soporte vectorial SVM, basadas
en funciones de base radial [29] y modelos ocultos de Markov HMM, los cuales
son ampliamente difundidos porque es una metodología apropiada para trabajar
señales en tiempo real y adquisición de datos en paralelo [53].
8.4.1. Máquinas de Soporte vectorial (SVM) y Modelos ocultos de
Markov (HMM)
Diferentes investigaciones muestran la capacidad de las SVM y las HMM
para la clasiﬁcación de señales sísmicas, es así como en [29]se aplica las SVM a
una base de datos obtenida del volcán Galeras en Colombia para realizar una
clasiﬁcación discriminante, a partir de las secuencias de clasiﬁcación las cuales
se modelan a un problema de clasiﬁcación estándar, de forma que cualquier
clasiﬁcador basado en vectores pueda usarse, para eso se emplearon SVMs con
funciones de base radial (rbf ).
En [41]se propone un clasiﬁcador para identiﬁcar automáticamente cuatro
tipos de señales sísmicas del Volcán Llaima en Chile. Las características consi-
deradas fueron extraídas de la representación de la señal en el tiempo y otras
del espectro de fase y normalizadas entre -1 y 1. El clasiﬁcador diseñado se
basó en funciones de base radial Gaussianas, por las ventajas que presentan
con respecto a otros kernels. Se propuso una estructura formada por cuatro
clasiﬁcadores SVM uno para cada clase, cuyos hiperparámetros se sintonizaron
en el proceso de entrenamiento, para el que inicialmente se tuvieron en cuenta
seis características y posteriormente se realizaron hasta 63 combinaciones de las
mismas, lo que requirió el entrenamiento de 252 clasiﬁcadores, considerando dos
criterios: la maximización de la función de ajuste y la minimización del error
de validación. Se alcanzaron resultados con una exactitud de clasiﬁcación por
encima del 80%. Los resultados mostraron una precisión razonable si se tiene
en cuenta que el sistema discrimina entre 4 clases.
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De otra parte, un sistema de detección para señales sísmicas es presentado
por Ruano et al [46]. En dicho trabajo se implementan una MLP y una SVM
para la detección de dos tipos de sismos: locales y regionales; los espectrogra-
mas son usados como la primera etapa de la detección en donde se estima la
densidad espectral de potencia (PSD). La MLP utiliza el algoritmo de levenberg
Macquardt para la estimación de parámetros determinando cuando se encuen-
tra un mínimo local obteniendo valores de especiﬁciad del 95% comparado con
el 50% del sistema actual de detección. La SVM se basa en la implementación
de superﬁcies complejas de decisión en términos de los hiperplanos en espa-
cios de alta dimensionalidad, solucionando un problema cuadrático restringido.
La SVM ofreció mejores resultados que la MLP con porcentajes de especiﬁci-
dad superiores al 99% . Este trabajo mostró que las SVM con un esquema de
aprendizaje activo, alcanza un excelente desempeño con respecto a diferentes
enfoques encontrados en la literatura, además de reducir el tiempo que toma
para la detección sísmica.
Investigaciones como las realizadas por Ibañez et al para los volcanes Etna
y Stromboli en Italia, muestran la implementación de un sistema en tiempo real
sin realizar segmentaciones e identiﬁcaciones previas [18]. En el proceso de entre-
namiento, fue necesario determinar el número y tipo de clase de evento sísmico
de acuerdo con la actividad del volcán; así que después de seleccionar un grupo
de eventos sísmicos, se identiﬁcaron las clases, teniendo en cuenta que el grupo
de datos debió ser lo suﬁcientemente grande, para obtener una buena estadística
que represente cada clase. El algoritmo de entrenamiento HMM usado es el co-
nocido como Baum  Welch, mientras que para el algoritmo de decodiﬁcación se
usó el algoritmo de Viterbi y la base de datos y su transcripción fueron usadas
para construir los modelos, que permitieron el desarrollo de un sistema que rea-
lizara la extracción de características y la decodiﬁcación del registro sísmico y la
salida fuera una secuencia de eventos reconocidos. El modelo es deﬁnido como
un HMM de izquierda a derecha, es decir que solo el paso del estado i al estado
i+1, es permitido. De otra parte el HMM para cada estado fue previamente
deﬁnido como una mezcla de densidades gaussianas, que fueron construidas con
el objetivo de determinar la mejor opción entre la precisión del reconocimiento
y el desempeño. El uso de esta metodología logró resultados de clasiﬁcación del
86.44% de precisión para el Etna y del 98.38% para el Stromboli [18].
Otros estudios han presentado la comparación entre HMM basados en esque-
mas estandar como la regla de decisión de bayes y modelos generativos, donde
se mostró que los HMM basdos en modelos generativos tienen un mejor desem-
peño en la clasiﬁcación de señales sísmicas volcánicas alcanzando porcentajes
de acierto del 97% con respecto al de 83% obtenido por el HMM basado en
bayes, aplicado a un problema multiclase compuesto de cuatro tipos de señales
[29]. También se han implementado HMM basados en mezclas de gaussianas,
como es el caso del Volcán San Cristóbal en Nicaragua, en donde se aplicó una
HMM de 13 estados deﬁnida con 16 gaussianas para la clasiﬁcación alcanzan-
do porcentajes de acierto del 88.92% concluyendo que los sistemas basados en
HMM para reconocimiento y clasiﬁcación de señales sísmicas son una poderosa
herramienta para tal ﬁn [53].
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En [37][37] Quang et al, presentan un estudio de caso para la clasiﬁcación de
tres clases de eventos: regionales, telesismos y ruido, registrados por el arreglo
de estaciones de Sogino en Mongolia. El método propuesto combina la correla-
ción progresiva multicanal (PMCC) para la detección de la señal y los HMM
para la clasiﬁcación. Inicialmente se extrajeron los segmentos de la señal sís-
mica correspondientes a los eventos detectados por la PMCC, seguidamente se
obtienen características como la curtosis, la energía espectral y las variaciones
de envolvente de las señales en diferentes bandas de frecuencia; las dimensiones
de los vectores de características son ajustados utlizando PCA y se realiza la
clasiﬁcación con un HMM entrenado para cada clase y cuyos parámetros son
estimados usando el algoritmo de Baum -Welch. Se concluye que la metodolo-
gía alcanza un buen desempeño en la clasiﬁcación, alcanzando porcentajes del
83%, 83% y 86% para eventos telesismicos, regionales y ruido, respectivamente
y se propone utilizar el algoritmo de Viterbi en la HMM para deﬁnir un estado
dinámico que permita estimar mejor la secuencias de observaciones.
Benitez et al [1] desarrollaron un sistema de monitoreo y reconocimiento de
cuatro clases de eventos sísmicos: LP, VT, híbridos y tremor volcánico, basado
en HMM. El sistema de reconocimiento está basado en las características es-
pectrales de las señales y el algoritmo de decodiﬁcación usado es el algoritmo
de Viterbi. En este trabajo se logró implementar exitosamente un sistema de
monitoreo y clasiﬁcación en tiempo real con la capacidad de discriminar entre
las diferentes clases con una precisión del 90%, mostrando su ventaja sobre las
redes neuronales para el trabajo en modo continuo sobre la señal. Los principales
obstáculos asociados a la tarea de clasiﬁcación tienen que ver con la variabilidad
de los eventos símicos, la propagación entre la fuente y las estaciones sísmicas
de registro y el ruido de la fuente (ruido ambiental).
De manera general todas las metodologías presentadas tratan de resolver los
siguientes problemas:
1. Reducir al máximo la discriminación manual de los eventos sísmicos ba-
sada en la observación de los sismogramas y la cual es realizada por el
personal técnico de los observatorios, lo cual es una gran limitante pues la
discriminación depende de la subjetividad de la persona que esté haciendo
el análisis de las señales y de la experiencia previa con la que cuenta el
personal técnico [18].
2. La lentitud en la toma de decisiones en situaciones de crisis, ya que en
dichas situaciones se generan gran cantidad de eventos sísmicos, los cuales
son difíciles de clasiﬁcar en cortos periodos de tiempo [18].
3. Eliminar el pre procesamiento de la señal sísmica. [18]
Por las razones anteriormente expuestas, gran parte de los trabajos estudiados
se enfocan en la detección y clasiﬁcación automática de eventos y no exclusiva-
mente en el proceso de caracterización, el cual cumple un papel relevante para
la clasiﬁcación. Es de anotar, que los trabajos con respecto al estudio de eventos
sísmicos de tipo local, regional o telesismos son escasos mientras que para sismos
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volcánicos es bastante amplio, ya que se han encaminado al procesamiento ágil
de grandes cantidades de información, que rápidamente permita tomar decisio-
nes en casos de crisis, orientadas hacia la gestión del riesgo y la prevención de
desastres.
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9. Marco Conceptual
9.1. Ondas Sísmicas
9.1.1. Tipos de Ondas Sísmicas
Existen dos clases de ondas: Ondas de cuerpo que se porpagan a través
del interior de la tierra y ondas superﬁciales que se propagan a lo largo de la
superﬁcie libre de la tierra a lo largo de otras discontinuidades en el interior
de la misma. Las ondas de cuerpo son radiadas desde la fuente en todas las
direcciones; en cambio, las ondas superﬁciales se empiezan a propagar después
de las ondas de cuerpo[39].
Ondas de Cuerpo
Ondas P: son conocidas como ondas compresionales, debido al movimien-
to de empuje y tracción que hacen. P signiﬁca primaria ya que son las
primeras ondas que arriban [24]. Una velocidad tipica en la corteza su-
perior (profundidades menores a 15 km) es de 6 Km/s. La onda P puede
viajar a través de roca sólida y líquidos, haciendo que las partículas del
medio se muevan en la misma dirección de propagaciónde la onda, que es
la dirección en la que viaja la energía en Y, como se puede observar en la
ﬁgura 1[8].
Ondas S: son las ondas de corte. S signiﬁca secundaria, ya que los arribos
de onda S ocurren después del arribo de la onda P, siendo la segunda onda
que se registra en un sismo . Una velocidad típica en la corteza superior
es de 3.5 Km/s. La onda S tiene 1.7 menos velocidad que la onda P y
sólo puede propagarse a través de roca sólida, y no se propaga en medios
líquidos [24]. Esta propiedad, fué la que llevó a concluir que el núcleo
extermo de la tierra es líquido. La onda S hace que las partículas del
medio se muevan en dirección perpendicular a la dirección de propagación
de la onda, como lo muestra la ﬁgura 1 . Adicionalmente, estas ondas son
de mayor amplitud que la ondas P [8].
Ondas superﬁciales
Son las ondas que viajan a través de la superﬁcie. Múltiples ondas S reﬂejadas
y superpuestas componen las ondas Love o una combinación de ondas P y S
conforman las ondas Rayleigh. Las velocidades típicas están entre 3.5 y 4.5
Km/s. la ondas superﬁciales siempre arriban después de la onda S. Las ondas
Love son ondas superﬁciales que mueven el suelo de lado a lado produciendo
un movimiento totalmente horizontal, como se ilustra en la ﬁgura 6. Las ondas
Rayleigh producen un movimiento vertical y horizontal en un plano vertical
indicando la dirección del movimiento, como se muestra en la ﬁgura 2 [39].
9.1.2. Identiﬁcación de Arribos de Ondas
Con el ﬁn de identiﬁcar las fases de los diferentes tipos de ondas en el sismo-
grama así como identiﬁcar sismo basándose en observaciones, es esencial conocer
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Figura 1: Ondas de cuerpo P y S.
(a) Onda P que viaja a través de un medio comprimiendo y dilatando las partículas
del mismo, las partículas están representadas por cubos en este modelo. (b) Onda S
que viaja a través de un medio las partículas están representadas por cubos en
este modelo. Imagen 2000-2006 Lawrence Braile.
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el tiempo de viaje deﬁnido como el tiempo tarda la onda en ir del hipocentro
(punto donde se origina el sismo) a la estación que lo registra. En otras pala-
bras, el tiempo de viaje es la diferencia entre el tiempo de origen y el tiempo de
arribo[24] .
Aunque las ondas viajan en el interior de la tierra, se mide la distancia en
grados a lo largo de la superﬁcie de la tierra. Para determinar el tiempo de viaje,
el hipocentro y el tiempo de origen se utilizan las tablas camino tiempo. Las
curvas camino tiempo no son lineales y como la tierra se considera esférica, se
dan cambios de velocidad con la profundidad. Al aumentar la distancia, aumenta
la diferencia en el tiempo de llegada de las diferentes fases, esto es importante
para las fases de onda P y onda S, para poder calcular la distancia epicentral
[24].
En la práctica la mayoría de los observatorios leen la fase de los arribos de
ondas P y S, pero es claro que una lectura de más fases contribuiría en gran
medida a una mejor ubicación de la fuente y en la mejora del modelo de corteza.
En el funcionamiento cotidiano de un observatorio para los eventos telesísmicos
se leen la onda P y para los eventos locales y regionales, se leen las fases de las
ondas P y S [24].
La apariencia del sismograma es muy dependiente de la distancia y en parte
también depende de la magnitud del evento. Entre más largo el trayecto de la
onda la energía de alta frecuencia es ﬁltrada y la señal aparece con más baja
frecuencia. En general, el análisis de eventos sísmicos está dividido en grupos
dependiendo de la distancia epicentral, así:
Local: 0 - 1000 Km
Regional: 1000 - 2000 Km
Distante o telesismo: distancia > 2000 Km
Aunque no existe un acuerdo absoluto sobre estos límites de distancia [24].
9.2. Fundamentos del SSA
El análisis de espectros singulares SSA, es una herramienta para el análisis
de series de tiempo, siendo aplicadas a gran cantidad de problemas, adicional-
mente, numerosos estudios han probado su eﬁcacia en procesamientos de datos
contaminados con varias clases de ruido, procesamiento de datos ambientales y
procesamiento de datos geofísicos entre otros [23]. El algoritmo básico de SSA
consta de dos etapas: la primera es la etapa de descomposición, en la cual se
convierte la serie original de tiempo en una matriz de trayectorias o matriz em-
bebida y a la cual se le realiza la descomposición de valores singulares SVD.
Y la segunda etapa es la reconstrucción en la cual se encuentran las diferentes
componentes de la matriz de trayectorias y se agrupan para reconstruir la serie
de tiempo a partir de las diferentes componentes generadas a partir de la matriz
de trayectorias.
El término espectro singular viene de la descomposición espectral (valores
propios) de una matriz A en un conjunto de valores propios (espectro). Esos
valores propios λ, son los números que hacen que la matriz A-λI sea singular. La
descomposición espectral de matrices es fundamental para muchas teorías del
32
Figura 2: Ondas Superﬁciales Love y Rayleigh.
(a) Onda Love que viaja a través de un medio, las partículas están representadas
por cubos en este modelo. (b) Onda Rayleigh que viaja a través de un medio,
las partículas están representadas por cubos en este modelo. Imagen 2000-2006
Lawrence Braile.
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álgebra lineal y así muchas aplicaciones en problemas de la naturaleza y al igual
que otras técnicas basadas en la descomposición espectral, la técnica SSA es
atractiva por la reducción de dimensionalidad. Las funciones base del SSA son
completamente datos adaptativos (vectores propios de la matriz de trayectorias).
Así, las funciones base de los datos adaptativos habilitan la propia similaridad
de las series de tiempo llenando vacios en los datos y suprimiendo el ruido [6].
9.2.1. Matriz de trayectorias
Un registro sencillo de un sistema dinámico es el resultado de todas las varia-
bles que interactúan y por lo tanto, en principio podrían contener información
acerca de la dinámica de todas las variables importantes involucradas en la
evolución del sistema.
Se asume que las variables en la evolución del sistema dinámico satisfacen
un conjunto de p ecuaciones diferenciales de primer orden, tales que:
x˙1 = f1(x1, x2, ..., xp)
x˙2 = f2(x1, x2, ..., xp)
...
x˙p = fp(x1, x2, ..., xp)
Donde x˙1 indica la primera derivada de la variable x1con respecto al tiempo,
ahora este sistema de ecuaciones diferenciales puede reducirse a una ecuación
diferencial de pthorden por diferenciación sucesiva de cada una de las ecuaciones:
x
(p)
1 = f(x1, ˙x1,
¨
x1, ..., x
(p−1)
1 ) (1)
Puede representar el conjunto completo de ecuaciones de primer orden sin
perder información acerca de la dinámica de la evolución o de la dinámica del
sistema [6].
Rouelle (1980) sugiere que en vez de una variable continua y sus derivadas,
una serie discreta de tiempo xt y sus desplazamientos sucesivos por un parámetro
de retardo τ puede ser suﬁciente para calcular la dinámica de un sistema. El
desplazamiento equivale a una diferenciación de primer orden de la serie de
tiempo discreto, por lo tanto, dada una serie de tiempo observada, se puede
considerar copias desplazadas de la serie como variables adicionales del sistema.
El uso de dichas copias desplazadas puede deﬁnir las coordenadas del espacio de
fase que pueden aproximarse a la dinámica del sistema desde el cual el registro
de tiempo fue muestreado. El número de retrasos es denominado dimensión
embebida.[6] Ya que este método usa copias de retrasos de segmentos de la serie
de tiempo, el procedimiento es referenciado como: el método de los retardos. La
Figura 3. muestra como se conforma la matriz de trayectorias [11]
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Figura 3: Construcción de la matriz de trayectorias
El propósito del SSA es tomar un registro de tiempo univariado y convertirlo
en un conjunto multivariado de observaciones. Considere una serie de tiempo xt,
t = 1, 2, 3, .., Nt con Nt = 6 se tiene: x1, x2, x3, x4,x5,x6, ahora seleccionando una
dimensión embebida m=3, encontramos que el número de ventanas del registro
es N = Nt −m+ 1 = 4 y está dado como :
V T1 = (x1, x2, x3)
V T2 = (x2, x3, x4)
V T3 = (x3, x4,x5)
V T4 = (x4,x5,x6)
Las ventanas pueden ser organizadas de forma que se obtiene la matriz de
trayectorias o embebida X, de la siguiente forma:
X =

V T1
V T2
V T3
V T4
 = 1√N

x1 x2 x3
x2 x3 x4
x3 x4 x5
x4 x5 x6
 (2)
Donde
√
N es una normalización conveniente. Así la matriz de trayectorias
contiene el registro completo de los patrones que han ocurrido dentro de una
ventana de tamaño m. Así, dada una serie de tiempo xt,donde t = 1, 2, ..., Nt ,
la matriz de trayectorias o aumentada X es construída como:
Xij = xi+j−1 (3)
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donde 1 ≤ i ≤ N = Nt −m+ 1 y 1 ≤ j ≤ m. [6]Observando la matriz X, se
puede ver que las columnas de dicha matriz no son linealmente independientes.
La matriz de trayectorias tiene dimensiones N Χ m.
9.2.2. Matriz de Covarianza - Desplazada
Se puede analizar la matriz de trayectorias por la repetición de los patrones
representando oscilaciones en la serie de tiempo original. O , se pueden investigar
los patrones que aparecen en la matriz de covarianza-desplazada (S), calculada
como el producto de la matriz de trayectorias y su transpuesta:
S = XTX
Los elementos de S son proporcionales a la correlación lineal entre todos los
pares de ventanas usados para construir la matriz de trayectorias X. La matriz
de convarianzas entonces puede ser escrita como:
S =
1
N
N∑
i=1
ViV
T
i (4)
De forma que la matriz S es simétrica y real tal que S = ST [6].
9.2.3. El Espectro Singular
Existe una matriz diagonalizante E cuyas columnas son ortonormales y una
matriz diagonal Λ tal que :
S = EΛET (5)
La cual es llamada la descomposición espectral de S. Ahora, Λ es una matriz
diagonal cuyos valores no negativos son los valores propios de S. Usando la
deﬁnición de S tenemos que:
XTXE = EΛ
ETXTXE = Λ (6)
XE es la matriz de trayectorias proyectada sobre las bases E. Las compo-
nentes de X alineadas a lo largo de las bases de E no están correlacionadas ya
que E está compuesta de vectores ortogonales, denominados vectores singulares
de X , para el ejemplo de la señal sísmica dichos vectores se muestran en la
ﬁgura 5.
La matriz diagonal Λ está compuesta de los valores ordenados 0 ≤ λ1 ≤
λ2 ≤ · · · ≤ λm, cuyas raíces cuadradas son llamadas valores singulares de X. De
donde el conjunto de valores singulares es denominado espectro singular [8].
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9.2.4. Reconstrucción de la Serie de Tiempo
Los vectores propios pueden ser usados para calcular las componentes prin-
cipales ak a través de la proyección de la serie de tiempo como sigue:
aki =
m∑
j=1
xi+j−1ekj (7)
para i = 1, 2, ..., N donde ekj representa el j - ésimo componente del K-ésimo
vector. La varianza Sw de cada componente principal es λk y las amplitudes
incrementan cuando aumenta k. Como resultado de la ortogonalidad , cada
componente principal puede ser aislada y probada independientemente desde el
registro de tiempo restante. La ﬁgura 6, muestra las componentes principales
de la señal sísmica; se tienen cuatro componentes ya que el tamaño de ventana
m seleccionado es igual a cuatro [23].
En el cálculo de ak , se puede perder información sobre la fase pero puede ser
recuperada reconstruyendo la señal desde una convolución de una o más com-
ponentes principales con los correspondientes vectores singulares que equivalen
a :
xi+j−1 =
m∑
j=1
aki e
k
j (8)
donde i = 1, 2, .., N y j = 1, 2, ..,m. Así, para regresar al registro de tiempo
original convolucionamos las componentes principales con sus vectores propios
asociados. De dicha convolución se obtiene lo que se denomina: componentes
reconstruídas [23]. Finalmente, se agrupan las componentes reconstruídas, para
conformar la señal completa. [19].
9.2.5. Selección de los parámetros de SSA
Longitud de la ventana Es uno de los principales parámetros para determi-
nar la dimensión de la matriz de trayectorias X. La selección de la longitud de la
ventana decide el mapeo de la serie de tiempo en el vector de atraso (dimensión
embebida) m. En general se tiene que el rango de la longitud de ventana m es:
2 < m <
Nt
2
porque el número de ventanas corresponde a N = Nt −m + 1 en la matriz
de trayectorias.
Si m es cercana a Nt/2, pueden traslaparse ﬁlas y columnas y si m es muy
pequeña puede realizarse una mala descomposición y mezclarse la tendencia con
los demás datos .
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Efectos del agrupamiento El agrupamiento cumple un papel muy im-
portante en la reconstrucción, ya que dependiendo del agrupamiento se determi-
nan las tendencias y otras componentes de la serie original, además, de realizar
proceso de ﬁltrado, razón por la cual es importante encontrar los subgrupos
apropiados. En el paso del agrupamiento se agrupa también teniendo en cuenta
la periodicidad, pero en general se realiza dependiendo del objetivo: ﬁltrado,
análisis de tendencias, análisis de componentes principales, denoising [19].
9.3. Transformada de Tiempo Corto de Fourier (STFT)
La transformada de Fourier es ampliamente usada en procesamiento y aná-
lisis de señales, pero dicha transformación no es muy satisfactoria para analizar
señales cuyo espectro varía con el tiempo, ya que dicho análisis espectral es
global en el tiempo y esto no es adecuado para analizar señales no estaciona-
rias, por lo cual la STFT o transformada Gabor como también se le llama, es
generalmente usada para superar este inconveniente [47].
Una forma intuitiva de analizar una señal no estacionaria es desarrollar un
análisis espectral dependiente del tiempo. Una señal no estacionaria es dividida
en una secuencia de segmentos de tiempo en la cual la señal puede ser conside-
rada como cuasi- estacionaria. Entonces, la transformada de Fourier es aplicada
a cada segmento local de la señal [50].
La STFT de una señal x(t) se deﬁne usando una función de peso u(t) =
g(t− θ)e−jωt con una función ventana g(t) como sigue:
STFT (jω, θ) = X(jω, θ) =
ˆ ∞
−∞
x(t)g(t− θ)e−jωtdt (9)
donde θ es algún desplazamiento en el tiempo. La ventana g(t) puede ser
rectangular o de alguna otra forma, sin embargo, la forma de la ventana efecti-
vamente introduce discontinuidades en la función, perdiendo el decaimineto de
los coeﬁcientes de Fourier. Por esta razón ventanas suavizadas son consideradas,
lo cual fue considerado por Gabor en 1946 [50].
El problema de la síntesis se soluciona de la siguiente manera,
x(t) =
1
2 ‖g‖2
¨ ∞
−∞
X(jω, θ)g(t− θ)ejωtdωdθ (10)
En vez de calcular STFT (jω, θ) para todas las frecuencias f = ω/2piy todos
los desplazamientos en el tiempo θ, lo cual es bastante útil para restringir el
cálculo a fk = k/T y θ = mT . Esto conforma las funciones ortogonales
uk,m(t) = g(t−mT )ej2pikt/T (11)
llevando a STFT (j2pifk,mT ) = 〈x(t), uk,m(t)〉. Las transformadas para el
análisis y la síntesis están dadas respectivamente por:
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ck,m =
〈x(t)uk,m(t)〉
〈uk,m(t)uk,m(t)〉 =
1
T
ˆ ∞
∞
x(t)u∗k,mdt =
1
T
ˆ (m+1)T
mT
x(t)g(t−mT )e−j2pikt/Tdt
(12)
x(t) =
∞∑
k=−∞
∞∑
k=−∞
ck,muk,m(t) =
∞∑
k=−∞
∞∑
k=−∞
ck,mg(t−mT )ej2pikt/T (13)
9.4. Descriptores Estadísticos
Los descriptores estadísticos pretenden describir apropiadamente las carac-
terísticas de un conjunto de datos. En este proyecto se hará uso de los sigueintes
descriptores:
Varianza: la cual es una medida de la dispersión de los datos dada por la
media aritmética de los cuadrados de las desviaciones respecto a su media [40].
S2 =
∑ 1
n
(xi − x¯)2 (14)
Curtosis es una comparación del apuntamiento o aplanamiento de la distri-
bución de los datos realizada con respecto a la distribución normal. El coeﬁciente
de curtosis está dado como:
CC =
∑ (xi − x¯)4
nσ
(15)
E indica lo aplanado o puntiagudo de una distribución [40] .
Otros descriptores a analizar son:
El valor máximo x(n), dado por: Vmax = max(|x(n)|)
El valor mínimo de x(n), dado por: V min = min(|x(n)|)
La energía de la señal x(n) se deﬁne como [49]:
E =
∑
|x(n)|2 (16)
9.5. Análisis de Componentes Principales (PCA)
Un problema central en el análisis de datos multivariantes des la reducción
de la dimensionalidad: si es porsible describir los valores de p variables por
un pequeño subconjunto r < p de ellas, se habrá reducido la dimensión del
problema a costa de una pequeña pérdida de información [13].
La idea principal del PCA es reducir la dimensionalidad de un conjunto de
datos conformado por un gran número de variables, manteniendo en tanto sea
posible la mayor información del conjunto de datos [51]. Esto se logra trans-
formando a un nuevo conjunto de variables: las componentes principales (PC),
las cuales no son correlacionadas y están ordenadas de forma que la primeras
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componentes, contengan la mayor variación del conjunto de variables originales
[51].
El análisis de componentes principales tiene este objetivo: dadas n obser-
vaciones de p variables se analiza si es posible representar adecuadamente esta
información con un número menor de variables construidas como combinaciones
lineales de las originales. El análisis PCA permite representar de forma óptima
observaciones de un espacio general p-dimensional en un espacio de dimensión
pequeña, facilitando la identiﬁcación de posibles variables latentes o no observa-
das, que generan la variabilidad de los datos. Además, permite transformar la s
varaibles correlacionadas del conjunto de variables originales en nuevas variables
no correlacionadas, facilitando la interpretación de los datos [51].
Sea X la matriz original de datos de dimensión n×p. Las ﬁlas corresponden
a las observaciones y las columnas a las veriables, donde la media de cada una
de las variables es cero.
X = {xij} en donde i = 1, ..., n representa la observación y j = 1, . . . , p
representa la variable.
El objetivo es encontrar un subespacio de dimensión m, m < p, tal que al
proyectar los puntos sobre dicho subespacio, los puntos conserven su estructura
con la menor distorsión posible.
Considerando primero un subespacio de dimensión uno: una recta. Se quiere
que las proyecciones de los puntos sobre esta recta mantengan, en lo posible,
sus posiciones relativas. Esto se traduce en que las distancias entre los puntos
originales y sus proyecciones sobre la recta sea lo mínima posible. Considerando
un punto xi y una dirección a1 = (a11, . . . , a1p)′, deﬁnido por un vector a1de
norma unidad, la proyección de punto xi sobre esta dirección es el escalar:
zi = a
T
1 xi (17)
Llamando ria la distancia entre el punto xiy su proyección sobre la dirección
a1, se buca que :
min
n∑
i=1
r2i = min
n∑
i=1
∣∣xi − ziaT1 ∣∣2 (18)
Una forma alternativa de esta condición es:
ma´x
n∑
i=1
z2i = ma´x
n∑
i=1
aT1 x
T
i xia1 (19)
Cómo las variables originales tiene media cero, entonces maximizar sus cua-
drados según (19) , es equivalente a maximizar su varianza, lo que signiﬁca
encontrar la dirección de proyección que maximice la varianza de los datos pro-
yectados [17].
Considerando las proyecciones,
z1 = (z1, z2, . . . , zi, . . . , zn)
T = Xa1 (20)
Reescribiendo (17) como:
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ma´x(zTma´x1z1) = ma´x(a
T
1 X
TXa1) (21)
Teniendo en cuenta que , la media de z1es cero, su varianza se puede escribir
como:
1
n
zT1 z1 =
1
n
aT1 X
TXa1 = a
T
1 Sa1 (22)
Donde S es la matriz de covarianzas de las observaciones. Con el objetivo
de maximizar (22) y que tenga solución se impone una restricción al módulo
del vector a, Y sin pérdida de generalidad , se impone que aT1 a1 = 1, utilizando
multiplicadores de Lagrange:
M = aT1 Sa1 − λ(aT1 a− 1) (23)
Luego derivando e igualando a cero se tiene que:
∂M
∂a1
= 2Sa1 − 2λa1 = 0 (24)
ﬁnalmente,
Sa1 = λa1 (25)
Esto signiﬁca que a1es una vector propio de la matriz S asociado al valor
propio λ, que corresponde a la varianza de z1. Por tanto , el vector propio
asociado al mayor valor propio de S corresponde al primer componente principal
[13].
En general, es posible hallar el espacio de dimensión m que mejor repre-
sente los datos, el cual está dado por los vectores propios asociados a los m
mayores valores propios de S. Estas nuevas direcciones se denominan direccio-
nes principales de los datos y las proyecciones de los datos originales sobre estas
direcciones se conocen como componentes principales [13].
9.6. Métodos de Clasiﬁcación
9.6.1. Modelos Bayesianos
Las probabilidades bayesianas proporcionan una cuantiﬁcación de la incer-
tidumbre. El teorema de Bayes ha sido usado para convertir una probabilidad a
priori en una probabilidad a posteriori, incorporando la evidencia proporcionada
por las observaciones [30].
Se hacen suposiciones acerca del vector de parámetros W, antes de observar
los datos como una distribución a priori p(W). El efecto de los datos observados
D = {t1, ..., tn}se expresa a través de la probabilidad condicional p(D | W ).
Cómo esto puede ser representado de forma explícita, el teorema de Bayes,
toma la forma:
p(W | D) = p(D |W )p(W )
p(D) (26)
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Lo que permite evaluar la incertidumbre en W después de haber observado
D en forma de la probabilidad a posteriori p(W | D).
La cantidad p(D | W )se evalúa para el conjunto de datos observados D y
se puede ver como una función del vector de parámetros W, en cuyo caso se
llama función de verosimilitud, la cual expresa que tan probable es el conjunto
de datos observados para diferentes conﬁguraciones del vector de parámetros
W.
Se puede decir que el teorema de Bayes es posterioriαverosimilitud×priori,
donde todas esas cantidades son vistas como funciones de W. el denominador
en (15) es la constante de normalización, la cual asegura que la distribución a
posteriori p(W ) es una densidad de probabilidad válida y se integra a 1.
Se puede expresar el denominador en el teorema de Bayes en términos de la
distribución a priori y la función de verosimilitud
p(D) =
ˆ
p(D |W ) p(W ) dW (27)
mostrando que la función de verosimilitud juega un papel crucial en las
probabilidades Bayesianas [30].
9.6.2. Máquinas de Soporte Vectorial (SVM)
Las máquinas de soporte vectorial implementan complejas superﬁcies de de-
cisión en términos de los hiperplanos en espacios de alta dimensionalidad. Con-
ceptualmente, las SVM pueden ser vistas como un primer mapeo de los puntos
de entrenamiento por una función lineal Φ a un espacio de alta dimensionali-
dad, donde los patrones pueden ser linealmente separables. Un hiperplano de
separación es entonces determinado desde las proyecciones de los patrones de
entrenamiento.
La determinacion de la longitud del margen del hyperplano es desarrollada
en las SVM solucionando un problema cuadrático restringido. Haciendo uso de
la teoría de Kuhn Tucker el lagrangiano
L =
N∑
i=1
αi −
N∑
i,j=1
αiαjdidjK(xi, xj) (28)
Debe ser maximizado con respecto a αi, sujeto a las restricciones αi > 0 y∑N
i=1 αidi = 0. En (17), α es el multiplicador Lagrangiano, N es el número de
patrones de entrenamiento, x y d indican la entrada y los partones objetivo, y
K(xi, xj) son los kernels del producto punto. Los únicos puntos que se encuen-
tran cerca al hiperplano de separación tienen αi > 0, y son llamados vectores
de soporte. Todos los otros puntos tienen αi = 0. La función de decisión puede
ser escrita como:
f(x) = sign(
∑
iSV
diα
∗
iK(x, xi)− θ) (29)
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donde α∗i son las soluciones al problema de maximización restringida y Sv
representa los índices de los vectores de soporte [46].
Las SVM son fundamentalmente un clasiﬁcador de dos clases. Sin embargo,
en la práctica, frecuentemente se tienen problemas que involucran K > 2 clases.
varios métodos se han propuesto para combinar múltiples SVM biclase con el
ﬁn de construir un clasiﬁcador multiclase [30]. Un enfoque usado con frecuencia
es construir SVM separadas, en la cual el k-ésimo modelo yk(x) es entrenado
usando los datos de la clase ck como ejemplos positivos y los datos de la clase
K-1 sobrante, como ejemplos negativos. Este enfoque es conocido como uno
versus el resto (Vapnik 1998) [30]. Sin embago, esta técnica puede mostrar
resultados inconsistentes en los cuales una entrada es asignada a múltiples clases
simultáneamente. A pesar de las limítaciones prácticas es una de las técnicas
más usadas [30].
9.6.3. Modelos Ocultos de Markov (HMM)
En las técnicas de clasiﬁcación ha tomado un papel importante los métodos
basados en un enfoque probabilístico y en particular los HMM. El modelo está
compuesto de un número de estados dados [10].
Un HMM de primer orden de tiemo discreto es un modelo probabilístico que
describe una secuencia estocástica
O = (O1, O2, . . . , OT ) (30)
siendo como una observación indirecta de una secuencia aleatoria de estados de
un Markoviano oculto
Q = (Q1, Q2, . . . QT ) (31)
Donde para t = 1, . . . , T, Qt ∈ {1, 2, . . . , N}es el conjunto de estados. Cada
estado tiene una función de probabilidad que especiﬁca la probabilidad de las
observaciones de cada posible simbolo observado, dado el estado[29, 49] .
Un HMM es totalmente especiﬁcado para un conjunto de parámetros λ =
{A,B, pi}, donde A = (aij) es la matriz de transición; pi = (pii) es la distribu-
ción de probabilidad del estado inicial, y B = (bi) es el conjunto de las fun-
ciones de probabilidad lanzadas. Si las observaciones son continuas, cada bies
una función de densidad de probabilidad, e.g una Gaussiana o una mezcla de
Gaussianas. Si las funciones se convierten en un conjunto ﬁnito {v1, v2, . . . , vS},
cada bi = (bi(v1), bi(v2), . . . , bi(vS)) es una función de densidad de probabili-
dad con bi(vS) = P (Ot = vS | Qt = i) siendo el símbolo de la probabilidad
emitida vSen el estado i. El entrenamiento del modelo, dado un conjunto de
secuencias
{
O(i)
}
, es usualmente desarrollado usando la técnica de reestima-
ción estándadr de Baum - Welch , con la cual se determinan los parámetros
{A,B, pi}maximizando la probabilidad P ({O(i)} | λ). En el paso de evaluación
un modelo dado λy una secuencia oa ser evaluada, es desarrollada usando el
procedimiento forward - backward [29, 49].
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Enfocándose en el dominio del tiempo, un sismograma de longitud T puede
ser representado como una secuencia de observaciones, por ejemplo valores de
amplitud [10]. El modelo cambia a un estado en cada tiempo t, donde la pro-
babilidad para cambiar del estado i al estado j se describe completamente por
un estado de probabilidad de transición aij . Esto debido al hecho que en los
modelos de Markov, la transición al estado j es asumida como independiente de
todos los estados previos excepto el más reciente i. Generalmente, se permite
probabilidad no cero, estados de transición son dibujados como arcos (ﬂechas )
en una representación gráﬁca del modelo. En cada tiempo t, también una ob-
servación es generada desde una observación de la distribución de probabilidad
la cual puede ser diferente para cada estado i. Por ejemplo, un estado puede
fácilmente generar valores de baja amplitud mientras que otro genera fácilmen-
te valores altos de amplitud; sin embargo, esto es importante resaltarlo ya que
este enfoque no prohibe completamente la generación de un conjunto de valores
complementarios en un estado dado, esto simplemente los hace menos probable.
Ventajas de los HMMs incluyen la posibilidad de tratar con datos con diferen-
te duración, su eﬁciencia computacional, y una interpretación de los resultados
previstos en términos de la teoría de Bayes [10].
10. Materiales
10.1. Base de Datos
El primer problema básico a solucionar en sismología es la localización de los
eventos sísmicos, de manera local o global. Para dicho propósito se necesitan por
lo menos tres estaciones sismológicas, por lo tanto una red sismológica se deﬁne
como un grupo de estaciones trabajando conjuntamente para la recolección y
análisis de datos. Diferentes tipos de investigaciones pueden llevarse a cabo con
los datos, acerca de la magnitud y la determinación de los parámetros de fuente,
estudios de amenaza y conocimiento acerca del interior de la tierra.
Los sistemas de registro sísmico pueden ser de tipo análogo o digital y están
compuestos por 4 bloques fundamentales:
 Sensor: sismómetro o acelerómetro.
 Sistema de acondicionamiento de la señal.
 Telemetría.
 Sistemas de Adquisición y registro en el Centro de recepción de datos.
El 26 de enero de 1999 se inició la instalación de una red sismológica local
alrededor de la zona epicentral del sismo del Quindío (25 de enero de 1999)
determinada por la Red Sismológica Nacional de Colombia (RSNC), la cual
contó inicialmente con 21 estaciones. La conﬁguración de la red sismológica del
OSQ ha sufrido varias modiﬁcaciones, llegando hasta la red actual que está
conformada por:
2 estaciones sismológicas análogas con telemetría.
2 estaciones sismológicas digitales con telemetría.
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Figura 4: Localización geográﬁca de las estaciones sismológicas que conforman
la red sismológica del OSQ. Fuente: OSQ
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2 estaciones sismológicas de banda ancha portátiles.
6 estaciones acelerográﬁcas portátiles.
Un centro de recepción de datos en la Universidad del Quindío.
Por lo cual, se cuenta con diferentes tipos de instrumentos sismológicos, como
los que se mencionan a continuación:
Sismómetros de periodo corto, uniaxiales, marca Kinemetrics, modelo
Ranger SS-1 con frecuencia Natural de 1 Hz. De tipo electromagnético.
Sensibilidad de 3600 V.s/m
Osciladores controlados por voltaje (VCO), con frecuencias de portadora
en el rango de audio (340 Hz  3060 Hz), ancho de banda de 250 Hz y
rangos del voltaje estándar entre -5V y + 5 V.
Sismómetros de banda ancha triaxiales, marca Nanometrics, Modelo Tri-
llium 240, con periodo de 240 s. Sensibilidad de 1200V-s/m, ancho de
banda de -3dB por paso a 240 s and 200Hz
Digitalizadores Tilt: resolución de 12 bits, con velocidad de transmisión
programable de 9600 baudios a 19200 baudios.
Digitalizadores Nanometrics: modelo TAURUS, con canales seleccionables
desde 3 a 9 canales. Sensibilidad de 1 cuenta/µV. Interfaces seriales RS-
232 y Ethernet. Acelerómetros Episensor: modelo ES-T. Triaxial, rango
dinámico de 155 dB, ancho de banda de DC a 200 Hz, rango de escala
seleccionable desde 0,25 g a 4 g.
Acelerógrafos Kinemetrics y Guralp: modelos Etna, K2 y CMG-5TD. Con
resolución de 24 bits, sistemas de comunicación rs-232. Frecuencias de
respuesta de DC a 80 Hz y frecuencia de muestreo igual a 200 muestras
por segundo.
Las señales de las diferentes estaciones sismológicas y acelerográﬁcas se adquie-
ren en el centro de recepción de datos ubicado en la facultad de ingeniería de la
Universidad del Quindío, a través de varios sistemas de adquisición y las señales
son almacenadas en diferentes formatos sismológicos.
La ﬁgura 9 muestra la localización de las diferentes estaciones que conforman
la red sismológica del OSQ.
Los observatorios sismológicos clasiﬁcan las señales sísmicas de acuerdo a la
diferencia de tiempo de arribo entre la onda P y la onda S, conocida como S-P.
La S-P, es una indicación de la distancia que existe desde el punto donde se
genera el sismo al punto donde se encuentra la estación que lo registra, es decir
de la distancia epicentral. Dicho parámetro, aplicado a las señales registradas
por el OSQ permite deﬁnir tres tipos de sismos: local, caracterizado por tener
una S-P menor a 20 s; regional cuya S-P varía entre 20 s y 180 s y telesismo,
cuya S-P es mayor 180 s. Así, los sismos locales ocurren a distancias epicentrales
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Figura 5: Sismograma de un evento local (ML=1.5) registrado en cinco estacio-
nes con la Red Sísmica Nacional Noruega.
Los sensores son de periodo corto y las trazas no están ﬁltradas. Cada traza se
ha autoescalado. La profundidad hipocentral es estimada en 5 Km y el tiempo
de origen es 2004 0502 19:24. Las distancias epicentrales están dadas en la parte
superior derecha de las trazas. Sólo se muestran las componentes verticales.
Tomado de: Routine Data Processing in Earthquake Seismology With Sample
Data, Exercises and Software. Springer. 2010
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Figura 6: Tipos de sismos registrados en el OSQ (a) Sismo local, (b) Sismo
Regional, (c) Telesismo. Fuente: OSQ.
entre cero y 100 Km, los sismos regionales son los que se generan a distancias
epicentrales mayores a 100 Km y menores a 1400 Km y los sismos distantes o
telesismos ocurren a distancias epicentrales mayores a 1400 Km.
Una muestra de los arribos de ondas P y S de un sismo registrado por diferen-
tes estaciones de una red sismológica, se presenta en la ﬁgura 5. Adicionalmente,
se puede observar que al aumentar la diferencia entre los arribos de la onda P y
S (S-P), aumenta la distancia epicentral como se muestra en la esquina superior
derecha de cada traza.
La base de datos para el desarrollo de este proyecto fué proporcionada por
el OSQ y se compone de un total de 720 señales sísmicas, agrupadas en las tres
clases ya mencionadas, cada una con 240 señales, registradas por las estaciones
sismológicas de Peñas Blancas y Caicedonia, las cuales son las estaciones de
referencia de la red sismológica del OSQ, ya que son las que han registrado de
manera continua desde los inicios de la red y sus registros son la base para el
proceso de clasiﬁcación. Las señales son muestreadas una frecuencia de 100 Hz,
con una resolución de 12 bits. El tamaño de cada señal depende del tipo de sis-
mo y de la energía del mismo, razón por la cual cada sismo tiene una duración
variable dependiendo de dichos aspectos. todas las señales se procesaron elimi-
nando el valor medio de la señal, con el ﬁn de eliminar los niveles DC de cada
señal y fueron etiquetadas previamente por el perosnal del OSQ. La ﬁgura 6
muestra un ejemplo de las tres clases de sismos que componen la base de datos.
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Figura 7: Diagrama de bloques de un sistema de reconocimiento de patrones.
Tomado de:The Automated Identiﬁcation of Volcanic Earthquakes: Concepts,
Applications and Challenges [28].
10.2. Cajas de Herramientas
10.2.1. PRTools
PRTools es una herramienta para MatLab que ofrece más de 300 rutinas pa-
ra el desarrollo de estudios en el área del reconocimiento de patrones. PRTools
incluye algoritmos para generación de datos, extracción y selección de caracte-
rísticas, entrenamiento de clasiﬁcadores, análisis de clusters, evaluación y visua-
lización. Adicionalmente, se ha usado en diseño de prototipos para sistemas de
reconocimiento de patrones, diseño y evaluación de nuevos algoritmos, visión
por computador, diagnósticos médicos, sismología, sensores remotos y bioinfor-
mática [15].
10.3. Sistema de Reconocimiento de Patrones
Duin et al. (2002) deﬁnen el reconocimiento de patrones como un campo de la
ingeniería que estudia las teorías y métodos para el diseño de máquinas que son
capaces de reconocer patrones en datos contaminados con ruido. Muchas de las
técnicas y métodos en el campo de reconocimiento de patrones son tomados de
otras disciplinas como el procesamiento digital de señales (DSP), la estadística
y de aprendizaje automático . La técnicas DSP se aplican principalmente en
la primeras dos etapas del diagrama de ﬂujo del sistema de reconocimiento
presentado en la ﬁgura 7. Los métodos estadísticos y de aprendizaje de máquina
son utilizados en la tarea de clasiﬁcación [43]. La etapa de representación es el
foco de interés para los investigadores que trabajan hacia la solución de las
siguientes preguntas:
1. la forma de representar objetos del mundo real o fenómenos de tal manera
que las mediciones procedente de la etapa de sensor puede estar dispuesto
adecuadamente
2. Es la representación técnicamente adecuada en términos de poder discri-
minante y la complejidad computacional?
Además, los métodos de clasiﬁcación pueden sufrir modiﬁcaciones con el ﬁn de
adaptarlas a lo particular requisitos técnicos de la aplicación [43].
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Figura 8: Diagrama de bloques de la metodología usada para la caracterización
de las señales sísmicas. Fuente: el autor.
Cada evento sísmico está relacionado con su proceso de fuente. Los even-
tos generados por la misma fuente muestran patrones similares en las formas
de onda y las características espectrales, y por lo tanto, pueden ser agrupados
en el mismo grupo o clase. Un procedimiento de reconocimiento supervisado
utiliza un conjunto de entrenamiento con los datos etiquetados previamente pa-
ra la construcción de un modelo representativo de cada clase. Estos modelos
son posteriormente evaluados, ensayando su capacidad para clasiﬁcar correcta-
mente los datos a evaluar [26]. Un sistema exitoso implica buenos resultados
de reconocimiento en un escenario de continuo automático, clasiﬁcación no su-
pervisada. Un sistema de reconocimiento clásico se basa en una arquitectura
de sistema de serie estructurado en las siguientes etapas: en primer lugar, los
datos son preprocesado y paramétricamente representados usando un algoritmo
de extracción de características; en segundo lugar, se construye un modelo y se
entrena para cada clase. Por último, tales modelos se utilizan para clasiﬁcar los
datos en la etapa de reconocimiento (También conocida como la decodiﬁcación
o la clasiﬁcación). El sistema debe ser probado antes de ser usado en escenarios
reales, por lo tanto, una etapa opcional la evaluará comparando los resultados
del reconocimiento con los resultados esperados [26].
11. Metodología
La metodología propuesta para el desarrollo de este trabajo se presenta en
el diagrama de la ﬁgura 8, donde se resaltan los métodos SSA, STFT y PCA,
ya que el enfoque principal es la caracterización de las señales sísmicas.
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Figura 9: Diagrama general del Análisis de Espectros Singulares (SSA). Fuente
el autor.
11.1. Extracción de Características
La extración de características de las señales sísmicas se llevó a cabo en dos
etapas: la pimera consistió en aplicar el análisis SSA a cada tipo de señal, extraer
las respectivas componentes de la señal las cuales se caracterizaron a través de
descriptores estadísticos como: kurtosis, energía, varianza, valores máximos y
mínimos de la señal. la segunda etapa, combinó el SSA con la STFT, donde
a partir de las componentes obtenidas del SSA, se aplicó a cada componente
la STFT para obtener el respectivo espectrograma, de donde se extrajeron los
descriptores estadísticos ya mencionados. Previamente a la aplicación de los
algoritmos SSA y STFT, las señales sísmicas fueron procesadas para eliminar
los niveles DC.
11.1.1. Análisis de Espectros Singulares (SSA)
El algoritmo básico de SSA desarrollado consta de dos etapas principales:
la primera es la descomposición, en la cual se construyó a partir de la serie
de tiempo una matriz de trayectorias, que luego es descompuesta en sus va-
lores singulares SVD, deﬁniendo las componentes principales PC de la matriz
de trayectorias. La segunda etapa es la reconstrucción, que se alcanzó a partir
del agrupamiento de las PC para construir de nuevo la serie de tiempo, con el
ﬁn de: encontrar tendencias de diferente resolución, extracción de componentes
estacionarias, suavizado [3, 19]. La calidad de la descomposición y de la recons-
trucción, dependió de dos factores importantes: la longitud de la ventana [54]y
el número de valores propios [19] . la ﬁgura 9 muestra el diagrama general del
algoritmo SSA.
Algoritmo SSA
1. Leer la señal sísmica
2. Deﬁnir el tamaño de ventana m.
3. Construir la matriz de trayectorias X.
4. Encontrar la matriz de covarianza desplazada S = XTX.
5. Calcular los vectores propios E de X y los valores propios Λde X.
6. Determinar los valores singulares
√
Λ de X.
7. Encontrar las componentes principales aki =
∑m
j=1 xi+j−1e
k
j .
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8. Conformar la matriz de características calculando la varianza, energía,
kurtosis, valores máximos y valores mínimos de cada componente princi-
pal.
9. A partir de las componentes principales encontradas recontruir la señal
sísmica xi+j−1 =
∑m
j=1 a
k
i e
k
j .
La longitud de ventana m cumple un papel importante, ya que deﬁne el nú-
mero de componentes principales del sismo; en este caso, de forma heurística se
probaron diferentes tamaños para m con una variación unitaria desde 4 hasta
10, luego m variando cada diez hasta cien y ﬁnalmente, m variando cada cien
hasta quinientos. Para cada tamaño de ventana se aplicó el algoritmo SSA des-
crito. Finalmente, estas características se validaron a través de un clasiﬁcador
bayesiano de tipo cuadrático y de tipo Lineal, tratando sólo problemas biclase,
es decir: localregional, localtelesismo, regional- telesismo.
A partir del primer análisis SSA, se deﬁnieron las siguientes longitudes de
ventana m= 4, 5, 6, 7, 8, 9, 10, 20, 30 y se aplicó nuevamente el algoritmo SSA a
las 720 señales sísmicas de la base de datos, para las nueve longitudes de ventana
seleccionadas, extrayendo las tres componentes principales con mayor varianza,
de cada señal.
La reconstrucción de la señal se realizó calculando la sumatoria del total
de las componentes reconstruídas y la señal obtenida se comparó con la señal
original calculando el error cuadrático medio. Sin embargo, el objetivo era re-
construir la señal con el mínimo número de componentes, por lo cual se calculó
de nuevo el error cuadrático medio entre la señal original y la señal reconstrui-
da inicialmente con la componente reconstruida de mayor varianza, luego con
las dos componentes de mayor varianza y así sucesivamente hasta que el error
cuadrático medio fuera mínimo.
De este proceso de reconstrucción de la señal se encontró que para el proceso
de caracterización, la señal original se representaba de manera precisa con las
tres componentes de mayor varianza.
11.1.2. Transformada de Tiempo Corto de Fourier (STFT)
En el caso del tiempo continuo, la componente correspondiente a la señal sís-
mica a ser transformada se multiplica por una función ventana de corto periodo.
La transformada de Fourier resultante se puede tomar como la ventana que se
desliza a lo largo del eje del tiempo, dando como resultado una representación
bidimensional de la señal sísmica [20]. Las más usadas son las ventanas Hanning
o Hamming. x(t) es la señal a ser transformada. La magnitud al cuadrado de la
STFT produce el espectrograma de la función. La STFT es ampliamente usada
en sismología para el procesamiento de los datos sísmicos, en donde a partir del
cálculo de los espectrogramas se se obtiene la información para la conformación
de los vectores de características [5].
La STFT se deﬁnió con base a un proceso de experimentación previo, so-
bre la base de datos usada para este trabajo, aplicando análisis Cepstral y la
STFT , encontrando que la STFT ofrecía mejor información que el Cepstrum.
52
El experimento consistió en aplicar a las señales sísmicas, diferentes funciones
de ventana: window, Hamming, Hanning y Gaussiana, probando tamaños de
ventana desde 20 ms hasta 200 ms, con traslapes del 25%, 50% y 75%, para re-
soluciones de 216 bits y 512 bits. Se extrajeron las características a partir de los
descriptores estadísticos ya mencionados y se validó la caracterización con clasi-
ﬁcadores bayesianos lineal y cuadrático. El experimento mostró que la ventana
Hanning de 100 ms, un traslape del 75% y una resolución de 512 bits, ofreció
los mejores resultados con porcentajes de acierto de 74.35% para el Bayesiano
lineal y 57.22% para el bayesiano cuadrático. Análogamente, en el proceso de
caracterización usando la STFT para este trabajo se describe a continuación:
Algoritmo STFT
1. Seleccionar las componentes principales correspondientes a cada grupo de
señales, obtenidas del SSA.
2. Deﬁnir el tamaño de ventana.
3. Seleccionar el tipo de función de ventaneo (Hanning, Hamming).
4. Determinar el porcentaje de traslape.
5. Calcular el espectrograma.
6. Conformar la matriz de características calculando la varianza, energía,
kurtosis, valores máximos y valores mínimos del espectrograma de cada
componente principal.
Análogamente, en el proceso de caracterización usando la STFT para este tra-
bajo se toman los grupos biclase analizados con el SSA, y se seleccionan las
componentes principales correspondientes a cada grupo de señales, obtenidas
del SSA. Seguidamente, se aplica la STFT a cada componente, usando una
ventana Hanning de tamaño variable desde 50 ms hasta 500 ms con periodos
de diferencia de 50 ms, un traslape del 75% y una resolución de 512 bits. El
espectrograma resultante es caracterizado, a través de los descriptores estadís-
ticos usados para el SSA. La efectividad de la clasiﬁcación se veriﬁcó usando
clasiﬁcadores bayesianos lineal y cuadrático.
Basándose en los resultados de la clasiﬁcación biclase, se seleccionaron los
tres tamaños de ventana Hanning con mejores resultados: 50 ms, 100 ms, 150 ms,
para realizar de nuevo el proceso de caracterización para las 2160 componentes
obtenidas del SSA aplicado a las tres clases de sismos y de nuevo un proceso
validación de características, teniendo en cuenta los cinco parámetros obtenidos,
a través de los clasiﬁcadores bayesianos, ya mencionados y de una máquina de
soporte vectorial.
11.2. Análisis de Relevancia - PCA
El Análisis de Componentes Principales (PCA - Principal Component Analy-
sis) tiene por objetivo principal reducir la dimensión de un conjunto de varia-
bles, conservando la mayor cantidad de información que sea posible. Esto se
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logra mediante la transformación a un nuevo conjunto de variables las cuales
son no correlacionadas y se ordenan de modo tal que unas pocas (las prime-
ras) retengan la mayor cantidad de variación presente en el conjunto original de
variables [51] [17]. Dada una matriz de datos, se busca la posibilidad de repre-
sentar adecuadamente la información, con un número menor de variables que
son construídas como combinaciones lineales de las originales. El PCA se realizó
siguiendo los pasos que se mencionan a continuación:
Algoritmo PCA
1. Seleccionar el vector o matriz de características.
2. Remover la media de las características, para la centralización de los datos,
es decir, que tengan media cero.
3. Calcular los valores singulares.
4. Determinar el número de vectores propios que representen un porcentaje
alto de la varianza.
5. Encontrar la norma de cada vector en el nuevo espacio.
6. Ordena las características de acuerdo a los resultados.
Para esto la matriz de características se transformó de una matriz de 2160 X 5
a una matriz de 720 X 15, donde las ﬁlas corresponden a las componentes y las
columnas a las características, se aplica PCA y se obtiene el orden de relevancia
de las características, tanto para las componentes obtenidas del SSA, como para
las que se obtuvieron del SSA + STFT.
11.3. Validación de Características
La validación de la efectividad de los métodos de caracterización, se realizó
usando varios tipos de clasiﬁcadores:
1. Clasiﬁcadores Bayesianos Lineal (LDC) y Cuadrático (QDC).
2. Máquinas de soporte vectorial (SVM).
3. Modelos ocultos de Markov (HMM).
La máquina de soporte vectorial SVM es fundamentalmente un clasiﬁcador de
dos clases. En la práctica, Sin embargo, a menudo se tiene que hacer frente a
problemas que involucran más de dos clases. Varios métodos por lo tanto, se han
propuesto para combinar múltiples SVM de dos clases con el ﬁn para construir
un clasiﬁcador multiclase [30].
Los clasiﬁcadores se implementaron usando la herramienta PRTools para
Matlab.
Algoritmo General Clasiﬁcador LDC, QDC y SVM
1. Ingresar el vector o la matriz de características.
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2. Deﬁnir etiquetas, las cuales dependen del número de clases.
3. Deﬁnir el número de repeticiones del proceso.
4. Fijar el porcentaje de datos para entrenamiento y validación.
5. Deﬁnir el tipo de validación.
6. Aplicar clasiﬁcador:
a) LDC: Clasiﬁcador multiclase lineal basado en densidades normales.
b) QDC: Clasiﬁcador multiclaser cuadrático basado en densidades nor-
males.
c) SVM: máquina de soporte vectorial, basada en funciones de base
radial.
7. Calcular la precisión por clase.
8. Calcular la precisión y desviación estándar promedio para el número de
repeticiones dado.
Para los clasiﬁcadores Bayesianos LDC y QDC y para la SVM, se deﬁnieron
de forma general para los clasiﬁcadores un porcentaje del 70% para el entrena-
miento y 30% para la validación, 50 repeticiones y una validación cruzada.
Las características extraídas de las componentes obtenidas en el SSA, se va-
lidaron con los clasiﬁcadores LDC y QDC, aplicándolo solo a problemas biclase:
local - regional, local - telesismo, regional - telesismopara todos los tamaños de
ventana seleccionados para el SSA. Posteriormente, se utilizó una SVM a las
componentes del SSA, para el problema multiclase, solamente para las ventanas
SSA que dieron mejores resultados en la clasiﬁcación biclase.
Las características obtenidas del SSA en conjunto con la STFT, se validaron
con LDC y QDC para problemas biclase, y el problema multiclase se validó con
una SVM, para los tamaños de ventana del SSA seleccionados.
Los HMM pueden ser también interpretados como una extensión de un mo-
delo de mezclas en la que la elección del componente de la mezcla para cada
observación no se selecciona independientemente sino que depende de la elec-
ción de componente para la observación anterior [30]. Actualmente, los HMM
son ampliamente utilizados para sistemas de reconocimiento y clasiﬁcación, ya
que es una herramienta efectiva que alcanza altos niveles de precisión con los
datos sin procesar, además de ser apropiado para reconocimiento y clasiﬁcación
en tiempo real [53].
Los HMM solo se aplicaron a las componentes obtenidas directamente del
SSA, para los siguientes grupos biclase: Local-Regional, Local - Telesismo, Re-
gional -Telesismo. con las siguientes conﬁguraciones:
Tres estados con: una, tres y cinco mezclas
Cinco estados con: una tres y cinco mezclas.
Los siguientes parámetros fueron deﬁnidos para los HMM: modo de mezclas
de Gaussianas, validación cruzada con 20 iteraciones, con 70% para entrena-
miento y 30% para validación.
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12. Resultados y Discusión
A partir de las metodologías desarrolladas usando el SSA y la STFT, para
la caracterización de las tres clases de señales sísmicas deﬁnidas por el observa-
torio sismológico del Quindío OSQ, se obtuvieron los resultados presentados a
continuación.
12.1. Análisis de Espectros Singulares SSA
El análisis de espectros singulares SSA, permitió observar la varianza que
presentan las señales sísmicas a través de la descomposición de la señal en un
número de componentes principales, como lo muestra la ﬁgura 10 (b) , en donde
se pueden observar cuatro componentes del sismo local, presetnado en la ﬁgura
15 (a).
De esta descomposición, se obtuvo que en la mayoría de los casos las com-
ponentes que presentaban mayor varianza eran las tres primeras, hecho que se
validó a través del proceso de reconstrucción de la señal sísmica, con solo las tres
primeras componentes principales como se observa en la ﬁgura 11, en donde se
muestra la señal original y la señal reconstruida con: una componente, dos com-
ponentes y tres componentes. Es claro que una buena reconstrucción de la señal
depende entonces del número de componentes que se selecciones para ese pro-
ceso y del criterio escogido, en este caso y como ya se mencionó se reconstruyó
la señal con las tres componentes de mayor varianza.
En el proceso de reconstrucción se analizó el error cuadrático medio obtenido
de la comparación entre la señal reconstruida y la original, Obteniendo que aún
reconstruyendo la señal con una sola componente el error es menor a 0,5. En
la ﬁgura 12 se muestra que el error de las señales reconstruídas con una y
dos componentes, es similar, mientras que la reconstrucción de la señal con
tres componentes principales, disminuye el error en un porcentaje importante.
También se puede ver en la ﬁgura que la reconstrucción de la señal con todas
las componentes presenta valores de error bastante pequeños con respecto a la
señal original. El cuadro 1, muestra los valores máximos y minimos del error
cuadrático medio dependiendo del número de componentes utilizado para la
reconstrucción de la señal.
La recosntrucción de las señales es presentada en la ﬁgura 13, en donde se
puede observar una señal sísmica original correspondiente a cada una de las
clases, además, de tres señales reconstruídas para tres tipos de ventana 4, 10
y 20 muestras usados en el SSA. De forma visual se corroboran los resultados
mostrados en el error cuadrático medio de forma que el proceso de reconstrucción
es exitoso.
Adicionalmente, se puede observar el ﬁltrado que realiza el SSA sobre la
señalsísmica dependiendo del sismo y del tamaño de ventana. Se puede notar
que para los sismos locales el proceso de ﬁltrado presenta buenos resultados
con las ventanas de 4 y 10 muestras, mientras que para los sismo regionesles y
telesismos el mejor ﬁltardo se da con las ventanas de 10 y 30 muestras.
Calculando la densidad espectral de potencia para dichas señales, se obtienen
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Figura 10: Descomposición de la señal sísmica: (a) Señal sísmica original (b)
Descomposición en cuatro componentes.
Figura 11: Señal sísmica reconstruída con diferentes componentes.
(a) Señal Original (b) Señal reconstruida con una sola componente (c) Señal
reconstruida con dos componentes (d) Señal reconstruida con tres componentes.
Fuente: el autor.
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Figura 12: Error cuadrático medio calculado entre la señal original y la recons-
truída con una, dos, tres y el total de las componentes para los sismos local,
regional y telesismo. Fuente: el autor.
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Figura 13: Ejemplo de las señales reconstruídas para cada tipo de sismo.
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los espectros presentados en la ﬁgura 14. Se puede notar que para una ventana
de menor tamaño el espectro tiene una tendencia plana, mientras que paa la
ventana intermedia y la de mayor tamaño, se resaltan bandas de frecuencia
para cada tipo de sismo.
De lo anterior, se puede decir que para los locales las frecuencias típicas que
se resaltan están entre: 10 y 20 Hz para los locales, entre 4 y 10 Hz para los
regionales y entre 1 y 5 Hz para los telesismos. Datos que están entre los rangos
de frecuncia típicos para dichos sismos. De forma general se puede decir que
se tiene una banda representativa de frecuencia entre 1 y 30 Hz para locales y
regionales, lo cual es interesante porque es el rango típico de la respuesta en
frecuencia del sensor utilzado en las dos estaciones de estudio y además de estar
dentro del rango típico de frecuencias de las las señales sísmicas [24, 21].
En el espacio de búsqueda para la selección del mejor tamaño de ventana
para el SSA, los resultados mostraron que usando el clasiﬁcador bayesiano lineal
(LDC), las ventanas que presentan mejor porcentaje de acierto para los grupos
biclase que se deﬁnieron, son las ventanas con tamaño entre 4 y 10 muestras,
como se presenta en la ﬁgura 15, permaneciendo estables hasta la ventana de
30 muestras y a medida que aumenta el tamaño de la ventana, disminuye dicho
porcentaje, especialmente para la clasiﬁcación de los sismos locales y telesis-
mos. Los mejores porcentajes de acierto se obtuvieron para el grupo de sismos
local-telesismo donde se alcanzaron porcentajes del 76.3%, con una desviación
estándar máxima de 6.3, para las demás clases el pocentaje es bastante bajo,
alrededor del 55% como se observa en la ﬁgura 15 y con desviaciones estándar
que oscilan entre 2.5 y 7.
La ﬁgura 16, presenta los resultados obtenidos con el clasiﬁcador bayesiano
cuadrático (QDC), donde se conﬁrma que las ventanas que mayor repetibilidad
presentan son las de tamaño entre 4 y 10 muestras, adicionalmente, también
se observa que a medida que aumenta el número de muestras de la ventana, se
pierde precisión, excepto para el grupo de locales-regionales, que se estabiliza
alrededor de un porcentaje de acierto del 62%, con una desviación estándar
máxima de 5. El grupo biclase local-telesismo, tuvo un porcentaje de acierto
máximo del 75,8% y una desviación estándar de 5.9, para un tamaño de ven-
tana de 4 muestras. Mientras que, el grupo de los regional- telesismo presenta
porcentajes más bajos alcanzando un máximo valor de precisión de 57.9%, con
una desviación estándar igual a 3.
Adicionalmente, se utilizo un HMM, con las siguientes conﬁguraciones:
1. Tres estados con: una, tres y cinco mezclas
2. Cinco estados con: una tres y cinco mezclas.
Los siguientes parámetros fueron deﬁnidos para los HMM: modo de mezclas de
Gaussianas, validación cruzada con 20 iteraciones, con 70% para entrenamiento
y 30% para validación. Para trabajar directamente con las componentes ob-
tenidas. Estos modelos solo se aplicaron a los grupos biclase. los resultados se
muestran en el cuadro1. en donde se consignan los mejores resultados del HMM
para los grupos biclase. También se puede observar que a pesar de la capacidad
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Figura 14: Densidad Espectral de potencia para las señales reconstruídas de
cada tipo de Sismo.
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Figura 15: Resultados clasiﬁcador bayesiano lineal (LDC) para selección del
mejor tamaño de ventana, usando grupos biclase. PrLR: precisión local-regional,
PrLT: precisión local-telesismo, PrRT: precisión regional-telesismo.
Figura 16: Resultados clasiﬁcador bayesiano cuadrático (QDC) para selección
del mejor tamaño de ventana, usando grupos biclase. PrLR: precisión local-
regional, PrLT: precisión local-telesismo, PrRT: precisión regional-telesismo.
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Cuadro 1: Resultados para los HMM correspondientes a los grupos biclase
Clase Local - Regional
Ventana SSA muestras Nº Estados
Nº de
Mezclas
Precisión
HMM
4 3 5 72.57
5 5 3 64.86
Clase Local - Telesismo
10 5 3 74.97
30 3 5 74.04
Clase Regional - Telesismo
4 5 5 72.98
10 3 5 69.75
de los HMM para la clasiﬁcación los resultados de la precisión siguen siendo
bajos,aunque si mejoran con respecto a los clasiﬁcadores bayesianos.
12.2. Análisis de Espectros Singulares SSA + Transforma-
da de tiempo Corto de Fourier STFT + Descriptores
estadísticos
Para caracterizar el espectrograma se tomaron: la kurtosis, la energía, la
varianza y los valores máximos y mínimos de cada componente.
La kurtosis para los sismos locales presenta magnitudes pequeñas, menores
a 2.4, comparada con los regionales que tienen valores promedio entre 2.2 y
3.0. Analizando los sismos locales y los telesismos se observa que los telesismos
presentan mayor rango de variación de kurtosis, mientras que los locales tienen
un menor rango de variación. Comparando los sismos regionales y los telesismos,
la kurtosis presenta valores similares para las dos clases.
La energía es un factor que presenta bastantes traslape entre las tres clases.
Los sismos regionales presentan mayores niveles energéticos con respecto a los
sismos locales y telesismos y a su vez, los sismos locales también presentan mayor
energía que los telesismos, cuyos niveles de energía son bastante pequeños.
La varianza presenta un comportamiento similar al de la energía, ya que los
sismos que presentan mayor varianza son los sismos regionales, seguidos por los
sismos locales y por último los telesismos con valores de varianza muy pequeños.
Los valores máximos son muy similares, comparando los sismos regionales
con los sismos locales. Los telesismos, también presentan valores máximos de
magnitud similares a las otras dos clases de sismo.
Los valores mínimos presentan traslapes especialmente entre los sismos loca-
les y telesismos, los sismos regionales presentan algunos valores mínimos que se
diferencian de las otras dos clase pero en general se aprecia bastante similaridad
entre los valores minimos de los regionales y las otras dos clases de sismos.
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Figura 17: Kurtosis para sismos local, regional, telesismo con un tamaño de
ventana SSA de 30 muestras y diferentes tamaños de ventana Hanning: 50 ms,
100 ms y 150 ms.
En la ﬁgura 17 se puede observar el comportamiento de la kurtosis para las
tres clases de sismos, con un tamaño de ventana SSA de 30 y diferentes tamaños
de ventana Hanning: 50 ms, 100 ms y 150 ms.
En el proceso de observación de los descriptores estadísticos obtenidos de la
SSA+STFT, se puede ver el efecto que tiene el ventaneo sobre las característi-
cas, en el caso del SSA un tamaño de ventana pequeño no permite diferenciar
bien entre las características, pero a medida que se aumenta el tamaño de la
ventana en este caso el mayor tamaño es de 30 muestras, se logra obtener ca-
racterísticas más discriminadas de cada clase de sismo. De manera similar los
tamaños de ventana de la STFT tienen efecto principalmente en la resolución
de de la variable a mayor tamaño de ventana mayor resolución.
Los resultados de la validación de características para los sismos local- re-
gional, usando los cinco parámetros extraídos para los grupos biclase, obtenidos
por medio de un clasiﬁcador bayesiano de dos tipos uno lineal y uno cuadrático
y una máquina de soporte vectorial implementados en la herramienta PRTools,
se muestran en el cuadro 2, en donde la columna nombrada como ventana SSA,
está dada en muestras e indica el tamaño de ventana que se tomó para el análisis
de espectro singular SSA. El tamaño de la ventana Hanning que se aplicó para
el cálculo del espectrograma, está dado en milisegundos y en la tabla corres-
ponde a Ventana STFT. LDC es el resultado del clasiﬁcador Bayesiano de tipo
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Cuadro 2: Resultados de clasiﬁcación SSA+STFT para la clase Local  Regional.
Clase Local - Regional
Ventana
SSA
muestras
Ventana
STFT ms
LDC QDC SVM
Precisión±
STD
Precisión±
STD
Precisión ±
STD
6
50 94.17 ±0.9 93.79±0.7 94.38±0.73
100 86.53±1.6 86.96±1.3 72.60±1.39
150 81.22±1.9 83.57±0.9 75.96±1.54
10
50 85.21±1.5 86.15±1.7 85.88±1.36
100 85.88±1.5 86.92±2.2 83.55±2.00
150 85.62±2.3 87.32±2.8 81.73±1.24
30
50 80.33±1.9 81.40±2.8 75.82±1.30
100 93.83±1.1 93.89±0.9 87.65±4.12
150 92.36±1.2 92.63±1.6 87.00±4.02
lineal, QDC representa el clasiﬁcador bayesiano cuadrático y SVM se reﬁere a
los resultados obtenidos con la máquina de soporte vectorial, mostrando en cada
caso el porcentaje de acierto del clasiﬁcador y la desviación estándar STD de
los datos.
El proceso de clasiﬁcación entre sismos locales y regionales, presentado en
el cuadro 2, muestra que las mejores ventanas SSA, son las de 6 y 30 muestras,
para una ventana Hanning de 50 ms y de 100 ms respectivamente. El mejor
porcentaje de acierto se obtuvo con la SVM, con un valor del 94.38% y una
desviación estándar de 0.73. En el caso de la clase local-telesismo, se obtuvo
un porcentaje de acierto mejor al de la clase local-regional. Los resultados se
muestran en el cuadro 3. En esta clase se puede observar que las ventanas SSA de
20 y 30 muestras, presentan los mejores porcentajes de acierto usando ventanas
Hanning de 200 ms y 300 ms, para el clasiﬁcador bayesiano, mientras que la
SVM muestra que los mejores resultados se obtienen con las ventanas SSA de
20 y 30 muestras, con ventanas Hanning de 100 ms y 50 ms respectivamente,
en las cuales se alcanzaron porcentajes de 95.56% y 96.78%, con desviaciones
estándar de 3.56 y 1.08.
La clasiﬁcación de la clase regional  telesismo se presenta en el cuadro 4. Se
puede notar que el porcentaje de acierto se reduce notablemente con respecto
a las otras dos clases usando el clasiﬁcador bayesiano obteniendo un máximo
porcentaje de acierto de 69.65%, con una ventana SSA de 4 muestras, una
ventana Hanning de 200 ms y una desviación estándar de 2.1, mientras que con
la SVM se alcanzan los mejores porcentajes de acierto para una ventana SSA
de 30 muestras y una ventana Hanning de 100 ms, con un valor de 86.08% con
una desviación estándar de 0.93, lo que indica que muchas de las características
estudiadas para estos dos tipos de sismos son similares y se debe hacer un
análisis de relevancia de dichas características. Y en el caso del SSA para esta
clase funciona mejor una ventana de 4 muestras para el clasiﬁcador bayesiano.
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Cuadro 3: Resultados de clasiﬁcación para la clase Local  Telesismo método
SSA+STFT.
Clase Local - Telesismo
Ventana
SSA
muestras
Ventana
STFT ms
LDC QDC SVM
Precisión±
STD
Precisión±
STD
Precisión ±
STD
6
100 92.72 ±1.2 91.90±1.0 89.78±0.75
200 87.92±1.6 87.74±2.1 89.79±0.82
300 88.57±1.5 88.67±1.8 88.76±3.05
20
100 9.213±1.5 92.56±1.2 95.56±3.56
200 91.10±1.1 91.15±1.3 95.35±1.65
300 89.70±1.1 90.81±1.9 94.25±2.25
30
100 91.06±1.3 94.10±0.9 92.64±6.55
200 95.43±1.2 95.08±1.0 90.59±6.38
300 95.17±1.2 95.10±1.0 94.12±2.27
La SVM alcanza los mejores porcentajes de acierto con un valor de 86.08% con
una ventana SSA de 30 muestras y una ventana Hanning de 100 ms.
En el cuadro 5 se presentan los resultados de la clasiﬁcación multiclase,
usando la totalidad de las características, donde se tuvieron en cuenta los tres
tipos de sismos a clasiﬁcar. El cuadro 5, indica que el mejor porcentaje de
acierto es de 74.68% se alcanza con la ventana SSA de 30 muestras, y una
ventana Hanning de 100 ms. La SVM muestra un porcentaje de acierto del
85.86% mucho mayor que el del clasiﬁcador bayesiano. Los datos obtenidos
permiten conocer que el análisis SSA combinado con la STFT pueden ser una
buena herramienta para la caracterización de señales símicas a pesar que la
caracterización obteniendo descriptores estadísticos no fue lo suﬁcientemente
robusta, para lograr buenos resultados de clasiﬁcación para los grupos biclase y
multiclase, deﬁnidos para este proyecto.
12.3. Análisis de Relevancia
Se realizan dos análisis de componentes principales PCA: el primero se apli-
ca a la metodología basada en SSA y el segundo se aplica a la metodología
SSA+STFT. Las matrices de caracter´siticasbase para el PCA tienen la siguien-
te estructura: las ﬁlas representan las 720 componentes extraídas del SSA o Del
SSA+STFT y las columnas representan las características: kurtosis, energía,
varianza, valores máximos y valores mínimos.
Para ambas metodologías se removió la media de los datos, para estandari-
zarlos y que tengan varianza uno y se calculó el número de eigenvectores que
representen el 95% de la variación.
Para el análisis SSA+ PCA, se obtuvo que la característica de mayor peso
en la kurtosis, seguida por los valores máximos, la varianza, los valores mínimos
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Cuadro 4: Resultados de clasiﬁcación para la clase Regional  Telesismo método
SSA+STFT..
Clase Regional- Telesismo
Ventana
SSA
muestras
Ventana
STFT ms
LDC QDC SVM
Precisión ±
STD
Precisión ±
STD
Precisión ±
STD
4
50 65.86 ±2.0 67.53±3.2 69.26±1.29
100 68.17±2.1 69.54±2.0 72.05±1.35
200 68.17±2.5 69.65±2.1 71.95±1.18
6
50 6.52±3.0 65.75±3.9 67.67±0.90
100 67.58±2.2 68.68±2.0 72.35±1.08
200 63.57±2.9 66.10±3.2 74.99±1.28
30
50 55.46±7.9 60.85±8.6 83.09±0.85
100 66.37±1.8 67.89±3.4 83.85±0.94
200 62.76±3.7 64.39±5.4 86.07±0.93
Cuadro 5: Resultados clasiﬁcación para las clases Local-Regional-Telesismo mé-
todo SSA+STFT.
Clase Local - Regional - Telesismo
Ventana
SSA
muestras
Ventana
STFT
ms
LDC QDC SVM
Precisión ±
STD
Precisión ±
STD
Precisión±
STD
6
50 68.93 ±2.0 70.33±2.5 73.19±0.92
100 72.74±1.4 72.95±1.2 75.00±0.98
150 70.02±1.4 70.97±1.9 75.90±1.17
7
50 64.95±1.9 66.64±2.3 68.20±1.95
100 68.14±1.3 69.04±1.6 75.17±0.86
150 65.63±1.4 69.90±2.0 75.26±1.56
30
50 60.59±5.3 66.00±6.7 85.10±1.39
100 73.80±1.3 74.68±2.3 85.86±2.75
150 73.96±1.5 74.28±2.3 84.20±3.73
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Cuadro 6: Resultados de la clasiﬁcación para la metodología SSA + PCA
Clase Local - Regional - Telesismo
Componentes SSA
Nº de
componentes
Ventana SSA
muestras
SVM Precisión± STD
3 4 52.71±2.17
4 4 53.80±2.31
5 4 54.16±2.20
6 4 54.28±2.17
7 4 55.91±1.98
8 4 57.59±2.1
9 4 57.63±1.94
10 4 59.89±1.90
11 4 56.17±4.90
12 10 50.73±2.61
13 4 50.65±3.5
14 4 51.30±3.43
15 4 50.34±2.4
y la energía.
Los tamaños de ventana SSA entre 4 y 10 muestras, indican la alta corre-
lación entre todas las variables que se analizaron a través de los descriptores
estadísticos, ya que el primer componente principal tiene todas sus coordena-
das del mismo signo, como es explicado en [17] y puede interpretar se como un
promedio ponderado de todaslas variables [17].
Si se conserva el tamaño de la ventana y se va aumentando el número de
características, se tiene que hasta las primeras 10 caracteristicas las cuales co-
rresponden a la kurtosis, valores máximos y la varianza están altamente corre-
lacionadas, mientras que los valores mínimos y la energía se contraponen a las
otras características, es decir, son las menos correlacionadas.
El aumento del tamaño de la ventanas SSA, hace que disminuya la correla-
ción en los datos, sin importar el número de componentes. Aunque el tamaño
de la ventana SSA aumente, el orden de relevancia de las características se
mantiene.
La validación de características se presenta en el cuadro 6, indicando que
para la metodología SSA+PCA la mejor ventana SSA es la de 4 muestras y
un número igual o menor a 10 características. El mejor resultado sealcanzó
con una ventan SSA de 4 muestras y 10 componentes, con una precisión del
59.89%±1.90.
Para la metodología SSA+STFT+PCA, se realizó el análisis de relevancia
análogo al SSA+PCA.
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Cuadro 7: Resultados de la clasiﬁcación para la metodología SSA+STFT+PCA
Clase Local - Regional - Telesismo
Ventana Hanning de 100 ms
Nº de
componentes
Ventana SSA
muestras
SVM Precisión± STD
3 30 82.23±2.75
4 30 82.52±1.43
5 30 82.54±1.49
6 30 82.55±1.43
7 30 82.47±1.32
8 30 82.46±1.37
9 30 82.44±1.39
10 10 84.36±1.39
11 10 87.44±1.54
12 10 87.59±1.68
13 10 87.90±1.42
14 10 87.90±1.48
15 20 85.99±2.22
Del análisis se obtuvo el orden de relevancia de las caracteríticas asi: valores
máximos, varianza, valores mínimos, kurtosis y energía. En este análisis también
se evidencia la inﬂuencia del tamaño de ventana SSA y perdiéndose correlación
en las caracteríticas al aumentar el tamaño de dicha ventana. La ventana de
tiempo en la STFT, inﬂuencia la magnitud de las componentes, a mayor tamaño
de ventana mayor magnitud.
La validación de características mostró que para las tres ventanas STFT
analizadas, incluso solo conlas tres componentes correspondientes a los valores
máximos es posible alcanzar un porcentaje de precisión en la clasiﬁcación del
82%. Un hecho interesante es que al aumentar el número de características
va mejorando el porcentaje de precisión de la validación, alcanzando valores
hasta del 87.9% es decir, que cada característica posee factores discriminantes
que aportan al proceso de clasiﬁcación. Las ventanas que sobresalen en esta
validación son las de 10 y 30 muestras para el SSA para una ventana STFT
de 100 ms. Aunque la precisión no aumenta considerablemente, si se reduce
en gran medida el problema de costo computacional. La validación del análisis
SSA+STSFT+PCA, se presenta en el cuadro 7.
13. Discusión
1. De acuerdo con los resultados obtenidos se evidencia que la metodología
basada en SSA no es apropiada para caracterización, teniendo en cuenta
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los bajos porcentajes de rendimiento obtenidos en la validación de carac-
terísticas. Sin embargo se pudo corroborar que es una muy buena metodo-
logía para realizar el proceso de ﬁltrado, mostrando que para las señales
sísmicas de baja frecuencia puede ser aplicada con buenos resultados como
se visualiza en las señales regionales y telesismos presentadas en la ﬁgura
13.
2. En la metodología basada en SSA, parámetros como el número de com-
ponentes con el que se reconstruye la señal y el tamaño de ventana estan
directamente relacionados conn las componentes de ruido que se elimi-
na y las bandas de frecuencia de la señal que son relevantes. Hecho que
se comprobó con los resultados de la validación, ya que , las bandas de
frecuencia entre regionales y telesismos presentan un comportamiento si-
milar y se traslapan, mientras que las frecuencias locales, no presentan
un traslape tan fuerte por lo cual el mejor porcentaje de precisión en la
validación se obtuvo para el análisis biclase local - Telesismo ya que se
pueden discriminar más fácilmente.
3. La metodología basada en SSA+STFT permitió conocer dinámicas tiempo-
frecuencia de las señales sísmicas estudiadas y se puede decir que este me-
todo de caracterización, depende en gran medida del tamaño de ventana
SSA y del tamaño de ventana de tiempo escogida para el espectrograma,
ya que dependiendo de este factor se resaltan en mayor medida las carac-
terísticas de un tipo de sismo en particular, que para este experimento se
dió con los sismos de tipo local.
4. La extracción de características a través de descriptores estadísticos, no es
suﬁciente para lograr una buena precisión en la clasiﬁcación, ya que mu-
chos de los descriptores estudiados arrojan información similar en varias de
las clases, traslapando información que diﬁculta el proceso de clasiﬁcación.
5. En la metodología SSA la mejor ventana de análisis SSA para los sismos
locales fue la de 4 muestras, mientras que para los sismos regionales y
telesismos fue la ventana de 30 muestras. En la metodología SSA+STFT,
la mejor ventana de análisis SSA fue la de 30 muestras, en conjunto con
la ventana Hannin de 100 ms para la STFT.
6. El análisis SSA+PCA, muestra que los descriptores estadísticos extraídos
del SSA, presentan un grado alto de correlación, pero dicho parámetro
está altamente inﬂuenciaso por el tamaño de ventana seleccionado en el
SSA. Los porcentajes de validación de características, son bajos.
7. La metodología SSA+STFT+PCA, se ve inﬂuenciada por el tamaño de las
ventanas de SSA y la STFT. Además, la resolución proporcionada por la
STFT, permite buenas precisiones de clasiﬁcación conun número reducido
de características. También se debe sintonizar el tamaño de ventana SSA
y de la usada en la STFT para alcanzar mejores resultados de precisión.
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14. Conclusiones y trabajos futuros
14.1. Conclusiones
1. Se desarrolló una metodología de caracterización basada en el análisis de
espectros singulares SSA, de la cual se puede concluir que por si sola no es
una buena metodología para la caracterización de señales sísmicas, pero
si puede ser una buena herramienta para el preprocesamiento de la se-
ñal, ya que se pudo corroborar que permite encontrar similitudes entre
los diferentes tipos de sismos, a través de las componentes principales de
la señal. Se comprobó la efectividad del SSA como una técnica adecuada
para el ﬁltrado de señales sísmicas y de discriminación de ruido en dife-
rentes bandas de frecuencia. Las componentes principales obtenidas del
SSA, permitieron identiﬁcar las componentes con mayor varianza y de es-
ta manera eliminar las componentes varianzas muy pequeñas que pueden
corresponder al ruido inmerso en las señales sísmicas. Se encontró que en
el análisis SSA son relevantes los siguientes aspectos: El número de com-
ponentes con las que se reconstruye la señal, el criterio de selección de las
mismas y el tamaño de la ventana de muestreo.
2. Se desarrolló una metodología de caracterización basada en el análisis de
espectros singulares SSA y la transformada de tiempo corto de Fourier
STFT, concluyendo que es una buena metodología para la caracteriza-
ción de señales sísmicas, a diferencias de la metodología basada en SSA.
Esto se debe a que el SSA+STFT proporciona información de las dinámi-
cas temporales y frecuenciales de las tres clases sismos estudiadas, dando
mayor resolución a las características extraídas y permitiendo una mejor
discriminación entre los sismos locales, regionales y telesismos; lo cual se
corrobora con los resultados obtenidos en la validación de características.
Se determinó que la metodología SSA+STFT son relevantes los siguientes
aspectos: el criterio de selección de la ventana del SSA y el tamaño de la
ventana de tiempo para la STFT, ya que la extracción de características
está directamente realcionada con estos dos parámetros. La metodología
SSA+STFT genera vectores de características de gran tamaño, lo que re-
dunda en un alto costo computacional en la aplicación de la misma.
3. Se desarrolló una metodología para la selección de características, basada
en el análisis de componentes principales PCA. Esta metodología mos-
tró la correlación existente entre las características extraídas para las dos
metodologías de caracterización propuestas. En el caso de la metodolo-
gía SSA+PCA, la característica con mayor peso es la kurtosis y en la
metodología SSA+STFT+PCA, la componente relevante son los valores
máximos. En ambas metodologías la componente de menor relevancia fue
la energía. Además dicho experimento mostró que todas las característi-
cas están altamente correlacionadas en el caso de los dos metodologías
propuestas. La selección de características mostró que para SSA+PCA
ofrecen mejores resultados las ventanas pequeñas (4 y 5 muestras), pero
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el proceso de validación de las características no alcanza un buen porcen-
taje de validadción 59.9% para una SSA de 4 muestras; mientras que en
la metodología SSA+STFT+PCA, los mejores porcentajes de acierto se
obtuvieron para una ventana de 10 muestras, incluyendo casi la totali-
dad de las componentes 14 . Aplicando PCA a ambos métodos se redujo
considerablemente el costo computacional.
14.2. Trabajos Futuros
1. Desarrollar una metodología que permita seleccionar el mejor número de
componentes principales, usadas para la reconstrucción de la señal sísmica,
que esté acorde con las características propias de cada tipo de sismo.
2. Encontrar una estrategia de estimación de los mejores tamaños de venta-
na SSA y de la ventana STFT, que permita identiﬁcar de forma precisa
características temporales y frecuenciales propias de cada tipo de sismo,
registrado en el OSQ.
3. Hacer uso de la metodología SSA para caracterizar el ruido inherente a
cada uno de los sistemas de registro del Observatorio Sismológico de la
Universidad del Quindío.
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