Abstract-A learner's interaction with her computer can be recorded and stored in the format of Contextualized Attention Metadata. The collected data can then be analyzed to support the learner in her self-reflection processes. We present two ways to discover patterns in the collected attention metadata by applying methodologies based on the Rough Set Theory and explain how these results can support a learner when learning in a selfregulated way.
I. INTRODUCTION
Self-reflection is an important aspect of self-regulated learning and can be supported by looking back at earlier learning processes. One way to do so is to self-monitor one's behavior. Interactions with a computer can be monitored without disturbing the learner by collecting and storing the accumulating data while the interaction takes place. The format we use to record a learner's computer-related behavior is the so called Contextualized Attention Metadata (CAM). The collected data can later be presented to and analyzed for the learner to support her self-reflection. One possibility we are currently looking into to analyze CAM is employing methodologies of the classical Rough Set Theory (RST), a framework for the analysis of data under uncertainty. The rest of this paper is structured as follows: first we will present the key aspects of reflectionbased learning, followed by a short introduction to CAM. After pointing out the key concepts of the Rough Set Theory we will introduce two ways of analyzing Contextualized Attention Metadata with RST methodologies: one approach discovers patterns in user behavior in order to identify her main interests; the second approach compares the behavior of two users to find similarities. We present first results for each approach and finally conclude with further aspects to be looked into.
II. REFLECTION-BASED LEARNING
The key to self-regulated learning is self-monitoring and self-reflecting one's own behavior. Whether it is for solo or collaborative learning processes, self-regulated learning is a good method to successfully achieve set learning goals. While self-regulated learning processes do not exclude outside support from mentors or teachers, the learner herself decides what to learn, when and how.
The characteristics of self-regulated learners are selfmotivation, employment of learning strategies and active participation in learning on a behavioral, motivational and metacognitive level [1] . In Pintrich's learner model [2] the process of self-regulation is divided into four phases: planning, selfmonitoring, control and evaluation. These, in turn, are composed of cognition, motivation/affection, behavior and context. The need for feedback [3] , especially of the self-oriented type, is important for a self-regulated learner. Zimmermann's loop of self-regulated learning consists of three aspects: forethought, performance and self-reflection [4] . A learner can adjust and change her learning behavior and activities by metacognitively assessing, analyzing and evaluating her learning processes. Self-reflection is therefore a very useful and even a very essential part of self-regulated learning. The successful acquisition of academic [5] as well as non-academic [4] skills can be supported. Further relevant information about selfregulated learning can be found in [6] , [7] , [8] , [9] , [10] and [11] .
Monitoring their learning activities helps learners to become aware of their actions which could then lead to an adjustment of their behavior. To get a proper impression of their actions, the recording and self-monitoring has to be done regularly and proximally. The use of computers to trace the learner's behavior is highly convenient as tracing the features of learning has most use when done during the action of learning [12] . This allows the learner to be free in her actions as the recording procedure do not disturb or interfere with her learning processes, e.g. thinkalouds could interrupt the flow of action and during post-test questionnaires she could forget to mention things. Offering real-time analysis of all interactions with her computer (e.g. chats, reading and writing documents, file system interaction) makes it easier for the learner to selfreflect and understand her learning processes whether they are solo or collaborative ones [13] . The Contextualized Attention Metadata (CAM) schema, an extension of Attention.XML which allows modeling a user's handling of digital content (e.g. web sites, text documents, pictures, etc.) across system boundaries [14] , can be used to describe a learner's computer-related activities. The core elements of the CAM schema are depicted in figure 1 while a full description of the CAM schema can be found in [15] .
As observations in CAM are focused on the user, they are recorded for individual users. Each group element represents one user and the feeds represent the applications she uses, e.g. browsers, email clients, word processors, etc. The feeds comprise items, such as websites, emails or address book entries, which can have a title, type and GUID and are connected to events. These in turn specify the action performed with the item and give the recording's dateTime. Further information such as sender or receiver(s) of an email can be stored in relatedData. CAM has been developed to describe as many types of attention metadata as possible. Therefore, CAM records of a user do not merely describe the user's foci of attention but rather her entire computer usage behavior.
Three important requirements, crucial for the effective collection, storage, presentation and analysis of usage metadata, are fulfilled by the CAM schema: firstly, the collection of CAM can run in the background so as not to disturb the user in her computer-related activities. Secondly, all the tools and applications the user interacts with are taken into account resulting in extensive observations. Thirdly, the user is able to deduce something from her recorded behavior as CAM records are not too finely grained. The recordings and their presentation to the user are structured in such a way that the user can instantly understand them and recapitulate her course of actions. The opening of a document for example is an action that can be recapitulated and put into the context of other actions by a user, the recordings of a single keystroke, however, will not give the user insightful information on her activities.
Specialized application wrappers making use of the CAM schema as the transferring protocol to general observation repositories have been developed to accumulate CAM records of a learner's interactions with different applications. So far, we possess wrappers for the Thunderbird email-client, the Skype chat-messenger, the Firefox browser, MS Outlook and the file system. All wrappers are combined in the CAM framework [16] . Several approaches to exploit recorded CAM are being researched by us at the moment: we are building a so called CAMera tool to present the data and their analysis to the learner in an understandable way ( [17] , [18] ) and we try to base object recommendation on usage context [19] . A third approach we are currently working on is utilizing methodologies from the Rough Set Theory to classify user activities. Details of this approach will be presented in the rest of this paper.
IV. ANALYSIS OF CAM WITH RST
The two basic ideas presented here to discover hidden patterns in Contextualized Attention Metadata to support reflection-based learning are based on methodologies from the Rough Set Theory (RST) and have been developed in [20] . After an introduction to important aspects of the Rough Set Theory the two data mining approaches are discussed, each followed by an evaluation of first results.
A. Basic Concepts Of The Rough Set Theory
The Rough Set Theory, as an extensive view to classical set theory, is a mathematical framework for the analysis of data under uncertainty and was initially developed in the early 1980s by Zdzislaw Pawlak ( [21] , [22] , [23] ). Among others, it provides methods for data reduction and for the approximation of crisp sets (concepts), e.g. the indiscernibility relation and the lower and the upper approximation. Its data structure is based on the so called information system (IS) [24] , which can be defined as follows: The tupel A = U, A is an IS where the universe of discourse U = {x 1 , ..., x n }, n ∈ N is a set of objects which is characterized by the attribute set A = {a 1 , ..., a m }, m ∈ N, such that the mapping a : U → V a , ∀a ∈ A transforms objects from U to a specified value range V a . If for any a ∈ A : a(x) = ⊥, x ∈ U, then the IS is called incomplete, otherwise we call it complete.
The indiscernibility of objects also plays a central role in the RST. If objects cannot be distinguished from one another, it is possible to group equal objects together. This can be done to reduce a set of data objects to its basic structure without losing any information. A group of equal objects can thus be represented by a proxy of the group. Another argument for this step is that presumably equal objects contain redundant information which can lead to inconsistency problems. The formal tool the RST provides to distinguish and classify objects by means of certain features in an IS is a parametrizable equivalence relation: Let A = U, A be an IS and B ⊆ A, then the indiscernibility relation IN D A (B) = { x, y ∈ U 2 |a(x) = a(y), ∀a ∈ B} induces a partition U/IND A (B) of disjoint equivalence classes {K 1 , ..., K p }, p ∈ N over the universe U with respect to the preselected attributes B. Out of simplicity we write
To describe a precise set of objects in the universe, i.e. such as the learning of concepts in the discipline of machine learning [25] , the Rough Set Theory supplies approximations that evaluate this given set and only need the information given in the IS by the following: Let A = U, A be a given IS with B ⊆ A and any concept X ⊆ U. The B-lower and B-upper approximation of X, denoted X B and X B respectively, can be embodied with X B = {x ∈ K|K ⊆ X} and X B = {x ∈ K|K ∩ X = ∅}, K ∈ IN D B . This approximation of X can be combined in a tupel X B , X B , i.e. a rough set, which implies in some cases a new set, called B-boundary region. It is definable through the set-theoretical difference between B-upper and B-lower approximation: X B = X B − X B . One can verify, if X B = ∅, the information in B is insufficient to describe X, i.e. an inconsistency in the data.
As pointed out in [20] , the Contextualized Attention Metadata schema is an XML-based structure that can be mapped to one or more data tables, i.e. similar to an IS or a table in database terms [26] . For simplicity and unity, we assume native CAM to be represented through a complete IS that is embedded in an relational database system (RDBS).
B. Rough Hypotheses Of User Interests
When learning in a self-regulated way it is very useful for a learner to reflect about her past behavior. Being able to see in detail what she has done allows her to analyze her behavior and adjust it according to her learning goals. One can assume that the activities that are important to reach a learning goal are most interesting to the learner and in the focus of the learner's attention. These activities should therefore be the ones with the highest frequencies when looking at the collected CAM.
To figure out the interests of users from the collected CAM, we exploit the indiscernibility relation to extract the absolute frequency of user activities and therefore deduce a dependency between a user's frequent behavior and her interests. To determine these interests we take on two quantifiable thresholds α, β ∈ N to determine these interests. Thus, let A = U, A be an IS holding appropriate information about a user's behavior and let D = U , A , U ⊆ U, A ⊆ A be the domain of interest. Now, we can extract a rough hypothesis with the partition IN D A and α > β, at first given by an expert of the domain, with the following classification model
It can be seen that with the knowledge α, β the hypothesis h determines all x ∈ U to be in three disjoint classes K h=1 , K h=? , K h=0 . For a single user analysis, the three induced classes can be interpreted in the following way: Objects in K h=1 are in the focus of the user's interest, while objects in K h=? can but do not necessarily need to be in the focus. Objects in K h=0 can be excluded from further investigations as their quantitative appearance is not sufficient in the analyzed domain. However, fine adjustments of the feature set A spread the room to other interpretations as figured out in [20] , so we are not limited to this interpretation only. In terms of the RST, IN D A = {{x 1 , . .., x 4 }, {x 5 }, {x 6 , x 7 }, {x 8 }, {x 9 , x 10 }, {x 11 , ..., x 15 }} induced by the information in A which is an indirect extraction of the absolute frequency in the data of D. With the given thresholds α = 3 and β = 2, we can now apply h which results in the classes of K h=1 = {x 1 , ..., x 4 , x 11 , ..., x 15 }, K h=? = {x 6 , x 7 , x 9 , x 10 } and K h=0 = {x 5 , x 8 }.
According to our interpretation h suggests that Tim's main interests are working with the email client and writing documents as both of these activities occurred more than three times during his day. The use of Skype and the calculator can be considered out of Tim's interest whereas editing spreadsheets and browsing the internet might but do not have to be in his interest. The analysis could help Tim to become aware of the fact that he spent his morning looking at emails instead of focusing on the currently more important task of spreadsheet calculations. Tim could then reflect on his behavior and adjust it accordingly for better results. The illustrated example takes the whole day into account. The calculations could also be done for specific parts of the day, for example only looking at the activities in the morning, for an even more detailed analysis.
Predominantly, the presented classification model h to extract rough hypotheses is a simple approach to analyze the interests of users in a set-oriented way. As most classifiers, h has an error dependent on the samples in D taken from A. Because we only analyze the data with the indiscernibility relation, a weak sample set can lead to arbitrary poor results. Thus for good concept approximations, it is highly recom-mended to make a pre-evaluation on the data in A to get D as a representative sample set [27] . Another drawback of h has been reviewed in [20] : during tests on collected Contextualized Attention Metadata the thresholds α and β seemed inadequate to run h in an automatic environment. A reason for this effect is the varying density of activities in CAM on different days even though a user works continuously throughout the day. The days we took into account had an activity range from 400 to 17,000. However, when adjusting α and β manually to get good concept approximations for all experienced day types according to notes taken by the recorded users during the data collection phase, it appeared suggestive to choose α and β relatively to |U |. On average we detected α and β to be around 17% and 5% respectively for different day types and users. These results were affected by low variances throughout our experiments indicating that further research in this direction could point to automatic classification services.
C. Comparing Users' Behavior
As a second approach to make use of the uncertainty and vagueness as a feature of the Rough Set Theory when analyzing CAM we present a descriptive method to analyze the behavioral similarity of two given users. This method supports a self-regulated learner in his learning processes as, for instance, learning experiences can be shared between learners and recommendations of further learning processes can be based on the comparison.
Thus, let's assume an IS D = U, A to be the domain of interest, with the activities U = {x 1 , ..., x n }, n ∈ N and the feature set A = {a 1 , ..., a m } ∪ {d}, m ∈ N, where the attribute d identifies the user of each activity in the universe by a unique value, i.e. the group element of CAM (see fig.  1 ). For our purpose the value range of d must consist of two items and at this point we choose B as a synonymous set for V d . As a result with IN D {d} we can deduce two disjoint concepts X = {x ∈ U|d(x) = 1} and Y = {x ∈ U|d(x) = 0} that describe the behavior of the two users to be compared respectively. However, in some cases neither X nor Y can be sufficiently expressed by the information in B ⊆ A − {d}, i.e. X B , Y B = ∅ in terms of the RST. In a uniformly distributed environment one can see that if X B or Y B has an adequate cardinality, let's say ω ∈ N, both users share similar behavior and with this probably have related interests. Additionally, it can be inferred that for such an IS D = U, A it is only necessary to calculate one of the B-boundary regions because we have X B = Y B under these circumstances.
A depiction of the given thoughts is outlined in table II.
We consider this data table to be an IS D = U, A that holds activities from the users Liz and Tim. To figure out whether both users follow similar behavior over a single day, we first analyze U only by the information in {U ser} ⊆ A.
The disjoint concepts X = {x 1 , ..., Liz and Tim thus show similar behavior during the morning as they both browse the internet and use their email clients. In the afternoon Tim also surfs the web while Liz works on a document, an activity that Tim does in the morning. This analysis could support both of them in their learning processes in several ways: A learner can find out who is working on similar things during certain times of the day and could suggest forming a working group, to collaborate or to ask for help. Another possibility is to adjust one's learning behavior when seeing that others are more successful in reaching their learning goals. Tim for example could learn from Liz that keeping a to-do list helps structure ones work and that doing research in the morning and reserving the afternoon for writing documents might lead to better learning outcomes.
This descriptive method to use the B-boundary-regions as a magnitude to compare the behavior of users is twofold. Although we found an efficient way to calculate them in an ORDBS [20] , it can be seen that in an arbitrary distribution this analysis can lead to the worst effects. So for good results, we conclude, that this method is to be used in a nearly uniformed distribution, especially for the two calculated Bboundary regions, such that |X B − X| ≈ |X B − Y |. Another drawback is the absolute value ω. Our experiments on the collected CAM made it impossible to constantly adjust ω in an automatic way, manually, however, this approach showed reasonable outputs. At this point, we also try to take a relative threshold into account.
V. CONCLUSION
We have shown that methodologies of the classical Rough Set Theory can be employed to analyze Contextualized Attention Metadata. The first presented approach detects user interests based on activity frequencies while the second approach compares the behavior of two users. In both cases the results of these analyses can be used by a self-regulated learner to self-reflect on her learning behavior. Once she is aware of it she can adjust and improve her learning processes to achieve better outcomes.
As our first results to analyze CAM with RST methodologies were successful, further research will be conducted in this area. We are therefore interested in designing a generalized setoriented classifier that is able to not only classify given objects but also predict unseen objects as well which can be used for recommendations. In a second step ensembled methods from machine learning like boosting or bagging to enforce these predictions could be used. We also plan to combine the presented methods with other CAM-analyzing methods and integrate them into one tool to support the self-reflection of users when learning in a self-regulated way.
