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a  b  s  t  r  a  c  t
Problems  in power  distribution  system  reconﬁguration  (PDSR),  such  as  service  restoration,  power
loss  reduction,  and  expansion  planning,  are usually  formulated  as  complex  multi-objective  and  multi-
constrained  optimization  problems.  Several  evolutionary  algorithms  (EAs)  have  been developed  to  deal
with  PDSR  problems,  but  the  majority  of  EAs  still  demand  high  running  time  when  applied  to  large-scale
distribution  systems  (thousands  of  buses  and  switches).  This  paper  presents  a new  approach  for  service
restoration  in  large  scale  distribution  systems  that  employs  a discrete  differential  evolution  with  ancestor
tree  (DE-Tree).  We  combine  the  node-depth  encoding  (NDE)  to represent  computationally  the  electri-
cal  topology  of the  system  and  the  ancestor  tree  presented  here to implement  differential  evolution  for
service restoration  problems.  The  ancestor  tree is used  to  build  a list  of  elementary  movements  that  maps
one solution  in the  search  space  into  another,  thus  capturing  the  “difference”  between  forests  encoded
with  the  NDE,  which  is essential  in  the  search  engine  of  differential  evolution.  The use  of  an  ancestor  tree
is  not  only  central  to  implement  differential  mutation  in our  algorithm  but also  can  track  the  sequence  of
switching  operations  in  the  restoration  of  the  system  after  the optimization  process  is  ﬁnished.  The  pro-
posed  approach  makes  differential  evolution  suitable  for treating  combinatorial  optimization  problems
related  to PDSR.  Results  presented  on distribution  system  reconﬁguration  problems  suggest  the  beneﬁts
and  fast convergence  of  the  proposed  approach.
© 2014  Elsevier  B.V.  All  rights  reserved.
1. Introduction
Power distribution networks are responsible for delivering
electricity from the high-voltage transmission systems to the
consumers. They are very complex networks with many chal-
lenges from the operational and control points of view. Problems
in power distribution system reconﬁguration (PDSR), such as
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service restoration, power loss reduction, and expansion planning,
are usually formulated as multi-objective and multi-constrained
optimization problems.
In the last decades, several evolutionary algorithms (EAs)
have been developed to deal with PDSR problems [10,29,3,34,1],
including some methods based on Ant Colony Optimization [33,14]
in service restoration. However, the majority of EAs still demand
high running time when applied to large-scale distribution sys-
tems (thousands of buses and switches) [6]. Furthermore, the
performance obtained by EAs for large-scale distribution systems
is dramatically affected by the data structures used to represent
computationally the electrical topology of the system: inadequate
data structures may  reduce drastically the performance of EAs
[6,26,2,27]. Other critical aspects when designing EAs for this
application is the design of the genetic operators that are used to
http://dx.doi.org/10.1016/j.asoc.2014.06.005
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promote the search and evolution. Generally these operators do
not generate radial conﬁgurations [2], thus requiring additional
repair operations.
In order to improve the EA performance in PDSR problems, the
approach proposed by Santos et al. [26,27] and Mansour et al. [16]
used a new tree encoding, named node-depth encoding (NDE) and
its corresponding genetic operators [7]. The NDE can improve the
performance obtained by EAs in PDSR problems because of the
following properties:
• This encoding and its genetic operators produce exclusively fea-
sible conﬁgurations, that is, radial networks able to supply energy
for the whole re-connectible system.1
• It can signiﬁcantly generate more feasible conﬁgurations (poten-
tial solutions) than other encodings in the same running time
since its average time complexity is O(
√
n), where n is the number
of graph nodes.
• The NDE-based formulation also enables a more efﬁcient
forward-backward sweep load ﬂow algorithm (SLFA) for PDSR.
Typically this kind of load ﬂow applied to radial networks requires
a routine to sort network buses into the terminal-substation order
(TSO) before calculating the bus voltages [31,30,4]. Fortunately,
each conﬁguration represented by the NDE has the buses nat-
urally arranged in the TSO. Thus, the SLFA can be signiﬁcantly
improved by the NDE-based formulation.
The approach proposed in Santos et al. [26] uses the NDE
together with a conventional EA. The algorithm optimizes one com-
bined objective function that weights the multiple objectives and
penalizes the violation of constraints. The approach proposed in
Mansour et al. [16,17] uses the NDE and a modiﬁed version of the
non-dominated sorting genetic algorithm-II (NSGA-II) [5]. Later,
Santos et al. [27] combined the NDE with a technique of multi-
Objective evolutionary algorithm (MOEA) based on sub-population
tables, where each sub-population stores those solutions that bet-
ter satisfy an objective or a constraint of the PDSR problem. The
authors say that the MOEA with sub-population tables can more
easily escape from local minima towards global optima. Simula-
tion results presented in Santos et al. [27] show evidence that the
MOEA with NDE (MEAT) is an efﬁcient alternative to deal with PDSR
problems in large-scale distribution systems.
In this paper we present a novel method for solving PDSR prob-
lems, which is the result of an ongoing collaboration between two
research groups in Brazil, one at UFMG, Minas Gerais, and another at
USP, São Paulo. The approach is based on a discrete version of the
differential evolution (DE) algorithm, initially presented in Prado
et al. [22,23] and Guimarães et al. [11] for permutation-based com-
binatorial optimization problems. We  extend the ideas and general
framework presented in Prado et al. [22,23], by using the NDE pre-
sented in Santos et al. [26] and a new ancestor tree presented here
to implement DE for service restoration problems. The use of an
ancestor tree is not only central to implement differential muta-
tion in our algorithm but also can track the sequence of switching
operations in the restoration of the system when the optimization
process is ﬁnished. In Section 3.3 we describe in detail through an
illustrative example how the ancestor tree is built based on the NDE
for PDSR problems.
In summary, the main contributions of this work are:
• The proposition of an ancestor tree that links individuals in the
population to its ancestors in the evolutionary process.
1 The term “re-connectible system” means all areas having at least one switch
linking them to energized areas. Some out-of-service areas may  not have any switch
to  re-connect them to the remaining energized areas.
Fig. 1. Service restoration.
• The use of this ancestor tree to build a list of elementary move-
ments that maps one solution in the search space into another,
thus capturing the “difference” between forests encoded with the
NDE, which is essential in the search engine of DE.
• The combination of the NDE presented in Santos et al. [26] and
the ancestor tree to implement a DE algorithm that is suitable
for PDSR problems, particularly returning high quality solutions
quickly for service restoration.
• The possibility of obtaining the sequence of switching operations
for service restoration from the ancestor tree, hence tracking
the operations from the initial conﬁguration to the best solution
found. The utility company can use this information to analyze
the effects of the switching operations after the optimization is
completed.
The goal in this work is to evaluate the proposed algorithm
for solving the problem of service restoration in large distribution
systems. We  adopt a single objective formulation, combining objec-
tives and constraints into one function to be minimized. Although
multi-objective approaches have been used in network reconﬁg-
uration problems and have been justiﬁed and attractive in some
reconﬁguration and planning applications, obtaining high quality
solutions in a short time is a requirement in service restoration
problems, since utilities are evaluated by the regulatory agencies
also in terms of the duration of service interruptions. Therefore
the additional step of selecting one solution among the trade-off
solutions returned by a multi-objective approach might introduce
unwanted delay in the process. For this practical reason, the sev-
eral objectives and constraints in the PDSR problem are addressed
through a mono-objective formulation that uses an aggregation
function weighting objectives and constraints.
The paper is organized as follows: Section 2 describes the recon-
ﬁguration problem and its mathematical formulation; Section 3
presents the differential evolution for the problem; Section 4 shows
the test results obtained with the method.
2. Reconﬁguration problem
2.1. Service restoration
After the occurrence of a fault in a distribution system (DS), the
area near the fault has to be identiﬁed and isolated, leading to some
out-of-service areas. Service restoration (SR) consists in connecting
the out-of-service areas to other feeders by opening and/or closing
switches. An example of SR in a DS with three feeders is shown in
Fig. 1, where rectangles indicate power sources in a feeder, solid
lines are normally closed (NC) switches, dashed lines are normally
open (NO) switches, and circles indicate sectors2 [27]. In Fig. 1(a),
a fault happens in sector 4 hence it must be isolated from the sys-
tem by opening switches A and B. In this case, sectors 7 and 8 will
become an out-of-service area (shaded region in Fig. 1(a)). One way
to restore energy for these sectors is closing switch C, as shown in
Fig. 1(b).
2 A DS sector is a set of buses connected by lines without switches.
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However, in typical distribution systems, there is a high num-
ber of possible combinations of these switching operations that
could restore the energy to the out-of-service areas or at least to
the majority of them. Optimizing this process means reconnecting
the system in an optimal (or near optimal) way, satisfying the fol-
lowing constraints [27]: (i) a radial network structure should be
preserved; (ii) the current limits in lines and transformers should
not be violated; and (iii) voltage drops should be kept within the
acceptable range.
2.2. Mathematical formulation
A general PDSR problem can be used to design a network con-
ﬁguration for normal operation as well as for maintenance or
emergency operations [6,27]. The goal is to minimize the power
losses and the number of switching operations that results in a
conﬁguration with minimal number of out-of-service loads, with-
out violating the operational and topology constraints of the power
distribution system. The minimization of the number of switch-
ing operations is important because the time required by the
restoration process basically depends on the number of switching
operations.
The PDSR can be formalized as follows [27]:
Minimize : (G), (G, G0), and (G)
subject to:
Ax = b
X(G) ≤ 1
B(G) ≤ 1
V(G) ≤ 1
(1)
where
• G is a spanning forest of the graph representing a system con-
ﬁguration, where each tree of that forest corresponds to a feeder
connected to a substation or to out-of-service areas.
• G0 is the conﬁguration just after the isolation of the faulted areas.
• (G) is the number of consumers that are out-of-service in a con-
ﬁguration G.
•  (G, G0) is the number of switching operations to reach a given
conﬁguration G from G0.
• (G) are the power losses, in p.u., of conﬁguration G.
• A is the incidence matrix of G.
• x is the vector of line currents (constant) at the buses.
• b is the vector of load currents at the buses (with bi ≤ 0) and
injected complex currents at the buses (with bi ≥ 0).
• X(G) is called network loading of conﬁguration G, i.e., X(G) is the
highest ratio xj/xj , where xj is the upper bound for each line
current magnitude xj on line j.
• B(G) is called substation loading of conﬁguration G, i.e., B(G) is
the highest ratio bs/bs where bs is the upper bound of current
injection magnitude provided by a substation (s means a bus in a
substation).
• V(G) is called the maximal relative voltage drop of conﬁguration
G, i.e., V(G) is the highest value of |vs − vk|/ı, where vs is the node
voltage magnitude at a substation bus s in p.u. and vk the node
voltage magnitude at network bus k in p.u. and ı is the maximum
acceptable voltage drop (in this paper ı = 0.1, i.e., the voltage drop
is limited to 10%).
The formulation of Eq. (1) can be synthesized by considering:
1. Penalties for the violation of network and substation loading
constraints X(G), B(G) and voltage drop constraints V(G).
2. The use of the NDE [5] to guarantee that the performed mod-
iﬁcations always produce a new conﬁguration G that is also
a spanning forest (a feasible conﬁguration). By means of this
encoding we automatically satisfy the topology constraints of
the network.
3. The nodes are arranged in the TSO for each produced conﬁg-
uration G in order to solve Ax = b using an efﬁcient SLFA for
distribution systems [28].
4. (G) = 0: The NDE always generates forests that correspond
to networks without out-of-service consumers in the re-
connectible system.
In this way, in this paper we adopt the following unconstrained
single objective formulation:
Minimize (G, G0) + (G) + ωˆxX(G) + ωˆbB(G) + ωˆvV(G) (2)
with G being a forest generated by the NDE and the load ﬂow cal-
culated using the NDE.
The multipliers ωˆx, ωˆb and ωˆv are weights penalizing the net-
work operational constraints. In this paper, these penalties are set
as follows:
ωˆx =
{
ωx, if X(G) > 1
0, otherwise;
ωˆb =
{
ωb, if B(G) > 1
0, otherwise;
ωˆv =
{
ωv, if V(G) > 1
0, otherwise;
where ωx, ωb and ωv are positive values.
The objective function in (2) is nonlinear, discontinuous and has
many local optima, thus requiring the use of heuristic methods such
as evolutionary algorithms.
2.3. Node-depth encoding – NDE
The formulation presented in this paper uses the NDE as an ade-
quate data structure to represent a graph tree.3 A graph G is a pair
(N(G), E(G)), where N(G) is a ﬁnite set of elements called nodes and
E(G) is a ﬁnite set of elements called edges. A distribution system
can be represented by graphs, where nodes represent the sectors
and the edges represent the sectionalizing switches.
The NDE [7] is a graph tree enconding based on the concepts of
node and node depth4 in a tree and consists basically of a linear list
containing the tree nodes and their corresponding depths, creating
an array of pairs (nx ; dx), where nx is a node and dx is its depth.
A depth search for a graph spanning tree can produce the proper
ordering by inserting a pair (nx ; dx) in the list when a node nx is
visited by the search.
Fig. 2 presents a graph, where thick edges highlight a spanning
tree of the graph, and the NDE corresponding to this spanning tree,
assuming node 1 as its root node. The proposed forest encoding is
composed of the union of the encodings of all trees of a forest.
Since NDE based operators generate only feasible conﬁg-
urations, a speciﬁc routine to verify and correct infeasible
conﬁgurations is not necessary.
Based on the NDE, two operators were developed in order to efﬁ-
ciently manipulate a forest and produce a new one: The preserve
ancestor operator (PAO) and the change ancestor operator (CAO).
3 A graph tree is a connected and acyclic subgraph of a graph.
4 The depth of a node is the length of the unique path from the root of the tree to
the node.
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Fig. 2. A graph spanning tree and its NDE.
These two operators perform pruning and grafting in the forest gen-
erating modiﬁed forests. The pruning and grafting is equivalent to
properly generating a new NDE. The developed operators can con-
struct the corresponding encodings of the modiﬁed forests using
relatively low running time. More details about the NDE and its
operators, applied to PDSR problems, can be found in [27]. These
two operators are used in our algorithm, see Section 3, only to
generate the initial population by randomly modifying the current
conﬁguration of the forest when the fault occurred.
3. Differential evolution with ancestor tree: DE-Tree
Before we present the proposed algorithm, the differential evo-
lution with ancestor tree (DE-Tree), for PDSR problems, including
service restoration, we give a background on differential evolution
for numerical optimization in Section 3.1. Then we review the gen-
eralization of DE for discrete optimization in Section 3.2. Finally,
in Section 3.3, we introduce the ancestor tree idea and illustrate
with an example how the list of movements can be extracted from
the ancestor tree in order to generate new solutions by differential
mutation. The whole algorithm is then summarized in Section 3.4.
3.1. The continuous differential evolution
Differential evolution is recognized as belonging to the general
class of EA, which are search and optimization methods inspired by
principles of evolution such as random mutations and some selec-
tive pressure for evolution and adaptation in the population. The
distinctive feature of DE is that differences between pairs of solu-
tions in the population are used to produce biased perturbations,
called differential mutations, that are used to create new solutions
[25]. This mechanism introduces a level of self-adaptation in the
evolution of the population, because the distribution of the popu-
lation in the search space affects (bias) the distribution of possible
perturbations. In continuous domains, the directions and sizes of
the mutations are self-adapted throughout the evolutionary pro-
cess as the algorithm converges. Differential evolution has been
successful in single objective, constrained optimization and multi-
objective optimization [18,21,9,15,19], and also classiﬁcation and
machine learning problems [13]. Additionally, sophisticated ver-
sions of DE usually rank well in many numerical optimization
competitions [24].
In much the same way as other EAs, the original DE algorithm
works with a population of candidate solutions randomly gener-
ated within the domain region of the problem, usually described
as:
X  = {x ∈ Rn : ak ≤ xk ≤ bk, k = 1, . . .,  n} (3)
where ak and bk are lower and upper bounds for element xk of the
candidate solution represented by x.
In order to evolve this population, DE uses its peculiar muta-
tion operator named differential mutation. This operator is based on
the difference between two individuals randomly chosen from the
current population and then, multiplied by a constant and added
to a third individual, leading to the so-called mutant vector [24]
vi,g = xr0,g + F(xr1,g − xr2,g) (4)
where xi,g ∈ Pg is an individual of the current population Pg ,
r0 /= r1 /= r2 ∈ [1, N] (where N is the population size) are mutually
distinct random indices, g is the current generation index, and F is
a scalar weight.
For each individual xi,g ∈ Pg , a corresponding mutant vector vi,g is
generated, which is produced by differential mutation. A crossover
operator between xi,g and its mutant vector can be used, depending
on the version of DE, generating a trial solution ui,g. When there
is crossover, the trial solution competes with the current solution
xi,g for survival in the next generation, in such a way that the best
solution is copied to the population Pg+1. Otherwise, if no crossover
is used, the mutant vector competes with the current solution for
survival. This is done for every xi,g ∈ Pg until the population of the
next generation is ﬁlled, thus completing the iterative cycle of the
method.
Therefore, the differential mutation is a central operation in the
search engine of DE. The sequence of populations generated by
differential mutation evolves to better solutions in terms of the
objective and constraint functions of the problem.
3.2. The discrete differential evolution
Following the initial development and success of DE for numer-
ical optimization, some researchers have investigated its perfor-
mance in combinatorial optimization problems [22,23,8,32,11]. In
continuous problems, the differential mutation is easily imple-
mented with the subtraction between vectors operation. For the
purpose of applying DE in combinatorial optimization, one needs
to modify the differential mutation for discrete domains.
Some approaches used in discrete differential evolution sim-
ply apply the algorithm DE in continuous domain and then, round
the values in the resulting solutions to the nearest integer value.
We can cite, as an example of this kind of approach, the “Indexing
by Relative Position” (IRP) [12] and the “Forward/Backward Trans-
formation” (FBT) [20]. Other approaches have more sophisticated
interpretations for the differential mutation as in the “Permu-
tation Matrix Approach” (PMA) [25] and the “Adjacency Matrix
Approach” (AMA) [20]. However, these approaches present the fol-
lowing limitations: the self-adaptive mechanism of differential
mutation is not preserved in the discrete domain, they are limited
to permutation-based optimization problems, and many infeasible
solutions might be generated thus requiring additional repair and
local search operators. Since these approaches were developed for
permutation-based problems, none of these discrete DE algorithms
in the literature can be applied to PDSR problems, which require an
ADS for representing trees and forests.
In [22], the authors present a general approach for DE in com-
binatorial optimization problems, where the operators difference,
addition, and product by scalar in the differential mutation equa-
tion (Eq. (4)) are redeﬁned for the domain of discrete variables so
that they can be applied to a wide number of combinatorial prob-
lems. In the paper the authors illustrate how this approach can deal
with permutation based problems.
Here, we extend these ideas to describe a new approach for
implementing the concept of list of movements, proposed in Prado
et al. [22], in a discrete differential evolution by using the ancestor
tree to obtain the list of movements. With this deﬁnition, we  can
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have a meaningful version of the differential mutation for recon-
ﬁguration problems in power distribution systems.
The general ideas in Prado et al. [22] are brieﬂy revisited here. In
this new approach the operator difference between two  candidate
solutions is a list of movements in the search space deﬁned as:
Deﬁnition 1. A list of movements Mij is a list containing a
sequence of valid movements mk such that the application of these
movements to a solution xi,g ∈ X  leads to the solution xj,g ∈ X.
In this way, the “difference” between two solutions is deﬁned
as being this list of movements:
Mij = xi,g  xj,g (5)
where  is a special binary minus operator that returns a list of
movements Mij that represents a path from xi,g towards xj,g in the
search space deﬁned by the representation. This list, in some sense,
captures the differences between these two solutions. The data
structure used to represent the list of movements is based on the
data structure used to represent the solutions of the problem and
an example for PDSR is shown in Section 3.3.
The multiplication of the list of movements by a constant is
deﬁned next.
Deﬁnition 2. The multiplication of the list of movements, Mij,
by a constant F ∈ [0,  1], returns a list M′
ij
with the 	F × |Mij|
 ﬁrst
movements of Mij, where |Mij| is the size of the list.
Thus, the multiplication of the list of movements by a constant
can be denoted, using the special binary multiplication operator ⊗,
by:
M′ij = F ⊗ Mij (6)
Finally, the application of a list of movements to a given solution
is deﬁned as follows:
Deﬁnition 3. The application of the sequence of movements in
the list M′
ij
into a solution xk,g, returns a new solution x′k,g , and
thus, using the special binary addition operator ⊕,  one can write
the addition operation as:
x′k,g = xk,g ⊕ Mij (7)
With the deﬁnition above, one can write the mutant vector in
the discrete domain as:
vi,g = xr0,g ⊕ F ⊗ (xr1,g  xr2,g)
vi,g = xr0,g ⊕ F ⊗ Mr1r2
vi,g = xr0,g ⊕ M′r1r2
which is the discrete version proposed for the differential mutation
equation.
3.3. The ancestor tree – illustrative example
The speciﬁc deﬁnition of the movements in Mij used in the
discrete DE algorithm depends on the nature of the combinato-
rial problem being solved and the data structure representation
adopted. In this section, we illustrate how to solve the PDSR prob-
lem by using DE, the NDE proposed in Delbem et al. [7], to represent
the data structure, and the Ancestor Tree proposed here to con-
struct the list of movements.
As many population-based EA, DE-Tree starts with an initial
population randomly generated. In the case of PDSR problems
using the NDE, the initial population is generated from the current
Fig. 3. Creation of the initial population and the determination of the ancestor tree.
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conﬁguration (the actual conﬁguration of the system when the fault
is identiﬁed and isolated).
Let the forest shown in Fig. 3(a) be the current conﬁguration of
the power distribution network. Its respective NDE is also shown
next to the forest. The initial population can be generated by
applying either the PAO or the CAO operators to the current con-
ﬁguration. In this illustrative example, we show only the PAO for
simplicity. Further details on how to use these operators can be
found in Delbem et al. [7].
The ﬁrst individual of the population (I1) is generated by ran-
domly choosing one of the three trees of the current conﬁguration
(I0). One node of this tree is also randomly chosen to be the prun-
ing node. Having chosen the pruning node and with the aid of one
Adjacency List, a graft node is then chosen. Thus, the ﬁrst individual
of the population is identiﬁed solely by the following triple in the
ancestor tree:
(sourcenode, pruningnode, graftnode) (8)
This means that the individual I1 came from the individual I0
by cutting the pruning node from the source node and then grafting
the sub-tree rooted at the source node onto the graft node. Fig. 3(b)
shows the individual I1 generated by the triple (16, 23, 22). At the
right of conﬁguration, one can see its corresponding NDE highlight-
ing in bold-red text the pruned node and its new depth, and the
Ancestor Tree generated for the initial population.
Next, in order to generate the second individual, we  select a
conﬁguration randomly among individuals I0 and I1. The second
individual of the population is created by applying PAO in the same
way as in the creation of the individual I1. Fig. 3(c) illustrates the
second individual generated with the triple (11, 12, 13) when PAO
is applied again to the individual I0. Its corresponding NDE high-
lighting in bold-red text the pruned node and its new depth and
the updated ancestor tree are also shown in the ﬁgure.
Similarly, the third individual is generated by randomly choos-
ing an ancestor among individuals I0, I1, and I2, applying the PAO to
it, and then the ancestor tree is updated with the third individual.
This procedure is repeated until all individuals in the initial popu-
lation are determined. Fig. 4 shows the ancestor tree for an initial
population of 20 individuals that will be used in this illustrative
example.
From now on, the solutions in the next generations are produced
by using the DE algorithm. For each individual xi,g in the population,
a corresponding mutant individual vi,g is generated:
vi,g = xr0,g ⊕ F ⊗ (xr1,g  xr2,g) (9)
As an example, let I6, I15 and I7 in the ancestor tree (Fig. 4) be
the individuals randomly chosen in the initial population to take
part in the differential mutation equation, respectively, xr0,g , xr1,g
and xr2,g . Therefore, Eq. (9) is rewritten as:
vi,g = I6 ⊕ F ⊗ (I15  I7) (10)
The difference between any two individuals in the differential
mutation equation is deﬁned as a set of elementary movements
obtained from the ancestor tree, such that starting from the indi-
vidual I15 we reach the individual I7.
This set of elementary movements is a list of movements con-
taining two parts of the “path” between these two individuals: the
Backtracking Path formed by all individuals between individual I15
and the lowest common ancestor between the individuals I15 and I7,
and the Forward Path formed by all individuals between the lowest
common ancestor and the individual I7. The lowest common ances-
tor between two nodes v and w is deﬁned as the lowest node in the
tree that has both v and w as descendants. In this case, the lowest
common ancestor between I15 and I7 is I2.
Fig. 4. Ancestor tree obtained by the application of PAO to an initial population of
20  individuals.
Thus, the differential mutation in Eq. 10 is rewritten as:
M15,7 = (I15  I7)
= [I15, I12, I11, I9, I5, I2, I7],
(11)
where I2 is the lowest common ancestor between the individuals
I15 and I7.
The multiplication of the list of movements by a constant
F ∈ [0,  1] returns the F × |M15,7| ﬁrst movements of the list. Eqs.
(12)–(14) show the lists of movements for the cases when F = 0.6,
F = 0.8, and F = 1.0, respectively.
M′15,7 = 0.6 × 7 = [I15, I12, I11, I9] (4 ﬁrst movements) (12)
M′15,7 = 0.8 × 7 = [I15, I12, I11, I9, I5, I2] (6 ﬁrst movements)
(13)
M′15,7 = 1.0 × 7 = [I15, I12, I11, I9, I5, I2, I7] (all movements)
(14)
Therefore, the ancestor tree is a central idea to implement
differential mutation in DE-Tree. The differential mutation is imple-
mented by tracking the movements in the ancestor tree.
The mutant is obtained by applying the weighted movements
list M′15,7 to the base solution xr0,g . For this example we consider
F = 1.0 such that all the movements in the list will be applied to
the base solution.
The NDE of the solution xr0,g (individual I6 in this example) is
shown in Fig. 5(a). The ﬁrst movement of the list to be applied to
xr0,g is a backtracking movement I15 ← I12, see Fig 4. This means,
according to the ancestor tree, pruning node 8 from node 14 and
then grafting it into node 9. In other words returning nodes 8–9.
But node 8 in individual I6 is already connected to node 9. Then,
this movement is neglected. The same occurs with the backtracking
movements I12 ← I11, I11 ← I9, and I9 ← I5. They are all discarded.
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Fig. 5. Mutant solution obtained from the application of the movements in the list of movements to the individual I6.
The next movement is the backtracking movement I5 ← I2. It
means pruning node 17 from node 11 and then grafting it into
node 18. With this movement, the preliminary mutant is written
as shown in Fig. 5(b). Finally, the last movement of the list of move-
ments is the forward movement I2 → I7. It means pruning node
12 from node 13 and then grafting it into node 18. This is a
valid movement. Thus the resulting mutant is written as shown
in Fig. 5(c) and its conﬁguration is shown in Fig. 5(d).
Similarly to the original DE algorithm, in the DE-Tree, the mutant
competes with the current individual for survival in the next gen-
eration. This is repeated for every xi,g ∈ Pg until the population of
the next generation is ﬁlled, thus completing the iterative cycle of
the method.
In this illustrative example only the PAO operator was  used. In
the case of using both operators, the choice between either the CAO
or the PAO operators is based on a variable adaptation rate that, ini-
tially, is equal to 50% for both operators. If the mutant survives to
the next generation and it was generated by one of these opera-
tors, the probability of this operator is increased while the other is
decreased proportionally.
3.4. The DE-Tree algorithm
This section summarizes the DE-Tree algorithm. Algorithm 1
describes the DE-Tree. The algorithm receives as input the initial
conﬁguration I0 for the power distribution system, represented
with its NDE, the population size N and the maximum number of
generations gmax.
Using the procedure described in the previous section, the next
step is to create the initial population with N individuals. These
individuals are obtained by applying CAO or PAO (randomly) to
the initial conﬁguration I0. For each new individual created, the
ancestor tree is updated accordingly.
In the iterative cycle, see loop while in Algorithm 1, the dif-
ferential mutation is applied to generate a mutant solution for
every individual xi,g ∈ Pg . In the differential mutation step, the list
of movements are obtained from the ancestor tree and applied to
the base individual xr0,g . If the mutant is better than the current
solution, it replaces it in the next generation and the ancestor tree
is updated. In this case, the new solution is inserted below the node
representing the base individual xr0,g . Moreover, the probability of
selecting PAO or CAO is updated depending on which operator was
used to generate this successful mutant.
After gmax iterations, the algorithm stops and returns the
ancestor tree and the best conﬁguration found in the process.
The ancestor tree is useful as an output because it contains the
elementary movements linking one solution to another in the tree.
As we can see in the next section, this information is related to the
switching operations needed for service restoration in the system.
Algorithm 1. The DE-Tree algorithm
4. Test results
In order to test the DE-Tree algorithm in the SR problem, we
have used real data about the city of São Carlos in Brazil. The data
was used to compose two PDSR scenarios as follows: (i) System 1
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Table  1
Initial conﬁguration of the systems before the faults.
Power
losses (kW)
Voltage
ratio (%)
Network
loading (%)
Substation
loading (%)
System 1 281.27 3.25 67.12 53.34
System 2 859.93 3.31 98.93 99.99
is the power distribution system in the city of São Carlos and (ii)
System 2 is an artiﬁcially created scenario, composed of 2 System 1
interconnected by 13 NO new additional switches. These systems
have the following general characteristics:
System 1: 3860 buses, 532 sectors, 632 switches (509 NC and 123
NO switches), 3 substations, and 23 feeders.
System 2: 7720 buses, 1064 sectors, 1277 switches (1018 NC and
259 NO switches), 6 substations, and 46 feeders.
The tests were performed simulating the occurrence of one sin-
gle fault and three simultaneous faults in the system. The scalar
weights ωx, ωb and ωv are penalizations applied to the constraints
whenever they are violated. After few experiments, we adjusted
the weights to ωx = 100, ωb = 100 and ωv = 100. Speciﬁcally for Sys-
tem 2 we had to use ωb = 400, because the constraint associated to
the substation loading is harder to be satisﬁed in this case, hence
requiring a higher value in our experiments.
The maximum capacity for the substation and network loadings
is 100% and the maximum voltage drop allowed is 10%. Table 1
summarizes the initial conﬁguration of the systems right before
the fault(s). In this table, one can see that, in System 2, the network
and substation loadings are already close to the maximum loading.
The scenario in System 2 is used to test the performance of the
algorithm in a critical situation, when the system is operating close
to its limit.
4.1. Tests for one single fault
In the ﬁrst experiment, we simulate one single fault in sector 504
that interrupts the largest feeder in both systems with 17 sectors,
231 buses, and 33 NF switches [27].
Table 2 shows the statistics of the results of 50 tests performed
with population size N = 60 and gmax = 2000. For both Systems 1 and
2, the DE-Tree algorithm was able to restore the service, providing
a solution in half a minute for System 1 and in less than 2 min  for
System 2. Even in the critical scenario in System 2, despite the fault,
the network and substation loading did not exceed the maximum
value allowed, respecting the system constraints. In the worst case
Table 2
Simulations for one single fault.
Max  Min  Average St. Dev.
System 1
Power losses (kW) 318.8 290.7 302.1 6.05
Switching operations 84 40 61.2 11.1
Voltage ratio (%) 3.30 3.13 3.24 0.03
Network loading (%) 93.31 69.68 78.19 5.51
Substation loading (%) 56.71 51.24 53.47 1.00
Generations 2000 363 1579.2 430.1
Running time (s) 33.16 29.48 31.09 1.03
System 2
Power losses (kW) 953.7 884.8 902.1 16.3
Switching operations 94 6 39.3 17.9
Voltage ratio (%) 4.68 3.24 3.47 0.42
Network loading (%) 98.93 86.37 98.52 1.85
Substation loading (%) 100.00 99.62 99.90 0.08
Generations 2000 697 1569.1 379.7
Running time (s) 118.81 105.47 112.84 3.01
Table 3
Best solutions found for each individual criterion considering the 50 independent
executions. PL, power losses; SO, switching operations; VR, voltage ratio; NL, net-
work loading; SL, substation loading.
Best for PL SO VR NL SL
System 1
Power losses (kW) 290.7 307.5 306.3 310.5 301.6
Switching operations 84 40 64 52 52
Voltage ratio (%) 3.25 3.25 3.13 3.27 3.24
Network loading (%) 73.1 80.2 81.2 69.7 79.5
Substation loading (%) 56.7 55.7 53.6 52.3 51.2
System 2
Power losses (kW) 884.9 887.3 895.0 889.9 892.4
Switching operations 28 6 30 32 54
Voltage ratio (%) 3.31 3.91 3.24 3.30 3.31
Network loading (%) 98.9 98.9 98.9 86.4 98.9
Substation loading (%) 99.9 99.9 99.9 99.9 99.6
and on average the algorithm successfully found a solution to the
SR problem.
Although a multi-objective approach was  not adopted, we
report in Table 3 the best solutions found for each objective and
constraint of the systems among the 50 tests performed. The best
values are highlighted in bold text. For example, of all the tests
performed in System 1 the best solution found with the best value
in terms of power losses is 290.7 kW.  This solution presents 84
switching operations, voltage ratio of 3.25%, network loading of
73.1%, and substation loading of 56.7%, corresponding to the values
in the ﬁrst column of the table. This table is interesting because it
is easy to see the conﬂict between some objectives and constraints
of service restoration problems: minimizing the power losses, for
example, implies in a considerable increase in the substation load-
ing. Despite this, none of the service restoration constraints were
violated. To change the balance between objectives and constraints
in the problem, one needs to change the values of the scalar weights
ω1, ω2 and ω3, and the relative importance between power losses
and switching operations in the objective function.
4.2. Tests for three simultaneous faults
In the second experiment, in addition to a fault in sector 504,
two more sectors were isolated: sectors 182 and 486.
Table 4 shows the statistics of the results of 50 tests performed
with population size N = 60 and gmax = 2000. Despite the criticality
of the situation of three simultaneous faults in the systems, we  can
see that the DE-Tree algorithm was able to provide a reconﬁgura-
tion that can restore the service in the network, and none of the
constraints were violated in both systems.
Table 4
Simulations for three simultaneous faults.
Max  Min  Average St. Dev.
System 1
Power losses (kW) 326.3 292.9 308.5 7.4
Switching operations 84 28 52.6 11.8
Voltage ratio (%) 3.33 3.18 3.25 0.02
Network loading (%) 92.40 68.20 79.25 5.54
Substation loading (%) 63.80 52.94 58.70 2.38
Generations 2000 551 1628.4 345.9
Running time (s) 33.61 29.58 31.16 0.92
System 2
Power losses (kW) 992.0 910.2 936.2 20.1
Switching operations 184 22 79.2 37.4
Voltage ratio (%) 4.58 3.25 3.41 0.34
Network loading (%) 99.48 87.53 97.82 2.39
Substation loading (%) 99.99 99.62 99.91 0.08
Generations 1996 327 1566.9 435.5
Running time (s) 107.05 98.56 102.43 1.98
506 R.S. Prado et al. / Applied Soft Computing 23 (2014) 498–508
Table  5
Best solutions found for each individual criterion considering the 50 independent
executions. PL, power losses; SO, switching operations; VR, voltage ratio; NL, net-
work loading; SL, substation loading.
Best for PL SO VR NL SL
System 1
Power losses (kW) 293.0 313.6 308.7 326.3 311.2
Switching operations 56 28 66 50 36
Voltage ratio (%) 3.25 3.25 3.18 3.33 3.25
Network loading (%) 74.2 85.2 85.2 68.2 74.2
Substation loading (%) 58.6 57.7 57.5 56.4 52.9
System 2
Power losses (kW) 910.2 928.8 933.7 919.1 954.8
Switching operations 34 22 90 84 138
Voltage ratio (%) 3.28 3.31 3.25 3.30 3.31
Network loading (%) 98.1 98.9 98.9 87.5 92.7
Substation loading (%) 99.9 99.9 99.9 99.9 99.6
Again, similarly to Table 3 for one single fault in the system,
Table 5 shows the best solutions found for each objective and con-
straint of the systems among the 50 tests performed for three
simultaneous faults.
4.3. Monte Carlo simulation
In order to verify the robustness and efﬁcacy of the algorithm,
we performed a Monte Carlo simulation in System 1, in which a
random fault can occur anywhere in the system. We  simulate the
occurrence of 50 single faults in different parts of the system, then
using this initial conﬁguration as input for the DE-Tree algorithm.
For each simulated fault, we run the DE-Tree algorithm 10 times,
leading to a total of 500 samples in the Monte Carlo simulation. The
algorithm optimizes the system in order to restore the service. We
then store the values of the objective and constraints for the best
solution found in each simulation.
Figs. 6–8 illustrate the box plot diagrams of the objective and
constraint values obtained in the Monte Carlo simulation. In Fig. 6,
the aggregated function is the combination of power losses and
switching operations. Fig. 7 shows the box plot diagrams of the net-
work and substation loading constraints. Finally, Fig. 8 shows the
box plot diagram of the values found for the number of switching
operations and the values of the voltage ratio constraint.
We can see that the DE-Tree algorithm is a quite robust method
in service restoration problems. The variation of the power losses
and the voltage and loading constraints in the Monte Carlo sim-
ulation is relatively small. The algorithm was able to restore the
service efﬁciently in a variety of different scenarios of a single fault
Fig. 6. Box plot diagrams of the sample values for the objective function (left) and
the  power losses only (right).
Fig. 7. Box plot diagrams of the sample values for the network loading (left) and
substation loading (right) constraints.
in the system. The number of switching operations seems to be the
most sensitive variable in the simulation. Nonetheless, most of the
values fall within 8–20 switching operations.
The DE-Tree algorithm can ﬁnd solutions with smaller number
of switching operations by (i) increasing the relative importance
of the number of switching operations in the objective function,
see Eq. (2); (ii) or by relaxing the network and substation loading
constraints, which is usual in practice. The experiment in the next
subsection shows that intermediate solutions with less switching
operations can be identiﬁed from the ancestor tree.
4.4. Tracking the switching operation from the ancestor tree
To conclude the experiments, we provide an example of how
the ancestor tree returned by the DE-Tree algorithm can be useful
to the utility company in the service restoration process. Through-
out the evolutionary process, the ancestor tree is updated with the
movements that link one solution to its ascendant solution in the
tree. After the process is ﬁnished, we can track the sequence of
movements from the initial conﬁguration I0 all the way down to
the best solution found.
This information can be useful to the utility company because
one can track the progress of the service restoration in the system
as the sequence of switching operations is performed.
Fig. 8. Box plot diagrams of the sample values for the number switching operations
(left) and voltage ratio constraint (right).
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Fig. 9. Switching operations from the initial conﬁguration to the best solution in the ancestor tree.
Fig. 9 illustrates this idea for an arbitrary run of the DE-Tree
algorithm for a random fault in System 1. In this example, the best
solution found in the optimization process is 66 switching opera-
tions away from the initial conﬁguration. One can see in the graph
the progress of the power losses, loading and voltage constraints
as we go down in tree from the initial conﬁguration to the best
solution. Implementing switching operations can either be done
remotely, when this is possible, or may  require sending a team to
manually open or close the switch. In this case, the utility can eval-
uate the cost-beneﬁt trade-off of every switching operation until
the best solution is actually implemented.
For example, one can see in Fig. 9 that with 4 switching oper-
ations we reach a conﬁguration in which the network loading
constraint is slightly violated (115 %) but the substation loading
constraint and voltage constraint are satisﬁed. The utility company
might decide to perform few operations to restore the system even
though the network loading is above the limit for a while and power
losses are still high. With 22 operations, power losses decrease sig-
niﬁcantly and all the constraints are satisﬁed. Performing all the 66
switching operations has the effect of decreasing the power losses
and the values of the constraints.
5. Conclusions
We  have presented a new approach for service restoration in
power distribution systems that is based on a Discrete DE with
ancestor tree (DE-Tree algorithm). In this method, the ancestor tree
is used to obtain the list of movements and implement differen-
tial mutation, the node-depth encoding (NDE) is used to represent
the data structures of the system, and its operators, PAO and
CAO, are used to create the initial population and to evolve the
population.
The DE-Tree algorithm is applied to the solution of large-scale
PDSR problems. We  performed tests involving one single fault and
three simultaneous faults in the systems. In the tests, none of
the system constraints were violated and the algorithm presented
convergence even in the case where the network and substation
loading were critical.
The Monte Carlo simulation performed for random single faults
in System 1 shows evidence of the robustness and efﬁcacy of the
DE-Tree for service restoration problems. The method was able to
restore the service efﬁciently in a variety of different scenarios of
a single fault in the system, with a relatively small variation in the
values of power losses and loading and voltage constraints.
The results reported in this paper suggest the adequacy of the
proposed approach for service restoration in large scale power dis-
tribution systems.
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