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TOPOLOGY OF RANDOM
RIGHT ANGLED ARTIN GROUPS
ARMINDO COSTA AND MICHAEL FARBER
Abstract. In this paper we study topological invariants of a class
of random groups. Namely, we study right angled Artin groups
associated to random graphs and investigate their Betti numbers,
cohomological dimension and topological complexity. The latter
is a numerical homotopy invariant reflecting complexity of motion
planning algorithms in robotics. We show that the topological
complexity of a random right angled Artin group assumes, with
probability tending to one, at most three values, when n→∞. We
use a result of Cohen and Pruidze which expresses the topological
complexity of right angled Artin groups in combinatorial terms.
Our proof deals with the existence of bi-cliques in random graphs.
1. Introduction
Problems of mathematical modeling of large systems of various na-
ture (economical, mechanical, ecological, etc) motivate studying ran-
dom geometric, topological and algebraic objects. For a system of great
complexity, it is unrealistic to assume that one may have a precise de-
scription of its configuration space; it is more reasonable to view it as
a partially known or a random space.
Studying random topological and algebraic objects instead of their
deterministic analogues has several major advantages. Firstly, random
mathematical objects in many cases more adequately reflect reality.
Secondly, random objects are often simpler mathematically since exotic
and most complicated examples can be ignored if they are rare, i.e.
appear with very small probability.
Finally, the probabilistic method is useful in proving existence the-
orems and in building new objects and counter-examples. Recently
Gromov [20] used the theory of random groups to prove the existence
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of a finitely presentable group whose Cayley graph contains a family of
expanding graphs.
The most developed stochastic–topological object is a random graph.
The theory of random graphs, initiated circa 1959 by Erdo¨s and Re´nyi
[12], is nowadays a fast growing branch of applied mathematics, offering
a plethora of spectacular results and predictions for various engineering
and computer science applications, see [1], [4], [21].
Random simplicial complexes of high dimension were recently sug-
gested and studied by Linial–Meshulam in [25], and Meshulam–Wallach
in [29]. The fundamental groups of random 2-complexes are random
groups of a fairly general type: clearly this model covers all finitely
presented groups. In a recent paper E. Babson, C. Hoffman and M.
Kahle [2] show that a random group in this model is hyperbolic (or
trivial)1. This result is of great interest since it is known that many
delicate problems of group theory are algorithmically solvable for hy-
perbolic groups. Paper [8] establishes a threshold for freeness of a
random group produced by the Linial - Meshulam model.
Configuration spaces of mechanical linkages with random bar lengths
were studied in papers [17], [18]. These are closed smooth manifolds
depending on a large number of independent random parameters. Al-
though the number of homeomorphism types of these manifolds grows
extremely fast with dimension, their topological characteristics can be
predicted with high probability when the number of links tends to in-
finity.
The theory of random groups was initiated by M. Gromov [19], [20]
who proposed several different models generating random groups. One
of this models (called the density model) has a density parameter 0 ≤
d ≤ 1. A random group in this model is given by a presentation
G = 〈a1, . . . , am|R 〉 where the number of generators m ≥ 2 is fixed
and the set of relations R consists of (2m−1)dℓ words which are picked
randomly from the set Sℓ of all reduced words in a1, . . . , am of length ℓ.
One is interested in probabilities of various properties of these groups as
the length parameter ℓ tends to infinity. One says that a group property
holds with overwhelming probability if the probability of its occurence
tends to 1 as ℓ→∞. The striking phase transition theorem of Gromov
states that in the density model, with overwhelming probability, for d <
1/2 a random group is infinite, hyperbolic, torsion free, of geometric
dimension 2, while for d > 1/2 it is either Z2 or trivial; see [19], pp.
273-275 and [30], page 31. We refer also to [30] for more details.
1The result of [2] leaves open the possibility that a random group in the Linial-
Meshulam model with probability parameter p near n−1/2 is not hyperbolic.
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In [33] A. Zuk studied an interesting model of random groups (the
triangular model) where all relations have length 3 but the number of
generators m is not fixed and tends to infinity. We refer to [30], page
41 where this model is compared with the Gromov density model.
The article [32] is a recent survey of probabilistic group theory. We
also refer to a recent paper [22] which compares different models of
random groups.
Given a finite graph (i.e. a one-dimensional simplicial complex) Γ
with vertex set V and with the set of edges E one associates to it a
right angled Artin group (RAAG) (also known as a graph group)
GΓ = 〈v ∈ V ; vw = wv iff (v, w) ∈ E〉,
see [6], [28]. In the case when Γ is a complete graph GΓ is a free
abelian group of rank n = |V |; in the other extreme, when Γ has
no edges the group GΓ is the free group of rank n. In general GΓ
interpolates between the free and free abelian groups. In this paper we
are interested in right angled Artin groups associated to random graphs
Γ. We adopt one of the basic Erdo˝s - Re´nyi models of random graphs
in which each edge of the complete graph on n vertices is included
with probability 0 < p < 1 independently of all other edges. In other
words, we consider the probability space Ωn of all 2
(n
2
) subgraphs of
the complete graph on n vertices {1, 2, . . . , n} and the probability that
a specific graph Γ ∈ Ωn appears as a result of a random process equals
P(Γ) = pEΓ(1− p)(
n
2
)−EΓ ,(1)
where EΓ denotes the number of edges of Γ, see [21].
In Gromov’s model a random group is given by a presentation with
randomly generated relations where each of the relations has a fixed
length ℓ and the total number of relations is also fixed (and depends
on the density d), see above. In the case of random right angled Artin
groups one generates randomly relations of a special type (namely, the
commutation relations).
In this paper we examine statistics of various topological invariants of
the group GΓ associated to a random graph. Each of such invariants is
a random function and it is quite natural to ask about its mathematical
expectation and distribution function. We assume that n → ∞ and
seek results of asymptotic nature.
Our main effort is in finding the topological complexity TC(KΓ) of
the Eilenberg-MacLane spaces KΓ associated to the right angled Artin
group of a random graph Γ. The spaces KΓ are closely related to the
configuration spaces of braid groups of graphs (see [11]) which indi-
cates the relevance of the results obtained here to collision free motion
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planning of multiple particles on graphs. The notion of topological
complexity TC(X) reflects the structure of motion planning algorithms
for systems having X as their configuration space, see a brief survey
and further references in §4. In general, TC(X) depends only on the ho-
motopy type of X ; however if X = K(G, 1) is an Eilenberg - MacLane
space then TC(X) depends only on the fundamental group G of X . In
this paper we show that the topological complexity TC(KΓ), where Γ is
a random graph, can be determined almost precisely (with ambiguity
at most two). We prove the following result:
Theorem. Fix an arbitrary ǫ > 0 and assume that the probability
parameter 0 < p < 1 is constant (i.e. independent of n). Then for a
random graph Γ ∈ Ωn one has
2 · ⌊z(n, p)− ǫ⌋+ 1 ≤ TC(KΓ) ≤ 2 · ⌊z(n, p) + ǫ⌋ + 1,(2)
asymptotically almost surely, where
z(n, p) = 2 logq n− 2 logq logq n+ 2 logq(e/2) + 1, q = p
−1.
In other words, probability that a graph Γ ∈ Ωn does not satisfy in-
equality (2) tends to zero when n tends to infinity.
A recent paper [7] continues investigation of properties of random
groups associated to random graphs initiated by the present article. It
is shown in [7] that a random right angled Artin group has a finite outer
automorphism group if the probability parameter p is constant and lies
in the interval (0.3, 1). Paper [7] also deals with a more general class
of random groups associated to random graphs and gives a threshold
for hyperbolicity of these groups.
The authors thank Daniel Cohen for helpful discussions.
2. Betti numbers of random graph groups
First we remind the well-known construction of an aspherical com-
plex KΓ with fundamental group GΓ. We refer to [6] and [28] for proofs
and more detail.
Let V = VΓ denote the set of vertices of the graph Γ. The torus T
n
where n = |V | can be identified with the set of all functions φ : V → S1.
The support supp(φ) ⊂ V of a function φ : V → S1 is defined as the
set of vertices v ∈ V such that φ(v) 6= 1. One defines KΓ ⊂ T
n to
be the set of all functions φ such that their support supp(φ) generates
a complete subgraph of Γ, i.e. any two vertices of the support are
connected by an edge in Γ. It is known [6], [28] that KΓ (viewed with
the induced topology) is aspherical and its fundamental group is Γ.
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Fix the cell decomposition of S1 consisting of a 0-cell 1 ∈ S1 and
a 1-cell S1 − {1}. Then T n inherits a cell decomposition with cells
in one-to-one correspondence with subsets of V . In this decomposition
KΓ ⊂ T
n is a cell subcomplex; the cells of KΓ are in 1-1 correspondence
with complete subgraphs of Γ. Namely, given a subset S ⊂ V one
considers the set eS of all functions φ : V → S
1 with support equal S;
clearly eS is a cell of dimension |S|.
The cohomology algebra of KΓ with integral coefficients is the quo-
tient
H∗(KΓ;Z) ≃ E(v1, . . . , vn)/JΓ(3)
where E(v1, . . . , vn) is the exterior algebra generated by degree one
classes corresponding to the vertices V = {v1, . . . , vn} of Γ and the
ideal JΓ is generated by the degree two monomials vw such that the
corresponding vertices v, w are not connected by an edge.
In particular any product vi1vi2 . . . vir vanishes iff the corresponding
vertices {vi1 , vi2 , . . . , vir} do not form a complete subgraph of Γ. The
monomials of the form vi1vi2 . . . vir , with distinct vertices vi1 , vi2 , . . . , vir
such that any two of them are connected by an edge in Γ, form an
additive basis of H∗(KΓ;Z). Thus, one obtains the following well-
known fact:
Lemma 1. For an integer r ≥ 2 the r-th Betti number2 br(GΓ) =
br(KΓ) equals the number of complete subgraphs of size r in Γ.
Note that b0(GΓ) = 1 and b1(GΓ) = n for any graph Γ on n vertices.
Lemma 2. The expectation of the r-th Betti number of the group GΓ
of a random graph Γ, where r ≥ 2, equals
E(br(GΓ)) =
(
n
r
)
p(
r
2
).(4)
Proof. As explained above we must find the number of maximal com-
plete subgraphs of size r in Γ ∈ Ωn. For a subset S ⊂ {1, . . . , n} with
|S| = r consider the random variable IS : Ωn → {0, 1} which equals
1 on a graph Γ ∈ Ωn iff S forms a complete subgraph in Γ. Then
E(IS) = p
(r
2
) and
∑
S IS is the number of all complete subgraphs on r
vertices. This shows that E(
∑
S IS) is as stated. 
Now we assume that r (the dimension) is fixed and p may depend
on n. Asymptotically, the expectation of br(GΓ) can be written as
2The discussion preceeding Lemma 1 shows that the cohomology H∗(KΓ;Z) is
Z-torsion free. Thus the Betti numbers br(GΓ) are independent of the field of
coefficients.
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E(br(GΓ)) ∼
1
r!
[
np
r−1
2
]r
.
The expectation has a positive limit for n→∞ if and only if
np
r−1
2 → c > 0.(5)
Under this condition the expectation E(br(GΓ)) converges to
cr
r!
.
Note that the convergence (5) to a positive limit may happen for one
dimension r only.
Moreover, assuming (5), the distribution of br : Ω→ Z converges to
the Poisson distribution with expectation
λ =
cr
r!
,(6)
see below. Theorem 3 is a group theoretic interpretation (based on
Lemma 1) of a theorem of Schu¨rger [31] about complete subgraphs in
random graphs. More general results concerning the containment of a
specific graph in a random graph were established by by Bolloba´s [5]
and Karon´ski and Rucin´ski [23]; see Theorem 3.19 from [21].
Theorem 3. Fix an integer r > 1 and consider the function of r-th
Betti number of the associated graph group,
br : Ωn → Z, br(Γ) = br(GΓ),
as a random function of a random graph. If the limit (5) exists and is
positive then for any integer k = 0, 1, . . . the probability
P(br(GΓ) = k)
converges (as n→∞) to
e−λ ·
λk
k!
where λ is given by formula (6).
In other words, Theorem 3 claims that the limiting distribution is
Poisson with mean λ.
Example 4. Consider the following examples illustrating the previous
Theorem.
Suppose that r = 2 and p = 4
n2
. Then c = 2, λ = 2, and for any
integer k = 0, 1, . . . the probability that b2(GΓ) = k converges to
2k
e2·k!
as n→∞.
As another example, assume that r = 3 and p = 6
n
. Then λ = 36
and the probability that b3(GΓ) = k converges to
36k
e36·k!
as n→∞
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3. Cohomological dimension of random graph groups
The cohomological dimension of GΓ equals the size of the maximal
clique in Γ; this follows from the discussion of section 2. Recall that
a clique in a graph is defined as a maximal complete subgraph. The
clique number cl(Γ) of a graph Γ is the maximal order of a clique in Γ.
There are many results in the literature about the clique number of
random graphs; we may interpret these results as statements about the
cohomological dimension of graph groups build out of random graphs.
Matula [26], [27] discovered that for fixed values of p the distribution of
the clique number of a random graph is highly concentrated in the sense
that almost all random graphs have about the same clique number.
These results were developed further by Bolloba´s and Erdo˝s [3]; see
the monographs of B. Bolloba´s [4] and of N. Alon and J. Spencer [1].
Below we restate a result of Matula [27] as a statement about coho-
mological dimension of random graph groups.
Denote
z(n, p) = 2 logq n− 2 logq logq n+ 2 logq(e/2) + 1,(7)
where q = p−1. We assume that p is independent of n, i.e. it is constant.
Theorem 5. Fix an arbitrary ǫ > 0. Then
⌊z(n, p)− ǫ⌋ ≤ cd(GΓ) ≤ ⌊z(n, p) + ǫ⌋,(8)
asymptotically almost surely (a.a.s). In other words, the probability
that a graph Γ ∈ Ωn does not satisfy inequality (8) tends to zero when
n tends to infinity.
Here ⌊x⌋ denotes the largest integer not exceeding x. We may assume
that ǫ < 1/2; then the integers ⌊z(n, p) − ǫ⌋ and ⌊z(n, p) + ǫ⌋ either
coincide or differ by 1.
Thus, according Theorem 5, the cohomological dimension cd(GΓ) for
a random graph Γ takes on one of at most two values depending on n
and p, with probability approaching 1 as n→∞.
Next Lemma is a technical result which will be used later in this
paper. The Lemma shows in particular that the expected Betti number
of KΓ in dimension r = ⌊z(n, p) − ǫ⌋ (nearly the highest dimension
where homology is nonzero, according to Lemma 2 and Theorem 5)
tends to infinity faster than r. Thus, significant amount of homology
of KΓ is concentrated in the top dimension.
Lemma 6. Fix ǫ > 0 and let r = ⌊z(n, p)− ǫ⌋. Then
r−1 ·
(
n
r
)
p(
r
2
) →∞
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as n→∞.
Proof. One has r = ⌊z(n, p)− ǫ⌋ ≤ z(n, p)− ǫ and therefore
p(
r
2
) ≥
(
p(z(n,p)−ǫ−1)/2
)r
=
(
plogq n−logq logq n+logq(e/2)−ǫ/2
)r
=
(
2C logq n
en
)r
, where C = qǫ/2 > 1.
On the other hand, using Stirling’s formula, we have(
n
r
)
= cn ·
(n
r
)r
· er · r−1/2
where cn and c
−1
n are bounded. Therefore,
r−1 ·
(
n
r
)
· p(
r
2
) ≥ r−1cn
(n
r
)r
r−1/2
(
2C logq n
en
)r
er =(
C ·
2 logq n
r
)r
· r−3/2 · cn ≥ C
r · r−3/2 · cn.
Clearly, Cr · r−3/2 · cn tends to infinity since C > 1. This completes the
proof. 
4. Motion planning algorithms and the concept of
topological complexity
Given a mechanical system, a motion planning algorithm is a func-
tion which assigns to any pair of states of the system, an initial state
and a desired state, a continuous motion of the system starting at the
initial state and ending at the desired state. The design of effective mo-
tion planning algorithms is one of the challenges of modern robotics, see
[24]. Motion planning algorithms are applicable in various situations
when the system is autonomous and operates in a fully or partially
known environment.
The complexity of motion planning algorithms is measured by a nu-
merical invariant TC(X) which depends on the homotopy type of the
configuration space X of the system [17]. This invariant is defined
as the Schwarz genus (also known as the “sectional category”) of the
path-space fibration
p : PX → X ×X.(9)
Here PX is the space of all continuous paths γ : [0, 1] → X equipped
with the compact-open topology and p(γ) = (γ(0), γ(1)) is the map
associating to a path γ : [0, 1] → X its pair of endpoints. Explicitly,
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TC(X) is the smallest integer k such that X×X admits an open cover
U1 ∪ U2 ∪ · · · ∪ Uk = X × X with the property that there exists a
continuous section Ui → PX of (9) for each i = 1, . . . , k. If X is
an Euclidean neighborhood retract then TC(X) can be equivalently
characterized as the minimal integer k such that there exists a section
s : X ×X → PX of the fibration p with the property that X ×X can
be represented as the union of k mutually disjoint locally compact sets
X ×X = G1 ∪ · · · ∪Gk
such that the restriction s|Gi is continuous for i = 1, . . . , k, see [16],
Proposition 4.2. A section s as above represents a motion planning
algorithm: given a pair (A,B) ∈ X ×X the image s(A,B) ∈ PX is a
continuous motion of the system starting at the state A and ending at
the state B.
Intuitively, the topological complexity TC(X) can be understood as
a measure of the navigational complexity of the topological space X ; it
is the minimal number of continuous rules which are needed to describe
a motion planning algorithm in X .
The invariant TC(X) admits an upper bound in terms of the dimen-
sion of the configuration space X ,
TC(X) ≤ 2 dim(X) + 1(10)
see [17], Theorem 4. There are many examples when inequality (10)
is sharp: take for instance X = T n♯T n, the connected sum of two
copies of a torus, having the topological complexity TC(X) = 2n + 1.
However for any simply connected space X one has a more powerful
upper bound
TC(X) ≤ dim(X) + 1,(11)
see [14]. The latter inequality is sharp for any simply connected closed
symplectic manifold X , see [15].
There are many other examples when the inequality (10) is not sharp.
It was established in [9] that for any finite cell complex X with π1(X) =
Z2 one has
TC(X) ≤ 2 dim(X).(12)
For example TC(RPn) ≤ 2n for all n; moreover, TC(RPn) = 2n if
and only if n is a power of 2, see Corollary 14 of [15].
The main result of this paper states that the inequality (10) is asymp-
totically very close to equality in the case of Eilenberg - MacLane spaces
of random graph groups.
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5. The topological complexity of random graph groups
Consider the probability space Ωn of random graphs on n vertices
with probability given by formula (1). For any Γ ∈ Ωn consider the
corresponding Eilenberg-MacLane complex KΓ (see §2) and its topo-
logical complexity TC(KΓ), as defined in the previous section. The
probability measure on Ωn is given by the formula (1).
Theorem 7. Fix an arbitrary ǫ > 0 and assume that the edge proba-
bility parameter 0 < p < 1 is constant (i.e. independent of n). Then
for any random graph Γ ∈ Ωn one has
2 · ⌊z(n, p)− ǫ⌋+ 1 ≤ TC(KΓ) ≤ 2 · ⌊z(n, p) + ǫ⌋ + 1,(13)
asymptotically almost surely. Here z(n, p) is given by formula (7).
It is clear that the integers on the left and on the right of inequality
(13) differ at most by 2 (if ǫ < 1/2). Hence Theorem 7 determines the
value of the topological complexity TC(GΓ) for a random graph with
ambiguity of at most 2. Comparing with the result of Theorem 5 we
obtain
Corollary 8. For a random graph Γ ∈ Ωn one has
2 · cd(GΓ)− 1 ≤ TC(KΓ) ≤ 2 · cd(GΓ) + 1,(14)
asymptotically almost surely.
Note that we have
cd(GΓ) = dimKΓ = cat(KΓ)− 1
for the Lusternik - Schnirelmann category, as it is easy to see.
The rest is this section is devoted to the proof of Theorem 7.
By an (r, r) bi-clique in a graph Γ we understand an ordered pair
consisting of two vertex disjoint complete subgraphs of Γ, each having
r vertices. To specify an (r, r) bi-clique one has to determine an r-
element subset S of the set of vertices of Γ and an r-element subset T
in the complement V −S such that the induced graphs on S and T are
complete.
We know from sections §§2, 3 that cd(GΓ) ≥ r if Γ contains an r-
clique, i.e. a maximal complete subgraph on r vertices. By Theorem
of Cohen and Pruidze [10] one has TC(KΓ) ≥ 2r + 1 if Γ contains an
(r, r) bi-clique.
In the rest of this section we set
r = ⌊z(n, p)− ǫ⌋.
Theorem 7 follows once we have shown that a random graph Γ ∈ Ωn
contains an (r, r) bi-clique a.a.s. The right hand side of the inequality
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(13) follows from the general upper bound (11) and from the right hand
side of (8).
Let r > 0 be an integer and let X : Ωn → Z denote the number
of (r, r) bi-cliques in random graph. Our goal is to show that X > 0
asymptotically almost surely, i.e.
P(X > 0)→ 1, for n→∞.(15)
The proof of (15) will use the second moment method and will be based
on the inequality
P(X > 0) ≥
(EX)2
E(X2)
(16)
see [21], page 54. Thus, our statement follows once we show that
E(X2)
(EX)2
→ 1 as n→∞.(17)
Let S and T be disjoint r-element subsets of the set of vertices of
Kn and let
I(S,T ) : Ωn → {0, 1}
denote the function which equals 1 on a graph Γ ∈ Ωn if and only if S
and T form a bi-clique in Γ. Then
X =
∑
(S,T )
I(S,T )
where the sum is taken over all ordered pairs of disjoint r-element
subsets of {1, 2, . . . , n}. Note that one obviously has
E(I(S,T )) = p
2(r
2
)
and thus
E(X) =
(
n
r, r
)
p2(
r
2
) ,
where (
n
r, r
)
=
n!
r! · r! · (n− 2r)!
denotes the multynomial coefficient. Similarly,
X2 =
∑
I(S,T ) · I(S′,T ′).(18)
Here (S, T ) and (S ′, T ′) run over all ordered pairs of disjoint r-element
subsets of the set of vertices {1, . . . , n}. Denoting
a = |S ∩ S ′|, b = |T ∩ S ′|, c = |S ∩ T ′|, d = |T ∩ T ′|,
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Figure 1. A pair of (r, r) bi-cliques
(see Figure 1) we find
E(I(S,T ) · I(S′,T ′)) = p
4(r
2
)−(a
2
)−(b
2
)−(c
2
)−(d
2
).(19)
Therefore taking into account (18) one obtains the following expression
E(X2)
E(X)2
=
∑
α∈D
Fα · q
L(α) =
∑
α∈D
Tα.(20)
Here
α = (a, b, c, d) ∈ Z4
denotes a vector and D is the set of all vectors α = (a, b, c, d) with
nonnegative integer components satisfying the inequalities
a+ b ≤ r, a+ c ≤ r, c+ d ≤ r, b+ d ≤ r,(21)
see Figure 1. In formula (20) the coefficient Fα is given by
Fα =
(
r
a, c
)(
r
b, d
)(
n−2r
r−a−b, r−c−d
)
(
n
r,r
)(22)
and
L(α) =
(
a
2
)
+
(
b
2
)
+
(
c
2
)
+
(
d
2
)
, q = p−1,(23)
while
Tα = Fα · q
L(α).(24)
Letm(x, y) denotes max{x, y}. Then inequalities (21) can be rewrit-
ten in a simple form as
m(a, d) +m(b, c) ≤ r.(25)
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Next we mention the symmetry of the problem. There are two com-
muting involutions
β, γ : D → D, β2 = 1 = γ2,
where
β(a) = b, β(c) = d, γ(a) = c, γ(b) = d.
These two involutions generate an action of the group G = Z2⊕Z2 ofD
which preserves both functions Tα and L(α). This action is transitive
on the four coordinates.
Recall that our goal is to show that the sum (20) tends to 1 as
n→∞. Note that ∑
α∈D
Fα = 1(26)
for obvious reasons. Observe also that the term F0 corresponding to
α = (0, 0, 0, 0) ∈ D equals
F0 =
(
n−2r
r, r
)
(
n
r, r
) = 2r−1∏
k=0
(
1−
2r
n− k
)
≥
(
1−
2r
n− 2r + 1
)2r
≥ 1−
4r2
n− 2r + 1
.
Hence we see that F0 → 1 as n → ∞. Therefore, the sum of all
coefficients Fα with α 6= 0 tends to zero. However the value of the
second factor qL(α) becomes increasingly high when the coordinates of
α grow.
As an example, consider the term of (20) corresponding to α =
(r, 0, 0, r). Then Fα =
(
n
r, r
)
−1
, L(α) = 2
(
r
2
)
and3
Tα = Fα · q
L(α) =
1(
n
r, r
)q2(r2) ∼ [(n
r
)
p(
r
2
)
]
−2
.
Thus we obtain
r2T(r,0,0,r) = o(1),(27)
by Lemma 6.
As another example consider the term with α = (r, 0, 0, 0). Then
Tα = Fαq
L(α) =
(
n−2r
r
)(
n
r, r
) q(r2) ∼ [(n
r
)
p(
r
2
)
]
−1
.
3In this paper the symbol an ∼ bn means that the sequences anb
−1
n and a
−1
n bn
are bounded.
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In this case we have
rT(r,0,0,0) = o(1),(28)
by Lemma 6.
The term Tα with α = (1, 0, 0, 0) satisfies
T(1,0,0,0) ≤
r2
n
(29)
as one easily checks.
Next we consider Tα with α = (r − 1, 0, 0, 0). One has
Tα = r ·
(
n−2r
1, r
)
(
n
r, r
) q(r−12 ) ∼ r(n− 3r)
(
n−2r
r
)(
n
r, r
) q(r−12 )
∼
r(n− 2r)(
n
r
) q(r−12 ) ∼ npr−1 ·
[
r(
n
r
)
p(
r
2
)
]
≤ C ′npr−1 ∼ C
log2q n
n
for some constants C,C ′; here we have used Lemma 6. Thus, we have
the inequality
T(r−1,0,0,0) ≤ C ·
log2q n
n
.(30)
Using similar arguments one obtains
T(r−1,0,0,r−1) ≤ C
′′ ·
log4q n
n2
,(31)
where C ′′ is a constant independent of n.
As a summary of the above discussion of examples we can make the
following claim which will be referred to later:
If α is either (1, 0, 0, 0), or (r− 1, 0, 0, 0), or (r− 1, 0, 0, r− 1) then
r4Tα = o(1).(32)
Recall that
r = ⌊2 logq n− 2 logq logq n + 2 logq(e/2) + 1− ǫ⌋,
and in particular r ≤ 2 logq n. Fix λ satisfying the inequality
0 < λ <
1
1 + eq
(33)
and split the set of all integers in [0, r] into three subsets
Sλ = {x ∈ N; 0 ≤ x ≤ (1− λ) logq n},
Iλ = {x ∈ N; (1− λ) logq n < x < (1 + λ) logq n},
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Lλ = {x ∈ N; (1− λ) logq n ≤ x ≤ r}.
Integers lying in Sλ, Iλ, and Lλ will be called “small”, “intermediate”
and “large”, correspondingly.
Suppose that α′ ∈ D is obtained from α = (a, b, c, d) ∈ D by increas-
ing of one of the coordinates by 1, say, α′ = (a + 1, b, c, d). Then the
ratio of the corresponding terms of sum (20) equals
Tα′
Tα
=
(r − a− b)(r − a− c)
(a+ 1)(n− 4r + ℓ+ 1)
· qa,
where ℓ = ℓ(α) = a + b+ c+ d. Clearly, one has
n/2 ≤ n− 4r + ℓ+ 1 ≤ n,
assuming that n is large enough. Hence we obtain
A · qa ≤
Tα′
Tα
≤ 2 · A · qa(34)
where
A =
(r − a− b)(r − a− c)
(a + 1)n
.(35)
If a ∈ Sλ is small then q
a ≤ n1−λ, A ≤ r
2
n
and
Aqa ≤
r2
nλ
tends to zero as n→∞. Hence the ratio which appears in (34) is less
than 1 for n large enough.
If a ∈ Lλ is large then q
a ≥ n1+λ, A ≥ 1
2n logq n
and hence
Aqa ≥
nλ
2 logq n
tends to infinity for n→∞. This gives the following statement:
Lemma 9. There exists a constant N > 0 such that for all n ≥ N the
following is true: (1) If α′ ∈ D is obtained from α ∈ D by adding 1 to
one of its coordinates which is small (see above) then
Tα > Tα′ .(36)
(2) If α′ ∈ D is obtained from α ∈ D by adding 1 to one of its coordi-
nates which is large then
Tα < Tα′ .(37)
Figure 2 illustrates Lemma 9. Next we analyze the case when one
increases an intermediate index.
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Figure 2. Schematic representation of behavior of Tα
with respect to small a ∈ Sλ and large a ∈ Lλ coordi-
nates.
Lemma 10. There exists a constant N > 0 such that for all n ≥ N the
following is true: Suppose that α′ = (a+1, b, c, d) ∈ D is obtained from
α = (a, b, c, d) ∈ D by adding 1 to one of its coordinates. If a ≤ r/2
and m(b, c) 6∈ Sλ, then
Tα > Tα′ .(38)
Proof. Without loss of generality we may assume that a ∈ Iλ since the
case a ∈ Sλ is covered by Lemma 9. Then our assumptions imply that
m(b, c) ∈ Iλ, and therefore by symmetry we may assume that b ∈ Iλ.
Our goal is to estimate the value of A given by (35). We have
a + b > 2(1− λ) logq n
and since r < 2 logq n we obtain
r − a− b < 2λ logq n(39)
and thus the numerator in (35) satisfies
(r − a− b)(r − a− c) < 4λ log2q n.
To estimate the denominator we observe that a < r/2 implies
qa ≤
eq
2
·
n
logq n
.
Since a + 1 ≥ (1− λ) logq n we obtain
2Aqa ≤
4λ log2q n
(1− λ) logq n
·
eq
2
·
n
logq n
·
1
n
=
4λ
1− λ
·
eq
2
< 1;(40)
the last inequality uses our assumption (33). This completes the proof
of statement (38). 
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Lemma 11. For n sufficiently large and α = (a, 0, 0, d) ∈ D with
1 ≤ a ≤ r − 1, one has
Tα ≤ max{T(1,0,0,d), T(r−1,0,0,d)}.(41)
Proof. The assertion of the Lemma follows from Lemma 9 in the case
when either a ∈ Sλ or a ∈ Lλ. Hence we may assume below that
α = (a, 0, 0, d) where a ∈ Iλ.
Denote α′ = (a+ 1, 0, 0, d) and α′′ = (a+ 2, 0, 0, d). Then
Tα′′Tα
T 2α
=
(
r − a− 1
r − a
)2
·
(
a + 1
a + 2
)
·
n− 4r + a + d+ 1
n− 4r + a + d+ 2
· q.
In the RHS of this formula two bracketed factors tend to 1 as n→∞;
besides q > 1 . Hence for n > N large enough one has
TαTα′′
T 2α′
> 1.(42)
This proves that logq(Tα) is convex as function of a ∈ Iλ. By Lemma
9 this function increases for a ∈ Sλ and decreases for a ∈ Lλ. This
implies (41). 
Now we are able to complete the proof of Theorem 7. Recall that
we have to show that the sum
∑
α∈D′ Tα tends to 0 as n → ∞ where
D′ = D − {(0, 0, 0, 0)}. Consider the subset D˜ ⊂ D consisting of
vectors with at least one coordinate equal r. Each α ∈ D˜ has the form
α = (r, 0, 0, d) (up to symmetry) where d = 0, . . . , r. Applying Lemma
11 we obtain that
Tα ≤ max{T(r,0,0,0), T(r,0,0,r)}.
Since the cardinality of D˜ does not exceed 5r, we obtain, using (27)
and (28), that ∑
α∈D˜
Tα = o(1).(43)
Each vector α ∈ D′ may have at most two large coordinates. De-
compose
D′ − D˜ = D′0 ∪D
′
1 ∪D
′
2,
where D′i denotes the set all vectors in D˜ having exactly i large coor-
dinates, i = 0, 1, 2.
Suppose that α ∈ D′2. Without loss of generality we may assume
that a and d are large and b and c are small, i.e. a, d ∈ Lλ, b, c ∈ Sλ.
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Applying Lemma 9 we obtain Tα ≤ T(a,0,0,d). Since a 6= r 6= d we may
engage Lemma 11 to obtain
Tα ≤ max{T(1,0,0,r−1), T(r−1,0,0,r−1)}.(44)
Now, taking into account (27), (28) and (32), we obtain∑
α∈D′
2
Tα = o(1).(45)
Consider now the sum
∑
α∈D′
1
Tα. In this case the vector α =
(a, b, c, d) contains one large index. Assume that a is large. Then
b, c must be small and applying Lemma 9 and Lemma 11 we obtain
Tα ≤ T(a,0,0,d) ≤ T(r−1,0,0,d) ≤ max{T(r−1,0,0,0), T(r−1,0,0,r−1)}.
Now (32) implies that ∑
α∈D′
1
Tα = o(1).(46)
Next we show that for any α ∈ D′0 one has
Tα ≤ max{T(1,0,0,0), T(r−1,0,0,0), T(r−1,0,0,r−1)}(47)
which in view of (32) would imply that∑
α∈D′
0
Tα = o(1).(48)
The combination of (43), (45), (46) and (48) give Theorem 7.
To prove (47) consider α = (a, b, c, d) ∈ D′0. Note that coordinates
a, b, c, d can be either small or intermediate. Assume first that all coor-
dinates a, b, c, d are small. Then Tα ≤ T(1,0,0,0) (by Lemma 9) implying
(47).
Suppose now that exactly one of the coordinates of α is intermediate.
If a is intermediate and b, c, d are small then
Tα ≤ T(a,0,0,0) ≤ max{T(1,0,0,0), T(r−1,0,0,0)}
(by Lemma 9 and Lemma 11) proving (47).
Suppose now that two coordinates of α are intermediate. Taking
into account symmetry (the action of G on D, see above), this case can
be subdivided into two subcases: (i) a and b are intermediate and (ii)
a and d are intermediate. In the subcase (i), since a + b ≤ r, either
a ≤ r/2, or b ≤ r/2 and we may apply Lemma 10. Assuming that
a ≤ r/2 we obtain
Tα ≤ T(0,b,0,0) ≤ max{T(1,0,0,0), T(r−1,0,0,0)},
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implying (47). In the subcase (ii), we know that b, c are small hence
Tα ≤ T(a,0,0,d) and application of Lemma 11 gives (47).
In the remaining case when α ∈ D′0 has three or four intermediate
indices we know that at least two of these indices are ≤ r/2 and by
Lemma 10 one has
Tα ≤ Tα′
where α′ is obtained from α by replacing by zeros two coordinates which
were ≤ r/2. To estimate Tα′ one applies Lemma 11 leading again to
(47). This completes the proof of Theorem 7. 
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