Water is perhaps the most ubiquitous, and the most essential, of any molecule on earth. Indeed, it defies the imagination of even the most creative science fiction writer to picture what life would be like without water. Despite decades of research, however, water's puzzling properties are not understood and 63 anomalies that distinguish water from other liquids remain unsolved. We introduce some of these unsolved mysteries, and demonstrate recent progress in solving them. We present evidence from experiments and computer simulations supporting the hypothesis that water displays a special transition point (which is not unlike the ''tipping point'' immortalized by Malcolm Gladwell). The general idea is that when the liquid is near this ''tipping point,'' it suddenly separates into two distinct liquid phases. This concept of a new critical point is finding application to other liquids as well as water, such as silicon and silica. We also discuss related puzzles, such as the mysterious behavior of water near a protein. r
Introduction
Most students think that randomness means uncorrelated randomness. They learn that statistical physics deals solely with random phenomena, so they imagine that our field cannot possibly yield any insights into the real world as they correctly know that no system in which they are interested corresponds to simple uncorrelated randomness. Hence we found using the adjective ''correlated'' helped persuade our collaborators that what we do may possibly be applicable to systems in which they are interested.
To help educate ourselves, we have learned to present simple visual examples of the concept of correlated randomness. One example we found useful was comparing a simple, unbiased random walk in two dimensions (''uncorrelated randomness'') and a simple, self-avoiding random walk in two dimensions (''correlated ARTICLE IN PRESS 4 Þ 1=2 ¼ 100 to approximately ð10 4 Þ 3=4 ¼ 1000, where we have used the fact that the fractal dimensions (defined as the exponent to which the length is raised to obtain the mass) are 2 and
What is the phenomenon?
We start with three thermodynamic functions. The first is the compressibility-the response of the volume to an infinitesimal change in pressure. In a typical liquid, this response function decreases when we lower the temperature. I understand this decrease via statistical physics. This thermodynamic response function is proportional to the thermal average of all the fluctuations in specific volume in the system. As we lower the temperature, we imagine that fluctuations of necessity decrease, thus the compressibility decreases.
Water is unusual in three respects. First, the average compressibility of water is twice as large as what one would expect were water a typical fluid and were one to plug all the prefactors into the formulas that give compressibility in terms of volume fluctuations. Second, the magnitude of that factor of two actually increases as one lowers the temperature. That being the case, there is ultimately a minimum-which occurs at 46 1C. Below that temperature, the compressibility increases dramatically. At the lowest attainable temperature ðÀ40 CÞ the compressibility takes on a value that is twice of that at the minimum. This is not a tiny effect; it is huge (Fig. 2) .
The second thermodynamic function is the specific heat, and we observe three similar anomalies: it is twice as large as that of a typical liquid, the discrepancy gets bigger as the temperature is lowered, and a minimum occurs at 35 1C.
The third thermodynamic function is the coefficient of thermal expansion, the response of the volume to an infinitesimal change in temperature. This quantity we assume to always be positive because if there is a local region of the liquid in which the specific volume is larger than the average, then there will be more arrangements of the molecules and hence the entropy will be larger than the average. This is true of almost all liquids, but the magnitude of this cross-fluctuation of volume and entropy in water is approximately three times smaller than we would expect, and at 4 1C the coefficient of thermal expansion passes through zero and actually becomes negative. Fig. 2 . Schematic dependence on temperature of: (a) the isothermal compressibility K T , (b) the constant-pressure specific heat C P , and (c) the thermal expansivity a P . The behavior of a typical liquid is indicated by the dashed line, which, very roughly, is an extrapolation of the high-temperature behavior of liquid water. Note that while the anomalies displayed by liquid water are apparent above the melting temperature T m , they become more striking as one supercools below T m .
ARTICLE IN PRESS

Why do we care about this anomalous behavior?
To begin with, if we do not understand water we will never understand biology. That is a major reason to care. Scientifically, water is the prototype complex fluid. It is not a simple, ''bag-of-marbles'' liquid, but a ''bag of tetrahedra.'' These tetrahedra are not only irregularly shaped, but are charged. Two of the arms are positively charged, corresponding to the protons on each water molecule, and two are negatively charged, corresponding to the lone pairs. In addition to short-range forces, these ''charged tetrahedra'' interact with long-range Coulomb forces.
What do we do?
Our approach is based on the fact that water has a tetrahedral local geometry. In this sense water shares features with other liquids such as silicon. Because water is both tetrahedral and charged means that a simple Lennard-Jones potential is not sufficient to describe its complexity. One way to modify the Lennard-Jones potential to provide at least a simplified description is to bifurcate the single minimum into two minima [3] [4] [5] [6] . The first minimum, at a closer distance, corresponds to two pentamers (a water molecule and its four neighbors) of water interacting with each other in a rotated configuration. The second minimum, at a greater distance, occurs in the unrotated position. This second position is a deeper minimum because although the pentamers are farther apart there is the potential for hydrogen bonding between the molecules and we can see the beginnings of an ice-like hexagonal structure (Fig. 3) . Idealized system characterized by a pair interaction potential whose attractive well has two sub-wells, the outer of which is deeper and narrower. For low enough T ðToT c 0 Þ and low enough P ðPoP c 0 Þ, the one-phase liquid can ''condense'' into the narrow outer ''LDL'' sub-well, thereby giving rise to a LDL phase, and leaving behind the high-density liquid phase occupying predominantly the inner subwell. (c) Two idealized interaction clusters of water molecules (''Walrafen pentamers'') in configurations that may correspond to the two sub-wells of (b). This figure is courtesy of Dr. O. Mishima.
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The important point is that there are two minima with the outer one corresponding to a larger specific volume-because the distance is larger-and a lower entropy. The possibility is that liquid water could at low temperatures condense not into a single phase-as we anticipate when a gas with a simple interaction like a Lennard-Jones potential condenses into a fluid-but into two different phases. This possibility was first raised by Takahashi 60 years ago and various elaborations of this model have been made by a number of people since then, including seminal work of Per Hemmer and George Stell in 1971 [7] [8] [9] . The implications of this is the possibility of two different liquid phases contributing to an increase in these fluctuations in specific volume and a negative contribution to the cross-fluctuations, negative because the deeper well has a larger volume and a lower entropy. The consequences of this fact qualitatively explain the phenomenon we were describing at the beginning-volume fluctuations are increased, entropy fluctuations are increased, and cross-fluctuations of volume and entropy are decreased. This picture further predicts the possibility that at low temperatures there will be a genuine phase transition in which the single component liquid separates into two different phases. The implications of this when applied to real water molecules produce a phase diagram of liquid water (Fig. 4) . This was first uncovered by Poole et al. [10] . At one atmosphere (the left axis) we see the melting temperature and the limit of supercooling around À40 C. At a very low temperature we see the presence of the glassy phase, not unlike that of any other liquid except that at high pressure this glassy phase shifts from a low-density form to a high-density form. In typical liquids we do not find two different glassy phases. These two forms correspond to the two different local arrangements characteristic of water tetrahedra. The order parameter jump between these two phases is not a trivial amount, but on the order of 30% [11] .
Between the liquid and glassy phases of water we have a region in which water does not exist as a liquid. I like to call this a ''No Man's Land''. The hypothesis that follows from the reasoning we have just described is that this first-order phase transition line known to separate the two amorphous forms of solid water extends into this No Man's Land and ultimately terminates at a critical point. Just as the glassy water first-order transition line separates a low-density amorphous from a high-density amorphous phase of water, so also this extension of the line into the liquid region separates a low-density liquid (LDL) from a high-density liquid (HDL). The power-law behavior uncovered over the years by Angell, Anisimov and collaborators corresponds to the fact that the extension of this first-order line beyond the critical point-the ''Widom line''-has the effect where any experiment approaching that line looks as though it is going to diverge with critical exponents but does not.
This phase diagram is hypothesized, but it has not been proved. What has been proved is that computer simulations using tried and tested models of liquid water confirm the broad features of this phase diagram (see Ref. [12] and references therein). But computer models of water (like computer models of anything) are Current experiments on this problem are of two sorts. The first is a set of experiments inspired by Mishima that involves probing the No Man's Land by studying the metastable extensions of the melting lines of the various high-pressure polymorphs of ice: ice III, ice V, ice IV, and ice XII [13, 14] . Two of these lines clearly display ''kinks.'' Since the slope of any melting line is the difference of the volume change divided by the entropy change of the two phases that coexist at that line, if there is a change in slope there must be a change in these quantities. Since there is no change in the crystal part, there must be a change in the liquid part. This means the liquid must undergo a jump in either its volume or its entropy or both. That is the definition of a first-order phase transition. A second set of experiments is being carried out in the MIT group of Chen and the Messina group of Mallamace, which have stimulated much of our recent work.
Recent work
Next we describe, for two water models displaying a liquid-liquid critical point, the relation between changes in dynamic and thermodynamic anomalies arising from the presence of the liquid-liquid critical point. We find a correlation between the dynamic fragility transition and the locus of specific heat maxima C max P (''Widom line'') emanating from the critical point. Our findings are consistent with a possible relation between the previously hypothesized liquid-liquid phase transition and the transition in the dynamics recently observed in neutron scattering experiments on confined water. More generally, we argue that this connection between C max P and dynamic crossover is not limited to the case of water, a hydrogen bonded network liquid, but is a more general feature of crossing the Widom line. Specifically, we also study the Jagla potential, a spherically symmetric two-scale potential known to possess a liquid-liquid critical point, in which the competition between two liquid structures is generated by repulsive and attractive ramp interactions. Using molecular dynamics (MD) simulations, we also investigate the relation between the dynamic transitions of biomolecules (lysozyme and DNA) and the dynamic and thermodynamic properties of hydration water. We find that the dynamic transition of the macromolecules, sometimes called a ''protein glass transition'', occurs at the temperature of dynamic crossover in the diffusivity of hydration water, and also coincides with the maxima of the isobaric specific heat C P and the temperature derivative of the orientational-order parameter. We relate these findings to the hypothesis of a liquid-liquid critical point in water. Our simulations are consistent with the possibility that the protein glass transition results from a change in the behavior of hydration water, specifically from crossing the Widom line.
The Widom line
By definition, in a first-order phase transitions, thermodynamic state functions such as density r and enthalpy H discontinuously change as we cool the system along a path crossing the equilibrium coexistence line [ Fig. 5(a), path b] . In a real experiment, this discontinuous change may not occur at the coexistence line since a substance can remain in a supercooled metastable phase until a limit of stability (a spinodal) is reached [15] [ Fig. 5(b), path b] . If the system is cooled isobarically along a path above the liquid-gas critical pressure P c [ Fig. 5(b) , path a], the state functions continuously change from the values characteristic of a high temperature phase (gas) to those characteristic of a low temperature phase (liquid). The thermodynamic response functions which are the derivatives of the state functions with respect to temperature [e.g., isobaric heat capacity C P ðqH=qTÞ P ] have maxima at temperatures denoted by T max ðPÞ. Remarkably, these maxima are still prominent far above the critical pressure [17] [18] [19] [20] [21] , and the values of the response functions at T max ðPÞ (e.g., C max P ) diverge as the critical point is approached. The lines of the maxima for different response functions asymptotically approach one another as the critical point is approached, since all response functions become expressible in terms of the correlation length. This asymptotic line is sometimes called the Widom line, and is often regarded as an extension of the coexistence line into the ''one-phase regime.'' Water's anomalies have been hypothesized to be related to the existence of a line of a first-order liquid-liquid phase transition terminating at a liquid-liquid critical point [10, 13, 15, 16] , located below the homogeneous nucleation line in the deep supercooled region of the phase diagram-sometimes called the ''no-man's land'' because it is difficult to make direct measurements on the bulk liquid phase [13] . In supercooled water, the liquid-liquid coexistence line and the Widom line have negative slopes. Thus, if the system is cooled at constant pressure P 0 , computer simulations suggest that for P 0 oP c [ Fig. 5(c) , path a] experimentally measured quantities will change dramatically but continuously in the vicinity of the Widom line (with huge fluctuations as measured by, e.g., C P ) from those resembling the HDL to those resembling the LDL. For P 0 4P c [ Fig. 5(d), path b] , experimentally measured quantities will change discontinuously if the coexistence line is actually seen. However, the coexistence line can be difficult to detect in a pure system due to metastability, and changes will occur only when the spinodal is approached where the HDL phase is no longer stable. The changes in behavior may include not only static quantities like response functions [17] [18] [19] [20] [21] but also dynamic quantities like diffusivity.
In the case of water, a significant change in dynamical properties has been suggested to take place in deeply supercooled states [16, [22] [23] [24] [25] . Unlike other network forming materials [26] , water behaves as a non-Arrhenius liquid in the experimentally accessible window [16, 27, 28] . Based on analogies with other network forming liquids and with the thermodynamic properties of the amorphous forms of water, it has been suggested that, at ambient pressure, liquid water should show a dynamic crossover from non-Arrhenius behavior at high T to Arrhenius behavior at low T [24, [29] [30] [31] [32] [33] . Using Adam-Gibbs theory [34] , the dynamic crossover in water was related to the C max P line [22, 35] . Also, a dynamic crossover has been associated with the liquid-liquid phase transition in simulations of silicon and silica [36, 37] . Recently a dynamic crossover in confined water was studied experimentally [38] [39] [40] 42] since nucleation can be avoided in confined geometries. In this work, we interpret recent experiments on water [39, 40, 42] as arising from the presence of the hypothesized liquid-liquid critical point, which gives rise to a Widom line and an associated fragility transition [ Fig. 5(c), path a] .
ARTICLE IN PRESS
Results for bulk water
Using MD simulations [43] , Xu et al. [44] studied three models, each of which has a liquid-liquid critical point. Two of the models (the TIP5P [45] and the ST2 [46] ) treat water as a multiple site rigid body, interacting via electrostatic site-site interactions complemented by a Lennard-Jones potential. The third model is the spherical ''two-scale'' Jagla potential with attractive and repulsive ramps which has been studied in the context of liquid-liquid phase transitions and liquid anomalies [21, [30] [31] [32] 47, 48] . For all three models, Xu et al. evaluated the loci of maxima of the relevant response functions, compressibility and specific heat, which coincide close to the critical point and give rise to the Widom line. They found evidence that, for all three potentials, the dynamic crossover occurs just when the Widom line is crossed (Fig. 6) .
These findings are consistent with the possibility that the observed dynamic crossover along path a is related to the behavior of C P , suggesting that enthalpy or entropy fluctuations may have a strong influence on the dynamic properties [21, 22, 37] . Indeed, as the thermodynamic properties change from the high-temperature side of the Widom line to the low-temperature side, ðqS=qTÞ P ¼ C P =T40 implies that the entropy must decrease. The entropy decrease is most pronounced at the Widom line when C P ¼ C max P . Since the configurational part of the entropy, S conf , makes the major contribution to S, we expect that S conf also decreases sharply on crossing the Widom line.
According to Adam-Gibbs theory [34] , D$ expðÀA=TS conf Þ. Hence, we expect that D sharply decreases upon cooling at the Widom line. If S conf does not change appreciably with T, then the Adam-Gibbs equation predicts an Arrhenius behavior of D. For both water and the Jagla model, crossing the Widom line is associated with the change in the behavior of the diffusivity. (i) In the case of water, D changes from nonArrhenius to Arrhenius behavior, while the structural and thermodynamic properties change from those resembling HDL to those resembling LDL, due to the negative slope of the Widom line. (ii) For the Jagla potential, D changes from Arrhenius to non-Arrhenius while the structural and thermodynamic properties change from those resembling LDL to those resembling HDL, due to the positive slope of the Widom line.
Thus these results for bulk water are consistent with the experimental observation in confined water of: (i) a fragility transition for PoP c [39, 40] , and (ii) a peak in C P upon cooling water at atmospheric pressure [49] , so this work offers a plausible interpretation of the results of Ref. [40] as supporting the existence of a hypothesized liquid-liquid critical point. , path b) . Along path a, one can see a sharp crossover from the high temperature Arrhenius behavior D % expðÀ1:53=TÞ with lower activation energy to a low temperature Arrhenius behavior D % expðÀ6:3=TÞ with high activation energy, which is a characteristic of the HDL. Along path b, there is no sharp changes near the critical point, because the liquid remains in the LDL phase. However, near the glass transition, LDL exhibits a non-Arrhenius behavior characterized by the VFT fit at very low temperature.
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Glass transition in biomolecules
Next we explore the hypothesis [50] that the observed glass transition in biomolecules [12, [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] 71 ] is related to the liquid-liquid phase transition using MD simulations. Specifically, Kumar et al. [50] studied the dynamic and thermodynamic behavior of lysozyme and DNA in hydration TIP5P water, by means of the software package GROMACS [64] for: (i) an orthorhombic form of hen egg-white lysozyme [65] and Kumar et al. next calculated C P by numerical differentiation of the total enthalpy of the system (protein and water) by fitting the simulation data for enthalpy with a fifth-order polynomial, and then taking the derivative with respect to T. Fig. 4 (a) and (b) displays maxima of C P ðTÞ at T W % 250 AE 10 K for both biomolecules.
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Further, to describe the quantitative changes in structure of hydration water, Kumar et al. calculated the local tetrahedral-order parameter Q [67] [68] [69] [70] for hydration water surrounding lysozyme and DNA. Fig. 4(c) and (d) shows that the rate of increase of Q has a maximum at 245 AE 10 K for lysozyme and DNA hydration water respectively; the same temperatures of the crossover in the behavior of mean square fluctuations.
Upon cooling, the diffusivity of hydration water exhibits a dynamic crossover from non-Arrhenius to Arrhenius behavior at the crossover temperature T Â % 245 AE 10 K [ Fig. 8(e) ]. The coincidence of T Â with T p within the error bars indicates that the behavior of the protein is strongly coupled with the behavior of the surrounding solvent, in agreement with recent experiments [51] . Note that T Â is much higher than the glass transition temperature, estimated for TIP5P as T g ¼ 215 K [72] . Thus this crossover is not likely to be related to the glass transition in water.
The fact that T p % T Â % T W is evidence of the correlation between the changes in protein fluctuations [ Fig. 7(a) ] and the hydration water thermodynamics [ Fig. 8(a) ]. Thus these results are consistent with the possibility that the protein glass transition is related to the Widom line (and hence to the hypothesized liquid-liquid critical point). Crossing the Widom line corresponds to a continuous but rapid transition of the properties of water from those resembling the properties of a local HDL structure for T4T W ðPÞ to those resembling the properties of a local LDL structure for ToT W ðPÞ [40, 44] . A consequence is the expectation showing that there is a transition around T p % 242 AE 10 K for lysozyme and around T p % 247 AE 10 K for DNA. For very low T one would expect a linear increase of hx 2 i with T, as a consequence of harmonic approximation for the motion of residues. At high T, the motion becomes non-harmonic and we fit the data by a polynomial. We determine the dynamic crossover temperature T p from the crossing of the linear fit for low T and the polynomial fit for high T. We determine the error bars by changing the number of data points in the two fitting ranges.
that the fluctuations of the protein residues in predominantly LDL-like water (more ordered and more rigid) just below the Widom line should be smaller than the fluctuations in predominantly HDL-like water (less ordered and less rigid) just above the Widom line. . The specific heat of the combined system: (a) lysozyme and water, and (b) DNA and water, display maxima at 250 AE 10 and 250 AE 12 K, respectively, which are coincident within the error bars with the temperature T p where the crossover in the behavior of hx 2 i is observed in Fig. 5 . Derivative with respect to temperature of the local tetrahedral order parameter Q for: (c) lysozyme and (d) DNA hydration water. A maximum in jdQ=dTj at Widom line temperature suggests that the rate of change of local tetrahedrality of hydration water has a maximum at the Widom line. Diffusion constant of hydration water surrounding: (e) lysozyme, and (f) DNA shows a dynamic transition from a power law behavior to an Arrhenius behavior at T Â % 245 AE 10 K for lysozyme and T Â % 250 AE 10 K for DNA, around the same temperatures where the behavior of hx 2 i has a crossover, and C P and jdQ=dTj have maxima.
The quantitative agreement of the results for both DNA and lysozyme [Figs. 3 and 4] suggests that it is indeed the changes in the properties of hydration water that are responsible for the changes in dynamics of the protein and DNA biomolecules. Our results are in qualitative agreement with recent experiments on hydrated protein and DNA [73] which found the crossover in side-chain fluctuations at T p % 225 K.
Outlook
It is possible that other phenomena that appear to occur on crossing the Widom line are in fact not coincidences, but are related to the changes in local structure that occur when the system changes from the ''HDL-like'' side to the ''LDL-like'' side. In this work we concentrated on reviewing the evidence for changes in dynamic transport properties, such as diffusion constant and relaxation time. Additional examples include: (1) a breakdown of the Stokes-Einstein relation for ToT W ðPÞ [74] [75] [76] [77] [78] [79] , (2) systematic changes in the static structure factor SðqÞ and the corresponding pair correlation function gðrÞ revealing that for ToT W ðPÞ the system more resembles the structure of LDL than HDL, (3) appearance for ToT W ðPÞ of a shoulder in the dynamic structure factor Sðq; oÞ at a frequency o % 60 cm À1 % 2 THz [51] , (4) rapid increase in hydrogen bonding degree for ToT W ðPÞ [80, 81] , (5) a minimum in the density at low temperature [82] , and (6) a scaled equation of state near the critical point [83] . It is important to know how general a given phenomenon is, such as crossing the Widom line which by definition is present whenever there is a critical point. Using data on other liquids which have local tetrahedral symmetry, such as silicon and silica, which appear to also display a liquid-liquid critical point and hence must possess a Widom line emanating from this point into the one-phase region. For example, after this work was completed, we learned of interesting new work on silicon, which also interprets structural changes as arising from crossing the Widom line of silicon [84] . It might be interesting to test the effect of the Widom line on simple model systems that display a liquid-liquid critical point, such as two-scale symmetric potentials of the sort recently studied by Xu and collaborators [21] .
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Note Added in Proof
After this work was completed, Mallamace and his collaborators succeeded in locating the Widom line by finding a clearcut maximum in the coefficient of thermal expansion, at T W % 225K [97] , which remarkably is the same temperature as the specific heat maximum [49] .
Also, private discussions with Jacob Klein reveal a possible reason for why confined water does not freeze at À38 C, the bulk homogeneous nucleation temperature: Klein and co-workers [98] noted that confined water behaves differently than typical liquids in that it water does not experience the huge increase in viscosity characteristic of other strongly confined liquids. They interpret this experimental finding as arising from the fact that strong confinement hampers the formation of a hydrogen bonded network, and we know from classic work of Linus Pauling that without the extensive hydrogen bonded network, water's freezing temperature will be depressed by more than 100
. Thus confinement reduces the extent of the hydrogen bonded network and hence lowers the freezing temperature, but leaves the key tetrahedral local geometry unchanged.
