ABSTRACT: Electronic tags have enhanced our understanding of the movements and behavior of pelagic animals by providing position information from the Argos system satellites or by geolocation estimates using light levels and/or sea surface temperatures (SSTs). The ability to geolocate animals that remain submerged is of great value to fisheries management, but the accuracy of these geolocation estimates has to be validated on free-swimming animals. In this paper, we report double-tagging experiments on free-swimming salmon sharks Lamna ditropis and blue sharks Prionace glauca, tagged with satellite telemetry and pop-up satellite tags, which provide a direct comparison between Argos positions and geolocation estimates derived from light levels and SSTs. In addition, the Argosbased pop-up satellite tag endpoints and GPS-based recapture locations of Atlantic bluefin tunas Thunnus thynnus were compared with the last geolocation estimates from pop-up satellite and archival tags. In the double-tagging experiments, the root mean square errors of the light level longitude estimates were 0.89 and 0.55°; while for SST latitude estimates, the root mean square errors were 1.47 and 1.16°for salmon sharks and blue sharks respectively. Geolocation estimates of Atlantic bluefin tuna, using archival data from surgically implanted archival tags or recovered pop-up satellite tags, had root mean square errors of 0.78 and 0.90°for light level longitude and SST latitude estimates, respectively. Using data transmitted by pop-up satellite tags deployed on Atlantic bluefin tunas, the light level longitude and SST latitude estimates had root mean square errors of 1.30 and 1.89°, respectively. In addition, a series of computer simulations were performed to examine which variables were most likely to influence the accuracy of SST latitude estimates. The simulations indicated that the difference between the SST measured by the electronic tag and the remotely sensed SST at a given location was the predominant influence on the accuracy of SST latitude estimates. These results demonstrate that tag-measured SSTs can be used in conjunction with light level data to significantly improve the geolocation estimates from electronic tags. 
INTRODUCTION
Determining the detailed movements and habitat use patterns of highly migratory pelagic animals in the open ocean is critical for understanding their ecology , Polovina et al. 2001 . One of the most effective ways to gain insight into the biology of highly migratory pelagic species is to merge movement and behavioral data acquired by electronic tags with in situ and remotely sensed oceanographic information. However, accurate knowledge of the animal's location is required to integrate this information.
Satellite telemetry has been successfully used to track pelagic air-breathing animals (McConnell et al. 1999 , Mate et al. 2000 , Nichols et al. 2000 , Polovina et al. 2000 , Costa et al. 2001 , or animals that spend a large amount of time on the surface, such as sharks (Priede 1984 , Eckert & Stewart 2001 , Eckert et al. 2002 . Satellite telemetry tags provide accurate locations by using the Argos system or the Global Positioning System (GPS). The Argos system uses the Doppler shift of radio transmissions from the tags to estimate location and can provide highly accurate locations (Taillade 1992) . More recently, GPS tags have been used in several studies to track marine mammals and albatrosses, but relatively few locations were obtained for the marine mammals (Sisak 1998 , Jay & Garner 2002 , Weimerskirch et al. 2002 . However, satellite telemetry tags have rarely been used on fishes that remain constantly submerged because radio signals do not transmit through water. Studies have focused on using surgically implanted archival tags or externally placed pop-up satellite tags. These types of electronic tags have allowed researchers to directly examine the short-and long-term movement patterns and behavior of numerous fish species, including tunas (Block et al. 1998a , Gunn & Block 2001 , Kitagawa et al. 2001 , Schaefer & Fuller 2002 , billfishes (Graves et al. 2002 , Gunn et al. 2003 , Kerstetter et al. 2003 , Takahashi et al. 2003 , sharks (West & Stevens 2001 , Weng & Block 2004 , eels (Jellyman & Tsukamoto 2002) , molas (Seitz et al. 2002) and flatfishes (Metcalfe & Arnold 1997 , Hunter et al. 2003 .
Implantable archival and pop-up satellite tags are now routinely used to estimate the location of fishes using light level data collected from an external light sensor on the tags. The light level data are processed onboard or post-processed after the data is downloaded, to estimate day length and the time of local noon or midnight. Latitude is then estimated from day length while longitude is estimated from the time of local noon or midnight (Wilson et al. 1992 , Hill 1994 , Hill & Braun 2001 , Ekstrom 2004 . The accuracy of the geolocation estimates influences the optimal spatial scale on which to assess the relationship between the tagged animals and physical oceanographic conditions (Bradshaw et al. 2002) . Therefore, improving these geolocation estimates and determining their error distributions are important priorities in the field of electronic tagging (Gunn & Block 2001) .
Previous studies have assessed the accuracy of light level geolocation estimates and shown that light level longitude estimates are more accurate and robust than light level latitude estimates (Gunn et al. 1994 , Welch & Eveson 1999 , Musyl et al. 2001 . However, these studies were based on electronic tags that were attached to fixed buoys, moving ships or tunas in shallow (< 20 m) cages. These error estimates are therefore likely to be underestimates for tags attached to free-swimming animals (Gunn & Block 2001) . These previous studies did not account for diving activity, which degrades the accuracy of a light level geolocation estimate, especially latitude. In addition, these error estimates did not include latitude estimates around the equinoxes. All latitudes have similar day lengths during these periods, making it very difficult to estimate latitudes from day length. This would have biased the error estimates towards smaller values. Therefore, it is important to assess the accuracy of the geolocation estimates on free-swimming animals in the wild under all conditions.
Due to the challenges of estimating latitudes from light level data, several studies have used sea surface temperatures (SSTs) in conjunction with light levels to improve latitude estimates (Delong et al. 1992 , Inagake et al. 2001 , Beck et al. 2002 , Kitagawa et al. 2002 , Sims et al. 2003 . The concept of using SST to estimate latitude was suggested by Smith & Goodman (1986) . The authors concluded, 'the archival tag appears to offer considerable potential for determining historical fish position, inferring longitude from time of sunrise and sunset, and inferring latitude from temperature at depth (temperature at or near zero depth is the SST) relative to a reference field'. In the open ocean, there is a SST gradient along a longitudinal meridian, with SSTs generally becoming cooler towards the poles. The SSTs recorded by the electronic tag can be matched with a reference, remotely sensed SST grid, along the longitude estimated from light levels for that day. If the hemisphere in which the animal is located is known, the latitude at which the SSTs measured by the tag best match the remotely sensed SSTs should closely approximate the actual latitude for the day. However, there have not been adequate assessments of the accuracy of SST latitude estimates and the sources of errors associated with them.
The objectives of this study were to describe an SST latitude estimation algorithm and assess the accuracy of the geolocation estimates on 3 species of large pelagic fishes, rather than fixed buoys. The use of freeswimming fishes released into the open ocean provided a test of whether such algorithms would perform well when vertical movements were not limited. Since location estimates from the Argos satellite system are highly accurate, they were compared with light level and SST geolocation estimates using salmon sharks Lamna ditropis and blue sharks Prionace glauca that were simultaneously carrying both satellite telemetry tags and pop-up satellite tags , Phillips et al. 2004 ). In addition, the Argos or GPSbased endpoint locations of Atlantic bluefin tunas Thunnus thynnus, which were tagged with pop-up satellite or implantable archival tags, were compared with the last on-fish geolocation estimates using light levels and SSTs (Schaefer & Fuller 2002) . Finally, a series of computer simulations were used to examine the factors affecting the accuracy of the SST latitude estimates.
MATERIALS AND METHODS
The salmon sharks and blue sharks were doubletagged with a SPOT 2.0 satellite telemetry tag (Wildlife Computers, Hardware Version 2.0) and a PAT 2.0 popup satellite tag (Wildlife Computers, Hardware Version 2.0, Software Version 2.08.0008). The Atlantic bluefin tunas were tagged with either a PAT 2.0 tag or an implantable archival tag. The archival tags used in this study were the LTD 2310 archival tag (Lotek Wireless), the NMT v1.1 archival tag (Northwest Marine Technology and Lotek Wireless) and the Mk7 archival tag (Wildlife Computers).
SPOT 2.0 tags. The SPOT 2.0 tags are satellite telemetry tags that provided location estimates from the Argos satellite system. The tags transmitted data to the Argos system when the sharks were on the ocean surface and the conductivity sensor on the tag was exposed to air. The Argos satellite system uses the Doppler shift of the tag's radio transmissions to estimate the longitude and latitude of the tag (Taillade 1992) . A quality index is assigned to each Argos location (termed the location class or LC) and error estimates for locations designated LC 1, 2 or 3 are provided by Argos. Argos states that the standard deviation of the location errors is 150 m for LC 3, 350 m for LC 2, and 1000 m for LC 1 (Taillade 1992) . However, the precision of these locations may be better than stated by Argos (Vincent et al. 2002) . The daily mean longitudes and latitudes from these tags were calculated from locations with LC ≥ 1. The errors of Argos locations were probably 2 orders of magnitude smaller than the likely errors associated with light level and SST geolocation. Therefore, our assumption that the location estimates from Argos with LC ≥ 1 represents the actual location of an animal is reasonable.
PAT 2.0 tags. The pop-up satellite tags used in this study recorded ambient temperature, pressure and light level data every 60 s. On a preprogramed date, the PAT 2.0 tag detached from the animal, surfaced, and transmitted a summary of the sampled data to the Argos system over 6 to 12 d. The Argos system calculated the pop-up endpoint location of the tag using the Doppler shift of the radio transmissions. The pop-up endpoint location was based on the first Argos location, with LC ≥ 1. The tags automatically selected and transmitted portions of the light level data that were representative of sunrise and sunset. We used 12 evenly distributed points to reconstruct each sunrise or sunset. A proprietary software package from the tag manufacturer (PatDecoder 7.08.0005, Wildlife Computers) was used to correct for light attenuation and to estimate longitudes and latitudes from the transmitted light level data. The longitude was estimated by calculating the time difference between local midday or midnight, and midday or midnight along the Greenwich meridian, and using the time difference in standard astronomical algorithms (see Delong et al. 1992 , Wilson et al. 1992 , Hill 1994 , Ekstrom 2004 for detailed descriptions of the algorithms). All light level data were visually inspected and grossly incorrect light curves were not used for subsequent analysis. If a PAT 2.0 tag was recovered, the full archival data set consisting of ambient temperature, pressure and light level data every 2 min was retrieved.
Archival tags. The LTD 2310, NMT v1.1 and Mk7 archival tags were programed to archive the light level, pressure, body and ambient temperatures, every 120 s (LTD 2310 and Mk7) or 128 s (NMT v1.1). In addition, the LTD 2310 also recorded pressure and light level every 60 s that were used to estimate light level geolocations. The LTD 2310 and NMT v1.1 tags had onboard software that processed the light level and pressure data, corrected for light attenuation, and logged the estimated longitude and latitude into the 'day log'. The light level data from the Mk7 archival tag were post-processed using a proprietary software package from the tag manufacturer to correct for light attenuation and to estimate the light level longitudes and latitudes (Geocontrol v2.01, Wildlife Computers) . Similar to the PAT 2.0 tags, all light level data from the Mk7 tags were visually inspected and grossly incorrect light level data were not used for subsequent analysis. If a PAT 2.0 tag was recovered and provided the full archival data set, the light level data were processed in the same way as for the Mk7 archival tags (Table 1) . Both species were brought aboard the vessel on a stretcher, and a SPOT 2.0 tag was attached to the dorsal fin using 3 stainless steel bolts (4 mm ∅) that were sterilized with Betadine solution (Purdue Pharma). At the same time, a PAT 2.0 tag was attached to the base of the dorsal fin using a titanium dart and monofilament leader (Block et al. 1998a) . A loop was fastened around the ground ring to hold the tag close to the shark. All the animals were released back into the ocean in a healthy condition; three of the SPOT 2.0 tags put on the salmon sharks were still transmitting accurate locations (LC ≥ 1) 19 mo after deployment. The satellite telemetry tags from the double-tagged sharks provided 0.7 ± 1.3 accurate locations per day (mean ± SD). Of the 6 pop-up satellite tags, 5 remained on the salmon sharks and blue sharks until the programed pop-up date (2 to 4 mo durations). For one of the blue sharks, the pop-up satellite tag prematurely released 2 mo after deployment. This tag was floating on the surface for 4 d before it began transmitting. Only data from the period when the popup satellite tag was still attached to the shark were used for this study.
The light level data from all PAT 2.0 tags were used to estimate longitude and latitude. Outliers were removed from the longitude estimates using a modified version of the iterative forward/backward averaging filter (McConnell et al. 1992) . The daily rate of change in longitude allowed by the filter was set at 2°. This only removed longitude estimates that were biologically unrealistic, since the mean rate of change in longitude measured by the SPOT 2.0 tags for salmon sharks and blue sharks were 0.21 ± 0.22°d -1 (mean ± SD) and 0.23 ± 0.26°d -1 respectively. To determine its effect, we also estimated the errors of the unfiltered longitude estimates.
The light level longitude estimates and the SST data from the depth-temperature profiles of the PAT 2.0 tags were used to estimate the latitudes. For this study, the geolocation estimates for the salmon sharks were calculated after the sharks had left Prince William Sound and entered the Gulf of Alaska. For the blue sharks in the eastern Pacific, geolocation estimates were made for all the days that valid light and SST data were received. If more than one longitude estimate was available for a 24 h period, we used the longitude estimate that minimized the distance traveled between adjacent points. The SST data extraction process and the latitude estimation algorithm are described below. The errors in the light level and SST geolocation estimates were calculated by the differences between the geolocation estimates and the mean of the SPOT 2.0 locations (LC ≥ 1) from the corresponding day (Table 1) .
Atlantic bluefin tuna experiments. The geolocation estimates from 60 Atlantic bluefin tunas, which were tagged with PAT 2.0 pop-up satellite tags or implantable archival tags, were compared with Argosbased pop-up satellite tag endpoint positions or GPS-based recapture locations (Table 1 ). These fish were part of large-scale tagging experiments, and the experimental procedures have been described previously (Block et al. 1998a (Block et al. ,b, 2001 ). The bluefin tunas were caught by rod and reel, and brought aboard the vessel. The bluefin tunas were then tagged with a pop-up satellite tag or an implantable archival tag. The PAT 2.0 tags were attached to the base of their second dorsal fins with a titanium dart and monofilament leader (n = 57, Table 1 ). The NMT v1.1 (n = 1), LTD 2310 (n = 1), and Mk7 (n = 1) archival tags were surgically implanted into the peritoneal cavity of the bluefin tunas (Table 1 ). All tunas were released back into the ocean in a healthy condition.
The pop-up satellite tag endpoint locations or recapture positions of the Atlantic bluefin tunas were compared with the final geolocation estimates using light level and SST, prior to pop-up or recapture (Table 1) . For this analysis, we only used data sets from tags that generated light level and SST geolocation estimates within 5 d of pop-up or recapture and were on the fish for more than 30 d. In addition, the pressure data from the tags were inspected to ensure that only on-fish data were used for further analysis (i.e. no drifter data). The light level data were then used to estimate longitude and latitude. Outliers were removed from the longitude estimates using a modified version of the iterative forward/backward averaging filter (McConnell et al. 1992) . The daily rate of change in longitude allowed by the filter was 2°, which only removed longitude estimates that were biologically unrealistic (Boustany et al. 2001) . To determine its effect, we also estimated the errors of the unfiltered longitude estimates. The light level longitude estimates and the SST data collected by the tags were then used to estimate the latitudes, as described below.
Extracting SSTs from electronic tags. The SST distributions used for the latitude estimations were obtained from each tag, based on the tag's model, ther-mistor properties and onboard software. The full archival records were obtained from the LTD 2310, Mk7 and the recovered PAT 2.0 tags from Atlantic bluefin tunas. For all these tags, the ambient water temperatures recorded within 1 m of the surface were considered SSTs. The entire range of SSTs recorded by these tags was extracted and the proportion of time spent at each SST for each day was calculated. The pressure sensors on 2 of the archival and pop-up satellite tags drifted, with the largest drift being 8 m over 1.5 yr. We compensated for this drift prior to extracting the SSTs. The Atlantic bluefin tunas were assumed to have reached the surface at least once a day and a third-order polynomial was fitted to the minimum depth of each day of the track. The polynomial was then used to correct the pressure data of the tag by subtracting the polynomial from the raw pressure data. In order to improve the accuracy of the SSTs, it is important to correct for the thermal inertia of the electronic tags (Daunt et al. 2003) . In laboratory experiments, we discerned that the ambient temperature sensors of the PAT 2.0 and LTD 2310 tags have time constants of 93 ± 4.0 and 2.4 ± 0.2 s respectively (mean ± SD, n = 5, time taken to record a 63% change in temperature for a step change from 25 to 10°C). The ambient temperature sensors of the Mk7 and NMT v1.1 tags have manufacturer-specified time constants of 6 and <3.0 s respectively (R. Hill, Wildlife Computers; P. Ekstrom, Northwest Marine Technology). The thermal inertia of these tags was compensated by excluding the SST data during the time required for the sensor to equilibrate with the ambient surface temperature.
The recovered NMT v1.1 archival tag was programed to store data in 2 formats: (1) a 'day log' of daily summaries that included an estimated light level longitude and latitude, and a single SST; (2) approximately 2 mo of raw data (light level, depth, body and ambient temperature every 128 s). For the first 2 mo, the SST distributions were extracted from the timeseries data, as described above for the other archival tags. For the remainder of the record, both longitude estimates and SSTs were obtained from the day log. Therefore, only 1 SST was recorded per day after the first 2 mo. During the 24 h period starting from local midnight, the value for the SST was overwritten whenever the tag recorded an ambient water temperature at 0 m. This SST reported by the tag in the day log is therefore the last ambient water temperature at 0 m during the 24 h period (P. Ekstrom pers. comm., Northwest Marine Technology). If the tag did not sample an ambient water temperature at 0 m, the SST would then be extrapolated from 2 temperatures recorded during the day that were shallower than 20 m and more than 10 m apart. If this was also not possible, no SST was recorded for the day.
To extract SSTs from the PAT 2.0 tags that were not recovered, we used the PAT depth-temperature (PDT) profile function. During each time interval, the PDT function recorded the minimum and maximum temperatures experienced at the shallowest and deepest depths attained by the tagged fish, and at 6 additional depths between those points. The minimum and maximum temperatures at 0 m were considered SSTs and used to estimate latitude. In addition, the SST latitude algorithm required as an input the proportion of time spent at each SST. However, the PAT 2.0 tags used in this study did not transmit the proportion of time spent at each SST. It was therefore assumed that proportions were equal for all the SSTs transmitted by the tag. For example, if the pop-up satellite tag transmitted 2 SSTs on a given day, it was assumed that the fish had spent 50% of its surface time at each SST.
SST latitude estimation. The latitudes were estimated from the light level longitudes and the SST data. For a given day, the SST data recorded by the electronic tags were matched with a reference SST grid along the light level longitude estimate for the same day. The reference SST grids used in this study were primarily equal angle, global 8 d mean nighttime SST grids from the moderate resolution imaging spectroradiometer (MODIS) that had been validated (ftp://podaac.jpl.nasa.gov, thermal IR SST, 4 km and 0.1°C resolution, Wan et al. 2002) . When MODIS data were unavailable, equal angle, global 8 d mean nighttime SST grids from the advanced very high-resolution radiometer (AVHRR) were used instead (ftp://podaac. jpl.nasa.gov, Pathfinder algorithm, 9 km and 0.15°C resolution, Kearns et al. 2000) . Nighttime SST grids were used because solar heating in low wind conditions (< 6 m s -1 ) can warm the skin of the sea surface (Donlon et al. 1999) . This warming could increase the difference between the sea surface skin temperature estimated by satellites and the bulk sea surface temperature measured by the tag. Some of the Argos SPOT 2.0 locations from the salmon sharks (2%) and blue sharks (13%) had very high (> 80%) cloud cover within 100 km. These high cloud locations were not used for further analysis. The endpoints of all the Atlantic bluefin tunas had cloud covers less than 80%. Sea surface temperature cannot be used to differentiate between locations in the northern and southern hemispheres because of similar SST gradients. The hemispheric latitudinal limits were set from 0 to 70°N to restrict the SST matching process to the Northern hemisphere.
We restricted the SST matching process to the area that the fish could have realistically moved, based on acoustic tracking studies that provided information on daily speeds (Carey & Scharold 1990 , Boustany et al. 2001 . This reduced computational time and the best-matching latitude within the local region was found rather than the best global match. We set a 1°con-straint on the daily latitudinal change of the animal. The algorithm searched an area 1°N to 1°S of the previous day's latitude estimate. To test the effect of this constraint, the latitude estimates were subsequently repeated with no constraint. This constraint was conservative since the mean daily latitudinal changes measured by the SPOT 2.0 tags for salmon sharks and blue sharks were 0.26 ± 0.19 and 0.19 ± 0.25°d -1 (mean ± SD) respectively. If the period between latitude estimates was so long that the latitudinal limits exceeded the hemispheric latitudinal limits, the hemispheric latitudinal limits were used instead (0 to 70°N).
Once the latitude limits had been established, latitude estimation proceeded in a series of progressive steps. To begin, the pixel in the remotely sensed SST grid that intersects the light level longitude estimate and the northern latitudinal limit was identified. A search area was then established around the specified pixel. To determine the effect of search area size, 3 search area sizes were used (50 × 50 km, 100 × 100 km, and 200 × 200 km). The SSTs within this search area were compared to the SSTs measured by the tag to determine how well they matched. After this, the algorithm moved to the next pixel south of the original pixel and the process was repeated until the southern latitudinal limit was reached. For this algorithm, an individual in the open ocean was assumed to be moving within an area rather than being in a fixed location over a 24 h period. If the tagged fish occasionally surfaced, it would have sampled the ocean surface at multiple locations over the course of a day and recorded the SST distribution of the area in which it was moving. Therefore, the search area where the remotely sensed SSTs best matched the SSTs measured by the tag could be considered the area in which the fish was located. The center of the best-matching search area was considered the mean location of the fish for that given day. We used 3 indices in turn to match the SSTs.
The first index, ∑ i p i , is the weighted sum of the number of matching SSTs, where p i is the proportion of the time the fish spent at the i th matching SST (± 0.05°C) within the search area for the day. The search area with the highest score was considered the area where the fish was located. If the fish randomly sampled the ocean surface, the SSTs in which the animal spent most of its time were likely to be either the most common within the search area or to be located close to the mean position of the fish for that day. By weighting the number of matching SSTs with the proportion of time the fish spent at those temperatures, the algorithm increased the importance of the SSTs that were more common in the area or were located closer to the mean position of the fish. In addition, the heavier weighting of the more common SSTs reduced the chance that erroneous SSTs affected the latitude estimate. If more than one search area had the same score for the first index, the matching process was continued by calculating the second index scores for the tied search areas.
The second index, ∑ i p i N i , is the weighted sum of the number of matching pixels within the search area, where p i is the same as the first index and N i is the number of pixels within the search area with the ith matching SST (± 0.05°C). The search area with the highest score was considered the area where the fish was located. This index was used because a search area with more pixels of matching SSTs would have a higher probability of a fish experiencing those SSTs. This second index was only used to break the ties of the first index because it would otherwise be biased towards search areas with only 1 or 2 matching temperatures but with large numbers of matching pixels. However, search areas with the same first index score would tend to have the same number of matching temperatures. If more than 1 search area had the same score for the second index, the matching process was continued by calculating the third index scores for the remaining tied search areas.
The third index,
, was the sum-ofsquares of the differences between the proportion of SSTs measured by the tag, p t , and the expected proportion of SSTs in the search area, E( p t ), for all possible SSTs, t. The search area with the least difference between expected and measured SST distributions was considered the area where the fish was located. The expected proportion of SSTs in the search area was based on a user-defined model of the expected ocean surface sampling by the fish. In this study, the fish was assumed to be sampling the surface with a bivariate Gaussian distribution of longitudes and latitudes. The mean was the center of the search area and the standard deviation was approximately one-quarter of the search area size. This distribution was used so that approximately 95% of the simulated SSTs would be within the search area. For each search area, 100 independent replicates of 50 surface samples each, were made from the remotely sensed SST grid and E( p t ) for the search area was calculated as the modal proportions of each SST. If more than 1 search area had the same score for the third index, the median of the tied-search areas would be considered the area where the fish was located. As our knowledge of the movement patterns of each species improves, the movement model used to sample the remotely sensed SST grid could be changed to better reflect realistic sampling by the fish.
Error analysis. The errors in the light level and SST geolocation estimates were calculated as the differ-ences between the geolocation estimates and the mean Argos or recapture locations from the corresponding day. Prior to estimating the errors, outliers in the light level latitude estimates were removed using the iterative forward/backward averaging filter (McConnell et al. 1992 ). The filter removed light level latitude estimates with a daily rate of change greater than 2°. The errors of unfiltered light level latitude estimates were also calculated to determine the effect of this filter. Multiple pairwise bootstrap hypothesis tests (1000 bootstrap samples) were used to detect any differences in the root mean square (rms) error of the various geolocation estimates (Efron & Tibshirani 1993) . The rms error was calculated by where loc est is the longitude or latitude estimated from light levels and/or SSTs, loc Argos is the corresponding geolocation estimate from Argos or GPS, and n is the number of samples (Hildebrand 1987) . The rms error is a common error statistic and has been previously used to compare the accuracy of an estimated location (Hunter et al. 2003) . If the error distribution is approximated by a Gaussian distribution with a mean of zero, it is identical to the standard deviation and the 68th percentile of the error distribution (Hildebrand 1987) . To facilitate comparisons with previous studies, we report the geolocation errors using several common error statistics (Table 2) .
Computer simulations of latitude estimates based on SST. A series of computer simulations were used to examine the effect of 4 factors on the accuracy of SST latitude estimates: (1) The latitude at which the tagged fish was located, (2) the number of SSTs used (N SST ), (3) the longitude estimate error (∆lon), and (4) the difference between the SST measured by the tag and the remotely sensed SST at a given location (∆T SST ).
Overall, we performed 31 460 simulations, each consisting of 100 runs (52 latitude levels × 5 N SST levels × 11 ∆lon levels × 11 ∆T SST levels). For each run of a simulation, 50 SSTs were randomly sampled from a remotely sensed SST grid with a bivariate Gaussian distribution of latitudes and longitudes. The mean sampling longitude was primarily 160°W while the mean sampling latitude was varied from 0 to 50°N, at 1°intervals. The standard deviation was fixed at 25.5 km so that approximately 95% of the samples would be within a 100 × 100 km area. A single, equal angle, global 8 d mean AVHRR SST grid for the first week of 1998 was used (ftp://podaac.jpl.nasa.gov, MCSST algorithm, 18 km and 0.15°C resolution, McClain et al. 1985) . This SST grid was chosen because cloud cover was negligible in the area of interest and the 18 km resolution significantly reduced computational time. The search area used was fixed at 100 × 100 km with hemispheric latitudinal limits of 5°S to 70°N. There were no constraints on the daily latitudinal change, so the algorithm searched from 5°S to 70°N to make each latitude estimate. The sampled SSTs and the mean sampling longitude were then used to estimate the latitude.
For each simulation, all the 4 factors were held constant for 100 runs, after which, for the next simulation, we changed one factor while keeping the other 3 factors the same. Longitude 160°W was chosen to simulate open ocean conditions and the latitudes (0 to 50°N, at 1°intervals) were chosen to represent a range of SST gradients, with the mid-latitudes exhibiting the largest changes in temperature with changing latitude. In addition, a series of simulations were also performed in the Gulf Stream region (74°W and 36°N) because the latitude estimate was likely to be most sensitive to ∆lon at locations where the surface isotherms were oriented in a more north to south direction. At each location, a ∆lon ranging from -1°to +1°in 0.2°steps was systematically added to the longitude inputs after the SSTs were extracted from the SST grid. Similarly, a ∆T SST ranging from -1°C to +1°C in 0.2°C steps was also systematically added to the SST inputs used to make the latitude estimates. The number of SSTs used by the algorithm was also varied from 1 to 5.
For each run of the simulation, the error in the latitude estimate was calculated as the difference between the mean latitude of the sampled locations and the estimated latitude. In addition, the latitudinal SST gradients were determined for each of the locations used in the simulations. A 4-way analysis of variance (ANOVA) was used to determine which of the factors affected the latitude estimates. Multiple pairwise bootstrap hypothesis tests (1000 bootstrap samples) were used to detect any differences in the rms error of the latitude estimates (Efron & Tibshirani 1993) . The latitude estimate errors were also correlated to the 4 factors.
RESULTS

Shark double-tagging experiments
Double-tagging experiments with the 2 species of sharks permitted direct comparisons of the Argosderived tracks with movements derived from light level longitudes, and latitudes based on light levels and SSTs. The tracks of the salmon sharks using light level longitude and SST latitude estimates were similar to the movements derived from Argos (Fig. 1) . The average distance between a light level and SST geolocation estimate for Salmon Shark 00-775 and the corresponding Argos-derived location was 139 ± 80 km (mean ± SD, Fig. 1 ). In contrast, the track of Salmon Shark 00-775 using longitudes and latitudes derived from light levels, had relatively large deviations from the Argos track, with the average distance between corresponding locations being 874 ± 577 km (Fig. 1) . Importantly, 21% of the unfiltered light level geolocation estimates of Salmon Shark 00-775 using only light levels occurred on land. Since geolocations estimated from both light level and SST were limited to locations with SST data, none of these geolocation estimates occurred on land. The longitude estimates derived from light levels were similar to the Argos locations for all the double-tagged sharks. This indicates that longitude estimates derived from light levels were accurate. The longitude estimates of the salmon sharks and blue sharks had relatively low rms errors of 0.89 and 0.55°respectively (Table 2 ). In addition, 80 and 94% of the longitude estimates for the salmon sharks and blue sharks respectively, were within 1°of the Argos locations ( Table 2) .
The SST latitude estimates from PAT 2.0 tags were close to the Argos locations, indicating that these latitude estimates were relatively accurate (Fig. 2) . The rms errors of the SST latitude estimates for the salmon sharks and blue sharks were 1.47 and 1.16°respectively (Table  2 ). In addition, 44 and 64% of the SST latitude estimates for the salmon sharks and blue sharks respectively, were within 1°of the Argos locations (Table 2 ). In contrast, the rms errors of the filtered light level latitude estimates for the salmon sharks and blue sharks were 9.87 and 4.00°respectively (Table 2) .
Atlantic bluefin tuna experiments
The movements based on light level longitude and SST latitude estimates from an Atlantic bluefin tuna tagged with an Mk7 archival tag (98-521) and an Atlantic bluefin tuna tagged with a PAT 2.0 pop-up satellite tag (02-608) are shown in Fig. 3 . Atlantic Bluefin Tunas 98-521 and 02-608 were recaptured 461 and 152 d after tagging respectively. The great circle distances between the estimated recapture location and the reported recapture locations for 98-521 and 02-608 were 48 and 63 km respectively (Fig. 3) . In some cases, the geolocation error as determined by the last on-fish geolocation estimate was extraordinarily low. Atlantic Bluefin Tuna 00-927 had the smallest geolocation error, with the estimated recapture location being only 5 km from the GPS recapture location after 90 d at liberty.
For the Atlantic bluefin tunas, the last on-fish geolocation estimates derived from light levels and SSTs were close to the Argos or GPS endpoint locations, indicating that these geolocation estimates were accurate (Fig. 2) . Overall, the rms error in the longitude estimates was 0.78°when using archival data and 1.30°w hen using data transmitted by pop-up satellite tags ( Table 2 ). The rms errors in the SST latitude estimates were 0.90 and 1.89°when using archival data and data transmitted by pop-up satellite tags respectively (Table 2 ). The rms error of longitude estimates from archival data was significantly lower than the corresponding estimates using transmitted data (p = 0.046, 1000 bootstrap samples). However, the apparent improvement in the SST latitude estimates using archival data was not significant (p = 0.074, 1000 bootstrap samples). The rms errors of the filtered light level latitude estimates from archival data and data transmitted by the pop-up satellite tags were 2.56 and 3.93°r espectively (Table 2) . 
Effects of search area size and filters
The use of a search area of 100 × 100 km improved some of the SST latitude estimates (Table 3) . For salmon sharks, the rms error of latitude estimates using a 100 × 100 km search area was significantly lower than when using a search area of 50 × 50 km (p < 0.001, 1000 bootstrap samples) or 200 × 200 km (p < 0.001, 1000 bootstrap samples). However, the apparent improvements in the latitude estimates were not significant for the blue sharks or the Atlantic bluefin tunas (p > 0.05, 1000 bootstrap samples).
The use of a 1°constraint on the daily latitudinal change improved some of the SST latitude estimates (Table 3) . For salmon sharks, using a 1°constraint resulted in latitude estimates with an rms error significantly lower than the estimates made without any constraint (p < 0.001, 1000 bootstrap samples). However, the apparent improvements in the latitude estimates were not significant for the blue sharks (p = 0.14, 1000 bootstrap samples) and Atlantic bluefin tunas using transmitted data (p = 0.098, 1000 bootstrap samples). Using archival data, the rms errors of the latitude estimates from Atlantic bluefin tunas, with and without constraints, appeared to be similar (p = 0.568, 1000 bootstrap samples).
An iterative forward/backward filter (McConnell et al. 1992 ) was used to remove concurrent light level longitude estimates that were more than 2°apart. However, the filter did not affect the accuracy of the longitude estimates. For the salmon sharks, the rms error of the unfiltered longitude estimates (1.02°) was not significantly different from the filtered estimates (0.89°, p = 0.671, 1000 bootstrap samples). The filter removed 4% of the salmon shark longitude estimates. For the blue sharks and Atlantic bluefin tunas, the errors for filtered and unfiltered longitude estimates were identical because the filter did not remove any longitude estimates used to determine the errors.
An iterative forward/backward filter (McConnell et al. 1992 ) was also used to remove concurrent light level latitude estimates that were more than 2°apart. The filter appeared to improve the light level latitude estimates for all 3 species but these improvements were not significant (p > 0.05, 1000 bootstrap samples, Table 4 ). However, the filter removed a large number of latitude estimates for all 3 species, with up to 62% of the salmon shark latitude estimates being removed (Table 4) .
Computer simulations of latitude estimates based on SST
The computer simulations showed that the SSTbased algorithm was able to accurately and precisely (Fig. 4) . Similarly, under ideal conditions, the Gulf Stream simulations (74°W and 36°N) had an rms error of 0.45°, with 95% of the estimates having errors of <1°. All 4 factors significantly affected the errors of the SST latitude estimates (p < 0.0001, 4-way ANOVA, Table 5 ). The latitude, ∆lon, ∆T SST , and the interaction between latitude and ∆T SST , appeared to be the most important factors affecting the errors of the latitude estimates (R 2 = 0.84, Table 5 ). The difference between the in situ SSTs measured by an electronic tag and the remotely sensed SSTs, ∆T SST , was the most important factor influencing the errors of the latitude estimates (F = 1.0 × 10 5 , p < 0.0001, Table 5 ). In general, if the SSTs measured by the electronic tag were warmer than the remotely sensed SSTs (∆T SST > 0), the latitude estimates erred towards the equator, and vice versa (Fig. 5) . The effect of ∆T SST was also significantly affected by latitude (F = 8.91 × 10 3 , p < 0.0001, Table 5 ). This was primarily due to the differences in the SST gradient at different latitudes. For example, the slope of the relationship between ∆T SST and the latitude estimate errors was significantly shallower (p < 0.001, 1000 bootstrap samples) at 36°N than at 15°N (Fig. 5) . This was the result of the differences in the SST gradients, which were steeper in the mid-latitudes (Fig. 6 ). The errors of the latitude estimates were significantly inversely correlated to the SST gradients (R 2 = 0.64, p < 0.001, Fig. 6 ). The latitude at which the estimate was made, also significantly affected the accuracy of the latitude estimates (F = 2.1 × 10 4 , p < 0.0001, Table 5 ). Even when ∆T SST = 0, the latitude estimates appeared to be less variable in the mid-latitudes (Fig. 6) . The region between 30 and 45°N had the steepest SST gradient (Fig. 6) , suggesting that the steep SST gradients at the mid-latitudes improved the precision of the latitude estimates.
The longitude estimate error, ∆lon, played a small but significant role in influencing the errors of the 91   Table 3 . Lamna ditropis, Prionace glauca and Thunnus thynnus. Effect of changing search area size and imposing a 1°constraint on daily latitudinal change on root mean square errors of SST latitude estimates for salmon sharks, blue sharks and Atlantic bluefin tunas. *Root mean square error is significantly different from that with a 100 × 100 km search area and a 1°constraint on daily latitudinal change (p < 0.001, 1000 bootstrap samples). Type of data as in Table 5 ). For the simulations in the open ocean (e.g. 160°W and 36°N), the errors of the latitude estimates were significantly correlated to ∆lon but the slope was relatively shallow (R 2 = 0.22, p < 0.0001, Fig. 7) . However, the correlation of the errors to ∆lon had a significantly steeper slope (p < 0.001, 1000 bootstrap samples, Fig. 7 ) in the Gulf Stream simulations at the same latitude (74°W and 36°N) . The surface isotherms at 74°W and 34°N were oriented more in a north-south direction (0.702°N°E -1 ) than at 160°W and 34°N (-0.166°N°E -1 ). This suggests that errors in the longitude estimates play a more important role in locations where surface isotherms are oriented in a more north-south direction.
Increasing the number of SSTs used, N SST , improved the latitude estimates. The number of SSTs was the least important of the 4 factors affecting the errors of the latitude estimates (Table 5 ). However, increasing N SST reduced the overall rms error of the latitude estimates (Table 6 ). The percentage of latitude estimates within 1°of the actual latitude also increased from 90 to 94%, as N SST increased from 1 to 5 (Table 6 ).
DISCUSSION
Electronic tags are providing extraordinary new data for discerning how animals use the ocean environment. However, it has been difficult to accurately determine the location of most fishes because their long submergence times and limited surface time have reduced the usefulness of satellite telemetry tags. An important contribution of archival and pop-up satellite tags has been the ability to geolocate animals that remain completely submerged. In order to study the behavior and ecology of these animals, which often spans ocean basins, the accuracy of geolocation estimates from electronic tags requires validation. In addition, the importance of the information in setting international boundaries for fisheries management mandates that the scientific community verifies the accuracy of the geolocation estimates. This paper provides experimental evidence on the accuracy and precision of the geolocation estimates derived from light levels and SSTs, using archival and pop-up satellite Table 6 . Effect of number of SSTs used to estimate latitude (N SST ) on accuracy of SST latitude estimates from computer simulations (n = 5100 runs). There was no difference between SSTs measured by tag and remotely sensed SSTs (∆T SST = 0) and no longitude estimate error (∆lon = 0). Simulations were based on longitude of 160°W and latitudes from 0 to 50°N at 1°intervals (Fig. 1) . Even with an older model of pop-up satellite tag that had a relatively slow thermal response and transmitted limited amounts of SST data, it was possible to locate the sharks and Atlantic bluefin tunas within 1°of their actual latitude 44 to 64% of the time (Table 2 ). When full archival data sets were retrieved from recovered archival or pop-up satellite tags, the rms errors of the light level longitude and SST latitude estimates were 0.78 and 0.90°respectively (Table 2 ). Using data transmitted by pop-up satellite tags from Atlantic bluefin tunas, the rms errors of the light level longitude and SST latitude estimates were 1.30 and 1.89°respectively. These errors were probably overestimates because the last on-fish geolocation estimates were made 4.3 ± 0.5 d (mean ± SD) before the Argos-based pop-up endpoint locations were recorded. The results from all 3 validation methods demonstrate that geolocation estimates from electronic tags using the SST latitude algorithm accurately represent the movements of Atlantic bluefin tunas (Block et al. 2001, Stokesbury et al. in press) . On an ocean basin scale, these new technologies provide a remarkable ability to geolocate actively diving animals that spend little time at the surface and span large areas of the globe.
Previous studies using electronic tags placed on buoys, ships and captive fishes have assessed the accuracy of the longitude and latitude estimates derived from light data (Gunn et al. 1994 , Welch & Eveson 1999 , Musyl et al. 2001 . From archival tags attached to fixed buoys at high latitudes, Welch & Eveson (2001) reported that the absolute errors for longitude and latitude estimates based on light were 30 ± 38 km (0.41 ± 0.52°, mean ± SD) and 85 ± 110 km (0.76 ± 0.99°) respectively. Similarly, Musyl et al. (2001) attached several electronic tags to fixed buoys at low latitudes and estimated a range of absolute longitude errors (0.15 ± 0.12 to 0.29 ± 0.83°) and latitude errors (1.49 ± 2.72 to 4.36 ± 5.78°). Gunn et al. (1994) implanted archival tags into captive Southern bluefin tunas Thunnus maccoyii swimming in a shallow, enclosed pen at mid-latitudes, and estimated absolute errors for longitude (0.54 ± 0.09°) and latitude (1.52 ± 0.22°). The longitude estimates in this study had absolute errors ranging from 0.40 ± 0.38 to 1.07 ± 0.74° (  Table 2 ). The latitude estimates derived from light level longitudes and SSTs also performed relatively well, with absolute errors ranging from 0.73 ± 0.54 to 1.41 ± 1.28° (Table 2 ). The slight increase in the longitude estimate error of this study was probably due to our use of free-swimming individuals, which can degrade the accuracy of light level geolocation estimates (Gunn & Block 2001) . Since the previous studies examined the accuracy of light level geolocation from tags attached to buoys, ships and pen-held fishes, the vertical movements of the tags were in all cases minimized. The use of free-swimming fishes released into the open ocean provided a test of whether such algorithms would perform well when vertical movements were not limited. In addition, having an error measurement now provides an opportunity to define the movements of Atlantic bluefin tunas, salmon sharks, blue sharks and a variety of other electronically tagged animals with a quantified error distribution, when using the specified tags. This will improve the analysis of the movements of these animals in relationship to oceanographic features (Bradshaw et al. 2002) .
In this study, it was also possible to compare the accuracy of geolocation estimates made with different types of electronic tags. The geolocation estimates from recovered archival data sets appeared to be slightly better than the corresponding estimates from the transmitted data sets using pop-up satellite tags, but the improvement was not statistically significant (Table 2) . This was probably due to the relatively small number of archival data sets available at this time that have an accurate endpoint location and a geolocation estimate within 5 d of the endpoint. As increased numbers of comparable archival data sets are examined, the improvment should become significant. The archival data sets from recovered pop-up satellite and implantable archival tags provided more data with which to make geolocation estimates, recording light level and ambient temperature data every 2 min. A correction for the thermal inertia of the tags could therefore be applied and used to improve the accuracy of the SSTs. Archival data sets also inherently provide more SSTs and using more SSTs, will tend to improve the accuracy and precision of the latitude estimates (Table 5 ). In addition, the proportion of time spent at each SST can be calculated from an archival data set but not from the transmitted data. This may have improved the latitude estimates, since our algorithm uses the proportion of time spent at each SST to find the best-matching latitude. In contrast, the data sets transmitted by pop-up satellite tags only provided a limited portion of the light curve during sunrise and sunset, and the maximum and minimum SSTs for each day. Latitude differences probably did not play a major role in the differences in geolocation accuracy because for Atlantic bluefin tunas, the mean endpoint latitude of the archival data (41.7°N) was similar to that of the transmitted data (38.1°N).
Sources of error in latitude estimates derived from SST
The computer simulations provided an opportunity to examine the sources of error when estimating latitudes from SST data. The most important source of error was the difference between the SSTs measured by the tag and the remotely sensed SSTs at a given location, ∆T SST . The computer simulations showed that the direction and magnitude of the error in SST latitude estimates were highly sensitive to the direction and magnitude of this temperature difference. A difference of ±1.0°C can induce a ± 5.0°error in the latitude estimate, depending on the location. The effect of ∆T SST was strongest in locations with shallower latitudinal SST gradients. Therefore, minimizing this source of error is important for improving the accuracy and precision of SST latitude estimates, especially at low latitudes. This may be achieved by improving the accuracy and precision of both the remotely sensed SSTs and the SSTs measured by the tag. A newer model of pop-up satellite tag (PAT 3.0, Wildlife Computers) has a quick response thermistor and it will be interesting to see if the accuracy of the SST latitude estimates improves.
Atmospheric and oceanographic conditions are known to affect the accuracy of remotely sensed SSTs and hence the direction and magnitude of ∆T SST (Maul 1985) . Although there have been substantial improvements to the resolution, coverage and accuracy of remotely sensed SST over the past years, there are still inherent errors. Cloud cover remains one of the drawbacks of using remotely sensed SST, but the accuracy and precision of the SST latitude estimates appear to be severely degraded only by high cloud cover. In this study, we used SST data from MODIS and AVHRR averaged over 8 d. Although this greatly reduced the area with high cloud cover, it may have resulted in a larger ∆T SST . In this case, we found that 8 d averaged data were an adequate compromise between cloud cover and accuracy. Another challenge is that most remotely sensed SSTs are based on the infrared emissions of the skin of the ocean surface, while the in situ temperature sensors in the electronic tags measure the temperatures at a depth close to the ocean surface (Emery et al. 2001) . At low wind speeds (< 6 m s -1 ), the surface layer becomes poorly mixed and solar heating of the surface can substantially raise the skin temperature of the ocean (Donlon et al. 1999) . Therefore, daytime remotely sensed SSTs could be substantially warmer (> +1.5°C) than the in situ measurements at low wind speeds. It is therefore preferable to use SSTs at high wind speeds or nighttime SSTs for estimating latitudes.
Errors in the ambient temperature and pressure measured by the electronic tags probably contributed to the ∆T SST in the experiments on the sharks and tunas. The ambient temperature sensors of the 3 models of implantable archival tags used in this study were situated on an external sensor stalk outside the fish's body cavity and had ambient temperature sensors with relatively fast time constants (LTD2310 = 2.4 s, Mk7 = 6 s, NMT v1.1 < 3 s). In contrast, the PAT 2.0 tags used in this experiment had thermistors encased within the body of the tag, resulting in a relatively long time constant of 93 s; it therefore takes approximately 213 s to record 90% of a step temperature change. The likely error of a temperature measurement at a depth is related to the amount of time spent at the depth and the response time of the sensor (Emery & Thomson 2001 , Daunt et al. 2003 . Hence, long response times of the temperature sensors will result in a larger ∆T SST and less accurate SST latitude estimates. For the archival data sets from recovered PAT 2.0 and implantable archival tags, we compensated by only using archived SSTs that were recorded after the temperature sensors had equilibrated to the ambient surface temperature. However, it was not possible to do the same for PAT 2.0 tags, for which only the transmitted data set was available. In the light of this, the manufacturer of the PAT 2.0 tags has moved the thermistor to a more external position in the latest version of the PAT tag (Hardware Version 3.0), resulting in much faster thermistor responses. Efforts to calibrate the accuracy of the geolocation estimates from this new pop-up satellite tag against satellite telemetry tags on diving sharks are currently under way.
In addition to thermal inertia issues, variability and drift in the pressure sensor will also degrade the ability to determine when an animal is at the surface, and hence result in less accurate SSTs. For implantable archival tags and recovered pop-up satellite tags, the pressure data were corrected by applying a fitted polynomial to the data. During the development of software for the PAT 2.0 tags, we discerned that drift in the pressure sensor was a problem. The manufacturer subsequently enabled an onboard drift correction that checked and corrected for any drift in the pressure sensor on a daily basis. Continued improvements to the pressure sensors and the pressure-drift correction algorithms will be essential for obtaining reliable SST data.
In regions where the surface isotherms are oriented toward the north or south (e.g. the Gulf Stream region and other boundary currents), the longitude estimate error, ∆lon, strongly affects the accuracy of the SST latitude estimate. The importance of ∆lon in a region is proportional to the degree of divergence of the surface isotherms from an east -west direction. For most areas in the open ocean, the effect of ∆lon is relatively small compared to the effect of ∆T SST . However, in areas such as the Gulf Stream region, both ∆lon and ∆T SST are likely to be important.
One of the possible disadvantages of the algorithm used was its potential bias to select for locations away from land. This was largely due to the second index, which summed the weighted number of pixels within the search area that matched the SSTs measured by the tag. If the search area overlapped land, the number of matching pixels within the search area might be fewer than if it did not overlap land. Therefore, the SST latitude estimate might be biased away from the coastline in these cases. A possible way to reduce this bias would be to use only the first and the third index when the location is likely to be near land, since the first and third indices do not appear to have any bias toward or away from land.
Geolocation estimates can be improved by combining different data from the same animal, including light levels, SSTs, bathymetry and tidal data, to estimate the locations (Gunn et al. 1994 , Beck et al. 2002 , Hunter et al. 2003 . For example, Hunter et al. (2003) demonstrated the feasibility of using the timing and magnitude of the tidal cycle to estimate the locations of demersal fishes in shallow shelf areas. However, they also used bathymetry and SSTs to eliminate possible alternative locations. Although the method described by Hunter et al. (2003) is only applicable to demersal fishes, there is a general need to develop robust statistical methods for combining different types of information that will help improve geolocation estimates. Linear and nonlinear Kalman filters, and meta-analytic state-space models appear to be promising frameworks for combining multiple types of location and movement information, improving location estimates, analyzing movement patterns and providing error statistics for each geolocation estimate (Sibert & Fournier 2001 , Jonsen et al. 2003 , Sibert et al. 2003 . However, much work needs to be done to test the sensitivity and validity of these models using data from freeswimming animals in the ocean.
This study has shown that light level-based longitude and SST-based latitude estimates from electronic tags can be used to accurately determine marine animal movements. As researchers increase their use of electronic tags to examine individual and population movements, and develop habitat models, it is critical that errors for each position be quantified. This will also be essential for fisheries management because these geolocation data will often be used for management purposes. The errors of geolocation estimates are likely to be species-, tag-and regionspecific. It will therefore be important to quantify geolocation errors when using electronic tags or studying species other than those in this study.
