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Abstract
We propose a machine learning approach to address a key challenge in materials
science: predicting how fractures propagate in brittle materials under stress, and
how these materials ultimately fail. Our methods use deep learning and train on
simulation data from high-fidelity models, emulating the results of these models
while avoiding the overwhelming computational demands associated with running
a statistically significant sample of simulations. We employ a graph convolutional
network that recognizes features of the fracturing material and a recurrent neural
network that models the evolution of these features, along with a novel form of data
augmentation that compensates for the modest size of our training data. We simul-
taneously generate predictions for qualitatively distinct material properties. Results
on fracture damage and length are within 3% of their simulated values, and results
on time to material failure, which is notoriously difficult to predict even with high-
fidelity models, are within approximately 15% of simulated values. Once trained, our
neural networks generate predictions within seconds, rather than the hours needed
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to run a single simulation.
Keywords: brittle material failure, deep learning, graph convolutional networks,
recurrent neural networks
1. Introduction
Brittle materials, such as ceramics, glasses, and some metal alloys, are important
in a variety of contexts. By definition, these are materials that break with little plas-
tic deformation, meaning that they fracture without bending or stretching to more
than a minimal extent. Brittle material failure occurs under stress and can result in
catastrophic damage, in turn leading to significant financial and human loss. His-
torical failures such as the Schenectady Liberty ship and Aloha Airlines Flight 243
demonstrate this clearly: the Schenectady broke nearly in half within only 16 days
of service, due to the brittle fracture of low-grade steel components, and the Boeing
737 used for Flight 243 suffered extensive damage due to multisite fatigue cracking
of the skin panels, which in turn caused in-flight explosive decompression at 24,000
feet [1].
Microstructural information and the dynamic process of fracture propagation
play key roles in understanding the mechanisms of brittle material failure, enabling
predictions on whether, when, and how material failure might occur. Applications
of fracture dynamics include hydraulic mining in shale gas systems [2], fluid migra-
tion [3], and aircraft safety assessment [4]. Numerous methods have been devel-
oped to model and study these dynamics. A fruitful approach has been the use of
hybrid finite-discrete element methods (FDEM) [5], including the Hybrid Optimiza-
tion Software Suite (HOSS) [6]. This high-fidelity model simulates fracture and frag-
mentation processes or materials deformation in both 2D and 3D complex systems,
providing accurate predictions of fracture growth leading to material failure. How-
ever, running such simulations can require many thousands of hours for materials
on the scale of meters, making them computationally prohibitive.
In order to reduce computation time dramatically while retaining accuracy, we
propose a machine learning approach to predict dynamic fracture propagation. Our
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method uses deep learning to model simultaneously a broad range of evolving fea-
tures in a fracturing material. We convert HOSS simulation results into training data
for a neural network that learns the temporal dynamics of a fracture system. Pro-
cessing the data and training the neural network can both be parallelized efficiently.
While this process can take on the order of hours, subsequently using the trained
network on an initial set of microcracks can yield predictions within seconds for
fracture growth statistics and time to material failure. We thereby speed up compu-
tation by many orders of magnitude.
Our approach involves transforming the HOSS FDEM mesh into a fracture graph,
where vertices represent fractures and edge weights represent relationships between
fractures [7, 8]. As features in the graph, we define fracture attributes that include
physical features such as fracture length, damage, tip stress, position and orienta-
tion, as well as connectivity metrics that include coalescence, damage between frac-
tures, and multiple forms of physical distance. Based on a single graph and its fea-
tures, our goal is to produce a full time series of graphs that predicts the evolution of
these features, mirroring the full dynamics simulated by HOSS. The fracture graph
representation also results in a vast reduction of data size, from nearly a terabyte of
data for the output of a set of HOSS simulations to only about 20GB for a set of graph
time series.
We use deep learning to predict the evolution of our fracture graphs. Deep learn-
ing uses large artificial neural networks for capturing complex nonlinear relation-
ships hidden in data, and has been successful in areas such as automatic speech
recognition, image recognition, and natural language processing. Neural networks
are well-suited to our problem because a single network can predict the simulta-
neous evolution of multiple features. Our network architecture exploits the capa-
bilities of a graph convolutional network (gCNs) [9] to recognize features from the
reduced graph representation of large fracture networks, coupled with a recurrent
neural network (RNN) [10] to model the evolution of those features.
We train our network on fracture graph time series from 145 HOSS simulations.
Once trained, the network takes a t = 0 graph as input and outputs its prediction for
the graph at all subsequent time steps t = 1,2, . . . ,n. We find that these predictions
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closely match the actual statistics of HOSS simulations. The predicted fracture size
is, on average, within 2% of its simulated value, and the predicted distribution of
fracture sizes is consistent with the simulated distribution (at the 0.05 significance
level) in 87% of the simulations. For the time to failure, the mean absolute error of
predictions is approximately 15% of the average.
In Section 2, we provide the physical and algorithmic background for our ap-
proach. Section 3 describes the physical system and the HOSS simulations repre-
senting it. Section 4 gives the reduced graph representation we use for our fracture
systems, and Section 5 discusses our ML methods. Section 6 presents the results of
these methods, and Section 7 summarizes our work and discusses its implications.
2. Background
HOSS [6] is a fracture simulator based on the combined finite-discrete element
method (FDEM). FDEM has been used since the 1990s [11, 12, 13] to model frag-
mentation in brittle materials, notably the transition from continuum to discrete
behavior that takes place when the material fails. The FDEM formulation describes
fracture and fragmentation processes explicitly based on conservation laws, avoid-
ing unnecessary assumptions regarding the behavior of the model.
HOSS simulations have been used to study fracture initiation and propagation
in shale rocks in order to enhance the efficiency of hydraulic fracturing [14] and to
model earthquake ruptures [15]. While highly accurate, HOSS faces limitations due
to computational intensity. Solid domains are discretized, with each fracture repre-
sented by tens to hundreds of finite elements. A material on the scale of millimeters
can contain 106 microcracks, and require 107-109 elements [16]. Because of the ex-
plicit scheme used by HOSS, with Newton’s laws providing the governing equations,
correctly resolving the physics of such a material requires very small time steps.
Consequently, even simulations involving laboratory-size samples of several cen-
timeters, with thousands of microcracks, can require thousands of hours of compu-
tation to model milliseconds of dynamics and create petabytes of data. Additionally,
the sample’s initial configuration of defects and microcracks is rarely known pre-
4
cisely. This necessitates an uncertainty quantification framework, requiring thou-
sands of simulations to provide statistically significant results on system behavior.
Such an approach becomes computationally intractable for materials of practical
interest, which are often on the scale of meters.
Machine learning (ML) methods can help mitigate the need for overwhelming
computational power in modeling fracture dynamics, by rapidly predicting the out-
come of simulations. ML techniques such as support vector machines [17] and ar-
tificial neural networks in various forms [18] have been applied to fracture analysis,
demonstrating promising performance. The use of high-fidelity fracture network
simulations as training data together with novel graph representations was success-
fully applied to identify areas of high flow and transport [8] in static discrete frac-
ture networks generated by the dfnWorks suite [19]. For the problem of dynamic
graph representations of fractures, Miller et al. [20] has employed an image-based
approach, extracting video representations of HOSS simulations and using graph
convolutional networks to learn features from these. Finally, Moore et al. [21] and
Srinivasan et al. [22] have used a variety of ML methods to predict fracture coales-
cence and time to failure. These studies suggest that important aspects of fracture
dynamics can be learned from a modest sample of simulation training data, and
then predicted through modern algorithmic techniques.
Figure 1 summarizes the workflow in our approach: from a continuum model, to
HOSS simulations over a statistical ensemble, to the use of ML on dynamic graphs
for vastly accelerated predictions of fracture statistics and material failure.
3. Physical System andHOSS Simulations
The high-fidelity HOSS simulations, used for training our algorithms, represent
a system composed of a rectangular 2m× 3m 2D concrete sample loaded in uniaxial
tension. In order to impose this loading condition, the bottom boundary of the sam-
ple is kept fixed while the top boundary is moved with a constant speed of 0.3m/s,
as shown in figure 2. This results in a strain rate of 0.1 s−1. The material is assumed
to be elastically isotropic for all cases. The following elastic material properties were
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Figure 1: Our workflow uses HOSS to provide training data for ML rather than for direct simulation, yield-
ing a computationally more efficient approach to predicting fracture propagation.
 
v = 0.3 m/s 
3 m
 
2 m 
Figure 2: General setup for the physical model, with boundary and loading conditions as indicated.
used throughout: density of 2500 kg/m3, Young’s modulus of 22.6 GPa, and shear
modulus of 9.1 GPa.
Each specimen is seeded with 20 fractures at time t = 0, representing preexist-
ing microcracks or defects, each of length 30cm. With the aim of avoiding overlaps
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(a) (b) (c)
Figure 3: HOSS triangulation of two-fracture system. (a) Black edges represent initial fracture nuclei. (b)
Fractures expand and coalesce. (c) Material failure occurs when fractures connect to boundary.
among these initial fractures, the sample was divided into 24 cells arranged in a uni-
form 4×6 grid, of which 20 cells were selected randomly to contain a fracture. The
orientation of each fracture was chosen randomly from one of three angles: 0, 60
and 120 degrees with respect to the horizontal. Finally, each fracture was positioned
randomly in its cell, subject to the constraint of being fully contained within the cell.
HOSS simulations use finite elements to model the complex physical process of
fracture propagation, with fractures moving along the edges of a triangulated mesh
and coalescence points forming at the junctions (figure 3 shows an example in the
simpler case of only two fractures). The system described above was discretized us-
ing approximately 158,000 constant strain triangular elements per specimen. Each
vertex of a triangle can move independently in 2D, leading to nearly 106 degrees of
freedom. Fractures are characterized by a damage value associated with each edge,
ranging from 0 (completely intact) to 1 (completely broken). When the damage ex-
ceeds a fixed threshold θ, set to θ = 0.1, that edge is considered to be fractured.
Simulations were run for 350 time steps, representing 7 milliseconds of fracture
evolution. Each simulation took approximately 4 hours to run, using 400 proces-
sors.
4. Graph Formulation
Our approach involves converting the finite element representation to a fracture
graph, where vertices represent fractures, labels associated with each vertex repre-
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sent fracture attributes (such as length) and edges represent relationships between
fractures.
4.1. Fracture Graph
We extract the fracture graph by identifying connected components of fractures
in the finite element mesh. In order to obtain meaningful predictions of fracture
propagation from graph-based neural networks methods, we would like the total
number of vertices in the graph to remain fixed as the system evolves and these
fractures coalesce. We therefore adopt the following rules:
1. Fracture identity is preserved through coalescence. If two fractures i and j
coalesce at time step t , they nevertheless retain their identities at time step
t +1. This allows each one to retain its associated features, which will be cru-
cial for our neural network approach. It is important to be able to determine
the point of coalescence so that, as the fractures grow, one can decide which
finite elements have been newly absorbed into which fractures. This may be
ambiguous if fractures grow rapidly between time steps, or if three or more
fractures coalesce in one time step. In those cases, we assign the finite ele-
ment to the fracture where the least additional damage is needed to connect it
to its previous elements (see minimal damage distance in section 4.2.1 below).
2. A finite element associated with a fracture at a given time step remains associ-
ated with that fracture for all future time steps. We assume that fractures can
only grow over time,
For each simulation, the transformation from finite element data to a fracture
graph (see figure 4) reduces the data size from about 50GB to 15MB, and takes ap-
proximately 3 hours of processing time. Simulations may be processed in parallel.
Given N fractures, we encode the graph structure using a weighted adjacency
matrix AN×N , where Ai j represents the relationship between vertex i and vertex j .
However, as different types of relationships between fractures can prove important,
we use multiple distance metrics (say d of them) to describe them, generalizing A to
a tensor of the form AN×N×d . Alternatively, we may interpret this as a node-aligned
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(a) (b)
Figure 4: A fracture system produced by HOSS, and the corresponding fracture graph representation. (a)
Lines represent fractures, defined as edges in the finite element mesh with sufficient damage. This frac-
ture network covers a 6m2 area evolving over the course of 7 milliseconds. (b) Nodes represent fractures,
with node size signifying total fracture length. Edges represent fracture coalescence.
multilayer network [23] withd separate adjacency matrices (AN×N(1) ,A
N×N
(2) , . . . ,A
N×N
(d) ).
Each of these defines a separate graph, but with shared vertex labels, allowing us to
process each graph in parallel and then combine the results. We also track a num-
ber of different attributes for each fracture, using the matrix FN×m . The d distance
metrics and m fracture attributes make up our feature set.
The input to the neural network will be a time series of n graphs (G0, . . . ,Gn−1),
where at each time step t , Gt consists of the d adjacency matrices (of size N ×N )
and the fracture attribute matrix (of size N ×m). The output of the neural network
will also be in exactly this format, but will consist of predictions; after having seen
the first t time steps of the graph, the neural network will predict time step t+1, and
so on. We thus train our network by comparing predictions to the true evolution
of the fracture graphs. Additionally, this allows a prediction for the evolution of a
fracture graph, by iteratively predicting the next state given the starting state and
the sequence of previous predictions.
Finally, we define the meaning of material failure in our graph formulation. Fail-
ure refers to a system of fractures spanning the system from one boundary to the
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opposite boundary. Since our fracture graph contains no explicit notion of bound-
ary, we introduce two new vertices representing the boundaries of the material. We
then say that the system has failed once there exists a fracture path (“failure path”)
joining these two vertices.
4.2. Graph Features
Next, we describe the features of interest in our graph, associated both with dis-
tances between fractures and with attributes of fractures. We aim to predict the
evolution of both categories of features over time, giving information both on indi-
vidual fracture statistics and on overall damage to a material.
4.2.1. Distance metrics
We use d = 4 distance metrics, each of which varies with time:
• Coalescence. This is a binary measure of connectivity. A value of 1 represents
coalescence of two fractures, while a value of 0 indicates that the fractures
remain separate. The quantity is symmetric: Ai j = A j i for fractures i and j .
• Minimal damage distance. This is the smallest amount of additional damage
needed to make two fractures coalesce. Given damage threshold θ, we assign
a weight max[θ−damage,0] to each edge on the finite element mesh, and then
find the minimum-weight path needed to link an element from one fracture
to an element of the other. This quantity is also symmetric.
• Oriented tip distance. We define a fracture tip as a finite element that belongs
to the fracture but that is adjacent to only one other element in the fracture.
Based on the nearest tip at the previous time step, we approximate the frac-
ture’s direction of growth. The oriented tip distance to another fracture is then
the projected distance from this orientation to the first point of intersection
with that fracture, or a large constant if no intersection occurs. We include
this metric on the assumption that fracture tip locations encode important
information about the evolution of the fracture system. Unlike the previous
two quantities, it is asymmetric.
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• Shortest Euclidean distance. We define the shortest distance between two
fractures as the smallest possible Euclidean distance between an element in
one and an element in the other. Although this measure is not necessarily
linked to whether two fractures will coalesce, previous studies [24] have noted
that simple proximity of two fracture can be an important factor in fracture
growth. This quantity is symmetric.
Since the adjacency matrix represent similarities between fractures, for the last
three metrics we adopt the standard procedure of using a Gaussian kernel to convert
distances to similarities:
Ai j = e−dist
2
i j .
4.2.2. Fracture attributes
Our feature set also includes attributes associated with each fracture, and that
could be expected to influence fracture propagation. They are represented by the
matrix FN×m , where we use m = 13 fracture attributes. These attributes describe
fracture length, damage, stresses experienced by fracture tips, fracture position (re-
flecting the observation that fractures often grow faster near the boundaries), orien-
tation with respect to the loading direction, and connectivity.
• Total damage. The sum of damage values on all edges associated with the
fracture in the finite element mesh.
• Projected x length. The projected Euclidean distance of the fracture along the
x-axis, which is perpendicular to the loading direction of the material.
• Projected y length. The projected Euclidean distance of the fracture along the
y-axis, which is parallel to the loading direction of the material.
• Euclidean length. The largest Euclidean distance between any two tips of the
fracture.
• Total path length. The sum of edge lengths associated with the fracture in the
finite element mesh.
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• Maximum path length. The largest sum of lengths of edges between any two
tips of the fracture.
• Max tip stress. The largest stress at a tip of the fracture. We define the stress
at a tip as the average of the Cauchy normal stress values in the y-direction
(loading direction), on all finite element edges touching the tip.
• Mean tip stress. The stress at a tip of the fracture, averaged over all its tips.
• Mean fracture x position. The x-coordinate value of the center of mass of all
edges associated with the fracture in the finite element mesh.
• Mean fracture y position. The y-coordinate value of the center of mass of all
edges associated with the fracture in the finite element mesh.
• Fracture orientation. The angle between the loading direction and the line
that connects the tip with the smallest x-coordinate value to the tip with the
largest x-coordinate value.
• Fracture degree. The number of coalescence events experienced by the frac-
ture, equal to the sum of the elements in a row or column of the coalescence
adjacency matrix.
• Global failure. A binary quantity, replicated as an attribute for every fracture
in the system, indicating whether or not material failure has occurred. This
quantity reflects the arrest of fracture growth when stress is relieved by failure.
Note that the final attribute is used purely for training purposes, to help the neu-
ral network learn connectivity properties, and not for prediction. Material failure
is predicted based on the existence of a path of coalesced fractures connecting two
boundaries.
5. Machine LearningMethods
We use deep learning, based on large and diverse artificial neural networks [25],
to predict the growth of fractures. Neural networks are a supervised learning method,
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requiring large amounts of training data. We train on graph representations from
multiple simulations of the evolving fracture system. The goal is to predict, given
representations of a single simulation at time steps 1,2, . . . , t , the representation at
time step t + 1. By iteratively applying this method, we can predict all future time
steps as well. We generally continue this process until the time step at which mate-
rial failure occurs.
Deep learning has been applied successfully in the past to graph classification
problems [9] and to dynamic graph prediction problems [10]. Many different forms
of neural networks exist, and these different forms are frequently used in combina-
tion. Convolutional neural network (CNN) models have been used successfully on
graphs by using the graph Fourier transform to create a graph convolutional network
(gCN) [26]. Kipf and Welling have provided fast and accurate methods for convolu-
tions on large graphs [9], using approximations to the eigen decomposition of the
graph Laplacian. Manessi has proposed two promising methods of combining gCNs
with recurrent neural networks (RNNs), to exploit graph data with temporal infor-
mation [10]. The neural network architecture that we use here is made up of sev-
eral components including feed-forward networks, graph convolutional networks
(gCNs), and recurrent neural networks (RNNs).
5.1. Feed-Forward Neural Networks
The basic unit in a neural network is an artificial neuron that receives inputs
from a fixed number of sources and decides its output based on a weighted aver-
age of its inputs. These neurons are combined as layers, the simplest being a feed-
forward layer or a fully-connected layer, where neurons are independent and pro-
cess all of the input simultaneously. The resulting output then is primarily a series
of matrix multiplications. Given a vector input Xm×1 to the network, the first layer’s
vector output Y k×1 may be expressed as
Y =σ(WX +B).
Here, σ is a simple (though generally nonlinear) activation function such as the rec-
tified linear unit, or ReLU, given by σ(x) =max(0,x). W is an k ×m weight matrix,
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and B is a vector bias allowing the neuron to be activated at an adjustable thresh-
old value. Neural network architectures used in deep learning can consist of many
such “hidden” layers, with a feed-forward network representing a composition of
activation functions. The key observation is that adding additional layers (depth)
to a neural network can allow it to approximate a function far more effectively than
adding additional neurons to a given layer [27, 28].
The main challenge of a neural network lies in training its adjustable parame-
ters. In the training phase, labeled data are repeatedly passed through the network
to determine the error of a given prediction (“loss function”). The weights W and
biases B are then adjusted in order to minimize the loss in the training set. Using
backpropagation to attribute a specific part of the loss to each neuron, a gradient
is calculated, allowing the prediction to be optimized iteratively through a form of
stochastic gradient descent.
5.2. Graph Convolutional Networks (gCN)
A recently developed neural network architecture particularly well suited to op-
erations on graphs [9, 29, 10] involves using a convolutional layer. The goal of a con-
volution is to provide spatial invariance: in image processing, for instance, convolv-
ing an image with a small kernel can enable recognition of image features regardless
of where they are located within the image [30]. Similar methods can be used for
graph data. Recall that the input to our neural network is a series of graphs, each
defined by an adjacency matrix AN×N and a node feature (attribute) matrix FN×m .
A graph convolutional layer [9] with input F results in the N ×k output
Y =σ
(
D˜−
1
2 A˜D˜−
1
2 FW
)
,
where A˜ = A+ I is the adjacency matrix with added self-connections, D˜ is a diag-
onal matrix with D˜i i =∑ j A˜i j , and W is an m×k weight matrix. D˜− 12 A˜D˜− 12 is the
symmetric normalized graph Laplacian, which takes an average of surrounding ver-
tices and approximates a convolution with the adjacency matrix, so that the graph
structure itself forms a filter for the weight matrix. The output Y from the gCN layer
consists of k newly computed attributes associated with each of the N nodes in the
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graph. The use of multiple layers, each with its own weight matrix, allows the use
of information from neighborhoods consisting of multiple adjacency steps in the
graph.
5.3. Recurrent Neural Networks (RNN)
RNNs are structurally similar to feed-forward networks, but rather than simply
mapping an input X to an output Y , they map a sequence of inputs X1,X2, . . . ,Xn
to a sequence of outputs Y1,Y2, . . . ,Yn . Furthermore, they carry forward an internal
state, allowing them to learn long-term dependencies between events if the input
sequence represents a time series. At time step t , they take the state produced by
the previous step, St−1, together with X t to produce a new state, St , and an output
Yt . The simplest form of RNN uses an activation function
St =σ(WSSt−1+WX X t )
and
Yt =σ(WY St ),
where WS , WX , and WY are different weight matrices that are adjusted during train-
ing. The distinction between a feed-forward network and a RNN may be understood
graphically as the network “unrolling” across time (Figure 5). The internal state St
represents the RNN’s “memory” of the system, constructed from the previous mem-
ory together with the new information entering the network.
Layer
X
Y
Feed-forward
Layer
X1
Y1
Layer
X2
Y2
Layer
X3
Y3
. . . Layer
X t
Yt
S1 S2 S3 St−1
Recurrent
Figure 5: Feed-forward vs recurrent neural networks
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In practice, the exact operations used to compute St and Yt depend on the RNN
implementation. We use the most common method, known as long short-term
memory (LSTM) [31]. This includes additional weights allowing states to be “for-
gotten” while also explicitly using the previous time step’s output Yt−1 in the calcu-
lation at step t . Importantly, RNNs can be incorporated as layers in networks that
also includes feed-forward and gCNs, and can be trained using the same methods
as these.
5.4. Network Architecture
Our architecture combines the components discussed above. The input is a time
series of graphsG0, . . . ,Gn−1, each consisting of an adjacency matrix A and a feature
matrix F . The output is a series of the same length, but shifted over one time step:
G1, . . . ,Gn , with the network predicting a given Gt based only on the information
up to Gt−1. This allows us to train the network by comparing the predictions for
G1, . . . ,Gn with the actual sequence graphs.
Figure 6 summarizes the procedure for a given time step t . Ft represents the
Ft ,At
gCN
RNNSt−1,Yt−1 St ,Yt. . . . . .
Yt
FF
Ft+1
At ,Yt
1×1 Conv
At+1
Figure 6: Outline of one "unrolled" computation section of the algorithm, showing four different neural
network processing units: a gCN, an RNN, a feed-forward network, and a 1×1 convolution.
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(input) attribute matrix based on fractures, and At represents the (input) adjacency
matrix based on distance metrics. Following the methods in Manessi et al. [10], the
gCN extracts relevant features and the RNN creates a “memory” stored in St . These
two layers together compute, for each vertex, a set of new features described by the
output Yt , taking into account prior developments in the graph. Since we have d
different distance metrics, At is actually a tensor of dimensions N ×N ×d . This is
inconsistent with the definition of a graph convolutional layer from [9], which as-
sumes a single N ×N adjacency matrix. We therefore conduct d independent graph
convolution operations in parallel and combine the results, ultimately obtaining a
concatenated output matrix Yt of size N ×kd , where k is an adjustable parameter
corresponding to the number of output features in each graph convolution. We pass
Yt directly into a feed-forward layer to predict the fracture attribute values Ft+1 at
the next time step.
However, predicting the evolution of the adjacency matrix is not straightforward
using existing approaches, since gCNs use graph structure to predict vertex features
rather than to predict edge features. We therefore augment At with the RNN output
Yt . Since the adjacency matrix has dimensions N ×N ×d , each element associated
with fractures i and j can be considered as a d-dimensional vector. We append to
this vector the output features associated with both fractures, creating a new vector
of length d +2kd .
We would like to process each of these vectors independently of the others. In
order to do so, we apply a 1× 1 convolution to the augmented (N ×N ×d + 2kd)
tensor. This is roughly equivalent to applying a feed-forward layer to each vector,
changing its length from d +2kd to a length of our choosing. By setting the length
to d , we recover the correct dimensions for the adjacency matrices. Analogously to
the case of fracture attributes, we then use the 1×1 CNN to predict At+1 at the next
time step.
Each of the layers in our architecture requires training a set of weights and bi-
ases. Consider an adjustable weight w , and a loss function that is differentiable with
respect to w . (Note that even if we are trying to predict a discrete quantity such
as binary coalescence, the output of the neural network will be a real number that
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we ultimately threshold, and so an appropriately chosen error will be continuous
and differentiable.) There exist both momentum-based algorithms, such as gradi-
ent descent, and norm-based algorithms, such as RMSProp, that allow us to update
w such that its new value will reduce the loss. We use Nesterov Accelerated Adaptive
Moment (Nadam) Estimation [32], which combines standard momentum (using a
decaying mean instead of a decaying sum) with RMSProp to improve performance.
We implement the architecture above in Python, using Keras for all components
except for the gCN, for which we use the implementation from [9]. In each compo-
nent, we use two hidden layers, with 64 neurons per layer. Additionally, our use of
graphics processing units (GPUs) accelerates training by up to two orders of mag-
nitude as neural network computations, like graphical rendering, consist mostly of
large matrix multiplications.
6. Results and Discussion
6.1. Training
Our training data consist of 145 HOSS simulations, as described in Section 3.
The simulations include time steps 0 through 350 representing the 7 milliseconds
of fracture evolution, though some simulations end earlier, right after the material
fails. In those cases, we pad the missing time steps by repeating the final state, since
fracture systems rarely exhibit any significant change after stress is relieved through
material failure.
We train using 5-fold cross-validation. This framework involves partitioning the
145 simulations into 5 subsets, or folds, of equal size. We then train 5 separate net-
works, each one using the data from one of these folds as the test set (29 simulations)
and the remaining data as either the training set (101 simulations) or validation set
(15 simulations). In this way, collectively over the 5 networks, we ultimately use all
of our simulations as test data. For each network, we initialize weights as uniform
random variables, and then iteratively update them by training on the 101 simula-
tions, in random order. In each simulation, we sequentially cycle through time steps
t = 0, . . . ,349, inputting graph Gt at each time step. The output is a predicted time
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series (Gout1 , . . . ,G
out
350) which we compare with the actual graphs. From this compar-
ison, we calculate a loss value as the sum of the mean squared error (MSE) of all
features, and use backpropagation to adjust the weights in the network. All real-
valued features are rescaled (in preprocessing) to have mean zero and variance one,
so they carry equal weight in the loss function. A single training pass on all simula-
tions is called one epoch. With every new epoch, a new random permutation of the
simulations is generated.
Fracture propagation in HOSS simulations is typically sporadic, with rapid evo-
lution followed by long periods of little or no change. These discontinuities are chal-
lenging for a neural network, leading it to overfit by learning only the dormant be-
havior or learning propagation patterns so abrupt as to be unphysical. To overcome
problems such as these, we use three different forms of regularization:
1. Downsampling. We use only every 25th time step for both training and pre-
diction, relabeling time steps 0,25, . . . ,350 as 0,1, . . . ,14. This has the effect of
making fracture evolution more apparent to the network.
2. Early stopping. After every 5 epochs, which we call one “iteration,” we cal-
culate the training error on a separate validation set. If this error starts to in-
crease rather than decrease (see Fig. 7), that signifies possible overfitting to
the training set, and so we halt training. Otherwise, we continue training for
40 iterations.
3. Data augmentation. The size of our training data is modest by deep learn-
ing standards, and further reduced by downsampling. To compensate, we de-
velop an innovative use of synthetic data. After the first iteration, we allow the
network to train on its own latest predictions for (downsampled) time steps
1 through 14 of each simulation. We do this by appending those predictions
to our real data during the second iteration: we expand the feature set from d
distance metrics to 2d distance metrics (d of them real, d of them synthetic)
and from m attributes to 2m attributes (m of them real, m of them synthetic).
With each successive iteration, we append an additional set of the most re-
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Figure 7: Learning curve for one network, showing evolution of loss values on training and validation
sets (smoothed with moving average using window of width 5 iterations). While training loss is almost
always decreasing, validation loss shows marked increase after about 15 iterations, indicating possible
overfitting.
cently generated predictions: after k iterations, the feature set will include
(k+1)d and (k+1)m features, all of which we use in training.
With the process repeated in this way, the network learns to correct patterns
of incorrect prediction, since the loss is always calculated by comparing the
output with actual simulation data. In order to decrease the importance of
the less accurate earlier predictions, we assign a weight to the loss function
contributions that is inversely proportional to the age of the synthetic data:
the latest (kth) set has weight 1, the previous set has weight 1/2, and so on
back to the oldest set with weight 1/k. The improvement in prediction quality
due to this method is seen in Fig. 8, showing predicted total fracture damage
in one reference simulation (discussed further below). With synthetic data,
quantitative predictions track the actual fracture damage far more closely, in
terms of both mean and standard deviation.
The entire training procedure, as described above, takes approximately 6 hours
of processing time on a GPU.
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(a) (b)
Figure 8: Evolution of predicted fracture damage vs. actual (i.e., simulated) fracture damage, in one ref-
erence simulation, without (a) and with (b) the use of data augmentation. The shaded area indicates one
standard deviation from the mean, measured across all fractures in the system.
6.2. Prediction
We generate predictions of the entire time series of fracture evolution, based on
t = 0 conditions alone, for all 145 simulations (each of which is in the test set of
one of our 5 trained networks). These predictions are of two kinds: the evolution of
fracture sizes, and the global measure of when material failure occurs. On a trained
neural network, we typically obtain predictions within seconds.
6.2.1. Fracture Growth Statistics
One measure of fracture size is the total amount of damage associated with the
fracture. Fig. 8 above describes the evolution of predicted and actual (meaning sim-
ulated) fracture damage. The mean and standard deviation are taken over all frac-
tures in one reference simulation, with the large standard deviation in part reflecting
the concentration of damage among a limited number of fractures. However, recall
that there is arbitrariness in the method used to identify individual fractures once
they have coalesced (see Section 4.1). Therefore, we also consider damage in con-
nected components of coalesced fractures, focusing specifically on the final time
step of a simulation. Fig. 9 shows the distribution of total damage in these coa-
lesced fractures, aggregated over the entire set of 145 simulations. The predicted
and actual histograms are both dominated by the peak on the left that represents
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Figure 9: Distribution of total damage in coalesced fractures (predicted and actual), aggregated over all
simulations.
the overwhelming majority of fractures with only minimal damage. While there is
some slight underprediction of coalesced fractures with the least damage, the pre-
dicted mean is within 2.45% of its simulated value.
Other measures of fracture size include its length attributes. Fig. 10 shows the
predicted evolution of projected x length (perpendicular to the loading direction)
of fractures, in the reference simulation used so far. Here, the standard deviation is
significant even at t = 0, since the initial distribution is bimodal, reflecting whether
a fracture is oriented horizontally or diagonally (see Fig. 4). Our predictions, while
not perfect, agree with many aspects of the actual fracture length evolution, both in
terms of overall statistics and in terms of individual fracture behavior.
A length attribute that is directly relevant to material failure but also very closely
related to a coalesced fracture’s total damage is its total path length. Fig. 11 shows
the distribution of this quantity at the final time step, aggregated over the entire set
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(a) (b)
Figure 10: Evolution of projected x length of a fracture (predicted and actual) for the simulation from
Fig. 4. In (a), the shaded area indicates one standard deviation from the mean, measured across all frac-
tures in the system. In (b), each individual fracture is plotted.
Figure 11: Distribution of total path length in coalesced fractures (predicted and actual), aggregated over
all simulations.
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(a) (b)
Figure 12: Histogram, over all simulations, of (a) the KS statistic measuring the difference between pre-
dicted and actual distributions of total path lengths in coalesced fractures, and (b) the p-value corre-
sponding to the KS statistic. Vertical line shows value above which distribution difference is not signifi-
cant at a level of α= 0.05.
of simulations. Not surprisingly, it strongly resembles Fig. 9, with the predicted and
actual histograms again displaying a similar initial peak representing unpropagated
fractures. The predicted mean is 1.85% above its simulated value. The difference be-
tween the two histograms is described quantitatively by the Kolmogorov-Smirnov
(KS) statistic in Fig. 12: KS distances are concentrated at smaller values, with a p-
value that lies above 0.05 for 126 out of 145 simulations. Thus, in most cases, the
predicted total path length distribution is consistent with the actual one. Surpris-
ingly, this result is robust under ablation, or exclusion of individual features or fea-
ture groups during training [33]. We find that the only quantity whose removal in-
creases the mean KS distance significantly (from 0.328 to 0.374) is fracture position.
This presumably reflects the fact that position can be a determining factor for coa-
lescence, based on whether the fracture is nearer to the boundary or to the center of
the material. Conversely, our other features appear to contain enough redundancy
that the network can easily make up for the absence of some of them.
6.2.2. Material Failure
One of the main strengths of our deep learning approach is that it can provide
predictions of global effects such as material failure at the same time as individ-
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ual fracture statistics. We determine whether a material has failed by whether there
exists a connected component of coalesced fractures that includes both boundary
fractures. However, a straightforward application of our trained network is not suf-
ficient to obtain accurate results: parameter settings that give accurate predictions
of fracture statistics can often predict that the material fails far later than it should.
We therefore modify certain parameters, and also apply a postprocessing trans-
formation. The crucial parameters involve a coalescence threshold: since the pre-
dicted coalescence adjacency matrix Aout is real-valued, we consider that fractures
i and j have coalesced if either Aouti j or A
out
j i exceed a fixed threshold value. In our
previous results, the coalescence threshold for synthetic data used in the data aug-
mentation step of training was set by default to 0.5, and the threshold used in pre-
diction was set to 0.1. Raising the training threshold makes coalescence prediction
more aggressive, as it pushes the network to correct its perceived underprediction in
the data augmentation process. By contrast, raising the prediction threshold makes
coalescence prediction more conservative. We find that raising both thresholds si-
multaneously provides the best results: we set the training threshold to 0.9 and the
prediction threshold to 0.5.
Of the original 145 simulations on which we make predictions in our 5 trained
networks, 84 of them do not exhibit failure by the final time step. In those cases, ac-
tual (simulated) time to failure is undefined, so we omit them from our analysis and
only obtain predictions for the remaining 61 simulations. When predicting time to
failure, we allow the network to run beyond time step 14 if necessary. We then per-
form an additional postprocessing step using ridge regression (Tikhonov regulariza-
tion) and leave-one-out cross-validation, where for each one of the 61 simulations,
we learn a separate transformation, based on the actual times to failure and the net-
work predictions for the 60 other simulations. In principle, this method could entail
a small amount of data leakage: the transformation is learned from results from all 5
trained networks, 4 of which were trained on data that included the test simulation
itself. However, given that a network is trained on a set of 101 simulations, it ap-
pears unlikely that one single simulation could influence the results enough to bias
the transformation measurably.
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Figure 13: Scatter plot of predicted versus actual time to failure, for the 61 fracture systems that exhibit
material failure during the simulation. MAE is 15.4%.
Fig. 13 shows a scatter plot with predicted vs. actual time to failure for the 61
fracture systems, after applying the postprocessing transformation. The mean ab-
solute error (MAE) in the prediction is 15.4% of the average time to failure, and the
correlation coefficient is r = 0.46. This result is competitive with the most recent
ML approaches [21] based on similar HOSS data, which have an error of approx-
imately 16% and a correlation coefficient varying from r = 0.42 to r = 0.68, even
though those methods (unlike ours) are specifically oriented towards predicting fail-
ure paths. The MAE in our results reflects the non-negligible scatter in predicted val-
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ues for a given actual time to failure, which may arise in part from our features im-
perfectly characterizing the geometry of fractures. While this issue would not impact
predictions of fracture growth statistics, which directly measure the feature values
themselves, it could easily cause imprecision in predicting higher-order effects such
as material failure. Our postprocessing will correct any systematic overestimate or
underestimate in predicted time to failure (see regression line in Fig. 13), but it will
not reduce the variability in prediction. It is worth noting, however, that this phe-
nomenon is hardly unique to our approach. Time to failure is notoriously difficult to
predict even with high-fidelity models: the quantity exhibits large sample-to-sample
variations in the original HOSS simulation data [6], even when other fracture growth
statistics are relatively stable.
7. Conclusions
We have presented a novel ML approach that provides rapid and accurate pre-
dictions of fracture propagation in brittle materials. Using deep learning, we con-
struct a neural network architecture that combines a gCN with an RNN, and train the
network on high-fidelity simulations from the HOSS model. We compensate for the
relatively modest size of our training data set with a new form of data augmentation,
training the network not only on simulation results but also on incorrect predictions
that it has itself generated in earlier training passes. In this way, the network learns
to correct its own mistakes, and successfully predicts how properties of the fracture
system evolve from their t = 0 state alone. A significant benefit of an ML approach
is speed: whereas a single HOSS simulation takes hours to run, our neural network
generates results in seconds once it has been trained. This speed consideration is
particularly crucial in the context of uncertainty quantification. HOSS simulations
themselves represent random realizations of a statistical ensemble, and thousands
of such simulations could be required to produce accurate estimates of material be-
havior.
Our fracture size predictions, which we test using 5-fold cross-validation, are in
good agreement with the results of simulations. The predicted total damage in a co-
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alesced fracture at the final time step, averaged over all 145 simulations, is within
2.95% of its simulated value. The predicted total length of a coalesced fracture is
within 1.85% of its simulated value. In 87% of the simulations, the difference be-
tween the predicted and simulated length distribution is not statistically significant,
at the 0.05 significance level of a Kolmogorov-Smirnov test. While other ML ap-
proaches have also proven successful for modeling fracture dynamics, deep learning
has the advantage that it can generate predictions simultaneously for qualitatively
distinct material properties. In particular, we predict time to material failure with an
accuracy that is competitive with the state-of-the-art. The MAE in our predictions
is approximately 15% of the average time to failure, with a correlation coefficient of
0.46 between simulated times and predicted times.
It is important to note that the results presented in this work are based on high-
fidelity models that have been run under a given type of boundary and initial condi-
tions. If different conditions were to be addressed, then the process would need to
be repeated. Ideally, one would expect to devise a matrix or a space of boundary and
initial conditions that would cover the most relevant situations of interest for a par-
ticular problem. This would then create a library of high-fidelity simulation results
used to inform machine learning algorithms, for predicting more general loading
scenarios.
Finally, we mention possible directions for improving the quality of results. Pre-
dicted fracture sizes are stable under exclusion of different groups of fracture at-
tributes, suggesting redundancy in the current choice of features. The use of new
features, representing different physical properties, may improve predictions. Ad-
ditionally, time-to-failure predictions could possibly be improved by the use of en-
semble learning, combining the results of multiple trained networks with differently
adjusted parameters. This is due to a significant class imbalance when predicting
the coalescence of individual fractures: only a small minority of fracture pairs ever
coalesce. Preliminary studies suggest that these pairs may be more accurately iden-
tified by using an ensemble of networks trained with different coalescence threshold
settings, with an additional supervised learning step to map their multiple predic-
tions onto a single one. Alternatively, a reweighting scheme could be used in such
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cases [21], so that a classifier has adequate opportunities to learn cases of coalescing
fractures. Implementing class reweighting could potentially improve coalescence
predictions to the point where a single model would provide highly accurate results
for time to failure.
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