High-resolution x-ray diffraction imaging using ptychography by PETERSON, ISAAC
High-Resolution X-ray Diffraction Imaging
using Ptychography
Isaac Russell Peterson
Submitted in total fulfilment
of the requirements of the degree of
Doctor of Philosophy
March, 2015
School of Physics,
The University of Melbourne
ii
iii
Abstract
Coherent Diffractive Imaging (CDI) is a promising form of X-ray
microscopy that delivers high resolution imaging without the lim-
itations imposed by an image-forming optic. Instead the image
is recovered from diffraction data using computational techniques
with foundations in crystallography. The important distinction is
that CDI can be performed on non-crystalline samples. This has
major implications in both biological and material sciences as many
samples of interest cannot be formed into crystals and are therefore
not accessible to conventional crystallographic analysis. Unfortu-
nately these advances are accompanied by limitations on the use-
able sample size and a number of convergence issues in the image
retrieval algorithms. These issues have been largely addressed by
ptychography, a recent development of CDI that uses large datasets
acquired by translating the target sample through the illuminating
probe. Importantly, the technique allows non-crystalline samples
to be imaged over an extended field of view, with the additional
benefit of resolving a number of the convergence issues encountered
in CDI.
This thesis proposes a number of modifications to the ptychographic
algorithm that extend and improve its use in high-resolution X-ray
imaging. These include the use of ptychography in conjunction with
computed tomography, a new method for using additional ptycho-
graphic data obtained by scanning the target sample through mul-
tiple illuminating probes, an algorithm that can iteratively correct
for sample scanning trajectory errors during the sample image con-
struction, and an algorithm that can iteratively characterise and
correct for partial spatial coherence in a high flux ptychographic
dataset, enabling high-resolution sample image reconstruction us-
ing high-flux X-ray data. The proposed algorithms are tested using
synchrotron X-ray data and shown to yield significant improve-
ments in the reconstructed sample image compared to the results
obtained using a standard ptychographic algorithm.
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CHAPTER
ONE
INTRODUCTION
“Where the telescope ends, the microscope begins. Which of the two has
the grander view?”
- Victor Hugo
1.1 Background
Research across a broad range of sciences including molecular biology, pharmacology,
material science and nanotechnology has continued to drive the improvement of the
resolution and contrast of a wide array of imaging techniques including X-ray and
electron microscopy. This progression has resulted in imaging techniques capable of
resolving mesoscopic-scale structures, such as cellular organelles and nanoparticles.
The characteristic size of systems in this scale range from approximately 100 nm (the
size of a typical virus or nano-particle) to 1 µm (the size of a typical bacterium) and
play a key role in understanding the connection between macroscopic properties and
atomic structures. Knowledge of their function and structural configuration requires
detailed analysis of the internal sample structure at nanoscale or ideally at atom-
scale resolution. Imaging at this scale lies beyond the limitations imposed by the
diffraction limit of visible light, requiring X-rays, or the even shorter wavelengths
associated with electrons in order to access this information.
At present, atom-scale resolution is only attainable using electron and X-ray
crystallographic techniques developed throughout the 20th century. These tech-
niques illuminate a crystal lattice and can provide atom-scale information using
recorded diffraction patterns. The structural information obtained using crystallog-
raphy has proven critical in understanding many material and biological systems,
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in particular protein structures, but is restricted by the availability of crystalline
samples. This has continued to drive the rapid and continual growth of sample
crystallisation procedures as well as ever brighter and correspondingly ever more
coherent sources. These include the aforementioned third generation synchrotron
sources and fourth generation X-ray free electron laser (XFEL) facilities. Unfor-
tunately many biological samples, in particular many membrane proteins, either
undergo structural damage during the crystallisation process, or cannot be formed
into sufficiently large crystals, rendering crystallographic techniques unusable.
Coherent Diffractive Imaging (CDI), a diffraction-based imaging technique un-
der intensive development in the past decade, possesses the required resolution and
contrast for nanoscale imaging and promises to deliver atom-scale imaging for non-
periodic samples. Critically there is no requirement for sample crystallisation and
no restrictions imposed by an objective lens on the achievable resolution. Instead
the sample image is obtained from diffraction data using computational techniques
with their origins in crystallography. For biological materials the ability to record
high angle scatter is limited by radiation damage. However, it has been demon-
strated [2] that if the sample is exposed to a sufficiently rapid and intense pulse (e.g.
the pulse from an X-ray free-electron laser), the scattered wave can exit the tar-
get sample before significant structural damage occurs. Under these circumstances
atom-scale resolution imaging for non-crystalline samples is a real possibility, allow-
ing access to previously unexplored structural information in both material samples
and biomolecules. Though much work remains to be completed, this area is cur-
rently under intensive development as access to this information would revolutionise
material science, molecular biology and medical research.
Reconstructing a scattering sample from a single diffraction image imposes a
strict limitation on the useable sample size, and can lead to a number of conver-
gence issues in the reconstruction algorithms. These issues have been largely solved
by ptychography, a recent development of CDI, and the focus of this thesis. It has
recently been applied using X-rays to image non-crystalline material and biological
samples over an extended field of view [3, 4, 5]. The ability to obtain nanoscale
images of a broad range of non-crystalline samples, without resorting to sample sec-
tioning, addresses a number of the short comings in several competing techniques
including Scanning Electron Microscopy (SEM) and Scanning X-ray Transmission
Microscopy. As in CDI, X-ray ptychography requires a highly coherent and suf-
ficiently brilliant X-ray source. The historical developments that have led to the
advent of ultra brilliant X-ray sources including third generation synchrotrons and
the X-ray free electron laser are now briefly overviewed. The discussion includes an
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(a) (b)
Figure 1.1: With the advent of the optical microscope in (a), Hooke observed the repeated
“cell” structure in a magnified cork section in (b). Image reprinted from [7].
overview of high resolution imaging techniques that either relate to or compete with
the ptychographic CDI methods explored in this thesis.
1.2 Microscopy
Modern light microscopy traces its roots back to the 10th century, when Arabic
opticians discovered the foundations of modern physical optics. In particular, the law
of refraction was first accurately described as early as 984 in Ibn Sahl’s treatise On
Burning Mirrors and Lenses [6]. These ideas were developed in the 12th century by
Francis Bacon, who studied the optical properties of lenses and mirrors, in particular
the effects of lenses in combination. It was not until the latter part of the 16th
century that the first microscope, (a single lens and sample plate arrangement) was
invented. Shortly afterwards an eyepiece or ocular lens was used in conjunction with
a secondary objective lens positioned near the sample, producing the first compound
microscope.
Hooke, using convex lenses with short focal lengths, significantly improved upon
the available magnification and resolution of the compound microscope, producing
a microscope strikingly similar to its modern counterpart in widespread use to-
day. The subsequent discoveries by Hooke in his seminal work Micrographia [7], in
particular the first published depiction of a microorganism (the microfungus Mu-
cor), revolutionised thinking in medicine, biology and the material sciences. Later
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Figure 1.2: Two monochromatic point sources focused by an objective lens. (a) The
sources are spaced too close to resolve. (b) The sources are at an angular separation
satisfying the Rayleigh criterion - i.e. the first minimum of each disk overlaps the central
maximum of the other. (c) The sources are spaced sufficiently wide to easily resolve.
work by Leeuwenhoek observed and described microscopic protozoa and bacteria.
Leeuwenhoek was also the first to record microscopic observations of muscle fibres,
bacteria, spermatozoa and capillary blood flow.
Among the most important subsequent medical advances was the discovery of
Mycobacterium tuberculosis, the bacterium that causes tuberculosis [8]. This led
shortly afterwards to the discovery of the Mycobacterium tuberculosis vaccine [9],
a groundbreaking step in medical research. Along with mechanical improvements,
a series of new sample preparation techniques were later developed to enhance the
view of the sample, leading to higher quality images of the system under study. The
progression and refinement of visible light microscopy led to the eventual develop-
ment of complex lens arrangements with the ability to resolve features as small as
250 nm within a compact instrument, a resolving power ∼ 20, 000 times greater
than the first compound microscope.
In all optical systems there is a limit beyond which additional magnification and
improvements in the lens quality ceases to improve resolution and instead simply
enlarges features without resolving them. The diffraction limit is a consequence of
the wave nature of light and may be described as the smallest distance at which
two distinct features can be resolved before the system fails to identify them as
individual objects [10]. The resolution of an imaging system can be determined
by considering the overlapping Airy disks from two point sources. The Rayleigh
criterion [10] defines the resolution limit as the point where the central maximum
of each disk lies above the first minimum of the other (as shown in Fig. 1.2).
For a microscope with objective focal length f and lens diameter d, the spatial
resolution is determined using the Rayleigh criterion
∆l =
1.22fλ
d
, (1.1)
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where λ is the illumination wavelength. The “1.22” factor is derived from the first
zero of a Bessel function of the first kind, of order one and relates to the first
minimum surrounding the central Airy disc. An alternate formulation suggested by
Abbe´ [10] relates the diffraction limited resolution from the Rayleigh criterion to the
angle subtended by an objective lens as
∆ =
0.61λ
n sin θ
=
0.61λ
NA
, (1.2)
where ∆ is the achievable resolution, n is the refractive index of the medium, θ is
half the angle subtended by the lens and NA = n sin θ is the numerical aperture of
the lens.
The Abbe´ criterion in Eq. 1.2 strictly limits the achievable resolution in con-
ventional light microscopy. As a result, a precise wide-field microscope with high
numerical aperture can achieve a resolution of ∼ 250 nm using visible light. Re-
cent emerging techniques, known collectively as “super-resolution light microscopy”,
have overcome the diffraction barrier using fluorophores, a fluorescent chemical com-
pound that absorbs light energy of a specific wavelength and re-emits light at a longer
wavelength. In conventional fluorescence microscopy all the fluorophores in the sam-
ple are fluorescent, their diffraction limited images overlap, creating a smooth but
blurred picture. This issue has been addressed using super-resolution techniques
such as Stochastic Optical Reconstruction Microscopy (STORM) [11], which acti-
vates distinct fluorophore molecular states to obtain the temporal discrimination of
objects that are otherwise unresolved or blurred within the spatial resolution of the
microscope. This is achieved through fluorescent probes that can switch between
fluorescent and dark states, such that only a small, optically resolvable fraction of
the fluorophores is detected in every “snap-shot”. A final super-resolution image
can be reconstructed from the accumulated positions in a series of these snap-shots.
These advances have resulted in spatial resolutions as high as ∼ 20 nm using visible
light, a remarkable achievement. The requirement for fluorophores unfortunately
introduces highly complicated staining procedures, an issue that has been addressed
by recent advances in label free localisation microscopy using Spectral Precision Dis-
tance Microscopy (SPDM) [12, 13]. This technique has achieved optical resolutions
of cellular structures in the range of approximately 50 nm. Though these super-
resolution techniques represent major advances in light microscopy, they are limited
to nanoscale studies of optically thin samples. Studying structures with atom-scale
precision requires the use of shorter wavelength probe particles such as electrons and
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Figure 1.3: Penetration distance of X-rays and electrons for water and proteins. The
“water window” lies between the K absorption edges of carbon (285 eV) and oxygen (543
eV), providing high contrast between water and proteins. Image reprinted from Kirz et
al. [14]
X-rays, where the penetrating power of the latter probe particle provides access to
internal sample structures without the need for invasive sample sectioning.
The discovery of X-rays and the subsequent extension of optical microscope
techniques to X-ray wavelengths throughout the mid to late 20th century led to
the entirely new field of X-ray microscopy. In addition to exploiting the increased
resolution associated with shorter X-ray wavelengths (∼ A˚), the correspondence be-
tween X-ray photon energies and electron shell energies provides access to a natural
spectroscopic probe. These energies range from soft X-rays (250 eV − 1.8 keV) to
the hard X-ray regime (8 keV−100 keV). Soft X-rays are particularly suitable when
imaging biological samples as they exhibit high intrinsic contrast between water and
proteins in the “water window” (see Fig. 1.3). This is an energy band between the
K-edges (a sudden increase in the attenuation coefficient of photons occurring at
a photon energy just above the binding energy of the K-shell electrons) of carbon
(285 eV) and oxygen (543 eV). The available contrast in this energy band allows
imaging of biological samples in their natural state without the need for disruptive
sample preparation.
The two main X-ray microscopy techniques currently in use are Scanning Trans-
mission X-ray Microscopy (STXM) [15] and full-field Transmission X-ray Microscopy
(TXM) [16]. While the principles of these techniques have remained unchanged
since their introduction, their constituent elements including the source, optics,
stages and detectors have undergone revolutionary advancements over the last few
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decades. STXM imaging scans a finely focused X-ray beam across the sample using
a two-dimensional raster grid scanning trajectory, recording an absorption contrast
map. The resolution of the technique is limited by the spot size that can be pro-
duced by the X-ray focusing optics. Using a Fresnel zone plate (FZP) Chao et al.
achieved a spot size of approximately 15 nm [17] at 815 eV, i.e. within the soft
X-ray regime. Additional information can be extracted from the STXM setup by
using an additional energy resolving detector to measure the fluorescence signal of
the illuminated spot. The use of Kirkpatrick-Baez (KB) mirrors as the focusing
mechanism has realised a spot size of 7 nm [18].
Full field Transmission X-ray Microscopy uses both a condenser to illuminate
the sample and a secondary objective X-ray lens. The objective is usually a Fresnel
zone plate owing to its high angular acceptance (KB mirrors are not suitable for this
purpose due to their low acceptance angle and large off-axis aberrations). To date
the best resolution achieved by soft X-ray TXM is approximately 12 nm [17, 19].
The achievable resolution of these techniques is governed by the limitations in the
manufacture of the focusing optics, in both the achievable width of the outermost
zone and the effective absorption in the opaque zones. Advances in focused ion beam
and electron beam lithography have enabled the manufacture of zone plates with
an outermost zone width ∼ 10nm. Despite the revolutionary advancements in their
constituent optical elements, the achievable resolutions (∼ 10 nm) for both STXM
and TXM are approximately an order of magnitude greater than the wavelength
of the X-rays used. It appears unlikely that either STXM or TXM will achieve
Angstrom resolution.
The explosive growth in X-ray and electron science during the twentieth century
also led to the development of Transmission Electron Microscopy (TEM) [20, 21, 22]
and Scanning Electron Microscopy (SEM). The extremely short electron wavelength
and corresponding improvement in the achievable resolution has resulted in many in-
sights into nanoscale and atom-scale structures. In scanning electron microscopy an
electron beam is scanned across the target sample, forming images from the elasti-
cally and inelastically scattered electrons as well as from photon emission. Though
this can provide extremely rich nanoscale surface detail, the technique is surface
limited as the images are formed from scattered electrons rather than transmit-
ted electrons. The internal structures are consequentially not visible using SEM.
This detail can sometimes be attained through Transmission Electron Microscopy,
though due to the adverse effect of multiple electron scattering in the target sam-
ple, the process is limited to very thin samples (< 100 nm). Transmission electron
microscopes commonly operate at 100 kV, with an associated electron wavelength
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of 3.7 pm - three orders of magnitude smaller than soft X-ray wavelengths and suffi-
ciently small to attain atomic information. Imaging of internal biological structures
through TEM requires sample sectioning and corresponding preparation including
chemical fixation using formaldehyde and gluteraldehyde, staining with heavy el-
ements such as uranium salts and sample dehydration using successively greater
concentrations of acetone. This is a time consuming and structurally disruptive
process with particular implications for biology as the process prevents the possibil-
ity of imaging live cells or even undisturbed cells. Nonetheless, the technique has
provided many insights in structural biology, primarily due to the short wavelength
and strong Coulomb interaction associated with electrons.
The imaging methods discussed thus far use an arrangement of lenses in which
the image obtained requires very little processing and is indicative of the target sam-
ple. Although X-ray imaging offers sample penetration and has sufficiently short
wavelengths for the study of nanoscale and atom scale structures, the achievable
resolution is fundamentally limited by the X-ray optics rather than the wavelength.
These limitations are bypassed in X-ray crystallography by removing the objective
lens altogether, relying instead on a periodic lattice of scattering centres to mas-
sively amplify and coherently reinforce weak scatter into a useable Bragg diffraction
signal. Inversion of the collected diffraction data reproduces an average estimate
of the unit cell through the solution of the crystallographic “phase problem”. This
process circumvents the weak sample scattering problem (a particular issue for bi-
ological samples), enabling high resolution imaging with sufficiently low radiation
dose for imaging biological materials. These techniques remain the primary access to
molecular and atom-scale structural information. Their refinement has progressed
with the advent of ultra bright, highly coherent X-ray light sources including third
generation synchrotron and fourth generation X-ray free electron (XFEL) sources.
The result is the routine application of crystallography to atom-scale imaging of
many material and bio-molecules, in particular proteins. Unfortunately many ma-
terial science and biologically important samples (e.g. membrane proteins), either
undergo structural damage during the crystallisation process, or obstinately refuse
to crystallise at all. Without sufficient amplification of the sample scatter the Bragg
diffraction signal is too weak for crystallographic techniques to be useable.
1.3 Coherent Diffractive Imaging
The possibility of combining the penetrating power of coherent X-rays with the
resolution and contrast of crystallographic techniques was first suggested by Sayre
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in 1952 [23]. It was noted that the diffraction data resulting from a finite non-
periodic object illuminated by a fully coherent wave might be used to reconstruct
the sample image. Rather than directly imaging a sample, the method relies on
the Fourier relationship between a coherent wave exiting a scattering object and its
far-field diffracted wave. The wavefield is iteratively reconstructed from the diffrac-
tion intensity through the application of a priori information. Applying ideas from
information theory, Sayre identified the critical role played by sampling the diffrac-
tion data at twice the Nyquist frequency [23], where the Nyquist frequency is the
sampling rate required in conventional crystallography. This study concluded that
if this condition is satisfied and the scattering sample extent is known, the wavefield
phase may be retrieved from diffraction intensity data. These ideas form the basis
for Coherent Diffractive Imaging [23, 24] (CDI), a lensless imaging technique that
provides the contrast and resolution necessary for nanoscale X-ray imaging.
1.3.1 Phase Retrieval Algorithms
The simplest phase retrieval technique using diffraction data was introduced by
Gerchberg and Saxton [25] for applications in electron microscopy. This pioneering
study demonstrated an iterative method to retrieve the phase of a wave function
from simultaneous measurement of the intensity in the sample and far-field diffrac-
tion planes. The study also suggested the extension of this method to X-ray crys-
tallography, but the technical difficulties involved in performing a measurement in
the sample plane limited the application.
This problem was addressed by Fienup [26], who lifted the restriction on mea-
surement in the sample plane, requiring only measurement of the diffraction data.
The routine, known as “Error Reduction” or “ER”, involved the sequential appli-
cation of constraints to the current estimate of the wavefield in the detector and
sample planes. These constraints are consistency with the measured intensity or
“modulus” and knowledge of the object extent or “support”. The latter constraint
is enforced by setting the wavefield outside a region known to contain the sample to
zero. Fienup found that the process was sufficiently robust to noise to converge on
a solution to within experimental error. If the iterate lies within the basin of attrac-
tion of the global error minimum, i.e. a set of initial conditions leading to long-time
behaviour that approaches the global minimum, ER generally exhibits quadratic
convergence characteristics. Though these findings were promising, the method was
initially plagued by non-unique solutions and points where the solution trajectory
“stagnated” in a local (false) minima. In the context of phase retrieval this may
occur when the current wavefield estimate obeys one of the iterative constraints (e.g.
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the modulus constraint), yet violates the other (e.g. the support constraint). ER
was later shown to be a method of “steepest descents” [27], an iterative technique
known to be prone to stagnation in local minima. Despite the tendency towards
iterative stagnation, the ER algorithm retains widespread use as a highly useful tool
in CDI, frequently used in conjunction with the phase retrieval algorithms detailed
below.
The stagnation and slow convergence issues of the ER algorithm led Fienup
to combine phase retrieval techniques with control theory, developing a class of
feedback algorithm that used the current estimate of the wavefield in conjunction
with output from the previous iteration. Known as the Basic Input-Output (BIO)
[28] and the Hybrid Input-Output (HIO) [29] algorithms, they are essentially the ER
algorithm with an added feedback loop such that output from the previous iteration
is included with the current iteration to produce each successive iterate. The HIO
algorithm as originally formulated applies strictly only to a support constraint (with
positivity), together with the Fourier modulus constraint. These restrictions were
lifted somewhat with the HIO generalisation developed by Millane [30]. HIO has
been shown to be associated with conjugate gradient optimisation [31], providing
a phase retrieval imaging method that can avoid stagnation, resulting in improved
accuracy and robustness in the sample image retrieval when combined with ER.
Marchesini et al. later made an important modification to the support constraint
known as “shrink-wrap” [32]. Rather than supplying a priori information about the
object extent, the support constraint is dynamically updated by iteratively thresh-
olding the current estimate of the wavefield in the sample plane. Recent iterative
algorithms based around the original ideas proposed by Gerchberg and Saxton in-
clude Difference Map (DM), Relaxed Averaged Alternating Reflections (RAAR) and
saddle-point optimisation [33]. A summary of modern phase retrieval techniques is
provided in the review by Marchesini [31], comparing iterative projection methods
with conventional non-linear optimisation techniques.
1.3.2 Experimental Coherent X-ray Diffractive Imaging
The geometrical arrangement for a CDI experiment shown in Fig. 1.4. In this
arrangement a coherent plane wave illuminates a target sample and the resulting
far-field diffraction intensity patterns are recorded on a detector with a sufficiently
fine sampling grid. When the scattering signal is small compared to the direct X-ray
beam (as is the case for biological samples), a beamstop is used to prevent damage to
the detector. This consequently blocks the low frequency diffraction data associated
with sample shape information, making the sample phase retrieval significantly more
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Figure 1.4: Experimental coherent diffractive imaging. Coherent plane wave X-rays illu-
minate a sample and the resulting diffraction intensity is recorded by a detector placed in
the far-field. The direct beam (yellow) is usually blocked by a beamstop to avoid damage
to the detector.
difficult to achieve.
The first application of CDI phase-retrieval methods to X-ray diffraction data
from a non-crystalline sample was performed by Miao et al. [24, 34], who applied
iterative electron microscopy algorithms to Sayre’s ideas on oversampling to success-
fully reconstruct patterned groupings of gold nanoscale dots (shown in Fig. 1.5).
This highly influential work successfully demonstrated a diffractive imaging tech-
nique for non-crystalline samples, performed without an objective lens, and may be
regarded as the ignition point for the subsequent development of CDI. The experi-
ment used a beamstop to block the direct beam, resulting in a missing central region
in the diffraction data. This was addressed by splicing in synthesised data generated
from an optical image of the sample. Provided a sufficiently small number of pixels
are lost due to the beamstop, current methods account for the data loss by allowing
the algorithm to estimate the low spatial frequency information, making the use
of supplementary data unnecessary. This is possible only when the over-sampling
rate is significantly in excess of the critical oversampling rate defined by Bates [35].
These and other ideas on restoration of lower frequency information were explored
in later work [36]. Miao later demonstrated the ability to retrieve structured, lay-
ered, and amorphous samples using CDI [37], with the important distinction that
the information could be obtained without resorting to sample sectioning.
CDI was first used to obtain images of a biological sample by Miao, imaging
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(a) (b) (c)
Figure 1.5: The first experimental demonstration of CDI. (a) shows an example sample
diffraction image, with the resulting reconstructed sample image in (b). An SEM image
of the sample in shown in (c). Image reprinted from [24].
E. coli bacteria at 30 nm [38] resolution. Subsequent work included imaging a
freeze-dried yeast cell [36, 39], quantitative imaging of a freeze dried bacterium
[40], demonstrations of frozen hydrated biological samples with a yeast cell [41]
and bacteria [42], as well as three-dimensional mappings of an unstained human
chromosome at 120 nm resolution [43]. The ability to obtain detailed high resolution
images of the internal structures of biological samples without the need for staining
or dehydration is an important distinction, as it allows biological samples to be
imaged close to their natural state. CDI can reveal sample structure by elemental
specific contrast imaging near absorption edges. The structure of biological samples
is related to the location of carbon-heavy proteins surrounded by oxygen-heavy
water molecules. Water-window energies are therefore particularly suitable to CDI
of biological samples. Studies in this area include soft X-ray imaging of yeast cells
[41], and diatoms [44].
Early CDI results on two-dimensional crystalline samples were obtained by Var-
tanyants et al. using the beam coherence characteristics to reconstruct the surface
morphology of the Si(111) crystal surface [45]. Other notable work includes that by
Robinson et al. [46, 47] and Vartanyants et al. [48], who applied CDI to the detailed
characterisation of nanocrystalline samples. In these experiments the diffracted in-
tensity is recorded about a Bragg diffraction peak, requiring the detector to be
placed at the Bragg angle characteristic to the crystalline sample under study. The
diffracted intensity distribution can be used in conjunction with CDI algorithms to
retrieve structural information on the nanocrystal sample. In later work, Williams et
al. extended this two-dimensional technique to obtain three-dimensional images of
gold nano-crystals [49]. In addition to providing information on the crystal size and
shape, Bragg CDI has been used to map the crystal strain (defects and dislocations
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Figure 1.6: The three modes required to adequately account for partial coherence at APS
endstation 2-ID-B. Image reprinted from [1].
in the crystal lattice) [50]. The ability to extract this detailed structural information
from diffraction data has established Bragg CDI as an important imaging tool.
1.3.3 Partially Coherent CDI
The effect of partial spatial coherence in CDI was discussed by Vartanyants et al.
[48] and later by Spence et al. [51], who suggested that the success of phase retrieval
algorithms requires the coherence length of the incident illumination to be at least
twice the lateral dimensions of the target sample. A later study [52] placed a stricter
requirement on the beam coherence properties, concluding that a small departure
from full coherence is sufficient to formally render the scattered wave irretrievable
from its diffraction data using any conventional iterative method based on coherent
propagation. When the full coherence assumption is invalid the reconstructed ob-
ject is unable to simultaneously satisfy both the modulus and support constraints.
Depending on the level of partial coherence in the illuminating wavefield, the sample
reconstruction may show significant artefacts including incorrect intensity fluctua-
tion or a total failure to converge [52, 53]. This places a major restriction on the
useable flux as third generation synchrotron sources are inherently partially coher-
ent sources with full spatial and temporal coherence at the sample plane achieved
at the expense of discarding over 99% of the available radiated flux.
Partially coherent wavefields can be accounted for in CDI by incorporating a
series of coherent modes into the phase retrieval scheme [53, 1]. This first requires
a modal decomposition of the incident wavefront into mutually orthogonal modes
that interact with the sample and are propagated independently. An example modal
decomposition of a partial spatially coherent wavefield obtained at the 2-ID-B beam
line at the Advanced Photon Source is shown in Fig. 1.6, where it was found that
only three coherent modes contributed significantly to the modal expansion of the
mutual optical intensity [1]. The first experimental demonstration of partially co-
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herent diffractive imaging was performed by Whitehead et al. [53], who successfully
reconstructed a gold test pattern illuminated by a partial spatially coherent inci-
dent wavefront assumed to have a Gaussian coherence function. CDI algorithms,
with the inherent assumption of a spatially coherent illumination, were shown to
be unable to produce reconstruction images of comparable quality. The method
also demonstrated superior results compared to CDI for data that would normally
be considered fully spatially coherent. The modal decomposition method has also
proved effective for temporally coherent sources [54], where the modes can be used
to sufficiently sample the frequencies in a broadband source. This study achieved a
reduction in exposure times by a factor of 60 [54]. These algorithms extend CDI to
both spatially and temporally partially coherent sources, allowing CDI to be per-
formed under a broader range of experimental conditions. In particular the useable
flux is significantly increased, enabling a significant reduction in the data acquisition
times.
1.3.4 Fresnel CDI
Despite continual development and improvement, plane-wave CDI is affected by a
range of convergence issues related to reflection and translation ambiguities in the
phase retrieval schemes. Nugent et al. [55, 56] demonstrated that these ambiguities
could be removed by using an illumination with known curvature. This exploratory
study used astigmatic diffraction from a cylindrical wavefront, requiring two data
sets with orthogonal cylindrical phase curvatures in addition to the original plane
wave dataset. This also removed the need for any a priori information about the
sample extent. Rather than the Fraunhofer diffraction associated with plane wave
illumination [10], curved illumination propagates according to Fresnel theory. Us-
ing three data sets to perform these measurements is somewhat cumbersome, as
the geometric parameters and separate illuminations must be highly characterised.
Nonetheless, the ideas and algorithmic implementation proposed by Nugent et al.
demonstrated rapid and consistent conversion in the algorithms, providing promising
results for a new imaging technique. The method was later optimised by Quiney et
al. [57], who discussed the application of a Fresnel zone plate to produce a spherical
wavefront with sufficient phase curvature.
The technique proposed by Quiney et al. (known as Fresnel CDI or FCDI)
requires detailed characterisation of the illumination phase. This is obtained using
a separate measurement of the illumination intensity. Recovery of the illumination
phase proceeds in a similar fashion to ER, using the Fresnel free space propagator
rather than the Fraunhofer propagator associated with plane wave propagation, and
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(a) (b) (c)
Figure 1.7: The first demonstration of experimental Fresnel CDI. (a) shows an example
data frame from a nested chevron target sample. The reconstructed sample transmission
phase is shown in (b), with a STXM image provided for comparison in (c). Image reprinted
from [59].
with the additional requirement of a three-plane propagation through the pupil,
focus and detector planes. The finite support is enforced in the focusing optic,
or “pupil” plane, where the extent of the illumination is well characterised. In
subsequent work [58] Quiney et al. reconstructed the illumination at the focus of
a Fresnel zone plate. This work demonstrated an accelerated convergence of the
iterative algorithms compared to plane wave illumination while operating under the
assumptions of fully coherent illumination and a finite support. Fresnel CDI was
later shown to demonstrate greater robustness to partial coherence when compared
to plane wave illumination [52, 53].
The first experimental demonstration of Fresnel CDI was performed by Williams
et al. [59], achieving a resolution of 24 nm. In this study a nested group of chevrons
(shown in Fig. 1.7) was placed approximately 1 mm downstream of the zone plate
focus, resulting in a flux density an order of magnitude greater than the equiva-
lent plane wave experiment. The reconstructed transmission function is shown in
Fig. 1.7, demonstrating a strong qualitative agreement with the STXM image. It
was later shown that Fresnel CDI can yield a quantitative estimate of the sam-
ple transmission function [60]. As a demonstration, the thickness of a series of gold
nano-structures was determined to within an accuracy of 10%, at a spatial resolution
of 50 nm. Incorporating iterative transmission function constraints led to further
quantitative and qualitative improvements in the sample image reconstruction [61].
The technique has also been applied to biological samples including plasmodium
falciparum-infected red blood cells [62]. Aside from a high sensitivity to sample
drift, Fresnel CDI has proven to be a robust method for recovering high-resolution,
quantitative images of the target sample.
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1 nm!
Figure 1.8: Ptychographic reconstruction of a cerium dioxide nanoparticle specimen at
atomic resolution using an aberration-corrected electron microscope. Image reprinted
from [70].
1.4 Ptychography
“Ptychography” (derived from the greek words “ptyche´”, meaning “fold”, and “gra´phein”,
meaning “to write”), was originally proposed by Hoppe [63] as a method to retrieve
phase information using the coherent interference of adjacent Bragg reflections from
a crystalline sample. In the original formulation, Hoppe suggested this could be
achieved by placing an aperture in the specimen plane such that each reciprocal-
lattice point would overlap and interfere with its neighbours. The method was later
optimised for imaging non-periodic and extended scattering samples [64, 65, 66]. The
current method involves step-wise translation of the target sample across a coherent,
localised illuminating probe (sharing much in common with scanning microscopy).
The resulting ptychographic dataset is used in conjunction with an extension of iter-
ative phase retrieval algorithms to retrieve the complex sample transmission function
and complex illuminating wavefield [3, 4, 40, 67, 68, 69].
Ptychography has seen much recent interest and development in the diffractive
X-ray imaging community, primarily due to the fact that in addition to improved
convergence characteristics compared to CDI, it removes the restriction on the per-
missible sample size enforced by the sampling requirements for single diffraction
patterns, allowing extended samples to be imaged. The effective sample extent is
defined through the use of an aperture placed upstream of the sample. The sample
is scanned in steps small enough to ensure a sufficient probe overlap [71] and the
resulting diffraction intensity is recorded for each sample translation. This provides
a significant amount of data redundancy, resulting in improved convergence charac-
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teristics in the iterative phase reconstruction compared to CDI. The technique has
proven useful for imaging various material and biological [5, 40, 72] samples. As
distinct from conventional scanning microscopy, the achievable spatial resolution in
ptychography is not limited by the beam size and is ideally wavelength limited. Re-
cent demonstrations with X-rays have achieved a spatial resolution of approximately
10 nm [73]. In an interesting development, ptychography was recently performed
using electrons as the probe particle [70, 74, 75] (see Fig. 1.8). These exploratory
studies have achieved atom-scale resolution for simple test samples, promising an
atom-scale technique for non-crystalline biological and material samples.
1.5 Three-Dimensional CDI
Recent technical and computational advances have led to the development of three-
dimensional nanoscale CDI using both biological [5] and material [49, 76] samples.
Considering the exit surface wave as a projection through the sample [77], the diffrac-
tion data series may be assembled into a three-dimensional diffraction volume and
determining the sample distribution using the three-dimensional implementation of
standard phase retrieval algorithms such as ER or HIO [76]. This was first per-
formed by Chapman et al. [76] on a 2 µm wide pyramidal arrangement of gold
nano-spheres mounted on a silicon nitride window. The dataset was composed from
approximately 120 projections taken at 1◦ rotation intervals. The edges of the sil-
icon nitride window mount blocked approximately 30◦ of the available projections
on either side of the available rotations. In addition to reconstructing the target
sample (shown in Fig. 1.9) the study demonstrated the ability to retrieve the miss-
ing “wedge” of data. Subsequent three-dimensional CDI demonstrations in material
science include work on gold and ceramic foams [78].
Alternately, the three-dimensional sample distribution may be retrieved by ro-
tating the sample through a series of angular projections, individually retrieving
each projected sample transmission functions and assembling the projected recon-
struction series into a three-dimensional sample image using computed tomography
[79]. Recent work in biological applications includes an impressive three-dimensional
mapping of a mouse femur sample using ptychographic CDI tomography [5] (see
Fig. 1.10), with an achieved resolution of approximately 100 nm. Though three-
dimensional atom-scale CDI is yet to be achieved, the possibility of using XFEL
sources to obtain three-dimensional mappings of material and biological molecules
is arguably the most exciting area in diffractive imaging and currently under inten-
sive investigation.
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1.6 Tabletop and XFEL sources
A major CDI research ambition is to apply the techniques developed at large scale
facilities to table-top laboratory sources. The current leading technology in this area
is high-harmonic generation (HHG), a relatively inexpensive yet highly coherent
table-top source suitable for CDI [51, 80]. Though several demonstrations have
shown HHG sources to be capable of producing coherent X-rays in the water-window
[81, 82, 83], the available flux is currently too small to realise scientifically significant
biological imaging. A recent study demonstrated the possibility to reconstruct the
scattering sample using higher flux broadband HHG diffraction data in conjunction
with polychromatic CDI algorithms [84]. Despite these advances, tabletop CDI
remains a goal rather an established procedure.
About a decade ago it was suggested that non-crystalline nanoscale objects might
be imaged with atom-scale precision using ultra-high brilliance fourth-generation X-
ray free-electron laser sources [85]. Recent proposals have suggested X-ray crystallo-
graphic and CDI methods might be applied to this problem, exploiting the ultra-high
brilliance femtosecond pulses at these facilities. These ultra-brilliant femtosecond
strategies are attractive as they bypass the requirement for high quality crystalline
forms of the target sample, compensating for the decrease in scatter by an increase
in the number of incident coherent photons (XFEL radiation is ∼ 1010 times brighter
than synchrotron radiation). Initial studies [2] suggest the brilliance of these sources
may circumvent resolution limitations due to radiation dose, offering the possibility
to attain wavelength limited resolution for non-crystalline samples. These considera-
tions have profound implications for imaging bio-molecules, in particular membrane
(a) (b) (c)
Figure 1.9: The first demonstration of 3D CDI. Three-Dimensional reconstructions of a
2 µm wide pyramidal arrangement of gold nano-spheres on a Si3N4 window. The projection
through the sample in (b) shows an excellent agreement with the SEM image in (c). Image
reprinted from [76].
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(a) (b)
Figure 1.10: 3D CDI reconstruction of a mouse femur using ptychography. (a) Volume
rendering with the bone matrix in translucent colours to show osteocyte lacunae (L) and
the connecting canaliculi (C). (b) A projection through the sample. Image reprinted from
[5].
proteins, with the promise to revolutionise molecular imaging.
The successful operation of the Stanford XFEL marked the beginning of a new
phase in X-ray microscopy, in which coherent X-ray diffractive imaging techniques
have the potential to image the structure of matter at atom-scale resolution. This
is clearly an exciting research area and preliminary work has recently been per-
formed in a research program with the ultimate goal of the structural determination
of isolated bio-molecules using CDI. Similar ambitions are being pursued at other
emerging XFEL imaging facilities. Progress in this field will need to overcome several
formidable obstacles. The principal challenge is to develop techniques capable of ex-
tracting structural information using a probe that destroys the target sample within
a few femto-seconds. The rapid development of the electron distribution during this
brief instant couples the effect of diffraction from the undisturbed target sample
with the rapidly changing electrodynamics of the molecule. Photoionisation, Auger
emission and electron capture all contribute to the evolution of the electron den-
sity in the target molecule, producing incoherent superpositions of diffraction data.
Despite these challenges, major progress has already been made in the provision
of a suitably bright X-ray source, the experimental design, and the theoretical and
computational tools required to interpret the data of these atom-scale experiments.
The first experimental demonstration of free-electron laser CDI was performed
by Chapman et al. [2], using VUV radiation at the FLASH facility to illuminate
a lithographed silicon nitride window. Though not in the X-ray regime, this ex-
ploratory work demonstrated the possibility of capturing diffraction patterns in the
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extremely brief time (∼ femtoseconds) before the sample was destroyed. High-level
computational models indicate that the nuclei remain relatively stable during the
pulse and their arrangement may be determined from the determination of the re-
covered electron structure. Due to the destruction of each sample, one scheme is to
pass a stream of reproducible molecules through the XFEL beam with diffraction
patterns being recorded from random orientations [86]. The orientations for each
diffraction pattern can be determined post facto [87, 88], yielding a three-dimensional
diffraction volume ready for phase retrieval. An alternate method takes an “all of
data” approach in the manner described by Saldin et al. [89]. The possibility
of imaging two-dimensional crystals using an XFEL has also been demonstrated
[90]. This is significant as many biological samples such as bacteriorhodopsin form
two-dimensional, but not three-dimensional crystals. In other developments, the
SACLA XFEL facility at Spring-8 in Japan has recently become operational while
the FLASH facility in Hamburg, operational since 2005, will shortly operate in the
X-ray regime. A number of other facilities including the European XFEL are in the
construction stage or planning stage of development.
1.7 Thesis Overview
This thesis is primarily concerned with ptychography, a robust, high-resolution
diffractive imaging method that solves a number of the issues in CDI, in partic-
ular the ability to image extended samples. Throughout the following chapters, a
number of modifications and extensions to the ptychographic algorithm are proposed
that can yield significant improvement in the reconstructed sample image compared
to the images obtained using currently practiced ptychographic methods. The oper-
ation and accuracy of the proposed algorithms are tested using ptychographic X-ray
data obtained at the Advanced Photon Source. The thesis is structured as follows:
Chapter 2 develops the mathematical framework used to describe a synchrotron
X-ray wavefield, in particular the interactions of the illuminating wavefield with
the scattering sample, the wavefield propagation, and the coherence theory used to
account for deviations from full spatial or temporal coherence.
Chapter 3 uses the formalism developed in Chapter 2 to describe the experimen-
tal and computational aspects required to reconstruct a non-crystalline scattering
sample from synchrotron X-ray diffraction data. This includes a discussion on the
X-ray source, X-ray focussing optics, as well as the detectors used to record the
diffraction data. The standard CDI algorithms used to reconstruct the scattering
sample from the diffraction data are also described, along with their extension to
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ptychography.
Chapter 4 extends two-dimensional ptychography (performed in a Fresnel geom-
etry) to a three-dimensional technique using computed tomography. The method
uses X-ray diffraction data recorded over a series of sample rotations to obtain a
quantitative, high-contrast three-dimensional map of a lithographed borosilicate test
sample.
Chapter 5 details a number of applications and extensions in coherent plane wave
ptychography. These include a quantitative study of the evolution of the illuminating
wavefield under propagation, a method for generating additional data redundancy by
scanning the target sample through several distinct illuminating probes, and the use
of undersampled ptychographic data to obtain extended images of the illuminating
wavefield.
Uncertainty in the sample positions is a particular issue in ptychography as it
limits the achievable sample image resolution. In Chapter 6 an iterative cross-
correlation gradient-descent scan trajectory optimisation scheme is proposed, al-
lowing the ptychographic scan trajectory to be corrected simultaneously with the
retrieval of the sample transmission function and illuminating wavefield.
Chapter 7 proposes two modifications to the standard ptychographic algorithm
that enable ptychography to be performed using a high-flux, partially coherent pty-
chographic dataset. Under the assumption of a Gaussian coherence function, it is
shown that a coherence characterisation and correction can be performed simulta-
neously with the sample transmission and illumination probe retrievals, using only
the partially coherent ptychographic diffraction data.
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CHAPTER
TWO
FUNDAMENTALS
This chapter discusses the theory required to describe the X-ray source, illuminat-
ing wavefield, scattering material, scattered wavefield and the interpretation of the
diffraction patterns arising from the interference effects of light waves. A classical
model is adopted to describe the light field and particle interactions.
2.1 Coherent Wave Propagation
This field has been reviewed extensively for general wavefields in a number of texts
including Born and Wolf’s comprehensive work [10] and more specifically for X-ray
propagation [77, 91, 92] and the reader is directed to those texts for a comprehensive
treatment on the subject. The treatment below summarises the theoretical back-
ground used to describe the propagation of partially-coherent X-ray light sources.
The reader is referred to Appendix A for a brief overview of the preliminaries.
2.1.1 Helmholtz Wave Equation
Derivations of the Helmholtz wave equation from Maxwell’s equations can be found
in standard electromagnetism [93] or optics [10] texts. The free-space Maxwell
equations for an electric field, E(ρ, t), and magnetic field B(ρ, t), in the absence of
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a charge or current are
∇ · E(ρ, t) = 0 (2.1a)
∇ ·B(ρ, t) = 0 (2.1b)
∇× E(ρ, t) = − ∂
∂t
B(ρ, t) (2.1c)
∇×B(ρ, t) = 0µ0 ∂
∂t
E(ρ, t), (2.1d)
where 0 is the electric permittivity and µ0 is the magnetic permeability of free space.
Taking the curl of Eq. 2.1c, using the identity, ∇ × (∇×A) = ∇(∇ ·A) − ∇2A,
and substituting Eq. 2.1d yields
∇2E(ρ, t)−∇ [∇ · E(ρ, t)] = 0µ0 ∂
2
∂2t
E(ρ, t). (2.2)
Assuming the length scale of the variations in the dielectric medium is much longer
than the wavelength associated with the oscillating field, the source term,
∇ [∇ · E(ρ, t)], may be neglected. Vector diffraction effects do not contribute signif-
icantly in the synchrotron applications used in this thesis. Eq. 2.2 may therefore be
expressed in terms of the scalar quantity, Ψ(ρ, t) as(
∇2 − 1
c2
)
Ψ(ρ, t) = 0. (2.3)
Separating the scalar wave-field into spatial and temporal components, i.e. writing
Ψ(ρ, t) = Ψ(ρ)e−iωt and substitution into Eq. 2.3 yields the Helmholtz wave equation
(∇2 + k2n2)Ψ(ρ) = 0. (2.4)
Formal solutions of the scalar wave vector, Ψ(r), in Eq. 2.4 require specification
of boundary conditions. For all practical purposes this requires that Ψ(r) satisfies
free-space propagation as |r| → ∞. The region of space occupied by the sample
satisfies the Helmholtz wave equation with
n = 1− (δ + iβ)
= 1− δn (2.5)
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the quantity, n, is known as the complex refractive index. In free space δn = 0 (i.e.
n = 1), yielding the free space Helmholtz Equation
(∇2 + k2)Ψ(ρ) = 0. (2.6)
2.1.2 Free-space Propagation
The Fourier transform of Eq. 2.6 is:
(k2 − q2)Ψ˜(q) = 0. (2.7)
For non-zero values of Ψ˜(q), this is satisfied by a sphere in reciprocal space defined
by |q| = k, i.e. the superposition of all plane waves with wavenumber k (this is
a restatement of energy conservation). The construction is known as the “Ewald
Sphere” [10] and is described in greater detail in Section 2.3). Defining q = (q⊥, qz)
and taking the Fourier transform of Eq. 2.6 in the transverse plane yields
[
(k2 − q⊥2) + ∂2z
]
Ψ˜(q⊥, z) = 0. (2.8)
Eq. 2.8 has the general solution
Ψ˜(q⊥, z) = Ψ˜+(q⊥)ei
√
k2−q2⊥z + Ψ˜−(q⊥)e−i
√
k2−q2⊥z (2.9)
For X-ray scattering experiments the scatter is forward propagating, i.e. Ψ˜+(q⊥)
is interpreted as the wavefield at a distance z and the backward propagating term,
Ψ˜−(q⊥), is set to zero. The evolution in the direction of propagation is
Ψ(r⊥, z) = F−1
[
Ψ˜(q⊥) exp
[
iz
√
k2 − q2⊥
]]
∝
∫
Ψ˜(q) exp
[
iz
√
k2 − q2⊥
(√
1− (q/k)2 + q · r/kz
)]
dq. (2.10)
Far-field diffraction is obtained when z →∞, i.e. the integrand in Eq. 2.10 vanishes
unless the phase is stationary, yielding
r⊥
z
=
q⊥√
k2 − q2⊥
(2.11)
26 Fundamentals
The far-field intensity may be obtained through standard asymptotic methods, yield-
ing
I(r⊥) = |Ψfar field(r⊥)|2
∝ 1
1 + (r⊥/z)2
∣∣∣Ψ˜ (q⊥)∣∣∣2 , (2.12)
where q⊥ is as defined in Eq. 2.11. In other words the far-field diffraction intensity
is proportional to the square of the two-dimensional Fourier transform of the sample
exit surface wave. This is commonly referred to as “Fraunhofer” diffraction and is
often derived from the Kirchhoff-Fresnel integral (see Eq. 2.15 for z →∞).
2.1.3 Paraxial Free Space Fresnel Propagation
Under the paraxial approximation, i.e.
|q⊥|  k, (2.13)
the substitution of Eq. 2.13 into Eq. 2.10 along with the first order expansion of√
k2 − q2⊥ yields
Ψ(r⊥, z) ≈ F−1
[
Ψ˜(q⊥) exp
(
ikz(1− q
2
⊥
2k2
)
)]
= F−1
[
Ψ˜(q⊥) exp
(
ikz − iz
2k
q2⊥
)]
. (2.14)
For small propagation distances (i.e. z  1), the quadratic phase factor in Eq.
2.14 is also small and Eq. 2.14 can be used to obtain an estimate of the near-
field propagation of the wavefield via the angular spectrum method. For larger
propagation distances, Eq. 2.14 is written as the convolution
Ψ(r⊥, z) = Ψ(r⊥)⊗F−1
[
exp
(
ikz(1− q
2
⊥
2k2
)
)]
= − ipi
λz
eikz
∫
Ψ(r′⊥) exp
[
ik
2z
(r⊥ − r′⊥)2
]
dr′⊥
= − ipi
λz
eikzeipir
2
⊥/λz
∫
Ψ(r′⊥) exp
(
ipir′⊥
2
λz
)
exp
[
−2pii
λz
r⊥ · r′⊥
]
dr′⊥
= − ipi
λz
eikzeipir
2
⊥/λzF
[
Ψ(r′⊥) exp
(
ipir′⊥
2
λz
)]
. (2.15)
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Under the paraxial approximation, free space propagation is therefore performed via
the Fourier transform of a planar wavefield multiplied by a rapidly oscillating spher-
ical wave phase-factor, exp
(
ipir′⊥
2/λz
)
, with a uniform phase advancement of mag-
nitude kz. This has an interesting consequence for an ideal thin lens (for example a
zone plate), introducing a phase change to the wavefield such that Ψ→ Ψe±ipir⊥2/λz
for a diverging/converging lens. This removes the rapidly oscillating phase term that
would otherwise prevent sufficient sampling of the wavefield and is the formulation
that underpins theoretical work by Quiney et al. [58] for reconstructing the illumi-
nating field of a spherically expanding wavefront, with a zone plate as the focusing
mechanism.
In the case where Ψ(r′⊥) is non-zero only within a finite region of space, the
quantity ipir′⊥
2/λz reaches a maximum along the edge of the non-zero region. The
phase change ∆φ due to the path length difference between rays from the edge of a
scattering object of width L and through the object centre is
∆φ =
2pi
λ
(r − z)
=
2pi
λ
(√
z2 + (L/2)2 − z
)
≈ pi(L/2)
2
λz
= piNF , (2.16)
NF is known as the Fresnel Number and is a measure of the number of maxima and
minima in the interference pattern. If NF  1, i.e. when z is large, the quadratic
phase term in Eq. 2.15 is small, recovering the small angle Fraunhofer propagation
in Eq. 2.12.
2.2 X-ray interactions with Matter
The fundamental scattering agent for X-rays is the electron. In the discussion below
the kinematic limit is assumed, i.e. each scattering centre is assumed to elastically
interact with the incident illumination only once. This treatment ignores the photo-
electric effect as well as minor inelastic scattering events due to the Compton effect,
in which X-rays are inelastically scattered from weakly bound or free electrons in
the scattering medium. The discussion below follows the classical approach adopted
by Als-Nielsen & McMorrow [94], deriving single electron scatter, extending this to
describe the scatter from discrete and continuous charge distributions.
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2.2.1 Discrete and continuous charge distribution
An electromagnetic wave incident on a sample interacts with both the charge and
spin of the electrons present in the material. The electrical interactions are stronger
than the magnetic interactions by a factor of ~ω/mc, corresponding to a factor of
approximately 104 for intensity measurements. Magnetic interactions are therefore
neglected for the remainder of the discussion. Assuming the electromagnetic wave
is polarised, the electric field at a time, t, is
E = E0e
i(k·r−ωt)ˆ, (2.17)
where k is the wave vector in the direction of propagation with magnitude |k| =
2pi/λ, angular frequency, ω = 2pi/f , and direction of polarisation, ˆ. An electron
with charge, e, and mass, me, at position, r
′, under the influence of an electric field
with the form in Eq. 2.17, has (classical) acceleration
a =
e
me
E =
e
me
E0e
i(k·r′−ωt)ˆ. (2.18)
The accelerating electron emits radiation with an electric field,
E′ =
ea
c2R
sin θ =
e2 sin θ
mc2R
E0e
i(k·r′−ωt′)ˆ, (2.19)
where R = |R| is the distance from the electron and θ is the angle between the
acceleration direction and the vector connecting the charge and the point where the
field is measured [93]. Distortions in the electric field caused by this acceleration
propagate relativistically with time of emission t′ = t−R′/c, yielding
E′ =
e2 sin θ
mc2R
E0e
i(k·r′+k′·R′−ωt)ˆ. (2.20)
Introducing the momentum transfer vector q = k′ − k, writing R′ = R − r′ and
assuming |r|  |R| yields
E′ =
e2 sin θ
mc2R
E0e
i(k′·R−ωt)eiq·r
′
ˆ. (2.21)
The electric field for a distribution of N identical charges at position r is
E′ =
e2 sin θ
mc2R
E0e
i(k′·R−ωt)
N∑
j=1
eiq·rˆ. (2.22)
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For a continuous charge distribution with charge density, ρ(r), the total number of
electrons, Ne, is Ne =
∫
ρ(r)dr, the scattered radiation is the superposition of the
radiated fields from each volume element ρ(r)dr. The scattered wavefield can then
be written as
E′ =
e2 sin θ
mc2R
E0
∫
ρ(r)eiq·rdr, (2.23)
i.e. the scattered field is directly proportional to the Fourier transform of the electron
density. These ideas are now developed using wave theory.
2.2.2 The Projection Approximation
The interaction of a wavefield with a scattering sample is described by considering
solutions to the Helmholtz wave equation (Eq. 2.4) with δn 6= 0. For a plane wave
incident on a scattering object with a thickness, z0, assuming the scattering is only at
small angles from the direction of incident propagation, the wave field at z = z0 can
be described by the deviations in phase and amplitude as the wave passes through
the medium. Under the paraxial approximation, for weakly diffracting samples, with
a planar illumination, or spherical expanding waves with a very low curvature across
the sample, there is minimal divergence of both the unperturbed illumination and
the diffracted wavefield propagating through the sample. Under these assumptions
the exit surface wave is the product of the incident illumination, Ψ0(r⊥), and the
sample transmission function, O(r⊥).
If the wavefield has the separable form ψ(r) = Ψ(r⊥)e−ikz, the Helmholtz wave
equation (Eq. 2.4) is
[∇2 + 2ik∂z + k2(n2 − 1)]Ψ(r) = 0. (2.24)
At X-ray wavelengths the refractive index is close to unity (i.e. |δn|  1). Substi-
tution of Eq. 2.5 into Eq. 2.24 yields
[
(∇2⊥ + ∂2z ) + 2ik∂z − 2k2δn
]
ψ(r) = 0. (2.25)
where n2 ≈ 1 − 2δn to first order. Under the paraxial approximation (Eq. 2.13 ),
∂2zψ(r) ≈ 0. In the limit k → ∞ the ∇2⊥ term may be neglected, yields the first
order eikonal approximation:
∂zψ(r) = −ikδn(r)ψ(r). (2.26)
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The solution to Eq. 2.26 is
ψ(r⊥) = ψ0(r⊥) exp
[
−ik
∫
(δ(r⊥, z)− iβ(r⊥, z)) dz
]
= ψ0(r⊥)O(r⊥), (2.27)
where O(r⊥) is the complex transmission function. Eq. 2.27 is known as the projec-
tion approximation. The complex transmission function, O(r⊥), may be separated
into amplitude and phase components O(r⊥) = A(r⊥) exp [iφ(r⊥)], where
A(r⊥) = exp
[
−k
∫
β(r)dz
]
φ(r⊥) = −k
∫
δ(r)dz. (2.28)
This formulation is useful for the two dimensional description of sample interac-
tions in Chapter 4, where knowledge of the illumination function, ψ0(r⊥), yields the
sample transmission function, O(r⊥), that may be constrained using Eq. 2.28.
2.2.3 The Born Approximation
The Helmholtz wave equation (Eq. 2.4) can be solved in a perturbative manner by
considering an expansion parameter η for δn, yielding Eq. 2.4 as
∇2Ψ + k2Ψ = −2k2ηδnΨ, (2.29)
where Ψ(r) is expanded into the form
Ψ(r) = Ψ0(r) + ηΨ1(r) + η
2Ψ2(r) + ... (2.30)
Eq. 2.30 is known as the known as the Born series. The zero order solution to Eq.
2.29 is the homogenous equation
∇2Ψ0 + k2Ψ0 = 0. (2.31)
Higher order “correction” terms are determined using the recursive relation
∇2Ψn + k2Ψn = −2k2δnΨn−1. (2.32)
Kinematically these represent multiple scattering events with each successive term,
Ψn, generated as a response to the source, Ψn−1. The task is to find the general
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solution to the inhomogenous Helmholtz equation
∇2Ψn + k2Ψn = −2k2f(r), (2.33)
where −2k2f(r) is a source term. The standard method for solving an equation of
the form in Eq. 2.33 uses Green’s functions. The Fourier transform of Eq. 2.33
yields (
k2 − q2) Ψ˜(q) = −2k2f˜(q). (2.34)
Defining
G(q) = −(2pi)− 32
(
2k2
k2 − q2
)
(2.35)
leads to the convolution relation Ψ(r) = G(r) ⊗ f(r), where G(r) is the Greens’
function
G(r) = − 2k
2
(2pi)3/2
eik|r|
4pi|r| . (2.36)
The recursive relationship in Eq. 2.32 is
Ψn = G⊗ (δnΨn−1). (2.37)
In the first Born approximation only the first term in δn is retained,
ΨB = Ψ0 +G⊗ (δnΨ0) . (2.38)
The propagated wave is
Ψ˜B = F [ΨB] = F [Ψ0] +F [G]⊗ (F [δn]⊗F [Ψ0]) , (2.39)
where
F [G]⊗F [f ] =
√
2piF−1z [F [G(q)]F [f(q)]]
=
∫
2k2
(2pi)3/2
1
|q|2 − k2F [f(q)] e
iqzzdqz
=
1√
2pi
ik2√
k2 − q2⊥
F [f(q⊥, qz)] ei
√
k2−q2⊥z. (2.40)
The integral in the second line is performed in the complex plane with z > 0.
Substitution of the plane wave illumination Ψ0 = Ae
ikz and the above form for
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Figure 2.1: Construction of the Ewald Sphere
F [G]⊗F [f ] into 2.39 yields the propagated wave as
Ψ˜B = 2piAδ(q⊥)eikz +
√
2piAik2√
k2 − q2⊥
F [δn(q⊥, qz)] ei
√
k2−q2⊥ . (2.41)
When k →∞
ΨB = F
−1
q⊥
[
Ψ˜B
]
≈ Aeikz + ikAeikzF−1q⊥ [F [δn(q⊥, qz = 0)]]
= Aeikz (1 + ikδn⊥) , (2.42)
recovering the projection approximation. The condition for the first Born approxi-
mation, |Ψ1|  |Ψ0|, yields |kδn|  1, i.e. the first Born approximation is valid for
optically thin samples. The result in Eq. 2.41 is particularly important in three-
dimensional diffraction theory as it allows the assembly of two dimensional diffrac-
tion measurements taken over a series of incidence angles into a three-dimensional
diffraction volume. This is possible because each diffraction pattern is the three-
dimensional Fourier transform of the scattering strength measured on the Ewald
sphere.
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2.3 The Ewald Sphere
The measurements in a scattering experiment can be understood through a simple
graphical method known as the Ewald Construction [10] (see Fig. 2.1). In this
scheme a coherent quasi-monochromatic plane wave illumination is described by the
wave-vector, k, where k is aligned with the direction of wave propagation and termi-
nates at the origin of reciprocal space. For an elastic scattering event the scattered
wave-vector, k′, has magnitude |k′| = |k|. The direction of the scattered wave sweeps
out the sphere indicated in Fig. 2.1. A Bragg peak at q = k′ − k can be measured
when it lies on the surface of the Ewald sphere. Experimentally, the illumination
is not perfectly monochromatic (the APS beamline 34-ID has ∆λ/λ ≈ 10−4 [52]).
The spread of wavelengths in the beam transforms the Ewald construction from the
surface of a sphere into a measurable small volume contained between spheres of
different radii at the end of the k vector. The use of a two-dimensional detector
such as a CCD camera allows the simultaneous probing of many orientations of the
k′ vector depending on the detector size and the sample-detector geometry.
2.4 Partial Coherence
A proper treatment of problems involving light from a finite source with a finite
spectral range requires knowledge of the correlations that exist between light dis-
turbances at two arbitrary points in the wave field. This topic has been extensively
reviewed in many texts [10, 77, 91, 92, 95]. A review of the central concepts is
provided below.
The theory of partial coherence is generally formulated in terms of space-time
correlations, where the field has statistical properties independent of the origin of
time. Recent measurements [96, 97] appear to confirm these assumptions for third
generation synchrotron sources. Coherence may be described by considering a col-
lection of two-pinhole experiments wherein the location and contrast of the interfer-
ence fringes are described by the first order correlation function. This is commonly
referred to as the Mutual Coherence Function, Γ(r1, r2, τ), of the wave field and
defined in terms of its associated fluctuating time-dependent electric fields, E(r, t),
as
Γ(r1, r2, τ) = 〈E(r1, t)E∗(r2, t+ τ)〉 , (2.43)
where τ is the time separation between the two fields and the angular brackets
indicate an ensemble average. The MCF describes the time correlation between
points in the electromagnetic field and is used to measure the degree that the field
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at one point can be predicted, if known at some other point, as a function of space
and time.
Measurement of the coherence function over the four dimensional data from the
pinholes at r1 and r2, requires measurement of the intensity distribution. In this
context this is the self-correlation of the field, i.e.
I(r) = Γ(r, r, 0). (2.44)
Defining the complex degree of coherence, γ12(r1, r2, τ), as
γ12(r1, r2, τ) =
Γ(r1, r2, τ)√
Γ(r1, r1, 0)Γ(r2, r2, 0)
, (2.45)
and the degree of coherence, µ12, as
µ12 = γ12(r1, r2, 0)
=
Γ(r1, r2, 0)√
I(r1)I(r2)
, (2.46)
provides a means of measuring the coherence of the illumination.
2.4.1 Spectral Decomposition
The interaction of light with matter is dominated by frequency effects rather than
time dependent effects, motivating a discussion of the interactions via the cross-
spectral density, W (r1, r2, ω), defined as
W (r1, r2, ω) =
1
2pi
∫
Γ(r1, r2, τ)e
iωτdτ. (2.47)
The essential property of the cross-spectral density function is that it is a Hermitian
nonnegative definite function in r1 and r2.
2.4.2 Quasi-monochromatic light
The use of a device such as a double crystal monochromator allows the light source
to be considered to be quasi-monochromatic, i.e. to consist of spectral components
that cover an angular frequency range, ∆ω, that is small compared to the mean
frequency, ω¯, and where the time separation, τ , approaches zero. Under these
conditions, Eq. 2.47 is multiplied by e−iω¯τ and the delta sifting properties allow the
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MCF to be written in the separable form
Γ(r1, r2, τ) ≈ e−iω¯τJ(r1, r2), (2.48)
where J(r1, r2) is the Mutual Optical Intensity (MOI) [91] and
J(r1, r2) = Γ(r1, r2, 0). (2.49)
Eq. 2.48 is the cornerstone of the quasi-monochromatic approximation. It means
that for a limited range of τ the quasi-monochromatic field is well approximated by
harmonic variations in time, or equivalently to behave like a monochromatic field
with frequency ω¯.
Substituting Eq. 2.48 into Eq. 2.47 yields the spectral density W (r1, r2, ω) for a
quasi-monochromatic field as
W (r1, r2, ω) ≈ J(r1, r2)δ(ω − ω0), (2.50)
where δ(ω − ω0) is the Dirac delta function. The quasi-monochromatic field may
therefore be considered fully temporally coherent with a single optical frequency ω0.
In order to adequately describe interference with partially coherent light, it is
thus necessary to know the mutual coherence function, Γ(r1, r2, τ), or equivalently
the intensity, I(r), along with the complex degree of coherence, γ(r1, r2, τ). Unlike
the field theory for the disturbance at Ψ(r, t), a great advantage of this formulation
is that it allows correlation functions and time averaged intensities to be described
in a way that may be determined experimentally.
2.4.3 Modal Expansion
The following analysis is a summary of the modal framework set out with specific
reference to synchrotron radiation in a recent overview on CDI [92]. As the cross
spectral density W (r1, r2, ω) is by construction, a non-negative definite Hermitian
function, the modal expansion of the cross spectral density function may be written
in terms of the wavefields or modes, ψn(r), i.e.
W (r1, r2, ω) =
∑
n
αn(ω)ψn(r1, ω)ψ
∗
n(r2, ω). (2.51)
In this context the modes ψn(r, ω) form the eigenvectors of the spectral density func-
tion, with associated real non-negative eigenvalues, αn(ω). The modes propagate
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through free space according to the Wolf equations [10]
(∇2j + k2)W (r1, r2, ω) = 0. (2.52)
Each mode, ψn(r, ω), satisfies the free space Helmholtz wave equation
(∇2 + k2)ψn(r, ω) = 0, (2.53)
Multiplying Eq. 2.51 by ψn(r2, ω), integrating over r2 and using the orthonormality
of the modes, ψn(r), yields the Fredholm integral equation∫
W (r1, r2, ω)ψn(r2, ω)dr2 = αn(ω)ψn(r1, ω). (2.54)
The quasi-monochromatic case, identified above in Eq. 2.50, allows the correspond-
ing equation for the Mutual Optical Intensity, J(r1, r2), to be written as
J(r1, r2) =
∑
n
αnψn(r1)ψ
∗
n(r2), (2.55)
where the label, ω, is suppressed for quasi-monochromatic sources. Multiplying Eq.
2.55 by ψn(r2), integrating over r2, and using the orthonormality of the modes yields∫
J(r1, r2)ψn(r2)dr2 = αnψn(r1). (2.56)
Multiplying Eq. 2.56 by ψm(r2) and integrating over r1, yields∫∫
ψm(r2)J(r1, r2)ψn(r2)dr2dr1 = αn
∫
ψm(r2)ψn(r1)dr1. (2.57)
The coherent modes are themselves expanded in a complete basis set, Pk(r), with
the form
ψn(r) =
∑
k
cknPk(r). (2.58)
Eq 2.57 may be written as
∑
i
∑
j
cimc
j
n
∫
Pi(r1)J(r1, r2)Pj(r2)dr2dr1 = αn
∑
k
∑
l
ckmc
l
n
∫
Pk(r2)Pl(r1)dr1
(2.59)
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This is may be written as a matrix eigenvalue equation of the form
JC = aSC, (2.60)
where C is a matrix containing the eigenvectors, a is diagonal matrix containing the
corresponding eigenvalues, and the elements of J and S are
Jkl =
∫∫
Pk(r1)J(r1, r2)Pl(r2)dr2dr1 (2.61)
Stu =
∫
Pt(r2)Pu(r1)dr1 (2.62)
Any basis set, Pk(x), that is complete over the defined domain may be chosen for
the application. Choosing Pk(r) = Lk(r), where Lk(r) are the Legendre polynomi-
als, collapses S to a diagonal matrix with elements determined using the Legendre
orthonormality relation ∫
Lm(r2)Ln(r1)dr1 =
2n
2n+ 1
δmn, (2.63)
where δmn is the Kronecker delta function. The modal decomposition has now been
reduced to a system of linear equations defined by Eq. 2.60 that may be solved by
well established methods in linear algebra. The non-negative definite requirement
on J(r1, r2) forces the eigenvalues to take either real non-negative or zero values.
Jx(x1, x2) and Jy(y1, y2) may be approximated by a sum of two dimensional modes
with form in Eq. 2.55. Substitution of the resulting modal expansions for Jx and
Jy into Eq. 7.3 gives the expansion of the four dimensional J(r1, r2) in terms of the
two dimensional modes ψn(r1) and ψm(r2):
J(r1, r2) =
∑
n
αnψn(x1)ψ
∗
n(x2)
=
∑
n
∑
m
γnβmψn(r1)ψ
∗
m(r2). (2.64)
The four-dimensional MOI is expressed as a modal sum of n ×m two-dimensional
modes with the form ψn(r1)ψ
∗
m(r2), and with associated modal occupancies, αn =
γnβn. The intensity distribution in the detector plane, I (q), is constructed using
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the known modal occupancies (these are preserved under free space propagation) as
I(q) =
∑
n
αnΨn(q)Ψ
∗
n(q)
=
∑
n
αnIn(q) (2.65)
2.4.4 Gaussian-Schell model for partially coherent sources
The general characteristics of a partially coherent synchrotron beam may be ac-
counted for by assuming a source with an ellipsoidal Gaussian amplitude and a
mutual coherence function as defined by the Gaussian-Schell model [95]. In this
model the MOI is separable in Cartesian coordinates, such that
J(r1, r2) = Jx(x1, x2)× Jy(y1, y2), (2.66)
where
Jx(x1, x2) = J
x
0 e
−αxx21e−α
∗
xx
2
2e−βx(x1−x2)
2
(2.67)
This approximation allows the Cartesian components of the MOI function to be
propagated separately via
Jx(x
′
1, x
′
2) = J
x
0
1
λz
∫
e−αxx
2
1e−α
∗
xx
2
2e−βx(x1−x2)
2
e−
ipi
λz
(x1−x′1)2e−
ipi
λz
(x2−x′2)2dx1dx2 (2.68)
This may be treated analytically [92], leading to the solution
J(x′1, x
′
2; z
′) = J ′x0 e
−α′xx21e−α
′∗
xx
2
2e−β
′
x(x
′
1−x′2)2 (2.69)
The main feature to note is the preservation of the general Gaussian-Schell form
of both amplitude and MCF under propagation. In the more general frequency-
dependent context of the cross-spectral density coherent mode expansion [98], the
intensity distribution and MCF assume the forms
I(x, ω) = A(ω)e
− x2
2σ2
I
µ(x1, x2) = e
− (x1−x2)2
2σ2µ (2.70)
where µ(x1, x2) is the Fourier transform of the complex degree of coherence γ(r1, r2, τ)
in Eq. 2.45. In particular, the one-dimensional modes in the cross spectral density
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expansion are
ψn(x, ω) =
(
2cω
pi
)1/4
1√
2nn!
Hn(
√
2cωx)e
−cωx2 , (2.71)
where cω =
√
a2ω + 2aωbω and aω = 1/4σ and bω = 1/2ξ
2
t . Hn are the Hermite
polynomials and the associated eigenvalues in Eq. 2.45 are
αn(ω) = A(ω)
(
pi
aω + bω + cω
)1/2(
bω
aω + bω + cω
)n
(2.72)
40 Fundamentals
CHAPTER
THREE
COHERENT X-RAY DIFFRACTION
MICROSCOPY
Diffraction microscopy is an imaging technique based on the reconstruction of a
scattering specimen from its diffraction pattern. In crystallography the orientation
and symmetry of the crystal determines the distribution of the diffraction peaks
from scattered X-rays. These Bragg peaks are the result of constructive interference
between the periodic scattering centres within the crystal. The crystal amplification
of the scattering signal enables measurement of diffraction data using low intensity
and low-coherence X-ray sources. This has enabled fundamentally important atom-
scale structural information to be obtained using a wide range of X-ray sources and
remains the primary access to atomic sample structure information in the biological
and material sciences. CDI also measures X-ray diffraction from a scattering sample,
with the distinction that there is no longer a periodic array of scattering centres.
The diffracted intensity distribution no longer exhibits systematic concentration of
the scattering signal into Bragg peaks. This places higher demands on detector
sensitivity, but more importantly, the reduction in signal amplification necessitates
a massive increase in the number of coherent incident photons, as without access to
a periodic scattering array, coherence in the scattering information is almost entirely
dependent on the source coherence.
A synchrotron beamline consists of a series of X-ray optical devices including
slits, attenuators, crystal monochromators and mirrors that control the bandwidth,
photon flux, beam dimensions, focus and collimation of the X-rays before they en-
ter the experimental endstation, where the CDI experiments are performed. This
chapter details the X-ray source, optics, and detectors required to measure diffrac-
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tion intensities that may be used to obtain images of the scattering sample using
CDI. This is followed by a discussion of the sampling requirements and algorithms
required to reconstruct the target sample from diffraction data using CDI and for
extended samples using ptychography.
3.1 Synchrotron X-ray Sources
Retrieval of a scattering sample from diffraction data using CDI requires the source
to be sufficiently brilliant and coherent (both spatially and temporally). The source
brilliance, defined as the number of photons per second per mm2 per mrad2 per
0.1% bandwidth, is a measure of the available flux normalized for the divergence
and monochromaticity. Third-generation synchrotrons are capable of producing
quasi-monochromatic radiation with a negligible degree of temporal coherence. Al-
though highly spatially coherent, the spatial coherence characteristics fall short of
the essentially perfect coherence exhibited by a modern optical laser. This is a par-
ticularly important issue in CDI as the algorithms require a sufficiently coherent
illumination to converge. The need to supply a sufficiently spatially coherent illu-
mination enforces a practical limit on the usable flux that is further limited by the
requirement to select out an appropriately narrow bandwidth to satisfy the quasi-
monochromatic condition. Later in this thesis the theoretical, computational and
experimental framework required to lift these restrictions is discussed.
Synchrotron radiation is emitted by relativistic charged particles as they are
accelerated along curved trajectories [94]. The loss of energy due to synchrotron
radiation was initially regarded as an undesirable side effect of electron accelera-
tion and only later developed into the primary vehicle for coherent X-ray science.
A synchrotron initially accelerates electrons in several stages to relativistic speeds,
directing the high-energy electrons into a closed circular path through a series of de-
vices including an undulator or wiggler where the actual radiative emission occurs.
A schematic of an undulator is provided in Fig. 3.1, showing a periodic electro-
magnetic structure designed to produce synchrotron radiation in a spectrum of high
order harmonics [99].
The periodic magnetic field of a planar undulator is applied at right angles to
the longitudinal electron path. Moving electrons are subjected to a corresponding
Lorentz force at right angles to the direction of electron motion and the applied
magnetic field. This causes the electrons to undulate in the direction transverse to
their motion. The ultra-brightness of synchrotron radiation is derived from two fun-
damental results related to the nature of radiation emitted by relativistic electrons
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Figure 3.1: X-Ray radiation from a synchrotron source. The transverse electron oscillation
causes photon emission
travelling in a circular orbit, namely a spontaneous energy emission proportional to
the fourth power of the electron energy and the spread of the radiation into an ex-
tremely narrow forward-pointing radiation cone centred on the direction of electron
velocity. The cone half angle is
θr = γ
−1 =
√
1− |v|
2
c2
.
In an undulator these radiation cones overlap and coherently interfere, producing
a spectrum of bright harmonics, rather than the smooth spectrum characteristics
associated with wiggler radiation. The relativistic Doppler effect and Lorentz con-
traction increase the observed frequency by the Lorentz contraction factor γ. These
effects allow the undulator to accelerate the electrons into the X-Ray emitting range,
producing the ultra-brilliant X-ray illumination used in CDI experiments
3.2 X-ray Optics
The advancement of X-ray microscopy has critically relied on the development of
X-ray focusing technologies using diffraction (e.g. Fresnel zone plates), refraction
(e.g. Compound reflective lenses) and total external reflection (e.g. Kirkpatrick-
Baez mirrors). The synchrotron X-ray data used in this thesis was obtained using
KB mirrors as the focusing mechanism, with the exception of the study in Chapter
4, where a Fresnel zone plate (FZP) was used.
The crossed-mirror configuration widely used for micro-focusing in the hard X-
ray regime was first devised by Kirkpatrick and Baez [100, 101], resolving astigma-
tism focusing issues (primarily due to mirror surface aberrations) in spherical and
cylindrical grazing-incidence optics. Kirkpatrick-Baez (KB) mirrors (see Fig.3.2 (a))
consist of two elliptically curved mirrors arranged such that the horizontal focus of
the first mirror and the vertical focus of the second mirror coincide in the same
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plane. To achieve an optimal focal size and efficiency the elliptical mirrors need to
be manufactured to a very high degree of figure accuracy and surface smoothness
(approximately 2 nm peak-to-valley figure accuracy) over the entire reflective area.
The curvature of the mirrors is achieved by highly precise mechanics, allowing for
a focal spot size as small as 7 nm [18]. KB mirrors are particularly attractive for
nano-focusing X-rays since they are inherently non-dispersive and operate at high
efficiency [102], enabling a massive increase in the incident intensity per unit area,
resulting in a reduced data acquisition time. A further advantage is that the method
maintains the focus with the same optical arrangement over a range of X-ray wave-
lengths. Higher incidence angles focus more of the incident X-ray beam with the
maximum angle set by the critical angle of the reflective surface for a particular
beam energy. Within the free electron approximation, the critical angle for total
external reflection, θc, is
θc = 2.99× 10−15λ
√
N (3.1)
where λ is the wavelength (A˚) and N is the number of electrons per unit volume
of reflective material. As an example, the condition for total external reflection for
10 keV X-rays (λ = 1.3 A˚) reflected with a platinum-coated mirror yields a critical
glancing angle of θc = 8.4 mrad.
X-rays may be also be focused using a Fresnel zone plate, a diffraction based optic
consisting of a series of “zones” arranged into a cylindrically symmetric diffraction
grating. A Fresnel zone plate schematic is shown in Fig. 3.2 (b). When a zone plate
is illuminated with a coherent plane wave, constructive and destructive interference
results in a series of diffraction orders that are focused to particular points down-
stream. A detailed theoretical description of zone plate geometry and capability
is provided in the review by Paganin [103]. The zone plate properties relevant to
Fresnel CDI (see Chapter 4) are detailed below.
Under the projection approximation, zones of width ∆R, with period 2∆R,
diffract X-rays by an angle
θm=1 ≈ λ/2∆R. (3.2)
The focal length, f , for the outermost zone is
f =
2R∆R
λ
. (3.3)
The zone plate resolution is set by the diffraction limit (i.e. the Rayleigh criterion).
The numerical aperture is
NA = λ/2∆R, (3.4)
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(a) (b)
Figure 3.2: Kirkpatrick Baez (KB) mirrors and Zone Plates as X-ray focusing optics. (a)
Reflective KB mirrors are commonly used to focus hard X-rays. (b) A Fresnel zone plate,
commonly used in focusing soft X-rays.
and the zone plate spatial resolution, Zres, is
Zres =
0.61λ
NA
= 1.22∆R. (3.5)
A final important quality is the zone-plate efficiency. This is related to both the
photon energy and the aspect ratio of the zone plate (i.e. the width to depth
ratio of the zones), a quality that is ultimately restricted by the limitations in the
fabrication process. At lower energies, a zone plate effectively acts as a binary
mask, while at higher energies the zone plate is more transparent to the incident
X-ray illumination, acting as a phase mask and operating with higher efficiency
compared to the efficiency at lower energies. As an example the experiments detailed
in Chapter 4 used a 2.535 keV X-ray beam to illuminate a 160 µm zone plate with
an outer zone width of 50 nm and a zone plate thickness of 3.3 µm, yielding a zone
plate efficiency of approximately 10% [104].
3.3 X-ray Detectors
CDI places a critical requirement on linear response and accuracy in the device
used to record the diffraction data. The primary devices used in recording X-ray
diffraction are image plates, Charge Coupled Devices (CCD) and more recently,
photon counting detectors. Though image plates provide excellent dynamic range
and linear response characteristics, a slow readout time and poor resolution make
them unsuitable for CDI. The following discussion is therefore restricted to CCD’s
and photon counting detectors.
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CCD’s remain the primary device used in CDI, displaying an excellent linear
response with increasing photon flux. They are used to either detect direct X-
rays, or record the visible light emitted by a phosphor-coated screen (a scintillator).
Incident photons interact in the CCD depletion region, creating a cascade of electron-
hole pairs that move under an applied electric field toward a collector. The pixels
are defined by the position of electrodes above the CCD that form potential wells
to capture incoming electrons. Charge is transferred in a CCD array by shifting
rows down the array into a horizontal register and reading the register out to an
analogue-to-digital converter.
Despite excellent linear response characteristics, there are a number of processes
that need to be accounted for when recording diffraction data using a CCD. The
uncertainties in these measurements are dominated by contributions from photon
counting statistics or “shot” noise, the cascading electron effect produced by the
initial photon-electron interaction, as well as thermal events occurring in the CCD
itself. The uncertainty in the amount of charge generated by a photon event is
characterised by a Poisson distribution scaled by the Fano factor [105], Fa, an ex-
perimentally determined quantity that accounts for the correlation between pair
creation events, i.e. the noise statistics are described by
σ2e = NeFa
= EνFa/Ee (3.6)
where Ne is the number of electrons, Eν is the photon energy, and Ee is the electron-
hole creation energy.
At any temperature T , an electron-hole pair can split and provide an apparent
contribution to the signal. These events occur when the detector is in either open or
shuttered state and are collectively referred to as the “dark current”. The probability
of these events is temperature dependent and can be greatly reduced (though never
completely removed) by cooling the detector. The average dark current Dav may be
expressed in terms of the temperature T and the electron energy Eg as
Dav = CT
3/2e−Eg/(2kbT ), (3.7)
where C is a constant dependent on pixel size and room temperature dark current.
Dark current statistics for a number of electrons, Ne, and elapsed times τ are well
described by a Poisson distribution, yielding the dark current noise per pixel as
σe =
√
Ne =
√
Davτ , (3.8)
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The random nature of these events means that dark-field subtraction, where the
signal with the X-ray source shuttered is subtracted from the diffracted image, de-
spite correcting for a number of undesirable contributions including thermal and
stray radiation, produces an additive effect in the dark current noise with a noise
contribution of σe =
√
2DavNt. These contributions to the dark current increase
noise and consequently diminish the data quality.
Photon-counting devices are an important recent development that show great
promise, primarily due to the ability to accurately detect X-rays over far greater
dynamic range than CCD’s, with very low read-out time. In a photon-counting
detector, individual events of charge are released by X-ray absorption resulting in
a signal that is amplified in the readout pixel. If the signal exceeds an adjustable
threshold an absorption event is digitally counted. This removes the dark current
contribution to detector noise, with superior signal-to-noise characteristics as a con-
sequence. The photon counting is performed on the fly during exposure, achieving
earliest possible digitisation and a subsequent fast and almost noise-free digital read-
out. This is in contrast to an integrating detector such as a CCD, where charge is
accumulated during exposure and an intrinsic dark current is added to the accumu-
lated charge. Though CCD’s are presently the most widely used X-ray detection
system in CDI, photon counting devices appear set to become the primary method
of X-ray capture in the near future.
3.4 Coherent X-ray Diffractive Imaging
CDI seeks a solution to the paraxial wave equation through the iterative propaga-
tion of the wavefield between the sample and detector planes. The phase retrieval
scheme determines a set of phases consistent with constraints including the mea-
sured diffraction intensity in the detector plane, the sample extent in the sample
plane and whatever a priori information is available, until the iteration becomes self-
consistent under free space propagation. This technique has its origins in crystallo-
graphic imaging, in that the objective lens is replaced with a numerical computation
of the diffracted wave phase. The primary distinction from these techniques is that
the sample image can be obtained without the requirement of crystalline forms of
the target sample. Measurement of the diffraction intensity records the amplitude of
the diffracted wave-field. Provided the diffraction patterns are sufficiently sampled
(see §3.6), the sample transmission function may be determined through iterative
recovery of the missing phase information.
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Figure 3.3: CDI scattering geometry. The far-field diffraction intensity, I(q), is recorded
a propagation distance z from the scattering sample.
3.5 Discrete Diffraction Data
The scattered wavefield intensity distribution is recorded onto an N ×N Cartesian
grid characterised by unit vectors iˆ and jˆ with pixel width ∆D (see Fig. 3.3). The
pixel location is determined by qij = ∆D(miˆ + nˆj) relative to the pixel intersecting
the beam, where m and n are positive integers in the range [0, N ]. When the pixel
number, N , is even, centring the grid on the zero spatial frequency requires the grid
spacing along each grid axis to run from −(N/2−1)→ N/2, with the corresponding
spatial frequencies running from −(N/2 − 1) × ∆D → N/2 × ∆D. In the sample
plane the grid is characterised by a spacing, ∆S (see Eq. 3.10), and a field width
w = N∆S. The intensity, I(qx, qy), may be written in terms of the discrete Fourier
transform of the wavefield ψ(x, y) as
I(qx, qy) =
∣∣∣∣∣
N∑
x
N∑
y
ψ(x, y) exp
[
−2pii
N
(xqx + yqy)
]∣∣∣∣∣
2
. (3.9)
The far-field sampling interval for an N × N array with detector plane sampling
interval (i.e the pixel size), ∆D, sample plane pixel size, ∆S, at a wavelength, λ,
with propagation distance z is determined from the scaling of the discrete Fourier
transform as
∆S =
λz
N∆D
. (3.10)
This highly useful relationship is used extensively throughout this thesis.
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3.6 Sampling Requirements
The determination of the wavefield phase from a recorded diffraction intensity,
I(qx, qy), requires that the diffraction pattern be sampled according to a critical
sampling criterion that was first identified and discussed by Sayre in 1952 [23]. This
was based on Shannon-Nyquist [106] information theory, which states that if a func-
tion f(x) vanishes outside the limits, x = ±n/2 (i.e. the function is “band limited”),
its Fourier transform, F (k), is completely determined in k space by discrete sample
values at the points ka = ±a/n (a = 0, 1, 2, ...). For a two dimensional exit surface
wave, ψ(x, y), the convolution theorem and shift invariance of the Fourier transform
yields the diffracted intensity, I(qx, qy), as
I(qx, qy) = |F [ψ(x, y)]|2
= F [ψ∗(x, y)]F [ψ(x, y)]
= F [ψ∗(x, y)⊗ ψ(x, y)]
= F [a(hx, hy)] , (3.11)
where a(hx, hy) is the autocorrelation function (see Eq. A.5). Recovery of the scat-
tering object from its diffracted intensity therefore requires sufficient sampling to
recover the autocorrelation function. For a scattering object with a maximum width
w the maximal width of the autocorrelation is 2w, i.e. the condition to sufficiently
sample the diffraction intensities corresponds to a discretely-sampled periodic auto-
correlation that falls to zero along the edges of a square grid of dimension 2N ×2N .
this is equivalent to a band-limited exit surface wave, ψ(x, y) that falls to zero outside
the boundary defined by half the sample plane array size in each linear dimension.
The region known to contain ψ(x, y) is known as the “support”.
The retrieval of a complex wavefield may also be regarded as the solution of
N2 simultaneous equations with 2Ns unknowns, where Ns is the total number of
sampling points contained in the sample extent. A reconstruction cannot be uniquely
determined from a diffraction pattern if the number of degrees of freedom is larger
than the number of constraints. In other words the system is under-determined
unless Ns ≤ N2/2. This motivates the useful oversampling ratio [24], defined as
σ =
N
Ns
(3.12)
Unique solutions require σ ≥ 2, reducing the real-space non-zero elements in a
sufficiently sampled grid to half the total array size. This condition corresponds to
sampling in Fourier space at the Nyquist frequency. When recording two dimensional
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diffraction patterns, the sampling condition in each linear dimension is considered
independently. If both σx ≥ 2 and σy ≥ 2 the diffraction pattern is sufficiently
oversampled, allowing the unique determination of the wavefield phase from the
recorded intensity distribution. When the diffraction intensities of a finite object
are sampled on a grid finer than the Nyquist frequency, the number of correlated
intensities is more than the number of unknown variables in real space and the
wavefield phase is uniquely encoded in the diffraction intensity. Sampling at a higher
rate does not increase the information content of the measurement, though it can
assist in alleviating a number of experimental issues encountered in a typical CDI
experiment including data noise, coherence issues and the loss of data associated
with the use of a beam stop.
When recording the diffracted intensities from a scattering object with width,
w, on a detector with pixel size, ∆D, at a wavelength λ, the oversampling places a
critical criterion on the sample-detector distance, z, i.e.
z >
2w∆D
λ
. (3.13)
The detector position also determines the range of available scattering angles and
hence the achievable spatial resolution.
3.7 Projections and Constraints
Iterative phase retrieval belongs to a much larger family of multiple-constraint prob-
lems wherein a solution, x, is sought, such that x ∈ C1 ∩ C2 ∩ C3..., where Ck is
a constraint set. The archetypal phase retrieval scheme is a two-constraint prob-
lem, with C1 and C2 representing the support and modulus constraints respectively.
In the case where all constraint sets are convex 1, the intersection forms a contrac-
tive mapping and the convergence of algorithms can be assumed without explicit
knowledge of the individual constraint sets. This type of problem has numerous
applications in medical imaging and various other algorithm optimisation problems.
Although many general results from convex-set theory are not applicable to non-
convex sets, it is nonetheless useful to develop a similar phase retrieval framework
as the reformulation of the problem into constraint sets and projections allows the
development of geometric formalism and arguments. In this formalism, iterates
are mapped to points within a convex space. The phase retrieval problem is now
expressed as the search for the unique element that satisfies two simultaneous con-
1a set C is convex if, for any two points x, y ∈ C, (1− η)x+ ηx ∈ C, where 0 ≤ η ≤ 1
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straints in direct space and Fourier space. The action of a projection, P, onto a set,
E, may be described by the following definition:
For a closed constraint set C ∈ E, a projection P onto the set C maps
all x1 ∈ E to a point x2 = P (x1) ∈ C such that |x2 − x1| is minimised.
In other words, a projection onto a set determines the closest point for the set. If
the set C is convex, the projection, P (x1), is unique [107]. Non-convex sets may
in theory have more than one projection satisfying the above definition (i.e. that
the projection is ill defined), though in practice the probability of this occurring is
vanishingly small.
3.7.1 Support and Modulus Constraints
Most phase retrieval imaging algorithms place constraints on a wavefield, ψ(r), using
a priori information about the spatial extent of the scattering object through a
“support” region, S, in the sample plane, and knowledge of the diffracted wavefield
intensity in the detector plane. This may be expressed through the action of the
support operator, piS, acting on the wavefield in the sample plane, ψ(r), as
piS[ψ(r)] =
ψ(r) r ∈ S0 r /∈ S (3.14)
The action of piS on ψ(r) leaves the wavefield unaffected inside the support boundary,
while setting wavefield regions outside the support boundary to zero. The choice of
support is dependant on the problem and critical in determining whether or not the
algorithm converges on a solution.
Rather than setting a static support boundary, a dynamic support constraint
may be applied. This allows the shape of the support to evolve throughout the
iterative process. Support constraint sets of this kind can be defined by thresholding
the allowable values of the exit surface wave amplitude. This description is consistent
with the “shrink-wrap” algorithm proposed by Marchesini et al. [32]. For a minimal
threshold value, t,
pishrink[ψ(r)] =
ψ(r) |ψ(r)| ≥ t0 |ψ(r)| < t (3.15)
Variations on this approach include the use of a low-pass filter on |ψ(r)| prior to
the application of the threshold [32], usually in the form of a Gaussian filter. This
operation is not distance-minimising and is not a projection in itself, but rather the
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combination of a support projection, with an additional intervention that redefines
the support as the iteration evolves.
Measurement of the wavefield occurs in the detector plane, enabling a constraint
on the amplitude or modulus of the wavefield. The amplitude rescaling operator,
pim, enforces the measured intensity while preserving the current estimate of the
phase in the detector plane. This may be expressed as
pim[Ψ(q)] = Ψ(q)
√
I(q)
|Ψ(q)| , (3.16)
where Ψ(q) = F [ψ(r)] is the wavefield in the detector plane and I(q) is the recorded
sample intensity. A simplification of the notation uses the modified amplitude pro-
jector, piM , that first determines the wavefield in the detector plane by free space
propagation from the sample plane to the detector plane, enforces consistency be-
tween the current estimate of the wavefield and the diffraction data, then performs
the free space propagation back to the sample plane to update the current estimate
of the sample exit surface wave. This may be expressed as
piM [ψ(r)] = F
−1 [pimF [ψ(r)]] , (3.17)
where F represents the free space propagation from the sample to detector planes,
provided in Eq. 2.15 or its small-angle limiting form in Eq. 2.12.
3.8 Phase Retrieval Algorithms
The foundation for modern iterative CDI methods was developed by Gerchberg
and Saxton [25] in work on electron diffraction imaging. The proposed Gerchberg
and Saxton (G & S) phase retrieval scheme used a measurement of the wavefield
amplitude in both the sample and detector planes to retrieve the wavefield phase
through the following sequential application of constraints:
1. Enforce measured amplitude of the diffracted wave.
2. Propagate from the detector plane to sample plane.
3. Enforce measured amplitude of the sample.
4. Propagate from the sample pane to the detector plane.
The algorithm cycles through these constraints until the iterate simultaneously sat-
isfies the diffraction intensity constraint and the sample amplitude constraint to
within experimental error.
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A comparison between the reconstructed wavefield, Ψ(q), and the recorded
diffraction intensity, I(q), may be determined using the error metric, χ2, defined
as
χ2 =
∑
n
[|ψn| − √In]2∑
n In
, (3.18)
where n ranges over all each element in the reconstructed array and the recorded
diffraction data.
3.8.1 Error Reduction
The requirement to obtain a measurement in the sample plane (see step 3 in the G
& S algorithm) severely limits the applications of the phase retrieval scheme. In a
later development, Fienup lifted this restriction, proposing an algorithm that only
required measurement of the diffracted data [28]. In this study, Fienup proposed a
more general “finite support” constraint in addition to the “positivity” constraint,
requiring that the real space density of the scattering object be real and positive.
This is ensured in X-ray microscopy where the non-negative electron density forms
the scattering agent, retarding the phase of the incoming X-rays relative to free
space propagation. The finite support constraint is connected to the oversampling
condition, requiring the object occupy less than half the field of view in real space.
The routine, known as “error reduction” [28] or “ER”, involves the sequential
application the magnitude of the diffracted wave, determined using the measured
intensity or “modulus”, and non-negative density in real space via knowledge of the
object extent or “finite support”. The algorithm name comes from the fact that
the map is non-expanding, i.e. the distance between an iterate and the next is
non-increasing, a property previously observed by Gerchberg and Saxton [25]. ER
proceeds as for the G & S method with the modification that in step 3 the support
constraint is enforced rather than the measured sample amplitude. The update of
the kth estimate of the wavefield, ψk(r), using the ER algorithm may be completely
described via the modified amplitude operator, piM (Eq. 3.17), and the support
operator, piS (Eq. 3.14), as
ψk+1(r) = piSpiM [ψ
k(r)] (3.19)
Despite a tendency towards iterative stagnation, ER retains widespread use as a
highly useful tool.
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3.8.2 Hybrid Input Output (HIO)
The HIO algorithm is essentially the ER algorithm with an added feedback loop
such that output from the previous iterate is used to update the current iterate
according to the rule
ψk+1(r) =
piSpiM [ψk(r)] r ∈ S(1− βpiM)ψk(r) r /∈ S, (3.20)
where the parameter, β, is a real constant and is used to control the amount of
feedback. The feedback mechanism pushes elements outside the support away from
the current incorrect value, as opposed to ER where they are simply set to zero.
HIO may also be expressed using the projection operators, piM and pis, as
ψk+1(r) = pispiMψ
k(r) + (1− pis)(1− βpiM)ψk(r)
= ψk(r) + [(1 + β)pispiM − pis − βpiM ]ψk(r). (3.21)
Unlike ER, which enforces a reduction in the χ2 error metric through the method of
steepest descents, HIO is a method associated with conjugate gradient optimisation,
allowing the current estimate of the error metric to fluctuate. A common routine
is to alternate between the HIO and ER algorithms, enforcing two-constraint phase
retrieval, while providing sufficient flexibility through HIO to overcome stagnation.
3.8.3 Difference Map
The Input-Output methods proposed by Fienup were later generalised by Elser [108]
using an iterative scheme known as the “Difference Map” (DM) algorithm. DM is
defined as
ψk+1(r) = ψk(r) + β[y2ψ
k(r)− y1ψk(r)] (3.22)
where
y1 = pi1
[
(1 + γ2)pi2[ψ
k(r)]− γ2ψk(r)
]
y2 = pi2
[
(1 + γ1)pi1[ψ
k(r)]− γ1ψk(r)
]
. (3.23)
In the above definition pi1 and pi2 are projection operators and the control parameters
β, γ1, and γ2 are constants and usually set to be real.
The overall convergence rate of the algorithm is largely problem dependent.
Elser’s optimisation of the free parameters is based on the properties of projection
operators in the vicinity of fixed points. Assuming that the two projections are
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locally orthogonal, one finds that the difference map converges fastest if γ1 = 1/β
and γ2 = −1/β. Substitution into Eq. 3.23 yields
ψk+1(r) = ψk(r) + β
[
pis
(
piM − 1
β
(piM − I)
)
− piM
(
pis +
1
β
(pis − I)
)]
ψk(r)
(3.24)
where I is the identity operator. The special case where γ1 = −1 and γ2 = 1/β
yields the HIO algorithm in Eq. 3.20.
Precisely how these non-convex algorithms work is incompletely understood,
though empirical evidence has lead to some intuitive understanding of the process
[109]. Irrespective of initial conditions, iterates appear to follow a trajectory on a
subspace of the search space, analogous to strange attractors encountered in the
qualitative description of dynamical systems. Fixed points lying on this subspace
have a basin of attraction of their own that can have the effect of terminating the
progress of the iterate. In the DM and HIO schemes, the iterate is attracted rather
than trapped in these minima and importantly both algorithms have the ability
to move away from a close, but false, solution. This is an essential feature when
searching for the intersection of non-convex constraint sets that are generally plagued
by many regions of space where the distance between the constraint sets comes to
a local (and false) minima.
3.9 Partially Coherent Diffractive Imaging
Recent developments have demonstrated the ability to retrieve the wavefield phase
using partially coherent data by first characterising the degree of partial spatial
[53, 1] or temporal [54] coherence and explicitly accounting for these in the phase
retrieval scheme. Compared to fully coherent CDI, the distinction lies in propagating
the dominant mode associated with fully coherent illumination along with a number
of modes with lower occupancy levels. In this framework fully coherent diffractive
imaging may be regarded as a limiting approximation where the occupancies for
modes other than the dominant mode tend to zero.
The primary benefit of incorporating partial coherence into the phase retrieval
iterative scheme is the ability to perform CDI over a broader range of experimen-
tal conditions. In particular the useable flux may be significantly increased as the
requirements on full spatial coherence are relaxed. In the case of partial tempo-
ral coherence a wider beam spectrum is used [54]. These modifications can lead
to significant decrease in exposure time while achieving equivalent sample scatter.
Accounting for partial spatial coherence in the phase retrieval algorithms can allow
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successful reconstruction for coherence lengths as low as lc = 0.8Lmax where Lmax is
the maximal length of the scattering object [53], significantly relaxing the coherence
requirement of lc = 2Lmax suggested by Spence et al. [51].
The partially coherent diffractive imaging algorithm suggested by Whitehead
et al. [53] for use with partially spatially coherent data, assumes that a modal
expansion of the mutual optical intensity, J (r1, r2) = Jx(x1, x2)Jy(y1, y2), has been
constructed using the formalism in §2.4.3, yielding the eigenvalue equation, JC =
aSC, where the elements of J and S are determined via Eq. 2.61 using a set of basis
functions, Pk(x). For digitally sampled data, a simple choice for Pk(x) consists of
an array of step functions of the form:
Pk(x) =
{
1
h2
(
xk − h2
) ≤ x ≤ (xk + h2) ∩ (yk − h2) ≤ y ≤ (yk + h2)
0 otherwise,
(3.25)
where h may be interpreted as the pixel size in each linear dimension [1]. The
basis in Eq. 3.25 has the additional advantage of reducing S to the identity matrix.
For quasi-monochromatic synchrotron X-ray sources J (r1, r2) is known to be well
approximated by the two-dimensional Gaussian-Schell functions in Eq. 2.67 [92,
96]. In practise the vertical coherence length is usually sufficiently long such that
Jy(y1, y2) may be adequately represented by a single flat mode associated with
full coherence. The modal decomposition of the four-dimensional MOI is therefore
entirely determined from the modal decomposition of Jx(x1, x2).
The iterative retrieval of the sample transmission function using partially coher-
ent diffraction data requires several modifications to the coherent phase retrieval
schemes detailed in §3.8. Under the projection approximation, on interacting with
the target sample with transmission function, O (r), the modified modes, ψk (r), can
be expressed in terms of the characterised illumination modes, ψ0,k (r), as
ψk (r) = T (r)ψ0,k (r) . (3.26)
Each mode is propagated to the detector plane using precisely the same free-space
propagators (i.e. using Eq. 2.15 and Eq. 2.12) as for the fully coherent case.
The modal occupancies, αn, remain unaltered, allowing the detector plane intensity
distribution, I(q), to be written as the weighted modal sum in Eq. 2.65, i.e.
I(q) =
∑
n
αnΨn(q)Ψ
∗
n(q)
=
∑
n
αnIn(q). (3.27)
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The coupling of the modes means that rather than adjusting the amplitudes inde-
pendently, a common rescaling function is applied such that the current estimate
of the partially coherent intensity matches the recorded diffraction intensity, ID (q).
This is written as the modified modulus constraint for each of the modes, Ψk (q), as
Ψ′k (q) =
[
ID (q)
I (q)
]1/2
Ψk (q) . (3.28)
The updated modal functions, Ψ′k (q) form the basis for the MOI in the detector
plane.
The transfer function, T (r), is common to all modes. It may be updated by
propagating a single mode, Ψ′k (q), back to the sample plane, yielding the updated
sample plane mode, ψ′k (r). Though any mode may be chosen to perform this task,
a logical choice is the fundamental mode, Ψ′0 (q), associated with the highest occu-
pancy. This allows the transfer function to be updated via
T (r) =
ψ′0 (r)
ψ0,0 (r)
. (3.29)
where ψ0,0 (r) is the fundamental mode from the known modal expansion of the
source. The support and additional constraints may then be applied as for the
fully coherent case. This relatively simple process allows partial coherence to be
accounted for without the technical and computational difficulty of determining and
propagating a four dimensional MOI. A full treatment of the technique (including
an explicit modal decomposition) is provided in Chapter 7.
3.10 Ptychographic Algorithms
Ptychography is an extension of CDI where a target sample is translated step-wise
across a localised probe wavefront and the resulting diffraction patterns are recorded
for each sample translation. Provided the illuminated regions of the sample have
sufficient overlap [71] these diffraction patterns can be used in conjunction with
the iterative algorithms discussed in §3.8 to quantitatively recover the complex pro-
jected sample transmission function. Importantly, ptychography overcomes the size
restrictions imposed by the oversampling condition, enabling extended samples to
be imaged. The large amount of redundant information supplied by the overlap-
ping probe regions enables iterative feedback in the overlap regions, resulting in
improved robustness in the presence of noise and partial coherence when compared
to standard CDI [3]. Recent developments of the ptychographic algorithm have also
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Figure 3.4: Schematic of the Ptychographic Iterative Engine (PIE) algorithm. The exit
surface wave for each translated probe position (overlapping circles) is updated via the
modulus projection operator piM . This is used to update the sample transmission function
(square region) via the “overlap constraint” in Eq. 3.32. Image reproduced from [67].
enabled the simultaneous retrieval of the illuminating probe [4, 68]. A rough initial
probe estimate usually suffices to obtain convergence in the phase retrieval scheme.
As a result of these developments ptychography has seen significant interest and
development in the X-ray community [3, 4, 110]. Recent demonstrations have used
electrons as the probe [74, 111] to obtain atom-scale resolution.
3.10.1 Ptychographic Iterative Engine
The ptychographic iterative engine (PIE) was originally proposed by Rodenburg et
al. [67] to image extended samples using a known complex probe, P (r). Under
the projection approximation (see §2.2.2) the exit surface wave for the kth sample
position, sk, may be written as the product of the illuminating probe, P (r), and the
sample transmission function, O(r), i.e.
ψk(r) = P (r)O(r− sk). (3.30)
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The coherent intensity for the kth diffraction pattern, Ik(q), is determined using free
space propagation of the exit surface wave
Ik(q) = |F [ψk(r)]|2
= |F [P (r)O(r− sk)]|2 . (3.31)
In addition to enforcing consistency with the recorded diffraction data via the mod-
ulus constraint (Eq. 3.16), the algorithm enforces consistency between overlapping
illuminated regions in the sample via the overlap constraint [67]
Oj+1(r) = Oj(r)+β
|P (r− sk)|
|P (r− sk)|max
P ∗(r− sk)
|P (r− sk)|2 + α
[
ψ′j(r, sk)− ψj(r, sk)
]
, (3.32)
where the parameter α is set to α  1, forming a Wiener noise filter. The overlap
constraint takes the place of the support constraint in standard CDI. For a known
illumination, P (r), the PIE algorithm can yield the sample transmission function,
O(r), using the following sequential application of constraints:
1. Using the jth estimate of the sample transmission function, Oj(r), and the
known probe function, P (r), determine the jth estimate of the exit surface
wave at the kth scan position, ψj(r, sk), where
ψj(r, sk) = O
j(r− sk)P (r).
2. Update the exit surface wave estimate by free-space propagation to the de-
tector plane, imposing the recorded diffraction intensity, Ik, via the modulus
constraint, pim, and subsequent propagation back to the sample plane, i.e.
ψ′j(r, sk) = F−1pimF
[
ψj(r, sk)
]
.
3. Update the sample transmission function, Oj(r), via the overlap constraint in
Eq. 3.32
A single iteration is complete after all scan positions have been cycled through. The
process continues until the χ2 error metric in Eq. 3.18 has been reduced to a user
defined threshold value over the entire scanning trajectory.
3.10.2 Extended Ptychographic Iterative Engine
The requirement that the probe function, P (r), is known significantly limits the
conditions under which ptychography can be performed. In a later development,
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known as the extended Ptychographic Iterative Engine (ePIE), the PIE algorithm
was adapted to recover the sample transmission function and illumination probe
simultaneously [68], allowing ptychography to be performed under a broader range
of experimental conditions. This important modification forms the basis for much
of the work in this thesis.
The task of the ePIE algorithm is to determine a unique sample transmission
function, O(r), and illuminating probe function, P (r), that match the recorded
ptychographic dataset. This is achieved using the modified overlap constraint [68],
defined as
Oj+1(r) = Oj(r) + α1
P ∗j(r)
|P j(r)|2max
[
ψj+1k (r)− ψjk(r)
]
. (3.33)
Retrieval of the illuminating probe is achieved via an additional application of the
overlap constraint in Eq. 3.33, with the roles of the probe estimate, P j(r) and
sample transmission function estimate, Oj(r), exchanged (see step 4 in the following
description of the ePIE algorithm). The ePIE algorithm may be summarised through
the following sequential application of constraints:
1. For the kth scan position, sk, determine the j
th estimate of the exit surface
wave, ψj(r, sk), where
ψj(r, sk) = O
j(r− sk)P jn(r).
2. Update the exit surface wave estimate by propagating to the detector plane,
imposing the recorded diffraction intensity, Ik, via the modulus constraint, pim,
and subsequent propagation back to the sample plane, i.e.
ψ′j(r, sk) = F−1pimF
[
ψj(r, sk)
]
.
3. Update the sample transmission function, O(r), via the overlap constraint
Om+1(r) = Om(r) + α1
P ∗m(r)
|Pm(r)|2max
(
ψ′j(r, sk)− ψj(r, sk)
)
.
4. Update the probe function, P (r), via a second application of the overlap con-
straint
Pm+1(r) = Pm(r) + α2
O∗m+1(r)
|Om+1(r)|2max
(
ψ′j(r, sk)− ψj(r, sk)
)
.
Control of the algorithm is achieved through the feedback parameters α1, α2 ∈
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[0, 1.5]. A complete cycle iterates over all scan positions, sk, and the process is
repeated until the current estimate of the sample transmission function, Oj(r), and
the probe function, P j(r), are consistent with the recorded diffraction dataset and
the overlap constraints in steps 3 and 4. This thesis makes extensive use of the
ePIE algorithm. To avoid repetition only the proposed modifications are noted, the
reader is referenced back to this section where appropriate.
3.11 Conclusion
Despite the difficulty in obtaining a sufficiently coherent and bright X-ray source,
CDI remains a simple experimental procedure, with minimal disturbance to the
sample structure during sample preparation. Instead, provided the diffraction pat-
terns are over-sampled according to the conditions outlined in §3.6, a quantitative
measurement of the sample transmission function may be obtained using the Gerch-
berg and Saxton based algorithms in §3.8. The sample size limitations of CDI have
been addressed using ptychography, with the additional benefit that many of the
convergence issues in CDI, including robustness in the presence of noise and a higher
tolerance to partial coherence in the recorded diffraction data, can be overcome by
a highly overlapped, information rich ptychographic dataset.
The retrieval of the wavefield phase is essentially a global optimisation problem
wherein a non-linear search is performed using the Fourier transform in conjunction
with a set of constraints. The non-linear progress of the iterate in these searches
can be halted by a number of points in the search space where the solution trajec-
tory is locally parabolic, resulting in “false minima ”stagnation. The ability of the
HIO algorithm to “push” the iterate out of these undesirable points in the solution
space has resulted in the conclusion of several studies [31, 52, 92] identifying HIO
as a reliable and robust CDI phase retrieval method. Ptychographic algorithms are
able to overcome these convergence issues as the points of stagnation are generally
inconsistent between the overlapping wave-fields. This results in an improved ro-
bustness to intrinsic issues in X-ray data, including noise and deviations from perfect
coherence. As a result ptychography is rapidly becoming a routine nanoscale X-ray
imaging procedure, with some interesting recent developments in the visible regime
[112] and promising work at the atom-scale using electrons [74, 75].
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CHAPTER
FOUR
FRESNEL CDI TOMOGRAPHY USING
PTYCHOGRAPHY
The need to understand the internal three-dimensional configurations in high resolu-
tion microscopy and structure determination has given rise to X-ray tomography, a
set of techniques that uses the high penetration power of X-rays in conjunction with
computed tomography [79]. High-resolution micro-tomography using synchrotron
sources has delivered three-dimensional imaging techniques capable of resolving fea-
tures under 100 nm, providing important three-dimensional structural information
on a range of material and biological samples including single cells.
This chapter presents a demonstration of three-dimensional Fresnel CDI tomog-
raphy using ptychography in the X-ray regime. The method uses a diffraction
dataset recorded over a series of sample rotations, exploiting the high penetration
power of X-rays and the high sensitivity of lensless imaging. The resulting series of
two-dimensional reconstructions are used in conjunction with computed tomography
[79] to obtain quantitative, high-contrast three-dimensional images of the sample as
well as a three-dimensional map of the sample complex refractive index. The tech-
nique is used to obtain quantitative images of a lithographed borosilicate capillary,
resolving features down to 70 nm.
4.1 Fresnel CDI
Providing the sampling conditions outlined by Sayre [23] are satisfied, the use of a
pre-characterised, curved illumination proposed by Nugent et al. [55, 56] and later
optimised by Quiney et al. [57], resolves the reflection and translation ambiguity
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Figure 4.1: Fresnel Coherent Diffractive Imaging experimental geometry. Incident plane
wave coherent X-rays illuminate a zone plate. The OSA is placed at the first-order zone
plate focus allowing only first order light through and removing the need for a beamstop.
in plane wave CDI, as well as uniqueness issues associated with plane wave CDI.
The latter study demonstrated that the use of an illumination with spherical phase
curvature corresponding to a Fresnel number, NF ≥ 5, resulted in accelerated con-
vergence of iterative algorithms compared to the plane wave case for real scattering
objects with a finite support. In the method proposed by Quiney et al. [58], the
wavefront curvature is obtained using a Fresnel zone plate in conjunction with an or-
der sorting aperture. An independent characterisation of the illumination wavefront
is obtained through a separate illumination intensity measurement and subsequent
retrieval of the illumination phase. This independent characterisation is used to
provide critical information in the Fresnel CDI sample reconstructions.
Fig. 4.1 shows an Fresnel CDI experimental setup where a highly coherent plane
wave illuminates a Fresnel zone plate, separating the illumination into a series of
orders. An Order Sorting Aperture (a pinhole) is placed at the first order zone
plate focus, an arrangement that allows only the first order X-rays through, block-
ing all higher order contributions. Importantly, the arrangement of the zone plate
“central stop” and OSA blocks the direct beam from propagating to the detector.
There is therefore no need for a beam-stop and no subsequent loss of low frequency
information.
The independent characterisation of the illuminating wavefield phase, as dis-
cussed in §4.2, is performed using a separate recording of the illumination intensity
in the detector plane without the sample in place, consisting of a magnified image
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of the focusing optic or “pupil” (see Fig. 4.3 (a)). The use of a Fresnel zone plate
in conjunction with an order sorting aperture produces a wavefield that requires
Fresnel propagation (Eq. 2.15) rather than the Fraunhofer propagation (Eq. 2.12)
associated with plane wave CDI.
A second far-field diffraction measurement is performed with the sample placed
downstream of the zone plate focus, as indicated in Fig. 4.1. As distinct from
plane-wave CDI, the experimental geometry creates an inline hologram of the tar-
get sample (see Fig. 4.3 (c)), superimposed over the original magnified pupil im-
age. This simplifies the sample alignment procedure compared to plane wave CDI
experiments, but more importantly retains low frequency shape information that
facilitates rapid algorithm convergence in the Fresnel CDI algorithm sample trans-
mission reconstructions. An additional advantage, discussed in detail by Williams et
al. [52] and demonstrated experimentally by Whitehead et al. [113], is an improved
robustness to partial coherence compared to plane wave CDI. These qualities re-
sult in a robust mechanism for the quantitative retrieval of the sample transmission
with rapid and consistent algorithm convergence for a range of biological [114] and
material science samples [59, 115].
The characterisation of the illuminating wavefield phase and subsequent retrieval
of the sample transmission function using Fresnel diffraction data requires a number
of modifications to the CDI algorithms discussed in Chapter 3. In the discussions
below the propagation distances z12, z24 and z34 are as shown in Fig. 4.1. Reversal
of the z subscripts indicates a switch in sign, i.e. z43 = −z34.
4.2 Fresnel CDI Illumination Phase Retrieval
A fundamental assumption underpinning Fresnel CDI [58] is that a Fresnel zone plate
(FZP) coupled with an Order Sorting Aperture placed at the first order zone plate
focus may be considered a thin lens with focal length f . A spherically expanding
wave may be written as
exp(ik|ρ|) = exp
[
ik
√
z2 + |r|2
]
= exp
[
ikz
√
1 +
|r|2
z2
]
≈ exp(ikz) exp
(
ipi|r|2
λz
)
, (4.1)
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where the third line makes use of the paraxial approximation (Eq. 2.13). Moti-
vated by Eq. 4.1, the wavefield exiting the zone plate, ψ(r1, z1), is expressed as
the multiplication of a slow moving, complex function, P (r1), that contains the am-
plitude and phase deviations from the ideal thin lens form, and a rapidly varying
pseudo-spherical phase component, exp (−ipi|r1|2/λz12), as
ψ(r1, z1) = P (r1) exp
(
−ipi|r1|
2
λz12
)
, (4.2)
where the sign on the exponential in Eq. 4.2 is due to the focussing of the wave-
field. The free space paraxial Fresnel propagation of a quasi-monchromatic wavefield,
ψ(r, z), from the pupil plane at z1 to the focal plane at z2 is determined using Eq.
2.15, yielding
ψ(r2, z2) = A(r2, f)FF [B(r1, f)ψ(r1, z1)] , (4.3)
where FF is the Fresnel propagator, and A(r2, f) and B(r1, f) are given by
A(r2, f) =
( −i
λz12
)
exp
(
2piif
λ
)
exp
(
ipi|r2|2
λf
)
B(r1, f) = exp
(
ipi|r1|2
λf
)
.
Substituting Eq. 4.2 into Eq. 4.3 allows the rapidly oscillating part of the wavefield
exiting the zone plate that cannot be sufficiently sampled to be removed, yielding
the wavefield at the focal plane as
ψ(r2, z2) = A(r1, f)FF [P (r1)] . (4.4)
Similar considerations allow the wavefield at the detector, ψ(r3, z3), to be written
in terms of a rapidly oscillating phase component multiplied by a slowly varying
envelope function,
ψ(r3, z3) = Q(r3, z3) exp
(
ipi|r3|2
λz23
)
. (4.5)
Propagation between the focal and detector planes is determined using Eq. 2.15,
i.e.
ψ(r2, z2) = A(r3, z23)FF [Q(r3, z3)] (4.6)
Reconstruction of the sample transmission function using Fresnel CDI requires
detailed prior knowledge of the illumination phase distribution. This is determined
through independent measurement of the diffracted illumination intensity and the
iterative Fresnel CDI recovery of the illumination phase [57], requiring a three-plane
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propagation through the pupil (zone plate) plane at z1, the focal plane at z2 and the
detector plane at z3. These propagations are performed using Eq. 2.15. The finite
support is enforced in the pupil plane, where the zone plate extent is known. The
support constraint is usually either a disc with the same radius as the focusing optic,
or is obtained by thresholding the current estimate of the reconstructed illumination
in the sample plane. Additional information is provided through knowledge of the
zone plate focal length, z12, and the focus-detector distance, z23. The algorithm
involves the following sequential propagations and application of constraints:
1. Propagate z3 → z2 : ψ(r2, z2) = A(r2, z32)F−1F [Q′(r3, z3)]
2. Propagate z2 → z1 : P (r1) = (−i) exp (2piiz21/λ)F−‘1F [B(r2, z21)ψ(r2, z2)]
3. Apply Support Constraint: P ′(r1) = pis[P (r1)]
4. Propagate z1 → z2 : ψ(r2, z2) = A(r2, z12)FF [P ′(r1)]
5. Propagate z2 → z3 : Q(r3, z3) = (−i) exp (2piiz23/λ)FF [B(r2, z23)ψ(r2, z2)]
6. Apply Modulus Constraint: Q′(r3, z3) = pim[Q(r3, z3)]
The reconstructed illuminating wavefield may be propagated to any point be-
tween the pupil and detector planes, in particular at the sample plane, using the
Fresnel propagation in 2.15.
4.3 Fresnel CDI Sample Transmission Retrieval
The target sample is placed downstream of the zone plate focus, such that the
pseudo-spherical phase variation across the sample corresponds to a Fresnel number
(see Eq. 2.16), NF ≥ 5. This produces a magnified image of the sample in the central
hologram region of the Fresnel diffraction patterns (see Fig. 4.3 (c)), providing low-
frequency information that allows the Fresnel CDI algorithm to quickly retrieve
the sample shape, accelerating the algorithm convergence. The region outside the
central hologram contains high resolution sample scatter, enabling Fresnel CDI to
image the scattering sample at higher resolution than that determined by the finest
zone of the zone plate (see §3.2). This quality enables Fresnel CDI to obtain higher
resolution images of the target sample than competing X-ray microscopy techniques
such as Scanning Transmission X-ray Microscopy.
Under the Born approximation, the wavefield leaving the sample, ψesw(r4, z4), is
the sum of the pre-characterised illumination function, ψ0(r4, z4), and the scattered
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wave, ψ(r4, z4), i.e.
ψesw(r4, z4) = ψ0(r4, z4) + ψ(r4, z4). (4.7)
Once the illumination function, ψ0(r4, z4), has been recovered (see §4.2), recovery
of the sample image is achieved through the iterative propagation of the scattered
wave, ψ(r4, z4), between the sample and detector planes described by r4 and r3
respectively. This two-plane framework is similar to plane wave phase retrieval,
with the distinction that the propagation of the scattered wavefield is performed
using Eq. 2.15. The retrieval of the sample image requires several modifications
to the plane-wave phase retrieval algorithms detailed in Chapter 3, in particular a
modification of the modulus constraint, as detailed in §4.3.2, along with a number
of additional algorithm operations discussed in detail below.
4.3.1 Fresnel propagation of the Sample ESW
Eq. 2.15 yields the wavefield in the sample plane, ψ(r4, z4), as
ψ(r4, z4) = A(r4, z34)
∫
ψ(r3, z3) exp
(
ipi|r3|2
λz34
)
exp
(−2piir3 · r4
λz34
)
dr3, (4.8)
where
A(r4, z34) = − ipi
λz34
exp
[
i2piz34
λ
]
exp
[
ipi|r4|2
λz34
]
.
Substitution of the scattered wavefield, ψ(r3, z3), in Eq. 4.5, into Eq. 4.8 yields
ψ(r4, z4) = A(r4, z34)
∫
Q(r3, z3) exp
[
ipi|r3|2
λ
(
1
z23
+
1
z34
)]
exp
(−2piir3 · r4
λz34
)
dr3
(4.9)
The opposite sign and similar magnitude of z23 and z34 provide a critical slow varying
phase envelope over r3, avoiding the under-sampling issues associated with a rapidly
oscillating phase terms. Eq. 4.9 may be expressed in the compact form
ψ(r3, z3) = A(r3, z43)FF
[
P (r4, z4) exp
[
ipi|r4|2
λ
(
1
z23
+
1
z43
)]]
. (4.10)
Similar considerations allow the Fresnel free-space propagation between the detector
and sample planes to written as
ψ(r4, z4) = A(r4, z34)FF
[
Q(r3, z3) exp
[
ipi|r3|2
λ
(
1
z23
+
1
z34
)]]
, (4.11)
where z34 = −z43.
4.3 Fresnel CDI Sample Transmission Retrieval 69
4.3.2 Fresnel CDI modulus constraint
The addition of the known detector plane illumination, ψ0(r3, z3), and the estimated
propagated scattered wavefront, ψ(r3, z3), yields an estimate of the detector plane
intensity, I(r3, z3), via
I(r3, z3) = |ψ0(r3, z3) + ψ(r3, z3)|2 . (4.12)
For a recorded intensity distribution, ID(r3, z3), the modified Fresnel modulus con-
straint is
ψ′(r3, z3) + ψ0(r3, z3) = [ψ0(r3, z3) + ψ(r3, z3)]
[
ID(r3, z3)
I(r3, z3)
]1/2
. (4.13)
The updated estimate of the sample scatter, ψ′(r3, z3), may then be obtained by
subtracting the illumination ψ0(r3, z3).
4.3.3 Transmission Constraints
When the illuminating wavefield interacts with the sample, the resulting phase and
amplitude modification may be represented by the sample transmission function,
O(r4, z4). Under the projection approximation (§2.2.2), the scattered wave is writ-
ten as the product of the incident illumination, ψ0(r4, z4) and sample transmission
function, O(r4, z4):
ψ(r4, z4) = ψ0(r4, z4)O(r4, z4). (4.14)
Access to the transmission function, O(r4, z4), is obtained through substituting
Eq. 4.14 into Eq. 4.7, yielding
ψesw(r4, z4) = ψ0(r4, z4) [O(r4, z4) + 1] . (4.15)
The sample transmission function, O(r4, z4), is the linear integral through the re-
fractive index distribution of the sample:
O(r4, z4) = exp
[
−ik
∫
[δ(r4, z)− iβ(r4, z)]dz
]
(4.16)
= A(r4, z4) exp[iφ(r4, z4)].
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i.e.
A(r4, z4) = exp
[
−k
∫
β(r4, z)dz
]
φ(r4, z4) = −k
∫
δ(r4, z)dz. (4.17)
The definitions in 4.17 restrict the transmission amplitude, A(r4, z4), and the trans-
mission phase, φ(r4, z4), to lie between the values
0 ≤A(r4, z4) ≤ 1
φ(r4, z4) ≤ 0. (4.18)
The constraints in Eq. 4.18 are applied to prevent the algorithm from stagnating
in unphysical solutions, yielding an updated transmission function T ′(r4, z4). The
updated exit surface wave, ψesw(r4, z4), is obtained using Eq. 4.15. This may be
propagated to the detector plane using Eq. 4.10.
4.3.4 Fresnel CDI Algorithm
The retrieval of the sample transmission function is obtained through the Fresnel
CDI implementation of the ER algorithm detailed in §3.8.1. In this two-plane phase
retrieval scheme the propagated wavefield is determined using the Fresnel propagator
in Eq. 2.15. The scattered wavefield, ψ(r4, z4), is determined by the sequential
application of the following series of propagations and constraints:
1. Propagate z4 → z3:
ψ(r3, z3) = A(r3, z43)FF
[
P (r4, z4) exp
[
ipi|r4|2
λ
(
1
z23
+ 1
z43
)]]
.
2. Add illumination: ψ(r3, z3) = ψ(r3, z3) + ψ0(r3, z3).
3. Apply modulus constraint: ψ′(r3, z3) = pim [ψ(r3, z3)].
4. Subtract illumination: ψ′(r3, z3) = ψ′(r3, z3)− ψ0(r3, z3).
5. Propagate z3 → z4:
ψ(r4, z4) = A(r4, z34)FF
[
Q(r3, z3) exp
[
ipi|r3|2
λ
(
1
z23
+ 1
z34
)]]
.
6. Apply support constraint: ψ′(r4, z4) = pis [ψ(r4, z4)].
7. Divide illumination to access sample transmission function:
O(r4, z4) =
ψesw(r4,z4)
ψ0(r4,z4)
− 1.
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Parameter symbol Value
Wavelength λ 0.489 nm
Focal Length z12 16.4 mm
Focus-Sample distance z24 1.90 mm
Focus-Detector distance z23 0.766 m
Sample-Detector distance z34 0.764 m
Cropped array size N ×M 1024× 1024
Detector pixel size ∆D 13.5 µm
Sample plane pixel size ∆S 27 nm
Table 4.1: Fresnel CDI experimental parameters at APS beamline 2-IDB
8. Apply transmission constraints.
9. Multiply illumination to update exit surface wave:
ψesw(r4, z4) = ψ0(r4, z4) [O(r4, z4) + 1].
The process is repeated until, according to the χ2 error metric in Eq. 3.18, the cur-
rent estimate of the detector intensity lies within experimental error to the measured
diffraction data.
4.4 Application with X-ray data
The experiment was conducted at sector 2-ID-B at the Advanced Photon Source,
Argonne National Laboratory [116], using the dedicated in vacuo Fresnel Imaging
Endstation (FRIEND) [117]. A 2.54 keV X-ray beam was used to coherently illumi-
nate a 160 µm Fresnel zone plate, with nominal outer zone width of 50 nm, yielding
a focal length of 16.4 mm (see Eq. 3.3). The combination of the zone plate central
stop and an order-sorting aperture placed at the first order focal plane blocked the
direct beam and isolated the first-order portion of the illumination. The sample
was placed in the diverging illumination, 1.9 mm downstream of the first order zone
plate focus. The diffraction images were recorded 0.764 m downstream from the
sample on a 2048 × 2048 Princeton Instruments CCD with 13.5 µm square pixels.
The region of interest was a 1024 × 1024 array centred on the Fresnel diffraction
data. The experimental parameters yield a sample plane sampling interval plane of
27 nm. The zone plate, sample, and CCD were maintained in vacuo during data col-
lection in order to reduce air scatter. Based on previous studies of the 2-ID-B beam
coherence properties [96], the exit slit settings were chosen to define an illumination
with coherence length in both transverse directions larger than the sample.
The sample was provided by Dr. Eugeniu Balaur and consisted of a lithographed
borosilicate capillary approximately 2.5 µm wide at the tip. A tomographic dataset
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Figure 4.2: The tomographic scanning stage used at APS beamline 2-ID-B. The sample
was mounted on a tomographic stage positioned above an xyz scanning stage as shown.
The sample was rotated through 180◦ in 2◦ steps. Fresnel diffraction data was recorded for
each sample rotation. In addition a ptychographic dataset consisting of 9 diffraction images
obtained using a 3 × 3 grid pattern was obtained every 30◦, resulting in 7 ptychographic
datasets in total.
was acquired by rotating the sample in steps of 2◦, over a range of 0◦ ≤ θ ≤ 180◦. Six
Fresnel diffraction images were recorded and summed for each sample rotation. An
example diffraction image is provided in Fig. 4.3 (c). In addition to the tomographic
Fresnel diffraction dataset, 7 Fresnel ptychographic datasets were recorded at 30◦
intervals over the full range of θ. Each ptychographic dataset was obtained by
translating the sample over a 3× 3 grid, spaced by 5 µm between adjacent scanning
positions. 25 images were recorded and summed for each sample translation. The
data acquisition time was 0.75 seconds for each image. The combined exposure time
for the specimen was approximately 1.2 hours. The average fluence on the sample
per recorded data frame was calculated to be 2.1 × 105 photons/µm2, providing a
dose of 2.17× 105 Gy per tomographic projection, 8.1× 105 Gy per ptychographic
position, and a total dose of approximately 7.7 MGy.
The sample was mounted over a tomography stage and an xyz scanning stage
in the geometry shown in Fig. 4.2. The sample was aligned with the centre of
the tomographic stage using two actuator screws oriented perpendicularly to one
another. An optical video camera was used to measure the sample precession after
adjustment of the actuator screws. This arrangement made aligning the sample
with the centre of the tomographic stage very difficult to achieve, resulting in a
circular sample precession with a radius of approximately 25 µm. An important
consequence of the sample precession was uncertainty in the sample-focus distance, a
critical parameter in the sample reconstructions due to the magnification associated
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with a spherically expanding wavefront and the evolution of the illumination under
propagation.
Maintaining the sample in the illumination required correction of the sample
position after each tomographic rotation. The correction was performed only in
the transverse plane (i.e. the xy plane in Fig. 4.2) using the xyz sample scanning
stage. Translating the sample in the transverse plane did not effect the longitudinal
component of the sample precession (due to the tomographic alignment issues) as the
xyz sample scanning stage translations also translated the tomography stage. It was
therefore possible to calculate the longitudinal component of the sample precession
using elementary geometry, and hence the change in the focus-sample distance, over
the 180◦ sample rotation.
4.5 Fresnel CDI Reconstructions
Using the illumination phase retrieval algorithm detailed in §4.2, the illuminating
wavefield phase was retrieved from the illumination intensity data. The illumination
diffraction data and the resulting retrieved illumination phase (i.e the illumination
wavefield at the detector) are provided in Fig. 4.3 (a) and (b) respectively. As the
recorded illumination intensity, I0(r3, z3), and the sample diffraction data, ID(r3, z3),
are obtained independently, a normalisation of ID(r3, z3) needs to be performed such
that ψ(r3, z3) may be interpreted as a perturbation to the illumination arising solely
from the introduction of the sample. To achieve this the sample diffraction intensity
is scaled as ID(r3, z3)→ αID(r3, z3), where α is a real and positive and is determined
by either using knowledge of the ring current at the time of image capture, or by
performing a parameter search on α, minimising |I0(r3, z3)−αID(r3, z3)|, until only
the hologram and the scatter that is second-order in ψ(r3, z3) are present. This
operation is performed in a region where the sample scatter is negligible, such as
the region indicated in Fig. 4.3 (c). The normalisation is performed by minimising
the metric: ∑
k
|I0,k − αID,k|2 (4.19)
over the parameter α, where k ranges over the regions pixel locations. As an example
the diffraction data in Fig. 4.3 (a) and (c), yielded the scaling parameter α = 0.9816,
i.e. I(r3, z3)→ 0.9816I(r3, z3).
The sample transmission function was retrieved using the retrieved illumination
function, ψ0(r4, z4), in conjunction with the Fresnel CDI algorithm detailed in Eq.
4.3.4. The support was updated using the shrinkwrap algorithm detailed in Eq.
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Figure 4.3: Fresnel CDI illumination and sample diffraction data. The recorded illumi-
nation intensity (at the detector plane) in (a) was used to reconstruct the illumination
wavefield phase at the detector plane in (b). Example diffraction data with the sample in
the beam is shown in (c). The white box indicates the region of negligible sample scatter
used in the sample diffraction data normalisation detailed in §4.5
3.15, with the threshold, t, gradually increased from 1% to 3% of the maximal value
of the magnitude of the exit surface wave. The sample transmission amplitude and
phase were constrained according to Eq. 4.18, i.e. by enforcing the transmission
phase to φ(r4, z4) ≤ 0 and the transmission amplitude A(r4, z4) ≤ 1. Transmission
phase and amplitude values greater than the maximum allowable values were set to
0 and 1 respectively. The Fresnel CDI algorithm was run for a total of 250 iterations.
An example reconstruction for a single projection is provided in Fig. 4.4 (b). Mea-
surement of the reconstructed sample transmission function gives a capillary wall
thickness of 350 nm. The reconstruction is qualitatively similar to the SEM image
in 4.4 (a), but has the important distinction that the measurement provides detailed
analysis of the internal sample structure without resorting to sample sectioning. In
addition the “shadowing” artefacts present at the capillary edges in the SEM im-
age are absent in the Fresnel CDI reconstructions. These SEM artefacts are due to
surface charge effects and hence are not present in the Fresnel CDI reconstructions.
Despite the ability to yield a quantitative two-dimensional map of the projected
sample structure, the reconstructed sample transmission function exhibited a series
of radial artefacts. These artefacts are thought to be due to stability issues, in par-
ticular instability in the beam trajectory, sample position and the OSA position.
Under these conditions the illumination function is effectively evolving and the re-
constructed illumination does not perfectly match the illumination during sample
data acquisition. This causes artefacts both in the illumination subtraction (see Eq.
4.3.4) in the detector plane and the illumination division associated with the trans-
mission constraints (§4.3.3) in the sample plane. The radial structures have been
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previously documented at this particular beamline [118, 119], and are evidently a
consequence of using the illumination to provide the reference phase. The sample
was translated across the beam at several positions with diffraction data recorded
for each sample translation. It was found that the radial structures in Fig. 4.4 (b)
were inconsistent between the resulting sample reconstructions. The inconsistency
between radial artefacts in neighbouring sample translations suggests that these
artefacts may be addressed using ptychography.
4.6 Fresnel CDI ptychography
In the Fresnel CDI configuration, the extended sample transmission may be ob-
tained using “keyhole” Fresnel CDI [115], or by using the Fresnel implementation
of the PIE algorithm [118, 114]. Here the latter method was used due to the im-
provements offered by the dynamic feedback between overlap regions during the
reconstruction process. In addition the technique offers substantially a smaller over-
lap requirement and rapid sample alignment [118]. In this phase retrieval scheme
the pre-characterised illumination, ψ0(r4, z4), partially illuminates the sample with
an unknown transmission function, O(r4, z4), translated by sk. Under the projection
approximation, the resulting exit-surface wave, ψesw(r4, sk), at scan position sk, can
be written via Eq. 4.15 as
ψjesw(r4, sk) = ψ0(r4, z4) (O(r4 − sk) + 1) . (4.20)
The scattered wavefield is propagated and updated according to the methods out-
lined in §4.3, with the additional requirement that for each scan position, sk, the
transmission function, O(r4, z4), is updated via a modified form of the PIE overlap
constraint (see Eq. 3.32) as
T j+1(r4, z4) = T
j(r4, z4) + β
I∑
i=1
( |ψ0(r4 − sk, z4)|
|ψ0(r4, z4)|max
)[
ψj+1i (r4, z4)− ψji (r4, z4)
]
.
(4.21)
The parameter β acts to control the degree of algorithm feedback using the current
and previous estimates of the reconstructed wave field. The first term in the sum of
Eq. 4.21 ensures that the object function is updated in regions where the signal is
strongest. Access to the sample transmission function also allows constraint of the
transmission constraints detailed in §4.3.3.
The sample transmission function was retrieved using the Fresnel implementa-
tion of the PIE algorithm and a series of ptychographic datasets taken over a series
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of tomographic projections at 30◦ intervals. The sample scanning parameters (a
3 × 3 grid spaced by 5 µm) correspond to an illuminated area of the sample be-
tween 20 µm2 and 40 µm2, with a total probe area of 160 µm2. The initial sample
transmission function estimate consisted of a random binary estimate with phase
elements randomly distributed over the interval [−pi, pi]. An example ptychographic
reconstruction is provided in Fig. 4.4 (d). A comparable SEM of the target sam-
ple is provided in Fig. 4.4 (a). There is a major reduction in the radial artefacts
in the ptychographic reconstruction in Fig. 4.4 (d) compared to the Fresnel CDI
reconstructions in Fig. 4.4 (b) and (c), as well as an improved uniformity in the
reconstructed capillary wall and weaker central regions of the projected transmission
function.
4.7 Bootstrapping with Ptychography
An exploratory study in Fresnel CDI tomography [114] has shown that “bootstrap-
ping”, a process wherein a neighbouring projection reconstruction, Tθ−∆θ, is used
to supplied the initial estimate for a current projection, Tθ, can improve the algo-
rithm convergence rate and lead to greater consistency with the diffraction data, as
measured by the χ2 metric in Eq. 3.18. This study used both simulated and optical
data, here the method is extended to X-ray Fresnel CDI tomography.
An initial estimate for the exit surface wave at the current projection, ψθ, may be
determined using a recovered transmission function for a neighbouring projection,
Tθ−∆θ, via
ψestθ (r4, z4) = ψ0(r4, z4)Tθ−∆θ(r4, z4) (4.22)
where ψ0(r4, z4) is the pre-characterised illumination. Recovery of the sample trans-
mission function at the current projection, Tθ, proceeds as described in §4.5.
A series of ptychographic Fresnel CDI reconstructions, spaced at 30◦ inter-
vals, were used to estimate the sample transmission function for a series of non-
ptychographic projected sample transmission functions using the “bootstrapping”
method in Eq. 4.22. The method was applied in steps of 2◦ over a range of ±15◦
from each ptychographic projection. The reconstructions used the same data and
algorithm parameters as the non-seeded Fresnel CDI reconstruction described in
§4.5. Example unseeded and seeded reconstructions for a particular projection are
provided in Fig. 4.4 (b) and (c) respectively. There is a notable improvement in the
uniformity of the capillary wall reconstructions and a significant reduction in the
radial artefacts.
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Figure 4.4: Fresnel CDI sample transmission reconstructions. (a) A SEM image of the
lithographed borosilicate sample. (b) and (c) show reconstructions of the transmission
phase for the same non-ptychographic sample projection without bootstrap and with
bootstrap input respectively. (d) ptychographic sample transmission phase reconstruc-
tion (scale bars are common to all reconstructions).
4.8 Resolution Comparison
An estimate of the achievable reconstruction resolution may be obtained using Abbe´
theory [10]. In the small angle limit, the numerical aperture, NA, of the detector
(defined here to be one half the sine of the detector acceptance angle), is NA ≈
N∆/2z, where N is the linear dimension in pixels, ∆ is the detector plane pixel size
and z is the propagation distance. Using the experimental parameters detailed in
§4.4, the theoretical resolution limit was determined to be Γ = 0.82λ/NA ≈ 44 nm.
The actual resolution of the reconstructions is lower than this as it is dependent
on a number of experimental factors including deviations from perfect coherence,
stability, and the signal-to-noise ratio of the recorded diffraction patterns. The
achieved resolution can be determined using the phase retrieval transfer function
(PRTF) [39] or the power spectral density. The PRTF uses the wavefield estimates
from a large number of randomly initialised reconstructions. These are averaged
to form the intensity estimate, Irecon, then compared with the recorded data via
the ratio Irecon/Idata. The averaging process in the PRTF acts to minimise spatial
frequencies dominated by random fluctuations. The spatial frequency corresponding
to the resolution limit corresponds to the point where the PRTF drops to 1/e [39].
In Fig. 4.5 (a), this corresponds to an estimate of the reconstruction resolution as
approximately 40 nm.
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Figure 4.5: Analysis of the PRTF in (a) gives a resolution limit of 42 nm. The Power
Spectral Density in (b), gives a resolution limit of 35 nm. The PSD resolution limit occurs
when the PSD first deviates significantly from a power law.
Alternately the Power Spectral Density (determined via the Fourier transform)
of the recovered complex sample transmission function can be used to estimate the
achieved reconstruction resolution. This estimate is obtained by plotting the average
angular frequencies and determining where the plot deviates from a power law of
the form y = axk + b. This corresponds to deviations from linear form in the log-log
in Fig. 4.5 (b), occurring at a half period of approximately 35 nm.
A one-dimensional sigmoid function (also known as a shifted logistic function)
of the form
f(x) = α +
β
(1 + e−(x−γ)/δ)
, (4.23)
can be used to the estimate the reconstruction resolution by measuring the recon-
struction edge sharpness. A lithographed edge (known to be sharp) was used with
a least squares minimisation with a sigmoid function of the form in Eq. 4.23 to
determine the optimal values for α, β, γ and δ. The edge sharpness and can be well
modelled by fitting the one dimensional Gaussian function
G(x) = A exp
[
−(x−B)
2
2σ2
]
. (4.24)
to the bell shaped gradient of the sigmoid function in Eq. 4.23. This reduces the
edge sharpness measurement to a single parameter, namely σ in Eq. 4.24. The
FWHM measurement of the Gaussian in Eq. 4.24 gave an estimate of 70 nm for the
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reconstruction resolution.
The sigmoid edge sharpness fitting scheme targets a specific feature and is less
prone to noise and systematic artefacts that may appear as features when using the
PTRF or Spectral Density resolution analysis, yielding a sample image reconstruc-
tion resolution of 70 nm.
4.9 Fresnel CDI Tomography using Ptychography
The geometry for a three-dimensional Fresnel CDI tomography experiment is an
extension of the two dimensional Fresnel CDI geometry discussed in §4.4, with the
additional requirement of rotating the sample through a series of projections using a
tomographic stage. In three-dimensional CDI [76], the two-dimensional diffraction
patterns are assembled into a three-dimensional diffraction volume and the sample
is recovered using the three-dimensional implementation of the iterative phasing
methods discussed in Chapter 3. As discussed in §3.6 the oversampling condition
for a three-dimensional diffraction volume places a strict limitation on the useable
sample size.
A critical distinction in three-dimensional tomographic CDI is the ability to
assemble a series of extended sample transmission projections obtained using pty-
chography into a three-dimensional reconstruction. Under the projection approxi-
mation, the projected sample transmission function for a particular projected angle,
θ, is written via Eq. 4.16 as a line integral through the three-dimensional complex
refractive index, n(r4, z) = 1− δ(r4, z) + iβ(r4, z), i.e.
Tθ(r4, z4) = exp
[
−ik
∫
[δ(r4, z)− iβ(r4, z)] dz
]
. (4.25)
A series of projected ptychographic sample transmission reconstructions may be
used with computed tomography [79] to obtain a three-dimensional mapping of the
sample over an extended field of view. This technique was first performed in plane
wave CDI to produce an extended three-dimensional image of a mouse femur [110].
The highly overlapped regions are exposed to a correspondingly greater radiation
dose with adverse implications for in vivo cellular imaging.
In §4.7 it was shown that high quality ptychographic Fresnel CDI reconstruc-
tions can be used to improve neighbouring projection reconstructions. Importantly,
these improvements are attained without a corresponding increase in the radiation
dose for the current projection. A total of 90 bootstrapped projection reconstruc-
tions were aligned using image registration and used to obtain a series of sinograms.
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Figure 4.6: Three- dimensional reconstructed sample transmission function using pty-
chography with tomography. (a) Tomographic slice through the upper region of the tomo-
graphic reconstruction surface rendered in (b) and (c). The internal protrusion highlighted
within the yellow dashed circle is a ridge running through the tip interior. (d) an SEM
image shows the extrusion in (c) circled in yellow.
These were used to yield a total of 300 slices through the sample using the inverse
radon transform via the “iradon” MATLAB routine with linear interpolation and
a Hamming filter. An example reconstructed phase slice is provided in Fig. 4.6
(a). The slices were stacked into a three-dimensional quantitative map of the sam-
ple transmission phase. The final three-dimensional result is shown as a surface
rendering in Fig. 4.6 (b) and (c). The etched features of the capillary, also visible
in the SEM in 4.6 (d) are clearly defined. Additional features include the internal
protrusion highlighted by the yellow dashed circles in (a) and (b), and the extruded
material highlighted by the yellow circles in 4.6 (c) and (d). The appearance of these
features demonstrates the ability of the technique to resolve nanoscale features of
the internal and external sample structure.
Analysis of the tomographic slices yields the quantitative measurement of three-
dimensional refractive index components, δ(r4, z) and β(r4, z). The sample transmis-
sion phase, φ and sample transmission amplitude, |T |, are related to the components
of the refractive index via
φθ = −k
∫
z
δ(r4, z)dz
log(|Tθ|) = k
∫
z
β(r4, z)dz. (4.26)
Computed tomography using either φθ or log(|Tθ|) yields the refractive index com-
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ponents δ and β respectively. Accordingly, the reconstructed three-dimensional
voxels for each component yield the measured refractive index components as δ =
(5.9 ± 1.4) × 10−5 and β = (1.5 ± 0.4) × 10−5, where the δ and β components are
given in the form µ ± σ. The refractive index of typical borosilicate glass at this
energy, with a density of 2.3 g/cm3, yields δ = 7.23 × 10−5 and β = 6.93 × 10−6
[120]. The discrepancy in the mean calculated δ value is attributed to the recon-
struction issues noted above in §4.5, in particular the radial artefacts present in the
two-dimensional series of projected sample reconstructions used to obtain the three-
dimensional sample mapping. At 2.535 keV the interaction of the specimen with
the incident illuminating wavefield is dominated by phase effects. The amplitude of
the reconstructed transmission function for each projection was of accordingly lower
quality, resulting in a poor estimate of the β component.
4.10 Discussion and Conclusions
The ability to characterise the incident illuminating wavefield is a significant advan-
tage in Fresnel CDI experiments, enabling the extent of the sample to be defined
by the illumination, as well as providing a reference phase to obtain quantitative
measurements of the scattering sample. This reference phase, along with the ability
to retain low spatial frequency shape information, result in rapid and consistent al-
gorithm convergence, providing a robust mechanism for high-resolution quantitative
sample image retrieval.
The improved convergence characteristics appear to be accompanied by an in-
creased sensitivity to stability, resulting in a series of radial artefacts throughout
the retrieved sample transmission function. These artefacts are thought to be re-
sponsible for the deviations from the experimentally obtained mean refractive index
values (δ = (5.9± 1.4)× 10−5 and β = (1.5± 0.4)× 10−5) compared to the expected
value (δ = 7.23× 10−5 and β = 6.93× 10−6) [120].
During the tomographic data acquisition the target sample had a radius of ap-
proximately 25 µm. Although this parameter was corrected for post facto, the accu-
mulated error due to uncertainty in the focus-sample distance (a critical algorithm
parameter), degraded the reconstruction quality and is therefore expected to have
reduced the δ and β estimation accuracy. Through improvements to the scanning
stage and tomography stage (in particular placing the tomography stage beneath
the scanning stage) the sample precession radius can be reduced to 5 µm.
The radial artefacts were greatly reduced using ptychography. The use of the
ptychographic reconstructions to bootstrap neighbouring non-ptychographic recon-
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structions resulted in a significant improvement in the series of projected sam-
ple transmission functions and consequently an improved three-dimensional tomo-
graphic map of the sample. Despite this, the qualitative and quantitative improve-
ments in the ptychographic phase reconstructions suggest that providing the dose
lies under feature destroying levels, the best imaging results would be achieved by
performing ptychography for every projection.
The motivation to perform ptychography in Fresnel geometry rather than the
standard plane wave case is somewhat diminished due to the similar improvement
in convergence characteristics when using ptychography in either Fresnel or plane
wave geometry. Additionally, the use of a plane wave geometry resolves a number of
the reconstruction issues relating to stability sensitivity. As a result, the remainder
of this thesis is dedicated to research in high-resolution plane wave ptychography,
proposing a number of modifications to the ptychographic algorithm that extend
and improve its use in high resolution X-ray imaging.
CHAPTER
FIVE
COHERENT PLANE WAVE
PTYCHOGRAPHY
Though there is a natural interest in developing ptychography as a robust nanoscale
imaging method for extended, non-crystalline samples, a recent development of
the ptychographic algorithm allows simultaneous retrieval of the illuminating probe
[68, 121], enabling a quantitative study of the illuminating wavefield in the sample
plane. In §5.2, a series of ptychographic datasets, obtained over several longitu-
dinal sample translations, are used to quantitatively measure the evolution of the
illuminating wavefield under propagation. These measurements are shown to be in
strong quantitative agreement with the equivalent wavefields obtained under numer-
ical propagation.
The fundamental mechanism underlying ptychography is the ability to use ad-
ditional information supplied by translating a target sample through a constant
illuminating probe and recording the resulting diffraction data [3, 67, 68, 121]. The
second study in this chapter discusses a method for generating additional data redun-
dancy by scanning the target sample through several distinct illuminating probes.
Using the resulting probe-diverse ptychographic datasets, a modified form of the
ePIE algorithm is used to retrieve the sample transmission function and all illumi-
nating probes simultaneously. This is shown to yield significant improvements in the
reconstructed sample transmission function compared to the standard single probe
method.
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Figure 5.1: Schematic of the APS beamline 34-ID-C. A set of coherence-defining slits are
used to control the coherence characteristics of the source. The beam-defining secondary
slits, located within the 34-ID-C hutch, are used to select out a portion of the beam.
The KB mirrors were used to focus the beam on the sample and the resulting diffraction
patterns recorded with a CCD or photon-counting detector.
5.1 APS beamline 34-IDC
The experiments in this chapter were performed at the Advanced Photon Source
(APS) beamline 34-ID-C. All measurements were conducted at an X-ray energy of 9
keV (λ = 0.138nm), selected out by a Si(111) double crystal monochromator [122].
A horizontal coherence-defining slit located 26 m from the undulator is used as a
secondary source. A set of beam-defining secondary slits, located approximately
48 m downstream from the undulator and within the 34-ID-C experimental hutch
can be used to vary the spatial coherence characteristics of the incident illumination.
A beamline schematic is provided in Fig. 5.1
The beam was focused using a compact set of Kirkpatrick-Baez (KB) mirrors
placed between the secondary slits and sample plane as shown in Fig. 5.1. The
mirrors were coated with a 50 nm platinum layer over a 10 nm chrome base-layer to
improve the reflectivity at higher energies. The incidence angle of the mirrors was
3.0 milliradians relative to the beam. The vertical and horizontal focusing mirrors
were positioned approximately 0.22 m and 0.10 m upstream of the sample stage
respectively. The KB mirrors were positioned to capture all of the beam, including
the diffracted beam lobes, from the secondary slits. The sample was mounted on
an xyz nPoint NPXY100Z25A piezo scanning stage for nano-translations in the x,
5.2 Probe recovery and propagation 85
Parameter Value
Wavelength 0.138 nm
Sample-Detector distance, position a 2.31 m
Sample-Detector distance, position b 2.30 m
Sample-Detector distance, position c 2.29 m
Detector pixel size 20 µm
Cropped array size 128× 128
Sample plane pixel size 124 nm
Ptychographic scanning area 10 µm× 10 µm
Radial scan trajectory increment 0.75 µm
Ptychographic scanning points 141
Table 5.1: Probe propagation experimental parameters at APS beamline 34-ID-C
y, and z directions. Larger translations were performed using a set of step-motors
mounted below the piezo scanning stage.
5.2 Probe recovery and propagation
Using the experimental geometry outlined in §5.1, with the secondary slits set to
20 µm × 20 µm (a setting known to yield a coherent beam at this beamline), and
placed approximately 0.12 m upstream of the entrance side of the vertical focusing
mirror, a tungsten tip was scanned across a 9 keV incident beam. The scanning
trajectory covered a 10 µm× 10 µm area, consisting of a series of concentric circles
with 5n equally spaced points on the nth ring. The radial increment was set to be
0.75 µm between adjacent rings, resulting in a scanning array of 141 points. This
scanning pattern has been shown to remove scanning artefacts associated with a
raster scanning grid [121]. The resulting diffraction patterns were recorded 2.31 m
downstream from the tungsten tip sample on a Princeton Instruments PI-MTE
1300B CCD with a 20 µm×20 µm pixel size, summing 60 images for scan position to
improve the signal statistics. The data acquisition for each image was 0.05 seconds.
Two additional ptychographic datasets were obtained, with the sample translated
by 10.0 mm and 20.5 mm downstream of the original sample position. The region
of interest in the diffraction patterns was a 128 × 128 pixel array centred on the
diffraction peak. At an energy of 9 keV and a propagation distance of 2.31 m, Eq.
3.10 yields the sample plane sampling interval as 124 nm. The relevant experimental
parameters are summarised in Table 5.1.
Using the ePIE algorithm detailed in §3.10.2, with an initial probe estimate
based on a knife edge scan of the central probe lobe and a random binary estimate
of the sample transmission function, the sample transmission function and probe
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were retrieved for each of the three longitudinal translations. The retrieved probe
amplitudes in order of decreasing propagation distance are shown in Fig. 5.2 (a)-(c).
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Figure 5.2: Normalized reconstructed probe amplitudes at three planes spaced longitudi-
nally in 10 mm steps are shown in (a), (b) and (c). The wavefronts in (d) and (e) were
numerically propagated to give the probe amplitudes in (d) and (e) respectively. (f) shows
centre pixel amplitude plots for (b) (red) and (d) (blue). The corresponding plots for (c)
and (e) are shown in (g). The scale in (f) and (g) is common to all images.
The probe wavefronts in Fig. 5.2 (a)-(c) may be numerically propagated to any
plane using the Fresnel propagator in Eq. 2.15, or its near field limiting form in Eq.
2.14. This allows verification of the probe retrieval accuracy through comparison of
the ptychographically retrieved wavefronts with their numerically propagated coun-
terparts. At an energy of 9 keV and a propagation distance of approximately 10 mm,
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the Fresnel number, NF , is NF = (L/2)
2/λz ≈ 20. In this range the angular spec-
trum method is valid and the numerically propagated wavefield is obtained through
an application of Eq. 2.14. The reconstructed probe at the original sample position
(Fig. 5.2 (a)) was numerically propagated 10 mm to obtain an estimate of the X-ray
wavefront at the middle longitudinal sample translations (see Fig. 5.2 (d)). The re-
constructed probe in the central longitudinal sample position (see Fig. 5.2 (b)) was
numerically propagated 10 mm to the third longitudinal sample position, obtaining
the numerical estimate of the X-ray wavefront in Fig. 5.2 (e). Comparison between
the illumination wavefronts obtained by ptychography and their numerically prop-
agated counterparts indicates an excellent agreement, demonstrating consistency
over the tested longitudinal sample position range. This is supported by the line-
out plots running in the vertical direction through the centre pixel in Fig. 5.2 (f)
and (g).
For very short-range propagation (≈ 1 µm) the X-ray wavefield propagating from
the KB mirrors is essentially constant. This is important when the propagation
distance between the beam focus and sample varies over the sample scan trajectory
as the ptychographic algorithm places a strict requirement on a constant illuminating
wavefront. This is an issue in Bragg ptychography, where the sample orientation is no
longer aligned perpendicular to the beam and the xy nano-translations result in the
focus-sample distance varying over the scanning trajectory. The measurements show
that on the scales encountered in a typical scanning trajectory the requirement of a
constant probe should not impede the possibility of performing Bragg ptychography
using KB mirrors as the focusing mechanism.
5.3 Multiple Probe Ptychography
The standard ptychographic method scans a target sample through a single coherent
probe. The resulting ptychographic dataset may be used to the retrieve the sample
transmission function and probe simultaneously [4, 68]. Here a modification to the
ePIE algorithm is proposed that can use ptychographic data generated from several
distinct illumination probes on a common target sample. The recovery of the sample
transmission function, O(r), using n distinct probes with a set of associated sample
scan trajectories, {s1, s2, ..., sn}, requires the simultaneous retrieval of a set of probes,
{P1(r), P2(r), ..., Pn(r)}. This is implemented by modifying the ePIE algorithm in
§3.10.2 to include the exit surface waves from each of the probes on the common
target sample, i.e. at the kth scan position of the nth scanning trajectory, sn,k, the
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Figure 5.3: An example SEM image of the lithographed star aperture test pattern is
shown in (a). The lithographed regions are shown in black. Tungsten deposits, seen as
small (∼ 50nm) spots in the closeup in (b) are the result of errors in the lithographing
process.
jth estimate of the exit surface wave, ψjn(r, sn,k), is written as
ψjn(r, sn,k) = O
j(r)P jn(r− sn,k).
The algorithm proceeds as for the ePIE algorithm detailed in §3.10.2, enabling the
set of probe estimates,
{
P j1 (r), P
j
2 (r), ..., P
j
n(r)
}
to be simultaneously updated in
conjunction with the current estimate of the common sample transmission function,
Oj(r).
5.3.1 Demonstration with a mixed ptychographic dataset
The experiment was performed at the APS beamline 34-ID-C (detailed in §5.1),
using a 9 keV beam. A test sample was manufactured by first depositing a 1.5 µm
tungsten layer onto a 100 nm thick silicon nitride support membrane. A series of star
shaped apertures were lithographed into the tungsten layer, allowing approximately
70% transmission [120] through the non-lithographed regions and full transmission
through the lithographed regions. The apertures were 9 µm wide, consisting of 36
spokes arranged in a circular pattern. An example SEM image of one of the apertures
is shown in Fig. 5.3. The sample was scanned through a scanning trajectory similar
to that detailed in §5.2, with the scan parameters set to a 0.5 µm radial increment
covering a 10 µm× 10 µm area, resulting in a scanning array of 323 points for each
ptychographic dataset. The secondary slits were set to widths of 10 µm× 20 µm in
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Parameter Value
Wavelength 0.138 nm
Sample-Detector distance 3.2 m
Detector pixel size 55 µm
Cropped array size 256× 256
Sample plane sampling interval 31 nm
Slit width a 10 µm× 20 µm
Slit width b 20 µm× 40 µm
Slit width c 40 µm× 50 µm
Ptychographic scanning area 10 µm× 10 µm
Radial scan trajectory increment 0.5 µm
Ptychographic scanning points 323
Table 5.2: Multiple-probe experimental parameters at APS beamline 34-ID-C
the horizontal and vertical directions respectively. The resulting diffraction patterns
were recorded 3.2 m downstream from the sample using a Timepix readout chip with
55 µm square pixels. 30 images were summed for each ptychographic scan position.
The acquisition time for each image was 0.04 seconds. The measurements were
repeated using secondary slit widths of 20 µm × 40 µm and 40 µm × 50 µm. The
region of interest (ROI) in all diffraction datasets was set to a 256× 256 pixel array
centred on the diffraction peak. At 9 keV with a propagation distance of 3.2 m, the
sample plane sampling interval is 31 nm (see Eq. 3.10). The relevant experimental
parameters are summarised in Table 5.2.
5.3.2 Standard ePIE reconstructions
Using the standard ePIE algorithm, the sample transmission function and probe
were retrieved for the 10 µm × 20 µm dataset. The reconstructions used an initial
random binary estimate for the sample transmission function and a probe estimate
based on a knife edge scan of the central lobe. The algorithm was run for 500 it-
erations. The resulting reconstructed sample transmission amplitude and phase are
shown in Fig. 5.4 (a) and (b) respectively. The reconstructed probe amplitude is
shown in the inset in Fig. 5.4 (a). There is a correspondence between the rapid and
erroneous variation in the reconstructed sample transmission amplitude and phase.
The phase reconstructions are presented in wrapped form as the erroneous rapid
phase transitions introduced subsequent errors in the unwrapping algorithms. The
ePIE algorithm was used for a further 500 iterations, with no measurable improve-
ment in the reconstructed sample transmission function. A second ptychographic
sample transmission retrieval was performed using the 20 µm×40 µm dataset, with
the same algorithm parameters used in the 10 µm× 20 µm reconstructions. The re-
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sulting probe and target sample reconstructions are provided in Fig. 5.4 (c) and (d)
respectively. The reduction in reconstruction quality compared to the 10 µm×20 µm
dataset reconstructions may be largely attributed to the decrease in probe size and
corresponding decrease in overlap ratio, an effect noted elsewhere [71].
(a)! (b)!
(c)! (d)!
1 µm
1 µm
π−π
Figure 5.4: (a) and (b) show the retrieved sample transmission amplitude and phase using
the 10 µm × 20 µm dataset. The probe amplitude is shown in the inset in (a). The
corresponding reconstructions for the 20 µm× 40 µm dataset are shown in (c) and (d).
5.3.3 Multiple probe reconstructions
Using the multiple probe ePIE algorithm, the target sample was reconstructed using
data from both the 10 µm × 20 µm and 20 µm × 40 µm ptychographic datasets.
The reconstructions used a sparsely distributed dataset, where the diffraction data
from every second point in each dataset was used, resulting in a mixed dataset with
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Figure 5.5: Multiple probe sample transmission amplitude and phase reconstructions using
half the data from both the 10 µm × 20 µm and 20 µm × 40 µm datasets in (a) and (b)
respectively. The simultaneously retrieved probes are shown in (c) and (d). The tungsten
deposits, seen as small (∼ 50nm) “spots” in the close-up in (e), are also present in the
SEM close-up in (f). The sample contained multiple copies of the star shaped aperture
and based on the spot distribution a different star was imaged by the SEM
323 diffraction images, i.e. the same amount of data used in the standard single
probe ePIE reconstructions detailed in §5.3.2. As half the data was obtained using
a smaller probe this reduced the total probe overlap compared to the 10 µm×20 µm
dataset. The reconstructions were initialised using the same algorithm parameters
as the single probe reconstructions detailed in §5.3.2, in particular the same initial
estimates for the sample transmission and both probes. The multi-probe ePIE algo-
rithm was used for 500 iterations, reconstructing the sample transmission function
and both probes simultaneously.
The reconstructed sample transmission function and both reconstructed probes
are shown in Fig. 5.5. There is an improvement in the accuracy of the reconstructed
sample image, resolving the phase wrapping artefacts present in the standard single
probe ePIE reconstruction. In particular the tungsten deposits, seen as small “spots”
(∼ 50 nm), are clearly resolved throughout the reconstructed multiple probe ePIE
sample transmission function in Fig. 5.5. According to the distribution of the
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Dataset Dataset Density Dataset Size
10 µm× 20 µm Full 323
20 µm× 40 µm Full 323
10 µm× 20 µm + 20 µm× 40 µm Sparse 323
10 µm× 20 µm + 20 µm× 40 µm Full 646
10 µm× 20 µm + 20 µm× 40 µm + 40 µm× 50 µm Full 969
Table 5.3: Multiple-probe ptychographic dataset parameters at APS beamline 34-ID-C
lithographed imperfections in the SEM image in Fig. 5.5 (e), the SEM image is
not of the same star aperture imaged in the multiple-probe reconstructions. The
improvements obtained using a sparsely distributed multiple-probe dataset data
were obtained using the same amount of ptychographic data, i.e. there was no
increase in the data collection time compared to the single probe reconstructions.
Using the same algorithm parameters the multi-probe ePIE algorithm was tested
using all recorded data from the 10 µm× 20 µm and 20 µm× 40 µm ptychographic
datasets (i.e. 626 diffraction images in total). The resulting reconstruction demon-
strated no significant improvement compared to the sparsely distributed multi-probe
ePIE reconstructions. A final test was performed using additional data from the
40 µm × 50 µm dataset (i.e. 969 data-points in total). Again there was no signifi-
cant improvement in the reconstructed sample transmission function. A summary
of the different multiple probe tests is provided in Table 5.3
5.4 Undersampling and ptychography
Until recently the sampling requirements in ptychography were assumed to be the
same as those in CDI (see §3.6), i.e. that the scattered wavefield ψ(r) is required to
fall to zero outside the boundary defined by half the array size in the sample plane
in each linear dimension or
D ≤ λz
2∆D
(5.1)
where D is the maximal width of the scattered wave, λ is the illumination wave-
length, z is the sample-detector propagation distance, and ∆D is the detector pixel
size. Despite the ability to image extended samples using ptychography, satisfying
the criterion in Eq. 5.1 imposes a strict limitation on the useable probe size. This
can be difficult to achieve at higher X-ray energies, or when the available sample-
detector distance is relatively short. Recent work [123] suggests that a conventionally
undersampled ptychographic dataset can artificially satisfy the criterion in Eq. 5.1
for each diffraction image by considering each recorded pixel as a sum of n synthetic
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subpixels with a sum equal to the recorded pixel value, Ij, where j is an index
ranging over the number of recorded pixels per diffraction image. The algorithm is
known as the “sPIE” algorithm, in which the wavefield at the mth subpixel, Ψj,m, is
modified to match the recorded intensity of the jth pixel, Ij, via
Ψ′j,m =
Ψj,m
√
Ij√∑n
m=1 |Ψj,m|2
, (5.2)
The remainder of the algorithm proceeds as for the ePIE algorithm in §3.10.2, en-
abling the recovery of the sample transmission function, probe, and synthetic pixel
values. The ability to retrieve these synthetic pixel values yields an estimate of the
diffraction dataset sampled on a grid at a rate determined by the upsampling ratio.
The discussion below is restricted to a few observations on the consequences of
reconstructing the sample transmission and probe from an undersampled ptycho-
graphic dataset. The probe lobes in Fig. 5.5 (c) and (d) extend to the edges of the
reconstructed probe array. As both the probe and scattering object are greater than
half the array size, the sample exit surface wave, defined by multiplication of the
sample transmission and probe functions, must therefore violate Eq. 5.1. Despite
this, it appears that the additional information in a ptychographic dataset enables
the reconstruction of the sample transmission function when using undersampled
ptychographic data and the standard ePIE algorithm.
The sample transmission amplitude and phase in Fig. 5.5 (a) and (b) are actu-
ally cropped arrays. The full sample transmission phase reconstruction is provided
in Fig. 5.6 (a). The reconstructed sample transmission phase contains periodic
artefacts spaced by 256 pixels, i.e the periodicity is the same as the diffraction data
array size. The artefacts are most notable at the reconstructed sample transmission
edges, where the probe overlaps are of low density, resulting in the “shadowing”
artefacts near the edges of the reconstructed sample transmission function. The
256 pixel periodicity is shown in Fig. 5.6 (c), a 256 × 256 array obtained using a
circular array shift of the region indicated in Fig. 5.6 (a). The reconstructions were
repeated using 10 distinct random binary initial estimates of the sample transmis-
sion function, yielding the same periodic artefacts for each reconstruction, but with
variation in the intensity of the artefacts. This would appear to be an indication
of non-uniqueness in the solution of the sample transmission and probe functions
when using undersampled ptychographic diffraction data.
The sample image was reconstructed using the sPIE algorithm (i.e. using Eq.
5.2) with an up-sampling ratio of 4, yielding an artificially upsampled wavefield esti-
mate composed of 4×256 = 1024 pixels in each linear dimension. This is equivalent
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Figure 5.6: Reconstructing the sample image from an undersampled ptychographic dataset
results in a series of periodic artefacts throughout the reconstructed sample image, most
notable at the array edges where the probe overlaps are of lower density. The 256 pixel
periodicity is shown in (c), a 256 pixel wide region obtained using a circular array shift of
the highlighted region in (a).
to sampling the diffraction data on a 1024×1024 array with 55/4 = 13.75 µm pixels.
The reconstructed sample transmission phase and amplitude is provided in Fig. 5.7
(a) and (b), with an enlargement of the region in (a) provided in (c). The 256 pixel
periodicity noted in the standard ePIE reconstructions in Fig. 5.6 was also present
in the sPIE reconstructions, with an additional set of periodic artefacts, spaced by
2 × 256 = 512 pixels from the original image. The reconstructions were obtained
for 10 distinct initial estimates of the sample transmission function. The periodic
artefacts were present in all sample reconstructions with the same spacing, but with
variation in the relative intensity of the periodic artefacts, as noted in the standard
ePIE reconstructions.
The reconstructed probe amplitude corresponding to the sample transmission
phase and amplitude reconstructions in Fig. 5.7 (a) and (b) is shown in Fig. 5.7 (d).
The upsampling algorithm has enabled the probe to be imaged over an extended field
of view, with a number of additional probe lobes not present in the standard ePIE
reconstructions in Fig. 5.6 (b). This has been achieved due to the ability of the sPIE
algorithm to share information acquired over a ptychographic dataset between the
estimated wavefields, yielding an estimated far-field wavefield sampled at a higher
rate than the recorded diffraction data. However, similarly to the reconstructed
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Figure 5.7: Artificially satisfying the Nyquist criterion with an upsampling ratio of 4.
The reconstructed sample transmission and phase in (a) and (b) exhibit periodic artefacts
spaced by 256 pixels, including a second set spaced by 512 pixels from the central sample
image. An enlargement of the region indicated in (a) is provided in (c). The reconstructed
probe in (d) also exhibits the 512 pixel periodicity (the upsampled probe is a 1024× 1024
array).
sample, the reconstructed probe contained periodic artefacts spaced by 512 pixels.
The periodic artefacts, noted in both the sample and probe reconstructions using
an upsampling rate of 4, were also present when reconstructing the sample using
upsampling ratios of 8 and 12.
The sample was then reconstructed using the sPIE algorithm and a dataset
comprised of 2×2 binning of the original ptychographic diffraction dataset, i.e. using
diffraction data binned to 128×128 pixels. The reconstructions using an upsampling
ratio of 2. This results in a reconstructed sample, probe, and artificially upsampled
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Figure 5.8: Sample transmission phase and amplitude reconstructions using a 2×2 binned
ptychographic dataset (i.e. 128× 128 pixels) with an upsampling factor of 2. This results
in a reconstructed probe and sample of the same size as the standard ePIE reconstructions
in Fig. 5.6. The periodic artefacts are now spaced by 128 pixels, i.e. the size of the binned
diffraction data.
wavefield of equal size and sampled at an equal spacing to that obtained using the
original, unbinned diffraction dataset and the standard ePIE algorithm shown in
Fig. 5.6. The resulting reconstructed sample transmission phase and amplitude are
shown in Fig. 5.8. The sample transmission phase is presented in wrapped form
due to the rapid transitions in phase introducing subsequent phase wrap errors in
the phase unwrapping algorithms. The reconstructions contain periodic artefacts
spaced by 128 pixels, i.e. a spacing equal to the array size of the binned diffraction
data. Although this is most clear at the reconstructed array edges, the overlapping
of the periodic artefacts with the reconstructed sample image results in a decrease
in reconstruction quality compared to the reconstructions in Fig. 5.6.
A final test was performed by embedding the 128×128 binned diffraction data in
a 256× 256 array of zeros. The sample was reconstructed with the sPIE algorithm
and an upsampling ratio of 2. The reconstructed sample contained periodic artefacts
with the same relative position as the reconstructions in Fig. 5.8. These studies
indicate reconstructing the sample transmission function using an undersampled
ptychographic dataset introduces a series of periodic artefacts with a periodicity de-
termined by the array size of the diffraction data that cannot be removed regardless
of the upsampling ratio.
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5.5 Conclusion
The wavefield propagating from a set of KB mirrors was determined over several
longitudinal translations using a plane wave ptychographic dataset and the ePIE
algorithm. The measurements show that the wavefield remains constant for all
practical purposes over a ptychographic scanning trajectory. For longer propagation
distances ∼ 10mm, the retrieval of the illuminating wavefields using ptychography
demonstrates excellent consistency with the numerically propagated wavefields over
the tested longitudinal sample position range (i.e. approximately 20 mm). The
repeated measurements provide a convincing verification that the ePIE algorithm
is capable of reliably retrieving the X-ray wavefield at different longitudinal sample
translations.
A modification to the ePIE algorithm was proposed that can use mixed ptycho-
graphic datasets obtained from scanning a target sample through multiple distinct
illumination probes. The algorithm was tested using ptychographic X-ray data,
yielding significant improvement in the reconstructed sample transmission function
while using an equal sized ptychographic dataset. There was an apparent limita-
tion in the achievable reconstruction quality that prevented further improvement in
the reconstruction with additional ptychographic data. This may be explained by
regarding the solution of the sample transmission function as the search for a fixed
number of unknowns that can be calculated to within an accuracy determined by
intrinsic experimental issues including data noise, beam coherence and uncertainty
in the sample position. Once this limit is approached, additional ptychographic data
only yields incremental improvements in the reconstruction quality.
Using the sPIE algorithm, it was shown that an undersampled diffraction dataset
could be used to yield images of the illuminating wavefield over an extended field
of view. Though it appears that the additional information in a ptychographic
dataset compensates for undersampling the diffraction data, the studies presented
here indicate that regardless of the amount of additional ptychographic data or
increase in the up-sampling rate, the use of undersampled data introduces artefacts
with a periodicity determined by the diffraction data size that cannot be removed
using the standard ePIE algorithm or sPIE extension. The variation in intensity of
the periodic artefacts when using distinct initial estimates of the sample transmission
function would appear to be an indication of uniqueness issues in the solution of the
sample transmission and probe when using an undersampled ptychographic dataset.
If the sample occupies a region greater N × ∆s, where the diffraction images are
recorded on an N×N array and ∆s is the sample plane sampling interval, it appears
that the overlapping of the sample image and the periodic artefacts can have a
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significant impact on the reconstruction accuracy. If the data is not of sufficient
quality, the effect of these periodic artefacts may not be immediately obvious, but
may have consequences in the algorithm convergence characteristics.
CHAPTER
SIX
POSITION CORRECTIONS IN
PTYCHOGRAPHY
Ptychography is a robust, high-resolution phase retrieval imaging method, but the
achievable resolution is limited by the precision of the measured sample transla-
tions. Uncertainty in the sample positions arises from a number of experimental
issues including stage misalignment, non-linear drift, or hysteresis in the probe scan
coils. Minimising the impact on the recorded sample positions can present major
experimental challenges and may not be possible to address completely. Enforc-
ing an incorrect scanning trajectory on a ptychographic reconstruction results in a
conflict between the overlap constraint and resulting propagated wavefield estimate,
and the diffraction dataset. This is a particular problem when the uncertainty in
the recorded sample positions is greater than the sample plane sampling interval,
as determined by Eq. 3.10. For the ptychographic X-ray experiments presented in
this thesis, this corresponds to a uncertainty of approximately 50 nm. Stability is
an even greater problem in electron ptychography [74, 75], where the electron beam
must be controlled to within 50 pico-metres to ensure the uncertainty in the sam-
ple positions does not significantly impact the sample image retrievals. The failure
to meet these requirements can result in a series of artefacts in the reconstructed
sample image or the complete failure of the algorithm to converge.
In this chapter, an efficient iterative sample position correction scheme is pro-
posed. The optimisation of the sample scan trajectory is performed simultane-
ously with the retrieval of the sample transmission function and illuminating wave-
field. This operation is performed using only the ptychographic diffraction data and
recorded sample translations. The algorithm operation and accuracy is first tested
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Parameter Value
Wavelength 0.138 nm
Sample-Detector distance 2.0 m
Detector pixel size 20 µm
Cropped array size 256× 256
Sample plane sampling interval 54 nm
Ptychographic scanning area 10 µm× 10 µm
Radial scan trajectory increment 0.5 µm
Ptychographic scanning points 323
Table 6.1: Simulated parameters chosen to match APS beamline 34-ID-C.
using a simulated ptychographic dataset and a series of simulated distorted scan
trajectories. The position optimisation is tested using synchrotron X-ray data, re-
sulting in an improved sample image reconstruction as well as a position correction
map for the sample scan trajectory.
6.1 Position errors in Ptychography
The simulated parameters were chosen to realistically model X-ray experiments
conducted at the APS beamline 34-ID-C. The simulated target sample was chosen to
model the star shaped aperture detailed in §5.3.1. The simulated aperture consisted
of 36 equally spaced sectors, each subtending an angle of 4◦ on a circle of radius
4.5 µm, with a non-lithographed circular central region of radius 0.2 µm. The
simulated probe was generated by near-field propagation (Eq. 2.14) of a plane
wave exiting a binary circular aperture of radius 2 µm. A ptychographic diffraction
dataset was simulated using a scanning trajectory based on previous studies at this
beamline (see §5.3). The simulated parameters are summarised in Table 6.1.
The simulated diffraction data included Poisson noise to match the characteris-
tics of the CCD in use at APS beamline 34-ID-C. A series of simulated distorted
scanning trajectories, with jitter ranging from 1 pixel to 20 pixels, in steps of 1 pixel
for each successive dataset, were used to reconstruct the probe and sample from the
simulated diffraction data.
Using the standard ePIE algorithm (see §3.10.2) and the simulated ptychographic
dataset, the sample transmission function and probe were reconstructed over the
range of distorted scanning trajectories, resulting in 20 sample and probe recon-
structions in total. The reconstructions were obtained using the ePIE algorithm
for 250 iterations. The initial sample transmission and probe estimates were a ran-
dom binary array and a circular binary array 10 pixels wider than the known probe
dimensions respectively.
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Figure 6.1: Ptychographic reconstructions in the presence of sample position jitter. The
reconstructed sample transmission phase and amplitude reconstructions with 1 pixel jitter
are shown in (a) and (b) respectively, with the corresponding reconstructed probe ampli-
tude shown in the inset. The corresponding reconstructions for 5 pixel and 20 pixel jitter
are shown in (c) and (d), and (e) and (f) respectively.
The sample transmission phase and amplitude reconstructions for simulated jit-
ter of 1 pixel are shown in Fig. 6.1 (a) and (b). The reconstructed probe amplitude is
provided in the inset in 6.1 (b). The corresponding reconstructions for 5 pixel and 20
pixel jitter are shown in (c) and (d), and (e) and (f) respectively. Though the sample
transmission function was reasonably robust to 3 pixel jitter, significant artefacts,
including the rapid and erroneous variation in the retrieved sample transmission
phase and corresponding artefacts in the retrieved sample transmission amplitude
were introduced for jitter above 5 pixels (see Fig. 6.1 (c)). These regions introduced
additional artefacts in the phase unwrapping algorithms and therefore the retrieved
phase is presented as a wrapped array. The retrieved probe demonstrated a higher
sensitivity to the sample translation errors, with the algorithm failing to retrieve the
probe structure for jitter above 3 pixels.
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6.2 Cross Correlation Analysis
The cross correlation, rfg(x0, y0), between two two-dimensional arrays, f(x, y) and
g(x, y), with M ×N elements, is
rfg(x0, y0) =
∑
x,y
f(x, y)g∗(x− x0, y − y0)
=
∑
u,v
F (u, v)G∗(u, v) exp
[
2pii
(ux0
M
+
vy0
N
)]
(6.1)
where F (u, v) is the two-dimensional Fourier transform of f(x, y) and similarly for
G(u, v). The cross-correlation is commonly used in image registration, where, for two
image arrays, f(x, y), and g(x, y), the location of the cross-correlation peak deter-
mines the offset or translation between the two arrays. An efficient algorithm for de-
termining the cross-correlation peak to sub-pixel accuracy was proposed by Guizar-
Sicairos et al. [124]. In this algorithm, the location of the cross-correlation peak is
first determined using Eq. 6.1, then refined by up-sampling the cross-correlation by
a factor κ in a small neighbourhood about this initial estimate, enabling the location
of the cross-correlation peak to be determined to within 1/κ pixel accuracy. The
calculation can be iteratively refined via repeated upsampling, resulting in a highly
efficient and accurate algorithm to determine the cross-correlation peak. This algo-
rithm was used to obtain the cross-correlation peaks locations used in the proposed
algorithm.
6.2.1 Cross correlation analysis with simulated data
Using the same simulated ptychographic dataset and distorted scanning trajectories,
s′, detailed in §6.1, the cross-correlation peak locations were determined using the
previous and current estimates of the sample transmission function, O(r), at the
same scan position, s′k, i.e. setting f(x, y) = O
j(r− s′k) and g(x, y) = Oj+1(r− s′k)
in Eq. 6.1, where j denotes the current iteration. The operation was performed for
each scan position, s′k, yielding a vector, e, containing the cross-correlation peaks
for a particular iteration. Example mean cross-correlation peaks for jitter of 5 and
10 pixels are shown in Fig. 6.2 (a) and (b) respectively. The magnitude of the cross-
correlation peak locations are very small (< 0.01 pixels), placing high demands on
the accuracy of the registration algorithm.
The sample translation errors can be written as the difference between the true
scan trajectory used to obtain the diffraction data, s, and the distorted scanning
trajectory, s′, used to reconstruct the sample transmission function and probe from
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Figure 6.2: Mean cross-correlation shifts over the scanning trajectory for 5 and 10 pixel
jitter in (a) and (b) respectively.
the ptychographic diffraction data, i.e.
f(s, s′) = |s− s′|. (6.2)
The ptychographic reconstructions and cross-correlation calculations were obtained
using information on the distorted trajectories, s′, i.e. the true scan trajectory, s,
was not provided to the algorithm.
Fig. 6.3 compares the mean of the cross-correlation peaks, e, with the gradient
function of the known sample translation errors, ∇f(s, s′). These quantities differ
by several orders of magnitude and the plots are normalised for clarity, yielding the
result that is central to the operation of the proposed position correction algorithm:
∇f(s, s′) = ∇|s− s′|
≈ ckek. (6.3)
The cross-correlation vector, e, can therefore be used to approximate the gradient
function of the scanning trajectory errors, ∇f(s, s′), yielding information on the
true scanning trajectory, s. This information is obtained using only the diffraction
data and the distorted scanning trajectory, s′, without knowledge of the true scan
trajectory. This allows the cross-correlation vector to be used to retrieve the true
scan trajectory using the “gradient descent” algorithm, discussed below.
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Figure 6.3: Comparison between the (normalised) horizontal components of the calculated
cross-correlation peaks (blue) and the position errors (red) for for 5 and 10 pixel jitter
shown in (a) and (b) respectively. For clarity only the first 160 positions in each scan
trajectory are shown.
6.3 Scan Trajectory Optimisation
Iterative correction of the sample scan trajectory may be classed as a non-linear
optimisation problem that minimises the residual function
f(s, s′) = |s− s′|, (6.4)
where s is the true trajectory and s′ is the current trajectory estimate. If f(s, s′) is
approximately quadratic near a local minimum, an optimisation may be performed
using a general class of iterative techniques known as methods of descent. These in-
clude gradient descent, steepest descents, Newton-Raphson, and conjugate gradient
methods. Though these iterative optimisation schemes vary in their complexity and
convergence rate, they are variants on the following general iterative algorithm:
1. Determine a descent direction, ∆xj.
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2. Choose a step size, αj, where αj > 0.
3. Update the current iterate, xj, via the relation xj+1 = xj + αj∆xj.
The sequence is repeated until ∆xj → 0. Choosing the descent direction to be the
negative gradient, i.e. setting ∆xj = −∇f(xj), results in the “gradient descent”
algorithm. In the special case that f is a Euclidean norm (e.g. the residual function
in Eq. 6.4), the optimisation belongs to the class of “steepest descent” methods, a
group that possesses improved convergence characteristics compared to the general
gradient descents group.
It was demonstrated in §6.2.1 that the gradient residual function, ∇f(s, s′),
can be estimated using the cross-correlation peak location vector detailed in §6.2.
This allows the scanning trajectory estimate to be refined using gradient descent
optimisation, with the descent direction determined by the cross-correlation peak
vector, e. The current estimate of the scanning trajectory, s′, is updated by first
choosing a step size, αjk, such that
s′j+1k = s
′j
k + α
j
k∇f(sk, s′k)
≈ s′jk + βjkejk, (6.5)
where βjk is a new set of multiplicative constants. In the proposed modification to
the ePIE algorithm, the cross-correlation between previous and current estimates
of the sample transmission function, Oj(r − s′k) and Oj+1(r − s′k), at an estimated
sample position s′k, yields a small shift signal, e
j
k, that is used to update the sample
trajectory estimate via Eq. 6.5. The optimisation is performed for each position
estimate, s′jk , simultaneously with the probe and sample transmission retrievals.
6.4 Algorithm Performance with Simulated Data
The cross-correlation position correction ePIE algorithm was tested using the sim-
ulated ptychographic dataset and series of distorted scanning trajectories discussed
in §6.1. The reconstructions used the same algorithm parameters, in particular the
same initial probe and sample transmission estimates, as well as the same number
of iterations. The cross-correlation position correction was initialised on the 25th
iteration. The feedback parameter, β, defined in Eq. 6.5, was set to β = 100 in
all the reconstructions. Example position error retrievals for 5, 10, and 20 pixel
jitter are shown in Fig. 6.4 (a), (b) and (c) respectively. The total residual errors,
calculated as f(s, s′) = |s − s′|, for 5, 10, and 20 pixel jitter are shown in Fig. 6.4
(d), (e) and (f) respectively. Though the cross-correlation position optimisation has
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Figure 6.4: Position retrievals for a series of distorted scanning trajectories. (a), (b),
and (c) show example position retrievals over 250 iterations for 5, 10, and 20 pixel jitter
respectively. The residual errors the full scanning trajectories for 5, 10, and 20 pixel jitter
are shown in (d), (e), and (f) respectively. The feedback parameter was set to β = 100 for
all reconstructions.
improved each of the scanning trajectories, there remain a number of residual posi-
tion errors. It appears that the residual errors propagate between overlap regions,
resulting in the regularity in the residual error peaks (the scanning points lie on a
series of concentric circles).
6.4.1 Feedback Parameter Optimisation
The feedback parameter, β, is of particular importance as it governs the step-size
and consequentially the convergence characteristics of the position retrieval. A poor
choice for β can result in the algorithm converging very slowly, or not at all. In the
implementation described above, βk was naively set to be a constant (β = 100). This
is a special (and non-optimal) case. In the optimisation scheme proposed by Zhang et
al. [125], β is adjusted globally (i.e. though the value for beta is allowed to evolve,
the same value for beta is used for the entire scanning trajectory) by comparing
previous and current calculated shifts across the entire scanning trajectory. This
enables the adjustment of β in a manner similar to negative feedback in control
theory, but is nonetheless not an optimal choice as the optimal value for β must
vary between each individual position optimisation trajectory.
An optimisation scheme is proposed that optimises the feedback parameter for
each individual position estimate. This conforms to the gradient descent algorithm
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in Eq. 6.5. The βjk parameter is individually optimised by comparing the current and
previous cross-correlation peak calculation, ejk and e
j−1
k for a particular scan position
sk. If e
j
k and e
j−1
k have the same sign (i.e. the shift is in the same direction), the
step-size is increased by setting βjk → aβjk where a > 1. If the sign of ejk and ej−1k
switches (indicating oscillation) the step-size is reduced by setting 0 < a < 1. This
allows the radius of convergence for each scan position to be individually optimised,
leading to improved global convergence characteristics. Fig. 6.5 shows a comparison
between the two optimisation methods, demonstrating a clear improvement in the
convergence rate and accuracy. Using individual β adjustment, the position errors
were retrieved to within less than 0.01 pixel accuracy for all retrievals up to 15 pixel
jitter. The 20 pixel jitter mean position retrievals were correct to within 0.5 pixels.
6.5 Algorithm Performance with X-ray Data
The algorithm was tested with X-ray data obtained at the Advanced Photon Source
beamline 34-ID-C using the experimental setup detailed in §5.1. The target sample
was scanned in a 9 keV beam using an nPoint NPXY100Z25A piezo stage. The
sample consisted of a test pattern lithographed into a tungsten layer with the same
specifications as those described in §5.3.1. The test pattern is shown in the SEM
image of the target sample provided in Fig. 6.6. The scanning trajectory was the
same as the trajectory detailed in §5.3. The diffraction dataset was collected by a
Princeton Instruments CCD with 20 µm square pixels, placed 2.0 m downstream
of the sample. The acquisition time for each image was 0.5 seconds. The region
of interest (ROI) in the diffraction patterns was set to be 256 × 256 pixels. The
experimental parameters are summarised in Table 6.2.
The standard ePIE algorithm (i.e. without position correction) was used to re-
construct the sample transmission and probe over 500 iterations, beginning with
a random binary sample transmission function estimate and an estimate for the
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Parameter Value
Wavelength 0.138 nm
Sample-Detector distance, position c 2.0 m
Detector pixel size 20 µm
Cropped array size 256× 256
Sample plane sampling interval 54 nm
Ptychographic scanning area 10 µm× 10 µm
Radial scan trajectory increment 0.5 µm
Ptychographic scanning points 323
Table 6.2: Position correction parameters at APS beamline 34-ID-C
probe function based on a knife edge scan of the illuminating probe. The result-
ing sample transmission phase and amplitude are provided in Fig. 6.8 (a) and (b).
The cross-correlation correction ePIE algorithm was used to reconstruct the sample
transmission and probe functions. An initial estimate of the sample transmission
function was determined using the standard ePIE algorithm for the first 50 itera-
tions, followed by 450 iterations using the cross-correlation position correction.
The optimisation scheme was unstable for a small subset of the scanning trajec-
tory positions (< 10), resulting in a rapid rise in the χ2 metric and sharp peaks in
the position correction map at these positions. To address this issue the position
updates were only accepted when they reduced in the χ2 metric for a particular
position, resulting in a robust and efficient position-correction mechanism. The un-
reliability in the cross-correlation optimisation may be partly attributed to noise
dominating a very small cross-correlation shift signal. The corrected sample scan
trajectory is shown in Fig. 6.7 (c). A comparison between the χ2 metric across the
entire scanning trajectory is provided in Fig. 6.7 (d). The series of scan trajectory
positions with the greatest position error correction (i.e. for the deviation for posi-
tions with scan trajectory index 190 − 200) correspond to the region with greatest
improvement in the χ2 metric.
The retrieved sample transmission phase and amplitude using cross-correlation
position correction are provided in Fig. 6.8 (c) and (d). There is an improvement
in the reconstructed lettering, a reduction in erroneous shadowing near regions of
rapid phase change (i.e. in regions near the spoke and lettering edges), and an
improvement in the “spot” features in the spokes. These features are remaining
tungsten deposits (∼ 50nm) and are also present in the SEM in Fig. 6.6 (the
reconstructions in §5.3 also share these tungsten deposit features).
6.6 χ2 minimisation position correction 109
1µm
Figure 6.6: SEM image of the sample used in the position correction tests. The sample
was manufactured by depositing a tungsten layer on a silicon nitride membrane, then
lithographing the tungsten layer. The lithographed features (in black) are transparent to
X-rays. The “spot” features in the spokes are remaining tungsten deposits (∼ 50nm).
6.6 χ2 minimisation position correction
A standard iterative method for correcting the position errors uses the χ2 metric
as the search parameter. For an estimated scan position, s′jk, sample transmission
estimate, Oj(r) and probe estimate P j(r), m trial position offsets, tjk,m, are used to
generate m trial exit surface waves, ψk,m(r), via
ψk,m(r) = O
j(r− (s′jk + tjk,m))P j(r). (6.6)
An estimate of the far field intensity distribution is obtained using the usual far-field
propagation in Eq. 2.12. The optimal trial position offset, tk,n, is chosen such that
the χ2 metric in Eq. 3.18 is minimised and the current estimate of the scan position
sj+1k is updated via
s′j+1k = s
′j
k + t
j
k,n. (6.7)
The operation is performed for all scan position estimates. The χ2 position correc-
tion method was recently optimised by Maiden et al. [126].
The χ2 position-optimisation was tested using the X-ray data described in §6.5.
Initial estimates of the sample transmission and probe function were obtained using
the standard ePIE algorithm for the first 100 iterations. The χ2 position-correction
was initialised on the 100th iteration and used to refine the scan trajectory estimate
for the remaining 400 iterations. The position search radius was initially set to 5
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pixels and gradually reduced to a 1 pixel radius by the 500th iteration for all scan
positions. The resulting position correction maps are provided in Fig. 6.7 (a)-
(c), indicating a strong agreement between the cross-correlation position correction
maps and the χ2 position correction. As shown in Fig. 6.7 (d), both mechanisms
resulted in a reduction of the χ2 metric, with the χ2 position correction algorithm
demonstrating a small improvement compared to the cross-correlation method. The
corrected trajectory in Fig. 6.7 (c) indicates a rotational correction. As the scan
trajectory consists of a series of concentric rings, this results in the sinusoidal form
of both the horizontal and vertical position correction maps in Fig. 6.7 (a) and (b)
respectively, as well as the χ2 correction maps in Fig. 6.7 (d). The coupling between
these quantities is explored in a later study in §7.5.2.
The reconstructed sample transmission amplitude and phase using χ2 correction
are shown in Fig. 6.8 (e) and (f). There is a significant improvement in the recon-
structed features compared to the uncorrected sample transmission reconstructions
in Fig. 6.7 (a) and (b). There is a small improvement compared to the cross-
correlation correction reconstructions in Fig. 6.7 (c) and (d). In particular there
is some improvement in the erroneous shadowing around the feature edges and the
retrieved “spot” features.
6.7 Conclusion
It was shown that in the presence of scan trajectory errors the vector containing the
cross-correlation peaks for successive estimates of the sample transmission function
can be used to approximate the gradient function of the scanning trajectory errors.
This information was used in a modification to the ePIE algorithm to iteratively cor-
rect the scanning trajectory simultaneously with the probe and sample transmission
retrievals.
Using simulated data, the algorithm retrieved the correct sample positions to
a very high accuracy (< 0.01 pixels) in approximately 50 iterations. When using
X-ray data it was necessary to restrict the position updates using the χ2 metric.
This resulted in a robust position correction algorithm with demonstrated improve-
ments in the reconstructed sample transmission function using ptychographic X-ray
diffraction data. The accuracy in the position retrieval maps was verified using
a χ2 position optimisation scheme, with highly correlated position retrieval maps
for the two position correction mechanisms. The χ2 position correction method
demonstrated a small improvement in the retrieved sample image quality and the
χ2 metric compared to the cross-correlation method. The primary advantages of
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Figure 6.7: Retrieved position errors using χ2 correction and cross-correlation correction
for horizontal and vertical error corrections in (a) and (b) respectively. The χ2 corrected
scan trajectory is shown in (c). A comparison of the total χ2 metric is shown in (d).
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Figure 6.8: (a) and (b) show phase and amplitude reconstructions without position cor-
rection. The corresponding cross-correlation and χ2 position corrected reconstructions
are shown in (c) and (d), and (e) and (f) respectively. The scale bar is common to all
reconstructions.
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the cross-correlation method compared with the χ2 method are the efficiency in the
calculation, the ability to provide a direction in the position search, and the ability
to efficiently correct the position errors to sub pixel accuracy. Though this can result
in a rapid retrieval of the scan trajectory, the cross-correlation signal demonstrated
some sensitivity to noise in the X-ray data.
The mechanism underlying the gradient estimation using the cross-correlation
method is currently based on empirical observation rather than a theoretical under-
standing. A proper understanding of why the mechanism works may lead to a more
successful implementation of the scan trajectory optimisation. An alternate position
correction mechanism could use the cross-correlation calculation in conjunction with
the Fletcher-Reeves algorithm or its variants. These non-linear conjugate-gradient
optimisation algorithms offer the generality of gradient optimisation with the im-
proved convergence characteristics associated with a quasi-Newton-Raphson method
and may resolve the stability issues in the proposed gradient-descents position cor-
rection algorithm.
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CHAPTER
SEVEN
PARTIALLY COHERENT
PTYCHOGRAPHY
The role of coherence in CDI was discussed in a study by Spence et al. [51], conclud-
ing that in order to reconstruct the sample from the diffraction data the coherence
length is required to encompass the autocorrelation of the object [51], i.e. to be
at least twice the maximal dimension of the scattering sample. A later study [52]
noted the need for a well-defined distribution of asymptotic zeroes in the diffraction
patterns to ensure the finite support of the object, concluding that a small departure
from full spatial coherence is sufficient to formally render the scattered wave irre-
trievable from the recorded diffraction data using any conventional iterative method
based on coherent propagation. The failure to meet these requirements can result in
a series of artefacts in the reconstructed sample image or the complete failure of the
algorithm to converge. These issues have been recently addressed by incorporating
the beam coherence properties into the phase retrieval algorithms [1, 52, 53, 127],
enabling CDI to be performed over a broader range of experimental conditions, in
particular when using higher source flux, than previously thought possible. In the
broadband case, incorporating the temporal coherence properties can lead to a 60
fold reduction in data acquisition times [54], an impressive achievement. In this
thesis the discussion is limited to the use of a quasi-monochromatic X-ray source
exhibiting partial spatial coherence.
This chapter extends previous work on partially coherent diffractive imaging to
ptychography, presenting two modifications to the ptychographic algorithm where
partial coherence is accounted for by incorporating the illumination coherence prop-
erties into ptychographic phase retrieval algorithms. In the first proposed algorithm,
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pre-characterised illumination coherence properties are used to decompose the illu-
mination into a series of Gaussian-Schell modes. The subsequent modal propagation
of the sample exit surface wave yields an estimate of the partially coherent diffracted
intensity using the partially coherent propagation algorithms in §3.9. These algo-
rithms are used in conjunction with the ePIE algorithm in §3.10.2. The resulting
partially coherent modal ePIE algorithm is tested using simulated partially coherent
ptychographic data over a range of spatial coherence characteristics, demonstrating
the ability to accurately retrieve the sample transmission and probe for each par-
tially coherent dataset.
In the second proposed modification to the ePIE algorithm the spatial coherence
is assumed to be uncharacterised. Instead, using a known representation of the
mutual optical intensity, the coherence characteristics (specifically the coherence
length) are determined simultaneously with the sample transmission function and
probe retrievals, removing the requirement for a separate coherence measurement.
The effectiveness of this algorithm is tested using simulated partially coherent data
over a range of spatial coherence characteristics, demonstrating accurate retrieval of
the coherence parameters, sample transmission function and probe for each dataset.
A further demonstration of the coherence retrieval and correction is performed using
partially coherent ptychographic X-ray data, resulting in significant improvement in
both the probe and sample transmission reconstructions as well as performing a
series of coherence measurements across the entire ptychographic scanning trajec-
tory. The proposed algorithms allow ptychography to be performed over a greater
range of experimental conditions than possible under the assumptions of full spatial
coherence, in particular when using a high-flux ptychographic dataset.
7.1 Partial Spatial Coherence
Many of the characteristics of a quasi-monochromatic, partially coherent synchrotron
source may be accounted for by assuming a source with a Gaussian-Schell model
for the mutual coherence function [95, 97]. Under this approximation the four-
dimensional mutual optical intensity, J(r1, r2), takes a Gaussian form, separable in
Cartesian co-ordinates, i.e.
J(r1, r2) =
√
I0(r1)
√
I0(r2) exp
[
−|x1 − x2|
2
l2x
]
exp
[
−|y1 − y2|
2
l2y
]
, (7.1)
where I0 is the sample plane illumination intensity. Eq. 7.1 allows the spatial
coherence properties of the X-ray source to be quantified via the spatial coherence
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lengths, lx and ly, a concept that reduces the characterisation of the four-dimensional
MOI to a single parameter in each transverse dimension. The coherence length is
typically measured using fringe visibility measurements (a measure of the correlation
between two spatially separated points). A number of methods for performing a
spatial coherence measurement have been proposed, including inline holographic
methods [128], a uniformly redundant array (URA) [129] and prism interferometry
[130]. A common technique for measuring the fringe visibility employs a Young’s
Double Slit (YDS) measurement of the illumination. This method has been used
to characterise the coherence properties at third generation synchrotron sources
[52, 53, 131] and more recently at fourth generation X-ray free-electron sources
[132]. A coherence measurement of this kind is detailed in Appendix B, using YDS
data collected at the SPring-8 BL20XU beamline in Japan.
7.2 Modal Decomposition
When J(r1, r2) takes the separable form in Eq. 7.1 and the vertical coherence length
is sufficiently long such that the illumination may be regarded as fully coherent in
the vertical direction, Jy(y1, y2) is adequately represented by a single flat mode and
the modal decomposition need only be performed on the function, Jx(x1, x2), where
Jx(x1, x2) =
√
I0(r1) exp
[
−|x1 − x2|
2
l2x
]
. (7.2)
Jx(x1, x2) may be expressed via Eq. 2.57 as the expansion into a set of mutually
incoherent and orthonormal modes, ψn, i.e.
Jx(x1, x2) =
∑
n
αnψn(x1)ψ
∗
n(x2), (7.3)
where αn are the modal occupancies and the modes themselves are expanded via a
complete basis, Pk, chosen to be the pixel basis in Eq. 3.25, reducing the eigenvalue
equation in Eq. 2.60 to
JxCx = aCx, (7.4)
where the matrix elements of Jx are as defined in Eq. 2.61, the modal occupancies,
αn, are the diagonal elements of the matrix, a, and Cx is a matrix composed of the
modes, ψn(x).
For a coherence length, lx, Eq. 7.4 enables the coherence function, Jx(x1, x2),
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Figure 7.1: Decomposition of the illumination wavefront at SPring-8 beamline BL20XU
into a series of Gaussian-Schell modes for a Gaussian coherence function with the form in
Eq. 7.2. The modal series in (a) (i)-(vi) show the six highest occupancy modes contributing
to Jx(x1, x2), in order of decreasing occupancy, i.e. the mode with highest occupancy is
assigned the mode number (i). A centre pixel lineout through the normalised modes in
(a) is shown in (b). The corresponding modal occupancies are shown in (c).
to be decomposed into a set of n Gaussian-Schell modes, ψn(x), with associated
occupancies, αn. As an example, for the coherence study in Appendix B, the hori-
zontal sample plane spatial coherence length, lx, of the SPring-8 beamline BL20XU
was determined to be lx = (18.6 ± 1.7) µm, with a 40 µm pinhole placed 37 mm
upstream of the sample plane. The resulting modes are shown in Fig. 7.1 (a), with
a line-out for each of the modes provided in Fig. 7.1 (b). The associated normalised
modal occupancies are provided in Fig. 7.1 (b).
The rapid decline in the modal occupancies suggests that Jx may be adequately
represented with a finite number of modes. Fig. 7.2 (a) shows the coherence function,
Jx, with the form in Eq. 7.2 and with lx = (18.6 ± 1.7) µm. The series of two-
dimensional surface plots in Fig. 7.2 (b) - (i) demonstrate the ability to approximate
the coherence function of the BL20XU wavefield using a successively greater number
of modes, numbering from three to ten respectively. The series indicates that with
the use of 7 modes, the mean difference per pixel between the modal estimation,
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Jx,est, and the actual values of Jx, is 1% of the maximal value of Jx, where the
difference is calculated as
∑
n |Jnx − Jnx,est|/N , where N is the total number of pixels
in Jx. The use of 10 modes reduces the mean difference per pixel to 0.007% of the
maximal value of Jx. This is essentially indistinguishable from Jx, as can be seen
by comparing the 10-mode estimation in Fig. 7.2 (i) to the image of Jx in Fig. 7.2
(a). Additional modes do not significantly contribute to the modal sum and Jx may
therefore be adequately represented with 10 Gaussian-Schell modes.
(a) !
Jx(x1, x2)!
(b)!
3 modes !
(c)!
4 modes!
(d)!
5 modes!
(e)!
6 modes!
(f)!
7 modes!
(g)!
8 modes!
(h)!
9 modes!
(i)!
10 modes!
Figure 7.2: The Mutual Optical Intensity, Jx(x1, x2) = exp[−(x1 − x2)2/lx], where lx =
18.6 µm, shown in (a), is approximated using the incoherent sum of a successively greater
number of Gaussian-Schell modes, numbering from three to ten, in (b)-(i) respectively.
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7.3 Partially Coherent Modal Propagation
The far-field diffracted intensity, I(q), resulting from a quasi-monochromatic, par-
tially coherent illumination with MOI, J(r1, r2), incident on a thin sample with
transfer function, T (r), can be described by
I(q) ∝
∫
J(r1, r2)T (r1)T
∗(r2) exp [iq · (r1 − r2)] dr1dr2, (7.5)
where q and r are co-ordinate vectors in the far-field and sample planes respec-
tively. Under the projection approximation, for a probe, P (r), and a sample with
transmission function, O(r), translated by, sk, the transfer function T (r) is
T (r) = O(r− sk)P (r). (7.6)
Substitution of Eq. 7.3 and Eq. 7.6 into Eq. 7.5 yields
I(q) =
∫ ∑
n
αnψn(r1)ψ
∗
n(r2)T (r1)T
∗(r2) exp [iq · (r1 − r2)] dr1dr2
=
∫ ∑
n
αnψn(r1)ψ
∗
n(r2)O(r1 − sk)P (r1)O∗(r2 − sk)P ∗(r2) exp [iq · (r1 − r2)] dr1dr2
=
∑
n
αn
∫
ψ′n(r1)ψ
′
n
∗
(r2) exp [iq · (r1 − r2)] dr1dr2
=
∑
n
αn |Ψn(q)|2 , (7.7)
where αn absorbs the constant of proportionality and ψ
′
n(r) are a set of modified
modes, defined by
ψ′n(r) = ψn(r)T (r)
= ψn(r)O(r− sk)P (r). (7.8)
The modal decomposition of the MOI allows the coherence properties of the illumina-
tion to be accounted for by the incoherent sum of a series of propagated illumination
modes, Ψn(q), weighted by their associated occupancies, αn. In this framework full
coherence is regarded as a limit in which the occupancies for modes other than the
dominant mode are sufficiently small such that these modes contribute a negligible
amount to the modal sum.
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7.4 Partially Coherent Modal Ptychography
If the modal decomposition of the source has been performed using the methods
detailed in §7.2, the partially coherent CDI algorithms detailed in §3.9 may be used
to perform CDI with less stringent requirements on the beam coherence [52, 53].
In the context of ptychography, with an illuminating probe function, P (r), sample
transmission function, O(r), and scanning trajectory, sj, propagation of a partially
coherent wavefield from the sample plane to detector plane is determined using
the methodology detailed in §7.3. The modified sample plane modes, ψ′n,k(r) are
determined using Eq. 7.8, these may be propagated using Eq. 2.15 or its small
angle limiting form in Eq. 2.12. An estimate of the partially coherent diffraction
intensity may be calculated using Eq. 7.7. The coupling of the modes means that
rather than adjusting the amplitudes independently, a common rescaling function
is applied such that the current estimate of the intensity matches the diffracted
intensity, Ij(q). This leads to the modified modulus constraint
Ψ′j,n(q) =
[
Ij(q)
I ′j(q)
]1/2
Ψj,n(q), (7.9)
where Ij(q) is the recorded partially coherent diffracted intensity with the sample
at position, sj.
As the transfer function, T (r), is common to all modes, updating the current
estimate of the transfer function requires a single mode to be propagated back to the
sample plane. This is chosen to be the fundamental mode, Ψ′j,0(q), associated with
the highest occupancy α0. An estimate of the transfer function, T (r) is obtained
using the known fundamental mode, ψ0(r), from the known expansion of the source,
such that
Tj,0(r) =
ψ′j,0(r)
ψ0(r)
. (7.10)
Incorporating the above modal structure into the standard ePIE algorithm in
§3.10.2 requires a sufficient number of modifications to warrant a full description
of the modified algorithm and its implementation. For a partially coherent source
with a known coherence function, J(r1, r2), and subsequent set of source modes,
{ψ0(r), ..., ψn(r)}, retrieval of the sample transmission function, O(r), and illumi-
nating probe function, P (r), is achieved through the sequential application of the
following constraints:
1. Using the known source modes, {ψ0(r), ..., ψn(r)}, for the jth scan position, sj,
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determine the set of modified modes,
{
ψ′mj,0(r), ..., ψ
′m
j,n(r)
}
, where
ψ′mj,n(r) = O
m(r− sj)Pm(r)ψn(r).
2. Determine the detector plane modes,
{
Ψmj,0(q), ...,Ψ
m
j,n(q)
}
, using the coherent
propagator, F , where
Ψmj,n(q) = F
[
ψ′mj,n(r)
]
.
3. Determine the partially coherent detector plane intensity estimate, I ′mj (q), via
I ′mj (q) =
∑
n
αn
∣∣Ψmj,n(q)∣∣2 .
4. Update the fundamental detector plane mode, Ψmj,0(q), using the j
th recorded
partially coherent diffraction data, Ij(q), in the modified modulus constraint
Ψ′mj,0(q) =
[
Ij(q)
I ′mj (q)
]1/2
Ψmj,0.
5. Determine the revised estimate of the modified fundamental mode, ψ′m+1j,0 (r),
via
ψ′m+1j,0 (r) = F
−1 [Ψ′mj,0(q)] .
6. Determine the current estimate of the transfer function, T (r), using the known
fundamental source mode, ψ0(r)
Tm+1(r) =
ψ′m+1j,0 (r)
ψ0(r)
.
This provides access to the sample transmission function, O(r), and probe
function P (r), via T (r) = O(r− sj)P (r).
7. Update the sample transmission function, O(r), through the overlap constraint
Om+1(r− sk) = Om(r− sk) + α1 P
m∗(r)
|Pm(r)|2max
[
Tm+1(r)− Tm(r)] .
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8. Update the illumination function, P (r), through the overlap constraint
Pm+1(r) = Pm(r) + α2
Om+1
∗
(r− sk)
|Om(r− sk)|2max
[
Tm+1(r)− Tm(r)] .
A complete iteration cycles over all scan positions, sj. The process is repeated
until the current estimate of the sample transmission function, O(r), and the probe
function, P (r), are consistent with the recorded partially coherent diffraction dataset
and the overlap constraint.
7.4.1 Demonstration with simulated partially coherent data
Assuming a Gaussian-Schell source with the form in Eq. 7.1, the modal decom-
position of the simulated partially coherent wavefield was performed for a series of
sample plane coherence lengths of 1 µm, 3 µm, and 5 µm. When the MOI takes
the form in Eq. 7.1, the modes are the Gaussian-Schell modes described in §7.2.
The simulated parameters were chosen to model experiments performed at the APS
beam-line 34-ID-C and are provided in Table 7.1.
Parameter Value
Wavelength 0.138 nm
Sample-Detector distance 3.2 m
Detector pixel size 55 µm
Cropped array size 256× 256
Sample plane sampling interval 31 nm
Coherence length range 1 µm→ 5 µm
Ptychographic scanning area 10 µm× 10 µm
Radial scan trajectory increment 0.5 µm
Ptychographic scanning points 323
Table 7.1: Simulated partially coherent parameters to match APS beamline 34-ID-C
The simulations assume the central region of a partially coherent X-ray beam
with FWHM of 100 µm was selected out by a 5 µm pinhole, placed 5 mm upstream
of the sample. The probe was propagated to the sample plane using the near-field
propagation (Eq. 2.14). Partial coherence was incorporated by assuming a MOI with
the form in Eq. 7.2 and propagating a set of Gaussian-Schell modes with the highest
100 occupancy levels. The pinhole aperture was assumed to truncate each mode,
blocking regions outside the central region defined by the circular aperture. Under
the assumption that the source coherence function is of the form in Eq. 7.1 with
subsequent modal expansion, {ψ0(r, ..., ψn(r)}, and associated modal occupancies,
αn, the partially coherent diffraction intensity resulting from a probe, P (r), incident
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on a sample with transmission function, O(r), at scan position sk, is determined
using Eq. 7.7.
The simulated target sample was chosen to model the lithographed star aperture
detailed in §5.3.1, with parameters described in §6.1. The simulated scanning trajec-
tory parameters are provided in Table 7.1. Three partially coherent ptychographic
datasets were simulated with coherence lengths of 1 µm, 3 µm, and 5 µm.
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Figure 7.3: Partially coherent diffraction intensity for a range of coherence parameters
using a simulated star aperture. (a) modal occupancies for coherence lengths ranging
from 5 µm to 1 µm. (b) - (d) show simulated partially coherent data for coherence lengths
of 5 µm, 3 µm and 1 µm
The effect of partial coherence on the diffraction data, with the sample placed at
the central ptychographic position is shown in Fig. 7.3 (b)-(d) for coherence lengths
of 5 µm, 3 µm and 1 µm respectively. The reduction in coherence length results in an
increasingly blurred diffraction intensity. As the simulated MOI was of the Gaussian
form in Eq. 7.1, an equivalent partially coherent diffraction intensity estimate may
be obtained using the convolution of the coherent diffraction intensity associated
with coherent propagation with a Gaussian blurring kernel provided by the known
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(a)! (c)! (e)!
Figure 7.4: The retrieved sample transmission phase and amplitude using the standard
ePIE algorithm and simulated partially coherent ptychographic data with coherence length
of 5 µm are shown in (a) and (b), with the retrieved probe amplitude provided in the inset.
The corresponding reconstructions for the 3 µm and 1 µm coherence length datasets are
shown in (c) and (d), and (e) and (f) respectively.
representation for the MOI in Eq. 7.1. This property is used in §7.5 to perform
partially coherent CDI without prior knowledge of the illumination coherence char-
acteristics. Fig. 7.3 (a) shows a comparison between the normalised occupancies
over a series of coherence lengths from 1 µm to 5 µm. As the coherence length is
decreased, the associated spread across a greater number of occupancy levels means
that an increasing number of modes are required to adequately approximate the
partially coherent wavefront.
The standard ePIE algorithm (i.e. assuming full coherence) was used to recon-
struct the sample transmission function and probe for the three simulated partially
coherent ptychographic datasets. The initial estimates for the sample transmission
and probe were a random binary distribution and a circular binary array respec-
tively. The ePIE algorithm was used for 500 iterations on each simulated partially
coherent ptychographic dataset. The reconstructed sample transmission phase and
amplitude for the 5 µm dataset are shown in Fig. 7.4 (a) and (b), with the recon-
structed probe amplitude shown in the inset. The corresponding reconstructions for
the 3 µm and 1 µm datasets are provided in Fig. 7.4 (c) and (d), and Fig. 7.4 (e)
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(a) (b) (c)
Figure 7.5: Sample and probe amplitude reconstructions incorporating partial coherence
correction via a modal decomposition of the incident wavefield. The reconstructions were
obtained using the same datasets as those presented in Fig. 7.4, i.e. using partially
coherent data with coherence lengths of 5 µm, 3 µm and 1 µm in (a)-(c) respectively. For
compactness, only the amplitude is presented.
and (f) respectively. The reconstructed sample transmission amplitude appears to
display a higher degree of sensitivity to the degrading coherence than the retrieved
sample transmission phase. This is also evident in the retrieved probe amplitude
structure through the series.
Using the modified partially coherent modal ePIE algorithm, the sample trans-
mission function and probe were reconstructed for the series of simulated partially
coherent ptychographic datasets. The reconstructions were obtained using the same
algorithm parameters, in particular the same initial sample transmission and probe
estimates, as for the standard ePIE reconstructions. Only the modes with an occu-
pancy level above 1% of the highest modal occupancy were used, yielding a number
of modes, ranging from 7 to 32 for coherence lengths of 1 µm to 5 µm respectively.
Initial estimates of the sample transmission function and probe were generated
using only the fundamental mode associated with coherent propagation for the initial
20 iterations. For the remaining 480 iterations the modified partially coherent modal
ePIE algorithm was used. The resulting reconstructions are provided in Fig. 7.5.
For compactness, only the amplitude is presented as the modification to the phase
of the incoming wavefield results in a phase reconstruction with precisely the same
form as the amplitude.
Incorporating the known coherence characteristics into the algorithm, specifi-
cally a coherence function with the Gaussian form in Eq. 7.1 and known coherence
length, along with the subsequent modal expansion, enabled the highly accurate re-
trieval of the sample transmission function for the entire series of simulated partially
coherent ptychographic datasets. In particular, the ability to retrieve the sample
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transmission function using the 1 µm simulated dataset corresponds to a retrieval
for a coherence length at just 25% of the exit surface wave dimensions. This is a sig-
nificant improvement over previous work in CDI, with a reported minimal coherence
length requirement of approximately 80% of the scattering object size [53].
7.5 in situ Coherence Characterisation
Measurement of the illumination coherence properties can add considerable addi-
tional complexity to a synchrotron experiment. Changes in the beamline optics, in
particular variation of the coherence-defining and beam-defining slits, can result in
changes to the coherence characteristics, requiring a new coherence measurement
to be performed. The available experimental geometry may also mean the fringe
measurements cannot be sufficiently sampled and a coherence measurement can-
not be performed. Evolution of the beam coherence characteristics, for example
over a ptychographic data acquisition, may make it difficult or impossible to ade-
quately measure the coherence function. The following discussion extends a method
suggested for CDI [127] to ptychography, in which a coherence measurement is per-
formed using only the diffraction data. Using data obtained at the APS beamline
2-ID-B, the method was shown to yield a recovered coherence length in very close
agreement with a previous coherence characterisation performed at the beamline
2-ID-B using a YDS measurement [53]. The extension to ptychography enables the
retrieval of the coherence length and correction for partial coherence to be performed
in conjunction with the sample and probe retrievals using only the partially coher-
ent ptychographic diffraction data, i.e. without performing a separate coherence
measurement.
For a Gaussian-Schell source J(r1, r2) takes form in Eq. 7.1, i.e.
J(r1, r2) =
√
I0(r1)
√
I0(r2) exp
[
−|x1 − x2|
2
l2x
]
exp
[
−|y1 − y2|
2
l2y
]
,
=
√
I0(r1)
√
I0(r2)g(r1 − r2), (7.11)
where g(r1 − r2) is referred to as the complex coherence function. Substitution of
Eq. 7.11 into Eq. 7.5 yields the convolution relation
I(q) =
∫
g(r1 − r2)T (r1)T ∗(r2) exp [iq · (r1 − r2)] dr1dr2
= |Ψ(q)|2 ∗ gˆ(q), (7.12)
128 Partially Coherent Ptychography
where Ψ(q) is the coherent far-field wavefield, the illumination amplitude,
√
I0(r), is
now a component of T (r) and gˆ(q) is the Fourier transform of the complex coherence
function, g(r1−r2). A partially coherent diffraction intensity estimate equivalent to
the incoherent modal sum in Eq. 2.65 may therefore be obtained through the convo-
lution of a single propagated coherent wave with gˆ(q), i.e. without the requirement
for a modal decomposition of the illumination and subsequent modal propagation.
In the method proposed by Clark et al. [127], in place of the usual modulus
constraint (Eq. 3.16), if the form of the coherence function, g(r1 − r2), is known,
the coherent wavefield, Ψ(q), and coherence function, gˆ(q), can be simultaneously
determined using a two-step system consisting of the minimisation of the metric
∆ =
∑
k
∣∣I(q)− |Ψ(q)|2 ∗ gˆ(q)∣∣ , (7.13)
followed by the modified modulus constraint,
Ψ′(q) =
[
I(q)
||Ψ(q)|2 ∗ gˆ(q, lx, ly)|
]1/2
Ψ(q). (7.14)
where I(q) is the recorded partially coherent diffraction intensity. The updated
estimate of the coherent wavefield, Ψ′(q) is propagated to the sample plane using
the standard coherent propagators in using Eq. 2.15 or its small angle limiting form
in Eq. 2.12.
When the coherence function, g(r1 − r2), has the form in Eq. 7.11, gˆ(q) is also
Gaussian, with widths 1/lx and 1/ly in the horizontal and vertical directions respec-
tively. The minimisation in Eq. 7.13 is therefore performed using the coherence
lengths lx and ly as the free parameters in the minimisation scheme, allowing the
spatial coherence to be characterised simultaneously with the sample transmission
retrieval, removing the need to perform a separate coherence measurement. The par-
tial spatial coherence in the diffraction data is accounted for via the deconvolution
in Eq. 7.14, yielding an updated estimate of the coherent wavefield, Ψ′(q).
At the Advanced Photon Source (and at the majority of synchrotron sources)
the vertical coherence length is sufficiently long such that the illumination may be
considered fully coherent in the vertical direction for many experiments. Under
these conditions the operation need only be performed horizontally, resulting in a
simple one-parameter parametrisation scheme to determine the horizontal coherence
length, lx, and corresponding coherence function gˆ(q, lx).
Under the assumption that the coherence function is adequately represented by
g(r1 − r2, lx), the extension to ptychography requires that the coherent modulus
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constraint is replaced by the two-step system comprised of the coherence length
estimation using in Eq. 7.13, followed by the modified modulus constraint in Eq.
7.14. For a probe, P (r), and sample transmission function, O(r), at position, sj,
with partially coherent diffraction intensity, Ij(q), where j is an index associated
with each sample translation, this yields a set of estimates, {lx,1, ..., lx,j} that are
determined independently of one another. The coherence characterisation and par-
tial coherence correction are performed simultaneously with the sample and probe
retrievals.
The deconvolution in Eq. 7.14 yields an updated estimate of the coherent scat-
tered wave, Ψ′(q), which is independent of the coherence function gˆ(q, lx,j). The
coherent scattered wave may be propagated to the sample plane using the usual
coherent propagation via Eq. 2.15, enabling updates on the sample transmission
function, O(r), and probe, P (r). If the coherence function g(r1 − r2, lx) is evolving
over the scanning trajectory (e.g. if the illumination coherence function is evolving
with time), the proposed algorithm can account for this evolution, independently
characterising and correcting for deviations from full spatial coherence at each scan
position. Alternately, provided the coherence function is sufficiently stable during
the ptychographic data acquisition, estimating the coherence length over the en-
tire scanning trajectory introduces a large amount of redundancy in the coherence
characterisation, allowing the coherence function to be updated using the mean re-
trieved coherence length. The ability to estimate the coherence length parameter
over a large number of measurements reduces the possibility of noise dominating
the coherence characterisation, resulting in an improved robustness compared to a
single measurement.
7.5.1 Analysis with simulated data
Using the coherence-correction ePIE algorithm, the sample transmission function
and probe were reconstructed for the simulated partially coherent ptychographic
datasets detailed in §7.4.1. The initial algorithm parameters, in particular the initial
sample transmission and probe estimates were as for the reconstructions using the
modal ePIE algorithm detailed in §7.4, with the distinction that no information
on the coherence parameters was used. Instead, under the assumption that the
coherence function, g(r1−r2, lx), had the form in Eq. 7.11, with full spatial coherence
in the vertical direction, the coherence length was iteratively estimated for each scan
position simultaneously with the sample transmission and probe retrievals using the
metric in Eq. 7.13.
The standard ePIE algorithm was used for the first 20 iterations to obtain an
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Figure 7.6: in situ retrieval of the coherence length and partial coherence correction on
simulated partially coherent ptychographic datasets. The sample transmission amplitude
and probe amplitude reconstructions in (a)-(c) were obtained using the same datasets as
those presented in Fig. 7.4, i.e. using partially coherent ptychographic data with coherence
lengths of 5 µm, 3 µm and 1 µm respectively. For compactness, only the amplitude is
presented.
estimate of the sample transmission and probe functions. For the remaining 230
iterations the coherence-correction ePIE algorithm was used. The retrieved sample
transmission and probe amplitudes for coherence lengths of 5 µm, 3 µm and 1 µm are
shown in Fig. 7.6, demonstrating the ability to obtain highly accurate retrievals of
the sample transmission function and probe functions. Due to the similarity between
the phase and amplitude, only the amplitudes are shown. The retrieved coherence
lengths for the reconstructions in Fig. 7.6 were determined to be (5.00± 0.01) µm,
(3.00±0.01) µm, (1.00±0.01) µm, where the errors are the maximal deviation from
the mean.
7.5.2 Analysis with X-ray data
The experiment was performed at the Advanced Photon Source beamline 34-ID-C
(see §5.1 for details) using the experimental parameters in Table 5.2. All measure-
ments were conducted using X-rays with an energy of 9 keV (λ = 0.138 nm). A set
of secondary slits, located approximately 48 m downstream from the undulator and
within the end-station, were used to vary the spatial coherence characteristics of the
incident illumination (see Fig. 5.1). The slits were initially set to 60 µm× 50 µm in
the horizontal and vertical directions respectively. The resulting probe was focused
onto the target sample using a set of compact Kirkpatrick-Baez (KB) mirrors in
the geometry outlined in §5.1, where it is noted that the mirrors focused the entire
beam, including the diffracted lobes, onto the sample without cutting any of the
beam (i.e. preserving the coherence characteristics). The star shaped aperture de-
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(a) (b)
Figure 7.7: Partially coherent diffraction data from a star shaped aperture with beam-
defining slits set to 60 µm × 50 µm and 100 µm × 50 µm in the horizontal and vertical
directions respectively. The data collection time was 0.12 seconds for all images.
tailed in §5.3.1 and shown in Fig. 5.3 was scanned through the resulting probe using
the scanning trajectory parameters provided in Table 5.2. A second ptychographic
dataset was obtained using horizontal and vertical slit settings of 100 µm× 50 µm.
Example diffraction data with the sample placed in the centre of the scanning
trajectory for the two slit settings is shown in Fig. 7.7 (a) and (b). Varying the slit
width impacts on several experimental parameters. The number of photons incident
on the sample increases as the slits are widened. This causes a corresponding increase
both in the fully transmitted beam, seen by the widening of the central bright region
in Fig. 7.7 (a) and (b), but more importantly in the number of sample scattering
events, resulting in the increased scattering angle as the slits are widened. The
increase in slit width is also accompanied by a corresponding increase in blurring of
the diffraction data.
The sample transmission function and probe were reconstructed using the stan-
dard ePIE algorithm (i.e. under the assumption of full spatial coherence) with
the 60 µm × 50 µm ptychographic dataset for 1000 iterations. The initial sample
transmission function estimate was a random binary distribution with an initial
probe estimate determined from previous studies at this beamline (see §5.3). The
resulting reconstructed sample transmission amplitude and phase are shown in Fig.
7.8 (a) and (b). The phase reconstruction is presented in wrapped form as the
rapid, erroneous variation in phase introduced subsequent errors in the phase un-
wrapping algorithms. There is a correspondence between erroneous variation across
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the lithographed regions in both the amplitude and phase reconstructions. The
lithographed regions are transparent to X-rays and are expected to have uniform
density.
The sample transmission function and probe were then retrieved using the stan-
dard ePIE algorithm on the 100 µm × 50 µm dataset for 1000 iterations. The
resulting sample transmission amplitude and phase are shown in Fig. 7.9 (a) and
(b). The reduction in the phase retrieval accuracy compared to the reconstructions
in Fig. 7.8 (a) and (b) may be largely attributed to the decrease in the beam
coherence associated with wider slit settings.
Using the coherence-correction ePIE algorithm, the sample transmission func-
tion and probe were retrieved simultaneously with the iterative coherence charac-
terisation and correction for both of the 60 µm × 50 µm and the 100 µm × 50 µm
datasets. In both cases, the standard ePIE algorithm was used for 300 iterations to
estimate the sample transmission function and probe and the coherence-correction
ePIE algorithm was used for the remaining 700 iterations. The coherence-corrected
sample transmission amplitude and phase for the 60 µm× 50 µm dataset are shown
in Fig. 7.8 (c) and (d) respectively. The corresponding reconstructions for the
100 µm × 50 µm dataset are shown in Fig. 7.9 (c) and (d). In both cases there
is a significant improvement compared to the standard ePIE reconstructions. The
reduction in artefacts corresponds to a reduction in the χ2 metric across the entire
scanning trajectory for both datasets as seen in Fig. 7.10 (a) and (b).
The mean retrieved coherence length, lx¯, was initially used to estimate a co-
herence function, gˆ(q, lx¯), used in the modified modulus constraint in Eq. 7.14 to
obtain each updated far-field wavefield Ψ′j(q). For the final 500 iterations the co-
herence length estimation was refined using individual retrieval of the coherence
lengths, lx,j, and corresponding set of coherence functions, gˆ(q, lx,j). This method
yielded improved accuracy in the coherence length estimation, as well as the sample
transmission and probe retrievals when compared to the results obtained using only
independent estimation. The mean coherence length estimation was performed for
200 iterations. The retrieved coherence lengths for the 60 µm × 50 µm and the
100 µm × 50 µm ptychographic dataset are provided in Fig. 7.10 (c), yielding co-
herence length estimates of 1.6 ± 0.2 µm and 1.2 ± 0.1 µm respectively, where the
estimates are given in the form µlx ± σlx .
The coherence length estimation scheme in Eq. 7.13 and the χ2 calculation are
both dependent on the accuracy in the the coherent far-field intensity estimate,
|Ψ(k)|2. As discussed in Chapter 6, errors in the scan trajectory can have a major
impact on the sample transmission and probe estimates, and consequentially on
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Figure 7.8: (a) and (b) show the retrieved sample transmission amplitude and phase using
the standard ePIE algorithm on datasets obtained with beam-defining slit settings of
60 µm×50 µm. The sample transmission amplitude and phase using coherence correction
are shown in (c) and (d) respectively
the accuracy of the wavefield, Ψ(k). It is therefore to be expected that errors in
the scan trajectory would impact both the coherence-length estimation and the χ2
calculation. The normalised magnitude of the horizontal scan trajectory error vector,
|∆x|, retrieved using the χ2 error correction algorithm described in §6.6, is shown
in Fig. 7.10 (d). The sinusoidal form of the position error retrieval is indicative of a
rotational misalignment between the scanning stage and the detector. Fig. 7.10 (d)
indicates a coupling between the retrieved horizontal position errors, the retrieved
coherence lengths and the χ2 plots (all quantities are normalised). This variation
is present in both the standard ePIE and coherence-corrected χ2 plots in Fig. 7.10
(a) and (b). The variation is therefore independent of the coherence retrieval and
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Figure 7.9: (a) and (b) show the retrieved sample transmission amplitude and phase
using the standard ePIE algorithm on datasets obtained with beam-defining slit settings
of 100 µm × 50 µm. The sample transmission amplitude and phase using coherence
correction are shown in (c) and (d) respectively.
correction scheme. It is also noted that the coherence-correction algorithm corrects
for a number of factors that contribute to blurring in the diffraction data, including
the detector point spread function as well as stability in the sample and detector
positions during the acquisition of each individual diffraction image. It is expected
that the blurring contribution from these factors would yield a lower estimate of the
coherence length.
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Figure 7.10: Retrieved coherence lengths for high flux data. (a) and (b) compare the
uncorrected and coherence-corrected χ2 metric for the 60 µm×50 µm and 100 µm×50 µm
datasets respectively. (c) shows the retrieved coherence lengths for both datasets. (d)
shows a comparison of the 100 µm × 50 µm retrieved width of the coherence function,
gˆ(q, lx¯), the χ
2 metric, and magnitude of the horizontal scan position, ∆x (normalised).
7.6 Conclusion
This chapter proposed two modifications to the ptychographic algorithm that en-
able high-resolution images of an extended sample to be obtained using a high flux,
partially coherent ptychographic dataset. It was demonstrated that if the spatial
coherence properties are well characterised, the partial coherence in a partially co-
herent ptychographic dataset can be accounted for by decomposing the illumination
into a series of Gaussian-Schell modes. Using simulated partially coherent ptycho-
graphic data obtained under the assumption of a Gaussian coherence function over
a range of coherence characteristics, the proposed modal partially coherent ptycho-
graphic algorithm obtained accurate retrievals of the sample transmission function
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and probe, with the minimum tested coherence length at 25% of the linear di-
mensions of the illumination. The advantage of the modal approach is to provide
an additional constraint on the partially coherent ptychographic algorithm. This
requires a separate spatial coherence measurement to be performed, placing addi-
tional demands in a synchrotron experiment. This can be a particular issue where
the coherence characteristics evolve over the ptychographic data acquisition.
If the illumination coherence cannot be adequately measured, this study has
shown that under the assumption of a Gaussian coherence function, a coherence-
characterisation can be performed simultaneously with the ptychographic sample
transmission and probe retrievals, using only the ptychographic diffraction data.
The primary advantage of this approach is that there is no need to perform an
independent characterisation of the MOI. The algorithm accurately retrieved the
coherence length simultaneously with the sample transmission function and probe
from the simulated partially coherent data used in the modal reconstructions. The
coherence-correction ePIE algorithm was also tested with partially coherent ptycho-
graphic X-ray data using two partially coherent ptychographic datasets with distinct
coherence characteristics. The 60 µm× 50 µm and 100 µm× 50 µm ptychographic
datasets yielded horizontal coherence lengths of 1.6±0.2 µm and 1.2±0.1 µm respec-
tively. As expected, the retrieved coherence length was reduced when using wider
slit settings. Although a separate coherence characterisation was not performed
to confirm these measurements, it has been previously shown in CDI [127] using
data obtained at the APS beamline 2-ID-B that the mechanism used to perform
the coherence characterisation yielded a recovered coherence length in very close
agreement with a YDS spatial coherence measurements performed at beamline 2-
ID-B [53]. The coherence-correction mechanism was shown to be a useful tool to
correct for a number of factors that contribute to blurring in the diffraction data -
as confirmed by the significant reduction in the χ2 metric across the entire scanning
trajectory and the improvements in the accuracy of the reconstructed sample image.
The coherence-correction ePIE algorithm demonstrated significant improvement in
the retrieved sample transmission image for both partially coherent ptychographic
datasets, resulting in a high-resolution sample image retrieval using high-flux pty-
chographic data.
CHAPTER
EIGHT
CONCLUSION
The past decade has seen a great deal of research on high-resolution imaging us-
ing coherent X-ray diffraction data from finite scattering objects. These techniques
have their foundations in crystallography, in particular iterative phase-retrieval al-
gorithms, with the majority of applications employing a variant on the iterative
schemes proposed by Fienup. The result is a promising form of high-resolution
lensless X-ray microscopy with the potential to make significant contributions to
structural biology and the material sciences. The sample size restrictions imposed
by spatial frequency sampling requirements have been addressed by ptychography,
a data rich development of CDI capable of imaging extended samples and rapidly
becoming an established nanoscale X-ray imaging procedure.
Chapter 4 presented a demonstration of Fresnel CDI tomography using ptychog-
raphy. Fresnel diffraction data was obtained over a series of sample rotations and
the resulting set of projected sample transmission reconstructions were used with
computed tomography to obtain a three-dimensional quantitative map of the sam-
ple. The study noted a sensitivity to stability, resulting in a series of radial artefacts
throughout the series of reconstructed sample images and resulting errors in the
three-dimensional tomographic mapping of the sample. These artefacts are thought
to be responsible for the deviations from the experimentally obtained mean refrac-
tive index values (δ = (5.9 ± 1.4) × 10−5 and β = (1.5 ± 0.4) × 10−5) compared to
the theoretical value (δ = 7.23 × 10−5 and β = 6.93 × 10−6). It was found that
the radial artefacts could be reduced using Fresnel CDI ptychography. The ptycho-
graphic reconstructions were used to bootstrap neighbouring projections. Despite
the improvements offered by this technique, the qualitative and quantitative im-
provements of the ptychographic reconstructions suggest that ptychography should
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be performed for every projection when performing Fresnel CDI tomography.
The fundamental mechanism underlying ptychography is the ability to use ad-
ditional information obtained by translating the target sample through an illumi-
nating probe. In Chapter 5, an algorithm was proposed that can use ptychographic
data obtained by scanning the target sample through several distinct probes rather
than the standard, single probe method. The algorithm was tested using probe-
diverse ptychographic X-ray data, demonstrating the ability to retrieve the sample
transmission function and all illuminating probes simultaneously. This resulted in
a significant improvement in the reconstructed sample transmission function com-
pared to the standard single probe ptychographic retrievals while using an equal
sized ptychographic dataset. No further improvements were observed with addi-
tional ptychographic data. As the amount of data reaches a certain limit, additional
ptychographic data will only lead to incremental improvements in the reconstruction
quality as the achievable reconstruction quality is primarily affected by intrinsic ex-
perimental issues including uncertainty in the sample position, the beam coherence
characteristics and noise in the recorded diffraction data. It was also shown that
although the additional information in a ptychographic dataset compensates for un-
dersampling the diffraction data, the use of undersampled data introduces artefacts
with a periodicity determined by the diffraction data size that cannot be removed
using the standard ePIE algorithm or by artificially upsampling the diffracted wave-
field with the sPIE extension. If the sample occupies a region greater N×∆s, where
the diffraction data is recorded on an N ×N grid and ∆s is the sample plane sam-
pling interval, it appears that the overlapping of the sample image and the periodic
artefacts can have a significant impact on the reconstruction accuracy.
Ptychography is a robust, high-resolution imaging method capable of imaging
extended samples, but these advances are accompanied by a number of additional
experimental challenges compared to CDI, including the need to control the sample
translations to nanoscale accuracy when using X-rays and additional sensitivity to
sample drift and stage misalignment. The uncertainty in the sample positions limits
the achievable sample image resolution, resulting in artefacts in the reconstructed
sample image or the complete failure to converge. This is a significant problem
when using X-rays, and an even greater problem when using electrons as the probe.
In Chapter 6 an iterative cross-correlation gradient-descent position optimisation
scheme was proposed, allowing the scan trajectory to be corrected simultaneously
with the retrieval of the sample transmission function and illuminating wavefield.
The primary advantage of the proposed method compared with the standard χ2
error correction method is an improved position retrieval efficiency. In particular,
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the cross-correlation gradient estimation yields a search direction that minimises the
difference between the true scan trajectory and the estimated scan trajectory. The
method can be used to correct for the scan positions to a very fine accuracy (< 0.01
pixels) using simulated data. The algorithm operation and accuracy was tested
using synchrotron X-ray data, resulting in an improved sample image reconstruc-
tion compared to the reconstructions obtained with no position error correction.
However, the cross-correlation signal demonstrated some sensitivity to noise when
using X-ray data and it was necessary to restrict the position updates to those that
reduced the χ2 metric. This sensitivity is thought to be due to noise dominating
the cross-correlation calculation. The results were compared with a standard χ2
position correction scheme, demonstrating highly correlated position retrieval maps
with the cross-correlation method and a small improvement in the sample image
retrieval.
In Chapter 7, two modifications to the ptychographic algorithm were proposed,
enabling ptychography to be performed using a high flux, partially coherent pty-
chographic dataset. If the spatial coherence properties are well characterised, the
partial coherence can be accounted for by decomposing the illumination into a series
of Gaussian-Schell modes. The advantage of the modal approach is to provide an
additional constraint on the partially coherent ptychographic algorithm. The pri-
mary issues with this approach are the need to perform a separate spatial coherence
measurement and the inability to account for evolving coherence characteristics dur-
ing the data acquisition. A second proposed algorithm demonstrated that, under
the assumption of a Gaussian coherence function, a coherence characterisation and
correction can be performed simultaneously with the sample transmission and illu-
mination probe retrievals, using only the partially coherent ptychographic diffraction
data. The effectiveness of the algorithm was tested using simulated partially coher-
ent data over a range of spatial coherence characteristics, demonstrating accurate
retrieval of the coherence parameters, sample transmission function and probe for
each dataset. The algorithm was tested using two high-flux, partially coherent pty-
chographic X-ray datasets with distinct coherence characteristics. The algorithm
demonstrated the ability to retrieve an estimate of the coherence length simultane-
ously with the sample image and probe retrievals. The coherence-correction resulted
in a significant improvement in the accuracy of the reconstructed sample image as
well as a significant reduction in the χ2 metric across the entire scanning trajectory
for two partially coherent ptychographic datasets. Both of the proposed algorithms
enable ptychography to be performed over a greater range of coherence character-
istics than possible under the assumptions of full spatial coherence, with the in
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situcoherence-characterisation and correction demonstrating the ability to obtain
high-resolution images of the target sample when using high-flux ptychographic X-
ray data.
This thesis has proposed a number of high-resolution ptychographic X-ray imag-
ing techniques, using manufactured samples as a metric to gauge the success of a
particular method. The greater aim is to use these methods to obtain high-resolution
images of material and biological samples, providing information that will assist in
nano-characterisation when using X-rays and atom scale characterisation when using
electrons as the probe.
APPENDIX
A
PRELIMINARIES
The Fourier transform is defined as:
f˜(q) = F [f ] =
∫ ∞
−∞
f(x)eiqxdx (A.1)
A quantity expressed as a function of spatial coordinates r = (x, y, z) is termed to
be in “direct space”. The Fourier transform of direct space functions are said to
be in “Fourier space” or “reciprocal space” with co-ordinates q = (qx, qy, qz). The
convolution of two functions f and g is defined as
(f ? g) (x) =
∫
f(x′)g(x− x′)dx′, (A.2)
with closely related operation know as the cross-correlation, defined as
(f ⊗ g) (x) =
∫
f(x′)g∗(x− x′)dx′ (A.3)
= F−1 [F [f ] (F [g])∗] . (A.4)
An important special case of Eq. A.3 is the autocorrelation function, defined as
(f ⊗ f) (x) = F−1 [|F [f ]|2] . (A.5)
The properties of the Fourier transform used throughout this thesis are briefly de-
tailed below. The conservation of the L2 norm (i.e. energy conservation) is expressed
through Parseval’s theorem, which may be written as∫
|f˜(q)|2dq =
∫
|f(x)|2 dx. (A.6)
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By Eq. A.1, the Fourier transform of a translated function produces a phase ramp
F [f(x+ a)] = eiqaF [f(x)] (A.7)
For a two-dimensional function, f(x, y), the projection p(x) of f(x) onto the
x-axis is
p(x) =
∫ ∞
−∞
f(x, y)dy. (A.8)
The slice s(kx) through Fourier space parallel to the projection p(x) and through
the origin in Fourier space is
s(kx) = F (kx, 0)
=
∫ ∞
−∞
∫ ∞
−∞
f(x, y)e−2pii(xkx+yky)dxdy
=
∫ ∞
−∞
[∫ ∞
−∞
f(x, y)dy
]
e−2piixkxdx
=
∫ ∞
−∞
p(x)e−2piixkxdx. (A.9)
This is the one dimensional Fourier transform of the projection, p(x), in the direction
of the x-axis. Rotating f(x, y) by an angle θ simply rotates the Fourier transform,
F [f(x, y)], by the same angle θ and the above argument holds. The proof for higher
dimensions is easily generalised from the above formulation.
APPENDIX
B
SPATIAL COHERENCE
MEASUREMENT AT SPRING-8
BEAMLINE BL20XU
The SPring-8 BL20XU beamline is a hard X-ray microscopy and micro-tomography
imaging beamline used for applications including medical imaging. A schematic of
the BL20XU beamline is provided in Fig. B.1. The beamline was maintained in
vacuo from the monochromator to the entrance of the downstream hutch, a total
propagation distance of approximately 200 m.
Although the long source-sample propagation distance yielded an improved beam
coherence in accordance with the Van Cittert-Zernike theorem [10], it also had the
effect of exacerbating instability in the beam trajectory. This effect was particularly
noticeable at this beamline as the double crystal monochromator was cooled in a pool
of liquid nitrogen. Heat transfer from the monochromator caused the nitrogen pool
to boil, resulting in continual beam jitter. A measurable effect of the beam jitter was
to reduce the spatial coherence length over time. This may be explained by regarding
the effects of partial spatial coherence as equivalent to Gaussian uncertainty in the
beam position.
To produce a more regular beam intensity a spinning paper diffuser, positioned
upstream of the sample, was used to diffuse the X-rays. The diffuser had a spin
period much smaller than the data acquisition time. This scenario is well approx-
imated by incoherent averaging over an ensemble of spatially-random transverse
phase screens. The addition of many speckled interference fringe images over an
exposure yields a sum of fringes with reduced visibility.
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Figure B.1: SPring-8 BL20XU beamline schematic. The beamline features a 200 m prop-
agation distance between the monochromator and the experimental hutch. The beam
intensity was smoothed using a spinning paper diffuser. A 40 µm platinum aperture se-
lected out a central portion of the beam. A YDS apparatus containing a series of YDS
slits was used to measure the coherence characteristics of the illuminating wavefield.
The experiment was performed using X-rays at an energy of 9 keV. A central
region of the beam was selected using a 40 µm platinum pinhole aperture, positioned
approximately 37 mm upstream of the sample. The experimental geometry is shown
in Fig. B.1. The coherence characteristics were measured using a YDS apparatus
consisting of six YDS pairs with slit separations ranging from 6 µm to 16 µm, in
steps of 2 µm. The YDS apparatus was manufactured using a focused ion beam.
The slits were 1 µm wide, 50 µm high, and milled into an 8 µm thick layer of gold
deposited on a silicon nitride window. The slits were oriented parallel to the exit
slits of the monochromator and placed in the arrangement shown in Fig. B.1.
The data was collected on a 1340 × 1300 Hamamatsu phosphor coupled CCD
with 3.3 µm square pixels, placed approximately 7.1 m downstream of the YDS
apparatus. The fringe intensity patterns for each slit separation are shown in Fig.
B.2. The intensity peak at the centre of the interference patterns is due to 70%
[120] X-ray transmission through the 8 µm gold layer. The asymmetry in the two-
slit diffractions in Fig B.2 is due to a path length difference introduced by a small
rotational offset in the slit position.
The ideal two-slit fringe intensity distribution, I (x), recorded on a detector with
pixel width, δ, located at a distance, z, from the slits for light of wavelength, λ, with
wavelength spread, ∆λ, incident upon slits of width, α, and separation, β, is [10]
I (x) = A(x)I0
[
1 + µ12
(
sin
(
pi∆λ
λz
x
)
pi∆λ
λz
x
)(
sin
(
piδβ
λz
)
piδβ
λz
)
B (x)
]
, (B.1)
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Figure B.2: Young’s Double Slit data at SPring-8 beamline BL20XU. (a)-(f) show YDS
interference fringes for 6 µm to 16 µm slits in steps of 2 µm (shown in logscale).
where I0 is the central intensity of the light and µ12 is the degree of coherence (see
Eq. 2.46). The envelope function, A (x), and fringe interference function, B (x), are
A (x) =
[
sin
(
piα
λz
x
)
piα
λz
x
]2
,
and
B (x) = cos
(
2pi
λz
βx
)
.
The degree of coherence, µ12(x), is obtained by fitting the two-slit diffraction data
to the ideal distribution in Eq. B.1.
A least square regression fit was performed using Eq. B.1 for each slit separation
over the range 6 µm to 16 µm. The central peak was excluded from the data as
it is due to direct beam transmission rather than two-slit interference. The degree
of coherence for each slit separation was determined using the data on each side
of the central peak and averaging the results. The measured values differed by no
more than 5% for each slit separation. An example fit using the 16 µm slit data is
provided in Fig. B.3 (a). The resulting set of visibility measurements are provided
in the plot in Fig. B.3 (b).
The assumption that J(r1, r2) is of Gaussian form is supported by previous coher-
ence measurements at this beamline [130], using the same apparatus, in particular
when using a spinning paper diffuser. The horizontal coherence length, lx, may
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Figure B.3: Coherence characterisation at SPring-8 beamline BL20XU. (a) shows an exam-
ple fitting to Eq. B.1 for the 16 µm data. (b) shows a plot of the visibility of each dataset
against the slit separation. Assuming a Gaussian MOI this may be used to determine the
coherence length.
therefore be determined via the one-dimensional Gaussian coherence model
µ12(x) = exp
[
−x
2
l2x
]
, (B.2)
where µ12(x) is measured over a range of slit separations. A least squares regression
fit to the Gaussian coherence function in Eq. B.2 was performed using the visibility
measurements across the range of slit separations, yielding the horizontal coherence
length at the sample plane as lx = (18.6±1.7) µm, where the errors were determined
at the 95% confidence interval.
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