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Abstract
In this work, we study the existence of positive solutions in semilinear critical problems for
polyharmonic operators. Minimizing on some infinite-dimensional Finsler manifold, we prove the
existence result in some general domain under the appropriate assumptions. Alternatively, the con-
centration phenomenon occurs if minimizing method does not work. This permits us to search for the
instable solutions in higher level set by topological arguments in domains perforated with the small
holes.
 2004 Elsevier SAS. All rights reserved.
Résumé
Nous étudions l’existence des solutions positives d’un problème polyharmonique avec exposants
critiques. Nous considérons d’abord la minimisation de la fonctionnelle d’énergie sur une variété hil-
bertienne de dimension infinie. Nous prouvons l’existence des solutions minimisantes sous certaines
conditions. Dans le cas où le minima n’est pas atteint, un phénomène de concentration apparaît. Nous
appliquons ensuite des arguments topologiques pour chercher des points critiques instables dans des
domaines avec petits trous.
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1. IntroductionLet K ∈ N and Ω ⊂ RN (N  2K + 1) be a regular bounded domain in RN . We con-
sider the semilinear polyharmonic problem:
(−)Ku = |u|s−2u+ f (x,u) in Ω, (1)
u > 0 in Ω, (2)
u = (−)u = · · · = (−)K−1u = 0 on ∂Ω, (3)
where
s := 2N
N − 2K ,
denotes the critical Sobolev exponent and f (x,u) is a lower-order pertubation of us−1 in
the sense that limu→+∞ f (x,u)us−1 = 0 uniformly in x ∈ Ω . Eq. (1) is of variational type. Let:
HKθ (Ω) =
{
v ∈ HK(Ω) ∣∣ (−)iv = 0 on ∂Ω ∀0 i < [K + 1
2
]}
,
where [(K + 1)/2] = M + 1 if K = 2M + 1 is odd and [(K + 1)/2] = M + 1 when K =
2M + 2 is even. We endow the Hilbert space HKθ (Ω) with the scalar product:
(u, v)Ω =
{∫
Ω
((−)Mu)((−)Mv) if K = 2M,∫
Ω(∇(−)Mu)(∇(−)Mv) if K = 2M + 1,
(4)
and denote by ‖ · ‖K,2,Ω the corresponding norm. Thus solutions of (1) correspond to
critical points of the energy functional:
E(u) = 1
2
‖u‖2K,2,Ω −
1
s
∫
Ω
|u|s −
∫
Ω
F(x,u), (5)
where F(x,u) = ∫ u0 f (x, t)dt . Our motivation for the problem (1) to (3) comes from the
fact that it resembles some variational problems in geometry and physics where lack of
compactness occurs. For example, when K = 1, it arises from the famous Yamabe’s prob-
lem and when K = 2, it is similar to a conformally covariant operator studied by Paneitz.
For related problems, we infer [3,4,7,8,25,27,34] and the references therein.
When K = 1, Brezis and Nirenberg have studied the existence of positive solutions of
(1) to (3). In particular, when f (x,u)= λu, where λ ∈ R is a constant, they have discovered
the following remarkable phenomenon: the qualitative behavior of the set of solutions of
(1) to (3) is highly sensitive to N , the dimension of the space. To state their result precisely,
let us denote by λ1 > 0 the first eigenvalue of − in Ω . When K = 1, Brezis and Nirenberg
have shown that, in dimension N  4, there exists a positive solution of (1) to (3), if and
only if λ ∈ (0, λ1); while, in dimension N = 3 and when Ω = B1 is the unit ball, there
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exists a positive solution of (1) to (3), if and only if λ ∈ (λ1/4, λ1). Since the embedding
1 6H0 (Ω) ↪→ L (Ω) is not compact, the functional E does not satisfy the (P.-S.) condition.
But it satisfies the (P.-S.) condition at certain energy levels small than 1
N
SN/2(RN), where
S
(
R
N
) := inf
f∈H 10 (Ω)\{0}
‖∇f ‖2
L2
‖f ‖2
L2N/(N−2)
= inf
f∈H 10 (RN)\{0}
‖∇f ‖2
L2
‖f ‖2
L2N/(N−2)
,
is the best Sobolev constant for the embedding H 10 (Ω) ↪→ L2N/(N−2)(Ω). The energy of
critical points found by Brezis and Nirenberg is essentially small than 1
N
SN/2(RN). Later
on, many authors have considered the general polyharmonic problem (1) with K  1, under
the boundary conditions (3) or with homogeneous Dirichlet boundary conditions given by:
Dku = 0 on ∂Ω, for k = 0, . . . ,K − 1. (6)
Here the Dku denotes any derivative of order k of the function u. The energy of solutions
found by them is under certain energy level on which the (P.-S.) condition satisfies, see,
e.g., [6,10,11,16,17,23,26].
On the other hand, using a Pohozaev identity, it is well known that if Ω is star sharped,
there is no solution of the problem (see [7]):{−u = u(N+2)/(N−2) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
(7)
In this case, the concentration phenomenon occurs when we minimize the energy func-
tional E on the manifold {u ∈ H 10 (Ω) |
∫
Ω
|u|2N/(N−2) = 1}. This fact permits Coron in
[9] to find a critical point for a perforated domain with the small holes in the higher energy
level. Later on, Coron’s strategy is exploited again by Hadiji [18] for a pertubated problem.
Very recently, Coron’s strategy is exploited again by several people for polyharmonic prob-
lem, see, e.g., [5,13] (also [1]).
In this paper, we will study the existence of positive solutions for the polyharmonic
problem (1) to (3). As in [7], we will fill out the sufficient conditions to find positive
solutions for general domains. To illustrate our existence result, we give the following
simple case.
Theorem 1. Let Ω be a bounded regular domain. Assume f (x,u) = µuq for some µ> 0
and some q ∈ (p, s − 1), where p = 1 if N  4K and p = (6K −N)/(N − 2K) if
2K <N < 4K . Then, the problem (1) to (3) admits a nontrivial solution in Ω .
In the second part, when Brezis and Nirenberg’s strategy does not work, we will see
the concentration phenomenon occurs. So this fact leads us to search for positive solutions
in the higher energy level by Coron’s strategy. As a consequence, we will show the prob-
lem (1) to (3) admits always a nontrivial solution for perforated domains with the small
holes. For simplicity, we summarize our main result on the following simple example.
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Theorem 2. Assume f (x,u) = µuq for some µ > 0 and some q ∈ (1, s − 1). Let Ω be a
bounded annular domain satisfying
(A) ∃ε1 ∈ (0,1) and ε2 > 0 s.t. A(ε1,1) = {x ∈ RN | ε1 < |x| < 1} ⊂ Ω and B(0, ε2) =
{x ∈RN | |x|< ε2} ⊂ Ωc.
Then, there exists η > 0 such that if ε1 < η, the problem (1) to (3) admits a nontrivial
solution in Ω .
Our paper is organized as following. In Section 2, we study the existence of positive
solutions for general bounded domains. Section 3 is devoted to a concentration phenom-
enon. The existence result for perforated domains with the small holes is established in the
last section. In all this paper, C and C′ denote generic positive constants independent of u,
even their value could be changed from one line to another one.
2. Existence of positive solutions for general domains
In this section, we will search positive solutions for the problem (1) to (3) for general
domains. Our analysis is an adaptation of Brezis and Nirenberg’s paper [7].
We assume that
(H1) f (x,u) :Ω × [0,+∞) → [0,+∞) is measurable in x , continuous in u and that
supx∈Ω,0uM |f (x,u)|< ∞ for every M > 0.
Moreover, we assume that f (x,u) can be written as
(H2) f (x,u)= a(x)u+ g(x,u); with
(H3) a(x) ∈ L∞(Ω);
(H4) g(x,u) = o(u) as u → 0+ uniformly in x;
(H5) g(x,u) = o(us−1) as u → +∞ uniformly in x .
Furthermore, we suppose that the operator (−)K − a(x) has its least eigenvalue posi-
tive in HKθ (Ω), that is, ∃α > 0 such that
(H6) ‖u‖2K,2,Ω −
∫
Ω a(x)u
2  α‖u‖2K,2,Ω , ∀u ∈ HKθ (Ω).
From (H1) to (H5), it follows that
f (x,0)= 0 ∀x ∈ Ω and lim
u→+∞
f (x,u)
us−1
= 0 uniformly in x.
Hence, f is a lower-order pertubation of us−1. As we look for positives solutions, we
define f (x,u) = 0, ∀x ∈ Ω , ∀u 0. Set:
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F(x,u) =
u∫
f (x, t)dt ∀x ∈ Ω and u ∈R.0
We consider the following energy functional,
E1(u) = 12‖u‖
2
K,2,Ω −
1
s
∫
Ω
(u+)s −
∫
Ω
F(x,u), ∀u ∈ HKθ (Ω), (8)
where u+ = max(|u|,0) designates the positive part of u. Clearly, E1 is a C1 functional
on the Hilbert space HKθ (Ω). Moreover, critical points of E1 satisfy the following Euler–
Lagrange equation: {
(−)Ku = (u+)s−1 + f (x,u) in Ω,
u = (−)u= · · · = (−)K−1u = 0 on ∂Ω. (9)
Indeed, (9) is equivalent to the problem (1)–(3). To handle this, solutions of (9) verify
(−)Ku  0 in Ω . Using successively the Maximum principle, we obtain u  0 in Ω .
Hence, they are solutions of (1)–(3). The converse is trivial. Thus, to solve the prob-
lem (1)–(3), it is sufficient to search critical points of functional E1. We define by:
SK,θ (Ω) := inf
v∈HKθ (Ω)\{0}
‖v‖2K,2,Ω
‖v‖2Ls(Ω)
,
the best constant for the embedding HKθ (Ω) ↪→ Ls(Ω). In [14] (see also [12,30,31,33]),
we prove that SK,θ (Ω) is independent of Ω and
SK,θ (Ω)= SK
(
R
N
) := inf
v∈HK(RN)\{0}
‖v‖2
K,2,RN
‖v‖2
Ls(RN)
.
We will study the (P.-S.) condition below the level K
N
(SK(R
N))N/(2K) and prove the fol-
lowing result:
Theorem 3. Assume (H1) to (H5). Let (un) be a (P.-S.) sequence in HKθ (Ω) for E1 such
that
E1(un) → c and dE1(un) → 0 in
(
HKθ (Ω)
)∗
. (10)
If c < K
N
(SK(R
N))N/(2K), the problem (9) admits a nontrivial solution.
Proof. From hypotheses, we have:
1
2
‖un‖2K,2,Ω −
1
s
‖u+n ‖sLs(Ω) −
∫
Ω
F(x,u+n ) = c + o(1), (11)
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and(−)Kun = (u+n )s−1 + f (x,u+n )+ ηn, (12)
with ηn → 0 in (HKθ (Ω))∗. Multiplying (12) by un, we get:
‖un‖2K,2,Ω − ‖u+n ‖sLs(Ω) −
∫
Ω
f (x,u+n )un = ηn(un) (13)
which in turn in (11) implies,
K
N
‖u+n ‖sLs (Ω) =
∫
Ω
(
F(x,u+n ) −
1
2
f (x,u+n )u+n
)
+ c − 1
2
ηn(un)+ o(1). (14)
From (H1) to (H5), it is clear that ∀ε > 0, there exists C > 0 such that
0 f (x,u) εus−1 +C, ∀u 0 and for a.e. x ∈ Ω. (15)
Thus,
0 F(x,u) εu
s
s
+Cu 2εu
s
s
+C′, ∀u 0 and for a.e. x ∈ Ω. (16)
Combining (14) to (16), we deduce that
K
N
‖u+n ‖sLs(Ω) 
∫
Ω
F(x,u+n )+ c + ‖ηn‖(HKθ (Ω))∗‖un‖K,2,Ω + o(1)
 2ε
s
‖u+n ‖sLs(Ω) +C +C′‖un‖K,2,Ω. (17)
Choosing ε <K/(N − 2K), we obtain:
‖u+n ‖sLs(Ω)  C +C′‖un‖K,2,Ω. (18)
Together with (11) and (16), we deduce (‖un‖K,2,Ω) is bounded. Without loss of general-
ity, we assume:
un ⇀ u weakly in HKθ (Ω),
un ⇀ u weakly in Ls(Ω),
un → u strongly in Lq(Ω) for any q < s,
un → u a.e. on Ω,
(19)
so that
(u+n )s−1 ⇀(u+)s−1 weakly in Ls/(s−1)(Ω). (20)
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We claim thatf (x,u+n ) → f (x,u+) strongly in Ls/(s−1)(Ω). (21)
For this purpose, ∀M > 0, we set:
fM(x,u) =
{
f (x,u), if uM,
0, if u >M. (22)
From (H1) to (H5), it follows that ∀ε > 0, there exists M > 0 such that∣∣fM(x,u)− f (x,u)∣∣ εus−1, for a.e. x ∈ Ω and ∀u 0. (23)
Therefore, we have:∥∥f (x,u+n )− f (x,u+)∥∥Ls/(s−1)

∥∥f (x,u+n ) − fM(x,u+n )∥∥Ls/(s−1) + ∥∥fM(x,u+n )− fM(x,u+)∥∥Ls/(s−1)
+ ∥∥fM(x,u+)− f (x,u+)∥∥Ls/(s−1)
 ε
∥∥(u+n )s−1∥∥Ls/(s−1) + ε∥∥(u+)s−1∥∥Ls/(s−1) + ∥∥fM(x,u+n ) − fM(x,u+)∥∥Ls/(s−1)
= ε‖u+n ‖s−1Ls + ε‖u+‖s−1Ls +
∥∥fM(x,u+n )− fM(x,u+)∥∥Ls/(s−1) . (24)
Using Lesbegue’s theorem, we infer that ∀α > 0,∥∥fM(x,u+n )− fM(x,u+)∥∥Lα → 0. (25)
Letting n → +∞ in (24), we obtain:
lim sup
n→+∞
∥∥f (x,u+n ) − f (x,u+)∥∥Ls/(s−1)  2εC. (26)
Hence, the claim (21) is proved. Similarly, we have:
lim
n→+∞F(x,u
+
n ) = F(x,u+) in L1(Ω). (27)
Combining (12), (19)–(21) and letting n → +∞, we conclude u is a solution of (9). Sup-
pose u ≡ 0. From (11) and (13),
1
2
‖un‖2K,2,Ω −
1
s
‖u+n ‖sLs (Ω) = c + o(1), (28)
‖un‖2K,2,Ω − ‖u+n ‖sLs(Ω) = o(1), (29)
so that
‖un‖2K,2,Ω =
N
K
c + o(1), ‖u+n ‖sLs (Ω) =
N
K
c + o(1).
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On the other hand,‖u+n ‖sLs(Ω)  ‖un‖sLs(Ω) 
(
SK
(
R
N
))−s/2‖un‖sK,2,Ω,
which implies
c K
N
(
SK
(
R
N
))N/(2K)
.
This contradiction yields the desired result. 
Remark 0. If we assume,
F(x,u) 1
2
f (x,u)u+ K
N
us, ∀u 0 and for a.e. x ∈ Ω, (30)
then E1 satisfies the (P.-S.)c condition for any c < KN (SK(RN))N/(2K), i.e., let (un) be a
(P.-S.) sequence in HKθ (Ω) for E1 such that
E1(un) → c and dE1(un) → 0 in
(
HKθ (Ω)
)∗
. (31)
Then, (un) is precompact in HKθ (Ω). To handle this, we see from (19) that
‖un‖2K,2,Ω = ‖un − u‖2K,2,Ω + ‖u‖2K,2,Ω + o(1), (32)
‖u+n ‖sLs(Ω) = ‖u+‖sLs (Ω) +
∥∥(un − u)+∥∥sLs(Ω) + o(1), (33)
which in turn to (11) and (13) imply:
E1(un) = 12‖un − u‖
2
K,2,Ω −
1
s
∥∥(un − u)+∥∥sLs(Ω) +E1(u)+ o(1), (34)
‖un − u‖2K,2,Ω −
∥∥(un − u)+∥∥sLs(Ω) = −‖u‖2K,2,Ω + ‖u+‖sLs (Ω) + ∫
Ω
f (x,u+)u+ o(1).
(35)
As u is a solution of (9), we have:
‖u‖2K,2,Ω = ‖u+‖sLs (Ω) +
∫
Ω
f (x,u+)u.
Consequently,
‖un − u‖2K,2,Ω =
∥∥(un − u)+∥∥sLs(Ω) + o(1) ( 1SK(RN)‖un − u‖2K,2,Ω
)s/2
+ o(1),
(36)
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and1
2
‖un − u‖2K,2,Ω −
1
s
∥∥(un − u)+∥∥sLs(Ω) = KN ‖un − u‖2K,2,Ω + o(1). (37)
We claim that
lim
n→∞‖un − u‖K,2,Ω = 0.
Otherwise, modulo a subsequence, we infer from (36) and (37),
1
2
‖un − u‖2K,2,Ω −
1
s
∥∥(un − u)+∥∥sLs(Ω)  KN (SK(RN ))N/(2K) + o(1). (38)
Together with (34), there holds:
E1(u) c − K
N
(
SK
(
R
N
))N/(2K) + o(1). (39)
On the other hand, we have:
E1(u) = 12‖u‖
2
K,2,Ω −
1
s
‖u+‖sLs(Ω) −
∫
Ω
F(x,u+)
=
∫
Ω
[
K
N
(u+)s + 1
2
f (x,u+)u+ − F(x,u+)
]
.
By the assumption (30), we deduce,
E1(u) 0,
which contradicts (39). Finally, we prove the claim.
As a consequence of Theorem 1, we can prove the following existence result.
Theorem 4. Assume (H1) to (H6) and that there exists some v ∈ HKθ (Ω) \ {0} such that
sup
t0
E1(tv) <
K
N
(
SK
(
R
N
))N/(2K)
. (40)
Then, the problem (1) to (3) admits a nontrivial solution.
Proof. First, we remark v+ = 0 in Ls(Ω). Otherwise,
sup
t0
E1(tv) = sup
t0
1
2
‖tv‖2K,2,Ω = +∞.
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It follows from (H1) to (H6) that there exists C > 0 such that0 f (x,u)Cus−1 + a(x)u+ α
2
λK1 u, ∀u 0 and for a.e. x ∈ Ω,
so that
0 F(x,u) Cu
s
s
+ a(x)u
2
2
+ α
4
λK1 u
2, ∀u 0 and for a.e. x ∈ Ω,
where λ1 is the first eigenvalue of − in Ω . Therefore, we deduce ∀w ∈ HKθ (Ω),
E1(w)
1
2
‖w‖2K,2,Ω −
1
2
∫
Ω
a(x)w2 − α
4
λK1 ‖w‖2L2(Ω) −C‖w‖sLs (Ω)
 α
4
‖w‖2K,2,Ω −C‖w‖sLs (Ω)
 α
4
‖w‖2K,2,Ω −C′‖w‖sK,2,Ω ,
which implies for some ρ > 0,
E1(w) >
αρ2
8
, provided ‖w‖K,2,Ω = ρ. (41)
On the other hand, it is clear that ∀t  0,
E1(tv) = t
2
2
‖v‖2K,2,Ω −
ts
s
∫
Ω
(v+)s −
∫
Ω
F(x, tv)
 t
2
2
‖v‖2K,2,Ω −
ts
s
∫
Ω
(v+)s. (42)
Thus, we can choose t0 ∈ R+ such that E1(t0v) < 0 and ‖t0v‖K,2,Ω > ρ since s > 2. Set:
κ := inf
h∈P
sup
0t1
E1(h(t)),
where P = {h ∈ C0([0,1];HKθ (Ω)) | h(0) = 0 and h(1) = t0v}. In view of (40), κ <
K
N
(SK(R
N))N/(2K). Thanks to a result of Ambrosetti and Rabinowitz [2] (see also [7]),
there is a (P.-S.) sequence (un) in HKθ (Ω) such that
E1(un) → κ and dE1(un) → 0 in (HKθ (Ω))∗. (43)
Applying Theorem 1, we prove the existence result. 
Here, we will give some sufficient condition for which (40) holds.
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Proposition 1. Assume (H1) to (H6) and that there exists some function f (u) and some
nonempty open set Ω0 ⊂ Ω such that
f (x,u) f (u), ∀u 0 and for a.e. x ∈ Ω0, (44)
and
lim
ε→0+
ε2K
1/ε∫
0
F
[(
ε−1
1 + s2
)(N−2K)/2]
sN−1 ds = +∞, (45)
where F(u) = ∫ u0 f (t)dt is the primitive of f . Then the condition (40) satisfies.
Proof. Suppose B(x0,R) ⊂ Ω0 for some x0 ∈ Ω and R > 0. We consider ∀ε ∈ (0,µ) for
some small µ > 0 the function,
uε(x) := CN,K ε
(N−2K)/2
(ε2 + |x − x0|2)(N−2K)/2 ,
where the constant CN,K independent of ε is chosen so that ‖uε‖Ls(RN) = 1. Let
ξ ∈ C∞0 (B(x0,R)) be fixed cut-off function satisfying 0 ξ  1 and ξ ≡ 1 on B(x0,R/2).
Putting wε := ξuε ∈ C∞0 (Ω) as in [7] and [16], we obtain:
‖wε‖sLs(Ω) = 1 + O
(
εN
)
and ‖wε‖2K,2,Ω = SK
(
R
N
)+ O(εN−2K) as ε → 0. (46)
In view of (42) and (46), we can choose t0 > 0 such that ∀ε ∈ (0,µ), ∀t > t0, we have:
E1(twε) 0.
Using (41), for each fixed ε ∈ (0,µ), there exists tε ∈ (0, t0) such that E1(tεwε) =
supt0 E1(twε), since h(t) = E1(twε) is continuous. We take a sequence εn → 0 such
that tn := tεn → t˜ > 0 and denote wn = wεn . We claim that
sup
t0
E1(twn0) <
K
N
(
SK
(
R
N
))N/(2K) for some n0 ∈N∗. (47)
Otherwise, we have:
K
N
(
SK
(
R
N
))N/(2K) E1(tnwn) t2n2 ‖wn‖2K,2,Ω − tsns ‖wn‖sLs (Ω)
= t
2
n
2
SK
(
R
N
)− tsn
s
+ o(1)= t˜
2
2
SK
(
R
N
)− t˜ s
s
+ o(1).
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On the other hand, it is clear thatsup
t0
(
t2
2
SK
(
R
N
)− ts
s
)
= K
N
(
SK
(
R
N
))N/(2K)
and ∀t ∈ (0, (SK(RN))(N−2K)/(4K)) ∪ ((SK(RN))(N−2K)/(4K),+∞),
t2
2
SK
(
R
N
)− ts
s
<
K
N
(
SK
(
R
N
))N/(2K)
.
Hence
lim
n→+∞ tn = t˜ =
(
SK
(
R
N
))(N−2K)/(4K)
. (48)
Together with (46), we obtain:
t2n
2
‖wn‖2K,2,Ω −
tsn
s
‖wn‖sLs(Ω) =
K
N
(
SK
(
R
N
))N/(2K) + O(εN−2Kn ), (49)
which implies:
E1(tnwn)
K
N
(
SK
(
R
N
))N/(2K) − ∫
B(x0,R/2)
F (tnwn)+ O
(
εN−2Kn
)
= K
N
(
SK
(
R
N
))N/(2K) − ∫
|x|<R/2
F
(
tnCN,Kε
(N−2K)/2
n
(ε2n + |x|2)(N−2K)/2
)
+ O(εN−2Kn ). (50)
We notice that
lim
n→∞
1
εN−2Kn
∫
|x|<R/2
F
(
tnCN,Kε
(N−2K)/2
n
(ε2n + |x|2)(N−2K)/2
)
dx = +∞. (51)
Indeed, we have:
1
εN−2Kn
∫
|x|<R/2
F
(
tnCN,Kε
(N−2K)/2
n
(ε2n + |x|2)(N−2K)/2
)
dx
= ωN−1
εN−2Kn
R/2∫
0
F
(
tnCN,Kε
(N−2K)/2
n
(ε2n + r2)(N−2K)/2
)
rN−1 dr
= ωN−1A2Kn ε′n2K
R/2Anε′n∫
0
F
((
ε′n
−1
1 + r2
)(N−2K)/2)
rN−1 dr,
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where ωN−1 is the volume of SN−1, An = (tnCN,K)2/(N−2K) and ε′n = εn/An. Fix any
0 <C1 <C2, we consider:
Zn = ε′n2K
C2/ε
′
n∫
C1/ε′n
F
((
ε′n
−1
1 + r2
)(N−2K)/2)
rN−1 dr  Cε′n
2K−N
F
(
Cε′n
(N−2K)/2)
.
Thus (Zn) is bounded since from (H1) to (H6) F(t)/t2 is bounded as t → 0. Hence, we
prove (51) and in turn (50) we infer:
E1(tnwn) <
K
N
(
SK
(
R
N
))N/(2K) for sufficiently large n. (52)
As in [7], a direct calculation shows (45) holds under one of the following hypotheses:
(i) when N > 4K, ∃α,β,µ ∈ (0,+∞) s.t. f (x,u)µ,
for a.e. x ∈ Ω0 and ∀u ∈ (α,β);
(ii) when N = 4K, ∃µ,A ∈ (0,+∞) s.t.
either f (x,u) µu, for a.e. x ∈ Ω0 and ∀u ∈ [0,A]
or f (x,u) µu, for a.e. x ∈ Ω0 and ∀u ∈ [A,+∞);
(iii) when 2K <N < 4K, lim
u→+∞
f (x,u)u
u4K/(N−2K)
= +∞, uniformly in x ∈ Ω0.
(53)
As a consequence, we obtain the following corollary:
Corollary 1. Under assumptions (H1) to (H6) and (53), Eqs. (1) to (3) admits a nontrivial
solution.
3. Concentration phenomenon
In this section, we will analyze the minimax value:
κ1 := inf
v∈HKθ (Ω)\{0}
sup
t0
E1(tv). (54)
We show κ1  KN (SK(RN))N/(2K). If κ1 <
K
N
(SK(R
N))N/(2K), thanks to Theorem 3, we
can find a nontrivial solution to the problem (1) to (3). If κ1 = KN (SK(RN))N/(2K), two
cases are possible:
(i) either there exists some v ∈ HKθ (Ω) satisfying,
sup
t0
E1(tv) = κ1,
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(ii) or for each v ∈ HKθ (Ω),sup
t0
E1(tv) > κ1.
In the first matter, we can find a nontrivial solution t0v to the problem (1) to (3) for some
suitable t0 > 0; in the latter one, the concentration phenomenon occurs. First, we prove
some technical lemmas.
Lemma 1. Under assumptions (H1) to (H6), we have:
κ1 
K
N
(
SK
(
R
N
))N/(2K)
. (55)
Proof. Obviously, it follows from (42) that ∀v ∈ HKθ (Ω) \ {0},
sup
t0
E1(tv) sup
t0
(
t2
2
‖v‖2K,2,Ω −
ts
s
‖v‖sLs (Ω)
)
= K
N
(‖v‖2K,2,Ω
‖v‖2Ls(Ω)
)N/(2K)
,
so that (see [15])
κ1  inf
v∈HKθ (Ω)\{0}
K
N
(‖v‖2K,2,Ω
‖v‖2Ls(Ω)
)N/(2K)
= K
N
(
SK
(
R
N
))N/(2K)
. 
Lemma 2. Let M = {v ∈ HKθ (Ω) \ {0} | ‖v‖2K,2,Ω = ‖v+‖sLs (Ω) +
∫
Ω
f (x, v+)v}. Sup-
pose (H1) to (H6) are satisfied. Moreover, assume:
(H7) ∂f
∂u
(x,u) is continuous on Ω ×R+;
(H8) | ∂f
∂u
(x,u)| Cus−2, ∀u > 0 uniformly in x ∈ Ω;
(H9) f1(x,u)= f (x,u)u is nondecreasing in u > 0 for a.e. x ∈ Ω .
ThenM is a complete C1 Finsler manifold. Furthermore, suppose:
(H10) ∂2f
∂u2
(x,u) is continuous on Ω ×R+;
(H11) | ∂2
∂u2
(f (x,u)u)| Cus−2, ∀u > 0 uniformly in x ∈ Ω .
ThenM is a complete C1,1 Finsler manifold.
Proof. We define:
F˜ :HKθ (Ω) →R, v → ‖v‖2K,2,Ω − ‖v+‖sLs(Ω) −
∫
Ω
f (x, v+)v.
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Clearly, F˜ is continuous on HKθ (Ω). We claim that M is a closed subset in HKθ (Ω).
KIndeed, let (vn) ⊂M be a sequence inM such that vn → v in Hθ (Ω). As F˜ is continu-
ous, we get:
‖v‖2K,2,Ω − ‖v+‖sLs(Ω) −
∫
Ω
f (x, v+)v = 0.
On the other hand, it follows from (H1) to (H6) that for some sufficiently small ε > 0,
‖vn‖2K,2,Ω = ‖v+n ‖sLs (Ω) +
∫
Ω
f (x, v+n )vn
= ‖v+n ‖sLs (Ω) +
∫
Ω
a(x)(v+n )2 +
∫
Ω
g(x, v+n )vn
 ‖v+n ‖sLs (Ω) +
∫
Ω
a(x)v2n +
∫
Ω
(
εv+n +C(v+n )s−1
)
v+n
 C‖v+n ‖sLs(Ω) +
∫
Ω
(
a(x)+ ε)v2n
 C‖vn‖sK,2,Ω +
∫
Ω
(
a(x)+ ε)v2n,
which implies from (H6)
‖vn‖2K,2,Ω  C‖vn‖sK,2,Ω. (56)
Hence, we deduce that
‖vn‖2K,2,Ω  C > 0 (57)
so that
‖v‖2K,2,Ω = limn→+∞‖vn‖
2
K,2,Ω  C > 0. (58)
Thus, the claim yields. To prove M is a complete C1 Finsler manifold, it is suf-
ficient to show ∀v ∈ M, dF˜ (v) is surjective and its kernel splits (see [20]). Set
G(x,u)= f (x,u+)u+. Obviously, G is C1 on Ω ×R and∣∣∣∣∂G∂u (x,u)
∣∣∣∣ C(u+)s−1, uniformly in x ∈ Ω and ∀u ∈ R. (59)
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Therefore, F˜ is C1 anddF˜ (v)(w) = 2(v,w)Ω − s
∫
Ω
(v+)s−1w −
∫
Ω
∂G
∂u
(x, v)w. (60)
Using the Riesz representation theorem, there exists v1 ∈ HKθ (Ω) such that
s
∫
Ω
(v+)s−1w +
∫
Ω
∂G
∂u
(x, v)w = (v1,w)Ω, ∀w ∈ HKθ (Ω) (61)
which in turn in (60) implies
dF˜ (v)(w) = (2v − v1,w)Ω, ∀w ∈ HKθ (Ω). (62)
In particular,
dF˜ (v)(v) = 2F˜ (v) − (s − 2)
∫
Ω
(v+)s −
∫
Ω
(
∂G
∂u
(x, v) − 2f (x, v+)
)
v+
= −(s − 2)
∫
Ω
(v+)s −
∫
Ω
(
∂f
∂u
(x, v+)v+ − f (x, v+)
)
v+
= −(s − 2)
∫
Ω
(v+)s −
∫
Ω
∂f1
∂u
(x, v+)(v+)3
−(s − 2)
∫
Ω
(v+)s < 0, (63)
since ∂f1
∂u
(x,u)  0 for all (x,u) ∈ Ω × R+ and v+ = 0 in Ls(Ω). Combining (62)
and (63), we deduce 2v − v1 = 0. Thus, dF˜ (v) is surjective. Moreover, its kernel is the
orthogonal complement of the close subspace generated by 2v − v1 and hence splits.
Finally,M is a complete C1 Finsler manifold. Furthermore,M is a complete C1,1 Finsler
manifold provided (H10) and (H11) are satisfied. 
Lemma 3. Under the assumptions (H1) to (H6) and (H9), let v ∈ HKθ (Ω) satisfying
v+ = 0. Then, there exists an unique t0 > 0 such that
M∩ {tv | t > 0} = {t0v} (64)
and
E1(t0v) = sup
t0
E1(tv). (65)
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Moreover, if v ∈ HKθ (Ω) satisfying v+ = 0, thensup
t0
E1(tv) = +∞. (66)
Proof. For any given v ∈ HKθ (Ω) satisfying v+ = 0, we set g(t) = E1(tv) and we have:
g′(t) = t‖v‖2K,2,Ω − ts−1‖v+‖sLs(Ω) −
∫
Ω
f (x, tv+)v. (67)
As in the proof of Theorem 4, we see that
lim
t→+∞g(t) = −∞ and supt0 g(t) > 0. (68)
Thus, there exists some t0 ∈ (0,+∞) s.t. g(t0) = supt0 g(t) since g is continuous on
[0,+∞). Hence, g′(t0) = 0, that is,
‖v‖2K,2,Ω − ts−20 ‖v+‖sLs (Ω) −
∫
Ω
f (x, t0v+)v
t0
= 0. (69)
For any t ∈ (0, t0), we have:
g′(t)
t
= ‖v‖2K,2,Ω − ts−2‖v+‖sLs (Ω) −
∫
Ω
f (x, tv+)v
t
= (ts−20 − ts−2)‖v+‖sLs(Ω) +
∫
Ω
(
f (x, t0v+)
t0
− f (x, tv
+)
t
)
v(x). (70)
It follows from (H9) that(
f (x, t0v+)
t0
− f (x, tv
+)
t
)
v(x) 0, a.e. x ∈ Ω, (71)
so that
g′(t) > 0, ∀t ∈ (0, t0). (72)
Similarly, for any t ∈ (t0,+∞), we get:
g′(t)
t
= (ts−20 − ts−2)‖v+‖sLs (Ω) + ∫
Ω
(
f (x, t0v+)
t0
− f (x, tv
+)
t
)
v(x) < 0. (73)
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Therefore, t0 is the unique maximum point of g(t). From (69), there holds:‖t0v‖2K,2,Ω −
∥∥(t0v)+∥∥sLs(Ω) − ∫
Ω
f
(
x, (t0v)
+)(t0v) = 0, (74)
which means
t0v ∈M∩ {tv | t > 0}. (75)
Conversely, if t0v ∈M, combining (70) to (73), we infer t0 is a maximum point of g(t).
Thus, the uniqueness of t0 yields. The second part is evident since E1(tv) = t2‖v‖2K,2,Ω in
this case. 
Now we discuss the case where κ1 = KN (SK(RN))N/(2K). Our first result is the follow-
ing:
Theorem 5. Under the hypothesis (H1) to (H9), assume that
κ1 = K
N
(
SK
(
R
N
))N/(2K)
, (76)
and
there exists some u ∈M s.t. E1(u) = κ1. (77)
Then u is a solution for the problem (1) to (3).
Proof. Clearly,
E1(u) = inf
v∈M
E1(v) = inf
v∈HKθ (Ω)\{0}
sup
t0
E1(tv). (78)
Thus, there exists some λ ∈ R such that
dE1(u)(v) = λdF˜ (u)(v), ∀v ∈ HKθ (Ω). (79)
In particular, taking v = u, we obtain:
‖u‖2K,2,Ω − ‖u+‖sLs (Ω) −
∫
Ω
f (x,u+)u = λdF˜ (u)(u). (80)
Consequently,
λdF˜ (u)(u) = 0,
since u ∈M. Using (63), we deduce λ = 0 and the desired result follows. 
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Remark 1. If K = 1, f (x,u) = λu and Ω is a ball, Brezis and Nirenberg [7] showed the
case in Theorem 5 does not occur.
In the following, we will analyze the other case. Setting:
FK(v) :=
{
((−)Mv)2 if K = 2M is even,
|∇(−)Mv|2 if K = 2M + 1 is odd,
we will prove a concentration result.
Theorem 6. Suppose the assumptions (H1) to (H9) are satisfied. Moreover, assume (76)
and
E1(v) > κ1, ∀v ∈M. (81)
Let (un) ⊂M be a minimizing sequence for E1, that is,
lim
n→∞E1(un) = κ1. (82)
Then there exists x0 ∈ Ω such that
µn := ζΩFK(un)dx ⇀ SK
(
R
N
)
δx0 weakly inM
(
R
N
)
,
and
νn := ζΩ |un|s dx ⇀ SK
(
R
N
)
δx0 weakly inM
(
R
N
)
,
whereM(RN) denotes the space of non-negative Radon measures on RN with finite mass,
δx0 denotes Dirac measure concentrated at x0 with mass equal to 1 and ζΩ designates the
indicatrix function of the set Ω .
Proof. It is clear that
‖un‖2K,2,Ω − ‖u+n ‖sLs (Ω) −
∫
Ω
f (x,u+n )un = 0, (83)
1
2
‖un‖2K,2,Ω −
1
s
‖u+n ‖sLs(Ω) −
∫
Ω
F(x,u+n ) =
K
N
(
SK
(
R
N
))N/(2K) + o(1), (84)
so that
K
N
‖u+n ‖sLs(Ω) +
∫
Ω
(
f (x,u+n )un
2
− F(x,u+n )
)
= K
N
(
SK
(
R
N
))N/(2K) + o(1). (85)
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From (H9), for any fixed x ∈ Ω and ∀u 0, we have:F(x,u)=
u∫
0
f (x, t)dt 
u∫
0
tf (x,u)
u
dt = 1
2
f (x,u)u, (86)
which in turn (85) implies
‖u+n ‖sLs (Ω) 
(
SK
(
R
N
))N/(2K) + o(1). (87)
We infer from (16) that ∫
Ω
F(x,u+n )
2ε
s
‖u+n ‖sLs (Ω) +C. (88)
Together with (84) and (87),
‖un‖2K,2,Ω =
2
s
‖u+n ‖sLs(Ω) + 2
∫
Ω
F(x,u+n )+
2K
N
(
SK
(
R
N
))N/(2K) + o(1)
 2(1 + 2ε)
s
‖u+n ‖sLs(Ω) +C +
2K
N
(
SK
(
R
N
))N/(2K) + o(1)
 C, (89)
that is, (un) is bounded in HKθ (Ω). Extracting a subsequence, there exists some
u ∈ HKθ (Ω) s.t.
un ⇀ u weakly in HKθ (Ω),
un ⇀ u weakly in Ls(Ω) and a.e. on Ω.
(90)
Setting vn = un − u, we have:
‖un‖2K,2,Ω = ‖vn‖2K,2,Ω + ‖u‖2K,2,Ω + o(1), (91)
‖u+n ‖sLs (Ω) = ‖u+‖sLs(Ω) +
∥∥(vn)+∥∥sLs(Ω) + o(1). (92)
First, we claim either u = 0 or u+ = 0. Otherwise, we suppose that u = 0 and u+ = 0. As
in Theorem 3, we deduce:∫
Ω
f (x,u+n )un = o(1) and
∫
Ω
F(x,u+n ) = o(1). (93)
Combining (83), (84) and (93), we have:
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‖un‖2K,2,Ω − ‖u+n ‖sLs(Ω) = o(1), (94)
1
2
‖un‖2K,2,Ω −
1
s
‖u+n ‖sLs (Ω) =
K
N
(
SK
(
R
N
))N/(2K) + o(1), (95)
so that
‖u+n ‖sLs (Ω) =
(
SK
(
R
N
))N/(2K) + o(1) and ‖u+n ‖2K,2,Ω = (SK (RN ))N/(2K) + o(1).
(96)
Thus,
‖un‖2K,2,Ω
‖un‖2Ls(Ω)

‖un‖2K,2,Ω
‖u+n ‖2Ls(Ω)
= SK
(
R
N
)+ o(1).
On the other hand,
‖un‖2K,2,Ω
‖un‖2Ls(Ω)
 SK
(
R
N
)
,
which implies
lim
n→∞
‖un‖2K,2,Ω
‖un‖2Ls(Ω)
= SK
(
R
N
)
. (97)
Therefore, we have u = 0 (cf. [15]) and this contradiction gives the desired claim. Sec-
ondly, we prove u = 0. If not, we have u+ = 0. Now we consider F˜ (u) and suppose:
F˜ (u) 0. (98)
Applying Lemma 3, there exists r ∈ (0,1] s.t. F˜ (ru) = 0. Setting u˜n = run = rvn + ru,
we obtain by Lemma 3
E1(u˜n)E1(un) =
(
SK
(
R
N
))N/(2K) + o(1).
Denoting E∞(v) = 12‖v‖2K,2,Ω − 1s ‖v+‖sLs (Ω), we see that
E1(u˜n) = E∞(rvn)+E1(ru).
As E1(ru) > (SK(RN))N/(2K), we infer:
E∞(rvn) < 0 for sufficiently large n,
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that is,1
2
‖rvn‖2K,2,Ω <
1
s
‖rv+n ‖sLs(Ω). (99)
Consequently,
‖rv+n ‖sLs(Ω) >
s
2
‖rvn‖2K,2,Ω 
s
2
SK
(
R
N
)‖rv+n ‖2Ls(Ω), (100)
which gives for sufficiently large n,
‖v+n ‖sLs(Ω) =
1
rs
‖rv+n ‖sLs(Ω) 
1
rs
(
s
2
SK
(
R
N
))N/(2K)
> SK
(
R
N
)N/(2K)
. (101)
On the other hand, it follows from (87) and (92):
‖v+n ‖sLs(Ω) = ‖u+n ‖sLs(Ω) − ‖u+‖sLs (Ω) + o(1) SK
(
R
N
)N/(2K) − ‖u+‖sLs(Ω) + o(1),
(102)
which contradicts (101). Thus, (98) is impossible. Now suppose
F˜ (u) > 0. (103)
Combining (83), (84), (91) and (92), we obtain:
‖un‖2K,2,Ω = SK
(
R
N
)N/(2K) + N
K
∫
Ω
F(x,u+n )+
(
1 − N
2K
)∫
Ω
f (x,u+n )un + o(1)
= SK
(
R
N
)N/(2K) + N
K
∫
Ω
F(x,u+)+
(
1 − N
2K
)∫
Ω
f (x,u+)u+ o(1),
(104)
‖u+n ‖sLs (Ω) = SK
(
R
N
)N/(2K) + N
K
∫
Ω
(
F(x,u+n )−
1
2
f (x,u+n )un
)
+ o(1)
= SK
(
R
N
)N/(2K) + N
K
∫
Ω
(
F(x,u+)− 1
2
f (x,u+)u
)
+ o(1), (105)
so that
‖v+n ‖2K,2,Ω = SK
(
R
N
)N/(2K) + N
K
∫
Ω
F(x,u+)+
(
1 − N
2K
)∫
Ω
f (x,u+)u− ‖u‖2K,2,Ω
+ o(1), (106)
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‖v+n ‖sLs(Ω) = SK
(
R
N
)N/(2K) + N
K
∫ (
F(x,u+)− 1
2
f (x,u+)u
)
− ‖u‖sLs(Ω) + o(1).Ω
(107)
Together with (103), we have for sufficiently large n,
‖v+n ‖sLs(Ω) > ‖v+n ‖2K,2,Ω  SK
(
R
N
)‖v+n ‖2Ls(Ω),
that is,
‖v+n ‖sLs(Ω) > SK
(
R
N
)N/(2K)
. (108)
This contradicts also (102). Finally, we conclude u = 0. Thus, we find again (97) as before.
The rest of proof is just a consequence of concentration compactness principle (for details
cf. [15]). 
Remark 2. Under the assumptions (H1) to (H9), assume:
c := inf
v∈M
E1(v) <
K
N
SK
(
R
N
)N/(2K)
. (109)
Let (un) ⊂M be a minimizing sequence for E1. Then (un) is precompact. And we can
minimize the energy functional E1 onM. Indeed,
‖un‖2K,2,Ω − ‖u+n ‖sLs (Ω) −
∫
Ω
f (x,u+n )un = 0, (110)
1
2
‖un‖2K,2,Ω −
1
s
‖u+n ‖sLs(Ω) −
∫
Ω
F(x,u+n ) = c + o(1). (111)
Arguing as in Theorem 6, (un) is bounded in HKθ (Ω) and thus (90) holds. First, we remark
u+ = 0. Otherwise, we can obtain:
‖u+n ‖sLs(Ω) =
N
K
c + o(1) and ‖un‖2K,2,Ω =
N
K
c + o(1),
which yields:
‖un‖2K,2,Ω
‖un‖2Ls(Ω)

‖un‖2K,2,Ω
‖u+n ‖2Ls(Ω)
=
(
N
K
c
)(s−2)/s
+ o(1) < SK
(
R
N
)
for sufficiently large n.
This contradiction gives u+ = 0. Hence, three possibilities occur:
(i) F˜ (u) < 0;
(ii) F˜ (u) > 0;
(iii) F˜ (u) = 0.
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In the case (i), we can find there exists r ∈ (0,1] s.t. F˜ (ru) = 0. Setting vn = un − u, we
deduce for sufficiently large n:
‖v+n ‖sLs (Ω) 
1
rs
(
s
2
SK
(
R
N
))N/(2K)
>
(
SK
(
R
N
))N/(2K)
. (112)
On the other hand, arguing as in Theorem 6, we have:
‖v+n ‖sLs(Ω) = ‖u+n ‖sLs(Ω) −‖u+‖sLs(Ω) + o(1)
N
K
c − ‖u+‖sLs(Ω) + o(1), (113)
which contradicts (112) and (109). Thus, (i) is impossible.
In the case (ii), as in the proof of Theorem 6, we have:
‖v+n ‖2K,2,Ω =
N
K
c + N
K
∫
Ω
F(x,u+)+
(
1 − N
2K
)∫
Ω
f (x,u+)u− ‖u‖2K,2,Ω + o(1),
(114)
‖v+n ‖sLs(Ω) =
N
K
c + N
K
∫
Ω
(
F(x,u+)− 1
2
f (x,u+)u
)
− ‖u‖sLs (Ω) + o(1), (115)
N
K
c + N
K
∫
Ω
F(x,u+)+
(
1 − N
2K
)∫
Ω
f (x,u+)u− ‖u‖2K,2,Ω
<
N
K
c + N
K
∫
Ω
(
F(x,u+)− 1
2
f (x,u+)u
)
− ‖u‖sLs(Ω), (116)
so that for sufficiently large n,
‖v+n ‖sLs (Ω) > ‖v+n ‖2K,2,Ω  SK
(
R
N
)‖v+n ‖2Ls(Ω).
Consequently,
‖v+n ‖sLs (Ω) >
(
SK
(
R
N
))N/(2K) for sufficiently large n.
This gives also a contradiction to (113) and (109), that is, (ii) does not occur.
In the case (iii), we have:
E1(un) = E1(u)+E∞(vn)+ o(1) and ‖v+n ‖sLs (Ω) = ‖vn‖2K,2,Ω + o(1).
Thus, u ∈M and
E1(u) = E1(un)− K
N
‖vn‖2K,2,Ω + o(1).
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Finally, we deduce:E1(u) = c and ‖vn‖2K,2,Ω = o(1).
Remark 3. Assume that f (x,u) = µuq for some µ> 0 and q ∈ [1, (6K −N)/(N − 2K)].
If µ is sufficiently small, the case in Theorem 6 occurs. Recall that, for any function φ, the
Schwarz symmetrization of φ is defined by:
φ∗(x) := inf{y  0 | µ(y) < σN |x|N},
where µ(y) := meas{x ∈ Ω | |φ(x)| > y} and σN is the measure of the N -dimensional
unit ball. Observe that, when the function φ is defined over a bounded set Ω , its Schwarz
symmetrization φ∗ is defined on the ball Ω∗ chosen so that meas(Ω) = meas(Ω∗). Given
v ∈ HKθ (Ω), we consider v the solution of:{
(−)Mv = ((−)Mu)∗ in Ω∗,
v = −v = · · · = (−)M−1u = 0 on ∂Ω∗, (117)
where M := [K/2]. We can use Talenti’s comparison principle (see [32]) to deduce that
‖u‖K,2,Ω  ‖v‖K,2,Ω∗ and ‖u‖Lt (Ω)  ‖v‖Lt (Ω∗) ∀t ∈ [1, s],
which implies immediately that
E1(v)E1(u).
However, thanks to Lemma 3 in [15], we conclude,
E1(v) >
K
N
(
SK
(
R
N
))N/(2K)
,
provided µ is small enough. This yields the desired result.
4. Existence of positive solutions for some perforated domains
In the previous section, we saw if we cannot minimize the energy functional E1 onM,
then the concentration phenomenon occurs. Hence, the problem (1) to (3) does not admit
the minimizing solution on M. However, Theorem 6 implies the level sets of E1 on M
near the minimum have nontrivial topology provided Ω has nontrivial topology. This fact
permits us to apply Coron’s strategy to search for the critical points for the problem (1) to
(3) in the higher level sets for some perforated domains with small holes. For this purpose,
we prove the nonexistence result on the half space RN+ = {x ∈RN | x1 > 0}. By definition,
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the spaceDK,2(RN) (respectively,DK,2(RN+)) is the completion of C∞0 (RN) (respectively,∞ NC0 (R+)) for the norm ‖ · ‖K,2,RN (respectively, ‖ · ‖K,2,RN+ ). We also define:
DK,2θ
(
R
N+
) := {u|
R
N+ | u ∈D
K,2(
R
N
)
, (−)iu = 0 on x1 = 0 ∀0 i <
[
K + 1
2
]}
.
First we recall a basic fact.
Lemma 4. Let f ∈ C∞0 (RN+) and assume u is an unique weak solution in D1,2(RN+) of the
problem: {
−u = f in RN+ ,
u = 0 on ∂RN+ .
(118)
Then ∀1 q <N/2, there holds,
‖v‖LqN/(N−2q)  C‖f ‖Lq , (119)
where C > 0 is a constant independent of f . Moreover, if f  0, then v  0.
Proof. It is well known the Green function for − in RN+ is:
GN(x, y)= CN
(|x − y|2−N − |x − y∗|2−N),
where y∗ = (−y1, y2, . . . , yN) and CN is a constant depending only on N . Writing,
v(x) =
∫
R
N+
GN(x, y)f (y)dy,
we infer immediately v  0 since GN(x, y) > 0, ∀x, y ∈ RN+ . And (119) comes from the
classical theory of Calderon–Zygmund. 
Our nonexistence result on the half space RN+ can be stated as follows:
Lemma 5. Let u ∈DK,2θ (RN+) be a weak solution of the problem:{
(−)Ku = (u+)s−2u in RN+ ,
u = (−)u = · · · = (−)K−1u = 0 on ∂RN+ .
(120)
Then
u ≡ 0. (121)
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Proof. Applying Lemma 4 and by approximation, we can solve the following problem:{
−v1 = (u+)s−2u in RN+ ,
v1 = 0 on ∂RN+ .
(122)
Moreover, we have,
‖v1‖L2N/(N+2K−4)  C
∥∥(u+)s−1∥∥
Ls/(s−1)  C‖u‖s−1Ls ,
and
v1  0 in RN+ .
Iterating this procedure, we can find a solution of the following equation:{
(−)Kv = (u+)s−2u in RN+ ,
v = (−)v = · · · = (−)K−1v = 0 on ∂RN+ .
(123)
Furthermore, we have ∀0 i < K ,∥∥(−)iv∥∥
L2N/(N−2K+4i)  C‖u‖s−1Ls , (124)
and
(−)iv  0 in RN+ . (125)
In particular, v ∈ DK,2θ (RN+). On the other hand, (123) admits the unique solution in
DK,2θ (RN+) which corresponds to the minimum point of the energy functional:
E2(w) = 12‖w‖
2
K,2,RN+
−
∫
R
N+
(u+)s−1w, ∀w ∈DK,2θ
(
R
N+
)
.
Hence, v = u, that is,
(−)Ku = us−1 in RN+ ,
(−)iu 0 ∀0 i K in RN+ ,
u = (−)u= · · · = (−)K−1u = 0 on ∂RN+ .
(126)
Denoting H = {x1 > −1} the half space, e1 = (1,0, . . . ,0) and setting u˜(x) = u(x + e1)
in H , it is clear that u˜ is a solution of (126) in H . Now, according to Sobolev’s inequalities,
we obtain, ∀0 i < K ,∥∥(−)iu˜∥∥
L2N/(N−2K+4i) C
∥∥(−)Ku˜∥∥
L2N/(N+2K) = C‖u˜s−1‖Ls/(s−1) = C‖u˜‖s−1Ls , (127)
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and ∥∥∇(−)iu˜∥∥
L2N/(N−2K+4i+2)  C
∥∥(−)Ku˜∥∥
L2N/(N+2K) = C‖u˜‖s−1Ls . (128)
Let R > 0 be fixed. Multiplying (126) by x · ∇u˜ and integrating by parts over Ω =
H ∩ B(0,R), we obtain the following Pohozaev formula (see [22]):
if K = 2M
1
s
∫
∂Ω
(x · n)u˜s dσ =
M−1∑
i=0
∫
∂Ω
[
−
(
∂
∂n
(−)iu˜
)(
x · ∇(−)2M−i−1u˜)
−
(
∂
∂n
(−)2M−i−1u˜
)(
x · ∇(−)iu˜)+ ∇(−)iu˜ · ∇(−)2M−i−1u˜(x · n)]dσ
−
M−1∑
i=1
∫
∂Ω
(
(−)iu˜(−)2M−i u˜)(x · n)dσ − 1
2
∫
∂Ω
(
(−)Mu˜)2(x · n)dσ
+ 2
M−1∑
j=1
j∑
i=1
∫
∂Ω
[
−
(
∂
∂n
(−)i−1u˜
)
(−)2M−i u˜+ (−)i−1u˜
(
∂
∂n
(−)2M−i u˜
)]
dσ
− (N − 2)
M−1∑
i=0
∫
∂Ω
(−)iu˜
(
∂
∂n
(−)2M−i−1u˜
)
dσ
+ N
2
M∑
i=1
∫
∂Ω
(
−
(
∂
∂n
(−)i−1u˜
)
(−)2M−i u˜
+ (−)i−1u˜
(
∂
∂n
(−)2M−i u˜
))
dσ, (129)
where n is the unit exterior normal vector on the boundary ∂Ω ;
if K = 2M + 1
1
s
∫
∂Ω
(x · n)u˜s dσ =
M−1∑
i=0
∫
∂Ω
[
−
(
∂
∂n
(−)iu˜
)(
x · ∇(−)2M−i u˜)
−
(
∂
∂n
(−)2M−i u˜
)(
x · ∇(−)iu˜)+∇(−)iu˜ · ∇(−)2M−i u˜(x · n)]dσ
−
∫
∂Ω
(
∂
∂n
(−)Mu˜
)(
x · ∇(−)Mu˜)dσ − M∑
i=1
∫
∂Ω
(
(−)iu˜(−)2M+1−i u˜)(x · n)dσ
+ 1
2
∫
∂Ω
∣∣∇(−)Mu˜∣∣2(x · n)dσ + 2 M−1∑
j=1
j∑
i=1
∫
∂Ω
[
−
(
∂
∂n
(−)i−1u˜
)
(−)2M+1−i u˜
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+ (−)i−1u˜
(
∂
∂n
(−)2M+1−i u˜
)]
dσ− (N − 2)
M−1∑
i=0
∫
∂Ω
(−)iu˜
(
∂
∂n
(−)2M−i u˜
)
dσ
− N − 2
2
∫
∂Ω
(−)Mu˜
(
∂
∂n
(−)Mu˜
)
dσ
+N
M∑
i=1
∫
∂Ω
(
−
(
∂
∂n
(−)i−1u˜
)
(−)2M−i+1u˜
+ (−)i−1u˜
(
∂
∂n
(−)2M−i+1u˜
))
dσ
+
M∑
i=1
∫
∂Ω
[
−
(
∂
∂n
(−)i−1u˜
)
(−)2M+1−i u˜
+ (−)i−1u˜
(
∂
∂n
(−)2M+1−i u˜
)]
dσ. (130)
Suppose K = 2M is even. Applying the Navier boundary conditions in (126), it follows
from (129) that
M−1∑
i=0
∫
∂H∩B(0,R)
(
∂
∂n
(−)iu˜
)(
∂
∂n
(−)2M−i−1u˜
)
= −1
s
∫
H∩∂B(0,R)
u˜sR dσ +
M−1∑
i=0
∫
H∩∂B(0,R)
R
[
−2
(
∂
∂n
(−)iu˜
)(
∂
∂n
(−)2M−i−1u˜
)
+∇(−)iu˜ · ∇(−)2M−i−1u˜
]
dσ
−
M−1∑
i=1
∫
H∩∂B(0,R)
(
(−)iu˜(−)2M−i u˜)R dσ − 1
2
∫
H∩∂B(0,R)
(
(−)Mu˜)2R dσ
+ 2
M−1∑
j=1
j∑
i=1
∫
H∩∂B(0,R)
[
−
(
∂
∂n
(−)i−1u˜
)
(−)2M−i u˜
+ (−)i−1u˜
(
∂
∂n
(−)2M−i u˜
)]
dσ
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− (N − 2)
M−1∑ ∫
(−)iu˜
(
∂
(−)2M−i−1u˜
)
dσi=0 H∩∂B(0,R)
∂n
+N
2
M∑
i=1
∫
H∩∂B(0,R)
(
−
(
∂
∂n
(−)i−1u˜
)
(−)2M−i u˜
+ (−)i−1u˜
(
∂
∂n
(−)2M−i u˜
))
dσ, (131)
so that ∣∣∣∣∣
M−1∑
i=0
∫
∂H∩B(0,R)
(
∂
∂n
(−)iu˜
)(
∂
∂n
(−)2M−i−1u˜
)∣∣∣∣∣
 C
( ∫
H∩∂B(0,R)
[
u˜s +
M−1∑
i=0
∣∣∇(−)iu˜∣∣∣∣∇(−)2M−i−1u˜∣∣
+
M∑
i=1
∣∣(−)iu˜∣∣∣∣∇(−)2M−i u˜∣∣]R dσ
+
∫
H∩∂B(0,R)
2M∑
i=1
∣∣∇(−)i−1u˜∣∣∣∣(−)2M−i u˜∣∣dσ). (132)
Using the Hölder’s inequality, we have ∀1 i  2M ,
∫
H∩∂B(0,R)
∣∣∇(−)i−1u˜∣∣∣∣(−)2M−i u˜∣∣dσ

( ∫
H∩∂B(0,R)
(∣∣∇(−)i−1u˜∣∣∣∣(−)2M−i u˜∣∣)N/(N−1) dσ)(N−1)/N
×
( ∫
H∩∂B(0,R)
1 dσ
)1/N
 C
( ∫
H∩∂B(0,R)
(∣∣∇(−)i−1u˜∣∣∣∣(−)2M−i u˜∣∣)N/(N−1)R dσ)(N−1)/N, (133)
which in turn implies:
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i=0 ∂H∩B(0,R)
∂n ∂n ∣
 C
( ∫
H∩∂B(0,R)
[
u˜s +
M−1∑
i=0
∣∣∇(−)iu˜∣∣∣∣∇(−)2M−i−1u˜∣∣
+
M∑
i=1
∣∣(−)iu˜∣∣∣∣(−)2M−i u˜∣∣]R dσ
+
2M∑
i=1
( ∫
H∩∂B(0,R)
(∣∣∇(−)i−1u˜∣∣∣∣(−)2M−i u˜∣∣)N/(N−1)R dσ)(N−1)/N). (134)
We set:
w =
[
u˜s +
M−1∑
i=0
∣∣∇(−)iu˜∣∣∣∣∇(−)2M−i−1u˜∣∣+ M∑
i=1
∣∣(−)iu˜∣∣∣∣(−)2M−i u˜∣∣
+
2M∑
i=1
(∣∣∇(−)i−1u˜∣∣∣∣(−)2M−i u˜∣∣)N/(N−1)].
In view of (127) and (128), we deduce w ∈ L1(H). Using Fubini’s theorem, we can write:
∫
H
w(x)dx =
∞∫
0
( ∫
∂H∩B(0,R)
w(x)dσ
)
dR.
We claim there exists a increasing sequence (Rn) such that
Rn → +∞ as n → +∞, (135)
Rn
∫
∂H∩B(0,Rn)
w(x)dσ → 0 as n → +∞. (136)
Otherwise, we can find some ε0 > 0, R > 0 such that ∀R >R,∫
∂H∩B(0,R)
w(x)dσ  ε0
R
,
which implies:
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∫
w(x)dx =
∞∫ ( ∫
w(x)dσ
)
dR 
∞∫
ε0 dR = +∞.H 0 ∂H∩B(0,R) R
R
Therefore, this contradiction gives the desired claim. On the other hand, by the Hopf’s
lemma, we infer from (126),
∂
∂n
(−)iu˜(x) < 0 ∀0 i < K, ∀x ∈ ∂H, (137)
provided u˜ = 0. Taking Ω = H ∩ B(0,Rn) in (132) and letting n → ∞, it follows from
(134) and (136),
M−1∑
i=0
∫
∂H
(
∂
∂n
(−)iu˜
)(
∂
∂n
(−)2M−i−1u˜
)
= 0. (138)
Together with (137), we deduce (121). Similarly, if K = 2M + 1 is odd, we find again
(121). This finishes the proof of Lemma 5. 
The similar problem in the whole space can be read as follows:
Lemma 6. Let u ∈DK,2(RN) be a weak solution of the problem:
(−)Ku = (u+)s−2u in RN . (139)
Then there exists a constant λ 0 and a point x0 ∈RN such that
u(x)=
(
2λ
1 + λ2|x − x0|2
)(N−2K)/2
. (140)
Proof. As in the proof of Lemma 5, u satisfies:
(−)Ku = us−1 in RN, (141)
(−)iu 0 in RN ∀0 i K. (142)
The desired result follows from Theorem 1.3 in [34]. 
In the following, we will analyze the (P.S.) sequences. In [28], Struwe gave a complete
description of (P.S.) sequences for K = 1. Very recently, Hebey and Robert [19] generalize
this result for the case K = 2. Here we will find a compactness criterion for all K  1.
Theorem 7. Assume (H1) to (H6), (H9), (76) and (81) are satisfied. Let (un) ⊂ HKθ (Ω) be
a (P.S.)β sequence such that
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E1(un) → β ∈
(
K
N
(
SK
(
R
N
))N/(2K)
,
2K
N
(
SK
(
R
N
))N/(2K))
, (143)dE1(un) → 0 in
(
HKθ (Ω)
)∗
. (144)
Then (un) is precompact in HKθ (Ω).
Proof. Our proof follows from the P. Lions’ concentration compactness principle [21].
Suppose (un) is not precompact in HKθ (Ω). As in Section 2, (9), (34) and (35) hold. Letting
n → ∞ in (34), we deduce:
E1(u) β − K
N
(
SK
(
R
N
))N/(2K)
<
K
N
(
SK
(
R
N
))N/(2K)
.
We claim u = 0. If not, we infer from (9) that u ∈M. This fact contradicts the hypothesis
(81). Thus, the claim is proved. Consequently,
f (x,u+n ) → 0 in Ls/(s−1)(Ω), (145)∫
Ω
F(x,u+n ) → 0, (146)
so that ∥∥f (x,u+n )∥∥(HKθ (Ω))∗ C∥∥f (x,u+n )∥∥Ls/(s−1)(Ω) → 0 as n → ∞, (147)
E∞(un) = 12‖un‖
2
K,2,Ω −
1
s
‖u+n ‖sLs(Ω) → β as n → ∞. (148)
Hence, (un) is also a (P.S.) sequence for E∞ satisfying (148). Clearly, we have:
‖un‖2K,2,Ω =
N
K
β + o(1) and ‖u+n ‖sLs(Ω) =
N
K
β + o(1).
We define µn := ζΩFK(un)dx and νn := ζΩ(u+n )s dx . Thus, the sequences of measures
(µn)n and (νn)n are bounded in M(RN). Up to a subsequence, we may always assume
that
µn ⇀µ, and νn ⇀ ν,
weakly in the sense of measures for some bounded non-negative measures on RN µ and ν.
It is clear to see that
µ
(
R
N
)= µ(Ω) = N
K
β ∈ ((SK(RN ))N/(2K),2(SK (RN ))N/(2K)),
ν
(
R
N
)= ν(Ω) = N
K
β ∈ ((SK(RN ))N/(2K),2(SK (RN ))N/(2K)). (149)
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Fix a non-negative function ξ ∈ C∞0 (RN) such that ξun ∈ HKθ (Ω) for all n ∈ N. Recall
(un) is a (P.S.) sequence for E∞, hence we have,
dE∞(un)(ξun) = o(1),
which gives: ∫
Ω
ξFK(un)(x)dx −
∫
Ω
ξ(u+n )s(x)dx = o(1).
Letting n → ∞, we obtain: ∫
RN
ξ dµ =
∫
RN
ξ dν.
Therefore,
µ = ν. (150)
On the other hand, we have:
SK
(
R
N
)(∫
Ω
(ξu+n )s
)2/s

∫
Ω
FK(ξun).
Passing to the limit as n → ∞, there holds:
SK
(
R
N
)(∫
Ω
ξs dν
)2/s

∫
Ω
ξ2 dµ. (151)
By approximation, therefore,
SK
(
R
N
)(
ν(D)
)2/s  µ(D) (D ⊂RN, D Borel). (152)
Combining (150) and (152), we deduce:
ν(D) = µ(D) (SK(RN ))N/(2K) provided ν(D) = 0. (153)
Together with (152) and (149), there exists z ∈ Ω such that
ν = µ = Nβ
K
δz. (154)
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Denote,Qn(r) = sup
x∈Ω
∫
B(x,r)
FK(un)dx,
the concentration function of un. We can choose xn ∈ Ω and scale
un → u˜n(x) = R(2K−N)/2n un
(
x
Rn
+ xn
)
,
such that
Q˜n(1) = sup
x∈Ω˜n
∫
B(x,1)∩Ω˜n
FK(u˜n)dx =
∫
B(0,1)∩Ω˜n
FK(u˜n)dx = Nβ2K , (155)
where Ω˜n = {x ∈ RN | x/Rn + xn ∈ Ω}. We see that
E∞(u˜n) = E∞(un) → β as n → ∞, (156)∥∥dE∞(u˜n)∥∥(HKθ (Ω˜))∗ = ∥∥dE∞(un)∥∥(HKθ (Ω))∗ → 0 as n → ∞, (157)
‖u˜n‖2K,2,Ω˜ = ‖un‖2K,2,Ω =
Nβ
K
+ o(1), (158)∥∥(u˜n)+∥∥sLs(Ω˜) = ‖u+n ‖sLs(Ω) = NβK + o(1). (159)
In view of (154), we get:
xn → z and Rn → ∞.
Thus, two cases occur:
(i) Rn dist(xn, ∂Ω) C < ∞, uniformly, in which case (after rotation of coordinates)
we may assume that the sequence Ω˜n exhausts the half-space:
Ω˜∞ =
{
x = (x1, . . . , xN) | x1 > c1
}
for some c1  0,
or
(ii) Rn dist(xn, ∂Ω)→ ∞, in which case Ω˜n → Ω˜∞ =RN .
We assume, up to a subsequence, there exists some u˜ ∈ HKθ (Ω˜∞) such that
u˜n ⇀ u˜ weakly in HKθ (Ω
′) for any precompact domain Ω ′  Ω˜∞.
We claim u˜ = 0. Otherwise, arguing as before, we have:
µn := ζΩ˜nFK(u˜n)dx ⇀µ weakly inM
(
R
N
)
,
νn := ζΩ˜n((u˜n)+)s dx ⇀ ν weakly inM
(
R
N
)
,
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where µ and ν are some bounded Radon measures on RN satisfying (150) and (152).
Recalling the fact that µn(B(0,1)) = Nβ/(2K) ∀n ∈ N and letting n → ∞, we obtain:
µ
(
B(0,1)
)
 lim sup
n→∞
µn
(
B(0,1)
)= Nβ
2K
. (160)
Combining (150), (152) and (160), there exists some z ∈ B(0,1) such that
µ
({z})= ν({z}) (SK(RN ))N/(2K) > Nβ2K . (161)
On the other hand, we have ∀n ∈ N,
µn
(
B(z,1)
)
 Q˜n(1) = Nβ2K ,
which implies:
µ
(
B(z,1)
)
 lim inf
n→∞ µn
(
B(z,1)
)
 Nβ
2K
. (162)
This contradicts (161). So we conclude u˜ = 0. For any ϕ ∈ C∞0 (Ω˜∞), we have that
ϕ ∈ C∞0 (Ω˜n) for large n, there holds:
dE∞(u˜)(ϕ) = lim
n→∞ dE∞(u˜n)(ϕ) = 0.
Moreover, taking a general test function ϕ ∈D2K,2θ (Ω˜∞)∩C∞0 (RN), we set:{
(−)Kvn = (−)Kϕ in Ω˜n,
u = (−)u = · · · = (−)K−1u = 0 on ∂Ω˜n,
so that
‖vn − ϕ‖K,2,Ω˜∞ → 0 and ‖vn − ϕ‖Ls(Ω˜∞) → 0.
Therefore,
dE∞(u˜)(ϕ) = 0,
that is, u˜ ∈ HKθ (Ω˜∞) is a weak solution of (120) on Ω˜∞. According to Lemma 5, we infer:
Ω˜∞ =RN and ‖u˜‖2K,2,RN = ‖u˜‖sLs (RN) =
(
SK
(
R
N
))N/(2K)
. (163)
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Fixing θ ∈ C∞0 (RN) s.t. θ |B(0,1) ≡ 1, 0  θ  1, and supp(θ) ⊂ B(0,2). We set
u˜R(x)= θ(x/R)u˜(x), ∀R > 0. A direct computation leads to:
‖u˜− u˜R‖2K,2,RN → 0 as R → ∞,
‖u˜− u˜R‖sLs(RN) → 0 as R → ∞.
Now we fix R1 ∈R. By (91), (92), (158) and (159), it is clear to see that
‖u˜n − u˜R1‖2K,2,Ω˜n = ‖u˜n‖
2
K,2,Ω˜n
− ‖u˜n‖2K,2,B(0,2R1) + ‖u˜n − u˜R1‖2K,2,B(0,2R1)
= Nβ
K
− ‖u˜n − u˜‖2K,2,B(0,2R1) − ‖u˜‖2K,2,B(0,2R1)
+ ‖u˜n − u˜R1‖2K,2,B(0,2R1) + o(1)
= Nβ
K
− ‖u˜‖2K,2,B(0,2R1) − 2(u˜n − u˜R1, u˜R1 − u˜)B(0,2R1)
− ‖u˜− u˜R1‖2K,2,B(0,2R1) + o(1), (164)
and similarly∥∥(u˜n − u˜R1)+∥∥sLs(Ω˜n)
= Nβ
K
−
∫
B(0,2R1)
(
(u˜)+
)s − ∫
B(0,2R1)
(
(u˜n − u˜)+
)s + ∫
B(0,2R1)
(
(u˜n − u˜R1)+
)s + o(1)
= Nβ
K
−
∫
B(0,2R1)
(
(u˜)+
)s + ∫
B(0,2R1)\B(0,R1)
[(
(u˜n − u˜R1)+
)s − (u˜n − u˜)+)s]+ o(1).
(165)
We have the following estimates:∣∣(u˜n − u˜R1, u˜R1 − u˜)B(0,2R1)∣∣ ‖u˜n − u˜R1‖K,2,Ω˜n‖u˜R1 − u˜‖K,2,RN , (166)
and ∣∣∣∣∣
∫
B(0,2R1)\B(0,R1)
[(
(u˜n − u˜R1)+
)s − ((u˜n − u˜)+)s]
∣∣∣∣∣

∫
B(0,2R1)\B(0,R1)
∣∣((u˜n − u˜R1)+)s − ((u˜n − u˜)+)s∣∣

∫
B(0,2R1)\B(0,R1)
(
2s−1s
(
(u˜n − u˜)+
)s−1
(u˜− u˜R1)+ 2s(u˜− u˜R1)s
)
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 C‖u˜− u˜R1‖Ls(B(0,2R1)\B(0,R1))
× [‖u˜− u˜R1‖s−1Ls(B(0,2R1)\B(0,R1)) + ‖u˜n − u˜‖s−1Ls(B(0,2R1)\B(0,R1))], (167)
since ∀a > 0, ∀b ∈ R, |((b + a)+)s − (b+)s | 2sas + 2s−1s((b)+)s−1a.
On the other hand, we have:
‖u˜n − u˜R1‖2K,2,Ω˜n  SK
(
R
N
)‖u˜n − u˜R1‖2Ls(Ω˜n). (168)
Together with (164) to (167) and letting n → ∞, there holds:
Nβ
K
− ‖u˜‖2K,2,B(0,2R1) +C‖u˜ − u˜R1‖K,2,RN
 SK
(
R
N
)(Nβ
K
− ∥∥(u˜)+∥∥s
Ls(B(0,2R1))
−C′‖u˜− u˜R1‖Ls(B(0,2R1)\B(0,R1))
)2/s
. (169)
Therefore, letting R1 → ∞, we infer,
Nβ
K
− SK
(
R
N
)N/(2K)  SK (RN )(Nβ
K
− SK
(
R
N
)N/(2K))2/s
, (170)
so that (
Nβ
K
− SK
(
R
N
)N/(2K))2K/N  SK(RN ).
Consequently,
β  2K
N
SK
(
R
N
)N/(2K)
, (171)
which contradicts the hypothesis. Finally, (un) is precompact. 
Corollary 2. Assume (H1) to (H9), (76) and (81). Let (un) ⊂M be a (P.S.)β sequence for
E1 onM such that
E1(un) → β ∈
(
K
N
(
SK
(
R
N
))N/(2K)
,
2K
N
(
SK
(
R
N
))N/(2K))
, (172)∥∥dE1(un)∥∥(TunM)∗ → 0. (173)
Then (un) is precompact inM.
Proof. To apply Theorem 7, it is sufficient to show,∥∥dE1(un)∥∥(HKθ (Ω))∗ → 0 as n → ∞.
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As in Section 3, we see that (un) is bounded in HKθ (Ω). Fixing n and recalling (60), we
have:
dF˜ (un)(w) = 2(un,w)Ω − s
∫
Ω
(u+n )s−1w −
∫
Ω
∂G
∂u
(x,un)w. (174)
Define:
ln :H
K
θ (Ω)→ R,
w → ln(w) = s2
∫
Ω
(u+n )s−1w +
1
2
∫
Ω
∂G
∂u
(x,un)w.
Thus, ln is a continuous linear map and by virtue of Riesz’s representation theorem, there
exists some vn ∈ HKθ (Ω) s.t.
ln(w) = (vn,w)Ω ∀w ∈ HKθ (Ω), (175)
and
‖vn‖HKθ (Ω) = ‖ln‖(HKθ (Ω))∗ C‖un‖
s−1
HKθ (Ω)
. (176)
Consequently,
dF˜ (un)(w) = 2(un − vn,w)Ω ∀w ∈ HKθ (Ω). (177)
Together with (63), we deduce:
(un − vn,un)Ω = 12 dF˜ (un)(un)−
1
2
(s − 2)
∫
Ω
(u+n )s < 0, (178)
so that
un − vn = 0.
Coming back to (177), there holds:
dF˜ (un)(un − vn) = 2‖un − vn‖2K,2,Ω > 0.
Consequently, we can decompose:
HKθ (Ω)=R(un − vn)⊕ Ker
(
dF˜ (un)
)=R(un − vn) ⊕ TunM. (179)
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Moreover, from the fact that(un − vn,w)Ω = 12 dF˜ (un)(w) = 0 ∀w ∈ TunM,
we obtain:
R(un − vn) = (TunM)⊥. (180)
Setting v˜n = (un − vn)/‖un − vn‖K,2,Ω , we have the following decomposition:
w = (w, v˜n)Ωv˜n + w˜n ∀w ∈ HKθ (Ω), (181)
where w˜n ∈ TunM. We claim ∃γ > 0 such that ∀n ∈N∫
Ω
(u+n )s > γ. (182)
Otherwise, modulo a subsequence, we can suppose:∫
Ω
(u+n )s → 0 as n → ∞,
so that from (15), ∫
Ω
f (x,u+n )un → 0 as n → ∞.
Thus there holds:
‖un‖K,2,Ω → 0 as n → ∞, (183)
since un ∈M. On the other hand, we infer from (57)
‖un‖K,2,Ω  α > 0.
This contradicts (183) and the desired claim follows. Now, writing,
un = (un,un − vn)Ω‖un − vn‖2K,2,Ω
(un − vn)+ un,1,
with un,1 ∈ TunM, we get:
0 = dE1(un)(un) = (un,un − vn)Ω‖un − vn‖2K,2,Ω
dE1(un)(un − vn)+ dE1(un)(un,1), (184)
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which means:∣∣dE1(un)(v˜n)∣∣= ∣∣∣∣−‖un − vn‖K,2,Ω(un,un − vn)Ω dE1(un)(un,1)
∣∣∣∣
 ‖un − vn‖K,2,Ω|(un,un − vn)Ω |
∥∥dE1(un)∥∥(TunM)∗‖un,1‖K,2,Ω
 ‖un − vn‖K,2,Ω|(un,un − vn)Ω |
∥∥dE1(un)∥∥(TunM)∗‖un‖K,2,Ω. (185)
Thus, from (181), we obtain for any w ∈ HKθ (Ω),∣∣dE1(un)(w)∣∣= ∣∣(w, v˜n)ΩdE1(un)(v˜n)+ dE1(un)(w˜n)∣∣
 ‖w‖K,2,Ω‖v˜n‖K,2,Ω
∣∣dE1(un)(v˜n)∣∣+ ∥∥dE1(un)∥∥(TunM)∗‖w˜n‖K,2,Ω
 ‖w‖K,2,Ω
(∣∣dE1(un)(v˜n)∣∣+ ∥∥dE1(un)∥∥(TunM)∗). (186)
Combining (176), (178), (185) and (186), there holds:
∥∥dE1(un)∥∥(HKθ (Ω))∗  ∥∥dE1(un)∥∥(TunM)∗
(‖un‖K,2,Ω‖un − vn‖K,2,Ω
|(un,un − vn)Ω | + 1
)
,
so that
lim
n→∞
∥∥dE1(un)∥∥(HKθ (Ω))∗ = 0.
Finally, applying Theorem 7, we finish the proof. 
Now, we can prove the main result for domains perforated with the small holes. Recall
that Ω is a bounded domain satisfying (A) in Section 1. To search solutions of (1) to (3)
in such Ω , we minimize the energy functional E1 on the Finsler manifoldM. We see that
the concentration phenomenon occurs if E1 cannot reach the minimum. In this case, we
will use Coron’s strategy to search instable critical points in higher level sets.
Theorem 8. Let Ω be a bounded domain satisfying (A). Assume (H1) to (H11) hold. Then,
there exists η > 0 such that if ε1 < η, the problem (1) to (3) admits a nontrivial solution
in Ω .
Proof. Setting κ1 = infv∈ME1(v) and thanks to Lemmas 1 and 3, we have κ1 
K
N
(SK(R
N))N/(2K). In the case κ1 < KN (SK(R
N))N/(2K), the desired result follows from
Theorem 4. So we suppose κ1 = KN (SK(RN))N/(2K). If there exists u ∈M such that
E1(u) = κ1, we finish the proof by Theorem 5. Hence, we assume ∀v ∈M there holds
E1(v) > κ1. We divide the proof into several steps.
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Step 1. We choose a radially symmetric function ϕ ∈ C∞0 (RN) such that 0  ϕ  1,
N Nϕ ≡ 1 on the annulus {x ∈ R | 1/2 < |x| < 1} and ϕ ≡ 0 outside the annulus {x ∈ R |
1/4 < |x| < 2}. For any R  1, define:
ϕR(x) =
{
ϕ(Rx) if 0 |x|< 1/R,
1 if 1/R  |x|<R,
ϕ(x/R) if |x|R.
Denote the unit sphere SN−1 = {x ∈RN | |x| = 1}. For σ ∈ SN−1, 0 t < 1, we set:
uσt (x) = CN,K
[
1 − t
(1 − t)2 + |x − tσ |2
](N−2K)/2
∈ HK(RN ),
where the choice of CN,K is such that
∫
RN
|uσt (x)|s = 1. Recall in this case that
‖uσt ‖2K,2,RN = SK
(
R
N
)
, ∀σ ∈ SN−1, ∀t ∈ [0,1).
Let w˜σt,R(x)= uσt (x)ϕR(x) and wσt,R(x) = (4R)(N−2K)/2w˜σt,R(4Rx).
Hence wσt,R ∈ HK0 (B(0,1/2) \B(0,1/16R2)), ∀σ ∈ SN−1 and ∀t ∈ [0,1). Clearly,
‖w˜σt,R‖Ls(RN) = ‖wσt,R‖Ls(RN), (187)
‖w˜σt,R‖K,2,RN = ‖wσt,R‖K,2,RN . (188)
A direct computation leads to ∀R > 1,
‖w˜σt,R − uσt ‖2K,2,RN
 C
∫
B(0,1/(2R))
2K∑
i=0
R2K−i
(1 − t)N−2K
((1 − t)2 + |x − tσ |2)N−2K+i/2
+C
∫
B(0,2R)\B(0,R)
2K−1∑
i=0
1
R2K−i
(1 − t)N−2K
((1 − t)2 + |x − tσ |2)N−2K+i/2
+C
∫
RN \B(0,R)
(1 − t)N−2K
((1 − t)2 + |x − tσ |2)N
 C(1 − t)N−2K
[ ∫
B(0,1/(2R))
2K∑
i=0
R2K−i +
∫
RN\B(0,R)
1
(|x| − 1)2N
+
∫
B(0,2R)\B(0,R)
2K−1∑
i=0
1
R2K−i
1
(|x| − 1)2N−4K+i
]
 C(1 − t)N−2KR2K−N (189)
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and∥∥(w˜σt,R)+ − (uσt )+∥∥sLs(RN)  ∫
B(0,1/(2R))∪(RN\B(0,R))
(
(1 − t)
(1 − t)2 + |x − tσ |2
)N
 C(1 − t)N
( ∫
B(0,1/(2R))
1 +
∫
RN\B(0,R)
1
(|x| − 1)2N
)
 CR−N(1 − t)N , (190)
since for any R > 1,
sup
x∈B(0,1/(2R))
1
(1 − t)2 + |x − tσ |2  16 for any t ∈ [0,1) and σ ∈ S
N−1,
1
(1 − t)2 + |x − tσ |2 
1
(|x| − 1)2 for any t ∈ [0,1), σ ∈ S
N−1 and |x| >R.
Consequently,
lim
R→∞‖w˜
σ
t,R‖2K,2,RN = SK
(
R
N
)
uniformly for t ∈ [0,1) and σ ∈ SN−1,
lim
R→∞‖w˜
σ
t,R‖sLs(RN) = 1 uniformly for t ∈ [0,1) and σ ∈ SN−1.
Hence, we can choose R0 > 0 s.t. for any R R0,
sup
t∈[0,1), σ∈SN−1
‖w˜σt,R‖2K,2,RN
‖w˜σt,R‖2Ls(RN)
< 2(2K)/NSK
(
R
N
)
. (191)
In particular, there holds:
sup
t∈[0,1), σ∈SN−1
‖wσt,R0‖2K,2,Ω1
‖wσt,R0‖2Ls(Ω1)
= sup
t∈[0,1), σ∈SN−1
‖w˜σt,R0‖2K,2,RN
‖w˜σt,R0‖2Ls(RN)
< 2(2K)/NSK
(
R
N
)
, (192)
where Ω1 = B(0,1) \ B(0,1/(16R20)). Therefore, setting η = 1/(16R20), we see Ω1 ⊂ Ω
and wσt,R0 ∈ HK0 (Ω) for any t ∈ [0,1) and σ ∈ SN−1.
Thus we can define a map:
α :B(0,1) →M, (t, σ ) → βt,σwσt,R0,
where the choice of βt,σ is s.t. βt,σwσt,R0 ∈M. Recall ∀v ∈ HKθ (Ω),
E1(v)E∞(v),
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so thatsup
λ∈B(0,1)
E1
(
α(λ)
)= sup
λ∈B(0,1)
sup
s>0
E1
(
sα(λ)
)
 sup
λ∈B(0,1)
sup
s>0
E∞
(
sα(λ)
)
= sup
λ=tσ∈B(0,1)
sup
s>0
E∞(swσt,R0)
= sup
λ=tσ∈B(0,1)
K
N
( ‖wσt,R0‖2K,2,Ω
‖(wσt,R0)+‖2Ls(Ω)
)N/(2K)
<
2K
N
(
SK
(
R
N
))N/(2K)
. (193)
Step 2. From (187) to (190), we infer that
lim
t→1‖w
σ
t,R0‖2K,2,Ω1 = SK
(
R
N
)
uniformly for σ ∈ SN−1,
lim
t→1‖w
σ
t,R0‖sLs(Ω1) = 1 uniformly for σ ∈ SN−1,
which implies for any σ ∈ SN−1,
lim sup
t→1
E1
(
α(t, σ )
)
 lim sup
t→1
E∞
(
α(t, σ )
)
 lim sup
t→1
(
sup
s>0
E∞
(
sα(t, σ )
))
= lim sup
t→1
K
N
( ‖wσt,R0‖2K,2,Ω
‖(wσt,R0)+‖2Ls(Ω)
)N/(2K)
= K
N
(
SK
(
R
N
))N/(2K)
.
Step 3. Suppose (A) with ε1 < η. For any v ∈M, let,
γ (v) =
∫
Ω
x
∣∣(v(x))+∣∣s dx ∈RN,
denotes its center mass. We claim ∃δ˜ > 0 s.t. for any v ∈ M satisfying E1(v) 
K
N
(SK(R
N))N/(2K) + δ˜, we have:
γ (v) ∈ RN \B(0, ε2SK(RN )/2). (194)
Otherwise, we can find a sequence (vn) ⊂M satisfying,
lim
n→∞E1(vn) =
K
N
(
SK
(
R
N
))N/(2K)
, (195)
γ (vn) ∈ B
(
0, ε2SK
(
R
N
)
/2
)
. (196)
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Applying Theorem 6, there exists x0 ∈ Ω s.t.ζΩ
((
vn(x)
)+)s dx → SK (RN )δx0 .
Consequently,
γ (vn) → SK
(
R
N
)
x0 /∈ B
(
0, ε2SK
(
R
N
))
,
which contradicts (196). Thus, the desired claim yields. Choosing t0 ∈ [0,1) s.t. ∀σ ∈ SN−1
and ∀t ∈ [t0,1), we have E1(α(t, σ )) < KN (SK(RN))N/(2K) + δ˜, we set:
β := min
f∈H max(t,σ )∈(0,t0]×SN−1
E1
(
f (t, σ )
)
,
where H is the set of any function homotopic to α on B(0, t0) with the fixed boundary
data, that is,
H = {f | f :B(0, t0) →M is continuous,
f |∂B(0,t0) = α|∂B(0,t0) andf is homotopic to α
}
.
We see that ∀f ∈ H , γ ◦ f :B(0, t0) → RN is a contraction of the loop
γ ◦ α|∂B(0,t0) ⊂RN \ B
(
0, ε2SK
(
R
N
)
/2
)
.
On the other hand, it follows from steps 1 and 2
lim
t→1γ ◦ α(t, σ ) =
SK(R
N)σ
4R0
uniformly in σ ∈ SN−1.
Thus, γ ◦α|∂B(0,t0) is a nontrivial loop in RN \B(0, ε2SK(RN)/2). Using (194), we obtain:
sup
(t,σ )∈B(0,t0)
E1
(
f (t, σ )
)
 K
N
(
SK
(
R
N
))N/(2K) + δ˜,
which implies
β  K
N
(
SK
(
R
N
))N/(2K) + δ˜ > K
N
(
SK
(
R
N
))N/(2K)
.
On the other hand, it follows from step 1:
β  sup
(t,σ )∈B(0,t0)
E1
(
α(t, σ )
)
<
2K
N
(
SK
(
R
N
))N/(2K)
.
Recalling Lemma 2 and Corollary 2 and using the deformation lemma (see [24,29]), we
infer β is a critical value. Finally, the problem (1) to (3) admits a nontrivial critical point u
s.t. E1(u) = β . 
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