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Remerciements
J´e ˚tˇi`e›n¯s ˚t´o˘u˚t `dﬄ’`a˜bˆo˘r`dﬄ `àﬄ ˚t´é›m`o˘i`g›n`eˇrﬄ `d`e ”m`aﬄ ¯p˚r`o˝f´o“n`d`e `gˇr`a˚tˇi˚tˇu`d`e `e›n‹vfleˇr¯s ˜l´e˙s
”m`e›m˜b˘r`e˙s `d`e ˜l´aﬄ `d˚i˚r`e´cˇtˇi`o“nﬄ `d`e `c´eˇtˇt´e ˚t‚h`è˙sfi`e :
— L`a˚u˚r`e›n˚t F`e˙sfi`qfi˚u`eˇt, ”m`o“nﬄ `d˚i˚r`e´cˇt´eˇu˚rﬄ `d`e ˚t‚h`è˙sfi`e, `qfi˚u˚iﬄ ”mﬄ’`aﬄ `o˝f¨f´eˇr˚t ˜l´aﬄ ¯p`o¸sfi¯sfi˚i˜b˘i˜lˇi˚t´é
`d`e ˚tˇr`a‹vˆa˚i˜l¨l´eˇrﬄ ¯sfi˚u˚rﬄ ˚u‹nﬄ ¯sfi˚u¯j´eˇt ¯p`a¯sfi¯sfi˚i`o“n‹n`a‹n˚t `eˇt ˚r˚i`c‚h`e `e›nﬄ ¯p`eˇr¯sfi¯p`e´cˇtˇi‹vfle˙s.
L`aﬄ `c´o“n˜fˇi`a‹n`c´e `d`o“n˚t ˚i˜l ”mﬄ’`aﬄ ˜f´a˚i˚t ¯p˚r`eˇu‹vfle ”mﬄ’`aﬄ ¯p`eˇr‹m˚i¯s `dﬄ’`e›x˙p˚r˚i‹m`eˇrﬄ ”m`e˙s
˚i`d`é´e˙s `eˇt `d`e ˜l´a˚i¯sfi¯sfi`eˇrﬄ ˜l´e ˚t´e›m¯p¯s `d`e ˚r`e´c‚h`eˇr`c‚h`eˇrﬄ `d`e˙s ¯sfi`o˝lˇu˚tˇi`o“n¯s ¯sfi˚tˇi‹m˚u˜l´a‹n˚t´e˙s
`eˇt ˚i‹n‹n`o“vˆa‹n˚t´es˙. C`e´cˇiﬄ `aﬄ `gˇr`a‹n`d`e›m`e›n˚t `d`é›vfle¨l´op¸¯p`é ”m`o“nﬄ `e›n˚t‚h`o˘u¯sfi˚i`a¯sfi‹m`e ¯p`o˘u˚rﬄ
˜l´aﬄ ˚r`e´c‚h`eˇr`c‚h`e `eˇt ”m`o“nﬄ `g´o˘û˚t ¯p`o˘u˚rﬄ ˜l´aﬄ ˚r`é¨f¨l´e›xˇi`o“nﬄ.
— A`g›n`è˙s B`o“n‹v˘i˜l´a˚i‹nﬄ, ”m`aﬄ `c´o-`e›n`c´a`d˚r`a‹n˚t´e, `qfi˚u˚iﬄ `aﬄ `éˇt´é ¯p˚r`é˙sfi`e›n˚t´e `d`e˙p˚u˚i¯s ”m`o“nﬄ
¯p˚r`o¸j´eˇt `d`e ˜fˇi‹nﬄ `dﬄ’`éˇtˇu`d`e˙s. E˜l¨l´e ”mﬄ’`aﬄ ¯p`eˇr‹m˚i¯s `d`e ˜f´a˚i˚r`e ”m`es˙ ¯p˚r`e›m˚i`eˇr¯s ¯p`a¯s
`d`a‹n¯s ˜l´e ˜b˘i`o“m`é´d˚i`c´a˜l, ˚u‹nﬄ `d`o“m`a˚i‹n`e `d`e ˚r`e´c‚h`eˇr`c‚h`e `qfi˚u`e ¯j’`a˜f¨f´e´cˇtˇi`o“n‹n`e ¯p`a˚r˚tˇi`cˇuﬄ-
˜lˇi`èˇr`e›m`e›n˚t. D˚u˚r`a‹n˚t `c´e˙s `a‹n‹n`é´e˙s, `e¨l¨l´e ”mﬄ’`aﬄ ˜f´a˚i˚t ¯p`a˚r˚t `dﬄ’˚i`d`é´e˙s `eˇt `d`e `c´o“n¯sfi`eˇi˜l˙s
¯p`eˇr˚tˇi‹n`e›n˚t˙s `eˇt `e›n˚r˚i`c‚h˚i¯sfi¯sfi`a‹n˚t˙s.
T`o˘u¯s `d`eˇu‹x ”mﬄ’`o“n˚t `a¯p¯p`o˘r˚t´é `d`e˙s ”v˘i¯sfi˚i`o“n¯s `c´o“m¯p˜l´é›m`e›n˚t´a˚i˚r`e˙s ¯sfi˚u˚rﬄ ”m`aﬄ ˚t‚h`è˙sfi`e `qfi˚u˚iﬄ
”mﬄ’`o“n˚t ¯p`eˇr‹m˚i¯s `d`e ¯p`o˘r˚t´eˇrﬄ `àﬄ ”m`a˚tˇu˚r˚i˚t´é `eˇt `dﬄ’`a˜bˆo˘u˚tˇi˚rﬄ `c´e ˚tˇr`a‹vˆa˚i˜l `d`e ˚r`e´c‚h`eˇr`c‚h`e. J´e
˚tˇi`e›n¯s `àﬄ ”n`o˘u‹vfle´a˚uﬄ `àﬄ ˜l´e˙s ˚r`e›m`eˇr`cˇi`eˇrﬄ ¯p`o˘u˚rﬄ ˜l´eˇu˚rﬄ `gˇr`a‹n`d`e ¯p`a˚tˇi`e›n`c´e, ˜l´eˇu˚rﬄ `d˚i¯sfi¯p`o“n˚i˜b˘iﬄ-
˜lˇi˚t´é `eˇt `d`e ˜l´eˇu˚rﬄ ¯sfi`o˘u˚tˇi`e›nﬄ ˚i‹n˜f¨l´e›xˇi˜b˝l´e `d`o“n˚t ˚i˜l˙s `o“n˚t ˜f´a˚i˚t ¯p˚r`eˇu‹vfle `eˇt ¯sfi`a‹n¯s `qfi˚u`o˘iﬄ ˚r˚i`e›nﬄ
”nﬄ’`a˚u˚r`a˚i˚t `éˇt´é ¯p`o¸sfi¯sfi˚i˜b˝l´e.
4 Remerciements
J´e ¯sfi`o˘u˛h`a˚i˚t´e ˚r`e›m`eˇr`cˇi`eˇrﬄ ˜l´e˙s ¯p˚r˚i‹n`cˇi¯p`a˚u‹x ¯p˚r`o˘t´a`g´o“n˚i¯sfi˚t´e˙s `qfi˚u˚iﬄ ”mﬄ’`o“n˚t ¯p`eˇr‹m˚i¯s `dﬄ’`o˝b-
˚t´e›n˚i˚rﬄ ˜l´e˙s `d`o“n‹n`é´e˙s `e›x˙p`éˇr˚i‹m`e›n˚t´a˜l´e˙s ˚u˚tˇi˜lˇi¯sfi`é´e˙s `d`a‹n¯s `c´eˇtˇt´e ˚t‚h`è˙sfi`e ¯p`o˘u˚rﬄ ˜l„`é¨l´a˜bˆo˘r`a˚tˇi`o“nﬄ
`d`e˙s ”m`éˇt‚h`oˆd`e˙s :
— A˜l´e›x´a‹n`d˚r`e M`o˘r`e´a˚uﬄ-G´a˚u`d˚r‹y `qfi˚u˚iﬄ ”mﬄ’`aﬄ `c´o“n¯sfi`a`cˇr`é ˚u‹n`e `gˇr`a‹n`d`e ¯p`a˚r˚tˇi`e `d`e
¯sfi`o“nﬄ ˚t´e›m¯p¯s `àﬄ ˜l„`é¨l´a˜bˆo˘r`a˚tˇi`o“nﬄ `eˇt ˜l´aﬄ ”m˚i¯sfi`e `e›nﬄ ˜f´o˘r‹m`e `d˚uﬄ ¯p˚r`o˘t´oˆc´o˝l´e `c¨lˇi‹n˚i`qfi˚u`e
`e›x˙p`éˇr˚i‹m`e›n˚t´a˜l ”m`a˜l´gˇr`é ¯sfi`aﬄ `c‚h`a˚r`g´e `d`e ˚tˇr`a‹vˆa˚i˜l ˚i‹m¯p`o˘r˚t´a‹n˚t´e.
— P˚i`eˇr˚r`e M`o˘z´eˇrﬄ `qfi˚u˚iﬄ `aﬄ ”m˚i¯s `e›nﬄ `œˇu‹v˘r`e ˜l´e `c´a`d˚r`e `e›x˙p`éˇr˚i‹m`e›n˚t´a˜l `d˚uﬄ ¯p˚r`o-
˚t´oˆc´o˝l´e `eˇt `qfi˚u˚iﬄ `aﬄ ˚r`é´cˇu¯p`éˇr`é `a‹vfle´c `gˇr`a‹n`dﬄ ¯sfi`o˘i‹nﬄ ˜l´e˙s ¯sfi˚i`g›n`a˚u‹x ¯p˛h‹y˙sfi˚i`o˝l´oˆgˇi`qfi˚u`e˙s
`a˚u¯p˚r`è˙s `d`e ¯sfi`e˙s ¯p`a˚tˇi`e›n˚t˙s. E`g´a˜l´e›m`e›n˚t, ¯j´e ˜lˇu˚iﬄ ¯sfi˚u˚i¯s ˚tˇr`è˙s ˚r`e´c´o“n‹n`a˚i¯sfi¯sfi`a‹n˚t `d`e
”mﬄ’`a‹vˆo˘i˚rﬄ ¯p`eˇr‹m˚i¯s `dﬄ’`êˇtˇr`e `a˚uﬄ « `c´œˇu˚rﬄ `d`e ˜l„`a`cˇtˇi`o“nﬄ » `e›nﬄ `a¯sfi¯sfi˚i¯sfi˚t´a‹n˚t `àﬄ ˚u‹n`e `e›x-
¯p˜l´a‹n˚t´a˚tˇi`o“nﬄ `dﬄ’˚u‹nﬄ `d˚i¯sfi¯p`o¸sfi˚i˚tˇi˜f ”m`é´d˚i`c´a˜l. C`eˇtˇt´e `e›xp˙`éˇr˚i`e›n`c´e ”mﬄ’`aﬄ ¯p`eˇr‹m˚i¯s `dﬄ’`a¯pﬄ-
¯p˚r`é´cˇi`eˇrﬄ ˚t´o˘u˚t´e ˜l´aﬄ `gˇr`a˚tˇi˜fˇi`c´a˚tˇi`o“nﬄ `d`e ¯s’˚i‹n‹vfle˙sfi˚tˇi˚rﬄ `d`a‹n¯s ˜l´aﬄ `c´o“n`c´e˙p˚tˇi`o“nﬄ `d`e `c´e
˚t›y˙p`e `d`e ¯sfi‹y˙sfi˚t´è›m`e `a˜fˇi‹nﬄ `dﬄ’`a¯p¯p`o˘r˚t´eˇrﬄ ˚u‹nﬄ `c´o“n˜f´o˘r˚t `d`e ”v˘i`e `a˚u‹x ¯p`a˚tˇi`e›n˚t˙s.
J´e ˚tˇi`e›n¯s `àﬄ ˚r`e›m`eˇr`cˇi`eˇrﬄ `c‚h`a˜l´eˇu˚r`eˇu¯sfi`e›m`e›n˚t A˜l´e›x´a‹n`d˚r`e C‚h`a`g´o“y´aﬄ `eˇt R`o˝b˘i‹nﬄ
R`o˝l¨l´a‹n`dﬄ ¯p`o˘u˚rﬄ ˜l´eˇu˚rﬄ ¯p`é´d`a`g´oˆgˇi`e, ˜l´eˇu˚rﬄ ¯p`a˚tˇi`e›n`c´e `eˇt ˜l´eˇu˚rﬄ ¯sfi`e›n¯s `d`e ˜l„`é´c´o˘u˚t´e `qfi˚u`a‹n`dﬄ
˚i˜l ”mﬄ’`aﬄ ˜f´a˜l¨lˇuﬄ `dﬄ’« `d`o“m¯p˚t´eˇrﬄ » ˜l´e ”m`a˚t´éˇr˚i`e¨l ˜l´o˘r¯s `d`e ˜l´aﬄ ¯p˛h`a¯sfi`e `d`e ¯p˚r`o˘t´o˘t›y˙p`a`g´e. M`aﬄ
˚r`e´c´o“n‹n`a˚i¯sfi¯sfi`a‹n`c´e ”vˆaﬄ `é´g´a˜l´e›m`e›n˚t `àﬄ ”m`o“nﬄ ¯sfi˚t´a`gˇi`a˚i˚r`e, Gˇi˚u¯sfi`e˙p¯p`e R`oˆaﬄ, `qfi˚u˚iﬄ `aﬄ `éˇt´é
`dﬄ’˚u‹nﬄ ¯p˚r`é´cˇi`eˇu‹x ¯sfi`o˘u˚tˇi`e›nﬄ.
J´e ˚tˇi`e›n¯s `é´g´a˜l´e›m`e›n˚t `àﬄ ˚r`e›m`eˇr`cˇi`eˇrﬄ ˚t´o˘u˚t´e˙s ˜l´e˙s ¯p`eˇr¯sfi`o“n‹n`e˙s `qfi˚u˚iﬄ `o“n˚t ¯p`eˇr‹m˚i¯s ˜l´aﬄ
¯sfi`o˘u˚t´e›n`a‹n`c´e `d`e `c´eˇtˇt´e ˚t‚h`è˙sfi`e :
— Y›vfle˙s L`e´d˚u`c, N`o˘r˜bfleˇr˚t N`o˘u˚r‹y `eˇt P`a¯sfi`c´a˜l N`o˘u`eˇt, `qfi˚u˚iﬄ ”mﬄ’`o“n˚t ˜f´a˚i˚t ˜l„˛h`o“nﬄ-
”n`eˇu˚rﬄ `dﬄ’`êˇtˇr`e ”m`e›m˜b˘r`e `d`e ”m`o“nﬄ ¯jˇu˚r‹y. L`eˇu˚rﬄ ˚r`e´g´a˚r`dﬄ `é´c¨l´a˚i˚r`é ¯sfi˚u˚rﬄ ”m`o“nﬄ ˚tˇr`a‹vˆa˚i˜l
`d`e ˚t‚h`è˙sfi`e ”mﬄ’`aﬄ ¯p`eˇr‹m˚i¯s `d`e ¯p˚r`e›n`d˚r`e `d˚uﬄ ˚r`e´cˇu˜l `eˇt `dﬄ’`o˘u‹v˘r˚i˚rﬄ `d`e ”n`o“m˜b˘r`eˇu¯sfi`e˙s
¯p`eˇr¯sfi¯p`e´cˇtˇi‹vfles˙ `d`e ˚r`e´c‚h`eˇr`c‚h`e.
— H`a‹m˚i`dﬄ L`a‹m˚r`a`o˘u˚iﬄ, `qfi˚u˚iﬄ `aﬄ `g´é›n`éˇr`eˇu¯sfi`e›m`e›n˚t `a`c´c´e˙p˚t´é `d`e ˜f´a˚i˚r`e ¯p`a˚r˚tˇi`e `d`e
5”m`o“nﬄ ¯jˇu˚r‹y `d`e ˚t‚h`è˙sfi`e. J´e ˜l´e ˚r`e›m`eˇr`cˇi`e `c‚h`a˜l´eˇu˚r`eˇu¯sfi`e›m`e›n˚t ¯p`o˘u˚rﬄ ¯sfi`aﬄ ˜b˘i`e›nﬄ-
”vfleˇi˜l¨l´a‹n`c´e, ¯sfi`aﬄ `g´é›n`éˇr`o¸sfi˚i˚t´é `àﬄ ”m`o“nﬄ `é´g´a˚r`dﬄ, ¯sfi`e˙s `c´o“n¯sfi`eˇi˜l˙s `eˇt ¯sfi`e˙s ˚i`d`é´e˙s ˚t´o˘u˚t `a˚uﬄ
˜l´o“n`g `d`e ”m`o“nﬄ `d`oˆcˇt´o˘r`a˚t.
J´e ˚r`e›m`eˇr`cˇi`e `é´g´a˜l´e›m`e›n˚t ”m`e˙s `a‹m˚i¯s `d`oˆcˇt´o˘r`a‹n˚t˙s `eˇt ”n`o“nﬄ-`d`oˆcˇt´o˘r`a‹n˚t˙s `qfi˚u`e ¯j’`a˚iﬄ `c´o-
˚t´o“y´é `d˚u˚r`a‹n˚t ”m`aﬄ ˚t‚h`è˙sfi`e, ¯p`o˘u˚rﬄ ˜l´eˇu˚rﬄ `a˚i`d`e, ¯sfi`o˘u˚tˇi`e›nﬄ `eˇt `a‹m˚i˚tˇi`é. A `c´o“m‹m`e›n`c´eˇrﬄ ¯p`a˚rﬄ
O˚tˇt´o R`o˝l¨l´o˝f¨f `eˇt L`e´o“n`e¨l Gˇu˚i‹m`a˚r`ã`e˙s `qfi˚u˚iﬄ ¯sfi`o“n˚t `a˚r˚r˚i‹vflé˙s `d`a‹n¯s ˜l„`é´qfi˚u˚i¯p`e C.I.S.
`àﬄ ˚u‹n`e ¯p`éˇr˚i`oˆd`e `c‚h`a˚r‹n˚i`èˇr`e `d`e ”m`aﬄ ˚t‚h`è˙sfi`e `eˇt `qfi˚u˚iﬄ ”mﬄ’`o“n˚t ˚i‹n¯sfi˚u˜f¨f¨l´é ˚u‹nﬄ ”n`o˘u‹vfle¨l `é¨l´a‹nﬄ.
I˜l˙s `o“n˚t ¯p`a˚rﬄ ˜l´aﬄ ¯sfi˚u˚i˚t´e ˜f´o˘r‹m`é ˜l´e (˚tˇr`è˙s ˚r`e›n`o“m‹m`é) C˜lˇu˜b `d`e˙s B˚r`é˙sfi˚i˜lˇi`e›n¯s `c´o“m¯p`o¸sfi`é
`d`e ¯p`eˇr¯sfi`o“n‹n`a˜lˇi˚t´é˙s ˛h`a˚u˚t´e˙s `e›nﬄ `c´o˘u˜l´eˇu˚rﬄ `qfi˚u`e ¯j’`a˜f¨f´e´cˇtˇi`o“n‹n`e ¯p`a˚r˚tˇi`cˇu˜lˇi`èˇr`e›m`e›n˚t, `àﬄ ¯sfi`aﬄ-
”vˆo˘i˚rﬄ, L`é´a‹n`d˚r`o R`oˆc‚h`aﬄ, A˜l´e›x´a‹n`d˚r`e A”yˇr`e˙s, K`a˚r˜l´aﬄ « K`a˚r˜lˇi‹n˛h`aﬄ » R`o“m`ã`o,
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Introduction
Le développement des ordinateurs portables et des réseaux sans-fil (e.g. WLAN) au
début des années 1990 a mené vers de nouvelles perspectives de recherche concernant
la disponibilité de ressources informatiques à des clients mobiles quel que soit le temps
et le lieu où ils se trouvent. Ceci a donné lieu à la naissance d’un nouveau domaine,
l’informatique embarquée. Les contraintes qui émergent naturellement de la mobilité
concernent : les variabilitées non-prévisibles de la qualité de réseau pour la commu-
nication à distance, la fiabilité et la robustesse réduites, ainsi que les limitations des
ressources imposées par les contraintes de poids et de taille, et la préoccupation de la
limitation énergétique de la batterie qui alimente ces systèmes mobiles [39] [41].
Les innovations dans l’informatique embarquée ont données lieu au développement
d’un nouveau type de traitement, le traitement pervasif, dont le précurseur est M.Weiser
[55]. Sa vision consistait à rendre la technologie invisible, c’est-à-dire à la fondre dans
l’environnement. Ces systèmes regroupent tous les appareils possédant une intelligence
active et passive. Contrairement aux systèmes mobiles classiques qui réagissent aux
problèmes de localité et de mobilité (e.g. qualité de réseau), les systèmes pervasifs sont
plus complexes car ils sont sensibles au contexte dans lequel ils évoluent au moyen de
capteurs [39] [41]. De plus, ils s’adaptent en conséquence pour satisfaire les besoins
de l’utilisateur par l’intermédiaire d’une intelligence artificielle. Les systèmes pervasifs
sont conçus pour s’intégrer dans les infrastructures tout en minimisant l’attention de son
utilisateur, c’est-à-dire satisfaire ses besoins avec un minimum d’intéractions et donc de
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façon quasi-autonome. La mobilité faisant partie intégrante de la vie de tous les jours,
les recherches dans le domaine des systèmes pervasifs se sont naturellement dirigées
vers les systèmes ubiquitaires. En plus des caractéristiques des systèmes pervasifs, les
systèmes ubiquitaires comportent une contrainte supplémentaire de mobilité [39] [41].
Les appareils de téléphonie mobile de dernière génération peuvent être considérés
comme un des éléments majeurs des systèmes ubiquitaires, étant donné leur popularité.
Ils possèdent une grande gamme de capteurs (e.g. accéléromètres, GPS, gyroscopes,
microphones et caméras) [5] [7] [27]. Les informations qu’ils délivrent permettent aux
systèmes ubiquitaires ainsi qu’aux systèmes pervasifs de s’adapter en fonction de leur
environnement sous contrainte des besoins de leurs utilisateurs. La reconnaissance d’une
situation ou d’un contexte particulier peut se décrire au moyen de la reconnaissance
d’une forme particulière contenue dans un signal généré par des capteurs. Les appareils
mobiles possèdent des ressources limitées en terme de puissance de calcul, de mémoire
et d’autonomie qui limitent leurs performances. Ainsi le traitement de reconnaissance
de formes doit être conçu de manière intelligente pour optimiser les performances en
fonction de l’autonomie [7] [5].
L’évolution technologique des batteries étant lente par rapport à la progression
technologique des systèmes, décrite par la loi de Moore, ceci justifie naturellement
l’intérêt des recherches pour les techniques de faible consommation afin de réduire leur
taille et augmenter leur autonomie [46] [8].
Une approche intéressante pour prolonger l’autonomie des systèmes pervasifs et
ubiquitaires est de réduire le nombre de données à traiter. Une stratégie couramment
employée pour la numérisation d’un signal est basée sur un échantillonnage uniforme où
des échantillons sont prélevés périodiquement, cependant elle ne permet pas une évalua-
tion de la pertinence des données. Il faut dans ce cas proposer un type d’échantillonnage
qui soit adapté aux formes à reconnaître, de telle sorte qu’il ne capture des échantillons
qu’en présence d’information pertinente, ce qui permettrait d’alléger considérablement
la charge de calcul [1] [27] [42] [48] [54].
Ce manuscrit a pour objectif de présenter de nouvelles stratégies de réduction de
consommation dédiées aux systèmes limités en ressources. Il est structuré en deux par-
ties : la première abordera les aspects théoriques de l’échantillonnage et de la recon-
naissance de formes. La seconde partie traite de l’implémentation matérielle sur FPGA
et des estimations de consommation sur ASIC.
Dans la première partie, le chapitre 1 décrit les différentes stratégies d’échantillon-
nage qui se divisent en deux approches : uniforme et non-uniforme. Les différentes
stratégies de l’échantillonnage non-uniforme sont présentées afin de déterminer la plus
adaptée. L’approche retenue, nommée échantillonnage par traversée de niveaux, sera
appliquée à la reconnaissance de formes dans le chapitre 2. Une méthode pour déter-
miner les niveaux adaptés sera élaborée. Des résultats de simulation issus de signaux
expérimentaux viendront justifier la pertinence de l’approche retenue.
Dans la deuxième partie, le chapitre 3 explique les mécanismes et l’intérêt de la lo-
gique asynchrone. Une implémentation matérielle sur FPGA de la chaîne de traitement
pour la reconnaissance de formes fait l’objet du chapitre 4. L’acquisition des données
est réalisée par l’échantillonnage non-uniforme par traversée de niveaux. Le chapitre 5
compare la consommation énergétique de la partie détection de la chaîne de traitement,
dans les cas synchrone et asynchrone (liés respectivement à l’échantillonnage uniforme
et non-uniforme). Les conclusions et perspectives viennent clore ce manuscrit.
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Problématique de recherche
Les systèmes pervasifs sont de plus en plus présents et nous accompagnent au quo-
tidien. Cette omniprésence entraîne une course à la miniaturisation. Ils sont conçus
de manière à répondre aux besoins de leur utilisateur en limitant les interactions, ils
sont ainsi quasi-autonome. Ceci est réalisable en récoltant les informations pertinentes
présentes dans leur environnement [8] [29]. Ces systèmes sont dotés d’un sous-système
capteur qui est composée d’organes de perception et permettent ainsi de percevoir leur
environnement. Dans certains cas, les données issues des capteurs sont traitées par un
module de détection (reconnaissance) afin d’en extraire l’information pertinente. Les
systèmes pervasifs sont également étudiés de manière à minimiser leur consommation
et ainsi augmenter leur durée de vie. C’est dans ce contexte que s’inscrivent ces tra-
vaux. Ils ont pour objectif de montrer l’intérêt de proposer de nouvelles stratégies de
traitement du signal, afin de réduire la consommation énergétique dans les systèmes
médicaux tels que les implants par exemple.
Les implants médicaux
Un implant médical, qui est un système embarqué, est un appareil de petite taille
qui se compose de plusieurs sous-systèmes (c.f. Figure 1) : un capteur (et acquisition)
qui permet de mesurer une information dans son environnement ; le sous-système de
traitement (et mémoire) qui extrait les informations pertinentes issues du capteur ; un
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actionneur qui agit sur son environnement et un sous-système de commande qui effectue
l’interface entre le traitement et l’actionneur [8].
Le système est alimenté en énergie par l’intermédiaire d’une batterie en général, et
qui présente donc un budget énergétique limité. Il peut être impossible ou peu pratique
de recharger la batterie [20]. À plus long terme, des éléments de récupération d’énergie
dans leur environnement seraient une solution plus définitive. Cependant, l’implant
doit posséder une durée de vie suffisamment longue pour remplir les exigences de son
application. Il est donc primordial de s’intéresser aux méthodes qui puissent permettre












Figure 1 - Architecture générique d’un système embarqué.
Des mesures expérimentales ont démontré que l’actionnement est une opération très
coûteuse en terme d’énergie alors que le coût de traitement des données est plus faible.
Par ailleurs, la consommation énergétique du sous-système de traitement dépend du
type de capteur. Enfin l’énergie consommée par les modules de traitement et commande
peut être évaluée à environ 20 % à 50 % de la consommation énergétique de l’implant,




Le propre d’un implant médical est d’être inséré dans le corps humain. La durée et la
complexité de l’opération chirurgicale pour l’implantation sont induits principalement
par le nombre de capteurs à l’extérieur du boîtier de contrôle. Chacun des capteurs doit
être positionné de façon précise dans le corps du patient pour effectuer des mesures
précises ce qui demande du temps et de la dexterité de la part du chirurgien. Par
conséquent, plus le nombre de capteurs est faible, plus la durée de l’opération est courte.
L’utilisation d’un seul capteur est ainsi fortement apprécié pour alléger l’opération mais
également l’anesthésie. Ces conditions permettent en plus un rétablissement plus rapide
de l’état de santé du patient concerné. L’unicité du capteur est donc un enjeu important
(médical, sociétal et par conséquent économique) [20].
Bien que l’utilisation d’un unique capteur permette un meilleur confort pour le
patient et le chirurgien, les exigences envers le système doivent être plus rigoureuses.
En effet, l’utilisation d’un capteur ne permet pas d’obtenir une redondance temporelle et
spatiale de l’information pour augmenter la robustesse au bruit de l’implant. Le capteur
pourra aussi être amené à mesurer plusieurs signaux qui devront être discriminés par le
sous-système traitement. Les données du capteur doivent être ainsi traitées de manière
efficace pour en extraire au mieux l’information pertinente. L’implant doit, en plus des
contraintes énergétiques, posséder de bonnes performances et assurer la robustesse.
Réduction d’énergie
Sachant que le sous-système capteur est le premier élément de la chaîne de traite-
ment de l’implant, il possède un impact majeur dans la consommation énergétique du
système. Ce module comprend notamment un convertisseur analogique-numérique qui
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est responsable de l’échantillonnage du signal continu issu du capteur. Un échantillon-
nage inadapté des données contribue à une activité inutile de la partie capteur et qui
induit naturellement une perte d’énergie. L’énergie peut être conservée au moyen d’une
stratégie d’échantillonnage adaptée [1] [26] [42] [48] [54].
Une solution intuitive qui pourrait considérablement réduire l’activité serait de cap-
turer les échantillons seulement s’ils sont jugés pertinents. La réduction du nombre
d’échantillons va permettre d’induire une diminution de l’activité d’échantillonnage du
sous-système capteur et par conséquent de son énergie consommée. Cette réduction
dans le nombre de données à traiter va se répercuter positivement sur l’ensemble de la
chaîne de traitement si l’échantillonnage est conçu de manière judicieuse. En effet, ce
bénéfice est effectif si l’information pertinente contenue dans le signal issu du capteur
est préservée. Dans le cas contraire, même si le nombre d’échantillons est réduit, le coût
de traitement sera important étant donné qu’il nécessitera un plus grand nombre d’opé-
rations pour compenser cette perte d’information. En d’autres termes, le sous-système
capteur doit condenser l’information pour être en adéquation avec le sous-système trai-
tement.
L’activité de la chaîne de traitement et plus particulièrement celle du sous-système
capteur dépend de la nature du signal d’intérêt à échantillonner. Naturellement, plus ce
signal est sporadique (peu fréquent) plus faible sera l’activité et donc l’énergie consom-
mée [26] [27].
Conclusion
L’implant médical est un système qui doit de préférence comporter un seul capteur
pour faciliter son implantation chez le patient. Cette contrainte induit des critères
pointus en termes de performances et de robustesse au bruit. Étant donné que l’implant
est un système autonome, il possède un budget énergétique restreint qui limite sa durée
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de vie.
Le système n’étant pas facilement rechargeable, il faut utiliser cette énergie de ma-
nière efficace et effectuer un traitement seulement quand il est nécessaire, voire primor-
dial [20]. Il est aussi possible d’envisager la mise en veille du système lors d’une longue
inactivité.
Une solution intéressante pour la conservation d’énergie consiste à adapter l’échan-
tillonnage en fonction de la pertinence de l’information des données issues des capteurs.
La détermination du schéma d’échantillonnage fera donc l’objet du chapitre suivant.
La problématique de ces travaux s’inscrit dans la recherche sur l’optimisation énergie-
performance.
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Première partie







Dans un objectif de minimisation d’énergie, une des premières étapes dans la recon-
naissance de formes est l’échantillonnage. Dans ce chapitre nous allons procéder à un
état de l’art de ce domaine afin d’effectuer un choix pertinent et justifié pour notre ap-
plication. Dans une première partie nous décrirons le principe de l’échantillonnage. Les
deux parties suivantes présenteront les cas uniforme et non-uniforme. Nous terminerons
ce chapitre par une conclusion dans laquelle nous justifierons le choix de la méthode
retenue.
1.1 Principe de l’échantillonnage
L’échantillonnage consiste à représenter un signal en fonction du temps x(t) par
ses valeurs discrètes x(tk) aux instants tk. La séquence d’échantillonnage s(t), appelée
peigne de Dirac est une distribution de masse unitaire aux instants tk et nulle ailleurs.
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Dans le domaine temporel, la discrétisation du signal continu x(t) s’effectue en le mul-
tipliant par s(t). L’expression du signal échantillonné est définie par :
xe(t) = x(t) · s(t) =
+∞∑
k=−∞
x(t) · δ(t− tk) (1.2)
Dans le domaine fréquentiel, l’échantillonnage est un produit de convolution entre le
spectre x(t) et s(t) :
Xe(f) = X(f)⊗ S(f) (1.3)
L’échantillonnage est directement influencé par les instants d’échantillonnage tk car
selon sa distribution, l’échantillonnage se décline en 2 approches : uniforme et non-
uniforme.
1.2 Échantillonnage uniforme
La théorie de la communication associée au mode d’échantillonnage uniforme a été
introduite par Shannon. L’échantillonnage s’applique à un signal à bande limitée de
période d’échantillonnage Te respectant le théorème d’échantillonnage WKS [18]. La
séquence d’échantillonnage s(t) est, dans le cas uniforme, une distribution de masse
unitaire aux instants multiples de la période d’échantillonnage Te. Elle représente une
abstraction théorique de l’échantillonnage. En réalité, les instants d’échantillonnages
ne sont pas déterministes à cause de fluctuations et provoque de la non-uniformité. En




δ(t− k ·Te) avec tk = k ·Te (1.4)
Pour un signal analogique x(t) à bande limitée entre [−fmax,+fmax], la fréquence
d’échantillonnage uniforme fe, qui est l’inverse de la période d’échantillonnage Te doit
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être supérieure à la période de Nyquist fnyquist définie par l’équation suivante :
fnyquist = 2 · fmax (1.5)
Le signal obtenu, en échantillonnant x(t) par s(t) est défini par l’équation (1.6) et
illustrée sur la Figure 1.1.
xe(t) = x(t) · s(t) =
+∞∑
k=−∞
x(k ·Te) · δ(t− k ·Te) (1.6)
Le spectre du signal échantillonné Xe(f) a pour expression le produit de convolution






δ(f − k · fe) (1.7)
Xe(f) = X(f)⊗ S(f) = 1TeX(f − k ·Te) (1.8)
L’échantillonnage induit la périodisation du contenu spectral dans le domaine fréquen-
tiel Xe(f) autour de k/Te selon l’équation 1.8. Le signal x(t) peut être récupéré grâce
à un filtrage passe-bas idéal si la fréquence d’échantillonnage respecte le critère de
Nyquist. Si ce n’est pas le cas, le signal récupéré est distordu à cause du repliement
spectral.
1.3 Échantillonnage non-uniforme
L’échantillonnage non-uniforme, intrinsèque aux systèmes réels, est soit non désiré
ou utilisé de façon délibéré. Par exemple, en astronomie, la luminosité de différentes
étoiles est enregistrée pour décrire leur contenu fréquentiel. Les mesures sont faites
sur plusieurs années, et celles-ci sont corrompues par les conditions météorologiques et







Figure 1.1 - (a) Numérisation par échantillonnage uniforme pour fe = 7 Hz (b) Instants
d’acquisition des échantillons (Peigne de Dirac).
les pannes de télescope. Ceci mène à une longue période de données manquantes et
donc induit une non-uniformité dans l’échantillonnage. La séquence d’échantillonnage
non-uniforme pour les instants irréguliers tk est également un peigne de Dirac mais






Le modèle d’échantillonnage reste linéaire dans le domaine temporel. Le signal numé-
rique obtenu à partir des échantillons irréguliers x(tk) s’écrit selon l’équation suivante :
xe(t) = x(t) · s(t) =
+∞∑
−∞
x(tk) · δ(t− tk) (1.10)
L’analyse spectrale n’utilise pas les mêmes outils que dans le cas de données uniformé-
ment réparties car elle est dépendante de plusieurs conditions et paramètres.
L’implémentation matérielle de l’échantillonnage mène à des fluctuations dans les







Figure 1.2 - (a) Numérisation par échantillonnage Jittered Random Sampling. (b) Ins-
tants d’acquisition des échantillons avec un intervalle moyen de 0.40s.
instants d’échantillonnage. Ils ne sont plus déterministes comme décrit par l’équation
1.1. Ceci provient du jitter des appareils générants l’échantillonnage. Ce phénomène est
toujours présent dans les systèmes de conversion basés sur un échantillonnage uniforme
à cause du bruit de phase de l’horloge d’échantillonnage. Dans la majeure partie des cas,
ce phénomène peut être négligé pour conserver les techniques habituelles de traitement
du signal. Cependant, une fluctuation de la fréquence d’échantillonnage peut présenter
un avantage.
H.S. Shapiro et R.A. Silverman (1960) [44] ont proposé d’utiliser le phénomène
pour palier le problème de recouvrement spectral (en anglais aliasing) présent quand
la fréquence d’échantillonnage ne respecte pas le critère de Nyquist. En effet, si la fré-
quence d’échantillonnage peut prendre n’importe quelle valeur dans une bande donnée,
le spectre du signal échantillonné n’est plus périodisé et donc il n’y a plus de replie-
ment spectral. Cette observation a abouti à 2 types d’échantillonnages : le Jittered
Random Sampling (JRS), le Additive Random Sampling (ARS) et sa variante,
le Additive Pseudo Random Sampling (APRS).
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1.3.1 Jittered Random Sampling (JRS)
Pour cet échantillonnage défini par [44], illustré en Figure 1.2, les marqueurs
temporels tk sont définis par une composante déterministe et aléatoire.
tk = k ·Te + ξk avec k ∈ Z (1.11)
Avec ξk est une famille de variables aléatoires indépendantes et indentiquement distri-
buées, de valeur moyenne nulle et généralement gaussienne et avec Te l’intervalle moyen
entre 2 instants d’échantillonnage.
p(τ) =
1√
2 · pi · σ · e
− τ2
2σ2 (1.12)
La condition d’un faible jitter s’exprime par σ  Te, en effet quand σ = 0, p(τ) se
réduit à une fonction de Dirac se traduisant par un échantillonnage idéal et périodique.
1.3.2 Additive Random Sampling (ARS)
Cet échantillonnage, illustré en Figure 1.3, a également été proposé par H.S. Sha-
piro et R.A. Silverman (1960) [44] pour supprimer entièrement le recouvrement spectral.
Chaque instant d’échantillonnage, définis par l’équation 1.13, dépend du précédent (cu-
mulatif) en additionnant une variable aléatoire indépendante.
tk = tk−1 + ξk = t0 +
k∑
i=1
ξi avec k ∈ Z (1.13)
Avec ξk, une famille de variables aléatoires indépendantes et indentiquement distribuées,
de valeur moyenne nulle et généralement gaussienne et avec Te l’intervalle moyen entre
deux instants d’échantillonnage. La densité de probabilité du ke instant d’échantillon-
nage est défini par k opérations de convolutions sur p1(t) qui est la densité de probabilité
du premier instant d’échantillonnage.







Figure 1.3 - (a) Numérisation par échantillonnage Additive Random Sampling. (b) Ins-
tants d’acquisition des échantillons.
1.3.3 Additive Pseudo-Random Sampling (APRS)
Cet échantillonnage, illustré en Figure 1.4, introduit par P.C. Bagshaw et M.
Sarhadi [4] a été mis en évidence avec des signaux large bande et échantillonnés en
dessous de la fréquence de Nyquist, dans le cadre de la suppression du recouvrement
spectral. Les instants d’échantillonnages sont définis par l’équation suivante :
tk = tk−1 + ξ avec k = 1, 2, . . . ,N− 1 (1.14)
Avec ξ qui prend une valeur ξi parmi un ensemble fini de P valeurs.
ξ ∈ {ξi | i = 1, 2, . . . ,P} (1.15)
Afin de supprimer le recouvrement spectral, il est nécessaire de déterminer les li-
mites de la bande de fréquence du signal d’entrée x(t). Soit Xe(f), le spectre du signal
échantillonné et fp la fréquence du spectre du signal x(t).







Figure 1.4 - (a) Numérisation par échantillonnage Additive Pseudo Random Sam-
pling. (b) Instants d’acquisition des échantillons.






e−2jpiftk · e−2jpifptk (1.16)
Ainsi, Xe(f + fp) = Xe(f) si et seulement si e−2jpifptk = 1. Il faut déterminer fp de
telle manière que pour tout tk, le produit fp · tk ∈ N et ainsi éviter le recouvrement
spectral. Il n’y a pas de recouvrement spectral si fmax ≤ fp/2. Ceci est valide tant
que Fmax < fmax ≤ fp/2 avec Fmax la fréquence maximale obtenue avec l’ensemble des
périodes tk.
1.3.4 Level Crossing Sampling (LCS)
L’échantillonnage dit par traversée de niveaux a été employé par J.W. Mark et
T.D. Todd [27] dans le cadre de la compression de données (c.f. Figure 1.5). Cette
méthode consiste à définir un ensemble de niveaux sur l’axe d’amplitude. Contrairement
aux types d’échantillonnages précédents, il n’est plus nécessaire d’utiliser une horloge
pour effectuer l’échantillonnage. Un échantillon est capturé quand le signal d’entrée x(t)
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croise un niveau pré-défini [42] [54]. J.P. Crutchfield et N.H. Packard [31] ont démontré
que pour certains signaux déterministes il peut exister un placement de seuil ou le
partitionnement est optimal sauf dans le cas de signaux stochastiques.
L’échantillonnage par croisement de niveaux permet de prendre en compte les ca-
ractéristiques du signal x(t). Un partitionnement efficace permet d’éliminer les échan-
tillons contenant peu d’information, correspondant aux zones de faible activité. Et à
l’opposé capture les échantillons contenant de l’information pertinente caractérisé par
une forte activité. Le nombre d’échantillons ainsi réduit, permet de diminuer l’activité
de l’ensemble de la chaîne de traitement du signal et par conséquent sa consommation
énergétique.
Chaque échantillon est un couple (xk, tk) représentant respectivement l’amplitude
et le temps. Les instants d’échantillonnages sont définis par l’équation suivante :
tk = tk−1 + dtk k = 1, 2, . . . ,N− 1 (1.17)
Avec tk, l’instant courant d’échantillonnage tk−1 son prédécesseur et dtk le temps écoulé
entre ces deux instants. Pour k = 0, sont définis par une valeur nulle. Contrairement
aux autres méthodes non-uniformes présentées, il n’y a pas de connaissance a priori
des intants d’échantillonnage.
Ce schéma d’échantillonnage s’avère intéressant dans le cas où, dans un signal, il
existe des régions (amplitude) distinctes qui contiennent l’information pertinente. De
plus, l’échantillonnage par traversée de niveaux offre la possibilité d’adapter l’acquisition
spécifiquement aux signaux d’intérêts.
S. Garcìa et al. [17] présente une taxonomie des différentes méthodes pour la déter-
mination du positionnement des niveaux de discrétisation.







Figure 1.5 - (a) Numérisation par échantillonnage par traversée de niveaux répartis unifor-
mément sur la dynamique du signal (16 niveaux de quantification donnant un
quantum de 0.1) (b) Instants d’acquisition des échantillons.
1.3.5 Comparaison entre APRS et LCS
Pour l’échantillonnage LCS, un timer de résolution finie est utilisé pour mesurer dtk.
Soit Ttimer le pas du timer, l’équation suivante définie les valeurs de dtk :
tk = α ·Ttimer = {Ttimerk | k = 1, 2, . . . ,P} avec α ∈ N∗ (1.18)
En pratique, Ttimerk est un ensemble fini dont sa longueur dépend de la résolution du
timer. Ttimer défini la résolution du timer et si P·Ttimer est la valeur maximale que peut
atteindre le timer (e.g. saturation), alors α s’étend de α = 1, 2, . . . ,P. L’établissement
du lien entre ce schéma d’échantillonnage et l’APRS a été proposé par S.M. Qaisar [33].
Dans l’équation 1.14, ξ est le pas d’instant d’échantillonnage pour le APRS et il peut
prendre n’importe quelle valeur à partir d’un ensemble fini de pas d’échantillonnage
ξk. De façon similaire, dans l’équation 1.17, lors de la conversion, dtk peut prendre une
valeur égale parmi les valeurs pré-calculées Ttimerk .
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Malgré les ressemblances, il existe une différence majeure entre les 2 techniques,
c’est la façon de choisir le ξ et le dtk à partir des ensembles ξk et Ttimerk . Pour le
APRS, le choix de ξk dépend principalement de la fonction génératrice R. Pour le LCS,
le choix de dtk de Ttimerk dépend du placement des seuils et des caractéristiques du
signal d’entrée x(t).
Conclusion
L’échantillonnage est la première étape dans la discrétisation des signaux analo-
giques utilisés dans un système numérique. Par conséquent, le type d’échantillonnage
doit être choisi judicieusement car il impose les performances d’une chaîne de traitement
du signal.
L’échantillonnage uniforme est cadencé par une horloge réglée de manière à respecter
le critère de Nyquist pour éviter tout recouvrement spectral. Ce type d’échantillonnage
ne prend pas en compte les caractéristiques du signal et par conséquent capture pé-
riodiquement des échantillons même s’ils ne possèdent pas forcément de pertinence.
Cela mène par conséquent à une activité inutile du système de traitement et de ses
périphériques [48] [54].
Une amélioration pertinente des ressources consiste à choisir un type d’échantillon-
nage qui prend en compte les caractéristiques du signal. Avec l’échantillonnage LCS, le
taux d’échantillonnage s’adapte en fonction du signal : il est faible quand le signal varie
lentement et augmente quand le signal varie plus rapidement [42]. Ainsi, cela pourrait
permettre d’éviter toute surcharge inutile de la chaîne de traitement et de ses ressources.
Pour cela, le nombre et le positionnement des seuils doivent être choisis judicieusement
en fonction des caractéristiques du signal d’intérêt.
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Chapitre 2





Ce chapitre permet dans un premier temps de définir de façon générale une forme
dans un signal issu d’un capteur et le principe de la reconnaissance de formes.
La problématique de reconnaissance peut être résolue au moyen de plusieurs stra-
tégies, dont les concepts sont fondamentalement différents et seront décrits dans ce
chapitre. Ces stratégies sont évaluées en fonction de leurs caractéristiques, pour per-
mettre de déterminer celles qui sont les plus adaptées à nos travaux et ainsi choisir
l’architecture de reconnaissance de formes optimale.
2.1.1 Formes
On considère le sous-système capteur (et acquisition) de l’architecture de l’implant
(c.f. Figure 2.1). Les signaux issus du capteur considéré dans ces travaux évoluent de
façon continue au cours du temps.
Le capteur subit des sollicitations (forces) qui sont produites par différents pro-
cessus physiques dans l’environnement dans lequel il se situe. Ces forces produisent
des variations dans la réponse temporelle du capteur [32]. En considérant un proces-
sus particulier de nature non-aléatoire, la réponse du capteur va posséder une certaine
structure identifiable. Cette structure qui évolue dans le temps est nommée forme [43].
C’est une sous-séquence temporelle contenue dans le signal temporel du capteur.
Soit un ensemble de processus physiques de même nature qui exercent des sollicita-
tions sur le capteur.
Pour chacun des processus Φi, une forme particulière xi va être générée. Malgré l’exis-





Figure 2.1 - Capteur excité par des forces Φi induites par son environnement. La réponse
à ces sollicitations se traduit sous forme de signal temporel xi.
tence de distorsions temporelles et de variations d’amplitude, ces formes possèdent une
structure quasi-similaire et donc une même signature sous-jacente étant donné que les
processus sont de même nature (c.f. Figure 2.2).
2.1.2 Reconnaissance de formes
La reconnaissance de formes a pour objectif de concevoir des outils automatiques et
informatiques capables d’associer des formes dans des catégories, communément appe-
lées classes. Il n’existe pas une théorie unifiée de la reconnaissance de formes [24]. Il y a
plusieurs approches qui présentent des concepts fondamentalement différents. Les prin-
cipales sont : l’approche syntaxique (structurelle), l’approche statistique et l’approche
par filtrage de formes, que nous allons décrire ci-après.
44 Chapitre 2 - Reconnaissance de formes
Figure 2.2 - Superposition de formes issues d’un même capteur générées par des processus
de nature similaire.
2.1.2.1 Approche statistique
Dans cette approche, un ensemble de paramètres, appelé vecteur paramétrique, est
extrait des formes. Ce vecteur, noté p, permet de définir une forme [21] [14]. Soit un
espace construit à partir des paramètres du vecteur, une forme est représentée par un
point dont ses coordonnées sont définies par chacune des mesures des paramètres. Cet
espace est appelé espace paramétrique (c.f. Figure 2.3).
En considérant un ensemble de formes, l’approche statistique consiste dans un pre-
mier temps à délimiter des régions dans l’espace paramétrique. Les lignes de séparation
sont appelées frontières de décision. Chaque région est associée à une classe particu-
lière, qui est au nombre de 2 dans le cas de la Figure 2.3). Par la suite, chaque point
(forme) est associée à sa classe correspondante.
L’espace de représentation doit être construit à partir d’un vecteur de paramètres
qui puisse représenter les formes de classe identique dans des régions compactes et






Figure 2.3 - Représentation des images médicales dans un espace paramétrique composé
des paramètres p1 et p2. La ligne droite est la frontière de décision qui permet
de séparer les deux classes C1 et C2.
disjointes. L’efficacité de la représentation est déterminée au moyen de la qualité de
séparation des différentes classes.
Pour illustrer cette approche, on considère un exemple de classification d’images
médicales de deux catégories d’images (c.f. Figure 2.3). Le premier type représente
des lésions bénignes qui sont associées à une classe et le second type représente des
lésions malignes (tumeurs) qui sont associées à une classe différente. Dans un premier
temps, on identifie des mesures quantifiables pour pouvoir représenter les images dans
l’espace paramétrique. Par la suite, les frontières de décision sont déterminées pour
permettre de classifier les nouvelles images.
2.1.2.2 Approche syntaxique
L’approche syntaxique est basée sur une représentation hiérarchique des formes (c.f.
Figure 2.4). Une forme est ainsi considérée comme une entité qui se compose de sous-
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formes simples qui sont elles-mêmes construites à partir de sous-formes plus simples et
ainsi de suite. La sous-forme élémentaire est appelée primitive. Une forme se représente






Figure 2.4 - Représentation du signal électrocardiographique (normal) sur un cycle.
Une analogie peut être établie entre la structure des formes et la syntaxe d’un
langage. Une grammaire permet de fixer les règles de construction et l’analyse des
phrases. Pour une phase donnée, l’analyse syntaxique au moyen de la grammaire permet
de déterminer si la phrase est grammaticalement correcte. Ces notions peuvent être
généralisées à la reconnaissance syntaxique des formes, où les formes sont considérées
comme des phrases composées de plusieurs primitives qui sont les mots. Les règles
de combinaison des primitives entre elles sont fixées par la grammaire. L’ensemble
des formes d’une même classe correspond à un même langage qui est associée à une
grammaire. La reconnaissance syntaxique des formes consiste à indentifier les primitives
et à effectuer une analyse syntaxique des phrases (formes) pour vérifier l’exactitude vis-
à-vis de la grammaire correspondante [14].
Pour illustrer cette approche, on considère la reconnaissance syntaxique d’un signal














Figure 2.5 - Représentation hiérarchique du signal ECG qui se compose de trois niveaux.
Les primitives se décomposent au moyen d’une courbe croissante (c) ou dé-
croissante (d).
électrocardiographique (ECG) représentée en Figure 2.4 proposée par M. Kunt [24].
Ce signal quasi-périodique traduit l’activité électromécanique du cœur. Dans son état
normal et sur un cycle, il est constitué de cinq ondes appelées P, Q, R, S et T. Chacune
de ces ondes correspond à un phénomène précis. De plus, elles doivent apparaître dans
cet ordre. L’approche syntaxique consiste à donner une description de cette forme. La
phénoménologie du cœur donne naturellement cinq primitives : P, Q, R, S et T. Les
ondes Q, R et S forment un complexe, dit complexe QRS, morphologiquement très
différent des ondes P et T. Chaque onde peut être décrite par une courbe croissante (c)
suivit d’une courbe décroissante (d) et vice versa. Le signal ECG sur un cycle peut alors
être décomposé en une structure hiérarchique (c.f. Figure 2.5). Dans cet exemple, la
phrase signal ECG est reconnue comme correcte par l’ordre des indices des primitives
et du respect des alternances. Si la séquence obtenue après l’analyse syntaxique n’est
pas la séquence c1, d1, d2, c2, d3, c3, c4, d4 alors la forme observée possède une anomalie.
2.1.2.3 Approche par filtrage de formes
La première approche employée historiquement pour la reconnaissance est basée sur
le filtrage de formes [21]. Son fonctionnement repose sur l’analyse de la similarité entre
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(a) (b)
Figure 2.6 - Association (a) linéaire et (b) non-linéaire d’échantillons entre une forme de
référence (prototype) et une forme à comparer (candidate).
deux formes de même nature.
On considère un ensemble de formes à reconnaître et une forme particulière utilisée
comme modèle de base qui sert de support à l’analyse de similarité (correspondance).
Cette forme de référence peut être considérée comme un modèle (prototype). Plusieurs
transformations (par exemple translation, rotation et changement d’échelle) peuvent
être réalisées sur les formes à reconnaître pour procéder à l’opération de similarité.
La correspondance entre le modèle de base et la forme à analyser est quantifiée au
moyen d’une mesure de similarité comme par exemple la distance euclidienne qui est
couramment utilisée.
2.1.3 Evaluation des approches
Le filtrage de formes implique l’utilisation d’une forme de référence [35]. Pour sim-
plifier le traitement, chaque échantillon de la forme de référence est associée de façon
linéaire à l’échantillon de la forme à comparer (c.f. Figure 2.6 (a)). Cependant, dans
le cas de formes qui appartiennent à une même classe et qui possèdent d’importantes
variations structurelles les unes par rapport aux autres (distorsion temporelle), cette
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approche ne s’avère pas adéquate et il est préférable d’envisager une association non-
linéaire (c.f. Figure 2.6 (b)). Cependant, cette flexibilité alourdit considérablement
le traitement ce qui peut présenter un sérieux handicap pour notre problématique de
faible consommation.
Dans l’approche statistique, la caractérisation des formes au moyen d’un vecteur
ne permet pas de préserver l’information contenue dans leur structure. Dans certains
cas, cette information peut être pertinente pour permettre un traitement efficace. La
complexité de la mise en œuvre de l’approche statistique de reconnaissance de formes
dépend de la dimension de l’espace paramétrique.
Dans le cas de l’approche syntaxique, la représentation hiérarchique permet de recon-
naître des formes dont la structure est complexe. Pour effectuer l’analyse grammaticale,
les primitives sont extraites des formes. Cependant, une segmentation imprécise peut
réduire les performances de reconnaissance.
On peut déduire que les approches statistiques et syntaxiques sont complémentaires.
L’approche syntaxique conserve la structure des formes mais est limitée par le bruit du
fait de la segmentation. Les outils issus de l’approche statistique doivent être utilisés
pour permettre une segmentation appropriée des primitives [23].
L’architecture de reconnaissance des formes adaptée à la problématique de nos tra-
vaux doit se baser sur une architecture syntaxique qui doit incorporer un traitement
statistique [23]. C’est donc une architecture hybride.
Conclusion
La compréhension des différentes stratégies de reconnaissance de formes a permis
de mettre en évidence la pertinence de chacune. L’approche de reconnaissance la plus
adaptée dans notre cas s’avère être de nature hybride composée d’un système syntaxique
qui incorpore un traitement statistique.
Le traitement de reconnaissance sera effectué, par la suite, sur des formes non uni-
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formément échantillonnées. Pour assurer l’efficacité du traitement, il est primordial de
déterminer un ensemble de niveaux de quantification qui puissent proposer une repré-




L’échantillonnage par traversée de niveaux nécessite de définir un ensemble de ni-
veaux de discrétisation (partition) pour son fonctionnement. Les niveaux doivent être
adaptés aux formes à échantillonner pour ainsi préserver les éléments structurels les
plus importants et assurer par la suite une reconnaissance de formes efficace.
La méthode proposée pour la détermination de la partition recherchée s’inscrit dans
le cadre de la reconnaissance de formes. En effet, elle se base sur une architecture
de reconnaissance syntaxique modifiée qui intègre une architecture de reconnaissance
statistique.
2.2.1 Objectifs
La stratégie employée pour la détermination d’une partition repose sur l’attribution
d’un niveau particulier à chaque primitive. Dans le cadre de nos travaux, on définit une
primitive par les alternances de nature opposée autour d’une valeur de référence. Dans
le cas d’une référence nulle, ces alternances sont positives et négatives. Une alternance
est constituée de tous les échantillons situés entre deux valeurs consécutives d’amplitude
nulle. Avec cette transformation, une forme se représente sous une séquence composée
de valeurs binaires (0 ou 1) dont les valeurs s’alternent [35].
On suppose que cette approche permet de préserver la signature des formes avec
l’utilisation d’un minimum de niveaux. Le bien fondé de cette hypothèse est illustré
sur la Figure 2.7. La Figure 2.7 (a) représente une forme continue qui possède
des alternances positives et négatives. En supposant, par exemple, qu’il y ait quatre
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Figure 2.7 - (a) Forme continue caractérisée par des alternances positives et négatives. (b)
Forme numérisée au moyen de l’échantillonnage par traversée de niveaux.
alternances (primitives) qui définissent la signature de ladite forme, on peut remarquer
que sa version numérisée par traversée de niveaux en Figure 2.7 (b) a sa signature
sous-jacente qui est préservée.
Pour sélectionner ces niveaux, on définit dans un premier temps une partition ini-
tiale. Chacun de ses éléments est un seuil potentiel qui peut constituer la partition
recherchée. Ainsi, la méthode proposée est une approche dite top-down. De plus, la
dimension de la partition finale est directement déterminée par le nombre de primitives
sélectionnées.
Le positionnement d’un niveau de discrétisation va dépendre de son indice de per-
formance. L’indice retenu est le couple constitué du taux de bonnes détections (taux
de vrais positifs) et de mauvaises détections (taux de faux positifs) des primitives.
Le fonctionnement de la méthode proposée pour la détermination de la partition
dépend des paramètres suivants : du nombre de primitives qui constitue une forme, des
performances de détection (taux de vrais et faux positifs) ainsi que du nombre de seuils
de la partition initiale.
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2.2.2 Architecture
La méthode de détermination de partition repose sur l’architecture de la reconnais-
sance syntaxique de formes (c.f. Figure 2.8) [14]. Elle se compose d’un module de
sélection de primitive, d’un module de prétraitement, d’un module de segmentation et
d’un module de reconnaissance de primitive. Il faut noter que le module de reconnais-












Figure 2.8 - Architecture pour la détermination de partitions basée sur une structure de
reconnaissance syntaxique de formes.
2.2.3 Méthode de sélection et d’extraction des primitives
Cette méthode à pour objectif d’extraire les primitives prépondérantes qui ont un
fort impact dans la structuralité de cette forme. On considère une forme à l’entrée de
l’architecture Figure 2.8. Il faut dans un premier temps échantillonner par traversée
de niveaux cette forme avec une partition initiale. Ceci est effectué avec le module de
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Prétraitement. Dans l’exemple de la Figure 2.9 (a), cette partition est constituée de
niveaux uniformément espacés. Le signe de cette forme est déterminée pour lui donner
une représentation binaire et permettre de segmenter ses primitives [3].
Afin de sélectionner les primitives les plus prépondérantes dans la définition de la
structure de la forme, il faut attribuer un poids à chacune d’entre elles. Une fonction de
pondération simple est la valeur absolue de l’extremum des primitives. De cette façon,
l’importance des primitives est indépendante de leur signe. Le résultat de la pondération
w est illustré sur la Figure 2.10 (b).
Étant donné que la structure d’une forme ne dépend seulement que de quelques
primitives, une fenêtre glissante va être utilisée. Si l’on souhaite seulement récupérer les
deux primitives les plus prépondérantes, on définit la fenêtre de largeur deux. Initiale-
ment, la fenêtre est positionnée au poids de la première primitive et s’étend jusqu’au
poids de la seconde primitive. Un second poids est alors déterminé en faisant la somme
du poids des primitives contenues dans la fenêtre. Cette fenêtre glissante est décalée
d’une position dans w et ainsi cette opération est renouvelée pour obtenir la représen-
tation w∆ de la Figure 2.11 (b).
Finalement, les primitives prépondérantes sont celles qui sont définies dans la fenêtre




Les deux primitives les plus importantes dans la structure de la forme sont la première
pi et la deuxième pi+1, représentée sur la Figure 2.12.
2.2.4 Reconnaissance de primitives
La reconnaissance de primitive repose sur l’architecture d’un système de reconnais-
sance statistique de formes. Les primitives constituent ainsi l’ensemble des formes à








Figure 2.9 - (a) Forme échantillonnée par traversée de niveaux au moyen d’une partition










Figure 2.10 - (a) Forme échantillonnée par traversée de niveaux au moyen d’une partition
initiale uniforme. (b) Poids des primitives.












Figure 2.11 - (a) Poids des deux premières primitives contiguës. (b) Poids cumulé des deux











Figure 2.12 - (a) Première primitive extraite. (b) Seconde primitive extraite.
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détecter.
2.2.4.1 Architecture
L’architecture du module de reconnaissance de primitives est un sous-ensemble de










Figure 2.13 - Module dédié à la reconnaissance de primitives de l’architecture Figure
2.8 qui est basé sur une architecture générique de reconnaissance de formes
statistique.
Cette architecture générique comporte un module de prétraitement, un module d’ex-
traction et de sélection de paramètre et un module de classification. Pour des raisons
de simplicité, seuls le modules Extraction de Paramètres et Classification seront utilisés
par la suite. Chaque module qui constitue cette architecture est détaillée ci-après.
2.2.4.2 Prétraitement
L’un des objectifs de ces travaux est d’effectuer l’inspection de différentes architec-
tures pour la reconnaissance de formes, à commencer par la plus simple. La reconnais-
sance statistique de formes la plus simple consiste à manipuler un unique paramètre.
De plus, ce paramètre doit pouvoir s’extraire directement à partir des formes sans trai-
tement préalable. Par conséquent, le module de prétraitement ne sera pas utilisé dans
l’architecture proposée.
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2.2.4.3 Extraction et sélection des paramètres
Le module d’extraction et de sélection de paramètre a pour rôle de déterminer un
sous-ensemble parmi un ensemble de paramètres. Cette sélection dépend de plusieurs
critères, à savoir , qu’un paramètre doit avoir des valeurs significativement différentes
pour des formes appartenant à des classes différentes et avoir des valeurs très similaires
pour des formes de même classe. Dans un ensemble de paramètres choisis, un paramètre
doit être indépendant d’un autre [21] [24]. De plus, le coût et la complexité en temps
de calcul du système de traitement croissent en fonction du nombre de paramètres
utilisés. Il faut donc choisir les meilleurs paramètres pour diminuer ces critères tout en











Figure 2.14 - Module d’extraction et de sélection de paramètres.
Un des objectifs de nos travaux étant de proposer l’architecture de reconnaissance
de formes la plus simple possible, seulement un unique paramètre sera évalué. De plus,
pour s’affranchir de traitements supplémentaires comme par exemple du module de
prétraitement, le paramètre sera extrait directement de la représentation d’origine des
primitives (amplitude). Ce paramètre correspond à la valeur extrême des primitives
(positive ou négative).
La Figure 2.14 illustre le procédé de construction du vecteur de paramètre pour
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une primitive. Un premier module d’extraction de paramètre est dédié à la détermini-
nation de la valeur extrême de la primitive pour chaque forme d’intérêt. Si le signe de
la primitive est positif alors le deuxième module d’extraction de paramètre s’effectue
sur les primitives positives du reste du signal dans lequel les formes d’intérêt ont été
extraites. Le vecteur résultant fourni est la concaténation de ces deux vecteurs de para-
mètres. Ce procédé de construction du vecteur de paramètres est réitéré pour chacune
des primitives sélectionnées dans les formes d’intérêt.
2.2.5 Classification
2.2.5.1 Théorie de la décision
Pour illustrer la théorie de la décision, on suppose un vecteur de paramètres x auquel
est associé une variable C. La théorie de la décision est basée sur la prédiction de C en
fonction de x. Dans le contexte de la classification, une variable représente un paramètre
extrait d’une forme et l’autre représente la classe dans laquelle on peut associer la forme.
La loi jointe p(x, C), appelée également loi de probabilité à plusieurs variables, fournit
toutes les informations concernant l’incertitude associée à ces variables.
p(Ck|x) = p(x|Ck) · p(Ck)
p(x)
(2.1)
On reprend le problème de diagnostic médical dans lequel nous avons l’image à
rayons X d’un patient et que l’on souhaite déterminer si une tumeur est cancéreuse
ou non (c.f. Figure 2.3). Le vecteur paramétrique peut être construit au moyen de
mesures obtenues sur l’intensité des pixels de l’image. Le problème associé à cet exemple
implique la détermination de la loi jointe p(x, C) qui donne une description complète
de la situation. Cette quantité va permettre de décider de donner un traitement ou
non, cela implique d’effectuer un choix optimal. Quand l’image à rayon X d’un patient
est obtenue, l’objectif est de décider laquelle des deux classes assigner à l’image. On
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s’intéresse ainsi à la probabilité d’appartenance des deux classes de cette image. Cette
quantité peut être obtenue par le théorème de Bayes qui s’exprime avec l’équation (2.1).
Notre souhait est de minimiser la probabilité d’assigner une forme à la mauvaise
classe. En d’autres termes, il faut minimiser le taux de mauvaises classifications.
2.2.5.2 Minimisation du taux de mauvaises classifications
Pour minimiser le taux de mauvaises classifications il est nécessaire de définir un
critère (règle) qui assigne chaque forme à une des classes possibles. Afin de trouver une
règle de décision optimale, pour raison de clarté, on considère par exemple deux classes,
comme pour le problème de la détection de présence de cancer. Une erreur de décision
apparaît quand une forme qui appartient à la classe 1 est associée à la classe 2 et vice






Figure 2.15 - Représentation des probabilités jointes p(x, Ck) et de la frontière de décision
D.
Nous sommes libres de choisir la règle de décision qui assigne chaque forme à l’une
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des deux classes. Cependant, pour minimiser la probabilité d’erreur, on doit faire en
sorte que chaque forme soit assignée à la classe qui présente la plus petite valeur de




p(x, C2) · dx+
∫
R2
p(x, C1) · dx (2.2)
La théorie de la décision est illustrée avec la figure Figure 2.15. Elle représente
la modélisation de distributions jointes qui sont modélisées par deux distributions de
loi Gaussienne de caractéristiques différentes. Un choix optimal de décision peut être
défini pour la valeur d’abscisse pour laquelle les courbes se croisent. Ceci équivaut au
taux minimum de mauvaise classification.
Un seul paramètre est extrait des primitives (signe positif et négatif) : c’est la valeur
extrême de leur amplitude. Le vecteur de paramètre des primitives est de dimension 1,
de même que pour l’espace paramétrique.
Pour effectuer l’opération de classification il est nécessaire de définir différentes ré-
gions dont chacune d’entre elle est associée à une des classes possibles. Dans nos travaux,
la problématique de reconnaissance de formes est restreinte à deux classes. Par consé-
quent, un unique seuil (de décision) doit être défini pour séparer l’espace paramétrique.
Dans l’exemple de la Figure 2.15, la classification s’effectue de la manière suivante :
les échantillons, respectivement au dessus et en dessous, du seuil de décision sont classés
dans C1 et C2.
Comme il a été décrit précédemment, on souhaite placer le seuil de décision de ma-
nière à minimiser le taux de mauvaises classifications (c.f. équation (2.2)). Cependant,
pour nos travaux, il n’est pas adéquat de caractériser les performances d’un classifica-
teur au moyen d’une seule valeur (probabilité d’erreur). En effet, nous voulons ajouter
plus de flexibilité à l’utilisateur pour définir les performances du système de reconnais-
sance de formes. Ainsi il peut être plus approprié de caractériser ses performances par
l’intermédiaire du couple composé du taux de Vrais Positifs (VP) et du taux de Faux
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Une classification binaire induit quatre types de décisions possibles. Si une forme
appartient à la classe 1 ou 2 et quelle est associée à la vraie classe, alors elle sera
comptabilisée, respectivement, en tant que vrai positif et vrai négatif. Dans le cas où il
y a une erreur dans la classe prédite, alors la décision est comptabilisée en tant que faux
négatif et faux positif. Cette information est affichée dans une matrice dite de confusion
(c.f. Figure 2.16).




Figure 2.16 - Matrice de confusion
Ceci peut être représenté au moyen de la courbe ROC (Receiver Operating Charac-
teristic) qui est un graphe qui se construit avec le taux de vrais positifs sur l’axe des
ordonnées et le taux de faux positifs sur l’axe des abscisses [6] [13]. La courbe ROC se
construit en faisant varier le seuil de décision où le taux de vrais positifs et le taux de
faux positifs est déterminé (c.f. Figure 2.17).
Dans l’espace ROC, le seuil de décision qui effectue le compromis entre le taux de
vrais positifs et de faux positifs est le point le plus éloigné de la diagonale définie par
y = x. Un seuil de décision qui engendre un point situé sur cette diagonale représente
une décision aléatoire de classification.
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Conclusion
L’architecture de reconnaissance syntaxique permet d’extraire les éléments structu-
rels importants des formes d’intérêt. La reconnaissance statistique permet de position-
ner les niveaux afin d’assurer un compromis entre le taux de vrais positifs et le taux
de faux positifs de détection des primitives. Ainsi, cette architecture hybride permet de
conserver à la fois la dynamique (signature) des formes d’intérêt en prenant en compte
des indices de performances.
Pour effectuer de la reconnaissance de formes, il faut à présent définir une méthode
qui puisse représenter les formes d’une même classe en prenant en compte l’information
structurelle. La stratégie envisagée s’appuie sur la théorie des automates et fera l’objet
du chapitre suivant.














































































































Représentation et reconnaissance de formes
Introduction
La structure des formes comporte de l’information pertinente. De ce fait, il faut
la préserver pour obtenir une chaîne de traitement efficace. L’information structurelle
d’une forme est présente car il existe un degré de corrélation entre les échantillons. Cette
information peut être conservée en donnant une représentation adéquate des formes. Ce
qui est effectué par l’intermédiaire de graphe qui prend en compte la relation existante
entre les échantillons.
L’ensemble des réponses du capteur qui induit les formes à reconnaître peut être
interprété comme un seul et unique système dynamique. Ce système peut être modélisé
sous forme d’automate qui se représente sous forme de graphe.
Dans ce chapitre plusieurs types de représentation des formes vont être explorés, à
savoir les automates finis déterministes et les automates stochastiques.
2.3.1 Représentation symbolique
Un signal qui est numérisé au moyen de l’échantillonnage par traversée de niveaux
peut être représenté sous forme d’une séquence de symboles. En effet, la position des ni-
veaux utilisés est connue de manière exacte. On considère la forme continue représentée
sur la Figure 2.18 qui est échantillonnée au moyen de deux niveaux de discrétisation :
l1 et l2. Étant donné que l’amplitude de ces niveaux est exacte, on peut respectivement
les associer, par exemple, aux lettres a et b. De ce fait, la forme numérisée peut être re-
présentée par la séquence de symboles : bbaabbaa et permet ainsi l’utilisation des outils
de la théorie des automates pour effectuer la reconnaissance de formes.
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l2 = b
l1 = a
Figure 2.18 - Représentation de la forme numérisée en séquence de symboles : bbaabbaa.
2.3.2 Définitions
La terminologie, empruntée à la linguistique, vient de l’intérêt que les linguistes ont
portés, et portent encore, à la théorie des automates [24].
Un alphabet est un ensemble, non vide, a priori fini, qui sera l’ensemble des symboles
que l’on notera A. Logiquement, les éléments de A, les symboles, sont appelés lettres, et
les suites de lettres sont appelés mots. On peut prendre comme alphabet un ensemble
de chiffres : par exemple {0, 1} ou {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}. Les mots sont des entiers
qui peuvent être écrits dans différences bases définies par l’alphabet choisie : 1101 ou
013 sont les deux écritures dans les bases 2 et 10 respectivement du nombre 13 [40].
2.3.3 Éléments de la théorie des graphes
Les automates sont considérés comme des graphes. Un graphe G est défini par deux
ensembles. Le premier est l’ensemble des sommets et le second est l’ensemble des arcs.
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s1 s2 s3
Figure 2.19 - Graphe G
Chaque arc possède une origine et une extrémité qui sont deux sommets du graphe. On
représente les sommets par des cercles et les arcs par des flêches qui joignent l’origine
à l’extrémité. Un graphe G est illustré en Figure 2.19.1 1 00 0 1
0 0 1

Figure 2.20 - Matrice d’incidence du graphe G.
Un graphe se représente naturellement par une matrice booléenne, appelée matrice
d’incidence. Un coefficient de la matrice vaut 1 s’il existe (ou moins) un arc ayant une
origine et une extrémité. La matrice d’incidence du graphe G est présenté en Figure
2.20.
2.3.4 Automate fini déterministe
Le terme déterministe provient du fait que pour chacune des entrées, l’automate
transite vers un seul et unique état à partir de son état courant. Un automate fini
déterministe se compose d’un ensemble d’états, de symboles d’entrées, d’une fonction
de transition, d’un état de départ et d’un état final (accepteur). Ce type d’automate
sera nommé par l’acronyme AFD [19].
Il est nécessaire de comprendre comment un AFD décide ou non d’accepter une
séquence de symboles présentée à son entrée. Le langage d’un AFD est l’ensemble de tous
68 Chapitre 2 - Reconnaissance de formes
les mots qui sont acceptés par cet automate. L’AFD commence dans son état de départ.
La fonction de transition est consultée pour déterminer dans quel état l’automate doit
transiter après le traitement du premier symbole de la séquence d’entrée (mot). Le
second symbole est traité et de la même manière la table de transition est consultée
pour trouver l’état suivant et ainsi de suite. Si l’état dans lequel se trouve l’AFD après
le traitement du dernier symbole de sa séquence d’entrée est un état qui appartient
à l’ensemble des états finaux alors la séquence est acceptée sinon elle est rejetée. Un













Figure 2.21 - Reconnaissance d’une séquence de symboles.
À chaque état est associé un nœud. Pour chaque état et chaque symbole en entrée,
il existe un état dans lequel l’AFD transite. Le diagramme de transition possède un arc
qui a pour origine un nœud et dont son extrémité est un autre nœud. Il y a une flêche
dont l’extrémité est reliée à l’état de départ. Cette flêche n’a aucun nœud d’origine Les
nœuds qui correspondent aux états accepteurs sont marqués par un double cercle. Les
états qui n’appartiennent pas à l’ensemble des états accepteurs sont notés par un cercle
unique.
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2.3.4.1 Inférence grammaticale
On imagine un professeur qui souhaite transmettre les connaissances d’une méthode
particulière à des étudiants. Les exemples positifs et négatifs doivent occuper une place
centrale dans sa communication. Dans son exercice de communication, les exemples
doivent être choisis de manière pertinente et non de façon arbitraire ou aléatoire afin
d’assurer la convergence de l’apprentissage de la méthode par les étudiants (hypothèse
correcte). La plupart des méthodes d’apprentissage se basent sur des exemples arbi-
traires ou aléatoires. Cependant, l’observation précédente suggère qu’il serait raisonable
d’examiner des méthodes qui se basent sur une source qui fournie des exemples informa-
tifs (utiles). Pour accentuer cet aspect, on nomme la source des exemples le teacher




Figure 2.22 - Représentation des intéractions entre le teacher qui est la source d’exemples
et le leaner qui propose un état de sa compréhension de son apprentissage
(conjecture).
Un teacher est supposé répondre correctement à deux types de questions po-
sées par le learner concernant un ensemble régulier inconnu. La première question
concerne l’appartenance d’un mot t à l’ensemble régulier. La réponse est positive si t
appartient à l’ensemble ou négative dans le cas contraire. Le second type de question
est posé sous la forme d’une conjecture qui décrit l’ensemble régulier S. La réponse est
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positive si elle décrit le langage inconnu de l’ensemble S. Dans le cas contraire, il existe
une chaîne t, appelée contre-exemple, pour lequel la conjecture est incorrecte. Dans
la méthode proposée, la description de l’ensemble régulier par la conjecture s’effectue
sous forme d’un AFD. Elle exploite de manière efficace les informations contenues dans
les questions d’appartenance pour trouver efficacement (convergence rapide) un AFD
compatible avec les exemples et les réponses aux questions.
On décrit l’algorithme d’apprentissage L∗ qui apprend efficacement un ensemble
régulier inconnu au moyen d’un teacher [2]. L’ensemble régulier est noté U qui est
défini sur un alphabet A.
À n’importe quel moment, l’algorithme L∗ a accès à des informations sur un en-
semble de mots définis sur A en les classant en tant que membre ou non-membre de
l’ensemble régulier inconnu U. Cette information est classée dans une table d’observa-
tion, représentée en Figure 2.23, qui se compose de trois éléments : un ensemble fini
et non vide de mots suffix-closed E, un ensemble fini et non vide de mots prefix-closed S
et une fonction T (association). À noter qu’un ensemble est prefix-closed si et seulement
si chaque préfixe de chaque membre de l’ensemble est aussi un membre de l’ensemble.
Un ensemble suffix-closed est défini de manière analogue.
E
S T(S · E)
S ·A T(S ·A ·E)
Figure 2.23 - Table d’observation composée des ensembles prefix-closed E, suffix-closed S,
de l’ensemble issu de la concaténation de S et A, noté S ·A et de la fonction
T
L’interprétation de T est telle que T(u) est égal à 1 si et seulement si u est un membre
de l’ensemble régulier inconnu U. La table d’observation peut se visualiser comme un
tableau de deux dimensions où les lignes sont labélisées par les éléments de (S ∪ S ·A)
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et les colonnes labélisées par les éléments de E. Les entrées pour la ligne s et la colonne
e est égale à T(s · e) avec s qui appartient à (S∪S ·A). L’algorithme L∗ utilise la table
d’observation pour construire un AFD. Les lignes labélisées par les éléments de S sont
des candidats pour les états de accepteurs et les colonnes définissent les différents états
possibles. Les lignes labélisées par les éléments de S ·A sont utilisées pour construire la
fonction de transition. Une table d’observation est fermée si pour chaque t de S · A il
existe un s dans S de telle manière que Ligne(t) = Ligne(s). Une table d’observation est
consistente si quelque soit s1 et s2, des éléments de S, on obtient Ligne(s1) = Ligne(s2)
pour tout a dans A, on a Ligne(s1 · a) = Ligne(s2 · a). Si la table est fermée et
consistente on peut définir un accepteur correspondant M(S,E,T) sur l’alphabet A
avec un ensemble d’états Q, un état initial q0, des états accepteurs F et une fonction
de transition δ.
La table d’observation est initialisée avec S = E ={λ}. Pour déterminer T, l’ap-
prenti L∗ pose la question d’appartenance de λ et de chaque a dans A au teacher.
Cette table d’observation peut être fermée et consistente ou non. La boucle principale
de L∗ teste la table d’observation pour vérifier si elle est fermée et consistente. Si la
table n’est pas consistente, alors L∗ trouve s1 et s2 dans S, e dans E et a dans A de telle
manière que Ligne(s1) = Ligne(s2) mais que T(s1 ·a · e) n’est pas égal à T(s2 ·a · e). L∗
ajoute le mot a · e à E et étend T avec (S∪ S ·A) · (a · e) en demandant l’appartenance
pour les éléments manquants. Si la table n’est pas fermée, alors L∗ trouve s1 dans S et
a dans A de telle manière que Ligne(s1 ·a) est différent de Ligne(s) pour tout s dans S.
L∗ ajoute le mot s1 ·a à S et étend T à (S∪S ·A) ·E en demandant l’appartenance pour
les éléments manquants. Ces deux opérations sont repétées tant que la table (S,E,T)
n’est pas fermée ni consistente. Si la table est fermée et consistente alors L∗ établi la
conjecture de M(S,E,T). Le teacher répond de manière positive si la conjecture est
correcte ou répond avec un contre-exemple t dans le cas contraire. Si le teacher ré-
pond affirmativement, l’algorithme L∗ se termine. Par contre, dans le cas contraire, le
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teacher répond par un contre-exemple t et tout ses préfixes sont ajoutés à l’ensemble
S et les questions d’appartenance sont posées aux nouvelles entrées. C. de la Higuera
[11] présente un état de l’art sur les méthodes d’inférence grammaticale.
2.3.4.2 Automate stochastique
Une classe particulière d’automates probabilistes déterministes, appelée D-Markov,
peut être utilisée pour la représentation des formes [34] [36]. Le cœur de cette approche
repose sur l’approximation d’un processus symbolique avec un certain niveau de pré-
cision. Un processus symbolique stochastique est appelé processus Markovien d’ordre
D (c.f. équation (2.4)), si la probabilité de l’observation courant dépend seulement des
D observations précédentes. En d’autres termes, le processus possède une mémoire de
longueur D. Un tel processus peut se représenter avec un automate probabiliste déter-
ministe (c.f. Figure 2.24). Les états de l’automate sont représentés par une chaîne
de symboles de longueur D définie sur un alphabet. La machine D-Markov peut se
représenter par sa matrice de transition d’état.
P [sk|sk−1sk−2 · · · s1s0] = P [sk|sk−1sk−2 · · · sk−D+1sk−D] ∀ si ∈ A (2.4)
La profondeur de la machine D-Markov est un paramètre crucial puisque le nombre
d’états varie exponentiellement avec D. Une mémoire faible ne peut pas permettre
une représentation correcte de la dynamique du processus symbolique. Par contre, une
grande mémoire induirait un nombre d’états important qui mènerait à de très faibles
probabilités d’états et à une matrice de transition imprécise.
Pour pourvoir effectuer de la reconnaissance de formes, il est nécessaire de quantifier
les similarités ou les divergences dans les formes au moyen d’une mesure. Cette mesure
est appelée mesure d’anomalie (c.f. Figure 2.25) et quantifie la déviation des formes







Figure 2.24 - Automate stochastique.
par rapport à une forme de référence. Par la suite un seuil de décision est défini pour














Figure 2.25 - Matrice de transition d’états de référence Π0, celle après analyse d’une sé-
quence de symboles d’une forme Πk et la mesure de divergence Mk.
Conclusion
L’utilisation d’un automate déterministe à états finis dans le module de détection
offre deux avantages majeurs. Le premier réside dans la simplicité dans la reconnaissance
d’une forme particulière. Le seul fait de transiter vers un des états finaux (possibles)
de l’automate indique que la forme évaluée respecte la grammaire des formes d’intérêts
et ne necessite pas de post-traitements contrairement aux automates stochastiques. Le
deuxième provient du fait que les outils d’implémentation matérielle, notamment sur
circuit logique programmable, sont parfaitement adaptés et optimisés pour la réalisation
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d’un automate.
Le sous-chapitre suivant fera l’objet des résultats de simulation de la reconnaissance
de formes non-uniformément échantillonnées avec une partition.
Résultats de simulation
Introduction
Ce chapitre décrit les résultats de simulation obtenus avec le logiciel matlab. Les
données manipulées, décrites ci-après, proviennent d’un protocole expérimental.
Dans un premier temps, les niveaux qui constituent la partition pour l’échantillon-
nage par traversée de niveaux ont été déterminés. Ces niveaux ont été sélectionnés de
manière à obtenir le compromis entre le taux de vrais positifs et de faux positifs. Une fois
les partitions déterminées une comparaison est effectuée entre le nombre d’échantillons
capturés pour le cas uniforme et non-uniforme.
Ensuite, les formes, après échantillonnage non-uniforme, sont utilisées pour donner
une représentation unique sous forme d’automate : déterministe et stochastique. Les
performances de reconnaissance de formes obtenues avec ces deux types de représenta-
tion sont comparées.
2.4.1 Données expérimentales
Les données proviennent d’un capteur accélérométrique composé de 3 axes (c.f. Figure
2.26). Ce capteur a été intégré dans un dispositif qui échantillonne uniformément son
signal. Ce signal de nature continu a été échantillonné à la fréquence la plus élevée que
l’on peut obtenir avec ce dispositif et qui est de 100 Hz. Cette fréquence d’échantillon-
nage maximum est supérieure à la fréquence de Nyquist requise pour échantillonner
correctement des signaux physiologiques.
Le dispositif de mesure, porté par un patient, subit plusieurs sollicitations qui sont
également subies par le capteur. En raison de la confidentialité du contexte expéri-
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Figure 2.26 - Capteur accélérométrique MEMS triaxial.
mental, les sollicitations peuvent être considérées comme des exercices de toux pour
illustrer le protocole. Un exercice est constitué d’une séquence de toux consécutives.
Ces sollicitations sont effectuées à intervalle régulier durant la totalité de l’expérience.
Une toux, durant un exercice, est suffisamment espacée d’une autre pour considérer
que chaque forme induite par ces sollicitations soit indépendante les unes des autres. Il
n’existe ainsi aucun recouvrement entre deux toux consécutives. De la même manière,
les exercices sont suffisamment espacées les uns des autres.
Les patients notent à quel moment au cours de la journée ils effectuent un exercice de
toux. De ce fait, chaque exercice, et par conséquence, chaque forme peut être localisée
précisément dans le signal temporel du capteur. Cette caractéristique permet d’effectuer
de la reconnaissance de formes supervisée.
2.4.2 Partition
Le choix du nombre de primitive permet de représenter une forme avec un certain
degré d’approximation. Une forme se décompose ainsi en un nombre fini de primitives.
Un seuil est associé à chacune de ces primitives. On considère une forme détectée si
l’extremum de chacune de ses primitives est supérieure au seuil qui sert à leur détection.
En considérant une classe de forme à reconnaître, la transformation binaire des formes
est une approximation qui fait apparaître deux sous-classes. En effet, cette représenta-









Figure 2.27 - (a) Les classes de formes pour deux primitives (b) Formes non-uniformément
échantillonnées modélisées par deux primitives.
tion permet de modéliser n’importe quel signal par une séquence binaire alternant les
symboles 0 et 1 et qui correspondent aux classes C1 et C2 de la Figure 2.27.
Une forme commence ainsi par 0 (signe négatif) ou par 1 (signe positif) le reste de
leur séquence est entièrement définie par une alternance de 0 et 1 (c.f. Figure 2.27
(a)). Cette représentation ne va pas convenir à la totalité des formes qui constituent une
classe. Il faut ainsi rejeter les formes qui ne possèdent pas les séquences précédemment
définies.
La Figure 2.28 représente le pourcentage de rejet des formes pour un nombre de
primitives égal à deux. Les faibles valeurs prouvent que les classes C1 et C2 permettent
une bonne modélisation des formes d’intérêt. Pour un nombre de primitive unitaire,
aucune forme n’est rejetée car il y a seulement les classes C1 et C2, donc aucune n’est
rejetée.
Outre le fait de correctement modéliser la classe des formes à reconnaître, la qua-
lité d’une partition est évaluée par le taux de compression de donnée qu’elle permet
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Primitive = 1 Primitives = 2
Figure 2.28 - Pourcentage moyen du taux de rejet des formes d’intérêt qui n’appartiennent
pas aux classes C1 ou C2.
d’obtenir. Les données expérimentales étant obtenues au moyen d’un échantillonnage
uniforme, on évalue le taux de compression R en effectuant le rapport du nombre de
d’échantillons obtenu par l’échantillonnage par traversée de niveaux et celui obtenu par
l’échantillonnage uniforme. Les ratios d’échantillons exprimés en pourcentages sont af-
fichés sur la Figure 2.29. Le ratio est, excepté un cas, inférieur 0,2 % et, dans les
meilleurs cas, peut être inférieur à 0,1 % (axe y).
Le faible taux de rejet des formes d’intérêt et le très faible taux de compression per-
mettent d’affirmer que la partition déterminée permet de condenser l’information. En
effet, le taux de rejet indique que la partition a permis de conserver les éléments struc-
turels qui définissent la classe des formes (faible variation intra-classe) mais également
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Primitive = 1 Primitives = 2
Figure 2.29 - Pourcentage moyen du taux de compression.
a permis de capturer seulement les échantillons contenant de l’information pertinente.
La Figure 2.30, obtenu au moyen de l’algorithme L∗ [2] représente le pourcentage
de taux de détection moyen des formes pour les trois axes. De façon complémentaire
au taux de rejet des formes, ces résultats prouvent que les seuils qui constituent les
partitions sont adaptés à l’ensemble des primitives des formes.
La Figure 2.31 représente un exemple de représentation de l’espace paramétrique
pour un type de primitive. La courbe claire et foncée représentent respectivement la
densité de probabilité des primitives qui ne proviennent pas des formes d’intérêt et celles
qui proviennent des formes d’intérêt. Le faible recouvrement entre les deux distributions
indique une bonne séparabilité. La qualité de séparation peut se mesurer au moyen de
l’aire sous la courbe ROC. Plus le recouvrement entre les distributions est faible, plus
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Figure 2.30 - Pourcentage moyen de détection.
l’aire sous la courbe est proche de 1. Quand le recouvrement est maximale, l’aire est
égale à 0,5.
La Figure 2.32 récapitule les aires sous la courbe ROC selon les trois axes de
l’accéléromètre (x, y et z) et les enregistrements. Les classes C1 et C2 correspondant
respectivement aux formes d’intérêt qui débutent avec une primitive positive et néga-
tive. Les résultats montrent des aires supérieures à 0.90. Ceci affirme que le paramètre
utilisé (amplitude) permet une très bonne distinction entre les primitives provenant des
formes d’intérêt et celles à rejeter.
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Figure 2.31 - Estimation de la densité de probabilité de l’amplitude des primitives positives





C1 [0.99, 0.99] [0.94, 0.99] [0.99, 0.99]
C2 [0.99, 0.91] [0.98, 0.89] [0.99, 0.96]
2
C1 [0.98, 0.99] [0.95, 0.99 [0.98, 0.99]
C2 [0.99, 0.98] [0.99, 0.94] [0.99, 0.99]
3
C1 [0.92, 0.99] [0.99, 0.99] [0.96, 0.99]
C2 [0.99, 0.99] [0.99, 0.99] [0.99, 0.99]
4
C1 [0.98, 0.98] [0.92, 0.99] [0.98, 0.98]
C2 [0.99, 0.81] [0.97, 0.86] [0.97, 0.82]
5
C1 [0.99, 0.99] [0.96, 0.99] [0.99, 0.99]
C2 [0.99, 0.97] [0.98, 0.94] [0.99, 0.97]
Figure 2.32 - Aire sous la courbe ROC pour deux primitives.
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Sur la Figure 2.31, par exemple, le seuil qui est sélectionné correspond à la valeur
de l’abscisse où il y a le croisement entre les deux courbes. Ce seuil respecte le critère
de compromis entre le taux de vrais positifs et de faux positifs.
La Figure 2.33 récapitule les seuils utilisés pour la discrétisation des formes d’in-






C1 [−0.55, 0.67] [−0.18, 0.43] [−0.55, 0.67]
C2 [−0.43, 0.31] [−0.31, 0.18] [−0.55, 0.31]
2
C1 [−1.29, 0.92] [−0.55, 0.36] [−1.16, 0.92]
C2 [−1.29, 0.80] [−0.65, 0.26] [−1.40, 0.92]
3
C1 [−0.67, 0.55] [−0.55, 0.67] [−0.67, 0.55]
C2 [−1.04, 0.67] [−0.67, 0.31] [−1.04, 0.67]
4
C1 [−0.06, 0.55] [−0.18, 0.43] [−0.31, 0.55]
C2 [−0.18, 0.55] [−0.43, 0.31] [−0.31, 0.31]
5
C1 [−1.04, 1.53] [−0.43, 0.67] [−0.06, 0.55]
C2 [−0.18, 0.55] [−0.55, 0.31] [−0.55, 0.55]
Figure 2.33 - Ensemble des seuils qui constitue les partitions pour des formes d’intérêt
constitués de deux primitives.
Conclusion
Les résultats ont mis en évidence que la méthode de détermination de partition per-
met d’une part de conserver les éléments structurels des formes (très faible variabilité)
et d’autre part de réduire de façon drastique le nombre d’échantillons par rapport au
cas uniforme. La partition permet, a proprement dit, de condenser l’information.
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2.4.3 Représentation et reconnaissance de formes
Les différentes stratégies de détection sont détaillées ci-après. La première concerne
la reconnaissance de séquence de formes dont les paramètres pris en compte sont le
temps et l’amplitude. La deuxième, plus générale, est un algorithme de reconnaissance
de formes qui n’utilise que l’amplitude.
2.4.3.1 Détection de séquences de formes
Cet algorithme, dont l’architecture est représentée en Figure 2.34 les échantillons




Figure 2.34 - Architecture du système de reconnaissance de séquences de formes.
L’avantage de détecter des séquences permet d’exploiter la redondance d’information
pour ainsi diminuer le taux de faux positifs. Cet algorithme est basé sur un automate
fini déterministe conçu manuellement qui exploite l’amplitude et le temps.
La Figure 2.36 récapitule l’ensemble des performances obtenues avec cet algo-
rithme. Ces mesures sont obtenues uniquement pour l’axe z. On atteint en moyenne 76
% de vrais positifs pour environ 0 % de faux positif, ce qui prouve la bonne efficacité
de l’algorithme.


















Figure 2.35 - Automate Fini Déterministe pour la détection de séquences de formes.
Enregistrement VP FP τVP
1 31/37 0 84 %
2 26/36 0 72 %
3 12/30 0 40 %
4 25/25 0 100 %
5 33/39 1 85 %
Figure 2.36 - Mesures des performances de détection des séquences de formes pour l’axe z.
2.4.3.2 Détection de formes
Contrairement au cas précédent, cette approche, illustrée en Figure 2.37 est ba-
sée sur la reconnaissance individuelle de formes. Il n’y a plus d’information a priori,
en d’autre termes les contraintes sont réduites pour acquérir plus de généralité. La
construction de l’automate s’effectue de façon entièrement automatique par inférence
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Figure 2.37 - Architecture du système de reconnaissance de formes.
La détermination de l’automate sur lequel repose le fonctionnement de cet algo-
rithme s’effectue au moyen d’une méthode d’inférence grammaticale [2]. Cette méthode
exploite l’information fournie par les exemples positifs et négatifs pour déterminer la
structure de l’AFD qui permet de reconnaître l’ensemble des formes à reconnaître. Dans
le cadre de nos travaux, les exemples positifs sont les formes qui sont définies en tant





Figure 2.38 - Méthode d’extraction de fenêtres dans les signaux physiologiques.
L’extraction des formes est effectuée par une opération de fenêtrage. Une fenêtre se
déclenche quand un niveau de détection de la première primitive de la classe C1 et C2
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est franchi. Dans l’exemple de la Figure 2.38, il y a deux franchissements du niveau











Taux de vrais positifs τVP[%]
Primitive = 1 Primitives = 2
Figure 2.39 - Taux moyen de vrais positifs.
Les résultats obtenus avec cet algorithme sont répertoriés dans la Figure 2.39
pour les taux de vrais positifs et la Figure 2.40 pour les taux de faux positifs.
Conclusion
Une méthode pour la détermination des niveaux de quantification pour l’échantillon-
nage par traversée de niveaux est proposée. Les niveaux sont positionnés de manière
à préserver l’information structurelle des formes d’intérêt. Les formes d’intérêt sont
approximées en deux classes. La première se compose de formes dont leurs primitives
alternent le signe positif puis négatif et pour la seconde, il y a également une alternance












Taux de faux positifs τFP[%]
Primitive = 1 Primitives = 2
Figure 2.40 - Taux moyen de faux positifs.
de signe mais négatif puis positif. Cette approximation permet d’utiliser un minimum
de niveaux pour l’échantillonnage.
L’algorithme prend en compte un unique paramètre à savoir le nombre de primitives
qui compose les formes. Pour chaque primitive, une courbe ROC est tracée et le point
qui correspond au compromis entre vrais et faux positifs est désigné comme niveau pour
l’échantillonnage. Les très bons résultats de l’aire sous la courbe ROC en Figure 2.32
indiquent que le paramètre utilisé pour la représentation des formes d’intérêt, à savoir
l’amplitude, est pertinent.
L’algorithme d’inférence grammaticale proposé par D. Angluin [2] permet de générer
un automate déterministe fini adapté aux formes d’intérêts. Les résultats du tableau
Figure 2.39 démontrent que l’échantillonnage non-uniforme effectué au moyen des
niveaux déterminés par notre méthode de discrétisation permet de conserver l’infor-
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mation structurelle des formes d’intérêt. De plus, étant donné les résultats du ratio de
compression du tableau Figure 2.29, on peut conclure que la partition roc permet
de condenser l’information, c’est-à-dire de compresser l’information (utile) dans très
peu de données. Le couple composé du taux de vrais positifs et du taux de compres-
sion peut définir un critère d’évaluation et de comparaison avec d’autres méthodes de
partitionnement.
L’algorithme de D. Angluin [2] a été appliqué seulement pour les formes isolées. Les
résultats du graphe enFigure 2.40 montrent qu’il y a un pourcentage non négligeable
de faux positifs. Pour réduire le taux de faux positifs tout en préservant le taux de vrais
positifs une solution consiste à déclencher le fenêtrage non seulement en scrutant l’am-
plitude, comme c’est le cas dans le cas précédent, mais en scrutant à la fois l’amplitude
et le temps. De plus, en considérant non plus une forme isolée mais une séquence de
formes, cela rajoute de la redondance d’information. Comme le montre les résultats en
Figure 2.36, le taux de faux positifs est quasiment nul mais le taux de vrais positifs
est élevé. Un avantage majeur de cet algorithme est que l’on s’affranchit de l’opération
de fenêtrage : la reconnaissance de formes s’effectue en flux de données ce qui permet
d’assurer un débit maximal.
Ces résultats permettent de confirmer toute la pertinence de la stratégie employée
pour effectuer une chaîne de traitement efficace. En effet, le schéma d’échantillonnage
capture seulement les échantillons utiles et ne suscite le module de reconnaissance de
formes seulement quand cela est nécessaire. La chaîne de traitement complète sera par la
suite implémentée sur un circuit logique programmable, à savoir un fpga, afin de valider
le fonctionnement de cette approche théorique. Le chapitre 3 expliquera les mécanismes
et les vertues de la logique asynchrone. Le caractère événementiel de l’échantillonnage
par traversée de niveaux justifie naturellement le choix d’une implémentation matérielle
asynchrone.
Deuxième partie






Il existe principalement deux classes de circuits numériques : synchrone et asyn-
chrone. Ces deux méthodes n’étant pas indépendantes, certaines applications les com-
binent. Cependant, de nos jours, la plupart des circuits fabriqués sont synchrones. Ils
sont basés sur deux hypothèses fondamentales : tous les signaux sont binaires et tous les
composants partagent la même notion de temps, qui est définie par une horloge distri-
buée dans le circuit. La binarisation des signaux permet une implémentation électrique
simple et offre un cadre de conception maîtrisé grâce à l’algèbre de Boole. L’utilisa-
tion d’une horloge permet de façon fonctionnelle de simplifier la synchronisation des
composants.
Le fonctionnement des circuits asynchrones est fondamentalement différent. Bien
que les signaux soient binaires, les composants ne partagent pas la même notion de
temps, ainsi ils ne sont donc plus commandés par un signal périodique unique. C’est
un protocole de communication qui est utilisé pour faire la synchronisation, la commu-
nication, et le séquencement des opérations.
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3.1 Concepts de base
3.1.1 Fonctionnement synchrone
Les circuits synchrones sont composés d’un réseau de registres cadencés et de circuits
combinatoires. La Figure 3.1 illustre un circuit synchrone par un automate à états
finis. L’état courant de l’automate est stocké dans un ensemble de registres. L’état
suivant et la sortie sont fonction de l’état courant et de l’entrée. À chaque nouveau front
d’horloge, les registres sont activés et l’état courant est remplacé par l’état suivant. Le
fonctionnement du circuit synchrone s’apparente au modèle RTL (en anglais Register





E´tat courant E´tat suivant
Figure 3.1 - Mécanisme de fonctionnement d’un circuit synchrone par l’intermédaire d’un
automate à états finis
Le signal d’horloge joue le rôle d’un actionneur global. Tous les éléments du système
évoluent ensemble lors de l’occurence d’un événement d’horloge (front montant ou des-
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cendant), l’exécution de tous les éléments est donc synchronisé. Ce mécanisme global
d’activation introduit une contrainte temporelle. Pour assurer le bon fonctionnement
du circuit, tous les éléments doivent respecter un temps d’exécution maximum fixé qui
est défini comme le plus long chemin combinatoire (chemin critique). Tous les éléments
du système sont donc synchronisés dans le temps. À l’opposée, les système asynchrones
évoluent de façon localement synchronisés. Pour dimensionner la période d’horloge, il
faut prendre en compte les variations de vitesse des éléments du circuit qui sont princi-
palement induites par les variations dans le processus de fabrication, de température et
de tension d’alimentation mais également le biais d’horloge. Ainsi, on ajoute une marge
de sécurité d’un facteur 2.
La mise en place des réseaux de distribution d’horloge est devenue un enjeu-important
pour la conception des circuits synchrones car ils peuvent affecter le bon fonctionne-
ment des circuits et détériorer leur fiabilité. Les signaux d’horloge sont particulièrement
affectés par la génération technologique, par le fait que les lignes d’interconnexions de-
viennent de plus en plus resistives au fur et à mesure qu’elles se réduisent (K. van
Berkel et al., 1999 [50]). L’augmentation de la résistance est l’une des raisons prin-
cipales de l’importance de la distribution d’horloge. De plus, les différences dans les
délais des signaux d’horloge peuvent dégrader les peformances du système et même
créer un dysfonctionnement par le déclenchement du traitement de données invalides.
L’un des enjeux de la distribution d’horloge est de supprimer le biais d’horloge. Le biais
d’horloge entre 2 registres est défini comme la différence de temps d’arrivée. Quand
les signaux d’horloge sont complètement synchronisés, le biais est nul. La distribution
d’horloge et les méthodes de débiaisage sont nombreuses mais elles sont coûteuses en
terme de consommation et de surface. Ces coûts augmentent au fur et à mesure que
la fréquence d’horloge augmente. Une méthode couramment utilisée est de distribuer
une horloge pour une configuration en H avec des buffers amplificateurs aux points de
distributions (en anglais fanout). Le problème de cette approche est que plus de buffers
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sont utilisés, plus le biais d’horloge augmente. Une technique commune pour contrôler
le biais d’horloge est d’utiliser des boucles à vérouillage de phase (PLL). Sont but est
de réduire dynamiquement la phase d’un signal pour le faire concorder avec la phase
d’un autre.
3.1.2 Fonctionnement asynchrone
Pour s’affranchir du signal d’horloge, les circuits asynchrones utilisent des modules
de communication représentés en Figure 3.2. La détection de la présence de données
sur le port d’entrée déclenche le traitement de ces données, dont le résultat est envoyé
sur le port de sortie. Ce fonctionnement est très similaire à des systèmes de flot de
données (en anglais data-flow), dont l’arrivée de données déclenche une opération [37].
Module asynchrone Port de sortiesPort d’entre´es
Figure 3.2 - Caractéristiques d’un module asynchrone
Les données de communication à travers les ports ne sont pas contrôlées par un
signal externe, comme une horloge, mais par un protocole de communication implémenté
dans le module asynchrone. Ce type de protocole requiert un échange bi-directionnel
d’informations entre les émetteurs et les récepteurs appelé protocole à poignée de main
(en anglais handshake protocol). Ce protocole utilise des signaux de requête qui génèrent
une action et des signaux d’acquittements pour achever cette action. La plupart des
protocoles de communication requierent une alternance de requêtes et d’acquittements.
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3.1.3 Caractéristiques des opérateurs
Un opérateur asynchrone peut être considéré comme une cellule réalisant une cer-
taine fonction et communiquant avec son environnement à travers des canaux de com-
munication. Ces canaux de communication servent à échanger des données avec l’envi-
ronnement et des informations de synchronisation (parfois les deux simultanément). Un
opérateur asynchrone peut être caractérisé par au moins 4 paramètres fondamentaux :
— Temps de latence : Correspond à la chaîne combinatoire la plus longue (cri-
tique) nécessaire à une sortie. Cette caractéristique ne dépend pas de la mémoire
de l’opérateur. En asynchrone, un opérateur de mémorisation innoccupée ou vide
se comporte comme une cellule combinatoire qui laisse simplement la donnée le
traverser. Le temps de latence est variable en fonction des données en entrée,
dépendant de l’algorithme et de l’implémentation choisit.
— Temps de cycle : Caractérise le temps minimum qui sépare l’acceptation de
2 informations en entrée. C’est dans le cas général, le temps nécessaire pour
échanger une donnée entre 2 ressources de mémorisation connectées.
— Profondeur du pipeline : Définit le nombre maximum de données ou d’infor-
mations que l’opérateur peut mémoriser. Cela correspond à la différence maxi-
male entre l’indice de la donnée présente à la sortie et l’indice de la donnée
présente à l’entrée, alors que toutes les ressources de mémorisation sont occu-
pées. Dans le cas asynchrone, le nombre de données présentes dans le pipeline
n’est pas imposé.
— Protocole de communication : Permet d’échanger des informations avec l’en-
vironnement. Les cellules doivent comporter le même protocole de communica-
tion pour pouvoir les connecter entre elles. Les protocoles d’échange asynchrone
assurent la détection de la présence des données en entrées et assurent la généra-
tion d’une signalisation qui indique qu’une information est en cours de traitement
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et d’autre part qu’elle est disponible en sortie.







Figure 3.3 - Opérateurs asynchrones
Les opérateurs asynchrones sont caractérisés par un nombre de paramètres plus
importants que les opérateurs synchrones. Ainsi, l’asynchrone, avec ces paramètres, va
permettre de définir une classe plus importante de circuits.
3.1.4 Principe de base
Le mode de fonctionnement asynchrone est caractérisé par un transfert d’informa-
tions qui est généré localement par une signalisation adéquate. Le contrôle local doit être
àăl’écoute des communications entrantes, déclencher le traitement localement si toutes
les informations sont disponibles et produire des valeurs sur les sorties. Afin d’émettre
de nouvelles données, les émetteurs doivent être informés qu’elles ont bien été trai-
tées. Ainsi, le contrôle local doit prendre en charge une signalisation bi-directionnelle.
Toute action de communication doit être acquittée par le récepteur afin que l’émetteur
puisse émettre à nouveau. Les communications sont dites à poignée de mains ou de
type requête-acquittement (c.f. Figure 3.3).
En prenant par exemple deux cellules asynchrones : un émetteur A et un récepteur
B. Une requête est émise de A vers B pour indiquer que A demande une action de la part
de B. Quand B fini l’action, il acquitte la requête en émettant un signal d’acquittement
vers A.
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3.1.4.1 Protocoles de communication
Il existe principalement 2 classes de protocoles, le protocole 2 phases et 4 phases.
Il n’y a pas d’hypothèse sur le délai entre 2 événements successifs car le changement
de signal par l’émetteur est acquitté par un changement d’un signal du récepteur et
vice-versa.
Le protocole 2-phases, aussi appelé non retour à zéro (en anglais non return to zero
(NRZ)) est représenté en Figure 3.4. Le récepteur détecte la présence de nouvelles
données, effectue le traitement et génère le signal d’acquittement (Phase 1). L’émetteur
détecte le signal d’acquittement et émet les nouvelles données si elles sont disponibles
(Phase 2). La signalisation est basée sur événement puisque la détection des données et
des acquittements sont générés au moyen de front montants et descendants.
data 1
ack
1 2 1 2
n n+ 1
Figure 3.4 - Protocole 2 phases (adapté de [38]).
Le protocole 4-phases, aussi appelé retour à zéro (en anglais return to zero (RZ))
est représenté en Figure 3.5. La présence des nouvelles données est détectée par
le récepteur qui effectue le traitement et génère l’acquittement (Phase 1). L’émetteur
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détecte le signal d’acquittement et émet des données invalides (retour à zéro) (Phase
2). Le récepteur détecte le passage des données dans l’état invalide et place le signal
d’acquittement dans l’état initial (retour à zéro) (Phase 3). L’émetteur détecte le retour
à zéro de l’acquittement. Il est prêt à émettre de nouvelles données. Contrairement au
protocole NRZ, le protocole RZ est basé sur la détection de niveaux.
data 1 2
ack
1 2 3 4
n n+ 1
valides invalides valides
Figure 3.5 - Protocole 4 phases (adapté de [38]).
Le protocole 4-phases demande 2 fois plus de transitions que le protocole 2-phases.
Également, il semble plus lent et consomme plus d’énergie. Cependant, les techniques
d’optimisations du pipeline permettent de s’affranchir de la pénalité apparente des
phases de retour à zéro.
Le protocole 2-phases requiert un matériel plus important que le protocole 4-phases
car il nécessite de détecter des transitions et non des niveaux. Le faible nombre de tran-
sitions du protocole 2-phases se répercute sur la complexité du matériel et la consom-
mation est comparable à celle des réalisations 4-phases.
Le protocole 4-phases est majoritairement utilisé pour implémenter les parties in-
ternes d’un circuit intégré. Le développement des processeurs asynchrones sous le nom
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de Amulet est doté d’une architecture en micropipeline. Le but était de démontrer
la faisabilité dans le développement d’un circuit complexe asynchrone et évaluer le po-
tentiel de la logique asynchrone pour les applications à faible consommation pour la
conception d’un processeur entièrement asynchrone. La première version Amulet1 [15]
utilise un protocole 2-phases. En terme de consommation, il ne démontre pas un avan-
tage significatif par rapport à son homologue synchrone Arm6 qui a été le support de
sa conception.
L’amélioration de ce processeur a mené vers une deuxième version [16] qui utilise
un protocole 4-phases et qui montre des performances en terme de consommation supé-
rieures à son prédécesseur. Il n’est pas possible de déterminer l’avantage d’un protocole
par rapport à l’autre car les efforts d’optimisations ont été apportées sur l’architecture.
3.1.4.2 Codage des données
Le protocole de données groupées (en anglais bundled-data) se réfère à la situation
où les signaux de requête et d’acquittement sont regroupés avec les fils de données (c.f.
Figure 3.6). On sépare l’information de contrôle de l’information des données.





Figure 3.6 - Chaîne de communication de données regroupées (adaptée de [45]).
Une approche plus sophistiquée pour détecter la présence des données est d’indiquer
la fin d’un traitement est d’utiliser un encodage. Dans ce cas, le signal de requête est
encodé dans les données en utilisant 2 fils par bit d’information (c.f. Figure 3.7). Un
seul fil de données ne permet pas de détecter que la nouvelle donnée prend un état
identique à la précédente. Les protocoles utilisent en général un codage bifilaire ou
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double rail (en anglais dual-rail) pour chaque bit de donnée. Cela double le nombre de
fils par rapport aux réalisations synchrones. Avec deux fils par bit de données, 4 états
sont utilisables pour exprimer deux valeurs logiques (0 et 1). Il y a 2 types de codages
qui sont couramment utilisés : le codage 3-états et le codage 4-états.




Figure 3.7 - Chaîne de communication avec le protocole 4-phases double rail (adaptée de
[45]).
Le codage 3-états (c.f. Figure 3.8 (a)) à 3 états détectables : 1 logique, 0 logique
et l’état nul N . Après la transmission de chaque bit (1 ou 0), un nul (N) représente
l’invalidité des données. Les données sont définies par la valeur se situant entre 2 nuls
successifs. Ce codage garantit que le passage d’un état à un autre se fait toujours par
changement de l’état d’un seul bit sur les 2.
Le codage 4-états (c.f. Figure 3.8 (b)) permet de coder les valeurs 0 et 1 d’un
seul bit avec 2 combinaisons. L’une des combinaisons est considérée comme étant de
parité impaire et l’autre de parité paire. Deux états représentent le 1 logique et 2
autres représentant le 0 logique. Chaque fois qu’une donnée est émise, on change sa
parité permettant de passer d’une valeur logique à une autre, sans passer par l’état
d’invalidité, ainsi on alterne entre les phases P et Q.
3.1.4.3 Signal d’acquittement
Les protocoles décrits utilisent un signal d’acquittement que chaque opérateur asyn-
chrone doit générer. Une méthode proposée par A.L. Davis [10] consiste à utiliser des
horloges locales. L’arrivée d’une requête déclenche une horloge interne du module et




















Figure 3.8 - Codage (a) 3 et (b) 4 états des données (adapté de [38]).
après un nombre de cycles déterminé, le calcul est terminé. L’horloge interne est stop-
pée et un signal d’acquittement est généré. Cette technique s’avère très coûteuse et
lente pour des modules de petite taille.
Figure 3.9 - Acquittement en codage double rail 4 phases.
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Une technique simple consiste à avoir recours à des hypothèses temporelles ou des
modèle de délai. On retarde le signal de requête d’une certaine durée en concordance
avec le temps de calcul du module asynchrone réalisant le traitement. Ce signal retardé
peut directement être utilisé comme signal d’acquittement. Cette méthode est très
proche des circuits synchrones car elle est basée sur un modèle de porte à temps de
traversé borné.
Une autre méthode porte sur l’analyse de courant. Elle est basée sur le fait qu’en
technologie CMOS, le courant consommé est très différent lorsqu’il existe des transi-
tions, que lorsque les signaux sont stables. L’idée est de placer des capteurs de courant
pour détecter la fin de calcul en détectant une consommation nulle [12].
L’utilisation du codage des données avec les protocoles double-rail permet une
meilleure robustesse. En considérant un module conçu avec un codage 3-états et un
protocole 4-phases, on utilise une porte OU sur la sortie double-rail (c.f. Figure 3.9).
Avec l’utilisation d’un protocole 2-phases, une porte OU exclusif doit être utilisé sur la
sortie double-rail.
3.2 Motivations
3.2.1 Calcul en temps minimum
Dans les circuits, le délai de traitement dépend de l’état courant et de la valeur des
entrées. Pour les circuits synchrones, la période d’horloge est déterminée par la durée
du chemin combinatoire critique, ainsi qu’une marge de sécurité prenant en compte le
délai des bascules et du biais d’horloge, ce qui limite la vitesse du circuit. Le délai de
traitement est ainsi toujours plus faible que la période d’horloge.
À l’inverse, les circuits asynchrones exploitent de façon intrinsèque les variabilités
locales des délais de la logique combinatoire et donc un traitement débute dès la fin du
précédent. Il n’est pas nécessaire d’attendre le prochain front d’horloge comme dans le
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cas synchrone. Ceci offre potentiellement un avantage mais cependant il faut prendre
en compte les frais d’implémentations (en anglais overhead) de détection de fin de trai-
tement. On peut illustrer la dépendance de traitement aux délais avec un additionneur
avec propagation de retenue [50].
Les caractéristiques de vitesse d’un circuit varient en fonction de paramètres qui
influencent le fonctionnement des dispositifs élémentaires, tels que les variations des
paramètres technologiques, la température ou la tension d’alimentation. Le fonction-
nement en flot de données des circuits asynchrones les rends très robustes vis-à-vis de
ces variations. Ils ralentissent quand la tension d’alimentation chute ou quand la tem-
pérature augmente. Les circuits asynchrones fonctionnent toujours à vitesse maximale
permise par les dispositifs élémentaires et les conditions de fonctionnement.
3.2.2 Support fiable pour les traitements non-déterministes
Le traitement d’un signal asynchrone avec une horloge est une opération périlleuse
pour un circuit synchrone. En effet, l’échantillonnage asynchrone peut faire apparaître
un état métastable dont la durée est indéterminée, non bornée. T.J. Chaney et C.E.
Molnar [9] mettent en évidence l’existence de comportements oscillatoires et méta-
stables de bascules en réponse à une entrée présentant un état logique indéfini qui peut
apparaître avec les synchroniseurs. Les signaux synchrones imposent à tous les signaux
un temps d’établissement borné compatible avec la période d’horloge. Ils ne permettent
pas d’assurer un comportement correct dans tous les cas. Des mécanismes de division
d’horloge sont mis en œuvre pour limiter la probabilité d’apparition d’états métastables.
Par contre, en asynchrone, il est possible d’attendre le temps nécessaire pour la fin de
l’état métastable.
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3.2.3 Modularité
L’intégration VLSI des circuits synchrones a fait apparaître des problèmes de ré-
duction d’échelle (C. Seitz, 1978 [30]). En effet, si le circuit est réduit d’un facteur
d’échelle, le temps que met un signal électrique pour traverser 2 points du circuit peut
parfois dépasser la période d’horloge. Ainsi, le délai des interconnexions est devenu non
négligeable avec la technologie actuelle. Le délai dans les portes décroît rapidement en
fonction de l’évolution technologique, à l’inverse, la latence induite par les intercon-
nexions augmente (C.V. Berkel et al., 1999 [50]).
Le fonctionnement des circuits asynchrones est invariant en fonction du facteur
d’échelle car ceci est dû à la localité du contrôle et à l’utilisation par tous les opérateurs
d’un protocole de communication. Ceci permet d’avoir une modularité des circuits asyn-
chrones car il n’y a pas d’hypothèses temporelles qui garantissent le fonctionnement.
Les blocs asynchrones peuvent être construits indépendemment.
3.2.4 Faible consommation
Un circuit en veille ne consomme seulement qu’un courant de fuite. Avec la tech-
nologie CMOS, ce courant est négligeable par rapport au courant dynamique quand le
circuit est actif. Un circuit synchrone est soit en veille (e.g. l’horloge est éteinte) soit
actif. Les circuits asynchrones ne consomment de l’énergie que quand ils sont actifs.
Chaque sous-circuit est en veille jusqu’au moment où il est activé. Après avoir effectué
sont traitement, il retourne à l’état non-actif.
La comparaison du diviseur de fréquence synchrone et asynchrone permet d’illustrer
les caractéristiques inhérentes de faible consommation de la logique asynchrone par rap-
port au synchrone (K. van Berkel et al., 1999 [50]). Une mise en cascade de N éléments
diviseurs par 2 divise la fréquence d’entrée par 2N. Le second élément fonctionne à une
vitesse 2 fois plus faible que le premier et dissipe la moitié de la puissance, le troisième
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consomme le quart et ainsi de suite. Ainsi, le circuit asynchrone consomme sur une
période d’horloge moins de la moitié que le premier élément, indépendemment de N. À
l’inverse, son homologue synchrone dissipe en fonction de N.
Des avantages similaires se sont retrouvés dans les compteurs modulo N [51]. K. van
Berkel et M. rem [53] ont réalisés 2 conceptions asynchrones d’un décodeur (simple-rail
et double-rail) et établis la comparaison avec la version synchrone. Une autre application
est un récepteur de radio-message (en anglais pager) [22].
3.2.5 Faible bruit et faible émission
Pour les circuits asynchrones, les pics de consommation qui est un artefact créé par
la synchronisation des circuits synchrones n’existe pas car il y a une distribution du
contrôle dans toute la structure du circuit. Par conséquent, l’activité électrique d’un
circuit asynchrone est mieux répartie dans le temps que celle d’un circuit synchrone, ce
qui réduit le bruit dans les lignes d’alimentation.
Les sous-modules d’un système peuvent intéragir de façon inattendue. Par exemple,
un sous-module numérique génère un bruit sur la tension d’alimentation ou induit un
courant dans le substrat de silicium. Ce bruit peut affecter les performances d’un conver-
tisseur analogique numérique qui utilise la même source d’alimentation ou se situe sur
le même substrat. Un autre exemple est un sous-module qui émet des radiations électro-
magnétiques à sa fréquence d’horloge qui perturbe un récepteur radio. Avec l’absence
d’horloge, les circuits ont de meilleures performances électromagnétiques [52]. L’activité
du circuit est en général maximale peu de temps après le front d’horloge. Elle décline
jusqu’à ce que le circuit soit en veille avant l’arrivée du prochain front d’horloge. Le
signal d’horloge module le courant d’alimentation. Les chutes locales de tension d’ali-
mentation peuvent avoir un impact sur les performances et un bruit excessif peut avoir
un impact sur la fiabilité du circuit. Il faut analyser en fréquence le courant d’alimen-
tation d’un circuit synchrone pour se rendre compte de l’impact qu’il peut avoir. Les
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harmoniques générées peuvent interférer avec les antennes et les circuits analogiques
sensibles, incluant les circuits radio du FM (100 MHz) aux téléphones portables (1 à 2
GHz).
Figure 3.10 - Spectre fréquentiel de 2 microcontrôleur 80C51. Ils exécutent le même pro-
gramme aux mêmes performances. (a) Le spectre de la version synchrone
montre une suite de pics aux harmoniques 3-6 MHz dû à l’horloge (b) Le
spectre de la version asynchrone ne montre pas ces pics et montre clairement
que le spectre possède moins d’énergie.
La conséquence du faible rayonnement électromagnétique des circuits asynchrones
est à l’origine de la commercialisation du premier circuit asynchrone, un processeur 8 bit
compatible 80C51. La Figure Figure 3.10montre le spectre du courant d’alimentation
de la version synchrone (Figure 3.10 (a)) et de la version aynchrone (Figure 3.10
(b)) d’un microcontrôleur 80C51. La version synchrone montre une série d’harmoniques
de la fréquence d’échantillonnage (autour de 3 à 6 MHz), jusqu’à 300 MHz. Le récepteur
radio-message peut interférer avec les circuits analogiques très sensibles. À l’inverse,
la faible émission de la version asynchrone permet d’avoir un microcontrôleur actif
durant la phase de récepteur du récepteur de radio-message. La Figure 3.11 représente
l’architecture synchrone et asynchrone de ce circuit.
La réduction de la consommation généralement réduit l’énergie contenue dans le
spectre. Un exemple d’émission électromagnétique mesuré d’un microprocesseur asyn-
chrone est présenté par S.B. Furber et al. [16].
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Figure 3.11 - Architecture simplifiée du récepteur radio-message avant et après l’utilisation
d’un microcontrôleur faible bruit asynchrone.
3.3 Classification des circuits asynchrones
3.3.1 Aléas
Pour les systèmes synchrones, le traitement s’effectue entre 2 fronts d’horloge. Les
aléas (en anglais glitch) sur les fils pendant une période d’horloge ne sont en général
pas un problème. Le système fonctionne correctement aussi longtemps qu’un résultat
stable et valide est produit avant le prochain front d’horloge, quand le résultat est
échantillonné. À l’inverse, les systèmes asynchrones n’ont pas d’horloge, le résultat n’est
plus échantillonné à des intervalles discrets. Par conséquent, n’importe quel aléa peut
être traité par le système comme un changement réel dans la valeur et peut causer un
dysfonctionnement du système.
Plusieurs approches ont été utilisées pour éliminer les aléas combinatoires. La première
est l’utilisation de délais inertiels pour atténuer les pics non désirés. La plupart des
travaux de recherche des aléas dans les circuits asynchrones est basé sur les délais
inertiels [49]. La seconde, si on suppose un délai borné, les aléas peuvent être ignoré en
ajoutant un délai approprié pour ralentir certains chemins dans un circuit. La troisième :
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certains aléas sont tolérés si ils ne sont pas préjudiciables.
3.3.2 Classes de circuits asynchrones
Au niveau porte, les circuits asynchrones peuvent être classifiés comme auto-temporisés
(en anglais self-timed), indépendants de la vitesse (en anglais speed-independent) ou
insensibles aux délais (en anglais delay-insensitive) dépendants des hypothèses tempo-






Figure 3.12 - Classes de circuits asynchrones.
Un circuit indépendant de la vitesse est un circuit qui fonctionne correctement en
supposant des délais positifs, bornés mais inconnus dans les portes mais des fils parfaits
(délais nuls). En référence avec la Figure 3.12, cela signifie des délais arbitraires dA,
dB et dC mais d1 = d2 = d3 = 0. Supposer des fils sans délai n’est pas très réaliste. En
supposant des valeurs arbitraires pour d1 et d2 et en supposant d2 = d3, le circuit est
toujours speed-independent.
Un circuit qui fonctionne correctement avec un délai dans les fils positif, borné mais
inconnu (également dans les portes) est insensible aux délais. Sur la Figure 3.12,
cela veut dire des valeurs arbitraires de dA, dB, dC , d1, d2 et d3. De tels circuits sont
extrêmement robustes. Cette classe est plutôt petite. Seulement les circuits composés
de porte de Muller et d’inverseurs peuvent être delay-insensitive (e.g. circuit pipeline
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de Muller).
Les circuits qui sont insensibles aux délais avec l’exception de d2 = d3 sont appelés
quasi-insensible aux délais. Un fil où les transitions du signal s’effectuent en même temps
sont appelées isochroniques. Ces fourches peuvent se trouver dans les implémentations
au niveau porte où les concepteurs peuvent contrôler le délai dans les fils.
Les circuits insensibles aux de´lais
Les circuits quasiment insensibles aux de´lais
Les circuits inde´pendants de la vitesse
Les circuits Micropipeline





Figure 3.13 - Terminologie des classes de circuits asynchrones.
Le terme de cicuits temporisés est souvent utilisé pour désigner des circuits asyn-
chrones. Il désigne les circuits dont le séquencement est déterminé par des signaux
internes aux circuits plutôt que par un signal d’horloge. La terminologie utilisée pour
qualifier les circuits asynchrones est illustrée en Figure 3.13.
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3.3.2.1 Circuits insensibles aux délais
Cette classe de circuit ne comporte aucune hypothèse temporelle. En d’autres termes,
le fonctionnement des circuits est correct indépendemment des délais introduits par les
fils ou les éléments logiques. Cela signifie qu’ils sont basés sur un modèle de délais pour
les fils et les éléments qui sont non-bornés. Ceci impose au récepteur d’un signal de tou-
jours informer l’expéditeur que l’information a été reçue. Les circuits récepteurs doivent
être capables de détecter la réception d’une donnée et/ou la fin de son traitement. Les
circuits émetteurs quand à eux doivent attendre un compte rendu avant d’émettre une
nouvelle donnée.
3.3.2.2 Circuits quasi-insensibles aux délais
Cette classe de circuit adopte le même modèle de delai non-borné mais y ajoute
la notion de fourche isochrone (en anglais isochronic fork). On appelle fourche, un
fil qui connecte un expéditeur unique à deux récepteurs. On la qualifie d’isochrone
lorsqu’on suppose que les délais entre l’expéditeur et les deux récepteurs sont identiques.
Elle résout le problème d’utilisation de portes logiques à une seule sortie. La fourche
isochrone rend les circuits insensibles aux délais réalisables pour obtenir des circuits
quasi insensibles aux délais avec des portes logiques classiques [28]. Les circuits quasi
insensibles aux délais se caractérisent par l’adoption d’un modèle de délais pour les
connexions qui est de type non borné avec en plus l’hypothèse de fourche isochrone
et un modèle de type porte simple pour les composants élémentaires des circuits. Les
circuits quasi insensibles aux délais sont donc implémentables avec des cellules standard
telles qu’on les utilise pour la conception de circuits synchrones.
3.3.2.3 Circuits indépendants de la vitesse
Les circuits indépendants de la vitesse font l’hypothèse que les délais dans les fils
sont négligeables tout en conservant le modèle non borné pour les délais dans les portes.
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La fourche isochrone est une façon équivalente de formuler le modèle indépendent de la
vitesse.
3.3.2.4 Circuits de Huffman
Les circuits de cette classe utilisent un modèle de délais identique aux circuits syn-
chrones. Ils supposent que les délais dans tous les éléments du circuit et les connexions
sont bornés ou même de valeurs connues. Les hypothèses temporelles sont donc du même
ordre que la conception de circuits synchrones. Leur conception est basée sur l’analyse
des délais dans tous les chemins et boucles de façon à dimensionner les signaux de
contrôle locaux qui s’apparente à des horloges locales.
3.3.2.5 Micropipeline
La technique de Micropipeline a été introduite par I. Sutherland [47]. Les circuits
sont composés de parties contrôles insensibles aux délais qui commandent des chemins
de données conçus en utilisant le modèle de délai borné. La structure de base est le
contrôle d’une queue de type FIFO. Elle se compose d’éléments identiques connectés
tête-bêche. Le circuit réagit à des transitions de signaux et non pas à des états (pro-
tocole deux phase). En supposant que toutes les portes de Muller ont été initialisées à
zéro, l’environnement de gauche Figure 3.14 peut commencer le protocole de com-
munication. Considérons l’élément i, C[i]. Il propage un 1 à partir de son prédecesseur
C[i− 1], seulement si C[i + 1] est à 0 (c.f. Figure 3.14). Peu importe si le protocole
2-phases ou 4-phases est utilisé, cela reste le même circuit.
La motivation première pour le développement de cette classe de circuits était de
permettre un pipeline élastique. En effet, le nombre de données présentes dans le circuit
peut être variable, les données progressant dans le circuit aussi loin que possible en
fonction du nombre d’étages disponibles ou vides.
Le problème d’aléas a été écarté en ajoutant des retards sur les signaux de contrôle.









Figure 3.14 - Circuit Micropipeline
Cela permet en fait de se ramener à un fonctionnement en temps discret, avec l’auto-
risation de la mémorisation de données seulement lorsqu’elles sont stables (à la fin des
retards). Les délais étant de durée fixe, c’est une approche pire cas. On ne peut pas
tirer de la variation dynamique de la chaîne critique des opérateurs de traitement. Il est
possible de s’affranchir de cette contrainte en utilisant des registres et des opérateurs
combinatoires capables de générer leur propre signal de fin de calcul sans avoir recours
à des délais fixes. Les délais sont replacés par des délais variables implémentés dans les
registres et la logique combinatoire. Ainsi, le temps de calcul peut varier en fonction
des données. Le circuit n’utilise le modèle de délai borné et le circuit peut être rendu
indépendant de la vitesse, car la seule hypothèse est que le signal de contrôle succède
aux données.
Conclusion
Ce chapitre a permis d’expliquer les mécanismes de la logique asynchrone et de
souligner les différences avec la logique synchrone.
L’asynchrone étant une logique événementielle, le coupler à l’échantillonnage par
traversée de niveaux peut permettre d’obtenir une architecture faible consommation.
Cette hypothèse sera vérifiée dans le chapitre suivant.




Les résultats de simulation ont permis de démontrer que l’échantillonnage par tra-
versée de niveaux permet de réduire de façon drastique le nombre d’échantillons à traiter
tout en préservant l’information pertinente.
Une architecture intéressante a été proposée pour cette stratégie d’échantillonnage
mais fonctionne uniquement pour des niveaux uniformément espacés. Ce chapitre aura
pour principal objectif de valider la nouvelle architecture proposée mais également de
confirmer la véracité des résultats de simulation.
4.1 Architecture du système de reconnaissance de formes
Le système de reconnaissance de formes à mettre en place est destiné à devenir un
système implantable. Il se compose de plusieurs sous-systèmes qui a été précédemment
illustré sur la Figure 1. Cet implant se compose d’une partie capteur (et acquisition),
d’une partie de traitement (et mémoire) et d’une partie commande qui réalise l’interface
entre la partie traitement et l’actionneur.
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L’implémentation de la totalité du système ne sera pas envisagée. Ce type de sys-
tème, représenté en Figure 4.1, qui sera par la suite réalisé matériellement sur circuit
logique programmable, se compose d’une partie acquisition et traitement (et mémoire).
D’une part l’acquisition est réalisée au moyen d’un échantillonnage par traversée de
niveaux et d’autre part la partie traitement est dédiée à la reconnaissance de formes.
Les formes à reconnaître, appelées également les formes d’intérêt sont enfouies dans
le signal (temporel) issu du capteur accélérométrique [29]. Leur détection doit être la
plus efficace possible en termes de coût énergétique et de performance. La partie cap-
teur ne sera pas implémentée dans le cadre de la validation matérielle car les signaux
issus des capteurs vg, enregistrés sur des patients lors du protocole expérimental, seront





Figure 4.1 - Système implémenté matériellement.
Le module traitement du système en Figure 4.1 sera dédié à la reconnaissance des
formes issus du capteur et émis en flux de données. Le résultat de cette détection est
un signal logique vd.
Partie 2 - Architecture matérielle et prototypage 117
4.2 Conditions expérimentales
L’acquisition des données est effectuée au moyen de l’implémentation matérielle
d’une méthode d’échantillonnage par traversée de niveaux. Les niveaux de quantification
ont été précédemment déterminés lors des résultats de simulation sur les signaux du
protocole expérimental.
Les signaux issues du protocole expérimental ont été discrétisés au moyen d’un
échantillonnage de Nyquist. Ces données étant discrètes, elles ne peuvent évidemment
pas être directement transmises au module d’acquisition car elles doivent être de nature
analogique. Ces données sont injectées à la partie acquisition par l’intermédaire d’un
générateur de signaux qui a la possibilité d’émettre des données arbitraires stockées
dans sa mémoire.
Le dispositif expérimental pour la validation matérielle est représentée en Figure
4.2. Il comporte le générateur de signaux qui émet la version analogique ve des données
issues du protocole expérimental, l’échantillonneur par traversée de niveaux, située dans
la partie CNA & Détecteur de niveaux ainsi que dans la partie FPGA dans lequel est
également implémenté le détecteur de formes.
Les formes d’intérêt discrétisées, issues du protocole expérimental vg, sont sauvegar-
dées en mémoire du générateur pour être transmises à la sortie analogique de l’appareil
ve. La partie acquisition est basée sur le convertisseur analogique-numérique de E. Al-
lier [1] et qui fera l’objet d’une description. La partie numérique du convertisseur est
implémentée sur un circuit logique programmable de type FPGA (Field-Programmable
Gate Array) [6] [23] qui fait partie d’une carte de développement. La partie analogique
est implémentée sur un circuit spécifique et connectée à cette carte. Les signaux vu et
dt sont les échantillons d’amplitude et de temps issus de l’échantillonnage par traversée
de niveaux et qui sont ensuite utilisés par la module de reconnaissance de formes, dont
vd est le résultat de cette détection.
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4.3 Convertisseur par traversée de niveaux
Le convertisseur analogique-numérique, basée sur la traversée de niveaux, utilisé
pour l’acquisition des données est basée sur la réalisation de E. Allier [1]. Ce convertis-
seur est nommé par l’acronyme A-ADC (Asynchronous ADC) et qui correspond à un
convertisseur analogique-numérique par traversée de niveaux qui fonctionne de manière
asynchrone [48]. L’architecture qui est proposée, illustrée sur la Figure 4.3, fonc-
tionne uniquement avec des niveaux de quantification uniformément disposés le long de
















Figure 4.3 - Architecture générique du convertisseur analogique-numérique par traversée
de niveaux qui génère en sortie un couple amplitude-temps (vs, dt).
L’architecture de l’A-ADC se compose de quatre modules : un module de détection
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de la traversée d’un niveau (de quantification), un module de génération de niveau,
d’un compteur et d’un convertisseur numérique analogique qui effectue la conversion
des niveaux proposés par le générateur de niveaux. Chaque module de l’architecture de
l’A-ADC sera détaillé par la suite.
4.3.1 Détecteur de traversée de niveau
Ce module a pour fonction de déterminer quand le signal d’entrée à numériser, émis
par le générateur, traverse un des niveaux de quantification. Ce détecteur détermine la
direction de la traversée d’un niveau : ascendante ou descendante. En considérant un











Figure 4.4 - Détecteur de traversé de niveaux composé d’un réseau d’amplificateur opéra-
tionnel.
Pour cela, il est nécessaire d’utiliser deux niveaux de quantification au lieu d’un seul.
Dans la même configuration, on dispose ces deux niveaux de part et d’autre (dessus et
dessous) du niveau initial qui sont notés vucna et vdcna et qui sont respectivement le niveau
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supérieur et inférieur à vcna. Ainsi, pour un ensemble constitué de plusieurs niveaux de
quantification, il faut associer un couple de niveaux et qui seront utilisés par le module
de détection de traversée de niveau : vu pour ascendante et vd pour descendante. Le
détecteur de traversée de niveau a pour entrée le signal analogique à numériser qui est
émit par le générateur de signal ainsi que les couples de niveaux composé de vucna et vdcna.
Sa sortie fournit les informations de la direction de la traversée d’un niveau qui sera
utilisée par le module de génération de niveau : vd et vu.
L’information de direction de traversée est obtenue au moyen d’un réseau de deux
amplificateurs différentiels qui fonctionnent en mode comparateur. Un comparateur
permet de générer l’information de traversée ascendante et l’autre génére l’informa-
tion de traversée descendante. Le comparateur de traversée ascendante a son entrée
non-inverseuse connectée au signal analogique provenant du générateur et son entrée
inverseuse reliée à vucna. De cette façon, quand le signal d’entrée ve est supérieur à vucna
alors la sortie du comparateur, nommée vu, est au niveau logique haut. À l’inverse,
le comparateur de traversée descendante a son entrée inverseuse connectée au signal
analogique provenant du générateur et son entrée non-inverseuse reliée à vdcna. De cette
façon, quand le signal d’entrée ve est inférieur à vdcna alors la sortie du comparateur,
nommée vd, est au niveau logique haut.
Les couples de niveaux de références qui sont reliés aux entrées des comparateurs,
vucna et vdcna, sont de nature analogique qui sont fournies par un convertisseur numérique-
analogique.
4.3.2 Convertisseur analogique-numérique
Le convertisseur analogique-numérique réalise l’interface entre le module de détec-
tion de la traversée d’un niveau et le module de génération de niveau. Ce dernier fournit
une version numérique des couples de niveaux de référence nécessaires pour obtenir l’in-
formation de direction de traversée. Le couple de niveaux de référence est converti dans
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le domaine analogique pour permettre au module de détection de traversée de niveau
de pouvoir comparer ces niveaux au signal d’entrée analogique.
Le convertisseur doit pouvoir fournir les niveaux de référence de manière simultanée.
Il doit ainsi comporter une sortie pour la détection d’une traversée de niveau ascendante
et une autre pour permettre de détecter une traversée de niveau descendente.
Le couple de niveaux de référence est généré par le module de génération de niveaux.
Ces niveaux de référence sont actualisés par le module de génération de niveaux après
chaque activation (niveau logique haut) d’un des signaux de direction de traversée vu
ou vd.
4.3.3 Générateur de niveaux
Les signaux de direction de traversée de niveaux permettent d’actualiser de façon
dynamique le couple de niveaux de référence utilisés pour la comparaison avec le signal
d’entrée. Dans le cas où vu est au niveau logique haut, cela signifie que la traversée
du niveau de référence est ascendante et qu’il est nécessaire de réactualiser les niveaux
de références à des valeurs supérieures au signal d’entrée pour poursuivre la conversion
analogique-numérique.
Par contre, si c’est vd qui est au niveau logique haut, cela signifie que la traversée
du niveau de référence est descendante et qu’il est nécessaire de réactualiser les niveaux
de référence à des valeurs supérieures au signal d’entrée ve (condition de poursuite).
Dans le cas de niveaux uniformément répartis le long de la dynamique du signal
d’entrée ve, chaque niveau est espacé par un pas de quantification constant (quantum).
Chaque niveau est défini par un multiple du quantum. Dans l’architecture de l’A-ADC,
E. Allier [1] propose de générer les niveaux de référence au moyen d’un simple compteur.
Un niveau logique haut sur vu ou vd va respectivement incrémenter ou décrémenter le
compteur. Le nouveau niveau de référence sera défini par le produit entre la valeur
(courante) du compteur et le quantum. Dans le cas où le compteur a atteint ses limites,









Figure 4.5 - (a) Traversée d’un niveau de référence haut (b) Actualisation des niveaux de
référence pour poursuivre la conversion.
alors il n’y a pas de réactualisation des niveaux de référence.
L’utilisation d’un compteur pour la génération des niveaux de référence est simple et
efficace en termes de ressources matérielles et de vitesse. Cependant, cette architecture
ne fonctionne que pour des niveaux uniformément espacés et n’est donc par consé-
quent pas générique. Une modification du générateur de niveaux sera effectuée pour
permettre de faire fonctionner le convertisseur analogique-numérique avec des niveaux
pas nécessairement espacés uniformément (quantum variable).
La Figure 4.5 illustre le procédé de génération de niveaux uniformément répartis.
Les niveaux vuref et vdref sont choisis d’être positionnés à équi-distance du niveau de
référence vref. Sur la Figure 4.5 (a), il y a un franchissement du niveau vuref qui
provoque un niveau logique haut sur vu et qui mène à un rafraîchissement des niveaux
de référence. La Figure 4.5 (b) illustre les niveaux de référence mis-à-jour nécessaire
pour poursuivre le signal ve. Il faut noter que sur la Figure 4.5 (b), le niveau de
référence vdref est le niveau vuref de la capture précédente. Le respect de cette condition
de position des niveaux est nécessaire pour assurer le bon fonctionnement de l’A-ADC.
En effet, si ce critère n’est pas validé, en présence d’un fort niveau de bruit le circuit





























Figure 4.6 - Échantillonnage d’un signal bruité avec la présence d’un intervalle entre les
niveaux de références vd(i)ref et vu
(i−1)
ref .
serait instable. Pour illustrer cette affirmation, on considère le signal corrompu par un
bruit gaussien de la Figure 4.6. Il y a un interval entre le niveau de référence vuref de
l’échantillon i − 1 et vdref de l’échantillon i. Le fort bruit va générer un grand nombre
de transitions (instabilité) et de rafraîchissements de niveaux dans un faible interval de
temps. Le but dans la conception du système étant de minimiser l’activité du circuit,




Dans l’échantillonnage par traversée de niveaux, un échantillon est capturé seule-
ment quand le signal d’entrée à convertir traverse un des niveaux de quantification.
Contrairement à l’échantillonnage de Nyquist, les échantillons ne sont pas régulière-
ment espacés dans le temps car cela dépend des variations du signal d’entrée. Par
conséquent, il est nécessaire d’enregistrer (quantifier) le temps écoulé depuis le dernier
échantillon capturé. Un compteur de période TC est utilisé pour réaliser cette quantifi-
cation temporelle.
Le compteur s’incrémente au rythme des fronts montants des signaux d’informa-
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tion de traversée vu ou vd. Lors d’un débordement, le compteur emet sa valeur avant
d’être réinitialisé pour permettre un nouveau cycle de comptage et ne pas perdre cette
information temporelle.
4.4 Convertisseur par traversée de niveaux modifié
Les niveaux de quantification ont été précédemment déterminés lors des résultats de
simulation sur les signaux du protocole expérimental. Selon les résultats, la répartition
des seuils suivent une loi de distribution fortement non-uniforme. Le quantum n’étant
pas fixe, il n’est pas possible d’utiliser un compteur pour générer les niveaux de quan-
tification. Par conséquent, pour faire fonctionner l’A-ADC proposé par E. Allier [1] il
faut modifier l’architecture du générateur de niveaux.
Une possibilité consiste à simplement utiliser une table de correspondance ou LUT
(Look-Up Table) qui doit être préalablement initialisée avec les niveaux de référence.
Chaque emplacement mémoire est accessible au moyen d’une adresse où les niveaux sont
stockés par valeur croissante. Pour faciliter l’implémentation matérielle, les niveaux de
références sont stockés dans deux tables de correspondance distinctes ce qui permet
d’utiliser la même variable d’adresse.
En considérant une variable (pointeur) qui stocke l’adresse de l’emplacement mé-
moire courant, un niveau logique haut sur vu va incrémenter cette variable et va per-
mettre d’accéder à l’adresse du niveau de référence de valeur supérieure au niveau
de référence courant. À l’inverse, un niveau logique haut sur vd va décrémenter cette
variable et va permettre d’accéder à l’emplacement du niveau de référence de valeur
inférieure au niveau de référence courant. Aux conditions aux limites, si le niveau de
référence courant est le plus grand ou le plus faible, en d’autres termes, si le pointeur
se situe aux limites de l’espace mémoire réservé pour la table de correspondance, un
niveau logique haut sur vu ou vd n’aura aucun effet.
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La modification de l’architecture du générateur de niveau par une table de corres-
pondance permet de faire fonctionner l’A-ADC quelque soit la répartition des niveaux
de référence. Cette nouvelle architecture permet un fonctionnement générique.
4.5 Détecteur de formes
L’algorithme de reconnaissance de formes consiste à détecter des séquences com-
posées de plusieurs formes. Une séquence est détectée si les formes qu’elle contient
sont reconnues, c’est-à-dire que leurs primitives sont détectées. Il est supposé que les
formes d’intérêt qui constituent une séquence sont suffisamment espacées pour être in-
dépendantes les unes des autres. De plus, l’utilisation de cet algorithme nécessite que les
niveaux utilisés pour la détection de la première primitive soient d’amplitude supérieure
aux niveaux utilisés pour la détection de la seconde primitive.
TA =

t11 t12 0 0 0
t21 t22 t23 t24 0
0 0 t33 0 t35
0 0 0 t44 t45
t51 t52 0 0 0

Figure 4.7 - Matrice d’incidence de l’automate A.
L’algorithme de reconnaissance de formes est implémenté au moyen d’un automate
déterministe à états finis A à six états représenté en Figure 2.35.
On considère que chaque forme d’intérêt se compose de deux primitives. Sachant
que les formes d’intérêt ont été approximées en deux classes et qu’un niveau est dédié
à la détection de ces primitives, la partition roc se compose de quatre niveaux. Le
fonctionnement de l’algorithme nécessite la spécification de deux niveaux de silences
dont leur amplitude est inférieure aux niveaux de détection. Le déclenchement de l’al-
gorithme est basée sur la détection de la transition d’un niveau de silence vers un niveau
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de détection.
1. État S1
— t11 – L’échantillon courant est sur un niveau de silence et le temps de silence
n’a pas été validé ou l’échantillon courant est sur un niveau de détection.
— t12 – L’échantillon courant est sur un niveau de silence et le temps de silence
a été validé.
2. État S2
— t21 – L’échantillon courant est sur un niveau de détection et la fenêtre a été
dépassée ou l’échantillon courant est sur un niveau de silence et le temps de
silence n’a pas été validé.
— t22 – L’échantillon courant est sur un niveau de silence et la fenêtre n’a pas
été dépassée ou l’échantillon courant est sur un niveau de silence et la fenêtre
a été dépassée mais le silence pré-séquence a été validé.
— t23 – L’échantillon courant est sur un niveau de détection positif et la fenêtre
n’a pas été dépassée.
— t24 – L’échantillon courant est sur un niveau de détection négatif et la fenêtre
n’a pas été dépassée.
3. État S3
— t33 – La fenêtre n’a pas été dépassée.
— t35 – La fenêtre a été dépassée.
4. État S4
— t44 – La fenêtre n’a pas été dépassée.
— t45 – La fenêtre a été dépassée.
5. État S5
— t51 – Le temps de silence précédent la forme suivante n’est pas validé, on
attend la validation d’un silence pré-séquence.
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— t52 – Le temps de silence précédent la forme suivante est validé, la détection
de séquence se poursuit. Ou le temps de silence précédent la forme suivante
n’est pas validée, la détection de séquence recommence au début.
La détection des séquences de formes s’effectue en flux de données. Le déclenche-
ment de l’algorithme repose sur des conditions en temps et en amplitude. Le nombre
de formes qui compose les séquences doit être préalablement fixé. Une forme est consi-
dérée détectée si au moins une primitive a été reconnue. Cependant, pour augmenter
la sélectivité et rejeter le taux de faux positifs, un seuil peut être spécifié sur le nombre
de primitive que doit comporter une forme dans une séquence.
4.6 Réalisation
La partie numérique du convertisseur analogique-numérique par traversée de ni-
veaux qui comporte le générateur de niveaux et le compteur sont implémentés sur une
carte de développement ALTERA DE1 qui comporte un FPGA de type CYCLONE
II EP2C20F484. La partie analogique du convertisseur est implémentée sur une carte
électronique de réalisation ad hoc qui a été réalisée à cet effet. Celle-ci est connectée à la
carte DE1 pour permettre le fonctionnement du A-ADC. Les amplificateurs opération-
nels utilisés pour la réalisation du module de détection de traversée de niveaux sont de
référence LM339N. Le convertisseur numérique-analogique qui effectue l’interface entre
le générateur de niveaux et le détecteur de traversée de niveaux est un AD7302. Ce
convertisseur comporte deux entrées afin de permettre la conversion de deux signaux
numériques distincts définis sur 8 bits. La mise en activité du convertisseur s’effectue au
moyen d’une requête (asynchrone). Cette propriété intéressante va permettre une réa-
lisation asynchrone du convertisseur analogique-numérique qui est la principale vertue
du convertisseur de E. Allier [1]. L’opération de conversion nécessite une signalisation
particulière qui est réalisée au moyen d’un automate à états finis et qui est implémentée
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sur le FPGA.
Comme il l’a été spécifié précédemment, un générateur de signal est utilisé pour
fournir le signal d’entrée au module d’acquisition qui est le convertisseur analogique-
numérique par traversée de niveaux. Étant donné que la mémoire du générateur utilisée
est insuffisante pour stocker la totalité des signaux issus du protocole expérimental,
seulement des portions du signal seront utilisées (fenêtres). Ces fenêtres comprendront
les formes d’intérêt et les formes à rejeter. Dans notre cas, les formes d’intérêt sont des
séquences composées de plusieurs formes qui contiennent l’information utile.
4.7 Résultats
L’objectif de ce dispositif expérimental est de déterminer l’activité du circuit du
module d’acquisition et des performances du module de reconnaissance de formes pour
permettre de valider les résultats de simulation.
On considère un ensemble de fenêtres constituées des formes d’intérêt et des formes
à rejeter. Pour déterminer l’activité du circuit on détermine, pour chaque fenêtre, le
nombre de front montant de la commande d’écriture REQ du CNA. Le nombre de
fronts dans une fenêtre est normalisée par le nombre de commandes d’écritures pour




Figure 4.8 - Signaux obtenus au moyen du convertisseur analogique-numérique asynchrone.
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La Figure 4.8 correspond à une fenêtre d’une forme d’intérêt. Le signal analogique
ve est émis par le générateur de signaux de la Figure 4.2. Le signal vCNA correspond
de référence vuCNA ou vdCNA émis par la convertisseur numérique-analogique et REQ est la
commande d’écriture émise par le module générateur de niveaux de la Figure 4.3 vers
le convertisseur numérique-analogique pour la réactualisation des niveaux de références.
Le signal d’écriture REQ peut être considéré comme l’image de l’activité électrique
du circuit. Chaque front montant indique que le signal d’entrée ve a traversé un niveau de
référence vuCNA ou vdCNA. Entre chaque commande, le convertisseur numérique-analogique
n’est pas sollicité et est donc à l’état de veille. Sur la Figure 4.8 le signal ve est
quasi-statique avant la première et dernière commande de REQ et donc ne présente
par d’information pertinente. Si une stratégie d’échantillonnage uniforme était utilisée,
le convertisseur analogique-numérique correspondant capturerait des échantillons dans
ces régions peu pertinentes ce qui aurait mené à une activité inutile et donc une perte
d’énergie.
On peut observer que sur la Figure 4.8, le signal vCNA possèdent de fortes simi-
larités structurelles (forme d’onde) que le signal d’entrée ve. Ceci permet d’illustrer
le fait que la méthode de détermination des niveaux de discrétisation permet de pré-
server l’information pertinente avec un minimum d’échantillons et donc de condenser
l’information.
Conclusion
La méthode de détermination des niveaux de quantification fournie des niveaux qui
sont (fortement) non-uniformément espacés. Cette distribution non-uniforme ne permet
pas d’utiliser le convertisseur analogique-numérique asynchrone (A-ADC). En effet, il ne
fonctionne qu’avec des niveaux uniformément répartis. Pour permettre l’utilisation de
niveaux non-uniformes, une table de correspondance remplace le module de générateur
de niveaux de l’A-ADC représenté en Figure 4.3. Ainsi, à chaque traversée de niveaux
les niveaux de références vuCNA et vdCNA sont actualisés et permettent de continuer la
numérisation du signal d’entrée ve.
Les observations sur la similarité du signal d’entrée ve et sa version analogique
préalablement numérisée vCNA montrent que les niveaux de référence permettent de
capturer principalement les échantillons qui comportent de l’information pertinente en
d’autres termes de condenser l’information.




La réalisation matérielle a permis de valider le fonctionnement de l’échantillonnage
par traversée de niveaux répartis non-uniformément. De plus, des niveaux adaptés per-
mettent de condenser l’information, qui se traduit par un fort taux de compression de
données et de détection.
Ce chapitre a pour but d’évaluer les performances du système de reconnaissance
asynchrone pour connaitre les bénéfices en terme de consommation énergétique. Ces ré-
sultats seront comparés à son homologue synchrone afin de situer les bénéfices apportés
par l’échantillonnage par traversée de niveaux couplé implémenté en logique asynchrone.
5.1 Architecture du système de reconnaissance de formes
Le système de reconnaissance de formes à développer doit intégrer un système im-
plantable qui se compose d’une partie capteur (et acquisition), d’une partie de trai-
tement (et mémoire) et d’une partie commande qui réalise l’interface entre la partie
traitement et l’actionneur. Ce système a fait, dans le chapitre précédent, l’objet d’une
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implémentation matérielle sur circuit logique programmable.
Le module de reconnaissance de formes, qui correspond à la partie traitement du
système, fera l’objet d’une évaluation de consommation.
Cette simulation a pour objectif d’évaluer les bénéfices du système apporté par
une implémentation asynchrone en termes de consommation énergétique par rapport à
son équivalent synchrone. Chaque système, asynchrone et synchrone, fera l’objet d’une
évaluation de consommation afin de connaître la meilleure stratégie d’implémentation.
5.1.1 Architecture asynchrone
Le système de reconnaissance de formes asynchrone, illustré sur la Figure 5.1, se
compose d’un module de détection qui est cadencé au rythme d’un signal de requête.
Ce signal de requête est généré par un module de contrôle asynchrone. Le module
de reconnaissance de formes utilise le couple amplitude-temps qui est doit être émis
par le module d’échantillonnage par traversée de niveaux. Dans cette simulation, ces
données sont émises par deux sources distinctes dédiées respectivement à l’émission des
échantillons d’amplitude et de temps.
5.1.2 Architecture synchrone
Le module de reconnaissance de formes qui est utilisé pour cette architecture, illustré
sur la Figure 5.2, est identique à celui utilisé dans son équivalent asynchrone. Étant
une architecture synchrone ce module n’est évidemment pas cadencé par un signal de
requête mais un signal d’horloge. La source émet des échantillons d’amplitude au rythme
de l’horloge et qui sont uniformément espacés dans le temps. Par conséquent n’étant
pas possible de connecter la source d’échantillons au module de reconnaissance il faut
utiliser un étage intermédiaire pour réaliser un module d’interface.
L’interface est effectuée au moyen d’un module d’interpolation linéaire. À partir des
échantillons uniformément espacés émis par la source, il doit générer le couple temps-
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Figure 5.2 - Système de reconnaissance de formes synchrone.
amplitude émis par la source utilisée dans l’architecture asynchrone. En reprenant le
système implémenté matériellement dans le chapitre précédent, ce module doit réaliser
à la fois la fonction du générateur de signaux et du module d’acquisition.
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5.2 Conditions expérimentales
Les systèmes de reconnaissance synchrone et asynchrone sont implémentés matériel-
lement sur un asic (Application-Specific Integrated Circuit) [25] dans la technologie
ams de 0.35 µm. Les simulations électriques pour déterminer la consommation éner-
gétique sont réalisées au moyen du logiciel cadence. Pour des raisons de rapidité de
résultats, le moteur de simulation ultrasim est utilisé à cet effet.
Comme dans le cadre de la réalisation sur fpga, les résultats sont obtenus en effec-
tuant l’analyse de fenêtres contenant des formes d’intérêt (séquences) et des formes à
rejeter. Pour chaque fenêtre sont obtenues les formes d’ondes du courant électrique. La
tension d’alimentation du système est fixe. L’énergie est obtenue en effectuant simple-
ment l’intégrale en fonction du temps définies aux intervalles de la fenêtre du produit
du courant instantané et de la tension.
5.3 Flot de conception
Le flot de conception se constitue de deux parties : le data path (DP) et le control
path (CP). Dans la première partie, on réalise la transcription en RTL, puis la synthèse
design compiler (DC). S’ensuit la synthèse structurelle du DP qui génère la Netlist
qui est combinée à celle du control path. Suite à la synthèse DP structurelle, l’analyse
statique temporelle est réalisée au moyen de l’outil Primetime (Synopsis). De plus,
une évaluation des chemins critiques locaux est réalisée (entre registres RTL) puis un
report des valeurs de délais dans le CP est effectué. Les simulations électriques sont
réalisées au moyen de Ultrasim (Cadence) et plus particulièrement de l’outil Fast
Spice car les circuits à évaluer comportent un grand nombre de transistors.















1. Analyse temporelle statique
2. Exraction des chemins critiques locaux
3. Re´troannotation des de´lais du CP
Figure 5.3 - Flot de conception pour la simulation électrique du circuit asynchrone et syn-
chrone au moyen de l’outil Ultrasim.
5.4 Résultats
Les résultats de consommation électrique obtenus par simulation sous cadence
sont présentés pour l’approche synchrone et asynchrone.
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5.4.1 Approche asynchrone
Le signal se divise en régions actives et inactives dont ces dernières sont majori-
taires. Le circuit d’échantillonnage par traversée de niveaux ne produit pas d’événe-
ments durant les parties inactives du signal. Durant ces longues périodes d’inactivités,
la consommation est produite par le courant de fuite qui très faible dans le cas de la
technologique CMOS de 0.35µm.
Se´quence Dure´e (ns) Nombre d’e´chantillons NUS E´nergie (nJ) E´nergie (pAh)
1 383 793 52 6.16 0.52
2 1 146 585 50 6.72 0.57
3 545 788 52 5.10 0.43
4 453 396 48 6.33 0.53
5 626 039 56 6.31 0.53
6 635 617 56 6.72 0.57
7 600 373 50 6.15 0.52
8 671 319 46 5.47 0.46
9 799 828 50 6.18 0.52
10 572 959 48 4.99 0.42
11 778 271 62 7.50 0.63
12 778 489 50 6.05 0.51
13 361 702 54 5.90 0.50
14 543 232 60 5.23 0.44
15 744 268 54 6.07 0.51
Figure 5.4 - Consommation du circuit asynchrone composé du module contrôleur couplé au
module de reconnaissance de formes pour une tension d’alimentation de 3.3.V.
La consommation énergétique est principalement produite par le traitement de re-
connaissance de formes durant les régions actives du signal. Plusieurs stimuli ont été
utilisés de différentes durées. Les mesures effectuées pour une tension de 3.3 V sont
répertoriées sur la Figure 5.4. On peut remarquer que la consommation par forme
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est quasiment constante quelque soit les stimulis (environ 6 nJ par forme).
5.4.2 Approche synchrone
Afin d’effectuer une comparaison cohérente, un circuit d’échantillonnage par traver-
sée de niveaux a été implémenté pour imiter le comportement de l’A-ADC. Ceci permet
d’utiliser le même algorithme de reconnaissance de formes mais dans le contexte syn-
chrone.
Pour permettre une comparaison homogène, l’algorithme existant implémenté sur
microcontrôleur de faible consommation n’a pas été utilisé. Cet algorithme utilisé pour
cette application est basé sur un algorithme de corrélation qui est bien plus exigeant en
terme d’énergie contrairement à la méthode présentée. Par conséquent, on s’est focalisé
sur une architecture similaire au A-ADC en utilisant un ADC classique connecté à
la fonction de détection de traversée de niveaux capable de fournir des échantillons
non-uniforme.
Se´quence Dure´e (ns) Nombre d’e´chantillons US E´nergie (nJ) E´nergie (pAh)
1 383 793 3837 3087 259
2 1 146 585 11465 9236 777
3 545 788 5457 3182 535
Figure 5.5 - Consommation du circuit synchrone composé du module contrôleur couplé au
module de reconnaissance de formes pour une tension d’alimentation de 3.3.V.
L’architecture synchrone réutilise le module de détection utilisé dans l’approche
asynchrone. Le module de détection de traversée de niveaux est ajouté afin de générer
la séquence de données appropriée à l’entrée du module de reconnaissance de formes.
Les trois premiers stimulis ont été utilisés pour la simulation. Les mesures sont
répertoriées sur la Figure 5.5. Le nombre d’échantillons traités par le circuit synchrone
est d’environ cent fois plus important que dans le cas asynchrone. Avec ce cas particulier
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(b)
Figure 5.6 - (a) Comparaison du nombre d’échantillons moyen et de la (b) consommation
moyenne entre le circuit asynchrone et synchrone.
d’application, il est possible de gagner de trois ordres de grandeur sur la consommation
(c.f. Figure 5.6).
5.4.3 Comparaison de l’approche synchrone et asynchrone
La Figure 5.6 illustre l’important écart en termes d’échantillons (a) et d’énergie
(b) pour la reconnaissance de séquences de formes uniforme et non-uniforme. L’écart
énergétique s’explique par le fait que le circuit synchrone effectue un traitement à chaque
front d’horloge contrairement à son équivalent asynchrone qui effectue un traitement
seulement en présence de nouvelles données à ses entrées.
Il peut être intéressant d’établir la relation entre le ratio d’échantillons et le ratio
de consommation (respectivement Figure 5.7 et Figure 5.8). On peut définir ap-
proximativement qu’un ratio d’échantillons de 100 induit un ratio de consommation de
1000.
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La logique asynchrone est capable de fonctionner à faible tension, on a souhaité
évaluer la réduction de consommation à différents niveaux de tension. Ceci affecte for-
tement la vitesse du circuit, cependant la détection de formes était fonctionnelle jusqu’à
la tension de 1,5 V. Les résultats sont répertoriés dans la Figure 5.9.
Figure 5.7 - Ratio d’échantillons entre l’approche synchrone et asynchrone.
Figure 5.8 - Ratio de consommation entre l’approche synchrone et asynchrone.
Ces résultats indiquent que l’approche asynchrone reste fonctionnelle pour une
grande gamme de tensions. Ceci est extrêmement important dans la perspective de
conception des implants médicaux. En effet, la réduction de la consommation est un
bon moyen de réduire la consommation, augmenter l’autonomie de l’implant et retarder
l’opération de remplacement de la batterie de l’implant.
Tension d’alimentation (V) 3.3 3 2.5 1.5 1
Énergie (nJ) 6.20 4.72 3.00 0.18 0.0050
Figure 5.9 - Récapitulatif de la consommation du circuit asynchrone composé du module
contrôleur couplé au module de reconnaissance de formes pour plusieurs ten-
sions d’alimentation.
Conclusion
La combinaison de l’échantillonnage non-uniforme et de la logique asynchrone per-
mettent de réduire drastiquement le nombre d’échantillons et d’activer le traitement
seulement en présence de nouvelles données à traiter. Dans notre application, le gain
est spectaculaire car il est possible d’avoir deux ordres de grandeur sur la consommation
électrique seulement en échantillonnant différemment. De plus, le traitement asynchrone
est, dans ce cas, plus simple et un autre ordre de grandeur peut être gagné.
Cette méthode est dédiée à l’application et de tels gains ne pourrait pas être ob-
tenus dans d’autres cas. Cependant, on peut prétendre que cette approche pourrait
être considérée cas par cas. Cette application particulière souligne le potentiel dans la
réduction de consommation quand on considéré une chaîne de traitement entière. Ceci
montre également que déterminer le schéma d’échantillonnage approprié est la clé pour
réduire drastiquement la consommation.
Conclusion
Nous avons présenté dans ce travail de thèse une approche originale pour exploi-
ter efficacement l’échantillonnage par traversée de niveaux. Cet échantillonnage a été
associé à une logique événementielle afin de réduire drastiquement la consommation
énergétique. Nous nous sommes concentrés sur l’acquisition des données car cette fonc-
tion constitue le premier élément de la chaîne de traitement numérique, ainsi les per-
formances globales dépendent majoritairement de l’efficacité de la représentation des
données. Une réalisation matérielle sur FPGA a permis de valider le fonctionnement de
l’approche proposée et les résultats de consommation électrique ont permis, d’une part
de justifier la pertinence de la méthode proposée et d’autre part de mettre en évidence
l’adéquation entre l’échantillonnage par traversée de niveaux et la logique événemen-
tielle.
Dans la première partie du mémoire, nous avons présenté différentes méthodes
d’échantillonnage. L’approche qui nous a semblé la plus pertinente est l’échantillonnage
par traversée de niveaux. Une méthode de génération des niveaux de discrétisation a
été proposée. Elle s’inscrit dans le cadre d’une application de reconnaissance de formes.
Elle permet de prendre en compte les caractéristiques structurelles des formes d’intérêt
pour permettre de conserver l’information jugée pertinente. La position des niveaux
est également déterminée par des indices de performances spécifiés par l’utilisateur, à
savoir le taux de vrais et de faux positifs. Ces paramètres permettent à l’utilisateur
d’adapter l’ensemble des niveaux de discrétisation à son application. La représenta-
tion des données non-uniformément échantillonnées permet de condenser (compresser)
l’information contraitement au cas uniforme, c’est-à-dire de conserver la majorité de
l’information pertinente et de rejeter celle qui ne l’est pas. La méthode de reconnais-
sance de formes exploite l’information d’amplitude et de temps et permet ainsi d’être
très sélectif dans les segments du signal capteur à analyser et d’avoir un nombre de
fenêtres à analyser très restreint. De plus, ce ne sont pas des formes isolées du sujet de
reconnaissance mais des séquences composées de formes. Ces caractéristiques de sélecti-
vité et de redondance d’information permettent de faire de la reconnaissance de formes
en flux de données et de s’affranchir de l’utilisation d’un module de fenêtrage dans la
chaîne de traitement. Ceci permet d’alléger l’architecture du circuit de reconnaissance
de formes et ainsi de réduire la consommation électrique.
Dans la seconde partie du mémoire, la chaîne de traitement dédiée à la reconnais-
sance de formes à été implémentée sur FPGA. Cette réalisation matérielle a permis de
valider d’une part le fonctionnement de la stratégie de reconnaissance de formes non-
uniformément échantillonnés et, d’autre part la capacité de la méthode de discrétisation
à condenser les données. Cela nous a permis également de souligner le bien-fondé de
l’association de l’échantillonnage par traversée de niveaux avec la logique événemen-
tielle asynchrone. Étant donné que les niveaux de quantification sont adaptés à l’ap-
plication visée, c’est tout naturellement qu’une réalisation ASIC a été envisagée pour
estimer la consommation électrique. Ceci a permis de mettre en avant le potentiel de
faible consommation apportée par la chaîne de traitement de signaux non-uniformément
échantillonnés par rapport au cas classique (uniforme) puisqu’un gain de 3 ordres de
grandeurs a été obtenus sur cet exemple particulier.
Perspectives
Ce travail possède de nombreuses possibilités d’améliorations et d’optimisation logi-
cielles et matérielles. Les solutions, ci-après notées 1 à 3 ,envisagent de réduire le taux
de faux positifs qui est basé sur la réduction de la probabilité de déclenchement intem-
pestif de l’algorithme de reconnaissance de formes. L’approche 4 permet de prendre en
compte la dérive temporelle ou l’évolution temporelle des formes d’intérêt. La perspec-
tive 5 envisage de simplifier et de s’approcher de l’architecture matérielle du système
de reconnaissance final en utilisant un capteur accélérométrique qui gènère un signal
continu sans traitement préalable. Le cas 6 permet de prendre en compte l’amplitude et
le temps des échantillons pour guider le choix des niveaux de discrétisation. L’approche
7 permet d’adapter l’architecture de reconnaissance de formes en fonction des besoins
de l’utilisateur. La dernière approche envisage de minimiser la surface du circuit de
reconnaissance.
(1) La méthode générique proposée dans ce mémoire pour comparer les différentes
méthodes de discrétisation consiste à construire un automate fini déterministe (inférence
grammaticale) à partir d’un ensemble de formes d’intérêt. Il a été démontré que le
problème de reconnaissance de formes peut s’approximer avec deux classes de formes.
La méthode est la suivante : deux ensembles représentatifs de chaque classe ont dans un
premier temps déterminé puis un automate est construit pour chacun des ensembles par
inférence grammaticale. Une stratégie intéressante pour réduire le taux de faux positifs
(déclenchement intempestif) est d’attribuer un automate par primitive. Ceci permet de
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ne pas poursuivre le déclenchement si la première primitive n’est pas reconnue ce qui
permet d’être sélectif en terme de détection mais également de diminuer l’activité du
circuit de déclenchement et naturellement la consommation électrique.
(2) À part le début (déclenchement) et la fin de la détection, la classe d’automates
mise en œuvre dans la problématique de reconnaissance de formes ne prend seulement
en compte que l’amplitude des échantillons. Il serait intéressant de prendre en compte la
durée de séjour dans un état de l’automate pour augmenter la sélectivité de reconnais-
sance de formes et ainsi réduire le taux de faux positifs. L’idée est simple : si la durée
dans un état est supérieure à une certaine limite, alors l’automate est réinitialisé pour
permettre un autre cycle de détection. L’architecture matérielle d’échantillonnage par
traversée de niveaux A-ADC permet de rendre réalisable cette stratégie. Pour optimiser
cette approche, il faudrait adapter les niveaux de discrétisation à la fois en fonction de
l’amplitude et du temps, ce qui nécessite d’optimiser en deux dimensions au lieu d’une
seule.
(3) La méthode de génération des niveaux de discrétisation étant basée sur une ar-
chitecture supervisée, la pertinence de leur placement dépend directement de la perti-
nence de l’ensemble des formes d’intérêt choisies. En effet, si des formes trop singulières
et pas assez représentatives de la classe de formes à modéliser sont utilisées, celles-
ci vont pénaliser la bonne recherche de placement des niveaux (scrutation dans une
mauvaise région). Les niveaux obtenus peuvent donner lieu à une représentation des
formes d’intérêt qui sont proches des formes à rejeter (marge faible) et donc pénaliser
les performances de détection. Une stratégie intéressante serait d’évaluer le dégré de
structuralité (ou complexité) des formes. Les formes dont l’indice de structure est jugé
trop faible seront rejetées. De façon similaire, les formes jugées trop complexes sont
également rejetées car pas assez représentatives de la classe de formes à modéliser.
(4) Le sujet de cette thèse s’est focalisé sur les systèmes implantables dont leur
caractéristique principale est d’assurer un fonctionnement sous-cutanée pendant une
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longue durée. L’hypothèse d’avoir des formes quasiment-fixes (variant dans une certaine
gamme d’amplitude) n’est plus valide. En effet, le patient peut avoir eu une augmenta-
tion importante de poids, une blessure ou autre, ce qui peut alterer considérablement
la structure des formes à reconnaître, donnant lieu à une dérive temporelle des formes.
Ainsi, il faudrait définir un paramètre qui soit caractéristique (image) de la structure
de la forme. Une approche simple serait de définir plusieurs partitions pour chaque
classe de formes d’intérêts et de sélectionner la plus adéquate en fonction d’un certain
nombre de critères sur le paramètre. On suppose dans ce cas, que chaque partition a
été préalablement déterminée.
(5) Les signaux qui ont été traitées proviennent d’un capteur accélérométrique. Ce
capteur effectue un filtrage qui supprime une partie du bruit. Pour réduire le coût éner-
gétique de la chaîne de traitement, il serait intéressant de s’affranchir de ce traitement
en utilisant un capteur qui génère un signal physique continu brut sans cette opération
de filtrage. Pour simuler un tel cas, il faut ré-évaluer l’algorithme de génération des ni-
veaux de quantification et de reconnaissance de formes en ajoutant un bruit équivalent
à celui filtré par le capteur. Cette approche permettrait également de déterminer les
limites de fonctionnement (robustesse au bruit) de l’architecture de reconnaissance de
formes mise en œuvre.
(6) L’efficacité de représentation des formes d’intérêt dépend de la pertinence de la
position des niveaux de quantification. Les performances de la méthode de génération
de niveaux est fortement dépendante du choix des primitives. Elles doivent être choisis
en fonction de leur importance dans la structure de la forme auxquelles elles appar-
tiennent. Dans le cadre de la thèse, seule l’amplitude a été utilisée en tant que critère
d’importance. Cependant, la structure est définie à la fois en amplitude et en temps ce
qui doit être pris en compte dans le choix des primitives. L’énergie d’une primitive peut
être une grandeur pertinente qui permettrait également une plus grande robustesse de
l’algorithme de détermination de niveaux avec l’ajout de bruit.
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(7) Les niveaux de discrétisation ont été choisis afin de respecter un compromis
entre le taux de vrais positifs et de faux positifs. Cependant, si l’on souhaite rendre la
solution générique, la détermination des niveaux doit pouvoir s’effectuer avec n’importe
quelle valeur de taux de vrais positifs (taux de faux positifs fixé) ou du taux de faux
positifs (taux de vrais positifs fixé). Une première approche serait d’effectuer un ré-
échantillonnage des courbes ROC par une méthode d’interpolation et choisir le niveau
adapté aux performances désirées. Une seconde approche consisterait à modéliser les
courbes ROC par une certaine distribution. L’utilisation des distributions également
pourrait permettre d’évaluer et de quantifier la dérive temporelle des formes d’intérêts
au cours du temps.
La plupart des approches énumérées sont principalement des stratégies logicielles
plutôt que matérielle. Elles visent dans la majeure partie des cas à réduire le taux de
faux positifs pour augmenter la robustesse de détection tout en minimisant l’activité
du circuit de reconnaissance de formes et donc la consommation électrique. Après la
mise en œuvre des diverses stratégies d’optimisation, il serait intéressant d’effectuer un
bilan énergétique du système global ou si ce n’est pas possible, borner la consommation
électrique de chaque module qui constitue l’architecture du système afin d’évaluer le
potentiel d’utilisation du dispositif avec des systèmes de récupération d’énergie, comme
la pile au glucose et donc pour avoir un système entièrement autonome.
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Résumé
Les systèmes embarqués mobiles font partis intégrante de notre quotidien. Afin de les rendre plus adaptés
aux usages, ils ont été miniaturisés et leur autonomie a été augmentée, parfois de façon très considérable.
Toutefois, les propositions d’amélioration butent désormais sur les possibilités de la technologie des circuits
intégrés. Pour aller plus loin, il faut donc envisager de repenser la chaîne de traitement du signal afin de
réduire la consommation de ces dispositifs. Cette thèse développe une approche originale pour exploiter
efficacement l’échantillonnage par traversée de niveaux d’une part et, d’autre part, associe cet échantillon-
nage à une logique évènementielle afin de réduire drastiquement la consommation d’énergie des systèmes
intégrés autonomes. Une méthode de discrétisation adaptée à une application de reconnaissance de signaux
physiologiques, utilisée comme exemple dans cette thèse, y est présentée. Un premier prototype en logique
évènementielle (asynchrone) sur circuit FPGA a permis de valider cette stratégie et de démontrer les bénéfices
de cet échantillonnage dédié en termes de réduction de l’activité par rapport à un échantillonnage uniforme.
Un second prototype en logique asynchrone et conçu en technologie CMOS AMS 0.35µm a permis de valider
par simulation électrique un gain extrêmement important sur la consommation électrique du dispositif.
Mots clés : système embarqué, implant médical, faible consommation, reconnaissance de formes, échan-
tillonnage par traversée de niveaux, automate fini déterministe, logique événementielle, logique asynchrone,
consommation électrique, réseau de portes programmables, circuit intégré propre àă une application.
Abstract
Our everyday life is highly dependent on mobile embedded systems. In order to make them suitable to dif-
ferent applications, they have underwent size reduction and lifetime extension. However, these improvements
are currently limited by the possibilities of the integrated circuits technologies. In order to push back the
boundaries, it is necessary to reconsider the whole digital signal processing chain from scratch to sustain the
power consumption reduction in this kind of system. This work develops on the first hand a strategy that
smartly uses the level-crossing sampling scheme and on the other combines this sampling method with event-
logic to highly reduce the power consumption in mobile embedded systems. A discretisation method adapted
to the recognition of physiological patterns application is described. A first event-logic (asynchronous) pro-
totype implemented on FPGA proved the potential benefits that an adapted sampling scheme could offers
to reduce activity compared to a uniform sampling scheme. Electrical simulations performed on a second
prototype, also designed in asynchronous logic, with CMOS AMS 0.35µm technology, validated a high gain
in power consumption.
Keywords : mobile embedded system, medical implant, low-power consumption, pattern recognition, level-
crossing sampling scheme, deterministic finite automata, event-logic, asynchronous logic, power consumption,
field-programmable gate array, application specific integrated circuit.
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