1* We prove the following theorem:
THEOREM. Let {X ά } be a finite or denumerable sequence of independently and identically distributed nondegenerate random variables and let {a^} be a sequence of real numbers such that the sum Σi a jXj exists 1 . Let a Φ 0 be a real number such that (i) the sum ^ a>jXj is distributed as aX λ j (ii) Σaj^a 2 .
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Then the common distribution of the X 3 is normal.
REMARK. The converse statement is evidently true provided that 2J a 3 -= a if the sum Σi α Λ contains more than two terms or S(Xj) -0 in case ΣJ a jXj has only two terms. In § 2 we prove three lemmas, the third of these has some independent interest. In § 3 the theorem is proved. Received October 14, 1963 , and in revised form March 10, 1964 . The work of the first author was supported by the National Science Foundation under grant GP-96. The work of the second author was supported by the U.S. Air Force under grant AF-AFOSR-473-63. 1 We say that the infinite sum Σj ajXj exists, if it converges almost everywhere. It is known (see Loeve [3] pg. 251) that for a series of independent random variables the concepts of convergence almost everywhere and weak convergence are equivalent. We first remark that the existence of the infinite sum Σ, ajXj implies that the sequence of random variables S N = ΣΓ=JV+I a jXj converges to zero (as N-> oo) with probability 1. It follows from the continuity theorem that We give an indirect proof of Lemma 2. Suppose that the function f(t) has real zeros and let t 0 be one of the zeros of f(t) which is closest to the origin. Then Π /(Mo) = f(Q = o , so that either f{b 3 t Q ) -0 for at least one value of j or the product is infinite and diverges to zero at the point t -t 0 . The first case is impossible by virtue of (2.3) while the second contradicts the uniform convergence of the infinite product so that Lemma 2 is proven. LEMMA 
and where N is so large that the inequality (2.5) holds. Using (2.6) we see that
We repeat this process n times and obtain
Here all j k ^ 0 and (m j\ j N ) -ml/jj j N l. Formula (2.9) indicates that the random variable X, whose characteristic function is/(£), is the sum of
, that is X = Σ**i -^n.* f o r every w. Such sequences of sums of independent random variables occur in the study of the central limit theorem, and we give next a few results which we wish to apply.
We say that the summands X nιk are uniformly asymptotically negligible (u.a.n), if X n>k converges in probability to zero, uniformly in k, as n tends to infinity; this means that for any ε > 0 (2.10) lim max P(\ X nΛ | ^ e) = 0 .
It is known (see Loeve [3] pg. 302) that condition (2.10) is equivalent to (2.11) lim max |/ n ,*(ί)-1| = 0 l^k^k uniformly in every finite ί-interval. Let X ntk (k = 1, 2, , k n ) be, for each n, a finite set of independent random variables and suppose that the X nik are u.a.n. Then the limiting distribution (as n tends to infinity) of the sums Σ*=i Xn,k is infinitely divisible.
For the proof we refer the reader to Loeve [3] (pg. 309).
We turn now to the proof of Lemma 3 and show that the factors of (2.9) satisfy condition (2.11).
Let e > 0 be an arbitrarily small number and T > 0. We see from (2.5) and (2.7) that we can select a sufficiently large N such that We consider next a typical factor /(&£ b£H) of the product in the first brace of formula (2.9). Here j\ + j 2 + + j N = n and j k ^ 0 so that at least one of the j k is positive. We, show now that it is possible to choose an n 0 -n o (ε, T) such that for n ^ n 0 (2.14 
ΓA.
We select now an n* = n*(j u , ;?V, T, ε) so large that for n ^ % % the inequality (2.18) bί" I TA £ ±
holds. This is possible in view of (2. We see therefore that the set of independent random variables X n>k satisfies the u.a.n. condition (2.11) . Therefore the distribution of X is infinitely divisible and Lemma 3 is proven.
Since f(t) is an infinitely divisible characteristic function, it admits the Levy-Khinchine representation (2.20) ln
where a and β are real numbers, β *zθ, and where G(x) is a nondecreasing, right-continuous function such that G(-oo) = 0 and G(+co) -K < co. Let now f(t) be the characteristic function of an infinitely divisible symmetric distribution, so that f(t) -f( -t). In this case one sees after some elementary transformations of the integrals in ( 
3=1
According to (2.22) we have then the representation (3.4) In g(t) = -βtf/2 + (°° (cos tx -1) 1 + X "dH(x) where β ^ 0 and where Jϊ(ίc) is a nondecreasing, right-continuous and bounded function. We use (3.4) and (3.3b ) and obtain from (3.2) the relation for every x which is a continuity point of H(x). The proof is carried in the same way in which the convergence theorem is proven (see Loeve [3] pp. 300-301). In view of (3.3a) we have ,2, ...) so that we conclude from (3.8 It follows from (3.12) and (3.13) that for every x > 0 which is a continuity point of H(x). Therefore H(x) = iϊ(+oo) = C for x > 0. We now turn to equation (3.4) and get (3.14) lnflf(ί) = -/Sf/2 .
The statement of the theorem is an immediate consequence of (3.1) and of Cramer's theorem.
