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I. INTRODUCTION
For decades, economists and policy makers alike have mused on inventory behavior and the business cycle. Views on the relevance of inventories have ranged from "details of such little importance that economists could safely ignore" to "essential to achieving a better understanding not only of the macroeconomics of the business cycle but also of the microeconomics of the firm" (Blinder, 1990, p. 74) . More recently, some economists have attributed the "Great Moderation" in the United States (Kim and Nelson, 1999, and Blanchard and Simon, 2001 ) not just to improvements in management of monetary policy, as argued by Taylor, 1999 and Clarida, Gali, and Gertler, 2000 , but mainly to inventory management as discussed in McConnell and Perez-Quirós, 2000, and Kahn, McConnell, and Perez-Quirós, 2002. In the United States, inventory investment has played a key role in the recovery so far (Figure 1 ). Specifically, "the biggest source of expansion in the second half of this year [2009 and the first quarter of 2010] is to come from a diminished pace of inventory liquidation by manufacturers, whole sellers, and retailers. Such a pattern is typical of business cycles. Inventory investment is often the catalyst for economic recoveries" (Yellen, 2009 ). In the third and fourth quarters of 2009, the slowdown in inventory destocking contributed one-third and two-thirds of the overall quarter-on-quarter growth rate, respectively. Indeed, in the postwar period inventory behavior has been found to underlie high-growth recoveries in three-phase business cycles, which have characterized the U.S. economy (Sichel, 1994) . Still, some economists have argued that improvements in inventory management may result in a weak recovery in the United States (Camacho, PerezQuirós, and Rodriguez, 2009 ).
In Europe, inventory behavior has had less prominence in discussions about economic recoveries. This may reflect the fact that, although European business cycles have been broadly aligned with the United States (with a lag of a quarter or two), upturns have been less pronounced (Cesaroni, Maccini, and Malgarini, 2009, and Agresti and Mojon, 2001) . 3 To the best of our knowledge, the existence of a high-growth recovery and their link to inventories have not been systematically analyzed in Europe, notwithstanding Cesaroni, Maccini, and Malgarini (2009) 
that focused on moderating business cycles in Europe.
This paper analyses inventory behavior in three large European economies-France, Germany, and Italy-focusing on the last 20 years. Section II presents the stylized facts contrasting these with the U.S. experience as well as examining inventories' contribution to growth during expansions. In addition, a scorecard is computed to assess whether standard models of inventory behavior fit the European experience. Section III considers inventories' ability to foreshadow output growth, including the consequences of ignoring inventories in growth forecasts. Sections II and III also briefly discuss empirical evidence for a larger group of European countries. Section IV concludes with general remarks.
II. INVENTORY BEHAVIOR

A. Stylized Facts 4
Over the last twenty years, changes in inventories have not exhibited a trend in the largest European economies, with the exception of Germany (Figure 2) . In France and Italy, changes in inventories have averaged about 0.1 percent of GDP and 0.2 percent of GDP and, while inventories have been volatile, their averages have been stable for the most part. Specifically, for the five periods comprising 1991-95, 1996-2000, 2001-05, and 2006-09 the average changes (as a percent of GDP) have been -0.2, 0.3, 0.3, and 0.0 in France and 0.0, 0.4, 0.2, 0.3 in Italy. Similarly, inventory changes in the United States have not experienced a trend but have been higher (0.3 percent of GDP) and less stable. As a percent of GDP, average changes in inventories have been 0.3, 0.6, 0.2, and -0.1 in 1991-95, 1996-2000, 2001-05, and 2006-09 . In contrast, a pronounced trend has been observed in the average changes in German inventories, which have experienced a dramatic swing from 0.8 percent of GDP from 1991-2000 to -1.0 percent of GDP more recently. Inventory's cyclical behavior has been notoriously noisy. In Germany and Italy, the average contribution to growth from inventories has been counter-cyclical (Table 1) : in downswings (measured from peak to trough) the average contribution from inventories was positive while in upturns (measured as the change between the trough and the following two quarters) it was negative. 6 This pattern fits the counter-cyclical behavior found previously (Cesaroni, Maccini, and Malgarini, 2009) . In France, inventories on average behaved consistently pro-cyclically in downswings, but mostly counter-cyclically in upswings. In the United States, inventories consistently behaved pro-cyclically in recent business cycles. 7 In all three recessions in this sample, the contribution to growth from inventories was negative and explained on average more than a third of the GDP decline. The average contribution was positive in all recent upswings and accounted for nearly half of the GDP increase in these periods. This pattern has also been reported for earlier U.S. recessions but not necessarily for upturns (Hornstein, 1998) .
With a one-year delay, however, inventories have contributed to recent recoveries in the largest European countries (Figure 3 ). On average, inventories have placed a small drag on economic growth in the first two quarters of recoveries in France and Italy (Figure 3 , column 2). In Germany, this initial drag has been more notable and lasted twice as long. Still, inventories have boosted growth roughly a year into a recovery in all three European countries. In contrast, inventories have consistently supported U.S. upswings throughout the first 6 quarters of recovery-even though the boost experienced in upturns since 1991 has been less pronounced than in earlier business cycles (Sichel, 1994) .
B. How Well Do Simple Inventory Models Fit the Data?
In the large European countries, output volatility exceeds that of sales-defined as the difference between output and inventories-a pattern that has become more pronounced since 2008 (Table 2) . While over the entire sample period Germany was an outlier in this regard, in the more recent period its output variance has also exceeded that of sales. Following the available literature, and to isolate specific business cyclical regularities, "filtered" data have been constructed. 8 Indeed, a similar pattern emerges for these countries when examining movements associated with business cycle frequencies (between six and 24 quarters). However, with the exception of the United States, at a high frequency (between three and six quarters) the data suggest that the variance of output is less than that of inventories.
In addition, sales co-move with changes in inventories. In France and Italy, the correlation of sales and changes in inventories is positive, and has become stronger since 2008. In Germany and the United States, the correlation has been negative for the whole sample but has changed sign in the more recent period. For the most part, these correlations have behaved similarly in the filtered data.
These basic stylized facts of inventory behavior provide support for a standard bufferstock model of inventories for Germany and the United States (Box 1). To the extent that firms hold inventories as a buffer, part of the volatility in sales would not feed into production: higher than anticipated demand would be satisfied by running down inventories. As a result, the volatility of output would be lower than that of sales and changes in inventories would be negatively correlated with sales. In this regard, Germany stands out: it is fully consistent with the standard buffer-stock model (Table 3 ). In the United States, this is also true for unfiltered data but not for the business cycle or high frequency data movements. In Italy and France, the standard model is consistent only with high frequency data movements. The fact that support for a standard buffer stock model emerges when examining filtered data may reflect the fact that higher frequencies data movements are driven by demand as opposed to supply shocks.
A modified buffer-stock model or an (S, s) rule provides a better characterization of the data for France and Italy. If supply (or cost) shocks prevail and firms observe the realization of these shocks before setting production, a buffer-stock model predicts that output would become more volatile than sales and changes in inventories would be positively correlated with sales. While reflecting a different underlying mechanism, similar predictions about volatility and correlation stem from an (S, s) rule of inventory. These predictions are consistent with the data in France and Italy (except for high frequency movements), but obviously not with Germany. In the United States, only the inventory behavior at cyclical frequency is consistent with a modified buffer-stock or (S, s) rule.
For the United Kingdom and smaller European countries a modified buffer-stock model or an (S, s) rule provides a better description of the data. Specifically, the relative volatility of output to sales exceeds one while a positive correlation of sales and changes in inventories has been found in most of these countries (Tables A1 and A2 ). However, Ireland and the Netherlands stand out in sharp contrast exhibiting high sales volatility and an inverse correlation of sales and changes in inventories. Both countries are thus fully consistent with a standard buffer-stock model.
Even though the predictions of an (S, s) rule and a modified buffer-stock model are similar, the empirical evidence favors the later in most countries. The cost structure assumed by simple models of inventory behavior suggests that economies with large manufacturing sectors would be best characterized by production-smoothing and/or standard buffer-stock models; an (S, s) rule would likely explain inventory behavior in other economies. That is, the larger (smaller) the manufacturing sector the more (less) likely that the volatility of sales would exceed that of output and the negative correlation between sales and inventories would be higher (lower). A simple bivariate regression confirms this prediction (column 1, Table 4 ), but these estimates are not statistically significant nor does the regression explain much of the cross-country variation. A tantalizing result emerges, however, when splitting the sample between those countries well characterized by standard buffer-stock model-namely Ireland, Germany, the Netherlands, and the United States-and those that are not. The explanatory power of the regression increases substantially and
Box 1. Two Simple Models of Inventories
Two simple microeconomic frameworks, reflecting the motive to hold and the cost structure to acquire inventories, underlie models of inventory behavior. A productionsmoothing/buffer-stock model focuses on the desire to hold a stock of inputs and/or finished goods either to avoid disruptions in production or stock-outs. In this setup, the marginal cost (of inventories) is upward sloping. Inspired by retail sales, the so-called (S, s) rule stems from the assumption that the cost of inventory comprises a fixed cost of placing an order and a constant marginal cost for each item ordered. In this model, the firm chooses an optimum s that whenever inventories fall below that level an order is placed to restore inventories to their optimal upper limit, S. The optimum order size is thus S-s.
Production-smoothing and/or buffer-stock models of inventories predict that sales are more volatile than output in the presence of demand shocks. Profit maximizing firms, facing increasing marginal costs and uncertain demand, will meet unusually high demand by drawing down inventories rather than by boosting production. Besides reducing the volatility of output, this results in a negative correlation between changes in inventories and sales.
But output could be more volatile than sales if supply shocks prevail. To the extent that firms make production decisions after observing their marginal costs, they will choose to boost production (and thereby build inventories) whenever costs are unusually low. Thus, predictions about the volatility of output and the correlation of changes in inventories with sales are the opposite: output is more volatile than sales and the correlation between changes in inventories and sales is positive.
Predictions from an (S, s) rule of inventories resemble those of supply shocks but reflect a different underlying mechanism. When faced with unusually high demand, firms sell from inventories but the correlation between the change in inventories and sales will depend on the distribution of initial inventories in the economy. In other words, the correlation will depend on how far inventories are from s, which in turn depends on the history of shocks. If initially inventories are low, then the correlation between the change in inventories and sales will be positive; otherwise the correlation will be small (or zero if no firm hits s). This implies that the volatility of output will be higher than sales since the variance of output (Y) equals the sum of the variance of sales (S) and of the change in inventories ( ) Inv  , plus twice the covariance:
estimates become statistically significant (column 2). Moreover, the estimates suggest that the basic stylized facts of inventory behavior become more accentuated with the size of manufacturing: the volatility of output versus sales declines (increases) and the correlation between sales and inventories becomes more negative (positive) in standard buffer-stock (nonstandard buffer-stock) countries. For nonstandard buffer-stock countries, this is the opposite of what would be expected if inventories were best explained by an (S, s) rule. A smaller retail (larger manufacturing) should decrease the volatility of output and increase the negative correlation between sales and inventories.
Labor market rigidities also play a role in determining the basic stylized facts of inventory behavior. All else equal, a less flexible labor market would be expected to dampen output volatility by reducing the volatility of labor input (Blanchard, 1983 and Eichenbaum, 1984) . A simple bivariate regression does not uncover much evidence in this regard (column 3), but splitting the sample as above dramatically increases the explanatory power of the regression and results in statistically significant estimates (column 4). In this case, greater labor market rigidities-measured using the OECD's employment protection legislation index-accentuate the basic stylized facts for standard buffer-stock countries with little or no effect on nonstandard buffer-stock countries. The AR models thus extract all the information from the lags of output growth to forecast growth with disregard for parsimony.
An augmented model has also been estimated to examine the information content of inventories in forecasting output growth. Namely,
denote the growth rate in the change in inventories and wellbehaved error term; (L) B represents a lag polynomial of order p as above. In this setup, output growth forecasts are conditional on the future path of inventories and the analyst has perfect foresight regarding this path.
11
A more realistic second version of the augmented model has also been analyzed where a second equation simultaneously forecasts
In this version both variables are dynamically forecasted by what amounts to a VAR model.
To advance the analysis, the following thought experiment has been examined. Assume that the data generating process (DGP) for the economy can be characterized by the VAR model above. In this setting, what would be the consequence of cavalierly assuming that the change in inventories is zero in the forecast horizon? This question can be examined by a horse race between the forecasts of the augmented (VAR) model and those obtained by using only the first equation of the augmented (VAR) model:
have been set to zero in the forecast period.
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If the economy's true DGP was best characterized by the augmented (VAR) model, disregarding the inventory cycle should worsen the forecast performance.
B. Forecast Performance
To assess the information content of inventories, the following forecasting horse race has been performed. Setting the highest forecast horizon to eight quarters, the race begins with the output growth forecast for the first quarter of 2005 using data through end-2004. In subsequent quarters, the race continues by updating forecasts obtained by re-estimated models using additional data points. The race extends through the fourth quarter of 2009 and thus provides a total of 20 forecasts at horizon one, 19 forecasts at horizon two, and so on; at horizon eight 13 forecasts are generated. These forecasts are used to compute forecast error statistics for unfiltered data: statistics for cyclical and high frequencies data provided for completeness. 12 This is not equivalent to comparing the base model forecasts to those of the bivariate VAR model since the coefficients of (L) A differs from those of (L) A  . Moreover, the model's lag have been re-optimized based on the U-statistic from the bivariate VAR model. Before turning to the horse races, a brief summary of the baseline forecast errors of unfiltered growth data can help fix orders of magnitude (Table 5) . On average, base models over-shot growth during 2005-09. In Europe, this ranged from about 10-15 basis points at a forecast horizon of one quarter to about 40-70 basis points at a forecast horizon of eight quarters. In the United States, over-shooting was larger at short forecast horizonsabout 30 basis points at horizon one quarter-but comparable for forecast horizons greater than three quarters. Still, the difference between the mean absolute error and the mean error suggests that these base models did not systematically over-shoot growth. In addition, Theil U-statistics less than one suggest that base models outperformed a naïve forecast (no change) in Germany and France, and, to a lesser extent, in Italy and the United States.
Adding inventories tends to improve output growth forecasts beginning at forecast horizons of four quarters (Table 6 ). Keeping in mind that differences emerging from most horse races are not statistically significant at conventional significance levels, the U-statistics decrease for both the perfect foresight and dynamically forecasted changes in inventories (columns labeled actual and dynamic) compared to the base model, which does not include inventories in its information set. In Italy, adding inventories also improves growth forecasts for forecast horizons of four quarters or less. The beneficial effect on forecasting performance does not hold for unfiltered growth or for high frequencies of growth. At cyclical frequencies in France, however, adding inventories improves forecasts for horizons of four quarters or less. Of note, growth forecasts from perfect foresight inventory models are typically better than those of dynamically forecasted changes in inventories.
Disregarding the change in inventories when forecasting unfiltered output growth improves forecasts in Europe, but worsens forecasts of cyclical or higher frequencies (Table 7) . With the proviso that differences are mostly statistically insignificant, and compared to a DGP characterized by the bi-variate VAR discussed above, the results can be summarized as follows:
 For unfiltered data, output growth forecasts broadly improve in Europe with the exception of forecast horizons between four and six quarters in Germany. In the United States, growth forecasts worsen for horizons greater than three quarters.
 For cyclical frequencies, growth forecasts improve for Italy, remain roughly unaffected in France, and worsen in Germany. In the United States, growth forecasts worsen.
 For high frequencies, forecasts broadly worsen, with the exception of horizons greater than six quarters in Italy. In the United States, the impact alternates over various horizons.
Thus, inventories appear to help in forecasting growth primarily at higher frequencies where demand shocks are more likely to dominate.
In addition, forecasting models for the United Kingdom and smaller European countries point to the following:
 On average, base models have also over-shot growth during 2005-09. This ranged from about 10-20 basis points at a forecast horizon of one quarter to about 50-100 basis points at a forecast horizon of eight quarters with the exception of Ireland and Luxembourg where the forecasting errors were much higher (Table A3) . As above, the difference between the mean absolute error and the mean error suggests that the base models did not systematically over-shoot growth. In addition, Theil U-statistics less than one suggest that the base model outperformed a naïve forecast (no change) in all countries except Spain.
 The evidence in favor of adding inventories to improve output growth forecasts appears mixed. In most countries, the U-statistics increases (worsen) for both the perfect foresight and dynamically forecasted changes in inventories (Table A4 , columns labeled actual and dynamic) compared to the base model. But the Ustatistics decrease (improve) for Ireland and the Netherlands, the two countries best characterized by demand shocks.
 Setting changes in inventories equal to zero improves growth forecasts in most countries, except in Ireland and at longer forecast horizons in the United Kingdom (Table A5) .
IV. FINAL REMARKS
The "Great Recession" has rekindled the long-standing interest in inventories and the business cycle. In particular, attention has focused on whether the slower pace of destocking or an outright restocking of inventories would be the bellwether of a vigorous inventoryinvestment led economic recovery as in the past. Could recent improvements in information technology changed the typical recovery profile?
While inventories have been notoriously noisy, in Europe inventories have contributed to economic recoveries with a lag in the past 20 years. In the three largest economies in Europe, the boost provided by inventories has materialized a year into an economic recovery. At the outset of a recovery, however, inventories have posed a small drag on activity, particularly in Germany. This pattern broadly suggests that recoveries in these economies would be best described as U-shaped: recoveries take about a year to take hold. In contrast, inventories in the United States have consistently contributed to growth in a recovery but less sharply than in previous business cycles. Thus, the typical V-shaped recovery appears to continue to depict recent U.S. business cycles, albeit the recovery leg appears to be less pronounced.
Inventory behavior in Ireland, Germany, the Netherlands, and the United States can be characterized by a standard buffer-stock model. The standard buffer-stock model predicates that firms will meet unusually high demand periods by running down inventories thereby mitigating output volatility and resulting in a negative correlation between sales and inventories. In this regard, Ireland, Germany, and the Netherlands stand out: these economies are fully consistent with the standard buffer-stock model. The picture for inventory behavior in the United States is more nuanced: a standard buffer model fits the unfiltered data, but not at business cycle or high frequency movements in the data. This result stands in contrast to the presumption that demand shocks dominate at higher frequencies. Indeed, in Italy and France, the standard model is consistent only with high frequency movements in the data.
A modified buffer-stock provides a better characterization of inventory behavior in France, Italy, and a number of other European economies. This model predicts that output volatility will be greater than that of sales and the correlation between changes in inventories and sales will be positive when supply shocks predominate. These predictions fit well with the stylized facts of inventory behavior in many European economies. In addition, the relation between the size of the manufacturing sector and inventory's stylized facts does not sit well with an (S, s) rule. This thus suggests that differences in inventory behavior across Europe appear to be rooted in the nature of the shocks-with supply shocks prevailing in most countries-not in differences in the underlying behavioral model. Further research will be needed, however, to provide direct evidence on the dominance of specific shocks and examine the distribution of shocks, which is a critical element for (S, s) rules.
The empirical evidence suggests that inventories provide limited information to forecast output growth. Specifically, when compared to forecasts made using only past values of growth, adding inventories did reduce forecasting errors, particularly at forecast horizons of four quarters or higher. In Italy, beneficial effects were found at shorter horizons. However, the improvement in forecasting performance was neither large nor statistically significant.
Improvements in forecasting growth were found to be more prevalent when a standard buffer-stock model best characterized inventory behavior. The improvement was found for Ireland, Germany, and the Netherlands where inventory behavior is fully consistent with a standard demand-shock driven buffer-stock model. Why do inventories help forecast growth when demand shocks prevail? Conceivably, demand shocks may have greater persistence (autocorrelation) and thus inventories would serve to anticipate future demand. In addition, the information content of inventories may increase when output fluctuations are dampened by labor market rigidities, which are correlated with the main predictions of a standard demand-shock drive buffer-stock model. Still, further research would be needed to understand why inventories also help forecast growth in countries best characterized by a nonstandard buffer-stock model.
Still, not much harm is done when inventories are not forecasted separately but seen as an integral part of output growth. Indeed, if anything, forecast performance improves when inventories are not forecasted. In part, this reflects the fact that growth forecasts worsen when inventories are forecasted dynamically. Removing this source of error-ignoring the future evolution of inventories-thus improves the accuracy of output growth forecasts. This does not contradict the fact that inventories provide useful information. What this suggests is that the beneficial effect of inventories stems from estimating the dynamics of output growth-an essential part of accurate forecasting-but the volatility of inventories detracts from output growth forecasts. Source: Authors' calculations based on Table 1 . 1/ Five points are awarded when the prediction of the model is found in the data.
Smoothing motive
(1) (2) (3) (4) (5) Note: Based on cross sectional averages for 11 European countries and the United States. Dummy is a binary variable that is one for countries best characterized by the demand shock model (Ireland, Germany, Netherlands, and the U.S.). T-statistics are provided in parenthesis. Note: Based on individual country AR models for output growth (see Table 4 ). Calculations for augmented models are obtained by including correspoinding lags in the "growth" of the change in inventories. The columns labeled "actual" assume perfect inventory foresight in the forecast horizon; those labeled "dynamic" forecast inventories dynamically using a bivariate VAR model. The p-value corresponds to a one-sided t-test--with degrees of freedom equal to the number of forecasts at the specific horizon minus one--comparing the mean square errors of the base model to that of the augmented models. The test is based on a modified Diebold-Mariano test Harvey, Leybourne, and Newbold, 1997) . Significance at 10 percent, 5 percent, and 1 percent is denoted by *, **, and ***. Note: Based a bi-variate VAR models for output growth and "growth" in the change in inventories with lags selected with the same criteria as in Table 4 applied to the VAR model (see Table 5 ). The U-stat for ∆inv=0 columns corresponds to forecasts when the "growth" in the change in inventories is set to zero in the forecast period. The p-value corresponds to a one-sided t-test--with degrees of freedom equal to the number of forecasts at each horizon minus one--comparing the MSE of these two models forecasts. The test is based a modified Diebold-Mariano test (see Harvey, Leybourne, and Newbold, 1997) . To check how large the difference is between inventory series when calculated as a residual and when reported separately by the authorities, we look at inventories data of two European countries that report real changes in inventories separately, Spain and Belgium, as well as inventories data from the United States. The differences between the two differently calculated inventory series in these three countries appear very small and the correlations are 1.00 ( Figure A1 , see page 33). Source: Authors' calculations based on Table A1 . 1/ Five points are awarded when the prediction of the model is found in the data.
(The mean error (ME), the absolute mean error (MAE), and root mean square error (RMSE) are measured in percentage points; the U-stat is unitless) Note: Based on individual country AR models for output growth (see Table 4 ). Calculations for augmented models are obtained by including correspoinding lags in the "growth" of the change in inventories. The columns labeled "actual" assume perfect inventory foresight in the forecast horizon; those labeled "dynamic" forecast inventories dynamically using a bivariate VAR model. The p-value corresponds to a one-sided t-test--with degrees of freedom equal to the number of forecasts at the specific horizon minus one--comparing the mean square errors of the base model to that of the augmented models. The test is based on a modified Diebold-Mariano test Harvey, Leybourne, and Newbold, 1997) . Significance at 10 percent, 5 percent, and 1 percent is denoted by *, **, and ***. Note: Based on individual country AR models for output growth (see Table 4 ). Calculations for augmented models are obtained by including correspoinding lags in the "growth" of the change in inventories. The columns labeled "actual" assume perfect inventory foresight in the forecast horizon; those labeled "dynamic" forecast inventories dynamically using a bivariate VAR model. The p-value corresponds to a one-sided t-test--with degrees of freedom equal to the number of forecasts at the specific horizon minus one--comparing the mean square errors of the base model to that of the augmented models. The test is based on a modified Diebold-Mariano test Harvey, Leybourne, and Newbold, 1997) . Significance at 10 percent, 5 percent, and 1 percent is denoted by *, **, and ***. Note: Based a bi-variate VAR models for output growth and "growth" in the change in inventories with lags selected with the same criteria as in Table 4 applied to the VAR model (see Table 5 ). The U-stat for ∆inv=0 columns corresponds to forecasts when the "growth" in the change in inventories is set to zero in the forecast period. The p-value corresponds to a one-sided t-test--with degrees of freedom equal to the number of forecasts at each horizon minus one--comparing the MSE of these two models forecasts. The test is based a modified Diebold-Mariano test (see Harvey, Leybourne, and Newbold, 1997 
