Abstract
Introduction
Today's Printed Circuit Boards (PCBs) are concerned with high design efforts in the sense that a unique construction must be developed for each version. In financial terms this is very expensive and due to this, it is desirable to get a modular way of system design, where modules placed on the PCBs have a generic communication interface. The increasing demand for bandwidth suggests that optics should be used for the interconnections. Optical interconnects not only allow higher throughputs but also increase I/O density, improve electromagnetic compatibility and simplifies cable solutions compared to traditional electrical solutions. These benefits strongly suggest that some form of optical interconnections should be used for intra-PCB and inter-PCB communication.
This paper presents a way of building modular systems on a PCB, where modules (e.g. multi-chip modules or daughter PCBs) communicate with each other through optical interconnections and optical switches. Each optical switch is a micro-electromechanical system (MEMS) with an array of 32×32 mirrors. An aggregated intra-PCB bit rate of 120 Gbit/s is possible in the system. Each module has a generic communication interface with an internal simple electrical router. Fiber-ribbons are used to connect the modules and the optical switches.
Our proposed system also includes an optical backplane. Several free-space optical backplanes has been proposed in the litterature [1] [2] [3] [4] . Compared to these, we propose the use of a passive fiber-optic backplane without the need for additional opto-electronic components to interface with the backplane. In other words, the backplane fits very well together with the PCB communication system. The passive optical backplane is based on the fiber-foil technology [5] [6] [7] , which recently has become commercially available. For scalability reasons, the passive optical backplane can optionally be extended with optical switching. An aggregated backplane bit rate of 480 Gbit/s full duplex is supported for a backplane with twelve cards.
Our solution makes it possible to develop PCBs with optical interconnections between the modules and between the boards, without changing the manufacturing technology of the PCBs. Also, the MEMS technology used is suitable for mass production [8] . More information on all-optical switching is found in [9] .
Other projects have proposed optical interconnections within small areas too, e.g., waveguides embedded in the PCBs [10] , free-space communication between PCBs [11] , and free-space communication between substrates in systems built in 3-dimensional space [12] . What distinguishes our proposed optical interconnection concept is that it offers: (i) a modular way of designing, (ii) a reconfigurable topology at the same time as offering, (iii) electronic routing that makes all modules reachable from each other, (iv) the possibility to use low-cost conventional PCB technology, (v) compact rack-based systems with 15-20 mm PCB pitch, (vi) a generic communication interface for the modules, (vii) system-wide optical interconnections including both PCBs and backplane, and (viii) powerful optical switching suitable for mass production. A case study shows the feasibility of using the architecture for future demanding radar signal processing. Other application areas include data-and telecommunication switch equipment, radio base station signal processing, and other embedded parallel processing applications.
The rest of the paper is organized as follows. Section 2 presents the board-level system architecture. In Section 3, two backplane systems are described. The case study is then presented in Section 4. The paper is concluded in Section 5.
Board-level interconnection architecture
Below, the board-level interconnection system is described, beginning with physical parameters (Section 2.1). Then, in Section 2.2, the optical interconnections are presented, followed by a discussion of topologies and routing in Section 2.3.
Physical parameters
Basically the configuration of one PCB is composed of six modules on each side, as shown in Figure 1a , where each module has four optical channels connected to the switch on the same PCB side. In turn, each of the two switches on a PCB has eight optical channels connected to the backplane. In other words, the two PCB sides has an identical interconnection architecture, as clarified in Figure  1b . Each optical channel is assumed to have a bit rate of 2.5 Gbit/s.
Each module on a PCB has a size of 65×65 mm. The PCB has an area of 200×300 mm and an inter-PCB distance in the rack of approximately 15 to 20 mm. This leads to a maximum height of the devices mounted on the board of 7 mm on each side of the PCB. PCBs with sizes smaller than 200×200 mm and modules possibly smaller than 65×65 mm are planned but are not treated in this paper. In addition to the generic communication interface, each module can contain, e.g., memory, one or several processing units, and other necessary devices to handle basic control flows and power dependencies.
Optical interconnections
The optical switches used consist of pop-up MEMS with 32×32 mirrors. The actuated free-routing mirrors are monolithically integrated on a silicon chip. By pushing a selected mirror, the collimated light is switched to desired output port. This is shown in Figure 2a . The micro-actuated free-routing switch mirror consists of a mirror that is anchored on the substrate and is connected to the translation stage by push rods, as shown in Figure 2b . The translation stage is actuated by arrays of scratch-drive actuators. This technology is seen to achieve low light-loss, low crosstalk, and low polarization dependence as described in [13] . The size of each mirror is 150×140 µm and the distance between them has to be at least 500 µm. A disadvantage with this technology is the relatively long switching time, which is less than 700 µs [14] . However, one can easily reconfigure the topology with the optical switch during run-time, which makes it possible to, e.g., adapt to the current data flow between the modules (see Section 2.3). A similar MEMS based optical switch is described in [15] .
Fiber-ribbons connect the MEMS based switch and the modules (see Figure 3 ). This structure is also applied between the backplane and the switch. Another possibility is to encapsulate these fiber highways and laminate them within a plastic foil for easy mounting and coupling to its connectors. The fibers would then not have to wear their surrounding jackets and all the fibers would lie in one plane. The optical switch is connected to six fiber-ribbons (through the same socket) with a total of 24 optical channels in each direction on the board side, and to one fiber-ribbon with eight optical channels in each direction on the backplane side. In other words, one fiber-ribbon with four fibers in each direction is used for the connection of each module with the optical switch. In total, the switch has 32 input channels and 32 output channels and is a nonblocking switch.
The generic communication interface of the module has four vertical cavity surface-emitting lasers (VCSEL) and four photo-detectors, i.e., interfacing to four bidirectional optical channels. A VCSEL converts an electrical signal to a light beam and transmits it across a fiber link to the MEMS switch, where the light beam is switched to a proper receiver channel, finally hitting the photo-detector in the receiving module where the light is converted back to an electrical signal. Observe that the interconnection between two arbitrary modules is completely of optical nature, outside the module. Low-cost VCSELs with a wavelength of 850 nm and with a maximum bit rate of 2.5 Gbit/s are assumed.
Reconfigurable optical topologies with electronic routing
Interconnection topologies are divided into two groups, dynamic and static. In our solution, a static topology has been chosen due to the fact that the optical switch has long switching times. However, as mentioned above, the topology can be reconfigured in less than a millisecond by changing the state of the pop-up mirrors. Examples of topologies that can be embedded on a PCB are ring and mesh. If using the ring topology, four fibers can be grouped together to form a 10 Gbit/s unidirectional ring. Another possible configuration is to have two rings, one 5 Gbit/s ring in each direction.
Traffic can always be routed to the final destination by passing several modules in the topology since the communication interface in each module is equipped with an electronic router (see Figure 4) . Source routing and cutthrough switching [16] are assumed to be used. With cutthrough switching, only the header of the packet (with the destination address) has to arrive before the packet can be forwarded to an output port. This means that the router do not have to store the whole packet as long as the output port is free. A schematic view of the system on one PCB side is shown in Figure 5 , where M denotes a module associated with its own routing function and its four bidirectional optical channels.
Backplane communication
Below, two optical backplane solutions to connect the PCBs and obtain a system-wide interconnection system are presented (see Figure 6 ). The first solution is a passive optical one, while the second extends the passive optical backplane with optical switching. Routing function 
Passive optical backplane
Fibers or other kinds of waveguides (hereafter commonly denoted as channels) can be integrated to form a more or less compact system of channels. Fibers can be laminated to form a foil of channels, for use as intra-PCB or backplane interconnection systems [5] [6] [7] . Fiber-ribbon connectors are applied to fiber end-points of the foil. An example is shown in Figure 7 , where four nodes are connected in a ring topology, the medium is simply changed into an even more compact variant of the fiberribbon ring network [17] . In addition, there is a clock that distributes clock signals to the four nodes via equal-length fibers to keep the clock signals in phase. In other words, a fiber-optic clock distribution network and a data network are integrated into one system. Using polymer waveguides instead of fibers brings advantages such as the potential for more cost-effective mass production [5] .
In the proposed system, the two optical switches on each PCB are passively connected to a backplane foil via fiberribbon cables. The interconnection topology in the backplane foil can be arbitrarily chosen but is here assumed to be a unidirectional multi-fiber ring as seen in Figure 8 . Of course, a quite similar and sometimes better possible topology is to split the eight parallel channels into two bidirectional rings, each with four parallel channels. Another possible topology is the torus, e.g., connecting the 24 sides of twelve PCBs into a 6×4 node 2-dimensional torus. In other words, one can design the backplane and configure the switches on the PCBs to get a regular systemwide topology with, e.g., 144 modules distributed on twelve PCBs.
Optical backplane and switch card
In the MEMS switches assumed above, the optical beams moves in 2-dimensional space where each mirror is controlled to be in either down-position (no beam bounce) or up-position (beam bounce). This brings compact solutions for small or medium-sized switches. The disadvantage with the 2-dimensional MEMS switch is that N 2 mirrors are needed in an N×N switch. A more scalable solution is to let the beams travel in 3-dimensional space and to use mirrors for which the angle can be controlled in two axis. In an N×N switch, two arrays of size √N×√N are used. Each beam will first bounce on an input specific mirror in the first array and then on an output specific mirror in the second array. Lucent Technologies has already announced 256×256 switches based on the 3-dimensional MEMS technology to be released on the market [18] . Due to the relatively low loss possible in MEMS switches, multistage MEMS switches are also possible. In this way, rather large optically transparent switches can be built.
With a 32×32 switch on each side of each PCB as described above, we have eight bidirectional channels connecting each PCB side to the foil backplane. Assuming twelve PCBs, a single 192×192 3-dimensional optical MEMS switch is needed to get a fully reconfigurable backplane topology. The passive fiber-optic foil is then 
Case study
A typical application with high throughput requirements between the computational modules is future radar signal processing systems. In Figure 9 , a signal processing chain similar to those described in [19] and [20] is shown together with its bandwidth demands. Each computational module in the figure contains multiple processors itself [21] . For simplicity, we have chosen a signal processing chain that fits exactly on the twelve modules on a doublesided PCB. A similar case study for a whole rack can also be made but is not treated here. Each 2.5 Gbit/s channel is assumed to have a usable bit rate for the data flow in the signal processing chain of 1.5 Gbit/s, allowing for overhead, control traffic, logging etc. This means that four incoming channels from the backplane, with the radar data, gives the needed 6 Gbit/s.
The chain with its pipelined dataflow is a good example containing both multicast, one-to-many, and many-to-one communication patterns. The aggregated throughput demand is nearly 40 Gbit/s. We leave out all details of the chain, referring to the two other papers, and do only treat the throughput demands here. A feasible interconnection topology configured by the MEMS switches and the multifiber backplane ring is shown in Figure 10 . The incoming dataflow to the CFAR (Constant False Alarm Ratio) nodes is multicasted to all these nodes. This is done by multicasting to two nodes two times, each with one electronic routing hop. These two multicasts are the only parts in the signal processing chain where electronic routing is needed. However, electronic routing is needed for, e.g., control traffic to pass several hops. If the radar system changes working mode during run-time, the switches can easily be reconfigured to adapt to the new signal processing chain.
Conclusions
In this paper, we have proposed a complete interconnection system for optical communication for both intra-and inter-PCB communication. Our solution makes it possible to develop PCBs with optical interconnections between modules on the PCBs and between the boards, without changing the manufacturing technology of the PCBs. The communication system supports both optically reconfigurable topologies and electronic routing to offer high flexibility and high performance at the same time. Also worth mentioning is that the MEMS technology used is suitable for mass production. 
