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Abstract 
 
In the past three decades, 3D surface reconstructions of spinal vertebrae have been 
utilised to investigate details of the spinal anatomy, particularly for patients with 
complicated or unusual bone pathologies or deformities. These reconstructions have 
primarily been obtained using Computed Tomography (CT) imaging data. While 
there are some advantages offered by this imaging modality, these advantages are 
overshadowed by the exposure of the patient to ionising radiation necessitating the 
move from CT to non-irradiating imaging techniques.  
Magnetic Resonance Imaging (MRI), also offers the possibility of 3D reconstruction 
of biological structures. MRI is mainly used for reconstruction of soft tissues, as 
challenges remain for the reconstruction of osseous anatomy  
This research presents a new semiautomatic methodology for the segmentation and 
reconstruction of 3D vertebral anatomy. Five cadaveric human lumbar spines and 
one ovine spine were used for the development and quantification of this 
methodology.  
 First, the MR images were subjected to a contrast enhancement process.  Multiple 
options for filtering and noise removal were examined. However, the anisotropic 
diffusion filter provided the best method to improve pixel intensity homogeneity 
within the intervertebral discs and bone tissue. A sensitivity analysis was carried out 
to determine the best parameters for the anisotropic filter.  
Once the images were filtered, four segmentation techniques were explored to 
create 3D surface reconstructions from the MRI datasets. Classification, clustering 
and canny edge detection techniques were all rejected after preliminary test as they 
proved unsuitable for this dataset. Thresholding however had promising results and 
was further developed. 
After contrast enhancement and anisotropic diffusion filtering, the images were 
segmented using thresholding to obtain a lumbar spine surface. The segmented 
surface was then improved by removal of artefacts and isolated/unwanted regions. 
Unlike the other three methods assessed, the resulting reconstructed surface 
included discrete vertebral bodies with distinct separation between the spinous 
processes.  
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The 3D surface reconstructions of the spines were also created using CT datasets 
to assess the accuracy of the spinal anatomy reconstructed from MRI. A process of 
registration and linear deviation analysis was carried out, with the spinous 
processes and vertebral bodies having the lowest magnitude deviation.  
To assses the effect of the surface reconstruction errors in an engineering context, 
the bending strength of the vertebra was calculated. For three of the reconstructed 
spines without age-related irregularities in bone density and anatomy, there was 
less than 5% difference in the predicted bending strength. 
To examine the effectiveness of the established technique in young, healthy bone, 
an ovine spine was obtained, scanned and segmented. The accuracy in 
reconstructing spinous processes and vertebral bodies was confirmed, and the 
reconstruction of the laminae and articular processes was improved.  
It was concluded that the semi-automatic segmentation and reconstruction 
technique developed in this study was able to reconstruct complete vertebra with an 
average accuracy of +1.26mm ± 1.10mm and -0.9mm ± 0.92mm, in relation to the 
CT surface. The results found in the linear deviation analysis support the use of  the 
developed technique for extracting 3D surface reconstructions of spinal anatomy 
from MRI suitable for use in biomechanical applications.  
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Chapter 1 
1. Introduction 
Spinal disorders such as Scoliosis (Idiopathic, Neuromuscular, degenerative and 
Congenital) are diagnosed and monitored using standard radiographs, Magnetic 
Resonance Imaging (MRI) and Computed Tomography (CT). Radiographs or X-rays 
obtained with the patient in an upright position are the basis of spinal 2D imaging, 
while MRI is now the most common 3D imaging technique for assessing spinal 
disorders (1). MRI and CT are 3D imaging modalities that provide clinicians and 
scientists with more information than 2D scans, and allow surface reconstruction of 
the structures of interest. 
Historically, CT has been considered the modality of choice for 3D imaging and 
reconstruction of spinal anatomy, (and bone structures in general) (1). This 
technique, which involves ionising radiation, assigns gray scale values to the 
tissues, linked to their attenuation coefficients. For example, osseous tissue has a 
high attenuation coefficient compared to surrounding soft tissue, which in CT is 
presented with the highest values in the grey scale (white). For this reason, the 
segmentation and surface reconstruction of bone is a direct process that can be 
achieved by applying basic algorithms. The main advantages associated with CT 
are short imaging times and simpler patient access. The key disadvantages of this 
technique are exposure of the patient to ionising radiation (increasing the risk of 
developing cancer) and inferior contrast resolution in structures such as 
intervertebral discs, cerebrospinal fluid, and soft tissue(2,3). 
MRI utilises the concept of magnetisation of protons present in the Hydrogen 
nucleus (4), which results in a safer option to the patient. MRI is frequently utilised 
and is considered an important tool in the diagnosis of spinal diseases such as 
herniated disks (5), because there is a high presence of hydrogen contained in 
water. In contrast, bone possesses low levels of water and so is harder to visualise 
with MRI. The advantages of MRI modality are that it is considered a safe procedure 
for the patient and it provides higher contrast resolution of soft tissue, as compared 
to CT. The drawbacks are related to imaging time and susceptibility to artefacts in 
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the resulting images due to disturbances in the magnetic field. As well, the presence 
of metallic objects generates a risk for the patients and MRI equipment operators. 
Reconstruction  of 3D models of spinal anatomy from MRI has multiple clinical 
applications, particularly in patients with spinal disorders (6,7)and enables 
biomechanical modelling for patient-specific planning of interventions (8,9), without 
the need for ionising radiation. Multiple studies have attempted to segment the 
vertebral anatomy from MRI; some of them have been successful in segmenting the 
vertebral bodies for localisation and labelling purposes (MRI section 2.5). However, 
to use a reconstructed model from MRI in clinical applications, a precise and 
accurate reconstruction of the posterior elements of the vertebral bodies is 
necessary. For example, in biomechanical modelling, the definition of the spinous 
process is pivotal due to the attachment of ligaments and muscles (10).  
Segmentation and 3D reconstruction of bony structures from MR images is 
challenging and segmenting the vertebral anatomy brings a higher degree of 
complexity due to the intricate anatomy, especially in the pedicle and posterior 
elements of the vertebrae. Additionally, attempting a manual delineation, between 
bones and surrounding tissue, results in a tedious, time-consuming process. 
The present study explores methods of reconstructing 3D vertebral anatomy from 
MRI, as current techniques fall short in segmenting and reconstructing the posterior 
elements, and lack morphological definition in the reconstructed anatomy. The 
structural organisation of the thesis is described below.  
1.1 Thesis structure 
The thesis is divided into sections, including; image processing; segmentation and 
surface reconstruction techniques; registration and deviation analysis; and testing, 
as follows:  
Chapter 2 provides a detailed review of the relevant literature and states the 
research question, the aims and research plan 
Chapter 3 MRI pre-processing and image filtering 
Chapter 4 explains the four different segmentation techniques 
Chapter 5 compares the linear accuracy of the MRI-reconstructed surface 
with the CT-reconstructed surface 
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Chapter 6 presents an examination of the established technique on a spine 
with denser and more homogeneous bone structure. 
Chapter 7 and 8 present the discussion, conclusions, and further studies. 
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Chapter 2  
2. Literature Review 
2.1 Introduction  
This chapter introduces the reader to the different concepts involved in this study, 
such as the anatomy and function of the lumbar spine and specific parts of the 
lumbar vertebra. A basic explanation of Magnetic Resonance Imaging (MRI) 
physics, its advantages and limitations, is provided. Computed Tomography (CT) 
imaging principles and its evolution through generations of scanners will be 
explained; along with concept of effective radiation dose (section 2.3.1) and the 
necessity to move to MRI. 
2.2 Anatomy of the lumbar spine 
The human spine is divided into five regions: cervical spine (seven vertebrae), 
thoracic spine (twelve vertebrae), lumbar spine (five vertebrae) and the sacral and 
coccygeal regions (Figure 1 (A)). The lumbar spine or lower back is the third major 
part of the spine and is located below the thoracic region, it consists of five separate 
vertebrae, sequentially named  L1 through to L5 (11). The lumbar spine is designed 
to be strong and to protect the highly sensitive spinal cord and spinal nerve roots, 
but at the same time, it is flexible in order to provide mobility. The possible 
movements exhibited by the lumbar spine are:  
 Axial compression is the movement exhibited during weight-bearing in an 
upright position. 
 Axial distraction is the movement exhibited when removal of load occurs. 
 Axial rotation is the rotation exhibited in the horizontal plane. 
 Flexion is the anterior sagittal rotation. 
 Extension is the posterior sagittal rotation.  
 Lateral flexion is the movement exhibited in the coronal plane (12). Figure 1 
1(B) illustrates the anatomical planes. 
Chapter 2 Literature review, research question, aims and 
research plan 
5 | P a g e  
 
A)       B)    
Figure 1: A) Subregions of the vertebral column, adapted from (13). B) Anatomical planes, 
adapted from (14). 
2.2.1 Typical lumbar vertebrae 
A typical lumbar vertebra can be described as an irregular bony structure with 
specific names for these irregularities, as is shown in Figure 2. Each lumbar 
vertebra can be subdivided into three main regions: the vertebral body, pedicles, 
and posterior elements (15). 
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A)    
B)  
C)    
D)  
Figure 2: The parts of a typical lumbar vertebra A) The division of a lumbar vertebra into its 
three functional components and visible parts on the left lateral view B) lateral and posterior 
view C) Posterior view D) Superior view, adapted from (16). 
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2.2.2 Vertebral body 
The main difference between the thoracic vertebral bodies and the lumbar vertebral 
bodies is the absence of rib facets. The vertebral bodies are connected to each 
other by the intervertebral discs, and from L1 to L5 the size of the vertebral bodies 
increases, indicative  of the increased load to the lower lumbar vertebra (11). The 
vertebral body is perfectly shaped to cope with these loads, as it is similar to a box, 
with the superior and inferior surfaces substantially flat, and the anterior and lateral 
surfaces slightly concave. This load-bearing design is also reflected in the internal 
structure. The external shell is made of cortical bone surrounding a cancellous bone 
core. The cancellous bone is composed of vertical and transverse trabeculae, a 
design that allows compression, tension, and lateral bending. This composition is far 
more efficient for movement, as compared to a solid block of bone (15). 
2.2.3 Pedicles 
The pedicles are the junctions between the anterior part of the vertebrae or vertebral 
body and the posterior processes. Due to their location, the pedicles transmit 
tension and bending forces. For example, any force sustained by the posterior 
elements will be transferred towards the vertebral body by the pedicles. In external 
observation, the pedicles look like firm pillars; in cross-section, they have a cylinder 
shape.  These qualities make the pedicles able to support bending in any direction. 
The word pedicle comes from the Latin pediculus meaning little foot; the reason for 
this is its position and shape observed from above in the neural arch (12). 
2.2.4 Posterior elements 
Collectively, the posterior elements are the most irregular section of the vertebra, 
with bone projections in all directions, composed of the laminae, articular processes, 
and spinous processes. The posterior elements are adapted to receive forces that 
will act over the vertebra, and they provide attachments to the muscles, thus giving 
suitable lever arms for loading and motion. The lamina is a sheet of bone projected 
from the pedicles towards the midline, and it can be seen in full in the posterior view. 
The lamina possesses a similar function to the pedicles, transmitting the forces 
acting over the processes to the vertebral body for stability. For instance, when the 
lamina has been destroyed by illnesses or removed by surgery, the vertebral body is 
unable to  execute movement or provide stability (15).  
The processes can be divided by their function as follows: the superior and inferior 
processes articulate with adjacent vertebra, whereas the spinous, transverse, 
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accessory and mammillary processes are bone extensions to provide an anchor for 
muscle attachment. The spinous processes are observable under the skin in the 
thoracic and cervical regions of the spine. The transverse processes are 
transversely oriented. Each transverse process also possesses bony prominences 
called accessory processes. The mammillary processes can be seen as a small 
bump in the posterior view of the vertebra, and they are located above and slightly 
medial to the accessory processes (17). 
2.3 Classical techniques used for lumbar spine imaging 
As mentioned in the introduction, traditional imaging techniques for the lumbar spine 
include conventional Radiology, Computed Tomography (CT) and Magnetic 
Resonance Imaging (MRI). However, each of them has its shortcomings. 
Conventional X-ray images have two main drawbacks; first, this method exposes the 
patient to ionising radiation; additionally, there is limited contrast between structures 
provided by this imaging technique. Artificial enhancement techniques have been 
applied by injecting contrast agents into the patient, which provide low or high 
radiographic density such as iodinated fluids. Further, 3D reconstruction and 
analysis of bony structures cannot be achieved by conventional x-ray (18), as it is a 
2D imaging modality.  
The introduction of more sophisticated imaging methods, such as Computed 
Tomography and Magnetic Resonance Imaging addressed deficiencies like low-
contrast resolution and provided additional benefits associated with tomographic or 
3D imaging, such as accurate anatomy reconstruction. CT can provide higher 
resolution in bone imaging, and the reconstruction of bone based on CT is a straight 
forward process as hard and soft tissues are easily differentiated by CT number or 
Hounsfield Units (HU) (19,20). Then, to achieve a bone reconstruction, a simple 
thresholding segmentation technique can be used. However, computed tomography 
also employs ionising radiation with a higher dose compared to conventional X-ray. 
For this reason, another imaging technique has been explored clinically, known as 
biplanar radiography. Biplanar imaging systems are capable of acquiring orthogonal 
lateral (LAT) and anteroposterior (AP) images simultaneously. The system consists 
of an x-ray source and a detection system using a multiwire chamber and a gaseous 
x-ray detector, which is not corrupted by scattered radiation. The images are 
acquired in a 1:1 scale up to 45 cm wide and 175 cm in height, with the patient in an 
upright, weight-bearing position. Being conducted in a standing posture offers an 
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advantage over CT in the analysis of pathologies that change under load; as many 
spinal conditions are know to do. The main advantages offered by this technique are 
its increased sensitivity and reduced radiation dose (1/3 to 1/10) compared to 
conventional x-rays. 3D reconstructions can be generated from these images using 
statistical modelling or deformable expected models (21). This was investigated by 
L. Humbert et al. (22), where the spinal anatomy was 3D reconstructed from 
biplanar radiography for routine scoliosis diagnosis. The reconstruction time was 2 
min and 30 s, with vertebral shape average accuracy of 1mm, using CT scans as 
reference. The main limitations of the technique are that by using statistical models 
based on expected shapes, precise morphological details unique to the patient can 
be missed. Further, the equipment is not widely available in hospitals as yet; it is still 
considered an emerging technology. However, it is an active area of research (21). 
In contrast to the other medical imaging techniques above, MRI provides higher soft 
tissue resolution, and so is often used in the diagnosis of lumbar spine conditions, 
such as disc herniation and spinal stenosis (23). However, the reconstruction of 
bone structures is a complex process as MRI does not assign particular 
identification to the tissues; instead, within a specific tissue, multiple pixel intensities 
can be found.  
Since they are the more common techniques for obtaining three-dimensional 
information of the spinal anatomy, both MRI and CT imaging will be discussed in 
more detail. 
2.3.1 Computed Tomography 
CT imaging arose as a method to address issues of contrast ratio in conventional X-
rays. The lowest possible subject contrast achievable with X-ray imaging is 5%. This 
is largely due to the projection of three-dimensional anatomic structures onto two-
dimensional images, producing shadows from tissues located parallel to the X-ray 
beam; additionally the use of large x-ray beams scatters the radiation, which 
reduces contrast in the captured image (23). 
Computed tomography provides superior visualisation of subject contrast (in the 
range of 0.25 – 0.5% difference in tissue attenuation) and allows the display of 
anatomy across planes. The first computed tomography images were acquired in 
the early 1970s. Since then the scanner capabilities and image quality have grown 
steadily. A full 360 degrees Gantry (moving the device in the CT apparatus) rotation 
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was reduced from 4-5 mins to less than half a second. Combining the speed and an 
increased number of detectors has led to acquisition times greater than 200 images 
per second nowadays (19). 
2.3.1.1 Principles of Computed Tomography Imaging 
Computed Tomography (CT) relies on the linear attenuation produced by the 
physical density of the tissues to x-rays, this differentiation in attenuation is 
displayed as a grayscale image of the density distribution. The CT images are a 
combination of a series of projections taken from different angles by rotating the x-
ray source around the object with the detector either stationary or rotating in 
synchrony with the source. Computer processing algorithms integrate this 
information to create cross-sectional images of the anatomical structure (19).  
The pioneering CT machine was composed of an X-ray source (which produced a 
narrow X-ray beam) that rotated in synchrony with an X-ray detector located on the 
other side of the patient, represented in Figure 3. 
 
 
Figure 3: First CT machine setting. 
The first generation of scanners utilised a single pencil beam and a single NaI 
(sodium iodine scintillation counters) detector for each scan slice. The detectors 
were located in a straight line opposite to the source. This technique is categorised 
as a combination of translational, and rotational motion. Soon after the second 
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generation of CT scanners was developed, they used a fan-beam of x-rays and 
multiple detectors that recorded several pencil beam simultaneously. Since the 
pencil beam passed through the patient at different angles, fewer gantry translations 
were required. Thus, the scan time was reduced. This generation is also categorised 
in the translational and rotational motion. The third generation eliminated the 
translational motion and relied mostly on the x-ray source rotation, which was 
designed as a wide-angle fan beam able to scan the entire object, and the detectors 
were arrayed in a straight and stationary fashion. In the fourth generation, a rotating 
360 degrees x-ray source and a stationary circular array of 700 or more detectors 
are used (23) 
2.3.1.2 Reconstruction algorithms 
Four types of image reconstruction have been utilissed in CT imaging. 
 Simple backprojection, also known as the summation method or linear 
supposition method. In this method, the images are reconstructed by dividing 
the views across equally spaced elements, assuming that each element 
contributes equally to the attenuation coefficient. The attenuation coefficient 
of each element is added, keeping the angular orientation, and typically the 
intersection or superposition of the x-ray paths creates the reconstructed 
image. Although this method is simple and straightforward, it produces 
blurred images (19,23). 
 Filtered backprojection, often referred to as the convolution method, is the 
most popular reconstruction algorithm used today. This method uses a 
deblurring function combined with the x-ray transmission data, to eliminate 
the blurring before the data is backprojected (23–25). 
 Fourier transform, is a method in which the x-ray attenuation pattern at each 
angular orientation is decomposed into frequency components of various 
amplitudes. Then the entire image can be reconstructed by taking these 
frequency components and applying the inverse Fourier transform (24). 
 The iterative method is a method that was originally used by the first CT 
scanners; however some of the latest technologies are employing parts of 
this technique. In the iterative approach, the first approximation is a guess of 
what the image looks like, and then from that presumption, theoretical 
projections are calculated. These calculated predictions are compared to the 
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actual measured projections, and the error is used to improve the deduction; 
this is then repeated multiple times (24,25).  
 
2.3.1.3 CT number  
The CT number is often referred to as Hounsfield units; these are integers related to 
the attenuation coefficients.  The relationship between CT number and attenuation 
coefficient of materials is given by the following expression: 
𝐶𝑇 𝑛𝑢𝑚𝑏𝑒𝑟 = 1000 
(µ𝑇𝑖𝑠𝑠𝑢𝑒−µ𝑤𝑎𝑡𝑒𝑟)
µ𝑤𝑎𝑡𝑒𝑟
                (2.1) 
Where, µ𝑤𝑎𝑡𝑒𝑟 is the linear attenuation coefficient of water and µ𝑇𝑖𝑠𝑠𝑢𝑒 is the linear 
attenuation coefficient of the tissue to be analysed. Most of the CT technologies use 
a range of 2000 HU starting from -1000 (for air), 0 (for water) and +1000 (for solid 
structures) (19).  
2.3.1.4 Patient dose 
When comparing the radiation dose delivered during a CT scan to an equivalent 
radiographic image, a range of factors are involved. In conventional radiography, the 
greatest amount of radiation is found where the X-ray enters the patient (the first 
interaction with matter); contrary to the CT where the dose is considered to be 
uniform across the section of tissue exposed because the X-ray source rotates 
around the patient during the scan (23). For example, the effective radiation dose in 
an abdominal X-ray is 1.5 millisieverts.  However, the radiation administered by CT 
varies by body part being scanned; a head CT requires a dose of about 10 to 20 
millisieverts, whereas an abdominal CT usually requires a dose of 30 to 50 
millisieverts. The radiation dosage is also effected by the required contrast (due to 
higher tissue attenuation coefficient) and spatial resolution of the CT images (19). 
The spatial resolution in a CT scan is determined by physical parameters, such as 
Focal Spot Size (FSS) or collimation and detector size, combined with the number of 
projections (directly linked to dose) or sampling frequency, and because CT is 
mathematically reconstructed, also to the reconstruction algorithm (26). The 
radiation dose from a CT scanner can be calculated using the Computed 
Tomography Dose Index (CTDI), which is a standardised measurement and allows 
the operator to compare the radiation output of different CT machines (19)(20).  
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Table 1 compares the effective radiation dose in adults (administered in some 
radiological procedures) with background radiation exposure: 
Table 1 Effective radiation dose administered in some radiological procedures, retrieved from 
(25). 
Procedure Effective 
radiation dose 
Background 
radiation 
CT - Abdomen and Pelvis 30 mSv 3 years 
CT- Head 10 mSv 2 .5 years 
CT- Spine 6 mSv 2 years 
CT- Chest 7 mSv 2 years 
Coronary Computed Tomography 
Angiography 
12 mSv 4 years 
 
Concerns about patient protection have grown in recent years, as CT is still 
considered the first choice modality to diagnose certain diseases. Currently, there is 
no way of tracking the cumulative dose across the lifetime of a patient (24). Many 
questions have arisen regarding the usage of CT, concluding that it is not an 
appropriate technique for routine imaging of certain patient groups, such as 
paediatric and adolescent patients. It is well known that radiation has a negative 
impact on the  growing cells in children, however it remains uncertain how exactly 
this effects their long term development into adulthood, and their life-time risks of 
developing cancer, due to accumulated dose (25). 
2.3.2 Magnetic Resonance Imaging  
The phenomenon of nuclear magnetic resonance (NMR) was simultaneously 
introduced by two independent groups: Bloch-Hansen and Packard; and Purcell, 
Torrey and Pound in 1946. In the 1950s a number of applications for this technology 
were discovered, and it became a standard analytical tool in organic chemistry. In 
the 1960s and 1970s, NMR was widely used in studies of biological tissues, cell 
suspensions, perfused organs, tissue extracts, and animals. However, the first 
medical images were obtained by Lauterbur in 1972 (18). Consequently, in the 
1980s Magnetic Resonance Imaging (MRI) was accepted and implemented as a 
clinical imaging modality and due to its rapid development, presently it has become 
one of the major diagnostic tools (27). 
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2.3.2.1 Basic principles of MRI  
Magnetic resonance (MR) uses as a principle the interaction between a magnetic 
field and a nucleus, which possesses spin. Nuclear spin is one of the properties of 
the atom, and its value depends on the atomic composition.  Nearly every element 
in the periodic table can be examined using the MR principle, except for argon and 
cerium, since they do not possess any isotopes with spin.  However, details such as 
resonance absorption and relaxation will vary from nucleus to nucleus (4).  
The atomic number and the atomic weight have commonly been used to categorise 
elements. The atomic number is the number of protons in the nucleus, and the 
atomic weight is the sum of the protons and neutrons. Isotopes are those atoms that 
possess the same atomic number but different atomic weight. A third property of the 
nucleus is spin or intrinsic spin angular momentum, I, which is quantized in three 
discrete groups. The spin value depends on the atomic number and atomic weight, 
and can be grouped into: zero, half-integral values, and integral values. Table 2 
provides multiple properties of some important nuclei. A nucleus has no spin or I = 0 
when the atomic number and the atomic weight are even numbers and such a 
nucleus cannot be studied using MR due to the lack of interaction with a magnetic 
field. A nucleus has an integral value, for example 1, 2, 3, when the atomic number 
is odd, and the atomic weight is even. In the third group, or half-integral values (for 
example, 1/2, 3/2, 5/2), are nuclei with odd atomic weight (28). 
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Table 2 Properties of some important nuclei of biological interest, retrieved from (28). 
Nucleus Nuclear 
Composition 
Protons Neutrons 
Nuclear 
Spin (I) 
Natural 
Abundance 
(%) 
Gyromagnetic 
Ratio ˠ 
(𝑴𝑯𝒛 /𝑻 ) 
𝑯 
𝟏  1 0 1/2 99.985 42.5774 
𝑯 
𝟐  1 1 1 0.015 6.53896 
𝑯 
𝟑 𝒆 2 1 1/2 0.000138 32.436 
𝑳𝒊 
𝟔  3 3 1 7.5 6.26613 
𝑳𝒊 
𝟕  3 4 3/2 92.5 16.5483 
𝑪 
𝟏𝟐  6 6 0 98.90 0 
𝑪 
𝟏𝟑  6 7 1/2 1.1081.10 10.7084 
𝑵 
𝟏𝟒  7 7 1 99.634 3.07770 
𝑵 
𝟏𝟓  7 8 1/2 0.3650.366 4.3173 
𝑶 
𝟏𝟔  8 8 0 99.762 0 
𝑶 
𝟏𝟕  8 9 5/2 0.038 5.7743 
𝑭 
𝟏𝟗  9 10 1/2 100 40.0776 
𝑵𝒂 
𝟐𝟑  11 12 3/2 100 11.2686 
𝑷 
𝟑𝟏  15 16 1/2 100 17.2514 
𝑿𝒆 
𝟏𝟐𝟗  54 75 1/2 26.4 11.8604 
 
In medical magnetic resonance imaging, the Hydrogen nucleus ( H 
1 ) has been 
chosen as the nucleus of interest for a number of reasons: it is the most abundant 
isotope of hydrogen, its spin value is ½, the response from the hydrogen nucleus 
( H 
1 ) to an applied magnetic field is one of the largest found in nature, and the 
human body is composed of water (𝐻2O) and the methylene and methyl groups of 
fat molecules (C𝐻2, C𝐻3) both of which contain hydrogen (27). 
If a collection of protons are examined, in the absence of a magnetic field, the 
protons have their spin oriented randomly (Figure 4 (a)). But, if an external magnetic 
field (by convention 𝐵𝑜 and z direction) is applied to the sample, the protons will 
rotate or precess about the magnetic field (Bo) (Figure 4 (b)).  
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Figure 4: A) Collection of protons in the absence of an external magnetic field B) Collection of 
protons aligned about an external magnetic field Bo and Mo, with its two components, adapted 
from (28). 
At this point, the sample of protons will be divided into two groups: the number of 
protons in the low energy state or pointing north, and the protons in high energy 
state or pointing south. As the number of protons in the low energy state is greater 
that the high energy state group, the sample now possesses a net magnetisation 
vector Mo. The frequency at which the proton precesses around an external 
magnetic field is expressed by the Larmor equation (28): 
𝑤𝑜 =  𝛾𝐵𝑜                                                                 (2.1) 
Where 𝑤𝑜 is the angular precessional frequency, 𝛾 is the gyromagnetic ratio, which 
is a proportionality constant fixed for a specific nucleus, and 𝐵𝑜 is the strength of the 
external magnetic field given in tesla (T). Magnetic field strength for clinical use is in 
the range of 0.1T to 3T; for research purposes systems up to 9T or 12T are 
available. For medical imaging, 1.5 T and 3 T are commonly used, however the 
study performed by Rathnayaka (29) demonstrated that using a 3T scanner 
increases the signal-to-noise ratio and the spatial and temporal resolution. On the 
down side it also increases the specific absorption rate and acoustic noise (30). The 
angular frequency (𝑤𝑜) can be expressed in radians per second or Hertz, depending 
on the units used for the gyromagnetic ratio.  
To generate a readable signal, the magnetisation has to be flipped to the transverse 
(X - Y) plane because the longitudinal magnetisation is not an oscillating function, 
hence, it cannot be read by a receiver. To achieve this the sample is exposed to a 
radio frequency (RF) pulse along the x-axis, perpendicular (900𝑝𝑢𝑙𝑠𝑒) to the main 
A) B) 
Chapter 2 Literature review, research question, aims and 
research plan 
17 | P a g e  
 
magnetic field (4). Previously the protons were precessing in the longitudinal or Z 
plane; now with the introduction of the new magnetic field (RF) the protons will 
precess along the x axis, with a precessional frequency of: 
𝑤1 =  𝛾𝐵1                     (2.2) 
Where 𝐵1, is the magnetic field associated with the radiofrequency pulse. 
After ceasing the radio frequency pulse (t=0), and knowing that the net 
magnetisation can be divided into its component vectors 𝑀𝑍 and 𝑀𝑋𝑌, the T1 
(longitudinal relaxation time) and T2 (transverse relaxation time) can be determined: 
 Mxy decays at a rate characterised by T2 (Figure 5(A)), given by the 
following expression: 
𝑀𝑥𝑦(𝑡) = 𝑀𝑜𝑒
−𝑡/𝑇2                  (2.3) 
 Mz recovers at a rate characterised by T1 (Figure 5 (B)), given by the 
following expression: 
𝑀𝑧(𝑡) = 𝑀𝑜(1 − 𝑒
−
𝑡
𝑇1)                  (2.4) 
These two processes occur separately as T2 decays 5 to10 times more rapidly than 
T1 recovers. 
 
 
 
2.3.2.2 Tissue contrast in MRI 
The parameters T1 and T2 alone are not sufficient to create an image. However, if 
this process is repeated multiple times, spatial information can be obtained. At this 
point, TR (Repetition time) and TE (Echo delay time) come into play. The repetition 
time is the time interval between pulses of 90° and time to echo is the short period 
elapsed after applying the RF pulse (4). TR and TE are intimately connected to T1 
Figure 5: (A) Represents the recovery of longitudinal magnetisation with the growth rate of 
T1. (B) Represents the transverse magnetisation with decay rate of T2, with no RF, adapted 
from (4). 
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and T2, but T1 and T2 are parameters defined by the tissue being imaged, contrary 
to TE and TR, which are times that can be controlled by the operator to create 
images contrasted on T1 or T2. This situation can be explained by  Figure 6 (A) and 
(B): 
 
 
 
From Figure 6, it can be concluded that having two tissues, A and B, and long TR, 
reduces the T1 effect contrary to a short TR, which enhances the T1 contrast (T1 
weighted images). With relation to T2, a short TE reduces the effect of T2 contrary 
to a long TE, which enhances the T2 (T2 weighted images) (28). Assuming that A is 
fat tissue, and B is a solid tissue, selecting TR1 (short TR), and TE1 (short TE) will 
result in a higher difference in signal intensity (purple line). Therefore, T1 tissue 
contrast is enhanced, also known as a T1 weighted image. Contrary to this, if TR2 
(long TR) and TE2 (long TE) are selected, the image will be T2 enhanced (4), also 
known as a T2 weighted image, and the difference in signal intensity between the 
tissues will be the orange line. For this reason, T2 weighted images can take longer 
to acquire than T1 weighted images. However the difference in signal intensity (or 
energy released) will be higher for T1 and the contrast between tissues is higher. 
The proton density also governs the characteristic T1 (recovery) and T2 (decay) 
curves for each particular tissue. T1 weighted images usually provide excellent 
contrast between tissues, showing fluids in dark; fat tissue is the brightest object, 
and tissue between them is shown in grey colour. They are known as anatomy 
scans because of the detail provided about tissue boundaries. The T2 weighted 
images are often treated as pathology scans since they show high intensity for fluids 
Figure 6: (A) two tissues A and B with different T1 characteristic are compared, also showing 
which TR provides better tissue contrast. (B) Two tissues A and B with different T2 
characteristic are compared, also showing which TE provides better tissue. 
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and fat tissue  in a mid-grey colour, if abnormal fluid is present in the image, it will 
appear as a bright spot (31). 
2.3.2.3 Slice selection position and thickness 
At this point in the MR scanning, there is no spatial discrimination from the signal 
received, because the echo is from the entire body. Magnetic field gradients are 
superimposed on the uniform magnetic field 𝐵𝑜  to achieve spatial discrimination, 
using gradient coils, which make the magnetic field weaker at the feet but gradually 
increase through the rest of the body (4). They are used for slice selection, 
frequency or readout and phase encode, and according to their axial orientation, are 
called Gx, Gy and Gz (31). Thus, a specific location along the body or gradient will 
precess at a specific Larmor Frequency, which is given by the following equation: 
𝑣𝑟 = 𝛾(𝐵𝑜 + 𝐺. 𝑟)                   (2.5) 
Where 𝑣𝑟 is the spin frequency at a specific location  𝑟 , 𝐵𝑜 is the uniform magnetic 
field, 𝛾 is the gyromagnetic ratio, and G is the gradient vector with amplitude and 
direction.  
Now, if a single frequency (RF) is applied to the patient, information from a specific 
line of the body will be received because the RF matches a specific magnetic field 
level. However, the line received from the body will be extremely thin. Using a range 
of frequencies obtains a slice with thickness; this is known as bandwidth (28). 
2.3.2.4 Pulse sequences 
A pulse sequence compresses a number of instructions for the different events in 
the MR image acquisition, such as; RF pulses, gradient pulses, and timings. The 
primary purpose of a pulse sequence is to manipulate the magnetisation to produce 
the desired contrasted image (32). A pulse sequence is characterised by a minimum 
of four lines (refer to Figure 7), one for the RF transmitter and one for each gradient 
(Gx, Gy, and Gz). Additional lines may be added to represent other activity, such as 
ADC or sampling times.  The most common pulse sequence used in MR imaging 
are the Spin Echo Sequences and Gradient Echo Sequences (4). The main 
difference between these techniques is the use of a 180° refocusing pulse by the 
Spin echo (SE) sequence, while the gradient echo (GE) relies on gradient reversal 
for refocusing the protons (27); both of these sequences can produce T1 and T2 
weighted images (31). In this study, the analysed MR images were acquired, 
utilising a gradient echo pulse sequence set to acquire T2 weighted images. 
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A)  
B)   
Figure 7: A) Standard spin echo sequence. B) Standard gradient echo sequence, with Gx, Gy, 
Gz, RF and sampling times, components, adapted from (28).             
2.3.2.5 Spatial Resolution and K-space 
The spatial resolution is defined by the voxel size; since the voxel is a 3-dimensional 
object the dimensions are often different in size. The voxel size and therefore the 
resolution of the slices that comprise an MRI scan depend on matrix size (these are 
the two dimensions of the image, frequency encode axis and phase encode axis), 
the field of view, and the slice thickness. The matrix is also used for the generation 
of the raw data, for example, each time that a sequence is repeated, a full line in the 
frequency-encode is acquired (256 or 512 points), and the phase encode is changed 
for each repetition; then each line has a different position. This information will fill the 
k-space line by line, and is intimately dependent of the Gz, Gy and Gz gradient coils’ 
strength (31). 
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The K-space can be described as a digitised version of the raw data; this is sampled 
by the receiver coil and stored as a function of time. The raw data contains all the 
information necessary to reconstruct an image. Each slice contained in the whole 
set of MR images possesses its own K-space. The centre line of the K-space will 
contain the information of the phase encoding from the weakest gradients and thus 
the most signal. The periphery of the k-space belongs to the phase encoded from 
the largest gradients and hence has the least signal (33).  
2.3.2.6 Signal to Noise Ratio (SNR) 
Image noise is a random variation in pixel intensity, which can affect the image 
quality. All medical images contain some degree of visual noise, from various 
sources (34). In MRI, the main source of noise is the Radiofrequency (RF) produced 
by the thermal mass of the human body. RF noise can also be caused by external 
sources, such as fluorescent lights and patient electronic monitoring equipment. 
This type of noise can affect the whole imaging process in MRI (4).The signal-to-
noise ratio (SNR) is a criterion for image quality in MRI, to identify the contributions 
of a valid signal and background noise to a received signal. Commonly, the SNR 
can be increased by different methods such as: averaging multiple measurements of 
the signal, where random noises will tend to cancel each other, or by sampling 
larger surfaces, increasing the field of view and slice thickness. The intrinsic SNR is 
approximately proportional to the constant magnetic field 𝐵𝑜. The following 
equations describe the relationship between SNR and the parameters used for Spin-
echo based sequence and echo gradient based sequence (35): 
 
𝑆𝑁𝑅 =
𝑆𝑖𝑔𝑛𝑎𝑙
𝑁𝑜𝑖𝑠𝑒
                     (2.6) 
𝑆𝑁𝑅𝑆𝐸 ∝ 𝐵𝑜𝑉√
𝑁𝑃𝐸𝑁𝑃𝐴𝑁𝐴𝑉
𝐵𝑊
 (1 − 𝑒
−𝑇𝑅
𝑇1⁄ ) 𝑒
−𝑇𝐸
𝑇2⁄                 (2.7) 
𝑆𝑁𝑅𝐺𝐸𝑅 ∝ 𝐵𝑜𝑉√
𝑁𝑃𝐸𝑁𝑃𝐴𝑁𝐴𝑉
𝐵𝑊
sin(θ)(1−𝑒
−𝑇𝑅
𝑇1⁄
(1−𝑒
−𝑇𝑅
𝑇1⁄ cos(θ)
 𝑒
−𝑇𝐸
𝑇2⁄                (2.8) 
Where 𝑆𝑁𝑅𝑆𝐸= signal-to-noise ratio for the spin echo sequence, 𝑆𝑁𝑅𝐺𝐸= signal-to-
noise ratio for a gradient echo sequence, 𝐵𝑜 =constant magnetic field, V= voxel 
surface, 𝑁𝑃𝐸 = number of acquired phase encode lines, 𝑁𝑃𝐴= number of acquired 
partitions or frequency lines, 𝑁𝐴𝑉 = number of signal averaged (slice number), 
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𝐵𝑊 = receiver bandwidth per pixel, T1= longitudinal relaxation time, T2= transverse 
relaxation time and θ =flip angle (35).  Analysing both equations, the term under the 
square root is the total time acquiring data; it can also be concluded that intrinsic 
SNR is proportional to the constant magnetic field, voxel surface, square root of the 
total sampling time and parameters related to contrast specific to the type of 
sequence employed. Therefore, in a complicated manner, T1, receiver bandwidth 
and specific absorption rates (SAR) affect the SNR(27). 
2.3.2.7 Intensity inhomogeneities 
Intensity inhomogeneities refer to non-uniformities of intensities over the same 
tissue or structure, which itself is physically a homogeneous region. These 
inhomogeneities have been considered by researchers independent of random 
noise (27). The intensity inhomogeneities in MRI are one major obstacle for 
automatic segmentation, as the majority of segmentation techniques are based on 
pixel intensity. Inhomogeneities can be caused by a number of factors: 
 Irregularities of the MR equipment magnetic fields, such as static field(𝐵𝑜), 
RF field(𝐵1), and gradient fields (𝐺𝑥 , 𝐺𝑦, 𝑎𝑛𝑑 𝐺𝑧). The majority of the intensity 
inhomogeneties in MR imaging are attributed to this phenomenon, and they 
appear as low-frequency intensity variations across the field of view. 
 The susceptibility of different tissues to magnetisation (31). 
 Attenuation of the signal echoed by the structures due to their particular 
location on the body. 
 Characteristics of the MR machine, such as age and status (36). 
2.3.2.8 MRI safety, advantages, and current limitations 
The use of MRI does however, have potential biological side-effects associated with 
magnetic field exposure, for example, the main effect of RF power on the tissue 
being imaged is heating, which is restricted using software protocols to 1 𝐶 
𝑜  or less 
by monitoring the Specific Absorption Rate (SAR). Another biological side-effect 
related to the time-varying magnetic field is Peripheral Nerve Stimulation (PNS), 
which may cause discomfort. However, this problem has been addressed by 
modern scanners using monitors to alert the presence of PNS in the patient. 
Additional care must be taken with patients who are pregnant, although there is no 
evidence of any effect on the foetus. The highest risk associated with a strong 
magnetic field is the presence of metallic implants and pacemakers in the patient, 
which may be displaced or heated. MRI is considered a relatively safe procedure 
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and there is no evidence of any harmful effects to the patient. Of note is the 
discomfort associated with the drilling noise produced by the coils when a current is 
pulsing through them, which can exceed 100dB for some sequences. This situation 
is an active area of research for the manufacturers. The main limitation of the MRI is 
that it is mainly successful for imaging soft tissue due to its physics principles, and 
therefore well-contrasted bone imaging and segmentation is considered a challenge 
(31). 
2.4 Segmentation techniques 
Advanced medical imaging techniques such as CT and MRI are frequently used for 
diagnosis, treatment planning and clinical studies (3). These imaging techniques can 
be achieved by computer assisted methods, where high-performance algorithms (or 
a combination of algorithms, depending on the task) are required to segment the 
region of interest, taking into account the complexity of the specific imaging modality 
to be analysed. Image segmentation involves isolation of different structural units or 
ROI from a series of medical images (37).  Segmentation methods are applied in 
2D, to a single image slice, or to the 3D image dataset to reconstruct the surface of 
interest. 2D segmentation techniques however, can be extended to 3D by 
extrapolating the methods developed for individual slices to all slices in the dataset. 
Usually, this approach is more practical and easier to implement than direct 3D 
segmentation techniques, because it requires less computational complexity 
(including memory space) (38). The following sections will describe common 
automated, semi-automated and supervised methods for image segmentation.  
The segmentation and surface reconstruction of the spine using CT imaging is a 
straight forward process utilising the density based CT number or Hounsfield units, 
contrary to MRI, which does not have standardised units for different tissues, 
making the segmentation of ROI in MRI a difficult task. However, multiple research 
studies have already been done in spine segmentation using MRI, as is explained in 
section 2.5. The following sections give an overview of the most common 
segmentation techniques, which can be categorised according to the user input or 
interaction.  
2.4.1 Active contour model and level set method 
Active contour models can be understood as digitally generated curves. These 
models can be represented by a rubber band in 2D and an elastic balloon in 3D 
space, which evolves under the influence of image forces. The internal forces serve 
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as a constraint for smoothness and the external forces push towards a specific edge 
detected, image intensity gradient or boundary lines. According to Kass et al. (39) 
the position of the snake or contour at a time t can be parametrically represented by 
v(s,t)=(x(s,t),y(s,t)). The movement of the model under the influence of external and 
internal forces (which are the magnitude and the direction) can be represented by 
equation 2.9. 
𝜶(𝒔)
𝜹𝟐𝒗(𝒔,𝒕)
𝜹𝒕𝟐
 +  𝜷(𝒔)
𝜹𝒗(𝒔,𝒕)
𝜹𝒕
= 𝑭𝒊𝒏𝒕 + 𝑭𝒆𝒙𝒕                                                  (2.9) 
Where 𝛼(𝑠) and 𝛽(𝑠) control the surface and the evolution of the contour. Kass et al. 
(39) also described the internal energies as a function of σ(s) and φ(s), which are 
responsible for managing the tension and the flexibility of the snake (contour), 
respectively (equation 2.10).  
𝑭𝒊𝒏𝒕 =
𝟏
𝟐
(𝛔(𝐬) |
𝜹𝒗(𝒔,𝒕)
𝛅𝐬
|
𝟐
+  𝛗(𝐬) |
𝜹𝟐𝒗(𝒔,𝒕)
𝜹𝒕𝟐
|
𝟐
)                                              (2.10) 
Alternatively, another method was introduced to define active contours. This 
approach was introduced by Osher and Sethian (40), as a simple and versatile 
method. Its goal was to compute and analyse the motion of a seed in two and three 
dimensions, taking into account the velocity (which depends on position and time), 
the geometry of the seed and the physics of the external forces (41). The level set 
method uses a similar principle to the active contour model, regarding the use of 
artificial forces. However, the most prominent advantage of the level set compared 
to the active contour method is that it allows the evolving contour to change easily in 
several geometrical shapes in different dimensions (2D and 3D). Thus, the evolving 
structure can also change its topology (this characteristic is the main feature 
provided by the level set method). The active contour models and level set methods 
are also known as deformable ‘model-based’ segmentation methods and they are 
widely used as they generate smooth curves and need minimal user interaction (42). 
2.4.2 Intensity thresholding algorithms 
Thresholding is a well-known technique in medical imaging segmentation, due to 
implementation simplicity. It creates a binary division of the dataset, by taking into 
account a specific intensity value assigned to each of the voxels.  Single 
thresholding approaches use one intensity value known as a threshold. This 
technique divides the dataset into two classes, clustering in the first class the 
intensity values higher than the threshold, and in the second class the intensity 
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values lower than the threshold (43). The mathematical formulation can be 
explained as follows: 
𝐼 = {
0  𝑖𝑓 𝐼 ≤  𝜆
1  𝑖𝑓 𝐼 ≥  𝜆
                                                                        (2.11) 
Where I is the intensity value and 𝜆 is the threshold. Sometimes, the datasets 
contain more than two intensity levels and must be clustered in n different classes 
and n-1 thresholds. In this case, a multi-thresholding concept has to be applied (38).  
The mathematical explanation can be seen below. 
     𝐼 =
 {
                       
 
𝑣𝑎𝑙1  𝑖𝑓 𝐼 ≤ 𝜆1
𝑣𝑎𝑙2               𝑖𝑓 𝜆1 <  𝐼 ≤  𝜆2
𝑣𝑎𝑙𝑛         𝑖𝑓  𝐼 >  𝜆𝑛−1  
                   
                       
                                                   (2.12) 
The main drawbacks of this technique are firstly, the difficulty of finding the most 
suitable threshold for segmenting the region of interest on a specific dataset; 
secondly, the sensitivity of the resulting segmentation to noise and intensity 
inhomogeneities and thirdly, this technique does not take into account the spatial 
distribution of the pixel intensities. Thresholding algorithms are categorised as 
image-model segmentation (or classification-based segmentation) methods.  
2.4.3 Edge detection 
Historically, edge detection was one of the pioneering methods developed for image 
segmentation, the concept behind this method being the reduction of data to be 
processed, while preserving the structural definition of the object (44). This image 
processing technique uses a set of algorithms to find the boundaries of objects 
within the image. Common edge detection techniques include Sobel, Canny, Prewitt 
and Roberts (20) (Canny filter is the most advanced edge detector supported by 
Matlab). Canny filter (44) incorporates another important concept known as edge 
relaxation. This approach gives high relevance to the local neighbourhood, by 
selecting the less distinct edges that are between the highly distinguishable edges, 
assuming that these are part of the boundary of the object of interest. Conversely, 
isolated well-defined edges are assumed to be false and not included in the final 
detected image. 
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2.4.4 Classification techniques 
Classification techniques are categorised as supervised segmentation methods, 
where the user ‘trains’ the algorithm with a pre-segmented image. Training involves 
manually dividing the image into a different number of clusters where each 
represents a specific tissue. The user then ‘tests’  this clustering method on a new 
image dataset by initiating the algorithm to apply these clustering identifications to 
the entire image, thus allowing for automatic segmentation. As is shown in Figure 
21, the cycle emphasises that the user intervention must occur at the beginning of 
the process, with this step playing a crucial role for a successful division and 
identification of tissue regions, and subsequent segmentation. This method is 
commonly used for pattern recognition to label the dataset based on a feature 
space.  The two most common features used for classification are the pixel intensity 
and gradients. However, other features can be utilised for this purpose, such as 
texture and brightness (45). Supervised methods in MR image processing can be 
divided into parametric and non-parametric according to the literature (38). Non-
parametric methods include no assumption about the statistical structure of the 
image dataset. One of the most common and simplistic approaches for the 
parametric models is the Bayesian design and for the non-parametric, the most 
commonly used classifiers are the k-nearest neighbour and Parzen window (45). 
The edge detection and classification or supervised methods algorithms are 
categorised as image-model segmentation methods, due to the necessity of user 
interaction through initialization, progression and final correction (46).Although in 
some instances the classification techniques may be categorised as machine 
learning segmentation methods - this depends on the algorithm to be utilized (47). 
2.4.5 Clustering techniques 
Clustering techniques are unsupervised methods, in which a specific algorithm is 
utilised to group pixels with similar characteristics into what can be recognised as 
tissue types. This approach also needs human intervention, however contrary to the 
classification techniques, it occurs at the end of the process (and it does not require 
a training prototype) (45,48). The operator must be able to identify realistic tissue 
labels (assign to a particular class one of the tissues seen in the image) to produce 
subregions of the image. The left side of Figure 8 explains the process involved in 
an unsupervised segmentation technique such as clustering. The most commonly 
used clustering algorithms are the K-means, Fuzzy clustering and expectation 
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maximisation (48).  The implementation of the k-means algorithm can be explained 
as follows (38), and it is categorised as a machine learning technique (47): 
 
 Compute the mean of the feature space for each class. 
 Allocate each voxel to the class with the closest feature vector. 
 Reduction of dissimilarity of each class by a process of iteration. 
 
Figure 8: Process applied in supervised and unsupervised methods. 
2.4.6 Morphological operators and watersheds 
Mathematical morphology is a type of digital image processing, which provides an 
approach based on shape. Morphological segmentation techniques are categorised 
as continuity-based techniques and sometimes operate on edges, making them a 
useful tool for edge-based approaches as well. Mathematical morphological 
operators are image data simplifiers, taking care of the essential features and 
eliminating irrelevancies (49). They were originally implemented as binary datasets 
but later extended to grayscale data.  This technique uses a predefined shape called 
a structuring element to measure how this shape fits or misses the structures in the 
studied dataset (38). In medical imaging, examples of structuring elements are 
diamonds, circles, and squares in the case of 2D image processing, and spheres 
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and cubes for 3D processing. Therefore, the choice of the structuring element plays 
a key role in the segmentation process, as it depends on the shape and size of the 
chosen local neighbourhood template.  The two most common morphological 
operators are dilation and erosion.  The centre or active pixel in dilation is set to the 
maximum of its neighbours; in erosion, it is fixed to the minimum of its neighbours. 
On one side, dilation, as its name implies, tends to expand edges, regions, and 
borders, while erosion tends to shrink or eliminate small regions (50). Also, two 
additional morphological operators arise by combining the erosion and dilation 
process, as follows:  
 Opening = erosion follow by dilation, using the same structuring element. 
 Closing = Dilation follow by erosion, using the same structuring element. 
This takes advantage of the fact that erosion and dilation are not invertible 
transformations, in other words, they are non-linear operations. 
Watershed transform is a popular segmentation technique that comes from the 
mathematical morphology concept and provides a complementary approach to the 
segmentation of objects. It is especially useful for segmenting objects that are 
touching each other. It is necessary to imagine a grayscale image as a topological 
surface, to understand the watershed concept. Where the height of each point is 
directly related to its grayscale value and the lines that separate the structures are 
known as watershed lines and the surfaces with depth are known as catchment 
basins (51).  Following this idea in a 2D image, the pixels can be grouped into three 
different classes according to the intensity value. They are: 
 Pixels located in a local minimum 
 Pixels located in the neighbourhood of a local minimum 
 Pixels located equally between several local minimum points. 
Subsequently, the main aim of the watershed segmentation is to find the catchment 
basins, which are the structures of interest in the analysed image. 
2.4.7 Normalized cut, minimum cut and random walks 
Normalised cut, minimum cut and random walks are some popular algorithms, which 
belong to the category known as graph- based segmentation methods (42). In this 
approach a group of pixels are considered as nodes. Each pixel corresponds to a 
node in the graph, which are connected by the edges. The similarity between the 
nodes (or group of pixels) is defined by the edge weight. Usually the user needs to 
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select seeds for initialization, belonging to nodes in the foreground and background. 
The number of partitions is defined by finding the minimum cut, which in graph 
theory is the cut with the minimum number of edges (52).  
2.5 Prior MRI Studies which Reconstruct the Spinal Anatomy 
 
Three-dimensional segmentation methods have been applied previously to obtain 
anatomical reconstructions of the spine from CT and MRI data (Hoad and Martel 
(53), Davatzikos et al (54), Stern et al (55), Zukic et al (56), Carballido et al (57), 
Peng et al (58), and Shi et al (5)),. 
The research performed by Hoad and Martel (53) used a semiautomatic algorithm to 
segment the lumbar spine from MRI, relying on a three-step approach. They 
combined a threshold region growing with morphological filtering and masking, using 
set shapes. This approach was divided into three sections: segmentation of the 
vertebral bodies, segmentation of the posterior elements and manual corrections.  
This algorithm used one or two ellipses as the initialisation technique. This approach 
was tested on 30 vertebrae; however, the spinous processes were not well 
segmented on most of the datasets (all of them with isotropic voxel size 
1x1x1𝑚𝑚3). The results were compared to segmentation from CT datasets and 
manual segmentation using the MRI datasets.  
Davatzikos et al. (54) used a deformable model, which was trained using 14 
standard T1 weighted spine MRI datasets from 14 healthy volunteers. In this study, 
eight vertebrae were used from the thoracic, lumbar and sacral region of the spine 
as follows: T11, T12, L1, L2, L3, L4, L5, and S1.  The constructed deformable model 
was subsequently used by an automated algorithm, to find the shape transformation 
required, to register a test image with the template image. The surface model was 
then deformed to define the edges of the region of interest. This approach was 
mainly applied to the vertebral bodies and spinal canal, and so did not provide three-
dimensional anatomy for the posterior elements. 
In the research performed by Stern et al. (55), a method for the quantitative 
description of vertebral body deformations using a modelling and segmentation 
technique of the vertebral bodies in 3D was developed. The deformations were 
evaluated using a 3D superquadratic model, which is a mathematical formulation of 
geometrical shapes. In this study, elliptical cylinders were used as an initialisation 
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process that was gradually deformed to represent a more realistic vertebrae shape. 
For this purpose, 16 clinically meaningful points across the vertebral body were 
chosen. However, more points were needed after evaluating the technique. This 
method was evaluated on 75 vertebral bodies from nine T2 weighted MRI datasets. 
This method was implemented just for the vertebral bodies. In order to segment the 
posterior elements using this method, multiple mathematical formulations of 
numerous geometrical shapes are needed, due to their complex irregular shape. 
Zukic et al. (56), used a concept of inflation-based segmentation. This approach was 
divided into four steps: initialisation using centre picking and freehand outline, 
boundary classification using multiple features and inflation of the mesh. The 
inflation method uses a star-shaped geometry, to avoid self-intersections and a 
control system for smoothness. This research was mainly interested in segmenting 
the vertebral bodies and was tested on 11 lumbar datasets. 
Carballido et al. (57), segmented vertebral bodies from sagittal MR images by 
applying an anisotropic diffusion filter to increase the brightness inhomogeneity 
within the vertebral bodies and preserving edges. Following this a Normalized cut 
segmentation technique was used, which is an unsupervised method that does not 
require an initialization. This was followed by a Nyström approximation method, 
which groups an image into coherent clusters of pixels from which a typical image is 
composed. These two methods were combined to alleviate the computational 
demand utilized by the normalized cut segmentation. In this research the findings 
were compared to manual segmentation of the same region of interest for six lumbar 
spines. 
The approach developed by Peng et al. (58), required the user to select the best MR 
image among all sagittal slices to save processing time. The slice selection was 
determined by the largest number of intervertebral discs and vertebrae, seen in 
each slice. The second step located and labelled the visible intervertebral discs. The 
third step was a boundary extraction, using a Canny edge operator. This method 
was tested on five sets of spinal MRI scans, each containing seven sagittal image 
slices, with voxel size of 1x1x4𝑚𝑚3. This research aimed to determine the location 
of the intervertebral disks and to perform a segmentation of the vertebra of the 
spine, however only the vertebral bodies were successfully reconstructed, with no 
posterior elements.  
Chapter 2 Literature review, research question, aims and 
research plan 
31 | P a g e  
 
In the research of Shi et al. (5), intervertebral discs were segmented using the a 
Hough Transform by locating the spinal cord as an initialisation point. Image pre-
processing was achieved by selecting the clearest image in the sagittal plane and 
used statistical pattern recognition to extract the spinal cord. Subsequently, the 
feature extraction technique known as Hough Transform was applied to the images 
for intervertebral disk detection. This technique was developed to track and segment 
the spinal cord and the intervertebral disks, respectively, which are soft tissue 
structures, and contrary to the present study, which is interested in the 
reconstruction of osseous anatomy. 
2.6 Research question, aims and research plan  
2.6.1 Research question 
The research question for this project was: Can a semi-automated technique be 
developed to derive 3D surface reconstructions of the spinal vertebra from MRI data 
with a high level of geometric accuracy and minimal loss of data due to image 
processing techniques? 
2.6.2 Aims 
The aim of this study was to generate a semi-automatic technique for segmentation 
and surface reconstruction of osseous tissue, specifically the lumbar vertebral 
anatomy including the vertebral body and posterior elements. The following sub-
aims were established:  
 To assess the success of image processing through filtering to reduce the 
intensity inhomogeneities and noise associated with MR images. 
 To evaluate the capabilities of four specific segmentation techniques after 
image processing. 
 To validate the chosen segmentation algorithm by comparison to CT-derived 
models. 
2.6.3 Research plan 
Figure 9 illustrates graphically how the research question was addressed, and how 
the developed technique was created.  
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Figure 9: Concept map of the project and corresponding chapter for each stage. 
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2.7 Summary 
The lumbar spine is composed of five vertebrae, the typical anatomy of which can 
be divided into three major regions: the vertebral body, the pedicles and posterior 
elements. The two available methods to obtain three-dimensional data for the 
lumbar spine anatomy using conventional clinical imaging equipment are the CT and 
MRI. CT relies on the attenuation by the different structures to X-rays. This 
attenuation is due to electron density in the various tissues of the body and is 
represented as CT number (or Hounsfield Units), which is a specific range of values 
given to the tissues in relation to their attenuation coefficient. CT technology has 
evolved from a system with a single x-ray source and a single detector, which 
rotated in synchrony around the patient, to systems with 360 x-ray sources and an 
array of 700 or more stationary detectors. The algorithms used for image 
reconstruction have also evolved, making the acquisition faster and improving 
resolution. Both imaging methods (CT and MRI) possess advantages and 
disadvantages for bone imaging. For example, in CT imaging, the main 
disadvantage is the patients’ exposure to harmful ionising radiation, making this 
imaging technique unviable for patients with pathologies that need to be frequently 
monitored, and specifically in populations in the process of anatomical development, 
such as paediatric and adolescent patients. 
MRI is recognised as a safer method for the patient, relying mainly on the 
magnetisation of protons by a main external field and an RF field. The protons of the 
nuclei 𝐻 
1  found in water and fat tissue become radiofrequency transmitters. This 
release of energy is detected and by varying parameters such as TR and TE in the 
Pulse MRI Sequence the images can be T1 or T2 weighted, which emphasises 
specific tissues accordingly to the necessities of the user. The quality of the MR 
image is negatively affected by the radiofrequency noise produced by the thermal 
mass of the body. Additionally, the MR images also suffer from intensity 
inhomogeneities within a particular tissue. 
MRI can safely be used most patients, taking care that they do not have metallic 
objects in the body (pacemakers, metallic implants), as the Specific Absorption Rate 
is monitored at all times during the scan and the heat produced by the RF power 
deposition to the tissue is limited to 1 𝐶 
𝑜 . However, MRI has some disadvantages, 
such as long scanning times; excessive noise produced by the coils, preferential soft 
tissue imaging, and intensity inhomogeneities. The last disadvantage can be 
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overcome in post processing by using filtering techniques to increase homogeneity 
in the pixel intensities within a specific tissue, as will be addressed in Chapter 3. 
Multiple research studies have attempted to reconstruct the lumbar spine anatomy 
from MRI; however they have only been successful in segmenting the vertebral 
bodies, intervertebral discs and spinal canal and have not successfully segmented 
the pedicles and posterior elements. Instead, the present project has, as its main 
objective, the 3D surface reconstruction of the lumbar spine anatomy based on MRI, 
including the posterior elements, which are considered a challenge due to their 
intricate shape.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 3 Acquisition, image processing and dimension 
preservation  
35 | P a g e  
 
Chapter 3 
3. Acquisition, image processing and dimension 
preservation. 
3.1 Introduction 
As noted in the literature review, the physics behind MRI results in images with poor 
contrast between soft tissue structures and bone. For this reason it is necessary to 
consider pre-processing of the images prior to segmentation. The intensity 
inhomogeneities present within areas of the same tissue make direct segmentation 
based on pixel intensity unviable. For example, Figure 10 shows an original 
transverse slice from a lumbar spine MRI, illustrating the variation in pixel intensity 
values across the image and within the tissues. At the level of L1 and L2, the 
intensities are higher within the bone; at the level of L3, the pixel intensities found in 
the bone structures darken; and by L4 and L5 there is complete differentiation 
between the characteristic pixel intensity of the bone and soft tissue. However, in 
these lower regions, the pixel intensities characteristic of soft tissue and bone are 
still similar to each other, as the soft tissue also becomes darker.  
One of the main difficulties of segmenting these raw images is in finding an 
appropriate threshold pixel intensity which results in a successful segmentation of 
bone tissue. By inspecting the range of intensities on the regions highlighted in 
Figure 10, it can be identified that L3 could be segmented with an intensity range of 
4-92, but this would not be equally successful for L1, as the intensity range in this 
area is approximately 11-146. This higher intensity range will overlap with the 
intensity range characteristic of the intervertebral discs of the lower areas, such as 
the ones located between L3 and L4 or L4 and L5. Making the pixel intensities more 
homogenous in each tissue is a necessary pre-processing step to enable successful 
segmentation. Contrast enhancement followed by anisotropic diffusion filtering were 
selected for further exploration as pre-processing steps based on literature reports 
of their previous success (38,59–61). 
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Figure 10: Original transverse slice from a Lumbar spine MRI. 
 
3.2 Acquisition of MRI and CT data 
Five cadaveric lumbar spines were obtained for this study from the QUT Medical 
Engineering Research Facility (MERF) body bequest program; the demographics 
and the code assigned to each spine are given in Table 3. Lumbar spines were 
harvested from the thawed cadaver and extraneous soft tissue removed. The MR 
and CT images used for this research were acquired as part of another project 
currently underway in the Paediatric Spine Research Group; the ethics approval for 
this study in cadaveric lumbar spines is 1400000900. A single spine (10557) was 
selected for technique development, and the remaining spines used to then validate 
the selected process. Additionally, for consistency purposes, all image processing 
examining varying of parameters was performed using the same slice (Sagittal slice 
105) of the spine 10557; this slice was selected among the others because soft 
tissue, vertebral body and spinous processes of the lumbar spine can be seen. 
 MRI images were acquired in a Siemens MAGNETOM ESSENZA MRI scanner with 
a 1.5 Tesla field strength.  The following protocol was used to acquire the MRI scan 
of each lumbar spine, including all lumbar vertebrae from L1 to L5: T2-weighted 
Gradient Echo (GE) sequence with an acquisition time of 15 minutes.  The repetition 
time (TR) and time to echo (TE) were set to 14.06 ms and 5 ms respectively, with an 
L1 
L2 
L3 
L4 
L5 
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anisotropic voxel size of 0.43 x 0.43 x 0.4 𝑚𝑚3 (512 x 512 x 224 slices in each 
dataset). Additionally, CT data (0.31 x 0.31 x 0.5 𝑚𝑚3 voxel size) for the same 
specimens were acquired, permitting a comparison of the reconstructed anatomy for 
the same spine on the basis of two different imaging modalities and different image 
processing methods. 
Table 3 Demographics of the lumbar spines used in this study. 
Code Sex Age 
10513 Female 86 
10678 Female 80 
10622 Female 76 
10623 Male 69 
10557 Female 68 
3.3 Direct segmentation of the original images 
As an initial examination, the raw MR images were segmented using three 
techniques based on pixel intensity, classification, clustering, and thresholding 
(further information in Chapter 4). From this first attempt of segmenting bone, based 
on the MR images, it was concluded that image processing should be conducted to 
make the intensities within the tissues more homogenous and improve the contrast.  
For the thresholding segmentation technique, Figure 11 depicts the results obtained 
using the original raw images, in the sagittal plane slice 105 and the transverse 
plane at the level of L3. With relation to the vertebral bodies and intervertebral discs 
area, the thresholding technique applied to the original image, segmented the bone 
structures, as well as regions of the intervertebral discs located between L3 – L4 
and L4 – L5. In the posterior elements there was a failure of separation of spinous 
processes and surrounding soft tissue. Additionally, unwanted segmented regions, 
such as the area highlighted by Figure 11 (C) are seen.  
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A) 
   
B) 
 
 
 
 
 
 
C) 
 
Figure 11: Results of the thresholding segmentation technique using original image seen in A) 
the sagittal plane and B) the transverse plane. C) Highlighted region showing insufficient 
contrast between the tissues.  
3.4 Enhance contrast 
The first step for the development of the pre-processing technique was applying a 
simple contrast enhancement to the stack of images, using contrast stretching, with 
a saturated pixel percentage of 0.8. This value determines the number of pixels that 
will be saturated or modified in intensity. It works by detecting the lower and upper 
limits of an 8-bit grayscale image, which might be 0 and 255. Then the algorithm 
scans the image to find the lowest and highest pixel value present in the image, and 
each pixel is scaled to a new value (62).  
The contrast between soft tissue and bone was improved after applying a contrast 
enhancement to the images in FIJI (63) ( Fiji Is Just Image J) (56). Fiji is an open 
source software that is an upgrade of Image J, allowing the user to download 
plugins to deal with multiple issues in image processing. Figure 12 shows the 
original (A) and the contrast-enhanced image (B) using 0.8 saturated pixel 
percentage.  
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A)    B)   
Figure 12: A) Slice 105 before contrast enhancement B) Slice 105 after contrast enhancement. 
3.5 Commonly used filtering techniques 
Although new techniques have been developed to address low signal-to-noise ratio 
in MRI, there are still significant limitations. There are two methods to reduce noise 
during the acquisition; one is time averaging over repeated measurements, and the 
other method is the enlargement of the voxel surface. However, both of these 
methods increases the acquisition time or scans a spatial surface in only coarse 
intervals (64). In this study, as the images to be used had already been acquired 
and the scanning parameters could not retrospectively be adjusted, a filtering pre-
processing step was proposed. 
Numerous filters have been proposed capable of noise reduction, and smoothing 
while preserving edges. An example is bilateral filtering which is a non-iterative 
scheme, and was introduced as a nonlinear filter which combined domain and range 
filtering (65). Another example is Edge Avoiding Wavelets. This approach is based 
on the image content, therefore it does not use pixels from both sides of the edge, 
and is structured upon a robust data-prediction lifting scheme (66). Other filters have 
been developed to enhance the edges such as Sobel filter, which emphasizes 
regions of high spatial frequency that correspond to edges by performing a 2-D 
spatial gradient measurement on the image (67). The anisotropic diffusion technique 
reduces the noise and preserves the important details of the image like edges and 
lines, thus creating an enhancing effect by solving partial differential equations 
(PDEs)(59).  
Image processing techniques based on PDEs have proved successful in image 
smoothing and restoration, which aims to deal with image deterioration caused by 
the acquisition modality and random noise produced by the signal transmission (68). 
The success of these techniques in computer vision is due to several advantages 
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that PDEs can offer. These capabilities have been investigated in multiple research 
studies (57,69–72); for example, PDEs helped to evolve classical techniques using 
a new framework to generate reinterpreted techniques such as Gaussian 
convolution, median filter, dilation, and erosion. PDE methods are mathematically 
well founded not just in image processing but in fields such as physics, and 
engineering sciences, where the understanding of classical techniques has led to 
new methods (73). For these reasons the anisotropic diffusion filter was preferable 
in the process of reducing the pixel intensity inhomogeneities for the MR images 
used in this study as it offered the ability to smooth while preserving valuable edge 
information. 
3.6 Anisotropic diffusion 
The first method available for image denoising was a space-scale based procedure 
introduced by Witkin (74). This method applies an isotropic Gaussian filter to the 
original image using different widths to create the denoised image. While this 
approximation can result in reduced noise, it may also blur and degrade important 
details and boundaries of the images; an example of an isotropic filter effect is seen 
in Figure 13 (B) and (D). Another approach was proposed by Perona and Malik (59), 
called anisotropic diffusion. The effect of an anisotropic filter over a specific image is 
seen in Figure 13 (A) and (C). This procedure can be categorised as a 
mathematically formulated diffusion process, which uses a variable diffusion 
coefficient to limit the smoothing across boundaries and encourages intraregional 
smoothing (61). Anisotropic diffusion filtering has been widely used in biomedical 
imaging processing (38,60,64,75) offering multiple benefits. 
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          A)                   B) 
C)              D)  
Figure 13: A) Represents the effect of an anisotropic smoothing which takes care of the 
boundaries by averaging pixel values in a specific region among itself. B) Represents the effect 
of an isotropic smoothing which averages the pixel intensity across the boundaries. C) Shows 
the effect of an anisotropic filter over slice 105 of specimen 10557, it results in a smoothing 
effect preserving the edges. D) Illustrates the effect of an isotropic filter over slice 105 of 
specimen 10557; it results in a blurry effect. 
 
The general formulation can be explained by the following equation: 
𝜕
𝜕𝑡
𝐼(𝑥, 𝑦, 𝑡) = 𝑑𝑖𝑣(𝑐(𝑥, 𝑦, 𝑡)∇𝐼(𝑥, 𝑦, 𝑡))                                                                     (3.1) 
Where x and y are the coordinates of the image and t the time parameter 
 𝑐(𝑥, 𝑦, 𝑡) = the diffusion coefficient, it is in charge of identifying a strong gradient and 
prevents the smoothing from occurring across boundaries. 
𝐼(𝑥, 𝑦, 𝑡) = the image intensity, 
div and ∇ = Divergent and gradient operators. 
The main difficulty in implementing this method for denoising is the calculation of the 
appropriate diffusion coefficient (38,61). 
The anisotropic diffusion filter used in this study can also be found in FIJI (63). This 
tool implements an anisotropic diffusion filter from a study that simplified and unified 
previous approaches to a single conventional anisotropic equation.  Multiple issues 
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have been handled using this tool, such as image restoration and denoising of 
compressed images, colour image inpainting (filling holes in an image by 
interpolating the surrounding data), colour image magnification and flow 
visualisation (70).  
3.6.1 Intensity inhomogeneity and whole image sensitivity analysis  
A Matlab (version R2014b, MathWorks Inc, Natick, MA, USA) function developed 
following the research performed by Perona and Malik (59) to apply an anisotropic 
diffusion filter, and the algorithm available in FIJI for anisotropic diffusion filtering, 
which was developed in the study conducted by Tschumperle and Deriche (70), 
were evaluated. Filtering the images using the Matlab executable resulted in an 
intricate process with multiple program errors and inaccuracies in the resulting 
images. Instead, FIJI provided a user-friendly platform, easy to manipulate and 
comprehend; for these reasons FIJI was selected for this study.  
Using FIJI, two parameters that control the anisotropic diffusion algorithm were 
manipulated to find the best values to filter the MR images for segmentation.  The 
first option is the number of iterations, which by default is 20 and determines the 
number of times that the filter is repeated over the image to smooth it and remove 
noise. The second option is edge threshold height, which defines the minimum 
intensity gradient, a value directly linked to the edges that will be preserved by the 
filter. 
A sensitivity analysis was performed to determine how different values for the 
selected parameters would impact the filter for denoising and smoothing of the  MR 
images. This analysis was developed taking into account that the technique aims to 
reduce intensity inhomogeneities. The intensity inhomogeneities can be seen in 
slice 105 of the specimen 10557 shown in Figure 14, giving an appreciation of how 
even within tissues (bone and soft tissue), the pixel intensity changes drastically. 
Note also that within areas of trabecular bone, the intensity inhomogeneity may also 
be due to the presence of bone marrow which generates bright spots.  
In a healthy young specimen trabecular and cortical bone present different 
appearances in MR images, in particular showing a well-defined cortical shell. 
However, in this research a general concept of bone tissue was employed since the 
lumbar spines which were imaged in the study did not show any clear differentiation 
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between the cortical and trabecular bone. This was due to the age and thus lower 
quality of the bone studied.  
 
Figure 14: Intensity inhomogeneities across the bone and soft tissue are shown in a mid-
sagittal MRI image from specimen 10557. 
In the ROI selected in vertebra L1, intensity variations can be seen as brighter and 
darker spots; the range of intensity in just this small area of the image located in 
bone tissue is 11 to 146. The other ROI selected to demonstrate the intensity 
inhomogeneities is located in the intervertebral disc between L3 and L4; in this area 
the range of intensities is 119 to 194. From Figure 15 can be identified the ranges 
that for threshold based segmentation; should be entirely independent, however, 
they overlap between 119 and 146. Thus, an adequate filter must reduce the 
intensity range of each tissue and remove the intersection.   
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Figure 15: Grayscale, pixel value, and intensity range for bone and soft tissue. 
 
A sensitivity analysis was performed to provide a quantitative evaluation of the 
parameters. Firstly, the number of iterations was kept constant, and the edge 
threshold was changed from 5 to 50, then the edge threshold was kept constant, 
and the number of iterations was changed.  
After applying different values to the parameters in the sensitivity analysis, the 
images were analysed using the same slice 105 for consistency purposes. This 
analysis was done by collating the number of pixels in specific intensity ranges (this 
information was obtained from FIJI and exported to Microsoft Excel 2010 for 
histogram analysis). However, this method did not present conclusive results 
because the image is composed of three main regions (Bone, soft tissue, and 
background). The results were dominated by the background pixel intensities, which 
fell in the range 1-11 and therefore, variations in the distribution of intensities for 
pixels representing bone and soft tissue were less apparent. Selecting ROIs over 
bone and soft tissue provided more useful information related to changes in pixel 
intensity; this process, and the results, will be described in the following section.  
3.6.2 Sensitivity analysis over two Regions of interest 
The selection of parameters is to some degree subjective, based on a visual 
assessment. However, in an attempt to include a more quantitative analysis, pixel 
intensity values were assessed spatially to evaluate how they changed with the 
filtering process.  
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The pixel intensity range acquired by analysing the image in specific ROIs was used 
as a verification method. Two different ROI were selected to investigate the effect of 
the filter on the two different tissues presented in the slice.  
The first ROI was located in L3 in a rectangular shape with width 58 pixels and 
height 34 pixels. The second ROI was located in the intervertebral disc between L3 
and L4; this time, an irregular shape was selected comparable to an ellipse, 
appreciated on Figure 16. Both of the ROIs were kept identically sized, shaped and 
located for a set of diffusion parameters. 
A)   B)   
Figure 16: A) ROI located at the L3 vertebral body B) ROI located in the intervertebral discs of 
L3 and L4. 
From Table 4, it can be seen that even by setting the parameters to the lowest 
value, the intensity range on the selected ROI is reduced, a sign that the filter is 
making the pixel intensity more homogenous. This can be seen when comparing the 
range from the original image to the filtered images; for instance in the original 
image the length of the range of the vertebral body was 88 and for the intervertebral 
disc it was 77. Whereas using a filter with parameters: edge threshold height 5 and 
number of iterations 10; the length of the ranges were reduced to 83 and 68, for the 
vertebral body and intervertebral disc, respectively. Similar behaviour was seen by 
applying a filter with a number of iterations 5 and edge threshold height of 10 
instead. 
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Table 4 Intensity ranges for two different ROI over the original and filtered images. 
 Vertebral Body 
 Original image 4 to 92 
E
d
g
e
 t
h
re
s
h
o
ld
 
 Number of iterations 
 5 10 20 30 50 
5 - 5 to 88 - 5 to 84 6 to 81 
10 5 to 86 4 to 80 10 to 83 11 to 82 12 to 77 
20 - 9 to 83 - 6 to 78 7 to 73 
30 8 to 86 8 to 82 6 to 78 7 to 76 7 to 72 
50 7 to 86 9 to 82 7 to 77 7 to 76 - 
 Intervertebral Disc 
 Original image 117  to 194 
E
d
g
e
 t
h
re
s
h
o
ld
 
 Number of iterations 
 5 10 20 30 50 
5 - 122 to 191 - 125 to 187 124 to 185 
10 122 to 191 122 to 190 123 to 188 122 to 188 121 to 186 
20 - 121 to 189 - 119 to 187 116 to 184 
30 122 to 190 121 to 189 119 to 187 116 to 186 114 to 184 
50 122 to 190 121 to 190 116 to 187 114 to 187 - 
  
Figure 17 shows filtered images using values from 5 to 30 in both parameters, and 
their respective ROI histograms are presented in Figures 17 and 18. L1 was 
cropped from the complete lumbar spine image to show the differences in pixel 
intensities between the original and the filtered images, as this vertebra presented a 
high level of pixel intensity inhomogeneities. By using higher values, especially for 
the edge threshold height, a blur effect was generated among the boundaries, as 
only the strongest intensity gradients were preserved, and unwanted changes in 
pixel intensity were seen in the background. This situation would make the 
performance of a segmentation technique, such as thresholding or classification, 
more difficult. 
In Images D and E, the filter from Figure 17 created a blurry effect, while B and C 
contained clear information about edges and contrast between tissues.  
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A)  
 
B)  
 
C)  
 
D)  
 
E)  
 
Figure 17. A) Original slice 105 B) Slice 105 filtered at edge threshold height 5 and 30 iterations 
C) Slice 105 filtered at edge threshold height 10 and 30 iterations D) Slice 105 filtered at edge 
threshold height 20 and 30 iterations E) Slice 105 filtered at edge threshold height 30 and 30 
iterations. 
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From each of the chosen filters, the mean and Standard Deviation (SD) of the pixel 
intensity was calculated. Table 5 shows the results for both of the analysed tissues. 
For the vertebral body, the mean pixel intensity remained constant, meaning that the 
essence of the data was maintained by the filter. Instead, the Standard Deviation 
varied from 16 in the original image to 12 for the highest parameter values, 
demonstrating that the pixel distribution has been narrowed. For the intervertebral 
disc ROI, the mean pixel intensity varied. However, the Standard Deviation 
remained constant, meaning that the filter, as was expected, processed more 
information within bone areas than in the soft tissue.  
Table 5 Pixel intensity mean and Standard Deviation of the vertebral body and intervertebral 
disc, for the original and four filters. 
Filtered and original images Vertebral Body Intervertebral 
Disc 
  Mean SD Mean SD 
Original image  26.50 16.27 153.42 18.83 
Edge Threshold Height 5 and number of iterations 30 26.13 14.03 152.42 18.22 
Edge Threshold Height 10 and number of iterations 30 26.50 13.44 152.17 18.38 
Edge Threshold Height 20 and number of iterations 30 26.82 12.92 151.43 18.39 
Edge Threshold Height 30 and number of iterations 30 26.95 12.89 150.94 18.39 
 
The following histograms represent the relationship between pixel intensity and 
number of pixels for the ROIs highlighted in Figure 16. These histograms were 
generated to compare the filtering effect over the vertebral body (Figure 18) and the 
vertebral disc (Figure 19), using four different parameter settings.  
 
Figure 18: The histograms show the number of pixels in a specific intensity value in the 
vertebral body ROI, for the original (red colour) and four filtered images (Edge threshold height 
5 and iteration number 30 blue colour, Edge threshold height 10 and iteration number 30 green 
colour, Edge threshold height 20 and iteration number 30 purple colour, Edge threshold height 
30 and iteration number 30 orange colour). 
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Figure 19: The histograms show the number of pixels in a specific intensity value in the 
intervertebral discs ROI, for the original (red colour) and four filtered images (Edge threshold 
height 5 and iteration number 30 blue colour, Edge threshold height 10 and iteration number 30 
green colour, Edge threshold height 20 and iteration number 30 purple colour, Edge threshold 
height 30 and iteration number 30 orange colour). 
The pixel distribution on the ROI located in the vertebral body can be described as a 
right skewed distribution over a prolonged range of intensities. The pixel distribution 
on the ROI of the intervertebral disc presents a well-defined peak at the beginning of 
the graph followed by a plateau. In the filtered images these shapes remain similar; 
however the pixels at the maximum of the range have been reduced, making the 
distribution shapes look like they have been cropped to produce sharper changes in 
intensity.  
Comparing the filtered images to the original, the greatest effect caused by the filter 
is seen in intensity regions with a low frequency; the intensity of these pixels was 
modified to move them to a more central position within the intensity range. For this 
reason, a higher number of pixels after filtering are located in a smaller range of 
intensities. Visually, this effect will remove high-intensity pixels (white spots) in the 
nearby pixel neighbourhood of the vertebral bone. 
Another analysis was carried out using an ROI located at the boundary between the 
vertebral body of L1 and the intervertebral disc between L1 and L2, as is shown in 
Figure 20 (A) and (B), to assess the effect of the filter over the boundaries, and how 
well it was preserving them. This specific location was chosen because pixel 
intensities in L1 are less homogenous compared to L3, L4, and L5.  
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A)          B)     
C)  
Figure 20: A) ROI selected in the original image over part of L1 and the intervertebral body 
between L1 and L2. B) ROI selected in the filtered image at edge threshold height of 5 and 
iteration number 30 image over part of L1 and the intervertebral body between L1 and L2 C) The 
histogram shows the relation between the number of pixels and intensity value for the ROI 
selected in the original image and the filtered image. 
From Figure 20 C, two clear peaks are observed belonging to the bone and soft 
tissue, separated by a small number of pixels out of the intensity range of either of 
them. However, both of the peaks in the original image are broader compared to the 
filtered image (edge threshold height 5 and number of iterations 30). This behaviour 
is caused by the anisotropic filter affecting the intensity of the pixels that were 
located at the beginning and at the end of the graphs (The intensity ranges were 
changed from 11 to 252 in the original image to 25 to 239 in the filtered image). This 
averaging of intensities makes the peaks narrower; therefore, it generates a higher 
contrast between regions. This is another proof of the effectiveness of the filter in 
making the pixel intensity within these two primary regions more homogenous, an 
approach that has a significant impact on using thresholding-based segmentation 
techniques. 
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3.6.3 Parameters selection  
Initially, the MR images of the specimen 10557 were filtered using an edge 
threshold height of 20 and 30 iterations. This filter setting provided excellent results 
specifically for the specimen 10557; however when the same setting was applied to 
the other four stacks of images, the results were not satisfactory. This was due to 
the fact that this setting blurred the edges and regions where bone and soft tissue 
were not well defined by the MRI scan, such as the spinous processes (losing 
valuable information about this contour).  
From the previous section, it was determined that using a low value (range between 
5 and 10) for the height kept the maximum information about edges, contrary to 
using high values such as 30 and 50. For the number of iterations, it was seen that a 
low value does not produce the smoothing necessary for making the pixel intensities 
within tissues more homogenous, and a high value blurred the information about 
tissue boundaries.  For this reason, the settings were modified to edge threshold 
height 5 and 30 iterations (these parameters were applied to the dataset 10557 from 
where the technique was developed and also to the four additional lumbar spine 
datasets).  
From Table 6, it can be seen that using the anisotropic diffusion filtering with 
parameters of edge threshold height of 5 and number of iterations of 30, the 
intensity values were averaged, making them more similar within regions and 
conserving the edges in this way.  
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Table 6 Changes in pixel intensity over the two chosen ROIs, from transverse slice 105 lumbar 
spine 10557. 
 Original image Filtered image 
Vertebral Body L1 
 
 
 
 
Intervertebral Disc 
between L3 and L4 
  
 
 
3.6.4 Location of the pixels modified by the filter 
The anisotropic diffusion filter will increase or decrease the intensity of the pixel 
depending on its location. For example, if a pixel with intensity value 118 is located 
in a neighbourhood with an intensity range between 127 and 180, the filter will 
increase the intensity of the pixel to make it more homogeneous. If a pixel with an 
intensity value of 64 is located in a neighbourhood with a range of 28 to 60, the filter 
will decrease the intensity of this pixel. Another analysis was performed to identify 
the pixels that were modified in intensity by the filter, and in this way, detect which 
pixels the filter is concentrating on.  
By subtracting the original (Figure 21 (A)) from the filtered (Figure 21 (B)) image (set 
to edge threshold 5 and number of iterations 30) using Matlab, the pixels for which 
the intensity was increased after filtering are highlighted (Figure 21 (C)). Also, if the 
filtered image is subtracted from the original, the pixels for which their intensity 
decreases are emphasised (Figure 21 (D)). Finally, adding the resulting images 
permits all pixels which were modified in some way by the filter to be observed 
(Figure 21 (E)).  
A close examination of Figure 21 (E), shows that the filter modified mainly pixels 
along the edge of the vertebral body and the spinous processes. Some changes 
were also applied to pixels located within bony regions. So the anisotropic diffusion 
filter is mainly processing the pixels on the boundary of the bone tissue, which, as 
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expected, is providing more delineation between the bony regions and surrounding 
soft tissue or fluid. 
 
Figure 21: A) Original image of the slice 105 from specimen 10557. B) Filtered image of the slice 
105 with edge threshold height of 5 and number of iterations 30. C) This image is the result of 
subtracting the original image from the filtered image. D) This image is the result of subtracting 
the filtered image from the original. E) It is the result of adding image C and D. 
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3.6.5 Preserving voxel size after image processing 
The original images were given in DICOM format but after the filtering process 
performed by FIJI, the resulting images were in JPEG format with a voxel size of 1 x 
1 x 1 𝑚𝑚3. In order to keep the geometry and original spine dimensions, a Matlab 
executable was written to convert the images back to DICOM with the correct voxel 
size. The number of voxels in the resulting dataset remained constant after the 
resizing processes, in relation to the original dataset which was 512*512 pixels. 
3.7 Discussion and Summary 
Preliminary testing of segmentation of the raw MRI data demonstrated the need for 
pre-processing the data, firstly to enhance the contrast and then through filtering to 
increase the pixel homogeneity within each tissue. The capabilities offered by an 
anisotropic filter in smoothing, removing noise, and maintaining edge definition, 
were confirmed in comparison to isotropic filtering. The anisotropic filter was seen to 
be the most appropriate for making the pixel intensity more homogenous within the 
tissues and providing clearer delineation between bone and surrounding soft tissue.  
Anisotropic diffusion filtering was selected as this has been widely used in image 
processing of medical images such as ultrasound (64,75), MRI of the hand (38), and 
MR angiograms of the brain (60). The anisotropic diffusion filter was implemented 
using FIJI, for the following reasons:  
 This software allows the user to explore the effect of changing the 
parameters in a simplistic way.  
 The software was capable of processing large clinical datasets.  
 The algorithm was more robust than other software explored (eg. Matlab). 
The quantitative assessment of the distribution of pixel number and intensity from 
ROIs located over bone, soft tissue, and the combination of both, demonstrated how 
the filter modified the intensity in each pixel to create a more homogenous intensity 
within specific regions. Additionally, the calculated mean and standard deviation of 
the pixel intensity distribution found on the specific ROIs, selected in the original and 
filtered image (four different filters), were compared. This analysis also 
demonstrated that the anisotropic diffusion filter narrowed the intensity distribution, 
as the standard deviation calculated from the vertebral body of the filtered images 
was reduced. 
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Additional information was collected by performing a subtraction between the 
processed images, from where it was identified that the anisotropic filter mostly 
affected pixels located along the bone boundaries, generating an enhanced intensity 
contrast between bone and surrounding tissue. 
From the verification data, the final filter parameters of edge threshold height 5 and 
number of iterations 30 were selected.  It was concluded that by using a filter with 
these characteristics, it would keep the maximum information about edges, and that 
the level of the smoothness achieved by using 30 iterations was necessary to 
improve the intensity inhomogeneities without blurring contour definition. 
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Chapter 4 
4. Lumbar spine segmentation using different techniques 
4.1 Introduction 
In this chapter, four different approaches were investigated to reconstruct 3D 
anatomy using MRI. In each case, the first step was a segmentation technique 
known in the field of 3D reconstruction as an initialisation technique (it is applied in 
2D or slice by slice) followed by a second step, for surface reconstruction.  
4.2 Segmentation techniques applied to the filtered images 
Four selected segmentation techniques were tested on the image sets after the pre-
processing step performed in Chapter 3, to determine the most appropriate method 
for use in segmenting the MRI data. The methods of applying each segmentation 
technique and the results obtained, as well as their benefits and limitations, are 
discussed below. 
4.2.1 Classification using FIJI (image j) 
Image J (76) is an open platform composed of multiple tools or plugins for scientific 
image analysis; plugins can be downloaded to improve the software capabilities; 
FIJI (63) is the latest upgrade for this software. The classification technique was 
evaluated using a plugin called Trainable Weka Segmentation in FIJI. This tool can 
be trained by selecting samples for the classes or tissues (for an effective 
segmentation the samples must be realistic representations of each tissue). The 
program also learns how to divide further images into classes with pixel intensity 
similarities from the user’s input, and then applies this task to a new dataset.  The 
input is performed by selecting ROI across the image with a range of tools such as 
freehand, brush polygon, elliptical and oval shapes. By default, the trainable Weka 
starts with two classes. However, this number can be modified depending on the 
structural composition of the image. The main idea is that each class belongs to a 
specific tissue type; for example, for this research, the fundamental classification is 
bone, soft tissue, and background or air. Also, each class will be assigned a specific 
colour for identification or masking. One of the most important characteristics about 
the trainable Weka is the multiple training feature selection. Thus, the training can 
be based on ten different types of filters including anisotropic diffusion. 
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4.2.1.1 Methods, Results, and limitations 
The training of the classifier was implemented again using slice 105 from the MRI 
dataset, once filtered at edge threshold of 5 and number of iterations 30 (Chapter 3). 
Three different classes were used, each of them corresponding to the tissues seen 
in the image. In class 1, different samples of bone tissue were allocated, using a 
rectangular selection tool, and depicted in red colour. The second class belongs to 
soft tissue; the samples were also selected with the rectangular tool (green colour). 
The third class corresponds to the image background or air (purple colour). Figure 
22 shows the typical trainable Weka segmentation GUI (Graphical User Interface), 
the different possible options and the user’s input information. 
 
Figure 22: Trainable Weka Segmentation GUI (Graphical User Interface) and selection of pixel 
samples for each class. The rectangular shapes in each colour or user-selected ROIs are the 
information introduced to train the program; the other coloured regions are the automatic 
segmentation generated by the tool. 
Then the training features were selected from the settings option. There, some of 
the default options were kept, such as Gaussian blur, hessian, Sobel filter, and 
difference of Gaussians. The Hessian is typically used as a pre-processing step for 
algorithms that identify specific characteristics; this is known as a feature detector in 
image processing. The Gaussian blur or smoothing relies on image blurring to 
reduce noise and detail. The Sobel filter is an edge detector, which performs a 2D 
gradient analysis. Difference of Gaussians is a technique that uses the idea of 
subtracting blurred images to less blurred images of the original. After selecting the 
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different features, the classifier was trained and saved; this system also allowed the 
loading of a previously defined classifier.  Then the classifier was applied to each 
slice contained in the dataset.  
The trainable weka generates four different images, a probability map for each class 
and a segmentation image in the colours corresponding to the classes. For this 
study, the probability map of the first class (bone) was saved. Figure 23 represents 
the resulting images from the classification method using FIJI. 
A)  B)  
C)   D)  
Figure 23: A) Probability map of the first class (bone) B) Probability map of the second class 
(soft tissue) C) Probability map of the third class (background) D) Segmentation using the 
designated colours. 
The resulting images were saved in TIFF format and then converted back to DICOM 
using the Matlab executable developed for voxel size preservation (Section 4.5.5), 
to import them into Amira (version 6.0, FEI, Hillsboro, Oregon, USA) for surface 
reconstruction.  
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However, some drawbacks made it difficult to continue developing this technique. 
The process of applying the classifier and saving the resulting images was time-
consuming, due to the fact that it must be done slice by slice. This tool allows for 
loading of the whole stack of images, but this method needs an enormous amount of 
memory to classify a stack of images in one step, producing in this way multiple 
errors. The second problem was the conversion from Tiff format to DICOM, as it had 
to be converted to JPEG first. Additionally, Amira did not unify the images to a stack; 
instead Amira understood they were separate images, making the segmentation and 
subsequent 3D reconstruction not possible. Another identified limitation of this 
technique was the segmentation of the spinous processes (as can be appreciated in 
Figure 23 (A)), which were not well defined. Due to these limitations, the 
classification technique was not considered feasible for segmentation of the MRI 
datasets. 
4.2.2 Clustering and active contour using ITK-snap 
For this approach, an open-source software dedicated to segment structures in 3D 
medical images was used, called ITK-SNAP (77). This software applies four 
different choices for segmentation as initialisation processes; these techniques are 
thresholding, classification, clustering, and edge attraction. The initialisation or pre-
segmentation technique serves as a labelling method to identify the structures of 
interest. This labelling is also employed as the limits for the deformable models, 
which will expand according to the strength of the external and internal forces, 
defined by the active contour equation. The thresholding option allows the user to 
select three different modes: upper and lower thresholds, lower threshold only and 
upper threshold only.  In the classification mode, the user must train the classifier by 
labelling examples of a minimum of two tissues using a polygon or paint brush tools 
with a specific colour mask.  The clustering option allows the user to select the 
number of clusters and foreground clusters. Three additional options are available 
for the clustering iteration: the first option reinitialises the clusters, the second option 
performs one iteration of cluster computation, and the third option performs ten 
iterations of cluster computation. The edge attraction mode applies an edge 
detection algorithm and provides the selection of a smoothing factor ranging from 
0.1 to 3.  
After selecting the pre-segmentation mode for initialisation, a powerful 3D active 
contour technique is applied, based on one or more evolving contours. Each of the 
initialisation techniques was analysed using the anisotropic diffusion filtered images, 
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converted to DICOM format. However, clustering was selected among the other 
options for the following reasons: 
 The thresholding mode segmented unwanted structures specifically in the 
background, and it was not sufficiently sensitive due to the limited number of 
thresholded regions. 
 The edge attraction did not provide definition on sensitive structures such as 
spinous processes, and the smoothing factor blurred the tissue edges. 
 The classification mode found in FIJI provided more detailed information in 
the segmentation of each class (as three images are generated), compared 
to ITK-Snap. 
4.2.2.1 Methods, Results, and limitations 
The images of the specimen 10557 were imported into ITK-Snap (77), after 
enhancement, filtering, and conversion to DICOM. This program allowed 
visualisation of the three orthogonal planes plus the 3D reconstructed surface, as 
can be seen in Figure 24. Firstly, the active contour segmentation mode was 
selected, which allowed the user to choose a ROI. The 3D segment button was 
selected to start the semi-automatic segmentation. Then the clustering 
segmentation technique was applied to the dataset. Since edge attraction and 
thresholding were discarded previously, this explanation will be focused on 
classification and clustering methods.  
 
Figure 24: ITK-Snap GUI and selection of the ROI for segmentation. 
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The clustering segmentation method was applied using four clusters and two 
foreground clusters. This segmentation technique is an unsupervised procedure 
performed by the algorithm itself, which divides the image into multiple clusters. In 
this study, one of the clusters represented and labelled the osseous tissue of the 
whole lumbar anatomy. In the next step, multiple spheres (deformable models) were 
located around the image, specifically in this case within the cluster that 
corresponds to bony structures. Five bubbles were placed on the vertebral bodies of 
L1, L2, L3, L4 and L5, and four more were located on the spinous processes to 
reconstruct the entire surface of the lumbar spine. The evolution of the deformable 
models can be appreciated in Figure 25.  
Additional settings can be modified to make the system more effective in creating 
the surface. These settings are linked to the fact that the active contour is governed 
by external forces, which are responsible for pushing the contour towards the 
boundaries of the entire ROI, labelled by the clustering segmentation method. 
Internal forces are responsible for pushing the surface in the other direction (towards 
the development of a simple and smooth shape). This is a control system that 
ensures the evolving models are between the boundaries and do not expand 
beyond. The active contour segmentation, similarly to the anisotropic diffusion 
filtering, resolves differential equations to produce a result, thus the settings also 
allow the user to change to a more complex contour evolution equation. 
A)  
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B)  C)  
 
D)  
Figure 25: A) Location of the deformable objects across the labelled structures (on the three 
orthogonal planes and 3D visualisation) using the clustering method. B) Deformation of the 
objects at 200 iterations. C) Deformation of the objects at 800 iterations. D) Deformation of the 
objects at 1200 iterations, surface completed. 
The final 3D surface was achieved by permitting the system to iterate 1200 times. 
The system was stopped at 1200 iterations, as allowing further expansion resulted 
in unwanted surface reconstruction of soft tissue, which is not a region of interest. If 
the system was constrained to iterate, for example, 800 times (as can be 
appreciated from Figure 25 (C), the reconstruction resulted in a surface 
undersegmented, where fundamental structures such the transverse processes 
were not formed.  
In the process of the segmentation and surface reconstruction, three problems were 
encountered. The first difficulty was related to the surface dimension; as the scale of 
the three orthogonal planes is 10 cm, it means that the surface is ten times bigger 
than the original size. This discrepancy occurred when ITK-Snap failed to recognise 
the parameters defined in the DICOM header of the Matlab executable, to preserve 
the original size, by keeping the slice thickness and pixel spacing.  
Instead, ITK-Snap interpreted the voxel size to be 1 x 1 x 1 𝑚𝑚3 similarly to the 
JPEG images. Throughout the process, multiple crashes or unexpected software 
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failures occurred, making the segmentation difficult since the entire process must be 
repeated over again. The next situation was related to unwanted tissue removal; as 
can be seen from Figure 26 there are surrounding structures to the lumbar spine 
that were reconstructed by the algorithms, and the software does not provide 
enough tools to remove these tissues, other than manual or slice by slice 
elimination. 
A) B) C) D)  
Figure 26: A) Right lateral view B) frontal view C) left lateral view D) and posterior view of the 
reconstructed surface with ITK-Snap. 
4.2.3 Edge detection coding on Matlab  
Matlab is software package used to express computational mathematics, and it is 
applied in a range of operations such as machine learning, signal processing, image 
processing, computer vision, control design and more. The edge detection 
segmentation technique was evaluated using a code developed in Matlab by 
applying a Canny edge detector. The Canny operator was chosen, as it is 
recognised to be an optimal edge detector and it is a multi-stage process. Canny 
edge detection relies on a series of steps for finding the edges; first of all, a 
Gaussian filter is applied to smooth the image, and a 2D first derivative operator is 
applied to the resulting image to highlight regions with high first spatial derivative. 
Then, the edges form the top of the gradient image, and are tracked by the 
algorithm; the pixels that are not located at the top of the crest are set to zero. The 
Canny operator is considered more accurate in detecting true weak edges and less 
likely to be corrupted by noise, compared to other techniques (78).  It uses two 
thresholds to highlight strong and weak edges, including the weak edges, which are 
connected to the strong ones. Three parameters determined the effect of the canny 
operator; these are the Gaussian filter and the lower and upper thresholds to define 
the edge (44). 
Chapter 4 Lumbar spine segmentation using different techniques 
64 | P a g e  
 
4.2.3.1 Methods, Results, and limitations 
The code developed in Matlab to apply a canny operator to the enhanced and 
filtered images, used a high and low threshold, and a standard deviation for the 
filter. For the high threshold, 0.3 was selected as this value demonstrated to be the 
most appropriate, as it provided an intermediate level of accuracy compared to 
values below and above. The low threshold was determined by the software in an 
automatic process, as follows: the high threshold (0.3) introduced by the user is 
multiplied by 0.4. A standard deviation value of four was selected in conjunction with 
the high threshold, and the system automatically calculated the size of the filter 
based on this number.  
This method was evaluated in the three orthogonal planes, to determine which 
provided the most accurate delineation of the edges. For this purpose, the filtered 
images (using an edge threshold height of 5 and 30 iterations) were resliced in the 
transverse and frontal plane. Then the code was run for each of the orthogonal 
planes, obtaining in this way, three different stacks of binary images with lines 
demarcating the predicted edges, as seen in Figure 27. 
A)    B)    C)  
Figure 27: A) Frontal, B) Sagittal and C) Transverse planes of the edge detected method. 
After this step, the images were imported into Amira for surface reconstruction 
utilising the magic wand, which is a thresholding tool. Using this tool, a specific pixel 
was selected, which was located on the detected edges. Thus, as the input images 
were binary, the pixels with the highest intensity according to the threshold (200 to 
255) were highlighted. In this way, the lines were segmented, slice by slice, to 
reconstruct an entire surface.  
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From the three resulting surfaces (one from each orthogonal plane), the surface 
obtained from the images that were processed in the sagittal plane provided more 
anatomical information about vertebral bodies and spinous process contours (Figure 
28 (A)). The level of accuracy produced by the sagittal plane to delineate bony 
structures compared to the other planes can be based on the fact that the detection 
algorithm was slightly focused in the intervertebral discs. This is contrary to the 
transverse plane, where multiple slices correspond to soft tissue detected edges 
exclusively. This situation can be seen at a lower level in the frontal plane; for 
example, Figure 27 (A) showed that the detected edges were mostly from the 
intervertebral discs.  
Unwanted edges from surrounding tissues were eliminated in the reconstructed 
surface based on the sagittal plane, using a special selection tool, provided by 
Amira, called interpolation (see details on section 5.3.4). Even though Amira was 
used and provided accurate surface reconstruction from the input data, the overall 
technique suffered from over-segmentation of soft tissue and under-segmentation of 
bony structures. In general, the main drawback of this technique was related to the 
deficiency in defining bone edges. Rather, the algorithm recognised as stronger 
edges the ones coming from soft tissue, which showed more contrast, due to the 
characteristic pixel intensity found in soft tissue, bone and background regions. The 
only solution to this was slice-by-slice manual delineation of the missing edge. 
However, this process will introduce errors to the surface as it is based on the user’s 
interpretation and knowledge of the spine anatomy. Figure 28 illustrates the 
reconstructed surfaces using the edge detected images in the frontal, sagittal and 
transverse plane. 
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A)   B)   C)  
Figure 28: Surfaces reconstructed from the edge detection technique in the A) Sagittal plane B) 
Frontal or coronal plane, and C) Transverse plane. 
4.2.4 Thresholding using Amira  
Amira is a complete software package for 3D data visualisation, analysis and 
modelling, which works in a modular fashion and is object oriented.  Amira provides 
the user with a number of tools for image segmentation ranging from purely manual 
to fully automatic processes. The thresholding segmentation technique was 
evaluated using the filtered images and the thresholding tool offered by Amira 
version 6.0. This thresholding tool allowed the user to select pixels in a range of 
intensities connected to each other according to the threshold value. Another 
selection tool was used in Amira for removal of structures, known as interpolation. 
This tool takes two known data points (or regions) and using a numerical analysis, 
interpolates a new set of data points between them.  
4.2.4.1 Methods, Results, and limitations 
The images used for this technique were enhanced and filtered with the parameters 
mentioned in Chapter 3 (edge threshold height 5 and 30 iterations). The previously 
mentioned Matlab executable, which preserved voxel dimensions, was also applied 
in this technique and Amira imported the images as a stack, allowing segmentation 
and surface reconstruction. Then a threshold range of 13 -132 was set, to select 
bony structures (Table 7 shows the threshold selected for each lumbar spine 
specimen used in this study). The threshold range varied for each lumbar spine as 
an appropriate range was selected to take into account contrast and bone definition.  
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Table 7 Code used for each lumbar spine and the threshold used for segmentation. 
Lumbar spine code Threshold 
10557 13 – 132 
10513 14 – 137 
10678 14 – 157 
10622 11 – 135 
10623 12 - 124 
 
The interpolation selection tool was used to remove unwanted structures 
reconstructed using this method, particularly those surrounding the bone. In Figure 
29 can be seen an enclosing layer around the lumbar spine surfaces, and how it 
was progressively removed. This encapsulating layer was an artefact created by a 
phenomenon known as Partial Surface Effect (PVE), which arises in 2D images and 
surface reconstruction when portions of more than one tissue occur in a pixel or 
voxel. Then the pixel or voxel intensity will be determined by the imaging sequence, 
and tissue properties, in conjunction with the proportions of each tissue type present 
in those specific pixels or voxels (79). It results in erroneous signal intensity along 
the transition regions, which will be detected by the thresholding and hence it is 
reconstructed by the technique. The lumbar spine specimens used for this study 
were imaged following removal of the majority of soft tissue surrounding the spinal 
anatomy. Given the outer surface of the spinal column still included a thin layer of 
tissue, this potentially gave rise to PVE, when the very thin layer of soft tissue was 
imaged in close proximity to the surrounding air.  
The process of removing the unwanted reconstructed structures surrounding the 
spinal anatomy was carefully performed by dividing the lumbar spine into three 
regions, as it was found that following this procedure resulted in a reconstruction 
specific for bone, contrary to selecting the entire surrounding tissue. The process of 
elimination consisted of manually selecting the unwanted segmentation region on 
two different slices. These slices were approximately ten slices apart (Figure 29). 
With this information, the software automatically identified the unwanted 
segmentation on the intermediate slices and depicted it in red colour. 
The process of removing tissue using the interpolation selection tool was designed 
as follows: first, the structures located on the vertebral bodies and intervertebral 
discs, followed by the structures that were located around the spinous processes, 
and in the last step the structures around the transverse processes were removed. 
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Also, for consistency and repeatability of this procedure, the transverse plane was 
selected to perform the interpolation process. The transverse plane was chosen for 
this operation as in one slice this plane allowed visualisation of the three selected 
regions: vertebral bodies/intervertebral discs, spinous processes and transverse 
processes. In this way, the elimination of tissue over-segmentation is easier and 
more repeatable.  
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A)  B)  
 
C)    
 
    D)         
 
 
  E)   F)    
 Figure 29: Process of removing oversegmented structures on the reconstructed model. A) 
Initial 3D surface half way through the elimination of surrounding structures in the vertebral 
bodies. B) Surface after the elimination of the selected structures. C) Selected region in the 
sagittal plane. D) Selected region in the frontal plane, E) selected region in the transverse plane. 
F) 3D view of the surface and the selected regions, using the interpolation tool. 
Chapter 4 Lumbar spine segmentation using different techniques 
70 | P a g e  
 
Figure 30 shows a cropped region of the L3 vertebra (sagittal view) used during the 
interpolation process when eliminating unwanted segmented structures due to PVE. 
In this image it can be appreciated how the interpolation tool selects the layer that 
surrounds the vertebra but does not select at any point the cortex of the vertebral 
body. The soft tissue located between the vertebral body and the background was 
also selected, as the image processing step provided a clear differentiation in pixel 
intensity between the three regions of interest (soft tissue, background, and bone). 
 
Figure 30: Cropped section from the sagittal plane in the interpolation process for detail 
observation of the selected area around L3. 
The 3D surface reconstruction using the MRI dataset of the lumbar spine, specimen 
number 10557 is showed in Figure 31. The technique was developed using this 
dataset, and the approximate time required to provide a full lumbar spine surface 
reconstruction was 8 hours.  
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A)  B)   
C)   D)  
Figure 31: 3D surface reconstruction of the 10557 lumbar spine based on MRI, A) Lateral left 
view, B) Frontal view, C) Posterior view, and D) Axial view.  
The same process was applied to the other four specimens and appendices B, C, D 
and E show the resulting surfaces for each spine in three different views. Some of 
them provide a better definition in certain regions than the others such as the 
vertebral bodies. It is important to mention that this is likey related to the 
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degeneration of the bone as some of the spines had decalcification and 
degenerative scoliosis. This is an abnormal spine curvature typically observed in the 
lumbar region, and it can be due to multiple factors such as, arthritis of the facet 
joints, and degeneration or wedging of the intervertebral discs (80). Additionally, the 
lateral margins of the transverse processes were not sufficiently reconstructed using 
this technique as this anatomy was not captured in the imaging surface of the 
original MRI. 
The 3D surfaces provide excellent anatomical information about the vertebral bodies 
and spinous processes; in some vertebral bodies the cortical rim can be seen, 
demonstrating a high degree of accuracy in the reconstructed model. Segmentation 
of the transverse processes was more complicated, with thin or degenerated bone 
present, making the bone in these regions not consistent enough for segmentation 
or surface reconstruction.  
The overall time to reconstruct the surface for each lumbar spine was approximately 
eight hours divided as follows: image processing (10 minutes), segmentation (20 
minutes), and removal of unwanted structures (approximately 7 and a half hours). 
The latter was the most manual step. The multiple processing steps that comprise 
the developed technique are automatic, including the contrast enhancement, 
filtering, and thresholding segmentation. Even the removal of extraneous structures 
was a more automated method than the typically employed method of slice by slice 
segmentation and for this reason the developed technique was considered to be 
semiautomatic.  
Another limitation of the developed technique is the incapability of defining the 
articular facets, laminae and the articular joints due to the close proximity of 
articulating surfaces. However, even in reconstructions preformed using CT 
datasets there is a degree of manual interaction necessary in order to define or 
clearly identify the articular joints for each vertebra.  This observation will be 
analysed in the following chapter, where registration and deviation analysis of the 
surfaces reconstructed from CT and MRI of the same spine will be performed. 
4.3 Discussion and Summary 
Four different methodologies for segmentation of the lumbar spine after contrast 
enhancement and anisotropic diffusion filtering were evaluated, using Matlab, ITK-
Snap, Amira, and FIJI. The first method of classification using FIJI had to be 
discarded due to multiple issues such as the overly long time required for 
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reconstruction and the minimal degree of success in differentiating bone and soft 
tissue. The second method of clustering using ITK-Snap did not preserve the lumbar 
spine dimensions and in general, the vertebral anatomy was not sufficiently 
identified. In the third method using edge detection, the delineation of bone 
structures was not completely successful, resulting in reconstructed surfaces that 
lacked anatomical definition. 
From the beginning of this study, it was planned to reach a point where 
reconstructed surfaces from CT and MRI could be registered and compared. The 
fourth method, whereby Amira was used for segmentation using the thresholding 
technique (magic wand tool) and subsequent selection by interpolation, provided a 
successful workflow to reconstruct vertebral anatomy (including the vertebral body, 
transverse processes and separate spinous processes for each vertebral level). The 
decision to further pursue the fourth approach was based on the qualitative 
assessment of the final reconstructed surface, the image processing time and the 
simplicity (user-friendly) but at the same time the robustness offered by the software 
packages that were involved in this methodology. The developed technique 
provided a 3D surface reconstruction of the lumbar spine and individual vertebra, 
including discrete regional representations for the vertebral body, posterior 
elements, and transverse processes.  
With respect to the spinal canal, the circumferential borders of the canal can be 
successfully detected provided there is soft tissue within the canal such as spinal 
cord and nerves to provide intensity contrast. Note that part of the soft tissue located 
in the spinal canal was removed for a previous study carried out on the lumbar 
spines 10557 and 10513. In the absence of tissue within the spinal, the detected 
pixel intensity is similar to the background or air. Additionally, this method is limited 
in reconstructing detailed anatomy for the laminae and zygapophyseal joints. 
However, even in spine reconstruction based on CT imaging, additional manual 
improvement must be done especially on the articular facets to separate each 
vertebra. 
In the following chapter, these surfaces will be compared to surfaces reconstructed 
from CT data, since this medical imaging technology has traditionally been used for 
bone segmentation. 
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Chapter 5  
5. Registration and comparison of the reconstructed surfaces 
using MRI and CT 
5.1 Introduction 
Previous studies have demonstrated no statistically significant difference between 
reconstructed surfaces from CT imaging data and physical measurements of bone, 
(81). The reconstructed 3D surfaces of the five lumbar spines detailed in the 
previous chapter will be spatially registered and geometrically compared against 
surface reconstructions of the same spines created from CT data. The comparison 
of the resulting surfaces will show the geometric difference between the models, 
providing a measure of the accuracy of the developed workflow.  
5.2 Segmentation and surface reconstruction of the lumbar spine 
using CT data 
The reconstruction of the lumbar spines from CT was achieved using Amira 
software packages. The threshold selected for the five specimens ranged between 
100 and 1870 HU. The range of Hounsfield values for this threshold was a reflection 
of the decalcification of the bone and subsequent difficulty in the differentiation of 
tissues for segmentation. The CT number of trabecular bone with typical physical 
density of 1.16 𝑔 𝑐𝑚−3, is 183 HU (±18), and dense bone with typical physical 
density of 1.53  𝑔 𝑐𝑚−3 is 841 HU (±19) (82). Figure 32 illustrates the surface 
reconstructed from CT data for the lumbar spine 10557, in three planes of view. 
From the left lateral and frontal views unusual anatomy at the vertebral endplates 
was observed. As well, multiple osteophytes were identified along the lumbar spine, 
with the largest situated at the L2 vertebra. 
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A)  B)     
C)  
Figure 32: Surface reconstruction of the lumbar spine 10557 using CT images A) Left-lateral 
view, B) Frontal view, and C) Posterior view. 
 
5.3 Registration of the 3D surfaces using Geomagic Control and 
single level analysis 
Geomagic Control (3D Systems, at Rock Hill, SC, USA) offers a number of tools 
dedicated to sculpt, model, scan and inspect 3D surfaces, but at the same time 
provide software that is easy to control. This software package permits reverse 
engineering of geometry and is capable of transforming imported files (such as STL 
and OBJ) into 3D models, that can be used in analysis, design, or manufacturing 
(83).  
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This investigation aims to determine the accuracy of the developed technique in 
creating a surface of the segmented spines, by comparing the resulting CT and 
MRI-based surfaces. For this purpose, the registration and deviation analysis 
offered by Geomagic Control was employed. The registration and comparison 
determined the linear distance between the registered bone surfaces reconstructed 
from both CT and MRI. Also, L3 was extracted from the lumbar spine reconstruction 
for a single level comparison, to analyse in detail the difference between the specific 
vertebra surfaces based on CT and MRI. 
5.3.1 Methods 
In this section the workflow to create a MRI-reconstructed surface for the lumbar 
spine in an exportable format is summarised. 
1. Contrast enhancement of the original MRI datasets. 
2. Apply an anisotropic diffusion filter with the following parameters; edge 
threshold height 5 and number of iterations 30, using FIJI software. 
3. Convert the images to DICOM files, preserving voxel size for accurate 
surface reconstruction. 
4. For a specific lumbar spine, import the image processed MRI images and the 
original CT images into separate Amira project files and apply a thresholding 
technique, taking into account that the threshold for MRI is in the range of 11 
– 157 (pixel intensity) and for the CT images is 100 – 1870 HU. 
5. Remove unwanted surrounding tissue on the MRI reconstruction using the 
interpolation selection tool. 
6. Save and export the resulting surfaces as STL surface mesh from Amira, 
and import them into Geomagic Wrap (3D Systems, at Rock Hill, SC, USA) 
for cleaning and registration. 
Having the surfaces in Geomagic Wrap, a single tool was used in the CT surface 
known as mesh doctor. To the surface reconstructed from MRI, four different tools 
were applied, starting with the mesh doctor, which automatically identified and 
corrected errors on the imported surface, such as holes and discontinuities. Then 
the relax tool was used for surface smoothing, followed by the remove spikes tool, 
which is based on an angle deficiency and can be modified by a sliding bar to 
remove unusual elevations in the model. Finally, a hole fill tool was applied, which 
allowed the user to fill all the holes in the model or select specific ones. In Figure 33, 
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the cleaned and final reconstructed surfaces of lumbar spine 10557 based on MRI 
and CT are shown as an example. 
A)   B)   
Figure 33: Final 10557 lumbar spine surfaces reconstructed from A) MRI and B) CT datasets. 
After surface smoothing, a manual registration process was performed to align the 
two surfaces choosing nine specific points across the vertebral bodies and spinous 
processes. The same point was selected on both surfaces for consistency, as can 
be viewed in Figure 34. A global registration was also applied to the surfaces, which 
is an automatic process, used to improve any possible errors in the manual 
registration. 
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A)  
B)  
Figure 34: N-point registration of the lumbar spine 10557 surfaces based on CT (red) and MRI 
(green) in the A) Left-lateral view and B) frontal view. 
The result from this procedure was a superposition of the surfaces as shown in 
Figure 35 where the CT surface is depicted in blue, and the MRI surface is depicted 
in grey. 
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A)  B)   
Figure 35: Complete alignment and registration of the reconstructed surfaces (lumbar spine 
10557) A) Lateral-left side and B) Frontal view. 
The final step in the comparison process was a deviation analysis, whereby the 
linear distance from a 3D surface of interest (MRI reconstruction) to a reference 3D 
surface (CT reconstruction) was calculated. The results from this procedure were 
linear deviation contour maps showing the difference between the CT model and the 
MRI model. The contour values ranged from -4mm to 4mm, as can be seen in 
Figure 37, where the negative deviation reflects regions where the MRI model is 
smaller than the CT model and positive deviation regions where the MRI model is 
larger than the CT model (a situation that can be properly seen in Figure 35). 
Additionally, the L3 vertebra was individually isolated from the surfaces for a single 
spinal level comparison (Figure 36 A and B). The same techniques were applied for 
this analysis, including manual and global registration (Figure 36 (C)) of the selected 
vertebra. The deviation analysis provided information about which specific 
anatomical regions presented higher or lower linear geometric deviation between 
the models. 
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A)  B) C)  
Figure 36: A) L3 reconstructed from CT data B) L3 reconstructed from MRI data and C) 
Registration of the L3 surfaces. 
5.3.2 Results 
5.3.2.1 3D comparison of the complete lumbar spine surfaces  
The range of linear deviation from -4mm (dark blue) to 4 mm (red) on the linear 
deviation contour maps (e.g. Figure 37) was chosen as it encapsulates the majority 
of the geometric difference between the two reconstructions. The 4mm range can be 
put into context by comparing this dimension to the antero-posterior depth of the L3 
vertebral body from the lumbar spine 10557, which is 37.05mm. The maximum 
contour range represents 10% of the depth of a typical vertebral body.  The grey 
regions in the deviation maps represent regions of the surface which fall outside the 
predefined range.  
Figure 37 shows the contour map comparing the CT and MRI surfaces for the 
complete lumbar spine 10557, in four different planes of view. The lowest linear 
deviation for the vertebral bodies can be seen on L3 and L4. However, from the 
initial reconstructed surface of the spine 10557, it can be observed that the low bone 
density of L1 and L2 generates a higher deviation depicted in dark blue, compared 
to L3 and L4. Defining L5 using the developed technique was a difficult process due 
to the close physical proximity of the sacrum to this vertebra and this was 
particularly evident at the inferior endplate of L5. Differentiating the boundary 
between these two anatomical structures was not as successful as for the vertebra 
superior to L5. L2 and L3 showed signs of vertebral bone degeneration with 
osteophyte formation on the outer margin of the vertebral endplates. These 
structures were difficult to reconstruct from MRI, due to low bone density.  
The osteophytes were depicted on the deviation analysis in gray, meaning that 
these structures were not identifiable on the MRI surface. Thus, they were not 
reconstructed by the technique. 
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Figure 37: Contour map showing from the linear deviation analysis of the surfaces based on CT 
and MRI of the spine 10557 A) Frontal view B) Left side view C) Posterior view  D) Right side 
view. Also, multiple osteophytes are circled over L2 and L3. In the negative deviation were the 
regions where the MRI was smaller in dimension to the CT model, contrary to the positive 
deviation where the MRI is bigger to the CT model. 
The spinous processes which are recognised to be challenges in segmentation and 
surface reconstruction of vertebral anatomy from MRI are well-defined, maintaining 
in each vertebra a low deviation range. The tips of the spinous processes in each 
vertebra show accuracy in the range of -1.47 mm to 1.47 mm. In the posterior view, 
B) A) 
C) C) 
L1 
L2 
L3 
L4 
L5 
L1 
L2 
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D) 
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it is evident that the highest deviation is located along the attachment of the 
transverse process to the vertebrae. 
In obtaining the 3D linear deviation, map 656528 data points were compared for the 
lumbar spine 10557. The positive and negative average linear deviations were 
1.67±1.16mm and -1.46±1.15 mm, respectively. To better understand the 
distribution of linear deviations, the entire selected range of deviations from - 4 to 
4mm was subdivided into 13 sub-ranges to see how many deviation points fell in 
each range. The number of sub-ranges were selected as the central sub-range -
0.20 to 0.20 mm (range closest to 0) was calculated to be in total 0.40mm, which is 
approximately the voxel size in the MRI dataset, and the rest of the sub-ranges were 
equally divided. Table 8 shows the results of this distribution, with the percentage of 
linear deviation in each sub-range calculated with respect to the total number of data 
points. 
Table 8 Deviation distribution of the 3D comparison between the reconstructed surfaces based 
on CT and MRI of the lumbar spine 10557. 
Sub-range >=Min (mm) <Max (mm) #Points % 
1 -4.00 -3.37 33361 5.08 
2 -3.37 -2.73 34466 5.25 
3 -2.73 -2.10 35326 5.38 
4 -2.10 -1.47 42616 6.49 
5 -1.47 -0.83 64325 9.80 
6 -0.83 -0.20 109404 16.66 
7 -0.20 0.20 63369 9.65 
8 0.20 0.83 66665 10.15 
9 0.83 1.47 53244 8.11 
10 1.47 2.10 44466 6.77 
11 2.10 2.73 39513 6.02 
12 2.73 3.37 37684 5.74 
13 3.37 4.00 32088 4.89 
 
From Table 8, it can be seen that the highest percentage of data points (16.66%) fell 
in the deviation range of -0.83 to -0.20mm, followed by 0.20 to 0.83mm with 10.15%. 
Also, 9.65% of datapoints had a linear deviation between -0.20 and 0.20mm, which 
is the closest range to 0. 
5.3.2.2 3D and 2D Single level comparison  
There was an additional cause of linear deviation between the two reconstructions, 
apart from the fact that the absolute dimensions of the two reconstructions were not 
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the same. This was related to differences in specimen temperature during scanning. 
The CT images were obtained while the spine was frozen, whereas the MRI must be 
acquired with the spine thawed. In the course of thawing, the position of the spine 
would have been slightly different on the scanner bed once the soft tissues were 
relaxed. This slight change in the position of the thawed specimen when scanned 
meant that spatial registration of the two lumbar spine anatomies was difficult. 
This situation was overcome by performing a linear deviation analysis on a single 
vertebral level, and for this purpose, L3 vertebra from each lumbar spine was 
chosen. Figure 38 shows the deviation between the L3 surfaces reconstructed 
based on MRI and CT for the lumbar spine 10557.  
 
Figure 38: Contour map generated by the deviation analysis from the single level comparison 
A) Right lateral view B) Posterior view C) Frontal view D) Left lateral view. The negative linear 
deviation is the regions where the MRI model is smaller than the CT model, contrary to the 
positive linear deviation. 
In the left lateral view (Figure 38 (D)), a linear deviation ranging from -0.83 to +0.83 
mm was seen over the lateral areas of the vertebral body and spinous process. In 
the posterior view (Figure 38 (C)), the linear deviation varied over the full range from 
4mm and -4mm this was expected due to the limitations of the technique in defining 
the anatomy of the laminae and bone around the accessory and mammillary 
processes. It is important to mention that the scanning window for the MRI dataset 
did not include the lateral most tips of some transverse processes. This can be seen 
for the right transverse process in Figure 38 (C). Considering the right lateral view 
(Figure 38 (A)), the region of the superior and inferior articular processes and 
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laminae present the highest deviation around 3.37mm to 4mm. By inspecting the 
frontal view (Figure 38 (B)), it can be confirmed that the vertebral body contour and 
part of the transverse processes presented the lowest deviation.  
By isolating the MRI and CT reconstructed L3 vertebra for the lumbar spine 10557, 
the 3D comparison analysed 93905 data points to calculate an average positive and 
negative linear deviation of 1.40mm±1.17 and -1.03±1.21mm, respectively. Table 9 
provides information related to the deviation distribution on the 13 sub-ranges from -
4mm to 4mm. The highest number of data points corresponds to the linear deviation 
range between -0.83mm to -0.20mm with 25665 datapoints and 27.33% followed by 
the linear deviation range between -0.20mm to 0.20 mm where 17310 datapoints fell 
with 18.43% of the total number. 
Table 9  Deviation Distribution of the 3D comparison between the reconstructed surfaces based 
on CT and MRI of the L3 vertebra from the lumbar spine 10557. The negative linear deviation 
was the regions where the MRI model was smaller than the CT model, contrary to the positive 
linear deviation. 
Sub-range >=Min (mm) <Max (mm) #Points  % 
1 -4.00 -3.37 3292 3.50 
2 -3.37 -2.73 3786 4.03 
3 -2.73 -2.10 3677 3.91 
4 -2.10 -1.47 3278 3.49 
5 -1.47 -0.83 7198 7.66 
6 -0.83 -0.20 25665 27.33 
7 -0.20 0.20 17310 18.43 
8 0.20 0.83 9015 9.60 
9 0.83 1.47 5440 5.79 
10 1.47 2.10 4530 4.82 
11 2.10 2.73 4017 4.27 
12 2.73 3.37 3577 3.80 
13 3.37 4.00 3120 3.32 
 
Similar to the full lumbar spine comparison, in the single level comparison, the 
majority of data points were concentrated on the linear deviation ranges of -0.83 to -
0.20 mm, -0.20 to 0.20 mm and 0.20 to 0.83 mm. Beyond those specific segments, 
the number of data points and the percentage reduced progressively. 
The L3 vertebra was also used for a 2D comparison of the surfaces. Figure 39 
illustrates the result of the 2D comparison, where multiple points were selected 
across the mid-height of the vertebral body and their location compared between the 
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CT and MRI reconstructed surfaces. Each point provides a deviation between the 
lines from the reference (CT) and the test (MRI) surfaces. In this analysis, 1729 
datapoints were analysed. The lowest deviation values can be observed across the 
vertebral body and spinous process, contrary to the region of the transverse 
processes where the highest deviation values are found. 
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Figure 39: Deviation analysis of the 2D comparison at mid-height of L3 vertebra surfaces from spine 10557. The continuous dotted line corresponds to the CT 
model and the dotted black line which is joined to the coloured lines correspond to the MRI model. The linear deviation is measured in mm and the boxes show 
information of the total deviation, D, and the deviation in three different coordinates (Dx, Dy and Dz).
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The data for 2D linear deviation was further analysed by subdividing it into the main 
regions of the vertebral anatomy (Left and Right Transverse processes, Vertebral 
Body and Spinous process) to inspect in detail the standard deviation and positive 
and negative average linear deviation. Figure 40 shows the data point distribution 
for the left transverse process. The positive and negative average linear deviations 
were 1.15±1.04mm and -0.95±0.46 mm, respectively, over 366 data points. 
 
Figure 40: Data Points Distribution for the Left transverse Process of the L3 vertebra, lumbar 
spine 10557. 
For the right transverse process, Figure 41, the positive and negative average 
deviation was 1.14±0.5mm and -0.85±1.10 mm over 177 data points. The 2D 
comparison shows that the technique presents some limitations in reconstructing the 
transverse processes. A possible cause for this is lack of scanned information for 
these structures in the MRI datasets. 
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Figure 41: Data Points Distribution for the Right transverse Process of the L3 vertebra, lumbar 
spine 10557. 
In the vertebral body region, the positive and negative average linear deviation was 
0.95±1.18mm and -0.61±0.39 mm, over 156 data points. The low values for both of 
these average linear deviations demonstrate a close agreement in the contour of the 
vertebral body from the CT and MRI-based surfaces; this situation can be seen in 
Figure 42. 
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Figure 42: Data Points Distribution for the Vertebral Body Region of L3 vertebra, lumbar spine 
10557. 
In the spinous process and laminae region, the positive and negative average linear 
deviations were 1.20±1.06mm and -1.18±1.37 mm over 1430 data points. A close 
inspection of Figure 43 shows the limitations of the technique in accurate 
reconstruction of the laminae region. Even so, multiple analyses have demonstrated 
that the technique can reconstruct the spinous process with reasonable level of 
accuracy (Figure 39). 
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Figure 43: Data Points Distribution for the Spinous Process of the L3 vertebra, lumbar spine 
10557. 
5.4 Testing the developed technique on four additional human 
lumbar spines 
The registration and linear deviation analysis for the whole lumbar spine and 
individual L3 were also explored using the four additional reconstructed lumbar 
spines. Appendices B, C, D, and E, illustrate the surfaces reconstructed based on 
CT and MRI (after Amira Processing), the smoothed and cleaned MRI surface, and 
the deviation analysis results. Appendix G shows the reconstructed surfaces used in 
the single level analysis from each complementary lumbar spine, such as CT and 
MRI L3 surfaces and deviation distribution. The following information is related to 
observations of the linear deviation distribution and challenges encountered for the 
segmentation and reconstruction of each of the lumbar spines.  
5.4.1 Lumbar spine 10622 
The reader is referred to Appendix B for Figures and detailed results relating to 
lumbar spine 10622. The linear deviation distribution on the vertebral bodies was 
mainly between -0.2 and 0.2 mm. However, there were some regions that reached 
the lowest and highest allowed deviation values of –4mm and 4mm, respectively. 
When viewing the spine laterally, the highest linear deviation was located near the 
margin between the transverse processes and the vertebra. Additionally, some 
spinous and transverse process tips were not visible on the MRI model and were 
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thus shown outside the contour ranges. When viewed posteriorly, the limitation of 
the developed technique in reconstructing the transverse processes were evident.  
The linear deviation distribution for the lumbar spine 10622 was acquired by 
analysing 581806 data points; the calculated positive and negative average linear 
deviation was 1.41±1.13mm and -1.05±0.98mm. The highest number of data points 
and percentage corresponds to the sub-range 0.20mm to 0.83 mm, representing 
18.41% of the compared points, (Figure 44). By comparison, 13.65% of the 
datapoints fell in the range between -0.20mm to 0.20mm, which is the range closest 
to 0. 
 
Figure 44: Deviation Distribution of the complete Lumbar spine 10622.  
For the single level comparison of L3 vertebra of the lumbar spine 10622, the 
resulting linear deviation distribution was achieved by analysing 96921 data points 
where the positive and negative average linear deviation was 1.37±1.15mm and                 
-0.81±0.88 mm. The low value for the negative average deviation demonstrated that 
for this spine, the MRI model was more consistently of smaller dimensions than the 
CT (Figure 45). The three highest relative percentages (14.33%, 16.71% and 
21.69%) were observed in the complete range between -0.83 and 0.83 mm, with the 
highest of these falling in the sub-range 0.2mm to 0.83mm. Similar to the deviation 
distribution of the whole lumbar spine, the rest of the segments show a progressive 
reduction in percentage until the highest deviation.  
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Figure 45: Deviation Distribution of the L3 vertebra from Lumbar spine 10622.  
A summary of the specific difficulties encountered in reconstructing the 3D surface 
for Lumbar spine 10622 were: 
 The spine demonstrated a degenerative scoliotic deformity, with abnormal 
curvature to the right side, more clearly seen on L3, L4, and L5. 
 There was overly low bone density and thus intensity inhomogeneities in the 
bone tissue. 
 And abnormal anatomy of L3, L4, and L5 vertebrae, due to scoliosis.  
5.4.2 Lumbar spine 10623 
For Figures and detailed results for Lumbar spine 10623 refer to Appendix C. 
Viewing the frontal plane of the linear deviation distribution,  L3, L4 and part of L5 
demonstrate a deviation ranging between -.3.36 to -0.83mm. The spinous processes 
for the L2, L3, and L4 vertebra showed a comparatively lower linear deviation range 
between -1.46mm and 1.46mm. The transverse processes were not fully 
reconstructed using the developed technique. 
The linear deviation distribution of the Lumbar Spine 10623 was obtained by 
analysing 580931 data points, with a positive and negative average deviation of 
1.41±1.09mm and -1.21±1mm. Figure 46 indicates the lowest linear deviation sub-
ranges (-0.83mm to -0.20mm, -0.20mm to 0.20mm, and 0.20mm to 0.83mm) 
represented 21.42%, 18.79% and 23.10% of the compared datapoints.  
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Figure 46: Deviation Distribution of the complete Lumbar spine 10623.  
Similarly to the deviation distribution of the whole lumbar spine 10623, the analysis 
on L3 showed that the majority of the 73611 compared data points were in the 
deviation sub-ranges from 0.83mm and -0.83mm. The positive and negative 
average deviation for the L3 vertebra was 0.95±0.98mm and -0.82±0.79mm. 
 
Figure 47: Deviation Distribution of the L3 vertebra from Lumbar spine 10623.  
Particular challenges encountered in surface reconstruction of Lumbar spine 10623 
from MRI included: 
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 The L2, L3, L4 and L5 vertebra demonstrated abnormal anatomy on the 
vertebral body, specifically on the lateral sides of the lumbar spine. 
 Multiple osteophytes were present on L2, L3, L4 and L5 which had irregular 
bone density. 
 Apparent geometric differences between the CT and MRI scan of the whole 
spine due to the frozen/thawed status of the specimen during scanning. 
5.4.3 Lumbar spine 10678 
Figures and data relevant to the reconstruction of lumbar spine 10678 are shown in 
Appendix D. The lowest linear deviation was located along the spinous processes. 
The vertebral bodies of L1 and L2 presented a deviation range of 1.47 to -1.47 mm. 
However, L3, L4, and L5 vertebra showed regions over the majority of the vertebral 
bodies with a deviation of -4 mm. In viewing the deviation distribution posteriorly, for 
this particular lumbar spine, the inadequacy of the technique in reconstructing the 
posterior transverse processes and laminae can be seen. 
The deviation distribution of the lumbar spine 10678 was calculated analysing 
817330 data points; the positive and negative average deviation was 1.42±1.1mm 
and -1.31±1.02mm. Figure 48 shows the deviation distribution over the 13 sub-
ranges, where the distribution appeared more disperse compared to the previous 
lumbar spines. The highest percentages fell in the ranges of -0.83 to -0.20mm and 
0.20 to 0.83mm, with 15% and 14.73% respectively. For the range of -0.20 to 
0.20mm the percentage was 10.59%. 
 
Figure 48: Deviation Distribution of the complete Lumbar spine 10678.  
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A positive and negative average deviation of 1.27±1.1mm and -0.99±1mm was 
calculated for the linear deviation distribution of the L3 vertebra from lumbar spine 
10678. This comparison included 132219 data points. Contrary to the deviation 
distribution observed for the whole lumbar spine, the L3 vertebra presented a similar 
distribution found in spines 10622 and 10623. As can be seen in Figure 49, the sub-
range -0.20 to 0.20mm included 21.32% of the compared data points. This 
percentage was reduced in the sub-ranges of -0.83 to -0.20mm and 0.20 to 0.83mm 
to 17.54% and 16.31%, respectively.  
 
Figure 49: Deviation Distribution of the L3 vertebra from Lumbar spine 10678.  
The following challenges were encountered in creating 3D surface reconstruction of 
the Lumbar spine 10678: 
 The L1, L2, L3, L4, and L5 presented abnormal anatomy on the upper and 
lower ends of the vertebral bodies, which was likely due to degenerative 
changes in the bony anatomy with advancing age. 
5.4.4 Lumbar spine 10513 
The reader is referred to Appendix E for detailed results relating to lumbar spine 
10513. Inspecting both the CT and MRI for this spine showed that the vertebral 
anatomy was abnormally deformed, vertebral osteophytes were located on all 
lumbar vertebra with bony bridging across several lumbar joints. This deformed and 
atypical anatomy was indicative of age-related, degenerative changes in the spinal 
tissues and such anatomy was difficult to reconstruct with the developed technique 
as well as with typical segmentation methods applied to CT data. Even so, lateral 
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views of the linear deviation distribution showed the spinous processes revealed a 
deviation ranging from 2.7 to -2.7 mm, with all compared points on the spinous 
processes having a linear deviation less than 4mm. This finding implied the  
technique was successful in reconstructing  posterior elements, even for a lumbar 
spine with evidence of such advanced degenerative changes. However, viewing the 
spine posteriorly showed the technique could not successfully reconstruct the 
posterior margin of the transverse processes and laminae. 
The linear deviation distribution of the lumbar spine 10513 (603753 data points), 
showed a positive and negative average deviation of 1.60±1.09mm and -
1.30±0.95mm, respectively. Figure 50 shows that the majority of compared data 
points were within the deviation sub-range -0.83 to -0.20mm (14.34%). The central 
sub-range -0.20 to 0.20mm represented 8.08% of compared points. 
 
Figure 50: Deviation Distribution of the complete Lumbar spine 10513.  
The linear deviation distribution for the L3 vertebra showed a clear majority of the 
89255 data points, 32%, were within the deviation sub-range -0.83 to -0.20mm, 
followed by 14.61% in the sub-range -0.20 to 0.20mm (Figure 51). The positive and 
negative average linear deviations for the L3 vertebra were 1.24±1.02mm and          
-0.76±0.70mm, respectively. 
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Figure 51: Deviation Distribution of the L3 vertebra from Lumbar spine 10513.  
Generating a surface reconstruction for the lumbar spine 10513 was the most 
challenging out of the five spines, due to the following reasons:  
 This spinal anatomy demonstrated a lumbar scoliosis, possibly due to 
degenerative changes with age Osteophytes were located on the vertebral 
bodies 
 From L1 to L5 vertebrae showed deformation. 
 
5.4.5 Linear deviation summary  
Table 10 summarises the linear deviation results for the five lumbar spines and their 
respective single level comparison analysis. It can be seen that the highest mean 
positive deviation was obtained for the lumbar spine 10557 (1.67mm) and the lowest 
mean negative deviation was also obtained by lumbar spine 10557 (-1.46mm) for 
the full lumbar spine. The same spine obtained also the highest positive and lowest 
negative mean linear deviation of the single level comparison, with 1.4mm and -
1.03mm. 
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Table 10 Summary of the results for the negative and positive average linear deviation for each 
lumbar spine and their respective single level analysis at L3, and Standard Deviation (SD). 
Spine Section Average positive 
deviation in mm 
SD in 
mm 
Average negative 
deviation in mm 
SD in 
mm 
10557 Lumbar 1.67 1.16 -1.46 1.15 
 L3 
vertebra 
1.4 1.17 -1.03 1.21 
10622 Lumbar 1.41 1.13 -1.05 0.98 
 L3 
vertebra 
1.37 1.15 -0.81 0.88 
10623 Lumbar 1.41 1.09 -1.21 1 
 L3 
vertebra 
0.95 0.98 -0.82 0.79 
10678 Lumbar 1.42 1.1 -1.31 1.02 
 L3 
vertebra 
1.27 1.1 -0.99 1 
10513 Lumbar 1.6 1.09 -1.30 0.95 
 L3 
vertebra 
1.24 1.02 -0.76 0.70 
 
5.4.6 Summary of findings from 2D single level comparison 
The complementary information from the additional four lumbar spines depicted in 
appendices B, C, D, and E also presents the findings of a 2D comparison at the mid-
height of the L3 vertebra for the surfaces based on CT and MRI. Multiple points 
were selected across the contour to provide a close inspection of the deviation 
value, and identify the most problematic regions for the reconstruction technique. 
The results demonstrate a consistent low deviation on the four lumbar spines 
around the vertebral bodies and spinous processes. 
5.4.7 Geometric accuracy of MRI reconstruction 
From the complete point distribution and deviation of the 3D reconstructed spines, it 
was calculated that the developed technique could reconstruct lumbar spine 
surfaces based on MRI with an average accuracy of 1.49mm ± 1.21mm positive 
linear deviation and -1.29 mm ± 1.04mm linear negative deviation. With relation to 
the 3D single level comparison, the average accuracy was found to be 1.26mm ± 
1.10mm positive linear deviation and -0.9mm ± 0.92mm negative linear deviation. 
This information was acquired by comparing, in both cases, the resulting surfaces to 
CT-based reconstructed surfaces. From  the results, it can be seen that the average 
positive and negative deviation was reduced when the analysis compared only the 
L3 vertebra. This reduction may be due to improvements in the alignment of the two 
surfaces when they were registered in the same co-ordinate space. In some cases 
the MRI surfaces exhibited a curvature once they were thawed that did not allow a 
suitable registration. 
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5.5 Second moment of area and bending stress 
The second moment of area, also known as the moment of inertia (I), is commonly 
used in mechanics to estimate the bending stresses in a structure exposed to an off-
axis load. I is calculated for the cross-sectional shape of the structure to be studied. 
The second moment of area is defined by equations 5.1 and 5.2 (84), where, 𝐼𝑥 is 
calculated in the flexion/extension direction, and 𝐼𝑦 in the lateral bending direction, A 
is the radius of the ellipse along the x-axis, and B is the radius of the ellipse along 
the y-axis (Figure 52).  
 
 
 
 
 
 
 
 
𝐼𝑥 =  
1
4
 𝜋𝐴𝐵3                    (5.1) 
 
 
 
             𝐼𝑦 =  
1
4
 𝜋𝐴3𝐵                     (5.2) 
 
 
As an additional measure to compare the surfaces reconstructed from MRI and CT, 
a cross-sectional view of the L3 vertebra from each reconstructed surface (13mm 
from the vertebral body bottom) was obtained to evaluate the second moment of 
area. For this purpose, the vertebral body was assumed to be an elliptical shape, 
employing the distances from the centroid to the anterior margin of the vertebral 
body and from the centroid to the lateral margin of the vertebral body to define B 
and A, respectively. The calculated second moment of area in the flexion/extension 
direction and lateral bending direction were compared between MRI and CT 
surfaces. 
The following measurements were taken for the surface based on CT (Figure 53) 
and for the surface based on MRI (Figure 54).  
 The first measurement was the height of the vertebra to keep consistency 
between the measurements performed in each vertebra (measured in the z 
direction) 
 The second measurement was the maximum anterior-posterior distance.  
A 
B 
X 
Y 
Figure 52: Explanation of the second moment of area over a cross-sectioned ellipse. 
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 The third measurement was the maximum lateral distance (these distances 
were measured in the x-y plane).  
Ix and Iy were calculated, using the equations shown in Figure 52. 
A)   B)   
C)  
Figure 53: Measurements were taken from the cross-sectional view of L3 reconstructed from 
CT. A) maximum lateral distance, B) maximum anterior–posterior distance C) Height. 
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A)   B)   
C)  
Figure 54: Measurements were taken from the cross-sectional view of L3 reconstructed from 
MRI A) maximum lateral distance, B) maximum anterior–posterior distance C) Height. 
Table 11 to 15 show the measured results for A (maximum lateral distance) and B 
(maximum anterior-posterior distance) obtained from the MRI and CT-reconstructed 
L3 vertebra. The mean and standard deviation for A and B were calculated and 
used in the calculation of the I values. The A and B measurements for the L3 
vertebra reconstructed from the lumbar spine 10513 required additional calculations 
since the L3 vertebra for this spine was not aligned with the X and Y axis. Thus the 
tangent and cosine function were needed to calculate the distances. 
Table 11 Measurements along the x-axis and y-axis in mm, to obtain A and B for the second 
moment of area analysis in L3 vertebra of the Lumbar spine 10557. 
  MRI CT 
Lumbar spine 
10557 
A B A B 
Measurements  48.22 36.73 49.03 37.5 
47.17 37.15 48.27 37.17 
47.74 37.40 49.03 37 
Standard 
deviation 
0.52 0.342 0.44 0.25 
Mean 47.74 37.17 49.03 37.21 
Mean / 2 23.87 18.59 24.51 18.58 
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Table 12 Measurements along the x-axis and y-axis in mm, to obtain A and B for the second 
moment of area analysis in L3 vertebra of the Lumbar spine 10622. 
 MRI CT 
Lumbar spine 
10622 
A B A B 
Measurements 55.02 28.06 40.12 26.14 
53.12 28.83 41.05 27.44 
55.37 29 41.06 27.54 
Standard 
deviation 
1.21 0.50 0.54 0.78 
Mean 55.02 28.83 41.05 27.44 
Mean / 2 27.51 14.42 20.52 13.72 
 
Table 13 Measurements along the x-axis and y-axis in mm, to obtain A and B for the second 
moment of area analysis in L3 vertebra of the Lumbar spine 10623. 
 MRI CT 
Lumbar spine 
10623 
A B A B 
Measurements 43.84 30.90 41.62 31.62 
43.99 31.73 42.18 31.56 
42.79 32.58 42.16 31.22 
Standard 
deviation 
0.65 0.84 0.32 0.21 
Mean 43.84 31.73 42.16 31.56 
Mean / 2 21.92 15.87 21.08 15.78 
 
Table 14 Measurements along the x-axis and y-axis in mm, to obtain A and B for the second 
moment of area analysis in L3 vertebra of the Lumbar spine 10678. 
 MRI CT 
Lumbar spine 
10678 
A B A B 
Measurements 53.00 39.62 48.19 36.69 
55.76 38.46 48.71 35.24 
54.57 38.45 49.31 34.69 
Standard 
deviation 
1.38 0.67 0.562 1.03 
Mean 54.57 38.46 48.71 35.24 
Mean / 2 27.29 19.23 24.35 17.62 
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Table 15 Measurements taken from a cross-sectional view of lumbar spine 10513 in mm, OPP 
represents the opposite side, and ABJ is the adjacent side for cosine and tangent calculations 
 CT MRI 
 A B A B 
 Opp Abj Opp Abj Opp Abj Opp Abj 
10513 30.72 29.27 25.36 25.46 33.94 27.80 25.03 27.24 
30.66 28.80 24.49 25.58 32.68 27.46 25.48 26.98 
29.70 31.73 23.22 25.00 31.59 29.16 24.88 25.93 
Standard 
deviation 
0.57 1.57 1.07 0.31 1.18 0.89 0.31 0.69 
Mean 30.66 29.27 30.66 29.27 32.68 27.80 25.03 26.97 
angle 46.37 43.9 49.6 42.86 
 43.69 35.33 42.9 36.8 
Dimension 
of a and b 
21.84 17.66 21.45 18.4 
 
The L3 vertebral surfaces reconstructed from CT and MRI for lumbar spines 10557, 
10623 and 10513, had similar vertebral body dimensions (Table 16), with the 
percentage errors for Ix of 2.45%, 5.6%, and 11%, and for Iy of 7.58%, 13%, and 
1.3% respectively.  
For spines 10622 and 10678 the percentage of error for Ix was 55% and 45% 
respectively, and for ly it was 153% and 54%, respectively (Table 16). The L3 for 
both spines showed abnormal anatomy in the vertebral bodies in terms of an 
abnormal enlargement of the right side of the vertebra and osteophyte formations, 
this description can be appreciated in appendices B and D. These deformities 
cannot be properly seen on MR images as the low bone density in these regions 
directly affects the intensity of compact bone structures. With the exception of spine 
10513, it was concluded that the surfaces reconstructed from MRI using the 
developed technique provided closer agreement with the CT reconstructed anatomy 
when considering the second moment of area in the flexion/extension direction (Ix) 
in comparison to the lateral bending direction (Iy). 
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Table 16 Results for the Ix, Iy 𝐢𝐧 𝐦𝐦𝟒, and percentage for the mid-cross sectioned L3 vertebra 
reconstructed from MRI and CT. 
 MRI CT   
Spine code Ix Iy Ix Iy Ix percentage 
error 
Iy percentage 
error 
10557 120442.7 198575.9 123472.5 214864.92 2.45% 7.58% 
10622 64785.27 235790.83 41622.63 93105.65 55% 153% 
10623 68681.53 131194.22 65055.12 116093.71 5.6% 13% 
10678 152416.25 306958.6 104489.14 199798.71 45% 54% 
10513 104947.15 142623 94474.50 144490.23 11% 1.3% 
 
Now, if the angle of spinal flexion is changed from the upright relaxed standing 
position, a moment would be generated over the lumbar spine, and can be 
calculated using equation (5.3). 
𝑀 = 𝐹𝐵𝑊 ∗ 𝑟            (5.3) 
For example, according to Pearcy 1985 (85) the total voluntary flexion movement of 
the lumbar spine as a whole is 51°, and the average height of the central mass of 
the trunk is approximately the height from L5/S1 to mid-height of L3 (86), which is 
0.080 m according to measurements performed by Pearcy (85). From these values 
the perpendicular distance (r) of the new location of the central mass of the trunk 
during forward flexion can be calculated, by applying the sine function, as follows: 
𝑟 = sin 52° ∗ 0.08  =   0.063𝑚    
The Australian Bureau of Statistics (87) found that the average weight of Australian 
men and women is 85.9 kg and 71.1 kg, respectively.  From these findings the force 
generated by the trunk weight (𝐹𝐵𝑊) can be calculated as 60 % of the total body 
weight, according to Erdman (86). 
𝐹𝐵𝑊𝑚𝑎𝑛 = 60% ∗ 85.9 𝑘𝑔 = 51.54 𝑘𝑔       𝑎𝑛𝑑      𝐹𝐵𝑊 𝑤𝑜𝑚𝑎𝑛 = 60% ∗ 71.1 𝑘𝑔 = 42.66 𝑘𝑔 
Then the bending moment, M, for an angle of 51o can be calculated for each of the 
lumbar spines. The results for the female lumbar spines (10513, 10678, 10622, and 
10557) are 2.69 Nm and a male lumbar spine (10623) is 3.25 Nm.  
𝛿𝑏 =
𝑀∗𝑌
𝐼𝑥
                      (5.4) 
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Where, Y is the vertical distance away from the neutral axis or B in the second 
moment of area calculation (Table 11-15), and 𝐼𝑥 also calculated in the second 
moment of area in the flexion/extension direction (Table16). 
The bending stress for this moment can be calculated using equation (5.4). Table 17 
shows the results for each reconstructed surface in MPa. 
Table 17 Results of the bending stress at angle 52
o
 for each lumbar spine based on MRI and CT 
in MPa, with the respective percentage of error. 
Spine 
code 
𝜹𝒃 MRI 𝜹𝒃 CT Percentage of 
error 
10557 0.41 0.40 2.57% 
10622 0.60 0.88 32.47% 
10623 0.75 0.78 4.74% 
10678 0.34 0.45 25.18% 
10513 0.45 0.46 3.25% 
 
The highest difference between the calculated bending stresses of the 3D surfaces 
reconstructed based on MRI and CT, were found on lumbar spines 10622 and 
10678. Similarly to the second moment of area calculation, the high percentage of 
error from those specific lumbar spines is associated with the atypical anatomy seen 
on L3 and low bone density.  This specific bending stress was calculated by 
assuming a load caused by a flexion angle of 51 degrees, a 0.08m height of the 
central point of mass in the trunk, and a perpendicular distance of 0.063m.  
5.6 Discussion and summary 
The deviation analysis and distribution obtained for the 3D comparison 
demonstrated that in the reconstructed lumbar spines 10557, 10623 and 10622, and 
their respective single level comparison, the majority of data points had a deviation 
in the approximate range of -0.83 to 0.83 mm. Lumbar spines 10678 and 10513 had 
a more disperse distribution among the central deviation ranges. In the case of 
spine 10513, this was attributed to abnormal, age-related degenerative anatomy, 
while in spine 10678 it was likely due to low bone density. In general, the vertebral 
bodies and spinous processes showed the lowest linear deviation between MRI and 
CT-reconstructed surfaces. Conversely, the region where the laminae, mammillary, 
and accessory processes are located, demonstrated less accuracy in the MRI 
reconstruction.  
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The linear deviation analysis of the 2D vertebral profile for the L3 vertebra in lumbar 
spine 10557 showed inconsistencies in the reconstruction of the transverse 
processes, particularly where they attached to the laminae. The 2D comparison also 
showed that in this specific vertebra, the vertebral bodies and spinous process 
possessed the lowest deviation among the entire vertebral contour. This was seen 
when comparing the CT and MRI profiles for the L3 vertebra in each lumbar spine, 
and in some cases, the contour was identical between the surfaces. 
The single level comparison also provided information about the areas where the 
technique better performed and where it lacked accurate 3D reconstruction. The 
second moment of area and bending stress analysis provided information about how 
the difference in the anatomical dimensions could impact upon any further 
biomechanical calculations using the reconstructed anatomy based on MRI. The 
reconstructed anatomy from the scoliotic spines had the biggest difference in 
bending stresses, due to scoliotic deformation and low bone density, which 
prevented the accurate reconstruction in the L3 vertebral body from MRI. 
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Chapter 6 
6. 3D reconstruction of a sheep thoracolumbar spine. 
6.1 Introduction 
The following investigation of reconstructed anatomy for a sheep spine was 
performed to explore the behaviour of the developed technique using MRI datasets 
for vertebral anatomy with bone architecture and anatomy, more typical of healthy, 
young bone. As such, MRI and CT data for an adult ovine thoracolumbar spine was 
used. The MRI dataset was processed using the reconstruction workflow developed 
in Chapters 3 and 4 and the accuracy of the reconstructed surface was assessed 
against the CT-reconstructed spinal anatomy using the methods developed in 
Chapter 5. The sheep spine used for this study had 14 thoracic and 6 lumbar 
vertebrae and the selected sub-region extended from T7 and to L1.  
6.2 Testing the developed technique on an ovine spine 
In this study, a sheep thoracolumbar spine (from T7 to L1) was selected, as ovine 
models are considered a valid biomechanical surrogate for the human spine, with 
comparative intervertebral disc and bone properties and similar segmental 
biomechanics (88,89). However, contrary to the human spine, the number of 
vertebrae in the thoracic and lumbar region can vary between specimens. In 
general, the sheep spine consists of 7 cervical, between 12 to 14 thoracic, and 6 to 
7 lumbar vertebrae. Wilke (88) examined the anatomy of the sheep spine and 
compared it to the human spine. In the study performed by Wilke (88), it was 
concluded that the sheep spine could be used in gross structural experimentation of 
the thoracic and lumbar region. In this prior study, multiple measurements were 
made across the vertebrae in different structures such as pedicles, intervertebral 
discs, facet joints, vertebral bodies, spinal canal and spinous and transverse 
processes. It was found that overall; similarities for the major dimensions were 
located in the thoracic and lumbar region. Also, it was concluded that the 
discrepancies were mainly in vertebral body height, as this dimension was higher in 
the cervical region of the sheep spine, and for humans, the lumbar region presented 
the higher value for vertebral body height.  
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In relation to bone density, Kandziora et al. (90) compared the stiffness and Bone 
Mineral Density (BMD) between 20 adult female sheep cervical spines and 20 
human cadaveric cervical spines. It was found that the mean bone mineral density 
values presented no significant differences between the two species. 
As such, a sheep spine was used in the current thesis to provide complementary 
information on the efficiency of the developed segmentation and reconstruction 
technique.  
6.3 Methods 
The 3D surface of the spine was reconstructed from the CT images using Amira and 
applying a thresholding technique. After that, the same technique described in 
Chapters 3, 4 and 5 was used for the segmentation and reconstruction of the sheep 
spine using the MRI dataset for the sheep spine. The parameters for contrast 
enhancement of 0.8 saturated pixel percentage, edge threshold height of 5 and 30 
iterations for the anisotropic diffusion filter were kept constant. However, some 
changes had to be made in the Matlab executable previously developed to preserve 
voxel size, due to the difference in the number of slices in the image dataset. The 
MR images of the sheep spine were obtained using a 3T Philips Medical Systems 
scanner and a different MRI protocol used for the cadaveric human lumbar spines 
was employed. The images were acquired using a T2-weighted 3D gradient echo 
sequence, with TR of 5.9 ms, and TE of 2.7 ms and a SENSE XL Torso coil. 
6.4 Results 
Figure 55 presents the surface reconstructed from MRI and CT datasets in five 
different views. The MRI-reconstructed anatomy for spinous processes and the 
vertebral bodies were reasonable, but there were still some difficulties in relation to 
the reconstruction of the transverse processes. However, in comparing both the CT 
and MRI-reconstructed surfaces, the spine segmented from MRI demonstrated a 
posterior curvature that was not seen on the model reconstructed using CT data, 
(Figure 55 (A) and (C)). For this reason, the registration, and subsequent linear 
deviation analysis did not show satisfactory results between the surfaces since it 
was not possible to appropriately align the two reconstructions. The linear deviation 
analysis showed a distribution in the range of -4mm to -3.37mm and 4mm to 
3.37mm.  
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A)   B)    
C)      D)    
E)    
Figure 55: Reconstruction of the sheep thoracolumbar spine using MRI and CT images, 
respectively A) Lateral left view, B) Posterior view, C) Lateral right view, D) Frontal view, and E) 
Transverse plane.  
 
Chapter 6 3D reconstruction of a sheep thoracolumbar spine 
108 | P a g e  
 
6.4.1 3D comparison 
T14 was selected for the single level analysis to cope with the lack of alignment 
between the full lumbar spine surfaces. The lateral views of the contour map in 
Figure 56 show that the deviation across the spinous processes is low, with 
deviation values ranging between 0.83 and -2.1mm. From the frontal and lateral 
views, it can be seen that the vertebral body also presented a low linear deviation, 
similar to the findings of the human spine alignment analysis. However, the tips of 
the transverse processes on the posterior view showed a linear deviation falling 
outside the prescribed range of -4mm to 4 mm. The reconstruction of the laminae 
and vertebral endplates was improved for the sheep anatomy in comparison to the 
human anatomy, as was evident from the more defined anatomy seen in the 
posterior view of the T14 vertebra (Figure 56 (C)). This is likely related to the more 
consistent bone density in the sheep spine, in the absence of osteophytes and bone 
bridging observed in the aged cadaveric spine. Overall, the linear deviation in 
distances between the examined (MRI) and reference (CT) model was reduced, 
demonstrating that the technique could reconstruct young bone more accurately. It 
was also apparent that the bone condition could profoundly affect the performance 
of the developed segmentation and reconstruction technique. Regions of grey 
observed in the frontal view of T14 (Figure 56 (D)) are likely due to difficulties in 
delineating the rib-vertebra connections. This region possesses lower bone density, 
due to the presence of cartilage at these joints; hence the differentiation between 
tissues is poor in MRI, and difficult to reconstruct using the developed technique. 
 
Figure 56: Contour map resulted from the deviation analysis for the single level comparison 
(T14).  A) Lateral left view B) Posterior view C) Lateral right view D) Frontal View. 
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The deviation distribution of the Sheep T14 thoracic vertebra was obtained by 
analysing 44938 data points, which showed a positive and negative average 
deviation of 1.33±1.05 and -1.42±1.1mm. Similarly to the human lumbar spines, the 
complete deviation range of -4 to 4 mm was divided into sub-ranges, as is shown in 
Table 18. 
Table 18 Deviation distribution of the 3D comparison between the reconstructed T14 surfaces 
based on CT and MRI of the sheep’s thoracolumbar spine. 
Sub-range >=Min (mm) <Max (mm) #Points  % 
1 -4.00 -3.37 1603 3.57 
2 -3.37 -2.73 2391 5.32 
3 -2.73 -2.10 2721 6.05 
4 -2.10 -1.47 3433 7.64 
5 -1.47 -0.83 4056 9.02 
6 -0.83 -0.20 7028 15.64 
7 -0.20 0.20 5375 11.97 
8 0.20 0.83 6482 14.42 
9 0.83 1.47 3806 8.47 
10 1.47 2.10 2701 6.01 
11 2.10 2.73 2292 5.10 
12 2.73 3.37 1848 4.11 
13 3.37 4.00 1202 2.67 
 
The linear deviation distribution showed the highest percentages of compared points 
fell in the sub-ranges 6 (-0.83 to -0.20mm), 7 (-0.20 to 0.20mm) and 8 (0.20 to 0.83 
mm) with 15.64%, 11.97%, and 14.42% respectively. This was similar to the 
behaviour seen for the human lumbar spines.  
6.4.2 2D comparison  
The 2D comparison of the vertebral profile obtained at the mid-height of T14 for both 
the CT and MRI-reconstructed surfaces, was acquired by analysing 1227 data 
points. The CT-reconstructed surface was the reference in this calculation. Figure 
57 illustrates in detail the linear deviation of multiple points selected across the 
vertebral profile, where the black line represents the contour based on MRI, and the 
dark red line represents the contour of the CT-based surface. The lowest linear 
deviations were achieved at the spinous process and in some sections of the 
vertebral body.  
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Figure 57: Deviation analysis of the 2D comparison at mid-height of T14 thoracic vertebra from the sheep’s spine. The continuous dotted line corresponds to the 
CT model and the dotted black line which is joined to the coloured lines correspond to the MRI model 
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6.4.3 Second Moment of Area 
The second moments of area calculated in the flexion/extension direction and in the 
lateral bending direction were compared using the method presented in section 5.5. 
For this purpose, the T14 vertebral body from the sheep spine was assumed to be a 
triangular shape (Figure 58). The equations to calculate the second moment of area 
in the flexion/extension direction (Ix), and in the lateral bending direction (Iy) for a 
triangular cross-sectional geometry, are shown in Figure 58. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝐼𝑥 =
𝑏ℎ3
36
                           (𝟔. 𝟏) 
 
 
 
 
 
 
𝐼𝑦 =
𝑏3ℎ + ℎ𝑎𝑏2 + ℎ𝑎2𝑏
36
  (𝟔. 𝟐) 
 
 
 
 
 
 
In this way, b was the complete distance between the tips of the transverse 
processes, h was defined as the distance from the most anterior point of the 
vertebral body to the centre of b, and a was the distance from the left transverse 
processes to the centre of b. Table 19 presents three measurements for each of the 
distances, with their respective mean and standard deviation. 
 
 
 
 
 
 
b 
a 
h 
X1 
X2 
Y1 Y2 
Figure 58: Second moment of are formulae for a triangular shape analysis. 
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Table 19 Measurements for the second moment of area analysis the cross-sectioned T14 of the 
sheep spine. 
MRI b h a 
1 34.74 21.43 17.37 
2 34.85 21.65 17.43 
3 34.98 20.90 17.49 
Mean 34.85 21.33 17.43 
SD 0.12 0.39 0.06 
    
CT b h a 
1 33.77 22.11 16.89 
2 33.80 22.26 16.90 
3 33.89 21.95 16.95 
Mean 33.80 22.11 16.90 
SD 0.06 0.16 0.03 
 
The results for the second moment of area are presented in Table 20. The Ix and Iy 
obtained from the MRI and CT-reconstructed surfaces were compared, 
demonstrating a difference between surfaces or percentage error of 7.42% and 
5.74%, respectively.  
Table 20 Results for Ix and Iy in 𝒎𝒎𝟒 and their respective percentage of error. 
MRI CT   
Ix Iy Ix Iy Ix Percentage 
error 
Iy Percentage 
error 
9394.48 
 
1360493.41 
 
10147.99 
 
1286577.89 
 
7.42% 5.74% 
 
6.5 Discussion and Summary 
The segmentation and subsequent reconstruction of a sheep thoracolumbar spine 
was achieved using the techniques developed in Chapters 3, 4 and 5. The level of 
accuracy in defining the vertebral anatomy was similar to that achieved with a 
human lumbar spine, specifically for the spinous processes and vertebral bodies. 
The linear deviation distribution showed promising results, with the majority of the 
deviation between the data points falling in the range of -0.83mm to 0.83 mm, as for 
the human spines the range in some cases increased to 1.14 mm and -1.47mm. 
The percentage errors in the second moment were calculated from the MRI and CT-
reconstructed surfaces, and were similar to the values obtained for the lumbar 
spines 10557, 10623 and 10622. Note, these were the human spines that showed 
Chapter 6 3D reconstruction of a sheep thoracolumbar spine 
113 | P a g e  
 
no signs of degenerative changes in the spinal anatomy or tissue density 
characteristic of osteophyte formation or degenerative deformity. 
Using a spine with more healthy bone density, it was also demonstrated that the 
reconstruction of the posterior elements could be improved, especially for the 
laminae and endplates. Even so, the developed technique could not successfully 
reconstruct the lateral-most margins of the transverse processes from the MRI 
dataset  
As with the human spine, a global difference in the shape of the spine was seen 
between the MRI and CT scans, leading to large deviations between the two 
datasets. The CT scan was conducted with the spine frozen, making a rigid 
construct fixed in a particular alignment. The MRI, in contrast, was conducted with 
the sample thawed to allow the free movement of water molecules. As the spine 
was thawed it relaxed and changed shape. This is not a scenario that would occur 
when scanning in vivo samples or patients, and could be easily avoided with careful 
setup of the samples for scanning in future work. 
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Chapter 7 
7. Discussion 
The semi-automatic 3D reconstruction method developed in the present study was a 
multi-step approach capable of segmenting vertebral anatomy from MRI data. The 
efficacy of the method was demonstrated by reconstructing a range of spinal 
anatomy from different subjects, ages, and pathologies. The reconstructed MRI 
surfaces were compared with comparative CT surfaces to obtain an analysis of the 
linear deviation. 
The attempt of directly segmenting and reconstructing an accurate anatomical 
surface of the lumbar spine from the original, unformatted MRI was unsuccessful as 
the tissues observed in an MR image present a wide range of pixel intensities or 
inhomogeneities, which overlap, and the contrast was poor between the tissues. As 
such, the basis for study was to develop a technique which could create more 
homogenous pixel intensities within a specific tissue, since most of the 
segmentation techniques are based on pixel intensity. The combination of contrast 
enhancement and anisotropic filtering was effective for improving the contrast 
between the tissues and creating more contiguous pixel intensity within the regions. 
The examination of the different segmentation techniques was a parallel process. 
Most of the benefits and limitations offered by the selected segmentation techniques 
were determined by visual inspection and comparison of the results of the 
reconstructed models. 
Previous MRI studies have segmented specific areas of the spinal anatomy such as 
vertebral bodies and intervertebral discs, or alternatively provided simple vertebral 
detection methods. However, in most cases, the method developed in the present 
study performed with higher geometric accuracy and moreover, the linear deviation 
was reported with no directional differentiation in previous studies. For example, 
Stern et al. (55) obtained a linear deviation of 1.85±0.47mm by analysing 75 
vertebral bodies all from the thoracolumbar region of nine normal and ten 
pathological spines. The vertebral body deformations were evaluated using a 3D 
superquadratic model, which is a mathematical formulation of geometrical shapes. 
In this prior study, elliptical cylinders were used as an initialisation process that was 
gradually deformed to represent a more realistic vertebrae shape.  More recently, 
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Zukic et al. (56) obtained a relative distance error of 1.73±0.99mm, this approach 
was divided into four steps: initialisation using centre picking and freehand outline, 
boundary classification using multiple features and inflation of the mesh. It was 
tested in 11 lumbar spines and it was mainly applied to reconstruct the vertebral 
bodies. Hoad and Martel (53) attempted a complete lumbar vertebral anatomy 
segmentation oriented for surgery by applying threshold region growing with 
morphological filtering and masking. They obtained comparable results to the 
current study, with a mean distance error of 1.25±0.25mm by testing 30 vertebrae; 
however, the spinous processes were not well segmented on most of the datasets.  
Regarding the time required to generate a reconstruction, the execution time for the 
main algorithm was 5 to 10 min for Hoad and Martel (53). Stern et al. (55) and Zukic 
et al. (56) reported an execution time of 3 seconds, even though the time expended 
performing the manual alterations was not stated in either of the mentioned studies. 
These prior researchers were mostly successful in reconstructing the vertebral 
bodies - the spinous processes were manually altered to correct the regions missed 
by the algorithm. By contrast, the method presented in this thesis recreated 
geometry for the entire lumbar and part of a thoracolumbar spine, including complex 
anatomical regions of the vertebra such as the spinous processes. The method 
demonstrated good accuracy, with a positive linear deviation of 1.26mm ± 1.10mm 
and negative linear deviation of -0.9mm ± 0.92mm achieved. Information about the 
anatomy of the vertebrae was acquired with no more manual alterations than the 
interpolation process for removing the extraneous solid on the outer surface 
(reconstructed as a result of the PVE). 
For this study, no intra- and inter-observer error analysis was carried out. The 
developed method is an automated method with predefined parameters - one set of 
diffusion parameters was applied for all reconstructed spines. The only potential for 
variation is the removal of the extraneous structures reconstructed by the method, 
due to the PVE. The Partial Surface Effect or PVE influences the reconstruction of a 
surface when multiple tissue types occur in voxels, generating an erroneous pixel 
intensity, which is assumed by the thresholding algorithm to be legitimate. In this 
way, the voxel intensity does not depend exclusively on the image sequence and 
tissue properties but also on the tissues present in each voxel. However, it is 
presumed that for in vivo specimens, this situation would not be of concern as the 
PVE was caused in the cadaveric specimens by the sharp pixel intensity difference 
between the surrounding air and the osseous structures and soft tissue. The effect 
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caused by this phenomenon can be reduced by reducing the voxel size, in other 
words, increasing the spatial resolution, which can be manipulated in the MR 
sequence. However, this condition will increase the image acquisition time. 
The difficulty in registering the whole ovine spine, which was related to the different 
alignment of the spine when frozen and thawed, was also a limitation of this study. 
However, this was not considered to be of concern for clinical scanning conditions. 
The results of the linear deviation analysis highlighted the geometric differences 
between the surfaces reconstructed from MRI and CT data. In general, the 
technique successfully reconstructed the vertebral anatomy, with a higher level of 
accuracy for the vertebral bodies and spinous processes in comparison to the 
transverse processes. From the analysis of the thoracolumbar region of a sheep 
spine it was evident that reconstruction of young healthy bone reduced the linear 
deviation between the CT- and MRI-based surfaces, particularly in the laminae 
region. 
The 3D comparison of both the complete lumbar spines and the single vertebral 
level showed that the linear deviation between the CT and MRI surfaces mainly 
between -1.47mm and 1.47mm. The average linear deviations from the 3D 
comparison of all five lumbar spines provided evidence of this, with the positive 
linear deviation being 1.49mm ± 1.21mm and negative linear deviation being -1.29 
mm ± 1.04mm. Over the five lumbar spine specimens, the average accuracy for a 
single vertebra was 1.26mm ± 1.10mm positive linear deviation and -0.9mm ± 
0.92mm negative linear deviation. The 2D comparison provided detailed information 
about the deviation at the mid-height of the L3 and T14 vertebra, demonstrating that 
the vertebral bodies and the spinous processes were the regions with the lowest 
deviation. The most promising results were obtained in the single level comparison 
of T14, where the vertebral body, spinous processes, laminae and articular 
processes showed low levels of linear deviation.  
By testing the developed technique in datasets with different characteristics (six 
specimens with different bone density), it was demonstrated that the technique 
could be used to reconstruct osseous anatomy from MRI data with varying 
parameters, such as voxel size. This analysis also indicated that even acquiring the 
MR images with different protocols was not a restricting factor for the technique. 
The time to complete a lumbar spine reconstruction was approximately eight hours, 
including image processing (10 minutes), segmentation (20 minutes), and removal 
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of unwanted structures (approximately 7 and a half hours). The overall time was 
obtained for datasets of 512*512*224 slices with resolution of 0.43*0.43*0.4𝑚𝑚3. 
Multiple software was needed to achieve the results, including Matlab, Image J (and 
its upgraded version FIJI), Amira and Geomagic Wrap/Control. 
Even though the removal of artefacts did not require a slice-by-slice manual 
segmentation, it was a complex process that had to be performed in an organized 
manner, with the user dividing the vertebral anatomy into subregions and manually 
selecting areas separated by 10 to 15 transverse slices. While high, this total time 
does not represent a problem for the targeted applications as the developed 
technique is in the early stages and it is mainly for research purposes. It is also 
believed that in clinical datasets, extraneous structures which are present due to 
PVE may not be present, hence the time required to remove artefacts will be 
reduced. Additionally, cortical bone is often more clearly defined in clinical datasets 
due to the surrounding soft tissue contrast, which may reduce the time to 
completion.   
It is recognised that the limitation of accurately reconstructing the transverse 
processes needs further examination, such as detailed analysis of the contrast 
enhancement and filtering techniques in this specific region. 
The results from the present study provided evidence that the developed technique 
can be used as a potential alternative for segmentation and solid geometry 
reconstruction of the lumbar vertebra from MRI. This method successfully used the 
combination of contrast enhancement and anisotropic filtering for image processing, 
and a robust thresholding segmentation technique.  
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Chapter 8 
8. Conclusions and further studies 
A semi-automatic segmentation and reconstruction technique was developed for 
reconstructing the lumbar vertebral anatomy from MRI. The application of the 
technique was demonstrated by the results reported in Chapter 5, where it was 
found that for both the full lumbar spines and L3 vertebrae, the positive and negative 
linear deviations were below 1.68 mm. 
The approximate accuracy for the complete lumbar spine surface was 1.49mm ± 
1.21mm for positive linear deviation and -1.29 mm ± 1.04mm for negative linear 
deviation. The approximate accuracy for a single vertebra was 1.26mm ± 1.10mm 
for positive linear deviation and -0.9mm ± 0.92mm for negative linear deviation. 
These linear deviations were calculated in relation to CT reconstructed vertebral 
surfaces. In each case, the deviation related to L3 was reduced compared to the 
complete lumbar spine deviation. 
The comparison of the predicted bending moment calculated from the MRI and CT 
surface reconstructions provided an indication of the potential variability in spinal 
biomechanics that could be expected for numerical models created using MRI 
reconstructed osseous anatomy. For the three lumbar spines with reasonably 
consistent bone quality, there was less than 5% error in the second moment of error 
calculated using the MRI surface compared to the CT surface reconstruction. This 
low error implied that the newly developed technique could generate osseous 
surface geometry with a reasonable level of accuracy for biomechanical analyses. 
With relation to image processing, the original MR images were successfully 
enhanced and filtered to apply a thresholding segmentation technique, preserving 
original DICOM information. The resulting surfaces were registered and validated 
using deviation analysis. It is important to note that the reconstructed models kept 
the original dimensions, allowing the comparison of solid models reconstructed from 
the current gold standard medical imaging modality, CT, to the resulting models 
based on MRI.  
The developed technique was demonstrated to be adaptable to different input 
datasets. It was tested in five different human lumbar spines, with two of these 
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spines demonstrating abnormal curvature and bone density, and the remaining 
three some age-related reduction in bone density. Similarly, the technique was 
tested using MRI data for a sheep spine which provided a bone density and 
vertebral anatomy comparable to younger vertebral bone. 
The developed technique presented some limitations in defining regions of the 
vertebrae, particularly the lateral margins of the transverse processes. However, it 
opens the door to the use MRI for segmentation of bone, specifically complex 
structures such as the spinal column, as the technique was able to reconstruct 
posterior elements such as the spinous processes. The necessity of moving from 
CT to a safer imaging technique such as MRI is closely linked to a further study 
considered at the Paediatric Spine Research Group (PSRG). This is to create 
patient-specific finite element models for biomechanical and kinematic analysis of 
the spine, relying on MRI datasets to derive model anatomy for both adults and 
children who suffer from spinal disorders. 
The image quality could be improved by using a stronger magnet (eg. a 7T clinical 
scanner) which may serve to improve the contrast between soft and bone tissue and 
thereby improve the accuracy of the reconstructed surface. While the time over 
which the scan is performed may also influence the MR image quality, the scan time 
of 15 minutes in this study was preferable from a patient management perspective. 
Increasing the scan time would require additional booked time on the MRI scanner 
and a follow on increase in cost to the patient/project. Additionally, younger patients 
do not easily tolerate longer periods spent motionless, thus risking compromising 
image quality during longer scan times due to the patient moving during the scan.  
This thesis presented a simple approach, using multiple open-source programs, with 
easy and user-friendly interfaces. In the future, the possibility of integrating the 
concepts developed in Matlab and Amira, by using a custom-developed algorithm 
for anisotropic diffusion, will be considered. This option will make a more 
straightforward technique for segmentation and reconstruction of the lumbar spine. 
Further studies must be undertaken to improve the modelling of the transverse and 
articular processes, and laminae. Overall, the performance of the technique in 
further examinations will be dependent on the bone density of the spines to be 
segmented, and upon the MRI sequence in terms of level of contrast between 
tissues. 
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Appendix A Matlab Executable for voxel size preservation 
% 
% VOXEL SIZE PRESERVATION CODE 
% 
% Author  : Jessica Benitez 
% Date    : Feb 2016 
% Course  : Master of Medical Engineering by Research 
%           Queensland University of Technology 
%           QUT 
%  
% Description : Change the format of datasets including voxel size  
%               preservation for DICOM 
% 
% Parameters  : MRI JPEG to MRI DICOM Files 
% 
% Return      : Converted images to appropriate format 
% 
clear ; close all; 
cd ('E:\sheep\cut and filtered_edge5_iter20');   % Change to the required directory containing 
the MRI dicom files 
dir_list = dir; 
  
mkdir('E:\sheep\cut and filtered_edge5_iter20_DICOM'); % Change this directory name for 
each set of dicom images analysed 
dir_save = ('E:\sheep\cut and filtered_edge5_iter20_DICOM'); % Change this directory name 
for each set of dicom images analysed 
  
[m,n] = size(dir_list); 
location_base = 74.2261; 
for i=1:m 
    filename = dir_list(i).name; 
    if length(filename) > 3 
        if filename(end-2:end) == 'jpg'  % % Change this extension to the one for the MRI 
dicoms 
            d =imread(filename); 
            %g=edge(d,'canny',0.3,4);% Used for canny edge detection method 
            newfilename=[filename(1:end-3) 'dcm']; 
            fullfilename = fullfile(dir_save,newfilename); 
                        
%dicomwrite(d,fullfilename,'SliceThickness',0.40000000596046,'PixelSpacing',[0.4296875;0.
4296875],'Origin',[82.4214;-16.5455;125.935],'SliceLocation', location_base - ((i-
1)*T3),'SOPClassUID', '1.2.840.10008.5.1.4.1.1.4','CreateMode','Copy');% Used for the 
human lumbar spine images  
            
dicomwrite(d,fullfilename,'SliceThickness',0.499996,'PixelSpacing',[0.488281;0.488281],'Orig
in',[82.4214;-16.5455;125.935],'SliceLocation', location_base - ((i-1)*T3),'SOPClassUID', 
'1.2.840.10008.5.1.4.1.1.4','CreateMode','Copy'); % Used for the ovine's spine images 
 
        end 
    end 
    i=i+1; 
end
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Appendix B 3D surfaces and 2D comparison of the lumbar 
spine 10622 
A)     B)    
C)    D)  
Figure 59 3D reconstructed surfaces of the lumbar spine 10622 in the frontal view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)     B)   
C)    D)   
Figure 60: 3D reconstructed surfaces of the lumbar spine 10622 in the left lateral view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)  B)   
C)    D)    
Figure 61: 3D reconstructed surfaces of the lumbar spine 10622 in the posterior view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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Figure 62: 2D comparison at L3 vertebra level of the reconstructed surfaces for the lumbar spine 10622. The continuous dotted line corresponds to the CT model 
and the dotted black line which is joined to the coloured lines correspond to the MRI model.
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Appendix C 3D surfaces and 2D comparison of the lumbar 
spine 10623 
A)   B)   
C)   D)   
Figure 63: 3D reconstructed surfaces of the lumbar spine 10623 in the frontal view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)   B)  
C)   D)   
Figure 64: 3D reconstructed surfaces of the lumbar spine 10623 in the left lateral view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)    B)   
C)   D)   
Figure 65: 3D reconstructed surfaces of the lumbar spine 10623 in the posterior view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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Figure 66: 2D comparison at L3 vertebra level of the reconstructed surfaces for the lumbar spine 10623. The continuous dotted line corresponds to the CT model 
and the dotted black line which is joined to the coloured lines correspond to the MRI model. 
Appendix D 
135 | P a g e  
 
Appendix D 3D surfaces and 2D comparison of the lumbar 
spine 10678 
A)   B)  
C)   D)  
Figure 67: 3D reconstructed surfaces of the lumbar spine 10678 in the frontal view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)  B)   
C)   D)   
Figure 68: 3D reconstructed surfaces of the lumbar spine 10678 in the left lateral view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)  B)   
C)   D)  
Figure 69: 3D reconstructed surfaces of the lumbar spine 10678 in the left lateral view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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Figure 70: 2D comparison at L3 vertebra level of the reconstructed surfaces for the lumbar spine 10678. The continuous dotted line corresponds to the CT model 
and the dotted black line which is joined to the coloured lines correspond to the MRI model.
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Appendix E 3D surfaces and 2D comparison of the lumbar 
spine 10513 
A)  B)   
C)   D)  
Figure 71: 3D reconstructed surfaces of the lumbar spine 10513 in the frontal view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)   B)  
C)  D)   
Figure 72: 3D reconstructed surfaces of the lumbar spine 10513 in the left lateral view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)   B)  
C)   D)   
Figure 73: 3D reconstructed surfaces of the lumbar spine 10513 in the posterior view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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Figure 74: 2D comparison at L3 vertebra level of the reconstructed surfaces for the lumbar spine 10513. The continuous dotted line corresponds to the CT model 
and the dotted black line which is joined to the coloured lines correspond to the MRI model.
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Appendix F 3D surfaces and 2D comparison of the lumbar 
spine 10557 
A)   B)   
C)   D)    
Figure 75: 3D reconstructed surfaces of the lumbar spine 10557 in the frontal view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
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A)    B)  
C)      D)   
Figure 76: 3D reconstructed surfaces of the lumbar spine 10513 in the left lateral view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation threshold is ±4mm and 
regions of gray fall outside this deviation threshold. 
 
Appendix F 
145 | P a g e  
 
A)    B)   
C)   D)   
Figure 77: 3D reconstructed surfaces of the lumbar spine 10513 in the left lateral view. A) 
Reconstructed surface based on CT, B) Reconstructed surface based on MRI, C) MRI surface 
cleaned using Geomagic, and D) Deviation distribution is shown as a contour map with the 
contour colours illustrating the linear deviations in mm. The deviation  threshold is ± 4mm and 
regions of gray fall outside this deviation threshold. 
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Appendix G L3 isolation from the lumbar spines and 
deviation distribution in contour map 
 
A)  B)   
 
C)  
Figure 78: L3 extracted from lumbar spine 10622, A) CT surface B) MRI surface and C) Deviation 
Distribution. 
A)   B)   
 
C)  
Figure 79: L3 extracted from lumbar spine 10623, A) CT surface B) MRI surface and C) Deviation 
Distribution. 
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A)   B)   
C)   
Figure 80: L3 extracted from lumbar spine 10678, A) CT surface B) MRI surface and C) Deviation 
Distribution. 
A)   B)   
C)  
Figure 81: L3 extracted from lumbar spine 10513, A) CT surface B) MRI surface and C) Deviation 
Distribution. 
 
 
