It is shown that an interpolation theorem with L 1 -growth condition holds on the cycle spaces of q-complete manifolds with respect to those holomorphic functions arising as integrals of∂-closed (q−1, q−1)-forms. The proof is based on the L 2 -method of Andreotti and Vesentini.
Introduction
Let M be a (connected and paracompact) complex manifold of dimension n and let C k (M ) be the k-th cycle space of M . C k (M ) consists of formal linear combinations of finitely many compact and irreducible k-dimensional complex analytic subsets of M with positive integral coefficients.
C k (M ) is canonically endowed with the structure of a reduced complex analytic space (cf. [B-2] ).
The notion of cycle spaces has its origin in the classical function theory of Abel and Jacobi, and was first generally formulated by D. 2] after the fundamental work of A. Douady [D] .
In virtue of the basic works of A. Andreotti, F. Norguet, Y.-T. Siu and Barlet, it turned out that C k (M ) is a Stein space if M is (k + 1)-complete in the sense of Andreotti-Grauert [A-G] (cf. [A-N-1, 2] , [N-S] , [B-1, 2] ). Recall that M is said to be q-complete if there exists a C 2 exhaustion function ϕ :
M −→ [0, ∞) such that its Levi form has everywhere at least n − q + 1 positive eigenvalues on M . We say ϕ is a q-convex exhaustion function on M . The analytic sheaf cohomology theory of [A-G] was applied in [A-N-1, 2] and [N-S] to study the space, say A k (= A k,M ) of holomorphic functions on C k (M ) arising as integrals of C ∞∂ -closed (k, k)-forms over k-cycles, especially when M is (k + 1)-complete.
On the other hand, Barlet showed in [B-2] that the elements of A k are actually holomorphic with respect to the canonical complex structure of C k (M ).
Although not explicitly mentioned in the literature, after the establishment of the general notion of cycle spaces, it is concluded immediately by this approach that the followings hold for every component Ω of C k (M ), whenever M is (k + 1)-complete and admits a Kähler metric.
(1) Ω is A k -convex, i.e. the set
(2) Any two points of Ω can be separated by some element of A k .
Moreover, it is known from the works of A. Fujiki [F] and T. Nishino [N] that the A n−1 -convexity of Ω ⊂ C n−1 (M ) is true if M is either compact or pseudoconvex.
Therefore, a significant relationship exists between the geometry of M and the analysis of A k . The purpose of the present article is to clarify a quantitative aspect of this relation by establishing the following. 
Here | · | g and dV g denote respectively the length and the volume form with respect to g.
In case M admits a Kähler metric and {γ µ } is contained in a connected component of C k (M ), the assumption on γ µ is equivalent to the discreteness of
It is likely that there exist sharper variants of Theorem 0.1 with respect to the growth conditions on ω and that they are useful in specific situations of complex geometry.
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§1. Preliminary -A Theorem of Andreotti-Vesentini
Let us recall a basic method of solving the∂-equation on k-complete manifolds after preparing some notations. Everything in this section is well known and routine.
Let M be a k-complete manifold of dimension n, let ϕ be a C ∞ k-convex exhaustion function on M , and let g be a C ∞ complete Hermitian metric on
denote the inner product of u and v with respect to g and ϕ, i.e.
where u, v denotes the pointwise inner product of u and v with respect to g and dV denotes the volume form with respect to g.
We put
Let ω g be the fundamental form of g, let e(ω g ) be the exterior multiplication by ω g , and let Λ = Λ g be the pointwise adjoint of e(ω g ) with respect to the inner product u, v .
Let
Similarly as above, for any holomorphic Hermitian vector bundle (E, h) over M , we consider the space of C ∞ compactly supported E-valued (p, q)-forms and their completions, which we denote respectively by (C p,q
denotes the holomorphic tangent (resp. cotangent) bundle of M , and the norm ϕ is with respect to g and the fiber metric on
induced from g and h. Let∂(resp. ∂) be the complex exterior derivative of type (0, 1) (resp. (1, 0)) acting on the space of currents on M .
The maximal closed extension of∂ C p,q
(M ) ϕ will be denoted by the same symbol as∂. Recall that the domain of∂ in L p,q (2) (M ) ϕ , say Dom∂, is defined as the set of elements u for which∂u, as a (p,
Let ϑ ϕ (resp.θ) be the formal adjoint of∂(resp. ∂) with respect to (, ) ϕ (resp. (, ) 0 ), and put ∂ ϕ = ∂ − e(∂ϕ), where e(∂ϕ)u := ∂ϕ ∧ u. Then ∂ ϕ is the formal adjoint ofθ with respect to (, ) ϕ .
The operators∂,θ and ϑ ϕ naturally act on C p,q 0 (M, E). By an abuse of notation, we shall denote the formal adjoint ofθ:
We recall basic formulas satisfied by∂,θ, ϑ ϕ and ∂ ϕ . First we quote two formulas from [O, Theorem 1.3] as follows.
(1)
Here T 1 and T 2 are independent of ϕ, and they are of order 0, i.e. T j (fu) = fT j (u) hold for any C ∞ function f and for any current u. As is well known,
Let x ∈ M and let σ 1 , . . . , σ n be a basis of the holomorphic cotangent space of M at x such that
hold. Note that γ j are continuous functions on M . By assumption γ k (x) > 0 everywhere. Once for all we shall fix ϕ and choose the metric g in such a way that
holds at any point of M . We shall say that ϕ is a hyper-k-convex function with respect to g if (3) holds everywhere.
Let Θ h denote the curvature form of h. Then
where e(·) denotes the exterior multiplication from the left hand side. Hence, combining (1), (2) and (3), we obtain
Here [, ] denotes the commutator.
From (5) we deduce the following. 
Accordingly, applying Proposition 1.
and combining (6) with the Hahn-Banach's theorem we obtain
Theorem 1.2 (cf. [A-V]). Let (M, ϕ) be a q-complete manifold of dimension n. Then there exists a complete Hermitian metric g on M and a C
holds true for any C ∞ convex increasing function τ and for any p ≥ 0. Moreover, one can choose ρ in such a way that, for any τ and p as above and for
§2. An Interpolation Theorem
Before going into the proof of Theorem 0.1, we prepare an elementary lemma. Proof. By a local holomorphic change of coordinate, it suffices to prove the assertion by assuming that
for some quadratic holomorphic polynomial Q(z).
Replacing ϕ by ϕ − ϕ(0) if necessary, we may assume that ϕ(0) = 0. Let U be a neighbourhood of 0 such that
Since ϕ|Y is strictly plurisubharmonic and ϕ|X takes its maximum at 0, the origin is isolated in X ∩ Y . Hence we may assume that X ∩ Y = {0} by shrinking U is necessary.
Then it suffices to put f (z) = e Q(z) and shrink U again if necessary. Now let (M, ϕ) be a (k + 1)-complete manifold of dimension n, and let γ µ (µ = 1, 2, . . .) be a sequence in C k (M ) such that one can find x µ in the support |γ µ | of γ µ so that x µ ∞ µ=1 has no accumulation points. Once for all we fix a complete Hermitian metric g on M for which ϕ is hyper (k + 1)-convex (see §1).
Proof of Theorem 0.1. Since ϕ is an exhaustion function by the assumption on γ µ one can find x µ ∈ |γ µ | in such a way that
Let a µ (µ = 1, 2, . . .) be a strictly increasing sequence of real numbers such that
For simplicity we shall prove the assertion only for the case a µ = ϕ(x µ ), since the proof given below can be easily modified to prove the general case.
In this situation, we shall construct an increasing sequence τ 0 , τ 1 , . . . , τ µ , . . . of convex increasing functions on R and a sequence of∂-closed (k, k)-forms ω 0 , ω 1 , . . . , ω µ , . . . in such a way that the limit τ of τ µ exists and (τ, {ω µ } ∞ µ=1 ) satisfies the following.
ω µ exp(τ (ϕ(x µ ))) converges on compact subsets of M absolutely (9) with respect to Sobolev norms of any order.
(10)
Then, by (8) and (10), the correspondence defined by
say T , will become a strictly norm-decreasing map from the space of sequences {c c τ < ∞} into itself. Id − T will then be invertible. Combining this with (9) and (11), we shall obtain the desired conclusion.
To find such {τ µ } and {ω µ } inductively, we first put τ 0 = ρ(t) and ω 0 = 0. Here ρ(t) is a C ∞ convex increasing function as in Theorem 1.2 for q = k + 1.
We choose ρ(t) in such a way that
Suppose that τ 0 , . . . , τ µ−1 and ω 0 , . . . , ω µ−1 have already been found in such a way that (12) τ ν = τ ν−1 + σ ν for some nonnegative convex increasing function σ ν ,
for 1 ≤ ν ≤ µ, where ∇ denotes the covariant derivative,
Then we define τ µ and ω µ as in the following. Let σ * be a convex increasing function satisfying σ * (t) = 0 on (−∞,
We put τ *
By Lemma 2.1, there exists a coordinate neighbourhood U x µ , a holomorphic local coordinate z = (z 1 , . . . , z n ) around x µ on U , and a holomorphic function f on U such that
Then, for any ε > 0 we put
The values of ω ε will be put to be zero outside U . Note that ω ε = 0 if z ≥ e 2 ε or z ≤ ε.
holds for any A > 0. Here [β] denotes the largest integer which does not exceed β.
We choose
. This is possible because (20) holds. To be more explicit, one can argue as follows: There exist 0
Then the corresponding statement for τ * µ−1 follows automatically. Then for any α ∈ (0, 1) we choose ε 0 > 0 and A > 0 so that
From (23) we obtain
We note also that the supremum of |ω * ε (x)| on the set Therefore, if α = (n + 2 + µ) −1 , by Sobolev's embedding theorem applied after a suitable scale change, it follows that u ε,δ,σ −→ 0 in the C 0 -norm as ε −→ 0. Hence, for sufficiently small ε, for δ = | log ε| −1 , and for a sufficiently
