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1Dynamic Communication QoS Design for
Real-Time Wireless Control Systems
Bo Chang, Guodong Zhao, Lei Zhang, Muhammad Ali Imran, Zhi Chen, and Liying Li
Abstract—In the coming fifth-generation (5G) cellular net-
works, ultra-reliable and low-latency communication (URLL-
C) is treated as an indispensable service to enable real-time
wireless control systems. However, the extremely high quality-
of-service (QoS) in URLLC causes significant wireless resource
consumption. Moreover, to obtain good control performance
may not always require extremely high communication QoS.
In this paper, we propose a communication-control co-design
scheme to reduce wireless resource consumption, where we
obtain a dynamic communication QoS design method to reduce
the energy consumption by jointly using extremely high QoS
and a relatively low QoS. In this scheme, we first explore the
control process served by different communication QoS levels
and find that the whole control process can be divided into
two phases, where different QoS levels have their advantages in
different phases. Then, we obtain a threshold to decide when the
extremely high QoS or relatively low QoS should be provided by
communications. Simulation results demonstrate that our method
can effectively reduce communication energy consumption while
maintaining good control performance.
Index Terms—URLLC; real-time wireless control; co-design;
dynamic QoS allocation.
I. INTRODUCTION
In the coming fifth-generation (5G) cellular networks, ultra-
reliable and low-latency communication (URLLC) is proposed
as an indispensable communication service to enable real-time
wireless control systems [1]–[6]. A huge amount of applica-
tions in control systems, e.g., manufacturing, construction, and
medical treatment, are expected to be supported by URLLC.
For example, in health care, exoskeleton devices are strapped
to human’s body to enhance the moving ability. The reaction
time has to be short enough to coordinate with the body, which
is expected to be accomplished by real-time control.
When URLLC is used to enable real-time wireless con-
trol systems, there are some challenges to be solved, e.g.,
quality-of-service (QoS) requirement, communication security,
spectrum allocation, network scalability, independency to the
third-party infrastructure [7]. In this paper, we focus on QoS
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requirement in URLLC for wireless control systems. Recently,
some works have been done on resource allocation for URLLC
to meet the rigorous QoS, i.e., end-to-end (E2E) transmission
latency and reliability, from communication perspective [8]–
[14]. For example, the authors in [8] optimized the transmis-
sion power, bandwidth and antenna allocation to maximize the
energy efficiency in URLLC. In [12], the authors studied the
optimal number of consecutive multiple transmissions based
on the allocated wireless resource for randomly emerging
URLLC packet transmission. In [13], the authors analyzed
the feasibility that using multiple available communication
interfaces to maintain QoS requirements in URLLC. These
works indicate that a huge amount of wireless resource is
consumed to maintain the QoS requirements in URLLC, which
significantly impedes the implementation of URLLC in real-
time wireless control.
This paper intends to reduce the communication energy con-
sumption by jointly considering communication and control
sub-systems. We notice that some research on wireless control
have taken communication time delay and packet loss into
account [15]–[18]. In these works, the resource were scheduled
by existing communication protocols, where they showed that
imperfect communication coefficients have negative effect on
the average control performance. However, whether worse
control performance is always caused by lower communication
QoS has not been discussed, which is very difficult since the
allocated resource can be reduced once we find that low QoS
has positive contribution on control performance in certain
control stages. In [19], the authors pointed out that the resource
allocation is not compromising and should be reserved to
maintain the stringent QoS requirement in URLLC, which
indicates that the communication QoS can be arranged during
the control process.
In this paper, our motivation is to obtain a communication-
control co-design scheme to reduce the usage of the extremely
high QoS in URLLC, where we intend to use dynamic QoS
allocation, i.e., both extremely high QoS and relatively low
QoS, to serve the control process. In [20] and [21], we have
shown that the hybrid high and low communication QoS
can be adopted in wireless control systems. In this paper,
we further discuss our dynamic QoS allocation method by
communication-control co-design in details. We adopt two
QoS levels to develop our method. The high level adopts
the QoS in URLLC [10], and the low level adopts that
required in long-term-evolution (LTE) standard [22]. The main
contributions of this paper are summarized as follows.
• We analyze the relationship between communication and
control, where the effects of different communication
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Fig. 1. A typical real-time wireless control system.
QoS on control performance are obtained. Then, we find
that the control process can be divided into two phases:
in the first phase, the high QoS leads to better control
performance than low QoS; while in the second phase,
the low QoS outperforms high QoS in terms of control
performance.
• We prove that the effects of different communication
QoS on control performance are different during the w-
hole control process, where both different communication
time delay and different communication reliability are
discussed.
• We propose dynamic QoS selection algorithms to obtain
a threshold to determine QoS allocation throughout the
whole control process, which can significantly reduce the
communication energy consumption while maintaining
good control performance.
The rest of this paper is organized as follows. In Section
II, the real-time wireless control system model with time
delay and packet loss is presented. In Section III, the control
process divides into two phases in terms of communication
QoS. In Section IV, the dynamic communication QoS selection
algorithms reducing communication energy consumption is
proposed. In Section V, simulation results are provided to show
the performance. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
As shown in Fig. 1, a typical real-time wireless control
system is presented, where we focus on one control loop.
In such a system, the uplink from the sensor to the remote
controller transmits the sampling signal of the plant state y and
the downlink from the remote controller to the plant transmits
control input signal u. We assume that the uplink experiences
transmission time delay and packet loss, while the downlink
is perfect1. In the following of this section, we first obtain
the real-time wireless control functions with communication
time delay and packet loss. Then, we discuss the metrics
used to evaluate the system performance from the control and
communication aspects, respectively.
A. Control Function
Once the samples of the current plant state is ready at
the sensor, they will be sent to the remote controller. After
the calculation by the remote controller, the control input
command sends back from the remote controller to the plant.
Finally, the state is updated, which is determined by both the
current state and the control input. According to the above
process, the continuous control system is given by a linear
differential equation as [23]
dx(t) = Ax(t)dt+Bu(t)dt+ dn(t), (1)
where x(t) is the plant state at time t, u(t) is the control
input, and n(t) is the process disturbance caused by additive
white gaussian noise (AWGN) with zero mean and variance
Rn. In addition, A and B represent the control system pa-
rameter matrices, where the elements of them are related with
system physical intrinsic coefficients. The elements in system
parameter matrices A and B have real physical meanings,
where the details can be obtained in [24] and [25].
To obtain the discrete time control system, we assume that
hk represents the time varying sample period at the sensor,
where hk consists of the wireless transmission time delay
dk and a constant idle period d¯. Their relationship2 can be
expressed as
hk = d¯+ dk, (2)
where the sample period hk is affected by the latency dk.
Here, k = 1, 2, 3, · · · , N represents the time index of the
time sequential control process. Then, the discrete time control
model with time delay dk can be obtained as
xk+1 = Ωkxk +Φ
k
0uk +Φ
k
1uk−1 + nk, (3)
with observations at the sensor
yk = Cxk + n
′
k, (4)
where Ωk = eAhk , Φk0 =
(∫ d¯
0 e
Atdt
)
B, Φk1 =(∫ hk
d¯ e
Atdt
)
B, n′k ∈ Rn is the disturbance caused by AWGN
with zero mean and variance R′n, and k (k = 0, 1, 2, · · · , N)
is the index of the sample time in the control process.
Considering the packet loss, we represent the packet loss
probability as ε. Then, the successful transmission probability
at time index k can be expressed as Pr{lk = 1} = 1−ε. Thus,
the samples received at the remote controller can be expressed
as
yˆk =
{
Cxk + n
′
k, lk = 1,
0, lk = 0.
(5)
1The scenario that both uplink and downlink experience imperfect channel
is considered as a future work.
2In this paper, we consider the case that the cycle time of the control loop
is flexible. Thus, the proposed method is not suitable for the case where the
data is sampled and transmitted in fixed period [26].
3Assuming ξk = (xTk uk−1)
T is the generalized state, then
the control function in (3) and (4) can be rewritten as
ξk+1 = Ωdξk +Φduk + n¯k, (6)
and
yˆ′k = lk(Cdξk + n¯
′
k), (7)
where n¯k = (nTk 0), n¯
′
k = (n
′T
k 0), Φd =
(
Φ0
I
)
, and
Cd = (C 0). According to [15], we assume Ωk = Ω. Then,
we have Ωd =
(
Ω Φ1
0 0
)
. Note that the stability of the
control system with transmission time delay and packet loss
has be discussed in [15] and [27]. Thus, we only focus on the
control performance in this paper.
B. Performance Evaluation Criterion
1) Control Performance: Control cost is usually treated as
the criterion to evaluate control performance [27][28]. In this
paper, the quadratic control cost is adopted, which is defined
as a sum of the deviations of the state from its desired setpoint
and the magnitude of the control input [15],
JN = E
[
ξTNWξN +
N−1∑
k=0
(
ξTkWξk + u
T
kUuk
)]
, (8)
whereW is the weight of the state and U is the weight of the
control input. Since the plant state possesses the top priority in
real-time control for manufacture, we assume that the weight
on plant state W is much larger than that on control input U
in (8).
When optimal feedback control law is used, the minimum
value for JN can be expressed as [16]
J∗N =ξ
T
0 S0ξ0 +Tr(S0P0) +
N−1∑
k=0
(Tr((ΩTd Sk+1Ωd
+W − Sk)Elk [Pk|k]) + Tr(Sk+1Rn)),
(9)
where ξ0 = (xT0 , 0)T . The initial state x0 is a white Gaussian
random variable with mean x¯0 and covariance P0, and the
initial value is SN =W. Furthermore, according to Appendix
A, we can obtain the calculation of the parameters in (8) and
(9).
2) Communication Performance: In this paper, the wireless
energy consumption is considered as the criterion for com-
munication performance, where we assume that the occupied
frequency bandwidth is fixed and the bandwidth providing the
best channel gain is selected. In URLLC, the channel capacity
with transmission time delay and packet loss is different from
the traditional Shannon capacity since the packet length is
finite in URLLC [31]. Thus, we introduce the criterion for
wireless resource consumption in details.
According to [31], the available uplink capacity can be
obtained as
Cbit≈ TdBd
ln 2
{
ln
(
1+
h2fgp
N0Bd
)
−
√
V
TdBd
f−1Q (ε)
}
. (10)
where the available uplink rate Cbit is the Shannon capacity e-
liminating the error bits that introduced by channel dispersion,
and the channel dispersion V is expressed as
V = 1− 1
[1 +
h2fgp
N0Bd
]2
. (11)
In (10) and (11), Td is the allocated time resource, Bd
is the allocated frequency resource, p is the transmission
power, f−1Q (·) is the inverse of the Q-function, ε is the error
probability, N0 is the single-sided noise spectral density, g is
the path-loss, and hf is the small-scale fading.
Without loss generality, we consider the following channel
path-loss model [29]
g[dB] = −128.1− 37.6 lg(d), for d ≥ δ, (12)
where d is the distance between two nodes, and δ = 35 m is
the minimum distance between them. The small-scale fading
hf follows Rayleigh distribution with mean zero and variance
σ2h = 1. we assume that the small fading channel coherence
time is larger than the uplink frame duration, i.e., we consider
block fading channel [30].
Based on the above discussion, the transmission power p∗
can be calculated by solving the equation (10) for given data
length Cbit. Thereby, the energy consumption3 throughout the
control process can be expressed as
Etol =
N∑
k=1
p∗k, (13)
where p∗k is the transmission power for the k-th sample with
time delay dk and packet loss probability εk.
III. COMMUNICATION-CONTROL CO-DESIGN BASED
CONTROL PROCESS PARTITION
Our goal is to reduce the communication energy consump-
tion by dynamic QoS design while maintaining good control
performance compared with only using extremely high QoS in
URLLC. To achieve this goal, it is very important to find that
whether low communication QoS level outperforms high QoS
during the control process. In the following of this section, we
first analyze the effects of different communication QoSs on
instantaneous control performance. Based on that, we conclude
that the control process can be divided into two phases, and
an example is illustrated to verify our analysis.
A. Effect of Different Communication QoSs on Control Per-
formance
In this subsection, we discuss the effect of different commu-
nication QoSs i.e., communication time delay and reliability,
on control performance, and we conclude the effect of time
delay and reliability, respectively.
3Note that from (10), it can be obtained that if the transmission power
is fixed, we can also obtain the the number of resource blocks (time
slot multiplied by bandwidth) that is used to meet communication QoS
requirement. Thus, our results actually reflect the number of resource block
to be used.
41) Different Communication Delay: From (6), the time de-
lay is modeled into the control function. Thus, the analysis on
communication time delay is based on the control parameters
in (6). Since the initial control input is empty, the palnt state
first increases when the time index k increases. Then, the
state gradually reduces to the pre-set state since the control
input is executed based on the linear feedback from the remote
controller. In the following, we discuss them in more details.
According to [15], the estimated state value is approximate-
ly equal to the actual state value. We replace the state by the
estimated state at the remote controller for further discussion.
Then, the state covariance can be expressed as
Pk+1 = E
[
xk+1x
T
k+1
] ≈ E [xk+1|k+1xTk+1|k+1]
= E[
(
xk+1|k +Kk+1(yk+1 −Cxk+1|k)
)(
xk+1|k +Kk+1(yk+1 −Cxk+1|k)
)T
]
= ΩPkΩ
T +Rn − lkΩPkCT
(CPkC
T +Rn′)
−1CPkΩ.
(14)
For convenience, we assume C = I and consider the case4
with lk = 1. Then, (14) can be expressed as
Pk+1 = ΩPkΩ
T +Rn −ΩPk(Pk +Rn′)−1PkΩ. (15)
Furthermore, the state amplitude is represented by the state
norm x¯k = ||xk||2, which can be expressed as the trace of
Pk+1, i.e.,
Tr(Pk+1) = Tr(ΩPkΩ
T +Rn −ΩPk(Pk +Rn′)−1PkΩ)
= Tr(ΩPkΩ
T ) + Tr(Rn)− Tr(ΩPk(Pk +Rn′)−1PkΩ).
(16)
Taking derivation on Pk in (16), we can obtain
d(Tr(Pk+1)) = Tr(ΩΩ
T dPk)− Tr(ΩdPk(Pk+
Rn′)
−1PkΩ+ΩPkd(Pk +Rn′)−1
PkΩ+ΩPk(Pk +Rn′)
−1dPkΩ)
= Tr(ΩΩT dPk)− Tr((Pk +Rn′)−1
PkΩΩdPk − (Pk +Rn′)−1PkΩΩ
Pk(Pk +Rn′)
−1PkdPk
+ΩΩPk(Pk +Rn′)
−1dPk)
≈ Tr(ΩΩT dPk)− Tr(ΩΩdPk
−ΩΩPkdPk +ΩΩdPk)
= Tr((ΩΩT − 2ΩΩ+ΩΩPk)dPk),
(17)
where the approximation term is based on the fact that Rn′ is
small and can be ignored [15], i.e., (Pk +Rn′) ≈ Pk . If the
absolute value of d(Tr(Pk+1)) is large, it means that the state
updates rapidly and sharply. On the contrary, if the absolute
value of d(Tr(Pk+1)) is small, it means that the state updates
slowly and smoothly. To obtain the property of the first order
derivation, we need to use the second order derivation of (16),
i.e.,
d2(Tr(Pk+1)) = Tr(ΩΩdP
2
k). (18)
4The case with lk = 0 can be obtained using the same method.
We can obtain that the second order derivation in (18) is
positive, which means that the first order derivation in (17)
increases monotonously. Furthermore, large elements in Ω
implies large second order derivation in (18), which means
large gradient in (17). Considering the relationship between
the wireless service and Ω, large time delay leads to large
elements in Ω. Thus, for the state norm, the absolute value
of the first order derivation via low QoS service is larger than
that via high QoS service. This means that the state of the low
QoS service updates more rapidly and sharply than the high
QoS service.
Based on the above discussion and considering the stable
theorem in [15], under the optimal feedback control law, we
conclude that:
(1) Plant state update with latency. For either high latency
or low latency, the state first deviates from the pre-set state.
As the development of the control process, the state returns to
the pre-set state gradually.
(2) Effect of different latency. Compered with low latency,
high latency leads to larger Ω, which means that the state
changes more rapidly and sharply as the time index k increases
in the control process. !
2) Different Communication Reliability: In this subsection,
we discuss the effect of different communication reliability
on control performance. Since the control cost considered in
this paper is dominated by the plant state, the Lyapunov-like
function is used to analyze the effect, which is expressed as
[32]
Ξk = ξ
T
kWξk, (19)
The Lyapunov-like function focuses on the plant state of each
time step k, where the plant state updates with rate ρ during
the control process. To satisfy the rate ρ < 1, the following
expression holds [32]
E[Ξk+1|ξk] ≤ ρΞk + Tr(WR′n), (20)
where E[·] represents the expectation operator.
Jointly considering the packet loss and Lyapunov-like con-
trol function, we can obtain
E[Ξ(ξk+1)|ξk] = Pr{lk = 1}ξTk (Ωd +Φd)TW(Ωd +Φd)ξk
+ Pr{lk = 0}ξTk ΩTdWΩdξk
+ Tr(WR′n).
(21)
Since Pr{lk = 0} = 1− Pr{lk = 1}, we can obtain
Pr{lk = 1} ≥
ξTk (Ω
T
dWΩd − ρW)ξk
ξTk (Ω
T
dWΩd − (Ωd +Φd)TW(Ωd +Φd))ξk
,
(22)
which means that the upper bound of the control performance
related with ρ is determined by the successful transmission
probability in communication sub-systems.
Let
c = sup
y∈Rn,y ̸=0
yT (ΩTdWΩd − ρmW)y
yT (ΩTd PmΩd − (Ωd +Φd)TW(Ωd +Φd))y
(23)
5represent the supremum of the left-hand term of (22). The
optimal c can be obtained by available positive semidefinite
(PSD) programming method [33][34]. The optimal c is related
with Ωd, Φd, and Pr{lk = 1}, which means that c∗ is not only
determined by control parameter, but also the communication
time delay and packet loss. For given transmission time delay,
the relationship of the plant state update and communication
reliability is related with c∗, and from (23), we can obtain the
following conclusions.
(1) Plant state update with reliability. For either high
reliability or low reliability, the state first deviates from the
pre-set state. As the development of the control process, the
state returns to the pre-set state gradually.
(2) Effect of different reliability. Compered with high
reliability, low reliability leads to larger plant state update rate
ρ, which means that the state changes more sharply with lower
reliability. !
B. Communication QoS Based Control Process Partition
In this subsection, based on the separate analysis on com-
munication time delay and reliability, we conclude the effect of
communication QoS on the plant state update and obtain that
the control process before stable state can be divided into two
phases by different communication QoSs. Then, an example
is given to explain our conclusion. Finally, we discuss the
communication QoS bound that should be considered when
we choose the communication QoS.
1) Effect of different QoS on state update: Based on the the
separate conclusions on latency and reliability, we can obtain
the conclusion of the effect of different QoS on state update
as following:
(1) Plant state update with communication QoS. For
either high QoS or low QoS, the state first deviates from the
pre-set state. As the development of the control process, the
state returns to the pre-set state gradually.
(2) Effect of communication QoS. Compered with high
QoS, the state changes more fast and sharply with low QoS.
Based on the above conclusion, we can obtain that compared
with high QoS, the the plant state with low QoS increases
faster at the initial phase, reaches to a larger state with the
control process performing, and then decline faster before the
state being stable. Thus, the whole control process before the
state being stable can be divided into two phases based on
the difference of the state changes introduced by different
communication QoSs. Generally, before the state reaches to
the largest value, the control process should be served by
the high QoS to maintain good control performance. On the
contrary, after the largest state value and before the state
being stable, the control process should be served by the
low QoS to reduce the communication energy consumption
while maintaining good control performance, where the low
communication QoS outperforms the high QoS in the control
phase. Furthermore, when the state is stable, the difference
between the states served by both low QoS and high QoS
can be ignored. Thus, stable phase can be served by low
QoS to reduce the communication energy consumption while
maintaining good control performance. We conclude the above
analysis in the following property.
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Fig. 2. An example shows the state update when the communication QoS
is different.
Property 1. The whole control process can be divided into
two phases in terms of communication QoS. The first phase
is the control process from the initial state to the maximum
state value. Then second phase is the control process from
the maximum state value to the end of the control process.
Furthermore, low QoS outperforms high QoS in terms of
control cost and communication energy consumption when the
plant state returns to the preset point from the maximum state
value. !
2) An example for the effect of different QoS: As shown
in Fig. 2, an example is shown to illustrate the effect of
different communication QoSs on state update in the control
process, where the sampling period is 100 ms, the initial state
is (100, 100), and other simulation parameters are set the same
as those in Section V. Here, the optimal control law is adopted,
where there is no control input at the initial sampling, which
would lead to that the state deviates from the pre-set state.
Note that the state value is represented by the state norm
x¯k = ||xk||2, the state value of high QoS is represented by
x¯highk , and the state value of low QoS is represented by x¯
low
k .
From the figure, we can obtain that the state update at different
time index agrees with the aforementioned conclusions. On
the one hand, when k increases from 1 to 13, the state value
first increases and then decreases. On the other hand, from the
figure, the state value with low QoS changes more sharply and
rapidly than that with high QoS.
Furthermore, when 1 < k < 5, the state value of high QoS
is less than that of low value, i.e., x¯highk < x¯
low
k . Thus, from
(8), we can obtain that the instantaneous control cost of high
QoS is less than that of low QoS, which means that high QoS
outperforms low QoS in terms of control cost when 1 < k < 5.
On the contrary, when 5 ≤ k < 13, low QoS outperforms high
QoS in terms of control cost. The observation in the example
shown in Fig. 2 can verify the conclusions and Property 1
in Section III.B. Furthermore, the two control phases can be
distinguished by the time index when the state served by low
QoS is no more than that served by high QoS during the
6control process before the state being stable.
3) Bound for Available Communication QoS: The afore-
mentioned discussion has explained that low communication
QoS outperforms compared with extreme high QoS at some
stages in the control process. However, to maintain the stability
of the control system, there is a bound for the low QoS,
which has been discussed in [15] and we summarize it in
the following lemma:
Lemma 1. The necessary and sufficient condition for sta-
bility of the adopted linear real-time wireless control system
is that |Ωd|2εth < εth and Φd is invertible, where |Ωd| =
max |λ(Ωd)| is the largest eigenvalue of the matrix Ωd. !
By choosing the QoS satisfying the conditions in Theorem
1, the proposed method can be performed while maintaining
stability of the control systems.
IV. CONTROL PROCESS PARTITION BASED DYNAMIC QOS
DESIGN
In this section, we discuss how the extremely high QoS
and relatively low QoS are dynamically used in the control
process. Based on the stability conditions in Section III, we can
obtain that the available communication QoS is in a continuous
region. Thus, the optimal dynamic QoS selection method can
be obtained within this region theoretically. According to the
conclusions about the effect of different QoS on state update,
we can obtain that the method only considering two levels
of QoS is optimal, where the one QoS level is as high as
that can be provided and the other one is the lower bound
to maintain the stability. Considering the compatibility with
the exist and upcoming cellular networks, two communication
QoSs are adopted in this paper: the first one is the QoS
required in URLLC, which is the highest QoS required in
the upcoming 5G; the second one is that used in current LTE
cellular networks. Both of the two levels are included in the
continuous region. From Property 1, there is a cross-point
when the state returns to the preset state from the maximum
value. In the following of this section, we discuss how to find
the cross-point using a threshold to determine the dynamic
communication QoS allocation by jointly considering the state
update and time index k.
A. Ideal Threshold Design
In this subsection, we obtain a time index threshold kth
for dynamic communication QoS allocation by observing the
state update with disturbance. This method is summarized in
Algorithm 1. In step 1, we assume that the disturbance nk
is perfectly known at the remote controller. Then, with the
perfect information about the state update function in step 1
and 2, the controller can calculate the state in the next time
index k+1. Thus, by comparing the states served by the two
communication QoS levels, the time index threshold kth can
be obtained.
In fact, it is unrealistic to obtain kth by Algorithm 1 since
the perfect disturbance cannot be obtained by the controller.
Thus, Algorithm 1 is an ideal threshold design (ITD) method.
To obtain the threshold kth, we propose a relaxed method in
the next subsection.
Algorithm 1 The ITD method
Input: A, B, C, dk, ε, the initial state x0, kth = 0, the pro-
cess disturbance n(t), and the AWGN of the observation
R′n
1: According to ξk+1 = Ωdξk+Φduk+nk, the updated state
can be calculated when high URLLC QoS is considered
2: According to ξ′k+1 = Ω
′
dξ
′
k + Φ
′
du
′
k + nk, the updated
state can be calculated when low QoS is considered
3: while ξk+1 < ξ′k+1, (k > 0) do
4: kth = kth + 1
5: end while
Output: kth
B. Relaxed Threshold Design
To obtain an effective threshold, we propose a relaxed
threshold design (RTD) method, where the disturbance is
ignored. Thus, the proposed RTD method can work well when
the disturbance noise is small. If nk ≪ ξk, then the disturbance
noise can be ignored and the plant update function in (6) can
be expressed as
ξk+1 ≈ Ωdξk +Φduk. (24)
To obtain the RTD algorithm, we further assume that the sen-
sor at the plant can receive signals from the remote controller.
Then, the control process can be virtually performed at the
remote controller. The threshold kth can be obtained when
x¯highk < x¯
low
k changes to x¯
high
k+1 > x¯
low
k+1. Finally, the remote
controller sends the calculation results back to the sensor to
determine the dynamic QoS design, where the high URLLC
QoS service is adopted when k < kth and the low QoS service
is adopted when k ≥ kth. The process is summarized in
Algorithm 2.
Algorithm 2 The proposed RTD method to determine the
threshold
Input: A, B, C, dk, ε, the initial state x0, and kth = 0
1: According to ξk+1 = Ωdξk+Φduk, the updated state can
be calculated when high QoS is considered
2: According to ξ′k+1 = Ω
′
dξ
′
k+Φ
′
du
′
k, the updated state can
be calculated when low QoS is considered
3: while ξ¯k < ξ¯′k, (k > 1) do
4: kth = kth + 1
5: end while
Output: kth
From the above discussion, the proposed RTD method can
obtain good performance when the disturbance is small. The
large disturbance case will be discussed in the simulation
results. In Section V, we obtain the system performance of
our proposed method.
V. SIMULATION RESULTS
In this section, we provide simulation results to demonstrate
the performance of the proposed method, where the system
model is the same as that in Fig. 1. The maximum time delay
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Fig. 3. The difference of the state norm with different time index when
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Fig. 4. Control cost with different control sample period.
of the high URLLC QoS is 1 ms and the maximum packet loss
ε is 10−5 [10]. In contrast, the maximum time delay of the
low QoS is 100 ms and the maximum packet loss ε is 10−3.
The control parameters are as follows: A =
(
2 14
0 1
)
, B =(
0
1
)
, C =
(
1 0
0 1
)
, P0 = 0.01I, W = I, U = 0.0001,
Rn′ = 0.01I, and the initial state is (100, 100). The length of
the discrete control process is N = 10000. In the simulations,
there are 100 bits in each packet, the communication system
bandwidth is 1 MHz, the single-sided noise spectral density is
−174 dBm/Hz, and the distance between the sensor and the
controller is 100 m. Each curve is obtained by 10000 Monte
Carlo trails if there is no extra declaration.
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A. Performance with Small Disturbance Noise
In this subsection, we consider the control and communica-
tion performance when the disturbance noise is small, where
Rn = 0.0001I.
1) Control Performance: Fig. 3 shows the difference of
the state norm when sample period is 600 ms, where the
simulation conditions are the same as that in Fig. 2. The y-
axis is defined as the difference between the state norm of
the control system serviced by high QoS and that serviced by
low QoS, i.e., ∆x¯k " x¯highk − x¯lowk . If ∆x¯k < 0, it means
that high QoS leads to smaller state than low QoS at time
index k, where high QoS is critical and should be adopted.
Otherwise, if ∆x¯k > 0, low QoS can be adopted to reduce
the energy consumption. Compared with the curve with initial
state (100, 100) when sample period is 100 ms in Fig. 2,
the differences are almost negative before the state returns to
stable state, where high QoS should be adopted. In addition,
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Fig. 7. Average transmission energy consumption with different disturbance
noise.
the difference is larger than that in Fig. 2. This is reasonable
since large sample period leads to large state change according
to (3). The comparison between Fig. 2 and Fig. 3 provides the
explanation for the control cost performance in the following
Fig. 4.
Fig. 4 demonstrates the control cost of the proposed method
in Section IV. From the figure, all the curves have an “U”
shape. This is related to both the time delay of the wireless
communications and the sample period of the control system.
From the communication aspect, a large ratio of the time delay
to sample period, i.e., dk/hk, leads to large control cost. Thus,
when sample period is small, time delay is dominant in control
cost. In addition, the control cost reduces with the sample
period increasing, since it leads to small dk/hk. From the
control aspect, a large sample period leads to large control
cost [15]. Thus, affected by the two aspects, the curves have
an “U” shape.
About the difference between the proposed method and
single QoS service in Fig. 4, we can obtain that the control cost
curves of the proposed method are lower than the conventional
method only using high URLLC QoS when sample period is
less than 400 ms, i.e., 100 ≤ hk < 400. On the contrary, when
hk ≥ 400, the control costs of the proposed method are almost
the same as that served by only high communication QoS. This
can be explained by the following two aspects. On the one
hand, the advantage of the low QoS in the proposed method
decreases with the sample period increasing since the control
cost is determined by communications when the sample period
is small. This is shown in Fig. 2, where the advantage of the
low QoS service is significant when the index of the control
process is larger than 5 and less than 13, i.e., 5 ≤ k < 13.
This leads to that the proposed method is better than the
conventional high QoS service. On the other hand, when the
sample period is large, control cost is gradually determined by
the control coefficient, i.e., the sample period, which offsets
the advantage of the low QoS service in the proposed method.
This can be seen from Fig. 2, where only high QoS service is
adopted before the stable state when hk ≥ 400. In summary,
the control cost of the proposed method is close to that only
using high QoS, and the optimal control cost is about 500
when the control sample period is 400 ms.
About the difference between the two methods of proposed
method in Fig. 4, we can obtain that the control cost of the
ITD method in Algorithm 1 is a little less than that of the RTD
method in Algorithm 2 when sample period is small, and then
they gradually overlap. This is reasonable since the obtained
threshold kth in ITD method is more accuracy than that in
RTD method, and the effect is large when the sample period
is small, i.e., 100 ≤ hk ≤ 400. Furthermore, from Fig. 4, the
optimal control cost when the sample period is hk = 400 ms in
RTD method is almost the same as that in ITD method, which
indicates that the RTD method works well when disturbance
noise is small.
2) Energy Consumption: Fig. 5 shows the wireless energy
consumption of the proposed method. From the figure, all
the curves decrease monotonously. This is reasonable since
the control process is performed with the same time for
different sample periods. Thus, large sample period leads to
small sample points, which leads to small energy consumption.
Compared with the energy consumption of only using low
QoS, the energy consumption of our proposed method only
increases about 5%. However, compared with high QoS, the
proposed method reduces the energy consumption by about
80%. This is reasonable since the designed threshold signifi-
cantly reduces the usage of high QoS in the control process. In
summary, the energy consumption of the proposed method is
significantly reduced compared with the conventional method
only using high QoS.
About the difference between the two methods of proposed
method in Fig. 5, we can obtain that the energy consumption
of the ITD method is a little less than that of the RTD method
when sample period is small, and then they gradually overlap.
The reason is the same as that in Fig. 4.
B. Performance with Different Disturbance Noise
In this subsection, we consider the communication and
control performance when the disturbance noise is different.
From the above subsection, the adopted sample period is
hk = 400 ms.
1) Control Performance: Fig. 6 demonstrates the control
cost of the proposed method when disturbance noise is d-
ifferent. From the figure, the curve of the ITD method is
approximatively horizontal when disturbance noise is different.
This is reasonable since the effect of disturbance noise is taken
into account in ITD method. However, the curve of the RTD
method increases monotonously with disturbance noise. This
is reasonable since the larger disturbance noise leads to larger
error in the obtained threshold kth.
2) Energy Consumption: Fig. 7 shows the wireless energy
consumption of the proposed method when disturbance noise
is different. From the figure, the curve of the ITD method is
approximatively horizontal when disturbance noise is different.
However, the curve of the RTD method increases monotonous-
ly with disturbance noise. The reasons for the above two
phenomena are the same as that in Fig. 6.
93) Summary: From Fig. 6 and 7, the disturbance noise have
large effect on both the control performance and communica-
tion performance. The control cost and communication energy
consumption of the RTD method increase monotonously with
the disturbance noise. In addition, the simulation results indi-
cate that the RTD method works well when the disturbance
noise is small.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, we proposed a dynamic communication QoS
allocation method throughout the control process to reduce
the communication energy consumption, which is based on
communication-control co-design. In our method, we an-
swered an important question when high URLLC QoS is
critical for the control performance and when the QoS can be
relaxed to a lower level. Then, we proposed an ITD method
and a RTD method considering the actual scenarios to obtain
the threshold for the dynamic QoS selection. Furthermore, we
analyzed the feasibility of the dynamic QoS selection, where
both the effect of the communication time delay and reliability
on the control performance were provided. From the analy-
sis, we obtained that low communication QoS can provide
better control performance than high QoS at certain stage in
the control process. Simulation results showed the proposed
method can significantly reduce the communication energy
consumption while maintaining similar control performance
only using high QoS. With our method, the real-time control
systems can be performed more efficiently using significantly
less wireless resource in wireless communications.
However, as one of the first trails discussing the effect of
the dynamic wireless communication design on the control
performance by communication-control co-design, there are
many other problems should be to dealt with. For instance, a
more effective method is desired to determine the threshold in
different disturbance noise cases. In addition, the scenario that
both the uplink and downlink experience time delay and packet
loss should be discussed. Furthermore, the validation in this
paper is only done by simulation, where the experiments on the
platform is needed to evaluate the performance of the proposed
method. In our future work, we would first propose some
platform schemes, and then assess them by analyzing large
amounts of wireless data collected from different industrial
environments according to [35]. After the assessment, we
choose the best scheme to evaluate the performance of the
proposed method on the platform. This would provide solid
validation of the whole system.
APPENDIX A
This appendix provides the detailed calculation of the pa-
rameters in (8) and (9).
According to [15], Sk is calculated by
Sk =Ω
T
d Sk+1Ωd +W −ΩTd Sk+1Φd(ΦTd Sk+1Φd
+ U)−1ΦTd Sk+1Ωd,
(25)
The generalized state can be estimated by a modified
Kalman filter, which can be obtained as follows.
• Step 1: prior generalized state estimation. The prior
estimation for the generalized state can be expressed as
ξˆk+1|k = Ωdξˆk|k +Φduk, (26)
where ξˆk|k is the generalized state estimation based on
the current generalized state, and ξˆk+1|k is the generalized
state estimation at time k+1 based on the last generalized
state at k.
• Step 2: prior error variance estimation. The prior estima-
tion for the error variance can be expressed as
Pk+1|k = ΩdPk|kΩTd +Rn, (27)
where Pk|k = E[(ξk − ξˆk)(ξk − ξˆk)T ] is the estimation
error variance, and Pk+1|k is the prior estimation error
variance at time k + 1.
• Step 3: optimal generalized state estimation. The opti-
mal generalized state estimation is the generalized state
estimation based on ξˆk+1|k, and can be expressed as
ξˆk+1|k+1 = ξˆk+1|k + lkKk+1(yk+1 −Cdξˆk+1|k), (28)
where Kk+1 will be discussed in the following Step 4.
• Step 4: optimal control gain estimation. The optimal
control gain estimation Kk+1 can be expressed as
Kk+1 = Pk+1|kCTd (CdPk+1|kC
T
d +Rn′)
−1. (29)
• Step 5: optimal error variance estimation. The optimal
error variance estimation is the error variance estimation
based on Pk+1|k, which can be calculated by
Pk+1|k+1 = Pk+1|k − lkKk+1CdPk+1|k. (30)
Finally, substituting the above parameters into (8), we can
obtain (9). Furthermore, to minimize the control cost in (8),
the control input needs to satisfy the following expression
uk = −
(
ΦTd Sk+1Φd +U
)−1
ΦTd Sk+1Ωdξˆk|k
= −Lk ξˆk|k.
(31)
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