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Abstract
Conditional expectations operators acting on Riesz spaces are shown to commute with a class of
principal band projections. Using the above commutation property, conditional expectation operators
on Riesz spaces are shown to be averaging operators. Here the theory of f -algebras is used when
defining multiplication on the Riesz spaces. This leads to the extension of these conditional expec-
tation operators to their so-called natural domains, i.e., maximal domains for which the operators
are both averaging operators and conditional expectations. The natural domain is in many aspects
analogous to L1.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Conditional expectations have been studied in an operator theoretic setting, by, for ex-
ample, de Pagter and Grobler [8], de Pagter et al. [5], and Rao [18,19], as positive operators
acting on Lp-spaces or Banach function spaces. In [15] we showed that many of the fun-
damental results in stochastic processes can be formulated and proved in the measure-free
framework of Riesz spaces.
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on Riesz spaces. Conditional expectations on Riesz spaces were defined in [15] as positive
order continuous projections mapping weak order units to weak order units and having
Dedekind complete range. We show that conditional expectations on Riesz spaces with
strong order unit are averaging operators, where the multiplication on the space is that in-
duced by the f -algebra structure [3,4,6,8,10,13,21,23,25,26,28]. Conditional expectation
operators commute with band projections where the band is generated by an element from
the range of the conditional expectation operator. A consequence of this commutation and
the f -algebra structure is that principal band projections can be represented via multipli-
cation where the multiplier is a strong order unit for the band. This, in turn, yields the
averaging operator property.
Having considered conditional expectation operators on Riesz spaces with strong order
units, we are in a position to study the averaging properties of conditional expectation
operators on Riesz spaces with weak order units. As for measure-theoretic conditional
expectations, see [17] and [9], this end is achieved via the construction of the maximal
extension of the conditional expectation operator, to its so-called natural domain. This
natural domain is the maximal Riesz subspace of the universal completion of the Riesz
space to which the conditional expectation operator can be extended and remain both a
conditional expectation and an averaging operator.
Finally when a Riesz space possesses an expectation operator compatible with the sto-
chastic process being considered, we show that the Riesz space process can be identified
with a classical stochastic process in a probability space.
2. Conditional expectation operators
Let (Ω,Σ,µ) be a finite measure space and F be a sub-σ -algebra of Σ . An element
g ∈ L1(µ) is called the conditional expectation of f relative to F if g is F -measurable
and
∫
E
g dµ = ∫
E
f dµ for all E ∈F . In this case g is denoted by E(f |F ).
Well-known properties of conditional expectations on probability spaces can be found
in [1,17–20,24]. Important among these properties are that conditional expectation opera-
tors are order continuous positive projections on L1(Ω,F ,P ) which leave the constant 1
function invariant.
The following result of Rao relates contractive projections to conditional expectations.
Proposition 2.1 [19]. Let (Ω,Σ,µ) be a finite measure space and 1  p < ∞. If
T :Lp(µ) → Lp(µ) is a positive contractive projection with T 1 = 1, then Tf = E(f |F ),
f ∈ Lp(µ), for a unique σ -algebra F ⊂ Σ .
These properties along with the following result, Theorem 2.2, motivate Definition 2.3
for conditional expectation operators on Riesz space. We use the notation and terminology
of Riesz spaces as may be found in [7,16,27,28].
Theorem 2.2. Let E be a Riesz space with a weak order unit and T be a positive order
continuous projection on E. There is a weak order unit e of E with T e = e if and only if
Tw is a weak order unit of E for each weak order unit w in E.
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nw ↑ e and the order continuity of T gives T (e ∧ nw) ↑ T e = e. But e ∧ nw  e,nw, so
the positivity of T enables us to conclude that T (e ∧ nw) T e,T (nw) and thus
e nT (w) ∧ e = nT (w)∧ T (e) T (e ∧ nw) ↑ e.
Hence nT (w) ∧ e ↑ e. It follows that e is in the principal band of E generated by Tw and
so Tw is a weak order unit of E.
Conversely, suppose Tw is a weak order unit for each weak order unit w. Then e := Tw
is a weak order unit, and as T is a projection, e is invariant under T . 
We define conditional expectations on Riesz spaces as below. The reader is referred
to [14] and [15] for consequences of this definition in the construction of a theory of sto-
chastic processes on Riesz spaces.
Definition 2.3. Let E be a Riesz space with weak order unit. A positive order continuous
projection T on E with range, R(T ), a Dedekind complete Riesz subspace of E, is called
a conditional expectation if T e is a weak order unit of E for each weak order unit e in E.
3. Commutation properties
In this section we prove that every band projection onto a principal band generated by
an element in the range of T , where T is a conditional expectation, commutes with T .
The proof of this proceeds as a consequence of the following lemma, which shows that the
band and its disjoint complement are invariant under T and that the range of T is invariant
under the band projection.
Lemma 3.1. Let E be a Riesz space with a weak order unit and T be a conditional expecta-
tion on E. Let B be the band in E generated by 0 g ∈ R(T ) and P be the corresponding
band projection. Then
(a) Tf ∈ B for each f ∈ B;
(b) Pf, (I − P)f ∈ R(T ) for each f ∈ R(T );
(c) Tf ∈ Bd for each f ∈ Bd .
Proof. (a) Let f ∈ B+. Since B is the band generated by g it follows that f ∧ ng ↑ f ,
which, with the order continuity of T , gives T (f ∧ng) ↑ Tf . Reasoning as in Theorem 2.2,
from the positivity of T we have
Tf  T (f ) ∧ ng = T (f ) ∧ T (ng) T (f ∧ ng) ↑ Tf,
and thus T (f )∧ ng ↑ Tf . As g is a generator of B , it follows that T (f )∧ ng ↑ PTf , and
consequently PTf = Tf .
For f ∈ B , let f = f+ − f−, where f+, f− ∈ B+. Since T is linear, we get Tf =
Tf+ − Tf− ∈ B .
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have that f ∧ ng ∈ R(T ) and thus f ∧ ng ↑ Pf ∈ R(T ).
If f ∈ R(T ), then f = f+ − f−, where f+, f− ∈ R(T )+, and as P is linear, so Pf ∈
R(T ) and thus (I − P)f = f − Pf ∈ R(T ).
(c) Let e be a weak order unit in E invariant under T , then e ∈ R(T ). From [28], Bd is
the band generated by (I − P)e and from (b), (I − P)e ∈ R(T ). So the result follows
from (a) with g replaced by (I − P)e. 
The following result shows that each conditional expectation on a Riesz space com-
mutes with the band projections associated with the bands generated by elements from
the range of the conditional expectation. This key result underlies the averaging properties
of conditional expectations and the construction of stopping times from sequences in the
Riesz space.
Theorem 3.2. Let E be a Dedekind complete Riesz space with weak order unit, T a condi-
tional expectation on E and B the band in E generated by 0 g ∈ R(T ), with associated
band projection P . Then T P = PT .
Proof. Let u ∈ B and v ∈ Bd . By Lemma 3.1, T P (u+v) = T u ∈ B and PT u = T u. Also
T v ∈ Bd which thus enables us to conclude that PT v = 0. Combining these results gives
PT (u + v) = T u = T P (u + v), which as E = B ⊕Bd , proves that T P = PT . 
4. Averaging operators
We use Theorem 3.2 to connect the notion of a conditional expectation on a Riesz space
to the notion of an averaging operator.
We recall from [28, p. 286] that if E is an Archimedean Riesz space and T is an opera-
tors defined on E, then T is called band preserving if T B ⊂ B for every band B in E. An
order bounded operator on E which is band preserving is called an orthomorphism. Let
Orth(E) = {T :E → E | T is an orthomorphism}.
Theorem 3.2 can be rephrased in terms of orthomorphisms as follows.
Theorem 4.1. Let E be a Dedekind complete Riesz space with weak order unit and T a
conditional expectation on E. Then T J = JT for all J ∈ Orth(R(T )).
When applied to L1(µ), Theorem 4.1 gives the well-known result that conditional ex-
pectations are averaging (see [27, p. 674]).
Let E be a Dedekind complete Riesz space E with order unit e ∈ E+, i.e., E is the ideal
generated by e, then E can be, uniquely, endowed with a multiplicative structure which is
compatible with both the ordering and addition on E in the sense that the following four
properties hold, see [28, Sections 34 and 35].
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(2) Multiplication is associative.
(3) Multiplication is distributive.
(4) e is the multiplicative unit.
This multiplication on E is commutative, e-uniformly continuous and |xy| = |x| |y| for all
x, y ∈ E. Principal band projections and multiplication commute in the sense that if B is
a principal band, then gh ∈ B , for g ∈ E and h ∈ B or equivalently, if P denotes the band
projection onto B , then gPe = Pg, see [28, p. 225–232] for more details. In particular,
with this multiplicative structure, E is an f -algebra, see [4, Theorem 19.4].
We use Theorem 3.2 to prove a version of the theorem of Freudenthal for conditional
expectations.
Theorem 4.2. Let E be a Dedekind complete Riesz space with a (strong/weak) order unit e
and T be a conditional expectation on E with T e = e. For each f ∈ R(T )+, there exists a
sequence (sn) such that sn ↑ f (e-uniformly/order) and each sn is of the form∑ki=1 aiPie,
where ai ∈ R and Pi is a band projection which commutes with T .
Proof. Let Bnj denote the band generated by (f − j2−ne)+ and P˜ nj denote the associated
band projection, for j = 1, . . . , n2n. Denote P˜ n0 := I and P˜ nn2n+1 := 0. Let Pnj = P˜ nj−1 −
P˜ nj and α
n
j = (j − 1)2−n, for j = 1, . . . ,1 + n2n. It is easily verified that
sn =
1+n2n∑
j=1
αnj P
n
j e ↑n f,
where this convergence is with respect to order. In the case of e being a strong order unit it
is apparent that the convergence is e-uniformly, as in this case |f − sn| 2−ne for large n.
Since (f − j2−ne)+ ∈ R(T ), Theorem 3.2 applies, giving that Pnj commutes with T . 
The next theorem proves that conditional expectation operators on Riesz spaces with
strong order units are averaging operators.
Theorem 4.3. Let E be a Dedekind complete Riesz space with order unit e, endowed with
the multiplicative structure obeying (1)–(4), above. Each conditional expectation operator
T on E which leaves e invariant is an averaging operator, i.e.,
T (gf ) = gTf, for f ∈ E, g ∈ R(T ).
Proof. Let f ∈ E+ and g ∈ R(T )+. By Theorem 4.2 there exist real numbers αnj and band
projections Pnj which commute with T such that gn ↑ g e-uniformly, where
gn =
kn∑
αnj P
n
j e ∈ R(T )+.j=1
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follows that
gnf =
(
kn∑
j=1
αnj P
n
j e
)
f =
kn∑
j=1
αnj P
n
j f.
Applying T to the above expression leads to
T (gnf ) = T
(
kn∑
j=1
αnj P
n
j f
)
=
kn∑
j=1
αnj T P
n
j f =
kn∑
j=1
αnj P
n
j Tf = gnTf.
Multiplication is e-uniformly continuous, since |pf − qf | = |p − q||f |M|p − q|, for
p,q ∈ E, where M is such that |f |Me. Thus gnf ↑ gf and gnTf ↑ gTf which along
with the order continuity of T yield T (gnf ) ↑ T (gf ). Combining these results completes
the proof. 
5. Extension of T
In the probability space setting each conditional expectation operator T can be extended
to a conditional expectation T on the, so-called, natural domain of T , denoted by dom(T ),
see [9] and [17]. In this section we construct the analogue of this extension for conditional
expectation operators on Riesz spaces.
A Riesz space E is said to be universally complete if E is Dedekind complete and every
subset of E which consists of mutually disjoint elements, has a supremum in E. A Riesz
space Eu is a universal completion of E, if Eu is universally complete and Eu contains E
as an order dense Riesz subspace.
Every Archimedean Riesz space has (up to a Riesz isomorphism) a unique universal
completion and if e is a weak order unit for E then e is a weak order unit for Eu, see [27]. In
addition the multiplication on Ee can be uniquely extended to Eu giving Eu an f -algebra
structure in which e is both multiplicative unit and weak order unit, see [3,6,21], and, for a
proof that does not rely on function space representations, [25] and [26]. Since the multipli-
cation on an Archimedean f -algebra is order continuous [27, Theorems 139.4 and 141.1],
Eu has an order continuous multiplication.
If (Ω,Σ,µ) is a probability space, let E = L1(µ) then Ee = L∞(µ) and Eu = L0(µ),
where the latter denotes the space of real valued measurable functions, see [27] for details.
We extend the domain of T to an ideal of Eu, in particular to its maximal domain in Eu.
The foundations for this extension are constructed in the following two lemmas, where we
use the fact that if E is a Dedekind complete Riesz space, then E is an ideal in Eu (see
[2, p. 120]). After proving the two lemmas, we show in Theorem 5.3 that the extension of T
to its natural domain is both a conditional expectation operator and an averaging operator.
Lemma 5.1. Let E be a Dedekind complete Riesz space with weak order unit e and T be
a conditional expectation on E with T e = e. Let
D(τ) := {x ∈ Eu+ | ∃(xα) ⊂ E+, 0 xα ↑ x, (T xα) order bounded in Eu},
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bounded in Eu. Then τ :D(τ) → Eu+ is a well-defined increasing additive map.
Proof. Let x, y ∈ D(τ) with x  y, then there exist nets (xα), (yβ) ⊂ E+ with xα ↑ x and
yβ ↑ y having the increasing nets (T xα) and (T yβ) bounded. Denote T xα ↑ s and Tyβ ↑ t .
As x  y it follows that xα ∧ yβ ↑β xα , and since T is order continuous, applying T to the
above expression yields T (xα ∧ yβ) ↑β T xα . Thus supα,β T (xα ∧ yβ) = supα supβ T (xα ∧
yβ) = supα T xα = s. But T (xα ∧ yβ)  Tyβ ↑ t . Consequently, s  t . Now if x = y the
above reasoning gives t = s, making τ well defined. Having deduced that τ is well defined,
the above inequality can be written as τ(x) τ(y) proving τ to be an increasing map.
We now prove that τ is additive. Let x, y ∈ D(τ) and (xα), (yβ) ⊂ E+ be nets with
xα ↑ x and yβ ↑ y. Defining (α′, β ′) (α,β) by α′  α and β ′  β we have that (xα +yβ)
is an increasing net with supremum x + y. In addition (T (xα + yβ)) is an increasing and
bounded net and thus converges in order to τ(x + y). Hence
T (xα) + T (yβ) = T (xα + yβ) ↑(α,β) τ (x + y)
which, upon taking suprema with respect to α and β , yields τ(x) + τ(y) τ(x + y).
Let (wγ ) be an increasing net in E+ with supremum x + y and having (T wγ ) order
bounded in Eu. From the Riesz decomposition property there exist increasing nets (uγ )
and (vγ ) in E+ with uγ  x and vγ  y, for all γ , such that wγ = uγ + vγ . Combining
these results gives τ(x) + τ(y) T (uγ ) + T (vγ ) = Twγ ↑ τ(x + y). 
Lemma 5.2. Let E be a Dedekind complete Riesz space with weak order unit e and T be
a conditional expectation on E with T e = e. Let τ be as in Lemma 5.1, set
dom(T ) := D(τ) − D(τ)
and define T : dom(T ) → Eu by Tf = τ(f+) − τ(f−), for f ∈ dom(T ). Then dom(T )
is an order dense order ideal of Eu containing E and e is a weak order unit for dom(T ).
In addition T is a projection (with R(T) ⊂ dom(T )) and is the, unique, order continuous
positive linear extension of T to dom(T ).
Proof. We first show that dom(T ) is a Riesz subspace of Eu. Let x ∈ dom(T ). Then
x = u − v, where u,v ∈ D(τ). Select uα, vβ ∈ E such that 0  uα ↑ u and 0  vβ ↑ v,
with (T uα) and (T vβ) order bounded in Eu. In Eu we have that x+  u and x−  v. Thus
0 uα ∧ x+ ↑ u ∧ x+ = x+ and 0 vβ ∧ x− ↑ v ∧ x− = x−. Since T (uα ∧ x+) T uα
and T (vβ ∧ v) T vβ , it follows that x+, x− ∈ D(τ). Thus dom(T ) is a Riesz space.
Let u ∈ dom(T )+ and 0 x  u, where x ∈ Eu+. To show that dom(T ) is an order ideal
in Eu, by [28, p. 28], it suffices to prove that x ∈ dom(T ). As u ∈ D(τ) there is a net
(uα) ∈ E+ with uα ↑ u and (T uα) order bounded in Eu. Then (uα ∧ x) is a net in E+ with
uα ∧ x ↑ u∧ x = x and (T (uα ∧ x)) is order bounded by τ(u) in Eu, thus x ∈ dom(T ).
It follows from E ⊆ dom(T ) ⊆ Eu and E being order dense in Eu that dom(T ) is order
dense in Eu. Consequently e being a weak order unit for E implies that e is a weak order
unit for both Eu and dom(T ).
As τ is additive, the definition of T makes it the unique additive extension of τ to
dom(T ). Since T is additive and dom(T ) an ideal of the Archimedean Riesz space Eu and
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that of τ .
We now show that T is order continuous. Let xα, x ∈ dom(T )+ be such that xα ↑ x.
As Eu is Dedekind complete, from the positivity of T it follows that Txα ↑ h  Tx, for
some h ∈ Eu. But x ∈ D(τ), so there is an increasing net (yγ ) ⊂ E+ with yγ ↑ x and
Tyγ ↑ τ(x) = Tx. In particular (yγ ∧ xα) ⊂ E+ is a net which increases to x and has
(T (yγ ∧ xα)) bounded in Eu. Thus T (yγ ∧ xα)) ↑(γ,α) Tx. But T (yγ ∧ xα)  Txα ↑ h
giving h Tx.
Having established the order continuity of T we now show it to be a projection, for
which it is adequate to show T2x = Tx, for x ∈ D(τ). Let x ∈ D(τ) and (xα) ⊂ E+ with
xα ↑ x and T xα ↑ Tx. Together T being a projection and T being an order continuous
extension of T give
T xα ↑ Tx
‖
T 2xα = TT xα ↑ T2x,
where we note that (T xα) ⊂ E+ is an increasing net converging to Tx in Eu, making
Tx ∈ dom(T ). 
Theorem 5.3. Let E be a Dedekind complete Riesz space with weak order unit and T
a conditional expectation on E. The extension T : dom(T ) → dom(T ) is a conditional
expectation and an averaging operator, i.e., T(gf ) = gTf , for g ∈ R(T), f,gf ∈ dom(T ).
Proof. Throughout this proof we will assume the notation of Lemmas 5.1 and 5.2.
We prove that R(T) is a Riesz subspace of Eu. Let w ∈ R(T). It suffices to show that
|w| ∈ R(T). As R(T) ⊆ dom(T ) = D(τ)−D(τ), there exist x, y ∈ D(τ) with w = x − y.
From the definition of D(τ) there are (xα), (yβ) ⊂ E+ with xα ↑ x, and yβ ↑ y, having
T xα ↑ Tx and Tyβ ↑ Ty. Since R(T ) is a Riesz space, T xα ∧ Tyβ ∈ R(T ) and from the
order continuity of infima, T xα ∧ Tyβ ↑ Tx ∧ Ty. This, together with T being an order
continuous extension of T , gives T xα ∧ Tyβ = T(T xα ∧ Tyβ) ↑ T(Tx ∧ Ty). Taking
suprema over α and β we obtain Tx ∧ Ty = T(Tx ∧ Ty) ∈ R(T). Similarly it can be
shown that Tx ∨ Ty ∈ R(T). Hence
|w| = |Tw| = |Tx − Ty| = Tx ∨ Ty − Tx ∧ Ty ∈ R(T).
We now show that R(T) is Dedekind complete. Let 0  yα ↑ h  y in Eu, where
y, yα ∈ R(T). As R(T) ⊂ dom(T ) there is an increasing net (xβ) ⊂ E+ with xβ ↑ y and
T xβ ↑ Ty = y. Hence yα ∧ T xβ ↑(α,β) h and T (yα ∧ T xβ) Ty making h ∈ dom(T ) and
consequently T (yα ∧ T xβ) ↑(α,β) Th. But R(T) is a Riesz space and yα,T xβ ∈ R(T) so
T (yα ∧ T xβ) = yα ∧ T xβ ↑(α,β) h giving h = Th.
As e is a weak order unit in dom(T ) invariant under T , from Theorem 2.2 it follows
that T maps weak order units to weak order units. This concludes the proof that T is a
conditional expectation on dom(T ).
It remains only to show that T is an averaging operator. Let f ∈ dom(T ) and g ∈ R(T)
with fg ∈ dom(T ). It suffices to prove the result for f,g  0. Let Ee denote the ideal gen-
erated by e in E and S = T|Ee . Then S is a conditional expectation on Ee with R(S) ⊆ Ee.
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uous linear projection having Se = e. If z ∈ R(S) then z = Sx for some x ∈ Ee and hence
there are α,β ∈ R with βe x  αe. The positivity of S gives βe = Sβe Sx  Sαe = αe
and consequently that R(S) ⊆ Ee. It remains to be shown that R(S) is Dedekind com-
plete. If (yα) is an increasing family in R(S)+ bounded above by y ∈ R(S)+ then there
is h ∈ dom(T ) with yα ↑ h. As 0  h y it follows that h ∈ Ee ∩ dom(T ) and the order
continuity of S gives yα = Syα ↑ Sh and thus h = Sh ∈ R(S). Hence from Theorem 4.3
we have that S(gf ) = gSf for g ∈ R(S)+ and f ∈ (Ee)+.
For g ∈ R(T)+ and f ∈ D(τ) there exist increasing families (gα) ⊂ R(S)+ and (fβ) ⊂
(Ee)+ with gα ↑ g and fβ ↑ f . Then as T(gαfβ) = S(gαfβ) = gαSfβ = gαTfβ , the order
continuity of T and of multiplication on Eu together yield
T(gαfβ) ↑α T(gfβ) ↑ T(gf )
‖
gαTfβ ↑α gTfβ ↑ gTf. 
6. Riesz spaces with expectation operators
In this section we show that, up to quotient or band projection (so as to eliminate the
absolute kernel of the expectation operator), that part of a stochastic process over a Riesz
space with expectation operator, visible to the expectation operator, can be identified with
a classical stochastic process over a probability space.
The expectation operator on L1(Ω,F ,P ) is a conditional expectation with respect to
the trivial σ -algebra {φ,Ω} and is of the form E[f ] = (∫
Ω
f dP )1, for f ∈ L1(Ω,F ,P ),
where we denote by 1 the constant 1 function. In particular, ν∗(f ) = ∫
Ω
f dP is a positive
order continuous linear functional on L1(Ω,F ,P ) and E[f ] = ν∗(f )1 = (ν∗ ⊗ 1)f . This
prompts the following definition for expectation operators on a Riesz spaces with weak
order unit.
Definition 6.1. Let E be a Riesz space with weak order unit. A conditional expectation
operator on E with one-dimensional range is called an expectation operator.
Every expectation operator, T, on a Dedekind complete Riesz space E is of the form
T = ν∗ ⊗ e, where ν∗(e) = 1, ν∗ is a positive order continuous linear functional on E, and
e is a weak order unit of E which is invariant under T. Let N(ν∗) = {f ∈ E | ν∗(|f |) = 0}
denote the absolute kernel of ν∗. We note that N(T) = N(ν∗).
Following [28, p. 164] E = N(ν∗) ⊕ N(ν∗)d , where C(ν∗) := N(ν∗)d is the disjoint
complement of the band N(ν∗) and is called the carrier of ν∗. Consequently, C(ν∗)
and E/N(ν∗) are Riesz-isomorphic. Since ν∗ is strictly positive on C(ν∗) it follows that
ν∗(| · |) is an L-norm on C(ν∗). It should be noted that even though C(ν∗) is independent
of the representation of T, the norm ν∗(| · |) does depend on the representation chosen. In
addition, (C(ν∗), ν∗(| · |)) and (E/N(ν∗), ρν∗(·)), where ρν∗(f˜ ) = ν∗(|f |), for f ∈ f˜ ∈
E/N(ν∗), are norm-isomorphic as L-normed spaces. See [28, pp. 127–129] and [16, The-
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AL-space and is thus an L1-space, see [11,12] and [22, pp. 113–114].
We recall from [15] that if E is a Riesz space with weak order unit, then a filtration is
a family of conditional expectations operators (Ti) with TiTj = TjTi = Ti , for all j  i. It
follows from this definition that if (Ti) is a filtration, then there is a weak order unit e ∈ E
that is invariant under Ti , for all i ∈ N.
Definition 6.2. Let E be a Dedekind complete Riesz space with weak order unit and having
expectation operator T. The filtration (Ti) and the expectation T are compatible if TiT =
T = TTi , for all i ∈ N.
The existence of an expectation operator on E compatible with a given filtration imposes
an additional constraint on the space E, as shown in the following proposition.
Proposition 6.3. Let E be a Dedekind complete Riesz space with weak order unit and
filtration (Ti). There exists an expectation operator on E compatible with (Ti) if and only
if the set of positive order continuous linear functionals on E has a non-zero element.
Proof. If there exists an expectation operator, T, on E, then T = ν∗ ⊗ e, where ν∗ is a
non-zero positive order continuous linear functional on E and e is a weak order unit (as
ν∗(e) = 1).
Conversely, let (Ti) be a filtration and e a weak order unit that is invariant under Ti for all
i ∈ N. If there is a positive order continuous linear functional, ν∗, on E then ν∗(e) = α > 0.
Setting µ∗(f ) = α−1ν∗(T1f ), we obtain that Tf := µ∗(f )e is an expectation operator that
commutes with Ti for all i ∈ N. In particular
TTif = α−1ν∗(T1Tif )e = α−1ν∗(T1f )e = Tf
and TiT(f ) = µ∗(f )Ti(e) = µ∗(f )e = Tf . 
Let E be a Dedekind complete Riesz space with weak order unit, (Ti) a filtration on E
and T an expectation operator compatible with (Ti). Then T has representation T = ν∗ ⊗ e
where ν∗ is a positive order continuous linear functional on E and e a weak order unit of
E invariant under T and Ti for all i ∈ N.
Let Q denote the band projection onto the carrier band C(ν∗). If f ∈ N(ν∗)+ then
TTif = Tf = 0 making Tif ∈ N(ν∗). Consequently QTi(I − Q) = 0 and hence QTi =
QTiQ. It is a routine computation to show that (QTi) is filtration on C(ν∗) with invariant
weak order unit Qe.
Let (Fi ) be a filtration on the probability space (Ω,F ,P ), then a stopping time
adapted to this filtration is a map τ :Ω → N ∪ {∞} such that τ−1({1, . . . , n}) ∈ Fn for
each n ∈ N. The stopping time τ is said to be bounded if there exists n ∈ N such that
τ−1({1, . . . , n})=Ω . For f ∈ L1(Ω,F ,P ) let Pif = f · χτ−1({1,...,i}). Then each Pi is a
linear projection satisfying 0 Pif  f for all 0 f ∈ L1(Ω,F ,P ), and is thus a band
projection onto the band
R(Pi) =
{
f · χτ−1({1,...,i}) | f ∈ L1(Ω,F ,P )
}
.
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bounded, then there exists N such that Pn = I , for all n  N . If we set Tj = E(·|Fj )
then, as τ−1{1, . . . , i} ∈ Fi , it follows that TjPi = PiTj , for all i  j , i.e., if i  j , then
Tj commutes with Pi . Consequently stopping times on Riesz spaces are defined as fol-
lows, [15]. Let (Ti) be a filtration on a Riesz space E with weak order unit. A stopping time
adapted to the filtration (Ti) is an increasing sequence P = (Pi) of band projections with
TjPi = PiTj , for all i  j , where we define P0 = 0. The stopping time (Pi) is bounded if
there exists N so that Pn = I , for all nN .
Let T = ν∗ ⊗ e be an expectation operator and (Ti) a compatible filtration on E, where
E is a Dedekind complete Riesz space and e a weak order unit on E. If (Pi) is a stopping
time adapted to (Ti), it follows that (QPi) is a stopping time on C(ν∗) adapted to the
filtration (QTi).
The result of the above observations is that we can, without loss of generality assume
N(T) = {0} for the study of filtrations and stopping times, as if this is not the case we may
restrict our attention to C(ν∗) or E/N(ν∗), where this assumption is valid. Hence for the
remainder of this paper we assume that N(T) = {0}.
Theorem 6.4. Let E be a Dedekind complete Riesz space with weak order unit and T =
ν∗ ⊗ e a strictly positive expectation operator on E, where e is a weak order unit of E
invariant under T. Then there exist Ω and P , where Ω is a compact Hausdorff space and
P is a probability measure such that (E, ν∗(| · |)) is a norm dense ideal of L1(Ω,Σ,P ).
Proof. Since ν∗ is order continuous and E a Dedekind complete Riesz space, it follows
that (E, ν∗(| · |)) is an ideal in its norm completion.
By the Kakutani representation theorem for L-spaces [11,12], the norm completion of
(E, ν∗(| · |)) is Riesz and isometrically isomorphic to L1(Ω,F ,P ) for some measure space
(Ω,F ,P ).
We now show that P(Ω) = 1 by following Kakutani’s construction of (Ω,F ,P ). The
ideal Ee generated by e in E is a norm-complete M-normed space with norm give by
the Minkowski functional pe(x) = inf{λ > 0 | x ∈ [−λe,λe]}, where the order interval is
taken in E. By the Kakutani M-space representation theorem [11,12], (Ee,pe) is Riesz
and isometrically isomorphic to C(Ω), where Ω is a compact Hausdorff space. To sim-
plify notation, we identify C(Ω) with Ee. Since ν∗ is a strictly positive linear functional on
C(Ω) = Ee the Riesz representation theorem gives that there exists a unique strictly pos-
itive Borel measure P on Ω such that ν∗(f ) = ∫
Ω
f dP , for all f ∈ C(Ω) = Ee. Hence∫
Ω
e dP = ν∗(e) = 1 and P is a probability measure. 
From the above theorem the norm completion of E is Riesz and isometrically iso-
morphic to L1(Ω,Σ,P ). Consequently we identify E with a norm-dense subspace of
L1(Ω,Σ,P ). As TTi = T it follows that ν∗(Tix) = ν∗(x) and thus
‖Ti‖ = sup
{
ν∗(Tix) | x  0, ν∗(x) 1
}= 1.
Thus each Ti can be extended by continuity to an operator on L1(Ω,Σ,P ) with norm 1.
We denote this extension of Ti again by Ti . It is easily verified that (Ti) is a filtration of
L1(Ω,Σ,P ) in the Riesz space sense. If we set Fi = {A ⊂ Ω | χA ∈ R(Ti)}, then Fi is a
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classical sense and Ti = E(·|Fi ), see Proposition 2.1 for more about this equivalence.
Combining the above remarks we have shown that on a Riesz space with expectation
operator compatible with the filtration of the stochastic process being considered, that part
of the processes visible to the expectation operator can be realized on a classical probability
space by factoring out the absolute kernel of the expectation.
If (Pi) is a stopping time adapted to (Ti) then as each Pi is below the identity, its unique
extension to L1(Ω,Σ,P ) is a band projection, which we again denote as Pi . Hence (Pi)
is again a stopping time on L1(Ω,Σ,P ) and by continuity it is adapted the filtration (Ti)
in the Riesz space sense. Furthermore we note that e is now the constant 1 function and
Pie an indicator function. If we set
τ(x) =
∞∑
i=0
(I − Pi)e(x),
then τ is a stopping time adapted to the filtration (Fi ) and Pif = f · χτ−1{1,...,i}.
Thus if a Riesz space has a strictly positive expectation operator then stochastic
processes on the space compatible with the expectation operator, can be characterized as
processes in a classical probability setting. This is not the case for stochastic processes
on Riesz spaces without an expectation operator or where the expectation operator is not
assumed compatible with the stochastic process.
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