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NONLOCAL OPERATORS, PARABOLIC-TYPE EQUATIONS,
AND ULTRAMETRIC RANDOM WALKS
L. F. CHACO´N-CORTES AND W. A. ZU´N˜IGA-GALINDO
Abstract. In this article we introduce a new type of nonlocal operators and
study the Cauchy problem for certain parabolic-type pseudodifferential equa-
tions naturally associated to these operators. Some of these equations are the
p-adic master equations of certain models of complex systems introduced by
Avetisov et al. The fundamental solutions of these parabolic-type equations
are transition functions of random walks on the n-dimensional vector space
over the field of p-adic numbers. We study some properties of these random
walks, including the first passage time.
1. Introduction
During the last twenty-five years there have been a strong interest on random
walks on ultrametric spaces mainly due its connections with models of complex
systems, such as glasses and proteins. Random walks on ultrametric spaces are very
convenient for describing phenomena whose space of states display a hierarchical
structure, see e.g. [2]-[7], [9], [12], [13], [14], [18], [20], [22], [27], [28], [29], and
the references therein. In the middle of the eighties G. Frauenfelder, G. Parisi,
D. Stain, among others, proposed using ultrametric spaces to describe the states
of complex biological systems, which possess a natural hierarchical organization,
see e.g. [20], [22]. Avetisov et al. have constructed a wide variety of models
of ultrametric diffusion constrained by hierarchical energy landscapes, see [2]-[7].
These models can be applied, among other things, to the study the relaxation of
biological complex systems [5]. From a mathematical point view, in these models
the time-evolution of a complex system is described by a p-adic master equation (a
parabolic-type pseudodifferential equation) which controls the time-evolution of a
transition function of a random walk on an ultrametric space, and the random walk
describes the dynamics of the system in the space of configurational states which
is approximated by an ultrametric space (Qp).
This article continues and extends some of the mathematical results given in [5],
[3]. We introduced a new class of nonlocal operators which includes the Vladimirov
operator. These operators are determined by a radial function which determines
the structure of the energy landscape being used. In [5] several solvable models for
degenerated landscapes of types linear, logarithmic and exponential were studied.
In this article we study a large class of solvable models, we have called them
polynomial and exponential landscapes, which includes the linear and exponential
landscapes considered in [5], see Section 3.2. We attach to each of these operators
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a Markov process (random walk) which is bounded and has do discontinuities other
than jumps, see Theorems 4.3-5.3. We also solve the Cauchy problem for the master
equations attached to these operators, see Theorem 6.5. Finally, we study the first
passage time problem for the random walks attached to polynomial landscapes, see
Theorem 7.7. All the results are formulated in arbitrary dimension.
The article is organized as follows. In section 2 we review the basic notions of
p-adic analysis. In Section 3 we introduce a new type of nonlocal operators, these
operators encode the underlying energy landscapes studied here. We show that
these operators are pseudodifferential and give some properties of their symbols. In
Sections 4-5 we study the Markov processes attached to the operators introduced
in Section 3. In Section 6 we study the Cauchy problem for the master equations
which are pseudodifferential equations of parabolic-type. Finally, in Section 7 we
consider the problem of the first passage time for random walks on p-adic spaces.
A particular case of this problem was considered earlier by Avetisov, Bikulov and
Zubarev in [3]. In the present article more general evolutions are considered and
the regimes of recurrent and transient random walks are investigated.
2. Preliminaries
In this section we fix the notation and collect some basic results on p-adic analysis
that we will use through the article. For a detailed exposition on p-adic analysis
the reader may consult [1], [25], [28].
2.1. The field of p-adic numbers. Along this article p will denote a prime num-
ber different from 2. The field of p−adic numbers Qp is defined as the completion
of the field of rational numbers Q with respect to the p−adic norm | · |p, which is
defined as
|x|p =
{
0 if x = 0
p−γ if x = pγ
a
b
,
where a and b are integers coprime with p. The integer γ := ord(x), with ord(0) :=
+∞, is called the p−adic order of x. We extend the p−adic norm to Qnp by taking
||x||p := max
1≤i≤n
|xi|p, for x = (x1, . . . , xn) ∈ Q
n
p .
We define ord(x) = min1≤i≤n{ord(xi)}, then ||x||p = p
−ord(x). Any p−adic number
x 6= 0 has a unique expansion x = pord(x)
∑∞
j=0 xjp
j , where xj ∈ {0, 1, 2, . . . , p− 1}
and x0 6= 0. By using this expansion, we define the fractional part of x ∈ Qp,
denoted {x}p, as the rational number
{x}p =
{
0 if x = 0 or ord(x) ≥ 0
pord(x)
∑−ord(x)−1
j=0 xjp
j if ord(x) < 0.
For γ ∈ Z, denote by Bnγ (a) = {x ∈ Q
n
p : ||x − a||p ≤ p
γ} the ball of radius
pγ with center at a = (a1, . . . , an) ∈ Q
n
p , and take B
n
γ (0) := B
n
γ . Note that
Bnγ (a) = Bγ(a1) × · · · × Bγ(an), where Bγ(ai) := {x ∈ Qp : |x − ai|p ≤ p
γ} is the
one-dimensional ball of radius pγ with center at ai ∈ Qp. The ball B
n
0 (0) is equals
the product of n copies of B0(0) := Zp, the ring of p−adic integers. We denote by
Ω(‖x‖p) the characteristic function of B
n
0 (0). For more general sets, say Borel sets,
we use 1A (x) to denote the characteristic function of A.
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2.2. The Bruhat-Schwartz space. A complex-valued function ϕ defined on Qnp
is called locally constant if for any x ∈ Qnp there exist an integer l(x) ∈ Z such that
(2.1) ϕ(x + x′) = ϕ(x) for x′ ∈ Bnl(x).
A function ϕ : Qnp → C is called a Bruhat-Schwartz function (or a test function) if it
is locally constant with compact support. The C-vector space of Bruhat-Schwartz
functions is denoted by S(Qnp ) := S. For ϕ ∈ S(Q
n
p ), the largest of such number
l = l(ϕ) satisfying (2.1) is called the exponent of local constancy of ϕ.
Let S′(Qnp ) := S
′ denote the set of all functionals (distributions) on S(Qnp ). All
functionals on S(Qnp ) are continuous.
Set Ψ(y) = exp(2πi{y}p) for y ∈ Qp. The map Ψ(·) is an additive character
on Qp, i.e. a continuos map from Qp into the unit circle satisfying Ψ(y0 + y1) =
Ψ(y0)Ψ(y1), y0, y1 ∈ Qp.
Given ξ = (ξ1, . . . , ξn) and x = (x1, . . . , xn) ∈ Q
n
p , we set ξ · x :=
∑n
j=1 ξjxj .
The Fourier transform of ϕ ∈ S(Qnp ) is defined as
(Fϕ)(ξ) =
∫
Qnp
Ψ(−ξ · x)ϕ(ξ)dnx for ξ ∈ Qnp ,
where dnx is the Haar measure on Qnp normalized by the condition vol(B
n
0 ) = 1.
The Fourier transform is a linear isomorphism from S(Qnp ) onto itself satisfying
(F(Fϕ))(ξ) = ϕ(−ξ). We will also use the notation Fx→ξϕ and ϕ̂ for the Fourier
transform of ϕ.
2.2.1. Fourier transform. The Fourier transform F [f ] of a distribution f ∈ S′
(
Qnp
)
is defined by
(F [f ] , ϕ) = (f,F [ϕ]) for all ϕ ∈ S
(
Qnp
)
.
The Fourier transform f → F [f ] is a linear isomorphism from S′
(
Qnp
)
onto S′
(
Qnp
)
.
Furthermore, f = F [F [f ] (−ξ)].
3. A New Class of Nonlocal Operators
Take R+ := {x ∈ R;x ≥ 0}, and fix a function
w : Qnp → R+
satisfying the following properties:
(i) w (y) is a radial (i.e. w (y) = w
(
‖y‖p
)
) and continuous function;
(ii) w (y) = 0 if and only if y = 0;
(iii) there exists constants C0 > 0, M ∈ Z, and α1 > n such that
C0 ‖y‖
α1
p ≤ w(‖y‖p), for ‖y‖p ≥ p
M .
Note that condition (iii) implies that
(3.1)
∫
‖y‖p≥p
M
dny
w
(
‖y‖p
) <∞.
In addition, since w (y) is a continuous function, (3.1) holds for any M ∈ Z. Con-
vergence conditions for integral kernels of type (3.1) were considered in [15], [16]
and [17].
We define
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(3.2) (Wϕ)(x) = κ
∫
Qnp
ϕ (x− y)− ϕ (x)
w (y)
dny, for ϕ ∈ S,
where κ is a positive constant.
Lemma 3.1. For 1 ≤ ρ ≤ ∞,
S
(
Qnp
)
→ Lρ
(
Qnp
)
ϕ → Wϕ
is a well-defined linear operator. Furthermore,
(3.3) F [Wϕ] (ξ) = −κ
∫
Qnp
1−Ψ(−y · ξ)
w (y)
dny
F [ϕ] (ξ) .
Proof. Note that
(3.4) (Wϕ)(x) = κ
1QnprBnpM
(x)
w (x)
∗ ϕ (x)− κϕ (x)
 ∫
‖y‖p≥p
M
dny
w (y)
 ,
for some constant M = M(ϕ). If ϕ ∈ S ⊂ Lρ, for 1 ≤ ρ ≤ ∞, (3.1), then the
Young inequality implies that the first term on the right-hand side of (3.4) belongs
to Lρ for 1 ≤ ρ ≤ ∞, and by (3.1) the second term in (3.4) also belongs to Lρ for
1 ≤ ρ ≤ ∞. Finally, formula (3.3) follows from Fubini’s theorem, since∣∣∣∣ϕ (x− y)− ϕ (x)w (y)
∣∣∣∣ ∈ L1 (Qnp ×Qnp , dnxdny) .

We set
Aw (ξ) :=
∫
Qnp
1−Ψ(−y · ξ)
w (y)
dny.
Lemma 3.2. The function Aw (ξ) has the following properties: (i) for ‖ξ‖p =
p−γ 6= 0, with γ = ord(ξ),
(3.5) Aw
(
p−γ
)
= (1− p−n)
∞∑
j=γ+2
pnj
w(pj)
+
pnγ
w(pγ+1)
;
(ii) it is radial, positive, continuous, and Aw (0) = 0, (iii) Aw
(
p−ord(ξ)
)
is a de-
creasing function of ord(ξ).
Proof. We write ξ = pγξ0, with γ = ord(ξ) and ‖ξ0‖p = 1. Then
(3.6) Aw (ξ) =
∫
Qnp
1−Ψ(−pγy · ξ0)
w
(
‖y‖p
) dny = pγn ∫
Qnp
1−Ψ(−z · ξ0)
w
(
pγ ‖z‖p
) dnz.
We now note that
Qnp r {0} =
⊔
j∈Z
pjU
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with
U :=
{
y ∈ Qnp ; ‖y‖p = 1
}
.
By using this partition and (3.6), we have
Aw (ξ) =
∑
j∈Z
pγn
∫
pjU
1−Ψ(−z · ξ0)
w
(
pγ ‖z‖p
) dnz
=
∑
j∈Z
p−jn+γn
w (p−j+γ)
(1− p−n)−
∫
U
Ψ
(
−pjy · ξ0
)
dny
 .
By using the formula
(3.7)
∫
U
Ψ
(
−pjy · ξ0
)
dny =

1− p−n if j ≥ 0
−p−n if j = −1
0 if j < −1,
we get
Aw (ξ) = (1− p
−n)
∞∑
j=2
pn(γ+j)
w(pγ+j)
+
pnγ
w(pγ+1)
= (1− p−n)
∞∑
j=γ+2
pnj
w(pj)
+
pnγ
w(pγ+1)
.(3.8)
From (3.8) follows that Aw (ξ) is radial, positive, continuous outside of the origin,
and that Aw
(
p−ord(ξ)
)
is a decreasing function of ord(ξ). To show the continuity
at origin, we proceed as follows. Since
∑∞
j=M
pnj
w(pj) <∞, c.f. (3.1),
Aw (0) := lim
γ→∞
(1− p−n)
∞∑
j=γ+2
pnj
w(pj)
+ lim
γ→∞
pnγ
w(pγ+1)
= 0.

Proposition 3.3. (i) (Wϕ) (x) = −κF−1ξ→x
(
Aw(‖ξ‖p)Fx→ξϕ
)
for ϕ ∈ S
(
Qnp
)
,
and Wϕ ∈ C
(
Qnp
)
∩ Lρ
(
Qnp
)
, for 1 ≤ ρ ≤ ∞. The Operator W extends to an
unbounded and densely defined operator in L2
(
Qnp
)
with domain
(3.9) Dom(W ) =
{
ϕ ∈ L2;Aw(‖ξ‖p)Fϕ ∈ L
2
}
.
(ii) (−W , Dom(W )) is self-adjoint and positive operator.
(iii) W is the infinitesimal generator of a contraction C0 semigroup (T (t))t≥0.
Moreover, the semigroup (T (t))t≥0 is bounded holomorphic with angle π/2.
Proof. (i) It follows from Lemma 3.1 and the fact that Aw(‖ξ‖p) is continuous, c.f.
Lemma 3.2. (ii) follows from the fact that W is a pseudodifferential operator and
that the Fourier transform preserves the inner product of L2. (iii) It follows of
well-known results, see e.g. [11, Chap. 2, Sect. 3] or [8]. For the property of the
semigroup of being holomorphic, see e.g. [11, Chap. 2, Sect. 4.7]. 
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3.1. Some additional results.
Lemma 3.4. Assume that there exist positive constants α1,α2, C0, C1, with α1 >
n, α2 > n, and α3 ≥ 0, such that
(3.10) C0 ‖ξ
′‖
α1
p ≤ w(‖ξ
′‖p) ≤ C1 ‖ξ
′‖
α2
p e
α3‖ξ′‖
p , for any ξ′ ∈ Qnp .
Then there exist positive constants C2, C3, such that
C2 ‖ξ‖
α2−n
p e
−α3p‖ξ‖
−1
p ≤ Aw(‖ξ‖p) ≤ C3 ‖ξ‖
α1−n
p
for any ξ ∈ Qnp , with the convention that e
−α3p‖0‖
−1
p := lim‖ξ‖p→0 e
−α3p‖ξ‖
−1
p = 0.
Furthermore, if α3 > 0, then α1 ≥ α2, and if α3 = 0, then α1 = α2.
Proof. By using the lower bound for w given in (3.10), and ‖ξ‖p = p
−γ ,
Aw(‖ξ‖p) ≤
(1− p−n)
C0
∞∑
j=γ+2
pnj
pjα1
+
pnγ
pα1(γ+1)
≤ C3 ‖ξ‖
α1−n
p .
On the other hand, Aw
(
‖ξ‖p
)
≥ p
nγ
w(pγ+1) , and by using the upper bound for w
given in (3.10),
Aw
(
‖ξ‖p
)
≥
pnγ
w(pγ+1)
≥
pnγ
C1pα2(γ+1)eα3p
γ+1 ≥ C2 ‖ξ‖
α2−n
p e
−α3p‖ξ‖
−1
p .

Definition 3.5. We say that W (or Aw) is of exponential type if inequality (3.10)
is only possible for α3 > 0 with α1,α2, C0, C1 positive constants and α1 > n,
α2 > n. If (3.10) holds for α3 = 0 with α1,α2, C0, C1 positive constants and
α1 > n, α2 > n, we say that W (or Aw) is of polynomial type.
We note that if W is of polynomial type then α1 = α2 > n and C0, C1 are
positive constants with C1 ≥ C0.
Lemma 3.6. With the hypotheses of Lemma 3.4,
e−tκAw(‖ξ‖p) ∈ Lρ(Qnp ) for 1 ≤ ρ <∞ and t > 0.
Proof. Since e−tAw(‖ξ‖p) is a continuous function, it is sufficient to show that there
exists M ∈ N such that
IM (t) :=
∫
‖ξ‖p>p
M
e−ρκtAw(‖ξ‖p)dnξ <∞, for t > 0.
Take M ∈ N, by Lemma 3.4, we have
C2 ‖ξ‖
α2−n
p e
−α3p‖ξ‖
−1
p > C2 ‖ξ‖
α2−n
p e
−α3p
−M+1
for ‖ξ‖p > p
M ,
and (with B = C2κe
−α3p
−M+1
),
IM (t) ≤
∫
‖ξ‖p>p
M
e−tB‖ξ‖
α2−n
p dnξ ≤ C(M,κ, ρ)t
−n
α2−n , for t > 0.

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3.2. p-adic description of characteristic relaxation in complex systems.
In [5] Avetisov et al. developed a new approach to the description of relaxation
processes in complex systems (such as glasses, macromolecules and proteins) on
the basis of p-adic analysis. The dynamics of a complex system is described by a
random walk in the space of configurational states, which is approximated by an
ultrametric space (Qp). Mathematically speaking, the time- evolution of the system
is controlled by a master equation of the form
(3.11)
∂f (x, t)
∂t
=
∫
Qp
{v (x | y) f (y, t)− v (y | x) f (x, t)} dy, x ∈ Qp, t ∈ R+,
where the function f (x, t) : Qp × R+ → R+ is a probability density distribution,
and the function v (x | y) : Qp × Qp → R+ is the probability of transition from
state y to the state x per unit time. The transition from a state y to a state x can
be perceived as overcoming the energy barrier separating these states. In [5] an
Arrhenius type relation was used:
v (x | y) ∼ A(T ) exp
{
−
U (x | y)
kT
}
,
where U (x | y) is the height of the activation barrier for the transition from the
state y to state x, k is the Boltzmann constant and T is the temperature. This
formula establishes a relation between the structure of the energy landscape U (x | y)
and the transition function v (x | y). The case v (x | y) = v (y | x) corresponds to a
degenerate energy landscape. In this case the master equation (3.11) takes the form
∂f (x, t)
∂t
=
∫
Qp
v
(
|x− y|p
)
{f (y, t)− f (x, t)} dy,
where v
(
|x− y|p
)
= A(T )|x−y|p
exp
{
−
U(|x−y|p)
kT
}
. By choosing U conveniently, sev-
eral energy landscapes can be obtained. Following [5], there are three basic land-
scapes: (i) (logarithmic) v
(
|x− y|p
)
= 1
|x−y|p ln
α(1+|x−y|p)
, α > 1 (ii) (linear)
v
(
|x− y|p
)
= 1
|x−y|α+1p
, α > 0, (iii) (exponential) v
(
|x− y|p
)
= e
−α|x−y|p
|x−y|p
, α > 0.
Thus, it is natural to study the following Cauchy problem:
∂u(x,t)
∂t
= κ
∫
Qnp
u(x−y,t)−u(x,t)
w(y) d
ny, x ∈ Qnp , t ∈ R+,
u (x, 0) = ϕ ∈ S
(
Qnp
)
,
where w (y) is a radial function belonging to a class of functions that contains
functions like:
(i) w(‖y‖p) = Γ
n
p (−α) ‖y‖
α+n
p , here Γ
n
p (·) is the n-dimensional p-adic Gamma func-
tion, and α > 0;
(ii) w(‖y‖p) = ‖y‖
β
p e
α‖y‖p , α > 0.
We recall that operator W corresponding to case (i) is the Taibleson operator
which is a generalization of the Vladimirov operator, see [23].
By imposing condition (3.10) to w, we include the basic energies landscapes in
our study. Take w(‖y‖p) satisfying (3.10) and take f
(
‖y‖p
)
a continuous function
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such that
0 < sup
y∈Qnp
f
(
‖y‖p
)
<∞ and 0 < inf
y∈Qnp
f
(
‖y‖p
)
<∞.
Then f
(
‖y‖p
)
w(‖y‖p) satisfies (3.10).
On the other hand, take P (‖y‖p) to be a polynomial in ‖y‖p with real positive
coefficients and nonzero constant term, thus infy∈Qnp P
(
‖y‖p
)
= P (0) > 0, and
take w(‖y‖p) = ‖y‖
β
p e
α‖y‖p satisfying (3.10), then P
(
‖y‖p
)
w(‖y‖p) also satisfies
(3.10).
Finally we note that ‖y‖βp ln
α(1+‖y‖p), β > n, α ∈ N, does not satisfies ‖y‖
α1
p ≤
‖y‖
β
p ln
α(1 + ‖y‖p) for any y ∈ Q
n
p , and hence our results do not include the case
of logarithmic landscapes.
4. Heat Kernels
In this section we assume that function w satisfies conditions (3.10).
We define
Z(x, t;w, κ) := Z(x, t) =
∫
Qnp
e−κtAw(‖ξ‖p)Ψ(x · ξ)dnξ for t > 0 and x ∈ Qnp .
Note that by Lemma 3.6, Z(x, t) = F−1ξ→x[e
−κtAw(‖ξ‖p)] ∈ L1 ∩ L2 for t > 0. We
call a such function a heat kernel. When considering Z(x, t) as a function
of x for t fixed we will write Zt(x).
Lemma 4.1. There exists a positive constant C, such that
Z(x, t) < Ct ‖x‖
−α1
p , for x ∈ Q
n
p r {0} and t > 0.
Proof. Let ‖x‖p = p
β . Since Z(x, t) ∈ L1(Qnp ) for t > 0, by applying the formula
for the Fourier transform of radial function, we get
Z(x, t) = ‖x‖
−n
p
(1− p−n) ∞∑
j=0
e−κAw(p
−β−j)tp−nj − e−κAw(p
−β+1)t
 .
By using that e−κAw(p
−β−j)t ≤ 1 for j ∈ N, we have
Z(x, t) ≤ ‖x‖
−n
p
[
1− e−κAw(p
−β+1)t
]
.
We now apply the Mean Value Theorem to the real function f (u) = e−κAw(p
−β+1)u
on [0, t] with t > 0, and Lemma 3.4,
Z(x, t) ≤ C0 ‖x‖
−n
p tAw(p
−β+1) ≤ Ct ‖x‖
−α1
p .

Lemma 4.2. Z(x, t) ≥ 0, for x ∈ Qnp and t > 0.
Proof. Since e−tAw(‖ξ‖p) is integrable for t > 0 and radial, we have
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Z(x, t) =
∞∑
i=−∞
e−tAw(p
i)
∫
‖ξ‖p=p
i
Ψ(x · ξ)dnξ
=
∞∑
i=−∞
pni
[
e−κtAw(p
i) − e−κtAw(p
i+1)
]
Ω(
∥∥p−ix∥∥
p
) ≥ 0
since Aw is increasing function of i, c.f. Lemma 3.2. 
Theorem 4.3. The function Z(x, t) has the following properties:
(i) Z(x, t) ≥ 0 for any t > 0;
(ii)
∫
Qnp
Z(x, t)dnx = 1 for any t > 0;
(iii) Zt(x) ∈ C(Q
n
p ,R) ∩ L
1(Qnp ) ∩ L
2(Qnp ) for any t > 0;
(iv) Zt(x) ∗ Zt′(x) = Zt+t′(x) for any t, t
′ > 0;
(v) lim
t→0+
Z(x, t) = δ(x) in S′(Qnp ).
Proof. (i) It follows from Lemma 4.2. (ii) For any t > 0 the function e−κtAw(‖ξ‖p)
is continuous at ξ = 0 and by Lemma 3.6 we have e−κtAw(‖ξ‖p) ∈ L1 ∩L2 for t > 0,
then Zt(x) ∈ L
1 ∩ L2 for t > 0. Now the statement follows from the inversion
formula for the Fourier transform. (iii) From Lemma 3.6, with ρ = 1, 2, we have
Zt(x) ∈ C(Q
n
p ,R)∩L
1(Qnp ), t > 0, and by (i) and (ii), Zt(x) ∈ L
2(Qnp ). (iv) By the
previous property Zt(x) ∈ L
1 for any t > 0, then
Zt(x) ∗ Zt′(x) = F
−1
ξ→x
(
e−κtAw(‖ξ‖p)e−κt
′Aw(‖ξ‖p)
)
= F−1ξ→x
(
e−κ(t+t
′)Aw(‖ξ‖p)
)
= Zt+t′(x).
(v) Since we have e−κtAw(‖ξ‖p) ∈ C(Qnp ,R) ∩ L
1 for t > 0, c.f. Lemma 3.6, the
inner product 〈
e−κtAw(‖ξ‖p), φ
〉
=
∫
Qnp
e−κtAw(‖ξ‖p)φ (ξ)dnξ
defines a distribution on Qnp , then, by the Dominated Converge Theorem,
lim
t→0+
〈
e−κtAw(‖ξ‖p), φ
〉
= 〈1, φ〉
and thus
lim
t→0+
〈Z (x, t) , φ〉 = lim
t→0+
〈
e−κtAw(‖ξ‖p),F−1φ
〉
=
〈
1,F−1φ
〉
= (δ, φ) .

5. Markov Processes over Qnp
Along this section we consider
(
Qnp , ‖·‖p
)
as complete non-Archimedean metric
space and use the terminology and results of [10, Chapters Two, Three]. Let B
denote the Borel σ−algebra of Qnp . Thus
(
Qnp ,B, d
nx
)
is a measure space.
We set
p(t, x, y) := Z(x− y, t) for t > 0, x, y ∈ Qnp ,
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and
P (t, x, B) =
{∫
B
p(t, y, x)dny for t > 0, x ∈ Qnp , B ∈ B
1B(x) for t = 0.
Lemma 5.1. With the above notation the following assertions hold:
(i) p(t, x, y) is a normal transition density;
(ii) P (t, x, B) is a normal transition function.
Proof. The result follows from Theorem 4.3, see [10, Section 2.1] for further details.

Lemma 5.2. The transition function P (t, x, B) satisfies the following two condi-
tions:
(i) for each u ≥ 0 and compact B
lim
x→∞
sup
t≤u
P (t, x, B) = 0 [Condition L(B)];
(ii) for each ǫ > 0 and compact B
lim
t→0+
sup
x∈B
P (t, x,Qnp \B
n
ǫ (x)) = 0 [Condition M(B)].
Proof. (i) By Lemma 4.1 and the fact that ‖·‖p is an ultranorm, we have
P (t, x, B) ≤ Ct
∫
B
‖x− y‖
−α1
p d
ny = tC ‖x‖
−α1
p vol (B) for x ∈ Q
n
p \B.
Therefore lim
x→∞
sup
t≤u
P (t, x, B) = 0.
(ii) Again, by Lemma 4.1, the fact that ‖·‖p is an ultranorm, and α1 > n, we
have
P (t, x,Qnp \B
n
ǫ (x)) ≤ Ct
∫
‖x−y‖p>ǫ
‖x− y‖
−α1
p d
ny = Ct
∫
‖z‖p>ǫ
‖z‖
−α1
p d
nz
= C′ (α1, ǫ, n) t.
Therefore
lim
t→0+
sup
x∈B
P (t, x,Qnp \B
n
ǫ (x)) ≤ lim
t→0+
sup
x∈B
C′ (α1, ǫ, n) t = 0.

Theorem 5.3. Z(x, t) is the transition density of a time and space homogeneous
Markov process which is bounded, right-continuous and has no discontinuities other
than jumps.
Proof. The result follows from [10, Theorem 3.6] by using that (Qnp , ‖x‖p) is semi-
compact space, i.e. a locally compact Hausdorff space with a countable base, and
P (t, x, B) is a normal transition function satisfying conditions L(B) andM(B), c.f.
Lemmas 5.1, 5.2. 
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6. The Cauchy Problem
Consider the following Cauchy problem:
(6.1)

∂u
∂t
(x, t) −Wu(x, t) = 0, x ∈ Qnp , t ∈ [0,∞) ,
u (x, 0) = u0(x), u0(x) ∈ Dom(W ),
where (Wφ) (x) = −κF−1ξ→x
(
Aw
(
‖w‖p
)
Fx→ξφ
)
for φ ∈ Dom(W ), see (3.9), and
u : Qnp × [0,∞) → C is an unknown function. We say that a function u(x, t) is
a solution of (6.1), if u(x, t) ∈ C ([0,∞) , Dom(W )) ∩ C1
(
[0,∞) , L2(Qnp )
)
and u
satisfies (6.1) for all t ≥ 0.
In this section, we understand the notions of continuity in t, differentiability in
t and equalities in the L2(Qnp ) sense, as it is customary in the semigroup theory.
We know from Proposition 3.3 that the operator W generates a C0 semigroup
(T (t))t≥0, then Cauchy problem (6.1) is well-posed, i.e. it is uniquely solvable with
the solution continuously dependent on the initial data, and its solution is given
by u(x, t) = T (t)u0(x), for t ≥ 0, see e.g. [8, Theorem 3.1.1]. However the general
theory does not give an explicit formula for the semigroup (T (t))t≥0. We show that
the operator T (t) for t > 0 coincides with the operator of convolution with the heat
kernel Zt ∗ ·. In order to prove this, we first construct a solution of Cauchy problem
(6.1) with the initial value from S without using the semigroup theory. Then we
extend the result to all initial values from Dom(W ), see Propositions 6.2-6.4.
6.1. Homogeneous equations with initial values in S. To simplify the nota-
tion, set Z0 ∗ u0 = (Zt(x) ∗ u0(x)) |t=0:= u0. We define the function
(6.2) u (x, t) = Zt(x) ∗ u0(x), for t ≥ 0.
Since Zt(x) ∈ L
1 for t > 0 and u0 ∈ S(Q
n
p ) ⊂ L
∞(Qnp ), the convolution exists and
is a continuous function, see e.g. [24, Theorem 1.1.6].
Lemma 6.1. Take u0 ∈ S with the support of û0 contained in BR, and u (x, t),
t ≥ 0 defined as in (6.2). Then the following assertions hold:
(i) u (x, t) is continuously differentiable in time for t ≥ 0 and the derivative is given
by
∂u(x, t)
∂t
= −κF−1ξ→x
(
e−κtAw(‖ξ‖p)Aw(‖ξ‖p)1BR(ξ)
)
∗ u0(x);
(ii) u(x, t) ∈ Dom(W ) for any t ≥ 0 and
(Wu)(x, t) = −κF−1ξ→x
(
e−κtAw(‖ξ‖p)Aw(‖ξ‖p)1BR(ξ)
)
∗ u0(x).
Proof. (i) The proof is similar to the one given for Lemma 7.1 in [26]. (ii) Note that
e−κtAw(‖ξ‖p)û0 (ξ) ∈ S for t ≥ 0, Aw(‖ξ‖p)e
−κtAw(‖ξ‖p)û0 (ξ) ∈ S ⊂ L
2 for t ≥ 0,
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i.e. u(x, t) ∈ Dom(W ) for t ≥ 0. Now
(Wu)(x, t) = −κF−1ξ→x
(
Aw(‖ξ‖p)Fξ→x (u(x, t))
)
= −κF−1ξ→x
(
Aw(‖ξ‖p)e
−tAw(‖ξ‖p)û0 (ξ)
)
= −κF−1ξ→x
(
Aw(‖ξ‖p)e
−tAw(‖ξ‖p)1BR(ξ)û0 (ξ)
)
= −κF−1ξ→x
(
e−κtAw(‖ξ‖p)Aw(‖ξ‖p)1BR(ξ)
)
∗ u0(x).

As a direct consequence of Lemma 6.1 we obtain the following result.
Proposition 6.2. Assume that u0 ∈ S. Then function u (x, t) defined in (6.2) is
a solution of Cauchy problem (6.1).
6.2. Homogeneous equations with initial values in L2. We define
(6.3) T (t)u =

Zt ∗ u, t > 0
u, t = 0,
for u ∈ L2.
Lemma 6.3. The operator T (t) : L2(Qnp ) −→ L
2(Qnp ) is bounded for any fixed
t ≥ 0.
Proof. For t > 0, the result follows from the Young inequality by using the fact
that Zt ∈ L
1, c.f. Theorem 4.3 (iii). 
Proposition 6.4. The following assertions hold.
(i) The operator W generates a C0 semigroup (T (t))t≥0. The operator T (t) coin-
cides for each t ≥ 0 with the operator T (t) given by (6.3).
(ii) Cauchy problem (6.1) is well-posed and its solution is given by u(x, t) = Zt∗u0,
t ≥ 0.
Proof. (i) By Proposition 3.3 (iii) the operator W generates a C0 semigroup
(T (t))t≥0. Hence Cauchy problem (6.1) is well-posed, see e.g. [8, Theorem 3.1.1].
By Proposition 6.2, T (t)|S = T (t)|S and both operators T (t) and T (t) are defined
on the whole L2 and bounded, c.f. Lemma 6.3. By the continuity we conclude
that T (t)| = T (t) on L2. Now the statements follow from well-known results of the
semigroup theory, see e.g. [8, Theorem 3.1.1], [11, Chap. 2, Proposition 6.2]. 
6.3. Non-homogeneous equations. Consider the following Cauchy problem:
(6.4)

∂u
∂t
(x, t)−Wu(x, t) = g(x, t), x ∈ Qnp , t ∈ [0, T ] , T > 0,
u (x, 0) = u0(x), u0(x) ∈ Dom(W ).
We say that a function u(x, t) is a solution of (6.4), if u(x, t) ∈ C ([0, T ), Dom(W ))∩
C1
(
[0, T ], L2(Qnp )
)
and if u(x, t) satisfies equation (6.4) for t ∈ [0, T ].
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Theorem 6.5. Assume that u0 ∈ Dom(W ) and that g ∈ C
(
[0,∞), L2(Qnp )
)
∩
L1 ((0,∞), Dom(W )). Then Cauchy problem (6.4) has a unique solution given by
u(x, t) =
∫
Qnp
Z(x− ξ, t)u0(ξ)d
nξ +
t∫
0
∫
Qnp
Z(x− ξ, t− θ)g(ξ, θ)dnξdθ.
Proof. The result follows from Proposition 6.4 by using some well-known results
of the semigroup theory, see e.g. [8, Proposition 4.1.6]. 
Remark 6.6. In [1, Sect. 10.3] a general theory for Cauchy Problems involving
pseudodifferential operators on Lizorkin spaces was developed. By applying Propo-
sition 3.3 (i) and Theorem 10.3.1 in [1] we can solve Cauchy problem (6.4) when
u0(x) and g(x, t) belong to a certain Lizorkin space. However the results obtained
by using this approach are not sufficient for the purposes of application to stochastic
processes, in particular we need several properties of the semigroup associated with
operator W .
7. First Passage Time Problem
Consider the following Cauchy problem:
(7.1)

∂ϕ(x,t)
∂t
= Wϕ(x, t), t > 0, x ∈ Qnp ,
ϕ(x, t) = Ω
(
‖x‖p
)
.
In this section we assume that κ satisfies
(7.2) κ
∫
‖y‖p>1
dny
w
(
‖y‖p
) ≤ 1.
By Theorem 6.5 the solution of (7.1) is ϕ(x, t) = Zt (x) ∗ Ω
(
‖x‖p
)
, and by
Theorem 5.3 Zt is transition density of a time and space homogeneous Markov
process X (t, ω) whose paths has only first class discontinuities. Set Υ to be the
space of all paths of the random process X (t, ω). Then there exists a probability
space (Υ,B, P ), where P is a probability measure on Υ. The construction of this
probability space follows from classical arguments, see e.g. [21, pp. 338-339] or
[19, proof of Theorem 5.9]. The argument uses the one-point compactification
Q
n
p of Q
n
p by a point, and that Υ =
∏
0≤t<∞
Q
n
p (t), where the Q
n
p (t) are copies of
Q
n
p . The construction of P follows from the Stone-Weierstrass Theorem and Riesz-
Markov Theorem like in the Archimedean case. The probability P (dω) is roughly
+∞∏
i=1
[
Zti (xi) ∗ Ω
(
‖xi‖p
)]
dxi.
This section is dedicated to the study of the following random variable.
Definition 7.1. The random variable τZnp : Υ→ R+ ∪ {+∞} defined by
inf{t > 0;X(t, ω) ∈ Znp | there exists t
′ such that 0 < t′ < t and X(t′, ω) /∈ Znp}
is called the first passage time of a path of the random process X(t, ω) entering the
domain Znp .
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Note that the initial condition in (7.1) implies that
P
({
ω ∈ Υ;X(0, ω) ∈ Znp
})
= 1.
Definition 7.2. We say that X(t, ω) is recurrent with respect to Znp if
(7.3) P
({
ω ∈ Υ; τZnp (ω) < +∞
})
= 1.
Otherwise we say that X(t, ω) is transient with respect to Znp .
The meaning of (7.3) is that every path of X(t, ω) is sure to return to Znp . If
(7.3) does not hold, then there exist paths of X(t, ω) that abandon Znp and never
go back.
Lemma 7.3. The function ϕ(x, t) = Zt (x) ∗ Ω
(
‖x‖p
)
is infinitely differentiable
in the time t ≥ 0 and its derivative is given by
(7.4)
∂mϕ
∂tm
(x, t) = (−κ)
m
∫
Qnp
[
A(‖ξ‖p)
]m
Ψ(ξ · x)Ω(‖ξ‖p)e
−κtA(‖ξ‖p)dnξ for m ∈ N.
Proof. Note that for t ≥ 0 and m ∈ N,
[
A(‖ξ‖p)
]m
Ψ(ξ · x)Ω(‖ξ‖p)e
−κtA(‖ξ‖p) ∈
L1(Qnp ). The announced formula is obtained by induction on m by applying the
Lebesgue Dominated Convergence Theorem. 
Lemma 7.4. The probability density function for a path of X(t, ω) to enter into
Znp at the instant of time t, with the condition that X(0, ω) ∈ Z
n
p is given by
(7.5) g(t) = κ
∫
QnprZ
n
p
ϕ(x, t)
w(‖x‖p)
dnx.
Proof. The survival probability, by definition
S(t) := SZnp (t) =
∫
Znp
ϕ(x, t)dnx,
is the probability that a path of X(t, ω) remains in Znp at the time t. Because there
are no external forces acting on the random walk, we have
S′(t) =
Probability that a path of X(t, ω)
goes back to Znp at the time t
−
Probability that a path of X(t, ω)
exits Znp at the time t
(7.6)
= g(t)− C · S(t) with 0 < C ≤ 1.
By using Lemma 7.3 and the definition of W , we have
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S′(t) =
∫
Znp
∂ϕ(x, t)
∂t
dnx = κ
∫
Znp
∫
Qnp
ϕ(x+ y, t)− ϕ(x, t)
w(‖y‖p)
dnydnx
= κ
∫
Znp
∫
Znp
ϕ(x + y, t)− ϕ(x, t)
w(‖y‖p)
dnydnx+ κ
∫
Znp
∫
QnprZ
n
p
ϕ(x + y, t)− ϕ(x, t)
w(‖y‖p)
dnydnx
= κ
∫
Znp
∫
QnprZ
n
p
ϕ(x+ y, t)
w(‖y‖p)
dnydnx− κ
∫
Znp
∫
QnprZ
n
p
ϕ(x, t)
w(‖y‖p)
dnydnx
= κ
∫
Znp
∫
QnprZ
n
p
ϕ(z, t)
w(‖z‖p)
dnzdnx−
∫
Znp
ϕ(x, t)dnx
∫
QnprZ
n
p
κ
w(‖y‖p)
dny
= κ
∫
QnprZ
n
p
ϕ(z, t)
w(‖z‖p)
dnz −
 ∫
QnprZ
n
p
κ
w(‖y‖p)
dny
S(t).
Take C =
∫
QnprZ
n
p
κ
w(‖y‖p)
dny ≤ 1, c.f. (7.2). Finally, by using (7.6), one gets
g(t) = κ
∫
QnprZ
n
p
ϕ(x, t)
w(‖x‖p)
dnx.

Proposition 7.5. The probability density function f(t) of the random variable
τ(ω) satisfies the non-homogeneous Volterra equation of second kind
(7.7) g(t) =
∫ ∞
0
g(t− τ)f(τ)dτ + f(t).
Proof. The result follows from Lemma 7.4 by using the argument given in the proof
of Theorem 1 in [3]. 
Proposition 7.6. The Laplace transform G(s) of g(t) is given by
(7.8)
G(s) = κ2(1−p−n)
∞∑
i=1
pin
w(pi)
∞∑
j=i
pn−2
w(pj+1) +
p−n
w(pj)
(s+ κAw(p−j)) (s+ κAw(p−j+1))
for Re(s) > 0.
Proof. We first note that
(7.9)
e−ste−κtAw(‖ξ‖p)Ω
(
‖ξ‖p
)
w
(
‖x‖p
) ∈ L1 ((0,∞)×Qnp ×Qnp r Znp , dtdnξdnx) for Re (s) > 0.
We compute the Laplace transform G(s) of g(t) by replacing
ϕ(x, t) =
∫
Qnp
e−κtAw(‖ξ‖p)Ω(‖ξ‖p)Ψ(ξ · x)d
nξ
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in (7.5) and interchanging the iterated integrals in a suitable form, which is allowed
by (7.9) via Fubini’s Theorem, in this way one gets
G(s) = κ
∫
QnprZ
n
p
∫
Znp
Ψ(ξ · x)(
s+ κAw(‖ξ‖p)
)
w(‖x‖p)
dnξdnx for Re (s) > 0.
We now assert that
1∣∣∣s+ κAw(‖ξ‖p)∣∣∣w(‖x‖p) ∈ L1
(
Qnp r Z
n
p × Z
n
p , d
nxdnξ
)
for Re (s) > 0.
Indeed, since
(7.10)
∣∣∣s+ κAw(‖ξ‖p)∣∣∣ ≥ Re (s) + κAw(‖ξ‖p) > κAw(‖ξ‖p) for Re (s) > 0,
we have
1∣∣∣s+ κAw(‖ξ‖p)∣∣∣w(‖x‖p) <
1
κAw(‖ξ‖p)w(‖x‖p)
≤
C
‖ξ‖
α2−n
p w(‖x‖p)
≤
C′
‖ξ‖
α2−n
p ‖x‖
α1
p
,
which is an integrable function for x ∈ Qnp rZ
n
p , ξ ∈ Z
n
p and Re (s) > 0, c.f. Lemma
3.4.
In order to calculate an explicit formula for G(s) for Re (s) > 0 we proceed as fol-
lows. We take U =
{
y ∈ Qnp ; ‖y‖p = 1
}
as before, then Qnp rZ
n
p =
⊔
i∈Nr{0}p
−iU ,
Znp r {0} =
⊔
j∈Np
jU , and
G(s) = κ
∞∑
i=1
∞∑
j=0
∫
p−iU
∫
pjU
Ψ(ξ · x)[
s+ κAw(‖ξ‖p)
]
w(‖x‖p)
dnξdnx for Re (s) > 0.
We now use the following change of variables:
p−iU × pjU → U × U
(x, ξ) → (y′, y)
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with x = p−iy′ for i ∈ Nr {0}, ξ = pjy for j ∈ N. Furthermore, dnξdnx =
p−nj+nidnydny′ for j ∈ N and i ∈ Nr {0}. Then
G(s) = κ
∞∑
i=1
pin
∫
U
∞∑
j=0
p−jn
∫
U
Ψ(pj−iy · y′)
[s+ κAw(p−j)]w(pi)
dnydny′
= κ
∞∑
i=1
pin
w(pi)
∞∑
j=0
p−jn
s+ κAw(p−j)
∫
U
∫
U
Ψ(pj−iy · y′)dnydny′ (see (3.7))
= κ(1− p−n)
∞∑
i=1
pin
w(pi)
 ∞∑
j=i
(1− p−n)p−jn
s+ κAw(p−j)
−
p−np−n(i−1)
s+ κAw(p1−i)

= κ(1− p−n)
∞∑
i=1
pin
w(pi)
∞∑
j=i
p−jn
(
1
s+ κAw(p−j)
−
1
s+ κAw(p−j+1)
)
(see (3.5))
= κ2(1 − p−n)
∞∑
i=1
pin
w(pi)
∞∑
j=i
pn−2
w(pj+1) +
p−n
w(pj)
(s+ κAw(p−j)) (s+ κAw(p−j+1))
.

Theorem 7.7. (i) If W is of polynomial type (α3 = 0, α1 = α2 = α > n) and
α ≥ 2n, then X (t, ω;W ) is recurrent with respect to Znp .
(ii) If W is of polynomial type (α3 = 0, α1 = α2 = α > n) and n < α < 2n, then
X (t, ω;W ) is transient with respect to Znp .
Proof. By Proposition 7.5, the Laplace transform of F (s) of f(t) equals G(s)1+G(s) ,
where G(s) is the Laplace transform of g(t), and thus F (0) =
∫∞
0
f (t) dt = 1 −
1
1+G(0) . Hence in order to prove that X (t, ω;W ) is recurrent is sufficient to show
that G(0) = lims→0G(s) = ∞, and to prove that it is transient that G(0) =
lims→0G(s) <∞.
(i) Take s ∈ R, s > 0 and α3 = 0, α1 = α2 = α > n. First we note that
(7.11) C2p
−j(α−n) ≤ Aw(p
−j) ≤ Aw(p
−(j−1)) ≤ C3p
−(j−1)(α−n),
c.f. Lemma 3.4. We take s ∈ R with s > 0 and set
(7.12) s = C3p
−(j0(s)−1)(α−n).
Note that s→ 0+ ⇔ j0 := j0(s)→∞. Then(
s+ κAw(p
−j)
) (
s+ κAw(p
−j+1)
)
≤ (1 + κ)
2
s2 for j ≥ j0
because Aw(p
−γ) is a decreasing function of γ.
By (7.8),
G(s) > κ2(1− p−n)
pn
w(p)
∞∑
j=1
pn−2
w(pj+1) +
p−n
w(pj)
(s+ κAw(p−j)) (s+ κAw(p−j+1))
(7.13)
> κ2(1− p−n)
pn
w(p)
∞∑
j=j0
pn−2
w(pj+1) +
p−n
w(pj)
(s+ κAw(p−j)) (s+ κAw(p−j+1))
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with j0 ∈ N. Now by (3.10) with α3 = 0, α1 = α2 = α,
pn − 2
w(pj+1)
+
p−n
w(pj)
≥
(
pn − 2
C1p
+
p−n
C1
)
p−jα for j ∈ N.
By (7.11)-(7.12) and (7.13), we have
G(s) >
C
s2
p−j0α = C′
p−j0α
p−2j0(α−n)
= C′pj0(α−2n).
Hence, if α > 2n,
lim
s→0+
G(s) > C′ lim
s→0+
pj0(α−2n) = C′ lim
j0→∞
pj0(α−2n) =∞.
Now if α = 2n and s ∈ R, s > 0, we have
lim
j→∞
pn−2
w(pj+1) +
p−n
w(pj)
(s+ κAw(p−j)) (s+ κAw(p−j+1))
≥ C lim
j→∞
pj(α−2n) = C
where C is a positive constant. Hence lims→0+G(s) =∞.
(ii) In this case α3 = 0, α1 = α2 = α > n, and s ∈ C with Re(s) > 0. By (3.10),
pn − 2
w(pj+1)
+
p−n
w(pj)
≤
(
pn − 2
C0p
+
p−n
C0
)
p−jα
for j ∈ N. In addition, by Lemma 3.4,
1
|(s+ κAw(p−j)) (s+ κAw(p−j+1))|
≤
1
[κAw(p−j)]
2 ≤
1
κ2C22p
−2j(α−n)
for j ∈ N, c.f. (7.10).
Hence, by (7.8),
G(s) ≤ C
∞∑
i=1
p−i(α−n)
∞∑
j=i
p−jα+2j(α−n) = C
∞∑
i=1
p−i(α−n)
∞∑
j=i
p−j(2n−α)
= C′
∞∑
i=1
p−in <∞ if 2n > α.

References
[1] Albeverio S., Khrennikov A. Yu., Shelkovich V. M.: Theory of p-adic distributions: linear
and nonlinear models. Cambridge University Press, 2010.
[2] Avetisov V. A., Bikulov A. Kh.: On the ultrametricity of the fluctuation dynamic mobility of
protein molecules. (Russian) Tr. Mat. Inst. Steklova 265 (2009), Izbrannye Voprosy Matem-
aticheskoy Fiziki i p-adicheskogo Analiza, 82–89; translation in Proc. Steklov Inst. Math. 265
(2009), no. 1, 75–81.
[3] Avetisov V. A., Bikulov A. Kh., Zubarev, A. P.: First passage time distribution and the
number of returns for ultrametric random walks, J. Phys. A 42 (2009), no. 8, 085003, 18 pp.
[4] Avetisov V. A., Bikulov A. Kh., Osipov V. A.: p-adic models of ultrametric diffusion in the
conformational dynamics of macromolecules. (Russian) Tr. Mat. Inst. Steklova 245 (2004),
Izbr. Vopr. p-adich. Mat. Fiz. i Anal., 55–64; translation in Proc. Steklov Inst. Math. 2004,
no. 2 (245), 48–57.
PARABOLIC-TYPE EQUATIONS AND ULTRAMETRIC RANDOM WALKS 19
[5] Avetisov V. A., Bikulov A. Kh., Osipov V. A.: p-adic description of characteristic relaxation
in complex systems, J. Phys. A 36 (2003), no. 15, 4239–4246.
[6] Avetisov V. A., Bikulov A. H., Kozyrev S. V., Osipov V. A.: p-adic models of ultrametric
diffusion constrained by hierarchical energy landscapes, J. Phys. A 35 (2002), no. 2, 177–189.
[7] Avetisov V. A., Bikulov A. Kh., Kozyrev S. V.: Description of logarithmic relaxation by a
model of a hierarchical random walk. (Russian) Dokl. Akad. Nauk 368 (1999), no. 2, 164–167.
[8] Cazenave Thierry, Haraux Alain: An introduction to semilinear evolution equations. Oxford
University Press, 1998.
[9] Dragovich B., Khrennikov A. Yu., Kozyrev S. V., Volovich, I. V.: On p-adic mathematical
physics, p-Adic Numbers Ultrametric Anal. Appl. 1 (2009), no. 1, 1–17.
[10] Dynkin E. B.: Markov processes. Vol. I. Springer-Verlag, 1965.
[11] Engel K.-J., Nagel. R.: One-Parameter Semigroups for Linear Evolution Equations. Springer-
Verlag, 2000.
[12] Galeano-Pen˜aloza J., Zu´n˜iga-Galindo W. A.: Pseudo-differential operators with semi-
quasielliptic symbols over p-adic fields, J. Math. Anal. Appl. 386 (2012), no. 1, 32–49.
[13] Karwowski W.: Diffusion processes with ultrametric jumps, Rep. Math. Phys. 60 (2007), no.
2, 221–235.
[14] Kochubei Anatoly N.: Pseudo-differential equations and stochastics over non-Archimedean
fields. Marcel Dekker, Inc., New York, 2001.
[15] Kozyrev S.V.: p-Adic Pseudodifferential operators and p-adicwavelets, Theoret. and Math.
Phys., 138 (2004), no 3, 322-332.
[16] Kozyrev S.V., Khrennikov A.Yu: Pseudodifferential operators on ultrametric spaces and
ultrametric wavelets, Izv. Math., 69 (2005), no 5, 989-1003.
[17] Khrennikov A.Yu., Kozyrev S.V.: Wavelets on ultrametric spaces, Applied and Computa-
tional Harmonic Analysis, 2005. V.19. P.61-76.
[18] Khrennikov A. Yu., Kozyrev S. V.: p-adic pseudodifferential operators and analytic continu-
ation of replica matrices, Theoret. and Math. Phys. 144 (2005), no. 2, 1166–1170.
[19] Lo˝rinczi Jo´zsef; Hiroshima Fumio; Betz Volker: Feynman-Kac-type theorems and Gibbs
measures on path space. With applications to rigorous quantum field theory. de Gruyter
Studies in Mathematics, 34. Walter de Gruyter & Co., Berlin, 2011
[20] Me´zard Marc, Parisi Giorgio, Virasoro Miguel Angel: Spin glass theory and beyond. World
Scientific, 1987.
[21] Nelson Edward: Feynman integrals and the Schro¨dinger equation, J. Mathematical Phys. 5
(1964), 332–343.
[22] Rammal R., Toulouse G., Virasoro M. A.: Ultrametricity for physicists, Rev. Modern Phys.
58 (1986), no. 3, 765–788.
[23] Rodr´ıguez-Vega J. J., Zu´n˜iga-Galindo W. A.: Taibleson operators, p-adic parabolic equations
and ultrametric diffusion, Pacific J. Math. 237 (2008), no. 2, 327–347.
[24] Rudin W.: Fourier Analysis on Groups. Interscience, New York (1962).
[25] Taibleson M. H.: Fourier analysis on local fields, Princeton University Press, 1975.
[26] Torba S. M., Zu´n˜iga-Galindo W. A.: Parabolic Type Equations and Markov Stochastic Pro-
cesses on Adeles, J. Fourier Anl. Appl. DOI 10.1007/s00041-013-9277-2.
[27] Varadarajan V. S.: Path integrals for a class of p-adic Schro¨dinger equations, Lett. Math.
Phys. 39 (1997), no. 2, 97–106.
[28] Vladimirov V. S., Volovich I. V., Zelenov E. I.: p-adic analysis and mathematical physics,
World Scientific, 1994.
[29] Zu´n˜iga-Galindo W. A.: Parabolic equations and Markov processes over p-adic fields, Potential
Anal. 28 (2008), no. 2, 185–200.
Centro de Investigacion y de Estudios Avanzados del I.P.N., Departamento de Matem-
aticas, Av. Instituto Politecnico Nacional 2508, Col. San Pedro Zacatenco, Mexico
D.F., C.P. 07360, Mexico
E-mail address: fchaconc@math.cinvestav.edu.mx, wazuniga@math.cinvestav.edu.mx
