We investigate the compression of identically prepared qubit states, considering the scenario where the spectrum is known, as well as the scenario where no information about the state is available. For known spectrum, we construct an optimal protocol compressing n identically prepared copies of a qubit state into a quantum memory of log n qubits-the ultimate information-theoretic limit set by Holevo's bound. For fully unknown states, we construct an optimal protocol compressing the n-copy state into a hybrid memory of log n qubits and (1/2) log n classical bits. Our protocols are based on optimal universal cloning, which finds here a novel application to quantum Shannon theory.
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Introduction: A fundamental property distinguishing quantum states from classical probability distributions is the freedom in the choice of eigenbasis, which can be used to encode information even when the spectrum of the state is fixed. Consider the scenario where one party wants to transmit to another party the information encoded in a quantum state, available in many identical copies. States of this form can be used, for instance, indicators of a direction [1, 2] , carriers of temporal information [3, 4] , probes in metrology [5] or even pieces of cryptocurrency [6] . In these scenarios, an important question is how to minimize the amount of communication needed to faithfully transmit the information contained in multiple copies of the same state.
The compression of identically prepared states was first studied in the pure qubit state case by Plesch and Bužek [7] and experimentally demonstrated by Rozema et al [8] . For mixed states, some of us proposed a protocol [9] which was shown to be the most efficient among all protocols where the decoder is bounded to preserve the total angular momentum. Whether lifting this requirement allows for better compression performances has remained as an open problem so far. Moreover, all the works [7] [8] [9] considered only the scenario where the spectrum of the states is known and fixed. Finding the optimal compression protocol for completely general quantum states is important for applications (where the spectrum may be unknown) and is relevant for foundations, because it provides an information-theoretic characterization of the difference between quantum states and classical probability distributions.
In this Letter, we identify the optimal compression protocols for ensembles of identically prepared mixed states. We first consider the known-spectrum compression, showing that there exists a compression protocol that reduces the number of required encoding qubits from (3/2) log n (the number in [9] ) to log n. We then address a new compression scenario where no information about the qubit state is given a priori. For this scenario, which we call full-model compression, we propose a protocol using a hybrid memory of log n qubits and (1/2) log n classical bits. We also prove that both protocols are optimal.
For the full-model protocol, we show that the memory size is minimal even if the hybrid memory is replaced by a fully-quantum memory. The main result of the Letter is the following theorem: Theorem 1. n copies of an arbitrary qubit state can be optimally compressed into log n qubits when the spectrum is known or into (3/2) log n qubits when the spectrum is not known.
Our compression protocols do not require a shared reference frame between the sender and the receiver. The protocols employ the optimal universal cloning machine [10] in a novel way, extending its range of application beyond quantum cryptography [11] .
I. COMPRESSION PROTOCOL FOR KNOWN SPECTRUM
We first express any qubit state in the Gibbs form ρ g = e βσz,g/2 / Tr e βσz,g/2 with σ z,
where U g is the unitary matrix representing the rotation g in the Bloch sphere. β > 0 is the inverse temperature. We rule out the infinite-temperature case (β = 0), which corresponds to the maximally mixed state whose compression is trivial. We consider n-qubit states in the identically prepared form ρ ⊗n g , assuming n to be even for simplicity. The Schur-Weyl duality [12] states that ρ ⊗n g is equivalent to the block diagonal state
up to a unitary transform, a.k.a. the Schur transform, which can be implemented efficiently on a quantum computer [13] . Here q J is a probability distribution, ρ g,J is a Gibbs state in the (2J + 1)-dimensional irreducible subspace of SU(2), I m J is the identity on the m J -dimensional multiplicity subspace. Precisely, q J has the following ex-pression [9] 
where p = e β/2 / e β/2 + e −β/2 , B(n, p, k) is the binomial distribution with n trials and probability p, and J 0 = (p − 1/2)(n + 1). Every compression protocol consists of two components: the encoder, where the input state is encoded into a memory, and the decoder, where the output state is recovered from the memory, each represented by a completely positive trace preserving linear map (a.k.a. a quantum channel). Therefore, a quantum compression protocol can be specified by the couple (E, D) of the encoding channel and the decoding channel. The performance of a protocol is evaluated by the tradeoff between two quantities: The first is the memory size log d enc [measured by the number of required (qu)bits], where d enc is the rank of the average encoded state g . E(ρ ⊗n g ) with g . being the Haar measure of SU (2) . The second is the error of the protocol. As the error measure we use the worst-case trace distance (over all rotations in the Bloch sphere) between the output state of the protocol and the original state, namely = max
The key issue is to minimize the memory size, while guaranteeing that the error vanishes in the asymptotic limit of large n. Let us first consider the scenario where the spectrum of the state (or equivalently β) is known. The crucial ingredient of the compression protocol is the optimal universal cloning channel [10] defined as
where P J is the projector on the (2J + 1)-dimensional irreducible representation of SU (2) . We now establish an important feature of the cloning channel (4): when J ≈ J , the channel transforms a Gibbs state ρ g,J [cf. Eq.
(1)] into a Gibbs state ρ g,J with negligible error. The channel C J→J can thus be regarded as an adapter of the Gibbs states of spin systems (or a Gibbs spin adapter in short): it adjusts the size of the spin while preserving the spin orientation and the temperature. The feature is described explicitly by the following lemma (see Appendix A for the proof):
Lemma 1 (Universal cloning as a Gibbs spin adapter). When J ≈ J the quantum channel C J→J (4) transforms the Gibbs state ρ g,J [cf. Eq. (1)] into ρ g,J with the vanishing error
The protocol for known spectrum runs as follows:
• The encoder On any input state, we perform the Schur transform [13] and discard the multiplicity register. We then measure the total spin with a non-demolition measurement. Denoting by J ∈ {0, . . . , n/2} the outcome of the measurement, we perform the Gibbs spin adapter C J→J0 [cf. Eq. (4)] on the post-measurement state ρ g,J . The output state, which is C J→J0 (ρ g,J ), is encoded into quantum memory. The encoder realizes the following encoding channel:
where Tr M denotes the partial trace of the multiplicity register andP J is the projection to the spin J spaces in the tensor product system.
• The decoder To recover the original state, we send the encoded state through the channel C J0→Ĵ , whereĴ is sampled from the distribution qĴ . We then append the multiplicity register in the state I mĴ /mĴ to the output of the channel. Finally, we perform the inverse of the Schur transform. The decoder realizes the following decoding channel:
The memory size for the above protocol is log(2J 0 + 1) ≈ log n. Here the notion f (x) ≈ g(x) signifies that the two functions f (x) and g(x) are asymptotically equal, i.e. lim x→∞ f (x)/g(x) = 1. On the other hand, the error of the protocol can be arbitrarily bounded from above for large enough n: Notice that for large n the probability distribution q J is concentrated in an interval S around J 0 with |S| = O( √ n), and thus both the measurement outcome J (cf. the encoder) and the random variableĴ with the distribution qĴ (cf. the decoder) fall in S with high probability. Further notice that within S the Gibbs spin adapters C J→J0 and C J0→Ĵ generate only negligible errors thanks to Lemma 1. Combining these two facts one can see that the overall error vanishes for large n (see Appendix B for a complete proof). The Gibbs spin adapter establishes a bridge between pure state quantum cloning and mixed state quantum compression: It is not only the optimal universal cloning machine but also a tool to achieve the optimal compression.
II. OPTIMALITY FOR THE KNOWN-SPECTRUM COMPRESSION
Here we prove the optimality of the proposed protocol. We consider any compression protocol (E, D) of the ensemble E = {ρ ⊗n g , g . } where the spectrum of ρ g is fixed. Here E is the encoding channel from the Hilbert space of ρ ⊗n g , denoted as H ⊗n , to the memory space H enc (whose dimension is d enc ), and D is the decoding channel from H enc to H ⊗n . The first ingredient in our optimality proof is the Horodecki bound [Eq. (7) of [14] ]: For any compression protocol (E, D) compressing the ensemble K = {ρ x , p x } up to an error ≤ 1/2, the following bound holds
x for x > 0, µ(0) = 0, and χ (K) is the chi quantity [15] of the ensemble:
where H denotes the von Neumann entropy. Combining Eq. (8) with Holevo's bound [15] and using the monotonicity of the chi quantity, one gets the bound
for
The bound (10) relates the number of required qubits to the chi quantity of the ensemble. However, we cannot use Eq. (10) with K = E because, as we will see later, χ(E) grows only as log n while log d E = n, leading to a trivial bound when > O n −1 . To address the problem, we consider the ensemble
which has a smaller dimension d E = (n/2 + 1) 2 . The ensemble E forms a sufficient statistic [16, 17] of the original ensemble E, namely the ensemble generated by ruling out the redundant part of the original ensemble, and there exists a reversible map R from any state ρ ⊗n
With this property, we can show that if a protocol compresses the original ensemble E up to an error (E), then there exists a protocol compressing E up to an error (E ) = (E) using the same amount of memory. Thus we have
To show that Eq. (13) holds, we notice that given any protocol (E, D) for E, we can construct a compression protocol for E (and vise versa) by 1) constructing ρ ⊗n g from J q J ρ g,J by applying R −1 , 2) applying the compression protocol for E and 3) applying R. The error for such a compression protocol is
Finally, applying Eq. (10) to the ensemble E and combining it with Eq. (13), we obtain
having used the fact that χ (E) = χ (E ) in the last step. Explicit calculation shows that the chi quantity (9) of the ensemble E can be expressed as
From a previous work [see Eqs. (7), (10) and (11) of [18] ], we know that
Since q J is approximately a normal distribution with variance O(n), we have
A complete proof of Eq. (18) can be found in Appendix C. Substituting Eqs. (16) , (17) and (18) into Eq. (15), we bound the memory size as
When is vanishing, the leading order in the bound (19) is log n. We thus conclude that our protocol for the known-spectrum compression is asymptotically optimal.
III. COMPRESSION FOR FULL MODEL
We now turn to the full-model case, where the spectrum of the qubit state is not known. In this case, compressing the state is more challenging and the protocol for known spectrum no longer works since the values of q J and J 0 are not available. A simple protocol would be to measure the total spin J and to encode both the measurement outcome as well as the post-measurement state. However, this is not the optimal use of resources; we now show that the amount of classical bits can be reduced by a 50% factor with asymptotically negligible error. The idea is to coarse-grain the outcome of the total spin measurement. More precisely, we divide the collection of possible outcomes into disjoint subsets
. Instead of encoding the measurement outcome J, we encode the index i such that J ∈ L i . Since there are O( √ n) possible indexes, the classical memory size, which is log k, is reduced from log n to (1/2) log n. Details of the protocol are listed below.
• The encoder On any input state, we perform the Schur transform and discard the multiplicity register. We then measure the total spin. Denoting by J the outcome of the measurement, we perform the quantum channel C J→f (J) on the postmeasurement state, where f (J) denotes the median of the subset L(J) containing J. The output state C J→f (J) (ρ g,J ) is encoded in a quantum memory, while f (J) is encoded in a classical memory. The encoding channel is the map from the quantum system to the classical-quantum system as
• The decoder We perform the following sequence of operations: The state in the quantum memory is sent through the channel C f (J)→Ĵ , whereĴ is a random variable sampled uniformly in subset L (f (J)). We then append the multiplicity register in the state I mĴ /mĴ to the output of the channel. Finally, we perform the inverse of the Schur transform. The decoding channel is the map from the classical-quantum system to the quantum system as
A few points should be emphasized: First, singling out the J = n/2 case guarantees the perfect compression for pure states: When ρ g is pure, ρ ⊗n g is fully supported in the symmetric subspace, corresponding to J = n/2. Second, sampling in the subsets is essential for achieving the vanishing error. This fact is illustrated in Figure   4 8 1, by comparing the spectral distribution of the following states: 1) the output state of the protocol, 2) the output state of a protocol with the same encoder as Eq. (20) and a decoder that recovers the multiplicity register without sampling, and 3) the original state ρ ⊗n g . As shown by Figure 1 , the sampling yields a well-behaved interpolation of the desired distribution q J , while without the sampling one has a sum of delta functions at the medians of the subsets. Finally, we give a sketchy proof that the error vanishes asymptotically for any qubit state, leaving the full proof to Appendix D. There are two resources of error for this protocol: the error of the Gibbs spin adapter and the error of the interpolation. We recall that q J is concentrated in an interval of width O( √ n) for large n. Within this interval, q J is relatively flat, and thus the interpolation works well (cf. Figure 1) ; the total spins of the input and the output systems of the Gibbs spin adapter are contained in the same subset of length O( √ n) near J 0 , and by Lemma 1 the error of the Gibbs spin adapter also vanishes with the growth of n. Therefore, the error of the full-model protocol is negligible for large enough n.
IV. OPTIMALITY FOR THE FULL-MODEL COMPRESSION
The optimality of the full-model protocol can be proven using the same techniques as for the knownspectrum case. In fact, we prove an even stronger result: replacing the hybrid memory with a fully quantum memory does not reduce the compression rate, as the number of encoding qubits remains lower bounded by (3/2) log n (Appendix E).
V. CONCLUSION
In this Letter we solved the problem of optimally compressing identically prepared qubit states, constructing protocols that achieve Holevo's bound. For known spectrum, we constructed a protocol which requires log n qubits asymptotically, reducing the memory size by 1/3 compared to the protocol in [9] . The key to the improvement is the use of universal cloning as a Gibbs spin adapter, which modulates the angular momentum of the system. The Gibbs spin adapter is a novel application of the optimal universal cloning machine to adjust the size of Gibbs states, which may inspire further applications in both the free resource theory [19] and the size-restricted resource theory [20] of quantum thermodynamics. We also considered the new scenario of full-model compression, where the spectrum of the state is not known. In this case, our protocol uses a hybrid memory of log n qubits and (1/2) log n classical bits. By comparing our two protocols, one can separate the genuinely quantum contribution due to the freedom in the choice of eigenbasis) from the classical contribution due to freedom in the choice of the spectrum. A question that remains open is how to extend the optimal compression to arbitrary finite dimensional systems, as in [9] . A plausible approach is to replace the universal cloning channels (4) with covariant transformations between the irreducible subspaces labelled by different Young diagrams. We conjecture that the optimal transformations will introduce negligible errors whenever the input and output Young diagrams are close. In this section, we prove that the channel
where P J is the projector on the (2J + 1)-dimensional irreducible representation of SU(2) faithfully transforms ρ g,J into ρ g,J , as long as J ≈ J . Explicitly, we show that the error of the transform satisfies = max
We first introduce an expansion of the Gibbs state ρ g,J , which reads
where N J = J j=−J p J+j (1 − p) J−j is a normalization constant. We now split the proof into two cases.
We begin by checking the action of C J→J on the basis |J, m g J, m| g , which, when J ≤ J , is expressed as
We denote by δ := J/(J − J). We notice that
Therefore, we can express C J→J (|J, m g J, m| g ) as Here µ g,J,J is an operator with trace Tr[µ g,J,J ] = 1 −
. Next, substituting J − m with k, we have
Noticing that ρ g,J can also be represented as ρ g,J = (N J ) −1 2J k=0 p 2J −k (1 − p) k |J , J − k g J , J − k| g , we can express the error of the conversion as = max
Since p > 1/2, it is obvious that the third term in the last inequality vanishes exponentially in J, and we need only to show that the first term and the second term also vanish as J grows. For the first error term, we have the following expansion since k J:
Recalling that δ = J/(J − J), it is straightforward to verify that
Substituting the above equations into the expression of the first error term, we have max
For the second error term, we have
which vanishes as J grows. Finally, combining the above calculations, the error of the conversion can be bounded as
which vanishes as J grows large.
2. The J > J case.
In this case, the action of C J→J on the symmetric basis is . Next, substituting J − m with k, we have
Since p > 1/2, it is obvious that the third term in the last inequality vanishes exponentially in J, and we need only to show that the first term and the second term also vanish as J grows.
For the first error term, we have the following expansion since k J:
Recalling that δ = J/(J − J ), it is straightforward to verify that
For the second term, we have
, which vanishes exponentially fast as J grows. Finally, combining the above calculations, the error of the conversion can be bounded as
Appendix B: Precision analysis for known spectrum.
Recall from the Letter that the protocol can be represented by the couple (E, D), where the encoding channel is
where Tr M denotes the partial trace of the multiplicity register andP J is the projection to the spin J spaces in the tensor product system while the decoding channel is
It is then straightforward to check that, when the input state is ρ ⊗n g , the output state of the protocol will be
Now we evaluate the performance of the protocol. The error can be expressed and bounded as in the following.
= max g∈SU(2)
Observing that, for large n, the distribution {q J } is peaked around J 0 . Using this fact, we can define the set
for some parameter c, so that lim n→∞ J ∈S q J = 0. Also notice that the channel C J0→Ĵ • C J→J0 fares equally well for all g. Then, we can continue bounding the error as
The last inequality comes from the following fact.
Now, we show that both terms in Eq. (B2) vanish in the large n limit. On one hand, we derive the explicit expression of q J as having used the expression of the multiplicity m J = (2J + 1) n+1 n/2+J+1 /(n + 1). Rearranging the terms we get
where B(n, p, k) = p k (1 − p) n−k n k and J 0 = (p − 1/2)(n + 1). We then have
having used the Hoeffding's inequality in the second last inequality. From the above inequalities, it is clear that for any positive threshold we can choose c = n s for arbitrarily small s > 0 so that this term is bounded by the threshold for large enough n.
On the other hand, we notice that J ≈ J for any J, J ∈ S, and thus the second error term also vanishes.
Summarizing from Eq. (B4) and Eq. (B5), we have shown that ≤ O n − 1 4 +s for arbitrarily small s > 0.
the collection of all medians of these subsets. In the encoder, we measure the total spin using the POVM {P J } J and store the median of the subset in which the measurement outcome is contained. For convenience we define the following two maps: When the state ρ g is pure (p = 1), ρ ⊗n g = |n/2, n/2 g n/2, n/2| g . It is straightforward to see that (D • E)(|n/2, n/2 g n/2, n/2| g ) = |n/2, n/2 g n/2, n/2| g , and thus the compression introduces no error. Now, we focus on the mixed state case (1/2 < p < 1), where the output state can be expressed as For any input state ρ ⊗n g , the error of the protocol is evaluated by the trace distance, written precisely as .
To further bound the error, we shall use the concentration property of the distribution {q J }. Explicitly, we define a set S as S = J 0 − ct √ n , . . . , J 0 + ct √ n with a parameter c > 0 controlling |S|. For any t > 0 we can choose c to be large enough that lim n→∞ J ∈S q J = 0 as shown later. Separating the tail error term from the rest, we get that 
For large n and vanishing , the leading order of the above bound is (3/2) log n, which justifies our statement previously in the Letter.
