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Abstract
Let f be a real-valued function defined on R, with f(0) 6= 0 and which is not constant in non
empty open intervals. We prove the equations
{
(−∆)su = f(u), in B1,
u = 0, in Bc
1
,
(1)
where (−∆)s is the s-fractional Laplacian, 0 < s < 1, have no solutions in C2(B1), if d > 2s.
The proof is based on the moving plane method and in the approximation of C2(B1) functions by
s-harmonic functions.
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1 Introduction
By Br(a) ⊂ R
d we are going to denote the open ball with center at a and radious r > 0. When a = 0
we simply write Br instead of Br(0).
A natural framework space for the solutions of equations like (1) could be the domain of the
operator (−∆)s. However, we do not have a characterization of such space, and this is a disadvantage
if we want to study properties of the solutions of these equations.
If the reaction term f in (1) is smooth then we are able to obtain a regular solution. For example,
the Ho¨lder function u(x) = c(1− |x|2)s+, c > 0, is the unique solution of Dirichlet problem
{
(−∆)su = 1, in B1,
u = 0, in Bc1,
(2)
see for example [10]. This example shows us that we can obtain solutions of equations like (1) in
specific function spaces. One more example, using variational techniques is proved in [16] that the
equation {
(−∆)su = λu+ |u|2
∗−2u, in Ω,
u = 0, in Ωc,
(3)
has a solution in certain fractional Sobolev space, Hs(Rd), where 2∗ = 2d/(d− 2), d > 2, and Ω ⊂ Rd
is an open bounded set.
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Moreover, in [8, 17] is studied that certain equations, that are generalization of (3), have solutions
in a weak sense (distributional sense). On the other hand, in [15] is proved a Pohozaev identity for
the solution of an equation like (1), for some reaction functions f , and it is used to show that such
equation does not have weak solutions. An analogous result is obtained in [9] using the method of
moving spheres and the Caffarelli-Silvestre extension technique.
Besides, in order to study properties of solutions of equations like (1) it is usually assumed that
such solutions exist and that they are regular in some sense, this is the case for example in the study
of radial symmetric solutions, see [5]. Moreover, it is well known that s-harmonic functions are C∞ in
the domain where they are fractional harmonic [3], so that imposing certain conditions of smoothness
at the reaction term one could expected that these solutions are also regular [4, 1].
The main contribution of the present work is to show that if the reaction term, f in (1), belongs
to the space of real-valued functions
J = {f : R→ R |f is not constant in non empty open intervals}
and f(0) 6= 0 then equations (1) have no solutions on C2(B1). Therefore, due to the previous discus-
sion, we can conclude that solutions of equations of type (1) could be continuous, of Ho¨lder type or
solutions in a weak sense, but not smooth.
Usually, to demonstrate properties of the solutions of equations of type (1) the method of moving
planes is used. This is the case, for example, when is proved that they are radially symmetric. As
is known, this technique is based on the Maximum Principle and Harnack inequality, see [14] for a
more complete discussion of the method and its various applications. However, in our case we will
use the method of moving planes, but surprisingly we will not use the Maximum Principle, instead we
will use the recent result of approximation of smooth functions by s-harmonic functions [6, 12]. This
approximation theorem has proved to be quite useful and with it is achieved, transparently, to discard
the space of smooth functions as a possible space where we can find solutions of equations of type (1).
The importance of the study of fractional equations is well known in applied mathematics. For
example, they arise in fields like molecular biology [18], combustion theory [2], dislocations in mechan-
ical systems [11], crystals [19] and in models of anomalous growth of certain fractal interfaces [13], to
name a few.
The paper is organized as follows. In Section 2 we address the approximation theorem of smooth
functions by s-harmonic functions and in Section 3 we enunciate and demonstrate the main result of
the paper.
2 Preliminaries
Let us introduce some notation. Let U ⊂ Rd be an open set, and k ∈ {0, 1, 2, ...},
Ck(U) = {ϕ : U → R | Dαϕ is continuous on U, for all |α| ≤ k},
Ck(U ) = {ϕ ∈ Ck(U) | Dαϕ is uniformly continuous on bounded subsets of U,
for all |α| ≤ k},
and if ϕ ∈ Ck(U ) is bounded we write
||ϕ||Ck(U) =
∑
|α|≤k
||Dαϕ||C(U ),
where C(U) = C0(U) and ||ϕ||C(U ) = sup{|ϕ(x)| : x ∈ U}.
In this section we are going to prove that each function on u ∈ Ck(Br(a)) can be approximated by
s-harmonic functions on Br(a). This result was first proved in [6]. Recently, Krylov [12] has shown
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this result using an integral representation for the s-harmonic functions. For completeness we give a
proof of the approximation theorem following the cleaver ideas given in [12] considering some minor
changes, such as the use of a smooth version of Stone-Weierstrass theorem.
The fractional Laplacian (−∆)s, 0 < s < 1, of a function ϕ : Rd → R is
F((−∆)sϕ)(ξ) = (2pi|ξ|)2sFϕ(ξ), ξ ∈ Rd, (4)
where F is the Fourier transform,
Fϕ(ξ) =
∫
ϕ(x)e−2pii〈x,ξ〉dx, ξ ∈ Rd,
where 〈·, ··〉 is the usual inner product in Rd. Let S(Rd) be the Schwartz space of rapidly decaying
functions. If ϕ ∈ S(Rd) then
(−∆)sϕ(x) = cd,s P.V.
∫
Rd
ϕ(x) − ϕ(y)
|x− y|d+2s
dy,
where cd,s > 0 is a normalization constant and P.V. is the Cauchy principal value.
If K−α(x) = |x|
−α, with 0 < α < d, then
F(K−α)(ξ) =
(2pi)α
cd,α
|ξ|α−d. (5)
In what follows we will assume that d > 2s. Using (5) and (4) we get
ϕ(x) = F−1((2pi|ξ|)−2sF((−∆)sϕ)(ξ))(x)
= cd,s
∫
Rd
|y − x|2s−d(−∆)sϕ(y)dy, (6)
where F−1 is the inverse Fourier transform. For a function g : Rd → R let us introduce the function
K2s−dg(x) = (K2s−d ∗ g)(x) =
∫
Rd
K2s−d(x− y)g(y)dy, x ∈ R
d.
Using the representation (6), of ϕ, as a motivation is introduced in [12] the following space of real-
valued functions
K = {f : B1 → R | there exists g ∈ C
∞
0 (U), such that f = K2s−dg},
where U = B4\B3.
Theorem 1 If d > 2s, then K is a linear subspace dense in Ck(B1), for each k ≥ 0.
Proof. From the properties of convolution ∗ and since the support, spt(g1+g2), of g2+g2 is contained
in spt(g1) ∪ spt(g2) we see that K is a linear subspace.
For each x ∈ U , fixed, let us see that Kx2s−d ∈ K, where K
x
2s−d(y) = K2s−d(x − y). There exits
r = r(x) > 0 such that Br(x) ⊂ U . Therefore we can take ζ ≥ 0 in C
∞
0 (B1) which integrates one and
ξ ∈ C∞0 (U) such that 0 ≤ ξ ≤ 1, ξ = 1 on Br(x), and spt(ξ) ⊂ U . Let us consider the sequence (fm),
where fm = K2s−dgm and
gm(z) = ξ(z)ζm(z − x), z ∈ R
d,
here ζm(z) = m
dζ(mz). By construction gm ∈ C
∞
0 (U) and the sequence (fm) converges in C
k(B1) to
Kx2s−d.
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For each y ∈ B1 and x ∈ U we see, for i =, ..., d,
(2s − d)(xi − yi)K
x
2s−d−2(y) =
∂Kx2s−d(y)
∂xi
= lim
m→∞
m
[
K
x+
1
m
ei
2s−d (y)−K
x
2s−d(y)
]
. (7)
For m big enough x + 1
m
ei ∈ U and the limit in C
k(B1) implies
∂Kx
2s−d
(·)
∂xi
∈ K. In particular, we get
that ∆mx K
x
2s−d(·) = ∆x(∆
m−1
x K
x
2s−d(·)) ∈ K, for each m ∈ N, where ∆x is the Laplacian applied with
respect to x. Inasmuch as
∆mx K
x
2s−d(y) = K
x
(2s−d)−2m(y)
m∏
j=0
2(s − 1− j)(2s − d− 2j),
and d > 2s implies Kx(2s−d)−2m(·) ∈ K for each m = 0, 1, 2, ....
Taken x ∈ U and t > 0 the Weierstrass M -test implies (see Lemma 2.2 in [12])
Kx2s−d(·) exp
(
−t|x− ·|−2
)
=
∞∑
m=0
1
m!
(−t)mKx(2s−d)−2m(·) ∈ K.
For any x ∈ U and α ∈ (−1,∞) the integral
Kx2s−d+2α+2(·)Γ(α + 1) =
∫ ∞
0
tαKx2s−d(·) exp
(
−t|x− ·|−2
)
dt
converges in Ck(B1), then K
x
2s−d+2α+2(·) ∈ K. Taking (d > 2s)
α ∈
{
d− 2− 2s
2
,
d− 2s
2
,
2 + d− 2s
2
}
we conclude that the constant functions, Kx2 (·) and K
x
4 (·) are in K. From (7) we can deduce that, for
each i, j ∈ {1, ..., d},
yi = xi −
1
2
∂Kx2 (y)
∂xi
,
yiyj = −xixj + xjyi + xiyj +
1
8
∂2Kx4 (y)
∂xj∂xi
,
are in K. Then K contains the polynomials in the d coordinates. The result follows from the Stone-
Weierstrass theorem for smooth functions (see, for example, Corollary 6.3 and Proposition 7.1 in the
Appendixes of [7]).
Corollary 2 Let us assume d > 2s and k ≥ 0. If u ∈ Ck(Br(a)), then for each ε > 0 there exists
h ∈ C∞0 (B4r(a)\B3r(a)) such that ||u−K2s−dh||Ck(Br(a)) < ε.
Proof. Applying Theorem 1 to the function v : B1 → R, v(x) = r
−2su(rx + a), we have that
there exists g ∈ C∞0 (B4\B3) such that ||v − K2s−dg||Ck(B1) < r
1−2sε. Let us define h : Rd → R as
h(z) = g
(
1
r
(z − a)
)
, then h ∈ C∞0 (B4r(a)\B3r(a)). Since
K2s−dh(z) = r
2s(K2s−dg)
(
1
r
(z − a)
)
, z ∈ Rd,
then, for each |α| ≤ k,
Dα(u−K2s−dh)(z) = r
2s−1Dα(v −K2s−dg)
(
1
r
(z − a)
)
.
From which the result is followed.
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3 The main result
Here we will present the proof of our main contribution. First let us discard a trivial case. If the
reaction term satisfies f(0) = 0, then u ≡ 0 is a solution of (1).
Theorem 3 If f(0) 6= 0 and f ∈ J , the equation (1) has no solution in C2(B1).
Proof. Let a ∈ Rd\{0} be an arbitrary fixed point. We are going to consider the affine hyperplane
Ha = {z ∈ R
d : 〈z, a〉 = 〈a, a〉} (8)
that goes through a and is also perpendicular to a. The reflection with respect to Ha of a point x ∈ R
d
is defined as
xr = 2a+ x−
2〈a, x〉
〈a, a〉
a,
see the Figure 1.
y
b
x
xr
b
yrb
Ha
0
a
Figure 1
Let us see that the distance is preserved under reflection. Let x, y in Rd, then
〈xr, xr〉 =
〈
2a+ x−
2〈a, x〉
〈a, a〉
a, 2a+ x−
2〈a, x〉
〈a, a〉
a
〉
= 〈x, x〉+ 4 (〈a, a〉 − 〈a, x〉) ,
〈xr, yr〉 =
〈
2a+ x−
2〈a, x〉
〈a, a〉
a, 2a+ y −
2〈a, y〉
〈a, a〉
a
〉
= 〈x, y〉+ 2 (2〈a, a〉 − 〈a, x〉 − 〈a, y〉) ,
this implies that
|xr − yr|
2 = 〈xr, xx〉+ 〈yr, yr〉 − 2〈xr, yr〉
= |x− y|2. (9)
The function Ra : R
d → Rd, Ra(x) = xr, is the reflection with respect to the affine hyperplane Ha.
If u ∈ S(Rd) then the reflection ur of u is u ◦Ra. We have (−∆)
s(u ◦Ra) = ((−∆)
su) ◦Ra, that is to
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say the fractional Laplacian of the reflection is the reflection of the fractional Laplacian. Indeed, (9)
yields
(−∆)sur(x) = cd,s P.V.
∫
Rd
u(xr)− u(yr)
|x− y|d+2s
dy
= cd,s P.V.
∫
Rd
u(xr)− u(yr)
|xr − yr|d+2s
dy,
now let us make the change of variable z = yr = Ra(y), then
∂zi
∂yi
= 1−
2(ai)
2
〈a, a〉
,
∂zi
∂yj
= −
2aiaj
〈a, a〉
, j 6= i.
Since the Jacobian is |det(R′a)| = | − 1| = 1, then
(−∆)sur(x) = cd,s P.V.
∫
Rd
u(xr)− u(z)
|xr − z|d+2s
dz
= (−∆)su(xr). (10)
Now let us suppose that (1) has a solution u in C2(B1). Let x0 ∈ B1\{0} be an arbitrary fixed
point. We will see that u(x0) = u(0). We are going to consider the affine hyperplane H 1
2
x0
and the
reflection R 1
2
x0
with respect to it. Let v = u− ur, where ur = u ◦R 1
2
x0
. Applying Corollary 2 to the
function v in the ball Br0(
1
2x0), r0 = 1 −
1
2 |x0|, see the Figure 2, we have that, for each ε > 0, there
is gε ∈ C
∞
0 (U), U = B4r0(
1
2x0)\B3r0(
1
2x0), such that
||v −K2s−dgε||C2
(
Br0 (
1
2
x0)
) < ε. (11)
B1
x0
b
b
b
H 1
2
x0
0
1
2x0
Figure 2
We are going to see that
lim
ε↓0
(−∆)s(v −K2s−dgε)(x0) = 0. (12)
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For this purpose let us set
hε =
{
v −K2s−dgε, in Br1(x0),
0, in Rd\Br1(x0),
where r1 = 1− |x0|. Then
(−∆)shε(x0) = cd,s lim
ζ↓0
∫
Br1 (x0)\Bζ(x0)
hε(x0)− hε(y)
|x0 − y|d+2s
dy
+ cd,s
∫
Rd\Br1 (x0)
hε(x0)− hε(y)
|x0 − y|d+2s
dy
= cd,s(I1 + I2).
Odd symmetry of 〈Dhε(x0), y − x0〉 on Br1(x0)\Bζ(x0) gives us
I1 = lim
ζ↓0
∫
Br1 (x0)\Bζ(x0)
hε(x0)− hε(y) + 〈Dhε(x0), y − x0〉
|x0 − y|d+2s
dy.
From Taylor expansion of hε at x0 we get
|I1| ≤ lim
ζ↓0
∫
Br1 (x0)\Bζ(x0)
||D2hε||L∞(Br1 (x0)) |y − x0|
2
|x0 − y|d+2s
dy
= ||D2hε||L∞(Br1 (x0))
r
2(1−s)
1
2(1 − s)
≤
r
2(1−s)
1
2(1− s)
||v −K2s−dgε||C2(Br0 (
1
2
x0))
.
Furthermore, using that hε = 0 in R
d\Br1(x0) we have
|I2| ≤
∫
Rd\Br1 (x0)
||hε||L∞(Br1 (x0))
|x0 − y|d+2s
dy
=
r−2s1
2s
||v −K2s−dgε||C2(Br0 (
1
2
x0))
.
In this way convergence (12) is followed by (11).
On the other hand, using (4) and (5) we get
(−∆)s(K2s−d ∗ gε)(x) = F
−1((2pi|ξ|)2sF(K2s−d ∗ gε)(ξ))(x)
= F−1((2pi|ξ|)2sF(K2s−d)(ξ)F(gε)(ξ))(x)
=
(2pi)d
cd,s
gε(x).
Using the lineality of the fractional Laplacian operator, (12) and (10) we obtain
0 = lim
ε→0
(−∆)s(v −K2s−dgε)(x0)
= (−∆)sv(x0)− lim
ε→0
(−∆)s(K2s−dgε)(x0)
= (−∆)su(x0)− (−∆)
sur(x0)−
(2pi)d
cd,s
gε(x0)
= (−∆)su(x0)− (−∆)
su((x0)r)
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= f(u(x0))− f(u((x0)r)),
we have used x0 ∈ Br0(
1
2x0) and that the support of gε is contained in B4r0(
1
2x0)\B3r0(
1
2x0). From
(8) we see (x0)r = 0, then f(u(x0)) = f(u(0)).
The continuity of u implies that u(B1) is a connected set in R, therefore it is an interval. If
(u(B1))
◦ = ∅, then u(x) = c, for each x ∈ B1 and some constant c ∈ R. If c = 0, then 0 =
(−∆)su(0) = f(u(0)) = f(0), then it must be c 6= 0. On the other hand
f(c) = f(−∆)su(0)
= cd,s lim
ζ↓0
∫
B1\Bζ
u(0) − u(y)
|y|d+2s
dy + cd,s
∫
Rd\B1
u(0)− u(y)
|y|d+2s
dy
= cd,s c
∫
Rd\B1
1
|y|d+2s
dy =∞.
Thus (u(B1))
◦ 6= ∅, but this is also impossible because f would be constant in the open interval
(u(B1))
◦ and f is in J .
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