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Abstract
Word meaning change can be inferred from
drifts of time-varying word embeddings.
However, temporal data may be too sparse
to build robust word embeddings and to dis-
criminate significant drifts from noise. In this
paper, we compare three models to learn di-
achronic word embeddings on scarce data: in-
cremental updating of a Skip-Gram from Kim
et al. (2014), dynamic filtering from Bamler
and Mandt (2017), and dynamic Bernoulli em-
beddings from Rudolph and Blei (2018). In
particular, we study the performance of differ-
ent initialisation schemes and emphasise what
characteristics of each model are more suitable
to data scarcity, relying on the distribution of
detected drifts. Finally, we regularise the loss
of these models to better adapt to scarce data.
1 Introduction
In all languages, word usage can evolve over time,
mirroring cultural or technological evolution of
society (Aitchison, 2001).
For example, the word ”Katrina” used to be ex-
clusively a first name until year 2005 when hurri-
cane Katrina devastated the United States coasts.
After that tragedy, this word started to be associ-
ated with the vocabulary of natural disasters.
In linguistics, diachrony refers to the study of
temporal variations in the use and meaning of a
word. Detecting and understanding these changes
can be useful for linguistic research, but also
for many tasks of Natural Language Processing
(NLP). Nowadays, a growing number of historical
textual data is digitised and made publicly avail-
able. It can be analysed in parallel with contempo-
rary documents, for tasks ranging from text classi-
fication to information retrieval. However, the use
of conventional word embeddings methods have
the drawback to average in one vector the different
word’s usages observed across the whole corpus.
This static representation hypothesis turns out to
be limited in the case of temporal datasets.
Assuming that a change in the context of a
word mirrors a change in its meaning or usage,
a solution is to explore diachronic word embed-
dings: word vectors varying through time, follow-
ing the changes in the global context of the word.
While many authors proposed diachronic embed-
ding models these last years, these methods usu-
ally need large amounts of data to ensure robust-
ness.
However, temporal datasets often face the prob-
lem of scarcity; beyond the usual scarcity problem
of domain-specific corpora or low-resource lan-
guages, a temporal dataset can have too short time
steps compared to the volume of the full dataset.1
Moreover the amount of digital historical texts is
limited for many languages, particularly for oldest
time periods.
This paper addresses the following question:
In case of scarce data, how to efficiently learn
time-varying word embeddings? For this pur-
pose, we compare three diachronic methods on
several sizes of datasets. The first method is incre-
mental updating (Kim et al., 2014), where word
vectors of one time step are initialised using the
vectors of the previous time step. The second
one is the dynamic filtering algorithm (Bamler
and Mandt, 2017) where the evolution of the em-
beddings from one time step to another is con-
trolled using a Gaussian diffusion process. Fi-
nally, we experiment dynamic Bernoulli embed-
dings (Rudolph and Blei, 2018) where the vectors
are jointly trained on all time slices.
These three models are briefly described in
section 3. The hyper-parameters are specifically
tuned towards efficiency on small datasets. Then,
we explore the impact of different initialisation
1A short time step can be one month or less, depending
on the domain.
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scheme and compare the behaviour of word drifts
exhibited by the models. Finally, we experiment
regularising the models in order to tackle the faults
detected in the previous analysis. The experiments
in section 4 are made on the New York Times An-
notated Corpus (NYT) 2 (Sandhaus, 2008) cover-
ing two decades.
2 Related Work
The first methods to measure semantic evolution
rely on detecting changes in word co-occurrences,
and approaches based on distributional similarity
(Gulordava and Baroni, 2011). The use of auto-
mated learning methods, based on word embed-
dings (Mikolov et al., 2013), is recent and has un-
dergone an increase in interest these last two years
with the successive publication of three articles
dedicated to a literature review of the domain (Ku-
tuzov et al., 2018; Tahmasebi et al., 2018; Tang,
2018). In this section, we mainly consider this
second line of work, along with the peculiarities
of scarce data.
Kim et al. (2014) developed one of the first
method to learn time-varying word sparse repre-
sentations. It consists in learning an embedding
matrix for the first time slice t0, then updating it
at each time step t using the matrix at t − 1 as
initialisation. This method is called incremental
updating. Another broadly used method it to
learn an embedding matrix for each time slice
independently; due to the stochastic aspect of
word embeddings, the vectorial space for each
time slice is different, making them not directly
comparable. Thus, authors perform an alignment
of the embeddings spaces by optimising a ge-
ometric transformation (Hamilton et al., 2016;
Dubossarsky et al., 2017; Szymanski, 2017;
Kulkarni et al., 2015)).
In the case of sparse data, in addition to the
approximative aspect of the alignment that harms
the robustness of the embeddings, these methods
are sensitive to random noise, which is difficult to
disambiguate from semantic drifts. Moreover, the
second one require large amounts of data for each
time step to prevent overfitting. Tahmasebi (2018)
shows that low-frequency words have a much
lower temporal stability than high-frequency ones.
In (Tahmasebi et al., 2018), the authors explain
that usual methods for diachronic embeddings
2https://catalog.ldc.upenn.edu/LDC2008T19
training such as the two previously presented are
inefficient in the case of low-frequency words and
hypothesise that a new set of methods, pooled
under the name of dynamic models, may be more
adapted. These models use probabilistic models
to learn time-varying word embeddings while
controlling the drift of the word vectors using a
Gaussian diffusion process. Bamler and Mandt
(2017) uses Bayesian word embeddings, which
makes the algorithm more robust to noise in
the case of sparse data; while Rudolph and Blei
(2018) relies on a Bernoulli distribution to learn
the dynamic embeddings jointly across all time
slices, making the most of the full dataset.
Outside of the framework of diachrony, several
attempts aim at improving or adapting word em-
beddings to low-volume corpora in the literature.
It can involve morphological information (Luong
et al., 2013) derived from the character level (San-
tos and Zadrozny, 2014; Labeau et al., 2015), and
often make use of external resources: semantic
lexicon (Faruqui et al., 2015), and pre-trained em-
beddings from larger corpora (Komiya and Shin-
nou, 2018). However, to our knowledge, no work
has attempted to apply similar solutions to the
problem of sparse data in temporal corpora, even
thought this situation has been faced by many au-
thors, often in the case of short time steps for so-
cial media data (Stewart et al., 2017; Bamler and
Mandt, 2017; Kulkarni et al., 2015).
3 Diachronic Models
This section briefly describes the three models un-
der study: the Skip-Gram incremental updating al-
gorithm from Kim et al. (2014), the dynamic filter-
ing algorithm of Bamler and Mandt (2017), and
the dynamic Bernoulli embeddings model from
Rudolph and Blei (2018). We consider a corpus
divided into T time slices indiced by t. For each
time step t, every word i is associated with two
vectors uit (word vector) and vit (context vector).
3.1 Incremental Skip-Gram (ISG)
This algorithm relies on the skip-gram model es-
timated with negative sampling (SGNS) method
described in (Mikolov et al., 2013) and it can be
summarised as follows. The probability of a word
i to appear in the context of a word j is defined
by σ(uTi,tvj,t), with σ being the sigmoid function.
Words i and j are represented by their embedding
vectors ui,t and vj,t) at time t. The matrices Ut
and Vt gathers all of them for the whole vocab-
ulary. The context is made of a fixed number of
surrounding words and each word in the context
are considered as independent of each other.
The negative sampling strategy associates to
each observed word-context pair (the positive ex-
amples) n+ijt, a set of negative examples n
−
ijt. The
negative examples are sampled for a noise distri-
bution following Mikolov et al. (2013).
Let n+−t denote for the time step t, the union
of positive and negative examples. The objec-
tive function can be defined as the following log-
likelihood:
log p(n+−t |Ut, Vt) = Lpos(Ut, Vt)+Lneg(Ut, Vt)
=
L∑
i,j=1
(n+ijtlog σ(u
T
i,tvj,t)+n
−
ijtlog σ(−uTi,tvj,t))
(1)
For the first time slice, the matrices U1 and
V1 are initialised using a Gaussian random noise
N (0, 1) before being trained according to equa-
tion (1). Then, for each successive time slice,
the embeddings are initialised with values of the
previous time slice following the methodology of
(Kim et al., 2014). This way, the word vectors of
each time step are all in the same vectorial space
and directly comparable.
3.2 Dynamic Filtering of Skip-Gram (DSG)
This second method relies on the Bayesian ex-
tension of the SGNS model described by Barkan
(2015). The main idea is to share information from
one time step to another, allowing the embeddings
to drift under the control of a diffusion process. A
full description of this approach, denoted as the fil-
tering model, can be found in (Bamler and Mandt,
2017).
In this model, the vectors ui,t and vi,t are con-
sidered as latent vectors. Under a Gaussian as-
sumption, they are represented by their means
(µui,t , µvi,t) and variances (Σui,t ,Σvi,t). They are
initialised for the first time slice with respectively
a zero mean vector and a identity variance matrix.
The temporal drift from one time step to an-
other follows a Gaussian diffusion process with
zero mean and variance D. This variance is called
the diffusion constant and has to be tuned along
with the other hyperparameters. Moreover, at each
time step a second Gaussian prior with zero mean
and variance D0 is added, resulting in the follow-
ing distributions over the embeddings matrices Ut:
p(U1|U0) ∼ N (0, D0) (2)
p(Ut|Ut−1) ∼ N (Ut−1, D) N (0, D0).
The same equation stands for Vt. Training
this model requires to estimate the posterior dis-
tributions over Ut and Vt given n+−t . This
(Bayesian) inference step is unfortunately un-
tractable. In (Bamler and Mandt, 2017), the au-
thors propose to use variational inference (Jordan
et al., 1999) in its online extension (Blei et al.,
2017). The principle of variational inference is to
approximate the posterior distribution with a sim-
pler variational distribution qλ(U, V ) (λ gathers all
the parameters of q). This variational posterior
will be iteratively updated at each time step. The
final objective function can be written as follows:
Lt(λ) = Eqλ [log p(n+−t |Ut, Vt)] (3)
+ Eqλ [log p(Ut, Vt)|n+−1:t−1]
− Eqλ [log qλ(Ut, Vt)].
This loss function is the sum of three terms: the
log-likelihood (computed following equation (1)),
the log-prior (which enforces the smooth drift of
embedding vectors, sharing information with the
previous time step), and the entropy term (approx-
imated as the sum of the variances of the embed-
ding vectors).
3.3 Dynamic Bernoulli Embeddings (DBE)
The DBE models extends the Exponential Family
Embeddings (EFE)(Rudolph et al., 2016), a prob-
abilistic generalisation of the Continuous Bag-of-
Words (CBOW) model of Mikolov et al. (2013).
The main idea is that the model predicts the cen-
tral word vector conditionally to its context vector
following a Bernoulli distribution. A detailed de-
scription of the model can be found in (Rudolph
and Blei, 2018).
Each word i has T different embeddings vec-
tors uit, but this time, the context vectors vi are
assumed to be fixed across the whole corpus. The
embedding vector uit drifts throughout time fol-
lowing a Gaussian random walk, very similarly to
equation (2):
U0, V ∼ N (0, λ−10 I), (4)
Ut ∼ N (Ut−1, λ−1I).
The drift hyper-parameter λ controls the tem-
poral evolution of Ut, and is shared across all time
steps. The training process, described more pre-
cisely by Rudolph and Blei (2018), relies on a vari-
ant of the negative sampling strategy described by
Mikolov et al. (2013). The goal is to optimise the
model across all time steps jointly, by summing
over t the following loss function:
Lt = Lpos(Ut, V ) + Lneg(Ut, V )
+ Lprior(Ut, V ). (5)
The two first terms are computed as in equation
(1). The third term is defined as:
Lprior(Ut, V ) = −λ0
2
L∑
i=1
‖vi‖2−λ0
2
L∑
i=1
‖ui,0‖2
− λ
2
∑
i,t
‖ui,t − ui,t−1‖2. (6)
The role of Lprior is twofold: it acts as a regulari-
sation term on V and Ut, and as a constraint on the
drift of Ut, preventing it from going too far apart
from Ut−1
4 Experimental Results
The goal of this study is to compare the behaviour
of the three algorithms described in section 3 in
case of low-volume corpora. We evaluate their
predictive power on different volumes of data to
compare the impact of two initialisation methods,
and analyse the behaviour of the drift of the em-
beddings.
4.1 Experimental Setup
We use the New York Times Annotated Cor-
pus (NYT) (Sandhaus, 2008) 3 containing around
1 855 000 articles ranging from January 1st 1987
to June 19th 2007. We divide the corpus into
T = 20 yearly time steps (the incomplete last year
is not used in the analysis) and held out 10 % of
each time step for validation and testing. Then,
we sample several subsets of the corpus: 50 %,
10%, 5% and 1% of the training set. This way, we
can compare the models on each subset to eval-
uate their ability to train a model in the case of
low-volume corpora.
We remove stopwords and choose a vocabu-
lary of V = 10k most frequent words. Indeed,
3released by the Linguistic Data Consortium
a small vocabulary is more adequate for sparse
data in a temporal analysis in order to avoid hav-
ing time steps were some word does not appear at
all. The total number of words in the corpus after
preprocessing is around 38.5 million. It amounts
to around 200k words per time step in the 10 %
subset of the corpus, thus only 20k in the 1 % sub-
set.
To tune the hyperparameters, we use the log-
likelihood of positive examples Lpos measured on
the validation set. We train each model for 100
epochs, with a learning rate of 0.1, using the Adam
optimiser. For the DSG model, we use a diffusion
constant D = 1 and a prior variance D0 = 0.1 for
both corpora. For the DBE model, we use λ = 1
and λ0 = 0.01.
We choose an embedding dimension d = 100,
as the experiments show that a small embedding
dimension, as in (Stewart et al., 2017), leads to
smoother word drifts and makes the model less
sensitive to noise when the data is scarce.
We use a context window of 4 words and a neg-
ative ratio of 1; we observed that having a higher
number of negative samples artificially increased
the held-out likelihood, but equalised the drifts of
all the words in the corpus. Thus, in an extreme
scarcity situation, each negative sample has a high
weight during training: the number of negative
samples has to be very carefully selected depend-
ing on the amount of data.
4.2 Impact of Initialisation on Sparse Data
The embedding vectors of the ISG and DBE mod-
els are initialised using a Gaussian white noise,
while the means and variances of DSG are ini-
tialised with null vectors and identity matrices
respectively. However, a good initialisation can
greatly improve the quality of embeddings, partic-
ularly in the case of scarce data.
We experiment the impact of two types of
initialisation on the log-likelihood of positive
examples on the test set.
Internal initialisation:
We train each model in a static way on the
full dataset. Then, we use the resulting vectors
as initialisation for the first time step of the
diachronic models. This methods is especially
suitable for domain-specific corpora where no
external comparable data is available.
Figure 1: Log-likelihoods for the DSG model on three subsets of the corpus, comparing the baseline (random
initialisation) with the two initialisation methods: internal is the initialisation from the full dataset while external-
backward is the initialisation with the Wikipedia vectors, with training from most recent to oldest time step.
Backward external initialisation:
We use a set of embeddings pre-trained on a much
larger corpus for initialisation: The Wikipedia
corpus (dump of August 2013) (Li et al., 2017)
with vectors of size 100. These embeddings are
representative of the use of words in 2013; and
in general, large corpora exist almost exclusively
for recent periods. Thus, we choose to use the
pre-trained embeddings as initialisation for the
last time step (the most recent). Then, we update
the embeddings incrementally from new to old
(reverse incremental updating).
This method would be particularly suitable for
corpora with low volume in older time slices, as
it is the case for most of the historical dataset in
languages other than English.
For the DSG model, the pre-trained vectors are
used as the mean parameter for each word. The
variance parameter is fixed at 0.1. Experiments
with a prior variance of 0.01 and 1 had a lowest
log-likelihood on the validation set.
The log-likelihood curves in figure 1 show that
the internal initialisation has a better impact on the
likelihood at the beginning of the period, as it is
closer to the data than the external initialisation.
The positive impact of the backward external ini-
tialisation increases with the volume of data.
Overall, the mean log-likelihoods across all
time steps (Table 1) are higher using the internal
initialisation. We conjecture that internal initiali-
sation is more profitable to the model when the pe-
riod is short (here, two decades) with low variance.
The backward external initialisation has very close
scores to the internal one, and is more suitable for
higher volume datasets with a longer period, as
it gives higher benefit to the likelihood for bigger
subsets.
Initialisation /
Model Random Internal
Backward
external
ISG -3.17 -2.589 -2.686
DSG -0.749 -0.686 -0.695
DBE -2.935 -2.236 -2.459
Table 1: Log-likelihood on the 5% subset of the NYT
corpus for each model, with the three initialisation
schemes.
4.3 Visualising Word Drifts
A high log-likelihood performance does not nec-
essarily imply that the drifts detected by the mod-
els are meaningful. In this section, we examine
the distribution of word drifts outputted by each
model with the internal initialisation. The com-
puted drift is the L2-norm of the difference be-
tween the embeddings at t0 and the embeddings
at each t:
drift(Ut) =
[ L∑
i=1
(ui,t − ui,t0)2
]1/2
(7)
In the case of the DSG model were the words
are represented as distributions, we compute the
difference of the mean vectors.
We plot the superimposed histograms of suc-
cessive drifts (Figure 2) from t0 = 1987 to each
successive time step, for all studied models. For
example, on the histograms, the lightest colour
curve represents the drift between t0 = 1987 and
t = 2006 and the darkest one is the drift between
t0 = 1987 and t = 1988.
A first crucial property is the directed aspect of
the drifts: when the words progressively drift away
from their initial representation in a directed fash-
ion. On 10 % of the dataset, the DBE model shows
well this behaviour, with a very clear colour gradi-
ent. It is also the case for the other models on this
subset. With 1 % of the dataset on the contrary,
the ISG model is unable to display a directed be-
Figure 2: Histogram of word drift for each model on two subsets of the NYT corpus. The drifts are computed
from t0 = 1987 to each successive time step, and superposed on the histogram. The lightest colours indicate drifts
calculated until the most recent time steps. The number of words are on logarithmic scale.
haviour (no colour gradient), while the two other
models do. This is justified by the use of the dif-
fusion process to link the time steps in equations 2
and 5: it allows the DSG and DBE models to em-
phasise the directed fashion of drifts even in the
situation of scarce data.
The second property to highlight is the capac-
ity of the models to discriminate words that drift
from words that stay stable. From the human point
of view, a majority of words has a stable mean-
ing (Gulordava and Baroni, 2011); especially on a
dataset covering only two decades like the NYT.
The DBE model has a regularisation term (equa-
tion 6) to enforce this property, and a majority
of words have a very low drift on the histogram.
However, on 1 % of the dataset, this model can not
discriminate very high drifts from the rest. The
ISG and DSG models have a different distribu-
tion shape, with the peak having a drift superior
to zero. The only words that do not drift on their
histograms are the one that are absent from a time
step.
To conclude, both the DBE and DSG model are
able to detect directed drifts even in the 1 % subset
of the NYT corpus, while the ISG can not. How-
ever, the drift distributions of the DBE and DSG
models have a much shorter shorter tail on the 1 %
subset than on the 10 % subset: they are not able
to discriminate very high drifts from the rest of the
words in extreme scarcity situation.
4.4 Regularisation Attempt
To tackle the weakness of the DBE and DSG mod-
els on the smallest subset, we attempt to regularise
their loss in order to control the weight of the high-
est and lowest drifts. Our goal is to allow the
model to:
• better discriminate very high drifts;
• be less sensitive to noise, giving lower weight
to very low embedding drifts.
We test several possible regularisation terms to
be added to the loss. The best result is obtained
with the Hardshrink activation function, which is
defined this way:
HardShrink(x) = x, if x > β (8)
= −x, if x < −β
= 0, otherwise
For the DSG and DBE models, we add to the loss
the following regularisation term, amounting to a
thresholding function applied to the drift:
regβ = α ∗HardShrink(drift(Ut), β) (9)
Where α is the regularisation constant to be tuned,
β is the threshold of the hardshrink function, and
the drift is computed according to equation 7. The
regularisation term is minimised. The activation
function acts as a threshold to limit the amount of
words having an important drift. We choose β as
the mean drift for both models.
For both DSG and DBE, the right tail of the dis-
tribution of the drifts with regularisation (Figure
3) is much longer than in the original model (Fig-
ure 2). Moreover, in the case of the DSG model,
more words have a drift very close to zero.
To conclude, the regularised DSG model con-
siders more words as temporally stable. Further-
more, regularising the loss of the dynamic models
allows to better discriminate extreme word embed-
ding drifts for very small corpora.
Figure 3: Histogram of word drift for the DBE and
DSG regularised models on the 1 % subset.
5 Summary & Future Work
To summarise, we reviewed three algorithms for
time-varying word embeddings: the incremental
updating of a skip-gram with negative sampling
(SGNS) from Kim et al. (2014) (ISG), the dy-
namic filtering applied to a Bayesian SGNS from
Bamler and Mandt (2017) (DSG), and the dy-
namic Bernoulli embeddings model from Rudolph
and Blei (2018) (DSG), a probabilistic version of
the CBOW.
We proposed two initialisation schemes: the
internal initialisation, more suited for low volume
of data, and the backward external initialisation,
more suited for higher volumes and long periods
of temporal study. Then, we compared the distri-
butions of the drifts of the models. We conclude
that even in extreme scarcity situations, the DBE
and DSG models can highlight directed drifts
while the ISG model is too sensitive to noise.
Moreover, the DBE model is the best at keeping
a majority of the words stable. This property,
as long as the ability to detect directed drift, are
two important properties of a diachronic model.
However, both have low ability to discriminate
the highest drifts on a very small dataset. Thus,
we added a regularisation term to their loss using
the Hardshrink activation function, successfully
getting longer distribution tails for the drifts.
An important future work is the multi-sense as-
pect of words. Polysemy is a crucial topic when
dealing with diachronic word embeddings, as the
change in usage of a word can reflect various
changes in its meaning. However, the more dif-
ferent senses are taken into account, the more
data is needed to tackle it. An evolution of the
DSG model presented in this paper to adapt to this
problem would be to represent words while tak-
ing into account the context of each occurrence of
a word to disambiguate its meaning. Brazinskas
et al. (2018) propose such model in a static fash-
ion, where word vectors depends on the context
and are drawn at token level from a word-specific
prior distribution. The framework is similar to the
Bayesian skip-gram model from Barkan (2015)
used in the DSG model; but the goal is to predict a
distribution of meanings given a context for each
word occurrence. We are working on adapting this
model to a dynamic framework.
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