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Abstract
The main purpose of this paper is to prove a CR Poincaré inequality with sharp exponent on the sphere in
complex space. We use the complex tangential gradient on the sphere instead of the usual Laplace–Beltrami
gradient on the sphere.
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1. Introduction
Recently, Cohn and Lu [2] derived the sharp Moser–Trudinger inequalities on the sphere
in complex space. This result is motivated by their important relationship between such sharp
inequalities and conformal geometry in CR setting. While the Moser–Trudinger inequalities are
for functions with Lp-integrable subelliptic gradients when p is the homogeneous dimension
of the sphere as a CR manifold, the Poincaré inequalities are for those when p is less than this
homogeneous dimension. The purpose of this paper is to prove a CR Poincaré inequality on such
sphere. Thus our results complement those in [2] to a certain extent, even though we do not know
yet the sharp constants for such Poincaré inequalities.
We first provide some preliminaries which are necessary to introduce the complex tangential
gradient ∇Cf and state our results. We must apologize that it still appears to be rather tedious
though we have tried to be as brief as possible.
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n-dimensional complex vector space equipped with the Hermitian inner product
〈z,w〉 =
n∑
j=1
zj w¯j ,
where z = (z1, . . . , zn) and w = (w1, . . . ,wn) ∈ Cn. If z and w are identified with vectors in R2n,
then z ·w = Re〈z,w〉 is the usual real inner product.
Throughout the paper, we use the notation 〈·,·〉 to denote the usual Hermitian–Riemannian
metric on complex valued tangent vectors. Let us define the standard vector fields
Dk = 12
(
∂
∂xk
− i ∂
∂yk
)
and Dk = 12
(
∂
∂xk
+ i ∂
∂yk
)
, k = 1,2, . . . , n.
Then the vector fields {√2Dk,
√
2Dk} form an orthonormal system. If a ∈ Cn, we use the no-
tations a · D =∑nj=1 ajDj and a · D =∑nj=1 ajDj . Any vector field X can be written as the
form X(z) = a · D + b · D where a :Cn → Cn and b :Cn → Cn are Cn-valued functions. Note
that
〈a ·D + b ·D,c ·D + d ·D〉 = 1
2
(〈a, c〉 + 〈d, b〉).
In addition, we recall the complex structure map on vector fields determined by the equations
JDk = iDk and JDk = −iDk . Thus J (a · D + b · D) = i(a · D − b · D). It is easy to see that
J 2 = −I , 〈JX,JY 〉 = 〈X,Y 〉 and 〈JX,Y 〉 = −〈X,JY 〉 for all vector fields X and Y .
Let S be the 2n − 1 (real) dimensional sphere {z: 〈z, z〉 = 1} contained in Cn. We will be
working with functions defined on the sphere S and vector fields which are tangent to the sphere.
Let R(z) = z ·D+ z ·D denote the vector field normal to the sphere and let X = X(z) be a vector
field defined on a neighborhood of S. Then X is called tangential if 〈X(z),R(z)〉 = 0 for all z ∈ S.
It follows that the vector field X = a ·D+b ·D is tangential if and only if 〈a(z), z〉+〈z, b(z)〉 = 0
for all z ∈ S.
A vector field X is called complex tangential if both X and JX are tangential. Let N =
−iJR = (z ·D− z ·D). Equivalently, X is complex tangential if and only if both 〈X,R〉 = 0 and
〈X,N〉 = 0 at all points of the sphere. It is not hard to verify that X = a · D + b · D is complex
tangential if and only if both 〈a(z), z〉 = 0 and 〈b(z), z〉 = 0 for all z ∈ S.
If f is a smooth function defined on a neighborhood of a point z ∈ Cn then ∇f (z) denotes
the unique tangent vector with the property that Xf (z) = 〈X(z), (∇f )(z)〉 for all vectors X(z)
in the tangent space at z. It is easy to see that
∇f (z) =
∑
j
2Djf (z)Dj + 2Djf (z)Dj .
If f is a smooth function defined on S then ∇t f denotes the unique vector field which is
tangential to S with the property that Xf (z) = 〈X(z), (∇t f )(z)〉 for all tangential vector fields X.
If f is a smooth function then there is also a unique complex tangential vector field which
we denote by ∇Cf with the property that Xf (z) = 〈X(z), (∇Cf )(z)〉 for all complex tangential
vector fields X. We will need formulas for ∇t f and ∇Cf .
To get ∇t f and ∇Cf we simply take the projection of ∇f onto the tangent space and complex
tangent space of S. Thus we have
∇t f (z) = ∇f (z)−
〈∇f (z),R(z)〉R(z),
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∇Cf (z) = ∇f (z)−
〈∇f (z),R(z)〉R(z)− 〈∇f (z), JR(z)〉JR(z)
= ∇t f (z)− JRf (z)JR(z).
Thus from the last equation it is clear that∣∣∇Cf (z)∣∣2 = ∣∣∇t f (z)∣∣2 − ∣∣JRf (z)∣∣2.
Therefore,∣∣∇Cf (z)∣∣ ∣∣∇t f (z)∣∣,
that is, the complex tangential gradient is pointwise bounded above in norm by the Euclidean
tangential gradient.
We now let dσ denote the normalized volume element on S. Thus, our main theorem is:
Theorem 1. For 1  p < 2n and q = 2np2n−p , there exists a constant C, depending only on n
and p, such that∥∥f − (f )S∥∥Lq(S) C‖∇Cf ‖Lp(S),
where (f )S = 1σ(S)
∫
S
f dσ = ∫
S
f dσ.
We remark that there has been a vast literature on Poincaré inequalities in subelliptic setting
such as those for real vector fields satisfying Hörmander’s condition. In that case, the Lp to Lp
Poincaré inequalities for all 1 p < ∞ were first proved by Jerison in [7]. The sharp Poincaré
inequalities from Lp to Lq were obtained in [8,9] for 1 < p < Q and q = pQ
Q−p , and for p = 1
and q = Q
Q−1 in [4,10], where Q is the homogeneous dimension associated with the given vector
fields. We also refer to [1,6], etc. and many references therein for other related results in this
direction.
In the proof of Theorem 1 above the main tool is a representation formula. To describe it, we
need to introduce some notations. For λ ∈ C set
Kβ(λ) =
(
2n+β−1B
(
n+ β
2
,
1
2
))−1
(n+ β − 1) · (1 − |λ|
2)β
|1 − λ|n+β−1
and let the convolution on the sphere S be defined as
f ∗Kβ(ζ ) =
∫
S
f (z)Kβ
(〈z, ζ 〉)dz.
It was proved in [2] that:
Lemma 2. Suppose β > −n + 1 and Bβ = (cn2n+β−1B(n+β2 , 12 ))−1, where cn = (n − 1)π−1.
Then
∣∣f (ζ )− f ∗Kβ(ζ )∣∣ Bβ
∫
S
∣∣∇Cf (z)∣∣ (1 − |〈z, ζ 〉|
2)β+1/2
|1 − 〈z, ζ 〉|n+β dσ (z).
Using Lemma 2, we will get the following lemma.
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∣∣f (ζ )− (f )S∣∣C
∫
S
∣∣∇Cf (z)∣∣ 1|1 − 〈z, ζ 〉|n−1/2 dσ(z)
+ C
∫
S
(|∇Cf | ∗ J )(z) · 1|ζ − z|2n−2 dσ(z)
C
(|∇Cf | ∗ J )(ζ )+C
∫
S
(|∇Cf | ∗ J )(z) · 1|ζ − z|2n−2 dσ(z),
where (f )S =
∫
S
f dσ , J (z, ζ ) = 1|1−〈z,ζ 〉|n−1/2 , and
(|∇Cf | ∗ J )(ζ ) =
∫
S
∣∣∇Cf (z)∣∣J (z, ζ ) dσ (ζ ).
To proceed, we recall that a metric d on the sphere S was defined in [11] by
d(z, ζ ) = ∣∣1 − 〈z, ζ 〉∣∣1/2, for all z, ζ ∈ S.
With the metric d , we can define for any z ∈ S and any r > 0, the ball B(z, r) centered at z with
radius r by
B(z, r) = {η ∈ S: d(z, η) < r}.
Also from [11], we know that σ(B(z, r)) is roughly proportional to r2n. Note that
J (z, ζ ) = 1|1 − 〈z, ζ 〉|n−1/2 =
1
d(z, ζ )2n−1
.
We now conclude this introduction with the following remarks:
(1) It is well known that a Poincaré inequality will follow as soon as we have an appro-
priate pointwise representation formula using the truncation argument (see, for example, [12]).
However, Lemma 3 indicates that our formula has two separate terms on the right-hand side.
Therefore, the usual known argument is not applicable immediately. The presence of the second
term does create some extra difficulty. Therefore, we must carefully deal with these two terms in
proving the Poincaré inequality.
(2) It is natural to think that there is a close relationship between inequalities on the Heisenberg
group and those on the complex spheres (see e.g. Folland–Stein [5] for the intimate connection
between the Heisenberg group and the complex sphere). One might suppose that inequalities
on the sphere S in Cn should follow from those on the Heisenberg group using the well-known
Cayley transform. Unfortunately, as pointed out in [2] (we refer the reader to the explanation on
page 1467 in [2]), this is not the case for the Moser–Trudinger inequalities. Similar argument
shows that this is not the case for Poincaré inequalities either (one of the main reasons in our
case here is that the transformed inequality will contain an extra weight, which is not the desired
inequality we are proving in the paper here). This is why we have taken the direct approach in
this paper.
The rest of the paper is organized as follows. In Section 2, we prove the representation formula
stated in Lemma 3. Section 3 provides the proof of Theorem 1. We only give the proof for
p = 1 since the case p > 1 follows from the boundedness of fractional integral together with the
1094 L. Sun / J. Math. Anal. Appl. 326 (2007) 1090–1100representation formula in Lemma 3 (see e.g. [12]). As a matter of fact, our proof for the case
p = 1 applies to p > 1 as well without any difficulty.
2. Proof of Lemma 3
We now give:
Proof of Lemma 3. By choosing β = n− 1 in Lemma 2, we have
∣∣f (ζ )− f ∗Kn−1(ζ )∣∣ Bn−1
∫
S
∣∣∇Cf (z)∣∣ (1 − |〈z, ζ 〉|
2)n−1/2
|1 − 〈z, ζ 〉|2n−1 dσ(z). (2.1)
We first assume
∫
S
f dσ = 0. Let F = f ∗ Kn−1, then
∫
S
F dσ = 0. Let J (λ) = 1|1−λ|n−1/2 for
λ ∈ C. It was shown in [2] (see the proof of Proposition 7.3 in [2]) that∣∣∇tF (z)∣∣ C(|∇Cf | ∗ J )(z).
From [2, Proposition 7.3] again, we have
∣∣F(ζ )∣∣=
∣∣∣∣F(ζ )−
∫
S
F dσ
∣∣∣∣
∫
S
∣∣∇tF (z)∣∣G(ζ, z) dσ (z),
where G(ζ, z) C|1−ζ ·z|n−1 = C|ζ−z|2n−2 . Hence the above two equations lead to
∣∣F(ζ )∣∣
∫
S
(|∇Cf | ∗ J )(z)G(ζ, z) dσ (z). (2.2)
Then it follows from (2.1) and (2.2) that
∣∣f (ζ )∣∣ Bn−1
∫
S
∣∣∇Cf (z)∣∣ (1 − |〈z, ζ 〉|
2)n−1/2
|1 − 〈z, ζ 〉|2n−1 dσ(z)+
∫
S
(|∇Cf | ∗ J )(z)G(ζ, z) dσ (z).
Let K1(z, ζ ) = (1−|〈z,ζ 〉|2)
n−1/2
|1−〈z,ζ 〉|2n−1 . Note that
1 − ∣∣〈z, ζ 〉∣∣ ∣∣1 − 〈z, ζ 〉∣∣
and
1 + ∣∣〈z, ζ 〉∣∣ 2.
We immediately obtain that
K1(z, ζ )
2n−1/2|1 − 〈z, ζ 〉|n−1/2
|1 − 〈z, ζ 〉|2n−1 = C(n)
1
|1 − 〈z, ζ 〉|n−1/2 .
Thus it follows that
∣∣f (ζ )∣∣C
∫
S
∣∣∇Cf (z)∣∣ 1|1−〈z, ζ 〉|n−1/2 dσ(z)+C
∫
S
(|∇Cf | ∗J )(z) · 1|ζ − z|2n−2 dσ(z).
This proves Lemma 3 when
∫
S
f dσ = 0. Finally the general case of Lemma 3 follows by re-
placing f by f − ∫
S
f dσ . 
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This section is devoted to the proof of Theorem 1. We only provide the proof for p = 1 since
the case p > 1 follows from the boundedness of fractional integral together with the represen-
tation formula in Lemma 3 (see e.g. [12]). As a matter of fact, the proof given below applies to
p > 1 as well without any difficulty.
To this end, we need the following lemma:
Lemma 4. For k ∈ Z, let Ωk = {ζ ∈ S: 2k  |f (ζ ) − (f )S| < 2k+1}. Then for any ζ ∈ Ωk we
have
∣∣f (ζ )− (f )S∣∣C(T1 + T2)+C
∫
S
|∇Cf |dσ,
where T1 =
∫
Ωk−1 |∇Cf (z)|J (z, ζ ) dσ (z) and T2 =
∫
S
(|∇Cf | ∗ J )(z) · 1|ζ−z|2n−2 dσ(z).
Proof. Define
gk(ζ ) =
⎧⎪⎨
⎪⎩
2k−1 if |f (ζ )− (f )S| 2k−1,
|f (ζ )− (f )S| if 2k−1  |f (ζ )− (f )S| 2k,
2k if |f (ζ )− (f )S| > 2k.
Then it follows immediately that when ζ ∈ Ωk , we have∣∣f (ζ )− (f )S∣∣ 2 · 2k = 2gk(ζ );
and
2k = gk(ζ ) =
[
gk(ζ )− (gk)S
]+ (gk)S.
For notational simplicity, set I = |gk(ζ )− (gk)S| and II = (gk)S. Then we have
gk(ζ ) I + II.
Now it follows from Lemma 3 that
I  C
(∫
S
∣∣∇Cgk(z)∣∣J (z, ζ ) dσ (z) +
∫
S
(|∇Cf | ∗ J )(z) · 1|ζ − z|2n−2 dσ(z)
)
 C
( ∫
Ωk−1
∣∣∇Cf (z)∣∣J (z, ζ ) dσ (z) +
∫
S
(|∇Cf | ∗ J )(z) · 1|ζ − z|2n−2 dσ(z)
)
= C(T1 + T2).
Meanwhile, note that
II = (gk)S  1
σ(S)
[∫
S
2k−1 + ∣∣f (y)− (f )S∣∣dσ(y)
]
= 2k−1 + 1
σ(S)
∫ ∣∣f (y)− (f )S∣∣dσ(y).
S
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2k = gk(ζ ) 2k−1 + 1
σ(S)
∫
S
∣∣f (y)− (f )S∣∣dσ(y)+C(T1 + T2). (3.1)
Hence we have
2k−1  1
σ(S)
∫
S
∣∣f (y)− (f )S∣∣dσ(y)+C(T1 + T2). (3.2)
A combination of (3.1) and (3.2) yields that for ζ ∈ Ωk ,
gk(ζ )
2
σ(S)
∫
S
∣∣f (y)− (f )S∣∣dσ(y)+C(T1 + T2).
Therefore the following assertion holds whenever ζ ∈ Ωk :∣∣f (ζ )− (f )S∣∣ 2k+1 = 2gk(ζ )
 4
σ(S)
∫
S
∣∣f (y)− (f )S∣∣dσ(y)+C(T1 + T2). (3.3)
Observe that
∣∣f (y)− (f )S∣∣ C
∫
S
∣∣∇Cf (z)∣∣ 1|1 − 〈z, y〉|n−1/2 dσ(z)
+C
∫
S
(|∇Cf | ∗ J )(z) · 1|y − z|2n−2 dσ(z)
= C
∫
S
∣∣∇Cf (z)∣∣ 1
d(y, z)2n−1
dσ(z)
+C
∫
S
∫
S
|∇Cf |(z) 1
d(ζ, z)2n−1
1
|ζ − y|2n−2 dσ(z) dσ (ζ ), (3.4)
we can estimate
∫
S
|f (y)− (f )S|dσ(y). To this end, first note that direct computation yields that∫
S
∫
S
∣∣∇Cf (z)∣∣ 1
d(y, z)2n−1
dσ(z) dσ (y) =
∫
S
|∇Cf |(z)
∫
S
1
d(y, z)2n−1
dσ(y)dσ (z)
= C
∫
S
|∇Cf |(z) dσ (z). (3.5)
Meanwhile,∫
S
∫
S
∫
S
|∇Cf |(z) 1
d(ζ, z)2n−1
1
|ζ − y|2n−2 dσ(z) dσ (ζ ) dσ (y)
=
∫ ∫
|∇Cf |(z) 1
d(ζ, z)2n−1
∫ 1
|ζ − y|2n−2 dσ(y)dσ (ζ ) dσ (z)S S S
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∫
S
∫
S
|∇Cf |(z) 1
d(ζ, z)2n−1
dσ(z) dσ (ζ )
C
∫
S
|∇Cf |(z) dσ (z). (3.6)
Hence Eqs. (3.4)–(3.6) imply that∫
S
∣∣f (y)− (f )S∣∣dσ(y) C
∫
S
|∇Cf |(z) dσ (z). (3.7)
Finally the conclusion of the lemma follows from Eqs. (3.3) and (3.7). 
With Lemma 4 at our hand, we are now able to show the main theorem of this section:
Theorem 5. For p = 1 and q = 2n2n−1 , there exists a constant C, depending only on n, such that∥∥f − (f )S∥∥Lq(S)  C‖∇Cf ‖L1(S),
where (f )S = 1σ(S)
∫
S
f dσ = ∫
S
f dσ.
Proof. Let Ωk be as in Lemma 4. Since {Ωk} are disjoint, we have S = ⋃∞k=−∞ Ωk . Conse-
quently we can write
∫
S
∣∣f − (f )S∣∣q dσ =
∞∑
k=−∞
∫
Ωk
∣∣f − (f )S∣∣q dσ. (3.8)
Choose N ∈ N such that
2N−1  C(n)
∫
S
|∇Cf |dσ  2N. (3.9)
Then Eq. (3.8) can be rewritten as∫
S
∣∣f − (f )S∣∣q dσ = ∑
kN
∫
Ωk
∣∣f − (f )S∣∣q dσ + ∑
kN+1
∫
Ωk
∣∣f − (f )S∣∣q dσ.
We will estimate these two terms separately. First we have
∑
kN
∫
Ωk
∣∣f − (f )S∣∣q dσ  ∑
kN
2(k+1)qσ (Ωk)
 2(N+1)q
∑
kN
σ(Ωk)
 2(N+1)qσ (S)
 C(n,q)
(∫
|∇Cf |dσ
)q
.S
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kN
∫
S
∣∣f − (f )S∣∣q dσ
)1/q
 C(n,q)
∫
S
|∇Cf |dσ. (3.10)
Meanwhile, Lemma 4 and Eq. (3.9) imply that if ζ ∈ Ωk,
2k 
∣∣f (ζ )− (f )S∣∣ C(n)(T1 + T2)+ 2N.
Thus if k N + 1 we have C(n)(T1 + T2) 2k−1 or T1 + T2  2k−1C(n) . But this implies that
Ωk ⊂
{
ζ ∈ S: T1 + T2 > 2
k−1
C(n)
}
⊂
{
ζ ∈ S: T1 > 2
k−2
C(n)
}
∪
{
ζ ∈ S: T2 > 2
k−2
C(n)
}
.
Recall that T1 =
∫
Ωk−1 |∇Cf (z)|J (z, ζ ) dσ (z) =
∫
Ωk−1
|∇Cf (z)|
d(ζ,z)2n−1 dσ(z). By [13, Lemma 4.2], we
obtain∣∣∣∣
{
ζ ∈ S: T1 > 2
k−2
C(n)
}∣∣∣∣
(
An
2k−2
C(n)
‖∇Cf χΩk−1‖
)q
= 2−(k−2)q(C(n)An)q
( ∫
Ωk−1
|∇Cf |dσ
)q
.
Similarly, since T2 =
∫
S
(|∇Cf | ∗ J )(z) · 1|ζ−z|2n−2 dσ(z), we have
∣∣∣∣
{
ζ ∈ S: T2 > 2
k−2
C(n)
}∣∣∣∣

(
Bn
2k−2
C(n)
∫
S
∣∣|∇Cf | ∗ J ∣∣dσ(z)
) 2n−1
2n−2
= C(n)Bn2−(k−2) 2n−12n−2
(∫
S
∣∣|∇Cf | ∗ J ∣∣dσ(z)
) 2n−1
2n−2
 C(n)2−(k−2)
2n−1
2n−2
(∫
S
∫
S
|∇Cf |(ζ ) 1
d(ζ, z)2n−1
dσ(ζ ) dσ (z)
) 2n−1
2n−2
= C(n)2−(k−2) 2n−12n−2
(∫
S
∫
S
|∇Cf |(ζ ) 1
d(ζ, z)2n−1
dσ(z) dσ (ζ )
) 2n−1
2n−2
 C(n)2−(k−2)
2n−1
2n−2
(∫
S
|∇Cf |(ζ ) dσ (ζ )
) 2n−1
2n−2
.
Therefore it follows that
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kN+1
∫
Ωk
∣∣f − (f )S∣∣q dσ

∑
kN+1
2(k+1)q |Ωk|
C
∑
kN+1
2(k+1)q2−(k−2)q
( ∫
Ωk−1
|∇Cf |dσ
)q
+C
∑
kN+1
2(k+1)q2−(k−2)
2n−1
2n−2
(∫
S
|∇Cf |dσ
) 2n−1
2n−2
= C
∑
kN+1
( ∫
Ωk−1
|∇Cf |dσ
)q
+C
∑
kN+1
2k(
2n
2n−1 − 2n−12n−2 )
(∫
S
|∇Cf |dσ
) 2n−1
2n−2
C
(∫
S
|∇Cf |dσ
)q
+C
∑
kN+1
2−
k
(2n−1)(2n−2)
(∫
S
|∇Cf |dσ
) 2n−1
2n−2
C
(∫
S
|∇Cf |dσ
)q
+C(n)2− N+1(2n−1)(2n−2)
(∫
S
|∇Cf |dσ
) 2n−1
2n−2
C
(∫
S
|∇Cf |dσ
)q
+C(n)
(∫
S
|∇Cf |dσ
)− 1
(2n−1)(2n−2)(∫
S
|∇Cf |dσ
) 2n−1
2n−2
C
(∫
S
|∇Cf |dσ
)q
.
Thus we have( ∑
kN+1
∫
Ωk
∣∣f − (f )S∣∣q dσ
)1/q
 C(n,q)
∫
S
|∇Cf |dσ. (3.11)
Since ∥∥f − (f )S∥∥qLq(S) 
∑
kN
∫
Ωk
∣∣f − (f )S∣∣q dσ + ∑
kN+1
∫
Ωk
∣∣f − (f )S∣∣q dσ,
it follows from Eqs. (3.10) and (3.11) that∥∥f − (f )S∥∥Lq(S)  C‖∇Cf ‖L1(S).
This completes the proof of Theorem 5. 
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