ABSTRACT Since the pioneering report with an unsupervised pre-training principle was published, deep architectures, as a simulation of primary cortexes, have been intensively studied and successfully utilized in solving some recognition tasks. Motivated by that, herein, we propose a decorrelating regularity on autoencoders, named decorrelating auto-encoder (DcA), which can be stacked to deep architectures, called the SDcA model. The learning algorithm is designed based on the principles of redundancy-reduction and the infomax, and a fine-tuning algorithm based on correlation detecting criteria. The property of our model is evaluated by auditory and handwriting recognition tasks with the TIMIT acoustic-phonetic continuous speech corpus and MNIST database. The results show that our model has a general advantage as compared with four existing models, especially in low levels, and when training samples are scarce our model put up stronger learning capacity and generalization.
I. INTRODUCTION
Attaining, good feature representation in machine learning has been a long unsolved problem [1] - [3] . A preponderance of research has shown that feature representation plays a significant role in driving the learning phase. A good application of feature representation tends to accurately discern the internal structure of the data and the connections among variables, eliminate irrelevant factors of variation, and retain available information [5] . Many studies indicate that deep-learning architectures (e.g., the Deep Believe Network (DBN), the Stacked Auto-encoder (SA), the Stacked Sparse Auto-encoder (SSA) and the Stacked De-noising Auto-encoder (SdA)) can be utilized in the learning of highorder problems that involve complex functions and abstract representations, and hence can aid in solving challenging tasks associated with Artificial Intelligence. A remarkable benefit of deep-learning architectures is that we can extract features directly from the raw data rather than having to
The associate editor coordinating the review of this manuscript and approving it for publication was Guan Gui. perform this task manually. It was not until 2006 that we were able to efficiently optimize difficult problems in multilayer neural networks [6] . Hinton's greedy unsupervised pretraining algorithm decomposes the tough optimization to a series of sub-problems, and was successfully implemented in training Deep Believe Networks. A large amount of studies spring up following this pioneering paper, aiming at capturing better properties in feature representation by promoting the basic model of deep learning: Restricted Boltzmann Machines (RBMs), Auto-encoders (AEs), and Convolutional Neural Networks (CNN) [3] , [7] , [11] , [12] .
Previous works revolve around what explicit criteria a good intermediate representation should satisfy. A popular and widely discussed criterion proposed is the sparseness of the representation [3] , [14] . Another specific criterion proposed is the robustness to partial destruction of the input [7] . Additionally, we propose a constraint here on intermediate representations, that features extracted in the hidden layer must be statistically independent, i.e., uncorrelated. It is motivated by the following qualitative reasoning: factors of variation are different aspects of the data which can vary separately and often independently; independent features can increase the dimension of observed vectors to obtain more information; a lot of evidence has shown specificity and selectivity of neurons in biological nervous systems [15] , [16] , [18] - [20] . An intuitive hallmark is that when we humans get stuck when attempting to recognize an object that is not readily identifiable, we tend to observe different parts of it to obtain more information to define it. Evidence found in the visual cortex indicates that neurons are selective for only one line component of its peak angle, and similarly in the auditory cortex, neurons respond to and encode specific stimulatory patterns, and are inhibitive to others. In general, neurons has the ability to encode independent components by detecting one component each.
Therefore, it is a big leap forward for automated feature extraction; however, there is insufficient explanation on how many units of a hidden layer are appropriate and what they stand for. However, natural data can often be decomposed into limited components since the structure of it is far from random. With evidence that neurons are selective and specific in nervous systems, we raise a hypothesis that units in hidden layers respond to independent components respectively, that units should respond independently or uncorrelated. The major contributions of this paper are outlined as follows:
(1) We propose a decorrelating regularity on autoencoders, named Decorrelating Auto-encoder (DcA), which can be stacked to deep architectures.
(2) The property of our approach is evaluated by auditory and handwriting recognition tasks with TIMIT and MNIST. Results show that the model has a general advantage as compared to four existing models, especially in low levels, and when training samples are scarce, our model exhibited a stronger learning capacity and generalization.
The rest of the paper is organized as follows. Section II qualitatively explains the rationality and necessity of de-correlating features and the specific de-correlation models mathematically with two principles and a fine turn criteria, and presents feasible training algorithms for them. In section III, we propose the SDcA model and the advantages of its learning capacity and generalization. In section IV we test the model with auditory and handwriting recognition experiments. Finally, our conclusions are presented in Section V.
II. GENERAL MODELS AND NEURAL RESPONSE A. K-MEANS, SC AND ICA
Feature learning aims to model the real distribution of the training data, e.g. K-means, Sparse Coding (SC), Independent Component Analysis (ICA), etc., and most of them can be learned through self-organization by a network with proper regularization. It is meaningful to develop a new model by analogy and have a qualitative analysis on it beforehand. Therefore, we firstly discuss the practicality and necessity of learning uncorrelated features with neural networks from different aspects [15] . A general process of unsupervised learning can be expressed as learning a cluster of bases from unlabeled data, and then applying these bases to extract features of labeled data, which are to train a classifier and can be modeled as follows:
where D ∈ R n×k refers to the dictionary of the bases learned from unlabeled data, x ∈ R n refers to n-dimension unlabeled data, and s ∈ R k refers to the projection coefficients on the basis. The goal of learning is to figure out a dictionary D and all the s (i) corresponding to each x (i) that have the smallest square error. Given different constraints, this general model can be derived to represent different methods. One famous algorithm is K-means, which can be formalized as arg min
where D (j) represents j-th column of D. With another name ''vector quantization'', K-means searches for a dictionary D by minimizing the reconstruction error, and maps the data 
By reconstructing data with minimum error, SC searches for a set of over-complete (k n) bases whose sparse linear combination can approximately represent the data, with a penalty term (the second term in the cost function) restraining the combination coefficients to be sparse, which is the controlling weight in allocating the proportion of the reconstruction error and coefficient sparsity [16] . As more than one nonzero coefficient is allowed, sparse coding is better at precisely representing the data than K-means. The SC can model neural inhibition by making their activities sparse, which is similar to the property found in a visual cortex. However, due to the redundancy of the bases, it makes the codes unstable, which means a small disturbance can result in very different values of the optimal codes. A relatively stable learning algorithm is ICA. In reality, natural data distributions are far from random. They are highly statistically redundant and subject to different kinds of regularities. A large amount of information will be obtained if one can learn the different regularities finely, i.e. to discriminate the input data, which is the task of ICA. The model of ICA can be stated as arg min
The constraint requires all the bases to be orthogonal, and the projection s on the orthogonal basis refers to a compressed representation of data x. ICA is used to separate independent components from mixed signals, and hence to extract independent features characterizing the raw data. The representation learned by ICA is compact in distributed representations, and with the orthogonality, it has a good robustness in modeling data distribution.
Representations are produced with more operations on the previous level; in other words, greater components take shape that internally have more correlated pixels and externally have less correlation with each other. It is a process of reducing the number of features and increasing the level of decorrelation of the features. It makes sense when we are to discriminate two objects: objects of one sort have the same components that appear more often than the others. The coincidence of component events that occur together especially when they are statistically independent makes the object much easier to distinguish, for the reason that the joint probability of independent events is less than those that are correlated.
B. SPECIFICITY OF NEURAL RESPONSE IN THE AUDITORY CORTEX
The mechanism of signal processing in the auditory cortex has been extensively studied [18] - [20] . It is believed that there are three main information-bearing elements (IBEs) consisting of human voice and animal sound: constant frequency (CF), noise burst (NB), and frequency modulation (FM). As an example seen in Fig.4 , there are the three components extracted from a section of human speech using ICA, and from top to bottom are FM, CF, and NB. IBEs and their combinations are represented by information bearing parameters (IBPs). Not only human speech but also animal sound can be characterized by these three elements, e.g. the sonar of bats consists of CF and short FM. It is found that there are neurons that selectively respond exactly to one of the IBEs and are inhibitive to the others in central neurons, called IBE-specific neurons. To process complex sounds, the central nervous system captures various auditory information from the combination of IBEs, and therefore generate different kinds of combined sensitive neurons.
Sensory cells can be seen as filters arranged along a basement membrane frequency axis in mammalian cochlea to perform frequency analysis. Encoded by primary auditory neurons, they have a higher firing rate to greater output. Thus in the peripheral auditory system, signal frequency is interpreted by the location of neurons while amplitude is interpreted by firing rate. The duration of signal and the interval are characterized by a time pattern of neuron activity. The mammalian auditory cortex consists of many different areas, which are specific to process different auditory information. Indicated by neurophysiological data, there are at least five possible functional tissues in the auditory cortex as follows:
1) FREQUENCY AXIS
The frequency axis hypothesis holds that there is no parameter representing the signal but frequency, and all cells are tuned to a best frequency. In another word, neurons in the auditory center are doing frequency analysis all the time;
2) FREQUENCY-AMPLITUDE COORDINATE
This hypothesis purports that an auditory signal is represented by a space-time pattern of neural activity tuned to a fixed combination of frequency and amplitude;
3) DETECTOR
The detector hypothesis considers that an auditory signal is represented by neural activities that are selective to a special signal pattern and are inhibitive to the others;
4) IBP FILTER
It is believed in the IBP filter hypothesis that all neurons in auditory system are tuned to a special IBP or a combination of IBPs, and these specific neurons are called the IBP filter;
5) SYNCHRONIZATION
Peripheral auditory neurons fire synchronously with the wave when the IBE's frequency is under 5 kHz, and therefore the envelope of neural activity histograms outline the signal wave.
Because an auditory signal is represented by many parameters, e.g. frequency, FM rate, FM depth, amplitude, AM rate, harmonic structure, duration, and interval, etc., the above hypothesis confirms that neurons are selective to a specific pattern combined with one or more of those parameters that are uncorrelated. In addition, a lot of research has shown that the tuning curve of sensitive neurons turns precipitously upward from the peripheral to nervous centralis, indicating a de-correlating process in neural networks.
III. PROPOSED STACKED DE-CORRELATING AUTO-ENCODER
In above section, we have elaborated the reasons why to build the aforementioned anti-correlating model, from the mathematics foundation to neurophysiology support. In this VOLUME 7, 2019 section we implement the anti-correlating regularization to the auto-encoder with three criteria, and make it available in structuring a deep architectural model, such as the proposed SDcA. The training algorithm is also provided in this section.
A. DECORRELATION WITH REDUNDANCY-REDUCTION
The existing literatures [21] - [23] applied the information theory on neural computation. It is believed that the output units must be statistically independent to minimum the redundancy in neural code. This redundancy-reduction principle was first proposed by Barlow [24] in the study of discrete and noiseless coding. The principle was implemented in antiHebbian learning by Hebb, involving a decorrelation in linear systems. In this paper, we used the principle to implement a decorrelating process in an auto-encoder, which can also be extended to deep architectures. Firstly, assume that the network is structured with n input units and m hidden units, and the optimal goal is to train the network parameters to reconstruct input data with minimal error and meanwhile leave the active hidden units uncorrelated. If input x ∈ R n is n-dimensional unlabeled data, while h ∈ R m denotes the hidden output, the reconstructed output can be expressed as [21] 
where W ∈ R n×m denotes the weight matrix in which w ij is the weight connecting x i and h j , S(.) refers to the sigmoid active function, and p, q denote the offsets in the hidden layer and output layer. In particular, the value of h represents the activity of neurons stimulated by different independent components and is to be decorrelated. The goal of autoencode is to optimize the parameter θ = {W , p, q} by the minimizing the loss function as:
It is worth mentioning that the (6) is defined as the mean square error of the data sets with size K . The parameters can be optimized with a stochastic gradient descent algorithm with the gradient as follows:
where i = 1, 2, . . . , m, j = 1, 2, . . . , n, and the parameters are trained with an iteration as:
where α denotes the learning rate and t is iterations. We have no idea as to what structure the parameters follow since this is a black box. However, we can put a constraint on it directing the parameters to follow regularity with a cost function. Compared with a linear system, the nonlinear system has more difficulty in committing decorrelation to hidden layer, since the statistics of variables through a nonlinear system are not easily investigated. Fortunately, we can replace the nonlinear projection with a linear approximation. Then the problem is to operate a decorrelation on linear systems to reduce the complexity. By truncating the Taylor expansion, h can be approximately expressed as:
where A is the Jacobi matrix at the averagex as:
where
Then the covariance matrix of h can be expressed as
where C xx denotes the input covariance matrix. The decorrelation regularization should be: which constrains h to have normalized variances. It can be also understood as adding a correlation penalty term as
To the original loss function, the optimal W can be learned by gradient descent with the gradient as follows:
and W should be updated as:
In the above formulae, the constraint limiting C hh to I makes sense in constraining h to be normalized precisely. This regularization can be utilized in constructing deep architectures as well, with the additional constraint on the covariance matrix to square reconstructing errors, different levels of representations are produced hierarchically. Particularly, the lack of correlation of representations is delivered through the hierarchical networks by normalizing each level. Integrating more basic elements from previous levels, higher levels have more abstract and fewer attributes that belong to the essential aspects that are more distinguishable of the object.
B. THEORETIC ANALYSIS FOR A NEURAL SYSTEM
On the other hand, each neuron can be seen as a sensitive detector in a sensory system, and varies within a limited dynamic range respectively. The insurance mainly comes from the limited detectors and the additive noise. Another consideration of the transition property can be the amount of information of the output conveyed from the input; in other words, the preservation of information should be maximized. Hence, it is needed to have an information theoretical analysis for the neural system. This theory has been developed by the researcher ''Linsker'' with the name ''infomax principleaś'' in the first layer of the visual system [25] .
For a neural system, if we let Z denote an input unit and Y denote an output unit, the posterior possibility distribution p(y|z 1 , z 2 , . . . , z n ) is a function of n variables if there are n input units. If every input unit has 4 discriminated states then the output y is supposed to have 4 n states altogether. If the inputs are redundant in a way that varies consistently or correlatively, even though each one has an equal possibility in every state, the response of input space will not be sufficiently utilized. For specific performance, the posterior possibility is uniformly distributed in a partial state space. For example, with two input units that are linearly correlated, channel capacity is wasted with only the diagonal states utilized [23] . Only when the posterior possibility distribution is uniform in the state space can the transmission of information be maximized. That means the entropy of output is supposed to be maximized, which may be very complicated. For simplification, let us just consider the continuous region, though it may be discrete, and at the same time let p(.) denote the possibility density function. The input units have PDF p(z 1 ), p(z 2 ) respectively, while the joint PDF is p (z 1 , z 2 ) , and the output PDF is p(y). The transmission channel is quantified as the mutual information as [24] 
where H (.) denotes the entropy of the variable, which can be expressed as
The first term in formula (11) is the entropy of Y to be maximized while the second term is the conditional entropy representing the uncertainty with the observation of Z that is to be minimized. It was proved that the compression capacity of the uncertainty in the communication system is maximized when input units are not correlated [25] . Let H m (Y |Z 1 , Z 2 ) be the entropy of the system when Z 1 is not correlated to Z 2 . Then it is demonstrated as follows:
which is tenable since log(.) is a convex function. Therefore we have the conclusion that
As a result, the second term of the formula is minimized by decorrelating Z 1 and Z 2 . Additionally, we aim to maximize H (Y ), which is the entropy of the next layer of Z . The entropy of the n-dimensional normal distribution with covariance matrix C can be expressed as
That means H (Y ) is maximized with the maximum of det(C yy ), which happens when Y is an uncorrelated signal. Typically, the optimal C yy will be I when Y is normalized, in which case the result accords with the redundancyreduction principle in a noiseless system. It is important in the information theoretical property that each level of the architecture be uncorrelated so that information loss in the transmission can be minimized. 
C. MATCHED FILTERING CRITERIA
Generally, a transmission system can be defined as a filter broadly, since the response is a function of a stimulus pattern [26] . The decorrelation networks should have enough discrimination of those filters matched with a fixed pattern and resist the others. The patterns it has learned are impressed as the weights of the network that are to be matched with the input. Therefore, a net connected to one output unit can be characterized as a correlation detector in parallel with the others, whose weights are correlated with the input pattern it matches and are uncorrelated with other patterns. Therefore, the weights dominated by one output are uncorrelated with the others, and then the row vectors of W should not linearly correlate. Then, the responses of the hidden layer can be defined as parallel computing: input data is first sent into m parallel matching filters, and then sent to an integral operation to compute the correlation coefficients, which is to be input to an active function. For the above principle of matched filters, Figure 2 is the schematic blocks of the correlation detecting process.
The decorrelation of the representation here is operated by decorrelating the row vectors of W . Assuming that W = (w 1 , w 2 , . . . , w m ) T in which w j is the j-th row vector of W , it is required to have a quantity of the total correlation of w j (j = 1, 2, . . . , m) . The classical theory of linear correlation has credible strictness and is utilized to build the cost function here. We define the Gram determinant of {w 1 , w 2 , . . . , w m } as G(w) = det(WW T ), with the property that 0 ≤ G(w) ≤ 1 when W is normalized as ||w j || = 1, ∀j, and it equals 0 when w j are linearly correlated and equals 1 when w j are orthogonal. So the cost to be minimized can be denoted as:
which can be transformed to: with m Lagrange multipliers, which can be equivalent, and then the cost function is defined as:
W can be optimized with the gradient by: where
and is learned by the iteration as follows:
In fact, the matched filtering criteria are supposed to be tenable when decorrelating h from x that is already nearly uncorrelated. Despite the weak influence of the active function when layers get to be stably uncorrelated, the uncorrelation of w j is responsible for that stabilization. Moreover, this regularization of W can become a examination of the decorrelation property, and together with the back-propagation, they can fine-tune the whole architecture. So far we have completed the decorrelation of auto-encoders, by adding a cost function CL(W ) to the loss function. The training algorithm of decorrelating an auto-encoder should be minimizing the objective function by:
where η denotes the weight of the decorrelation regularization, which is needed to be determined after trials in specific tasks. An oversized η will contribute to difficulty of convergence while an overly small η will have no improvement on the property of auto-encoders. Generally, we are always faced with the curse of dimensionality, in that more samples are needed for learning. However, most data are embedded in a lower dimensional manifold as a subspace. If we have a proper dimensionality reduction method that extracts most outstanding aspects of the object, we will have a good distribution model of the data. It is easy to classify the data when the subspaces are independent, but unfortunately it is more likely that they will not be, in which case it is hard to discriminate on them accurately. It is likely to map the data to a confusing low-dimension space, in which it is harder to classify the data. A fantastic method is mapping the data to a higher dimensional space and classifying them, called Sparse Subspace Clustering (SSC), such as sparse coding. As discussed previously, this representation is highly unstable and difficult to have an optimal solution, but it will be ameliorated by decorrelating subspaces.
IV. EXPERIMENT RESULTS AND DISCUSSION
The properties of the proposed SDcA model will be evaluated in this section by the auditory tests. Experiments are set going from the easier to the more advanced with both synthetic and real-world datasets. We utilized the proposed model to both auditory and visual classification tasks, and visualized the neural activities and filters tuned to different patterns. The result turned out to be exciting in that the unsupervised decorrelating training algorithm successfully tunes neurons to different patterns and has a lower error rate and higher learning capacity as compared to other methods.
A. AUDITORY EXPERIMENT 1) A FREQUENCY STIMULATION TRIAL
To provide verification of our hypothesis that specific neurons are selective for different components of the signal, we trialed it with a synthetic dataset. The dataset consisted of constant frequencies ranging from 4 kHz to 8 kHz, sampled by 20 kHz, in random combinations without phase differences. The input data is distinguished just by the frequency for those signals that are uncorrelated in different frequency channels. Here, the purpose is to make the machine aware of the frequency distinction and can learn that as the feature of the data. The auto-encoder is structured with 200 input units and 40 hidden units for the purpose that the hidden layer should be a Spectrum Analyzer with a 100 Hz resolution ratio. Trained with a noiseless dataset, the hidden neurons turned out to have selectivity for frequencies as shown in Fig. 3(a) . The activities of four neurons selected for good performance display a campaniform tuning curve. Each of them is tuned to an optimal frequency and has a tolerance of the neighborhood, but is inhibited in most frequencies. That is because frequency is the only uncorrelated variation factor of the data, and the decorrelating regularity compels the auto-encoder to learn it.
Furthermore, we trained the decorrelation auto-encoder in a noisy environment with 15 dB signal-to-noise ratio, and performed a de-noising [7] training on the machine to enhance the robustness of its decomposition ability. Fig. 3(b) has a sharper tuning curve, which indicates that sheltering from noise makes neurons more sensitive and has improvement on frequency resolution. It agrees with the phenomenon of forward-masking influenced by weak noise on the inferior colliculus.
2) AUDITORY CLASSIFICATION
The dataset for this test contains a selection from the TIMIT Acoustic-Phonetic Continuous Speech Corpus, consisting of speech files, annotations, and associated materials: 16 speakers from 8 dialect regions with 1 male and 1 female from each dialect region, and a total of 130 sentences (10 sentences per speaker; some sentences are shared among other speakers), a total of 160 sentence recordings (10 recordings per speaker), and a total of 1600 patches (10 patches per sentence). This set was used to implement a speaker gender classification and a speaker classification respectively with 1000 training patches and 600 test patches. Figure 4 (a) and (c) refer to speaker gender classification and speaker classification, both resulting from different levels of the representatio n and compared with four existing models.
The results show that our model performed well as de-noising auto-encoders and had less test error than the other three models. Moreover, a learning capacity and generalization performance of these models was evaluated by cutting down training size, as seen in Figs. 4(b) and (d) . The result obtained by the third hidden layer turned out to make no difference when training samples were sufficient, but was more advantaged when compared with other models when training samples were scarce both in speaker and gender classifications. This means the SDcA model can learn a good representation with much fewer samples due to its ability to extract the most unique features.
3) HANDWRITING DATA TESTS
In order to further investigate the proposed SDcA model, we utilized the model to classify handwriting. The MNIST database of handwritten digits has a training set of 60,000 examples and a test set of 10,000 examples. It is a subset of a larger set available from MNIST. The digits have been size-normalized and centered in a fixed-size image. Every sample is 20 × 20 pixels before adapting to a 400-dimensional feature vector. Firstly, we had a comparison of feature distribution extracted by a basic auto-encoder and decorrelating auto-encoder, seen in Fig. 5 ; the left comes from a basic auto-encoder and the right comes from a decorrelating auto-encoder, and both are compressed to 2D by principal component analysis. It is obvious in the figure that the distribution of our model has more discrimination, since the features suffer a decorrelating operation and diverge from each other.
V. CONCLUSION
In this paper, we proposed a decorrelating regularity on auto-encoders named decorrelating auto-encoder, which can be stacked to deep architectures, termed as SDcA. Therein, the decorrelating auto-encoder has been stacked into deep architectures for complicated tasks. Also, we compelled the connecting weights of auto-encoders with a linear anti-correlation regularity to match filters of different components, and the regularity can be fine-tuned on the stacked decorrelating auto-encoder together with the backpropagation algorithm. Several experiments have been carried out to evaluate the performance of our model SDcA. We successfully trained a decorrelating auto-encoder with one hidden layer to be a spectrum analyzer of constant frequencies, and obtained sharper tuning curves by implementing de-noising training. Both auditory and handwriting classification results showed that our SDcA has an advantage of classification accuracy as compared with present deep architectures, but is not distinct at high levels. Additionally, our model has a stronger learning capacity and generalization when trained with less samples.
