We introduce a computational framework to statistically infer thermophysical properties of any given wall from in-situ measurements of air temperature and surface heat fluxes. The proposed framework uses these measurements, within a Bayesian calibration approach, to sequentially infer input parameters of a one-dimensional heat diffusion model that describes the thermal performance of the wall. These inputs include spatially-variable functions that characterise the thermal conductivity and the volumetric heat capacity of the wall. We encode our computational framework in an algorithm that sequentially updates our probabilistic knowledge of the thermophysical properties as new measurements become available, and thus enables an on-the-fly uncertainty quantification of these properties. In addition, the proposed algorithm enables us to investigate the effect of the discretisation of the underlying heat diffusion model on the accuracy of estimates of thermophysical properties and the corresponding predictive distributions of heat flux. By means of virtual/synthetic and real experiments we show the capabilities of the proposed approach to (i) characterise heterogenous thermophysical properties associated with, for example, unknown cavities and insulators; (ii) obtain rapid and accurate uncertainty estimates of effective thermal properties (e.g. thermal transmittance); and (iii) accurately compute an statistical description of the thermal performance of the wall which is, in turn, crucial in evaluating possible retrofit measures.
Introduction
There is continuous global evidence of a discrepancy between the predicted energy performance of buildings and the measured performance [1, 2] . This, often called energy performance gap, has been attributed to occupancy, poor construction quality [3, 4, 5, 6] and uncertainties in the thermophysical composition of the building fabric [5, 7, 8, 9, 10] . In the context of the existing housing stock, the performance gap hinders predictive capabilities which are essential to inform optimal retrofitting strategies, cost-effective energy-saving measures and ultimately, to produce sound and robust carbon saving policies towards international decarbonisation targets [11] .
Using measured data to calibrate simulations of the energy performance of a building is perhaps the most obvious pathway to minimise discrepancies between measured and predicted performance [1, 12] . However extensive reviews of current approaches for the calibration of Building Energy Performance Simulation (BEPS) tools/software reveal that there is no generic framework suitable for a wide class of dwellings (see [13] and references therein). One substantial challenge faced by existing calibration workflows is that thousands of BEPS input variables/parameters need to be optimised/inferred given only very limited amount of displayed measurements. A particularly relevant subset of inputs are those that characterise the thermophysical properties of the building fabric. It has been shown that incorrect assumptions on the these properties, for example, based on tabulated values and/or visual inspections, may lead to inaccurate predictions of energy performance [7, 8] and hence, unreliable estimates of carbon reductions from retrofit interventions [14] . More accurate and robust characterisations of the building fabric can be achieved by inferring thermophysical properties from in-situ monitored data of the thermal behaviour of individual fabric elements [15, 16, 17] . These inferred estimates can be used to better inform inputs of BEPS tools prior to calibration workflows.
Since the thermal transmission through external walls accounts for the largest share of heat losses in a typical dwelling, using in-situ measurement to infer the thermal transmittance (or U-value [W/m
2 K]) of external walls is a primary goal when assessing the thermal performance of an existing building. Although theoretical estimates of the U-value can be obtained from (steady-state) calculations, these assume that a wall comprises a number of clearly defined layers with known geometry and homogeneous thermophysical properties, such as conductivity and heat capacity [18] . In practice, the number and properties of layers may be unknown and heterogenous due to the presence of thermal bridges including those arising from material defects, moisture penetration and residual cavities. Consequently, theoretical computations of U-values based on visual inspections and the use of tabulated values often provide an inaccurate characterisation of a walls thermal performance. In contrast, inferred U-values from in-situ measurements can better capture the thermal properties of walls thereby providing a more accurate description of their thermal performance [7, 16, 17] .
The current practice to infer U-value from in-situ measurement is defined by the ISO9869:2014 [19] as the average method, equation (1) , where the U-value is derived from M measurements of the internal surface heat flux, q I,m (m = 1, . . . M ), and internal and external air temperature measurements, T I,m and T E,m :
The monitoring time (i.e. number of measurements M ) necessary to obtain a reliable measurement indicated by the ISO:9869:2014 [19] is at least 72h but, in practice, monitoring periods of above 10 days are common [20] . These lengthy testing periods lead to the practice of in-situ measurements being seen as a rare exception rather than the norm. Additionally, the uncertainty associated to this practice can be as high as 25% as indicated by the ISO:9869:2014 [19] . This uncertainty in the U-value follows through into energy saving predictions, which in turn, affects estimated pay back periods and makes investment decisions challenging [21] .
It is the limitations associated with the average method calculation, both in terms of test duration and the need for a better understanding of the associated uncertainty within the result, that have led to novel approaches for estimating thermophysical properties within statistical frameworks that enable uncertainty quantification. In particular, [16, 17] has recently proposed to infer thermal properties (U-value and thermal mass) of solid walls given in-situ measurements via the Bayesian calibration of lumped thermal mass models. By means of an electrical network analogy, lumped thermal mass models provide a simplified description of the heat transfer process through the wall. The input parameters of these models include the nominal values of a prescribed number of resistances and capacitances which, in turn, characterise the thermophysical properties of the wall under investigation. The approach proposed in [16, 17] infers these parameters given air temperature and heat flux measurements.
The small number of input parameters of lumped thermal mass models constitute their main advantage over fully descriptive heat transfer models. The calibration of those parameters from in-situ measured data is often computationally tractable either via standard optimisation [22] or statistical approaches such as those used in [16, 17] . The Bayesian approach, in particular, provides the tools necessary to characterise uncertainties in the thermophysical composition of a wall via the probability distributions of inferred model parameters. The variance arising from these distributions can be used, in turn, to quantify the uncertainty on the predictions of thermal performance of the building element under investigation and thus inform decision-making workflows during retrofit interventions. However, the simplicity of the underlying simplified lumped thermal mass models calibrated with existing approaches [16, 17] can reduce both their accuracy and their portability, as the model topology (number of resistances/capacitors) requires to be adjusted for different wall types. For example, the single thermal mass model successfully calibrated to fit the experimental data reported in [16] , was unsuitable to characterise the thermal performance of the walls investigated in [17] and which was, in turn, properly characterised via the Bayesian calibration of a more complex lumped thermal mass model with two capacitors. Some further limitations of lumped thermal mass models for walls that are thick, well insulated, or have large indoor convection coefficients have been discussed in [23, 24] .
Contribution of this work
With the development of recent Bayesian methodologies that enable the calibration of large sets of parameters [25] and the wide availability of more computer power, it is timely to consider more physically realistic models of the building fabric in order to understand their applicability to larger class of dwellings and to provide a more accurate quantification of the uncertainties that arise from inhomogeneities within the fabric. In this paper we propose to use in-situ measured data to calibrate, within a sequential Bayesian approach, a high-dimensional heat transfer model capable of describing the thermal performance of an arbitrary wall regardless of its (possibly heterogenous) thermophysical composition. In contrast to existing Bayesian approaches [16, 17] where simple lumped thermal mass models have been used for the inference of effective properties, our heat transfer model of the wall is based on the 1D heat equation. Within this model, the wall's thermophysical properties are unknown/unobservable input parameters characterised by the internal and external surface resistance, R I and R E , as well as two heterogenous spatially-varying functions of the thickness of the wall: thermal conductivity of the wall κ(x) and the volumetric heat capacity c(x). For a given wall under investigation, the proposed sequential Bayesian methodology approximates the posterior probability distribution of R I , R E , κ(x) and c(x) conditioned to in-situ measurements of near-air and surface heat fluxes. Upon discretisation, the estimates of κ(x) and c(x) provide a statistical characterisation of the wall's thermophysical properties (e.g. number of multiple layers and thermophysical properties on each layer). Moreover, our computational approach enables us to convert Bayesian posteriors of these thermal properties into probability distributions of (i) (averaged) thermal properties such as the wall's U-value and C-value (heat capacitance per unit of area) and (ii) predictions of observable quantities (e.g. surface heat fluxes) which are essential to compute risks of retrofit options and thus to inform optimal energy saving measures.
The proposed Bayesian approach is embedded in a computational algorithm that uses an ensemble Kalman methodology [26] to merge in-situ measurements with computer simulations of heat fluxes, and generate an ensemble of realisations of the thermal properties that approximate the posterior distribution in a sequential fashion. The Kalman-based methodology at the core of the proposed algorithm is derived from a Sequential Monte Carlo (SMC) approach which, in contrast to the standard all-at-once existing Bayesian approaches [16, 17] , enables us to update our probabilistic knowledge of the thermal properties as new in-situ measurements are collected. The capabilities of the proposed approach are demonstrated by means of numerical experiments with both synthetic and real data. We show that by incorporating a high-dimensional characterisation of the spatial variability in thermal properties (via the inference of κ(x) and c(x)), the proposed computational framework can reveal internal inhomogeneities of the wall (e.g. residual cavities) that are unknown a priori. We further demonstrate that the proposed framework can provide more accurate uncertainty estimates of the effective thermophysical properties (e.g. U-value) and higher degree of confidence in the predictions of the wall's surface heat fluxes, compared to those obtained via low-dimensional (coarse-grid) heat transfer models which are the basis for lumped thermal mass models used in existing Bayesian approaches for in-situ characterisation. We additionally show that the proposed sequential Bayesian approach can be used to monitor the stability of the uncertainty estimates of the thermophysical properties, thus providing us with a tool to determine, on the fly, the duration of the measurement campaign needed to achieve a desired level of accuracy.
The rest of the paper is organised as follows. The mathematical framework for the proposed approach to infer thermal properties is introduced in Section 2. Both the synthetic and experimental data used for the validation of the proposed inferential approach are described in Section 3. In Section 4 and Section 5 we report and discuss the numerical results obtained from the application of the proposed framework. Some conclusions and final remarks are presented in Section 6. 
Mathematical background
In this section we describe a Bayesian approach to infer thermal properties of any given wall given in-situ measurements of the wall's thermal performance. Following the preliminary definitions and notation introduced in subsection 2.1, in subsection 2.2 we introduce a heat diffusion model (hereon known as the HDM) aimed at describing the thermal performance of any wall. The wall's thermal properties are characterised by unobservable inputs of this HDM. A Bayesian computational framework is developed in subsection 2.3 in order to infer these inputs from in-situ measurements of surface heat flux and near-air temperatures. Computational aspects and the discretisation of the algorithm are discussed in subsection 2.4 and subsection 2.5, respectively.
Preliminaries and notation.
We study a simple one-dimensional model of a generic wall with thickness L (m); see Figure 1 . Any location along the thickness of the wall is denoted by x (m). The location of the internal and external surfaces correspond to x = 0 and x = L, respectively, thus x ∈ [0, L]. We are interested in monitoring the thermal performance of the wall over an interval of time [0, t f ] (seconds). In particular, we consider a collection of M observation times denoted by {τ m } M m=1 , with 0 < τ 1 < · · · < τ M = t f . At each observation time τ m , we collect in-situ measurements of internal and external wall's surface heat flux (Wm −2 ); these measurements are denoted by q I,m and q E,m , respectively. In addition, internal and external near-air temperature measurements denoted by T † I,m and T † E,m (K) are collected at time τ m . For each m = 1, . . . , M , we define the variable
with measurements of both internal and external heat fluxes observed at each observation time τ m . Furthermore, we define
the vector with all measurements of heat fluxes collected at all observation times up to τ m . Similarly, we use the notation T † I,1:m (resp. T † E,1:m ) for the vector that contains internal (resp. external) near-air temperature measurements collected at all observation times within the time frame [0, τ m ].
As discussed in subsection 1.1, we characterise the thermal conductivity of the wall and the heat capacity via spatially-varying functions κ(x) and c(x), respectively. These are unobservable properties of the wall that we aim at inferring given in-situ measurements of surface heat flux and near-air temperatures denoted as above. Thermal properties are inferred with a Bayesian approach (subsection 2.3) that captures the uncertainty of κ(x) and c(x), and will, in turn, enable us to infer and quantify the uncertainty of the wall's effective/averaged thermal properties such as the U-value and the heat capacity per unit area (hereon known as C-value). In terms of κ(x) and c(x), these effective properties can be defined by
respectively, where R I and R E are the internal and external surface resistances. Although book values for these variables are typically used [27, 16] , these values are valid under conditions which may not necessarily apply for the specific wall under investigation. In our approach we incorporate the uncertainty in these variables and infer them within the proposed Bayesian methodology.
In the following subsection we develop a heat diffusion model (HDM) to describe the thermal performance of a generic wall. This model has a set of input parameters that includes the wall's thermal properties κ(x) and c(x), surface resistances R I and R E , as well as the internal and external near-air temperatures. The outputs of the HDM are aimed to predict, at each observation time τ m , heat flux at both the internal (x = 0) and external (x = L) surface of the wall. The objective of this HDM is to establish a relationship between observable variables and outputs that we measured in situ, and the unobservable inputs, R I , R E , κ(x) and c(x), that we wish to infer via the Bayesian inference approach developed in subsection 2.3.
The heat diffusion model
Let us assume that there are no internal heat sources and that the temperature inside the wall varies only with x. Then, at any location x ∈ [0, L], and any moment in time t ≥ 0 the wall's heat flux Q(x, t) (Wm −2 ) is defined by
where T (x, t) (K) is the temperature distribution within the wall at location x and time t. Denoting by T 0 (x) the temperature distribution within the wall at the initial simulation time t = 0, the internal temperature of the wall T (x, t) (at subsequent times t > 0) is then given by the solution of the heat diffusion equation [18] :
with initial condition
and with the following convective boundary conditions that describe the heat transfer between the wall and local air:
In the previous expressions, T I (t) and T E (t) denote the internal and external near-air temperatures. The set of input parameters for the heat transfer problem defined by (6)-(9) then comprises
Once these parameters are prescribed, equations (6)-(9) can be uniquely solved for the temperature T (x, t) (with x ∈ [0, L] and t ≥ 0) and predictions of heat flux Q(x, t) can be obtained via (5) . In particular, we may compute heat flux at the internal and external wall's surface at the observation time of interest τ m . These are comprised in the following variable:
Note that, for each observation time τ m , the HDM model defined by equations (6)-(10) induces the following parameter-to-output map G m :
where, for ease in the notation, we combined the unobservable variables in
Given the set of input parameters, the map (11) produces HDM predictions of internal and external surface heat fluxes at the observation time τ m . We define this map as the relation:
where we have dropped the dependence of u, T I and T E , on the independent variables x and t in order to emphasise that the parameter-to-out map G m is a relation defined for functions rather than only for the values of these functions.
In general, each parameter-to-output map G m (m = 1, . . . , M ) cannot be expressed analytically and so the HDM outputs (heat fluxes) need to be computed by means of a numerical solver (see subsection 2.5).
Development of the Bayesian inversion framework.
In this subsection we develop a computational Bayesian approach that, for any type of wall under investigation, infers the unobservable inputs (κ(x), c(x), T 0 (x), R I and R E ) of the parameterto-output maps {G m } M m=1 defined in subsection 2.2 from in-situ measurements of internal and external near-air temperatures (T † I,1:M ,T † E,1:M ) and measurement of surface heat fluxes q 1:M . The inference of the unobservable parameters is an inverse problem which involves "inverting" the parameter-to-output maps in order to learn their input parameters from observed outputs. Once these parameters have been inferred, or more precisely, their probability distributions computed, we may then proceed to compute the corresponding probability distributions of model predictions which are, in turn, crucial to inform decision-making workflows involved during retrofit interventions.
Assumptions on measurements.
For simplicity we assume that temperature measurements errors are negligible, and propose to use in-situ measurements T where η m is a two-dimensional vector of random noise, independent and identically distributed according a prescribed distribution denoted by P η (η m ). Note that equation (14) simply states that the empirical measurements of heat flux q m (at time τ m ) can be obtained, from the corresponding HDM prediction G m (u, T † I,1:m , T † E,1:m ) = Q m , by accounting for and additive random error in the heat flux measurements. In this work, we use the standard assumption that P η (η m ) (m = 1, . . . , M ) is a Gaussian distribution with zero mean and covariance denoted by Γ m . However, the Bayesian approach introduced below can be applied to more general cases for which measurements errors are characterised by non-Gaussian distributions.
The Bayesian approach
In order to infer the unobservable/unknown variable u(x) = (κ(x), c(x), T 0 (x), R I , R E ) within the context of the parameter-to-output map (13), we adopt the Bayesian framework [28] in which these unknown parameters are random functions/variables with a specified (joint) prior probability distribution. The prior encapsulates our probabilistic prior knowledge of the wall before in-situ measurements are collected, and it may incorporate information of the thermal properties obtained from the wall's design and/or visual inspection. We denote the prior by P(u) and refer the reader to Appendix A where we construct this distribution and discuss algorithms to produce the corresponding samples.
Starting with the prior P(u) we use a sequential Bayesian approach [25] to update our probabilistic knowledge of u(x) = (κ(x), c(x), T 0 (x), R I , R E ) comprised in the conditional (posterior) distribution of u(x) given all measurements of heat fluxes q 1:m−1 = (q 1 , . . . , q m−1 ) collected up to a given observation time τ m−1 . Once new heat flux measurements q m are collected at time τ m , the posterior, denoted by P(u|q 1:m−1 ), is then updated via the following recursive version of Bayes' rule [25] :
where P(q m |u) is the likelihood, namely, the probability of the observed measurements of heat flux q m given a particular realisation of the unknown parameter u(x) = (κ(x), c(x), T 0 (x), R I , R E ). In expression (15) , the terms P(q 1:m−1 ) and P(q 1:m ) denote the probabilities of q 1:m−1 and q 1:m , respectively. These are normalisation constants (with respect to u(x)) defined by
Once the updated posterior P(u|q 1:m ) has been determined, the marginal distributions of κ(x), c(x), R E and R I can be used, via equation (4), to compute the posterior distributions of the U-value and the C-value; these distributions are denoted by P(U|q 1:m ) and P(C|q 1:m ), respectively. Similarly, the uncertainty quantified by the posterior distribution of the unknown parameters can be used to predict uncertainty in heat flux predictions (via the parameter-to-output map (13) ).
In other words, we may consider the (predictive) distribution, P(Q m+1 , . . . , Q m+p |q 1:m ), of internal and external surface heat flux predictions over an interval (τ m , τ m+p ] given all measurements, q 1:m , collected up to time τ m . These predictive distributions will be crucial in assessing the degree of confidence of our uncertainty estimates of the thermal performance of the wall.
It is important to mention that both (15) and (16) are valid under the assumption of independence of the heat flux measurement error η m . Furthermore, since η m is distributed according to P η (η m ), it follows from (14) that the likelihood is given by
which, in turn, allows us to rewrite (15) as
For the sake of clarity in the previous exposition of the sequential Bayesian framework, we have assumed that only one measurement of internal/external heat flux (i.e. q m = (q m,I , q m,E )) is assimilated at the observation time τ m . For computational efficiency, the numerical implementation of the proposed Bayesian approach (see subsection below), we consider a batch-sequential version whereby not only one but a set of heat flux measurements collected within the time frame (τ m−1 , τ m ] are assimilated via (18) at time τ m . This batch-sequential approach follows a very similar formulation to the one presented above and so we omit it. Nevertheless, hereon we refer to τ m 's as "assimilation times" to emphasise that these are observation times at which the distribution of the unknown parameters is updated in the Bayesian setting given by (18).
The computational approach to the Bayesian inference framework
Given the posterior P(u|q 1:m−1 ) computed at the assimilation time τ m−1 , expression (18) provides us with a formula to compute the updated posterior P(u|q 1:m ) defined at time τ m . This formula involves the normalisation constant P(q 1:m−1 ) and P(q 1:m ) (see (16) ), which from (17), can be written as
Due to the nonlinearity of the parameter-to-output maps G m which appears in (19) , these normalisation constants, in general, cannot be computed analytically, and so the resulting posterior distribution P(u|q 1:m ) cannot be expressed in closed form. Sampling/particle methods then need to be applied for the sequential approximation of the Bayesian posterior [25, 29] . A generic particle-based approach, applied to the present problem, is displayed in Algorithm 1. This approach is initialised with an ensemble {u
of J realisations (often called particles) from the prior P(u). Suppose that at the assimilation time τ m−1 the algorithm produces an ensemble {u ] are collected, the aim of the particle-based Bayesian approach is to use a framework stemming from (18) to update these particles so that the new ensemble {u
approximates the posterior P(u|q 1:m ). The ensemble of particles obtained via Algorithm 1 can be used to compute approximation to the posterior expectations of thermal properties such as the posterior mean and posterior variance. For example, the posterior mean of the thermal conductivity κ(x), at time τ m , can be approximated in terms of the ensemble mean κ m (x) defined by
We emphasize, by means of the dependence on x in (20) , that statistical measures of the unknown parameter κ(x) are, in general, functions that vary across the thickness of the wall. Similar definitions can be used to define posterior means c m (x) and T 0,m (x) of κ(x) and T 0 (x), respectively. In the present work we also consider equal tail (1 − α)100% (pointwise) credible intervals [30] . At each location x, these intervals contain, with a (1−α)100% (posterior) probability, the unobserved parameters κ(x), c(x) and T 0 (x), that we aim at inferring with the Bayesian approach. Credible intervals thus provide us with a measure of the uncertainty in our estimates of inferred parameters at each location within the wall. We use the ensemble {κ
to compute particle approximations of the aforementioned credible intervals. Expectations of the marginal posteriors for the scalars R E and R I can be approximated directly from the ensembles {R , respectively. These marginals are denoted by P(R I |q 1:m ) and P(R E |q 1:m ). Similarly, we may use the posterior ensemble to compute, via (4), samples of the U-value and C-value:
These ensembles can be used to approximate statistical measures of the posterior distributions P(U|q 1:m ) and P(C|q 1:m ), respectively. We use the proposed ensemble approach to approximate the predictive distribution of internal and external surface heat flux P(Q m+1 , . . . , Q m+p |q 1:m ) introduced earlier. This predictive distribution is characterised by the ensemble of HDM predictions of heat fluxes:
Computationally, (22) in a similar fashion to the ones discussed above. These measures will enable us to assess the accuracy of our posterior model predictions together with their degree of confidence.
For the present work, we propose to conduct the Bayesian updating step of Algorithm 1 via the Regularising ensemble Kalman Algorithm (REnKA) that has been recently proposed in [26] as a Gaussian approximation from the (fully-Bayesian) adaptive-tempering Sequential Monte Carlo (SMC) of [25] . The work of [26] has shown that REnKA provides, at a reasonable computational cost, accurate approximations of the Bayesian posterior that arises from similar PDE-constrained inference problems such as the one defined by the HDM discussed earlier. In Appendix B we dicuss how we adapt REnKA to the present application. The algorithm (see Algorithm 3), can be used in a black-box fashion; for further details of this numerical scheme the reader is referred to [26] .
We emphasize that our work is based on the assumptions that measurements errors in near-air temperature are sufficiently small so that these can be used to approximate the corresponding terms that arise from convective boundary conditions in the HDM. This assumption is the basis for most existing Bayesian work [16, 17] that infers thermal properties of walls. However, we recognise that, failing to account the uncertainty in these errors can introduce bias on the uncertainty estimates of the thermal properties. Incorporating those uncertainties is beyond the
of J samples from the prior distributions P(u) (see Algorithm 2) . for m = 1, . . . , M do 
so that {u (4)) and the predictive distributions of internal and external heat flux P(Q m+1 |q 1:m ).
end for scope of this manuscript. Nevertheless, the proposed Bayesian approach is flexible enough and can be further extended to include those uncertainties via marginalisation techniques such as those recently proposed in [31] .
Discretisation, implementation and computational cost of the Algorithm.
It is important to emphasize that the proposed methodology encoded in Algorithm 1 includes the inference of function parameters (κ(x), c(x), T 0 (x)) of the continuous HDM of the wall introduced subsection 2.2. In terms of Algorithm 1, the HDM needs to be run (see Step 3 of Algorithm 1) in order to evaluate the parameter-to-output maps G m . In practice, however, the HDM must be discretised and the solution approximated on a finite dimensional mesh/grid. This discretisation involves also the discretisation of the function parameters (κ(x), c(x), T 0 (x)), thus the Bayesian inference of these functions reduces to the inference of the corresponding approximations at the nodes/elements of the finite dimensional domain. For the validation of the proposed methodology (see Section 4 and Section 5), the spatial discretisation of the HDM model is conducted by means of a standard Finite Element with linear basis functions [32] . The thermal properties κ(x) and c(x) are approximated with piece wise constant functions defined on each element of the discretisation scheme. The resulting semi-discrete time dependent problem is solved with at Backward Euler scheme. This numerical scheme of the HDM is implemented in MATLAB. The corresponding code is used within a MATLAB implementation of Algorithm 1 that uses the sequential updating approach provided by REnKA (Algorithm 3). These codes are available on GitHub at https://github.com/Marco-Iglesias-Nottingham/REnKA_Walls.
While the practical implementation of Algorithm 1 involves the inference of the nodal values of some of the unknown parameters of the discretised HDM (recall R I and R E are scalars), the formulation in terms of the continuous HDM is crucial to our goal of characterising thermal properties of walls. Indeed, we wish to take advantage of the ability to use a fine mesh in the HDM in order to potentially resolve, via the inference of thermal properties, the fine structure within the wall which may reveal different constituents of the wall unknown a priori. The benefits that we obtain from approximating the HDM are lost if we subsequently embed it into a calibration method which degenerates when the mesh is refined. This is the case of conventional Bayesian methodologies which have been shown to collapse as the size of input space increases [33, 34] . In contrast, the Bayesian methodology at the core of Algorithm 1, based on REnKA [26] , is not only independent of the solver for the HDM, but it is also robust/stable with respect to increasing dimension of the underlying unknown (i.e. robust with respect to mesh refinement). This will allow us to study (subsection 4.3) the effect of mesh refinement in the accuracy and degree of confidence in our posterior uncertainty estimates of (i) effective properties of the wall such as the U-value and C-value and (ii) model predictions of internal and external surface heat flux.
At each assimilation time τ m , each iteration of REnKA (Algorithm 3), requires to solve the HDM, over the time window [0, τ m ], for each ensemble member of unknown parameters. Additional costs for updating the ensemble via REnKA are negligible. Therefore, at each τ m , the computational cost of the algorithm is J (ensemble size) x cost of running the HDM x total number of iterations required for convergence. For the experiments reported in Section 4, the average number of iterations is 2.7 while the cost of running the HDM (with a discretisation of 2 5 elements) over the whole assimilation window (0, τ M ] is 0.0143 seconds of CPU time (on a Macbook pro 2-core 3.1 GHz Intel Core i7). A selection of a large ensemble of size J = 1000, thus yields a maximum computational cost of 38.2 seconds. If measurements are assimilated at every five minutes, the proposed algorithm can be easily executed to compute posterior thermophysical properties as soon as these new measurements become available.
Synthetic data generation and experimental data collection
In order to demonstrate the capabilities of the proposed Bayesian approach for inferring thermal properties of walls we apply Algorithm 1 to a set of synthetic/virtual data that we generate as discussed in subsection 3.1. Further validations are carried out with the real data collected in-situ as described in subsection 3.2. In both cases, data sets comprise near-air temperature measurements of the internal and/or external environment and surface heat flux over several days.
Synthetic/virtual data
In this subsection we describe the procedure to generate synthetic data that we use to validate the proposed Bayesian approach under an idealised scenario, for which (i) we have perfect knowledge of the wall's thermal properties, initial internal temperature and near-air temperature measurements; and (ii) assumptions on the HDM and the measurement errors are perfectly satisfied. By means of virtual measurements of heat flux generated by using the HDM with these thermal properties, our aim in Section 4 is to recover those thermal properties within the posterior uncertainty band that we generate from the ensemble approach encoded in Algorithm 1. Furthermore, we aim at computing predictions of internal and external surface heat flux that capture the corresponding measurements within a credible interval of high confidence. In real experiments with existing walls, thermal properties and the initial temperature profile would be unknown and/or difficult to characterise a priori. Moreover, the aforementioned assumptions are often difficult to verify. Therefore, by means of synthetic experiments, we reduce the potential lack of inconsistency between real conditions and modelling assumptions, and thus we focus entirely on assessing the capabilities of the proposed approach to characterise the thermal performance of a virtual wall under investigation.
For the synthetic experiments that we conduct, we define a virtual wall of thickness L = 0.31m, that we wish to monitor over a time interval [0,13.5 days]. In order to have perfect knowledge of the thermal properties of our hypothetical wall, we specify the "true" thermal conductivity and volumetric heat capacity, denoted by κ † (x) and c † (x), respectively. More specifically, we define these as piece-wise constant functions with graphs displayed in Figure 2 (bottom-middle and bottom-left). With these definitions we aim at characterising a hypothetical wall with different constituents of various conductivities and capacitances, such as a cavity wall or a structure comprising internal insulation layers that may be overlooked during visual inspection. Following [16, 27] we assume true surface resistances given by
For these definitions of κ † (x), c † (x), R † I and R † E , the corresponding "true" U-value and C-value calculated via equations (4) are
respectively. Internal and external near-air (virtual) temperatures are generated by adding a stochastic zeromean Gaussian process to sine and cosine functions with prescribed amplitudes and frequencies. This process is generated with similar approaches to the ones discussed in Appendix A. The plots of these surface temperatures are displayed in Figure 2 (top). These synthetic/virtual measurements are generated over an interval of 18.75 days and discretised uniformly at every 5 minutes. The interval [-6.25 days, 0] will be used for the generation of the true initial temperature of the wall, T † 0 (x), as described below. Measurements defined on the subsequent interval [0, 13.5 days] will be used as the surface temperature measurements, T † I,1:M and T † E,1:M , to apply and validate the proposed scheme.
In order to generate synthetic heat flux data q 1:m on the time frame of interest [0,13.5 days], we first prescribe the "true" temperature profile across the wall, T † 0 (x) at the initial time t = 0. This initial temperature must be consistent with the proposed virtual setting introduced above. To this end, we select a linear temperature profile that interpolates, at time t = −6.25 days, the surface temperature measurements introduced above (see Figure 2 (top) ). This linear profile is then used as the initial condition for the 1D heat equation, which we run with the true parameters κ † , c † , R † I and R † E , and the surface temperatures on the interval [-6.25 days, 0] defined earlier. The resulting internal temperature profile after 6.25 days (i.e. at t = 0), is used as the true initial temperature profile, T † 0 (x), that we, in turn, use to simulate synthetic heat flux measurements over the monitoring interval [0, 13.5 days] . This parameter will be subsequently inferred together, with the parameters κ † (x), c † (x), R † I and R † E , via the proposed Bayesian approach. The plot of Figure 2 (bottom-right). It is important to mention that the selection of T † 0 (x) does not depend on the linear profile prescribed as the initial condition at time t = −6.25 days. Indeed, in Figure 3 we show the internal temperature profile of the wall simulated with different initial conditions generated stochastically. Note that after less than 3 days of simulation, the temperature profile no longer depends on the initial temperature that we used to initialised the HDM. This comes as no surprise since the effect of initial condition on the HDM outputs decays exponentially fast as a consequence of the fundamental properties of the heat equation.
The "true" internal and external surface heat fluxes on the time frame of interest [0,13.5 days] are now generated by solving the HDM defined by equations (6)- (10) 
where is the relative error of measurements. We use an analogous definition for the standard deviation of the noise added to the external heat flux measurements. A similar approach to specify the variance of measurement errors has been proposed in [17] . In Figure 2 (middle) we display the synthetic measurements of heat flux that we generate with measurement error of 5% (i.e. = 0.05).
Experimental data: BSRIA data collection
The proposed Bayesian approach is also applied with measurements collected by the Building Services Research and Information Association (BSRIA) as part of an investigation into the Uvalues of solid walls of occupied UK dwellings. These measurements were collected at 5 minutes intervals over a 14 day period during the winter of 2010 and include observations of near-air internal and external temperatures and (only) internal surface heat flux. In Figure 4 we display the plots of the BSRIA data used in this section. For full details of the measurement methods and outputs, see Biddulph et al. [16] . Measurements of external heat flux are not available in this case and so the approach was modified to include only surface flux from the wall's internal surface. The estimated thickness of the wall is L = 0.310m, which includes a 0.01m layer of plaster on its internal surface. The first row of Table 1 displays the U-values of a standard solid wall construction reported by the CIBSE guide A [27] . The C-value was calculated from the density and specific heat capacity values for bricks reported in the same guide. These values provide a reference that we use for the analysis of experimental data via the proposed Bayesian approach from Algorithm 1. 
Validation with synthetic data
In this Section we report the results obtained by applying the Bayesian approach encoded in Algorithm 1 to the synthetic data described in subsection 3.1. For the Bayesian updating we use the REnKA scheme from Algorithm 3 with J = 10 3 particles and tunable parameter J tresh = J/3. Although smaller samples can be used with this algorithm, this relatively large selection of samples have been chosen in order to reduce the dependence of the algorithm with respect to the selection of the initial ensemble [26] . The covariance matrix of measurement errors, Γ m , is constructed from the standard deviations that we use in subsection 3.1 to generate synthetic measurements.
The prior uncertainty
In order to initialise Algorithm 1 we first use Algorithm 2 to generate J = 10 3 samples from the prior P(u) = P(κ)P(c)P(T 0 )P(R I )P(R E ) that we define in Appendix A. Samples from P(κ), P(c) and P(T 0 ) are discretised on a computational domain with 2 7 elements. In Figure 5 (left column) we display the prior ensemble mean and the 95% prior credible intervals computed for each point x within the wall, or more precisely, at each of the nodes of the computational domain on which the samples from P(κ), P(c) and P(T 0 ) are discretised. Note that our selection of the initial ensemble reflects a large variability in the internal structure of the input parameters. Furthermore, true parameters (see solid red lines in Figure 5 ) κ † (x), c † (x), and T † 0 (x) are enclosed within the prior uncertainty band determined by these prior intervals. Prior (log-normal) densities of R I and R E are displayed (dotted red-line) in the left and left-middle panels of Figure 6 (top); vertical lines indicate the corresponding true R † I and R † E specified in equation (23) . With the aid of equation (4), we use samples from the priors P(κ), P(c), P(R I ) and P(R E ) to generate Monte Carlo approximations of the prior distributions, P(U) and P(C), of the U-value and the C-value, respectively. These priors are displayed (dotted red line) in the middle-right and right panels of Figure 6 (top). Vertical lines in these plots indicate the corresponding true values U † and C † from (24) . Equal tail 95% credible intervals for the priors of R I , R E , U and C are reported in Table 1 . Note that these intervals include the range of values provided by the literature (see Table 1 ) as well as the corresponding true values R † I , R † E , U † and C † . We also use a Monte Carlo approach to observe the effect of the prior uncertainty of the unknown parameters κ(x), c(x), T 0 (x), R I and R E in the corresponding model predictions of surface heat fluxes. More specifically, we run the HDM (6)- (10) for each of the samples from the prior and thus characterise, at each observation time within the time window [0 days, 13.5 days], the prior distributions of internal and external heat flux model predictions. From the ensemble of prior predictions we compute mean and equal tail 95% credible intervals. These statistics, visualised for the interval [6.25 days, 13.5 days], can be found in the top panels of Figure 7 (internal heat flux) and Figure 8 (external heat flux). These figures also display (red dots) the synthetic data corrupted with 5% noise as described in subsection 3.1. Note that our selection of priors gives rise to a distribution of heat flux predictions with credible intervals that capture the measurements. However, we note that (i) the mean of these distributions do not fit the data; and (ii) there is a large variability in heat flux predictions around the corresponding mean. By means of the Bayesian approach embedded in Algorithm 1, our objective is to reduce the prior uncertainty of the unknown parameters and, consequently, reduce the uncertainty in model predictions of surface heat fluxes.
The posterior uncertainty
We apply Algorithm 1 initialised with the ensemble of draws from the prior described in the preceding subsection. We use a mesh size h = L/2 7 for the HDM that we discretised as discussed in subsection 2.5. We assimilate/invert measurements within the interval [0, 6.25 days]; measurements from the time window [6.25 days, 13.5 days] will be used for the validation of the predictive capabilities of the proposed approach. At each assimilation time τ m , each component of the posterior ensemble {(κ
m,E )} J j=1 generated via Algorithm 1 is used to approximate the posterior mean and the posterior 95% credible intervals as discussed in subsection 2.4. In particular, posterior means and credible intervals of P(c|q 1:m ), P(κ|q 1:m ) and P(T 0 |q 1:m ), computed at the final assimilation time (m = M ) τ M = 6.25 days, are shown in Figure  5 (middle column). We note that certain features of the spatial variability of the corresponding posterior means (see dotted black line in Figure 5 ) are consistent with the true parameters κ † (x), c † (x), and T † 0 (x) (solid red line). These features reveal regions of high/low thermal conductivity and volumetric heat capacitance which are unknown a priori. More importantly, these uncertainty estimates capture the true parameters within the uncertainty measure determined by the posterior credible intervals. These results suggest that the proposed approach can be used as a non-destructive test to determine, albeit under uncertainty, regions of a wall with different thermal properties including cavities or insulators.
Despite of the capability of the proposed approach to infer spatial variability in the thermal properties within the posterior credible intervals, we note that the posterior mean of κ(x) and c(x) were not able to accurately detect the sharp edges/discontinuities of the true thermal properties. This limitation arises from the selection of log-normal priors within the proposed methodology (see Appendix A). More specifically, our selection of priors for these functions enforces smoothness/regularity of the posterior estimates which do not reflect/capture the discontinuous features of the truth (κ † (x) and c † (x)). Further extensions of the proposed Bayesian approach should be conducted to incorporate more realistic priors; this could be accomplished, for example, via the level-set approach of [35] to infer piece-wise constant functions.
The posterior ensembles of surface resistances {R (j)
, computed at the final assimilation time, are used to approximate the posterior densities P(R I |q 1:M ) and P(R E |q 1:M ) displayed in the left and middle-left panels of Figure 6 (solid blue line). As discussed in subsection 2.4 the posterior ensembles {U (see equation (21) ) are used to approximate, at each assimilation time τ m , the posterior distributions of the U-value and C-value, P(U|q 1:m ) and P(C|q 1:m ), respectively. The plot of these posterior distributions, computed at the final assimilation time are shown (solid blue line) in the middle-right and right panels of Figure 6 (top). Note that these posterior densities have a substantially smaller variance compared to the corresponding priors (see dotted red-line in the same figure) while enclosing the true values of the parameters that we aim at inferring (vertical dashed black lines). In fact, the true parameters R † E , C † and U † are captured within the high probability region of these posteriors. Although the true Figure 7 : Synthetic experiment. Mean and 95% credible intervals of internal heat flux predictions generated from the prior (top) and the posterior (middle) using the HDM with a mesh size of h = L/2 7 ; blue line is the plot of heat flux predictions computed via no-thermal-mass model (see (26) ). Bottom: Same as middle panel but computed using only synthetic measurements of internal heat flux. Synthetic measurements are displayed with red dots. value R † I is captured on the tail of the corresponding posterior, it is clear from these results that the proposed approach can successfully identify, under small uncertainty, these thermophysical properties of the wall. A quantitative assessment of these distributions is displayed in Table 1 (3rd row), where we report approximations for the 99% credible intervals of the final time posteriors of R I , R E , C and U. These intervals not only contain the true values stated in (23) - (24), but also have lengths which are 87.08%, 94.59%, 88.43% and 92.78% smaller than the prior credible intervals (second row of Table 1 ). Our results indicate that, in spite of the large uncertainty in the posterior estimates of κ(x), c(x), and T 0 (x) (see left-middle column of Figure 5 ), the posteriors of the U and C enable us to identify these effective properties under small uncertainty.
Sequential posterior estimates.
While the discussion of the preceding paragraph involves posterior distributions of the unknown parameters computed at the final assimilation time τ M , the proposed Bayesian approach enables to monitor these posteriors at each assimilation time τ m during the measurement campaign. As we now show, this information can be used to assess whether a sufficient number of measurements have been assimilated to achieve stable estimates of these properties. In Figure 9 we display the posterior mean and credible intervals for c(x), κ(x) and T 0 (x) obtained at some of the intermediate assimilation times τ m s. We note that, the posterior uncertainty of the initial temperature of the wall, T 0 (x), is substantially decreased during the first assimilation interval (i.e. [0, 0.31 days)) only at the internal and external surfaces of the wall. No significant changes are observed when further measurements are assimilated. This is expected since, as stated earlier, the effect of the initial condition of the HDM outputs decays exponentially fast. In contrast, a more gradual reduction in the posterior uncertainties of the thermal properties κ(x) and c(x) is observed as more measurements are assimilated. However, from Figure 9 we note that, after the initial 3 days of the measurement campaign, these posterior measures of uncertainty do not display substantial changes, suggesting that posteriors uncertainties are not further informed by subsequent measurements.
In order to qualitatively monitor the stability of inferred parameters as more measurements are assimilated, in Figure 10 (top) we plot the posterior means and 95% equal tail credible intervals, at each assimilation time τ m , of the posteriors of R I , R E , C and U. We note that these statistics are fully stabilised after 3 days; the posterior credible intervals are substantially reduced, and the posterior means (dashed line) of the distributions of R E , C and U provide a very good approximation of the true values R † E , C † and U † (red lines), respectively. In the right panel of Figure  10 (top) we have also included (solid blue line) the running estimate of the U-value (U) obtained via the average method discussed in Section 1 (see equation (1)). We can clearly notice that the proposed approach offers a much faster stabilisation and accuracy for the estimation of the Uvalue. Further evidence of the rapid stability of the sequential posterior uncertainties is provided in Table 2 , where, for each of these variables, we display (i) posterior mean (resp. prior mean for τ 0 = 0), (ii) relative error of the posterior mean with respect to the truth and (iii) coefficient of variation (CoV) defined as the ratio between the standard deviation and the mean. From these results we observe that after only 1 day of assimilation, the error with respect to the truth of U (resp. C) decays from the prior value (at τ 0 = 0) of 14.387% (resp. 16.238%) to less than 1% (resp. 2%). The uncertainty of U (resp. C), in terms of the CoV, is reduced from 16.889% (resp 19.627%) to 0.84% (resp. 4.01%). Although the subsequent assimilation of measurements results in a further decrease of the CoV to less than 1%, it is clear than 1 day of measurements provide enough information to estimate the U-value with high degree of accuracy. In contrast, we observe severe fluctuations in the estimate computed via the average method and errors which are larger than 5% even after 2 days of the measurement campaign (see last row of Table 2 ).
Predictive capabilities.
We now demonstrate how our uncertainty estimates of inferred parameters can be used to characterise the thermal performance of our virtual wall. Our aim is to reproduce, within a high-confident uncertainty estimate, (un-assimilated) measurements of heat flux within the validation time window (6.25 days, 13.50 days]. To this end, we use our probabilistic estimates of the unknown parameters R I , R E , c(x), κ(x) and T 0 (x), computed at the final assimilation time τ 60 = 6.25 days (i.e given the assimilation of measurements collected within the interval (0, τ 60 ]) to compute the predictive distributions of internal and external surface heat flux, over the interval (6.25 days, 13.50 days]. As discussed in subsection 2.4, predictive distributions of heat flux are approximated from the ensemble of model predictions obtained by running the HDM for each ensemble member of inferred parameters. In the middle panels of Figure 7 and Figure 8 we show the mean and 95% equal tail credible intervals from these distributions. A good visual agreement to the measurements (red dots) is provided by the mean of the predictive distributions (black line). For comparison purposes, in Figure 7 (middle) we have also included the internal heat flux predictions (solid blue line), at each observation time t m , that we compute via a direct calculation with the so-called no-thermal mass model [16] defined by
where, as before, U AV , is the U-value computed via the average method (see equation (1) . Figure  7 clearly shows that a no-thermal mass model is not able to reproduce the thermal performance of the wall. In order to qualitatively assess the goodness of fit of the mean of the predictive distributions we consider a chi-squared statistic defined by [36] 
where Q β,m denotes the mean of the predictive distributions of internal (β = I) and external (β = E) heat fluxes computed at each measurement time, t m , within the predictive time window (6.25 days, 13.50 days], and ν β,m denotes the corresponding heat flux measurement. In expression (27) , σ β,m is the standard deviation of the measurement error computed as described in subsection 3.1 and M T = 1800 is the total number of measurements within the predictive time window. The values of these chi-square statistics, displayed in Table 3 (second column, h = L2 −7 ), are close to one thereby suggesting that the mean of the predictive distributions provide a very good fit to the observations. We can also observe from Figure 7 and Figure 8 (middle panels) that most measurements fall within the credible intervals (grey area), indicating that these intervals capture subsequent (un-assimilated) measurements of surface heat fluxes within the predictive distributions provided by the proposed Bayesian technique.
As we discussed in subsection 3.1, synthetic measurements of internal and external heat flux used for the previous synthetic experiments are contaminated with 5% measurement error. Although this selection of error size is informed by the precision of standard heat flux meters, it Table 3 : Chi-squared and average interval score of the predictive distributions of internal and external surface heat fluxes computed for different choices of mesh size h for the discretisation of the HDM.
is important to emphasize that the size of measurement errors has an effect on the quality of these uncertainty estimates. We have conducted further experiments (not shown) that indicate that measurement errors of 1% yields only a marginal improvement over the uncertainty estimates of κ(x), c(x) and T 0 (x) that we discussed in the preceding subsection (with errors of 5%). The effect of reducing these errors is more noticeable in the posterior uncertainties of R I , R E , C and U for which smaller measurement errors not only yields smaller posterior variances but also more concentrated around the true values. On the other hand, even when larger measurement errors are introduced (e.g. 10%), posterior estimates still provide an accurate identification of the U-value and the C-value. These experiments (not reported) indicate that the proposed method is robust with respect to realistic measurements errors associated with heat flux measurements.
The effect of the spatial discretisation of the wall.
Let us recall that the results of the previous subsection are obtained by using a fixed (Finite Element) spatial discretisation of the HDM (6)- (10) with mesh size h = L/2 7 . In this subsection we study the effect of h on the uncertainty estimates of thermal properties obtained via the Bayesian proposed approach. The selection of mesh size h not only determines the accuracy of the HDM that defines the parameter-to-output maps {G m } M m=1 , but also the intrinsic characterisation of the thermal properties. A large mesh size implies a coarse mesh and thus thermal properties characterised only at a few elements. Such a coarse (low-dimensional) characterisation may not be suitable for inferring properties with highly-heterogenous features. In contrast, a small choice of h characterises thermal properties on a very dense computational mesh which could enable us, via the proposed approach, to infer small-scale features of the internal structure of the wall. However, the smaller the mesh size the higher the computational cost of HDM which needs to be solved, at every assimilation time, for each ensemble member of the unknown parameters within the iterative scheme embedded in Algorithm 3. In order to further understand the effect of mesh size h on the accuracy of the posterior estimates, in this subsection we apply Algorithm 1 with the same synthetic measurements produced in section 3.1, but with different choices of mesh size h. In particular, we are interested in studying the effect of coarse meshes which are analogous to lumped thermal mass models such as those used in existing Bayesian approaches [16, 17] to characterise the thermal performance of walls.
In Figure 11 we displayed the posterior mean and credible intervals for the variables c(x), κ(x) and T 0 (x), computed at the final assimilation time τ M , obtained via Algorithm 1 with different mesh sizes (h = L/2 i , i = 1, . . . , 5) for the HDM, and with (synthetic) heat flux measurements contaminated with 5% errors. As we discuss in 2.5, we choose a piecewise constant (resp. linear) approximation for the thermal properties κ(x) and c(x) (resp. T 0 (x)). From the first and second columns of Figure 11 we note that for h = L/2, L/2 2 , L/2 3 , the posterior means (dashed line) provide a very inaccurate estimation of the true parameters (solid red lines). Moreover, the uncertainty band determined by the posterior intervals clearly fails to capture the true thermal properties of the wall κ(x) and c(x). In particular, the cases h = L/2, h = L/2 2 and h = L/2 3 (i.e. discretisation with only 2, 4 and 8 elements, respectively) reveals the potential detrimental effect on the accuracy of the posterior uncertainty when such a coarse model of the HDM is used for the inference of the unknown properties. As we increase the number of elements (i.e. decrease the mesh size h), the uncertainty estimates provided by the posterior means and credible intervals capture the true thermophysical properties of the wall. Note that the measures of the posterior uncertainty for h = L/2 5 ( Figure 11 ) are similar to the ones obtained with the fine mesh h = L/2 ( Figure 5 ; middle column). For this particular synthetic experiment, it is clear that decreasing the mesh size below h = L/2 5 does not have substantial effect on the uncertainty estimates of the thermal properties. It is worth mentioning that a discretisation of the HDM on 2 5 = 32 elements yields a computationally tractable implementation of Algorithm 1 which, as discussed in subsection 2.5, can be performed with a standard high-end computer.
In Figure 12 we display the sequential posterior mean and credible intervals of R I and R E as well as the the effective properties U and C, computed with mesh sizes (from top to bottom)
. From these figures we can note that a significant bias in the posterior means (black dashed line) of R I , R E and C is observed for larger mesh sizes h = L/2, L/2 2 , L/2 3 . Note that for these larger mesh sizes, credible intervals do not capture the true values (red solid line). Finally, in Figure 13 and Figure 14 we show the posterior predictive distributions of internal and external heat flux obtained with some of our choices of h; see Figures 7-8 for the choice h = L/2 7 . For all these choices of h, we can visually appreciate that the posterior mean of these predictive distributions of heat flux yields a good fit to the observations. We qualitatively assess the aforementioned predictive capabilities via the chi-square test that we introduced in the previous subsection. Table 3 shows the results of this test for some of our choices of h. We find that the quality of the fit, that corresponds to values close to one, slightly increases with smaller mesh size. It is clear that even a large selection of mesh size (h = L/2
2 ) results in very good fit to the measurements in the chi-squared sense. However, a closer look at Figures 13-14 reveals that, for some of our choices of large mesh size, the corresponding credible intervals do not capture the measurements that the corresponding calibrated HDM (discretised via a large mesh size) is aim at predicting. This is detrimental to the degree of confidence of these probablistic predictions; our aim is to provide uncertainty estimates (e.g. credible intervals) capable of predicting unobserved measurements within our probabilistic estimates.
In order to assess the degree of confidence of these predictions in a quantitative fashion, we consider the interval score [37] of the 95% predictive intervals of heat fluxes computed for each selection of h. The interval score, applied to a (1 − α)% predictive interval of the form [l, u], around an observation/measurement denoted by ν can be computed via:
where 1 {A} denotes the indicator function defined by
The interval score penalises intervals with small measurement coverage; the higher its value the lowest the confidence of the predictive interval. We apply expression (28) for each predictive interval of internal and external heat flux, computed at each measurement time t m within the predictive time window (6.25 days, 13.50 days]. The average of these interval scores (AIS) over the predictive time window are displayed in Table 3 which confirms that smaller mesh sizes results in more confident predictions (i.e. larger measurement coverage of the predictive intervals). We further note that even though the choice h = L/2 2 gives a good fit to the measurements in the chi-squared sense, it produces a large AIS suggesting that this choice of mesh size results in a predictions with low confidence compared to the ones that we obtain with smaller mesh sizes.
The study from this subsection is particularly relevant in the context of lumped-thermal mass models [17, 16, 38] for Bayesian inference of a wall's U-value and heat capacity per unit of area. Lumped-thermal mass models are effectively coarse-mesh finite difference approximations of the heat equation, and thus involve the solution of a low-dimensional system rather than the more computationally costly (if a small h is used) HDM that we solve within the proposed Bayesian approach. While recent publications [16, 17, 38] have investigated a wide class of lumped-thermal mass models of different complexity (i.e. number of resistors/capacitors), these have been primarily concerned with showing that simplified models can provide a good fit to the measurements in a mean-squared sense. The results from this subsection demonstrate that even though a coarse-mesh (simplified) calibrated model of the heat transfer through the wall can successfully fit measurements, the corresponding predictive distributions may not necessarily provide an accurate quantification of the uncertainties in these predictions. As we discussed in Section 1, the ability to accurate quantify uncertanty in predictions of thermal performance is crucial for the computaions of risks under different energy saving measure and, hence, inform decision-making for retrofit interventions. 
Solid red line indicates the true c † (x) (top), κ † (x) (middle), and T † 0 (x) (bottom).
Inferring properties with only internal heat flux measurements
In this section we investigate the application of Algorithm 1 to infer the unknown HDM parameters c(x), κ(x), T 0 (x), R I and R E given, as before, near-air temperatures at the internal and external surface of the wall, but using heat flux measurements collected only at the internal surface of the wall. This investigation is motivated by standard practices in which only internal 
heat flux measurements are collected, such as the monitoring procedure described in ISO9869:2014 [19] . The same formulation from subsection 2.2 and 2.3 can be applied for the assimilation of only heat flux measurements by simply setting q m = q I,m and Q m = Q(0, τ m ) in equations (2) and (10) respectively. We modify Algorithm 1 accordingly and use it with the same experimental setting described in subsection 3.1. This setting is identical to the one that we use to produce the results from subsection 4.2, except that we now exclude measurements of external heat flux during the inference process. In Figure 5 (right column) we show the final-time posterior estimates of c(x), κ(x) and T 0 (x). We observe that these estimates fail to recover the spatial variability of the corresponding true parameters near the external surface of the wall (x = 0). In fact, the posterior credible intervals in this region, are almost identical to the ones from the priors (see Figure 5 left column). It is only near the internal surface of the wall where we observe that the inferred parameters capture, under uncertainty, the variability in c(x) and κ(x). This comes as no surprise since we have not included the external wall heat flux measurements during the inference process. The effect that arises from excluding these measurements can also be noted from the final-time posteriors of R I , R E , C and U shown in Figure 6 (bottom), the corresponding credible intervals reported in Table 2 , and the plots of the sequential posteriors shown in Figure 10 (bottom). Indeed, the posterior of the internal surface resistance R I is very similar to the one obtained when both internal and external heat flux measurements are assimilated (see Figure 6 (top)). However, the posterior of the external surface resistance R E is very close to the prior. Again, this indicates that the measurements of internal heat flux are not informative of this variable. Furthermore, from Figure 6 (middle right column) we note that the posterior density for the C-value have a larger variance and captures the true value C † on the tail of the posterior distribution. When we compare the posterior estimates of the U-value, U, with the one reported in subsection 4.2, we note only a slight increase in the posterior variance (see Figure 6 (left column) and credible intervals in Table 2 ). This increase is expected from the fact that the uncertainty in the external surface resistance was not reduced as in the previous case. Nevertheless, Figure 10 (left column) reveals rapid and accurate estimates of the of the U-value which clearly outperforms the average method.
In the bottom panels of Figure 7 and Figure 8 we show the posterior predictive distributions of surface heat fluxes at the internal and external wall, respectively. Similar to the results from subsection 4.2, the posterior mean of the predictive distributions of the internal heat fluxes shows a good visual agreement with the measurements while credible intervals display good coverage of heat flux measurements. In contrast, credible intervals of the posterior predictions of external heat fluxes (Figure 8 ) show large coverage and the corresponding mean does not seem to adequately fit the measurements of external heat flux. Table 3 (second column h = L2 −7 ) further confirms, via the chi-square test, that internal heat flux predictions are properly matched with the predictive mean. These results also indicate that a slightly larger coverage of the credible interval is obtained compared to the ones obtained when both external and internal measurements are assimilated. In addition, predictions of external heat flux provide a very poor fit to the external measurements (χ 2 E = 58.3) and a relatively low degree of confidence (AIS E = 9.3). In Table 3 we also show the chi-square and AIS quantities obtained from assimilating only internal heat flux measurements using different choices of mesh size h in the HDM. Note that the largest mesh size h = L/2 yields predictions of internal heat flux that match the measurements of internal heat flux (χ 2 I = 1.05). However, for such a coarse mesh, the predictions of external heat flux do not match the corresponding measurements (χ 2 E = 120.7). Table 3 reveals that increasing the mesh size decreases the confidence of the predictions of both internal and external heat flux.
In summary, accurate estimates of effective thermal properties such as the U-value can be computed from the assimilation of only internal heat flux measurements. However, our results suggest that the Bayesian inversion of both external and internal is essential for an accurate characterisation of the predictions of the thermal performance of the wall. Similar to the results from the preceding subsection, the uncertainty estimates obtained with smaller mesh sizes are capable of providing higher-confidence predictions of the thermal performance compared to those obtained via reduced (coarse-grid) models the HDM.
Application with real data
In this section we apply Algorithm 1 with the real data described in subsection 3.2. We emphasise that for this experiment, the underlying true thermal properties and the initial temperature distribution of the wall κ(x) † , c † (x) and T † 0 (x) are unknown, and only measurements of internal surface heat flux are available for the inference algorithm. We assimilate/invert measurements collected during the first 8 days of the measurement campaign; subsequent measurements are used for the validation of the predictive distributions of internal heat flux. Values for the surface resistances R † E and R † I are also unknown; only book values for a generic wall with similar specifications are available. Relevant prior parameters (see Table A .5) are selected so that the distributions of R I , R E , U and C are consistent with the range of book values for the brick wall under investigation [27] . In Figure 15 (left) we show the mean and credible interval of the prior and final time (τ m = 8 days) posterior of c(x) (top), κ(x) (middle) and T 0 (x) (bottom). These posterior estimates reveal substantial variability in c(x) and κ(x) which may be arguably attributed to internal inhomogeneities such as residual cavities, moisture condensation and/or defects overlooked during visual inspection.
The prior and final-time posterior densities of R I , R E , C and U are plotted in Figure 16 . Equal tail 99% credible intervals for these distributions are shown in Table 1 . Similar to the results obtained in subsection 4.4, only the uncertainties of R I and U have been substantially reduced via the assimilation of measurements of internal surface heat flux. The posterior variances of R E and C do not exhibit a significant reduction with respect to their priors although their means have been shifted. Note that our final-time estimates of the posterior mean of the surface resistances R I and R E are substantially different from the book values suggested in CIBSE Guide A [27] . Sequential posterior means and credible intervals for R I , R E , C and U are shown in Figure 17 , where we also include the running estimates of the U-value computed via the average method (see equation (1)). Values of the mean and CoV for these posteriors are reported in Table 4 . We note that after 1.5 days of the measurement campaign, the posterior estimates of the U-value (in terms of CoV) decreases from the prior value of 14% to about 1%, and seems to stabilise more rapidly than the estimate provided by the average method.
In Figure 18 we display the prior (top) and posterior (bottom) predictive distribution of internal surface heat flux on the interval [8 days, 12 days]. The posterior predictions are produced with the inferred parameters computed at the final the assimilation time τ m = 8 days. While the prior displays large uncertainties that do not fully capture the measurements (red dots), the posterior mean of these predictive distributions (solid black line) provides a good visual fit these (unassimilated) measurements, confirmed with a chi-square value χ credible intervals are confirmed with AIS displayed in Table 3 . In summary, our posterior predictive distributions can accurately capture the uncertainties in the measurements of internal heat flux. In Figure 18 (bottom) we have also included the plot of the internal surface heat flux predictions computed via the no-thermal mass model (26) with our estimate of the U-value computed with the average method (equation (1)). It is clear that this model is not able to accurately reproduce the measurements surface heat flux. The effect of the mesh size, h, of the HDM on the final-time (τ m = 8 days) posterior estimates of thermal properties is shown in Figure 15 (right columns), where we display the posterior mean and credible intervals of the parameters c(x), κ(x) and T 0 (x) for different choices of
Final-time posterior densities for the variables R I , R E , C and U are displayed in Figure 19 . Assuming that the accuracy of the uncertainty estimate improves with mesh refinement, it is thus clear that larger mesh sizes h = L/2, h = L/2 2 (i.e. 2 and 4 elements) seem to introduce biased estimates of R I , R E and C (see Figure 19) . Moreover, we notice that the variance of the U-value is slightly underestimated for h = L/2. Nevertheless, estimates of the U-value are quite similar regardless of the mesh size used for the HDM within the Bayesian scheme. For some of these choices of h, Figure 20 displays plots of the mean and credible intervals of internal heat flux model prediction on the interval [8 days, 12 days] . Note that the predictive mean seems to visually agree with the measurements regardless of the value of h. However, similar to the results discussed in the previous section, a very large choice of mesh size (h = L/2) yields very low confident prediction due to the collapse of the uncertainty on these predictions. Table 3 provides additional evidence that decreasing the mesh size improves the fit to the measurements (χ 2 I closer to one) and increases the confidence in our predictions (smaller ASI). These results also indicate that a coarse mesh h = L/2 2 (i.e. with 4 elements) can reasonably reproduce the uncertainty in the model predictions of internal surface heat flux. It is important to emphasize that, for these computations, only internal heat flux measurements are assimilated. From our conclusions in subsection 4.4 we know that internal heat flux can be successfully reproduced via a coarse mesh approximation of the HDM. However, there is no assurance that additional quantities that describe the thermal performance of the wall (e.g. external surface heat flux) can be accurately reproduced via such a coarse model. Figure 18 : BSRIA experiment. Mean and 95% credible intervals of internal heat flux predictions generated from the prior (top) and the posterior using the HDM with a mesh size of h = L/2 7 (bottom) blue line is the plot of heat flux predictions computed via no-thermal-mass model (see (26) ). Measurements are displayed in red dots. Figure 20 : BSRIA experiment. Posterior mean and 95% credible intervals of internal heat flux predictions generated with a mesh size of (from top to bottom)
Measurements are displayed in red dots.
6. Summary, conclusions and future directions.
We proposed a Bayesian approach to sequentially infer thermophysical properties of any wall, given in-situ measurements from the walls's internal and external near-air temperatures and surface heat fluxes. The proposed approach was encoded in a computational methodology (Algorithm 1) that uses these measurements to sequentially characterise the posterior distribution of the unknown parameters of a HDM of the wall based on the 1D heat equation. These parameters included the thermal conductivity and volumetric heat capacity that we characterised with spatially varying functions defined at every location inside the wall. Scalar values of the wall's surface resistance were also inferred within the proposed framework. Posteriors of the unknown parameters were transformed into probability distributions of the U-value and C-value, as well as the predictive distributions of surface heat flux.
We use both synthetic and real measurements to test and validate the proposed computational approach, and demonstrated that it enables a fast and accurate estimation of the effective thermophysical properties of the wall (i.e. U-value and C-value) together with a measure of their uncertainties. We additionally showed that our technique can be used, on-the-fly, to determine the duration of the measurement campaign required to achieve a specified level of uncertainty in the posterior estimates of the thermophysical properties. For example, our numerical results showed that 1% coefficient of variation in the estimates of the U-value can be achieved within the first day of the measurement campaign. Furthermore, these estimates were more accurate, and achieved through shorter measurement campaigns, compared to the ones we computed via the average method suggested by the ISO9869:2014 [19] . The proposed technique can thus be applied to conduct cost-effective measurement campaigns that accurately estimate the U-value of walls in existing dwellings. These estimates can be used to inform some normative/certification models, such as the Reduced data Standard Procedure Assessment used in the UK, to assess the energy efficiency of an existing dwelling, and ultimately, aid in the development of low-carbon policies.
The capability of the proposed technique to infer spatially-variable thermophysical properties of the wall via the Bayesian calibration of the HDM (with a relatively fine discretisation) allowed us to demonstrate that the proposed technique can (i) statistically detect unknown inhomogeneities within the wall; and (ii) produce model predictions that achieve accurate and high-confident predictions of the thermal performance of the wall (i.e. surface heat flux). This capability also enabled us to show that using coarse-grid discretisations of the HDM for the Bayesian inversion of in-situ measurements can lead to inaccurate statistical predictions of internal and external surface heat flux, even though accurate estimates of the U-value were obtained. These results suggest that an accurate in-situ estimation of the U-value obtained via the calibration of a heat transfer model does not necessarily ensure that the underlying model produces an accurate probabilistic description of the thermal performance of the wall. In practice, a sufficiently-resolved HDM calibrated via the proposed approach can be useful within decision-making workflows since it enables the simulation of the wall's thermal performance under different retrofit interventions which, in turn, facilitates the computation of probabilities of the financial outcomes associated to those renovation measures.
Although the focus of the present work is to infer the thermal properties of the wall characterised via the input parameters in the 1D-based HDM of the wall, we recognise that additional sources of uncertainty in the prediction of the wall's thermal performance may exist. Failing to account for these uncertainties can be detrimental to the accuracy of the estimates of inferred parameters. Uncertainties of those kind could arise from unaccounted sources of heat (e.g. solar radiation) in the proposed HDM within the Bayesian calibration framework. In addition, the one-dimensional assumption of the heat transfer trough the wall used in the present work, albeit used in most existing work for the characterisation of a wall's thermal performance, has been recently identified as a source of modeling errors during the thermal characterisation walls under the presence of thermal bridge effects that arise, for example, from material defects and/or moisture penetration [39] . Further work should then incorporate 3D models of the thermal performance of the wall within the proposed Bayesian approach, and the use of additional measurement technologies (e.g. time-lapse thermography [40] ) in order to capture thermal bridge effects within the posterior estimates of the thermophysical properties. the spatial variability in the wall's thermal properties. In particular, for the prior of the function κ(x) we consider lognormal Gaussian distributions for which we assume that (under the prior), κ(x) can be written as
where ω κ is a positive constants and Ψ κ is a stationary Gaussian random function/field (GRF) with zero mean and covariance operator C κ . The generation of a random functions from such a distribution can be easily achieved by means of the Karhunen-Loeve (KL) expansion [41] . The choice of C κ determines the regularity of the family of functions which are samples from this distribution. For the present work we consider covariance operators C κ , induced by the WhittleMatern covariance function given by [42] f σ,ν,l (x, y) = σ where ν > 0 is a parameter that controls the regularity/smoothness of the samples, l is the characteristic length scale, σ 2 κ is the variance, Γ is the gamma function, and K ν is the modified Bessel function of the second kind of order ν.
By means of the Karhunen-Loeve expansion we generate, and display in Figure A .21, five (discretised) GRF with different choices of ν and l. Note that larger ν's results in samples which are more regular functions of x. Similarly, smaller l yields samples which are less spatially correlated. We can then exploit the variability provided by these random family of functions to characterise, a priori, the spatial variability of the thermal properties of the wall. Furthermore, the selection of the prior above, in terms of the parameterisation in (A.2) ensures that the (unknown) function κ(x) is always positive. In addition, the prior mean and variance of κ(x) are constants (with respect to x) and given by Note that we can then select ω κ and σ 2 κ so that the prior mean, E(κ) reflects our prior knowledge of the thermal conductivity given, for instance, by visual inspection or book values.
The prior P(c) for the unknown c(x) is defined in a similar fashion to the one for κ above. For the prior of the initial temperature T 0 (x) we first note from (8)- (9) , evaluated at t = 0, that
provides an expression for the surface temperature at time t = 0. We recall that T I (0) and T E (0) are values of internal and external near-air temperature at the initial time. These values are recorded in-situ via the variables T † I,0 and T † E,0 . Similarly, Q(0, 0) and Q(L, 0) are the initial-time internal and external surface heat fluxes which are observed in-situ; the corresponding observations of these quantities are q I,0 and q E,0 , respectively. We therefore propose to construct a Gaussian prior for T 0 (x) with a mean given by which reflects our prior knowledge that the initial temperature is a random fluctuation around the linear interpolation between the internal and external surface temperatures at t = 0, approximated via in-situ measurements. In expression (A.5), the values of R E and R I correspond to the means of the prior (log-normal) distributions of R I and R E introduced above. A covariance function of the form (A.3) is also used for the prior covariance of T 0 (x). We refer the reader to [41] for further technical details of the KL approach to generate five (discretised) GRF. We have included this approach in Algorithm 2 which provides the steps for the generation of an initial ensemble of J particles of the aforementioned prior for the variables κ(x), c(x), T 0 (x), R E and R I . It is important to mention that our selection of priors defined in this subsection induces the following parameterisation This parameterisation will be used within the application of the REnKA algorithm that we review in Appendix B.
For the experiments of Section 4 and Section 5 we use parameters in the priors (or hyperparameters) as displayed in Table A .5. These hyperparameters are used in Algorithm 2 to generate the set of prior samples that we display in Figure A. 22. As stated earlier, our choice of hyperparameters is aimed at capturing rapid changes in the thermophysical properties within the wall. However, it is possible to extend the proposed technique via hierarchical parameterisations [43] to enable the estimation of these hyperparameters from in-situ measurements within the computational framework.
Appendix B. Regularising ensemble Kalman algorithm
In this subsection we briefly discuss the regularising ensemble Kalman algorithm (REnKA) that we use for the Bayesian updating step of Algorithm 1. Suppose that, at the assimilation time τ m , we have an ensemble {u Input parameters: J (number of ensemble members), ω β , σ β ( for β ∈ {κ, c, T 0 , I, E}) and ν β , l β , (for β ∈ {κ, c, T 0 }).
for β ∈ {κ, c, T 0 } do (1) Construct the discretised covariance (N x × N x ) matrix C β , by means of
where {x i } 
