Abstract
INTRODUCTION
In data mining high dimensional data is big challenging task. Feature selection is one of the solutions to reduce the dimensionality. Feature selection is an active in research and development for decades in statistical pattern recognition and machine learning [8] . Domain experts performed feature selection to determine class label and choose what properties of an object should be measured. In Gene expression tasks, to find the relevant features many thousands of genes are tested and then use a statistical feature selection process for the classification problem. Irrelevant and redundant data is one problem of Feature selection and another is search strategy. Irrelevant features not contain needed information about the classification problem where as redundant features contain duplicate information which is already present in more informative features. In many applications like image retrieval, genomic microarray analysis, text categorization and intrusion detection feature selection has found success. It is also effective in enhancing learning efficiency. There are three general approaches of feature selection: Filters, Wrappers and Embedded methods [6] . Evaluation function is measures of filter and wrapper methods which are classified into three categories distance measures, uncertainty measures and dependence measures. The data intrinsic measures are distance, entropy, and dependence measures. According to recent research evaluation function is divided into five categories: consistency, dependence, distance, information, and classier error rate [7] . Most of the feature selection algorithms [1] , [2] , [3] , [4] , [5] have been proposed for classification techniques. Aim of all approaches is to search an optimal feature set and improve the classifier performance. Many of these feature selection algorithms use statistical measures to find relevant and non redundant feature subset it include mutual information, correlation and information gain measure. It also improved search approaches such as population-based heuristic search approach, genetic algorithms and ant colony optimization.
Mitra et.al [11] Proposed unsupervised feature subset selection method to remove redundancy by using feature similarity measure. To calculate similarity between two random variables a new measure called maximal information compression index is used. Krier et al. has proposed a methodology which combined hierarchical constrained clustering of spectral variables and selection of clusters by mutual information measure [12] . Van Dijck et al. presented same methodology as Krier, only difference is that only consecutive features are contain in every clusters [13] .
Relief feature selection method introduced by Kira and Rendell it is an instance based attribute ranking scheme [9] and later Relief is enhanced by Kononenko [10] . Relief method sampled instance randomly from the data and then finding its nearest neighbor from the same and opposite class. The sampled instances are compared to the values of the attributes of the nearest neighbors. This is used to update relevance scores for each attribute. M.A.Hall has proposed CFS algorithm to address the problem of feature selection by using correlation measure for machine learning [14] . Song Q et.al [15] proposed a Fast clustering based feature Selection algorithm (FAST) based on the MST method. FAST has a high probability of producing a most relevant subset by using clustering based strategy. Peng [16] The rest of the paper is organized as follows. Section II describes the proposed feature selection comprehensive framework (FSCF) in detail. Section III discussed the Classification methods used for analysis. Empirical study presents in Section IV and experimental results discussed in section V. Finally Section VI of this paper presents the concluding remarks.
PROPOSED FEATURE SELECTION COMPREHENSIVE FRAMEWORK (FSCF)
This section discuss proposed framework (FSCF) based on different evaluation measures. While evaluating high dimensional data with well known feature selection algorithm, it takes more time to find feature subset. To overcome this we proposed a feature selection framework based on Information gain and filter measures. This works in two steps process.
Fig 1. Proposed Feature Selection Comprehensive Framework (FSCF)
First step is applying discrete unsupervised attribute filter on whole datasets F such as F{x 1 ….x n }. Second step is to find optimal feature subset using information gain measure.
Attribute Filter
Discrete unsupervised attribute filter is applied to uniform the data. 
Information Gain
Information gain is one of the simplest attribute ranking methods and used in different applications such as text categorization applications where the sheer dimensionality of the data precludes more sophisticated attribute selection techniques [18] . Consider if A is an attribute and C is the class, the entropy of the class before and after observing the attribute is calculated by Equations I and II.
Information gain is calculated by the amount by which the entropy of the class decreases reflects the additional information about the class provided by the attribute [18] . Score of each feature A i is assigned based on the information gain between itself and the class:
CLASSIFIERS USED FOR ANALYSIS

Naive Bayes Classifier
On gene expression data Navie Bayes Classifier provides better classification accuracy than any other classifiers. This classifier learns from training data and then the highest posterior probability predicting the class of the test instance. Consider C ={c 1 ,c 2 ,...,c n } be the set of one classes, and let L ={L 1 ,...,L m }be the set of features contained in these classes. If d is a new document, the probability that d belongs to class c i is defined by Bayes rule,
Naive Bayes classifiers are highly scalable. In a learning problem this classifier want a number of parameters linear in the number of features. Evaluating a closed-form expression a Maximum-likelihood training can be completed, it takes linear time than other types of classifiers which used expensive iterative approximation [19] . 
K-NN Classifier
The K Nearest-Neighbors is a non-linear classifier. The result of this classifier is depends on whether k-NN is used for classification or regression. In this classifier, the output is a class membership. An object is classified based on majority vote of its neighbors, with the object being assigned to the class most common among its k nearest neighbors. For example, k is a regularization parameter and x as an example, the k-NN classifier considers the k training examples nearest to x as per their distance in the feature space {0, 1}K and gives as predicted class the dominant real class among those k examples [20] .
EMPIRICAL STUDY
In this section we discussed the details of datasets. This paper study is on four well known datasets such as Arrhythmia, Colon cancer, SRBCT and Lymphoma [21] . These all are the high dimensional datasets whose features range from 200 to 4000. The first type, Chronic Lymphocytic Lymphoma, the Follicular Lymphoma is second type and the third type Diffuse Large B-cell Lymphoma [23] . The summary of datasets used for empirical study shown in table I. 
RESULTS AND ANALYSIS
Computational time is calculated for different datasets to obtain feature subset by using FSCF framework. For analyzing results two classifiers used like Naïve bayes and K-NN classifiers, also compared Relief and IG feature selection algorithms with proposed Framework. Weka software is used for evaluating the data. Weka is a data mining tool [22] . Relief method computational time is too more than other two methods, even same for K-NN classifier. From these results we found that proposed framework FSCF is better in computational time than other two methods for both classifiers. Individual performance of each method on both classifiers is shown in fig. 4 , 5 and 6. fig. 7 . KNN classifier performance is better than Naïve bayes classifier by using proposed framework. 
CONCLUSION
In this paper Feature Selection Comprehensive Framework (FSCF) is proposed based on information gain and filter evaluation measure. Computational time is calculated for finding relevant and non redundant feature subset by using FSCF framework for high dimensional data. Proposed framework compared with other well known feature
