Given a sequence G = G 0 , ..., G T −1 of simple graphs over uniquely labeled vertices from a set V , the periodic subgraph mining problem consists of discovering maximal subgraphs that recur at regular intervals in G. For a periodic subgraph to be maximal, it is intended here that it cannot be enriched by adding edges nor can its temporal span be expanded without losing support. We give faster algorithms than previously available for this problem. In particular, we show an optimal solution based on an implicit description of the output subgraphs that takes time O(|V | + |Ẽ| × T 2 /σ)-where |Ẽ| is the average number of edges over the entire sequence G-to publish all maximal periodic subgraphs that meet or exceed a minimum occurrence threshold σ.
the core G[I] as the maximal subgraph common to all G t where t ∈ I, i.e.,
23
G[I] = {e ∈ E | ∀t ∈ I : e ∈ E t }. Our notion of 'core' is thus germane to that 24 of a closed subgraph [2, 5, 8]; we prefer the term 'core' in order to stress that 25 there is exactly one core in any given time subset I. Remarkably, whereas the 26 total number of subgraphs over a given interval may be exponential in the 27 input, the number of cores is bounded by a polynomial [7] . Likewise, while 28 the well-known maximum common subgraph problem is NP-hard in general
29
[4], it becomes polynomially solvable with uniquely labeled vertices.
30
For any triplet (t, p, s) of integers t ≥ 0, and p, s ≥ 1, such that t + 31 p(s − 1) < T , we set S(t, p, s) = {t, t + p, ..., t + p(s − 1)}. We say that F 32 is a periodic subgraph of the dynamic network G if for some t, p, s we have 33 F = G[S(t, p, s)] and neither G t−p nor G t+ps contains F as subgraph. If this 34 is the case, we also say that S(t, p, s) is a periodic support set of the periodic 35 subgraph F. A periodic subgraph embedding (PSE) is a pair F, S(t, p, s) ,
36
where F = G[S(t, p, s)] is a periodic subgraph and s ≥ σ for an a-priori set 37 minimum support threshold σ.
38
A subgraph F may have several periodic support sets. However, by the 39 maximality conditions, we have that for any two distinct periodic support sets 40 of F, say S(t 1 , p 1 , s 1 ) and S(t 2 , p 2 , s 2 ), (i.e., G[S(t 1 , p 1 , s 1 )] = G[S(t 2 , p 2 , s 2 )]) 41 such that p 1 = p 2 , it must hold that: S(t 1 , p 1 , s 1 )∩S(t 2 , p 2 , s 2 ) = ∅, t 1 +s 1 p 1 = t 2 , and t 2 + s 2 p 2 = t 1 .
43
Let now P 1 = F, S(t 1 , p 1 , s 1 ) and P 2 = F, S(t 2 , p 2 , s 2 ) be two periodic 44 subgraph embeddings of the same periodic subgraph F. We say that P 2 sub-45 sumes P 1 iff S(t 1 , p 1 , s 1 ) S(t 2 , p 2 , s 2 ). A PSE not subsumed by any other 46 PSE is said to be parsimonious.
47
Clearly, if P 2 subsumes P 1 then the following properties hold:
48
• (i) p 1 = λp 2 for some integer λ > 1;
49
• (ii) t 1 ≡ t 2 (mod p 2 );
50
• (iii) 0 ≤ t 1 − t 2 < p 1 and 0 ≤ t 2 + (s 2 − 1)p 2 − (t 1 + (s 1 − 1)p 1 ) < p 1 .
51
In words, a PSE F, S(t, p, s) is not parsimonious if its embedding can 52 be enriched by expanding it into a larger embedding, with a smaller period.
53
For a graphical example of above definitions, see Figure 1 . the algorithm is thus optimal.
75
In addition, we show how to modify our algorithm in order to filter out 76 non-parsimonious PSEs, while in practice keeping the same time complexity.
77
The remainder of this paper is organized as follows. In the next section 
Finding all PSEs

83
The basic idea. As before, let G = G 0 , . . . , G T −1 be a dynamic network 84 over a population of vertices V . With some abuse of language, any pair (i, j)
85
of vertices with i < j will be called an edge. At the generic time t in the 86 evolution of the network, an edge is said to be active if it appears in G t ,
87
inactive otherwise.
88
For each period p (1 ≤ p ≤ p max ) and phase r (0 ≤ r < p), the (r, p)-projection of G is the subsequence
the minimum support threshold, the maximum possible period for a PSE is
92
(0 < r < p) and t = t/p , F, S(t , 1, s) is a PSE for the (r, p)-projection 93 of G.
The structure of L t and X t Therefore, we can limit ourselves to the discovery of all PSEs of period 1,
95
and then apply the procedure to the (r, p)-projections of G, for all 1 < p ≤ 96 p max and 0 ≤ r < p.
97
Finding PSEs of period 1 and minimum support σ. We will find PSEs 
106
Proof. Since s ≥ σ, then every edge in F is in t j=t−σ+1 E j . By the maximal-107 ity of the support, however, there must be at least one edge e ∈ F such that 108 e ∈ E t+1 .
109
Conversely, assume that there is an edge e and a value s ≥ σ such that 110 e ∈ t j=t−s+1 E j but e ∈ E t+1 . We can assume w.l.o.g. that s is maximum,
∅, and F, S(t − s + 1, 1, s) is a PSE with support ending at t.
113
For any given t = 0, . . . , T − 1, let L t be the set of edges that at time-step 114 t inclusive have been active for at least σ consecutive time-steps, and let X t 115 be the subset of L t consisting of those edges that are inactive in E t+1 (see 
117
We will use the criterion of Lemma 2 to set up a procedure that reports 118 all PSEs with support ending at time-step t.
119
For every edge e ∈ L t , let last t (e) be the largest time-step such that e ∈ 120 lastt(e) j=t E j ; thus, e ∈ E lastt(e)+1 . Analogously, let f irst t (e) be the smallest 121 time-step such that e ∈ t j=f irstt(e) E j ; thus, e ∈ E f irstt(e)−1 . We refer to 122 f irst t (e) and last t (e) as the entry time and exit time, respectively, of edge e 123 relative to t.
124
Let τ
m be the distinct entry times for edges in L t , such that
1 , and B Procedure All-PSEs
while F contains some edge from X t 5.
Output PSE F, S(τ
Figure 3: Procedure to output all PSEs ending at time t for every t = 1, 2, . . . , T − 1.
Lemma 3. The procedure All-PSEs reports all and only PSEs.
129
Proof. In view of Lemma 2 we only need to prove that the inner part of the 130 for loop correctly reports all and only PSEs with support ending at time t.
131
We first argue that every F, S(τ
j + 1) (for every j) output 132 during the t'th iteration of the for loop (lines 2-7) is a PSE ending at t.
133
For this, we have to establish the maximality of both F and the support
j + 1). The maximality of the support follows from the obser-
contains edges with entry time τ
. As for the maximal-
, there must be a j < j such that e ∈ B j , implying that f irst t (e) = τ j > τ j , a contradiction. will be used to keep track of which edges become active at a given time-step.
162
It will be maintained in the form of ordered lists.
163
The columns of M are filled consecutively one time-step after another, 
212
We will do it in one combined procedure instead, by performing a back- 
278
With this implementation |Ẽ| is to be interpreted as the average cardi-279 nality of sets of edges {E 0 , E 1 , . . . , E T −1 } over the time-steps of the process. 
293
The above bound is tight [7] , however, the following lemma yields a better 294 bound for the case of a sparse input.
295
Lemma 6. In any dynamic network over T time-steps there are at most 
311
Under such an implicit description, the overall time complexity reduces thus to
which is optimal, in so far as it coincides with the worst-case total size of the 312 output over all periods. 
Concluding Remarks
314
We presented an online algorithm to find all periodic subgraphs embed-315 dings (PSEs) of a given dynamic network G over T time-steps that runs faster 316 than previously available methods. In particular, we provide an optimal so-317 lution based on an implicit description of the output subgraphs.
318
It seems difficult to extend the proposed paradigm to filter out non- we check whether the same core F forms a PSE for a period p where p is a 325 divisor of p.
326
The other one can be called a priori filtering: we store each observed PSE, 327 irrespectively of whether it was reported or already found to be subsumed,
328
and we compare any newly discovered PSE with this "database".
329
Here we detail a posteriori filtering and leave the rest for an exercise.
330
Consider the PSEs in order of increasing period. Faced with the PSE P = 331 F, S(t, p, s) , check, for each p which divides p, and for each t ≡ t (mod p ), 332 t−p < t ≤ t, whether there is a PSE P = F, S(t , p , s ) with t +p (s −1) ≥ 333 t + p(s − 1).
334
The following observation reduces checking only to a subset of the possible 
