Calibration refers to the estimation of unknown parameters which are present in computer experiments but not available in physical experiments. An accurate estimation of these parameters is important because it provides a scientific understanding of the underlying system which is not available in physical experiments. Most of the work in the literature is limited to the analysis of continuous responses. Motivated by a study of cell adhesion experiments, we propose a new calibration framework for binary responses. Its application to the T cell adhesion data provides insight into the unknown values of the kinetic parameters which are difficult to determine by physical experiments due to the limitation of the existing experimental techniques.
Introduction
To study a scientific problem by experimentation, there are generally two different approaches.
One is to conduct physical experiments in a laboratory and the other is to perform computer simulations for the study of real systems using mathematical models and numerical tools, such as finite element analysis. Computer experiments have been widely adopted as alternatives to physical experiments, especially for studying complex systems where physical experiments are infeasible, inconvenient, risky, or too expensive. For example, Mak et al. (2018) study high-fidelity simulations for turbulent flows in a swirl injector, which are used in a wide variety of engineering applications. In computer experiments, there are two sets of input variables. One is the set of general inputs that represents controllable quantities which are also present in physical experiments, while the other is the set of unknown parameters which represents certain inherent attributes of the underlying systems but cannot be directly controlled or difficult to be measured in physical experiments. These unknown parameters are called calibration parameters in the literature (Santner et al., 2018) . The focus of this paper is calibration which refers to the estimation of the calibration parameters using data collected from both physical and computer experiments, so that the computer outputs can closely match the physical responses. Kennedy and O'Hagan (2001) first developed a Bayesian method for calibration and has made a large impact in various fields where computer experiments are used (Bayarri et al., 2007; Farah et al., 2014; Gramacy et al., 2015; Tuo and Wu, 2015, 2016 ).
An accurate estimation of calibration parameters is important because it can provide scientific insight that may not be directly obtainable in physical experiments. For example, calibration parameters in the implosion simulations are not measurable in physical experiments, the understanding of which provides important information regarding the yield stress of steel and the resulting detonation energy (Higdon et al., 2008) . In the study of high-energy laser radiative shock system, one of the calibration parameters is the electron flux limiter, which is useful in predicting the amount of heat transferred between cells of a space-time mesh in the simulation but cannot be controlled in physical experiments (Gramacy et al., 2015) . This paper is motivated by a calibration problem in a study of molecular interactions.
We study the molecular interaction by an important type of single molecular experiments called micropipette adhesion frequency assays (Chesla et al., 1998) . It is the only published method for studying the kinetic rates of cell adhesion, which plays an important role in many physiological and pathological processes. Typically, there are two ways to perform micropipette adhesion frequency experiments: conducting physical experiments in a laboratory, or studying the complex adhesion mechanism by computer simulations based on a kinetic proofreading model through a Gillespie algorithm (Gillespie, 1976) . For both physical and computer experiments, the output is binary, indicating cell adhesion or not (Marshall et al., 2003; Zarnitsyna et al., 2007; Huang et al., 2010) .
Binary outputs are common in many applications. For example, in manufacturing applications, computer simulations are often conducted for failure analysis where the outputs of interest are binary, i.e., failure or success (Yan et al., 2009) . In other biological problems, binary outputs are observed and evolve in time, such as neuron firing simulations, cell signaling pathways, gene transcription, and recurring diseases (Gerstner et al., 1997; Mayrhofer et al., 2002) . However, most of the calibration methods are developed for the analysis of continuous outputs. Extensions of the existing calibration methods to binary outputs are not straightforward for two reasons. First, calibration relies on statistical modeling for both computer experiments and physical experiments, but the required modeling techniques for binary outputs are different from those for continuous outputs.
Second, the conventional approach to estimating calibration parameters is to match the computer outputs and physical responses, while our interest for binary responses is to match the underlying probability functions for the computer and physical outputs.
To perform calibration in the cell adhesion experiments, we develop a new framework for binary outputs. Calibration parameters are estimated by minimizing the discrepancy between the underlying probability functions in physical experiments and computer experiments.
The remainder of the paper is organized as follows. Section 2 provides a brief overview of the cell adhesion experiments, including physical experiments and computer simulations. In Section 3, the calibration procedure is described in details. Numerical studies are conducted
in Section 4 to demonstrate the finite sample performance of estimation. In Section 5, the proposed framework is implemented in the micropipette adhesion experiments. Concluding remarks are given in Section 6. Detailed theoretical proofs are provided in the Appendix and the Supplemental Material.
Micropipette Adhesion Frequency Assays

Physical Experiment
The adaptive immune system defends the organism against diseases by recognition of pathogens by the T cell. T cell receptor (TCR) is the primary molecule on T cell in detecting foreign antigens which are present in major histocompatibility complex (pMHC) molecule expressed by infected cells. Failure to recognize pathogens can result in immune deficiency. False recognition can lead to autoimmune diseases. Therefore, how TCR discriminates different peptides is a central question in the research on adaptive immunity.
A micropipette adhesion frequency assay is an important approach to study this TCR-pMHC interaction and mathematically quantify the antigen recognition process.
In a lab, the micropipette adhesion frequency assay is performed as follows (Hung et al. 2008) . A red blood cell (RBC, Figure 1 , left) pressurized by micropipette aspiration is used to present the pMHC ligands and to detect binding with the T cell receptor(TCR, Figure   1 , right, only partly shown). The T cell is put into controlled contact with the RBC for a constant area and a preprogrammed duration ( Figure 1B ) and then retracted. The output of interest is binary, indicating whether a controlled contact results in adhesion or not. If there is an adhesion between the TCR and pMHC at the end of the contact, retraction will stretch the red blood cell and the RBC membrane will be elongated ( Figure 1C) ; otherwise the RBC will smoothly restore its spherical shape ( Figure 1A ). 
Computer Simulation
Although physical experiments allow accurate measurements of the adhesion frequency, they are time-consuming and often involve complicated experimental manipulation. Moreover, only limited variables of interest can be studied in the lab because of the technical complexity of the biological settings. Therefore, a cost-effective approach is to illuminate the unknown biological mechanism in cell adhesion through computer simulations. Cell adhesion is an intrinsically stochastic process, mathematically stemming from the chemical master equation. The basis of its stochasticity includes the inherent chemical kinetics of molecules, the quantum indeterminacy in unimolecular reactions, and random perturbations in achieving thermal equilibrium. For cell adhesion, computer simulations can be conducted based on a kinetic proofreading model and simulated through a system of ordinary differential equations (ODEs) governed by the Gillespie algorithm (Gillespie, 1976) . Figure 2 illustrates the computer model for the micropipette adhesion frequency assays.
At resting state, TCRs in a cluster are considered to be inactive and have on and off rates for pMHC, k r and k f , which are unique kinetic parameters to the resting state. Once TCR and pMHC bind, signaling is induced and the cluster of TCRs undergoes one-step kinetic proofreading described by the parameter k c . If unsuccessful, nothing happens and the TCR unbinds from the MHC (Major Histocompatibility Complex). If successful, the cluster of TCRs switches states to an upregulated xTCR state, governed by two new kinetic rates, k f,p and k r,p , which are unique to the upregulated state. The cluster of TCRs will then revert back to the resting state after a period of time with a specific half-life parameter, T half . Detailed discussions of the simulation can be found in Rittase (2018) .
In addition to some shared control variables in both physical and computer experiments, several kinetic parameters appear only in the simulation, such as the off-rate enhancement of activated T-cell receptors denoted by k r,p in Figure 2 . It is of significant interest to know or estimate the values of these kinetic parameters because they can shed new light on the biological understanding of cell adhesion beyond lab experiments.
A New Calibration Framework
Suppose n binary outputs are observed from physical experiments and are denoted by 
where g is a pre-specified link function. For the binary outputs, we assume g to be the commonly used logistic function, i.e., g(x) = 1/(1 + exp{−x}). The function ξ(·) is unknown and often called the true process in the computer experiment literature (Kennedy and O'Hagan, 2001; Tuo and Wu, 2015, 2016) .
To study the same scientific problem, a more cost-effective way is to conduct computer simulations (or called computer experiments in this paper). Apart from the control variables x, computer experiments involve calibration parameters, denoted by θ and θ ∈ Θ which is a compact subset of R q . These parameters are of scientific interest but their "true" values are unknown. The binary output from computer experiment is denoted by y s (x, θ) with the superscript s standing for "simulation". The conditional expectation of y s (x, θ) can be written as
where (x, θ) ∈ Ω × Θ. Even though computer experiments require less experimental manipulation and have smaller cost compared to physical experiments, they can also be computationally intensive (e.g., the Λ-cold dark matter model in Higdon et al. (2013) and the high-fidelity simulation in Mak et al. (2018) ). Therefore, it is not practical to have simulation conducted over the entire experimental region Ω × Θ. Instead, the computer experiments are conducted by employing a careful design of experiment, such as space-filling designs (Santner et al., 2018) , on a subset of the experimental region. (2014); Gramacy et al. (2015) . To tackle this problem, Tuo and Wu (2015, 2016) propose a frequentist framework based on the method of L 2 calibration. The idea is to estimate the calibration parameters by minimizing the L 2 distance between the physical output and the computer output. It was shown in Tuo and Wu (2015, 2016) that the calibration method achieves estimation consistency with an optimal convergence rate.
Although there is a rich literature on calibration, the existing approaches focus mainly on continuous outputs. Inspired by the optimality of the frequentist approach proposed by Tuo and Wu (2016) , we develop a calibration framework for binary outputs using the idea of L 2 projection. Ideally, θ can be obtained by minimizing the discrepancy measured by the L 2 distance between the underlying probability functions in the physical and computer experiments. This can be written as
where the
is not feasible because the true process ξ(·) in (1) is unknown and therefore η(·) is unknown.
Furthermore, p(·, ·) is often unknown because computer experiments are usually too complex to admit a closed-form expression.
Instead of solving (2) directly, we propose to perform the L 2 calibration based on the estimates of η(·) and p(·, θ). First, the true process ξ(·) is estimated by kernel logistic regression, that is,
where · N Φ (Ω) is the norm of the reproducing kernel Hilbert space N Φ (Ω) generated by a given positive definite reproducing kernel Φ, and λ n > 0 is a tuning parameter, which can be chosen by some model selection criterion like cross-validation. Kernel logistic regression is chosen here because of its asymptotic properties as shown in Appendix A, which is critical for the development of estimation consistency of calibration parameters and their semiparametric efficiency. The optimal function (3) has the formξ n (x) =b+
can be solved by the iteratively re-weighted least squares algorithm. Detailed discussions can be found in Green and Yandell (1985) ; Hastie and Tibshirani (1990); Wahba et al. (1995) ; Zhu and Hastie (2005) . Based on the estimated true process, we then haveη n = g(ξ n ). Because the computer outputs are binary, p(·, ·) is not observable and needs to be estimated. Therefore, we assume that a surrogate modelp N (·, ·) can be constructed as a good approximation to p(·, ·) based on N computer outputs, where N is assumed to be larger than n because computer experiments are usually cheaper than physical experiments. Theoretically, methods developed for binary classification that satisfy Assumptions C1 and C2, given in the Supplemental Material S1, can be used to estimate p(., .). Under some regularity conditions, the emulators constructed by the existing methods, such as Gaussian process classification (Williams and Barber, 1998; , satisfy the assumptions and can be employed in this framework.
Givenη n andp N (·, ·), we are ready to estimate the calibration parameters by minimizing the L 2 projection as follows,
The calculation of the L 2 norm can be approximated by numerical integration methods in practice, such as Monte Carlo integration (Caflisch, 1998) , and the minimization problem in (4) can be solved by some optimization methods with respect to the physically plausible domain defined for Θ. For example, in Section 4 and 5, Θ's are assumed to be closed rectangles, so the optimization method of Byrd et al. (1995) which allows for box constraints can be employed.
, where ξ 0 is the true process, it can be shown that the fitted modelη n converges to η 0 asymptotically and the optimal convergence rate is discussed in Appendix A. Furthermore, the following result shows thatθ n obtained by the L 2 calibration in (4) is consistent with the true calibration parameter θ * in (2) and follows an asymptotically normal distribution. The proof is given in Appendix B.
Theorem 3.1. Under the regularity assumptions given in Supplemental Material S1, we
where
, where W is positive definite and can be written as
In calibration problems, the parameter of interest is a q-dimensional calibration parameter θ * , while the parameter space of model (1) contains an infinite dimensional function space which covers ξ. Therefore, the calibration problem is regarded as a semiparametric problem.
If a method can reach the highest estimation efficiency for semiparametric problem, we call it semiparametric efficient. See Bickel et al. (1993) and for details. In
Supplemental Material S2, we show that, similar to its counterpart for continuous outputs (Tuo and Wu, 2015) , the proposed method enjoys the semiparametric efficiency.
4 Numerical Study
Example with One Calibration Parameter
We start with a simple example where one control variable is shared in both physical
and computer experiments and one calibration parameter is involved in the computer experiments. Assume that the binary physical outputs are randomly generated from a
Bernoulli distribution denoted by Y p ∼ Ber(η(x)), where
x ∈ Ω = [0, 1], and η(x) ∈ [0, 1] for all x ∈ Ω. Based on (1) where η(x) = g(ξ(x)) and g is a logistic function, the true process is ξ(x) = log(η(x)/(1 + η(x))) in the numerical study.
The binary computer outputs Y s are randomly generated from Ber(p(x, θ)), where
, and p(x, θ) ∈ [0, 1] for all x ∈ Ω and θ ∈ Θ. Figure 3 shows the functions η(x) (black lines) and p(x, θ) with three different calibration parameters (blue dashed lines). In this example, the true calibration parameter is θ * = 0.3 because it leads to zero discrepancy between the probability functions in the physical and computer experiments (Figure 3(b) ).
Consider the physical experiments with sample size n, where the inputs {x kernel function (10) is chosen with ν = 2.5. The tuning parameters ρ and λ n are chosen by cross-validation. The emulatorp N (x, θ) for computer experiments is obtained by the Gaussian process classification proposed by Williams and Barber (1998) with the radial basis function kernel
where the tuning parameter φ is chosen by cross-validation in each simulation.
The calibration performance is summarized by the first two rows in Table 1 based on 100 replicates. Two combinations of sample sizes, n and N , are considered. For each combination, the mean and standard deviation (SD) of the estimated calibration parameters are reported. In general, the proposed method provides reasonable estimation accuracy for the calibration parameter. It also appears that the standard deviation decreases with the increase of sample size. Furthermore, by plugging the true functions η(x) and p(x, θ) and the true calibration parameter θ * = 0.3 into the result in Theorem 3.1(ii), the asymptotic distribution ofθ n is N (0.3, 0.1904/n). For the cases of n = 50 and 100, the asymptotic standard deviations are 0.0617 and 0.0436, respectively. Not surprisingly, these values are smaller than the empirical standard deviations in Table 1 because the estimation uncertainties of p, η, and θ * are neglected. The asymptotic distribution ofθ n for n = 50 is illustrated as the dashed line in Figure 4 and the corresponding empirical distribution is shown as the solid line. It appears that even with a relatively small sample size, the empirical distribution is reasonably close to the asymptotic distribution.
Since there is no existing method that can address calibration problems with binary outputs, the proposed framework is compared with a naive approach that estimates the calibration parameters by minimizing the misclassification rate with respect to θ at
where I(·) is an indicator function andŷ s (x, θ) is the classification rule trained by the data
. Here we consider a random forest classification which provides the best classification performance under the current setting. The calibration results are given by the last two rows of 
Example with Three Calibration Parameters
In this subsection, we demonstrate the finite sample performance of the proposed method based on an imperfect computer model (Tuo and Wu, 2015) , in which there is a discrepancy between physical and computer experiments denoted by δ(x). Suppose there are three calibration parameters in the computer experiments and two control variables involved in the physical and computer experiments, where x ∈ Ω = [0, 1] 2 . The binary physical outputs are randomly generated from Y p ∼ Ber(η(x)), where
which is modified from the 2-dimensional function introduced in Gramacy and Lee (2008) ,
Similar to the previous example, the true process can be written as ξ(x) = log(η(x)/(1 + η(x))). In the computer experiment, the input variables (x, θ) are 5-dimensional and the binary computer outputs are randomly generated from Y s ∼ Ber(p(x, θ)), where 
Analysis of cell adhesion computer experiments
In the immune system, it has long been known that T cells utilize their TCR to recognize antigenic pMHC. However, much is still unknown regarding the underlying mechanism.
To understand the pMHC interactions on T cells, there are two approaches. One is to perform physical experiments in a lab as described in Section 2.1 and the other is to conduct computer simulations as described in Section 2.2.
There are two shared control variables, denoted by x T c and x T w , in both physical and computer experiments. Additionally, four calibration parameters, denoted by (Tang, 1993) , and for each run it consists of 10 replicates, i.e., N = 1, 200. To capture the cell-to-cell variability, replications are desirable for physical experiments as well. However, it is not available in this study due to time and resource constraints.
The physical experiments are analyzed by the kernel logistic regression (3) and the fitted model can be written aŝ
where x = (x T c , x T w ), Φ is the Matérn kernel function (10) with ν = 2.5 and ρ = 0.5, and
are the estimated coefficients. The tuning parameter of the kernel logistic regression is λ n = 0.006. Both of the tuning parameters ρ and λ n are chosen by cross-variable description range validation. The binary data in the physical experiments are plotted in the left panel of Figure 5 . The fitted modelη n (x) is illustrated in the right panel as a function of contact time and waiting time. From biological point of view, the contact duration x T w is expected to have a positive impact on the adhesion probability because a longer contact period provides a higher chance for T cells and antigen to bind. The impact from waiting time x T w is expected to be smaller for short contact time and becomes more significant for longer contact time. This is because waiting time is designed for the TCR and antigen to stay in the resting state and avoid a potential memory effect on cell adhesion which is often associated with larger contact duration. This biological information is consistent with the fitted model in Figure 5 .
The computer experiments are analyzed by the Gaussian process classification proposed by Williams and Barber (1998) with the radial basis function kernel (7) with φ = 21, which is chosen by cross-validation. The fitted model isp N (x, θ), where x = (x T c , x T w ) and θ = (x Kc , x K f , x Kr , x Kr,p ). To gauge the importance of the calibration parameters on adhesion probability, a sensitivity analysis using Monte Carlo estimate of Sobol indices (Sobol, 1993) is performed onp N (x, θ). The sensitivity analysis studies how variable the model output is to changes in the input parameters, and determines which parameters are responsible for the most variation in the model output. We refer more details of sensitivity analysis to Sobol (1993) and Chapter 7 of Santner et al. (2018) . The result of the sensitivity analysis is given in Figure 6 . Each point indicates the estimated Sobol' sensitivity index for each calibration parameter, which measures the proportion of the variation inp N (x, θ) that is due to the given parameter. The line indicates the corresponding 95% confidence interval. Figure 6 shows that all the calibration parameters have impact on the adhesion probability because the estimated indexes are greater than 0, in which x K f has the highest impact on the adhesion probability.
Based on the two fitted models, the L 2 calibration procedure can then be implemented.
The estimated calibration parameters are (x Kc , x K f , x Kr , x Kr,p ) = (3.16, 7.77 × 10 −7 , 0.79, 3.68),
Sobol' sensitivity indices Figure 6 : Sensitivity analysis using Monte Carlo estimate of Sobol indices (Sobol, 1993) . The points are the estimated Sobol' sensitivity indexes for the calibration parameters and the lines are the 95% confidence intervals.
the corresponding standard deviations calculated based on Theorem 3.1 (ii) are (2.15, the resting state. The estimated x Kr,p is larger than x Kr , which implies a kinetic off-rate increase after TCR binding. Such an increase indicates that the TCR, upon recognizing and binding antigen, quickly releases that antigen, allowing another TCR to rebind. This implies that the mechanism would permit several TCRs to interact with the same antigen in quick succession, which cannot be observed in physical experiments (Rittase, 2018) .
Summary and Concluding Remarks
How to estimate the calibrate parameters in computer experiments is an important problem, but the existing calibration methods mainly focus on continuously outputs. Motivated by an analysis of single molecular experiments, we propose a new calibration framework for binary responses. The estimate of the calibration parameters is shown to be asymptotically consistent and semiparametric efficient. Our numerical studies confirm the estimation accuracy in finite-sample performance, and the application in single molecular studies illustrates that the proposed calibration method reveals important insight on the underlying adhesion mechanism which cannot be directly observed through existing methods.
Our work lays the foundation for calibration problems with binary responses. This work can be extended in several directions. First, it can be extended to other non-Gaussian data, such as count data. To do so, the logistic function g in (1) can be replaced by other link functions of the exponential family type, such as the log function for Poisson distribution.
The true process ξ can then be estimated by maximizing the objective function in (3) where the likelihood function of the Bernoulli distribution is replaced by other exponential family distributions. The theoretical results in Section 3, however, cannot be directly applied to other exponential family distributions. Moreover, aside from the proposed frequentist framework, the development for Bayesian framework with binary responses is worth exploring. Most of the Bayesian calibration methods suffer from the identifiability issue because the calibration parameters are unidentifiable due to the unknown discrepancy between the true process and the computer model. There are some recent developments, such as the orthogonal Gaussian process (Plumlee, 2017 ) and the projected kernel calibration (Tuo, 2018) , that can address the identifiability issue with continuous outputs. The extension to develop a Bayesian framework for binary outputs is an interesting and important topic for our future research.
It is also worth noting that the optimal setting for calibration parameters is assumed to be unique. But it is possible in practice that this assumption is violated and there are multiple minima with multiple optimal settings for calibration parameters. We suggest two possible solutions to address this problem. First is to compare the optimized calibration parameters with the estimated calibration parameters from other biological systems that share a similar mechanism. In general, these calibration parameters are expected to be consistent and therefore they can be used to validate the calibration results. Another approach is to conduct additional computer simulations based on different optimal calibration settings, and then evaluate their performance by comparing the discrepancy between the simulation outputs and the physical outputs. 
Appendices A Asymptotic Results for Physical Experiment Modeling
We start with a result developed by van de Geer (2000) for general nonparametric regression (Lemma 11.4 and 11.5 in van de Geer (2000)). Denote
Suppose F is the class of all regression functions equipped with the Sobolev norm · H m (Ω) , which is defined by
for some λ n > 0. Then the convergence rate ofξ n is given in the following lemma.
Lemma A.1. Let ξ 0 ∈ F. Assume that there exists some nonnegative k 0 and k 1 so that
and |∂g(z)/∂z| ≥ k 1 > 0 for all |z − z 0 | ≤ k 1 , where z 0 = ξ 0 (x) and x ∈ Ω. For λ
In fact, the norms of some reproducing kernel Hilbert spaces (RKHS) are equivalent to Sobolev norms. For instance, the RKHS generated by the Matérn kernel function, given by
where ν ≥ 1 and ρ ∈ R + are tuning parameters and K ν is a Bessel function with parameter ν, is equal to the (fractional) Sobolev space H ν+d/2 (Ω), and the corresponding norms · N Φ (Ω)
and · H ν+d/2 (Ω) are equivalent (Wendland, 2004; Tuo and Wu, 2016) . Therefore, as a consequence of Lemma A.1, we have the following proposition forξ n obtained by (3).
Proposition A.2. Suppose that ξ 0 ∈ F = N Φ (Ω), and N Φ (Ω) can be embedded into H m (Ω).
Then, for λ
Proposition A.2 suggests that one may choose λ n n −2m/(2m+d) to obtain the best
, where a n b n denotes that the two positive sequences a n and b n have the same order of magnitude.
B Proof of Theorem 3.1
Proof. The proof of (i) is developed along the lines described in Theorem 1 of Tuo and Wu (2015) and under the regularity assumptions A1-A4, B1-B5, C1-C2 in Supplemental Material S1. We first prove the consistency,
uniformly with respect to θ ∈ Θ in probability, which is ensured by
where the inequality follow from the Schwarz inequality and the triangle inequality. Denote the volume of Ω by V ol(Ω). It can be shown that
holds for all f ∈ L ∞ (Ω). Thus, we have
and
Then, combining (12) and assumptions B2 and C1, we have that (11) converges to 0 uniformly with respect to θ ∈ Θ, which proves the consistency ofθ n .
Sinceθ n minimizes (4), by invoking assumptions A1,A2 and A4, we have
and by assumption B2, C1 and C2, it implies
. From (3), we know thatξ n maximizes l over N Φ (Ω). Sinceθ n p − → θ * and by assumption A4,
and writeĥ n = h(ξ n ). Since h(z) = 1 for any z ∈ R when g is a logit function, we have
We first consider C n . Let
Θ for some ρ > 0. Define the empirical process
Thus, by Theorem 2.10.6 in van der Vaart and Wellner (1996) ,
} is also Donsker because g is a Lipschitz functions. By assumption A4, the class 
. See Theorem 2.4 of Mammen and van de Geer (1997) . This implies that for any > 0 there exists a δ > 0 such that
Suppose ε > 0 is a fixed value. Assumption B3 implies that there exists ρ 0 > 0 such that
In addition, choose δ 0 to be a possible value of δ which satisfies (15) with = ε/3 and ρ = ρ 0 . Assumption B2 implies that P r( g(
Then, for sufficiently large n, we have
The first and third inequalities follow from the definition ofξ
• n , and the last inequality follows from (15). Thus, this implies that E 1n (ξ n , θ) tends to zero in probability, which gives
which implies
Then, by substituting (13) to (16) and using assumption A2, Taylor expansion can be applied to (16) at θ * , which leads to
whereθ n lies betweenθ n and θ * . By the consistency ofθ n , we then haveθ n p − → θ * , which implies that
Thus, we have
Next, we consider D n . Define the empirical process
where θ ∈ U . Assumption A1 implies that the set {ζ θ ∈ C(R × Ω) :
to a tight Gaussian process, denoted by G(·). Without loss of generality, we assume G(·)
has continuous sample paths. Then, by the continuous mapping theorem (van der Vaart, 1998 ) and the consistency ofθ n , we have E 2n (θ)
Lastly, we consider E n . Applying assumption A4, B3, B4, we have
By combining (14), (17), (18) and (19), we havê
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S1 Assumptions
The regularity conditions on the models are given below. For any θ ∈ Θ ⊂ R q , write θ = (θ 1 , . . . , θ q ). Denote e i = y The Donsker property is an important concept in the theoretical studies of empirical processes. The definition and detailed discussion are referred to van der Vaart and Wellner (1996) and . Tuo and Wu (2015) showed that if the conditions of Proposition 
S2 Theorem and Proof of Semiparametric Efficiency
Theorem S2.1. Under the Assumptions in Supplemental Material S1, the L 2 calibration method (4) is semiparametric efficient.
Proof. If suffices to show thatθ n given in (4) has the same asymptotic variance as the estimator obtained by using maximum likelihood (ML) method. Consider the following q-dimensional parametric model indexed by γ, ξ γ (·) = ξ(·) + γ T ∂p ∂θ (·, θ * ), (S2.1) with γ ∈ R q . By combining (1) and (S2.1), it becomes a traditional logistic regression model with coefficient γ. Regarding the model (1), the true value of γ is 0. Hence, under the regularity conditions of Theorem 3.1, the ML estimator has the asymptotic expression
where W is defined in (6). Then a natural estimator for θ * in (2) iŝ
Since the ML estimators (S2.2) and (S2.3) have the same expression as (3.22) and (3.23) in Tuo and Wu (2015) , it follows that
Therefore, since the asymptotic expression of the ML estimator in (S2.4) has the same form as the asymptotic expression of the L 2 calibration given by (5), the L 2 calibration (4) is semiparametric efficient.
