Abstract. An improved algorithm is proposed based on a basic genetic algorithm to enhance solution quality for solving FJSP in this paper. The improvements include strategies for crossover and mutation operator, directed evolutionary mechanism and resurrection strategy. The improved algorithm is tested on an instance of 10 jobs and 10 machines for FJSP. The computational results indicate that the proposed improved algorithm is effective for solving FJSP.
Introduction
As an extension of job shop scheduling problem (JSP) by allowing an operation to be processed on more than one machine, flexible job shop scheduling problem (FJSP) is more suitable for the current manufacturing environments, and therefore has been attracted much attention [1, 2] . Mati and Xie proved that flexible job shop scheduling with two machines is NP-hard [3] .
In recent years, a large number of intelligent optimization algorithms have been employed for solving FJSP, for example, genetic algorithm (GA), immune algorithm (IA), ant colony optimization (ACO), artificial bee colony (ABC), particle swarm optimization (PSO), etc. Among these intelligent algorithms, GA has some advantages, such as simple process, randomness, scalability, robustness, outstanding excellence, and so on. Compared with any other optimization intelligent algorithms, the outstanding excellence of GA is its global optimization ability. Therefore it has been widely used to solve FJSP. However, the traditional genetic algorithm exists slow convergence and is easy to fall into local optimum and other disadvantages. In solving these problems existing in GA mentioned above, a large number of improvement researches have been done on GA to improve the solution quality of the FJSP. For example, an improved genetic algorithm for solving the distributed and flexible job-shop scheduling problem was proposed in [4] . A genetic algorithm with tabu search procedure was proposed to solve both assignment of resources and sequencing problems on each resource in [5] . An effective co-evolutionary genetic algorithm (CGA) for the minimization of fuzzy makespan was proposed in [1] . Zhang and colleagues developed a new way of generating a high quality initial population; their proposed operators include global selection and local selection [6] . A multi-space competitive distributed genetic algorithm (mcDGA) proposed in [7] is effective for problems that have multiple solutions paces.
In this paper, an improved genetic algorithm is also proposed to solve FJSP by employing direct evolutionary mechanism, which can increase convergent rate, and resurrection mechanism which can protect the loss of good genes. Simulation example proves that this method is effective for solving FJSP.
Problem Formulation for FJSP
It is given a set J={J1,J2,…,Jn} of independent jobs. A job Ji is formed by a sequence of operations Oi1,Oi2,...,Oij,...,Oimi that are to be performed one after the other according to the given sequence. Let n be the number of total machines, and let the set of machines be M={M1,M2,...,Mk,...,Mn}. Each operation Oij requires a machine from the set of available machines. Namely, the FJSP is to determine a way to assign the machines and sequence the operations such that the makespan is minimized.
Hypotheses and constraint condition of FJSP considered in this paper are listed as follows [8] .
(1) Setting up times of machines and move times between operations are negligible; (2) Jobs are independent from each other; (3) Machines are independent from each other; (4) A machine can only execute at most one operation at a given time. It becomes available to other operations only if the operation which is processing is completed; (5) No more than one operation of the same job can be executed at a time; (6) There are no precedence constraints among the operations of different jobs. An example of a processing time table for 2 jobs and 4 machines FJSP is shown in Table 1 . 
Improved Genetic Algorithm for FJSP
Traditional genetic algorithm has some shortcoming of slow convergence and local optimum. In our study of FJSP, an improved genetic algorithm is proposed. The detailed steps of the improved genetic algorithm are as follows.
Encoding
To determine the scheduling scheme, the processing time and the processing order need to be determined. So machine assigned and operation selection are encoded separately in this paper, as shown in Figure 1 . The chromosome to represent the FJSP includes two parts. Each gene in the second part of the chromosomes is linked to the corresponding machine assignment in the first part. For example, the operation O11 represented by first 1 in second part is to be processed on machine M3 represented by 3 in first part. The operation O21 represented by first 2 in second part is to be processed on machine M4 represented by 4 in first part. Therefore, the sequence of processing operations is O11-O21-O22-O12-O13-O23, as shown in Table 1 . Figure 1 . Solution representation. Figure 2 . Crossover operator for machine.
Crossover Operator
The goal of the crossover is to obtain better chromosomes to improve the result by exchanging information contained in the current good ones. In our work we carried out two kinds of crossover operator for the chromosomes.
Crossover operator for machine selection part. The uniform crossover operator for machine selection part is used. Detailed implementing steps of uniform crossover operator are as follows:
Step 1: Selected some same gene positions in P1 and P2 individuals randomly.
Step 2: Exchange genes in corresponding position in P1 and P2.
Step 3: The remainder genes are retained in the same position in P1 and P2 respectively.
Step 4: The two child individuals C1 and C2 are generated. An example is illustrated in Figure 2 .
Crossover operator for operation sequence part. The precedence preserving order-based crossover (POX) operator [9] is used for operation sequence part. Detailed implementing steps of POX crossover operator are as follows [9] :
Step 1: Generate randomly two sub-job set Js1 and Js2 from all jobs and select two parent individuals as P1 and P2.
Step 2: Copy any allele in P1/ P2 that belong to Js1 and Js2 into two offspring individuals C1 and C2, and retain in the same position in C1 and C2;
Step 3: Delete the alleles that are already in the sub-job Js1 and Js2 from P2/ P1;
Step 4: Orderly fill the empty position in C1 and C2 with the alleles of P2 and P1 that belong to in their previous sequence.
The procedure of generating two child individuals for four jobs is illustrated in Figure 3 . 
Mutation Operator
The purpose of mutation operator to improve the diversity of population. Generally, a small mutation probability is used for mutation operator, because if the mutation probability is too large, the good chromosome may be destroyed.
The position mutation operator is proposed to avoid creating illegal solution. Detailed mutation operator is described as follows:
Step 1: Selected some gene positions in P1 individual.
Step 2: Sequentially moved forward gene positions in P1 to offspring individual C1.
Step 3: The remainder genes are sequentially moved backward in C1.
Step 4: The offspring individual C1 is generated. An example for mutation operator is illustrated in Figure 4 .
Directed Evolution
Give a capacity of learning and self-evolution to the individual after genetic operators. Traditional genetic algorithm only simulate the breeding process from the parent to offspring in nature. When one lives in nature, he or she receives education from his parents and others, and communicates with others. He or she gets the capacity of directed evolution which can make him or her live better in this process. However, this capacity is ignored thoroughly. Therefore, direction evolution mechanism is proposed and added in our genetic algorithm. Due to minimal processing time is optimization objective in this paper, so the direction of evolution is the smallest processing time. Take the date in table 1 for example to explain the process of directed evolution.
Suppose that a chromosome is 324323|111222, as shown in Figure 5 , the former part represents machine encoding and the second part represents the operation encoding. If the gene positions for directed evolution are O11, O13, O22, the evaluative process is shown in Figure 5 . Minimal makespan is considered in this paper, therefore the larger processing time of each operation will be replaced in the process of self-learning. Before evolution, O11 is processed on machine is M3; O13 is processed on M4; O22 is processed on M2. After evolution, O11 is processed on M4; O13 is processed on M3; O22 is processed on M3. The process of directed evolution is shown in Figure5. Evolution probability is needed because the fitness may not be necessarily increased after learning. However it can increase convergence rate and decrease calculation time.
An adaptive directed evolution capability is designed, as shown in Eq.1:
where T represents the processing time of current process, and Tmin represents the minimal processing time on all available machines
Resurrection Strategy
In traditional genetic algorithm, all individuals with low fitness have been eliminated after genetic operators. Although some individuals have deficiencies on one hand, they have a strong vitality and live well on the other hand. Therefore resurrection mechanism is proposed to protect good genes which belong to individuals with low fitness.
Individuals with low fitness are given a chance to make genetic operators with individuals with high fitness. Then the new individuals produced in this process compared with the good individuals, the one which have higher fitness will instead the one which have lower fitness.
Experimental Analysis and Results
The proposed improved genetic algorithm was implemented in VC++6.0 on a Pentium IV processor running at 3.0 GHz and 8GB RAM and tested on an instances. The population size N is 100; the generation of evolution G is 100. The crossover probability pc is 0.8, and the mutation probability pm is 0.1. Table 2 . Process time information of the given FJSP example.
An example of FJSP taken from actual manufacturing plant is shown in Table 2 in order to validate the improved algorithm. The scheduling Gantt diagram and the convergent curve are shown in Figure 6 and Figure 7 respectively. The optimal value (13 time units) can be easily obtained by our improved algorithm. What's more, this result is obtained by random running experiment. The result indicates that this method is feasible and effective. 
Conclusions
Compared with the classical job shop scheduling problem, flexible job shop scheduling problem is more consistent with the actual production scheduling scenario. The traditional GA has some problems of slow convergence and premature convergence, therefore, an improved genetic algorithm is proposed to solve these problems. Directed evolutionary mechanism can increase the convergent rate. Resurrection mechanism can protect good genes. Simulation test and result prove that the improved genetic algorithm is feasible and effective.
