Demographic inference using the site frequency spectrum (SFS) is a common way to understand 2 historical events affecting genetic variation. However, most methods for estimating demography 3 from the SFS assume random mating within populations, precluding these types of analyses in in-4 bred populations. To address this issue, we developed a model for the expected SFS that includes 5 inbreeding by parameterizing individual genotypes using beta-binomial distributions. We then 6 take the convolution of these genotype probabilities to calculate the expected frequency of bial-7 lelic variants in the population. Using simulations, we evaluated the model's ability to co-estimate 8 demography and inbreeding using one-and two-population models across a range of inbreeding 9 levels. We also applied our method to two empirical examples, American pumas (Puma concolor) 10 and domesticated cabbage (Brassica oleracea var. capitata), inferring models both with and with-11 out inbreeding to compare parameter estimates and model fit. Our simulations showed that we 12 are able to accurately co-estimate demographic parameters and inbreeding even for highly inbred 13 populations (F = 0.9). In contrast, failing to include inbreeding generally resulted in inaccurate 14 parameter estimates in simulated data and led to poor model fit in our empirical analyses. These 15 results show that inbreeding can have a strong effect on demographic inference, a pattern that was 16 especially noticeable for parameters involving changes in population size. Given the importance 17 of these estimates for informing practices in conservation, agriculture, and elsewhere, our method 18 provides an important advancement for accurately estimating the demographic histories of these 19 species. 20 Estimating the demographic history of closely related populations or species is an important first 23 step in understanding the interplay of the evolutionary forces shaping genetic variation. Diver-24 gence, migration, changes in population size, and other historical events all contribute to pop-25 ulation allele frequency dynamics over time, a process that can be modeled using a variety of 26 approaches. Connecting the expectations from these models with observed genomic data is of-27 ten achieved using the site frequency spectrum (SFS), a genome-wide summary of genetic poly-28 morphism within and between populations (Sawyer and Hartl 1992; Adams and Hudson 2004; 29 Caicedo et al. 2007; Gutenkunst et al. 2009; Nielsen et al. 2009). The ease and affordability of col-30 lecting genomic SNP data make inferences of demography using the SFS especially appealing, 31 highlighting their importance in gaining insights into the historical factors affecting neutral varia-32 tion in populations. Several recent analyses have also applied SFS-based methods to infer the fit-33 ness effects of mutations (Kim et al. 2017; Tataru et al. 2017; Fortier et al. 2019), allowing researchers 34 to model patterns of selection while simultaneously controlling for demography (Williamson et al. 35 2005).
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Figure 1: Comparison of expected spectra for F = 0.5, 0.75, and 0.9 between ∂a∂i (blue) and SLiM (green) for the equilibrium and bottleneck+growth models.
The Expected SFS with Inbreeding 122 Through its use of binomial sampling, the preceding derivation for the expected SFS makes the 123 assumption that matings within populations are random. When inbreeding has occurred, individ-124 ual genotypes are more likely to be homozygous due to being IBD. One way to capture this excess
Here BB denotes the probability mass function for the beta-binomial distribution and B(x, y) is that is expected as inbreeding increases (Balding and Nichols 1995, 1997) . 138 To get the expected SFS, we need to be able to model the total number of derived alleles 139 sampled in the population, which is the sum across the genotypes of all individuals. Given a 140 sample of n diploid individuals (2n chromosomes), we use the random variable D ∈ {0, . . . , 2n} to 141 denote this quantity. The probability mass function for D is an n-fold convolution of beta-binomial 142 distributions, which does not have a simple distributional form. However, we can obtain the 
Breaking this down, we can think of it as enumerating all possible ways to generate genotypes 147 in n individuals such that they sum to d, times the beta-binomial probability of sampling each 148 genotype. More specifically, let p n (d) be an array of integer partitions with n entries that sum 149 to d such that all entries in the partition are 0, 1, or 2 (corresponding to the possible genotype 150 values). For example, the partitions defined by p 5 (4) are [2, 2, 0, 0, 0], [2, 1, 1, 0, 0], and [1, 1, 1, 1, 0].
151
Then for each of these partitions, we use the multinomial coefficient n! n 0 ! n 1 ! n 2 ! , with n 0 , n 1 , and n 2 152 corresponding to the number of partition entries equal to 0, 1, and 2, respectively, to account for all 153 possible rearrangements of the partition entries. Next, we multiply the beta-binomial probability 154 for each genotype in a partition using Eq. 2. Taking the product across all possible partitions gives us the full expression for the n-fold convolution, which we denote BB * n ( * is the mathematical 156 operator for convolutions). Inserting this distribution into Eq. 1 gives us the final form for the 157 expected SFS with inbreeding:
We have written a small R Shiny application illustrating the probability distribution for the To understand the impact of ignoring inbreeding on demographic inference, we simulated data 208 sets with inbreeding under the same bottleneck and divergence models as above (models two 209 and three) but performed inference under the assumption that inbreeding was absent. Because of 210 initial issues with convergence in these analyses, particularly with the bottleneck model, and the 211 fact that higher levels of inbreeding cause increasingly conspicuous changes to the SFS (e.g., see 212 Figure 1 ), we used a smaller range for F in these simulations: 0.1, 0,2, 0.3, 0.4, and 0.5.
213
Parameter estimates for the bottleneck model had higher rates of error compared to when 214 inbreeding was directly modeled. The RMSDs for ν 0 and T were 0.191 and 0.117, respectively.
215
Estimates of these parameters also got worse as inbreeding increased ( Figure S9 ), clearly demon-216 strating the issues that can arise when inbreeding is ignored. In contrast, results for the divergence 217 model were surprising in that they didn't show the high levels of estimation error seen with the 218 bottleneck model ( Figure S10 ). The RMSD values for the parameters of the divergence model were for both the Texas and Florida populations (F TX and F FL ).
276
After processing (see Methods), 6,262,417 variant sites were retained for constructing the 2D-
277
SFS. Because we lacked a suitable outgroup for determining ancestral versus derived allelic states, 278 we used the folded SFS for all model fits. Table 1 lists parameter estimates and their 95% confi-279 dence intervals for models fit with and without inbreeding ( = 10 −2 ) and uncertainty estimates N 2 ), the amount of time spent at these population sizes (T 1 and T 2 ), and the level of inbreeding (F)
310
[see cartoon in Figure 4 ]. We used 2,941,018 intergenic SNPs to build the folded SFS for B. oleracea Table   314 2 ( = 10 −2 ). Uncertainty estimates across different step sizes for numerical differentiation using Tables S3 and S4 . 316 Much like the models inferred with and without inbreeding for American pumas, the es-317 timates of demography for cabbage are markedly different between the two analyses. When in-318 breeding was not modeled, we infer an ancestral population size for cabbage of 19,100 individuals, 319 which expanded to a size of 123,000 individuals ∼6,000 years ago. This expanded population then 320 experienced a very recent and severe bottleneck 38 years ago down to a size of 592 individuals.
321
The time estimate for the bottleneck consistently hit the lower bound of the parameter search 322 space, however, suggesting that this estimate is likely not very reliable. Parameter estimates for Table 2 : Parameter estimates for B. oleracea var. capitata from demographic models estimated both with and without inbreeding. 95% confidence intervals are given in parentheses and were estimated using a step size of = 10 −2 for numerical differentiation. Population sizes are given in number of individuals and times are given in years. Parameters estimated at the upper/lower bound of the given search space are marked with an asterisk (*). 
Parameter

Discussion
generations with the selfing population receiving migrants from the original population at a rate of m 21 = 5 × 10 −4 . At the end of each simulation, individual genotype information was exported in variant call format and summarized using a Python script to obtained the SFS (available on generally failed to converge. Each simulation experiment was replicated 20 times, with each replicate having 25 individuals sampled per population and running 50 independent optimizations.
506
Site frequency spectra were generated for each replicate by first getting the expected SFS for the 507 model with the true parameters, followed by scaling the SFS using θ = 10, 000 and sampling chro-508 mosomes assuming a Poisson distribution (sample() method in the Spectrum class within ∂a∂i).
509
Parameter estimates with the highest log-likelihood were selected from the 50 optimization runs 510 for each replicate. tainty that is being estimated. To evaluate which step size was most appropriate for American 534 pumas, we used the bootstrapped spectra to estimate uncertainties across a range of step sizes:
535
[10 −2 -10 −7 by factors of 10]. These bootstrapped frequency spectra were also used to conduct 536 a likelihood ratio test between the models with and without inbreeding using the LRT adjust() 537 method in ∂a∂i and comparing the test statistic to a weighted sum of χ 2 distributions with zero, 538 one, and two degrees of freedom (Ota et al. the BOBYQA algorithm implemented in the nlopt Python package using 100 independent opti-551 mization runs from random starting points (Gutenkunst et al. 2009; Powell 2009; Johnson 2014) .
552
Parameters were converted from estimated ratios of the ancestral population size to real units 553 using a mutation rate of µ = 1.5 × 10 −8 , a generation time of 1 year, and a sequence length of 554 411,560,319 bp (chromosomes minus genic regions). Confidence intervals were then estimated 555 using the Godambe Information Matrix with 100 bootstrapped frequency spectra that were con-556 structed by randomly sampling 1 Mbp blocks with replacement until the total sequence length 557 was as close as possible to the size of the full genome (528,860,695 bp; Coffman et al. 2015) . We 558 also repeated the same procedure described above for choosing a step size for numerical differen-559 tiation ( ∈ [10 −2 , . . . , 10 −7 ] by factors of 10]). These bootstrapped frequency spectra were again 560 used to conduct a likelihood ratio test between the models with and without inbreeding using and N real gives us the following expressions for each parameter:
The corresponding expressions for the standard deviations of log T real and log N real are then 576 σ log T real = σ 2 log θ + σ 2 log T ∂a∂i + 2σ log θ,log T ∂a∂i ,
where σ 2 x , σ 2 y , and σ x,y are the variances and covariance for arbitrary variables x and y. With these Table S1: Log-scale standard deviations for parameters in the model with inbreeding for American pumas across a series of step sizes. 10 −7 5.50e-5 6.69e-5 5.87e-5 1.03e-4 9.76e-3 Table S3 : Log-scale standard deviations for parameters in the model with inbreeding for domesticated cabbage across a series of step sizes. 
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