Summary Sentence: Chemical kinetics is augmented to include collective dynamics of extended structures (e.g. membranes) relevant to mesoscale cell simulations by means of a novel multipole reactive extension to dissipative particle dynamics.
Introduction
The recent advances in several fields, from theoretical aspects of self-assembly to the possibilities of live cell-imaging, are now calling for a new integration methodology beyond chemical kinetics, efficiently linking up theoretical models with experimental results by means of a versatile simulation platform. Two central aspects of chemical processing in living systems can be summarized by the key terms "combinatorial variability of the molecules involved" and "spatial organization and compartmentalization via self-organized, dynamic membrane structures". Though applicable to all organisms, the latter property has reached a much higher level of sophistication in eukaryotes than in prokaryotes: While prokaryotes have a highly dynamic plasma membrane that separates their interior from the environment, eukaryotes exhibit a complex system of internal membranes that form separated compartments communicating via vesicular traffic in a precisely orchestrated way. Additionally, the membranes themselves provide a twodimensional reaction environment in which collective self-organization of embedded structures is utilized by the cell. A simulation method must reflect both aspects, topological and chemical membrane dynamics, whereby their combination poses a considerable challenge: On one hand, in order to serve as a chemical reaction environment, the membranes must be sufficiently fluid in order to allow diffusive transport, on the other hand, the membranes as a whole must remain structurally stable even under perturbations far beyond the thermodynamical level.
The interplay of local chemistry and mesoscale dynamics also raises issues of control. In man-made systems, the regulation of the topmost hierarchy level is usually done either according to a fixed protocol or by an external entity. This is not the case in biological cells, where mesoscale changes in the morphology and also topology of membrane-bound compartments are regulated on the molecular level in a selforganized manner that does not require a central control instance. To understand and quantify this type of evolved decentralized control and the interplay between local interactions and global structure and dynamics are core objectives of systems biology. This endeavor requires a simulation platform that is capable of representing chemical and morphological dynamics of a membrane system and is equipped with an interface to the standardized and accepted protocols of systems biology. This particularly entails compatibility with high-throughput data, which means that (ideally) all parameters of the platform should be automatically derived from experimental data such as fluorescence images and reaction kinetics databases. In practice, this excludes using non-local phenomenological rates of morphological changes as input parameters, if not achievable efficiently in an algorithmic manner. Note that this is not only a problem of image analysis but also of experimental capabilities, which often allow reasonable access to local data but may not be able to deliver genuine non-local quantities, especially not dynamical ones.
We illustrate this with an example: the budding (see Fig. 1 , parameters and length scales are discsussed in the Methods and Results sections respectively) of transport vesicles from larger membrane compartments, followed by fusion with another compartment, is a basic mechanism for a variety of cellular processes including endo-and exocytosis. Protein sorting is intimately connected with these two cellular pathways 1, , 2 3 . One viable modeling strategy for such complex processes would seem to be to implement compartments as extended entities and to define fission/fusion processes with rate parameters. An alternative strategy, at a first glance much more cumbersome, implements compartments as composed of locally interacting entities which exhibit processes such as budding as a result of changes in local interaction parameters, e.g. molecular associations or reactions leading to a different local curvature of the membrane. Though being less direct from the point of view of the phenomena one wants to reproduce, and more demanding in terms of computational effort (the budding process itself is the result to be calculated from lower-level processes), this latter approach does allow a direct link-up of local data (e.g. from fluorescence imaging or known enzymatic reaction rates) with the mechanisms underlying the model. Note,
however, that such a local approach can be (and in the context of this work is) still phenomenological and may have an intrinsic length scale significantly above the molecular level (while still being able to account for the diffusion of single molecular catalyst, for example). A simulation platform based on local interactions therefore should be capable of reproducing emergent properties on the mesoscale properly, but may not necessarily extend right down to molecular details of e.g. membrane structure. 
The peculiar features of living systems result in serious obstacles for implementing such a simulation platform. Several alternative approaches will be presented in the Discussion section 0 but they, though being very valuable for specific tasks, are hardly suitable for a generic platform that should allow the integrated simulation of the cellular machinery mentioned earlier.
In this article, we describe a simulation platform for self-organized, membrane based chemical processing of families of combinatorially diverse entities. As the underlying simulation method, we employ dissipative particle dynamics 4 , , , 5 6 7 (DPD), a coarse-grained particle based method that, though including stochastic interactions endowing the system with a temperature, conserves momentum and is therefore especially suited for investigations of the dynamics of extended objects composed of large number of individual entities. We extendeded classical DPD in a twofold manner: firstly by including chemical reactions and secondly by enabling an efficient self-organized treatment of supramolecular structures such as membrane bound compartments; the scope of this work is the latter, whereas the former will be presented in a subsequent article. Classical DPD studies the interaction of point-particles interacting by central forces. We extended this framework by equipping the DPD-particles with dipole moments and including interactions determined by a corresponding Lagrangian. These dipole moments have to be understood as abstract quantities expressing the first term in a multipole expansion and shall not be confused with the usual electrostatic dipole moments. The motivation behind this extension is the idea that a DPD-particle's dipole moment defines a local direction and can be understood as a surface element that can be used to build up extended curved two-dimensional objects embedded in space. Whereas this article is focused on the description of these extensions, demonstrating that the proper mesoscale dynamics emerges, a related article by the same authors presents applications of this work to problems in cell biology.
In recent years, various methods based on dissipative particle dynamics have been applied to the study of membranes and vesicles. Most of these implement membranes as being composed of polymer chains constructed from conventional DPD-particles. In order to get chains that exhibit some stiffness, Shillcock and Lipowski 8 introduced a bond-angle potential in their chains. Recently, polymersomes 9 or dynamic simulations of fusion events were performed using this method 10 . Jakobsen et. al. in a study of membrane fluidity 11 also used branched chains. Chain based methods proved to be very successful for studies close to the molecular lengths scale; however, in the context of endocytosis for example, for which the authors are endeavoring to present a physically grounded systems biology, the dynamics of whole membrane bound compartments (vesicles, endosomes at different stages of their maturation, etc.) needs to be simulated. We will show that the extended DPD-method we present enables the investigation of mesoscale phenomena in a stationary state as well as dynamical phenomena such as the correct hydrodynamic response of a vesicle to an external force. The latter is of relevance, because the response of membranes to localized external forces is a problem in the focus of present experimental investigations 12 that is direct relevance for endocytosis 13 .
Methods

Classical Dissipative Particle Dynamics (DPD)
Dissipative particle dynamics is a now well-established method for the study of complex interacting systems, for a review, including a discussion of algorithmic efficiency, see 14 .
A key motivation for its development was the need for a tool that enables studying soft matter systems at length scales above the computational limits of molecular dynamics, but retaining scaling properties lost by Brownian dynamics 15 .
DPD combines three types of forces: conservative interactions, determining the macroscopic dynamics of extend objects, and dissipative and random forces that integrate the effects of molecular motion on faster timescales in a thermodynamically consistent way. There are several sophisticated integration schemes; the one employed in this work (the DPD-Velocity Verlet algorithm) is presented in Box 1, together with the definitions of all parameters and expressions employed. We will not discuss the algorithm in detail (for a thorough treatment, see 16 ), but give a brief account of DPD and our rational for using it.
Box 1 The velocity-Verlet DPD Algorithm
The DPD-VV algorithm models the pairwise interaction of particles using three different types of N 
Again, γ is a constant, the relative center-of-mass velocity of the particle and the dot denotes a scalar 
In order to ensure a smooth decline of random forces as the cutoff radius is approached, one usually sets
Finally, fluctuation and dissipation are related via the temperature by
The integration algorithm (DPD-VV) is given by:
, , , 
The square root of the time increment for the integration of the random force results from the required stochastic integration of such forces 17 .
The DPD approach can be summarized by noting that (i) one applies a coarse graining, which implies that an individual particle in a DPD simulation represents a large bunch of physical molecules, (ii) degrees of freedom lost by coarse graining are replaced by random noise, (iii) dissipation is added to compensate the resulting energy increases, by a force that is proportional to the center-of-mass velocity of the particles involved, (iv) all interactions, including the random and the dissipative one, are modeled by momentum conserving, central two-particle forces, and (v) the corresponding interaction potentials are set to zero outside a given cut-off radius and are soft in the sense that they exhibit no singularity for vanishing particle distance.
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Momentum conserving, non-singular forces are peculiar to DPD and deserve some discussion. The strict momentum conservation specifically supports the simulation of composed, extended objects. This is because the conservation of linear momentum yields proper transfer of impulses across collective structures and hence allows directed motion of non-rigid, larger objects as in the motion of vesicles dragged along the cytoskeleton by motor proteins. Conservation of angular momentum is trivially given in classical DPD (two particle interactions mediated by central forces yield zero torque) but, in the extension of DPD we propose, the proper handling of torque turned out to be crucial. The fact that no real hard-core repulsive forces are employed at short distance between particles may on a first glance look strange; one is accustomed to forces which attain infinite values for particles with zero distance, as for example the forces resulting from Lennard-Jones potentials. However, this absence of singularities is appropriate since particles represent collections of physical molecules 6 . Limiting the magnitude and range of forces yield much more efficient simulations. Potential singularities demand a careful handling of the size of the time step for convergence, usually resulting in rather small time increments (on the femtosecond scale for MD), whereas limited forces allow the individual integration steps to be carried out over much larger time intervals.
Dissipative Particle Dynamics with Multipole Interactions
Conventional DPD is based on structureless point particles, i.e. particles that are completely determined by their position, apart from scalar properties such as mass. Such particles interact with their environment (i.e. with other particles) only through radially symmetric interactions, which means that the forces (whether conservative, dissipative or random) depend only on their mutual distance, , and show no further dependencies on position coordinates
The problem is that, by tailoring such forces, it is not directly possible to self-organize extended flat structures, as would be necessary for the implementation of membranes for example. The reason is that the elements forming a surface have to be capable of relatively free movements within the surface but must resist movements that would lead to a strong bending of the surface. There are several ways to circumvent this problem: firstly, one could introduce higher-order multi-particle interactions that are equivalent to the evaluation of local curvature (net-models of membranes 18 ). A second possibility involves the introduction of "chain-particles", i.e. DPD-particles that are connected with stiff springs and which exhibit a three-body angular potential between three successive particles in the chain, giving it sufficient stiffness to remain extended. This approach 8 yielded excellent results for small patches of membrane surfaces (it was even possible to study the internal stress distribution inside the membranes). However, the method is not easy to extend to larger length scales. This is not only because calculating the interaction between chains of particles is computationally costly, owing to the larger number of particles, but also because the introduction of stiff springs is numerically unstable at large integration steps. A third possibility, and the one we shall pursue here, is to replace the structureless point particles of conventional DPD by particles carrying additional multipole moments.
One could consider the chain-particles of Shillcock and Lipowski 8 above either as a collection of structureless DPD particles interacting in a specific manner (stiff springs, angular potential) or as one single super-particle composed of sub-units. These super-particles are no longer spherical and consequently their mutual interaction is not isotropic but depends on their relative orientation. This for example will allow some local control of surface bending when the surfaces are formed by these entities. A general asymmetric potential can be described by a multipole expansion in spherical harmonics. For the results presented in this work, it turned out that already a dipole moment is sufficient, but for other applications, also low order, higher multipole moments may be necessary. The term "multipole" has here to be taken in the strict mathematical sense of a multipole expansion and is independent of electrodynamic effects such as distributions of charges or magnetic fields. A dipole moment in the sense we use it here can be understood just as a vector defining a direction with a certain magnitude. In this work, we will demonstrate the selfassembly of flat and intrinsically curved membranes from a single layer of membrane particles, whereby such a particle represents a whole patch of membrane defined by its surface normal. This may appear to be in contradiction with the fact that biological membranes consist of a bilayer, but note that this is a question of the length scales one wants to study. In this work we aim at a length scale of whole membrane bound compartments and their behavior and dynamics as whole objects. A simulation at a finer level of coarse-graining can always be performed, thereby also resolving structural details of the membranes, but of course this increases the computation costs. The determination of the length scale one aims to work at is a nontrivial task and one has to keep in mind that a simulation method that is based on coarse graining has a natural upper bound for resolution (which is basically given by the size of the particles resulting from the coarse graining process). However, as will be briefly discussed, the concept of oriented DPD-particles can by employing adequate potentials easily be applied to the study bilayered structures, thereby enabling the investigation of amphiphilic system at smaller length scales (including e.g. micellar systems). The interpretation of a single particle then changes from a whole patch of membrane towards (small groups of)
individual amphiphiles with a distinguished direction (head and tail). This interpretation establishes a direct link to the chain particles of 8 .
The use of particles carrying dipole moments poses a new problem, namely the calculation of the dynamics of objects with additional degrees of freedom. In the case of simple point particles the dynamics is determined by simple forces, which in the case of the conservative force between two point particles is just given by the negative gradient of a potential that depends on their distance. Equilibrium positions are then determined by the minima of the potential under discussion, apart from entropic effects. The directional degrees of freedom given by the dipole moments require classical mechanics with generalized coordinates, which can be achieved by working in the Lagrangian formalism. The basic equations are:
where is the kinetic energy, the potential energy and the are generalized coordinates. It is important to note that, as in the case of potentials depending only on particle positions, the equilibrium states are, again apart from entropic effects and fluctuations, given by the minima of the potentials. This in turn means that in order to match a given experimental situation, one has to identify those local configurations of particle position and orientation necessary for constructing the extended structures one wants to study (here two dimensional, closed surfaces) and then construct a potential that is minimal for these configurations. To summarize, the membrane forming particles are represented as multipole expansions truncated at the dipole term and their interactions are governed by a Lagrangian that is chosen in such a way that it exhibits the same symmetries as the membranes one wants to study. The configurations we look for are given by dipole moments aligned in parallel and perpendicular to the lines connecting two particles. These connecting lines form a surface, when understood as a virtual mesh. As long as one only wants to produce flat surfaces, the requirement of parallel dipole moments could be skipped, because of the collective alignment of three of more dipoles, but the directionality of the surface becomes important as soon as one wishes to implement curved structures.
A potential with a minimum for a flat surface is given by
, 0, prefers perpendicular , U r yield the forces necessary for stabilizing the interparticle distances. These forces are smooth (without any singularity) and vanish outside a cut-off radius .
At a first glance, it is surprising that for example in the case of water they are given just as linear functions of the form: 
This force function depends basically on three parameters, namely the maximal repulsion max F , the maximal attraction min F and the equilibrium distance zf r (for the parameters used in the simulation presented in this work consult Table 1 .).
The fact that the potentials we use are not purely repulsive makes it difficult to stabilize the system against collapse. One possibility to avoid this problem is the introduction of density dependent forces, as pioneered for DPD by Pagonabarraga and Frenkel 20 . We follow closely their presentation, but take into account the discussion by Warren 21 and Trofimov et al.
22
. They defined for each particle a density by ( ) 
and an (excess free) energy by , ( )
with ( ) n ψ a function of the density. The resulting forces are then given by
Note that, as it is the custom throughout the literature, we here set A non-zero value proved to be adequate in the study of micelles, where the interpretation of a DPD-particle is closer to a single molecule; whereas κ is a pure geometrical parameter, 0 κ reflects the head-to-tail diameter ratio of a lipid.
Elementary geometrical considerations show that potentials derived from the relative orientation of two 
The potential then reads (to emphasize the relation to eqs. (9), we use again U and though these potentials will no longer lead to a strictly perpendicular or parallel orientation of the vectors involved): 
At a first glance, these expressions may look slightly asymmetrical in the two indices, especially in the termU . Note, however, that the geometrical idea of this potential is that the scalar product of a rotated with i ω the angular velocity of particle . As will be shown in the result section, this dissipative and random torque in fact leads to the proper equipartition of energy.
d dt dL T T T dt
i Finally, we are investigating self-assembling systems with anisotropic interactions. This means that starting from a random initial configuration, the equilibration of the system may well lead to a more optimal packing, with other words a decrease of internal pressure. In order to compensate for this, we introduced a barostate. The pressure is calculated using the virial theorem; as shown in 6 , it is sufficient to consider conservative forces means 1 3
whereby the bracket denote a time average. The pressure was periodically measured and if a deviation of more than 2% from the expected pressure for water was detected, water particles were removed from or added to the system.
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Results
The concept of mprDPD as presented in the preceeding section is now shown to lead to membrane bound compartments exhibiting the correct emergent dynamics. Firstly, length and time scales and the selfassembly of different phases are discussed. Secondly, the statistical mechanics of an extended object is tested. A membrane bound compartment is placed in a harmonic spherical potential and its trajectory, resulting from random fluctuation is analyzed and compared with respect to expectations from equilibrium statistical mechanics. Thirdly, vesicles of variable diameter are pulled with a constant force and their stationary drift velocity is compared to those values predicted by Stokes' law. These tests show that, besides the ability to form membrane bound structures as such, mprDPD also reproduces correctly relevant emergent mesoscale dynamics and inhomogeneous kinetics and therefore opens up a wide range of applications of the method.
Scales and Self-Assembly and Thermalization
DPD is a mesoscopic simulation method with inherently free time scale. This means that assuming a physical value for the cut-off radius , the time scale has to be gauged by comparing with physical constants. One possibility is to evaluate the in-plane diffusion of DPD-particles forming flat membranes 11 . ). We, however, claim DPD to be scalable assuming an appropriate renormalization procedure 24 . The simulation parameters we use are, if not stated differently, those given in Table 1 ; they are chosen to be roughly comparable to those used by Yamamoto and Hyodo 25 .
In Fig. 3 we present self-assembled phases, showing the ability of mprDPD to reproduce at least important aspects of the phase diagram of amphiphilic systems. Also of relevance in our context is that for the simulation of system with about 21000 particles and a time step of , we get perfect equipartition between rotational and translational degrees of freedom with energy fluctuations lower than 1%. This result is important, because it shows the appropriateness of the dissipation-fluctuation mechanism we introduced in eq. (18). 
Statistical mechanics of extended objects
A vesicle consisting of membrane particles is embedded into and filled with a solvent and trapped in a spherical harmonic potential of the form
The potential interacts with the membrane particles, and the parameter of the potential is set to 0.01 a = .
This implies that, depending on the distance from the center of the potential, there is a total external force on the vesicle
The random forces lead to a fluctuation of the center of mass of the whole vesicle and an analysis of the trajectory of the vesicle is expected to yield a distribution for the distance r from the center of the potential of the form: . We conclude that, at least in the situation we investigated, the behavior of extended objects is well reproduced with respect to statistical mechanics. A better match of the temperature can be obtained by longer sampling. 
Emergent dynamics-Stokes' law
A more revealing test of the dynamics is provided by checking the validity of Stokes' law. The hydrodynamic behavior of extended objects in viscous fluids is a non-trivial collective problem. Pulling a spherical object in a viscous fluids has effects over a length scale of many diameters of the pulled object and the proper form of Stokes' law only emerges if this dynamics, which is far above the length scale of Preprint: Multipolar DPD in Systems Biology particle-particle interactions, is correctly reflected as an emergent phenomena on the mesoscale. Simulating the hydrodynamic behavior of vesicles is not only a benchmark from a theoretical point of view, but also an issue for the interpretation of present experimental investigations in cellular biology 26 . Stokes' law predicts that if a spherical object is pulled with a constant force of size F , this object will eventually attain a stationary velocity stat v which is given by
Here, η stands for the viscosity of the solvent. Fig. 5 shows that in fact, the stationary velocity of vesicles in the simulation is proportional to the inverse of the vesicle radius over a large range of different radii.
This result is not only relevant for the proof that mesoscale emergent dynamics is reproduced correctly by the simulation but also for another reason which has to do with the way the force was applied to the vesicle. Only a single membrane particle was subject to a pulling force. The force was properly distributed over the whole, much larger vesicle and of course also on to the aqueous contents of the vesicle. It is remarkable that although the vesicles are rather soft entities, the membranes themselves are fluid, the integrity of the whole vesicle was maintained and the particle being pulled was not torn out from the vesicle surface. This not only shows the advantages of a momentum conserving simulation method (which generically supports proper force transfer) but is also of relevance for biological simulations. For instance, moving a membrane bound structure along the cytoskeleton just by connecting an anchor with a motor protein is a basic task if one aims to understand dynamics and control mechanisms on the length scale of the whole cell. 
Discussion
The choice of a particle-based, coarse-grained approach, such as mprDPD has to be seen in the light of alternative methods. The combinatorially large number of possible molecular constituents makes it inappropriate to tackle the simulation of the dynamical chemical machinery of the cell using an approach based on partial differential equations in general. It is emphasized, however, that for a variety of specific questions, such as Ca 2+ -waves 27 or even for molecular aggregation processes in defined geometries 28 for example, the PDE-approach can be both numerically efficient and provide analytically insight. By contrast, what we desire in this work is a general tool for mesoscale reactions and dynamics with the kind of generality provided by molecular dynamics, but for the timescales of cellular processes and dealing with chemical reactions.
Molecular dynamics 29 (MD) delivers the most detailed results, but presently on nanosecond to microsecond timescales, far below the requirements for simulating extended structures on timescales of seconds. Today, only patches of membrane can be simulated, but then also delivering information down to molecular detail 30 . Although in principle derivable from atomic details ab initio, good potentials for MD are derived or corrected semi-empirically, in order to match results to particular systems. In systems biology, interaction networks (genomic, proteomic, etc.) are also related to experimental (high throughput) data, even if it is clear that those networks are incomplete and some of the interactions are only quantified phenomenologically. Our mprDPD approach shares a phenomenological derivation of local interactions, but is aimed at being consistent for mesoscale modeling of cellular processes.
Macroscopic compartmentalized reaction kinetics is a widely used approach to model cellular systems, see for example the "Virtual Cell" consequence of collective self-assembly processes and protein modulation in three dimensions and cannot be reduced to pure topological operations. In addition to these shortcomings, whether a compartmentalized kinetic model is formulated using sets of ordinary differential equations (ODE), or stochastic kinetics via master equations, it is difficult to handle combinatorially diverse families of molecules.
A further possibility to model spatially resolved cellular processes employs pre-defined structures and studies their dynamics using known transformation processes 33 . This approach includes the effects of spatial organization, but processes such as the fusion of membrane compartments have to be "put in by hand", which although adequate for specific problems reduces the versatility of the simulation platform and complicates the linkage with typical high-throughput data. Note that ideally a systems biology simulation platform should work with parameters that can be measured in an automated manner. Phenomenological rates e.g. describing the rates of fission of compartments as a function of chemical composition would
(besides other considerable experimental problems) require combinatorially complex match with kinetic geometric data. For a systems biology approach, such a fission event should be related to local molecular densities, or local correlations between such densities, which are ascertainable by fluorescence imaging or similar techniques.
DPD and mprDPD are chosen from other approaches for their computational efficiency. Lattice gas or lattice Boltzmann approaches methods are burdened by the fact that it is difficult to simulate extended objects (especially if they are allowed to rotate) and their intrinsic breaking of Galilean invariance, which means that extended objects with a non-vanishing velocity are hard to simulate.
In this work, we only considered dipole interactions between particles. This gave us the possibility to construct particles with directional properties, in some sense comparable to Shillcock and Lipowski's 8 chain particles. Of course, the method can directly be extended to higher multipole moments, and we expect this to be of value for the study of supramolecular self-assembly processes. The comparison with Shillcock and Lipowski is illuminating insofar as the two different approaches for going beyond structureless point particles can be clearly worked out. One way is to couple such structureless particles artificially to larger compounds. This method keeps the basic interactions simple and allows a high resolution but fixes a length scale and may be numerically costly. The other way, and the one we pursued, is to introduce more complex interactions, whereby we have chosen the mathematical method of multipole expansion to achieve this goal.
The potentials we use for our dipole interaction may appear arbitrary and more complex ones can easily be imagined. Note, however, that the expressions we have chosen are just the first terms of any potential involving dipoles satisfying the necessary symmetry conditions. The vesicles we simulated were constructed from a single layer of membrane particles. Bilayered structures would, besides a finer resolution, require the introduction of hydrophobic interactions. We got for micellar systems satisfactory results with
where it is assumed that particle is of dipolar type and represents water. If the roles of the particles are changed, eq. (24) gets a minus sign.
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The mprDPD method presented has to be seen in relation to the Fluid Particle Method (FPM) pioneered by Espanol 34 . The exchange of angular momentum was recognized there as being relevant for establishing hydrodynamics in the general case and the FPM method was thoroughly investigated and justified by establishing contact with statistical mechanics. We emphasize that the mprDPD-method presented in this work handles angular momentum and torque in a, in some aspects, more general manner. Whereas the FPM-model can be understood as simulating the dynamics of extended spherical objects interacting also via non-central dissipative forces (thereby accounting properly for friction), mprDPD departs from the assumption of spherical particles. The direct way to implement this departure would be to assume a detailed geometry of the particles under consideration and implementing the proper mechanical interactions. Such a mechanical approach, however, is prohibitively complicated and computationally time-consuming. By employing the Lagrangian formalism, it is possible to circumvent these difficulties; the (geometrically nontrivial) particles are represented as multipole expansions (in this work truncated at the dipole term) and their interactions are governed by a Lagrangian that is chosen in such a way that it exhibits the same symmetries as the structures one wants to study. Non-central forces do appear in mprDPD, but cannot directly be understood as accounting for hydrodynamic interaction, as is done in FPM. Extending the mprDPD-formalism by the FPM-interactions is therefore desirable.
In summary, the problem that extended (quasi-)two-dimensional structures such as membranes cannot be simulated by isotropically interacting point particles can be overcome by several strategies. Firstly, conventional DPD-particles can be coupled with springs to larger entities. Secondly, the point particles can be replaced by extended entities as it is done in FPM or the Voronoi-based dissipative particle dynamics method by De Fabritiis, Coveney and Flekkoy
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. The third approach and that which is adopted here is mprDPD, in which the usage of point-particles is retained, but the particles exhibit structure by equipping them with multipole moments.
One may raise the question whether a simulation based on individual particles can describe properly a continuous distribution of material in a cellular environment. Rather than repeating the arguments for a particle based approach which we raised, we refer to the most widely used particle based method, namely
Smoothed Particle Dynamics (SPH). For a review, consult Monaghan 36 . The large experience collected with this method is also of relevance for mprDPD. One must be aware of the fact that every computation derives the values of probably continuous variables from finitely many points. This holds for all particlebased methods, but also for methods that use a fixed grid in space. From this point of view, moving particles can be understood as moving grid points; it then becomes clear that particle-based methods have several advantages, especially with respect to mixed fluids or fluids with (mesoscopically) non-vanishing flow.
Simulating complex biological systems requires the combination of processes at the molecular length scale with mesoscopic phenomena. The fact that there are already simulation methodologies 37 that integrate MD calculations with DPD and FPM models makes us confident that this can also be achieved when using mprDPD.
Summary
Enhancing conventional DPD by reaction mechanisms and multipolar interactions between the particles, resulting form the generic coarse graining process of DPD, enables the study of complex mesoscale entities such as membrane bound compartments. In order to get self-organized membranes, the interactions between particles must show more structure than can result from simple isotropic forces, independently of how complex the distance dependence may be. We have shown that the implementation of multipolar interactions -for membranes dipoles are sufficient -is a valid and efficient alternative to dedicated particle-assemblies such as the chainlike structures, as employed in various DPD-based studies of membranes.
DPD is a generically well-suited tool for the study of extended objects. We have shown that not only stationary structures, as in equilibrium phase diagrams, but also mesoscale dynamical properties emerge properly from completely local interactions. Tests such as the correct reproduction of Stokes' law not only yielded the correct scaling behavior but also showed that mprDPD is well suited for the study of intracellular processes, such as the directed transport of membrane bound compartments through locally applied forces. This situation occurs for example in the transport of endosomes along the cytoskeleton.
Note that the extended structure that was transported in this work was a vesicle filled with solvent and bounded not by a rigid structure but by a fluid membrane.
The fact that even complex mechanical and structural processes can be simulated with entities interacting only via local interactions is of considerable relevance for studies in systems biology.
Experimentally accessible are usually only local concentrations of molecules (e.g. via fluorescence imaging) or other local quantities. This means that an mprDPD-based platform can be directly linked up with high throughput imaging data and therefore can serve as tool that allows an automated connection of experiments with theoretical predictions, thereby opening new possibilities for control and analysis in biological research.
