Virtual Platform for Land-mine Detection by Ramírez, Adriana et al.
Virtual Platform for Land-mine Detection
Based on Walking Robots
A. Ramirez, E. Garcia and P. Gonzalez de Santos
Industrial Automation Institute (CSIC) 28500 Madrid, Spain
aramirez@iai.csic.es
Summary. This work presents a virtual platform created for the SILO6, a six-
legged walking robot focused on the localization of antipersonnel landmines. The
virtual platform is a Java-based module which includes the new concepts about
human - machine interfaces design, and it’s main purpose is to satisfy three basic
requirements: the robot’s state monitoring, the robot’s task definition and monitor-
ing and the robot teleoperation.
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1 Introduction
Today, human-machine interfaces are designed based on the user’s necessities
incorporating eﬀectiveness, eﬃciency and productivity, being the machine the
one who comes closer to the human necessities. Robotics applied to the de-
tection of antipersonnel landmines is a technological ﬁeld in which friendly
human-machine interfaces are quite important. The nature of the task re-
quires much more participatory interfaces focused on the user’s and the task’s
requirements.
The virtual platform exposed in this paper is part of the DYLEMA project
held by the IAI-CSIC [1], which is intended to develop a de-mining system
carried out by a six-legged robot called SILO6. The virtual platform created
for this project is aimed at achieving an eﬃcient, intuitive and pleasant com-
munication between the human and the robot. For this purpose, the virtual
platform consists of:
• A three dimensional virtual image of the robot. It simulates the robot’s
real movement, although the robot is far away from the operator station,
the user can visualize each movement of the robot’s joints and links.
• A two dimensional view of the robot and the mineﬁeld. It shows the robot’s
trajectory by marking the robot’s covered area and the localized mines
during the robot’s task performance.
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• A data base. This data base stores all the information related to the task
(mined land, robot’s sate, and localized alarms) and it is accessible to the
user at every time.
• Communication protocol based on TCP/IP. The protocol is in charge to
comunicate the robot and the operator station.
This paper focuses on the visual feedback of the virtual platform which uses
non inmersive virtual reality and has been created using Java 3D, which is a
top-down approach for building 3D interactive programs. Programs written in
Java 3D can be run on several diﬀerent types of computer, in a web browser or
as stand-alone applications. Built on top of the Java programming language,
it uses a scene graph hierarchy as the basic structure. Various geometrical
representations, animation/interaction, lighting, texture, collision detection,
and sound are also supported [2].
The SILO6 virtual platform’s visual feedback has two main parts:
• The 3D View: monitories the robot’s state.
• The Planar View: deﬁnes and monitories the robot’s task.
In this paper, Sect. 2 presents the design and development of the 3D view
and Sect. 3 presents the construction of the planar view. Finally, Section 4
shows some experiments and conclusions.
2 Robot’s state monitoring: 3D View
Figure 1 shows the 3D View into the virtual platform. It includes a three
dimensional view of the SILO6 robot and it is able to show the movement of
each one of the SILO6 joints as soon as the value of their angles are received
through the communication protocol.
The 3D View contained in the virtual platform has been designed following
3 main steps:
1. Building the scene graph.
Fig. 1. 3D View of the SILO6 robot into the virtual platform.
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2. Constructing the forward kinematic model based on the Denavit-Hartenberg
representation.
3. Getting objects to move in a scene by adding animation behavior.
2.1 Building the Scene Graph
Java3D uses the scene graph approach. A scene graph is a hierarchical ap-
proach to describe objects and their relationship to each other. The scene
graph holds the data that deﬁnes a virtual world, it includes low-level descrip-
tions of the objects geometry and their appearance, as well as higher-level,
spatial information, such as specifying positions, animations, and transforma-
tions of the objects, and additional application-speciﬁc data.
Figure 2 shows the scene graph created in the virtual platform for the 3D
View. The view branch graph, which is represented by the large star will be
described in following paragraphs. In Figure 2, BG stands for BranchGroup
and TG for TransformGroup, both classes are used for spatial transformation
of geometry shapes.
2.2 Forward kinematic model based on the Denavit-Hartenberg
representation
To derive the kinematic model of the SILO6 leg and the manipulator the
Denavit-Hartenberg homogeneous matrix representation has been used. The
relevant Denavit-Hartenberg parameters for the SILO6 leg and for the SILO6
manipulator are given in Table 1. Both are obtained from the kinematic pa-
rameters of the leg and manipulator, which can be obtained from Figure 3
and Figure 4 respectevely.
Fig. 2. Scene graph for the virtual platform: Application SILO6’s 3D View.
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Fig. 3. The first links of a kinematic chain for any of the Silo6’s legs.
Fig. 4. The first links of a kinematic chain for the Silo6’s manipulator.
Finally, considering the Denavit-Hartenberg link parameters for a SILO6’s
leg and manipulator (Table 1) the transformation matrix will be equation 1
for a SILO6’s leg and equation 2 for the SILO6’s manipulator, where the terms
Ci and Si represents cos(θi) and sen(θi) respectively, in the same way, the
terms Cij and Sij represents cos(θi + θj) and sen(θi + θj) respectively.
Table 1. Denavit-Hartenberg link parameters
SILO6’s leg
Link ai(mm) di(mm) αi(rad) θi
1 84 0 π/2 θ1
2 250 0 0 θ2
3 250 0 0 θ3
SILO6’s manipulator
Link ai(mm) di(mm) αi(rad) θi
1 0 π/2 0 θ1
2 350 0 0 θ2
3 370 0 0 θ3
4 0 -π/2 0 θ4
5 170 0 0 θ5
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T =


C1C23 −C1S23 S1 C1(a3C23 + a2C2 + a1)
S1C23 −S1S23 −C1 S1(a3C23 + a2C2 + a1)
S23 C32 0 a3S23 + a2S2
0 0 0 1

 (1)
T =
[
n0 s0 a0 p0
0 0 0 1
]
(2)
p0 =

XY
Z

 =

 (a5C234C5 + a3C23 + a2C2)C1 − a5S1S5(a5C234C5 + a3C23 + a2C2)S1 + a5C1S5
a5S234C5 + a3S23 + a2 S2

 (3)
n0 =

C234C5C1 − S1S5C234C5S1 + S5C1
S234C5

 s0 =

−C234S5C1 − C5S1−C234S5S1 + C5C1
S234S5

 a0 =

−S234C1−S234S1
C234


(4)
2.3 Getting objects to move in a scene by adding animation
behavior
Based on the Denavit-Hartenberg kinematic representation (see Sect. 2.2),
the next step is to translate those homogeneous transformation matrices into
Java 3D code which execute the movement. The Behavior class is an abstract
class that provides the mechanism to include code to change the scene graph,
or objects in the scene graph, in response to some stimulus.
Particularizing to the SILO6 robot, each one of the legs and the ma-
nipulator have their own behavior previously deﬁned by the rotation an-
gles of the joints. To achieve the joints and links proper movement a cus-
tom behavior class is added, this class implements the initialization and
processStimulusmethods from the abstract Behavior class, then a behavior
acts refereed to the object of change, it means the robot’s links and joints.
Figure 5 shows the scene graph diagram for the content branch graph of
each of the robot’s legs and the robot manipulator. Both represent the geo-
metric arrangement of the links of the robot, the Shape Leaf nodes represent
the geometries and visual properties of the individual links that compose the
legs and the manipulator, the BranchGroup and TransformGroup nodes de-
scribe the structure of the tree that deﬁnes the geometric relationship among
them, and the Behavior Leaf nodes give the movement/interaction necessary
to solve the kinematic problem at a virtual environment level.
3 Task Monitoring: Planar View
Figure 6 shows the SILO6 robot and the mineﬁeld in a planar view into the
virtual platform. In the ﬁgure, the robot is represented by a red rectangle,
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a) b)
Fig. 5. Java 3D’s Scene graph diagram for the content branch graph of a) each of
the SILO6’s legs; b) the SILO6’s manipulator
the mineﬁeld by a green rectangle and the covered area into the mineﬁeld is
represented by a gray shadow on the mineﬁeld. The localized alarms appear
just when they are localized at the registered coordinate by the system and
they are represented by a black point on the mineﬁeld, considering the nature
of the DYLEMA’s project, “alarms” would be considered as potential mines
in this application. The ﬁgure also shows how the input parameters are given,
those are the ﬁeld’s width and length data and the scale preferred by the user
to see the task monitoring. In the same frame to the left the application shows
each the robot’s center of mass X and Y axis position.
This 2D View has been created almost in the same way as the 3D View
has been created, it means that the scene graph has been created following
the same steps and method, the diﬀerence takes place in the way how the
movement into the scene has been achieved.
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Fig. 6. The SILO6 robot and the minefield Planar View window into the virtual
platform.
The movement has been created using threads from the java.lang class
instead of the behavior class used for the robot state monitoring window.
4 Experiments and Conclusions
Focused on the purpose of creating a friendly, intuitive and ﬂexible virtual
platform for the operator station, 2 main experiments have been designed.
4.1 First experiment: task monitoring.
The ﬁrts experiment has been designed to see the virtual platform perfor-
mance at monitoring the task. The robot’s navigation algorithm used is fully
described in [3]. Basically the robot starts covering the mineﬁeld until it de-
tects an obstacle, then it starts to cover the obstacle’s contour.
Figure 6 besides showing the planar view into the virtual platform, it is
also a picture taken while the experiment is on execution. In the picture the
robot can be seen as a red rectangle covering the mineﬁeld, the mineﬁeld as a
green rectangle, the covered area by a gray shadow and the localized alarms
by a black spheres.
The result obtained by this experiment was a friendly, intuitive and ﬂex-
ible way to monitor and deﬁne the task. Through the planar view the user
can continuously visualize the robot’s task state, besides having an updated
information about the localized alarms’ positions inside the mineﬁeld.
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4.2 Second experiment: robot’s state monitoring.
The second experiment was designed to see the virtual platform performance
at monitoring the robot’s state and it’s capacity to show at any time the
robot’s link and joint movement.
Fig. 7. SILO6’s 3D View while the second experiment
Figure 7 is a picture taken during the execution of this experiment, showing
the main window of the virtual platform and the way how the user can monitor
the robot’s state, so if any abnormal movement appears while the robot is on
walking it is immediately shown by the 3D View window (zoomed part) into
the virtual platform and registered.
The result obtained at the end of the second experiment as well as the ﬁrst
experiment was a friendly, intuitive and ﬂexible way to monitoring the robot’s
task and state. Through the 3D View the user can follow every robot-joint
and link movement although she/he is quite far away from the robot.
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