Abstract. We show that the inequality Recently, Van Schaftingen proved in [26] that the surprising estimate
for vector fields u ∈ C ∞ c holds if and only if the k-homogeneous differential operator B(D) with constant coefficients is elliptic and canceling. Here (overdetermined) ellipticity is defined by injectivity of the symbol map (Fourier multiplier) of B(D), whereas cancellation, for elliptic operators, can be defined as the property that the equation B(D)u = δ 0 w has no distributional solutions if w = 0.
The result of Van Schaftingen can be viewed as a critical a priori estimate for linear elliptic equations on the Sobolev scale. This is in sharp contrast with the case 1 < p < ∞ of L p -estimates,
for u ∈ C ∞ c , which is attributable to Calderón and Zygmund [10] . On the other hand, the estimate (2) holds for p = 1 only if D k u = L[B(D)u] for all u, where L is a linear map between finite dimensional spaces. In other words, only trivial estimates such as (2) hold for p = 1 [16, 14] .
The purpose of the present note is to relax the ellipticity assumption to the constant rank condition, which gives the largest class in which existent methods apply (see Remark 7) . Only relatively few examples outside this class are known and it is safe to say that developing a theory in this regime is a challenging problem (see Remark 7) . Of course, ellipticity is necessary for (1), as is for (2) , but as noted in [19] the inequality (2) holds for p = 2 and operators of constant rank if fewer competitor maps u ∈ C ∞ c are allowed (to be precise, if u ∈ [ker B(D)] ⊥ ). We will show that
holds for vector fields u ∈ C ∞ c if and only if B(D) is canceling. Here π denotes the L 2 -projection onto ker B (the complete statement as well as explicit definitions are given in Section 1).
The proof follows from the fact that u−πu can be written as a Fourier multiplier of B(D)u and of the dual estimate [26, Thm. 1.4] . To apply the latter, we employ the recent construction of exact annihilators of constant rank operators [17] . We do not claim that the ideas used are original, but we make a case of the fact that a considerable ammount of work has led to, among other developments, the characterization of operators that satisfy (1) [6, 7, 8, 2, 4, 3, 5, 22, 23, 24, 25] and to round off the theory with the case of constant rank operators seems welcome.
With similar methods, we obtain critical inequalities on the full Sobolev scale, fractional scales, Lorentz scale, Hardy and Hardy-Sobolev inequalities.
1. The inequalities 1.1. Definitions and notation. Throughout this note we will work with a khomogeneous linear differential operator with constant coefficients on R n from V to W , i.e.,
where B α ∈ Lin(V, W ) are linear maps for all multi-indices α with |α| = k and V, W are finite dimensional inner product spaces. The symbol map of B(D) is a Lin(V, W )-valued homogeneous polynomial of degree k given by
The symbol map is defined such that B(D)u = (− i) k B(·)û for u in the Schwartz space S (R n , V ). Our convention for the Fourier transform iŝ
An operator B(D) is said to be of constant rank if for some integer r,
The constant rank condition was introduced in [19] to prove coerciveness estimates for non-elliptic systems and used in the theories of compensated compactness [15] and lower semi-continuity [13] . It is well-known that the constant rank condition is equivalent with smoothness of the (−k)-homogenous map ξ → B † (ξ) away from zero (here M † denotes the Moore-Penrose generalized inverse of a matrix M ; see [11] for a general presentation). This fact was recently improved in [17] , where it is shown, as an immediate consequence of the result in [12] , that
is of full constant rank (r = dim V ); equivalently, the symbol map B(ξ) is injective for all 0 = ξ ∈ R n . An operator B(D) is said to be canceling if
It follows from various considerations in [26] 
This fact follows just as in [18, Lem. 2.5] , with the modification that A in the respective proof should be replaced with A as constructed in [17, Rk. 3] . We will return to this point in detail later.
Schematically, the strategy in [26] for elliptic and canceling B(D) can be summarized as follows:
(a) By ellipticity, write 
For example, in the case of (1),
The operators that satisfy (c) are said to be cocanceling and are defined by
For applicability of (c) to improve the estimate in (b) with w = Bu, we want
in which case we say that the differential operator A(D) is an exact annihilator of B(D). Given a differential operator B(D), a naive way to construct A(D) would be to set
but this expression does not define a differential operator in general. However, if B(D) is elliptic, one can explicitly compute that
defines a polynomial, and hence A(D) thus defined is a homogeneous linear differential operator [26, Sec. 4.2] . If we only assume that B(D) has constant rank, one still has that B † (ξ) = p(ξ) −1 Q(ξ), where p is a scalar-valued homogeneous polynomial with no non-zero roots in R n and Q is a Lin(W, V )-valued polynomial. In particular,
defines a linear differential operator that satisfies (6) . Collecting, we proved that:
. Let B(D) be a constant rank operator as in (4) . Then there exists a constant rank, homogeneous, linear differential operator A(D) with constant coefficients such that the exact relation (6) holds.
Lemma 2 deals with the duality of estimates (b) and (c) (see also Remark 9) . On the other hand, when the ellipticity assumption in (a) is relaxed to the constant rank condition, the convolution K ⋆ (B(D)u) is no longer a representation of a Schwartz function u. Instead, we can compute in frequency space:
so that we actually have
In fact, it is easy to see that, since ξ → Id V −B † (ξ)B(ξ) is zero-homogeneous, π maps S (R n , V ) into S (R n , V ). It can also be checked by direct computation that π is the L 2 -orthogonal projection onto ker B ∩ S . Of course, if B(D) is elliptic, then π ≡ 0, so all our inequalities for constant rank operators exactly reduce to the known existing inequalities for elliptic operators.
Finally, we refer the reader to [21] for background on Besov and Triebel-Lizorkin spaces and to [27] for background on Lorentz spaces.
1.2. The statements. The considerations in Section 1.1 are sufficient so that we need not write complete proofs. All necessary details can be found in [26, 9, 18] and the references therein. We will indicate which result should be quoted for each statement. We use the notation in (7) .
be a constant rank operator as in (4) and n > 1. Then the estimate
holds if and only if B(D) is canceling. Here X is one of the following:
n/(n−j),q for some 1 j min{k, n − 1}, 1 < q < ∞.
The limiting case s = 0 is ruled out by Ornstein's Non-inequality. Theorem 3(a) can be refined on a Hardy-Sobolev scale (cp. [9, Prop.
2.3]):
Theorem 4 (Hardy-type inequalities). Let B(D) be a constant rank operator as in (4), n > 1, 1 j min{n − 1, k}, and q ∈ [1, n/(n − j)]. Then the estimate
holds if and only if B(D) is canceling.
It was already noticed in [18] for elliptic operators that, in the limiting cases s = n of Theorem 3(b), (c), j = n of Theorem 3(a) and Theorem 4 (which only makes sense if q = ∞), the canceling condition should be replaced by a strictly weaker condition [18, Eq. (1.7) ]. In the present context, we extend [18, Thm.
1.3]:
Theorem 5 (L ∞ -estimate). Let B(D) be a constant rank operator as in (4) and k ≥ n ≥ 1. Then the estimate
holds if and only if B(D) satisfieŝ
We can also interpret Theorem 5 as the limiting case j = n of Theorem 3(e) with q = 1 (see [18, Sec. 7] ).
The proof of necessity for all three results stems from the following Lemma:
Lemma 6. Let B(D) be a constant rank operator as in (4). Let w ∈ W be such that w ∈ im B(ξ) for all ξ = 0 and ρ ∈ C ∞ c (B 2 ) be such that ρ = 1 in B 1 . Then the locally integrable function ρKw can be approximated by C ∞ c -functions in the seminorm u → |Bu|(R n ). Here |µ| denotes the total variation measure of a measure µ, K is such thatK = B † (·), and B r := B(0, r). Moreover,
where Ψ ∈ C ∞ (R n , V ).
Proof. We first recall that B † (·) is a (−k)-homogeneous distribution in R n \ {0}, so it extends to a tempered distribution (see the proof of [9, Lem. 2.1]). Moreover,
where w is as in the statement of the Lemma. This is due to the fact that
where the last equality follows from the fact that M M † is the orthogonal projection onto im M . By the chain rule and ρ(0) = 1, we have that
is a compactly supported measure.
Let now η ε be a sequence of radially symmetric, positive (standard) mollifiers.
For small ε > 0, the two smooth terms above are disjointly supported, sô
Furthermore, by (7), we have that
and (9) follows with Ψ := K ⋆ ψ.
As a minor remark, it is well-known that mollifications of bounded measures converge strictly, but we presented an elementary proof in this case, as it was readily available.
Using Lemma 6, which essentially shows that u = ρKw is admissible in all estimates investigated, we can give a slightly different proof of [26, Prop. 5.5, 8.23] , and [9, Prop. 3.1], which is contained in the following:
Proof of necessity of algebraic assumptions for Theorems 3, 4, 5. We begin by assuming that B(D) is not canceling and show that the embedding in (e) fails.
Let u := ρKw be as in Lemma 6, 1 j min{n − 1, k}, 1 < q < ∞. By (9) , it suffices to show that D k−j Kw is not in L n/(n−j),q in a neigbourhood of zero.
Essentially by Lemma 1 (or [9, Lem. 2.1]), we have that D k−j K is (j − n)-homogeneous, and so is D k−j Kw ≡ 0. Since D k−j Kw is continuous on S n−1 , it follows that there exists a constant c 0 > 0 such that
where the set C = {x ∈ R n : x 2 1 + x 2 2 + . . . + x 2 n−1 < ax 2 n } for some a > 0 is a cone (represented in a new coordinate system). We can then have, with B := B 1 ,
since L n (B r ∩ C) ∼ r n . This proves necessity of cancellation for Theorem 3(e), (a).
The necessity of cancellation for Theorem 4 follows almost along the same lines, by computingˆB
Necessity of cancellation for Theorem 3(b), (c), (d) follows from the arguments in, respectively, [26, .
Finally, we prove necessity of Condition (8) for Theorem 5. Let k ≥ n. Recall from [18, Sec. 3] that B † (·) extends to a tempered distribution that we do not relabel for which
where H 0 ∈ C ∞ (R n \ {0}) is a tensor-valued zero-homogeneous function and L is a linear map between finite dimensional spaces. Therefore, we can write
We now assume that Condition (8) fails, so that there exists w ∈ W such that w ∈ im B(ξ) for all ξ = 0 and, in addition, Lw = 0. For small |x| we have
By Lemma 6, it follows that the embedding fails for u = ρKw.
Proof of sufficiency of algebraic assumptions for Theorems 3, 4, 5. We first prove that the embedding in (c) holds. This includes sufficiency of cancellation for (b) (by choosing q = n/(n − s)) and for (a) (by further choosing s = j).
The proof follows as in [26, Sec. 8] . We write f := B(D)u. Then, by homogeneity of B(D), we have that
where I k denotes the k-th homogeneous Riesz potential. By [21, Thm. 5.2.2-3], 
The case when j = 2, 3, . . . , min{n − 1, k} follows by an iteration of [20, Prop. 8] . Thus, the inequalities in Section 1.2 can also be intepreted as follows: If B(D) has constant rank, among all solutions u of B(D)u = f ∈ M, there is one that has the appropriate regularity; moreover the statement is optimal if B(D) is nonelliptic. Interestingly, for the operators in [26, Prop. 5.4] , [9, Sec. 5] , which necessarily have non-constant rank whenever non-elliptic, one obtains critical regularity for all solutions u.
Remark 9 (Cocanceling estimates from canceling estimates). Our proof of sufficiency of cancellation for Theorem 3 uses the method from [26] to derive "primal" estimates for canceling operators from "dual" estimates for cocanceling operators, by which we mean
where K is as in (7), X is as in the statement of Theorem 3, and Y is given by the elliptic estimates used in the proof. In the present context, one can also derive the "dual" estimates from "primal" estimates. We give an example to illustrate this, namely when X =Ẇ k−1,n/(n−1) , so that Y = (Ẇ 1,n ) * . Suppose that we are given operators B(D) and A(D) such that the exact relation 
where the second inequality follows by definition chasing and integration by parts. In this case, we recover [3, Thm. 2], which states that (11) holds for n = 3, but the approach we give is not new, as the proof below is essentially given in [23] .
Proof of (11) using (10) . By definition of π (see (7) and the lines above), we have u = πu + (u − πu) =: ∇φ + ψ is an L 2 -Helmholtz decomposition of u ∈ C ∞ c (R n , R n ) for unique φ ∈ S (R n ), ψ ∈ S (R n , R n ) with div ψ = 0. If we assume that div u = 0, it follows that ∆φ = 0 (e.g., by [9, Lem. 2.1]), so that u − πu = u. The proof is complete. 
