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Abstract
In this paper we give a partial description of the generalized Tribonacci sequences for which
there exists a partition of the positive integers into two sets such that no two distinct elements
of the same set sum to an element of the sequence. Prior work in this eld considered only the
special case of the Tribonacci sequence. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
A set U = fung of positive integers is called avoidable if there exists a partition
fA; Bg of the set of all positive integers N such that no element of U is a sum of two
distinct elements of A or two distinct elements of B. The partition fA; Bg is called an
additive partition of N.
Avoidable sets and additive partitions have been studied for more than two decades
(see [1]), yet only a few families of sets have been proven to be avoidable. One of the
main topics in the eld is the study of particular sequences, that is, sequences given
by ‘nice’ recursions. The rst sequences to be studied were the generalized Fibonacci
sequences F = ffng, given by
fn+2 = fn+1 + fn; 8n>1; f1; f2 2N:
In 1978, Alladi, Erd}os, and Hoggatt, Jr. began the study of the generalized Fibonacci
sequences as avoidable sets, obtaining a subsequent characterization of some particular
such sequences.
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In time, other partial results were obtained for this particular family of sets (see [4]),
and a decade later, Shan and Zhu managed to give (in [7]) a complete description of
the generalized Fibonacci sequences as avoidable sets, as part of a characterization of
a somewhat larger family of ‘nice recursion’ sequences.
Extending the partial results obtained for generalized Fibonacci sequences to other
‘nice recursion’ sequences seemed a natural thing to do. In [6], Hoggatt Jr. studied the
Tribonacci sequence T = ftng, dened by
tn+3 = tn+2 + tn+1 + tn; 8n>1;
with t1 = 1; t2 = 1, and t3 = 2.
In this paper, we study the generalized Tribonacci sequence T = ftng, dened by
tn+3 = tn+2 + tn+1 + tn; 8n>1; t1; t2; t3 2N
and we obtain a partial characterization of these sequences as avoidable sets.
Notation. For reasons of simplicity, throughout this paper we denote t1 = a, t2 = b,
and t3 = c.
The two main results presented here are for the case when
a6b6c6a+ b (1)
and for the case when
a6b6c with c>a+ b (2)
and
c  d (mod a+ b); where b− a6d6a+ b:
For these cases, we obtain a complete characterization of the generalized Tribonacci
sequences that are avoided by additive partitions.
Our results extend the family of known avoidable sets, and subsume some of the
results from [6]. Furthermore, our results oer tools for both a more complete study
of the generalized Tribonacci sequences as avoidable sets, and a more comprehensive
study of the avoidable sequences in general; in [3], Mike Develin makes use of some of
the tools developed in this paper to obtain a complete characterization of the generalized
Tribonacci sequences as avoidable sets.
The paper is structured as follows: in Section 2 we reduce the problem to a simpler
one; in Sections 3 and 4 we deal with the cases (1) and (2), respectively; and in
Section 5 we discuss a possible connection with another result on avoidable sets and
we present some open problems.
Our proofs do not use any advanced techniques; they are elementary and concrete.
The tools needed are elements of combinatorial number theory, additive number theory,
and graph theory.
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2. An extension of the additive partition from f1; : : : ; c − 1g to N
In this section, we show that one can reduce the problem of deciding if a generalized
Tribonacci sequence T = ftng is avoidable to the problem of deciding if there exists
an additive partition of f1; : : : ; c − 1g that avoids T .
To show that these two problems are equivalent, one implication is immediate. The
following lemma proves the other one.
Lemma 2.1. If there exists an additive partition fX; Yg of f1; : : : ; c− 1g that avoids
T; then this partition can be extended to an additive partition of N that avoids T .
Remark 2.2. In order for an additive partition of f1; : : : ; c − 1g to avoid T , it need
only avoid t1 = a, t2 = b, t3 = c, and t4 = a+ b+ c, since any tk with k>5 is too large
to be represented as the sum of two numbers in f1; : : : ; c− 1g. Therefore, Lemma 2.1
actually says that T is avoidable if and only if there is a partition of f1; : : : ; c − 1g
that avoids a; b; c, and a+ b+ c.
Proof. We use a recursive method of construction. We build sets
A3A4   Ak     and B3B4   Bk    
with the property that, for any k>3, fAk; Bkg is an additive partition of f1; : : : ; tk − 1g
that avoids T . If A =
S1
k=3 Ak and B =
S1
k=3 Bk , it is easy to see that fA; Bg is an
additive partition of N that avoids T .
Let A3 = X and B3 = Y . Suppose now that k>3 and that we have constructed the
sets Ak and Bk that form an additive partition of f1; : : : ; tk − 1g that avoids T .
We extend this partition to f1; : : : ; tk+1 − 1g and thus provide the recursive step of
the construction.
Partition ftk ; : : : ; tk+1 − tkg into two sets S1 and S2 as follows: if tk+1 − tk < tk , let
S1 = S2 = ;; otherwise, let
S1 = ftk ; tk+1; : : : ; btk+1=2cg
and
S2 = fbtk+1=2c+ 1; : : : ; tk+1 − tkg:
Then we dene
Ak+1 = Ak [ fn2N j tk6n< tk+1 and tk+1 − n2Bkg [ S1;
Bk+1 = Bk [ fn2N j tk6n< tk+1 and tk+1 − n2Akg [ S2:
Remark 2.3. If k>4, then S1 and S2 are empty since tk > tk+1 − tk :
tk+1 = tk + tk−1 + tk−2<tk + (tk−1 + tk−2 + tk−3) = 2tk :
From the induction hypothesis, Ak and Bk form a partition of the set f1; : : : ; tk − 1g.
Also, S1 and S2 form a partition of ftk ; : : : ; tk+1 − tkg; furthermore, it is easy to see
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from the denition of Ak+1 and Bk+1 that any number in ftk+1 − tk + 1; : : : ; tk+1 − 1g
is either in Ak+1 or in Bk+1, but not in both. Therefore, fAk+1; Bk+1g is a partition of
f1; : : : ; tk+1 − 1g.
Since, by construction, Ak Ak+1 and Bk Bk+1, for all k>3, all that remains to
be shown in order to complete the proof of the lemma is that fAk+1; Bk+1g avoids T .
Suppose that fAk+1; Bk+1g does not avoid T ; then there exist n1 and n2, either both in
Ak+1 or both in Bk+1, such that n1 + n2 2T .
Case 1: We have that n1; n2 2Ak+1.
Since Ak avoids T , we have that n1 and n2 cannot both be in Ak .
If only one of them belongs to Ak , then only one of them is smaller than tk ; therefore
tk <n1 + n2<tk + tk+1<tk+2:
So n1 + n2 has to be equal to tk+1. Since one of n1, n2 belongs to Ak , the other, by
construction, belongs to Bk+1. This contradicts the fact that Ak+1 and Bk+1 are disjoint.
If neither of them belongs to Ak , then n1; n2>tk and
tk < 2tk <n1 + n2< 2tk+1<tk+2 + tk+1 + tk = tk+3:
So n1 + n2 has to equal either tk+1 or tk+2.
Subcase 1: We have that n1 + n2 = tk+1.
Since n1 and n2 are both in Ak+1 n Ak , neither of them belongs to
f n2N j tk6n< tk+1 and tk+1 − n2Bkg :
Therefore, both must belong to S1. But two distinct numbers in S1 add up to at most
(btk+1=2c − 1) + (btk+1=2c)6tk+1 − 1;
giving a contradiction.
Subcase 2: We have that n1 + n2 = tk+2:
We notice that
(tk+1 − n1) + (tk+1 − n2) = 2tk+1 − tk+2 = tk+1 − tk − tk−1 = tk−2:
This means that tk+1− n1<tk and tk+1− n2<tk . Therefore n1 and n2 must belong to
f n2N j tk6n< tk+1 and tk+1 − n2Bkg
and then tk+1−n1 and tk+1−n2 are both in Bk . Since their sum is tk−2, this contradicts
the induction hypothesis.
Case 2: We have that n1; n2 2Bk+1.
This case is similar to Case 1; the only signicant dierence is in Subcase 1, where
we use the fact that two numbers in S2 add up to at least
(btk+1=2c+ 1) + (btk+1=2c+ 2)>tk+1 + 2:
3. Existence of the partition in the case a + b>c>b>a
Assumption. Throughout this section we assume that a+ b>c>b>a.
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We will nd necessary and sucient conditions for the existence of an additive
partition of f1; : : : ; c− 1g that avoids T . Note that in this case the partition only needs
to avoid a; b, and c, since a + b + c is too large to be written as the sum of two
numbers less than c.
If c = a+ b, or a= b, or b= c [7], shows that the partition exists.
We therefore consider only the case a<b<c<a+ b, and use the following two
simple lemmas to reduce this case even further.
Lemma 3.1. If a+ b+ c is even; then the partition does not exist.
Proof. The numbers 12 (a+ b− c), 12 (a+ c− b), and 12 (b+ c− a) are distinct positive
integers. Two of them will have to be placed in the same set of the partition, and they
will add up to a, b, or c. Therefore, the partition does not exist in this case.
Lemma 3.2. If a; b; and c are all odd; then the partition always exists.
Proof. We can take the partition which contains all odd integers in one set, and all
even integers in the other.
Hence we can make the following assumption.
Assumption. We assume that a<b<c<a + b and that exactly one of the three
numbers is odd.
To avoid having to consider three cases, depending on which one of a; b; c is odd,
we use the following notation.
Notation 3.3. Denote by z the odd number among a, b, c, and by x and y the other
two, which are even. Thus fx; y; zg= fa; b; cg.
Denition 3.4. Let Gx;y be the graph with V (Gx;y)=f1; : : : ; c−1g and with two distinct
vertices v1 and v2 connected by an edge if and only if v1 + v2 2fx; yg.
Each vertex of Gx;y has degree at most 2; the vertices in the set
fmin(x; y); : : : ;max(x; y)− 1g
have degree 1; and 12x;
1
2y have degree 1 or 0;
1
2max(x; y) can have degree 0. All
vertices greater than max(x; y)−1 have degree 0. Therefore, any connected component
of Gx;y is either a path or a cycle. Moreover, if K is any connected component of
Gx;y, then all vertices in K have the same parity (since x and y are even).
Lemma 3.5. The graph Gx;y contains no cycles.
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Proof. Suppose some connected component K of Gx;y is a cycle. Let v be the smallest
vertex in K . We can list the vertices ‘close’ to v in K as
[ : : : ; y − x + v; x − v; v; y − v; x − y + v; : : : ]:
Since either y − x + v or x − y + v is smaller than v, we obtain a contradiction.
Denition 3.6. Two vertices are dened to be z-complements if their sum is z. We
also dene a 2-coloring of the graph Gx;y to be z-consistent if no two z-complements
in Gx;y have the same color.
Lemma 3.5 implies that Gx;y is 2-colorable. In order to show that an additive partition
avoiding fx; y; zg exists, it is enough to nd a z-consistent 2-coloring of Gx;y.
Notation 3.7. Throughout this section, we denote by Kv the connected component of
Gx;y containing the vertex v, by Kev the set of vertices in Kv that are even distance
from v, and by Kov the set of vertices in Kv that are odd distance from v.
If 12x;
1
2y 62 Kv, we can list the vertices in Kv as
[v1; : : : ; 2(x − y) + v; 2y − x − v; x − y + v; y − v; v;
x − v; y − x + v; 2x − y − v; 2(y − x) + v; : : : ; v2];
where v1 and v2 are vertices of degree 1. It is easy to see that every vertex in Kev is of
the form v+ ‘(x− y); ‘2Z, and every vertex in Kov is of the form y− v+ ‘(x− y),
‘2Z.
If Kv contains neither 12x nor
1
2y, then all vertices smaller than max(x; y)− 1 of the
form v + ‘(x − y), are in Kev , and all vertices of the form y − v + ‘(x − y) that are
strictly smaller than max(x; y) are in Kov .
Lemma 3.8. Let v2V (Gx;y) be a non-isolated vertex and let w2Kev ; and suppose
both v and w have z-complements. If these z-complements are not isolated vertices;
and if neither one of them is in Kx=2 or in Ky=2; then the two z-complements are
in Kez−v.
Proof. There exists an ‘w 2Z such that w = v + ‘w(x − y): Therefore, z − w =
z − v − ‘w(x − y). Since z − w is not isolated, z − w6max(x; y) − 1, which means
that z − w2Kez−v.
The vertices in Kx=2, starting with 12x, can be listed as follows:h x
2
;
x
2
+ (y − x); x
2
+ (x − y); x
2
+ 2(y − x); x
2
+ 2(x − y);
x
2
+ 3(y − x); x
2
+ 3(x − y); : : : ; x
2
+ k(x − y)
i
;
where k 2Z, with the property that the vertex 12x + k(x − y) has degree 1.
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The sequence of vertices in Kex=2 ish x
2
;
x
2
+ (x − y); x
2
+ 2(x − y); : : : ; x
2
+ m(x − y)
i
(3)
and the sequence of vertices in Kox=2 is:h x
2
+ (y − x); x
2
+ 2(y − x); x
2
+ 3(y − x); : : : ; x
2
+ m(y − x)
i
; (4)
where m is the smallest integer such that 12x + (m + 1)(x − y) is outside the set
f1; : : : ;max(x; y)− 1g.
Observation 3.9. If x>y, the sequence (3) is increasing, the sequence (4) is
decreasing, and 12x>
1
2x + (y − x); whereas if x<y, the sequence (3) is decreas-
ing, the sequence (4) is increasing, and 12x<
1
2x+ (y− x). As a consequence of this,
if we reverse the order in (4) and then we concatenate (3) and (4), such that 12x and
1
2x + (y − x) are next to each other, we obtain a monotonic sequence.
Remark 3.10. Observation (3:9) implies that Kx=2 consists exactly of all the vertices
of the form 12x+ l(x−y), l2Z , that belong to f1; : : : ;max(x; y)− 1g. This means that
all z-complements of vertices in Kx=2 are in the same connected component.
Lemma 3.11. Let v2V (Gx;y) be a non-isolated vertex and let w2Kev ; and suppose
v and w both have z-complements. If z − v2Kx=2; or z − v2Ky=2; then z − w2Kx=2;
or z − w2Ky=2; respectively.
Proof. Without loss of generality assume that z − v2Kx=2. Since w2Kev , there is an
‘w 2Z such that w= v+ ‘w(x− y). Hence, z − w= z − v− ‘w(x− y): Since z − w is
not isolated, z − w6max(x; y)− 1, and since z − v2Kx=2, there is an ‘2Z such that
z − v= 12x+ ‘(x− y). Therefore, z − w= 12x+ (‘− ‘w)(x− y), and by Remark 3.10,
z − w2Kx=2.
We are now able to present the main result of this section.
Theorem 3.12. There exists a 2-coloring of the graph Gx;y such that any two
z-complements are colored dierently if and only if either
1. a and b are even and c>a+ 12b; or
2. b and c are even and a6 12c; or
3. a and c are even; and either
 2b= a+ c; or
 c>b+ 12a and a6 12c.
We need the following lemma.
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Lemma 3.13. Conditions (1){(3) in the statement of Theorem 3:12 fail to hold if
and only if there exists a vertex v and an element w2f 12x; 12yg such that v is a
neighbor of w; both v and w have z-complements; and these two z-complements are at
distance 2 from each other. In this situation; a z-consistent 2-coloring of Gx;y does
not exist.
Proof. Case 1: We have that w = 12x. The only neighbor
1
2x can have is v= y − 12x;
their z-complements (if they exist) are z− 12x and z−y+ 12x, and the common neighbor
of the last two vertices (if it exists) must be 12x + y − z.
This situation occurs if the ve numbers listed above are greater than 0, and if
they are all distinct. Since z is odd, we know that 12x and z− 12x have opposite parity,
so they are in dierent components of Gx;y. Therefore, f 12x; y − 12xg and fz − 12x;
1
2x+ y− z; z− y+ 12xg are disjoint, since one of them is contained in K1=2x, while the
other is contained in Kz−1=2x. Therefore, the conditions for the situation to occur are
the following:
1. y − 12x> 0;
2. z − 12x> 0;
3. z − y + 12x> 0;
4. y − z + 12x> 0;
5. y − 12x 6= 12x;
6. z − 12x 6= y − z + 12x;
7. z − 12x 6= z − y + 12x;
8. z − y + 12x 6= y − z + 12x.
Because x; y; and z are all distinct, inequalities (5), (7), (8) are easily seen to be
true. Therefore, the above conditions reduce to
1. y> 12x;
2. z> 12x;
3. z + 12x>y;
4. y + 12x> z;
5. 2z 6= x + y.
Case 2: We have that w = 12y. Interchanging the roles of x and y in the argument
above, we get the following conditions:
1. x> 12y;
2. z> 12y;
3. z + 12y>x;
4. x + 12y>z;
5. 2z 6= x + y.
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To translate the two sets of conditions so obtained (for the above two cases) in
terms of a; b; and c, making use of the fact that a<b<c, we have the following
cases:
Case 1: x = a and y = b. In this case the conditions are
 c<b+ 12a, if w = 12a, or
 c<a+ 12b and a> 12b, if w = 12b;
these are equivalent to c<b+ 12a.
Case 2: x = a and y = c. In this case the conditions are
 c<b+ 12a and 2b 6= a+ c, if w = 12a, or
 b<a+ 12c and 2b 6= a+ c and a> 12c, if w = 12c;
these are equivalent to 2b 6= a+ c and either c<b+ 12a or a> 12c.
Case 3: x = b and y = c. The conditions are
 c<a+ 12b and a> 12b, if w = 12b, or
 b<a+ 12c and a> 12c, if w = 12c;
these are equivalent to a> 12c.
In the end, condensing the list of conditions once again, we get that the situation
imagined in the statement of the lemma occurs if and only if
 a and b are even and c<b+ 12a, or
 b and c are even and a> 12c, or
 a and c are even, 2b 6= a+ c, and either c<b+ 12a or a> 12c.
We can now prove Theorem 3.12.
Proof of Theorem 3.12. By Lemma 3.13, if one of the conditions (1),(2) and (3) fails
to hold, then a z-consistent 2-coloring of Gx;y does not exist.
We will now construct a z-consistent 2-coloring of Gx;y in three steps:
Step 1: We construct a z-consistent 2-coloring of all the connected components of
Gx;y that are not isolated vertices, except for Kx=2 and Ky=2. We call such a com-
ponent admissible. We construct the coloring inductively. For the initial case, choose
an admissible component and 2-color it. From Lemma 3.5, all such components are
paths, and all the vertices in the same component have the same parity. Then no two
z-complements are in the same component, and we can always z-consistently 2-color
a single component. For the induction step, we 2-color another admissible component
in such a way that the condition below holds.
Condition 3.14. Assume that we have n colored components. Let Dn be the set of all
colored vertices whose z-complements are neither isolated nor in Kx=2 [Ky=2, and have
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not yet been colored. Then either
1. Dn = ;; or
2. Dn 6= ; and there exists K , a 2-colored component of Gx;y, such that DnK ; or
3. Dn 6= ; and there exist K0, K1 2-colored components of Gx;y such that DnK0[K1,
and, for i2f0; 1g, Dn \Ki 6= ; and all points in Dn \Ki are colored with color i.
We denote by D1n the set of points in Dn colored 1, and by D
0
n the set of points in Dn
colored 0.
It is easy to see that for the initial case Condition 3:14 is veried. Assume now that
we have colored n components and that Condition 3:14 holds. If Dn = ;, then we just
choose an admissible component and 2-color it. If Dn 6= ;, let v2Dn; since z − v is
not colored, this means that Kz−v is not colored.
Assume without loss of generality that v is colored 1. Then we color z − v with 0;
this extends uniquely to a 2-coloring of Kz−v with all the points in Kez−v colored 0 and
all points in Koz−v colored 1. We prove now that the new coloring is z-consistent, and
that Condition 3:14 still holds.
Let w2Dn be a vertex colored 1; from Condition 3:14, w2Kev . Lemma 3.8 shows
that z − w2Kez−v, and therefore z − w is colored 0.
By Lemma 3.8 and Condition 3:14, all points in Kez−v that have colored z-complements
have z-complements in D1n, and the points in K
o
z−v that have z-complements either all
have z-complements that have not been colored yet or all have z-complements in D0n.
Therefore, the extended coloring is z-consistent.
We also obtain that Dn+1D0n [Koz−v. Since any point in Dn+1 that belongs to Koz−v
is colored 1, Condition 3:14 also holds for n+ 1.
Step 2: We extend the z-consistent 2-coloring to Kx=2 and Ky=2.
We begin by coloring Kx=2. If all z-complements of vertices in Kx=2 are not colored
yet, then any 2-coloring of Kx=2 is z-consistent. If not, then there is a vertex v2Kx=2
such that z− v is colored. Assume that z− v is colored 1; then we color v with 0. This
extends uniquely to a 2-coloring of Kx=2; we show that the 2-coloring is z-consistent.
Case 1: Either 12x or y − 12x has a z-complement which is an isolated point.
A vertex can fail to have a non-isolated z-complement if it is too small or too
large; by Observation 3:9, if one of 12x or y − 12x is either too small or too large,
then one of the two sequences (1) and (2) shares the same property (it is com-
posed of numbers that are either too small or too large to have a non-isolated
z-complement).
Hence, all vertices in Kx=2 that have colored z-complements are in Kev , and thus are
colored with 0.
Remark 3.10 says that all the z-complements of vertices in Kx=2 which are not isolated
vertices are in the same connected component. If that component is not Ky=2, then by
Lemma 3:14 we have that they are all in Kz−v, therefore, they are all colored 1. This
shows that the 2-coloring is consistent in this case.
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If the component that contains the non-isolated z-complements of the vertices in Kx=2
is Ky=2, then the only case when the coloring could fail is when there are two vertices
at odd distance in Ky=2 that both have z-complements in Kx=2. Since by Observation
3:9, one of these two would have to be greater than 12y, and the other would have to
be smaller than 12y, this means that both
1
2y and x − 12y have z-complements in Kx=2.
But by Lemma 3.13, this cannot happen.
Therefore, the 2-coloring is z-consistent in this case.
Case 2: Both 12x and y− 12x have z-complements. It is easy to see, by Remark 3.10
and by Observation 3:9, that the coloring can fail only if the two z-complements are
distance two from each other. By Lemma 3.13, this cannot happen.
Therefore the 2-coloring is z-consistent.
Step 3: We extend the 2-coloring to include the isolated vertices. If an isolated
vertex has a colored z-complement, we color it with the other color. If not, we color
it at random.
It is easily seen that the extension of the z-consistent 2-coloring is still a z-consistent
2-coloring. This completes the proof of the theorem.
4. Existence of the partition in the case a < b < c , c > a + b and c  d (mod a + b);
with b− a6d < a + b
Assumption. Throughout this section, we assume that a<b<c, that c>a + b, and
that c  d (mod a+ b), with a+ b>d>b− a.
Denition 4.1. Let G be the graph with V (G) = f1; : : : ; c − 1g, and with two distinct
vertices v1 and v2 adjacent if and only if v1 + v2 2fa; b; c; a + b + cg. Furthermore,
let G0G be the subgraph with V (G0) = f1; : : : ; b− 1g and with two distinct vertices
adjacent if and only if their sum is either a or b, and let G00G be the subgraph with
V (G00) = fb; : : : ; c− 1g and with the property that two distinct vertices are adjacent if
and only if their sum is either c or a+ b+ c.
Note that G0 and G00 are induced subgraphs of G; indeed, since
c>a+ b+ d>a+ b+ b− a= 2b
any two points in f1; : : : ; b − 1g cannot sum to c or to a + b + c. Similarly, any two
points in fb; : : : ; c − 1g cannot sum to a or to b.
It is easy to see that there exists an additive partition of f1; : : : ; c − 1g avoiding T
if and only if G is 2-colorable, that is, all cycles in G are even.
Using the same arguments as in Lemma 3.5, we obtain that G0 and G00 do not
contain any cycles. Therefore, every cycle K G contains at least a vertex from G0
and one from G00.
Throughout this section, we denote by Kv the connected component of G0 containing
the vertex v, and by Kev (and K
o
v ) the set of vertices in Kv that are even (respectively,
odd) distance from v.
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The following lemmas will provide conditions for all cycles of G to be even.
Lemma 4.2. G is 2-colorable if and only if there exists a 2-coloring of G0 such that;
for any vertex x in Ub;d=fmax(1; d−b); : : : ;min(b; d)−1g; x and d−x have dierent
colors.
Proof. If K is a cycle in G, then there exist x2G0 and y2G00 such that x and y are
neighbors in K . Since x<b, the only neighbor of x outside G0 is c − x; therefore,
y = c − x. Let Px be the path in K from x to the next vertex in G0, passing through
c − x. We can list the vertices in Px as
[x; c − x; (a+ b) + x; c − (a+ b)− x; 2(a+ b) + x; : : : ; v]
with v2G0. If v were of the form n(a + b) + x, then it would not belong to G0. So
v= c − n(a+ b)− x, where n is such that 0<c − n(a+ b)− x<b.
A few easy computations give
n=

c
a+ b

and v= d− x:
Hence, d−x2f1; : : : ; b−1g, and since x<b, we get that this is equivalent to x2Ub;d.
Every path Px has odd length and contains entirely exactly one path component
in G00. Since Px \ Py = ; for any x 6= y and x 6= d − y, and since any cycle is a
concatenation of Px paths and paths in G0, if there exists a 2-coloring of G0 such that
for any x in Ub;d, x and d− x have dierent colors, then any cycle in G is 2-colorable
(even), which makes G 2-colorable.
On the other hand, if G is 2-colorable, then any Px is 2-colorable, and thus, for any
x in Ub;d, x and d− x have dierent colors.
In order for a 2-coloring of G to exist, d−x must not belong to Kex , for any x2Ub;d.
Let v be a vertex in G0. If Kv 6= Ka=2 and Kv 6= Kb=2, then Kv can be listed as
[v1; : : : ; 2(a− b) + v; b− v+ (b− a); (a− b) + v; b− v; v;
a− v; (b− a) + v; a− v+ (a− b); 2(b− a) + v; : : : ; v2]; (5)
where v1 and v2 are vertices of degree 1. This means that all the points in Kev are of the
form v+ k(b− a), where k 2Z, and all points in Kov are of the form b− v+ k(b− a),
where k 2Z. The points x and d − x are at even distance in the same connected
component of G0 if and only if there exists k 2Znf0g such that
d− x = x + k(b− a) with k 2Znf0g: (6)
Remark 4.3. If k =0 and d is even, the path Pd=2 has to pass through (and therefore,
stop at) either 12c (if bc=a+bc is even), or 12 (a+b+ c) (if bc=a+bc is odd), therefore
is not part of any cycle.
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If we list the vertices in Ka=2 starting with 12a, we get:ha
2
;
a
2
+ (b− a); a
2
+ (a− b); a
2
+ 2(b− a); a
2
+ 2(a− b);
a
2
+ 3(b− a); a
2
+ 3(a− b); : : : ; w
i
; (7)
where w is a vertex of degree 1. Then two vertices x and d− x from Ka=2 are at even
distance if and only if
x>
a
2
and d− x> a
2
or x6
a
2
and d− x6a
2
: (8)
If we list the vertices in Kb=2 starting with 12b, we get
b
2
;
b
2
+ (a− b); b
2
+ (b− a); b
2
+ 2(a− b); b
2
+ 2(b− a);
b
2
+ 3(a− b); b
2
+ 3(b− a); : : : ; w

; (9)
where w is a vertex of degree 1. Two vertices x and d − x from Kb=2 are at even
distance if and only if
x<
b
2
and d− x< b
2
or x>
b
2
and d− x>b
2
: (10)
In order to nd necessary and sucient conditions for Eq. (6) to have a solution,
we need the following lemma:
Lemma 4.4. If Eq. (6) has a solution in Ub;d; then it has a solution in Ub;d for k=1
or k = 2.
Proof. It is easy to see that Eq. (6) has no solutions in Ub;d if d= b− a. Therefore,
we may assume that d>b− a.
For reasons of parity, if d is odd and b − a even, Eq. (6) has no integer solution,
and therefore, it has no solution in Ub;d.
Suppose Eq. (6) has a solution in Ub;d. Then we have two cases:
Case 1: d and b− a have the same parity. The number 12 (d− (b− a)) is a solution
of Eq. (6) with k = 1, and it is elementary to check that 12 (d− (b− a))2Ub;d.
Case 2: d is even and b− a is odd. Note that if x = 12(d− k(b− a)) is a solution
of Eq. (6) which belongs to Ub;d, then d − x = 12(d + k(b − a)) is also a solution of
(6) that belongs to Ub;d. Therefore, it is enough to look at the case when (6) has a
solution with k > 0.
Since d− k(b− a) is even, k is also even, so k>2. Let
x0 =
d− 2(b− a)
2
;
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it is easy to see that x06min(b; d)− 1. Since x= 12(d− k(b− a)) is in Ub;d, we have
that
x =
d− k(b− a)
2
>min(1; d− b):
Since k>2, we obtain that x6x0, and, therefore, x0 2Ub;d. So Eq. (6) has a solution
with k = 2.
The next step is to prove that, except for the case when d2fa; b; 2a − b; 2b − ag,
the existence of a solution x2Ub;d to Eq. (6) implies that x and d − x are at even
distance.
Lemma 4.5. If d 62 fa; b; 2a − b; 2b − ag and Eq. (6) has a solution x2Ub;d with
k 2f1; 2g; then x and d− x are at even distance.
Proof. As we have seen before, if x and d − x are neither in Ka=2, nor in Kb=2, then
x and d− x are at even distance.
Case 1: x and d − x are in Ka=2. For this case, it is enough to show that either
maxfx; d− xg6 12a or minfx; d− xg> 12a.
Subcase 1: We have that k = 1. Then x = 12(d− (b− a)) and d− x = x + (b− a).
If x> 12a, then d− x>x> 12a, and minfx; d− xg> 12a.
If x6 12a, then x<
1
2a, since d 6= b, and therefore there exists p2N such that
x = 12a− p(b− a). Then d− x = 12a− (p− 1)(b− a)6 12a, so maxfx; d− xg6 12a.
This completes the proof of the lemma in this case.
Subcase 2: We have that k = 2. Then d− x= x+ 2(b− a). From (7), it is easy to
see that two vertices whose dierence is 2(b− a) are at distance four, except for the
cases a
2
;
a
2
+ 2(b− a)

and
a
2
+ (b− a); a
2
+ (a− b)

:
Since x<d− x, unless x = 12a or x = 12a+ (a− b), we have that x and d− x are at
even distance. If x = 12a, then d = 2b − a, and if x = 12a + (a − b), then d = a. This
cannot happen, since d 62 fa; b; 2a− b; 2b− ag, and, therefore, x and d− x are at even
distance.
Case 2: x and d − x are in Kb=2. For this case, it is enough to show that either
maxfx; d− xg6 12b or minfx; d− xg> 12b.
The case when k = 1 is essentially the same as in Case 1. If k = 2, then there exist
l1; l2 2Z such that x= 12b+ l1(b− a), and d− x= x+2(b− a)= 12b+ l2(b− a), From
(9), we obtain that two vertices whose dierence is 2(b− a) are at distance 4, except
for the cases:
b
2
;
b
2
+ 2(a− b)

and

b
2
+ (b− a); b
2
+ (a− b)

:
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So, unless x= 12b or x=
1
2b+ (a− b), we have that x and d− x are at even distance.
If x= 12b, then d= 2a− b, and if x= 12b+ (a− b), then d= b. As before, this cannot
happen because d 62 fa; b; 2a − b; 2b − ag, and, therefore, x and d − x are at even
distance.
Remark 4.6. In Subcase 1 of either case, the proof works similarly for
d2f2a− b; 2b− ag.
We have looked at the possibility that two points x and d−x, with x2Ub;d, are in the
same connected component, at even distance, and we have determined the conditions
for such a thing to happen, with the exception of the case when d2fa; b; 2a−b; 2b−ag.
Clearly, if d = a or d = b, any vertex x2f1; : : : ; b − 1g is colored dierently from
the vertex d− x.
Lemma 4.7. If either of the following is fullled:
 d= 2a− b; and either a is odd; or 32a− b60; or
 d= 2b− a; and either b is odd; or a− b260;
and if x2Ub;d is a solution of (6) such that x and d− x are in the same connected
component K G0; then x and d− x are odd distance from each other.
Proof. Suppose that the rst condition is true, and x2Ub;d is a solution of (6). If
K 62 fKa=2; Kb=2g, from (5), it is easy to see that x and d− x are at odd distance from
each other. Assume that K = Kb=2. If x< 12b, then, from (9), x6a− 12b and
d− x = 2a− b− x>a− b
2
;
whereas if x> 12b, then x>a− 12b and
d− x = 2a− b− x<a− b
2
:
Note that, since k 6= 0; d − x 6= x, therefore, at least one of them has to be dierent
from a− 12b. Conditions (8) and (10) guarantee that x and d− x are at odd distance
from each other. If a is odd, there is no Ka=2.
If a is even, the condition 32a− b60 insures that Ka=2 contains exactly two vertices,
that is, a2 , and b− a2 , whose sum is not d=2a−b, and which, therefore, are not solutions
of (6) in Ub;d. Therefore, the conclusion follows in this case. The same analysis works
for d= 2b− a.
Remark 4.8. Note that if d = 2a − b; a is even, and 32a − b> 0, then a2 and 32a − b
are at distance two in the component Ka=2, and they are solutions of (6) in Ub;d. The
same thing is true for b2 and
3
2b− a in Kb=2, in the case when d=2b− a; b even, and
a− b2 > 0.
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Denition 4.9. We call a 2-coloring of G0 d-consistent if any two points of the form
(x; d− x) with x2Ub;d are dierently colored.
We can now present the main result of this section.
Theorem 4.10. G0 is d-consistently 2-colorable if and only if either
1. d2fa; bg; or
2. d= 2a− b; and either a is odd; or 32a− b60; or
3. d= 2b− a; and either b is odd; or a− b260; or
4. the equation
d− x = x + k(b− a); with k 2Znf0g;
has no solutions x2Ub;d; and at least one of the following conditions is fullled:
(a) a and b are odd;
(b) a is even and d 62 fb− 12a+ 1; : : : ; 12a+ b− 1g;
(c) b is even and either a6 b2 ; or d 62 f 12b; : : : ; 12b+ a− 1g;
(d) a and b are even and d= 12(a+ b).
Proof. Suppose that no two points x and d − x, with x2Ub;d, and x a solution of
Eq. (6) are in Kex 2G0. Then, by an argument similar to the one from the proof of
Theorem 3.12, we can construct a 2-coloring of G0 that could fail to be d-consistent
only in Ka=2 or in Kb=2, and it fails only if 12a (respectively,
1
2b) has a neighbor y, and
if d− y is at distance 2 from d− 12a (respectively, from d− 12b).
Case 1: Coloring fails in the connected component containing 12a.
Note that a must be even. Using the same line of reasoning as in the proof of
Theorem 3.12, we obtain that the following numbers must all be positive and distinct:
1
2a and b− 12a in Ka=2; and d− 12a, d−b+ 12a, and b−d+ 12a, in some other component
K . The following conditions must thus be true:
 b− 12a> 0,
 d− 12a> 0,
 d− b+ 12a> 0,
 b− d+ 12a> 0,
 b− 12a 6= 12a,
 d− 12a 6= b− d+ 12a,
 d− 12a 6= d− b+ 12a,
 d− b+ 12a 6= b− d+ 12a,
which, since a<b, are equivalent to b− 12a<d<b+ 12a; d 6= 12(a+ b), and d 6= b.
Note that, since a is even, 12 (a+ b) is an integer only when b is even.
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Case 2: Coloring fails in the connected component containing 12b. Note that b must
be even, and the following numbers must all be positive and distinct: 12b and a − 12b
in Kb=2; and d − 12b, d − a + 12b, and a − d + 12b, in some other component K . The
conditions are:
 a− 12b> 0,
 d− 12b> 0,
 d− a+ 12b> 0,
 a− d+ 12b> 0,
 a− 12b 6= 12b,
 d− 12b 6= a− d+ 12b,
 d− 12b 6= d− a+ 12b,
 d− a+ 12b 6= a− d+ 12b,
which, since a<b, are equivalent to a> 12b,
1
2b+a>d>
1
2b, d 6= a, and d 6= 12(a+b).
Since b is even, 12 (a+ b) is an integer only when a is even.
This completes the proof of the theorem.
Corollary 4.11. The existence of an additive partition of f1; : : : ; c− 1g avoiding T is
equivalent to the following:
1. d2fa; bg; or
2. d= 2a− b; and either a is odd; or 32a− b60; or
3. d= 2b− a; and either b is odd; or a− b260; or
4. either one of the following
(a) d odd and b− a even; or
(b) d even; b− a odd; and either d62(b− a) or d> 2a;
and at least one of the following:
 a and b are odd;
 a is even and d 62 fb− 12a+ 1; : : : ; 12a+ b− 1g;
 b is even and either a6 12b; or d 62 f b2 ; : : : ; 12b+ a− 1g;
 a and b are even and d= 12(a+ b).
Proof. We only need to show that Conditions 4a and 4b are equivalent to the fact that
the equation
d− x = x + k(b− a) with k 2Znf0g;
has no solutions x2Ub;d. We have already shown that if d and b− a have the same
parity, then there always exists a solution to Eq. (6) with k =1. If d is odd and b− a
is even, there is no solution to (6), for reasons of parity. If d even and b − a odd,
there is no solution in Ub;d to (6) if and only if x = 12(d − 2(b − a)) 62 Ub;d. Since
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x< 12d<
1
2 (a + b)<b, we obtain that x6min(b; d) − 1. Therefore, if x 62 Ub;d, we
must have that x<max(1; d− b), which is equivalent to
d− 2(b− a)
2
< 1; or
d− 2(b− a)
2
<d− b;
which is equivalent to d62(b− a) or d> 2a.
This completes the proof of the corollary.
5. Open problems
The question ‘Which Tribonacci sequences are avoidable?’ has occurred as a natu-
ral one, after Shan and Zhu [7] have obtained results that completely characterize the
avoidability of the generalized Fibonacci sequences. In this paper, we have given a
partial answer to the above stated question; a recent paper by Mike Develin completes
the answer. In [3], Develin nds a very interesting algorithm that reduces the prob-
lem of deciding whether a generalized Tribonacci sequence (whose rst three terms
are arbitrary integers, not necessarily increasingly ordered) is avoidable, to deciding
whether a Tribonacci sequence that has the properties described in Section 3 of this
paper is avoidable. Since we provide a complete answer to the latter problem, Develin’s
algorithm, which uses sequence transformations that do not aect avoidability, provides
a theoretically complete characterization of the avoidable Tribonacci sequences.
Much more remains to be done in the eld of avoidable sets. For example, one
might ask for a characterization of all avoidable sets, or of all uniquely avoidable sets,
that is, avoidable sets for which there exists a unique additive partition. What other
types of sequences of positive numbers can be characterized in terms of avoidability?
Chow and Long [2] give a partial answer to this question, which vastly broadens the
class of known avoidable sets, by establishing a surprising connection to continued
fractions, and by showing the existence of a new large family of avoidable sets.
Moreover, Chow and Long generalize Evans’s results [4] by proving that any gener-
alized Fibonacci sequence with the rst two terms relatively prime is included in their
new family of sets. In [5], Grabiner gives a characterization of many sets which are
uniquely avoidable if they are avoidable at all; his results extend the results of Chow
and Long in [2].
Finally, we can ask which generalized Tribonacci sequences that are avoidable are
also uniquely avoidable? An answer to this question would completely describe the
Tribonacci sequences in terms of both avoidability and unique avoidability, and would
provide the same kind of knowledge of Tribonacci sequences as avoidable sets, as the
one we have now about the more widely known Fibonacci sequences.
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