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1. INTRODUCTION 
This paper extends the results published in the author’s previous papers 
[l, 2, 31. 
We are concerned with the connection between the solutions of 
and of 
(44 Y’)’ + PC4 Y = 0 
(+4 Y’)’ + P(X) Y = f(X), 
(1) 
(2) 
under various restrictions on p(x), r(x), and f(x). 
We show the monotonicity of eigenvalues of 
(r(x) y’)’ + @(x) y = 0, Ykkl) = 0, (3) 
under a symmetrization method applied to p(x) and Y(X), and prove some 
relations between properties of eigenfunctions, say yn(x) of (3), and the 
functions p(x) and r(x). 
Two real functions r(x) and p(x) defined in [-1, l] are called similarly 
ordered if [r(x) - Y’(X)] [p(x) - p(x’)] >, 0 for any two values x and x’ 
belonging to [- 1, 11. 
A function p(x) defined in [- 1, I] is called left balanced, if for any x, 
x E [O, 11, p(-4 > P(x). 
A positive function p(x) is said to be of class A in [-1, l] if p(x) E C’ is 
nonincreasing in [- 1, I] and is nondecreasing in [Z, l] for some I, - 1 < 1 < 1. 
For the functionp(x) E A we denote the inverse function of p(x) by x1(y) for 
x E [- 1, 11, and for x E [2, l] we denote the inverse function by xs(y). 
We define a class of function p(x, a) 0 < o! < 1, - 1 < x < 1, by a 
procedure called continuous symmetrizution [6, p. 2001: For x in the interval 
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[- 1, I( I - a)], we denote the inverse function of p(x, a) by x1,(y) and for 
x E [I(1 - ol), I] we denote the inverse function by x2&). 
%x(Y) = (1 - ;) Xl(Y) - $(Y), 
4Y) = (1 - F) X,(Y) - $X1(Y). 
If p( - 1) > p( 1) we enlarge the interval of definition of xa(y) by adding the 
intervalp(1) <y <pp(-1), on which we define x,(y) = 1. 
The function p(x, a) are equimeasurable (i.e., for each y, m(x: p(x, a) 3 y, 
-1 < x < 1) = m(x:p(x) > y, - 1 < x < 1)) (cf. [5; 6, Chap. VII]). 
Obviously we have p(x, 0) = p(x), and p(x, 1) is the symmetrical increasing 
rearrangement p+(x) of p(x). The symmetrical decreasing rearrangement of 
p(x) is called p-(x). 
2. ON THE BEHAVIOR OF THE SOLUTIONS OF (my')' +p(x)y =f(x) 
By the change of variables 
s = oz (W(t)), s (4) 
Eq. (2) yields 
J”(4 + 45.) 2%) Y(s) = q4P<4, 
(T”(s) = r(x(s)), etc.). 
(5) 
Therefore Theorems 1, 2, 3 of [I] imply the following Theorems 1, 2, 3. 
THEOREM I. Let the functions p(x), f(x) and T(X) be positiwe, having 
continuous derivatives. Let the function p(x) . r(x) be increasing and let f (x) * T(X) 
be decreasing. 
Let 
0 = co < Cl < ... < c, < ... 
be consecutive zeros of a solution of (l), say y,(x). Let ya(x) be a solution of (2) 
dejned by ~~(0) = 0 andy,‘(O) = a. Then ya( x oscillates to the right of x = 0. ) 
Let 
O<b,<b,<..’ 
be consecutive zeros of ya(x) for x > 0. Then 
ci < bi < Ci+l 
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for a >, 0 and 
ci-1 < bi < Cl , i = 1, 2,..., 
for a < 0; moreover, the zeros of y&x) f or z eren values of a separate each dr t 
other. 
THEOREM 2. Make the same assumptions on p(x), r(x) and f(x) as in 
Theorem 1. Then between two zeros of a solution of (2) there is only one exter- 
mum. 
THEOREM 3. Let the functions p(x), r(x) and f (x) be positive with continuous 
derivatives. 
Let p(x) * r(x) be a nondecreasing function and let f (x)/p(x) be a nonincreasing 
function, then the maxima of solutions of (2) are decreasing. 
3. SOME PROPERTIES OF EIGENFUNCTIONS 
THEOREM 4. Let the system 
(1, 4 (r(x) y’) + MX>Y = 0, y(fl) = 0, 
be given. Let q(x) = r(x)p(x) E A, be left balanced and let the function r(x) 
satisfy the inequality 
s -x dt --> -9 -1 r(t) I l dt 5 r(t) x 30; (6) 
then denote the zeros and extrema of the nth eigenfunction by x, and Z~ , 
xi f x,-i < 0, 0 G i d [n/21, 
Fl + zn < 0. 
(7) 
If, in addition, l/r(x) E A is left balanced, then 
xi + xn-i < xi-l + xn-i+l 9 1 d i < [n/21, 
%i + sn+l-i < xi--l + xn-i+l 7 1 d i < [(n + 1)Pl. 
(8) 
Proof. It can be shown that because r(x) satisfies (6), and because q(x) 
belongs to A and is left balanced, the function Q(s) is left balanced as a function 
of s where s is defined by 
Therefore 
x dt 
s= s l dt -- -. -l r(t) s -I r(t) 
si f sn-i G O, i = O,..., [n/2]. 
(9) 
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The values si are zeros of the ith eigenfunction PJs) of 
y(s) + Ai+) j(s) Y(s) = 0, Y(iA/2) = 0 
i .r 
A = :I (dt/~(t)), F(s) = Y(x(s)), etc.) . 
(10) 
Coming back to X(Q) = xi , the zeros of the nth eigenfunction m(x) of 
(1, A), and using the properties of Y(X) and q(x) we obtain (7) and (8) from 
[3, Theorem 31. 
4. IUONOTONICITY 0F h,(a) AND ~,"=l(l//\,(~)) 
This section extends [2]. The results are based heavily on the following 
lemma, which can be proved by a long but straightforward calculation. 
LEMMA. Let Y(X) and p(x) be of class A, and similarly ordered. Then we 
have q(s, u,,) under either of the following procedures. 
(i) Change variables as defined in (9). Perform on 
p(s) = F(s) p(s) (F(s) = r(x(s)), etc.) 
the stage in the continuous symmetrization which transforms it to p(s, 01~) as 
defined in Section 1. 
(ii) Perform on q(x) = y(x)p(x) th e continuous symmetrization and 
obtain q(x, aO), perform the change of variables 
THEOREM 5. Let the functions r(x) and p(x) be similarly ordered and of 
class A. Then 
4”) = f UPn(4) (11) 
71=1 
is a decreasing function of 010 < 01 < I, where X,(S) is the nth eigenvalue of the 
system 
@(x7 4 Y’)’ + w P(X, 4 Y = 0, Y(ztl) =a (1, 4 
If l/p and l/y are of class A and similarly ordered, then Z(N) is an increasing 
function of 01, 0 < 01 < 1. 
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Proof. After the change of variables (9) we obtain the system (10) from 
the system (1, X). 
Now we perform the symmetrization procedure on (10) and obtain 
jqs) + +y> I(& 4J(s> = 0, y (fA/2) = 0. (12) 
The lemma above ensures that we receive the same system also by the 
transformation (9, a) on (1, LX). 
Hence we may consider the eigenvalues of (12) instead of the eigenvalues 
of (1, LX). The conclusion about the monotonicity of (11) follows from [2, 
Theorem 31 and from the remark at the end of [2, Sect. 31. 
THEOREM 6. Let r(x) and p(x) be similarly ordered and of class A, and let 
T”(s) = r(x(s)) (s dejined by (9)) be left balanced in variable s. Then h,(a), the 
jirst eigenvalue of (1, a) is increasing with 01, 0 < cx < 1. 
Proof. By the change of the independent variable the sytem (1, h) is 
replaced by the system (10). The functions T”(s) and q(s) are similarly ordered. 
Therefore, if P(s) is left balanced and of class A, the same holds for p(s). 
By use of [2, Theorem 21 the theorem follows. 
It is easy to find classes of functions with the property that F(s) = r(x(s)) 
is left-balanced in s. For instance, if r(x) is decreasing, then f(s) is decreasing 
and is obviously left-balanced. 
Remark. By the same change of variable (9), one can show that an exten- 
sion of [4, Theorem] holds, which means that we can compare the first 
eigenvalue of (1, h) to the first eigenvalue of 
(y+(x)Y’) + APWY = 0, y (Ikl) = 0, (13) 
and to the first eigenvalue of 
(r-(x) Y’)’ + W(x) y = 0, y (ztl) = 0. (14) 
If r(x) and P(X) are similarly ordered then 
MP-, r-1 < 4 < 4(P+, r+). 
Here h,(p+, r+) and h,(p-, r-) are, respectively, the first eigenvalues of (13) 
and (14). 
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