Abstract. Using the theory developed by Kenig, Ponce, and Vega, we prove that the Hirota-Satsuma system is locally well-posed in Sobolev spaces H s (R)× H s (R) for 3/4 < s ≤ 1. We introduce some Bourgain-type spaces X a s,b for a = 0, s, b ∈ R to obtain local well-posedness for the Gear-Grimshaw system in H s (R) × H s (R) for s > −3/4, by establishing new mixed-bilinear estimates involving the two Bourgain-type spaces X 
Introduction
In this paper we are concerned with two systems of coupled KdV equations, namely the Hirota-Satsuma system and the Gear-Grimshaw system. known as the Hirota-Satsuma system which was introduced in [10] to describe the interaction of two long waves with different dispersion relations. Here a, b are real constants, and u, v are real-valued functions of the two real variables x and t. System 1 studied by P. F. He [9] , for b > 0, −1 < a < 0, and considering Sobolev indices s ≥ 3. It deserves remark that system (1.1) has the following conserved quantities: well-posedness (GWP) for system (1.4) was also proved (see [6] ) in H s (R) × H s (R)
for s ≥ 1, if −1 < a < 0 and bc > 0.
The second problem we will consider here is related to the local well-posedness of the IVP for the Gear-Grimshaw system given by    u t + u xxx + a 3 v xxx + uu x + a 1 vv x + a 2 (uv) x = 0, b 1 v t + v xxx + b 2 a 3 u xxx + vv x + b 2 a 2 uu x + b 2 a 1 (uv) x + rv x = 0, u(0) = u 0 , v(0) = v 0 ,
where a 1 , a 2 , a 3 ∈ R, r ∈ R, and b 1 , b 2 > 0; u = u(x, t), v = v(x, t) are real-valued functions of the two real variables x and t. System (1.5) was derived in [7] (see also [3] for a very good explanation about the physical context in which this system arises) as a model to describe the strong interaction of two-dimensional, weakly nonlinear, long, internal gravity waves propagating on neighboring pycnoclines in a stratified fluid, where the two waves correspond to different modes. Bona et al. [3] proved GWP of the IVP associated to (1.5) with initial data belonging to H s (R) × H s (R) for s ≥ 1, assuming r = 0 and |a 3 | < 1/ √ b 2 . Later, Ash et al.
[1] considered GWP of (1.5) in L 2 (R) × L 2 (R) supposing r = 0 and
(see Section 3.1- (2)). Further, Saut and Tzvetkov [17] considered GWP of system (3.1) for initial data (u 0 , v 0 ) ∈ L 2 (R) × L 2 (R), assuming that r = 0 and that the matrix (a ij ) i,j∈{1,2} has real distinct eigenvalues (see Section 3.1- (1)). Recently, Linares and Panthee [15] , by using the bilinear estimate of Kenig, Ponce, and Vega [13] , showed LWP for system (3.5) with initial data (u 0 , v 0 ) ∈ H s (R) × H s (R) for s > −3/4 (see Section 3.1-(2), and Remark 3.1-ii.)). Solutions of (1.5) satisfy the following conservation laws: We say that the IVP ∂ t u(t) = F (t, u(t)), u(0) = u 0 is locally well-posed in X (Banach space) if there exist T = T ( u 0 X ) > 0 and a unique solution u(t) of the corresponding IVP such that
ii.) the mapping data-solution
uniformly continuous for all M > 0; i.e.
We say that the IVP is globally well-posed in X if the same properties hold for all time T > 0. If some hypothesis in the definition of local well-posedness fails, we say that the IVP is ill-posed.
This paper is organized as follows. In Section 2 we use Banach's fixed-point theorem in a suitable function space and the theory obtained by Kenig, Ponce, and Vega, to prove LWP to system (1.1), for any a, b ∈ R, with initial data in
We also show that system (1.1) with a = 0 is ill-
, and s ′ ∈ R. We begin Section 3 with a few comments to scale changes carried out previously concerning the Gear-Grimshaw system. Thus, we introduce some Bourgain-type spaces X a s,b for a = 0, and s, b ∈ R. Moreover, we prove some new mixed-bilinear estimates involving the two Bourgaintype spaces X x respectively, to obtain LWP for the Gear-Grimshaw system (3.1) with r = 0, a 12 = a 21 = 0, a 11 = −a 22 = 0, and initial data in H s (R) × H s (R) for s > −3/4 (see Theorem 3.2 below). We remark that these mixed-bilinear estimates (see Proposition 3.2)
presented here are not an immediate consequence of the estimates proved by Kenig,
Ponce, and Vega in [13] (see Remark 3.2 and Remark 3.4-ii.)). Finally, we notice that system (1.1) is treated separately from system (1.5) because the nonlinearity in (1.1) has the non-divergence form, while the one in (1.5) has the divergence form; a possible difficulty with regard to the LWP of (1.1) in lower Sobolev indices could be related to the obtention of a suitable bilinear estimate for the nonlinear term in the second equation of (1.1).
Notation:
•f = Ff : the Fourier transform of f (F −1 : the inverse of the Fourier transform),
• · s , (·, ·) s : the norm and the inner product respectively in
• B(X, Y ): set of bounded linear operators on X to Y . If X = Y we write B(X).
· B(X,Y ) : the operator norm in B(X, Y ).
•
and f L ∞ = ess sup x∈R |f (x)|, f is an equivalence class.
• C(I; X) : set of continuous functions on the interval I into the Banach space X.
• ξ ≡ 1 + |ξ|, for ξ ∈ R.
• Let A, B be two n × n matrices.
2. On the Hirota-Satsuma System 2.1. Local Well-Posedness. Let us denote by
the group associated with the linear part of the first equation of system (1.1). We note that U (t) ≡ U −1 (t) is the group associated with the linear part of the KdV equation. Next theorem proves LWP to system (1.1) in suitable Sobolev spaces. Proof. Let 
We consider the space
Let us write the integral equations associated to problem (1.1)
We will prove that Φ :
, is a contraction map for suitably chosen M and T . We have the following inequalities: 
Now, by using Theorem A.12 in [12] and Hölder's inequality, it follows that
By replacing (2.13) and (2.14) (and similar estimates for v) into (2.12) we obtain If s = 1 and b > 0, then we can choose T = +∞.
We see that
Now, using Theorem A.12 in [12] and Hölder's inequality, we get
Then |Φ(u, v)| ≤ M . The rest of the proof is as for Theorem 2.1.
Remark 2.1. In [16] , Sakovich considered the following system:
where mq = np. This system can be written as
where
, where a 0 and a 1 are the 
Ill-Posedness to the Hirota-Satsuma System. Let us remark that if u(x, t)
and v(x, t) are solutions of (
are also solutions of (1.1). This scaling argument suggests that the Cauchy problem for the Hirota-Satsuma system is locally well-posed in
. It is not difficult to see that the IVP associated to the KdV equation
is equivalent to the IVP
through the transformation u(x, t) = w(−x, at), for a = 0. Note that if u is a solution of (2.23), then (u, 0) is a solution of problem (1.1) with initial data (u 0 , 0).
Then, it follows from the ill-posedness result for the KdV equation (see [5] ) that the mapping data-solution associated to the IVP (1.1) with a = 0 is not uniformly
, and s ′ ∈ R.
3. On the Gear-Grimshaw System
Initial Comments. (1)
We consider the Gear-Grimshaw system given by
Suppose r = 0. Let A, B and C(U ) be the matrices (see [17] ) defined by
, where α + and α − are the eigenvalues of A, and α + , α − ∈ R. By making U = T V , we obtain
If we make the scale change (supposing α + = 0, α − = 0)
where ∂ i , for i = 1, 2 denotes the partial derivative with respect to the i-th variable.
It should be noted that ∂ 2 w 1 is evaluated at the point (t, we should take care in any of the following cases:
• b 12 = 0 and ∂ 2 w 2 (t,
• b 21 = 0 and ∂ 2 w 1 (t,
(2) We now consider the following system (C(U ) ≡ 0 and r = 0 in (3.1)):
where a 1 , a 2 , a 3 , b 1 , b 2 are real constants, with b 1 , b 2 > 0, a 3 = 0, and a 2 3 b 2 = 1. We define (see [1] and [15] 
We note that this change of variable is equivalent to the one performed in item (1) for W . Take b 1 = b 2 = 1, a 1 = a 2 = 0 and a 3 = 2 in system (3.3). Then α + = 3,
where ∂ x = ∂ 2 . It follows that, in general, system (3.3) cannot be written as 
s,b coincides with the usual Bourgain space X s,b for the KdV equation (see [4] ). Proof. First, we suppose that a 0 · a 1 < 0. We may assume that a 0 > 0.
The case a 0 · a 1 > 0 follows from the case a 0 · a 1 < 0 and from Lemma 4.1. 
Proof. The result follows from Corollary 2.7 in [13] , and from the fact that if
The following lemma contains elementary calculus inequalities. 
If 0 ≤ α ≤ β, and β > 1, then there exists c (α,β) > 0 such that
Proof. To prove (3.8) we consider the two integrals corresponding to |x − η| > |η| and |x − η| ≤ |η|. To prove (3.9) we may suppose a ′ = 0, then we consider the integrals corresponding to |x| > |a|/2 and |x| ≤ |a|/2 (see (2.12) in [2] ).
Next lemma will be useful for the proof of Lemma 3.5. 
On the other hand, since z 2 > 2 implies z 2 − 1 > z 2 /2, and by making the change of variable x = |ξ| 
The next eight lemmas will be used for proving Proposition 3.2. 
Proof. Since b > 1/2, it follows from (3.9) that
Then, it is sufficient to prove that
By making the change of variable τ = ξ 3 (1 + z), we need now to verify the following:
By performing the change of variable ξ 1 = ξx inside the last integral, and z = 3y,
, it is not difficult to see that the expression we need to prove now is the following φ(ξ, y) ≡ |ξ|
i.) First, we consider the case |y + 1/4| > 1/12. Then φ(ξ, y) ≤ |ξ|
where in the last inequality we have used (3.8) and b ′ ≤ 0.
ii.) Second, we assume −1/3 ≤ y ≤ −1/4. Since 1 + |ξ| 3 |3y + 2| ≥ 1 + |ξ| 3 and
iii.) Finally, we suppose −1/4 < y ≤ −1/6. Since b ′ ≤ −1/4, and by making the change of variable x = (y + 1/4) 1/2 z, we get
where in the last inequality we have used the following estimates. Since b ≥ 1/4, it follows that (|ξ|
Moreover, since z 2 − 1 > z 2 /2 for z > √ 2, and b > 1/2, it follows that 
where A = A(ξ, τ ) is defined as
Proof. We denote by χ D the characteristic function of the set D. We remark that A ⊂ C × R, where C = C(ξ, τ ) ≡ {ξ 1 ∈ R; |τ − ξ 3 + 3ξξ 1 (ξ − ξ 1 )| ≤ 2|τ + ξ 3 |}. By using (3.9) which is valid for b > 1/2, it is enough to get a constant upper bound on the following expressioñ
From now on we assume ξ = 0. By making τ = ξ 3 (1 + y), we see that it is sufficient to get an upper bound tõ
Now, we make the change of variable
2 ) 2 , we get
2 )| ≤ 2|y + 2|}. We denote by E y the set given by {x; |y + 3/4 − 3x 2 | ≤ 2|y + 2|}, then we need an upper bound on the quantity φ(ξ, y) ≡ |ξ| 3−4s
i.) First, we suppose |y + 2| > 1. We remark that |y − 3x 2 + 
where in the last inequality we have used Lemma 3.3.
ii.) Now, we assume |y + 2| ≤ 1. In E y we have that |y − 3x 2 + 
where the last inequality is a consequence of (3.10). 
where B = B(ξ 1 , τ 1 ) is defined as
Proof. We remark that in B:
By the inequality (3.9), it is sufficient to get an upper bound on the expression
and
Since b ′ ≤ 0, and − 3 4 < s ≤ 0, it follows that
where in the last inequality we have used the fact that
We define the function µ(ξ) = µ ξ1,τ1 (ξ) ≡ τ 1 + 2ξ
We remark that µ
In this set we get:
Moreover, since −1 ≤ s ≤ − .
, and −1 ≤ s ≤ −1/2, we get
where the last inequality is a consequence of
, and s ≥ − 
Moreover, in B ′ 2,2 we have that
Then, by using
, we see that
(3.14)
Proof. Since b > 1 2 , it follows from (3.9) that
.
Then, it suffices to prove that
By making the change of variable τ = ξ 3 (1+z), and then ξ 1 = ξx inside the integral, it suffices to bound φ(ξ, z) ≡ |ξ| 15) where
, it follows from (3.9) that it is enough to get an upper bound to
We assume ξ = 0. Now, we make τ = ξ 3 (1 + y), and ξ 1 = ξx. Since s ≤ 0, it follows that it suffices to bound φ(ξ, y) ≡ |ξ| 3−2s
where D y = {x; |y + 3(x − x 2 ) + 2x 3 | ≤ 2|y + 2|}. We remark that |x 2 − x| ≤ |2x 3 − 3x 2 + 3x − 2|, for all x ∈ R. Hence, |x − x 2 | ≤ 3|y + 2|, for x ∈ D y . We denote by µ(x) = µ y (x) ≡ 2x 3 − 3x 2 + 3x + y. 
Next, we consider the case |ξ| > 1. Since s ≤ 0 and b ′ ≤ 0, it follows that φ(ξ, y) ≤ c s |ξ|
where the last inequality is a consequence of b >
. ii.) Finally, we assume |y + 2| > 1. Since µ ′ (x) = 6(x 2 − x) + 3 ≥ |x 2 − x|, and s ≤ − (3.16) where B 1 = B 1 (ξ 1 , τ 1 ) is defined as
Proof. We remark that in B 1 :
, it follows from (3.9) that it suffices to bound
. We see thatB 1,2 =B 
We define the function µ(ξ) = µ ξ1,τ1 (ξ) ≡ τ 1 + 3ξξ 1 (ξ − ξ 1 ) + ξ 
Since s ∈ [−1, − 
Since 3ξ 1 (−ξ
where in the second inequality above we have used (2.11) in [13] , and b ′ > − . where s ′ is any fixed number in the interval (−
2 ). Lemmas 3.7-3.11 are used to prove (3.21) and (3.22 ). Now, we will sketch a proof of (3.21). We denote by f and g the functions given by f (ξ, τ ) :
and g(ξ, τ ) :
3.4. Local Well-Posedness to the Gear-Grimshaw System. From now on we consider a cut-off function ψ ∈ C ∞ , such that 0 ≤ ψ(t) ≤ 1 and
We define ψ T (t) ≡ ψ(t/T ). To prove Theorem 3.1 we need the following result.
where U a (t)u 0 (ξ) = exp{−iatξ 3 }û 0 (ξ).
Proof. (3.23) is obvious. The proof of (3.24) is practically done in [8] .
We now prove the following theorem:
Proof. The proof follows from the theory developed by Bourgain [4] and Kenig, Ponce and Vega [13] . Since A ∼ aI, it follows that a 11 = a 22 = a = 0, and
We will consider (3.1) in its equivalent integral form. Let U −a (t) be the unitary group associated with the linear part of (3.1). We consider
where we took M = 4C( u 0 s + v 0 s ) and CT ǫ M = 1/4. In a similar way we have We consider Φ(u, v)(t) = ( Φ 1 (u, v)(t), Φ 2 (u, v)(t) ), where The following result is an immediate consequence of the last theorem. 3.5. Future Work. Suppose a, a ′ ∈ R \ {0} and |a| = |a ′ |. We remark that an interesting problem for a future research is to determine whether or not Proposition 3.2 is still true when we replace the super-indices 1 by a and −1 by a ′ . We point out that this result (in general) is not an immediate consequence of the calculations we did here for proving Propositions 3.1 or 3.2 or from the calculations done in [13] to prove Corollary 2.7- [13] . This result would let us to prove LWP for the Gear-Grimshaw system (3.1) with r = 0, when a 12 = a 21 = 0, |a 11 | = |a 22 |, and a 11 , a 22 ∈ R \ {0}. Moreover, if this result is true, we also could obtain LWP for system (3.1) with r = 0, when A = (a ij ) ∼ diag(α + , α − ), where α + and α − are the eigenvalues of A with α + , α − ∈ R \ {0}, |α + | = |α − |.
Appendix
Here we prove some properties of X A 3 = {(ξ, τ ); ξ > 0, τ < 0}, A 4 = {(ξ, τ ); ξ < 0, τ > 0}.
We consider the case a > 0, a 0 > 0, and a 1 < 0; a similar argument works in the other cases. It is not difficult to prove, considering regions A 1 and A 2 , that 
