Introduction
Most genome-wide association studies (GWASs) as well as heritability estimations are conducted using univariate approaches, i.e. considering each phenotype independently, see for example [1] . This is because they are more computationally tractable and easier to interpret.
For example, rejecting a null hypothesis of no association does not indicate which phenotypes are associated which requires a second stage analysis such as performing model comparison.
However, many evaluations of significant GWASs found that SNPs appear to be associated with multiple, sometimes seemingly distinct phenotypes e.g. [2] . These observations have usually been incidental by comparing independent studies of different phenotypes and ignoring any correlation between them which was recently thought of as an important factor for power gain. In fact, comparison studies of multivariate and univariate methods usually conclude that multivariate approaches can indeed increase power [3, 4, 5] .
Regardless of the approach used to analyse multiple phenotypes, population stratification remains an issue when conducting a GWAS. It can generate spurious genotype-phenotype associations i.e. an association that is due to genetic background differences rather than disease status. There are several statistical methods to deal with this issue, among them genomic control and structured association. Genomic control corrects for stratification by modifying the association test statistic at each SNP by a uniform overall factor [6] . However, some SNPs have stronger variation in the allele frequencies across subpopulations than other SNPs. Thus, this uniform adjustment may be insufficient for SNPs with strong differentiation and needless for SNPs with weak differentiation, leading to a loss in power. In structured association, samples are assigned to subpopulation clusters then association testing within each cluster is performed [7] . Among the limitations of this method is the sensitivity to the number of clusters which is not well defined. On the other hand, principal component analysis is considered a fast and an effective way to diagnose population stratification [8] . However, it is not as effective when the samples are related.
Recently, linear mixed-models (LMM) that involve estimating a relatedness matrix have been used and shown to be effective not only in accounting for population stratification but also sample relatedness [9] [10] [11] . This is because; given a large number of SNPs it is feasible to make a statement about the relatedness of individuals in a study [12] . Therefore, a well estimated relatedness matrix should provide a complete solution to the problem of population stratification or relatedness.
In addition to GWAS's, heritability; that is the proportion of the phenotypic variance that is due to genetic, is another key application of LMMs in genetics, e.g. [13] [14] [15] . Since the emerge of GWASs, estimation of the narrow sense heritability (the variance due to the additive effect) explained by common SNPs via LMM approaches became widely used over classical heritability estimation methods such as regressing offspring phenotype values on the mean parental values. This was motivated by the fact that ideally, heritability is estimated from causal variants [16] , which in the context of mixed models means a relatedness matrix from causal SNPs only (K causal ), However the full set of casual SNPs and their effect sizes are not completely known. Accordingly, the full set of SNPs in the genotyping platform is used as a proxy for K causal [17] .
We acknowledge the growing appreciation of the power gained to detect associated SNPs using multivariate approaches over standard univariate analysis, however it is not clear what effect does that has on heritability estimates. Specifically, whether heritability of each phe-notype increases as a result of the joint modelling. On the other hand, we also discuss the prospects of using our model for prediction by performing cross validation. To measure the prediction accuracy we use both the root mean square error of prediction and the sample correlation between the predicted and original values.
In this study we use the multivariate linear mixed model based on the matrix normal distribution; that separates the correlations between and within individuals into two components; genetic and environmental. This model was exploited by Zhou and Stephens in their software; GEMMA. While GEMMA is entirely based on the maximum likelihood method, here we adopt Bayesian approaches to estimate the model's parameter with prospects for using this approach for high-dimensional phenotypes; where classical approaches such as the maximum likelihood method fail. We investigate the practical relevance of using this approach in the context of heritability and prediction. Furthermore, we shed a light on the interrelationship between our model and ridge regression. In other words, we provide a general Bayesian interpretation of ridge regression based on the matrix-variate mixed model.
We use the Bayesian software JAGS [18] to fit our model through an interface with R called rjags [19] . However, to our knowledge JAGS does not fit the matrix normal distribution directly therefore, the multivariate normal equivalence is used. We then follow Lippert and others [20] and decompose the relatedness matrix which results in independent but not identical standard multivariate normal distributions on the transformed data for each individual.
The resulting model contains some scaled covariance matrices which JAGS does not handle, in which case a further simplification is provided. More details are given in the simplified model section.
Our results based on heritability estimation and prediction shows that (1) Bayesian estimates form an effective replacement of the standard maximum likelihood estimates. (2) The joint modelling of phenotypes produces more efficient estimates of heritability compared to the univariate analysis. In fact, explained heritability increases significantly under the multivariate analysis. On the other hand, although our model performs less well for phenotype prediction, we found that imputing the phenotypes first relatively increases the prediction accuracy compared to simply dropping individuals with missing values. All the analysis was performed on a mouse GWAS on two phenotypes from the heterogeneous stock mice data [21] .
4
In this section we layout out some definitions and notations about the matrix normal distribution. Next, we discuss the most commonly used mixed model for multiple phenotypes. Then we present the matrix-variate mixed model and its simplified form for JAGS implementation.
Finally, we describe the prior distributions used throughout this study.
Definitions and notations
The matrix normal distribution is a generalization of the multivariate normal distribution which allows us to separately model correlations among and within subjects [22] . The probability density function for the random matrix X (d × n) that follows the matrix normal distribution with mean matrix M (d × n), column covariance matrix A (n × n) and row
Its expected value and second order expectations are given by:
One way to understand how the matrix normal generalises the multivariate normal distribution is to assume we have n 1-dimensional variates that are independent and identically distributed as normal with zero mean and variance σ 2 i.e x i ∼ N (0, σ 2 ). This can be written equivalently as a multivariate normal distribution X n×1 ∼ N n (0, σ 2 I n ). Now, assume we have n d-dimensional variate that are independent and identically distributed as multivariate normal with zero mean and covariance matrix B i.e x id×1 ∼ (0, B). Because the d-dimensional variates are independent, concatenating them will result in a vector with
The multivariate linear mixed model
Assume we have a biallelic SNP and d quantitative phenotypes. The multivariate linear mixed model that involves fixed effects for the SNP effect and random effects to account for correlation within the jth individual is given by:
Where n is the number of individuals, d is the number of phenotypes, y jk is the k th component of the d-dimensional phenotypes of the j t h individual. X j is the genotype of the j th individual at a particular SNP and β k is its effect size for the k th phenotype, η jk random effects that are correlated within an individual and independent across different individuals [9] .
The matrix-variate mixed model
Model 2 does not correct for population stratification, for that we exploit the matrix normal distribution that takes into account correlations between individuals in addition to correlation between phenotypes.
Here, Y is a d × n phenotypic matrix, X is a k × n matrix of covariates such as age and sex, β is a d × k matrix of the corresponding coefficients. η is a d × n matrix of random effects that is independent of the d × n matrix of errors . The random effect term is used to model any correlation between and within individuals. The n × n relatedness matrix K represents the genetic covariances between individuals and is typically estimated in advance using the genotype data of p SNPs and n individuals. In other words, it is the sample covariance matrix based on the genotype matrix Z (p × n), with rows pre-processed to have zero mean and unit This approach, which we use here, does not attempt to test the significance of individual SNPs which GEMMA does by taking a SNP as a fixed effect, instead it provides Bayesian estimates of the narrow sense heritability using an additive model where the phenotype of each individual is defined by a sum of linear effects.
Simplified model
Using univariate LMM, Lippert and others [20] showed that a spectrally transformed model using a spectral decomposition of the relatedness matrix significantly reduces the computational complexity. Similar approaches were adopted later by [5, 10, and 23] . Following these development, we spectrally decompose the relatedness matrix which allows us to write the matrix-variate mixed model in 4 as a multivariate LMM on the transformed data for each individual independently as follows:
where U is an n × n orthogonal matrix of normalised eigenvectors and R = diag(r 1 , , r n ) is an n by n diagonal matrix filled with the corresponding eigenvalues. Here [A] :j is the j th column of the matrix A. Further, the software JAGS doesn't deal with scaled covariance matrices therefore, we rewrite the model as follows:
Priors
JAGS is a fully Bayesian software, meaning that we need to assign a prior distribution to each parameter. In addition, the multivariate normal distribution in the BUGS language is parameterised in terms of its mean and precision (the inverse of the variance-covariance matrix). Accordingly, we assign the conjugate prior of the precision matrix; that is the Wishart distribution to both Σ −1 and Σ −1 [24] . For the covariates' coefficients we place a diffuse prior in the form of a normal distribution such as a multivariate normal distribution with mean zero and large covariance matrix e.g.Σ = diag(.0001, d).
The Wishart prior W d (V, ν) is characterised by a scalar degrees of freedom ν > d − 1 and a location(scaling) matrix V; that has the same dimension as the underlying covariance
The location matrix, as it is named possesses information about the location of each element of the underlying covariance matrix whereas the degrees of freedom reflect the strength of beliefs in the location values [25] . Therefore, to assign a diffuse (non-informative)
Wishart prior, a few degrees of freedom has to be set such that the Wishart distribution ramains proper. Thus, setting ν = d is a common choice. On the other hand, V is usually chosen as the maximum likelihood estimate or the identity matrix depending on the amount of shrinkage one wants to impose as well as the size of the sample [26] .
In small GWASs with too many parameters to be estimated, the prior can be quite influential. However, although the data we are analysing in this paper is considered to be a small GWAS data (n=1940 and p ∼ 12000) the number of parameters to be estimated is relatively small as only two phenotypes have been selected. Accordingly, the choice of the identity matrix as a scaling matrix to the diffuse Wishart prior is considered very effective [26] .
Nevertheless, to see the effect of different prior specification we use the maximum likelihood estimates from GEMMA as a scaling matrix in addition to the identity matrix.
To illustrate our approach, we present the hierarchical model depicted in figure 1 . It has a total of four layers; the observed data is located in the first layer and contains phenotype and genotype information, plus a known relatedness matrix. The second layer contains the covariates' coefficients β as well as the random effect parameters η. The third layer comprises the hyper-parameters; Σ and Σ which are assumed to be random matrices with Wishart hyper-priors whereasΣ is assumed to be fixed. Finally, the fourth layer contains the hyperprior parameters, namely the degrees of freedom and the scaling matrix which are both fixed and equal to the number of phenotypes d and the identity matrix, respectively. 
with matrix normal prior on the effect sizes:
where the I p (p × p) and Σ β (d × d) represent the effect size covariances between and within
SNPs. This means we are assuming that effect sizes are correlated within SNPs and independent across SNPs with unity variance. Exploiting the multivariate normal equivalence of matrix normal distribution, model 7 can be rewritten as:
Similarly the prior on the effect sizes:
which is itself equivalent to
Recall the multivariate normal equivalence of our model without the fixed effect term:
It is clear that our model is equivalent to the matrix normal regression with matrix normal prior on the effect sizes when the relatedness matrix is estimated using the available SNPs i.e
Application
Here we analyse a mouse data from the heterogeneous stock mice data [21] . It is a small GWAS data set with 2 phenotypes: the percentage of cluster of differentiation (CD8+) of the cells with no measurements in 27% of the individuals and the mean corpuscular haemoglobin (MCH) with no measurements in 18% of the individuals. The phenotypes were already corrected for sex, age, body weight, season and year effects by the original study. Also the data has been quantile normalised to a standard normal distribution. On the other hand, we have a total of 12,226 autosomal SNPs, with missing genotypes replaced by the mean genotype of that SNP.
JAGS implementation
We use the rjags package to fit the model described in section 2.4. It provides an interface from R to the JAGS library and uses Markov Chain Monte Carlo (MCMC) to generate a sequence of dependent samples from the posterior distribution of the parameters to be estimated.
In order to monitor convergence we run several chains for a number of cycles (burn-in) so that the model will reach a stable state. In other words, the chains should converge to the target distribution, namely the joint posterior distribution of the model's parameters. For convergence diagnostics and samples' summary we use the package coda [28] which is designed for analysing MCMC output.
Using the prior distributions and the input values given in figure 1 , we run 35000 iterations of three chains, with the first 10,000 discarded. Then we sub-sample every 5th value of the parameter to be estimated, giving from each chain a sample size of 5000 from the posterior distribution. Rjags and coda outputs for the both Σ and Σ are shown below. Table 1 shows the Bayesian estimates (posterior means), standard deviation, naive standard error which ignores autocorrelation of the chain, times series SE which takes that correlation into account and finally the credible intervals for both Σ and Σ . On the other hand, figures 2, 3 are given to heuristically shows that the number of iterations used was sufficient to produce acceptable convergence, as all the chains appear to be overlapping one another. 
Heritability estimation
In our model, the narrow sense heritability is defined as the ratio of the diagonal entries of Σ to the sum of the diagonal entries of Σ and Σ . Therefore the heritability of phenotype i is: Table 2 shows estimates of the narrow sense heritability as well as their standard error using three different approaches :(1) Bayesian multivariate analysis using Jags, (2) Classical multivariate analysis using GEMMA. (3) Classical univariate analysis using GEMMA. To see the effect of imputation on heritability, each of the above approaches were taken first after dropping individuals with missing phenotypes which results in 1197 individuals being analysed. Second after an imputation step using the best linear unbiased predicator described in the next section.
From table 2, we can see that there is ∼ 25−30% increase in the explained heritability when phenotypes were jointly modelled. In fact based on their standard error, the joint modelling provides more accurate estimates of the heritability over the univariate modelling. On the other hand, there is ∼ 2.5% increase in heritability using Bayesian estimates as opposed to the maximum likelihood estimates. Overall, we see that imputing phenotypes first provides higher estimates of heritability. Here the reported standard errors are the ones that take the chain's correlation into account using estimates of the spectral density at zero [28] ; which is usually greater than the naive standard error. It is worth noting that after imputation, heritability of both phenotypes were almost the same, however when individuals with missing phenotype were dropped, heritability of CD8+ is greater than heritability of MCH, which could be due to the fact that the percentage of the missing values in CD8+ is higher. Table 2 : Heritability estimates and their standard error. h 1 and h 2 are narrow sense heritability estimates of the percentage of CD8+ cells and the mean corpuscular haemoglobin (MCH), respectively. Here, Bayesian mv-JAGS uses Bayesian estimates of the matrix-variate mixed model's parameters obtained from JAGS. mv-GEMMA uses maximum likelihood estimates of the Matrix-variate mixed models parameters obtained from GEMMA. Univ-GEMMA uses maximum likelihood estimates based on a univariate LMM.
Baysian mv-JAGS mv-GEMMA univ-GEMMA 
Prediction as model checking

Best linear unbiased predictor
Here we use cross validation to see how well our model predicts the phenotype. For this we partition the data into complementary subsets (Y 1 , Y 2 ); training and validating sets. We assess any conflict between the observed data in the validating set and their predictive values from the training set using the root mean square error matrix
as well as the sample correlation.
Using the equivalence between the matrix normal and multivariate normal, equation 4 can be rewritten as:
we partition the mean vector and covariance matrix to perform cross validation as follows: 
As in heritability estimation, we want to see what effect imputation has on prediction accuracy. Accordingly, the cross validation is performed (1) after an imputation step for the missing phenotypes using GEMMA (2) after simply dropping individual with missing phenotypes. In each scenario three approaches are used to predict; (1) GEMMA which will deal with this as an imputation step using BLUP with maximum likelihood estimates. (2) BLUP with Bayesian estimates using the identity matrix as a hyper-prior parameter for Σ and Σ (3) Also BLUP but with a hyper-prior parameter equal to the inverse of the mle's from GEMMA. The last approach is taken to see the effect of prior specification on prediction accuracy. Table 3 shows that the performances of BLUP based on maximum likelihood estimates and bayesian estimates using different prior specification are very similar with average correlations (RMSE) 0.56 (0.79) and 0.67 (0.69) before and after imputation, respectively. This means that the imputation step increased the average prediction accuracy. 
Effect size distribution
It is known that phenotype prediction depends on the distribution of the effect sizes. Here we examine the prior distribution of the effect sizes in an attempt to explain the lack of prediction accuracy (based on RMSE). Recall that our model assumes that effect sizes are independent across SNPs and all have unity variance (see section 3) which is not necessarily the case. If we modify the model replacing I p by σ 2 β I p ; in other words we are assuming that SNPs are homogeneous in the sense that their effect sizes have the same variance σ 2 β = 1, then
which is equivalent to equation 12 with a rescaled relatedness matrix K → σ 2 β K. It appears that a much smaller value of σ 2 β such as 0.003 reflects the prior knowledge that most of the SNPs are null better than σ 2 β = 1, see figure 5 .
(a) Smoothed histogram of the effect sizes reported using GEMMA.
(b) prior distribution of the ffect sizes based on our model. For this we generated a matrix from the Wishart distribution with identity scaling matrix and two degrees of freedom. 
Discussion
In this study we showed that the joint modelling of the phenotypes; CD8+ and MCH using a matrix-variate mixed model that takes into account both genetic correlation between phenotypes as well as between individuals, provides 25-30% increase in the explained heritability.
In fact, based on the standard error, heritability estimates using our model were more effi-cient as opposed to the univariate modelling where heritability of each phenotype is estimated separately. In addition, we showed that in the mouse data which has a high percentage of missing values (27% and 18% for CD8 and MCH), an initial imputation step increased the average prediction accuracy.
At the beginning of this study it was not clear to us wether some SNPs can be taken as covariates (fixed effect) in addition to the relatedness matrix until we showed that when the relatedness matrix is estimated using K = Z t Z/p from the genome-wide SNPs, the matrixvariate mixed model is in fact a multi-snp model with a matrix normal prior on the effect sizes. Because this matrix normal appears to have an identity matrix for the between effect sizes covariances, we viewed this as a generalisation of the known Bayesian interpretation of ridge regression where effect sizes are assumed to be iid normal.
We provided a simplified form of the matrix-variate mixed model which allows fitting it using many "off-the-shelf" Bayesian software. One of the conclusions drawn is that the rjags package performs excellently among various competitors. This is very encouraging as it saves the user having to write their own MCMC code. However, it should be noted that although JAGS perform perfectly for heritability estimation and prediction, alternative software might be needed for a genome-wide association scan, as JAGS will be intrinsically slow, due to the number of iterations required by MCMC in order for the chain to converge.
In both heritability estimation and prediction, we observed similar results using either maximum likelihood estimates from GEMMA or Bayesian estimate from our hierarchical model. This means that our Bayesian estimates can seamlessly be used in place of the traditional maximum likelihood estimates from GEMMA. The usefulness of this conclusion accentuates when heritability estimation is the interest using high-dimensional phenotypes where the maximum likelihood method fails due to lack of information (small sample size) to efficiently estimate the models parameters or due to the positive definiteness constraint on the covariance matrices which is numerically problematic regardless of the available amount of information. Our Wishart hyper-prior will eliminate these concerns.
Although high-dimensional phenotypes is an appealing domain of application for the hierarchical model we proposed, the choice of the Wishart scaling matrix can be quite critical. This is because of the restriction on the Wishart distribution to be proper; that is the df be > d − 1. Clearly, the severity of this restriction increases significantly with d (number of phenotypes), as it forces the Wishart to remain somewhat informative rather than very diffuse. Currently, we are exploring different prior specifications using gene expression data from the TwinsUK cohort. Specifically, Hierarchical Wishart that has an unknown diagonal scaling matrix of the form V = aI with unknown degrees of freedom ν. To estimate a and ν
we choose to add an extra level of variability by placing a flat prior on a and similarly on ν, remembering to set its value to be always greater than d-1, so that the Wishart distribution remains proper. The use of this prior form is equivalent to the use of the rescaled relatedness matrix described previously.
Regarding prediction, as we mentioned in section 4.4, our model assumes equal effect size variances which can be inadequate for large, heterogeneous regions. Expanding the model to account for different classes of SNPs with distinct effect size variances can improve prediction [29] .
