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Abstrakt
Tato pra´ce ma´ za c´ıl definovat pojem frakta´l, vysveˇtlit pojem komprese obrazu a popsat
metodu frakta´ln´ı komprese obrazu, kterou pote´ prakticky naprogramovat pro pouzˇit´ı na
rea´lny´ch obrazovy´ch datech.
Abstract
The aim of this bachelor’s thesis is to define fractal, explain an image compression me-
thods and describe fractal image compression. Then make an application of fractal image
compression in a form of computer program, which can be used for real digital images.
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U´VOD
Prˇi pra´ci s digita´ln´ımi daty je jedn´ım z mnoha krite´ri´ı velikost teˇchto dat. Prˇeva´zˇneˇ v ob-
lasti pra´ce s digita´ln´ım obrazem se k tomuto va´zˇe i krite´rium kvality (nebo prˇesnosti repro-
dukce p˚uvodn´ıho obrazu). T´ımto se zaby´vaj´ı metody obrazove´ komprese, ktere´ zmensˇuj´ı
velikost digita´ln´ıch obrazovy´ch dat na za´kladeˇ r˚uzny´ch matematicky´ch princip˚u.
Tato bakala´rˇska´ pra´ce pojedna´va´ o frakta´ln´ı kompresi obrazu, cozˇ je ztra´tova´ me-
toda komprese digita´ln´ıho obrazu zalozˇena´ na vlastnostech frakta´ln´ı geometrie. Du˚lezˇitou
soucˇa´st´ı te´to pra´ce je program, ktery´ prakticky demonstruje vyuzˇit´ı frakta´ln´ı komprese
na rea´lny´ch digita´ln´ıch obrazech. Samotna´ pra´ce je rozdeˇlena do sˇesti kapitol.
Prvn´ı kapitola se zameˇrˇuje na za´kladn´ı rozdeˇlen´ı digita´ln´ıch obraz˚u a reprezentaci
barev v teˇchto obrazech. Druha´ kapitola pak pojedna´va´ o kompresi digita´ln´ıch dat.
Ve trˇet´ı kapitole jsou uvedeny matematicke´ definice potrˇebne´ pro zaveden´ı pojmu
frakta´l, a da´le matematicke´ za´klady pro frakta´ln´ı kompresi. Veˇty a definice uvedene´ v
te´to kapitole byly cˇerpa´ny z [1], [2], [4] a [5]. Cˇtvrta´ kapitola shrnuje za´kladn´ı vlastnosti
frakta´l˚u a jejich rozdeˇlen´ı.
Pa´ta´ kapitola se veˇnuje prˇesne´mu popisu algoritmu frakta´ln´ı komprese a dekomprese,
kde vyuzˇijeme poznatk˚u uvedeny´ch v prˇedesˇly´ch kapitola´ch. Na tuto kapitolu navazuje
kapitola sˇesta´, ve ktere´ je popsa´n program demonstruj´ıc´ı vyuzˇit´ı frakta´ln´ı komprese a
dekomprese. Vy´sledky prˇi pouzˇit´ı tohoto programu na r˚uzne´ digita´ln´ı obrazy se nacha´z´ı
v prˇ´ıloze na konci bakala´rˇske´ pra´ce.
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1 DIGITA´LNI´ OBRAZ
Digita´ln´ı obraz je reprezentace lidske´ho zrakove´ho vjemu pomoc´ı konecˇne´ mnozˇiny di-
gita´ln´ıch hodnot. Da´le v textu je digita´ln´ı obraz zkracova´n pouze na obraz.
1.1 Za´kladn´ı rozdeˇlen´ı
Podle zp˚usobu reprezentace dat v obraze rozliˇsujeme obraz rastrovy´ a vektorovy´ .
Rastrovy´ obraz
Obraz je popsa´n pomoc´ı konecˇne´ho pocˇtu obrazovy´ch bod˚u (element˚u), ktere´ jsou rozmı´steˇny
v pravidelne´ pravou´hle´ mrˇ´ızˇce. Kazˇdy´ obrazovy´ bod ma´ jednoznacˇneˇ urcˇenou polohu a
barvu. Barva bodu je urcˇena pomoc´ı neˇktere´ho barevne´ho modelu (viz. 1.2.1). Rastrovy´
obraz modelujeme matematicky pomoc´ı tzv. obrazove´ matice typu m × n, typ te´to ma-
tice nazy´va´me rozliˇsen´ım obrazu. Kvalita obrazu je da´na rozliˇsen´ım, barevnou hloubkou
a prˇ´ıpadnou degradac´ı ztra´tovou kompres´ı (viz. 2.2).
Vy´hody:
• snadne´ porˇ´ızen´ı obrazu - dnes mu˚zˇeme rastrovy´ obraz snadno porˇ´ıdit digita´ln´ım
fotoapara´tem, skenerem, atd.
Nevy´hody:
• zmeˇna velikosti - prˇi zmeˇneˇ velikosti docha´z´ı ke zhorsˇen´ı kvality, nebot’ prˇi zveˇtsˇen´ı se
mus´ı neˇktere´ body dopocˇ´ıtat. Naopak prˇi zmensˇova´n´ı se neˇktere´ hodnoty pr˚umeˇruj´ı
• pameˇt’ove´ na´roky - jestlizˇe mus´ıme uchova´vat informace o kazˇde´m bodu obrazu, je
celkova´ velikost nekomprimovane´ho obrazu prˇ´ımo u´meˇrna´ pocˇtu obrazovy´ch bod˚u.
Pokud tedy chceme uchovat obraz s velmi vysoky´m rozliˇsen´ım, mu˚zˇe dosahovat azˇ
stovek megabajt˚u. Toto je d˚uvod, procˇ se zaby´va´me kompres´ı, viz. 2.
Vektorovy´ obraz
Obraz je slozˇen ze za´kladn´ıch geometricky´ch u´tvar˚u jako jsou body, prˇ´ımky, krˇivky a
mnohou´heln´ıky. Kazˇdy´ objekt je tedy popsa´n pouze rovnic´ı, ktera´ urcˇuje jeho tvar, a po-
lohou. Da´le ma´ kazˇdy´ objekt prˇiˇrazenu urcˇitou barvu.
Vy´hody:
• zmeˇna velikosti - obraz je mozˇno zveˇtsˇovat cˇi zmensˇovat beze ztra´ty kvality
• pameˇt’ove´ na´roky - zde uchova´va´me pouze informace popisuj´ıc´ı dany´ geometricky´
objekt, jeho umı´steˇn´ı a informaci o barveˇ. Datovy´ soubor je veˇtsˇinou podstatneˇ
mensˇ´ı nezˇ kvalitn´ı rastrovy´ obraz.
Nevy´hody:
• omezene´ pouzˇit´ı - vhodny´ prˇeva´zˇneˇ pro tzv. vektorovou grafiku (grafiku skla´daj´ıc´ı
se prˇeva´zˇneˇ ze za´kladn´ıch geometricky´ch u´tvar˚u).
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1.2 Reprezentace barev
Barevny´ vjem vznika´ podra´zˇdeˇn´ım specializovany´ch buneˇk (tzv. cˇ´ıpk˚u) lidske´ho oka elek-
tromagneticky´m vlneˇn´ım s frekvenc´ı rˇa´doveˇ 108 MHz. Kazˇde´ frekvenci v te´to oblasti
odpov´ıda´ urcˇita´ barva. Jejich rozsah je od cˇervene´ barvy (4, 3× 108 MHz) azˇ po fialovou
(7, 5× 108 MHz). V ra´mci tohoto tzv. viditelne´ho spektra je cˇloveˇk schopen rozliˇsit v´ıce
jak 4 × 105 barev a jejich odst´ın˚u. Podle frekvence sveˇtelne´ho zdroje sveˇtlo rozliˇsujeme
na:
• achromaticke´ - obsahuje vsˇechny barvy
• monochromaticke´ - obsahuje pouze jednu barvu.
Sveˇtlo
Samotne´ sveˇtlo je charakterizova´no neˇkolika vlastnostmi:
• barva - za´kladn´ı atribut sveˇtla, za´vis´ı na frekvenci
• jas - odpov´ıda´ intenziteˇ sveˇtla
• sytost barvy - uda´va´ jej´ı cˇistotu, 100% sytost prˇedstavuje barvu bez prˇ´ımeˇsi cˇerne´
a b´ıle´
• sveˇtlost - je velikost achromaticke´ slozˇky ve sveˇtle s urcˇitou dominantn´ı frekvenc´ı.
1.2.1 Barevne´ modely
Du˚lezˇity´m faktorem je, jak dosa´hnout pozˇadovane´ barvy. Existuj´ı totizˇ urcˇite´ barvy
(za´kladn´ı barvy), jejichzˇ mı´cha´n´ım jsme schopni dosa´hnout te´meˇrˇ jake´koli barvy.
U barev digita´ln´ıho obrazu je tedy d˚ulezˇite´ urcˇit za´kladn´ı mnozˇinu barev a da´le zp˚usob,
jak je kombinovat. Rozliˇsujeme dva za´kladn´ı zp˚usoby kombinace (mı´cha´n´ı) barev:
• aditivn´ı mı´cha´n´ı barev - jednotlive´ slozˇky barev se scˇ´ıtaj´ı a vytva´rˇ´ı sveˇtlo veˇtsˇ´ı
intenzity. Smı´cha´n´ım vsˇech slozˇek dohromady dosta´va´me b´ılou barvu. Typicky´ je
model RGB
• subtraktivn´ı mı´cha´n´ı - prˇida´vana´ barva pohlcuje cˇa´st p˚uvodn´ıho spektra. Smı´cha´n´ım
vsˇech slozˇek dohromady dosta´va´me cˇernou barvu. Typicky´ je model CMY(K).
Na za´kladeˇ tohoto rozdeˇlen´ı mu˚zˇeme mluvit o barevny´ch modelech. Tyto jsou charakte-
rizova´ny mnozˇinou za´kladn´ıch barev a zp˚usobem jejich mı´cha´n´ı. V dnesˇn´ı dobeˇ existuje
neˇkolik barevny´ch model˚u. Mezi za´kladn´ı patrˇ´ı: RGB, CMY(K), HSB, HSL, a z hlediska
lidske´ho vn´ıma´n´ı barev model YUV .
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Model RGB
U tohoto modelu jsou barvy vytva´rˇeny aditivn´ım zp˚usobem. Za´kladn´ı pouzˇite´ slozˇky
(komponenty) jsou: R-Red (cˇervena´), G-Green (zelena´), B-Blue (modra´). Pro tyto barvy
je prˇ´ıznacˇne´, zˇe lidske´ oko ma´ nejveˇtsˇ´ı citlivost pra´veˇ pro jejich vlnove´ de´lky (630, 530 a
450 nm ). Kazˇda´ barva je uda´na hodnotou jizˇ zmı´neˇny´ch trˇ´ı za´kladn´ıch barev (kompo-
nent). Hodnota mu˚zˇe by´t zada´na v procentech (dekadicky´ zp˚usob), nebo podle pouzˇite´
barevne´ hloubky jako urcˇity´ pocˇet bit˚u vyhrazeny´ch pro barevnou komponentu (pro
8 bit˚u na komponentu je rozsah hodnot 0 – 255 , pro 16 bit˚u na komponentu je rozsah
hodnot 0 – 65535 ).
Model YUV
Tento model se neˇkdy oznacˇuje jako model UWB . Jedna´ se o model respektuj´ıc´ı zp˚usob
vn´ıma´n´ı barvy, nebot’ lidske´ oko ma´ 2 druhy receptor˚u (tzv. tycˇinky a cˇ´ıpky). Tycˇinky
vn´ımaj´ı jas, cˇ´ıpky jsou citlive´ na barvy (prˇesneˇji na rozd´ıl spektra cˇervena´-zelena´ a
modra´-zˇluta´). Podle teˇchto skutecˇnost´ı byl navrzˇen i tento model, ktery´ obsahuje 3 slozˇky:
Y(B)-jas, U a V(W) - dveˇ barevne´ slozˇky. Vztah mezi RGB a YUV je da´n na´sleduj´ıc´ımi
rovnicemi:  RG
B
 =
 1 0 1, 1371 −0, 397 −0, 580
1 2, 034 0
 ∗
 YU
V
 (1.1)
 YU
V
 =
 0, 299 0, 587 0, 144−0, 147 −0, 289 0, 436
0, 615 −0, 515 −0, 100
 ∗
 RG
B
 (1.2)
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2 KOMPRESE
Za´kladn´ım u´kolem komprese (komprimace) je zmensˇen´ı velikosti dat (naprˇ. textu, obra´zku),
ale prˇitom zachovat vsˇechny p˚uvodn´ı informace. Du˚lezˇity´m pozˇadavkem je schopnost re-
konstruovat data do p˚uvodn´ı podoby (nebo alesponˇ jejich veˇtsˇinu). Komprese tedy prob´ıha´
jako transformace z jedne´ reprezentace do jine´, prˇicˇemzˇ za´kladem te´to transformace je od-
straneˇn´ı redundance z dat. Kompresi mu˚zˇeme rozdeˇlovat podle r˚uzny´ch hledisek:
• bezeztra´tova´ - viz. 2.1
• ztra´tova´ - viz. 2.2.
Da´le mu˚zˇeme kompresi deˇlit dle na´rocˇnosti (nejcˇasteˇji cˇasove´) kompresn´ıho a dekom-
presn´ıho procesu:
• symetricka´ - kompresn´ı a dekompresn´ı procesy jsou stejneˇ na´rocˇne´
• asymetricka´ - jeden z proces˚u je mnohem na´rocˇneˇjˇs´ı.
Nakonec mu˚zˇeme kompresi deˇlit podle u´rovneˇ komprese dat:
• fyzicka´ - nebere ohled na informacˇn´ı obsah, komprese prob´ıha´ na u´rovn´ı bit˚u resp.
bajt˚u. Tento druh se cˇasto pouzˇ´ıva´ pra´veˇ prˇi kompresi graficky´ch u´daj˚u
• logicka´ - pouzˇ´ıva´ logicke´ substituce (tj. sekvenci znak˚u nahrazuje jinou, u´sporneˇjˇs´ı
sekvenc´ı). Typicky´m prˇ´ıkladem je pouzˇ´ıva´n´ı zkratek, naprˇ. VUT - vysoke´ ucˇen´ı
technicke´.
2.1 Bezeztra´tova´ komprese
Uzˇ podle na´zvu te´to skupiny nedocha´z´ı k zˇa´dne´ degradaci, cˇi ztra´teˇ obsahu. Prˇi be-
zeztra´tove´ kompresi obraz˚u se vyuzˇ´ıvaj´ı jak bezeztra´tove´ kompresn´ı metody pro kom-
presi negraficky´ch dat, tak i metody vyuzˇ´ıvaj´ıc´ı reprezentace rastrove´ho obrazu jakozˇto
konecˇne´ho pocˇtu bod˚u, rozmı´steˇny´ch v pravidelne´ pravou´hle´ mrˇ´ızˇce.
Komprese pomoc´ı kvadrantove´ho stromu
Kvadrantovy´ strom vznikne rekurzivn´ım deˇlen´ım cˇtvercove´ho obrazu o rozmeˇrech 2n×2n
(kde n je libovolne´ kladne´ cele´ cˇ´ıslo) na homogenn´ı kvadranty. Homogenn´ı oblast´ı pro
prˇ´ıpad komprese rastrove´ho obrazu mysl´ıme oblast, jej´ızˇ vsˇechny body maj´ı stejnou barvu.
RLE (Run Lenght Encoding)
Pokud prˇedpokla´da´me, zˇe je obraz tvorˇen oblastmi stejny´ch barev, mu˚zˇeme jej zako´dovat
jako kombinaci pocˇtu dane´ho znaku (naprˇ. barvy) a samotne´ho znaku.
Prˇ´ıklad 2.1. Meˇjme posloupnost 85 85 85 85 86 86 37 37 37 38 , potom RLE kompres´ı
dostaneme: 04 85 02 86 03 37 01 38
Pokud tuto metodu lehce modifikujeme (prˇi dane´m male´m rozd´ılu povazˇujeme znaky
za shodne´), mu˚zˇeme ji pouzˇ´ıvat jako ztra´tovou metodu komprese.
Prˇ´ıklad 2.2. Meˇjme posloupnost stejnou jako v minule´m prˇ´ıkladu. Potom ztra´tovou RLE
kompres´ı dostaneme: 06 85 04 37
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Huffmanovo ko´dova´n´ı
Tento druh komprese prˇiˇrazuje nejcˇasteˇji se vyskytuj´ıc´ım znak˚um vstupn´ıho souboru ko´d
s nejmensˇ´ım pocˇtem bit˚u. Naopak znaky, ktere´ se vyskytuj´ı velmi zrˇ´ıdka jsou ko´dova´ny
ko´dem s nejdelˇs´ım pocˇtem bit˚u. Komprese tedy prob´ıha´ ve dvou fa´z´ıch. Nejdrˇ´ıve se projde
cely´ vstupn´ı soubor a zjist´ı se cˇetnost jednotlivy´ch znak˚u. V druhe´ fa´zi prob´ıha´ samotne´
ko´dova´n´ı.
2.2 Ztra´tova´ komprese
Metody ztra´tove´ komprese obrazu jsou zalozˇeny na prˇedpokladu, zˇe zanedba´n´ı nepod-
statny´ch detail˚u neovlivn´ı vy´sledny´ dojem z celku. Du˚lezˇity´m krite´riem ale je, ktere´ in-
formace mu˚zˇeme zanedbat. V prˇ´ıpadeˇ komprese obrazu to mu˚zˇe by´t jak informace o
barveˇ, tak informace o tvarech. Protozˇe jsou metody ztra´tove´ komprese obrazu navrzˇeny
specia´lneˇ pro rastrovy´ obraz, dosahuj´ı podstatneˇ vysˇsˇ´ıch komprimacˇn´ıch pomeˇr˚u nezˇ me-
tody bezeztra´tove´, ovsˇem za cenu degradace kvality obrazu.
Transformace DCT
DCT je zvla´sˇtn´ım prˇ´ıpadem diskre´tn´ı Fourierovy transformace (DFT), ktera´ obsahuje
pouze rea´lne´ koeficienty. Na metodeˇ DCT (Discrete Cosine Transformation) je zalozˇena
kompresn´ı metoda JPEG . Obraz je nejdrˇ´ıve prˇeveden z barevne´ho modelu RGB na model
YUV , da´le na´sleduje redukce pocˇtu pixel˚u (naprˇ´ıklad na polovinu, toto je pro lidske´ oko
opticky mozˇne´ pouze po prˇeveden´ı z RGB na YUV , nebot’ tento barevny´ model respektuje
barevne´ vn´ıma´n´ı lidske´ho oka). Na´sledneˇ se obraz rozdeˇl´ı na bloky o velikosti 8×8 pixel˚u,
a pro kazˇdy´ blok se vykona´ DCT . Ta transformuje hodnoty z bloku 8 × 8 do frekvencˇn´ı
oblasti, kde jsou cha´pa´ny jako promeˇnlivy´ signa´l, ktery´ je mozˇno aproximovat soustavou
64 kosinovy´ch funkc´ı s prˇ´ıslusˇny´mi amplitudami. Du˚lezˇite´ viditelne´ informace se ko´duj´ı
do kosinovy´ch funkc´ı n´ızky´ch frekvenc´ı. Pokud funkce o vysˇsˇ´ıch frekvenc´ıch zanedba´me a
nahrad´ıme je nulami, mu˚zˇeme tak dosa´hnout velmi vysoke´ho stupneˇ komprese. Nakonec
jsou vsˇechny informace komprimova´ny bezeztra´tovou metodou Huffmanova ko´dova´n´ı.
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3 MATEMATICKE´ PRINCIPY
Pro definova´n´ı pojmu frakta´l, a pro matematicke´ za´klady frakta´ln´ı komprese jsou d˚ulezˇite´
matematicke´ veˇty a definice uvedene´ v te´to kapitole.
Definice 3.1. Metricky´ prostor je dvojice (M, d), kdeM je mnozˇina, jej´ızˇ prvky nazveme
body x, y, z a d je metrika na M, tj. zobrazen´ı d :M×M → R+0 = 〈0,∞) splnˇuj´ıc´ı trˇi
axiomy:
(M1) ∀x, y ∈M plat´ı d (x, y) = d (y, x) (je symetricka´)
(M2) ∀x, y, z ∈M plat´ı d (x, z) ≤ d (x, y) + d (y, z) (splnˇuje troju´heln´ıkovou nerovnost)
(M3) ∀x, y ∈M plat´ı d (x, y) = 0 pra´veˇ kdyzˇ x = y (rozliˇsuje body).
Definice 3.2. Necht’ (M, d) je metricky´ prostor a T : M → M. Zobrazen´ı T nazveme
kontraktivn´ı pra´veˇ tehdy, kdyzˇ existuje konstanta c < 1 takova´, zˇe:
d (T (x) , T (y)) ≤ c · d (x, y) ∀x, y ∈M.
Definice 3.3. Bud’ {xn} ≡ {x1, x2, x3, ...} posloupnost v metricke´m prostoru (M, d).
Rˇekneme, zˇe
• posloupnost {xn} konverguje k x∗ ∈M pra´veˇ tehdy, kdyzˇ
Pro kazˇde´ ε > 0 existuje n0, zˇe pro kazˇde´ n > n0 plat´ı d (x
∗;xn) < ε
• posloupnost {xn} je cauchyovska´ pra´veˇ tehdy, kdyzˇ
Pro kazˇde´ ε > 0 existuje n0, zˇe pro kazˇde´ n,m > n0 plat´ı d (xm;xn) < ε.
Definice 3.4. Metricky´ prostor (M, d) nazveme u´plny´m pra´veˇ tehdy, kdyzˇ kazˇda´ cau-
chyovska´ posloupnost je konvergentn´ı.
Definice 3.5. Nepra´zdnou mnozˇinu P v metricke´m prostoru nazveme kompaktn´ı pra´veˇ
tehdy, kdyzˇ kazˇda´ posloupnost {xn} v P obsahuje podposloupnost {xn′} konverguj´ıc´ı k
neˇjake´mu x∗ ∈ P .
Definice 3.6. Pro metricky´ prostor (M, d) oznacˇme H (M) syste´m vsˇech nepra´zdny´ch
kompaktn´ıch podmnozˇin M. Potom zobrazen´ı dh : H (M) × H (M) → R+0 definovane´
prˇedpisem :
dh (A,B) = max{sup
a∈A
inf
b∈B
d (a, b) , sup
b∈B
inf
a∈A
d (a, b)}
nazveme Hausdorffovou vzda´lenost´ı.
Pozna´mka Hausdorffova vzda´lenost splnˇuje axiomy metriky, tud´ızˇ (H (M) , dh) tvorˇ´ı
metricky´ prostor.
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Definice 3.7. Bod x∗ ∈M se nazy´va´ pevny´m bodem zobrazen´ı T :M→M pra´veˇ tehdy,
kdyzˇ T (x∗) = x∗.
Veˇta 3.8. Banachova veˇta o pevne´m bodu kontraktivn´ıho zobrazen´ı
Bud’ M u´plny´ metricky´ prostor a T :M→M kontraktivn´ı zobrazen´ı. Potom T ma´
pra´veˇ jeden pevny´ bod.
Du˚kaz Viz. [2], str. 36.
Definice 3.9. Pokud je (M, d) u´plny´ metricky´ prostor, potom deterministicky´m ite-
ruj´ıc´ım funkcˇn´ım syte´mem (IFS) nazy´va´me konecˇnou mnozˇinu spojity´ch zobrazen´ı
F = {w1, w2, ..., wn} definovany´ch na M.
Definice 3.10. Pokud vsˇechna zobrazen´ı IFS wi ∈ F jsou kontraktivn´ı, potom se tento
syste´m nazy´va´ hyperbolicky´ deterministicky´ iteruj´ıc´ı funkcˇn´ı syste´m.
Veˇta 3.11. IFS veˇta
Je-li (M, F ) hyperbolicky´ deterministicky´ iteruj´ıc´ı funkcˇn´ı syste´m, potom transfor-
mace W : H (M)→ H (M), pro kterou plat´ı
W (B) =
n⋃
i=1
wi (B)
pro vsˇechna B ∈ H (M) je kontraktivn´ım zobrazen´ım na (H (M) , dh) s konstantou kon-
trakce c = max{c1, ..., cn}. Pak toto zobrazen´ı ma´ jediny´ pevny´ bod A ∈ H (M), ktery´
vyhovuje rovnici
A =W (A)
a je da´n limitou
A = lim
i→∞
W i (B)
pro libovolne´ B ∈ H (M).
Veˇta 3.12. Kola´zˇova´ veˇta
Jestlizˇe pro libovolne´ B ∈ H (M) a ε > 0 je dh (B,W (B)) ≤ ε a prˇijmeme-li oznacˇen´ı
a tvrzen´ı z prˇedchoz´ı veˇty, pak:
dh (B,A) = dh
(
B, lim
i→∞
W i (B)
)
≤ ε
1− c
Definice 3.13. Bud’ X u´plny´ metricky´ prostor, da´le bud’ Di ⊂ X pro i = 1, ..., n.
PIFS (Partitioned Iterated Function Systems) nazy´va´me mnozˇinu kontraktivn´ıch zobra-
zen´ı wi : Di → X, pro i = 1, ..., n.
Pozna´mka Pro PIFS mu˚zˇeme vyuzˇ´ıt Banachovu veˇtu o pevne´m bodu stejneˇ jako v
prˇ´ıpadeˇ pro IFS. PIFS ma´ potom pra´veˇ jeden pevny´ bod. Viz. [1], str. 48.
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Definice 3.14. Bud’ (M, d) metricky´ prostor s metrikou d. Pr˚umeˇrem mnozˇiny A ⊆M
je cˇ´ıslo
diam A = sup
x;y∈A
d (x, y) .
Definice 3.15. Bud’ (M, d) metricky´ prostor s metrikou d, ε ∈ R+, x0 ∈M. Mnozˇinu
B (x0, ε) = {x ∈M | d (x0, x) < ε}
nazveme ε otevrˇenou koul´ı x0 na M.
Definice 3.16. Bud’ A ⊆M. Bod x0 ∈M nazveme
a) vnitrˇn´ım bodem mnozˇiny A pra´veˇ tehdy, kdyzˇ existuje otevrˇena´ koule B (x0, ε) pro
kterou plat´ı A ∩B (x0, ε) = B (x0, ε)
b) vneˇjˇs´ım bodem mnozˇiny A pra´veˇ tehdy, kdyzˇ existuje otevrˇena´ koule B (x0, ε) pro
kterou plat´ı A ∩B (x0, ε) = ∅
c) hranicˇn´ım bodem mnozˇiny A pra´veˇ tehdy, kdyzˇ existuje otevrˇena´ koule B (x0, ε) pro
kterou plat´ı A ∩B (x0, ε) 6= B (x0, ε) a za´roveˇnˇ A′ ∩B (x0, ε) 6= B (x0, ε).
Mnozˇinu vsˇech hranicˇn´ıch bod˚u mnozˇiny A nazveme hranic´ı mnozˇiny A. Znacˇ´ıme ji δA.
Mnozˇina A¯ = A ∪ δA se nazy´va´ uza´veˇrem mnozˇiny A. Mnozˇinu, jej´ızˇ vsˇechny body
jsou vnitrˇn´ımi body, nazveme otevrˇenou mnozˇinou. Mnozˇinu, jej´ızˇ doplneˇk je mnozˇina
otevrˇena´, nazveme uzavrˇenou mnozˇinou.
Definice 3.17. Mnozˇina A se nazy´va´ souvisla´ pra´veˇ tehdy, kdyzˇ pro kazˇde´ dveˇ jej´ı
nepra´zdne´ podmnozˇiny E,F pro ktere´ plat´ı E ∪ F = A, plat´ı (E ∩ F¯) ∪ (E¯ ∩ F) 6= ∅.
Definice 3.18. Bud’ A ⊆ M, jej´ı pokryt´ı je nanejvy´sˇ spocˇetny´ syste´m C = {Pi}i∈I
otevrˇeny´ch podmnozˇin Pi z M takovy´, zˇe
A ⊆
⋃
C =
⋃
i∈I
Pi.
Definice 3.19. Bud’ C = {Pi}i∈I , C ′ = {Qj}j∈J dveˇ pokryt´ı mnozˇiny A. Pokryt´ı C ′
nazveme zjemneˇn´ım pokryt´ı C pra´veˇ tehdy, kdyzˇ existuje zobrazen´ı p : J → I, kde pro
kazˇde´ j ∈ J plat´ı Qj ⊂ Pi.
Definice 3.20. Topologicka´ dimenze nepra´zdne´ mnozˇiny A je nejmensˇ´ı neza´porne´ cele´
cˇ´ıslom, pro ktere´ plat´ı na´sleduj´ıc´ı vlastnost: kazˇde´ konecˇne´ pokryt´ı mnozˇiny Ama´ konecˇne´
zjemneˇn´ı takove´, zˇe kazˇdy´ prvek a ∈ A je obsazˇen v pr˚uniku nejvy´sˇe m+1 mnozˇin tohoto
zjemneˇn´ı.
Definice 3.21. Pokryt´ı C = {Pi}i∈I mnozˇiny A se nazy´va´ δ pokryt´ım pra´veˇ tehdy, kdyzˇ
pro kazˇde´ i ∈ I, diam (Pi) ≤ δ.
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Definice 3.22. Nepra´zdny´ syste´m S = {Si}i∈I podmnozˇiny mnozˇiny M se nazy´va´ σ
algebrou pra´veˇ tehdy, kdyzˇ
a) Si ∈ S ⇒M − Si ∈ S
b) {Sj}j∈J ⊆ S ⇒
⋃
j∈J
Sj ∈ S kde J je spocˇetna´ mnozˇina.
Definice 3.23. Necht’ S je σ algebrou a µ∗ : S → R ∪ {∞} zobrazen´ı, pro ktere´ plat´ı
a) ∀A ∈ S : µ∗ (A) ≥ 0
b) µ∗ (∅) = 0
c) jestlizˇe {Si}i∈I ⊂ S jsou vza´jemneˇ disjunktn´ı, I je spocˇetna´ mnozˇina, pak
µ∗
(⋃
i∈I
Si
)
≤∑
i∈I
µ∗ (Si).
µ∗ se nazy´va´ vneˇjˇs´ı mı´rou na σ algebrˇe S. Pokud v c) vzˇdy plat´ı rovnost, pak vneˇjˇs´ı mı´ra
µ∗ se nazy´va´ mı´rou a znacˇ´ıme ji µ.
Definice 3.24. Necht’ A,B jsou podmnozˇiny te´hozˇ metricke´ho prostoru (M, d). Potom
cˇ´ıslo
dist (A,B) = inf
x∈A,y∈B
d (x, y)
se nazy´va´ vzda´lenost´ı mnozˇin A a B. Vneˇjˇs´ı mı´ra µ∗ naM se nazy´va´ vneˇjˇs´ı mı´rou metriky
pra´veˇ tehdy, kdyzˇ pro kazˇde´ dveˇ podmnozˇiny A,B ⊆M splnˇuj´ıc´ı dist (A,B) > 0 plat´ı
µ∗ (A ∪B) = µ∗ (A) + µ∗ (B) .
Definice 3.25. Bud’ µ∗ vneˇjˇs´ı mı´rou na S. Mnozˇina A ∈ S se nazy´va´ µ∗ meˇrˇitelnou pra´veˇ
tehdy, kdyzˇ pro kazˇdou mnozˇinu T ∈ S plat´ı
µ∗ (T ) = µ∗ (T ∩ A) + µ∗ (T − A) .
Tvrzen´ı 3.26. Bud’ (M, d) metricky´ prostor a A ⊂M jeho libovolna´ podmnozˇina; {Ui}
je δ pokryt´ım A, s > 0. Potom zobrazen´ı Hsδ : P (M)→ R pro ktere´ plat´ı
Hsδ (A) = inf{Ui}
∞∑
i=1
(diam Ui)
s
je vneˇjˇs´ı mı´rou na M.
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Tvrzen´ı 3.27. Bud’ Hsδ : P (M)→ R vneˇjˇs´ı mı´rou z prˇedesˇle´ho tvrzen´ı. Potom zobrazen´ı
Hs : P (M)→ R pro ktere´ plat´ı
Hs (A) = lim
δ→0+
Hsδ (A) = lim
δ→0+
inf
{Ui}j
∞∑
i=1
(diam Ui)
s
je vneˇjˇs´ı mı´rou na M. Jej´ı zu´zˇen´ı na σ algebru vsˇech Hs meˇrˇitelny´ch mnozˇin je mı´rou.
Definice 3.28. Mı´ra Hs z prˇedesˇle´ho tvrzen´ı se nazy´va´ Hausdorffova mı´ra. Hausdorffovou
dimenz´ı mnozˇiny A se nazy´va´ cˇ´ıslo
D (A) = sup (S) , kde S = {s ∈ R ∪ {∞} | Hs (A) =∞}.
Pro pra´zdnou mnozˇinu definujeme D (∅) = 0.
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4 FRAKTA´L
Toto oznacˇen´ı pouzˇil poprve´ matematik Benoˆıt Mandelbrot v roce 1975 pro vsˇeobecne´
oznacˇen´ı objekt˚u, jejichzˇ tvar je neza´visly´ na velikosti meˇrˇ´ıtka. Frakta´l mu˚zˇeme zjed-
nodusˇeneˇ charakterizovat jako geometricky´ objekt s na´sleduj´ıc´ımi vlastnostmi:
• je sobeˇpodobny´ (nebo sobeˇprˇ´ıbuzny´) - viz. 4.2.1
• ma´ slozˇitou strukturu generovanou pomoc´ı jednoduchy´ch pravidel.
4.1 Zaveden´ı pojmu frakta´l
Definice 4.1. Frakta´l je mnozˇina, jej´ızˇ Hausdorffova dimenze je ostrˇe veˇtsˇ´ı nezˇ dimenze
topologicka´.
4.2 Vlastnosti
4.2.1 Sobeˇpodobnost
Sobeˇpodobnost je jedna ze za´kladn´ıch vlastnost´ı frakta´l˚u. Tato vlastnost se prˇesneˇji
nazy´va´ invariance v˚ucˇi kontraktivn´ım zobrazen´ım, neboli kdyzˇ sledujeme sebemensˇ´ı detail
objektu, vid´ıme sta´le se opakuj´ıc´ı struktury.
Definice 4.2. Sobeˇpodobna´ mnozˇina A z n-dimenziona´ln´ıho euklidovske´ho prostoru je ta-
kova´ mnozˇina, pro kterou existuje konecˇneˇ mnoho kontraktivn´ıch zobrazen´ı w1, w2, . . . , wm
takovy´ch, zˇe
A =
m⋃
i=1
wi (A) (4.1)
prˇicˇemzˇ pro libovolna´ i 6= j obsahuje pr˚unik
wi (A) ∩ wj (A) (4.2)
jen konecˇny´ pocˇet prvk˚u, nebo je pra´zdny´. Na potencˇn´ı mnozˇineˇ mnozˇiny Rn potom
zobrazen´ı wi, i = 1, ...,m definuj´ı tzv. Hutchinson˚uv opera´tor:
W (X) =
m⋃
i=1
wi (X) , X ⊆ Rn (4.3)
Podle rovnice 4.1 je sobeˇpodobna´ mnozˇina A pevny´m bodem prˇ´ıslusˇne´ho Hutchinsonova
opera´toru. K jeho konstrukci se pouzˇ´ıvaj´ı nejr˚uzneˇjˇs´ı iteracˇn´ı metody, tj. k dosazˇen´ı to-
hoto pevne´ho bodu by bylo trˇeba nekonecˇneˇ mnoha iterac´ı. V prakticky´ch konstrukc´ıch
je samozrˇejmeˇ trˇeba se omezit na jejich konecˇny´ pocˇet.
Rovneˇzˇ v prˇ´ırodeˇ si mu˚zˇeme vsˇimnout u´tvar˚u, ktere´ maj´ı analogicke´ vlastnosti (mraky,
hory, lesy,...). Tyto objekty byly vytvorˇeny pouze konecˇny´m pocˇtem iterac´ı. V tomto
prˇ´ıpadeˇ mluv´ıme o sobeˇprˇ´ıbuznosti .
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4.2.2 Atraktor
Definice 4.3. Atraktor je mnozˇina stav˚u syste´mu v cˇase t→∞.
Atraktory hraj´ı d˚ulezˇitou roli u IFS a dynamicky´ch syste´mu˚ (viz. 4.3.2 a 4.3.3). Atraktory
mu˚zˇeme rozdeˇlit do neˇkolika za´kladn´ıch trˇ´ıd:
• mnozˇina pevny´ch bod˚u - syste´m se v nekonecˇne´m cˇase dostane do stabiln´ıho stavu,
ktery´ je mozˇno prˇedem vypocˇ´ıtat
• mnozˇina periodicky´ch bod˚u - syste´m se v nekonecˇne´m cˇase dostane do fa´ze, kdy
osciluje mezi neˇkolika stavy
• atraktor je chaoticky´ - vy´sledny´ stav nelze prˇedem prˇedpoveˇdeˇt
• atraktor je
”
podivny´“ - mu˚zˇe vzniknout, pokud je syste´m popsa´n minima´lneˇ trˇemi
navza´jem souvisej´ıc´ımi diferencia´ln´ımi rovnicemi. Je veˇtsˇinou velmi komplikovany´,
mu˚zˇe vykazovat vlastnosti pravidelne´ho i chaoticke´ho atraktoru soucˇasneˇ.
4.3 Typy frakta´l˚u
Frakta´ly mu˚zˇeme rozdeˇlit do 4 za´kladn´ıch skupin:
4.3.1 L-syste´my
Neˇkdy te´zˇ nazy´va´ny Lindenmayerovy syste´my, jsou skupinou frakta´l˚u definovany´ch po-
moc´ı prˇepisovac´ıch gramatik. Za´kladn´ı mysˇlenkou L-syste´mu˚ je prˇepisova´n´ı rˇeteˇzc˚u podle
urcˇity´ch pravidel. Rˇeteˇzce se pak interpretuj´ı naprˇ. jako prˇ´ıkazy pro vykreslova´n´ı ob-
raz˚u. Pomoc´ı L-syste´mu je mozˇne´ generovat frakta´ly prˇipomı´naj´ıc´ı rostliny, stromy cˇi jine´
prˇ´ırodn´ı u´tvary.
Obr. 1: Rostlina vygenerovana´ pomoc´ı L-syste´mu.
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4.3.2 Syste´m iterovany´ch funkc´ı IFS
Tyto frakta´ly se konstruuj´ı iterativneˇ pomoc´ı afinn´ıch transformac´ı (jedna´ se o transfor-
mace zachova´vaj´ıc´ı rovnobeˇzˇnost). Afinn´ı transformaci v rovineˇ mu˚zˇeme zapsat na´sledovneˇ:
w
(
x
y
)
=
(
a b
c d
)
∗
(
x
y
)
+
(
e
f
)
,
kde e je posunut´ı ve smeˇru osy x, a f posunut´ı ve smeˇru osy y.
Pokud tedy ma´me konecˇny´ pocˇet kontraktivn´ıch afinn´ıch transformac´ı, tyto tvorˇ´ı podle
4.3 Hutchinson˚uv opera´tor. Tud´ızˇ prˇi splneˇn´ı podmı´nek v 4.3 je za´kladn´ı objekt v kazˇde´
iteraci transformova´n jedn´ım nebo neˇkolika zobrazen´ımi a vznikaj´ı tak nove´ podmnozˇiny.
Tyto podmnozˇiny jsou rekurzivneˇ vyuzˇity pro vy´pocˇet dalˇs´ı iterace.
Mezi nejzna´meˇjˇs´ı IFS patrˇ´ı Sierpinske´ho troju´heln´ık . Za´kladn´ım objektem je obvykle
rovnoramenny´ troju´heln´ık. Tento se nejdrˇ´ıve zmensˇ´ı na polovinu a na´sledneˇ 3-kra´t zkop´ıruje.
Kazˇdy´ takto zmensˇeny´ troju´heln´ık rozmı´st´ıme tak, aby se dveˇma vrcholy doty´kal ostatn´ıch
dvou troju´heln´ık˚u. Cely´ postup rekurzivneˇ opakujeme pro kazˇdy´ zmensˇeny´ troju´heln´ık.
Meˇjme tedy rovnostranny´ troju´heln´ık s jednotkovou de´lkou strany a s vrcholy v bodech
[0, 0] , [1, 0] ,
[
0.5,
√
3
2
]
. Potom transformace pro vytvorˇen´ı Sierpinske´ho troju´heln´ıku jsou
na´sleduj´ıc´ı:
w1
(
x
y
)
=
(
0.5 0
0 0.5
)
∗
(
x
y
)
+
(
0
0
)
w2
(
x
y
)
=
(
0.5 0
0 0.5
)
∗
(
x
y
)
+
(
0.5
0
)
w3
(
x
y
)
=
(
0.5 0
0 0.5
)
∗
(
x
y
)
+
(
0.25√
3
4
)
Obr. 2: Sche´ma konstrukce Sierpinske´ho troju´heln´ıku.
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4.3.3 Dynamicke´ syste´my s frakta´ln´ı strukturou
Tento typ frakta´l˚u ma´ v technicke´ praxi nejˇsirsˇ´ı vyuzˇit´ı. Dynamicky´ syste´m je totizˇ ma-
tematicky´ model, jehozˇ stav je za´visly´ na neˇjake´ neza´visle´ velicˇineˇ, veˇtsˇinou to by´va´ cˇas.
Tyto syste´my jsou vsˇeobecneˇ velmi citlive´ na pocˇa´tecˇn´ı podmı´nky. Jizˇ mala´ zmeˇna v
pocˇa´tecˇn´ıch podmı´nka´ch mu˚zˇe ve´st ke zcela odliˇsne´mu chova´n´ı syste´mu v budoucnosti.
Prˇ´ıpad, kdy se dynamicky´ syste´m po urcˇite´m cˇase neusta´l´ı v zˇa´dne´m pevne´m stavu, ale
ani nediverguje, se nazy´va´ deterministicky´ chaos.
Typicky´m prˇ´ıkladem dynamicke´ho syste´mu s frakta´ln´ı dynamikou je vy´pocˇet po-
pulacˇn´ıho r˚ustu, ktery´ ma´ tu zaj´ımavou vlastnost, zˇe volbou jedine´ho parametru lze urcˇit,
zda bude syste´m usta´leny´, osciluj´ıc´ı, nebo chaoticky´. Dynamicke´ syste´my s frakta´ln´ı struk-
turou existuj´ı i v komplexn´ı rovineˇ. Z teˇchto syste´mu˚ jsou v pocˇ´ıtacˇove´ grafice asi nejv´ıce
zna´me´ Juliovy mnozˇiny a Mandelbrotova mnozˇina.
Obr. 3: Mandelbrotova mnozˇina. Obr. 4: Detail Mandelbrotovy mnozˇiny.
4.3.4 Na´hodne´ frakta´ly
Naprˇ´ıklad prˇi konstrukci IFS nebo L-syste´mu jde o deterministicky´ postup (vy´sledek je
pro dane´ pocˇa´tecˇn´ı podmı´nky vzˇdy stejny´) a vy´sledne´ frakta´ly jsou tedy vzˇdy stejne´.
Toto se na´m ovsˇem naprˇ´ıklad nehod´ı pro generova´n´ı prˇ´ırodn´ıch u´tvar˚u. Na´hodne´ frakta´ly
tedy mu˚zˇeme naprˇ´ıklad generovat simulac´ı Brownova pohybu nebo metodou prˇesouva´n´ı
strˇedn´ıho bodu. Prˇ´ıpadneˇ upravit algoritmus pro generova´n´ı L-syste´mu˚ a vne´st do neˇj
na´hodu. Takto mu˚zˇeme modelovat rea´lneˇ vypadaj´ıc´ı rostliny cˇi pohorˇ´ı.
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5 FRAKTA´LNI´ KOMPRESE OBRAZU
S mysˇlenkou vyuzˇit´ı vlastnost´ı frakta´ln´ı geometrie pro kompresi obrazu prˇiˇsli jako prvn´ı
v roce 1988 M. Barnsley a A. Sloan. Okamzˇiteˇ zazˇa´dali o patent na kompresi obrazu
pomoc´ı iteruj´ıc´ıch funkcˇn´ıch syste´mu˚. S prvn´ım funkcˇn´ım algoritmem prˇiˇsel roku 1989
A. Jacquin.
Celou metodu mu˚zˇeme zjednodusˇeneˇ popsat jako ztra´tovou kompresn´ı metodu rastrove´
grafiky zalozˇenou na hleda´n´ı sobeˇprˇ´ıbuzny´ch cˇa´st´ı obrazu. I kdyzˇ tedy pouzˇ´ıva´me na´zev
frakta´ln´ı metoda, nejedna´ se o frakta´ly v prave´m slova smyslu, ale o vyuzˇit´ı jejich vlast-
nosti sobeˇpodobnosti (v tomto prˇ´ıpadeˇ aplikovane´ na sobeˇprˇ´ıbuzne´ cˇa´sti).
5.1 Vyuzˇit´ı kola´zˇove´ veˇty
Teoreticky´m za´kladem pro frakta´ln´ı kompresi jsou IFS (3.11), PIFS (3.13) a kola´zˇova´
veˇta (3.12). Prvn´ı veˇta na´m zarucˇuje existenci frakta´ln´ıch struktur jakozˇto pevny´ch bod˚u
prˇ´ıslusˇny´ch Hutchinsonovy´ch opera´tor˚u. Kola´zˇovou veˇtu mu˚zˇeme podle [5] interpretovat
na´sledovneˇ: Pokud vhodneˇ pokryjeme mnozˇinu I obrazy sebe sama, ktere´ dostaneme pomoc´ı
transformac´ı PIFS, potom atraktor tohoto PIFS vhodneˇ aproximuje I.
Hleda´me tedy dvojice r˚uzneˇ veliky´ch prˇ´ıbuzny´ch cˇa´st´ı obrazu. Obraz rozdeˇl´ıme podle
libovolne´ho pravidla na neprˇekry´vaj´ıc´ı se oblasti (Range), ktere´ pokryj´ı cely´ obraz. Pro
tyto oblasti hleda´me vhodne´ veˇtsˇ´ı dome´ny (Domains), ktere´ po aplikaci prˇ´ıslusˇne´ trans-
formace dostatecˇneˇ prˇesneˇ aproximuj´ı prˇ´ıslusˇnou oblast.
Vy´stupem algoritmu komprese budou pouze informace, ktere´ jednoznacˇneˇ urcˇ´ı oblasti,
a k nim prˇ´ıslusˇne´ dome´ny a transformace.
R
D
w
J
J
J
J] -

Obr. 5: Princip frakta´ln´ı komprese. Obr. 6: Sobeˇprˇ´ıbuzne´ cˇa´sti rea´lne´ho obrazu.
Cha´pejme obraz pro kompresi jako mnozˇinu I. Potom metodu frakta´ln´ı komprese mu˚zˇeme
popsat pomoc´ı Hutchinsonova opera´toru:
W (I) =
n⋃
i=1
wi (I) . (5.1)
V praxi vsˇak nejsme schopni urcˇit zcela prˇesneˇ vsˇechny koeficienty transformac´ı, ani
zarucˇit, zˇe v obraze existuje pro kazˇdou oblast prˇesneˇ odpov´ıdaj´ıc´ı dome´na. Proto je
tato metoda ztra´tova´, cozˇ mu˚zˇeme vyja´drˇit na´sledovneˇ:
I ≈ W (I ′) =
n⋃
i=1
wi (I
′) . (5.2)
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5.2 Algoritmus komprese
Pro zjednodusˇen´ı popiˇsme algoritmus pouze pro grayscale obraz. Zde je kazˇdy´ obrazovy´
bod reprezentova´n jednou z 256 u´rovn´ı sˇede´. Samotny´ algoritmus komprese mu˚zˇeme
rozdeˇlit na neˇkolik samostatny´ch cˇa´st´ı.
5.2.1 Vy´pocˇet koeficient˚u
Hledejme transformaci mezi dome´nou (zmensˇene´ na velikost oblasti, oznacˇme D) a oblast´ı
(oznacˇme R) v na´sleduj´ıc´ım tvaru:
Ri = si ·Di + oi, (5.3)
kde Ri je i-ta´ oblast, Di dome´na prˇ´ıslusˇ´ıc´ı Ri, oi parametr pro transformaci jasu, a si je
parametr pro transformaci kontrastu. Aby byla tato transformace kontraktivn´ı, hleda´me
s takove´, zˇe s < 1. Rozd´ıly jasu a kontrastu mezi R a D interpretujeme jako chybu
kontrakce, ktera´ je da´na RMS metrikou:
Ei =
n∑
j=1
(si · aj + oi − bj)2 , (5.4)
kde Ei je chyba kontrakce Ri a Di, aj prvky dome´ny, bj prvky oblasti, si a oi jsou prˇ´ıslusˇne´
parametry.
Chyba Ei bude tedy krite´riem prˇi urcˇova´n´ı vhodne´ dome´ny pro kazˇdou oblast. Mini-
malizace Ei znamena´ vyrˇesˇit tzv. norma´ln´ı soustavu rovnic
∂E
∂s
= 0 a
∂E
∂o
= 0. (5.5)
Rˇesˇen´ım soustavy jsou parametry:
s =
n ·
n∑
i=1
ai · bi −
n∑
i=1
ai ·
n∑
i=1
bi
n ·
n∑
i=1
a2i −
(
n∑
i=1
ai
)2 , (5.6)
o =
(
n∑
i=1
bi − s ·
n∑
i=1
ai
)
n
. (5.7)
V prˇ´ıpadeˇ, zˇe
n ·
n∑
i=1
a2i −
(
n∑
i=1
ai
)2
= 0, (5.8)
polozˇme
o =
n∑
i=1
bi
n
a za´rovenˇ s = 0. (5.9)
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Potom pro vy´pocˇet chyby plat´ı vztah:
E =
√√√√√
(
n∑
i=1
b2i + s ·
(
s ·
n∑
i=1
a2i − 2 ·
n∑
i=1
ai · bi + 2 · o ·
n∑
i=1
ai
)
+ o ·
(
o · n− 2 ·
n∑
i=1
bi
))
n
.
(5.10)
5.2.2 Deˇlen´ı na oblasti
Velikost oblast´ı urcˇuje kvalitu i kompresn´ı pomeˇr komprimovane´ho obrazu. Pro kazˇdou
oblast totizˇ ukla´da´me informace o prˇ´ıslusˇne´ transformaci. Proto se snazˇ´ıme, aby veli-
kost oblast´ı byla co nejveˇtsˇ´ı. Naopak v rea´lny´ch obrazech se ma´lokdy vyskytuj´ı velike´
sobeˇprˇ´ıbuzne´ cˇa´sti. Toto na´m tedy naopak velikost oblast´ı omezuje.
Zpravidla deˇl´ıme obraz kv˚uli jednoduchosti na pravou´hle´ oblasti, nejcˇasteˇji na cˇtverce.
Jednou z mozˇnost´ı je pouzˇit´ı stejneˇ veliky´ch oblast´ı. Vy´hodou je, zˇe prˇesneˇ urcˇ´ıme kom-
presn´ı pomeˇr. Nevy´hodou je vsˇak n´ızka´ kvalita, nebot’ sobeˇprˇ´ıbuzne´ cˇa´sti obrazu nemaj´ı
vzˇdy stejnou velikost. Tento proble´m mu˚zˇeme vyrˇesˇit pomoc´ı rekurzivn´ıho kvadrantove´ho
stromu.
Rekurzivn´ı kvadrantovy´ strom
Jedna´ se o obdobny´ princip, jako u komprese kvadrantovy´m stromem. Obraz rekurzivneˇ
deˇl´ıme na cˇtvercove´ kvadranty. Postupujeme do te´ doby, dokud pro dany´ kvadrant nena-
lezneme odpov´ıdaj´ıc´ı dome´nu. Vy´hodou je tedy veˇtsˇ´ı kvalita, nevy´hodou deˇlˇs´ı kompresn´ı
cˇas a prˇedem nezna´my´ kompresn´ı pomeˇr.
Obr. 7: Sche´ma deˇlen´ı pomoc´ı rekur-
zivn´ıho kvadrantove´ho stromu.
Obr. 8: Deˇlen´ı pomoc´ı rekurzivn´ıho kvadran-
tove´ho stromu u rea´lne´ho obrazu.
5.2.3 Hleda´n´ı vhodne´ dome´ny
Za´kladn´ı, ale z hlediska vy´pocˇtove´ na´rocˇnosti nevhodny´ zp˚usob je tzv. metoda teˇzˇke´ hrube´
s´ıly . Pro danou oblast vypocˇ´ıta´me chybu Ei u kazˇde´ mozˇne´ dome´ny, pote´ vybereme
dome´nu s nejmensˇ´ı Ei.
Dalˇs´ı, ale take´ vy´pocˇtoveˇ na´rocˇnou metodou je tzv. metoda hrube´ s´ıly . Nejdrˇ´ıve si
zvol´ıme urcˇitou odchylku ε. Pote´ pocˇ´ıta´me jako u metody tezˇke´ hrube´ s´ıly. Vy´pocˇet ale
ukoncˇ´ıme, pokud nalezneme dome´nu s chybou Ei ≤ ε.
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Mnohem vy´hodneˇjˇs´ı jsou ale metody, ktere´ kombinuj´ı metodu hrube´ s´ıly s vhodny´m
pravidlem vy´beˇru dome´n pro vy´pocˇet. Tyto budou bl´ızˇe popsa´ny v 6.1.2.
5.3 Algoritmus dekomprese
Oproti kompresi je dekomprese pomeˇrneˇ velmi rychlou operac´ı. Prˇi dostatecˇneˇ vysoke´m
pocˇtu opakova´n´ı z´ıskany´ch kontraktivn´ıch transformac´ı aplikovany´ch na p˚uvodneˇ libo-
volny´ obraz vhodny´ch rozmeˇr˚u dostaneme atraktor, ktery´ je aproximac´ı p˚uvodn´ıho ob-
razu.
V prvn´ı fa´zi zvol´ıme pocˇa´tecˇn´ı obraz. Mu˚zˇe by´t jaky´koli, obecneˇ se pouzˇ´ıva´ jednoba-
revny´ sˇedy´ obraz. Da´le kazˇdou oblast obrazu nahrad´ıme prˇ´ıslusˇnou dome´nou, na kterou
aplikujeme prˇ´ıslusˇne´ transformace (dome´nu zmensˇ´ıme a kazˇdy´ bod prˇepocˇ´ıta´me podle
vzorce 5.3). Toto opakujeme, dokud v obraze nenasta´vaj´ı jizˇ zˇa´dne´ zmeˇny. Prakticky
stacˇ´ı 7 azˇ 10 iterac´ı.
Mu˚zˇeme si tedy vsˇimnout, zˇe proces dekomprese je mnohem me´neˇ vy´pocˇetneˇ na´rocˇny´.
Proto je tato kompresn´ı metoda silneˇ asymetricka´.
Obr. 9: Dekomprimovany´ obraz po 1, 2, 3, 5, 7 a 10 iterac´ıch.
5.3.1 Barevne´ obrazy
Stejny´ princip se vyuzˇ´ıva´ i pro barevne´ obrazy. Zde se vsˇak popsany´ algoritmus aplikuje
zvla´sˇt’ pro kazˇdou barevnou slozˇku obrazu. Prˇi dekompresi se vy´sledny´ obraz slozˇ´ı ze vsˇech
barevny´ch slozˇek. V [1] autor doporucˇuje mı´sto modelu RGB pouzˇ´ıt jizˇ zmı´neˇny´ model
YUV, nebot’ respektuje lidske´ vn´ıma´n´ı barev.
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5.3.2 Frakta´ln´ı zveˇtsˇova´n´ı
Dı´ky sobeˇpodobnosti (invarianci vzhledem k meˇrˇ´ıtku) frakta´l˚u by tedy rozmeˇry dekom-
primovane´ho obrazu meˇly by´t neza´visle´ na p˚uvodn´ıch rozmeˇrech beze ztra´ty kvality
prˇi zveˇtsˇova´n´ı. Prakticky ale detaily z´ıskane´ velky´m frakta´ln´ım zveˇtsˇen´ım neodpov´ıdaj´ı
rea´lny´m detail˚um. Jedna´ se o tzv. frakta´ln´ı artefakty . Mu˚zˇeme je ovsˇem celkem u´speˇsˇneˇ
vyhladit pomoc´ı r˚uzny´ch postprocessingovy´ch metod .
Obr. 10: Osmina´sobne´ frakta´ln´ı
zveˇtsˇen´ı.
Obr. 11: Osmina´sobne´ zveˇtsˇen´ı po-
moc´ı kubicke´ interpolace.
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6 PROGRAMOVA´ IMPLEMENTACE
Soucˇa´st´ı te´to bakala´rˇske´ pra´ce je program, ktery´ prakticky vyuzˇ´ıva´ vy´sˇe uvedene´ poznatky
frakta´ln´ı komprese. Program je napsa´n v programovac´ım jazyce Free Pascal . Dı´ky FPC
(Free Pascal Compiler) lze prˇelozˇit pro r˚uzne´ operacˇn´ı syste´my.
Program pracuje pouze s rastrovy´mi obrazy ve forma´tu *.bmp. Pro uchova´n´ı kompri-
movany´ch dat pouzˇ´ıva´ typovy´ bina´rn´ı soubor *.dat . Vstupn´ı rastrovy´ obraz mus´ı by´t ve
velikosti 2n × 2n px, n ∈ N. Jako barevny´ model je pouzˇit RGB . Pokud je vstupn´ı obraz
pouze v odst´ınech sˇedi, avsˇak ulozˇeny´ v RGB , program automaticky komprimuje pouze
jednu barevnou slozˇku.
6.1 Algoritmus komprese
Program pracuje na principu algoritmu popsane´ho v prˇedesˇle´ kapitole. Du˚lezˇity´m vstupn´ım
parametrem je cˇ´ıslo ε (viz. 5.2.3). Pokud je toto cˇ´ıslo veˇtsˇ´ı nezˇ 0, algoritmus pouzˇ´ıva´ me-
todu hrube´ s´ıly . Pokud je ε = 0, potom algoritmus pouzˇije metodu teˇzˇke´ hrube´ s´ıly .
6.1.1 Deˇlen´ı na oblasti
Pro deˇlen´ı je pouzˇit algoritmus kvadrantove´ho stromu (viz. 5.2.2). Vstupn´ımi parametry
jsou minima´ln´ı a maxima´ln´ı pocˇet iterac´ı.
6.1.2 Hleda´n´ı vhodne´ dome´ny
Klasifikace dome´novy´ch blok˚u
Je d˚ulezˇite´ naj´ıt vhodne´ dome´ny pro co nejveˇtsˇ´ı oblasti. Proto autor v [1] zava´d´ı tzv.
klasifikaci dome´novy´ch blok˚u. Podle te´to klasifikace se urcˇ´ı, ktere´ cˇa´sti obrazu pouzˇ´ıt
pro hleda´n´ı vhodny´ch dome´n. T´ımto se da´ usˇetrˇit mnoho vy´pocˇetn´ıho cˇasu. Cˇtvercove´
dome´nove´ bloky jsou umı´steˇny tak, zˇe levy´ horn´ı roh kazˇde´ dome´ny je umı´steˇn na mrˇ´ızˇce
definovane´ parametrem l (lattice), ktery´ urcˇuje roztecˇ mrˇ´ızˇky pro jednotlive´ skupiny
dome´n:
D1 - mrˇ´ızˇka ma´ pevnou roztecˇ, ktera´ je rovna l
D2 - mrˇ´ızˇka ma´ pevnou roztecˇ, ktera´ je rovna velikosti dome´ny deˇlene´ l
D3 - mrˇ´ızˇka ma´ pevnou roztecˇ, ktera´ je rovna l deˇlene´ velikost´ı dome´ny.
Vstupn´ımi parametry jsou typ mrˇ´ızˇky a parametr l .
Transformace dome´n
Pro kvalitneˇjˇs´ı vyhleda´va´n´ı vhodny´ch dome´n program po zmensˇen´ı dome´ny na velikost
dane´ho bloku na tuto dome´nu aplikuje osm r˚uzny´ch transformac´ı. Dana´ oblast a dome´na
jsou tedy porovna´va´ny za pouzˇit´ı teˇchto transformac´ı:
• identita
• osova´ soumeˇrnost s horizonta´ln´ı osou
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• osova´ soumeˇrnost s vertika´ln´ı osou
• osova´ soumeˇrnost s hlavn´ı u´hloprˇ´ıcˇkou dome´ny
• osova´ soumeˇrnost s vedlejˇs´ı u´hloprˇ´ıcˇkou dome´ny
• otocˇen´ı o 90◦
• otocˇen´ı o 180◦
• otocˇen´ı o 270◦.
6.1.3 Protokol pr˚ubeˇhu komprese
Pro vy´stup pr˚ubeˇhu komprese slouzˇ´ı textovy´ soubor *.log . Zde se detailneˇ vypisuj´ı infor-
mace o pr˚ubeˇhu a stavu kompresn´ıho algoritmu.
6.2 Algoritmus dekomprese
Jako vy´choz´ı obraz slouzˇ´ı homogenn´ı cˇerny´ obraz prˇ´ıslusˇne´ velikosti. Na tento se iterativneˇ
aplikuj´ı transformace ulozˇene´ v prˇ´ıslusˇne´m datove´m souboru. Vstupn´ım parametrem je
pocˇet iterac´ı.
Frakta´ln´ı zveˇtsˇova´n´ı
Pro urcˇen´ı faktoru zveˇtsˇen´ı slouzˇ´ı celocˇ´ıselny´ parametr δ ≥ 1. Pokud je zada´no δ = 1,
nedojde ke zveˇtsˇen´ı. Vy´stup po frakta´ln´ım zveˇtsˇen´ı je bez jaky´chkoli postprocessingovy´ch
u´prav .
Obr. 12: Programova´ implementace frakta´ln´ı komprese a dekomprese.
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ZA´VEˇR
C´ılem me´ pra´ce bylo definovat pojem frakta´l, vysveˇtlit pojem komprese obrazu a popsat
metodu frakta´ln´ı komprese obrazu, kterou pote´ prakticky naprogramovat. Acˇkoli je pro-
blematika frakta´l˚u a komprese obrazu velmi obsa´hla´, snazˇil jsem se z d˚uvodu rozsahu
te´to pra´ce vybrat pouze nejd˚ulezˇiteˇjˇs´ı informace a pojmy, ktere´ byly potrˇebne´ pro popis
metody frakta´ln´ı komprese.
Samotna´ metoda frakta´ln´ı komprese obrazu je jedn´ım z mnoha prakticky´ch vyuzˇit´ı
frakta´ln´ı geometrie v praxi. Jej´ı velkou nevy´hodou je ale vy´pocˇetn´ı na´rocˇnost. Tato
nevy´hoda by se dala eliminovat naprˇ´ıklad inteligentn´ım syste´mem vyhleda´va´n´ı vhodny´ch
dome´n, nebot’ pra´veˇ tato cˇa´st algoritmu je nejna´rocˇneˇjˇs´ı.
Program prˇilozˇeny´ k te´to pra´ci jsem naprogramoval v programovac´ım jazyce Free Pas-
cal , a d´ıky Free Pascal Compiler je tento program mozˇno kompilovat pro r˚uzne´ operacˇn´ı
syste´my. Tud´ızˇ je tento program multiplatformn´ı. Nav´ıc samotny´ ko´d byl rozdeˇlen do
dvou hlavn´ıch, na sebe neza´visly´ch celk˚u: graficke´ho prostrˇed´ı a vy´pocˇtove´ho ja´dra. Gra-
ficke´ prostrˇed´ı programu je velmi minimalisticke´ a jednoduche´. Vy´pocˇtove´ ja´dro jsem se
snazˇil optimalizovat pro rychlost vy´pocˇt˚u, cozˇ je d˚ulezˇity´m faktorem u metody frakta´ln´ı
komprese. I kdyzˇ je tento program velmi jednoduchy´, a prakticky pouze demonstruje
algoritmus frakta´ln´ı komprese, dosahuje relativneˇ velmi dobry´ch vy´sledk˚u.
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PRˇI´LOHA
Zde jsou uvedeny vy´sledky pra´ce frakta´ln´ı komprese obrazu. Pro kazˇdy´ obraz jsou vypsa´ny
za´kladn´ı informace o p˚uvodn´ım obraze, a na´sledneˇ hodnoty dosazˇene´ frakta´ln´ı kompres´ı.
Protozˇe samotne´ informace v komprimovane´m souboru mu˚zˇeme da´le komprimovat,
byl u kazˇde´ho obrazu komprimovany´ soubor na´sledneˇ komprimova´n do souboru *.tar.bz2.
Vy´sledky dosazˇene´ t´ımto postupem jsou uvedeny v za´vorka´ch.
1 Ship BW
1.1 Origina´ln´ı obraz
• na´zev - ShipBW.bmp
• rozliˇsen´ı - 512× 512 px
• velikost - 768, 1 kB
1.2 Komprimovany´ obraz I
• na´zev - ShipBW.dat
• chyba ε - 4, 0
• minima´ln´ı pocˇet iterac´ı - 5
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 81, 2 kB (49, 4 kB)
• kompresn´ı pomeˇr - 9,5:1 (15,5:1)
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2 Bubbles
2.1 Origina´ln´ı obraz
• na´zev - Bubbles.bmp
• rozliˇsen´ı - 512× 512 px
• velikost - 768, 1 kB
2.2 Komprimovany´ obraz I
• na´zev - Bubbles.dat
• chyba ε - 8, 0
• minima´ln´ı pocˇet iterac´ı - 4
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 62, 1 kB (41, 1 kB)
• kompresn´ı pomeˇr - 12,4:1 (18,7:1)
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3 Squares
3.1 Origina´ln´ı obraz
• na´zev - Squares.bmp
• rozliˇsen´ı - 256× 256 px
• velikost - 192, 1 kB
3.2 Komprimovany´ obraz I
• na´zev - Squares.dat
• chyba ε - 2, 0
• minima´ln´ı pocˇet iterac´ı - 1
• maxima´ln´ı pocˇet iterac´ı - 6
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 816 B (487 B)
• kompresn´ı pomeˇr - 241:1 (404:1)
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4 Fakulta FSI 1
4.1 Origina´ln´ı obraz
• na´zev - Fakulta1O.bmp
• rozliˇsen´ı - 256× 256 px
• velikost - 192, 1 kB
4.2 Komprimovany´ obraz I
• na´zev - Fakulta1.dat
• chyba ε - 2, 0
• minima´ln´ı pocˇet iterac´ı - 1
• maxima´ln´ı pocˇet iterac´ı - 6
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 108, 5 kB (72, 9 kB)
• kompresn´ı pomeˇr - 1,77:1 (2,64:1)
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5 Fakulta FSI 2
5.1 Origina´ln´ı obraz
• na´zev - Fakulta2.bmp
• rozliˇsen´ı - 256× 256 px
• velikost - 192, 1 kB
5.2 Komprimovany´ obraz I
• na´zev - Fakulta2.dat
• chyba ε - 2, 0
• minima´ln´ı pocˇet iterac´ı - 1
• maxima´ln´ı pocˇet iterac´ı - 6
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 154, 2 kB (100, 7 kB)
• kompresn´ı pomeˇr - 1,25:1 (1,9:1)
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6 Logo FSI
6.1 Origina´ln´ı obraz
• na´zev - FSI.bmp
• rozliˇsen´ı - 512× 512 px
• velikost - 768, 1 kB
6.2 Komprimovany´ obraz I
• na´zev - FSI.dat
• chyba ε - 4, 0
• minima´ln´ı pocˇet iterac´ı - 3
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 167, 2 kB (51, 5 kB)
• kompresn´ı pomeˇr - 4,6:1 (14,9:1)
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7 Wood
7.1 Origina´ln´ı obraz
• na´zev - Wood.bmp
• rozliˇsen´ı - 512× 512 px
• velikost - 768, 1 kB
7.2 Komprimovany´ obraz I
• na´zev - Wood.dat
• chyba ε - 4, 0
• minima´ln´ı pocˇet iterac´ı - 5
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 308, 8 kB (191, 1 kB)
• kompresn´ı pomeˇr - 2,5:1 (4:1)
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8 Ship
8.1 Origina´ln´ı obraz
• na´zev - Ship.bmp
• rozliˇsen´ı - 512× 512 px
• velikost - 768, 1 kB
8.2 Komprimovany´ obraz I
• na´zev - Ship1.dat
• chyba ε - 8, 0
• minima´ln´ı pocˇet iterac´ı - 4
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 46, 7 kB (31, 7 kB)
• kompresn´ı pomeˇr - 16,5:1 (24:1)
8.3 Komprimovany´ obraz II
• na´zev - Ship2.dat
• chyba ε - 4, 0
• minima´ln´ı pocˇet iterac´ı - 5
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 189, 8 kB (119, 3 kB)
• kompresn´ı pomeˇr - 4:1 (6,4:1)
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8.4 Komprimovany´ obraz III
• na´zev - Ship3.dat
• chyba ε - 0, 0
• minima´ln´ı pocˇet iterac´ı - 7
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 768 kB (452, 4 kB)
• kompresn´ı pomeˇr - 1:1 (1,7:1)
9 Deep Purple
9.1 Origina´ln´ı obraz
• na´zev - DeepPurple.bmp
• rozliˇsen´ı - 512× 512 px
• velikost - 768, 1 kB
9.2 Komprimovany´ obraz I
• na´zev - DeepPurple1.dat
• chyba ε - 4, 0
• minima´ln´ı pocˇet iterac´ı - 4
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 68, 7 kB (48, 6 kB)
• kompresn´ı pomeˇr - 11,2:1 (15,8:1)
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9.3 Komprimovany´ obraz II
• na´zev - DeepPurple2.dat
• chyba ε - 2, 0
• minima´ln´ı pocˇet iterac´ı - 4
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 117, 7 kB (82, 4 kB)
• kompresn´ı pomeˇr - 6,5:1 (9,3:1)
9.4 Komprimovany´ obraz III
• na´zev - DeepPurple3.dat
• chyba ε - 0, 5
• minima´ln´ı pocˇet iterac´ı - 5
• maxima´ln´ı pocˇet iterac´ı - 7
• skupina dome´n - D3
• roztecˇ l - 4
• velikost - 572, 1 kB (364, 7 kB)
• kompresn´ı pomeˇr - 1,3:1 (2,1:1)
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