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vRésumé
L’objectif de cette thèse est de proposer une méthode d’assimilation des observations des
sondeurs infrarouges hyperspectraux en condition nuageuse dans le modèle global utilisé à
Météo-France (ARPEGE). Ces observations étaient jusqu’à présent rejetées des modèles d’assi-
milation en raison de la nature complexe des nuages et de leurs processus non-linéaires évoluant
dans des échelles spatio-temporelles généralement inférieures à celle du modèle. L’émergence
des techniques variationnelles ainsi que les améliorations réalisées en matière de modélisation
nuageuse et de transfert radiatif ont relancé l’intérêt de la communauté scientifique pour l’as-
similation des radiances nuageuses. Ces dernières représentent en effet une large majorité des
observations des sondeurs hyperspectraux, et particulièrement dans les zones atmosphériques
sensibles.
La méthode d’assimilation des radiances nuageuses développée ici utilise l’information
combinée des schémas de détection du CEPMMT et de caractérisation du CO2-Slicing. Pour
être efficace ce schéma d’assimilation nécessite une bonne concordance des performances de
détection et de caractérisation des nuages pour les deux algorithmes. La première partie de ce
manuscrit a permis de montrer que les deux algorithmes sont capables de détecter de manière
fiable les nuages. La bonne concordance des performances obtenues d’un schéma à l’autre jus-
tifie par ailleurs leur utilisation conjointe dans une optique d’assimilation des radiances nua-
geuses.
Le schéma d’assimilation développé dans cette étude permet d’augmenter le volume to-
tal des observations assimilées de plus de 10% pour AIRS et de plus de 12% pour IASI, les
observations supplémentaires étant majoritairement localisées dans les moyennes et hautes lati-
tudes. La prise en compte de l’effet du nuage dans l’opérateur d’observation conduit par ailleurs
à une simulation d’observations plus cohérente avec les observations réelles. Les expériences
réalisées avec AIRS montrent un impact positif sur les prévisions sans être significatif pour
la température, l’humidité et le vent. L’impact est significativement positif pour le géopoten-
tiel. Les expériences préliminaires réalisées pour le sondeur IASI montrent un impact sur les
prévisions plus mitigé.
La prise en compte des données infrarouges issues des sondeurs hyperspectraux en condi-
tion nuageuse améliore la prévisibilité des évènements intenses pour les 2 cas d’étude traités
dans ce manuscrit de thèse (tempête méditerranéenne du 26 septembre 2006 et tempête sur
la bordure Ouest Atlantique du 24 janvier 2009). L’assimilation opérationnelle de ce type de
données pourrait ainsi permettre, entre autres, une meilleure gestion des risques et ainsi une
prévention des menaces liées à ce type de situations plus efficace.
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Abstract
The main goal of this PhD work is to propose an approach to deal with high-spectral-
resolution infrared sounders in cloudy conditions into the french global model (ARPEGE). Until
now, these observations were rejected by the data assimilation system due to the complex na-
ture of clouds and to their non-linear processes evolving into spatiotemporal scales lower than
those of the model. The emergence of variational techniques as well as improvements achie-
ved in terms of cloud modelisation and radiative transfer revived the interests of the scientific
community for the assimilation of cloudy radiances. Indeed most measurements from high-
spectral-resolution infrared sounders, and in particular, in atmospheric sensitive regions, are
contaminated by clouds.
The approach proposed here to deal with cloudy radiances is based on the combined in-
formation from the cloud detection algorithm developed by the ECMWF and the CO2-Slicing
cloud characterization algorithm. To be efficient, this scheme thus needs a good correspondance
in terms of cloud detection between these two algorithms. The fist part of this study demons-
trates that these two algorithms are able to detect clouds efficiently. The good correspondance
in performances obtained from both algorithms justify their conjoint use to assimilate cloudy
radiances.
The assimilation scheme developped in this PhD work enables to increase the total amount
of assimilated observations by more than 10% for AIRS and by more than 12% for IASI, addi-
tional observations are mainly located at mid to high latitudes. In addition, taking into account
the cloud effect into the observation operator leads to model equivalents more consistent with
true observations. Experiments performed with the AIRS sounder exhibit a positive but not si-
gnificant impact on forecasts for the temperature, the humidity and the wind. The impact is
significantly positive for the geopotential. Preliminary experiments performed with the IASI
sounder exhibit a rather mitigated impact.
Taking into account cloudy radiances from high-spectral-resolution infrared sounders im-
proves the predictability of intense event for both study cases treated in this work (a Mediter-
rean storm occuring on the 26th of september 2006 and an Atlantic storm on the 24th of January
2009). The operational assimilation of this kind of data will certainly enable, among others, a
better risk management and thus a more efficient hazard prevention.
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1Première partie
Introduction

3Cyclogénèse aux latitudes extra-tropicales
L’atmosphère est soumis au rayonnement solaire ainsi qu’à la rotation de la Terre. Ces deux
processus ont pour conséquence de mettre l’atmosphère en mouvement. L’air atmosphérique
est soumis à l’action de deux forces principales dans ses mouvements horizontaux : la force de
Coriolis résultant de la rotation de la Terre et la force due au gradient de pression. La principale
conséquence de la force de Coriolis est que les vents dûs aux différences horizontales de pres-
sion tournent autour des dépressions et anticyclones. Ce vent, dévié par la force de Coriolis, est
nommé vent géostrophique. Le vent réel en est proche, si bien que l’atmosphère parait évoluer
au voisinage d’un équilibre horizontal. C’est aussi le cas sur la verticale, où l’on observe un état
voisin de l’équilibre hydrostatique. Les dépressions constituent ainsi le mode de redistribution
de l’énergie aux latitudes tempérées sous la contrainte de respecter ces deux équilibres. A nos
latitudes, les systèmes dépressionnaires sont caractérisés par des bandes nuageuses de grandes
étendues horizontales, appelées perturbations et rencontrées particulièrement dans l’Atlantique
Nord (vers 50oN). Celles-ci appartiennent à l’échelle dite synoptique. La dimension horizon-
tale de ces perturbations est comprise entre 500 et 2000 km et leur durée de vie entre 2 et 6
jours. Elle se déplacent globalement d’Ouest en Est. Les nuages s’enroulent autour d’un mi-
nimum de pression et constituent alors un vortex. La partie centrale de la perturbation (corps
de la perturbation) est généralement accompagnée de précipitations. L’avant de la perturbation
est généralement constitué de nuages élevés alors que l’arrière est constitué de nuages de types
cumuliformes parfois accompagnés d’averses (ciel de traîne). Ces dépressions peuvent causer
des tempêtes dont les caractéristiques et l’évolution, qui comprend plusieurs phases assez indé-
pendantes, dépendent de leur environnement météorologique de plus grande échelle et de leur
forme. Différents mécanismes cyclogénétiques peuvent ainsi intervenir, les évènements météo-
rologiques associés pouvant être soit d’origine dynamique et engendrer des cyclogénèses dites
baroclines, soit d’origine environnementale et engendrer des systèmes convectifs de mésoé-
chelle et orographiques.
• Les cyclogénèses baroclines : Plusieurs mécanismes peuvent expliquer la formation des
cyclogénèses. Cependant, la plupart de ces évènements se développe par intéraction barocline
entre un tourbillon à la tropopause et un tourbillon de basses couches dans une région barocline
marquée par un gradient de température dans les basses couches associée à un courant jet d’al-
titude. Si l’anomalie de tourbillon d’altitude est décalée vers l’amont du jet par rapport à celle
de basses couches, les deux tourbillons vont interagir par le biais des vitesses verticales asso-
ciées à chaque tourbillon et ainsi se renforcer. Ce mécanisme explique les forts creusements des
dépressions extra-tropicales hivernales (Ayrault and Joly (2000)). En Méditerranée, ces évè-
nements sont principalement liés à la présence de structures cellulaires en haute troposphère
résultant généralement du déferlement, aux abords de l’Europe, d’ondes de Rossby en Atlan-
tique Nord. Ces structures sont marquées par de fortes valeurs de tourbillon potentiel associées
à une circulation d’altitude dynamique. Les phénomènes convectifs engendrés peuvent durer de
quelques heures à quelques jours.
• Les systèmes convectifs de mésoéchelle et orographiques : ces systèmes correspondent à
une imbrication de systèmes convectifs de petite échelle. Ils peuvent stationner plusieurs heures
4au dessus des mêmes régions et déverser des quantités de pluies supérieures aux cumuls an-
nuels moyens de précipitations. La génération de ce type de systèmes est liée d’une part à un
courant de densité d’air froid établi par les courants subsidents, et d’autre part par la généra-
tion de nouvelles cellules par convergence entre le courant de densité et l’advection d’air chaud
et humide en basses couches. Un exemple bien connu dans le Sud-Est de la France (Ardèche,
Gard, Héraut, Lozère principalement) de ce type de système est l’épisode dit Cévenol : dans
ce cas, la génération et le maintien du système convectif est principalement guidé par les re-
liefs bordant la Méditerranée. Ces épisodes se forment exclusivement en automne lorsque les
premières descentes de masses d’air froides d’altitude survolent une mer Méditerranée encore
chaude.
Le temps sensible des moyennes latitudes est ainsi marqué par les successions non régulières
de dépressions et d’anticyclones. Les premières s’accompagnent de conditions météorologiques
perturbées (précipitations, vents) dont l’intensité peut avoir des conséquences dévastatrices. La
prévention de ces risques reste le moyen le plus sûr de se prémunir des menaces liées à de
telles situations. Cependant, cette prévention nécessite une prévision fiable de ces phénomènes
et l’actualité nous rappelle régulièrement que certaines de ces situations extrêmes demeurent
relativement difficiles à prévoir de par la complexité et l’intéractivité des mécanismes physiques
intervenant.
La prévision numérique du temps
La prévision du temps est basée en partie sur des modèles numériques représentant le com-
portement du système atmosphérique à l’aide d’équations mathématiques, issues de la méca-
nique des fluides et de la thermodynamique : c’est la Prévision Numérique du Temps (PNT).
Cette discipline, relativement jeune puisqu’elle s’est développée essentiellement au cours de la
seconde moitié du XXeme siècle, a bénéficié de façon continue des progrès en matière d’outils
de calculs automatiques. La résolution des équations mathématiques nécessite des simplifica-
tions correspondant à un ensemble d’hypothèses sur la nature mais aussi sur le comportement
de l’atmosphère. Ces simplifications sont basées sur l’analyse des ordres de grandeur des divers
termes dans le cas particulier de l’atmosphère terrestre, selon les échelles à décrire. Dans la
pratique, une discrétisation aussi bien spatiale que temporelle des variables en jeu est effectuée
et des algorithmes d’analyse numérique sont mis en oeuvre. Les phénomènes dont l’échelle est
inférieure à la résolution de la discrétisation (dits phénomènes sous-maille) sont décrits par des
paramétrisations. Au rang de ces phénomènes, nous pouvons citer la convection, les effets de
l’orographie, la turbulence ou encore les effets radiatifs.
Encouragée par la croissance exponentielle des ressources informatiques et des capacités
de stockage, la PNT a connu, au cours des trois dernières décennies, des améliorations consi-
dérables par rapport aux années 1950, date à laquelle les premières expériences utilisant des
ordinateurs (Charney et al. (1950)) furent réalisées. La résolution est ainsi devenue beaucoup
plus fine permettant de réduire l’effet des incertitudes dans la paramétrisation des processus
sous-maille et les processus physico-dynamiques sont décrits de manière de plus en plus expli-
5cite et précise.
Selon, Vilhelm Bjerknes (Bjerknes (1904)), la prévision du temps est fondamentalement un
problème déterministe à valeurs initiales au sens mathématique du terme. Deux points fonda-
mentaux gouvernent ainsi la qualité des modèles de PNT :
• une compréhension et une description précises des lois selon lesquelles un état de l’atmo-
sphère se développe à partir de l’état précédent ;
• une connaissance détaillée de l’état de l’atmosphère à un instant donné.
Une description fiable des conditions initiales de l’atmosphère est en effet primordiale car la
nature chaotique de l’atmosphère (et des équations utilisées pour décrire son évolution) interdit
une prévision déterministe au-delà de quelques jours et ce, même si le modèle de PNT est parfait
(ce qui n’est jamais le cas). Cependant, il est actuellement impossible de déterminer, à un instant
donné, l’état réel de l’atmosphère. Les seules informations disponibles à un moment donné sont
les observations météorologiques. Le modèle doit ainsi être continuellement confronté à ces
observations afin de mettre à jour l’état initial de la PNT, appelé analyse. Le but de l’analyse est
de fournir au modèle numérique à l’instant initial une représentation de l’état de l’atmosphère
aussi proche que possible de la réalité.
L’observation, une référence pour la prévision
En météorologie, les observations permettent de fournir un état aussi précis que possible
des variables définissant l’état initial atmosphérique. Ces données observées peuvent être des
mesures in situ ou de télédétection. Cependant, quelle que soit leur nature, les observations
ont une distribution spatio-temporelle très hétérogène et elles ne permettent pas à elles seules
de déterminer avec précision les millions de paramètres caractérisant le modèle. En effet, le
modèle de PNT requiert de l’ordre de 108 valeurs pour décrire tous les champs atmosphériques
à tous les points de grille du modèle, et les observations sont de l’ordre de 106. Pour remédier à
ce manque d’informations et donc définir un état initial du modèle de manière plus précise, la
technique dite de l’assimilation de données a été implémentée dans les modèles de PNT. Cette
technique consiste à combiner les observations et une ébauche, qui est généralement issue d’une
prévision à courte échéance (6 heures à Météo-Fance et 12 heures au CEPMMT1 par exemple).
Les algorithmes d’assimilation de données ont considérablement évolué dans le temps pas-
sant des algorithmes par Interpolation Optimale IO (Gandin (1965)) aux systèmes d’assimila-
tion variationnels tri- et quadri-dimensionnels (Le Dimet and Talagrand (1986) ; Talagrand and
Courtier (1987)). Les techniques variationnelles d’assimilation cherchent à minimiser une fonc-
tion coût permettant de déterminer l’état du modèle qui optimise à la fois la distance à l’ébauche
et aux observations. Des méthodes adjointes ont été développées (afin de calculer le gradient de
la fonction-coût) et la prise en compte de l’aspect temporel devient possible dans la formulation
quadridimensionnelle de l’assimilation variationnelle.
Un autre avantage de l’assimilation variationnelle est de permettre d’assimiler des observa-
tions ayant une relation faiblement non-linéaire avec les variables de contrôle du modèle (para-
1Centre Européen de Prévisions Météorologiques à Moyen Terme
6mètres fournis par le système d’assimilation) ce qui n’était pas le cas avec l’IO. Or, parallèle-
ment aux progrès réalisés en terme de PNT, un nouveau type d’observations météorologiques se
développe à partir des années 1960 : les observations satellitaires. Ce type d’observation, com-
munément appelé par l’anglicisme radiance ou par le terme température de brillance, mesure
le rayonnement émis par la surface de la terre et par l’atmosphère. Comme ces mesures n’ont
pas une relation linéaire avec les variables de contrôle du modèle, une équation non linéaire du
transfert radiatif a été développée pour permettre de passer de l’espace du modèle de PNT à celui
des observations satellitaires. Contrairement aux observations de radiosondages, certes précises
(distribution fine sur la verticale) et utiles pour les systèmes d’assimilation mais très ponctuelles
(géographiquement et temporellement), les observations satellitaires offrent une excellente cou-
verture spatiale et temporelle, notamment au-dessus des océans, zones pauvres en observations
in situ. Cet avantage permet aux observations satellitaires de jouer un rôle prépondérant dans
l’analyse du modèle de PNT. L’utilisation des observations satellitaires a considérablement pro-
gressé ces 15 à 20 dernières années. En effet, les progrès algorithmiques ont permis de passer
de l’assimilation de profils inversés de température et d’humidité (Kelly and Pailleux (1988)) à
l’intégration directe des radiances satellitaires.
D’autre part, le nombre et la qualité des instruments satellitaires n’ont cessé de croître ces
dernières années. Des nouveaux instruments, tels que les sondeurs infrarouges hyperspectraux
AIRS2, IASI3 ou prochainement CrIS4, offrent en effet une meilleure résolution spectrale et un
bruit radiométrique plus faible que les instruments précédents tels que HIRS5. De ce fait, les
observations issues de cette nouvelle génération d’instruments possèdent un contenu en infor-
mation important et fournissent ainsi potentiellement à l’analyse un volume d’observations su-
périeur de 2 ordres de grandeur à celui transmis par les instruments précédents. Malgré ces pro-
grès, ces nouveaux instruments infrarouges sont, jusqu’à présent, très largement sous-exploités,
leur utilisation étant restreinte aux zones non couvertes par les nuages, les canaux contaminés
par les nuages étant détectés puis systématiquement rejetés du système d’assimilation.
L’assimilation des radiances nuageuses, un des enjeux de la
PNT
Le rejet des observations contaminées par les nuages dans les systèmes d’assimilation est
en grande partie justifiée par la nature complexe des nuages. D’une part, ils font intervenir des
processus non-linéaires évoluant dans des échelles spatio-temporelles généralement inférieures
à celles du modèle, ce qui rend la simulation des radiances nuageuses difficile à modéliser dans
les modèles de PNT. D’autre part, l’assimilation directe des radiances nuageuses dans les mo-
dèles de PNT est théoriquement possible en fournissant en entrée du modèle de transfert radiatif
les paramètres nuageux, pouvant être calculés soit à l’intérieur même de l’opérateur d’observa-
2Atmospheric InfraRed Sounder
3Infrared Atmospheric Sounding Interferometer
4Cross-track Infrared Sounder
5High resolution InfraRed Sounding
7tion via un schéma diagnostique ou pronostique des nuages, soit à l’extérieur de l’opérateur
d’observation via un schéma de caractérisation nuageuse. Dans les deux cas, une interrogation
se pose quant à la précision nécessaire de restitution des paramètres nuageux pour améliorer
l’analyse. L’absence de données de vérification objectives et précises pour évaluer les perfor-
mances des divers schémas nuageux rend la validation d’autant plus délicate. Cette validation
est généralement effectuée à l’aide d’imageurs pouvant comporter eux-mêmes des imprécisions
et des faiblesses.
Malgré ces difficultés, l’intérêt de la communauté scientifique pour l’utilisation des ra-
diances nuageuses dans les modèles de PNT n’a cessé de croitre au fil des ans. L’émergence
des techniques variationnelles ainsi que les améliorations récentes réalisées en matière de mo-
délisation nuageuse et de transfert radiatif ont d’ailleurs grandement motivé cet intérêt. De
plus, l’assimilation des radiances claires seules peut potentiellement avoir un impact néfaste sur
l’analyse pour diverses raisons :
• Le manque à gagner en observations : pour la plupart des instruments, environ 90% des
pixels sont totalement ou partiellement contaminés par les nuages (Fourrié and Rabier (2004)
pour IASI) et dans le contexte de l’arrivée de sondeurs avancés contenant plusieurs milliers de
canaux, le rejet de ces pixels contaminés par les nuages conduit à une sous-exploitation de ces
instruments.
• Le rejet systématique des observations contaminées par les nuages a deux inconvénients.
D’une part la modélisation des observations dans l’espace du modèle en ciel clair uniquement
engendre des radiances simulées pouvant ne pas être conformes aux observations réelles dans
certains cas. D’autre part, le rejet des observations affectées par les nuages peut conduire à
une faible description de certaines situations particulières comme les régions humides (e.g. les
régions de basses latitudes) ou les zones sensibles (régions où le développement des erreurs
de prévision est maximal), majoritairement recouvertes par les nuages (McNally and Watts
(2003) ;Fourrié and Rabier (2004)).
Différentes méthodes sont testées par les centres de PNT pour assimiler les radiances conta-
minées par les nuages, le but étant dans un premier temps de définir des critères de sélection des
situations nuageuses plus ou moins faciles à modéliser. Ces critères sont généralement le type
et la hauteur des nuages.
Objectifs et organisation de la thèse
Le travail effectué dans cette thèse comporte trois objectifs principaux :
• Cette étude s’inscrit tout d’abord dans la continuité du travail de thèse de Mohamed Da-
houi visant à explorer différentes méthodes pour assimiler les données satellitaires affectées par
les nuages dans le modèle global de PNT utilisé à Météo-France, le modèle ARPEGE. Le but du
présent travail est donc, dans un premier temps, de poursuivre cette étude préliminaire appliquée
aux données du spectromètre AIRS en adaptant et en perfectionnant la méthode d’assimilation
des radiances AIRS nuageuses jugée la plus prometteuse par Dahoui.
• Dans un second temps, la suite logique de cette première étape est d’adapter la méthode
8d’assimilation des radiances AIRS nuageuses, aux observations issues de l’interféromètre IASI
afin d’assimiler ces radiances IASI nuageuses de manière fructueuse. Notre ambition finale
consiste à assimiler les radiances contaminées par les nuages des sondeurs infrarouges hyper-
spectraux dans un cadre opérationnel.
• Finalement, une fois la mise en place technique achevée, nous nous sommes intéres-
sés plus particulièrement aux intéractions des observations nuageuses avec la caractérisation et
l’évolution des systèmes dépressionnaires intenses aux latitudes extratropicales. Le but de cette
démarche est de déterminer si la prise en compte des données infrarouges en ciel nuageux dans
le système d’assimilation est susceptible d’améliorer les incertitudes liées aux conditions ini-
tiales de ces évènements et ainsi d’en améliorer les prévisions.
Le présent manuscrit s’organise selon trois étapes distinctes :
• Dans une première partie, les théories et concepts nécessaires à la bonne compréhension
de ce travail seront présentés : l’assimilation de données, le sondage de l’atmosphère par les
satellites météorologiques et le cadre nuageux (classification, moyens d’observations, modéli-
sation et utilisation dans un système d’assimilation) seront ainsi successivement développés.
• Dans un seconde partie, nous avons évalué les performances des schémas de détection du
CEPMMT et de caractérisation du CO2-Slicing, ces deux algorithmes intervenant dans notre
stratégie d’assimilation des radiances nuageuses. Dans un premier temps, la phase de validation
est réalisée en utilisant les données AIRS exclusivement et en se référant aux masques nuageux
produits à partir des données de l’imageur MODIS. Dans un second temps, nous avons élaboré
puis testé différents jeux de canaux IASI à appliquer au CO2-Slicing de manière à optimiser la
caractérisation nuageuse par cet algorithme. Pour le spectromètre AIRS, certains canaux utilisés
en 2006 ne présentent plus de bons code-qualités en janvier 2009 et il a été nécessaire de définir
un nouveau jeu de canaux approprié aux calculs des paramètres nuageux.
• Dans une troisième partie, les expériences d’assimilation 4D-Var des radiances contami-
nées par les nuages sont présentées, dans un premier temps pour le spectromètre AIRS, et dans
un second temps pour l’interféromètre IASI. Après avoir précisé le contexte expérimental pour
chacun des sondeurs étudiés, des expériences à 1 observation AIRS nuageuse ont été effectuées
et leurs impacts sur les champs du modèle ont été définis. Les résultats des expériences d’assi-
milation 4D-Var des radiances AIRS et IASI contaminées par les nuages sont présentés par la
suite. L’impact est tout d’abord caractérisé à travers le nombre et la localisation géographique
des observations nuageuses assimilées, puis à travers l’étude des innovations des observations
totales, actives, claires et nuageuses. L’impact et les diagnostics sur les analyses et les prévisions
seront alors discutées. Nous insisterons enuite sur les possibles intéractions entre correction de
biais et détection nuageuse. Finalement, l’influence de l’assimilation des radiances nuageuses
sur les prévisions est spécifiée à travers les études de prévisibilité de deux cas d’études distincts :
Nous avons ainsi analysé dans un premier temps l’influence de l’assimilation des observa-
tions AIRS nuageuses sur la prévisibilité d’un système dépressionnaire fortement précipitant en
Méditerranée : la tempête dite “MEDICANE”, ayant occasionné d’intenses précipitations dans
le sud-est Italien le 26 Septembre 2006. Dans un second temps, l’influence de l’ajout des obser-
vations nuageuses IASI aux autres observations (y compris les radiances AIRS nuageuses) a été
9mesurée à travers l’étude de prévisibilité de la tempête dite “KLAUS” entre le 23 et 25 Janvier
2009, considérée comme la tempête la plus dévastatrice en France depuis les tempêtes de 1999.
Enfin, ce manuscrit de thèse se termine par des conclusions générales suivies de perspec-
tives.
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Deuxième partie
Théories et concepts
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Chapitre 1
Le sondage satellitaire
Sommaire
1.1 Les satellites météorologiques . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1.1 Les satellites géostationnaires . . . . . . . . . . . . . . . . . . . . . 14
1.1.2 Les satellites défilants . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2 Le transfert radiatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2.1 Le rayonnement atmosphérique . . . . . . . . . . . . . . . . . . . . 16
1.2.2 Principes fondamentaux du transfert radiatif . . . . . . . . . . . . . . 17
1.2.2.1 Transmittance . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.2.2 Fonction de poids . . . . . . . . . . . . . . . . . . . . . . 18
1.2.2.3 L’équation du transfert radiatif . . . . . . . . . . . . . . . 19
1.2.3 Les modèles de transfert radiatif . . . . . . . . . . . . . . . . . . . . 19
1.2.3.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.3.2 RTTOV . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.3.3 Utilisation de RTTOV en conditions nuageuses . . . . . . 21
1.3 Les sondeurs infrarouges hyperspectraux . . . . . . . . . . . . . . . . . . 22
1.3.1 L’instrument AIRS . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.3.2 L’instrument IASI . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Introduction
Les satellites météorologiques sont des plates-formes munies d’instruments capables de me-
surer le rayonnement électromagnétique sortant de l’atmosphère. Les observations fournies par
les satellites sont depuis une vingtaine d’années un des ingrédients majeurs des systèmes d’as-
similation de données. En effet, ce type d’observation est le seul à fournir une couverture spa-
tiale globale. Cette propriété est d’autant plus importante au-dessus des océans où les données
conventionnelles (et notamment les radiosondages) sont quasiment inexistantes. D’autre part, la
bascule de l’IO vers les techniques d’assimilation variationnelles a permis, entre autres, de tirer
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profit du potentiel de données satellitaires utiles mais mal exploitées. En effet l’IO ne permet
d’assimiler que les observations ayant une relation linéaire avec les variables de contrôle du mo-
dèle, ce qui n’est pas le cas des observations de radiances satellitaires. Cette relation de linéarité
n’est plus requise (tant que la non-linéarité n’est pas forte) avec l’approche variationnelle ce qui
permet, grâce notamment aux outils de transfert radiatif, d’assimiler directement les données de
radiances satellitaires.
Les outils de transfert radiatif calculent les équivalents des radiances reçues par les sondeurs
à partir des variables atmosphériques, géophysiques et spectroscopiques, en se basant sur les
équations de transfert radiatif. Ces modèles s’attachent à formuler la relation existant entre l’état
de l’atmosphère et le rayonnement électromagnétique atteignant le sondeur. Ce rayonnement est
le fruit de plusieurs processus pouvant se combiner : la lumière solaire incidente d’une part et les
émissions de l’atmosphère et de la surface terrestre d’autre part. Ce rayonnement peut subir les
processus de réflexion, d’absorption et de diffusion par les éléments constituants l’atmosphère.
1.1 Les satellites météorologiques
Deux types de satellites aux orbites distinctes sont utilisés en météorologie : les satellites
géostationnaires et les satellites défilants.
1.1.1 Les satellites géostationnaires
Les satellites géostationnaires tournent autour de la Terre sur une orbite située dans le plan
de l’équateur (figure 1.1), à 35786 km d’altitude. Leur mouvement étant synchronisé avec la
rotation de la Terre autour de l’axe des pôles, ils surplombent toujours la même partie de la
Terre. Le principal instrument utilisé sur ce type de satellite est le radiomètre-imageur commu-
nément appelé imageur. Les satellites géostationnaires offrent un champs de vision constant et
suffisamment large (un quart du globe) pour permettre un bon suivi de la situation météorolo-
gique à l’échelle synoptique. Pour l’instant, 7 pays ou communautés maintiennent une flotte de
satellites géostationnaires : l’Europe dispose ainsi de 4 satellites de la série METEOSAT (dont 2
de première génération, les satellites Météosat-6 et Météosat-7, et 2 de seconde génération, les
satellites Météosat-8 et Météosat-9), les Etats-Unis disposent de 5 satellites de la série GOES,
la Russie dispose d’un satellite (ELECTRO-L), la Chine de 2 satellites (FY-2C et FY-2D), le
Japon d’un satellite (MTSAT-1R), l’Inde dispose d’une flotte de 3 satellites (KALPANA-1,
INSAT-3A, INSAT-3D) et enfin la Corée du Sud dispose elle aussi d’un satellite (COMS-1).
1.1.2 Les satellites défilants
Les satellites défilants appelés aussi satellites à orbite polaire tournent autour de la Terre sur
une orbite quasi circulaire passant près des pôles (figure 1.1), à une altitude comprise entre 600
et 1000 km. Ces satellites mettent environ 90 minutes pour effectuer le tour de la Terre. Pour la
majeure partie d’entre eux, l’orbite est héliosynchrone : le plan de l’orbite suit le déplacement
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FIG. 1.1: Réseau mondial d’observation opérationnelle météorologique par les principaux sa-
tellites (source : www.wmo.int).
apparent du soleil autour de la Terre. Ainsi, les points de la Terre situés sur un même parallèle
sont tous survolés à la même heure solaire. Les principaux instruments utilisés sur ce type de
satellites sont les radiomètres-sondeurs, communément appelés sondeurs, et les imageurs. Les
zones balayées par les instruments embarqués ont une largeur de l’ordre de 2000 km et une
demi-journée est en général nécessaire entre deux passages du satellite sur une même zone.
Pour l’instant 5 pays ou communautés maintiennent des satellites défilants. Voici une liste non
exhaustive des principaux satellites opérationnels utilisés par ces 5 pays ou communautés :
l’Europe dispose de 2 satellites défilants (METOP1 et JASON-2, ce dernier ayant un usage
océanographique et une orbite non-héliosynchrone) ; les Etats-unis disposent de 5 satellites dé-
filants de la série NOAA2, de 6 satellites de la série DMSP3 et des satellite de recherche Aqua et
Terra ; la Russie possède 1 satellite (METEOR-M) ; la Chine dispose de 2 satellites (FY-1D et
FY-3A) et enfin l’Inde dispose d’un satellite défilant (OCEANSAT2, usage océanographique).
1METeorological OPerational satellite
2National Oceanic and Atmospheric Administration
3Defense Meteorological Satellite Program
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1.2 Le transfert radiatif
1.2.1 Le rayonnement atmosphérique
La Terre reçoit en permanence le rayonnement solaire direct (rayonnement en ondes courtes).
Environ 59 % de l’énergie solaire incidente parvient jusqu’à la surface et est soit absorbée par
celle-ci (49 %) soit réflechie vers l’espace (10 %). Le reste de l’énergie (soit l’énergie qui ne
parvient pas à la surface, 41 %) peut être absorbé par l’atmosphère (19 %) ou réflechi par les
hydrométéores, les aérosols ou l’atmosphère (22 %).
Par la suite, l’énergie absorbée par la surface est intégralement ré-émise sous forme d’un
rayonnement infrarouge (rayonnement en ondes longues) : elle se décompose entre le rayon-
nement tellurique émis par la surface et les flux de chaleurs sensibles et latentes. L’énergie
absorbée par les nuages est ré-émise vers l’espace et vient ainsi se cumuler à celle émise par la
surface (dont une grande partie est à nouveau absorbée par les nuages et les divers gaz consti-
tutifs de l’atmosphère). Finalement, 69 % du rayonnement sortant vers l’espace provient des
processus d’absorption et d’émission dûs à la surface et à l’atmosphère et ses constituants ga-
zeux (Kiehl and Trenberth (1997)). Le schéma proposé dans la figure 1.2 résume les principaux
processus décrits ci-dessus.
FIG. 1.2: Bilan énergétique annuel terrestre moyen. Unités en W.m−2 (source :
www.sciences.e-noria.fr, figure adaptée de Kiehl and Trenberth (1997)).
La théorie du corps noir permet d’appréhender le rayonnement atmosphérique de manière
physique. Un corps noir est un corps considéré comme un émetteur parfait dans le sens où
il émet le maximum d’énergie possible dans chaque longueur d’onde. Même si le corps noir
est un modèle potentiellement éloigné des corps réels, il reste une référence intéressante pour
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décrire l’émission dans de nombreux cas. Etablie par Planck en 1901, cette théorie démontre
que, pour un corps noir en équilibre thermodynamique à une température donnée, la distribution
spectrale du rayonnement émis ne dépend que de la température et de la longueur d’onde. La
loi de Planck définit la puissance du signal émis et y associe la brillance spectrale de Planck
Bν[T ] :
Bν[T ] =
2hν3c
exp(hνckT )−1
(1.1)
avec
• T : Température en Kelvin (K) ;
• ν : Fréquence du signal en Hertz (Hz) ;
• h : Constante de Planck (6,6237.10−34J.s) ;
• c : Vitesse de la lumière dans le vide (299 792 458 m.s−1) ;
• k : Constante de Boltzmann (1,381.10−23J.K−1).
D’après cette relation, pour une longueur d’onde donnée, l’intensité du rayonnement d’un
corps noir augmente avec la température.
1.2.2 Principes fondamentaux du transfert radiatif
Avant de définir l’équation du transfert radiatif, introduisons brièvement les concepts de
transmittance et de fonction de poids.
1.2.2.1 Transmittance
La propagation des ondes électromagnétiques dans l’atmosphère est principalement influen-
cée par la présence des composants gazeux de l’atmosphère mais aussi par celle des hydromé-
téores (neige, pluie, gouttelettes et cristaux nuageux) et des aérosols. L’énergie radiative traverse
différentes couches atmosphériques contenant divers gaz qui vont affecter le signal en en absor-
bant une partie. Or, ces composants gazeux constituant l’atmosphère interagissent de manière
différente avec le rayonnement électromagnétique selon les gammes de fréquence.
On appelle transmission (ou transmittance) la fraction de l’énergie incidente qui traverse
l’atmosphère : elle dépend donc de la somme des effets d’absorption de tous ces différents gaz.
En faisant l’hypothèse d’une atmosphère plane, la transmittance associée à un gaz donné, à une
fréquence ν quittant l’atmosphère vers l’espace avec un angle d’incidence θ, peut s’exprimer en
fonction du profil de densité atmosphérique ρ(z), du rapport de mélange de gaz absorbant c(z)
et du coefficient d’absorption kν(z) selon l’équation :
τν(z,θ) = exp
[
−
1
cos θ
Z
∞
z
kν(z)c(z)ρ(z)dz
]
(1.2)
Le sondage atmosphérique à partir des satellites repose sur l’interprétation des mesures
radiométriques dans des intervalles spectraux spécifiques sensibles à certaines caractéristiques
physiques de l’atmosphère. Le choix de plages fréquentielles utiles à chaque instrument dépend
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donc de l’usage auquel il est destiné. Ces plages fréquentielles sont présentées dans la figure
1.3 pour les longueurs d’ondes infrarouges. Ainsi, pour obtenir des informations sur le profil
de température, il est intéressant de choisir des fréquences pour lesquelles l’absorption est due
à des gaz dont la distribution est constante dans l’atmosphère tels le CO2 (régions infrarouges
situées à 15 µm et 4,3 µm par exemple) ou le O2 (régions micro-ondes situées entre 60 GHz et
120 GHz). Pour des mesures d’humidité ou d’ozone, les plages spectrales dans lesquelles ces
gaz sont des absorbants potentiels doivent être choisies (bande spectrale située autour de 6 µm
pour l’humidité et autour de 9,6 µm et 5 µm pour l’ozone). Pour des observations de surface
ou de nuages, l’utilisation de fenêtres atmosphériques (régions dans lesquelles l’absorption du
rayonnement est faible) doit être priviligiée. La transmittance vaut 1 pour ces régions “fenêtre”
du spectre et 0 si le signal est complètement absorbé par les gaz constituant l’atmosphère.
FIG. 1.3: Transmittances atmosphériques associées aux longueurs d’onde in-
frarouges. Image adaptée à partir de New World Encyclopedia
(www.newworldencyclopedia.org/entry/Infrared).
1.2.2.2 Fonction de poids
Pour les couches élevées de l’atmosphère, le rayonnement émis vers l’espace est faible,
en raison de la faible densité moléculaire, même en cas de forte transmittance. A l’inverse,
les basse couches émettent davantage que les couches élevées mais leur signal rayonné doit
traverser une partie plus grande de l’atmosphère pour atteindre l’espace et l’absorption s’en
trouve accrue. La couche d’origine du rayonnement observé depuis l’espace est un compromis
entre ces deux phénomènes antagonistes qui entrent en compétition dans la formulation finale de
la transmittance observée. Afin de déterminer la couche d’origine du rayonnement observé, il est
donc nécessaire de connaître la fonction de poids. Celle-ci est définie pour chaque canal comme
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la dérivée de la transmittance par rapport à l’altitude (Kaplan et al. (1977)). Ces fonctions de
poids présentent des pics de sensibilité à une (ou plusieurs) altitude(s) Zmax correspondant à une
(ou plusieurs) absorption(s) maximale(s) pour des paramètres physiques spécifiques.
Kν(z) =
dτν(z,θ)
dz (1.3)
1.2.2.3 L’équation du transfert radiatif
Le transfert radiatif tend à formuler la relation existant entre l’état de l’atmosphère et la
radiance atteignant le sommet de l’atmosphère. Cette radiance est calculée à partir de la fonction
de Planck, de la transmission et de la fonction de poids pour chacun des gaz traversés. La
radiance monochromatique de fréquence ν quittant l’atmosphère vers l’espace avec un angle
d’incidence θ est obtenue grâce à l’équation du transfert radiatif :
Rν(θ) = εν(θ)Bν[T (z0)]
transmittance︷ ︸︸ ︷
τν(z0,θ) +
Z
∞
z0
f onction de Planck︷ ︸︸ ︷
Bν[T (z)]
f onction poids︷ ︸︸ ︷
dτν(z,θ)
dz +Ψ (1.4)
où z0 désigne l’altitude du sol, εν l’émissivité de surface à la fréquence ν, Bν[T (z)] la fonction
de Planck, τν(z,θ) la transmittance à la fréquence ν entre la couche z et l’espace. Ψ représente
un ensemble de processus complexes comprenant la réflexion des rayonnements solaires et
atmosphériques, l’atténuation par les nuages ou encore la diffusion. Ce terme est ignoré dans la
plupart des cas.
Cependant, les instruments embarqués à bord des satellites polaires ne mesurent pas des
radiances monochromatiques. En effet, à chaque canal correspond une bande de fréquences sur
laquelle il est nécessaire d’intégrer les contributions respectives de chaque fréquence. Chaque
canal est ainsi caractérisé par une fréquence centrale et une fonction de réponse fν définie sur
une bande de fréquence ∆ν dont la largeur dépend de la précision de l’instrument. La radiance
totale R observée depuis l’espace pour un canal donné est donc une intégrale, sur l’intervalle
∆ν, de l’ensemble des radiances monochromatiques :
R =
R
∆ν Rν fνdνR
∆ν fνdν
(1.5)
1.2.3 Les modèles de transfert radiatif
1.2.3.1 Description
L’équation du transfert radiatif exprime le passage de l’état de l’atmosphère aux radiances
reçues par les instruments embarqués à bord des satellites. Or, ce problème, dit “problème
direct” ne répond pas directement aux besoins de la prévision numérique qui souhaite résoudre
le “problème inverse” en caractérisant l’état de l’atmosphère à partir des radiances mesurées par
les satellites. Il a donc été nécessaire de développer des outils pour réaliser des inversions de
profils de température et d’humidité à partir des radiances observées en se basant sur l’équation
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du transfert radiatif. Or, une multitude d’états atmosphériques peuvent conduire aux mêmes
observations. De ce fait, il est nécessaire d’estimer l’état probable de l’atmosphère (à l’aide
d’une prévision à courte échéance dite ébauche) avant de le comparer aux radiances mesurées.
Cette comparaison s’effectue grâce à l’opérateur d’observation qui transforme les variables du
modèle de PNT en simulations d’observations grâce à des interpolations depuis la grille du
modèle vers les points d’observation. L’opérateur d’observation utilise pour cela un modèle de
transfert radiatif (RTM).
Différents RTM sont utilisés par la communauté scientifique, ces modèles se distinguant
dans les hypothèses formulées pour réduire le temps de calcul. Nous pouvons distinguer les
modèles dits “raies par raies” et les modèles dits “rapides”.
Les RTM “raies par raies” tels LOWTRAN4 (Kneizys et al. (1988)), MODTRAN5 (Berk
et al. (1999)) ou STRANSAC (Scott (1974)) représentent le spectre électromagnétique tel
qu’observé par le spectromètre. Le spectre est ainsi discrétisé le plus finement possible et la
transmittance τν est calculée pour chaque raie monochromatique du spectre. Ces modèles sont
les plus précis mais sont très coûteux en temps de calcul et leur utilisation n’est donc pas adap-
tée aux utilisations opérationnelles. Ils sont surtout utiles aux travaux de recherche ainsi qu’à la
validation ou l’apprentissage des modèles “rapides”, mieux adaptés aux contraintes opération-
nelles.
Les RTM “rapides“ évaluent les transmittances par bande spectrale et non par raie mono-
chromatique. Ces modèles considèrent une valeur moyenne de la transmittance pour chaque
bande en faisant l’hypothèse d’une faible variation de celle-ci sur toute la bande. Parmi ces
modèles, nous pouvons citer les modèles CRTM6 (Han et al. (2006), 4A 7 (Scott and Chédin
(1981) ; Tournier et al. (1995)) ou HITRAN8 (Rothman et al. (1986)). L’un des modèles “rapi-
des” les plus utilisés dans la communauté de PNT, et entre autre à Météo-France, est le modèle
RTTOV9 (Saunders et al. (2002)).
1.2.3.2 RTTOV
Le RTM RTTOV a été initialement développé et maintenu par le SAF10 pour la prévision
numérique du consortium d’EUMETSAT11 pour les instruments TOVS 12. Il permet un calcul
rapide du transfert radiatif pour de nombreux instruments satellitaires dans le spectre infrarouge
et micro-onde.
Pour le domaine infrarouge, la couverture spectrale est comprise entre 3 et 20 µm. A Météo-
France, RTTOV est majoritairement basé sur le modèle “raies par raies” GENLN2 (à l’excep-
tion du sondeur HIRS sur Metop, basé sur le modèle KCARTA). Pour le domaine micro-onde,
4LOW resolution TRANsmittance code
5MODerate resolution TRANsmittance code
6Community Ratiative Transfer Model
7Atlas Automatisé des Absorptions Atmosphériques
8HIgh Resolution TRANsmission molecular absorption database
9Radiative Transfer for TIROS Operational Vertical Sounder
10Satellite Application Facility
11EUropean Organisation for the Exploitation of METeorological SATellites
12TIROS Operational Vertical Sounder
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la couverture spectrale est comprise entre 10 et 200 Ghz et le modèle est basé, à Météo-France,
sur le modèle Liebe89 MPM13. Pour chaque canal, l’épaisseur optique est obtenue à partir de
régressions linéaires basées sur les variables d’entrée de RTTOV : les profils de température
et d’humidité, l’émissivité et la température de surface et éventuellement les concentrations de
certaines espèces chimiques tels le CO2 ou l’O3 (Matricardi et al. (2001)). Les émissivités de
surface sont fixées à une valeur constante pour les points au-dessus de la terre alors que les
modèles ISEM (Sherlock (1999)) et FASTEM (English and Hewison (1998)), qui fournissent
une émissivité de surface pour chaque angle de visée, sont utilisés au-dessus de la mer respec-
tivement dans l’infrarouge et le micro-onde pour calculer ces paramètres. Finalement, RTTOV
calcule les radiances au nadir puis les adapte en fonction de l’angle de visée.
1.2.3.3 Utilisation de RTTOV en conditions nuageuses
Bien qu’initialement conçu pour calculer les radiances en ciel clair, le modèle RTTOV peut
calculer les radiances pour un ciel nuageux. Deux méthodes sont possibles :
• RTTOV simule une seule couche nuageuse opaque dont l’altitude du sommet zcld est
fournie en entrée. L’équation (1.4) s’écrit alors :
Rcldν (θ) = Bν[T(zcld)]τν(zcld,θ)+
Z
∞
zcld
Bν[T (z)]
dτν(z,θ)
dz dz (1.6)
avec τν(zcld,θ) qui représente la transmittance entre le sommet du nuage et l’espace et T (zcld)
la température du sommet du nuage. L’émissivité du nuage est supposée être égale à 1. Dans
le spectre infrarouge, cette hypothèse est vérifiée pour les nuages opaques mais pas pour les
nuages fins ni pour tous les types de nuages dans le spectre micro-onde.
• Le module RTTOVCLD (Chevallier et al. (2001)) de RTTOV simule un nuage sur plu-
sieurs niveaux verticaux et pour les différentes phases de l’eau nuageuse (i.e. liquide et glace).
Cette paramétrisation multicouches plus réaliste des nuages s’effectue à partir des profils d’hu-
midité et de température fournis en entrée du RTM mais aussi à partir des profils des paramètres
nuageux (couverture nuageuse et contenus en eau et glace nuageuse) qui devront aussi être four-
nis en entrée du RTM. Ces paramètres nuageux peuvent être estimés soit à l’aide d’algorithmes
de caractérisation des nuages, soit à l’aide de schémas physiques de nuages (diagnostiques
ou pronostiques). La paramétrisation multicouches présente l’avantage d’être plus réaliste que
la paramétrisation précédemment décrite dans la modélisation sur la verticale des interactions
entre les nuages et le rayonnement. Pour chaque niveau i du modèle, la contribution des nuages
au rayonnement est fonction de leur couverture horizontale et de leur emissivité εiν, elle-même
dérivée du contenu en eau et en glace nuageuse. Elle est définie par la formule suivante :
εiν = 1− e−l
ikiν (1.7)
13Millimeter-wave Propagation Model
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où li représente la quantité intégrée d’eau nuageuse au niveau i et kiν le coefficient d’absorption
pour le niveau i à la fréquence ν. Ce coefficient d’absorption est fonction de la température et
du type de nuage (composition et taille des particules d’eau et de glace).
Dans la pratique, de nombreux points d’observations ne sont que partiellement nuageux ;
RTTOV combine alors les radiances claires et nuageuses. Dans le cas d’un nuage monocouche,
la radiance partiellement nuageuse Rν(θ) émise au sommet de l’atmosphère à la fréquence ν est
calculée selon la formule :
Rν(θ) = (1−N)Rclrν (θ)+NRcldν (θ) (1.8)
où Rclrν (θ) et Rcldν (θ) représentent respectivement les radiances émises au sommet de l’atmo-
sphère en ciel clair et en ciel totalement nuageux. N représente la couverture nuageuse.
Les nuages semi-transparents sont traités de la même manière que les points partiellement
nuageux, ce qui revient en fait à leur appliquer une émissivité nette Ne (définie comme le produit
de la fraction nuageuse N et de l’émissivité d’un nuage considéré comme un corps gris) plus
faible qu’un nuage opaque.
1.3 Les sondeurs infrarouges hyperspectraux
Les progrès techniques récents, notamment dans le domaine de la détection et de l’optique,
ont permis d’améliorer la résolution spectrale et la précision radiométrique des sondeurs infra-
rouges. Ainsi, les premiers sondeurs opérationnels tels que HIRS contenaient une vingtaine de
canaux aux fonctions de poids relativement larges. L’arrivée récente des sondeurs infrarouges
hyperspectraux, tels que AIRS et IASI, qui bénéficient d’une haute résolution spectrale, a per-
mis d’obtenir davantage de canaux avec pour chacun, des fonctions de poids relativement plus
fines et donc une meilleure résolution verticale. Les observations issues de ces instruments ont
ainsi un contenu élevé en informations et sont donc particulièrement utiles pour les analyses des
modèles de PNT.
1.3.1 L’instrument AIRS
Le spectromètre AIRS est un sondeur infrarouge avancé lancé en 2002 à bord du satellite
défilant Aqua, situé à 705,3 km de la surface de la Terre. Ce sondeur dispose de 2378 canaux
couvrant les trois bandes spectrales [3,74 µm ; 4,61 µm], [6,20 µm ; 8,22 µm] et [8,80 µm ;
15,4 µm] avec une résolution spectrale comprise entre 0,25 et 1 cm−1. Ces bandes spectrales
sont particulièrement adaptées à la mesure des profils de température, d’humidité et de cou-
verture nuageuse. La liste des canaux AIRS et leur nombre d’ondes associé sont présentés en
annexe 1. Le bruit radiométrique de AIRS à 280 K est de l’ordre de 0,20 K pour la plupart des
canaux (et ne dépassent pas 0,35 K pour les autres).
L’instrument AIRS balaye la surface avec un angle de plus ou moins 48,95o autour du nadir
(figure 1.4). Le pas de balayage de chaque pixel est de 1,1o ; soit 90 pixels par fauchée et une
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résolution spatiale au nadir d’environ 13,5 km. Sur chaque fauchée (ou ligne de mesure), les 90
pixels AIRS sont positionnés dans une matrice de telle sorte que 9 pixels AIRS correspondent
à 1 pixel AMSU-A14. Cette colocalisation est communément désignée sous le terme "balle de
golf". La haute résolution spectrale de AIRS offre un volume important d’informations sur la
verticale malgré les recouvrements entre les canaux.
1.3.2 L’instrument IASI
L’instrument IASI est un interféromètre lancé en octobre 2006 à bord du satellite défilant eu-
ropéen METOP. Il présente 8461 canaux couvrant de manière continue l’intervalle [645 cm−1 ;
2760 cm−1] (ou [3,62 µm ; 15,5 µm]) avec une résolution spectrale de 0,25 cm−1. La liste des
canaux IASI et leur nombre d’ondes associé sont présentés en annexe 1. Trois bandes spectrales
peuvent être distinguées : [3,62 µm ; 5 µm], [5 µm ; 8,26 µm] et [8,26 µm ; 15,5 µm]. Le bruit
radiométrique à 280 K est compris entre 0,10 et 0,30 K.
Situé à 840 km de la Terre, l’angle de balayage de IASI est de plus ou moins 47,85o ce qui
correspond à une fauchée de 2400 km (figure 1.5). Ce balayage est compatible avec celui du
sondeur AMSU-A à bord de METOP. Il y a 30 positions de visée sur la ligne de mesures, écar-
tées d’environ 3,3o et symétriques par rapport à la verticale. Le champs angulaire total de IASI
est conique (tout comme AIRS) et est analysé par une matrice de 2× 2 pixels, correspondant
à un angle de 1,25o et dont la résolution spatiale au nadir est d’environ 12 km. La résolution
spectrale de IASI étant encore plus haute que celle de AIRS, les fonctions de poids des canaux
y sont en général plus fines.
14Advanced Microwave Sounding Unit A
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FIG. 1.4: Géométrie de navigation de l’instrument AIRS (source : www.airs.jpl.nasa.gov).
FIG. 1.5: Géométrie de navigation de l’instrument IASI (source : www.smsc.cnes.fr).
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Chapitre 2
Classification, observation et modélisation
des nuages
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Introduction
Les nuages constituent une caractéristique permanente de notre atmosphère. Ils peuvent
être définis comme un amas de minuscules gouttelettes d’eau et/ou de glaces maintenues en
suspension dans l’atmosphère par les mouvements verticaux de l’air. En météorologie, on ne
parle de nuage que lorsque la base de l’amas de particules en suspension dans l’air ne touche
pas le sol (la brume et le brouillard ne sont ainsi pas des nuages au sens météorologique du
terme).
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La formation d’un nuage résulte du refroidissement d’un volume d’air humide jusqu’à la
condensation d’une partie de sa vapeur d’eau. Ce refroidissement se produit principalement
par détente suite à un mouvement ascendant d’une masse d’air entraînant une diminution de la
pression et ainsi une baisse de température de la masse d’air (en vertu du comportement des gaz
parfaits dans une atmosphère adiabatique) rapprochant celle-ci de son point de saturation. Si
le refroidissement est suffisant, l’excédent d’eau sous forme de vapeur passe à l’état liquide ou
solide. Cette condensation en eau liquide, ou congélation en glace, se produit exclusivement au-
tour de certains types de micro-particules de matière solide, d’aérosols (sels marins, cristaux de
sable, pollutions), qu’on appelle des noyaux de condensation (pour l’eau liquide) ou de congéla-
tion (pour la glace). Ce processus s’appelle la nucléation hétérogène. Inversement, la dissipation
des nuages se produit lorsqu’un réchauffement permet aux gouttelettes ou aux cristaux de glace
de s’évaporer. Les nuages peuvent aussi perdre une partie de leur masse sous forme de pré-
cipitations par exemple (de pluie, grêle ou neige). La microphysique des nuages, c’est à dire
l’ensemble des mécanismes microscopiques responsables de la formation, du développement et
de la dissipation des nuages, ne sera pas développée dans cette étude.
Outre le fait que les nuages agissent sur le rayonnement atmosphérique à travers des pro-
cessus d’absorption et de réflexion, ils jouent un rôle primordial dans le maintien des équilibres
hydrologiques sur la planète : en effet, ils traitent, transforment et transportent la vapeur d’eau
atmosphérique avant de la redistribuer sous forme liquide (ou solide) par le biais des précipita-
tions, de la grêle ou de la neige aux principaux réservoirs d’eau douce terrestre (lacs, rivières et
nappes phréatiques).
2.1 Classification
Les nuages peuvent être classés en fonction de plusieurs facteurs. Une classification générale
et précise de chaque type de nuage permet ainsi d’identifier les nuages dans le ciel. Cependant,
il est utile de préciser que, lors de son cycle de vie, un nuage peut évoluer d’une espèce ou d’un
genre à l’autre. La première classification aurait été tentée par le naturaliste Lamarck, mais
elle fût rapidement remplacée par celle de Luke Howard en 1803 (Howard (1803)). Beaucoup
d’autres chercheurs ont ensuite ajouté d’autres éléments à cette classification qui est toujours
utilisée aujourd’hui et est publiée par l’Organisation Météorologique Mondiale.
2.1.1 Aspect des nuages
L’aspect d’un nuage, c’est-à-dire sa forme, sa texture, sa transparence, son opacité et ses
couleurs, dépend :
• de la nature et de la densité de ses constituants. Les contours tranchés indiquent en général
la présence d’éléments de grande taille ; la transparence est l’indice d’un contenu en matière
condensée faible ; l’opacité caractérise l’épaisseur du nuage ; une structure fibreuse et diaphane
est le fait de fins cristaux de glace.
• de la configuration des mouvements atmosphériques au sein du nuage, qui eux-mêmes
27
FIG. 2.1: Schéma de classification des nuages en fonction de leur genre et de leur altitude
(source : www.wikipedia.fr).
sont tributaires de la stabilité de l’atmosphère. Une atmosphère stable ne permet que des mou-
vements horizontaux, les formes nuageuses sont ainsi étalées ; une atmosphère instable autorise
les mouvements verticaux qui entraînent les formes globulaires.
• de l’éclairage auquel le nuage est soumis : éclairage direct par un soleil plus ou moins bas
sur l’horizon ; éclairage diffusé par d’autres éléments nuageux ; diffusion de l’air atmosphérique
ou réflexion sélective du sol. Les positions relatives de l’observateur, du nuage et des sources
éclairantes ont ainsi un rôle essentiel.
2.1.2 Classification par altitude
Les nuages se situent majoritairement dans la troposphère, c’est à dire entre 0 km et 18 km
d’altitude (il existe néanmoins une classe de nuages stratosphériques dans les régions polaires).
La classification par altitude est la plus généraliste qui soit. Elle est composée de quatre groupes :
les nuages d’étage supérieur, les nuages d’étage moyen, les nuages d’étage inférieur et enfin,
les nuages à développement vertical (figure 2.1).
• les nuages d’étage supérieur ont une base située à partir de 6000 m d’altitude. Les noms
de ce type de nuage ont un préfixe commençant par cirr- (cirrus, cirrocumulus, cirrostratus). Ce
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type de nuage est plutôt formé de glace ce qui peut leur donner un aspect fibreux et blanchâtre.
• les nuages d’étage moyen ont une base dont l’altitude est comprise entre 2500 et 6000 m.
Les noms de ce type de nuage ont un préfixe commençant par alto- (altocumulus, altotratus).
• les nuages d’étage inférieur ont une base dont l’altitude est comprise entre le sol et
2500 m. Les noms de ce type de nuage ont un préfixe commençant par strat- (stratus, stratocu-
mulus). Parmi les nuages d’étage inférieur, nous pouvons aussi citer le nimbostratus même si
celui-ci peut s’élever jusqu’à l’étage moyen.
• les nuages à développement vertical se développent à partir de 500 m d’altitude. Les noms
de ce type de nuage ont un préfixe commençant par cum- (cumulus, cumulonimbus). Certains
de ces nuages peuvent s’étaler sur plusieurs kilomètres sur la verticale.
2.1.3 Classification par genre
La classification des nuages en fonction de leur genre repose avant tout sur leur aspect
général. On distingue dix genres s’excluant mutuellement (figure 2.2) :
• Cirrus : Nuages séparés, en forme de filaments blancs et délicats, de bancs ou de bandes
étroites. Ils sont généralement blancs et ont un aspect fibreux ou un éclat soyeux, voire les deux
(figure 2.2(a)).
• Cirrocumulus : Banc, nappe ou couche mince de nuages blancs, sans ombre propre,
composés de très petits éléments soudés ou non en forme de granules ou de rides, et disposés
plus ou moins régulièrement (figure 2.2(b)).
• Cirrostratus : Voile nuageux transparent ou blanchâtre, d’aspect fibreux chevelu ou lisse,
couvrant entièrement ou partiellement le ciel, et donnant généralement lieu à des phénomènes
de halo (figure 2.2(c)).
• Altocumulus : Banc, nappe, ou couche de nuages blancs ou gris, voire les deux, ayant gé-
néralement des ombres propres. Ces nuages sont composés de lamelles, de galets ou de rouleaux
soudés ou non et présentant un aspect parfois partiellement fibreux ou diffus (figure 2.2(d)).
• Altostratus : Nappe ou couche nuageuse grisâtre ou bleuâtre, d’aspect strié, fibreux ou
uniforme. Ce genre de nuage couvre entièrement ou partiellement le ciel, et présente des par-
ties suffisamment minces pour laisser voir le soleil au moins vaguement. Il ne présente pas de
phénomène de halo (figure 2.2(e)).
• Nimbostratus : Couche nuageuse grise, souvent sombre, dont l’aspect est rendu flou par
des chutes plus ou moins continues de pluie ou de neige. L’épaisseur de cette couche est partout
suffisante pour masquer complètement le soleil. On retrouve fréquemment, au-dessous de la
couche, des nuages bas déchiquetés, soudés ou non avec elle (figure 2.2(f)).
• Stratocumulus : Banc, nappe ou couche de nuages gris ou blanchâtres, voire les deux. Ce
genre de nuage présente presque toujours des parties sombres, composées de dalles, de galets
ou de rouleaux soudés ou non, et d’aspect non fibreux (sauf pour les virgas : précipitations
n’atteignent pas le sol) (figure 2.2(g)).
• Stratus : Couche nuageuse généralement grise, à base assez uniforme et pouvant générer
de la bruine, de la neige, ou de la neige en grains. Lorsque le soleil est visible au travers de la
couche, son contour est nettement discernable. Le stratus ne donne pas lieu à des phénomènes
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de halo, sauf éventuellement en condition très froide. Parfois, le stratus se présente sous forme
de bancs déchiquetés (figure 2.2(h)).
• Cumulus : Nuages séparés, généralement denses et à contours bien délimités, se déve-
loppant verticalement en forme de mamelons, de dômes ou de tours. La région supérieure du
nuage est bourgeonnante et ressemble souvent à un chou-fleur. Les parties de ces nuages éclai-
rées par le soleil sont, le plus souvent, d’un blanc éclatant. Leur base est relativement sombre et
globalement horizontale. Les cumulus présentent parfois un aspect déchiqueté (figure 2.2(i)).
• Cumulonimbus : Nuage dense et puissant, à extension verticale considérable, en forme de
montagnes ou d’énormes tours. Une partie au moins de sa région supérieure est généralement
lisse, fibreuse ou striée, et presque toujours aplatie. Cette partie s’étale souvent en forme d’en-
clume ou de vaste panache. Au-dessous de la base de ce nuage, souvent très sombre, il existe
fréquemment des nuages bas déchiquetés, soudés ou non avec elle, et des précipitations, parfois
sous forme de virgas (figure 2.2(j)).
2.2 Observation des nuages
2.2.1 Observation visuelle
L’observation visuelle des nuages depuis la surface est considérée comme une tâche rou-
tinière des réseaux d’observation météorologique. La qualité de cette méthode d’observation
dépend évidemment de l’expérience de l’observateur mais aussi de la position des nuages par
rapport au site d’observation, de l’éclairement du ciel, ainsi que de la hauteur et de la fréquence
des nuages. Pour faire une observation correcte il y a plusieurs variables à considérer : le genre
et la hauteur de la base des nuages comme nous l’avons vu, mais aussi la quantité de nuage
(nébulosité). La nébulosité est observée et renseignée en nombre de huitièmes (octa) de ciel
couvert par chaque couche nuageuse et par l’ensemble des nuages. La nébulosité est donc dé-
terminée par l’observation au sol en divisant mentalement le ciel en huit parties et en estimant
le nombre de parties couvertes par les nuages.
2.2.2 Observation par télédétection active
On considère qu’un système de mesure est actif lorsqu’il produit sa propre énergie pour
illuminer sa cible. Les Radars 1 et les Lidars 2 sont les deux pricipaux types d’instruments
basés sur la télédétection active. Ces instruments peuvent être installés au sol, aéroportés ou
embarqués à bord des satellites. La télédétection active se base, dans un premier temps, sur
la génération répétitive d’impulsions d’ondes électromagnétiques de fréquence donnée dans
une direction déterminée via une antenne, puis dans un second temps, sur la réception de ces
ondes, rétrodiffusées ou réfléchies par divers objets se trouvant dans la trajectoire de l’onde. En
météorologie, ces objets sont constitués majoritairement par les hydrométéores (pluie, neige,
1RAdio Detection And Ranging
2LIght Detection And Ranging
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(a) cirrus (b) cirrocumulus (c) cirrostratus
(d) altocumulus (e) altostratus (f) nimbostratus
(g) stratocumulus (h) stratus (i) cumulus
(j) cumulonimbus
FIG. 2.2: Classification par genre de nuages représentant les dix genres de nuages communé-
ment observés (source : www.wikipedia.fr). Les nuages (a), (b) et (c) correspondent
aux nuages d’étage supérieur, les nuages (d) et (e) aux nuages d’étage moyen, les
nuages (f), (g) et (h) aux nuages d’étage inférieur et les (i) et (j) aux nuages à déve-
loppement vertical.
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grêle). La principale différence entre les radars et les lidars réside dans le domaine d’émission
des ondes électromagnétiques : les radars météorologiques émettent dans le domaine des micro-
ondes (entre 106 à 103 µm) alors que les lidars émettent dans le domaine optique (entre 0,4 et
0,8 µm), autrement dit ils émettent de la lumière (ces derniers peuvent d’ailleurs être appelés
radars laser). Un schéma simplifié représentatif du spectre électromagnétique est présenté sur
la figure 2.3. Le rayonnement se propage dans un cône avec une vitesse proche de la vitesse
de la lumière. Le signal, renvoyé par les hydrométéores, est reçu après le temps nécessaire au
rayonnement pour parcourir un aller-retour entre le radar (ou le lidar) et ces cibles. L’objectif de
ces instruments est d’établir une relation entre la puissance du signal reçu et les propriétés du
volume diffusant. En effet, la puissance du signal rétrodiffusé par une population de particules
réparties dans le volume sondé est proportionnelle à la réflectivité radar (coefficient d’extinction
pour le lidar), qui représente une grandeur caractéristique du milieu diffusant.
De par leurs grandes longueurs d’onde, les lidars et radars atmosphériques intéragissent peu
avec les gaz atmosphériques ou les aérosols. En revanche, ils sont particulièrement adaptés à la
localisation des zones de précipitations qu’elles soient solides ou liquides, ainsi qu’à l’estima-
tion de leur intensité. Ils sont aussi utilisés pour la détection de particules solides et liquides au
sein d’un nuage. Cependant, un instrument donné ne peut pas détecter tous les hydrométéores
en même temps. Ainsi, un radar avec des longueurs d’onde millimétriques sera utilisé préfé-
rentiellement pour détecter un nuage constitué de petites particules, alors qu’un radar avec des
longueurs d’onde centimétriques sera plutôt utilisé pour détecter les précipitations solides et
liquides. Les lidars peuvent détecter des particules de plus petite taille que les radars mais, en
raison de la rapide extinction du signal, ils ne sont pas capables d’observer le nuage en profon-
deur. Ils sont ainsi utiles pour déterminer la base des nuages (dans le cas des lidars au sol) ou
leur sommet (dans le cas des lidars embarqués sur des satellites) mais se révèlent inutiles pour
observer sa structure interne. L’utilisation conjointe des deux instruments est donc la plupart du
temps nécessaire pour observer la structure d’un nuage dans sa globalité.
2.2.3 Observation par télédétection passive depuis l’espace
Le système de mesure capte ici les radiations électromagnétiques émises par l’atmosphère
et la surface de la terre dans différentes plages de longueurs d’ondes. Pour des applications mé-
téorologiques, les longueurs d’onde utilisées sont dans le visible (0,4 à 0,8 µm), de l’infrarouge
(0,8 à 100 µm) et du micro-onde (106 à 103 µm).
Ce n’est que depuis le lancement des premiers satellites météorologiques, dans les années
1960, que les météorologues peuvent s’appuyer sur une vision globale de l’atmosphère en géné-
ral et des systèmes nuageux en particulier avec une couverture spatiale importante. Les nuages
affectent profondément le rayonnement électromagnétique reçu par les différents radiomètres
embarqués (figure 2.4) , et ce dans tous les domaines spectraux à part la bande spectrale micro-
onde.
Dans le domaine du visible, l’instrument mesure l’intensité du rayonnement solaire réfléchi
vers l’espace par les objets situés dans le champs de vision du satellite, tels que les nuages.
Ce domaine spectral est donc parfaitement adapté à la détection nuageuse. Plus les nuages sont
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FIG. 2.3: Schéma représentatif du spectre électromagnétique (source : www.eduspace.esa.int).
épais, plus le rayonnement réfléchi est intense. Ce domaine n’est par contre utilisable que de
jour et ne permet pas de déterminer l’altitude du nuage. D’autre part, les nuages très fins tels
que les cirrus ne réfléchissent pas (ou peu) le rayonnement solaire et ne sont ainsi pas détectés.
Dans le domaine infrarouge, l’instrument mesure le rayonnement électromagnétique émis
par la surface de la Terre et par les différents constituants atmosphériques, tels que les nuages,
qui absorbent et réémettent les radiations émises par la surface. Ce rayonnement est donc direc-
tement dépendant de la température d’émission du sommet des nuages les plus élevés (ou de la
surface en cas de ciel clair). L’exploitation du domaine infrarouge permet ainsi de déterminer
de manière précise le sommet des nuages. En contrepartie, l’utilisation de ce domaine rend dif-
ficile la détection des nuages bas, dont la signature infrarouge est peu contrastée avec celle de
la surface terrestre. D’autre part, en cas de nuages opaques multicouches, seule l’altitude des
nuages les plus élevés peut être déduite.
2.3 Modélisation des nuages dans les modèles de PNT
2.3.1 Situation et enjeux
La génération des nuages est un phénomène complexe résultant de nombreux processus
intéragissant les uns avec les autres. Leur modélisation dans les modèles globaux de PNT est
une tâche délicate de par leur implication dans de nombreuses composantes dynamiques et
physiques du modèle atmosphérique.
Ces processus physiques et dynamiques sont :
• le rayonnement ;
• le transport résolu (advection, terme de conversion adiabatique) ;
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(a) situation de ciel clair
(b) situation nuageuse
FIG. 2.4: Exemple de sondages satellitaires infrarouges en ciel clair (a) et en ciel nuageux (b)
(source : The COMET program).
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• les transports sous-maille (turbulence, convection non précipitante et convection précipi-
tante) ;
• la microphysique : sous l’effet du rayonnement ou du transport (refroidissement radiatif
ou adiabatique) la condensation se met en place, et avec elle la nébulosité et les précipitations
ainsi que leur évaporation ;
• les ondes de gravité orographiques.
Les principales difficultés inhérentes à la modélisation des nuages dans les modèles globaux
résultent des résolutions spatiales (horizontales et verticales) et temporelles de ces modèles.
Ces dernières ne sont en effet pas suffisamment fines pour représenter tous les processus de
développement des nuages et notamment de la couche de mélange ou des variations sous-maille
de la température et de l’humidité des nuages fractionnaires.
D’autre part, les nuages intéragissent d’une manière fortement non-linéaire avec des pro-
cessus dynamiques, radiatifs et hydrologiques de différentes échelles. Les processus ne pouvant
être représentés de manière explicite par le modèle sont décrits par des paramétrisations phy-
siques empiriques qui relient ces processus de développement et de dissipation des nuages,
souvent mal compris et sous-maillés, aux processus de grande échelle. La calibration de ces
équations empiriques nécessite des observations de nuages de qualité ou par défaut une bonne
climatologie nuageuse.
Globalement le système nuageux peut être classé en deux familles selon les processus de
formation et de dissipation intervenant : les nuages stratiformes et les nuages convectifs. Plu-
sieurs schémas de paramétrisations physiques coexistent dans les grands centres de PNT. Les
premiers, majoritaires il y a quelques années, sont purement diagnostiques : les paramètres
nuageux (contenu en eau et en glace nuageuse, couverture nuageuse) sont déduits à partir du
champ d’humidité relative à chaque niveau vertical du modèle. Depuis plusieurs années, diffé-
rents centres de PNT développent des schémas pronostiques qui prévoient l’évolution tempo-
relle de ces paramètres nuageux. Ces schémas décrivent explicitement les condensats nuageux
(l’humidité spécifique condensée) en les intégrant dans la variable de contrôle du modèle.
2.3.2 Nuages stratiformes
La modélisation des nuages stratiformes dans le modèle ARPEGE est réalisée à partir du
schéma de condensation de Lopez (2002). Ce schéma est en partie basé sur l’addition de 2
paramètres pronostiques : le condensat qcs (sous forme d’eau liquide ou solide, sans distinction
de nature) et le flux de précipitations qp.
Le calcul des flux de précipitations P (pluie ou neige), est effectué à l’aide d’un schéma
semi-Lagrangien et d’une microphysique faisant intervenir des processus tels que l’autoconver-
sion, la collection, l’évaporation et la sublimation.
Les calculs de nébulosité f et du condensat qc sont effectués à l’aide du schéma de Smith
(1990) via des fonctions de densité de probabilité (PDF) triangulaires. La largeur de cette PDF
est ajustée en fonction d’un seuil d’humidité relative critique à partir duquel un nuage peut se
former. L’idée de ce schéma statistique est que les grandeurs telles qcs fluctuent à l’échelle sous-
maille, selon une loi de distribution préétablie p. La nébulosité et le condensat peuvent ainsi être
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respectivement définis par les expressions :
f =
Z
∞
qs
p(qt)dqt (2.1)
et
qcs =
Z
∞
qs
(qt −qs)p(qt)dqt (2.2)
où qs représente l’humidité spécifique saturante et qt l’humidité totale : qt = qυ + qc avec qυ
représentant l’humidité sous forme de vapeur d’eau.
2.3.3 Nuages convectifs
2.3.3.1 Convection peu profonde
La paramétrisation de la convection peu profonde a été implémentée dans la configuration
opérationnelle d’ARPEGE en février 2009 (cette paramétrisation n’était ainsi pas disponible
pendant la majeure partie de ce travail de thèse). Ce schéma, développé par Bechtold et al.
(2001) , fournit en sortie des tendances de température ( δTδt ), de vapeur d’eau (
δqυ
δt ) et d’eau
condensée (δqcδt ). Dans la pratique, le but de l’implémentation de ce schéma dans ARPEGE est
de fournir un condensat qcc diagnostique.
Ainsi, (δTδt ) est remplacé par (
δT
δt ) -L(
δqc
δt ), (
δqυ
δt ) est conservé à l’identique et (
δqc
δt ) permet
de diagnostiquer le condensat de convection peu profonde qcc selon la formule :
qcc = τ(
δqc
δt ) (2.3)
avec L représentant la chaleur latente de vaporisation associée à la transformation d’un kilo-
gramme liquide en un kilogramme de vapeur d’eau (2,501.106 J.kg−1 à 100 oC) et τ représentant
une constante.
La nébulosité fcc associée à ce condensat peut alors être calculée. fcc et qcc serviront ulté-
rieurement à faire évoluer le condensat pronostique.
2.3.3.2 Convection profonde
Pour le type de nuage associé à cette convection, le flux de précipitations convectives Pc
(calculé au sein de la physique du modèle dans le module de convection) sert à diagnostiquer le
condensat de convection profonde qccp. La formulation est la suivante :
qccp = qcmax(1− e−αcg.MAX(0,
∂Pc
∂P )∆tphys/qcmax) (2.4)
avec :
• qcmax représentant le contenu maximum d’eau soutenue ;
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• αc représentant un coefficient réglable contrôlant la quantité de condensats au sein du
nuage convectif ;
• g représentant la gravité (9.81 m.s−2) ;
• ∆tphys représentant le pas de temps prédéfini.
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Introduction
L’assimilation de données est une technique d’analyse permettant, en météorologie, de com-
biner de manière optimale les propriétés de l’évolution du système atmosphérique (informations
apportées par le modèle sous la forme d’une ébauche généralement produite par une prévision à
6 heures d’échéance et des lois d’évolution dynamique de l’atmosphère) et une séquence d’ob-
servations, en y associant leurs statistiques respectives d’erreurs associées. A Météo-France, le
système d’assimilation mis en place opérationnellement depuis juin 2000 pour initier le modèle
global ARPEGE, est le système d’assimilation variationnel quadri-dimensionnel (4D-Var).
3.1 Concepts et formalisme
Les algorithmes de fabrication de l’état initial ont connu une évolution considérable en
passant des algorithmes par IO aux systèmes d’assimilation variationnelle. Le principe de l’as-
similation variationnelle est de modifier l’état du modèle pour minimiser les écarts à l’ébauche
et aux observations. Le principe variationnel est fondé sur la théorie de l’optimisation. Elle
traite ainsi le problème sous la forme de la minimisation d’une fonctionnelle mesurant l’écart
aux observations et l’éloignement à l’ébauche de la condition initiale tout en considérant les
équations du modèle de dynamique atmosphérique. Cette fonctionnelle, appelée fonction-coût
J, combine deux contributions distinctes : les écarts à l’ébauche Jb et les écarts aux observations
Jo. A Météo-France, l’assimilation de données utilise ce principe variationnel depuis mai 1997.
Le formalisme suivant est adopté par la suite :
Pour les vecteurs :
• x : le vecteur d’état de l’atmosphère ;
• xt : le vecteur d’état1 réel de l’état de l’atmosphère ;
• xb : le vecteur d’état caractérisant l’ébauche du modèle de PNT ;
• xa : le vecteur d’état caractérisant l’analyse du modèle de PNT ;
• y : le vecteur d’observations.
Pour les matrices :
• B : la matrice de covariances d’erreurs de l’ébauche ;
• R : la matrice de covariances d’erreurs des observations ;
• A : la matrice de covariances d’erreurs de l’analyse.
Pour les opérateurs d’observation :
• H : l’opérateur d’observation permettant de passer de l’espace du modèle de PNT (x)
à celui des observations (y), il peut contenir des interpolations verticales et horizontales, des
changements de variables, ou encore les RTM ;
1Les vecteurs xt , xb et xa sont des vecteurs d’états c’est à dire des vecteurs regroupant les variables décrivant
l’atmosphère dans l’espace du modèle.
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• H : l’opérateur d’observation linéarisé autour de l’ébauche xb.
Pour les variables d’erreurs :
• le vecteur des erreurs d’ébauche εb (= xb - xt ), correspondant aux erreurs d’estimation de
l’ébauche. A partir de cette formulation, B peut alors s’écrire :
B = E(εb× εTb ) (3.1)
où E représente l’opérateur d’espérance mathématique et l’exposant T représente la transposi-
tion.
Les variances d’erreur d’ébauche sont notées σb.
• le vecteur des erreurs d’observations εo (= y - H(xt)), correspondant aux erreurs de me-
sures instrumentales, aux erreurs dans la modélisation de H et aux erreurs de représentativité.
A partir de cette formulation, R peut alors s’écrire :
R = E(εo× εTo ) (3.2)
Les variances d’erreur d’observations sont notées σo.
• les innovations y−H(xb) représentant l’écart entre les observations et l’ébauche ;
• les résidus y−H(xa) représentant l’écart entre les observations et l’analyse ;
• les incréments xa−xb représentant l’écart entre l’analyse et l’ébauche.
Pour un état de l’atmosphère x, la fonction-coût peut alors se formuler ainsi :
J(x) =
Jb︷ ︸︸ ︷
1
2
(x−xb)
T B−1(x−xb)+
Jo︷ ︸︸ ︷
1
2
(H(x)−y)T R−1(H(x)−y)+Jc (3.3)
Le terme Jc est une contrainte dynamique sur l’analyse qui est utilisée pour assurer un
meilleur équilibre aux incréments d’analyse ainsi que pour contrôler l’amplitude des ondes de
gravité et filtrer l’analyse afin d’obtenir des champs plus lisses. Ce terme n’est pas décrit dans
la suite de cette étude. L’exposant −1 indique l’inverse.
Cette formule montre que les observations disponibles, quelle que soit leur nature, sont
comparées à l’équivalent du modèle projeté dans l’espace des observations par l’opérateur H.
Pour cela, les erreurs d’ébauches et d’observations sont supposées non biaisées, gaussiennes et
non-corrélées entre elles (Lorenc (1986)). La conversion des données modèles vers des variables
comparables à celles observées nécessite donc toute une série d’opérateurs potentiellement non-
linéaires. Concernant les observations satellitaires, l’opérateur permettant de convertir les va-
riables du modèle vers des radiances observées est constitué par le modèle RTTOV, comme
nous l’avons vu dans la partie 1.2.3.2 du chapitre 1, et par des interpolations horizontales et
verticales.
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FIG. 3.1: Schéma décrivant le principe général de l’assimilation de données 4D-VAR.
3.2 L’assimilation variationnelle quadri-dimensionnelle 4D-
Var
3.2.1 Le 4D-Var classique
Si l’on se place sur une fenêtre temporelle d’observation (de 6 heures à Météo-France et 12h
au CEPMMT), la trajectoire du modèle, définie comme la prévision du modèle issue de l’instant
t0 sur toute la fenêtre d’assimilation, est recalculée en tenant compte de la dimension spatiale
mais aussi temporelle des observations. En s’appuyant sur l’hypothèse linéaire tangente (une
version linéarisée et moins coûteuse du modèle complet), l’information apportée par les obser-
vations est propagée grâce au modèle adjoint (modèle transposé du modèle tangent-linéaire).
Dans cette méthode, on ne vise pas à obtenir l’état optimal de l’atmosphère à un instant donné,
mais sa trajectoire optimale sur une fenêtre de temps donnée (figure 3.1).
Si l’on découpe la fenêtre d’assimilation en n+1 intervalles de temps, l’équation (3.3) peut
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s’écrire :
J(x) =
1
2
(x−xb)
T B−1(x−xb)+
1
2
n
∑
i=0
(Hi[x(ti)]−yi)T Ri−1(Hi[x(ti)]−yi) (3.4)
où Hi représente l’opérateur d’observation pour l’intervalle i, yi les observations pour l’inter-
valle i, x(ti) l’état du modèle au temps i et Ri la matrice de covariance d’erreur d’observations
pour l’intervalle i.
L’état du modèle x(ti), pour un instant donné i, résulte de la propagation de son état depuis
l’instant initial t0 jusqu’à ti par l’opérateur a priori non linéaire Mt0→ti tel que :
x(ti) = Mt0→ti(x(t0)) (3.5)
Ainsi, en tenant compte des instants de mesure ti, les observations sont comparées à leurs
équivalents-modèle Hi[x(ti)] à chaque instant d’observation. Cette propriété du 4D-Var consti-
tue un avantage considérable par rapport aux autres systèmes d’assimilation, notamment pour
l’assimilation des observations satellitaires, dont la distribution temporelle est très hétérogène.
L’amélioration ainsi apportée, conjuguée au fort développement des moyens de calculs, font
que le 4D-Var, en dépit de ses coûts de calcul importants, a remplacé les autres systèmes d’as-
similation dans les modèles globaux de prévision à Météo-France et dans la plupart des grands
centres météorologiques opérationnels.
3.2.2 Formulation incrémentale du 4D-Var
L’approche incrémentale a pour objectif de minimiser la fonction-coût, non plus par rap-
port à la variable d’état x, mais par rapport à un incrément δx pouvant s’écrire (Courtier et al.
(1994)) :
δx = x−xb (3.6)
Avec l’approche incrémentale, on ne travaille ainsi plus sur les champs complets mais sur la
variation à ajouter aux champs de l’ébauche pour obtenir l’analyse. La variable de contrôle utili-
sée pour effectuer la minimisation devient alors le vecteur d’incrément aux conditions initiales
(début de la fenêtre d’assimilation). L’utilisation de δx permet de minimiser la fonction-coût
dans un espace de dimension plus petite que celui de x ou de xb ce qui engendre une forte ré-
duction du coût de calcul. La formulation incrémentale 4D-Var de la fonction-coût (équation
(3.4)) devient alors :
J(δx) = 1
2
(δx)T B−1(δx)+ 1
2
i=n
∑
i=0
(Hi[δx(ti)]−di)T Ri−1(Hi[δx(ti)]−di) (3.7)
où di représente le vecteur d’innovation au temps i défini par :
di = y0i −Hi[xb(ti)] (3.8)
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et Hi représente l’opérateur tangent-linéaire de Hi linéarisé au voisinage de l’ébauche xb.
L’introduction de l’approche incrémentale en météorologie a été motivée par la réduction de
coût qu’elle engendre. Dans le cadre du 4D-Var classique décrit précédemment, à chaque itéra-
tion de la minimisation de la fonction-coût, l’intégration du modèle direct non-linéaire (NL) et
de l’adjoint du modèle linéarisé est très coûteuse. Les non-linéarités des modèles numériques
atmosphériques peuvent conduire à des fonctions-coûts complexes et les minimiseurs utilisés
sur ces fonctions n’aboutissent pas forcément à une minimisation fiable. Dans l’approche in-
crémentale, la fonction-coût est rendue quadratique, ce qui garantit l’identification d’un (ou de
plusieurs) minimum (minima) par une méthode de descente pour un coût de calcul notablement
inférieur à celui du problème NL. En outre, c’est la formulation incrémentale de l’approche
variationnelle du 4D-Var qui a permis de le rendre applicable de façon opérationnelle pour la
prévision météorologique.
Au CEPMMT et à Météo-France, la minimisation 4D-Var consiste en une série de boucles
internes réalisées à basse résolution implémentées dans un jeu de boucles externes réalisées à
haute résolution, ce qui permet une économie non négligeable en coût de calcul . Les boucles in-
ternes utilisent à chaque itération le modèle linéaire tangent (permettant le calcul de la fonction-
coût) et le modèle adjoint (permettant de calculer le gradient de la fonction-coût). L’incrément
d’analyse à basse résolution est alors défini avec une résolution de plus en plus fine après chaque
boucle externe. Les incréments analysés sont donc calculés progressivement, en affinant la so-
lution en plusieurs étapes.
Au sein de chaque boucle externe, la trajectoire du modèle de prévision (et donc le vecteur
d’innovation) est calculée à haute résolution et avec une physique complète à partir des incré-
ments obtenus au cours de la minimisation. La mise à jour d’une nouvelle trajectoire engendre
à son tour tout un processus de boucles internes de minimisations, définissant de nouveaux
incréments d’analyses (qui seront alors utilisés dans une nouvelle boucle externe, et ainsi de
suite).
Ainsi, la procédure incrémentale permet de recalculer un état modèle à haute résolution de
manière itérative et permet en outre d’augmenter la troncature du modèle (et donc la résolution)
à basse résolution entre deux boucles externes : c’est ce que l’on appelle la méthode multi-
incrémentale (Veersé and Thépaut (1998)). L’état analysé à la fin de la fenêtre d’assimilation
sert ensuite d’état initial pour le cycle suivant. La figure 3.2 schématise l’implémentation du
4D-Var incrémental utilisé à Météo-France (et au CEPMMT).
3.3 Le modèle ARPEGE
Le modèle ARPEGE est le modèle global de prévision numérique du temps utilisé en opé-
rationnel à Météo-Fance depuis le début des années 1990. Il permet de prévoir l’évolution tem-
porelle des principaux champs météorologiques sur l’ensemble du globe grâce à la résolution
d’équations primitives régissant l’atmosphère. Ce modèle a été conçu, développé et entretenu
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FIG. 3.2: Schéma décrivant la solution algorithmique du 4D-Var incrémental (Source : Trémo-
let (2008)). Dans ce schéma, S(x,n) amène dans un espace à résolution variant en
fonction de n.
dans le cadre du programme ARPEGE-IFS2 en collaboration étroite avec le CEPMMT qui a
mis en place parallèlement le modèle IFS.
3.3.1 La physique et la dynamique du modèle
Dans la partie physique du modèle, on cherche à évaluer l’effet des processus jouant un rôle
significatif dans l’évolution de l’état du fluide atmosphérique. Bien que le modèle ARPEGE ait
été développé conjointement au modèle IFS du CEPMMT, il possède ses propres paramétrisa-
tions physiques. La physique du modèle ARPEGE est traitée en point de grille. Elle comprend
une paramétrisation sur : la thermodynamique, le rayonnement, la couche limite de surface et
les échanges verticaux, les ondes de relief, les précipitations résolues par le modèle et les pré-
cipitations sous-mailles, la modélisation du sol, l’interface entre l’océan et l’atmosphère, les
champs de surface, l’orographie et les nuages.
La variable de contrôle utilisée dans le modèle ARPEGE comprend : la température, l’hu-
midité spécifique, la divergence et la vorticité. Pour effectuer l’analyse, ARPEGE opère avec
une grille horizontale linéaire. Par contre, pour la réalisation de prévisions, ARPEGE opère
2Integrated Forecasting System
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avec une grille étirée à résolution variable : le pôle d’intérêt d’ARPEGE est centré sur la France
(zone bénéficiant de la plus fine résolution horizontale) alors que le maillage est plus lâche aux
antipodes (Nouvelle-Zélande) où la résolution est donc moins fine. ARPEGE est un modèle
spectral, représenté par des harmoniques sphériques correspondant à des fonctions invariantes
par rotation permettant de décomposer un signal en ses diverses échelles. En théorie, pour un
signal comprenant une infinité d’échelles, un nombre infini d’ondes devrait être utilisé. Dans
la pratique, la troncature spectrale, c’est à dire le nombre d’ondes utilisées pour représenter un
signal est limitée. La résolution d’un modèle spectral est notée TXLYcC où X représente la
troncature, Y le nombre de niveaux verticaux et C, le facteur d’étirement de la grille étirée, ce
dernier paramètre étant optionnel.
Deux versions d’ARPEGE différentes ont été utilisées pour ce travail de thèse : la première
version utilisée (cycle 32) bénéficie d’une résolution maximale de 20 km et d’une résolution
minimale de 130 km avec une discrétisation sur 46 niveaux verticaux en coordonnées hybrides
σ (correspondant au rapport de la pression sur la pression au sol) allant de 17 mètres à 0,05 hPa
(environ 70 km). La résolution de cette version du modèle ARPEGE, opérationnelle à partir de
septembre 2006, est ainsi noté T358L46c2.4. En fin de travail de thèse, une seconde version
d’ARPEGE (cycle 33) a été utilisée. Cette version possède les caractéristiques de la version
opérationnelle actuelle d’ARPEGE (version opérationnelle depuis février 2009) : la résolution
maximale est de 15 km et la résolution minimale de 86 km avec une discrétisation sur 60 ni-
veaux verticaux. Cette version du modèle ARPEGE possède une résolution de T538L60c2.4.
Les lignes d’iso-résolution de cette version opérationnelle d’ARPEGE sont visibles sur la figure
3.3.
FIG. 3.3: Résolution horizontale variable pour le modèle ARPEGE opérationnel en troncature
T538 et coefficient d’étirement de 2.4 (T538L60c2.4). Unité : km.
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3.3.2 Les types d’observations utilisées
Comme nous l’avons vu, le modèle doit être continuellement confronté à des observations
afin de déterminer un nouvel état initial de la PNT. Les observations utilisées par le modèle
ARPEGE sont des observations dites “conventionnelles” et des observations satellitaires.
3.3.2.1 Les observations conventionnelles
Les observations conventionnelles correspondent aux observations réalisées par des instru-
ments échantillonnant un volume d’air très petit en comparaison du volume total occupé par
les phénomènes météorologiques décrits dans les modèles. Les observations conventionnelles
utilisées dans le modèle ARPEGE sont issues de :
• SYNOP/SHIP : données issues de stations d’observation terrestre (SYNOP) ou à bord de
navires (SHIP) comprenant des mesures de pression, de vent, de température, de température de
surface de la mer ou d’humidité en surface. Environ 100000 messages d’observations de SHIP
et de SYNOP sont fournis quotidiennement (dont une grande majorité de SYNOP) et 95% sont
utilisées par le modèle ARPEGE.
• BUOY : données issues de bouées fixes ou dérivantes comprenant des mesures de pres-
sion, de vent, de température ou de température de surface de la mer. 32000 messages d’obser-
vations à partir de ces bouées sont fournis quotidiennement et 80% sont utilisés en moyenne par
le modèle.
• TEMP : données issues de ballons-sondes contenant des mesures de géopotentiel, de
température, d’humidité et de vent à différents niveaux de l’atmosphère. Ces sondes peuvent
aussi être lancées depuis un navire (TEMP-SHIP), un avion (TEMP-DROP) ou une station
terrestre non-fixe (TEMP-MOBILE). Environ 1400 messages d’observations à partir des TEMP
sont fournis quotidiennement et entre 90 et 95% sont généralement utilisés par le modèle.
• PILOT/PROFILEUR DE VENT : données issues de ballons (PILOT) ou de radars vent
(PROFILEUR DE VENT) contenant des mesures de vent à différents niveaux atmosphériques.
Environ 4500 messages d’observations quotidiens sont fournis à partir de ce type d’observation
et 30% environ sont utilisés par le modèle.
• AIREP, AMDAR, ACAR : messages aéronautiques contenant des observations de vent
et de température mesurées au cours des différentes phases de vol d’un avion. Environ 220000
messages d’observations sont fournis quotidiennement par les avions et 75% sont utilisés en
moyenne par le modèle.
• GPS sol : observations en provenance de stations terrestres réceptionnant le signal GPS
satellite.
3.3.2.2 Les observations satellitaires
Les observations satellitaires se distinguent des observations conventionnelles par la vaste
zone d’échantillonnage atmosphérique qu’elles permettent. Une description détaillée des diffé-
rents types de satellites météorologiques ainsi que de leur mode de fonctionnement et de leur
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utilisation est proposée dans le chapitre 1. Voici une liste exhaustive des différents types d’ob-
servations satellitaires utilisées par ARPEGE :
• ATOVS : observations de température de brillance en provenance de satellites défilants
de type NOAA (15, 16, 17 et 18), METOP-A ou Aqua et utilisant les capteurs HIRS, AMSU-
A, AMSU-B et MHS3. Ces observations sont pré-processées et retransmises par les centres
d’Exeter, d’EUMETSAT ou de Lannion.
• AIRS et IASI : observations de température de brillance en provenance respective des
satellites défilants Aqua et METOP-A. Ces observations sont pré-processées par le centre de la
NESDIS4 pour AIRS et d’EUMETSAT pour IASI. Les observations AIRS et IASI sont assimi-
lées de manière opérationnelle dans le modèle ARPEGE respectivement depuis septembre 2006
et juillet 2008. Les canaux troposphériques AIRS ne sont assimilés de manière opérationnelle
que depuis juillet 2008. L’assimilation de ces 2 types d’observations dans le modèle ARPEGE
constitue le point central de ce travail de thèse et une description détaillée de chacun de ces
sondeurs et de leur utilisation respective dans le modèle a été proposée en partie 1.3.1 et 1.3.2
du chapitre 1.
• SSMI5 : observations de température de brillance en provenance de satellites défilants
DMSP pré-processées et retransmises par le centre de la NESDIS.
• SEVIRI : observations de température de brillance issues du satellite géostationnaire
METEOSAT-9 pré-processées et retransmises par le centre d’EUMETSAT.
• Diffusiomètres : observations de vent à la surface de la mer et d’humidité des sols sur
terre en provenance de satellites défilants QUIKSCAT, ERS2 et METOP-A.
• SATOB : observations de vent à différents niveaux de l’atmosphère, déduites des dépla-
cements de structures nuageuses et issues de satellites géostationnaires et défilants.
• GPS sat : observations de radio-occultation issues de plusieurs satellites défilants de
réception GPS satellite.
Dans la configuration opérationnelle actuelle d’ARPEGE (depuis février 2009), environ
63% des observations assimilées proviennent des satellites défilants (ATOVS, AIRS, IASI et
SSMI), les 37% d’observations assimilées restantes étant composées par les observations conven-
tionnelles et celles issues des satellites géostationnaires. A elles-seules, les observations issues
des sondeurs infrarouges hyperspectraux (AIRS et IASI) représentent plus de 43% du total
d’observations assimilées et plus de 68% des observations assimilées provenant des satellites
défilants : le sondeur AIRS (IASI) représente environ 12% (31,2%) du total d’observations assi-
milées et 19% (49,8%) des observations assimilées provenant des satellites défilants. La figure
3.4 présente les proportions mensuelles (juin 2009) des observations citées ci-dessus utilisées
dans le modèle ARPEGE.
3Microwave Humidity Sounder
4National Environmental Satellite Data and Information Service
5Special Sensor Micowave Imager
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FIG. 3.4: Proportions mensuelles du nombre d’observations utilisées dans le modèle ARPEGE
par type d’observation en juin 2009.
3.4 Réalisation d’une analyse objective : les aspects à consi-
dérer
3.4.1 La modélisation statistique des erreurs
Les innovations représentent la différence entre l’image de la réalité donnée par l’ébauche et
celle donnée par les observations. Or, aucune de ces deux images n’est parfaite mais on sait es-
timer les incertitudes associées à ces deux images : elles sont traduites par des statistiques d’er-
reurs de l’ébauche et d’erreurs d’observation (les erreurs de l’ébauche et des observations ont
été définies dans la partie 3.1 de ce chapitre). Ces statistiques servent au calcul des pondérations
à appliquer aux écarts à l’ébauche afin de fabriquer la correction à apporter à l’ébauche pour
fabriquer l’analyse. Ces poids sont calculés en fonction de la confiance à accorder à l’ébauche,
de l’ "informativité" et de la qualité des observations. Nous pouvons ainsi distinguer :
• la matrice B de covariance d’erreurs d’ébauche. A Météo-France, la matrice B est calculée
à l’aide d’une technique ensembliste basée sur une série de prévisions effectuées à partir d’ana-
lyses assimilant des observations perturbées (Belo Pereira and Berre (2006)) : schématique-
ment, cette méthode vise à construire un ensemble composé d’une série de membres perturbés.
Chacun des membres est analysé puis propagé de fenêtre d’assimilation en fenêtre d’assimila-
tion. Ainsi, chaque membre est traité individuellement et il est alors possible de calculer des
différences entre ces membres à n’importe quel instant pour obtenir des statistiques sur ces
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différences. D’autre part, sachant qu’il existe un lien entre les statistiques obtenues avec les
différences entre les membres et l’erreur d’ébauche (les perturbations ajoutées aux membres de
l’ensemble évoluent de manière similaire à l’erreur du système d’assimilation), les différences
entre les membres sont une très bonne estimation de l’erreur d’ébauche. Cette méthode per-
met d’estimer réellement les erreurs d’ébauche de toutes les variables du modèle au cours du
temps et il est donc possible d’obtenir une matrice B dynamique. En contrepartie, si le système
d’analyse est bruité, les statistiques le seront aussi et amplifieront le bruit du système d’analyse.
• la matrice R de covariance d’erreurs d’observation. Plusieurs hypothèses fortes sont
émises concernant la matrice R : les erreurs d’observations sont décorrélées entre elles et auto-
corrélées dans le temps. La conséquence de ces hypothèses est que la matrice R est diagonale
par blocs. Certains blocs sont pleins (pour permettre de décrire les corrélations entre les erreurs
d’observations à différentes altitudes), pour les radiosondages par exemple. Les autres blocs
sont diagonaux et l’information se résume alors à l’écart-type σo des erreurs des observations
concernées, pour les radiances par exemple. A Météo-France, les σo des radiances sont esti-
mées empiriquement en calculant a priori l’écart-type des innovations pour chaque canal. Ces
calculs sont effectués préalablement aux expériences d’assimilation de données, à l’aide d’un
monitoring, c’est à dire une expérience sans assimilation de données. En exemple, la figure 3.5
représente les écarts-types des innovations estimées à l’aide d’une expérience libre et les σo
prescrits pour tous les canaux des données AIRS et IASI.
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FIG. 3.5: Ecarts-types des innovations estimées à l’aide d’un monitoring et σo prescrits pour
tous les canaux des données AIRS et IASI.
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3.4.2 La correction de biais
3.4.2.1 Concepts
Un système d’assimilation repose sur l’hypothèse que ses sources d’information ne sont
pas biaisées (théorie du BLUE6). En effet, une observation biaisée peut rendre l’analyse sous-
optimale et ainsi endommager le schéma d’assimilation de données et à terme la qualité du
système de PNT. Ces biais sont des erreurs systématiques et ne doivent pas être confondus avec
les erreurs aléatoires qui sont traitées différemment (par des filtres). Les différences entre les
observations et le modèle sont généralement dues à la combinaison de biais de sources diffé-
rentes : biais de l’instrument satellitaire (mauvaise calibration, mauvaise caractérisation spec-
trale, changement d’orbite), biais du RTM (processus non modélisés, connaissance insuffisante
des paramètres de surface), biais dû au prétraitement des données (contamination résiduelle
nuageuse) et biais dû à des erreurs systématiques de l’ébauche.
Il est ainsi toujours important de surveiller et de corriger les biais dans un système d’assi-
milation en regardant par exemple les moyennes des écarts entre observations et ébauche. Par
contre, il n’est pas toujours facile de décider si un biais constaté provient des ébauches ou des
observations. Dans un système d’assimilation cyclé, les biais sont plus problématiques que lors
d’analyses isolées parce que les erreurs systématiques ont plus de temps pour s’accumuler et
fausser les analyses. Ces erreurs systématiques proviennent fréquemment de dérives lentes du
modèle qui s’accumulent lorsqu’il n’y a pas suffisamment d’observations pour les contrôler,
de dérives du capteur, ou encore d’erreurs de mesure provoquant une dérive des analyses. Afin
de mettre en évidence une éventuelle dérive du modèle, l’étude du "climat" de l’assimilation
en comparant les moyennes sur de longues périodes est instructive : étude d’une prévision très
longue du modèle (soit son "climat" préférentiel), étude des analyses (soit le "climat forcé par
les observations"), étude des ébauches ou de courtes prévisions du modèle afin de mesurer la
vitesse à laquelle le modèle "oublie" les observations pour revenir à son propre "climat", et en-
fin étude des incréments qui indiqueront comment les observations influent sur les dérives du
modèle.
L’étude de l’évolution de ces biais a démontré qu’ils n’étaient pas constants. Ainsi, ils va-
rient temporellement (cycle diurne, saisonnier, voire apériodique), géographiquement (masse
d’air et type de surface) et avec l’angle de visée de l’instrument satellitaire. La qualité de la cor-
rection de biais est primordiale car elle peut faire la différence entre un réseau d’observations
utile ou au contraire nuisible à la qualité des analyses.
3.4.2.2 Méthode statique
Appliquée aux radiances satellitaires, la correction de biais statique vise à appliquer une
correction de biais variant géographiquement avec la masse d’air (Harris and Kelly (2001)).
La forme paramétrique utilisée pour modéliser les biais des observations est une régression
linéaire multiple basée sur N prédicteurs pi(x) dépendants de l’état du modèle de PNT, avec
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leurs coefficients βi associés :
b =
N
∑
i=0
(βipi(x)) (3.9)
Le choix d’utiliser des prédicteurs issus du modèle et non des radiances observées permet
de corriger entièrement les données observées pour se rapprocher du modèle (Eyre (1992)). Les
prédicteurs utilisés sont les suivants :
• une constante pour chaque canal (offset) ;
• des prédicteurs de masse d’air variant géographiquement en fonction de la zone considé-
rée ;
• une correction en fonction de l’angle de visée.
Comme la correction de biais est appliquée aux écarts à l’ébauche, il est équivalent de mo-
difier la définition de l’opérateur d’observation H de la manière suivante :
H(x,β) = H(x)+
N
∑
i=0
(βi pi(x)) (3.10)
L’apprentissage de la correction de biais consiste à trouver le vecteur β permettant une
meilleure correspondance entre les champs du modèle x et les observations y. L’optimalité peut
être obtenue en minimisant la fonction-coût suivante :
J(β) = 1
2
[y−H(x,β)]T [y−H(x,β)] (3.11)
La correction de biais statique calcule le vecteur β optimal pour un jeu d’observations sup-
posées représentatives du véritable biais. La valeur de x est choisie comme l’ébauche xb prove-
nant d’une expérience de contrôle. Les coefficients sont ensuite fixés et appliqués dans toutes
les analyses successives.
Afin de capter toute dérive potentielle du biais, les coefficients des prédicteurs doivent être
recalculés fréquemment, ce qui peut poser des problèmes car ce calcul est effectué sur une pé-
riode d’apprentissage nécessairement longue qui interdit une correction rapide d’une éventuelle
dérive du biais. Ces dérives, qui ne sont pas prises en compte par la correction de biais statique,
peuvent être dues à des problèmes instrumentaux (panne de capteurs, contamination par des
éléments externes comme le givre par exemple), à l’évolution du système d’assimilation (modi-
fication de la liste noire, ajout d’un nouvel instrument, évolution du modèle de PNT) ou encore
à la modification du RTM. Enfin, l’arrivée des sondeurs hyperspectraux produisant une quan-
tité importante d’informations et comprenant plusieurs milliers de canaux rend la correction de
biais statique difficile à maintenir techniquement.
3.4.2.3 Méthode adaptative et variationnelle
Pour pallier ces difficultés, des techniques adaptatives ont été mises en place. Ces tech-
niques font varier automatiquement la correction de biais pour chaque nouvelle analyse mais
le choix des prédicteurs dans leur forme paramétrique est le même que pour la correction de
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biais statique. Ceci permet une gestion technique des biais simplifiée car les paramètres y sont
calculés et appliqués automatiquement pour toutes les radiances, permettant ainsi au système de
s’adapter à toute évolution du biais ce qui limitera le risque qu’un type d’observation dégrade
l’analyse.
Parmi ces techniques adaptatives, nous citerons la correction de biais variationnelle (Var-
BC) (Dee (2004) ; Auligné et al. (2007)) mise en place dans la chaine opérationnelle d’ARPEGE
en février 2008 : cette technique ajuste ainsi les paramètres de biais, issus des prédicteurs définis
précédemment, à chaque nouveau cycle d’analyse. Le schéma Var-BC cherche à minimiser les
innovations systématiques pour les radiances tout en préservant les écarts entre l’ébauche et
les autres observations dans le système d’analyse. Ceci est réalisé en incluant les coefficients
de régression dans le vecteur de contrôle de l’analyse variationnelle, de manière à ce qu’ils
soient ajustés en même temps que les autres variables de l’analyse à partir des informations
disponibles. Cet ajustement sera optimal s’il respecte non seulement les incertitudes spécifiées
pour les observations et pour l’ébauche, mais aussi la contrainte d’inertie que l’on souhaite
imposer aux mises à jour des biais satellitaires.
La fonction-coût est ici minimisée par rapport aux coefficients de biais β (comme pour la
correction de biais statique) mais aussi par rapport à l’état du modèle de PNT x :
J(x,β) = 1
2
[y−H(x,β)]T R−1[y−H(x,β)]+ 1
2
(β−βb)T B−1β (β−βb)+
1
2
(x−xb)
T B−1(x−xb)
(3.12)
avec Bβ représentant la matrice des covariances d’erreurs des coefficients de biais. La contrainte
d’inertie, contrôlant l’adaptivité des coefficients de biais, est représenté par le terme 1
2
(β−
βb)T B−1β (β−βb).
3.4.3 Le contrôle de qualité
Le contrôle de qualité des données est réalisé en amont du processus d’analyse mais après
la modélisation statistique des erreurs et la correction de biais. Ce contrôle vise à détecter puis
rejeter les observations pouvant dégrader le système d’assimilation. En effet, les modèles at-
mosphériques étant très sensibles aux conditions initiales, l’assimilation d’observations trop
différentes de l’ébauche (qu’elles soient fausses ou non) peut avoir un impact important sur la
prévision. La qualité des données disponibles sur le réseau international doit ainsi être contrô-
lée. Ce contrôle consiste à représenter statistiquement les différences entre le modèle d’une part,
et les observations d’autre part. L’état de l’atmosphère peut ainsi être défini par l’ébauche xb
qui constitue la meilleure estimation a priori de l’état de l’atmosphère. Seules les observations
ayant des écarts "raisonnables" par rapport à cette référence seront utilisées, les autres étant
rejetées après avoir défini un seuil de rejet.
Dans la pratique, les observations y sont comparées à leur équivalents modèle H(x) (en sup-
posant que les observations et l’ébauche ne sont pas biaisées). Le seuil de rejet tient compte de
la correction de biais à apporter aux observations ainsi que des covariances d’erreurs d’observa-
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tions et de l’ébauche puisqu’il est un multiple de la combinaison de leurs écart-types respectifs :
| y−H(xb,β) |≤ λ
√
σ2b +σ
2
o (3.13)
où λ représente une constante fixée empiriquement pour chaque type d’observations.
L’étude des innovations et des résidus informe sur les performances d’un système d’analyse
ou d’assimilation de données. Ce contrôle sert également à la sélection des canaux ne pouvant
pas être assimilés du fait de processus physiques mal représentés ou de contraintes du système
d’assimilation. D’autre part, l’étude des écarts systématiques entre les observations et leurs
équivalents-modèle sert de base à la construction d’une correction de biais qui sera apppliquée
à certains types d’observations.
3.5 Etapes de l’assimilation des sondeurs hyperspectraux
En plus des différents aspects à considérer pour réaliser une analyse objective, l’assimila-
tion des sondeurs avancés hyperspectraux dans le modèle de PNT requiert la mise au point et
l’adaptation d’étapes supplémentaires. Comme nous l’avons vu, l’arrivée de ces sondeurs in-
frarouges hyperspectraux permet d’étudier l’atmosphère avec une meilleure résolution verticale
mais en contrepartie, le volume des informations à prendre en compte s’en trouve multiplié par
plusieurs ordres de grandeur et la compression et la sélection de l’information devient dès lors
nécessaire. Par ailleurs, la détection nuageuse doit aussi être réadaptée aux plusieurs centaines
voire plusieurs milliers de canaux utilisés par ces sondeurs. Enfin, l’on notera l’existence de
nombreuses interactions entre les différents processus décrits dans la partie précédente et dans
cette partie.
3.5.1 La compression d’information
3.5.1.1 L’échantillonnage spatial des observations
Les observations satellitaires, et notamment celles issues des sondeurs infrarouges hyper-
spectraux tels que AIRS et IASI, ont un faible espacement géographique, comme cela a été
indiqué en partie 1.3 du chapitre 1. L’échantillonnage de ces observations consiste à réduire
leur densité horizontale afin (i) de diminuer le coût de calcul mais aussi (ii) d’optimiser leur
utilisation dans le système d’assimilation. En effet, Liu et Rabier (2002) ont montré que tout
système d’assimilation possède un seuil au dessus duquel la densité des observations n’apporte
plus (ou très peu) d’informations à l’analyse. D’autre part, ces observations présentent des er-
reurs corrélées horizontalement pouvant conduire à une dégradation de l’analyse si ces dernières
ne sont pas représentées correctement (voire non représentées).
La procédure d’écrémage des observations consiste à ne sélectionner qu’un seul pixel par
boîte géographique d’une taille donnée. Dans la version opérationnelle actuelle d’ARPEGE,
cette boîte est un carré de 250 km de côté. De nombreuses options ont été testées pour définir
l’observation sélectionnée par boîte géographique. Ainsi, la NOAA et la NESDIS envoyaient
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aux centres de PNT jusqu’en juin 2006, le pixel central AIRS dans chaque “balle de golf” (1
pixel sur 9). Par la suite et jusqu’à actuellement, le pixel comprenant le canal de surface le plus
chaud est utilisé à Météo-France comme dans la majorité des centres de PNT. Ce choix a été
principalement motivé par le fait que ce pixel est susceptible d’être le moins contaminé par les
nuages et est donc potentiellement le plus informatif dans un contexte d’élimination systéma-
tique des observations contaminées par les nuages (comme c’était le cas à l’heure d’effectuer
ce choix). Ceci a permis d’augmenter le nombre de radiances utilisées, d’améliorer le système
de prévision mais a aussi conduit à une évolution des biais entre observations et ébauche. Pour
IASI, le choix a été fait à Météo-France comme dans la majorité des centres de PNT de ne traiter
que les données fournies par le détecteur n°1 (sur les 4 détecteurs disponibles), ce dernier étant
le moins bruité des détecteurs disponibles.
3.5.1.2 Sélection de canaux
Les sondeurs infrarouges hyperspectraux possèdent des milliers de canaux représentant un
volume d’information colossal qu’il est impossible d’utiliser dans sa globalité. La sélection de
canaux consiste à définir un jeu de canaux optimal par point d’observation. Pour AIRS, diffé-
rentes techniques exploitant la théorie de l’estimation linéaire optimale (Rodgers (1996)) ont été
comparées (Rabier et al. (2002) ; Fourrié and Thépaut (2003)). La sélection adaptative, fournie
par une méthode itérative, sélectionne séquentiellement les canaux ayant le plus fort contenu en
information. Cette méthode est la plus robuste. Cependant, la sélection constante (AIRS NRT7)
élaborée par la NOAA/NESDIS (Susskind et al. (2003)) présente un bon compromis entre qua-
lité et robustesse tout en étant bien moins coûteuse que la méthode itérative. Pour IASI, une
sélection constante des canaux est aussi effectuée (Collard (2007)).
D’autre part, de nombreux canaux sont rejetés a priori car leur assimilation n’est pas pos-
sible dans l’état actuel du système d’analyse. Pour AIRS et IASI, les canaux rejetés sont :
• les canaux de courte longueur d’onde ayant une longueur d’onde inférieure à 4.46 microns
(canaux dont le numéro d’échantillon est supérieur à 1928 pour AIRS et 6463 pour IASI) car ils
sont contaminés par la réflexion solaire le jour et ne vérifient pas l’équilibre thermodynamique
local utilisé dans le RTM ;
• les canaux sensibles à la surface pour les observations situées au-dessus des terres. Des
travaux sur la modélisation de l’émissivité et la température de surface sur terre sont en cours
dans les centres de PNT et son amélioration pourrait permettre d’utiliser ces canaux dans un
avenir proche ;
• les canaux sensibles au toit du modèle (pointant le plus haut) pour lesquels l’écart à
l’ébauche est difficile à évaluer ;
• les canaux sensibles aux espèces chimiques dont les profils sont mal décrits dans les
modèles de PNT.
Une autre technique peut éventuellement être utilisée pour compresser l’information : l’ana-
lyse en composante principale (ACP). L’ACP consiste à rechercher les directions de l’espace
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qui représentent le mieux les corrélations entre les différents canaux. Cette méthode mathéma-
tique d’analyse va ainsi former des groupes de canaux et considérer un nouveau jeu de “canaux
artificiels” décorrélés entre eux et réduits par rapport au jeu de canaux initial.
3.5.2 La détection nuageuse
Différents algorithmes de détection et caractérisation nuageuse sont disponibles pour les
sondeurs infrarouges hyperspectraux. Certains d’entre eux sont simplement adaptés à partir de
leur version pour les données ATOVS, alors que d’autres sont spécialement développés pour
exploiter les données des sondeurs infrarouges hyperspectraux. Les méthodes développées par
ces algorithmes utilisent généralement la différence entre les radiances mesurées et leurs équi-
valents modèles après correction de biais, sur une partie ou la totalité du spectre d’observation.
Il existe deux classes de schémas de détection :
• les schémas permettant d’obtenir un masque nuageux qui ne fournissent qu’une informa-
tion binaire pour chaque pixel (le schéma de la NESDIS (Goldberg et al. (2003)), le schéma dé-
veloppé par Serio (Serio et al. (2000)), le schéma développé par English (English et al. (1999)),
etc) ;
• les schémas de caractérisation nuageuse qui calculent les paramètres nuageux, générale-
ment la pression de sommet de nuage (PTOP) et l’émissivité nette (Ne) (le schéma du CO2-
Slicing, dont les caractéristiques sont proposées dans la partie 4.1.2 du chapitre suivant ; la
méthode MLEV8 (Huang et al. (2004)), etc).
Le schéma de détection nuageuse utilisé opérationnellement au CEPMMT et à Météo-
France (McNally and Watts (2003)), appelé dans la suite de ce manuscrit “schéma du CEPMMT”,
est détaillé dans la partie 4.1.1 du chapitre suivant. Ce schéma constitue une amélioration des
schémas fournissant un masque nuageux car il détecte les canaux clairs au sein d’un pixel conta-
miné par les nuages.
3.5.3 Intéractions entre les différents processus
Il existe de nombreuses interactions entre les différents processus décrits précédemment.
En effet, la modification de l’un des paramètres intervenant dans l’assimilation des sondeurs
infrarouges hyperspectraux peut entraîner une réponse différente du système pour les autres pa-
ramètres. Par exemple, un changement de l’écrémage géographique des observations va faire
évoluer la correction de biais qui modifiera à son tour les résultats du contrôle de qualité qui
déterminera un jeu d’observations différent pour ajuster la correction de biais. La figure 3.6
schématise ces interactions pour la correction de biais, le contrôle de qualité, la détection nua-
geuse, l’écrémage des observations et l’estimation des erreurs d’observation. Un exemple de
ces interactions entre la correction de biais et la détection nuageuse sera présenté en partie 6.3
du chapitre 6.
8Minimum Local Emissivity Variance
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FIG. 3.6: Schéma mettant en évidence les principales interactions intervenant entre les dif-
férents processus de l’assimilation des sondeurs infrarouges hyperspectraux (image
adaptée de la thèse de Thomas Auligné (2007)).
3.6 Prise en compte de l’effet du nuage
Une grande majorité des observations satellitaires issues des sondeurs infrarouges hyper-
spectraux est contaminée par les nuages. Deux éventualités sont dès lors envisageables pour
traiter au mieux ce type de données. La première consiste tout simplement à rejeter ces ob-
servations pour n’assimiler que les observations non contaminées par les nuages. La seconde
éventualité vise à adapter le schéma d’assimilation afin d’utiliser totalement ou partiellement
les observations affectées par les nuages.
3.6.1 Utilisation des radiances claires uniquement
Le rejet des radiances contaminées par les nuages est principalement motivé par la relative
complexité d’appréhender l’influence nuageuse sur les observations infrarouges. Ceci en raison
(i) de la modélisation des processus de formation des nuages pas toujours optimale, (ii) des
petites échelles spatio-temporelles associées aux processus de développement et de dissipation
des nuages, mais aussi (iii) des fortes non-linéarités inhérentes aux nuages qui limitent forte-
ment l’application des méthodes variationnelles que ce soit dans les schémas d’inversion ou
d’assimilation.
L’utilisation des radiances claires uniquement implique un rejet des observations conta-
minées par les nuages et donc une détection préalable des nuages. Différents algorithmes de
détection nuageuse sont ainsi utilisés de façon routinière dans le centres de PNT. Ces schémas
de détection nuageuse sont d’une importance primordiale pour l’analyse car l’intégration dans
le modèle d’une observation nuageuse mal détectée peut entraîner une dégradation importante
de l’analyse et des prévisions qui en découlent. Une validation de ces schémas de détection
basée sur des données indépendantes devient dès lors nécessaire. Les différents schémas pro-
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posant un masque nuageux par pixel demeurent les plus conservatifs car ils détectent chaque
pixel contaminé par un nuage, ce dernier étant par la suite entièrement rejeté. Le rendement en
terme d’observations assimilées est ainsi très bas : de l’ordre de 5% pour la méthode dévelop-
pée par English et al. (1999). Le schéma du CEPMMT permet certes un rendement en terme
d’observations assimilées supérieur aux méthodes précédentes mais ce rendement est loin d’être
satisfaisant : de l’ordre de 15% pour des canaux stratosphériques donc peu contaminés par les
nuages et de 8% pour des canaux pointant dans la haute troposphère et donc souvent contaminés
par les nuages.
Une méthode alternative existe pour traiter les observations partiellement nuageuses. Cette
méthode, dite méthode du “Cloud-Clearing”, a été initiée par Smith et al (1986) puis dévelop-
pée par Eyre and Watts (1987) . Elle vise à estimer les radiances qui auraient été observées si
le champs de vision du satellite avait été totalement clair, et ceci à partir d’une radiance par-
tiellement nuageuse. La technique est basée sur l’utilisation des pixels voisins : on suppose que
pour deux pixels 1 et 2 directement adjacents, on observe les mêmes profils de température et
d’humidité ainsi que les mêmes PTOP. Des couvertures nuageuses N1 et N2 différentes sont par
contre observées. Ainsi, les radiations R1 et R2 respectivement émises par les deux pixels 1 et 2
sont formulées ainsi :
R1 = (1−N1)Rcloud +N1Rclear (3.14)
R2 = (1−N2)Rcloud +N2Rclear (3.15)
avec Rcloud et Rclear qui représentent respectivement les radiances qui auraient été observées en
ciel totalement couvert par un nuage opaque et celles qui auraient été observées en ciel clair. A
partir de ces équations, Rcloud peut être calculée :
Rcloud =
R1−N∗R2
1−N∗
(3.16)
où N∗ = N1 / N2. Une fois Rcloud calculée pour un canal donné, elle servira pour réévaluer N∗
suivant la formulation :
N∗ =
Rcloud −R1
Rcloud −R2
(3.17)
Finalement, N∗ (qui est équivalent pour tous les canaux du sondeur) sera utilisé dans l’équa-
tion (3.16) pour le calcul de Rcloud des canaux restants. Cette méthode n’est valable que si N1
est différent de N2. Toutefois, les hypothèses introduites pour utiliser cette méthode, tels que
des profils de température et d’humidité ainsi que des PTOP identiques pour les 2 pixels ne sont
pas vérifiées dans la majorité des cas et l’utilisation de cette méthode n’est ainsi pas optimale
(Pavelin et al. (2008)).
3.6.2 Utilisation des radiances contaminées par les nuages
Les radiances nuageuses contiennent une information de grande échelle sur les variables
physiques non initialisées dans le modèle. L’émergence des techniques variationnelles, ainsi que
les améliorations récentes en matière de modélisation nuageuse et de transfert radiatif, ont re-
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lancé l’intérêt de la communauté scientifique pour l’utilisation des radiances nuageuses. D’autre
part, plusieurs constats ont convaincu les grands centres de PNT d’assimiler les radiances nua-
geuses dans les modèles atmosphériques. La première source de motivation évidente était le
manque à gagner en observations : pour la plupart des instruments infrarouges, environ 90% des
pixels sont totalement ou partiellement contaminés par les nuages (Fourrié and Rabier (2004),
pour les observations IASI) et étaient donc rejetés du système d’assimilation respectif de ces
centres de prévision. Dans le contexte de l’arrivée de sondeurs avancés contenant plusieurs mil-
liers de canaux, tels que AIRS, IASI et CrIS prochainement, le rejet de ces observations conduit
à une sous-exploitation évidente de ces instruments par ailleurs coûteux. D’autre part, de nom-
breuses études ont montré que les zones sensibles (zones où de petites erreurs de conditions
initiales peuvent conduire à de grandes erreurs de prévision) étaient largement recouvertes par
les nuages (McNally (2002) ;Fourrié and Rabier (2004)). Enfin, le rejet systématique des obser-
vations contaminées par les nuages conduit d’une part au calcul d’équivalents-modèle en ciel
clair uniquement, et d’autre part, à une faible description de certaines situations particulières
comme les régions humides ou sensibles par exemple.
Deux méthodes sont principalement utilisées par les centres de PNT pour assimiler les ra-
diances contaminées par les nuages :
• Dans la première approche, l’information nuageuse provient exclusivement des variables
dynamiques du modèle via les schémas physiques de nuages décrits en partie 2.3 du chapitre
1. Ces derniers sont alors couplés avec l’opérateur d’observation, un RTM par exemple, qui va
simuler les radiances nuageuses sur un certains nombre de niveaux verticaux.
Différents centres de PNT ont testé cette approche pour les observations AIRS. Ainsi, Che-
vallier (Chevallier et al. (2004)) a testé l’utilisation d’un schéma diagnostique de nuage (Tomp-
kins and Janiskova (2003)) couplé au RTM RTTOV pour simuler les radiances contaminées par
les nuages dans un schéma 1D-Var. Les auteurs ont ainsi mis en évidence un bénéfice potentiel
(en terme de biais et d’optimisation des erreurs d’observations) à assimiler les radiances conta-
minées par les nuages pour certains canaux AIRS pointant dans la haute troposphère. Dahoui
(Dahoui (2006)) a aussi testé l’utilisation d’un schéma diagnostique de nuage pour estimer les
paramètres nuageux qu’il a fournis en entrée du RTM RTTOVCLD pour simuler les radiances
AIRS nuageuses. Pour ce cadre d’étude, seuls les nuages stratiformes de grande échelle ont été
pris en compte afin de réduire les non-linéarités inhérentes aux processus convectifs. L’impact
de cette étude n’est pas très encourageant tant les impacts sur l’analyse et les prévisions sont
faibles et le temps de calcul important.
• Une seconde approche consiste à utiliser des algorithmes de caractérisation nuageuse
pour retrouver les propriétés du nuage. Ces paramètres nuageux (généralement la pression de
sommet de nuage PTOP et la couverture nuageuse Ne) dérivés à l’aide d’observations sont
ensuite fournis au RTM qui simule les radiances contaminées par les nuages.
Cette technique est utilisée de manière opérationnelle dans certains centres de PNT pour
simuler et assimiler les radiances AIRS contaminées par les nuages. Cependant différentes va-
riantes existent d’un centre à l’autre tant dans l’algorithme utilisé que dans la manière dont sont
58 3. L’ASSIMILATION DE DONNÉES
traités les paramètres nuageux avant d’être fournis au RTM. Ainsi, le UKMO9 utilise la mé-
thode de moindre résidu (minimum residual method, (Eyre and Menzel (1989))) pour extraire
les paramètres nuageux (Pavelin et al. (2008)). Météo-France et le SMC10 utilisent quant à eux
l’algorithme du CO2-Slicing (Pangaud et al. (2009) ; Heilliette and Garand (2007)). Au UKMO
et au SMC, les paramètres nuageux calculés sont ensuite ajustés par un schéma 1D-Var avant
d’être fournis aux modèles de transfert radiatif RTTOV afin de simuler les radiances nuageuses.
La technique utilisée à Météo-France est de fournir en entrée de RTTOV les données brutes is-
sues du CO2-Slicing sans ajustement préalable par un schéma 1D-Var et pour toutes les scènes
nuageuses dont la Ne est supérieur à 0,1 (Pangaud et al. (2009)).
A l’heure de rédaction de ce manuscrit, le CEPMMT n’assimile pas les radiances conta-
minées par les nuages de manière opérationnelle. Cependant, différentes pistes exploitant les
2 méthodes décrites ci-dessus y ont été testées pour assimiler les observations nuageuses de
manière optimale. Outre la méthode physique testée par Chevallier et al, McNally (McNally
(2008)) a utilisé le radiomètre AVHRR11 afin de ne sélectionner que les pixels totalement re-
couverts par les nuages (Ne=1). Les paramètres nuageux, calculés à l’aide de la méthode de
moindre résidu, pour ces pixels totalement nuageux sont finalement fournis en entrée de RT-
TOV afin de simuler les radiances nuageuses. Dans cette méthode, les paramètres nuageux sont
ajustés au cours de la minimisation du 4D-Var.
Les résultats obtenus dans chacun des centres utilisant des algorithmes de caractérisation
nuageuse sont prometteurs : pour le UKMO, Pavelin note ainsi de légères diminutions des er-
reurs quadratiques moyennes (RMS12) pour les profils de température et d’humidité de l’ébauche.
Au CEPMMT, McNally met en évidence une légère amélioration des incréments d’analyses en
température par rapport aux observations de radiosondages en moyenne/basse troposphère ainsi
qu’une amélioration significative des RMS pour les prévisions de température à 700hPa dans
l’Hémisphère Sud et dans les Tropiques. Pour le SMC, Heilliette (Heilliette and Garand (2007))
a noté de légères améliorations des profils de température et d’humidité dans une large couche
au-dessus du nuage (spécialement pour les nuages moyens). Enfin, à Météo-France, Dahoui a
mis en évidence, dans une version préliminaire de cette méthode, des impacts certes faibles
mais légèrement positifs tant dans l’analyse (innovations des observations améliorées) que dans
les prévisions (légères amélioration des RMS pour les prévisions de géopotentiel dans l’Hémi-
sphère Sud) avec ou sans ajustement des paramètres nuageux par un schéma 1D-Var.
Dans le cadre de cette thèse, l’objectif recherché est d’explorer différentes pistes pour as-
similer de manière optimale les observations issues des sondeurs hyperspectraux AIRS mais
aussi IASI contaminées par les nuages dans le modèle ARPEGE. Pour les données AIRS, la
méthode mise en oeuvre dans le présent manuscrit (ainsi que la configuration de l’étude) diffère
de celle utilisée par Dahoui pour de nombreux aspects :
• Un jeu de canaux AIRS différent est utilisé : Dahoui utilise un jeu de 102 canaux AIRS
9United Kingdom Meteorological Office
10Service de Météorologie Canadienne
11Advanced Very High Resolution Radiometer
12Root Mean Square
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sensibles à la température (courtes et grandes longueurs d’ondes) et à la vapeur d’eau dont les
pics de fonctions de poids sont situés de la stratosphère à la surface. Dans la présente étude,
un jeu de 56 canaux stratosphériques et troposphériques sensibles à la température (grandes
longueurs d’ondes uniquement) est utilisé uniquement. Ce jeu correspond au jeu de canaux
utilisé dans la configuration opérationnelle d’ARPEGE depuis juillet 2008.
• La correction de biais utilisée par Dahoui est statique alors que Var-BC est appliquée aux
observations dans cette étude.
• Les techniques d’assimilation des radiances nuageuses diffèrent entre les 2 études : le
schéma du CEPMMT est utilisé dans la présente étude pour assimiler les canaux clairs mais
aussi ceux contaminés par les nuages. L’implémentation de ce schéma dans le modèle AR-
PEGE a donc été effectuée et notre système d’assimilation des radiances nuageuses repose sur
l’information combinée du CO2-Slicing et du schéma du CEPMMT (les détails de la méthode
mise en oeuvre sont exposés dans la partie 6.2.1.1 du chapitre 6). Dahoui a quant à lui testé
d’une part une approche en utilisant l’information du CO2-Slicing uniquement afin de simuler
une radiance affectée par les nuages et d’autre part une approche où le schéma du CEPMMT
est utilisé pour assimiler uniquement les canaux clairs au sein de pixels clairs ou nuageux.
L’impact de l’assimilation des données AIRS et IASI sur la caractérisation des observations
ainsi que sur les analyses et les prévisions sera détaillé dans les chapitres 6 et 7 respectivement
pour le sondeur AIRS et le sondeur IASI.
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Troisième partie
Evaluation des schémas de détection et de
caractérisation des nuages
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Introduction
Comme cela a été souligné en fin de chapitre précédent, une détection et une caractérisation
fiable des nuages sont nécessaires afin que les radiances contaminées par les nuages soient
rejetées ou au contraire assimilées au même titre que les radiances claires.
La plupart des algorithmes de détection et de caractérisation des nuages sont basés sur des
calculs de transfert radiatif et des tests à seuil. Dahoui et al (2005) ont étudié les performances
de 4 schémas de détection des nuages : le schéma de la NESDIS, du CO2-Slicing (Chahine
(1974) ; Menzel et al. (1983)), du MLEV et du CEPMMT (McNally and Watts (2003)). Dans
cette étude, les auteurs montrent que ces 4 schémas permettent une restitution satisfaisante des
structures nuageuses à l’échelle synoptique avec cependant une plus grande précision pour le
schéma du CO2-Slicing et du CEPMMT. La présente phase de validation se concentrera sur les
2 schémas jugés les plus précis par Dahoui et al (2005), à savoir le CO2-Slicing et le schéma du
CEPMMT.
Cette validation sera réalisée dans un premier temps (chapitre 4) en utilisant exclusive-
ment les données issues du spectromètre AIRS et en se référant aux données indépendantes du
masque nuageux MODIS13.
Dans la seconde étape de notre phase de validation (chapitre 5) nous élaborons puis testons
tout d’abord différents jeux de canaux IASI à appliquer au CO2-Slicing pour optimiser les
calculs des paramètres nuageux. Dans un second temps, nous vérifions que le jeu de canaux
AIRS utilisé par le CO2-Slicing en 2006 (123 canaux) est toujours performant. En effet, certains
canaux AIRS utilisés par le CO2-Slicing et le schéma du CEPMMT pendant cette période ne
présentent plus un bon code-qualité en 2009. Si le jeu de 123 canaux utilisé ne s’avère plus
performant, un nouveau jeu de canaux AIRS approprié aux calculs des paramètres nuageux doit
être défini. Cette phase de validation est effectuée en se référant aux produits de classification
nuageuse MSG14.
13MODerate Imager Spectroradiometer
14Météosat Seconde Génération
64
65
Chapitre 4
Comparaison du masque nuageux MODIS
et des schémas de détection pour AIRS
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4.1 Présentation des schémas de détection et de caractérisa-
tion des nuages
4.1.1 Le schéma du CEPMMT
Le schéma du CEPMMT a pour objectif, comme tous les algorithmes de détection nuageuse,
de détecter toute contamination par les nuages des radiances observées par les sondeurs avancés.
Sa spécificité vient du fait qu’au lieu de chercher à localiser les pixels clairs, il identifie, pour
un spectre observé, les canaux non contaminés par les nuages.
En supposant que l’ébauche est suffisamment proche de la vérité, la signature nuageuse est
identifiée pour chaque canal grâce à son innovation. Les observations, qu’elles soient claires ou
nuageuses, sont ainsi comparées à leur équivalent modèle (corrigé du biais) calculé en ciel clair.
Dans un second temps, les canaux sont ordonnés verticalement en fonction de leur sensibilité
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relative à la présence d’un nuage : cette sensibilité est définie par un niveau de pression pi, en
coordonnées verticales RTTOV, assigné à chaque canal, correspondant au niveau le plus bas
pour lequel l’effet radiatif dû à la présence d’un nuage opaque |Rclear−R
pi
cld |
Rclear
, est inférieur à un
seuil fixé (un seuil de 1% est choisi par les auteurs). Rclear représente la radiance claire simulée
et Rpicld représente la radiance simulée en présence d’un nuage opaque au niveau pi.
Dans un troisième temps, les canaux ordonnés sont regroupés en cinq ensembles suivant
leur appartenance aux bandes spectrales autour des longueurs d’ondes suivantes : 15 µm ; 9 µm ;
6 µm ; 4,5 µm et 4,2 µm. Dans l’espace des canaux ordonnés (du plus haut au plus bas), les écarts
à l’ébauche sont ensuite lissés par un filtre "passe-bas" réduisant l’effet du bruit instrumental.
Finalement, une recherche de canal à partir duquel les écarts à l’ébauche croissent de ma-
nière monotone est effectuée en fixant un seuil sur leur gradient. Enfin, après avoir déterminé ce
canal, tous les canaux plus sensibles à la présence d’un nuage sont considérés comme nuageux
et ceux moins sensibles à la présence d’un nuage sont considérés comme clairs (voir figure 4.1).
Ainsi, pour un pixel donné, si la totalité des canaux du profil sont clairs, le pixel est considéré
comme clair, sinon la présence d’un nuage est signalée.
Pendant la première partie de ce travail de thèse, soit pendant la validation du schéma du
CEPMMT avec les données AIRS en septembre 2006 à l’aide du masque nuageux MODIS, un
jeu de 319 canaux AIRS situés dans les 5 bandes spectrales précédemment définies est utilisé.
Ce jeu correspond au jeu de canaux utilisés dans la configuration opérationnelle pour cet algo-
rithme. Cependant, en deuxième partie de ce travail de thèse, pendant la période de validation
de l’algorithme effectuée en janvier 2009, les 4 canaux 300, 325, 453 et 843 précédemment
utilisés dans la première bande spectrale, ne présentent plus un bon code-qualité et sont donc
retirés du jeu de canaux utilisés qui ne comprend donc plus que 315 canaux, comme nous le
verrons dans le chapitre 5. D’autre part, pendant cette période, pour les données IASI, le schéma
du CEPMMT dans sa configuration opérationnelle, utilise un jeu de 193 canaux situés dans la
bande spectrale entre 648,75 cm−1 et 781,25 cm−1.
4.1.2 L’algorithme de détection et de caractérisation du CO2-Slicing
L’algorithme du CO2-Slicing , basé sur les principes du transfert radiatif, est utilisé pour dé-
tecter mais également pour caractériser les nuages. Pour cela, cet algorithme extrait la pression
de sommet PTOP et l’émissivité nette Ne du nuage à partir des radiances infrarouges observées
d’un ensemble de canaux AIRS sélectionnés dans la bande d’absorption du CO2 très sensible à
la température et donc à la présence de nuages. Cet algorithme utilise un schéma de nuage sim-
plifié : le nuage est considéré comme un nuage fin, opaque ou semi-transparent et d’émissivité
constante.
Ainsi, pour chaque pixel AIRS et pour chacun des canaux sélectionnés, la fonction suivante
est calculée pour chaque canal et pour chaque niveau de pression du modèle RTTOV selon
l’expression suivante :
Fk,p =
Rkclear−R
k
meas
Rkre fclear−R
kre f
meas
−
Rkclear−R
k,p
cld
Rkre fclear−R
kre f ,p
cld
(4.1)
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FIG. 4.1: Représentation schématique des jacobiens en température (K) des canaux AIRS
contaminés ou non par la présence d’un nuage aux alentours de 600 hPa. L’axe des
abscisses représente le jacobien en température et l’axe des ordonnées représente les
niveaux de pression atmosphérique (hPa) (source : www.ecmwf.int).
avec :
• p : niveau de pression.
• k : numéro du canal dans la bande CO2.
• kre f : canal fenêtre de référence. Le canal 787 (917,31cm−1) est utilisé pour AIRS, le
canal 867 (861,50cm−1) est utilisé pour IASI.
• Rkmeas : radiance mesurée pour le canal k.
• Rkclear : radiance claire simulée pour le canal k.
• Rk,pcld : radiance simulée d’un corps noir pour le canal k en considérant un nuage opaque
au niveau p.
Cette fonction Fk,p est évaluée pour les 43 niveaux de pression p RTTOV et l’on retient,
pour chaque canal k, le niveau de pression pc,k qui minimise la fonction Fk,p.
Un filtre est par la suite appliqué par l’algorithme afin de discriminer les canaux présentant
une différence entre les radiances observées et les radiances simulées inférieures au bruit ra-
diométrique. Si tous les canaux sont filtrés, le pixel est déclaré clair. Si le pixel est contaminé
par un nuage, la pression de sommet de nuage PTOP associée au pixel est obtenue à partir des
niveaux de pression pk calculés précédemment pour chaque canal, à l’aide de la formule :
PTOP = ∑w
2
k pc,k
∑w2k
(4.2)
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où wk représente la dérivée par rapport à la pression de la fonction Fk,p (wk = δFk,p/δlnp).
Dans un second temps, le canal de référence est utilisé par l’algorithme pour déterminer
l’émissivité nette Ne à l’aide de la formule :
Ne =
Rkre fclear−R
kre f
meas
Rkre fclear−R
kre f
cld
(4.3)
Dans le cas où l’algorithme produit une Ne inférieure à 0,1, le pixel est déclaré clair. Par
ailleurs, si l’algorithme produit une Ne non physique (inférieure à 0 ou supérieure à 1), nous
considérons que la méthode a échoué.
Pendant la première partie de ce travail de thèse, soit pendant la validation de l’algorithme
avec les données AIRS à l’aide du masque nuageux MODIS, un jeu de 123 canaux AIRS est
utilisé dans la configuration opérationnelle. Ces canaux sont situés dans la première bande spec-
trale entre 649,61 cm−1 et 917,31 cm−1, cette région étant très sensible à la présence de nuages.
De la même manière que pour le schéma du CEPMMT, les canaux AIRS 300, 325 et 453 ont
été retirés du jeu de canaux AIRS utilisé en janvier 2009. D’autre part, des tests ont été réalisés
afin de déterminer un nouveau jeu de canaux AIRS dans la première bande spectrale optimisant
les performances du CO2-Slicing. Concernant les données IASI, différents jeux de canaux ont
aussi été testés. Ces différents tests et les résultats pour AIRS et IASI sont présentés dans le
chapitre 5.
4.2 Données utilisées
4.2.1 Le masque nuageux MODIS
L’imageur MODIS est un instrument clé situé à bord des satellites Aqua et Terra. Cet ima-
geur propose des observations de l’atmosphère, de la terre et de la mer grâce aux mesures
effectuées sur 36 bandes spectrales comprises entre 0,41 µm et 14,38 µm (régions visible, in-
frarouge et proche-infrarouge) en utilisant une combinaison de techniques dans les domaines
infrarouges et visibles. La visualisation complète de la surface de la Terre par l’imageur MODIS
est effectuée en 1 à 2 jours.
Les produits nuageux MODIS comprennent, d’une part, un masque nuageux incluant des
données de PTOP et de Ne et, d’autre part, divers produits caractérisant la phase nuageuse
(phase et taille des particules nuageuses, épaisseur optique nuageuse, contenu intégré en eau
nuageuse, etc...). La résolution spatiale de ces produits est comprise entre 250 m et 5 km.
Le masque nuageux MODIS est un produit contenant une description des nuages présents
dans le champs de vision de l’imageur. Les paramètres nuageux MODIS sont calculés en utili-
sant la 29ème bande MODIS et celles comprises entre la 31eme et 36eme. La 29eme bande, com-
prise entre 8,4 et 8,7 µm, permet le calcul des propriétés nuageuses (dont le Ne) ; les bandes 31
et 32, comprises respectivement entre 10,78 et 11,28 µm et entre 11,77 et 12,27 µm permettent
les calculs de température de la surface et du nuage ; enfin les bandes 33 à 36, comprises entre
13,185 et 14,385 µm permettent les calculs de PTOP. Les calculs algorithmiques effectués
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pour extraire ces paramètres nuageux MODIS ne seront pas détaillés dans le présent manuscrit
car ceux-ci sont exposés de manière détaillée sur le site de la NASA consacré à MODIS (mo-
dis.gsfc.nasa.gov). Les algorithmes de MODIS diffèrent dans la gamme spectrale utilisée pour
le calcul des produits nuageux de jour et de nuit : les produits de jour utilisent des canaux situés
dans les gammes visibles et infrarouges alors que les produits de nuit n’utilisent que des canaux
situés dans les gammes infrarouges.
Pour cette étude, nous avons utilisé les produits de niveau 2 (MYD06-L2) issus du masque
nuageux de l’imageur MODIS situé sur la plateforme Aqua. Ces données ont été rendues dispo-
nibles par le centre ICARE1 (http ://www-icare.univ-lille1.fr/archive) qui distribue des données
de sondage produites à partir de diverses missions d’observation de la Terre par la NASA2, le
CNES3 ou encore EUMETSAT. Deux types de paramètres MODIS ont été utilisés pour valider
nos schémas de détection nuageuse : la fraction nuageuse (le produit de jour et le produit de
nuit) et la pression de sommet des nuages (le produit de jour et le produit de nuit). Ces para-
mètres sont disponibles avec une résolution spatiale de 5 km au nadir et couvrent pour chacun
d’eux un intervalle de temps de 5 minutes. Un exemple de chacun de ces produits est présenté
sur la figure 4.2.
Il est utile de préciser que les paramètres nuageux issus de l’imageur MODIS sont enta-
chés d’erreurs liées à la calibration de l’instrument, à la version du masque nuageux et du RTM
utilisé, ainsi qu’aux caractéristiques de l’atmosphère et au type de nuage observé. Différentes
études ont tenté de valider les produits MODIS à l’aide d’observations de LIDAR embarqués
(Frey et al. (1999) ; Menzel et al. (2008). Ces différentes études présentent des résultats concor-
dants qui sont résumés dans le tableau 4.1 :
Type nuage différences PTOP p/r à LIDAR
Nuage fin moyen et haut ±50hPa
Nuage bas (sans inversion température) ±50hPa
Nuage bas (avec inversion température) jusqu’à -200hPa
Nuage multicouche (couche > opaque) ±50hPa
Nuage multicouche (couche > semi-transparent) moyenne radiative des 2 couches
TAB. 4.1: Tableau récapitulatif des erreurs de caractérisation du PTOP par MODIS en fonction
du type de nuage observé.
4.2.2 Colocalisation de MODIS et AIRS
Le masque nuageux MODIS est ici utilisé comme donnée de vérification afin de comparer
et d’évaluer statistiquement les performances des 2 schémas de détection nuageuse présentés
ci-dessus en utilisant les données AIRS de septembre 2006. Une description fournie par le
1Interactions Clouds Aerosols Radiations Etc
2National Aeronautics and Space Administration
3Centre National d’Etudes Spatiales
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masque nuageux MODIS des nuages présents dans chaque pixel AIRS est ainsi nécessaire. Les
instruments AIRS et MODIS étant deux instruments présentant une résolution et une géométrie
de ligne de scan différentes, il convient de colocaliser géographiquement et temporellement les
données issues de ces deux instruments. Cette colocalisation est effectuée en trois étapes :
• La première étape vise à représenter chaque pixel AIRS par un cercle dont le diamètre
est agrandi de 10% par rapport à la taille réelle du pixel AIRS (formant une ellipse) selon la
méthode de Tobin (Tobin et al. (2006)). La représentation des pixels AIRS par des cercles plutôt
que par des ellipses présente l’avantage de réduire considérablement le temps de calcul tout en
proposant des résultats similaires à la représentation des pixels AIRS par des ellipses. Ainsi un
pixel situé au nadir sera représenté par un cercle de 14,85 km de diamètre (au lieu de 13,5 km
réellement) ; un pixel situé à l’extrémité de la fauchée sera représenté par un cercle de 36,3 km
de diamètre (au lieu d’une ellipse dont le grand axe mesure 33 km réellement).
• Dans un deuxième temps, un algorithme de colocalisation a été développé afin de déter-
miner tous les pixels MODIS situés à l’intérieur des cercles représentant chaque pixel AIRS.
• Finalement, une moyenne pondérée des valeurs issues de chaque pixel MODIS (colocali-
sés dans un pixel AIRS) a été calculée en fonction de la distance relative séparant chaque pixel
MODIS du centre du pixel AIRS. Le but de cette étape étant d’obtenir une valeur unique issue
de MODIS pour chaque pixel AIRS. La taille d’un cercle AIRS et d’un pixel MODIS variant
avec l’angle de scan, le nombre de pixels MODIS contenus dans un pixel AIRS varie aussi avec
l’angle de scan : de 10 à 30 pixels MODIS en moyenne sont situés au sein d’un pixel AIRS du
nadir aux extrémités du nadir.
4.2.3 Configuration de l’étude
Notre étude est centrée sur l’Atlantique entre 60o Sud et 60o Nord et seuls les pixels situés
sur mer ont été traités. La validation a été réalisée sur une période de 10 jours et 10 nuits : du 1er
au 10 septembre 2006. Cette étude a été opérée pendant les 10 jours entre 13 :00 et 15 :30 UTC
pendant la journée et entre 02 :00 et 04 :30 UTC pendant la nuit ; ces heures correspondent aux
périodes où le satellite Aqua est situé au-dessus de l’Océan Atlantique. Au total, 6538 pixels
AIRS de jour et 9168 pixels AIRS de nuit ont été traités. Comme indiqué dans les parties 4.1.1
et 4.1.2 du présent chapitre, l’algorithme du CO2-Slicing utilise un jeu de 123 canaux AIRS
alors que le schéma du CEPMMT utilise un jeu de 319 canaux.
Les pixels pour lesquels le Ne calculé par le CO2-Slicing n’est pas physique n’ont pas été
considérés dans cette étude. Ils représentent globalement 15% de la totalité des pixels. Selon
Dahoui (Dahoui (2006)), ces pixels sont généralement clairs et pourraient donc être classés
comme tels mais dans le cas de notre étude, 35% environ de ces pixels sont classés comme
nuageux par le masque nuageux MODIS, et nous avons donc décidé de ne pas les prendre en
compte dans notre validation. D’autre part, un pixel AIRS sera déclaré nuageux par MODIS si le
Ne correspondant (donc la moyenne pondérée des Ne des pixels MODIS situés au sein du pixel
AIRS) est supérieur à 5% (Lavanant et al. (2004)). Ce pixel AIRS sera déclaré nuageux par le
schéma du CEPMMT si l’un des 141 canaux situés dans la première bande spectrale (autour
de 15 µm) est nuageux et il sera déclaré nuageux par le CO2-Slicing si le Ne correspondant est
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supérieur à 10 %. Pour le schéma du CEPMMT, le choix a été fait de ne considérer que les 141
canaux situés dans la première bande spectrale dans le but de faciliter la comparaison relative
du CO2-Slicing et du schéma du CEPMMT. En effet, les 123 canaux utilisés par le CO2-Slicing
sont situés dans la première bande spectrale du CEPMMT.
La figure 4.2 représente un exemple de carte de PTOP et de Ne obtenue par MODIS et par
le CO2-Slicing sur les données AIRS du 1er Septembre 2006 entre 13 et 15 UTC.
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(a) PTOP MODIS (b) PTOP CO2-Slicing
(c) Ne MODIS (d) Ne CO2-Slicing
FIG. 4.2: Cartes de pression de sommet de nuage en hPa (haut) et d’émissivité nette (bas)
obtenues par MODIS (gauche) et le CO2-Slicing (droite) sur les données AIRS du 1er
Septembre 2006 entre 13 et 15 UTC. Les zones blanches de la figure (a) représentent
les zones claires. Les zones blanches et noires des figures (c) et (d) représentent
respectivement les zones nuageuses et les zones claires. Pour la figure (d), une zone
claire est définie par une Ne inférieure à 0,1 et une zone nuageuse est définie par une
Ne supérieure à 0,1.
73
4.3 Résultats et discussion
Une fois la caractérisation nuageuse MODIS effectuée pour chacun des pixels AIRS trai-
tés, une comparaison statistique des valeurs obtenues par le CO2-Slicing et par le schéma du
CEPMMT sur les données AIRS avec les valeurs observées par l’imageur MODIS a permis
l’évaluation des performances de chacun de ces algorithmes. Cette évaluation statistique a été
réalisée à l’aide de tableaux de contingence qui séparent les résultats obtenus en 4 groupes :
“HIT”, “MISSES“, ”CORRECT REJECTIONS“ et ”FALSE ALARM“ selon le tableau 4.2 :
N=total nuage observé nuage non observé
nuage diagnostiqué HIT (H) FALSE ALARMS (FA)
nuage non diagnostiqué MISSES (M) CORRECT REJECTIONS (CR)
TAB. 4.2: Tableau de contingence.
Les tableaux 4.3 et 4.4 présentent respectivement les résultats obtenus de jour et de nuit
pour le CO2-Slicing et le schéma du CEPMMT pendant notre période d’étude selon le tableau
de contingence ci-dessus. Les situations de jour ont été distinguées des situations de nuit afin
d’évaluer les performances des 2 algorithmes dans un cycle journalier complet. Comme cela
a été précisé en partie 4.2.1, les produits MODIS de jour et ceux de nuit n’utilisent pas la
même gamme spectrale pour le calcul des produits nuageux. D’autre part, bien qu’un test sur
la température de surface de la mer ait été implémenté au masque nuageux de MODIS pour
l’améliorer pendant la nuit (Baum and Platnick (2006)), rien n’indique à notre connaissance
dans la littérature que le masque nuageux de MODIS soit aussi précis de nuit que de jour. La
comparaison qualitative de l’efficacité de détection des 2 schémas de détection nuageuse, de
jour et de nuit, est donc faite sous l’hypothèse de mêmes performances de jour et de nuit pour
MODIS.
N=total (6538) Schéma nuage observé (MODIS) nuage non observé (MODIS)
nuage CEPMMT H=4494 (68,7%) FA=378 (5,8%)
diagnostiqué CO2-Slicing H=4249 (65,0%) FA=251 (3,8%)
nuage non CEPMMT M=960 (14,7%) CR=706 (10,8%)
diagnostiqué CO2-Slicing M=1205 (18,4%) CR=833 (12,8%)
TAB. 4.3: Tableau de contingence représentant les résultats du CO2-Slicing et du schéma du
CEPMMT pour les situations de jour (du 1er au 10 septembre 2006).
Les tableaux de contingence permettent de calculer les scores de vérification suivants :
• BIAS : représente le biais en fréquence des cas nuageux. Il donne le rapport entre la
fréquence des cas nuageux prévus (par les algorithmes) et la fréquence des cas nuageux observés
(par MODIS) :
BIAS = HITS +FALSE ALARMS
HITS +MISSES (4.4)
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N=total (9168) Schéma nuage observé (MODIS) nuage non observé (MODIS)
nuage CEPMMT H=6295 (68,7%) FA=409 (4,5%)
diagnostiqué CO2-Slicing H=6590 (71,9%) FA=398 (4,3%)
nuage non CEPMMT M=1773 (19,3%) CR=691 (7,5%)
diagnostiqué CO2-Slicing M=1478 (16,1%) CR=702 (7,7%)
TAB. 4.4: Tableau de contingence représentant les résultats du CO2-Slicing et du schéma du
CEPMMT pour les situations de nuit (du 1er au 10 septembre 2006).
Un biais en fréquence supérieur à 100% indique que l’algorithme prévoit plus de nuages
que ce qui est réellement observé (par la donnée vérifiante). A l’inverse, si le biais en fréquence
est inférieur à 100%, l’algorithme prévoit moins de nuages que ce qui est réellement observé.
• PC (Proportion of Correct) : représente la proportion de cas clairs et nuageux correcte-
ment prévus par rapport à tous les cas (N) :
PC = HIT S +CORRECT REJECT IONS
N
(4.5)
• POD (Probability Of Detection) : mesure le rapport de cas nuageux observés par MODIS
qui ont été correctement prévus par les algorithmes :
POD = HITS
HIT S +MISSES (4.6)
• POD’ (Probability Of Detection) : mesure le rapport de cas clairs observés par MODIS
qui ont été correctement prévus par les algorithmes :
POD′ = CORRECT REJECT IONS
CORRECT REJECT IONS+FALSE ALARMS
(4.7)
• FAR (False Alarm Ratio) : représente la proportion de cas nuageux non observés par
MODIS parmi les cas où un nuage est prévu par les algorithmes :
FAR =
FALSE ALARMS
HIT S +FALSE ALARMS (4.8)
• NDR (Non Detection Rate) : représente le taux de non-détection des pixels nuageux.
NDR = 1−POD (4.9)
4.3.1 Efficacité de la détection
Les scores de vérification obtenus de jour et de nuit pour le CO2-Slicing et le schéma du
CEPMMT sont résumés dans le tableau 4.5. Ce tableau nous permet de faire plusieurs constats :
• Un petit pourcentage de fausses alertes FAR est visible pour chacun des algorithmes (6%
pour le schéma du CEPMMT de jour comme de nuit et 7% pour le CO2-Slicing de jour comme
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CEPMMT CO2-Slicing
Jour Nuit Total Jour Nuit Total
BIAS 90% 84% 86% 83% 87% 85%
PC 80% 76% 78% 78% 80% 79%
POD 83% 78% 80% 78% 82% 80%
POD’ 66% 63% 64% 77% 64% 71%
FAR 6% 6% 6% 7% 7% 7%
NDR 17% 22% 20% 22% 18% 20%
TAB. 4.5: Résultats des scores de vérification obtenus pour le CO2-Slicing et pour le schéma
du CEPMMT sur les données AIRS du 1er au 10 septembre 2006 pour les situations
de jour et de nuit.
de nuit). Ce pourcentage pourrait être expliqué par une correction de biais non optimale qui
n’enlève pas forcément tous les biais systématiques.
• Le taux de non-détection des pixels nuageux NDR est compris entre 17 et 22% pour
le schéma du CEPMMT et entre 18 et 22% pour le CO2-Slicing. Ce taux de non détection des
pixels nuageux a certainement plusieurs origines. Tout d’abord, la plus faible résolution spatiale
de AIRS par rapport à MODIS (13,5 km pour AIRS au nadir contre 5 km pour MODIS) rend
la détection des nuages fractionnés délicate dans certains cas. Ce taux de non détection des
pixels nuageux pourrait aussi être expliqué par la difficulté des 2 algorithmes à détecter certains
nuages bas, comme nous allons le voir par la suite.
• Les biais en fréquence pour les cas nuageux (BIAS) sont inférieurs à 100% pour les 2
algorithmes indiquant que ces derniers prévoient moins de nuages que ce qui est réellement
observé par MODIS. Il est utile de préciser que ces taux ne sont pas dus à un mauvais choix
de seuil clair / nuageux pour MODIS (5%) car ces taux sont pires avec des seuils supérieurs
(évaluation effectuée jusqu’à 20%, étude non présentée).
• Le taux de bonne détection des pixels nuageux POD est compris entre 78 et 83% pour
les 2 algorithmes. Ce taux est largement supérieur au taux de bonne détection des pixels clairs
POD’ (compris entre 63 et 66% pour le schéma du CEPMMT et entre 64 et 77% pour le CO2-
Slicing). Les taux de détections des pixels clairs et des pixels nuageux mis en évidence dans
cette étude sont inférieurs à ceux obtenus par Dahoui (Dahoui (2006)). Cependant, lui aussi met
en évidence de meilleurs scores pour le POD que pour le POD’, que ce soit avec le schéma du
CEPMMT ou le CO2-Slicing et en considérant les situations de jour et les situations de nuit.
• Le schéma du CEPMMT présente de meilleures performances de jour que de nuit pour
chacun des 7 paramètres qualitatifs étudiés. Le constat opposé peut être fait pour le CO2-Slicing
qui est plus performant de nuit que de jour pour 6 des 7 paramètres étudiés. Seul le POD’
présente de meilleurs résultats de jour que de nuit pour le CO2-Slicing (77% contre 64%).
Concernant les taux de détections des pixels clairs et des pixels nuageux, Dahoui a lui aussi mis
en évidence de meilleures performances du CO2-Slicing de nuit que de jour. Par contre, dans
son étude, les performances du schéma du CEPMMT sont elles aussi meilleures de nuit que de
jour contrairement aux résultats de notre étude.
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• Si l’on considère un cycle journalier complet (performances de jour additionnées aux
performances de nuit), les 2 algorithmes présentent globalement les mêmes performances : le
schéma du CEPMMT présente des performances sensiblement meilleures que le CO2-Slicing
pour le BIAS, le BIAS’ et le FAR. Par contre, ce dernier présente des performances très légè-
rement améliorées pour le PC et le POD’. Finalement, les 2 algorithmes présentent les mêmes
performances pour le POD et donc pour le NDR (calculé à partir du POD).
La figure 4.3 présente les performances de détection des pixels nuageux (POD) pour les
situations de jour et celles de nuit, pour le schéma du CEPMMT et le CO2-Slicing en fonction de
la hauteur du sommet du nuage (PTOP) évaluée par la donnée vérifiante MODIS. Les situations
dont le PTOP calculé par MODIS est inférieur à 200 hPa (nuages très hauts) n’ont pas été
évaluées ici car leur nombre n’est pas suffisant pour être significatif.
Les performances des 2 algorithmes en terme de détection des nuages hauts
(250 hPa < PTOP < 400 hPa) sont variables : le schéma du CEPMMT est ainsi meilleur pour
détecter les nuages dont le PTOP est compris entre 250 et 330 hPa alors que le CO2-Slicing dé-
tecte mieux les nuages dont le PTOP est compris entre 330 et 400 hPa. La détection des nuages
moyens (400 hPa < PTOP < 800 hPa) est sensiblement meilleure avec le CO2-Slicing qu’avec
le schéma du CEPMMT alors que la détection des nuages bas (800 hPa < PTOP < 1000 hPa) est
à peu de chose près similaire pour les 2 algorithmes. Le CO2-Slicing est légèrement meilleur
pour détecter les nuages dont le PTOP est compris entre 800 et 840 hPa alors que le schéma du
CEPMMT est légèrement meilleur pour la détection les nuages dont le PTOP est compris entre
920 et 1000 hPa.
Le CO2-Slicing présente globalement de meilleurs résultats de nuit que de jour (entre 1 et
5%) contrairement au schéma du CEPMMT, sensiblement meilleur de jour que de nuit (entre 2
et 6%) et ce, pour toutes les hauteurs de nuage MODIS considérées.
D’autre part, pour les 2 schémas de détection et de caractérisation des nuages, les perfor-
mances de détection varient très nettement en fonction de la hauteur du nuage considéré : la
détection des nuages moyens est ainsi nettement meilleure que la détection des nuages hauts et
bas ; cette dernière catégorie de nuages présentant les résultats les moins bons pour les 2 algo-
rithmes. Les performances moindres de détection des nuages bas pourraient être expliquées par
la similarité du signal mesuré par le sondeur AIRS en cas de ciel clair (émissivité de surface) et
en cas de ciel contaminé par un nuage bas dans certaines conditions, qui rend la détection des
nuages bas délicate. En effet, l’absorption atmosphérique est susceptible d’atténuer le signal
d’un nuage bas reçu par le sondeur AIRS rendant celui-ci équivalent à un signal de surface.
Concernant les nuages hauts, la difficulté de détection proviendrait plutôt du fait que ces nuages
sont souvent des nuages fins. Or, les algorithmes de détection sont moins sensibles à ce type de
nuages certainement à cause de l’utilisation de seuils fixes communs pour la détection de tous
les types de nuages. D’autre part, les canaux utilisés par chacun des algorithmes sont des canaux
de grandes longueurs d’ondes, peu sensibles à ce type de nuages (Crevoisier et al. (2004)). Les
constats observés ici sont concordants avec ceux mis en évidence par Dahoui (Dahoui (2006)),
même si les résultats diffèrent d’un point de vue quantitatif.
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FIG. 4.3: La figure (a) met en évidence l’efficacité de la détection nuageuse (POD) pour
le CO2-Slicing (traits pleins bleus) et le schéma du CEPMMT (traits discontinus
rouges) pour les situations de jour (croix) et les situations de nuit (cercles) en fonc-
tion de la hauteur du nuage déduite de l’imageur MODIS. La figure (b) présente les
courbes obtenues en additionnant les situations de jour et les situations de nuit. Les
pointillés indiquent le nombre d’observations traitées pour chaque classe de nuage.
Validation effectuée du 1er au 10 septembre 2006.
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Bien que de légères faiblesses aient été mises en évidence dans les performances de détec-
tion nuageuse des 2 algorithmes, les résultats obtenus sont encourageants car ils démontrent que
les deux algorithmes sont capables de détecter de manière fiable les nuages. Il convient néan-
moins de nuancer les résultats décrits ci-dessus pour 2 principales raisons : la première étant que
la méthode de calcul des masques nuageux MODIS contient elle-même des imperfections, et la
seconde étant que notre schéma de colocalisation des données AIRS et MODIS peut ne pas être
absolument parfait. Cependant, la bonne concordance des performances obtenues d’une mé-
thode à l’autre justifie une utilisation conjointe des 2 méthodes dans une optique d’assimilation
des radiances contaminées par les nuages.
Les résultats en terme d’efficacité de la détection des nuages obtenus dans cette étude dif-
fèrent de ceux obtenus par Dahoui (2006). Toutefois, les principales tendances mises en évi-
dence ici sont concordantes avec ses résultats. Le fait d’obtenir des résultats différents n’est
cependant pas alarmant tant le présent cadre d’étude diffère de celui utilisé par Dahoui :
• le schéma de colocalisation qu’il utilise n’est pas le même que celui développé pour cette
étude ;
• il utilise une correction de biais constante et statique basée sur une moyenne des termes de
correction par petite zone géographique calculée sur une période d’étude de 5 jours précédant
ses expériences d’assimilation. Dans la présente étude, une correction de biais variationnelle est
appliquée. Les prédicteurs de correction de biais sont ainsi obtenus par des régressions multi-
linéaires et sont ajustés après chaque cycle d’assimilation. La modélisation du biais ainsi que
son évolution sont donc plus réalistes dans cette étude. Or, les schémas de détection nuageuse
utilisés sont basés sur l’interprétation des écarts entre radiance observée et radiance simulée
après correction de biais, ce paramètre est donc déterminant dans les résultats obtenus ;
• il prend en compte les pixels présentant une Ne non physique qu’il considère comme des
pixels clairs pour son étude, ces pixels étant systématiquement rejetés de la présente étude ;
• sa validation est concentrée sur l’Atlantique Nord alors que les zones situées sur l’Atlan-
tique Nord, Centrale et Sud sont étudiées ici, ces zones pouvant présenter des caractéristiques
météorologiques et nuageuses différentes ;
• sa validation se déroule sur 4 jours pendant le début du printemps (avril 2003) alors que
10 jours de fin d’été (septembre 2006) sont traités ici.
4.3.2 Précision de la caractérisation du CO2-Slicing
La figure 4.4 présente la répartition des PTOP calculés par le CO2-Slicing et par MODIS
(la valeur considérée pour MODIS représente comme nous l’avons vu une moyenne pondérée
des valeurs calculées au sein d’un pixel AIRS) pour les situations de jour et celles de nuit. Cette
figure nous permet de déterminer si le spectre des PTOP issu du CO2-Slicing est physiquement
plausible (ou du moins en bon accord avec la donnée de vérification MODIS). Comme nous
pouvons le voir, cette répartition est relativement en bon accord entre l’algorithme et la donnée
vérifiante. Quelques différences notables doivent cependant être signalées : les nuages dont le
PTOP est compris entre 750 et 800 hPa d’une part et entre 850 et 950 hPa d’autre part sont plus
nombreux avec l’imageur MODIS (entre 35 et 55% de données supplémentaires de jour et de
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FIG. 4.4: Répartition des pression de sommet de nuages (PTOP) en hPa de jour (gauche) et de
nuit (droite) pour le CO2-Slicing (histogrammes noirs) et pour la donnée de valida-
tion MODIS (droite rouge) du 1er au 10 septembre 2006.
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FIG. 4.5: Répartition des émissivités nettes (Ne) pour les situations de jour (gauche) et pour
les situations de nuit (droite) pour le CO2-Slicing (histogrammes noirs) et pour la
donnée de validation MODIS (droite rouge) du 1er au 10 septembre 2006.
nuit). A l’inverse, les nuages très bas (950 hPa > PTOP > 1000 hPa) sont plus nombreux avec
le CO2-Slicing (environ 23% de données supplémentaires de jour et de nuit).
La figure 4.5 présente quant à elle la répartition des Ne calculées par le CO2-Slicing et par
MODIS. La répartition des Ne est en très bon accord pour des valeurs de Ne comprises entre 0,1
et 0,9 mais certaines divergences sont visibles pour les très fortes valeurs de Ne (Ne > 0,9) et les
très faibles valeurs de Ne (Ne < 0,1). En effet le nombre de pixels présentant des Ne inférieures
à 0,1 est plus important pour MODIS de jour comme de nuit. A l’inverse, les pixels présentant
des Ne supérieures à 0,9 sont plus nombreux pour le CO2-Slicing. Cependant ces différences
sont inférieures à 10% et ne sont donc pas alarmantes que ce soit pour les très fortes ou les très
faibles valeurs de Ne.
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FIG. 4.6: Comparaison de la pression de sommet des nuages (PTOP) calculée à partir de CO2-
Slicing et à l’aide de la donnée vérifiante MODIS pour les situations de jour (a) et
pour les situations de nuit (b). Validation du 01 au 10 Septembre 2006.
La figure 4.6 présente une comparaison des PTOP calculés par le CO2-Slicing et ceux
dérivés de MODIS pour chacun des pixels déclarés nuageux par le CO2-Slicing (Ne > 0,1) pour
les situations de jour (a) et celles de nuit (b). Une assez bonne concordance est visible dans
l’estimation du sommet du nuage par le CO2-Slicing et par MODIS, ce qui semble normal
car l’algorithme du CO2-Slicing et le masque nuageux de MODIS se basent sur les mêmes
techniques pour caractériser les nuages. Pour les nuages hauts et moyens (nuages dont le PTOP
est compris entre 200 et 500 hPa), la caractérisation issue du CO2-Slicing présente un très bon
accord avec celle issue de MODIS de jour comme de nuit. La concordance est moins précise
pour les nuages plus bas (nuages dont le PTOP est compris entre 500 et 1005 hPa) même si elle
demeure relativement bonne. L’indice de corrélation des PTOP calculés par le CO2-Slicing et
ceux dérivés de MODIS est de 0,78 pour les situations de jour et de 0,79 pour les situations de
nuit.
Les mêmes comparaisons ont été effectuées pour les Ne calculées par le CO2-Slicing et par
MODIS pour tous les pixels présentant une Ne physique (figures non présentées) et pour les
situations de jour et celles de nuit. L’indice de corrélation des Ne entre le CO2-Slicing et MO-
DIS est relativement bas : 0,51. Cet indice est équivalent pour les situations de jour et celles
de nuit. Plusieurs explications peuvent être avancées pour expliquer ces corrélations relative-
ment basses. La présence de nuages multicouches pourrait expliquer des Ne calculées par le
CO2-Slicing plus fortes que celles calculées par MODIS. Ces nuages multicouches, considérés
comme nous l’avons vu comme des nuages à une seule couche par le CO2-Slicing, présentent en
effet un impact radiatif équivalent aux nuages à une seule couche présentant une Ne supérieure.
D’autre part, la présence de nuages bas, souvent mal détectés par le CO2-Slicing en raison du
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faible contraste du signal mesuré entre un cas de ciel clair et un cas de ciel contaminé par un
nuage bas dans certaines conditions, pourrait expliquer les situations où la Ne calculée par le
CO2-Slicing est inférieure à celle calculée par MODIS.
Les mêmes corrélations ont été calculées pour les scènes MODIS entièrement nuageuses
(Ne = 1) : l’indice de corrélation des PTOP entre le CO2-Slicing et MODIS est alors de 0,86 et
l’indice de corrélation des Ne est alors de 0,77.
Ces résultats sont rassurants quant aux bonnes performances de caractérisation des nuages
par le CO2-Slicing en terme de PTOP et de Ne. Les indices de corrélation obtenus pour les
PTOP et les Ne sont comparables à ceux obtenus par Pavelin et al (2008) avec la Méthode du
Moindre Résidu (Minimal Residual Method) : il obtient ainsi des corrélations comprises entre
0,67 et 0,81 pour les PTOP (en utilisant différentes gammes de Ne) et entre 0,46 et 0,78 pour
les Ne (en utilisant différentes gammes de PTOP).
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Chapitre 5
Elaboration d’un jeu de canaux IASI pour
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du jeu de canaux AIRS
Sommaire
5.1 Données utilisées . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.1.1 Le produit de classification nuageuse MSG. . . . . . . . . . . . . . . 84
5.1.2 Configuration de l’étude . . . . . . . . . . . . . . . . . . . . . . . . 84
5.1.3 Présentation des jeux de canaux IASI testés . . . . . . . . . . . . . . 86
5.2 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2.1 Performances des jeux de canaux IASI testés . . . . . . . . . . . . . 88
5.2.1.1 Nombre de pixels traités par le CO2-Slicing . . . . . . . . 88
5.2.1.2 Répartition des paramètres nuageux . . . . . . . . . . . . . 88
5.2.1.3 Efficacité de la détection nuageuse . . . . . . . . . . . . . 88
5.2.1.4 Précision de la caractérisation nuageuse . . . . . . . . . . 91
5.2.2 Evaluation du jeu de canaux AIRS opérationnel en 2009 . . . . . . . 92
5.2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.2.2 Nombre de pixels traités par le CO2-Slicing . . . . . . . . 92
5.2.2.3 Répartition des paramètres nuageux . . . . . . . . . . . . . 95
5.2.2.4 Efficacité de la détection nuageuse . . . . . . . . . . . . . 96
5.2.2.5 Précision de la caractérisation nuageuse . . . . . . . . . . 97
5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
84
5. ELABORATION D’UN JEU DE CANAUX IASI POUR LES CALCULS DU CO2-SLICING ET
RÉ-ÉVALUATION DU JEU DE CANAUX AIRS
5.1 Données utilisées
5.1.1 Le produit de classification nuageuse MSG.
Dans le cadre du SAFNWC1 d’EUMETSAT, des produits de classification nuageuse et de
température et hauteur du sommet des nuages sont élaborés par le CMS2 de Météo-France. Les
produits de classification nuageuse ont pour objectif principal de fournir une analyse détaillée
des nuages. Ils contiennent pour cela des informations sur les principales classes nuageuses.
Ces produits de classification nuageuse sont générés à partir des images SEVIRI3 du satellite
géostationnaire MSG. Neuf canaux SEVIRI sont utilisés pour élaborer les produits de classifi-
cation nuageuse et les produits du masque nuageux : 0,6 et 0,8 µm (visible) ; 1,6 µm (proche
infrarouge) ; 3,9 ; 7,3 ; 8,7 ; 10,8 ; 12,0 et 13,4 µm (infrarouge). Un atlas caractérisant le relief
et comprenant un masque terre / mer, des cartes climatologiques renseignant les températures
de surface de la mer et l’albédo continental, ainsi que certains champs de prévision numérique
(température de surface et contenu en eau précipitable de l’atmosphère) sont aussi utilisés en
entrée du produit de classification nuageuse MSG.
Les données utilisées pour cette étude sont issues du satellite Météosat-9 situé à 3,4o Ouest
de longitude. Ce satellite permet (entre autres) de réaliser des produits de classification nuageuse
sur un domaine dit ”Europe-Atlantique“ englobant toute l’Europe, tout l’Atlantique mais aussi
l’Afrique dans sa globalité ainsi que la bordure occidentale de l’Océan Indien et la bordure
orientale de l’Amérique. La figure 5.1 présente un exemple de ce produit. La présente validation
est donc centrée principalement sur l’Atlantique mais aussi sur la Méditerranée et l’ouest de
l’océan Indien. Les produits de classification nuageuse sont disponibles toutes les 15 minutes
de jour comme de nuit avec une résolution spatiale de 3 km × 6 km sur la France. Toutes les
images de classification nuageuse MSG disponibles pendant la période de validation ont été
utilisées (un fichier de données toutes les 15 minutes pendant 11 jours).
5.1.2 Configuration de l’étude
L’élaboration d’un jeu de canaux IASI performant ainsi que la ré-évaluation du jeu de ca-
naux AIRS (en raison des mauvais code-qualité présentés par 3 canaux AIRS en 2009) pour le
calcul des paramètres nuageux du CO2-Slicing ont été réalisées sur une période de validation
de 11 jours allant du 03 mars 2009 à 21 UTC au 14 mars 2009 à 23 :45 UTC. Seuls les pixels
IASI et AIRS situés sur mer sont utilisés.
Une colocalisation spatiale et temporelle de ces produits MSG avec les pixels IASI et AIRS
est nécessaire. L’algorithme de colocalisation développé s’opère en 2 étapes :
1Satellite Application Facility on support to NoWCasting and very-short range forecasting
2Centre de Météorologie Spatiale
3Spinning Enhanced Visible and Infrared Imager
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FIG. 5.1: Produit de classification nuageuse MSG plein disque sur la zone ”Europe-Atlantique“
du 04 mars 2009 entre 00 :15UTC et 00 :30UTC.
Catégorie Type de nuage sous-catégories utilisées
0 non processé ∅
1 ciel clair sur terre
2 ciel clair sur mer ciel
3 neige sur terre clair
4 neige/glace sur mer
5-6 très bas très bas
7-8 bas bas
9-10 moyen moyen
11-12 opaque haut opaque haut
13-14 opaque très haut opaque très haut
15 semi-transparent fin et haut
16 semi-transparent assez épais et haut semi-transparent
17 semi-transparent épais et haut
18 semi-t au-dessus de moyen ou bas semi-t au-dessus de moyen ou bas
19 fractionné fractionné
20 non défini ∅
TAB. 5.1: Description des catégories nuageuses obtenues par MSG et des sous-catégories
considérées pour cette étude.
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• colocalisation temporelle : à chacun des pixels AIRS ou IASI situés sur mer pendant notre
période d’étude, la classification nuageuse MSG correspondant à la même période temporelle
d’observation est utilisée (écart temporel de 14 minutes maximum).
• colocalisation spatiale : le pixel MSG recouvrant spatialement le centre du pixel AIRS
ou IASI est retenu. Contrairement à l’étude précédente réalisée avec MODIS, aucune moyenne
géographique n’est effectuée ici (la classification nuageuse MSG ne fournissant pas une gran-
deur physique mais une classe de nuages).
Pour cette étude, nous avons regroupé les 21 classes du produit de classification nuageuse
MSG en 9 sous-catégories. Le tableau 5.1 présente les 21 classes nuageuses MSG et les 9
sous-catégories correspondantes définies pour cette étude. Tous les pixels AIRS ou IASI dont
la valeur MSG correspondante est égale à 0 (pixel MSG non processé) ou à 20 (pixel MSG
non défini) n’ont pas été traités. Ainsi, un total de 415391 et 500382 pixels ont été traités
respectivement pour AIRS et IASI dans cette étude.
5.1.3 Présentation des jeux de canaux IASI testés
canaux IASI ajoutés à partir des 11 canaux 11 21 32 34
10 canaux pour renseigner zones mal représentées X X X
(canaux verts fig 5.2(a))
11 canaux stratosphériques X X
(canaux bleus fig 5.2(b))
2 canaux de basse couche 377 et 434 X
(canaux jaunes fig 5.2(b))
TAB. 5.2: Récapitulatif des différentes étapes réalisées pour élaborer les jeux de 21, 32 et 34
canaux à partir du jeu de 11 canaux.
• Le jeu de 11 canaux (canaux rouges de la figure 5.2(a)) a été sélectionné afin de permettre
un bon échantillonnage de l’atmosphère. Afin de déterminer si un échantillonnage de l’atmo-
sphère plus précis est susceptible d’améliorer les performances du CO2-Slicing, 10 canaux ont
été ajoutés (canaux verts de la figure 5.2(a)) afin de compléter les zones atmosphériques mal
renseignées par les 11 précédents canaux. Ce nouveau jeu de canaux constitue le jeu de 21
canaux.
• Afin de déterminer si un échantillonnage précis de la stratosphère (comme c’est le cas
pour AIRS) est susceptible d’améliorer les performances du CO2-Slicing, 11 canaux (canaux
bleus de la figure 5.2(b)) pointant dans la stratosphère ont été ajoutés au jeu de 21 canaux pour
obtenir le jeu de 32 canaux (canaux rouges et bleus de la figure 5.2(b)).
• Afin de déterminer si un échantillonnage précis des basses couches atmosphériques est
susceptible d’améliorer les performances du CO2-Slicing, 2 canaux pointant dans la basse tro-
posphère et en surface (canaux jaunes de la figure 5.2(b)) ont été ajoutés au jeu de 32 canaux
pour obtenir le jeu de 34 canaux (canaux rouges, bleus et jaunes de la figure 5.2(b)).
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FIG. 5.2: Fonction-poids des différents canaux IASI utilisés. Sur la figure (a), les canaux en
rouge représentent les 11 canaux et les canaux en rouge et vert, les 21 canaux. Sur la
figure (b), les canaux en rouge représent les 21 canaux, les canaux en rouge et bleu
représentent les 32 canaux et les canaux en rouge, bleu et jaune représentent les 34
canaux. Le canal de référence 867 est présenté en gras. Unité des ordonnées : hPa.
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Les 4 jeux de canaux testés utilisent le canal de référence 867 (861,50 cm−1). D’autre part,
il est important de préciser que la sélection des 314 canaux IASI dédiée à la PNT ne comprend
pas de canaux dont le maximum de fonction de poids est située entre 650 et 900 hPa, ce qui
explique pourquoi aucun canal dont le pic de fonction de poids est situé dans cette zone n’a
été sélectionné pour cette étude. Le tableau 5.2 résume les différentes étapes effectuées pour
élaborer les jeux de 21, 32 et 34 canaux à partir du jeu initial de 11 canaux.
5.2 Résultats
5.2.1 Performances des jeux de canaux IASI testés
5.2.1.1 Nombre de pixels traités par le CO2-Slicing
jeux de canaux IASI % de pixels où la méthode échoue
11 canaux 19.1%
21 canaux 18.6%
32 canaux 18.6%
34 canaux 18.5%
TAB. 5.3: Pourcentage de pixels pour lesquelles Ne n’est pas physique pour les jeux de 11, 21,
32 et 34 canaux pendant la période de validation allant du 03 mars 2009 à 21 UTC
au 14 mars 2009 à 23 :45 UTC.
Ce paragraphe vise à quantifier le nombre de pixels pour lesquels la méthode du CO2-
Slicing produit une Ne non physique pour chacun des jeux de canaux IASI testés. Le tableau
5.3 résume ces résultats. Un taux d’échec minimal de la méthode est obtenu avec le jeu de 34
canaux. Le jeu de canaux utilisé n’a que peu d’impact sur le nombre de pixels pour lesquels la
méthode du CO2-Slicing produit une Ne non physique.
5.2.1.2 Répartition des paramètres nuageux
La répartition des PTOP IASI (figure 5.3(a)) n’est que modérément influencée par le jeu de
canaux utilisés ; les différences de répartition entre les jeux de canaux n’excédant pas 0,4%.
Il en va de même pour la répartition des Ne (figure 5.3(b)), les différences de répartition
entre les jeux de canaux n’excédant pas 0,7%. Cette similarité est logique car les 4 jeux de
canaux utilisent le même canal de référence pour les calculs de Ne. Les très légères différences
observées d’un jeu à l’autre sont donc dues au calcul de la fonction Fk,p (voir partie 4.1.2 du
chapitre précédent) qui utilise des ébauches différentes à partir du second réseau d’assimilation.
5.2.1.3 Efficacité de la détection nuageuse
Le tableau 5.4 présente la répartition des pixels IASI (34 canaux) en fonction du type de
nuage observé par MSG et en fonction de Ne calculée pour les pixels IASI. Les tendances
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FIG. 5.3: Répartition des PTOP (a) et des Ne (b) pour les 4 jeux de canaux IASI testés pen-
dant la période de validation allant du 03 mars 2009 à 21UTC au 14 mars 2009 à
23 :45UTC.
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type nuage 0<Ne<0,1 0.1<Ne<0.9 Ne>0.9 Ne non phys
clear 48,9% 5,1% 2,5% 66,2%
very low 4,5% 12,3% 17,0% 8,8%
low 2,9% 7,7% 24,8% 3,6%
medium 1,7% 10,1% 20,8% 1,7%
high opaque 0,5% 14,6% 17,8% 0,6%
very high opaque 0,0% 0,8% 4,2% 0,0%
high semi-t 9,1% 28,0% 5,5% 2,0%
semi-t above l/m 0,6% 5,3% 0,6% 0,3%
fractional 14.0% 16,1% 6,8% 16,8%
TAB. 5.4: Répartition en pourcentage des pixels IASI (34 canaux) en fonction du type de nuage
déduit de l’imageur MSG et en fonction du Ne calculé.
observées avec les autres jeux de canaux sont globalement équivalentes (même si elles peuvent
légèrement différer d’un point de vue quantitatif). Les tableaux réalisés pour les autres jeux de
canaux ne sont pas présentés par souci de clarté.
Pour la population de pixels considérés comme clairs (0 < Ne < 0,1) par le CO2-Slicing,
environ la moitié des pixels sont aussi considérés comme clairs (”clear“) par MSG. Le reste
des pixels considérés comme clairs par le CO2-Slicing est majoritairement constitué de pixels
contaminés par des nuages fractionnés voire semi-transparents. D’autre part, quasiment aucun
pixel parmi cette population n’est considéré comme contaminé par un nuage opaque par MSG,
ce qui est rassurant quant aux performances de détection du CO2-Slicing. Cependant, entre 2,9
et 4,5% des pixels de cette population sont considérés comme contaminés par des nuages bas
ou très bas par MSG. Ce constat est cohérent avec les résultats obtenus lors de la phase de
validation des données AIRS avec MODIS : le CO2-Slicing est en effet moins performant pour
détecter les nuages bas, très bas et semi-transparents.
La comparaison des populations présentant une Ne supérieure à 0,1 et inférieure à 0,9 et
celle présentant une population supérieure à 0,9 met en évidence des résultats cohérents. En
effet, les pixels considérés comme contaminés par un nuage transparent ou fractionnés et ceux
considérés comme clairs par MSG sont plus importants pour la population présentant une Ne
supérieure à 0,1 et inférieure à 0,9. A l’inverse, les pixels considérés comme contaminés par un
nuage opaque, bas ou moyen sont plus importants pour la population présentant une Ne supé-
rieure à 0,9. D’autre part, pour ces 2 populations, un petit pourcentage de pixels est considéré
comme clair par MSG (5,1% et 2,5%). Ces pourcentages sont comparables (bien que légère-
ment inférieurs) avec le taux de fausses alarmes (FAR) mis en évidence pour le CO2-Slicing
avec les données AIRS colocalisées avec les données MODIS dans le chapitre précédent : 7%.
Enfin, la majorité des pixels pour lesquels la méthode du CO2-Slicing produit une Ne non
physique, sont des pixels clairs selon MSG. Le reste des pixels est majoritairement représenté
par des pixels contaminés par un nuage fractionné et dans une moindre mesure, par des pixels
contaminés par des nuages très bas, voire semi-transparents.
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Nous allons maintenant évaluer de manière précise les performances de chacun des jeux
IASI testés en terme de détection des pixels clairs. Ces performances ont été évaluées selon
2 critères. Le premier critère est le taux de pixels considérés comme clairs par le CO2-Slicing
(Ne < 0,1) au sein des pixels réellement clairs (MSG) ; ce critère correspond au taux POD’ défini
dans le chapitre précédent. Le second critère est le taux de pixels réellement clairs (MSG) au
sein des pixels considérés comme clairs par le CO2-Slicing. Pour chacun de ces critères, nous
avons considéré la population avec ou sans les pixels pour lesquelles le CO2-Slicing présente
une Ne non physique, car, comme nous l’avons vu, la majorité de ces pixels sont des pixels
clairs et sont traités comme tels dans le schéma d’assimilation.
premier critère (POD’) second critère
jeu de canaux pixels clairs par CO2-Slicing parmi pixels réellement clairs (MSG) parmi
IASI population réellement claires (MSG) population claires par CO2-Slicing
Ne phys Ne phys et non-phys Ne phys Ne phys et non-phys
11 71,6% 89,1% 46,6% 55,3%
21 62,7% 85,4% 48,8% 57,6%
32 62,6% 85,3% 48,6% 57,5%
34 62,5% 85,2% 48,9% 57,7%
TAB. 5.5: Pourcentage de bonne détection des pixels clairs pour les jeux de 11, 21, 24, 32, 34 et
35 canaux IASI. Ces statistiques ont été calculées selon 2 critères et en considérant ou
pas les pixels pour lesquels Ne n’est pas physique (Ne phys ou Ne phys et non-phys).
Le fait de prendre en compte les pixels pour lesquels la méthode a échoué améliore les
performances pour tous les jeux de canaux IASI testés, et pour les 2 critères considérés. Le jeu
de 11 canaux présente les meilleures performances pour le premier critère alors que le jeu de 34
canaux est le plus performant pour le second critère. Les performances obtenues pour le premier
critère sont supérieures à celles obtenues pour le second critère indiquant une surestimation par
le CO2-Slicing du nombre de pixels clairs par rapport à la donnée vérifiante (comme cela avait
été remarqué avec la donnée de vérification MODIS : BIAS inférieur à 100%).
5.2.1.4 Précision de la caractérisation nuageuse
Pour chacun des jeux de canaux IASI testés, la répartition des PTOP présente une bonne
correspondance avec la classification nuageuse MSG. Cependant, le choix des canaux à utiliser
est susceptible de modifier légèrement cette répartition.
Pour les nuages très bas (classification MSG), le jeu de 11 canaux (figure 5.4(a)) met en
évidence un pic peu développé de PTOP autour de 700 hPa, ce pic étant situé à 1000 hPa pour
les jeux de 21, 32 et 34 canaux (figure 5.4(b)). De tous les jeux de canaux testés, le jeu de
34 canaux demeure le plus précis : par rapport au jeu de 32 canaux (figure non présentée), les
résidus de nuages bas visibles parmi les nuages moyens, hauts et très hauts opaques y sont en
effet moins développés. Par rapport au jeu de 11 canaux, la classification des nuages très bas,
produite par le jeu de 34 canaux, est en meilleur accord avec les données MSG. Par rapport au
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jeu de 21 canaux (figure non présentée), les résidus de nuages hauts et très hauts visibles parmi
les nuages bas et très bas y sont moins développés.
Par ailleurs, d’importantes différences de comportement du CO2-Slicing peuvent être mises
en évidence selon la latitude du pixel considéré et ce pour tous les jeux de canaux, ces diffé-
rences étant particulièrement notables pour les nuages moyens, opaques hauts et très hauts et
semi transparents(figure 5.5). Toutefois, ce constat n’est pas alarmant car les nuages, qu’ils se
situent à l’étage supérieur, moyen ou inférieur, n’ont pas la même altitude à toutes les latitudes.
En effet, plus la latitude diminue, plus l’altitude de la tropopause augmente. De plus, le nombre
de pixels classés dans chaque sous-catégorie MSG varie très largement selon que le pixel est
situé dans les hautes, moyennes ou basses latitudes.
5.2.2 Evaluation du jeu de canaux AIRS opérationnel en 2009
5.2.2.1 Introduction
Comme cela a été évoqué en introduction de cette troisième section du manuscrit, 3 canaux
AIRS, parmi les 123 utilisés pour le calcul des paramètres nuageux du CO2-Slicing dans la
chaine opérationnelle de 2009 d’ARPEGE, ne présentent plus un bon code-qualité en 2009. Il
s’agit des canaux 300 (735,69 cm−1), 325 (743,48 cm−1) et 453 (793,17 cm−1). Les canaux 300
et 325 pointant dans la basse troposphère, le canal 453 est un canal de surface. Le but de cette
section est donc de ré-évaluer les performances du CO2-Slicing en utilisant ces 123 canaux.
Cette évaluation est effectuée en se basant sur les mêmes critères que pour l’élaboration d’un
jeu de canaux IASI, à savoir le nombre de pixels traités, la répartition des paramètres nuageux,
l’efficacité de la détection nuageuse et la précision de la caractérisation nuageuse. Le jeu de 123
canaux (appelé OPER par la suite) est ainsi comparé à :
• un jeu de 120 canaux élaboré à partir du jeu de 123 canaux de l’OPER, auquel ont été
enlevés les 3 canaux présentant un mauvais code-qualité.
• un jeu de 110 canaux élaboré à partir du jeu de 120 canaux auquel ont été enlevés 10
canaux présentant soit (i) un code-qualité ponctuellement moyen (généralement sur 1 voire 2
réseaux uniquement), soit (ii) une correction de biais légèrement bruitée, soit (iii) des pics de
fonction de poids moins marqués que pour les autres canaux.
• un jeu de 86 canaux élaboré à partir du jeu de 110 canaux auquel ont été enlevés les
canaux dont les pics de fonction de poids sont inférieurs à 100 hPa (canaux pointant le plus
haut dans la stratosphère).
Ces 4 jeux de canaux utilisent le même canal de référence, le canal 787 (917,31 cm−1). Les
pics de fonction de poids des 4 jeux de canaux AIRS présentés sont fournis en annexe 2.
5.2.2.2 Nombre de pixels traités par le CO2-Slicing
Un taux d’échec relativement important est observé pour tous les jeux de canaux testés.
Ce taux est en effet globalement 2 fois plus important que les taux observés avec les données
IASI. Un taux minimal est observé avec le jeu de 120 canaux et un taux maximal est observé
pour l’OPER, ce qui démontre bien que l’utilisation des 3 canaux présentant un code de qualité
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(a) 11 canaux
(b) 34 canaux
FIG. 5.4: Histogrammes des fréquences des PTOP diagnostiqués par le CO2-Slicing (hPa) sur
mer pour chaque sous-catégorie de types nuageux MSG pour les jeux de 11 (a) et 34
canaux (b) IASI.
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(a) 34 basses latitudes
(b) 34 moyennes latitudes
(c) 34 hautes latitudes
FIG. 5.5: Histogrammes des fréquences des PTOP diagnostiqués par le CO2-Slicing (hPa) sur
mer pour chaque sous-catégorie de types nuageux MSG pour les jeux de 34 canaux
IASI en fonction de la latitude du pixel (figures du haut : basses latitudes, figures
médianes : moyennes latitudes et figures du bas : hautes latitudes).
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jeux de canaux AIRS % de pixels où la méthode échoue
OPER (123 canaux) 38.5%
120 canaux 37.2%
110 canaux 37.4%
86 canaux 37.2%
TAB. 5.6: Pourcentage de pixels pour lesquelles Ne n’est pas physique pour les jeux de canaux
AIRS dans la configuration opérationnelle (OPER) ainsi que pour les jeux de 120,
110 et 86 canaux pendant la période de validation allant du 03 mars 2009 à 21 UTC
au 14 mars 2009 à 23 :45 UTC.
mauvais (canaux 300, 325 et 453) tend à augmenter le taux d’échec de la méthode du CO2-
Slicing.
5.2.2.3 Répartition des paramètres nuageux
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FIG. 5.6: Répartition des PTOP (a) et des Ne (b) pour les 4 jeux de canaux AIRS testés. Afin
de comparer les résultats de AIRS et ceux de IASI, la répartition obtenue avec le jeu
de 34 canaux IASI apparait aussi sur les figures a et b.
La répartition des PTOP issue du jeu de 34 canaux IASI est présentée sur la figure 5.6 pour
comparer les répartitions obtenues par les 2 sondeurs AIRS et IASI. Comme pour les données
IASI, les répartitions des PTOP et Ne ne sont que modérément influencées par le jeu de canaux
utilisés à quelques exceptions près :
• pour les PTOP compris entre 950 et 1000 hPa : le nombre de pixels obtenu avec l’OPER
est largement supérieur à celui obtenu avec les autres canaux AIRS (34% contre 22 à 23%).
Par comparaison, le taux obtenu en 2006 avec le jeu de canaux OPER est d’environ 20%. La
différence observée avec les différents jeux de canaux AIRS est encore plus importante par
rapport au nombre de pixels obtenu avec les 34 canaux IASI (environ 11%). Les forts taux de
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pixels présentant un PTOP compris entre 950 et 1000 hPa, observés pour les données AIRS, ne
semblent pas physiquement plausibles. Cependant, le fait d’enlever les 3 canaux présentant un
mauvais code-qualité diminue ce taux de plus de 10%. Les différences de taux observés entre
les différents jeux de canaux AIRS et le jeu de canaux IASI pourraient être en partie dues à la
géométrie de navigation différente des 2 instruments mais plus probablement au choix du jeu
de canaux utilisé ainsi qu’au choix d’utiliser le pixel le plus chaud au sein de la ”balle de golf“
pour AIRS, donc un pixel potentiellement plus contaminé par un nuage bas que par un autre
type de nuage (ce qui n’est pas le cas pour IASI).
• pour les Ne très faibles (comprises entre 0 et 0,1) et très fortes (entre 0,9 et 1) : pour
les pixels considérés comme clairs par le CO2-Slicing (Ne < 0,1), le nombre de pixels obtenus
avec l’OPER est légèrement moins important que ceux obtenus avec les autres canaux AIRS
(17% contre 22% environ). Quel que soit le jeu de canaux utilisé, le sondeur AIRS calcule un
plus grand nombre de pixels clairs que IASI. Les différences observées entre les 2 sondeurs
pourraient aussi être en partie dues à la géométrie de navigation différente des 2 instruments.
Cependant, il est plus probable que ces différences s’expliquent par (i) le choix du jeu de canaux
utilisés, (ii) le choix d’utiliser le pixel le plus chaud au sein de la ”balle de golf“ pour AIRS
et pas pour IASI et (iii) les différences entre le nombre de pixels pour lesquels la méthode
échoue entre IASI et AIRS. D’autre part, le nombre de pixels présentant une Ne très forte est
légèrement plus important avec l’OPER qu’avec les autres canaux AIRS (43% contre 37% et
34% respectivement pour le jeu de 120 canaux et les jeux de 10 et 86 canaux).
5.2.2.4 Efficacité de la détection nuageuse
type nuage 0<Ne<0,1 0.1<Ne<0.9 Ne>0.9 Ne non phys
clear 52,7% 5,5% 2,5% 50,7%
very low 5,0% 6,9% 16,9% 12,2%
low 4,5% 7,0% 25,3% 5,5%
medium 2,4% 12,0% 21,8% 2,5%
high opaque 0,7% 15,2% 18,1% 0,6%
very high opaque 0,1% 1,4% 1,7% 0,6%
high semi-t 12,8% 34,1% 5,2% 4,4%
semi-t above l/m 1,2% 4,7% 1,3% 0,5%
fractional 20,6% 13,2% 7,2% 23,0%
TAB. 5.7: Répartition en pourcentage des pixels AIRS (120 canaux) en fonction du type de
nuage déduit de l’imageur MSG pour différentes gammes de la Ne calculée.
Globalement, les mêmes tendances peuvent être observées entre (i) les différents jeux de
canaux AIRS et (ii) les sondeurs AIRS et IASI (tableau 5.7) :
• pour la population de pixels considérés comme clairs par le CO2-Slicing, environ la moitié
des pixels est aussi considérée comme claire par MSG alors que entre 4,5 et 5% sont considérés
comme contaminés par un nuage bas ou très bas par MSG (2,9 et 4,5% pour IASI). Ce constat
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est cohérent avec les résultats obtenus lors de la phase de validation des données AIRS avec
MODIS : la détection des nuages bas par le CO2-Slicing est parfois délicate (les raisons de ces
faiblesses ont été exposées dans la partie 4.3.1 du chapitre 4).
• pour la population de pixels considérés comme nuageux par le CO2-Slicing, un petit
pourcentage de pixels est considéré comme clair par MSG (5,5% et 2,5% respectivement pour
la population présentant une Ne supérieure à 0,1 et inférieure à 0,9 et pour la population pré-
sentant une Ne supérieure à 0,9). Ce pourcentage est cohérent avec celui mis en évidence en
utilisant une autre donnée vérifiante (MODIS) dans le chapitre précédent (FAR :7%).
Le tableau 5.8 présente les performances de détection des pixels clairs pour les 4 jeux de
canaux AIRS. Pour chacun des jeux de canaux testés et pour les 2 critères considérés, les perfor-
mances en terme de détection de pixel clair sont très bonnes et meilleures que celles obtenues
avec IASI. En considérant le premier critère, les meilleures performances sont obtenues avec
l’OPER et en considérant le second critère, les meilleures performances sont obtenues avec le
jeu de 120 canaux.
D’autre part, les performances obtenues en considérant le premier critère sont supérieures
à celles obtenues en considérant le second critère, ce qui tend à prouver que le CO2-Slicing
surestime le nombre de pixels clairs par rapport à la donnée vérifiante, comme cela avait été
remarqué pour IASI ou avec la donnée vérifiante MODIS.
Les résultats obtenus avec la donnée vérifiante MSG en considérant le premier critère (cor-
respondant au POD’ défini pour la validation à l’aide de la donnée de vérification MODIS) sont
supérieurs à ceux obtenus avec la donnée vérifiante MODIS (entre 83,5 et 86,7% avec MSG
contre 71% avec MODIS).
premier critère (POD’) second critère
jeu de canaux pixels clairs par CO2-Slicing parmi pixels réellement clairs (MSG) parmi
AIRS population réellement claires (MSG) population claires par CO2-Slicing
Ne phys Ne phys et non-phys Ne phys Ne phys et non-phys
OPER (123) 86.7% 97.1% 52.2% 59.6%
120 85.5% 96.4% 52.7% 60.8%
110 84.2% 96.4% 52.1% 60.3%
86 83.5% 96.2% 50.3% 59.2%
TAB. 5.8: Pourcentage de bonne détection des pixels clairs pour les jeux de canaux AIRS dans
la configuration opérationnelle et pour les jeux de 120, 110 et 86 canaux. Ces sta-
tistiques ont été calculées selon 2 critères et en considérant ou pas les pixels pour
lesquels Ne n’est pas physique (Ne phys ou Ne phys et non-phys).
5.2.2.5 Précision de la caractérisation nuageuse
Les performances du sondeurs AIRS par rapport aux produits de classification nuageuse
MSG sont relativement bonnes pour tous les jeux de canaux testés. Par rapport à IASI, la répar-
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tition des nuages très bas semble moins bruitée. Par contre, la répartition des nuages moyens,
opaques (hauts et très hauts) et semi-transparents est légèrement plus bruitée.
La répartition obtenue avec les 120 canaux est globalement équivalente à celles obtenues
en utilisant les jeux de 110 ou 86 canaux AIRS que ce soit pour la répartition globale ou la
répartition en fonction de la latitude. La répartition des PTOP dans l’OPER diffère des 120,
110 et 86 pour les pixels clairs et contaminés par un nuage fractionné : un pic de PTOP à
1000 hPa bien marqué est en effet visible dans l’OPER alors qu’il est quasiment inexistant en
utilisant les autres jeux de canaux. Enfin, pour les nuages très hauts et opaques, l’utilisation du
jeu de canaux OPER provoque un second pic des PTOP entre 800 et 900hPa, ce second pic
étant largement moins développé avec les autres jeux de canaux.
Les histogrammes des fréquences des PTOP diagnostiquées par le CO2-Slicing pour chaque
sous catégorie de types nuageux MSG sont présentés en annexe 2 pour le jeu de canaux OPER
et le jeu de 120 canaux.
5.3 Discussion
Le but de ce chapitre est de déterminer (i) si un échantillonnage de l’atmosphère plus précis
(passage de 11 à 21 canaux pour IASI), (ii) si l’ajout de canaux stratosphériques (21 à 32 canaux
pour IASI et de 86 à 110 pour AIRS) et (iii) si l’ajout de canaux de basses couches (32 à 34
canaux pour IASI) est susceptible d’améliorer les performances du CO2-Slicing. La réponse à
cette problématique permettra de définir un jeu de canaux optimisant le calcul des paramètres
nuageux du CO2-Slicing. Plusieurs critères ont été considérés :
• Un taux minimal de pixels présentant une Ne non physique : pour AIRS, le taux minimal
est obtenu avec 86 et 120 canaux. Pour IASI, le taux minimal est obtenu avec 34 canaux. D’autre
part, nous avons vu que les pixels pour lesquels la méthode a échoué étaient pour une majorité
des pixels clairs. Ce critère ne semble lié ni au nombre de canaux utilisés, ni à leur zone de
sondage, mais plutôt à la qualité des canaux utilisés, comme en témoigne la baisse du nombre
de pixels présentant une Ne physique en enlevant les 3 canaux AIRS présentant un mauvais
code-qualité.
• Une répartition de PTOP et Ne physiquement plausible. Cette répartition semble indé-
pendante du nombre de canaux utilisés et de leur zone de sondage, les répartitions obtenues
avec les différents jeux de canaux IASI étant semblables. Le fort taux de pixels dont le PTOP
est supérieur à 950 hPa obtenu pour le jeu de canaux AIRS utilisé dans l’OPER peut paraître
surprenant, la qualité de ce critère semble donc liée à la qualité des canaux utilisés.
• Une bonne détection des pixels clairs. Pour AIRS, les taux de bonnes détections sont très
satisfaisants pour tous les jeux de canaux utilisés, et en particulier pour l’OPER (premier cri-
tère) et pour le jeu de 120 canaux (second critère). Pour IASI, la détection des pixels clairs est
relativement performante pour tous les jeux de canaux, les meilleures performances étant obte-
nues avec le jeu de 11 canaux en considérant le premier critère et avec le jeu de 34 canaux en
considérant le second critère. Un échantillonnage atmosphérique multiplé par 2 (passage de 11 à
21 canaux) entraine une baisse des performances de détection des pixels clairs en considérant le
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premier critère mais une augmentation des performances en considérant le second critère, donc
une diminution de la surestimation du nombre de pixels clairs par le CO2-Slicing. Ceci ten-
drait à prouver qu’un échantillonnage trop faible de l’atmosphère gêne la détection de certains
types de nuages. Un échantillonnage plus dense de la stratosphère n’améliore pas forcément les
performances de détection des pixels clairs car des résultats contraires sont obtenus avec AIRS
(110 à 86 canaux) et IASI (21 à 32 canaux). Par contre, l’ajout de canaux de basses couches (32
à 34 canaux), entraine une baisse des performances de détection des pixels clairs en considérant
le premier critère mais une augmentation des performances en considérant le second critère,
donc une diminution de la surestimation du nombre de pixels clairs par le CO2-Slicing. Cette
diminution pourrait être interprêtée comme une meilleure détection des nuages bas.
• Une caractérisation nuageuse précise. Pour AIRS, la répartition des PTOP diagnostiquée
pour le CO2-Slicing avec les jeux de 86, 110 et 120 canaux semble meilleure que celle obte-
nue avec l’OPER, certainement car cette dernière utilise des canaux présentant régulièrement
un mauvais code-qualité. Pour IASI, la répartition obtenue avec 32, 21 et 11 canaux est très
satisfaisante mais légèrement plus bruitée qu’avec le jeu de 34 canaux qui présente la meilleure
répartition. D’autre part, un échantillonnage atmosphérique multiplé par 2 permet une meilleure
classification pour les nuages très bas. L’ajout de canaux stratosphériques n’améliore pas (ni ne
dégrade) la caractérisation nuageuse. L’ajout de canaux de basses couches permet par contre de
diminuer légèrement le nombre de pixels classés à tort comme bas ou très bas.
En conclusion, pour IASI, le jeu de 34 est retenu dans cette étude. En effet, c’est avec ce jeu
que le taux d’échec de la méthode est la plus basse. De plus, la répartition des PTOP par rapport
à la donnée vérifiante MSG semble la plus concordante avec ce jeu de canaux qui présente par
ailleurs de bons taux de détection des pixels clairs avec les 2 critères établis.
Cette étude a été réalisée dans le but d’assimiler les radiances IASI contaminées par les
nuages dans le modèle global ARPEGE. Les résultats obtenus avec le jeu de 34 canaux IASI
semblent ainsi les plus adaptés pour les données situées sur mer. Cependant, l’assimilation des
radiances nuageuses IASI au dessus des terres sera un enjeu important dans les années à venir.
Les performances du CO2-Slicing pour les données sur terre devront dès lors nécessairement
être évaluées de manière précise. A cette fin, des histogrammes des fréquences des PTOP diag-
nostiqués par le CO2-Slicing sur terre en fonction des sous-catégories MSG ont aussi été réa-
lisées avec le jeu de 34 canaux IASI. Les histogrammes associés sont présentés en annexe 2. Il
s’avère que la répartition des PTOP diagnostiqués par le CO2-Slicing sur terre est globalement
satisfaisante (bien que légèrement plus bruitée que pour les données sur mer) et ce jeu de 34
canaux pourrait ainsi être utilisé non seulement pour assimiler les radiances nuageuses sur mer
mais aussi pour assimiler celles sur terre.
Pour AIRS, l’utilisation du jeu de 120 canaux est pour l’instant privilégiée car le jeu de
canaux de l’OPER présente, comme nous l’avons vu, un taux d’échec supérieur, une répartition
des PTOP physiquement douteuses (pour des PTOP > 950 hPa), une classification nuageuse
par rapport à MSG de moins bonne qualité (notamment pour les pixels clairs, ceux contaminés
par un nuage très haut et opaque et ceux contaminés par un nuage fractionné). D’autre part,
l’utilisation du jeu de 120 canaux permet d’obtenir les meilleurs taux de détection des pixels
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clairs par rapport aux jeux de 110 et 86 canaux, tout en permettant un taux d’échec de la méthode
inférieur.
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Introduction
Dans la section précédente, l’évaluation des schémas de détection du CEPMMT et de ca-
ractérisation du CO2-Slicing a tout d’abord permis de vérifier que ces 2 algorithmes étaient ca-
pables de détecter de manière fiable les structures nuageuses sans avoir recours à des imageurs.
D’autre part, la bonne correspondance des résultats obtenus entre les 2 algorithmes autorise leur
utilisation conjointe dans une optique d’assimilation des radiances des sondeurs hyperspectraux
en ciel nuageux.
A la lumière des résultats obtenus dans la section précédente, le système d’assimilation
4D-Var a été modifié pour assimiler les radiances contaminées par les nuages en plus des ra-
diances en ciel clair. Ce schéma d’assimilation utilise l’information combinée du schéma du
CO2-Slicing (pour simuler la radiance nuageuse) et du CEPMMT (pour assimiler les canaux
contaminés par les nuages). Une description détaillée de la méthode est fournie dans la partie
6.2.1.1 du chapitre 6.
Ce nouveau schéma d’assimilation est tout d’abord appliqué aux observations AIRS. Des
expériences à 1 observation nuageuse sont conduites dans un premier temps afin de détermi-
ner comment l’assimilation des radiances nuageuses AIRS influence les champs du modèle
ARPEGE. Dans un second temps, des expériences d’assimilation 4D-Var utilisant le nouveau
schéma d’assimilation sont réalisées. Les impacts sur l’analyse et les prévisions globales sont
ensuite déterminés. L’étude de la tempête MEDICANE du 26 septembre 2006 est réalisée pour
préciser l’impact du schéma d’assimation sur les prévisions. Les éventuelles interactions entre
la correction de biais et la détection nuageuse sont finalement discutées.
Par la suite, le schéma d’assimilation des radiances nuageuses est appliqué aux observations
IASI. Des expériences préliminaires ont permis de caractériser l’impact de l’assimilation des
observations IASI en condition nuageuse sur l’analyse. L’impact sur les prévisions est tout
d’abord évalué à travers les prévisions globales puis par l’étude de la tempête Klaus du 24
janvier 2009.
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6.1 Expériences à 1 observation
Introduction
Des expériences à 1 observation ont été réalisées pour caractériser la manière dont les dif-
férents champs du modèle ARPEGE sont affectés par l’assimilation de canaux nuageux dans
un profil comprenant des canaux clairs déjà assimilés. Cet impact est évalué sur toute la co-
lonne atmosphérique, pour la température et l’humidité relative, en comparant les incréments
d’analyse obtenus en assimilant les canaux nuageux en plus des canaux clairs au sein du profil
(EXP) et ceux obtenus en n’assimilant que les canaux clairs (REF). Le réseau de 00 UTC du 1er
septembre 2006 (premier réseau d’assimilation) est présenté car la même ébauche est utilisée
pour ce premier réseau pour EXP et REF.
6.1.1 Caractéristiques des profils
Deux profils aux caractéristiques distinctes ont été sélectionnés. Ces caractéristiques sont
présentées dans le tableau 6.1. Le profil 1 est contaminé par un nuage opaque (Ne=1) dont
la pression de sommet PTOP est située à 802 hPa. Le profil 2 est contaminé par un nuage fin
(Ne=0,34) dont le PTOP est située à 630 hPa. Le profil 1 présente 9 canaux assimilés contaminés
par les nuages et le profil 2 présente 10 canaux assimilés contaminés par les nuages.
profil lon lat nb canaux actifs nb canaux actifs nuageux PTOP Ne heure
(oc) (oc) EXP / REF EXP / REF (hPa)
1 -16,9 -43,6 54 / 45 9 / 0 802 1 02 :04
2 5,0 -41,2 54 / 44 10 / 0 630 0,34 00 :25
TAB. 6.1: Caractéristiques des 2 profils étudiés.
6.1.2 Impacts sur les champs du modèle
6.1.2.1 Température
Les incréments d’analyse pour le profil 1 (figure 6.1) ne sont pas maximaux à l’aplomb
du profil. Que ce soit pour EXP ou pour REF, ils sont en effet décalés de quelques degrés à
l’Ouest du profil. Ce décalage est dû à la propagation de l’information apportée par l’observation
dans les modèles linéaires-tangents et adjoints, l’observation n’étant pas centrée sur le réseau
d’assimilation. En effet, les observations du profil 1 ont été effectuées à 02 :04 UTC, donc vers
la fin de la fenêtre d’assimilation. Ce décalage est moindre pour le profil 2, dont les observations,
effectuées à 00 :25 UTC, sont effectuées plus tôt dans la fenêtre d’assimilation.
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(a) EXP profil 1 (b) REF profil 1
FIG. 6.1: Coupes verticales représentant les incréments d’analyse en température (K) obtenus
par EXP (a) et par REF (b) au sein du profil 1. La droite horizontale noire tiretée
représente le sommet du nuage, la droite verticale noire tiretée représente le profil.
(a) EXP profil 2 (b) REF profil 2
FIG. 6.2: Coupes verticales représentant les incréments d’analyse en température (K) obtenus
par EXP (a) et par REF (b) au sein du profil 2. La droite horizontale noire tiretée
représente le sommet du nuage, la droite verticale noire tiretée représente le profil.
Pour le profil 1, les incréments d’analyse sont relativement semblables pour EXP et REF
dans la tropopause et la stratosphère : un refroidissement inférieur à 0,3 K est ainsi visible
pour EXP et REF entre 150 à 50 hPa. Ce refroidissement est assez étendu géographiquement
puisqu’il s’étale sur presque 3600 km. Par contre, des différences d’incréments peuvent être
mises en évidence dans la haute troposphère au-dessus du sommet du nuage. Un réchauffement
inférieur à 0,3 K est ainsi visible dans la haute troposphère au-dessus du sommet du nuage. Ce
réchauffement s’étale de 250 à 550 hPa pour EXP alors qu’il s’étale plus bas dans l’atmosphère
pour REF, jusqu’à 700 hPa. Dans les 2 cas, l’extension géographique de ce réchauffement est
d’environ 2300 km.
Pour le profil 2 (figure 6.2), un refroidissement de l’analyse inférieur à 0,8 K dans la stra-
tosphère est visible pour EXP comme pour REF entre 150 et 0,1 hPa. Ce refroidissement est
très étendu géographiquement puisqu’il s’étale sur presque 6400 km. Il s’accompagne d’un ré-
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chauffement inférieur à 0,5 K dans les couches sous-jacentes (haute troposphère) dans les 2 cas,
s’étendant géographiquement sur une distance d’environ 3000 km. Un léger refroidissement
(inférieur à 0,15 K) est visible au-dessus du sommet du nuage pour EXP ; ce refroidissement,
qui s’étale géographiquement sur environ 1000 km, est absent pour REF. D’autre part, un ré-
chauffement inférieur à 0,3 K est visible sous le sommet du nuage pour EXP comme pour REF.
Cependant, pour EXP, les incréments sont plus importants que pour REF : ce réchauffement
s’étale ainsi de la surface au sommet du nuage pour EXP alors qu’il s’étale de 900 à 400 hPa
pour REF. Dans les 2 cas l’extension géographique de ce échauffement est d’environ 3000 km.
Par ailleurs, nous pouvons remarquer que le profil 1, contaminé par un nuage opaque (Ne=1)
présente des incréments globalement nuls sous le sommet du nuage, contrairement au profil 2
contaminé par un nuage fin (Ne=0.34). Les incréments observés sous le sommet du nuage pour
EXP dans le profil 2 ne sont pas uniquement dues à l’assimilation de canaux nuageux au sein du
profil, ces incréments étant aussi observés pour REF. Cependant, ces incréments diffèrent entre
EXP et REF, le maximum de réchauffement étant observé à 850 hPa pour EXP et à 650 hPa
pour REF. Les incréments observés sous le sommet du nuage pour le profil 2 de REF pourraient
ainsi être une conséquence des fonctions de structure du modèle, ceux observés pour le profil
2 de EXP pourraient être dus à la combinaison des fonctions de structure du modèle et de
l’assimilation de canaux nuageux au sein du profil.
6.1.2.2 Humidité spécifique
(a) EXP-REF profil 1 (b) EXP-REF profil 2
FIG. 6.3: Coupes verticales représentant les différences d’analyse en humidité spécifique
(g.kg−1) entre EXP et REF pour le profil 1 (a) et le profil 2 (b). La droite hori-
zontale noire tiretée représente le sommet du nuage, la droite verticale noire tiretée
représente le profil.
Comme cela a été précisé, EXP et REF utilisent les mêmes ébauches pour les profils 1 et
2. L’impact de l’assimilation de canaux nuageux au sein des 2 profils, en terme d’humidité
spécifique est donc ici caractérisé en comparant directement les 2 analyses.
Comme pour la température, les différences d’analyse visibles pour le profil 1 (figure 6.3(a))
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semblent décalées de quelques dégrés vers l’Ouest du profil. Pour le profil 2 (figure 6.3(b)), ce
décalage est moins important. Pour le profil 1, l’humidité spécifique est réduite pour EXP par
rapport à REF à l’aplomb du profil. Cet assèchement de l’atmosphère est visible de la surface
jusqu’à la haute troposphère (280 hPa) et est inférieur à 5.10−6 g.kg−1. Il s’étend géographi-
quement sur une distance d’environ 2200 km. D’autre part, l’assèchement de l’atmosphère à
l’aplomb du profil s’accompagne d’une légère humidification (inférieure à 5.10−8 g.kg−1) aux
environs du profil, entre 980 et 500 hPa. Cette légère humidification s’étend sur une distance
d’environ 1500 km de part et d’autre de la zone asséchée.
Pour le profil 2, le constat inverse peut être fait : une humidification de l’atmosphère est
visible pour EXP par rapport à REF à l’aplomb du profil. Cette humidification, inférieure à
5.10−5 g.kg−1, s’étale de la surface à la haute troposphère et s’étend géographiquement sur
une distance d’environ 2200 km. Par contre, un léger assèchement de l’atmosphère peut être
observé aux environs du profil. Cet assèchement s’étale de la surface à 500 hPa et est inférieur
à 1.10−7 g.kg−1 et s’étend sur une distance comprise entre 1000 et 1500 km de part et d’autre
de la zone.
6.1.3 Discussion
Les modifications de température et d’humidité spécifique mises en évidence ici attestent
des capacités des radiances nuageuses à influencer les champs de l’analyse ARPEGE. Pour
la température, ces modifications sont principalement situées dans les couches atmosphériques
situées juste au-dessus du sommet du nuage, dans les zones où les canaux nuageux sont contami-
nés par les nuages et donc assimilés (EXP) ou rejetés (REF). En cas de nuages semi-transparents,
des modifications peuvent aussi être observées sous le sommet du nuage.
Cependant, il est délicat de savoir, en l’absence d’observations de vérification concordantes
avec les profils choisis, si ces modifications sont correctes, autrement dit si elles rapprochent
l’analyse de l’état réel de l’atmosphère. Des campagnes de mesures, telles que Concordiasi
dans l’Antarctique (septembre et octobre 2009) peuvent permettre d’obtenir ces observations
de vérification et ainsi déterminer la qualité des modifications obtenues.
6.2 Expériences d’assimilation des radiances AIRS nuageuses
dans le 4D-Var ARPEGE
6.2.1 But et résumé de l’article
Les travaux réalisés sur l’assimilation des radiances AIRS nuageuses dans le 4D-Var AR-
PEGE dans le cadre de cette thèse ont abouti à la rédaction d’un article, accepté au Monthly
Weather Review. Le but de cet article est, dans un premier temps, de qualifier les performances
des 2 schémas de détections nuageuses mis en oeuvre pour l’assimilation des radiances nua-
geuses AIRS, à savoir le CO2-Slicing et le schéma du CEPMMT. Cette partie n’est que très
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succinte dans l’article mais elle a bénéficié d’une analyse approfondie présentée dans le cha-
pitre 4 de ce manuscrit de thèse.
Dans un second temps, après avoir présenté la méthode d’assimilation des radiances AIRS
nuageuses développée pour cette étude, l’impact de l’assimilation de ces nouvelles données a
été défini quantitativement et qualitativement : le nombre et la localisation des observations
nuageuses assimilées ont tout d’abord été explorés avant d’étudier leurs innovations, en les
comparant à une expérience de référence n’assimilant pas les radiances nuageuses. Dans un
second temps, l’influence des radiances AIRS nuageuses sur les analyses ARPEGE a été carac-
térisée au moyen d’outils statistiques : les différences en terme de RMS et de biais de différents
types d’observations assimilées (observations satellitaires et conventionnelles) ont été évaluées
sur toute la période d’assimilation, le but étant de savoir si ces différences augmentent ou di-
minuent par rapport à l’expérience de référence. Les impacts sur les analyses ARPEGE ont par
la suite été évalués à travers l’étude des modifications observées sur les champs de tempéra-
ture d’humidité du modèle ARPEGE. Finalement, l’influence sur les prévisions a été estimée :
dans un premier temps, nous avons évalué les performances des prévisions globales en terme de
RMS en les comparant aux prévisions obtenues avec l’expérience de référence. Les données de
vérification utilisées à cette fin sont les observations de radiosondages. Dans un second temps,
les performances des prévisions ont été évaluées à travers l’étude de prévisibilité d’une tempête
méditerranéenne : la tempête dite “MEDICANE” du 26 Septembre 2006. Les conclusions et les
perspectives de cette étude parachèvent cet article.
6.2.1.1 Cadre de l’étude et présentation de la méthode
- Cadre de l’étude
Le modèle de PNT utilisé pour cet article est la version d’ARPEGE bénéficiant de la ré-
solution T358L60c2.4 (résolution de 23 km sur la France et de 133 km aux antipodes). Les
observations (claires et nuageuses) sont corrigées du biais au moyen de la méthode adaptative
variationnelle du 4D-Var. 54 canaux sont assimilés (sur mer uniquement) pour cette étude : 19
canaux stratosphériques, 12 canaux pointant autour de la tropopause et 23 canaux pointant dans
la haute troposphère. L’opérateur d’observation utilisé est la version 8.5 du modèle RTTOV,
complété par des interpolations verticales et horizontales. L’expérience assimilant les radiances
AIRS nuageuses en plus des observations assimilées opérationnellement est appelée EXP. L’ex-
périence de référence assimilant uniquement les radiances AIRS claires en plus des autres ob-
servations est appelé REF. La période d’assimilation de cette étude s’étend sur un mois : du 1er
au 30 septembre 2006.
- Présentation de la méthode
Dans l’approche développée pour cet article, le CO2-Slicing calcule les paramètres nuageux
(pression de sommet du nuage PTOP et émissivité nette Ne) pour chacun des pixels AIRS en
dehors de l’opérateur d’observation. Une fois un pixel nuageux détecté (Ne supérieure à 0,1),
ses paramètres nuageux sont fournis directement au modèle de transfert radiatif RTTOV qui
simule les radiances contaminées par les nuages. D’autre part, le schéma du CEPMMT identifie
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les canaux contaminés par les nuages au sein du pixel nuageux. Finalement, les canaux AIRS
affectés par les nuages dont le PTOP est compris entre 600 et 950 hPa sont assimilés avec les
canaux AIRS clairs.
Le rejet des observations nuageuses situées au-dessus de 600hPa est justifié par l’assimi-
lation de canaux troposphériques (pointant jusqu’à 478hPa) dans notre schéma d’assimilation.
En effet, l’assimilation d’observations affectées par un nuage situé au-dessus des pics de fonc-
tion de poids des canaux est susceptible d’entraîner d’importantes erreurs de biais et de RMS à
l’ébauche et à l’analyse. D’autre part, le rejet des observations nuageuses situées entre 1000 et
950 hPa est lié aux difficultés du CO2-Slicing à détecter et à caractériser de manière précise ces
nuages très bas.
6.2.1.2 Résultats obtenus
- Evaluation des schémas de détection nuageuse du CO2-Slicing et du CEPMMT
Une phase préliminaire de validation des schémas de détection utilisés dans notre méthode
a été effectuée en se basant sur la donnée vérifiante MODIS. Cette étude est présentée en détail
dans le chapitre 4. Nous avons ainsi démontré que l’algorithme du CO2-Slicing et le schéma du
CEPMMT sont efficaces pour la détection nuageuse. De plus, la bonne concordance des perfor-
mances obtenues d’un algorithme à l’autre permet leur utilisation conjointe dans une optique
d’assimilation des radiances contaminées par les nuages.
- Influence sur les observations AIRS
Nombre et localisation des observations nuageuses assimilées : EXP assimile entre 1 et 4%
de pixels supplémentaires par rapport à REF. D’autre part, EXP assimile en moyenne 10% de
canaux supplémentaires par rapport à REF (jusqu’à 40% pour les canaux troposphériques poin-
tant les plus bas, comme le canal 239 par exemple). Les pixels supplémentaires assimilés par
EXP sont situés de manière relativement uniforme sur le globe, alors que les canaux supplémen-
taires assimilés sont majoritairement situés aux moyennes et aux hautes latitudes. Ce constat est
certainement dû au rejet des nuages hauts (PTOP < 600 hPa) du système d’assimilation, ce type
de nuages étant plus fréquent aux basses latitudes.
Innovations des observations : les innovations obtenues par EXP pour les canaux de surface
(entre 750 et 1030 cm−1 et 1060 et 1230 cm−1) sont en moyenne 4 fois inférieures aux inno-
vations obtenues par REF. Cette réduction des innovation représente un refroidissement moyen
de l’ébauche d’environ 6 K. Pour les canaux sensibles à la vapeur d’eau, pointant dans la basse
troposphère (de 1220 à 1390 cm−1), un refroidissement moyen de l’ébauche compris entre 3 et
6 K est observé. Pour les canaux sensibles à la vapeur d’eau, pointant dans la haute troposphère
(de 1400 à 1600 cm−1), ce refroidissement est compris entre 1 et 2 K. Pour les canaux situés
dans les courtes longueurs d’onde (de 2180 à 2300 cm−1 et de 2380 à 2660 cm−1), un refroidis-
sement moyen de l’ébauche de 4 K est observé (sauf pour les canaux stratosphériques dans les
courtes longueurs d’onde). La diminution des innovations obtenues par EXP par rapport à REF
indique que la prise en compte de l’effet du nuage dans la simulation de la radiance nuageuse
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par RTTOV conduit à un calcul d’observations plus proche des observations réelles.
- Impact sur les analyses et les prévisions globales
Analyses : les statistiques des écarts à l’analyse et à l’ébauche sont globalement équiva-
lentes entre EXP et REF pour une majorité d’observations. Les améliorations des statistiques,
en terme de biais et de RMS, sont observées (i) pour les PILOT dans l’Hémisphère Sud (dans
la stratosphère) et dans l’Hémisphère Nord (dans la troposphère) et (ii) pour les observations
satellitaires micro-ondes sensibles à l’humidité (SSMI et AMSU-B).
D’autre part, les principales modifications des champs de température à 500 hPa sont ob-
servées dans les zones où le volume d’observations supplémentaires est important (hautes et
moyennes latitudes). Ces modifications moyennées sur un mois, sont de l’ordre de 0.5 K maxi-
mum. La valeur et le signe des modifications de la température sur la colonne atmospérique
diffèrent en fonction de la hauteur du nuage considéré.
Prévisions globales : l’impact sur les prévisions globales de l’assimilation des observations
AIRS contaminées par les nuages est neutre à légèrement positif (de manière non significative)
pour la température, l’humidité et le vent. Des améliorations significatives ont cependant été
soulignées pour le géopotentiel. Elles se situent :
• pour l’Hémisphère Nord, dans la stratosphère entre 24 et 96 heures de prévision ;
• pour l’Hémisphère Sud, dans la troposphère entre 24 et 48 heures de prévision et dans la
stratosphère entre 48 et 72 heures de prévision ;
• pour les Tropiques, dans la basse troposphère et dans la stratosphère entre 24 et 48 heures
de prévision ;
• pour l’Europe, dans la stratosphère aux environs de 48 heures de prévision.
Les améliorations sur l’Europe à 48 heures de prévision ont été plus particulièrement étu-
diées pour le géopotentiel (amélioration des RMS sur toute la colonne atmosphérique et du biais
dans la stratosphère), la température (amélioration des RMS et des biais dans la troposphère),
l’humidité (légère amélioration des RMS dans la haute troposphère) et le vent (amélioration des
RMS dans la troposphère et des biais dans la haute troposhère).
- Cas d’étude : MEDICANE
Prévisibilité de l’évènement : l’étude de la prévisibilité de la dépression a été réalisée à partir
de 4 simulations débutant respectivement le 23 septembre 2006 à 00 UTC, le 23 septembre à
12UTC, le 24 septembre à 00 UTC et le 24 septembre à 12 UTC. La donnée de vérification
utilisée pour cette étude est l’analyse du CEPMMT.
La trajectoire de la dépression est mieux prévue par EXP que par REF pour les 4 simulations
étudiées et pour toutes les échéances de prévision. D’autre part, REF perd le signal de la dé-
pression à certaines échéances de prévision et pour certaines simulations contrairement à EXP.
De plus, l’évolution de l’intensité de la dépression (pression atmosphérique réduite au niveau
de la mer) est en meilleur accord avec les analyses du CEPMMT pour EXP que pour REF, à
toutes les échéances de prévision et pour les 4 simulations considérées.
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Précipitations cumulées : les performances de EXP et REF pour les précipitations cumulées
ont été évaluées le 26 septembre 2006 entre 06 et 12 UTC (période ayant enregistré les cumuls
de précipitations les plus intenses) au moyen de scores ETS (Equitable Threat Score) en consi-
dérant 4 seuils de précipitations (0,1 mm, 1 mm, 5 mm et 10 mm) et 7 échéances de prévisions
(06, 12, 36, 48, 60, 72 et 84 heures de prévision). Les données vérifiantes utilisées pour le cal-
cul de ces scores sont les observations de précipitations cumulées sur 6 heures (SYNOP). De
manière générale, l’intensité et la localisation des précipitations est en meilleure accord avec les
observations de précipitation pour EXP que pour REF. Ces améliorations sont globalement ob-
servées à toutes les échéances de prévision et pour tous les seuils de précipitation (mais surtout
pour les précipitations les plus intenses).
6.2.1.3 Conclusion
Les résultats présentés dans cet article sont encourageants quant aux bénéfices apportés par
l’assimilation des radiances AIRS affectées par les nuages, tant au niveau de l’analyse que des
prévisions ARPEGE. Ce nouveau schéma d’assimilation a d’ailleurs été implémenté dans la
chaine opérationnelle du modèle ARPEGE en Février 2009.
Cependant, cet article soulève quelques aspects dont l’étude est nécessaire pour optimiser
ce schéma d’assimilation. Ainsi, la correction de biais utilisée pour corriger les observations
claires est appliquée aux radiances affectées par les nuages, alors que les erreurs respectives des
radiances claires et nuageuses (erreurs dues au transfert radiatif, l’ébauche ou au prétraitement
des données) sont certainement différentes. D’autre part, dans notre méthode, les paramètres
nuageux sont fournis directement à RTTOV sans ajustement préalable. Un ajustement de ces
paramètres au sein même du processus itératif du 4D-Var pourrait permettre d’obtenir des pa-
ramètres nuageux mis à jour et plus cohérents avec les autres variables de contrôle d’ARPEGE.
Finalement, le rejet des canaux affectés par les nuages dont le PTOP est supérieur à 600 hPa
induit une augmentation limitée du nombre d’observations assimilées supplémentaires. Des ex-
périences assimilant les radiances nuageuses jusqu’à 400 hPa ont été conduites (en n’assimilant
pas les canaux pointant au-dessous de 400 hPa en cas de présence d’un nuage dont le PTOP est
compris entre 400 et 600 hPa), mais l’impact de ces expériences est plutôt négatif. Des déve-
loppements supplémentaires sont donc requis pour pouvoir assimiler un nombre plus important
d’observations affectées par les nuages.
Finalement, l’un des avantages de cette méthode est qu’elle peut être adaptée aux autres son-
deurs hyperpectraux, tels que IASI par exemple (l’assimilation des radiances nuageuses IASI
est discutée dans le chapitre 7).
6.2.2 Article accepté au Monthly Weather Review
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ABSTRACT
An approach to make use of AIRS cloud-affected infrared radiances has been developed at
Meteo-France in the context of the global numerical weather prediction model. The method
is based (i) on the detection and the characterization of clouds by the CO2-Slicing algorithm
and (ii) by the identification of clear/cloudy channels using the ECMWF (European Centre
for Medium-Range Weather Forecasts) cloud-detection scheme. Once an hypothetical cloud-
affected pixel is detected by the CO2-Slicing scheme, the cloud-top pressure and the effective
cloud fraction are provided to the radiative transfer model simultaneously with other atmo-
spheric variables to simulate cloud-affected radiances. Furthermore, the ECMWF scheme
flags each channel of the pixel to be clear or cloudy. In the current configuration of the
assimilation scheme, channels affected by clouds whose cloud-top pressure ranges between
600 and 950hPa are assimilated over sea in addition to clear channels.
Results of assimilation experiments are presented. On average, 3.5% of additional pixels
are assimilated over the globe but additional assimilated channels are much more numerous
for mid to high latitudes (10% of additional assimilated channels on average). Encouraging
results are found in the quality of the analyses: background departures of AIRS observations
are reduced, especially for surface channels which are globally 4 times smaller, and the anal-
ysis better fits some conventional and satellite data. Global forecasts are slightly improved
for the geopotential field. These improvements are significant up to the 72-hour forecast
range. Predictability improvements have been obtained for a case study: a low pressure
system which affected the south-eastern part of Italy in September 2006. The trajectory,
the intensity and the whole development of the cyclogenesis are better predicted, whatever
the forecast range, for this case study.
1
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2. Evaluation of AIRS cloud detection schemes
a. AIRS cloud detection schemes
1) ECMWF scheme
The ECMWF scheme (McNally and Watts 2003) aims at detecting clear channels within
a measured spectrum rather than the detection of totally clear pixels. If the background
spectrum (defined as the spectrum computed from the best available background estimate
of the atmospheric state) is close enough to the true state of the atmosphere, the cloud
signature is identified by the first-guess departure of the observed spectrum from clear-sky
background values. The term ”background” represents here a short-range NWP forecast
(6h) from the previous analysis. In this study, a set of 319 channels, chosen among the
324 available ones in real time to NWP users, is used. Channels are first re-ordered into a
vertically ranked space according to the lower tail of their respective weighting function. The
ranking consists in assigning to each channel, a pressure level (in RTTOV coordinates) at
which the radiation effect of a one-layer black-body is less than 1%. A low-pass filter is then
applied to the ranked departures to reduce the instrument noise and the cloud emissivity
effect. Finally, a search for the channel at which a monotonically growing departure can
first be detected, determines the first significant cloud contamination. Once this channel is
found, all other less sensitive channels are flagged cloud-free and the more sensitive ones are
flagged cloudy. A pixel is declared clear if all of the 319 channels are flagged cloud-free.
2) CO2-Slicing scheme
The CO2-Slicing method (Chahine 1974); (Menzel et al. 1983), based on radiative transfer
principles, is widely used to retrieve CTP and Ne. Ne conceptually represents the product of
the geometrical cloud fraction and the greybody emissivity of the cloud. This method uses a
simplistic cloud model: the cloud is considered as a single layer of opaque or semi-transparent
thin cloud with an homogeneous emissivity. The algorithm uses observed radiances of a set of
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cm−1) which is very sensitive to clouds. For each AIRS pixel, and each channel in the set,
the following function is calculated:
Fk,p =
(Rkclear − R
k
meas)
(R
kref
clear − R
kref
meas)
−
(Rkclear −R
k,p
cld)
(R
kref
clear −R
kref ,p
cld )
, (1)
where p is the pressure level number, k is the channel in the CO2 band, kref represents the
reference window channel (979.1279 cm−1), Rkmeas is the measured radiance for channel k,
Rkclear is the simulated clear radiance for channel k and R
k,p
cld represents the simulated black-
body radiance for channel k at the cloud level p. The cloud-top pressure level assigned to each
channel k is the pressure level pc,k which minimizes the function Fk,p. Before ascertaining
the CTP of an hypothetic cloud, a filter which distinguishes channels with δTBs (difference
between observed brightness temperature and simulated brightness temperature) lower than
the radiometric noise is applied to the algorithm. If all channels are filtered out, the pixel is
flagged clear. If the pixel is cloud-contaminated, the CTP is then calculated by the following
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expression:
CTP =
∑
pc,kw
2
k∑
w2k
(2)
where wk = δFk,p/δlnp is the derivative of the cloud pressure function.
The effective cloud fraction is obtained for the reference window channel by the following
expression:
Ne =
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kref
clear − R
kref
meas)
(R
kref
clear − R
kref,pc
cld )
(3)
If the algorithm produces a retrieved Ne smaller than 0.1, the pixel is flagged clear. Both
above-calculated parameters are used by RTTOV to simulate cloud-affected radiances.
b. Results and discussion
The evaluation of both cloud-detection schemes is fundamental as unfiltered cloud-
affected observations can have a detrimental impact on the quality of the analysis if they
are assimilated as clear. For this study, a cloud-characterization product based on MODIS
(MODerate Imager Spectroradiometer) data has been used as a reference. The MODIS im-
ager is a key instrument onboard the Earth Observation System satellites. We have used data
product collected from the Aqua platform from the ICARE (Interactions Clouds Aerosols
Radiations Etc) centre (http : //www − icare.univ − lille1.fr/archive/index.php?dir =
MODIS/MY D06L2/) which are produced at an horizontal resolution of 5 km at nadir and
cover a five-minute time interval. Due to downloading ressource limitations, the comparison
is limited to the Atlantic region. The validation is performed within a ten days period:
from 01 to 10 September 2006. A total of 15706 AIRS pixels have been processed. As the
evaluation of both cloud-detection schemes has already been performed (Dahoui et al. 2005),
results are briefly discussed in this paper.
Performances for both schemes are similar in terms of detection of cloudy and clear pixels.
These results confirm previous studies (Dahoui et al. 2005). Figure 1 highlights the accuracy
of the cloud detection for the CO2-Slicing and the ECMWF schemes for several ranges of
CTP inferred from MODIS. The detection of medium clouds (between 400 and 800 hPa)
delivers the best results. In contrast, the detection of low-level and high clouds (CTP>800
hPa) is not as efficient as for medium clouds for both schemes. For low-level clouds, this must
be due to the similarity of the measured signal from clear sky and low cloud scenes in some
particular situations which make the detection of these low clouds more difficult. Concerning
high clouds, the problem is mostly due to the insensitivity of the sounding-based method
to thin clouds (identical thresholds are applied for the detection of each type of clouds).
Furthermore, clouds whose CTP varies between 250 to 300hPa and those whose CTP varies
between 900 to 1000hPa are slightly better detected by the ECMWF scheme. Clouds whose
CTP varies between 300 to 850hPa are slightly better detected by the CO2-Slicing scheme.
The retrieved CTP from CO2-Slicing exhibits a correlation of about 0.79 with the CTP
inferred from MODIS. Correlation between the Ne retrieved from the CO2-Slicing scheme
and the ones inferred from MODIS is quite low for each range of Ne (about 0.51). This
low correlation may firstly be explained by the presence of clouds distributed in the vertical
(which are assumed to be single-layer clouds by the radiative transfer model RTTOV) whose
5
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radiative effect is comparable to a cloud with a higher cloud fraction located at a single
level. Moreover, the relative bad detection of low clouds that exhibit a low contrast with
the surface in some particular situations, may also account for this low correlation. These
CTP and Ne correlations are of the same order of magnitude as those found by Pavelin,et al
(2008) with the minimum residual method: between 0.67 and 0.81 for the CTP and between
0.46 and 0.78 for the Ne.
3. Framework of the study
a. Methods to determine background cloud parameters
The observation operator used here for the assimilation of cloud-contaminated radiances
is the 8.5 version of RTTOV, complemented by horizontal and vertical interpolations. It
simulates infrared and microwave radiances observed by satellite sounders (Saunders et al.
2002). For each channel, the optical depth is obtained from linear regressions based on
RTTOV input variables: temperature and humidity profiles and surface data. Although
RTTOV has initially been designed to be used in clear-sky conditions, it is able to simulate
cloud-contaminated radiances. The radiative transfer in cloudy conditions can be performed
by two differents techniques:
• The cloud is assumed to be a single layer black body of negligible depth which CTP
has been provided to the RTM. The cloud-affected radiance is calculated using the
following expression:
Rcldν (θ) = Bν [T (zcld)]τν(zcld, θ) +
∫
∞
zcld
Bν [T (z)](dτν(z, θ)dz)/dz (4)
where Rcldν (θ) is the cloudy monochromatic radiance of frequency ν going away from
the top of the cloud towards space with an incidence angle θ, τν(zcld, θ) which represents
the transmittance between the cloud-top and space, T (zcld) represents the cloud top
temperature, T (z) is the temperature of an atmospheric layer at altitude z and Bν
represents the Planck Function. Equation (4) defines the overcast radiance. In reality,
most of the pixels are partially cloud-contaminated. These kind of pixels are defined
by a linear blending of overcast and clear radiances using the following equation:
Rν(θ) = (1−N)R
clr
ν (θ) +NR
cld
ν (θ) (5)
where Rclrν (θ) represents the clear-sky component of the radiance and N represents the
cloud cover.
• A more realistic multilayer parametrisation of clouds in the RTTOVCLD module:
clouds are defined by several vertical levels and for differents cloud water phases (liquid
or ice) from vertical profiles provided to the RTM (temperature profiles, humidity,
cloud cover, liquid cloud water and cloud ice) by a physical cloud scheme. Clouds are
assumed to be multilayer grey bodies.
We made the choice to use the first method although the use of a physical cloud scheme
(second method) is potentially valuable (Chevallier et al. 2004). Unfortunately, the physics
6
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channels are rejected from the assimilation scheme. Two assimilation experiments have been
run to test the impact of the direct assimilation of cloud-contaminated radiances: the first
one is a reference experiment which only assimilates clear AIRS radiances with the oth-
ers above-described data. This reference experiment is called REF in the following study.
The second one assimilates cloud-affected radiances on top of clear radiances and others
above-described data sources. In the following study this experiment is called EXP. The
adaptative variational bias correction from REF is applied to both clear and cloud-affected
radiances in EXP. An experiment similar to EXP (figures not shown) has been run with
its own adaptative bias correction but differences with EXP remain small (eg. no drift in
number of active assimilated observations). In order to disentangle effects of assimilating
cloud-affected radiances from those of bias correction variation, only EXP is discussed in
this paper.
c. Application for mid to low-level clouds
As previously seen, cloud-affected radiances are assimilated here for clouds whose CTP
is included between 600 and 950hPa. On one hand, the rejection of clouds situated higher
than 600hPa is motivated by the assimilation of tropospheric channels (up to 478 hPa) into
our assimilation scheme and only clouds situated lower than peaks of weighting-function
are selected. Indeed, the assimilation of clouds situated higher than the weighting function
peak of a given channel can lead to large biases and root-mean-square (RMS) errors for
both background and analysis as shown by Pavelin,et al (2008). On the other hand, it
has been shown in section 2.b that the detection of low-level clouds (800<CTP<950) was
not as efficient as the detection of higher clouds and their assimilation could thus appear
delicate. A sensivity study has been performed to check whether or not the AIRS spectrum
was affected by the non detection of these low clouds. It consists in comparing EXP (which
simulates cloud-contaminated radiances) and REF (which only simulates clear radiances)
averaged innovations (observations minus simulated radiances using the background state of
the atmosphere) with respect to the channel number at a given CTP range (800-950hPa, 600-
800hPa, 400-600hPa and 200-400hPa) for all the observations (Fig.3). The AIRS spectrum
is almost not affected by the simulation inside RTTOV of clouds whose CTP is included
between 800 and 950hPa (Fig.3(a)). Difficulties of cloud-detection schemes to detect some
low clouds have thus a negligible impact on the background simulation, contrary to other level
clouds where the simulated AIRS spectrum is more affected by the simulation of clouds inside
RTTOV (Fig.3(b), (c) and (d)). The assimilation of such low-level clouds is also motivated
by the large number of retrieved CTP between 900 and 950 hPa (Fig.4). However, very low
clouds (CTP>950hpa) were rejected because the huge number of these cloud-type (Fig.4)
does not seem physically plausible. The CO2-Slicing is obviously not able to treat accurately
these very low clouds, most probably because of their weak impact on the signal measured
by the sounder.
Our choice to assimilate cloud-affected channels whose CTP is included between 600
and 950hPa appears thus to be a good compromise between, on one hand, the rejection of
doubtful observations and those potentially spoiling the analysis, and, on the other hand,
the assimilation of a non negligible volume of additional cloud-affected observations.
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4. Impact on AIRS observations
a. Number and localisation of additional assimilated observations
Figure 5 shows the number of active observations for each assimilated channel for the first
assimilation window (00UTC 1st of September 2006). This assimilation window is particu-
larly interesting because the background used is the same for EXP and REF. The number
of active observations is roughly the same for EXP and REF until channel 138 which is
one of the first channels whose weighting-function is pointing into the tropopause. Previ-
ous channels (from 15 to 117) are stratospheric channels, thus seldom cloud-contaminated,
and exhibit the same behaviour for both experiments. Channels 138 to 251 are upper-
tropospheric channels and are thus potentially contaminated by clouds. This hypothetical
contamination leads to a rejection of these contaminated channels in REF whereas some of
these contaminated channels are assimilated in EXP. The lower the channel points in the
atmosphere, the larger is the probability of a cloud-contamination and the larger is the dif-
ference between the assimilated observation numbers for the two experiments. Furthermore,
the number of active clear observations is lower for EXP than for REF for each tropospheric
channels. This may be due to the geographical thinning of the assimilated pixels. This thin-
ning is based on the maximum number of non rejected channels (monitored and assimilated
channels) per profile. REF keeps the profile with the maximum number of clear channels as
cloud-contaminated channels are rejected from the assimilation. It is the opposite for EXP
which has a maximum number of non rejected channels in the profile in the presence of a
cloud whose CTP is between 600 and 950hPa (in that case, all channels are non rejected,
except for gross error).
Figures 6(a) and 6(b) respectively exhibit the number of assimilated pixels and assimi-
lated channels (many channels are potentially assimilated in a given pixel) for both exper-
iments with respect to their latitudinal position and for the whole study period. Most of
the active pixels and channels are situated in the southern hemisphere which is consistent
with the assimilation of over seas observations (the oceanic surface is larger in the South-
ern Hemisphere than in the Northern one). EXP assimilates between 1 to 4% more pixels
than REF (fig.6(a)) with a slightly larger rate at mid to high latitudes. The 250km geo-
graphical thinning restricts these rates which would be higher if the geographical density
of assimilated radiances were higher. The difference of assimilated channels between EXP
and REF in mid to high latitudes (fig.6(b)) is much larger than the difference of assimilated
pixels (fig.6(a)): on average, 10% of additionnal channels against 3.5% of additional pixels.
These differences are not visible for low latitudes (1.5% of additional pixels and channels on
average). Thus, even if the assimilation of cloud-affected radiances yields additional active
pixels to ARPEGE with quite a uniform repartition on the globe, the additional information
is much larger for mid to high latitudes than for low latitudes. This could be due to the
non-assimilation of high level clouds (CTP<600hPa) which are most frequent in the Tropics
(ISCCP: International Satellite Cloud Climatology Project, http://isccp.giss.nasa.gov).
The daily evolution of the number of assimilated observations has also been studied
at 12UTC (not shown) for assimilated channels peaking at the tropopause, the upper-
troposphere and the mid-troposphere in order to check whether the quality control was
stable all along the assimilation period. For these channels, the number of active obser-
vations is constant for both experiments all along the study period, which proves that the
9
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quality control (and the cloud-detection) is reliable.
b. Residual bias of observations
Figure 7(a) compares innovations of REF and EXP for each channel and for all observa-
tions (used and rejected observations) for the first assimilation window. Only the impact of
the brightness temperature simulation by the CO2-Slicing is thus seen in this figure. Inno-
vation amplitudes fluctuate from -8 to 3K for REF, with an absolute amplitude maximum
for long-wave surface peaking channels (channels from 375 to 1069 and from 1116 to 1300)
and from 1.5 to 4K for EXP (with an isolated peak at -5.5K for channels 72 and 73). Inno-
vations obtained by EXP are thus globally 4 times smaller than the ones obtained by REF
for surface channels. It globally represents a cooling of the background estimation of about
6K. Another significant cooling (from 6 to 3K) is observed for lower tropospheric peaking
channels sensitive to water vapor (channels from 1266 to 1565). A smaller cooling (1 to 2K)
is observed for upper-tropospheric peaking channels sensitive to water vapor (channels from
1574 to 1852). Each short wave channels (except short-wave stratospheric channels) presents
also a significant cooling of about 4K (channels from 1865 to 1988 and from 2101 to 2377).
These differences show that to take into account cloud parameters into the radiative transfer
calculations leads to model equivalents more consistent with observations. Figure 7(b) is a
zoom on the active channel part of the previous figure. Innovations for EXP and REF are
similar from channel 15 to 180 (stratospheric channels). Innovation amplitude differences are
larger from channel 185 to 251 which are tropospheric peaking channels and are potentially
more cloud-contaminated. We have verified for the last day of our assimilation period (30th
of September 2006) at 00UTC that the variational bias correction was efficient throughout
the assimilation period: innovation amplitudes are of the same order than those observed in
the first assimilation window for both experiments.
5. Impact on analysis and forecasts
a. Impact on analysis
EXP and REF statistics (differences in terms of biases and RMS) from various types of
assimilated observations (conventional and satellite data) have been studied over the whole
assimilation period. Both background and analysis statistics are in the majority of cases
equivalent for both EXP and REF (not shown), but slight improvements have been noticed.
With regards to conventional data, a slight reduction of, respectively, the bias and the RMS
is observed for winds from profilers in the stratosphere over the Southern Hemisphere and
in the upper-troposphere over the Northern Hemisphere. Regarding satellite data, a better
fit to microwave sounders sensitive to atmospheric humidity has been noticed: analysis and
background bias reduction for SSMI (Special Sensor Microwave Imager) in the Tropics and
over the Southern Hemisphere in the wider atmosphere and a background bias reduction
of mid-tropospheric channels of AMSU-B (Advanced Microwave Sounding Unit-B) in the
Tropics.
Figure 8(a) highlights differences between EXP and REF analyses for the temperature at
500hPa for the first analysis. Differences in model fields are, as expected, located in places
where cloud-affected observations are assimilated in EXP showing that these differences
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are mainly due to the assimilation of cloud-affected observations. These differences are
globally located in the Northern Hemisphere, between 40 and 90oN, and in the Southern
Hemisphere, between 30 and 70oS. By contrast, the intertropical zone is almost not affected
by the assimilation of cloud-affected observations. Furthermore, our assimilation period
spreads out the austral winter, where oceans below 70oS are fully covered by sea-ice, which
is not the case for oceans above 70oN, mostly free from ice. Our assimilation system includes
a test which rejects observations situated over sea-ice, therefore explaining the negligible
impact from 80oS to 65oS.
A longitudinal cross-section of analysis temperature differences between EXP and REF is
shown (Fig.8(b)) for the first analysis to characterize the impact of the assimilation of some
cloud-affected observations on the analysis with respect to their diagnosed top pressure (from
the CO2-Slicing). The cross-section at 50oS from 40oW to 40oE is shown because this area
displays many active cloud-contaminated observations with different retrieved CTP. From
30 to 20oW, medium clouds are assimilated (600<CTP<700hPa): a warming spreading from
the CTP down to the surface is visible. A small cooling is also visible above the CTP up
to the upper troposphere (350-400hPa). From 20oW to 0o and from 20oE to 40oE, very low
clouds are assimilated (900<CTP<950hPa): a small cooling is visible just above the CTP
spreading within the whole lower troposphere (until 650-700hPa). The upper troposphere
is also affected from 600 to 300hPa: a warming is indeed observed. For very low clouds,
these changes can also be accompanied by a slight cooling of the tropopause. Even if these
changes highlight the capacity of the cloud-affected radiances to modify the analysis, the
lack of verifying data prevents from assessing which analysis better fits the real state of the
atmosphere.
b. Impact on forecasts
The impact of the assimilation of cloud-affected radiances on global forecasts was deter-
mined by comparing the objective forecast scores in terms of RMS errors with respect to
radiosonde observations. Table 1 shows the RMS forecast error differences for the geopoten-
tial height. These errors have been computed with respect to radiosonde observations for
the validation period ranging from 00UTC 1st of September 2006 to 18UTC 4th of October
2006. The impact is rather neutral to slightly positive. The most significant improvement
was obtained for the geopotential height according to a statistical Student Test with respect
to radiosonde observations with a level of confidence of 95%. Over the Northern Hemisphere,
positive impacts are found for a 24 to 96-hour forecast range in the stratosphere and in the
mid- to upper-troposphere. Improvements at 100 and 250hPa for a 48-hour forecast range
are statistically significant. Over the Southern Hemisphere, a positive impact is found for
a 24 to 48-hour forecast range in the the whole atmosphere. These improvements are sig-
nificant from 24 to 48-hour forecast range at 850 and 250hpa and for 48 to 72-hour forecast
range at 100hPa. A negative impact has been observed at longer forecast ranges but it is
not statistically significant. Over the Tropics, positive impacts are found for 24 to 72-hour
forecast range in the statosphere and in the mid- to low-troposphere. These improvements
are significant at 850 and 100hPa for 24 to 48-hour forecast range. Over Europe, the impact
is mainly positive until 72-hour forecast range in the whole atmosphere and negative for 96-
hour forecast range. These positive impacts are larger than for the other domains but only
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significant at 100hPa at 48-hour forecast range. Scores with respect to ECMWF analyses
are rather neutral to slightly positive.
Regarding the other parameters (temperature, humidity and wind), impacts are roughly
neutral to slightly positive but not significant with respect to radiosonde observations and
ECMWF analyses. Similar results were found over another 3-week period (from 00UTC
29th of May to 18UTC 20th of June 2008) in a different context: more satellite data were
assimilated (ATOVS from Metop, IASI, GPS radio-occultation observations) and the model
resolution was higher.
Figure 9 represents RMS errors and biases of the 48-hour forecast over Europe for the
geopotential (a), the temperature (b), the humidity (c), and the wind (d). The geopotential
is improved in terms of RMS in the whole atmosphere and in terms of bias in the stratosphere.
These improvements are significant from 10 to 200hpa. The temperature is slightly improved
in terms of bias and RMS errors from the surface to the tropopause with significant impacts
at 200hPa. The humidity is slightly improved in terms of RMS in the upper-troposphere
and in the tropopause but not significantly. The wind is improved in terms of RMS errors
from the surface to the tropopause and from the upper-troposphere to the tropopause in
terms of bias. These improvements are significant from 100 to 200hPa.
The impact of the assimilation of cloud-affected observations on forecasts will now be
further discussed by an evaluation of the predictability on a meteorological situation: the
so-called MEDICANE case.
6. Case study: The MEDICANE (MEDIterranean hur-
riCANE) case
a. Synoptic description of the event by ECMWF analyses
On the 26th of September 2006, a strong mesoscale storm with some resemblance to a
polar low hit the south-east part of Italy and caused intense precipitation. This event has
been investigated from an observational and a numerical (analysis and forecasts from WRF
model) point of view by Moscatello et al (2008). In this paper, this description has been
completed by analyses from the ECMWF model which will be used as a verification to display
the relative performance in terms of predictability of both experiments. The trajectory and
the evolution of the mean sea level pressure (MSLP) of the low with respect to each time-
step are summarized in figure 10. ECMWF analyses show that a small-scale cyclone was
generated in the south-east of the Atlas Tunisian ridge near the Algerian-Tunisian border at
around 00UTC on the 25th of September 2006 with a MSLP of about 1007hPa (Fig.11(a)).
During the following 18 hours, the low moved through an east-north-eastward direction
without intensifying to reach eastern Malta island at some 800 kilometers away from its
initial position (Fig.11(b)) at 18UTC 25 September. At 00UTC 26 September, the low
entered the Ionian sea near the Ionian coast of Calabria. At this stage, it began to intensify
reaching a MSLP of 1005 hPa. Between 00UTC and 06UTC, the low moved North-Easterly
certainly in response to a low pressure system (1001 hPa) visible in the Tyrrhenian sea
(Moscatello et al. 2008) to reach southern Torente Gulf at 06UTC (Fig.11(c)). All along this
time, the low strongly intensified, reaching a MSLP of about 996 hPa at 06UTC. Between
06 and 12 UTC, the trajectory of the low curved northward and the depression then crossed
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the Apulia regions to reach the Adriatic sea with a MSLP of about 994 hPa, the absolute
minimum of the depression, at 12UTC 26 September. For the next 06 hour, the low moved
along a northwestward direction and reached the Gargano promontory at 18UTC (Fig.11(d))
with decreasing intensity (997 hPa). The low then moved inland where it finally died.
b. Predictability of the event
Four sets of numerical simulations have been performed for both experiments in order
to compare the predictability, the position and the intensity of the cyclone during its whole
development, from 00UTC 25th of September 2006 to 18UTC 26th of September 2006.
• The first set, hereafter called FCST2300, begins at 00UTC 23th of September 2006
and ends at 18UTC 26th of September 2006 after a 90-hour forecast.
• The second set, FCST2312, begins at 12UTC 23th of September and ends after a
78-hour forecast.
• The third set, FCST2400 begins at 00UTC 24th of September and ends after a 66-hour
forecast.
• The fourth set, FCST2412 begins at 12UTC 24th of September and ends after a 54-hour
forecast.
Figure 12 exhibits respectively the trajectory of the MEDICANE depression forecast by
FCST2300 (a), FCST2312 (b), FCST2400 (c) and FCST2412 (d) ranging from 00UTC 25th
September 2006 to 18UTC 26th of September 2006. Forecasts provided by EXP display a
better positionning of the low with respect to the ECMWF analyses than REF forecasts
for each forecast set and globally for each forecast range. This assessment is true for each
timestep except for forecasts whose validity date is 18UTC 26th of September. The position
of the low at 18UTC 25th of September is not forecasted by REF contrary to EXP whichever
the considered set. Moreover, the position of the low is neither forecasted by REF at 00UTC
and 06UTC 26th of September for the FCST2300 contrary to EXP.
Figure 13 highlights the evolution of forecast MSLPminimum by FCST2300 and FCST2312
(a) and FCST2400 and FCST2412 (b) with respect to the ECMWF analysis. The evolution
of the intensity of the low is better forecasted by EXP than REF throughout its whole evolu-
tion period for each forecast set. FCST2400 displays the largest averaged difference between
EXP and REF (Fig.13(b)): differences of MSLP between EXP forecasts and ECMWF anal-
ysis are 1.5hPa on the mean against 3.5hPa for REF. Furthermore, these differences between
EXP and REF tend to grow with the forecast range (at least for FCST2400).
c. Accumulated Precipitation
According to Moscatello, et al (2008), the storm caused intense precipitation over the
south-eastern part of Italy. The first MEDICANE landfall occurs between 06 and 12UTC 26
September 2006 over the Salentine Peninsula. Equitable threat score (ETS) which is defined
as the intersection of the forecast and observations divided by the union of the forecast and
observations at a given threshold, have thus been calculated (Fig.14). These scores highlight
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forecast performance of both experiments in terms of cumulated precipitation (within 6 hour
window). The closer the score is to 1, the better the forecast is. These scores are calculated
with respect to cumulated precipitation observations (SYNOP situated between 28 to 55oN
and between 0 and 30oE) available from 06UTC to 12UTC 26 September 2006 for four
differents threshold (0.1, 1, 5 and 10mm) and according to seven different forecast ranges
(06h, 12h, 36h, 48h, 60h, 72h and 84h).
For very low precipitation (threshold=0.1mm), performances of both experiments are
quite bad at each forecast range (not shown) but they are slightly improved in EXP. The
same assessment can be made regarding a threshold of precipitations of 1mm (not shown).
However, for long-time forecast range (from 72 to 84-hour), performances of REF are slightly
better than EXP for this threshold. As can be seen in figure 14, regarding threeshold
5mm ((a), steady precipitation) and 10mm ((b), strong precipitation), EXP globally ex-
hibits better scores with respect to observations than does REF. For steady precipitation
(threshold=5mm), performances of both experiments are better than for lower precipita-
tions (Fig.14(a)) with better performances of EXP at each forecast range except for 84-hour
forecast range. Regarding stronger precipitation (threshold=10mm), both performances are
reasonable (Fig.14(b)) but EXP exhibits also better performances at each forecast range. Cu-
mulated precipitation forecasts are thus improved whatever the rainfall rate but especially
for steady and strong precipitation.
7. Conclusion and future developments
The ARPEGE 4D-Var assimilation system has been modified to directly assimilate some
AIRS cloud-affected radiances in addition to clear ones. Once a cloud-affected pixel is de-
tected by the CO2-Slicing scheme, cloud parameters (CTP and Ne) are retrieved and directly
provided to RTTOV which will then simulate the cloud-affected spectrum. Furthermore, the
ECMWF scheme identifies each clear and cloudy channel of the pixel. Finally, channels af-
fected by clouds whose CTP ranges between 600 and 950hPa are assimilated in addition to
clear ones. All other cloud-contaminated channels are rejected from the assimilation scheme.
ECMWF and CO2-Slicing schemes have been evaluated using independent MODIS data.
It has been found that both schemes were performing well in terms of cloud-detection. Both
cloud detection performances fluctuate with respect to the diagnosed height of the considered
cloud: medium clouds (400<CTP<800hPa) are best detected whereas the detection of low
and very low clouds is not very efficient. However, it has also been demonstrated that
difficulties of cloud-detection schemes to detect some low-level clouds have a negligible impact
on the simulation of observations contrary to the other levels of clouds. The retrieved
cloud top pressure from CO2-Slicing exhibits a good correlation with the cloud top pressure
inferred from MODIS. The retrieved effective cloud fraction exhibits lower correlations with
the effective cloud fraction inferred from MODIS.
Assimilation experiments have been run with the new assimilation scheme: on average,
3.5% of additional pixels are assimilated over the globe with quite a uniform geographic
repartition but additional assimilated channels are much more numerous for mid to high
latitudes (10% of additional assimilated channels on average). These extra assimilated data
first affect the simulation of model equivalents which are more consistent with observations
as shown by the significant reduction of innovations, especially for long-wave surface peaking
14
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Verifications level Forecast range
domain (hPa) 24 48 72 96
100 0.2 0.5 0.6 0.4
North20 250 0.31 1.5 1.9 0.9
(>20N) 500 0.0 0.35 2.3 0.8
850 -0.2 -0.2 2.2 0.3
100 0.5 1.1 0.8 -0.2
South20 250 0.2 1.2 -1.8 -0.5
(<20S) 500 0.7 1.1 -1.0 1.4
850 1.3 2.4 -0.1 0.0
100 0.7 0.7 0.4 0.0
Tropics 250 0.0 -0.1 0.0 -0.5
(20N,20S) 500 0.5 0.4 0.6 -0.1
850 0.2 0.7 0.8 0.6
100 1.6 2.0 2.0 0.1
Europe 250 0.2 4.1 4.7 -0.4
500 0.0 3.5 6.9 -0.9
850 -0.3 2.6 6.7 -1.2
Table 1. Root-Mean-Square (RMS) errors of the differences (unit is %) between the geopo-
tential forecast by EXP and REF for a 4 day forecast range with respect to radiosonde obser-
vations. Results are averaged from 00UTC 1st of September 2006 to 18UTC 4th of October
2006. Bold numbers indicate a positive impact and thin numbers indicate a negative impact.
Underlined values are significant.
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Fig. 1. Efficiency of the cloud detection according to the retrieved Cloud Top Pressure
from MODIS. Evaluation period lasted from 01/09/06 to 10/09/06. The CO2-Slicing is
represented by dashed line with circles and the ECMWF scheme is represented by solid line
with crosses. The number of observations is represented by dotted line.
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Fig. 2. Weighting-functions of the 54 assimilated AIRS channels. Solid black lines represent
tropospheric peaking channels, dashed lines tropopause peaking channels and solid grey lines
stratospheric peaking channels.
25
136 6. ASSIMILATION DES RADIANCES NUAGEUSES AIRS
15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240
Channel [#]
-7
-6
-5
-4
-3
-2
-1
0
o
bs
 - 
ba
ck
gr
ou
nd
EXP
REF
(a) 800-950hPa
15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240
Channel[#]
-7
-6
-5
-4
-3
-2
-1
0
o
bs
 - 
ba
ck
gr
ou
nd
EXP
REF
(b) 600-800hPa
15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240
Channel[#]
-7
-6
-5
-4
-3
-2
-1
0
o
bs
 - 
ba
ck
gr
ou
nd
EXP
REF
(c) 400-600hPa
15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240
Channel[#]
-7
-6
-5
-4
-3
-2
-1
0
o
bs
 - 
ba
ck
gr
ou
nd
EXP
REF
(d) 200-400hPa
Fig. 3. Averaged innovations (observations-background) after bias correction of all obser-
vations for the 54 assimilated channels for the 1st of September 2006 according to Cloud
Top Pressure. Solid line for REF and dashed line for EXP.
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Fig. 4. Distribution of Cloud Top Pressure retrieved from the CO2-Slicing on AIRS cloud-
affected pixels (Ne > 0.1) used in the validation period (1st of September 2006 to 10th of
September 2006).
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Fig. 5. Number of active channels for the 1st of September 2006 at 00UTC with respect to
channel number. The total number of active channels of REF is represented by solid line,
the total number of active channels of EXP is represented by dashed line and the number of
active clear channels of EXP is represented with dotted line.
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(a) Active pixels.
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(b) Active channels.
Fig. 6. Geographical distribution of active pixels (a) and active channels (b) with respect
to the latitude over the whole assimilation period (from the 1st of September to the 30th of
September 2006). The solid-line represents EXP and the dashed-line represents REF. The
difference (%) between both experiments is plotted by dotted-line.
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Fig. 7. Averaged innovations (observations-background) of all observations for the 324
available AIRS channels for the 1st of September 2006 at 00UTC. The REF is represented
by solid line and the EXP is represented by dashed line.
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(a) Analysis differences at 500hPa
(b) Cross-section of analysis differences.
Fig. 8. Analysis differences between REF and EXP for the temperature field for the 1st
of September 2006 at 00UTC. Figure (a) indicates the level 500hPa. Brown circles indicate
places where cloud-contaminated pixels are assimilated and red line at 50oS indicates the
place where the cross-section have been made in the figure b. Figure (b) represents the longi-
tudinal cross-section at 50oS and from 40oW to 40oE (shaded colors) and the corresponding
cloud top pressure of assimilated cloud-affected radiances.
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Fig. 9. Root-Mean-Square (RMS) and mean (BIAS) of the geopotential differences (a), the
temperature differences (b),the humidity differences (c) and the wind differences (d) between
48-hour forecasts and radiosonde observations for EXP (grey lines) and REF (black lines) as
a function of the pressure. Root-Mean-Square and mean are represented by solid and dashed
lines respectively. Statistics are calculated over the European region and averaged over the
period ranging from the 00UTC 1st of September 2006 to 18UTC 4th of October 2006.
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Fig. 10. Trajectory of MEDICANE from ECMWF analysis ranging from 00UTC 25th of
September 2006 to 18UTC 26th of September 2006. Black numbers indicate the time-step
and red numbers indicate the correspondant mean sea level pressure (hPa).
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(d) 26th of September at 18UTC
Fig. 11. Analyses of MEDICANE by the operational ECMWF model ranging from 00UTC
25th of September 2006 to 18UTC 26th of September 2006. Contours indicates the mean
sea level pressure (interval of 1hPa). The shading is made below 1006hPa.
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(a) FCST2300 (b) FCST2312
(c) FCST2400 (d) FCST2412
Fig. 12. Trajectory of MEDICANE from FCST2300 (a), FCST2312 (b), FCST2400 (c)
and FCST2412 (d). The red line represents the trajectory forecasted by the REF, the
blue line represents the trajectory forecasted by the EXP and the black line represents the
trajectory given by ECMWF analysis. Black numbers indicate the correspondant time-step
of MEDICANE.
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Fig. 13. Evolution of the minimum of Mean Sea Level Pressure from 00UTC 25th of Septem-
ber 2006 to 18UTC 26th of September 2006. Black line with squares represents the trajectory
from ECMWF, dashed blue lines the evolution from EXP and solid red lines the evolution
from REF. In (a), stars (respectively circles) represent FCST2300 (respectively FCST2312).
In (b), stars (respectively circles) represent FCST2400 (respectively FCST2412).
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Fig. 14. Equitable Threat Score (ETS) for EXP and REF with respect to the forecast range
for thresholds 5mm and 10mm for the 26th of September between 06 and 12UTC. Solid line
represents the REF and dashed line represent the EXP.
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6.3 Interactions entre la correction de biais et la détection
nuageuse
Introduction
Des interactions entre les différents processus intervenant dans l’assimilation des radiances
infrarouges peuvent se produire. C’est notamment le cas pour la correction de biais et la détec-
tion nuageuse. En effet, la majorité des algorithmes de détection nuageuse sont basés sur les
écarts entre observations et ébauche après correction de biais. Il est donc évident que l’estima-
tion du biais influence la qualité de la détection nuageuse. Si elle n’est pas contrôlée, l’interac-
tion entre la correction de biais et la détection nuageuse peut dégrader de manière substantielle
la qualité de l’analyse du système de PNT. Cette affirmation est d’autant plus vraie dans un
système d’assimilation utilisant les radiances contaminées par les nuages.
L’interaction évoquée ci-dessus a été mise en évidence en comparant 2 expériences d’assi-
milation des radiances nuageuses utilisant des corrections de biais différentes. L’évolution du
nombre d’observations considérées comme nuageuses par les schémas du CEPMMT et du CO2-
Slicing a permis de caractériser l’impact de la correction de biais sur la détection nuageuse.
6.3.1 Caractéristiques de la correction de biais appliquée aux 2 expé-
riences
Les 2 expériences d’assimilation de radiances nuageuses étudiées ici utilisent une correc-
tion de biais adaptative variationnelle. Cependant, la population d’observations utilisées pour
calculer les coefficients des prédicteurs appliqués à VarBC diffère entre les 2 expériences :
• EXP : la correction de biais utilisée par REF (expérience de référence assimilant unique-
ment les radiances AIRS claires en plus des autres observations) est appliquée à EXP à tous les
réseaux d’assimilation. Les coefficients des prédicteurs de VarBC sont ainsi uniquement cal-
culés à partir d’observations claires. Cette correction de biais est par la suite utilisée pour les
observations claires comme pour les observations nuageuses.
• EXP2 : cette expérience utilise sa propre correction de biais. Les coefficients des prédic-
teurs de VarBC sont ainsi calculés à partir d’observations claires mais aussi à partir d’observa-
tions nuageuses. Cette correction de biais est par la suite appliquée aussi bien aux observations
claires que nuageuses.
6.3.2 Impact sur la détection nuageuse
L’impact de la correction de biais sur la détection nuageuse a été caractérisé, pour le schéma
du CO2-Slicing et du CEPMMT, par l’évolution de nombre d’observations nuageuses (de pixels
pour le CO2-Slicing) du 1er au 29 septembre 2006. Pour le schéma du CEPMMT, 3 canaux
utilisés par le schéma de détection et assimilés dans notre système d’assimilation ont été testés :
le canal 7 dont le pic de la fonction de poids pointe dans la tropopause (102 hPa), le canal 180
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dont le pic de la fonction de poids pointe dans la haute troposphère (253 hPa) et le canal 251
dont le pic de la fonction de poids pointe dans la haute troposphère (478 hPa).
6.3.2.1 Le schéma du CO2-Slicing
Pour EXP2, le nombre de pixels classés nuageux par le CO2-Slicing diminue au cours des
cycles d’assimilation, alors que le nombre de pixels classés nuageux par le CO2-Slicing par
EXP et REF est globalement constant du début à la fin de notre période d’étude. Ainsi, le 29
septembre à 00UTC, EXP2 détecte environ 5800 pixels nuageux contre environ 6800 pour REF
et EXP, soit une diminution d’environ 15% (figure 6.4(a) et (b)).
Cette diminution du nombre de pixels classés nuageux par le CO2-Slicing pour EXP2 est
certainement en grande partie corrélée à l’évolution du nombre de pixels présentant une Ne
non physique (figure 6.4(c)). En effet, ce nombre évolue de manière croissante et inversement
proportionnelle au nombre de pixels classés nuageux par le CO2-Slicing pour EXP2 au cours
du cycle d’assimilation. Pour une grande majorité des pixels présentant une Ne non physique
dans EXP2, la valeur de Ne est négative. Or, d’après l’équation (4.3), Ne est négative dans les 2
cas suivants :
• Rkre fmeas > R
kre f
clear et R
kre f
cld < R
kre f
clear ou si
• Rkre fmeas < R
kre f
clear et R
kre f
cld > R
kre f
clear.
Rkre fcld étant inférieur à R
kre f
clear pour la totalité des pixels traités, l’augmentation graduelle des
pixels présentant un Ne négatif pour EXP2 indique que R
kre f
meas est supérieure à R
kre f
clear pour un
nombre de plus en plus important de pixels au cours du cycle d’assimilation. En effet, 31% des
pixels présentent une Rkre fmeas supérieure à R
kre f
clear le 1
er septembre contre 56% le 29 septembre
pour EXP2, alors que entre 30 et 33% des pixels présentent une Rkre fmeas supérieure à R
kre f
clear pour
EXP du 1er au 29 septembre 2009.
L’observation Rkre fmeas étant similaire entre EXP et EXP2, l’augmentation du nombre de pixels
présentent une Ne négatif au cours du cycle d’assimilation pour EXP2 est due à une diminution
de Rkre fclear pour EXP2, cette diminution pouvant être attribuée soit à l’ébauche du modèle soit à la
correction de biais. Aucune tendance entre EXP et EXP2 n’ayant été observée pour les champs
de température de l’ébauche du modèle au cours du cycle d’assimilation, la diminution de Rkre fclear
pour EXP2 peut certainement être attribuée à la correction de biais.
En effet, à partir du second réseau d’assimilation, la correction de biais appliquée à EXP2
prend en compte les observations nuageuses et sera donc plus froide que pour EXP. Ceci en-
gendre alors une diminution de Rkre fclear pour EXP2 et ainsi une augmentation du nombre de pixels
présentant une Ne non-physique au cours du cycle d’assimilation pour EXP2 (et donc une dimi-
nution du nombre d’observations flaggées nuageuses).
La carte 6.5(a), représente les pixels présentant une Ne inférieure à 0 pour EXP2 mais une
Ne physique pour EXP, le 29 septembre 2009. Une majorité de ces pixels se situe dans les
moyennes et basses latitudes, globalement dans la gamme de température de brillance comprise
entre 280 et 300 K. Or, les cartes 6.5(b) et 6.5(c), représentant respectivement les observations
du canal de référence (787) actives (utilisées dans la correction de biais) pour EXP et EXP2 le
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FIG. 6.4: Evolution (a) et différences (b) du nombre d’observations flaggées nuageuses par le
schéma du CO2-Slicing du 01/09/2006 à 00UTC au 29/09/2006 à 00UTC à partir de
EXP, REF, et EXP2. La figure (c) représente la différence du nombre d’observations
présentant une Ne non physique entre EXP, REF et EXP2.
151
29 septembre 2009, et l’histogramme 6.5(d) indiquent que la majorité des observations actives
dans EXP et rejetées dans EXP2 sont situées dans les moyennes et basses latitudes, dans la
même gamme de température de brillance (entre 280 et 300 K). Il est donc fortement probable
que le rejet d’observations dans les moyennes et basses latitudes pour EXP2 soit liée aux pixels
présentant une Ne inférieure à 0. Ce nombre étant croissant au cours du cycle d’assimilation, une
diminution graduelle du nombre d’observations utilisées par le VarBC dans EXP2 par rapport à
EXP est observée (figure 6.6(a).
La conséquence de cette diminution d’observations assimilées principalement centrée sur
les valeurs de Rkre fmeas relativement chaudes est une diminution de la valeur moyenne des observa-
tions utilisées dans VarBC dans EXP2 comme nous l’indique la figure 6.6(b). La correction de
biais de EXP2 sera ainsi plus froide après chaque réseau d’assimilation, contrairement à EXP
(figures 6.7(a) et (b)), et ainsi de suite.
La boucle rétroactive mise en évidence ici constitue une schématisation des interactions
pouvant s’opérer dans un cycle d’assimilation de données. En effet, la diminution de Rkre fclear ob-
servée pour EXP2 a été attribuée uniquement à la correction de biais mais d’autres paramètres,
au rang desquels nous pouvons citer la contrôle de qualité ou l’ébauche du modèle (même si au-
cune tendance n’est observée dans ce cas précis), sont susceptibles d’amplifier ou au contraire
de modérer de manière directe ou indirecte le signal observé.
6.3.2.2 Le schéma du CEPMMT
Pour les 3 canaux étudiés, l’évolution du nombre d’observations classées nuageuses par le
schéma du CEPMMT est en accord entre EXP et REF. Les différences observées entre ces 2 ex-
périences sont en effet inférieures à 2,5% du nombre totale d’observations nuageuses par canal
à tous les réseaux et pour les 3 canaux testés. Ces résultats sont logiques car les 2 expériences
utilisent la même correction de biais. Les petites différences observées sont donc uniquement
dues à l’ébauche, différente entre les 2 expériences (à partir du second réseau d’assimilation) en
raison de l’assimilation des radiances nuageuses dans EXP. Par contre, pour EXP2, le nombre
d’observations classées nuageuses n’évolue pas en adéquation avec les 2 autres expériences, et
ceci dès les premiers réseaux d’assimilation. Les différences observées entre EXP2 et EXP ou
REF croissent avec le temps, EXP2 détectant un nombre croissant d’observations nuageuses
au cours de la succession de réseaux d’assimilation (le constat inverse a été observé avec le
CO2-Slicing).
Ainsi pour le canal 7 (figure 6.8(a) et (b)), dès le 3 septembre à 00UTC, une différence
d’environ 230 observations nuageuses sur un total de 1350 est observé entre EXP2 et REF
(ou EXP). Ceci représente une augmentation de 17% du nombre d’observations nuageuses. Le
29 septembre à 00UTC, EXP2 détecte environ 1800 observations nuageuses contre seulement
la moitié pour REF et EXP. Pour le canal 180 (figure 6.8(c) et (d)), vers la fin de la période
d’assimilation (29 septembre à 00UTC), EXP2 détecte environ 4100 observations nuageuses
contre environ 3100 pour REF et EXP, soit une augmentation d’environ 30%. Pour le canal
251 (figure 6.8(e) et (f)), le 29 septembre à 00UTC, EXP2 détecte environ 7400 observations
nuageuses contre environ 6900 pour REF et EXP, soit une augmentation d’environ 8%.
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FIG. 6.5: Carte représentant les pixels présentant une Ne inférieure à 0 pour EXP2 et une Ne
physique pour EXP le 29 janvier 2009 à 00 UTC (a). Les figures (b) et (c) représentent
les observations monitorées (utilisées pour effectuer la correction de biais) de EXP
(b) et EXP2 (c) le 29 janvier 2009 à 00 UTC. La figure (d) présente les histogrammes
des observations totales et des observations monitorées pour EXP et EXP2 pour le
canal 787, le 29 janvier 2009 à 00 UTC.
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FIG. 6.6: La figure (a) présente l’évolution de la différence du nombre d’observations utilisées
(histogrammes gris) dans le VarBC entre EXP (notée B0O7) et EXP2 (notée B0A8),
ainsi que l’évolution des innovations brutes et corrigées du biais pour le canal de réfé-
rence 787. La figure (b) représente l’évolution de la valeur moyenne des observations
utilisées dans le VarBC pour EXP et EXP2 pour le canal de référence 787.
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Comme pour le CO2-Slicing, il semble difficile d’identifier précisément un facteur unique
causant cette dérive. Les interactions et les boucles rétroactives intervenant entre les différents
processus de l’assimilation des sondeurs hyperspectraux sont en effet trop nombreux et trop im-
briqués les uns aux autres pour isoler une rétroaction unique. Cependant, cette dérive pourrait
être une conséquence indirecte de la dérive négative de la correction de biais mise en évidence
pour EXP2, les observations utilisées pour le calcul de la correction de biais n’étant plus adap-
tées à la détection nuageuse par le schéma du CEPMMT dans ce cas précis.
6.3.3 Discussion
Les observations claires et nuageuses présentent certainement des erreurs (erreurs dues au
transfert radiatif, erreurs de l’ébauche ou erreurs dues au prétraitrement des données) diffé-
rentes. Le choix d’appliquer une même correction de biais pour les deux types d’observations
n’est ainsi pas optimal. Cependant, la caractérisation des ces erreurs est rendue complexe par le
manque d’estimation non biaisée de l’état réel de l’atmosphère. Pour les radiances claires, l’es-
timation des ces erreurs est déterminée par l’ébauche en supposant cette dernière non biaisée
et représentative de l’état réel de l’atmosphère. Cette estimation n’est plus possible avec les ra-
diances contaminées par les nuages. Pour ces dernières, la source des erreurs est plus délicate à
définir car les erreurs relatives au transfert radiatif peuvent en plus provenir de la détermination
des paramètres nuageux par l’algorithme de caractérisation des nuages dans l’ébauche. Pour ces
raisons, la même correction de biais a été appliquée aux observations claires et nuageuses.
La seconde interrogation a été de déterminer si les observations nuageuses devaient être
prises en compte ou non dans le calcul des coefficients à appliquer aux prédicteurs définis pour
la correction de biais. La prise en compte des radiances nuageuses dans ce calcul (EXP2) s’avère
entrainer une dérive de la correction de biais dès les premiers réseaux d’assimilation pour une
majorité des canaux régulièrement contaminés par les nuages. De plus, notre schéma d’assimi-
lation des radiances nuageuses utilise les informations conjointes issues du CO2-Slicing et du
schéma du CEPMMT. Or, la dérive de la correction de biais dans EXP2 entraine un conflit en
terme de détection nuageuse entre ces 2 algorithmes, le premier détectant de moins en moins de
nuages, le second détectant au contraire un nombre de plus en plus important de nuages au cours
du cycle d’assimilation. Une correction de biais inadéquate produira ainsi une détection nua-
geuse inéfficace et erronée et rendra notre réseau d’observations nuageuses assimilées nuisible
à la qualité des analyses.
Ce mécanisme d’interaction n’est pas le seul à intervenir dans le processus d’assimilation
de données, la correction de biais étant aussi étroitement liée au contrôle de qualité : le biais
est en effet calculé pour la population des observations conservées par le contrôle de qualité.
La plupart des contrôles de qualité sont basés sur les innovations après correction de biais,
l’estimation du biais influence la prochaine population d’observations conservées par le contrôle
de qualité qui influencera à son tour la nouvelle estimation du biais, et ainsi de suite. Si cette
boucle d’interaction n’est pas identifiée rapidement, le système d’assimilation devient alors
sous-optimal. La correction de biais issue de l’utilisation des observations claires uniquement
(EXP) demeure stable pendant toute la période d’assimilation et pour tous les canaux. Pour cette
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raison, cette dernière méthode est préconisée dans l’état actuel des connaissances.
Nous sommes conscient que ce choix pragmatique est loin d’être optimal. Des dévelop-
pements supplémentaires, visant entre autres à mieux caractériser les erreurs des observations
nuageuses et leurs sources, sont nécessaires pour s’affranchir de ces simplifications. L’appli-
cation d’une correction de biais différente à appliquer aux observations claires et nuageuses et
donc la prise en compte de la contribution nuageuse pour le calcul des coefficients des pré-
dicteurs de la correction de biais à appliquer aux observations nuageuses doit ainsi constituer
l’un des axes de travail pour une assimilation plus performante des observations nuageuses dans
les modèles de PNT. L’ajout de prédicteurs liés à la nébulosité et à la pression de sommet des
nuages pourrait à ce titre assurer une meilleure prise en compte de la contribution nuageuse pour
le calcul des coefficients des prédicteurs de la correction de biais et ainsi permettre l’application
d’une correction de biais différente pour les observations claires et nuageuses.
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(a) canal 787. EXP
(b) canal 787. EXP2
FIG. 6.7: Evolution de la correction de biais (courbes bleues), des innovations moyennes brutes
(courbes pleines rouges) et corrigées du biais (courbes pleines vertes), des écart-
types des innovations brutes (courbes tiretées rouges) et corrigées du biais (courbes
tiretées vertes), et du nombre d’observations utilisées pour la correction de biais (his-
togrammes) pour le canal 787 de EXP (a) et EXP2 (b).
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FIG. 6.8: Evolution (gauche) et différences (droite) du nombre d’observations totales flaggées
nuageuses par le schéma du CEPMMT du 01/09/2006 à 00UTC au 29/09/2006 à
12UTC pour le canal 7 (102 hPa), le canal 180 (253 hPa) et 251 (478 hPa) à partir de
EXP, REF et EXP2.
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Chapitre 7
Assimilation des radiances nuageuses IASI
Sommaire
7.1 Configuration de l’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7.2 Premières expériences d’assimilation des radiances nuageuses IASI . . . 161
7.2.1 Application sans modifications de la méthode utilisée pour AIRS aux
observations IASI . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.2.1.1 Impact sur l’analyse . . . . . . . . . . . . . . . . . . . . . 161
7.2.1.2 Impact sur les prévisions . . . . . . . . . . . . . . . . . . 166
7.2.2 Modification du σo des observations nuageuses assimilées . . . . . . 166
7.2.2.1 Impact sur l’analyse . . . . . . . . . . . . . . . . . . . . . 167
7.2.2.2 Impact sur les prévisions . . . . . . . . . . . . . . . . . . 167
7.3 Cas d’étude : la tempête Klaus du 24 janvier 2009 . . . . . . . . . . . . . 169
7.3.1 Description synoptique de la tempête . . . . . . . . . . . . . . . . . 170
7.3.2 Prévisibilité de la tempête . . . . . . . . . . . . . . . . . . . . . . . 172
7.3.2.1 Localisation et intensité de la dépression . . . . . . . . . . 172
7.3.2.2 Tourbillon relatif et vent à 850 hPa . . . . . . . . . . . . . 180
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
Introduction
Dans le chapitre précédent, nous avons développé un système d’assimilation capable de
modéliser les radiances nuageuses AIRS et d’assimiler certains canaux affectés par les nuages.
Dans cette approche, les paramètres nuageux sont calculés à l’aide des observations via l’algo-
rithme du CO2-Slicing. Ces paramètres sont ensuite fournis au RTM RTTOV afin de simuler les
radiances nuageuses. D’autre part, le schéma du CEPMMT identifie les canaux contaminés par
les nuages au sein du pixel nuageux. Finalement, les canaux AIRS affectés par les nuages dont
le PTOP est compris entre 600 et 950 hPa sont assimilés. Cette approche, qui utilise l’informa-
tion conjointe issue du CO2-Slicing et du schéma du CEPMMT, s’appuie sur les radiances et sur
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les simulations des profils atmosphériques du modèle ARPEGE ; elle est donc ainsi aisément
transposable aux observations IASI.
Cependant, la paramétrisation de ce schéma d’assimilation qui semble performante pour
les observations AIRS peut ne pas être totalement adaptée aux observations IASI. Ces der-
nières ne présentent en effet pas les mêmes caractéristiques que les observations AIRS (forme
des fonctions-poids des canaux, bruit radiométrique, détection nuageuse, etc), et l’ajustement
de certains paramètres (tels que les variances d’erreur des observations nuageuses) peut rendre
l’assimilation des radiances IASI affectées par les nuages utile, ou au contraire nuisible, à l’ana-
lyse et aux prévisions.
7.1 Configuration de l’étude
Dans cette étude, la version opérationnelle du modèle ARPEGE depuis février 2009 est
utilisée. Cette version d’ARPEGE possède une résolution de T538L60c2.4, soit une résolution
maximale de 15 km sur la France et une résolution minimale de 86 km aux antipodes avec une
discrétisation sur 60 niveaux verticaux.
Les observations IASI sont corrigées de leur biais par la méthode variationnelle décrite en
partie 3.4.2.3 du chapitre 3. La même correction de biais est appliquée aux observations claires
et nuageuses pour les raisons évoquées en partie 6.3.3 du chapitre 6. De plus, afin d’éviter toute
interaction entre la correction de biais et la détection nuageuse, les observations nuageuses ne
sont pas prises en compte dans le calcul des coefficients à appliquer aux prédicteurs définis pour
la correction de biais.
Le schéma du CEPMMT utilise un jeu de 193 canaux situés dans la bande spectrale entre
648,75 cm−1 et 781,25 cm−1. Ce jeu est celui utilisé dans la configuration opérationnelle d’AR-
PEGE de février 2009. Le jeu de canaux utilisé pour le CO2-Slicing est le jeu élaboré dans le
chapitre 5 optimisant les calculs des paramètres nuageux. Il s’agit d’un jeu de 34 canaux situé
dans la bande spectrale entre 657,00 cm−1 et 861,50 cm−1.
D’autre part, le modèle ARPEGE assimile :
• un jeu de 64 canaux IASI situés dans la bande spectrale entre 672,00 cm−1 et 751,25 cm−1
sur mer en condition de ciel clair ;
• un jeu de 50 canaux IASI situés dans la bande spectrale entre 672,00 cm−1 et 751,25 cm−1
et un jeu de 32 canaux situés dans la bande spectrale entre 672,00 cm−1 et 721,25 cm−1, res-
pectivement pour les observations claires situées au-dessus des terres et au-dessus de la glace
de mer ;
• un jeu de 56 canaux IASI situés dans la bande spectrale entre 672,00 cm−1 et 741,25 cm−1
sur mer uniquement pour les observations contaminées par les nuages. Ce jeu est élaboré à par-
tir du jeu de 64 canaux utilisés en ciel clair auxquels ont été enlevés les canaux dont les pics
de fonction de poids pointent le plus bas (canaux 323, 347, 373, 379, 381, 389, 414 et 426). Le
choix de ne pas traiter ces 8 canaux en condition nuageuse est motivé par le fait que les pics
de fonction de poids de ces canaux pointent vers 600 hPa (entre 500 et 700 hPa) et que notre
système d’assimilation utilise les radiances nuageuses pour des nuages dont le PTOP est com-
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pris entre 600 et 950 hPa. Or, comme nous l’avons vu pour AIRS, l’assimilation d’obervations
nuageuses situées au-dessus des pics de fonction de poids des canaux est susceptible d’entraîner
d’importantes erreurs de biais et de RMS à l’ébauche et à l’analyse.
La liste des canaux IASI assimilés dans le modèle ARPEGE sur mer, sur terre, sur glace de
mer, ainsi qu’en condition nuageuse sur mer est fournie en annexe 1.
Une expérience de référence, notée par la suite REF, est paramétrée de manière à disposer de
la même configuration que la version d’ARPEGE opérationnelle (de février 2009). Les observa-
tions AIRS claires et nuageuses, les observations IASI claires, ainsi que les autres observations
satellitaires et les observations conventionnelles sont assimilées. Cette expérience sert à évaluer
les performances des expériences assimilant les radiances IASI nuageuses.
Différentes expériences d’assimilation ont été conduites sur une période de 3 semaines allant
du 15 janvier à 00 UTC au 05 février 2009 à 00 UTC. Cette période comprend, entre autres, la
tempête Klaus qui a touché le sud-ouest de la France, le nord de l’Espagne et le nord de l’Italie
entre le 24 et le 25 janvier 2009.
7.2 Premières expériences d’assimilation des radiances nua-
geuses IASI
7.2.1 Application sans modifications de la méthode utilisée pour AIRS
aux observations IASI
Dans le cadre de cette expérience, appelée par la suite CLD-CTRL, le schéma d’assimilation
développé pour l’assimilation des observations nuageuses du sondeur AIRS est appliqué sans
modifications aux observations du sondeur IASI contaminées par les nuages. Les observations
nuageuses IASI sont ainsi assimilées pour les PTOP compris entre 600 et 950 hPa et pour les Ne
comprises entre 0,1 et 1. De plus, les variances d’erreur des observations nuageuses assimilées
sont fixées à 0,5 K, comme pour les observations claires assimilées.
7.2.1.1 Impact sur l’analyse
-Nombre et localisation des observations IASI nuageuses assimilées
En moyenne, 12,3% de canaux supplémentaires sont assimilés par CLD-CTRL par rapport à
REF (un taux légèrement supérieur à 10% avait été mis en évidence pour AIRS), ce taux variant
en fonction de la hauteur du pic de la fonction de poids du canal considéré.
Les figures 7.1(a) et (b) représentent respectivement la répartition des pixels et des obser-
vations actives en fonction de leur latitude pendant les 15 premiers jours (du 15 janvier 2009
à 00 UTC au 30 janvier 2009 à 18 UTC) de notre période d’assimilation. Les répartitions ob-
tenues sont comparables avec celles obtenues avec AIRS : la majorité des pixels et des canaux
actifs est située sur l’Hémisphère Sud entre 40 et 70 oS. D’autre part, CLD-CTRL assimile entre
0,5 (basses latitudes) et 3% (moyennes latitudes) de pixels supplémentaires par rapport à REF.
Par contre, CLD-CTRL assimile entre 0,5 (basses latitudes) et 17% (moyennes latitudes) de
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FIG. 7.1: Répartition des pixels (a) et des canaux (b) actifs en fonction de leur latitude du 15
janvier 2009 à 00 UTC au 30 janvier 2009 à 18 UTC.
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canaux supplémentaires par rapport à REF. Ainsi, l’assimilation des radiances IASI nuageuses
permet d’utiliser un nombre légèrement plus grand de pixels sur tout le globe, mais le nombre
supplémentaire de canaux assimilés est très largement supérieur aux moyennes latitudes qu’aux
basses latitudes. Ce constat est certainement dû au rejet du système d’assimilation des nuages
hauts (dont le PTOP est situé au-dessus de 600 hPa), ce type de nuages étant plus fréquent dans
les tropiques.
-Biais résiduel des observations IASI
La figure 7.2(a) montre les moyennes et écarts-types des innovations de toutes les obser-
vations en fonction du numéro du canal IASI pendant la première semaine d’assimilation (du
15 janvier 2009 à 00 UTC au 21 janvier 2009 à 18 UTC). Ces moyennes et écarts-types sont
réduits pour CLD-CTRL par rapport à REF pour la totalité des canaux IASI. Comme pour
AIRS, l’importance des réductions dépend de la hauteur du maximum de fonction de poids de
chaque canal. Pour les canaux de surface (globalement canaux 515 à 1271 et 1805 à 2239),
la moyenne des innovations obtenus avec CLD-CTRL est globalement 20 fois inférieure aux
innovations obtenues avec REF. Cette réduction représente un refroidissement moyen des ob-
servations simulées supérieur à 10 K. Pour les canaux sensibles à la vapeur d’eau (canaux 2321
à 3661), un refroidissement moyen des observations simulées compris entre 0,1 et 5 K est ob-
servé pour CLD-CTRL par rapport à REF. Finalement, pour les canaux situés dans les courtes
longueurs d’ondes (globalement canaux 6350 à 8007), un refroidissement compris entre 4 et 7 K
est observé (sauf pour les canaux stratosphériques des courtes longueurs d’ondes présentant des
statistiques globalement équivalentes entre CLD-CTRL et REF).
Les mêmes statistiques ont été effectuées sur la figure 7.2(b) mais seuls les 64 canaux as-
similables sont présentés. Les moyennes et écarts-types des innovations sont ainsi équivalents
entre CLD-CTRL et REF du canal 109 au canal 180 alors que pour les canaux 185 à 426, les
moyennes et écarts-types sont réduits pour CLD-CTRL par rapport à REF.
Dans la figure 7.3, les mêmes statistiques que pour la figure 7.2 ont été calculées mais une
distinction a été faite entre la population claire et la population nuageuse. Pour la population
claire, CLD-CTRL et REF présentent globalement des moyennes et écarts-types équivalents.
Pour la population nuageuse, les moyennes et écarts-types sont réduits pour CLD-CTRL par
rapport à REF pour la totalité des canaux IASI, ce qui explique les réductions des moyennes et
écarts-types observées pour les canaux potentiellement contaminés par les nuages de la popula-
tion totale. La prise en compte de l’effet du nuage dans la simulation de la radiance par RTTOV
conduit ainsi à un calcul d’équivalents-modèle plus proche des observations réelles (comme
cela avait été mis en évidence pour AIRS). Ce constat explique la similarité des moyennes et
des écarts-types entre les 2 expériences du canal 109 au canal 180 alors qu’ils sont réduits pour
CLD-CTRL par rapport à REF pour les canaux 185 à 426 (figure 7.2(b)). En effet les canaux
109 à 180 sont des canaux stratosphériques donc majoritairement clairs alors que les canaux
185 à 426 pointent plus bas dans l’atmosphère et sont donc potentiellement plus contaminés par
un éventuel nuage.
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-Statistiques des autres observations
Ces statistiques sont réalisées pendant toute la période d’assimilation (du 15 janvier à 00 UTC
au 05 février 2009 à 00 UTC) à travers l’étude du biais et de l’écart-type des innovations et des
résidus moyens, en fonction du niveau de pression, pour les observations conventionnelles et
les observations satellitaires (figures non présentées). Plusieurs constats peuvent être faits :
• Pour les observations conventionnelles, le biais moyen des innovations et des résidus
est comparable entre CLD-CTRL et REF pour une majorité des observations conventionnelles.
L’écart-type est équivalent ou légèrement dégradé pour CLD-CTRL par rapport à REF pour une
majorité des observations conventionnelles.
• Pour les observations satellitaires, l’écart-type moyen des innovations et des résidus est
globalement comparable entre CLD-CTRL et REF pour la majorité des observations satellites
alors que le biais moyen des innovations et résidus est comparable à légèrement amélioré pour
une majorité des sondeurs.
D’autre part, aucun impact n’a été constaté pour AIRS que ce soit en biais ou en écart-type.
7.2.1.2 Impact sur les prévisions
L’impact sur les prévisions est caractérisé à l’aide de scores objectifs basés sur les diffé-
rences des erreurs quadratiques moyennes des prévisions associés à l’expérience CLD-CTRL
et à l’expérience REF, par rapport aux observations de radiosondages. Ces statistiques sont éva-
luées pour différents paramètres atmosphériques (géopotentiel, température, humidité et vent)
sur toute la période d’assimilation (du 15 janvier à 00 UTC au 05 février 2009 à 00 UTC).
L’impact est évalué sur plusieurs niveaux verticaux, pour quatre jours d’échéance de prévision
et sur différents domaines géographiques : l’Europe, l’Amérique du nord, l’Asie, l’Australie,
les Tropiques, les zones au nord de 20oN (NORD20) et les zones au sud de 20oS (SUD20). Des
tests de Student sont réalisés pour évaluer le caractère statistiquement significatif des résultats
au niveau de confiance 95%.
Pour le géopotentiel, un impact légèrement positif est constaté pour les domaines Europe
et Tropiques. Par contre, un impact négatif est constaté pour les domaines NORD20 et sur-
tout SUD20. Pour la température et le vent (force et direction), un impact neutre est constaté
pour l’Europe et les Tropiques et un impact légèrement négatif est constaté pour les domaines
NORD20 et SUD20. Pour l’humidité, un impact légèrement positif est constaté pour l’Europe
alors qu’un impact légèrement négatif est constaté pour les domaines NORD20, Tropiques et
SUD20.
Selon le test Student, aucun de ces impacts (qu’ils soient positifs ou négatifs) n’est signifi-
catif à 95%. Les mêmes constats peuvent être faits en utilisant l’analyse du CEPMMT comme
donnée vérifiante.
7.2.2 Modification du σo des observations nuageuses assimilées
Les figures 7.3(a) et (b) indiquent que pour CLD-CTRL, les écarts-types des innovations
claires sont inférieures aux écarts-types des innovations nuageuses (respectivement droites ti-
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retées fines et épaisses) : ainsi pour les canaux assimilables (figure 7.2(b)), les écarts-types des
innovations claires et nuageuses sont compris entre 0,25 et 0,4 K pour les observations claires
et entre 0,4 et 0,9 K pour les observations nuageuses. Partant de ce constat, nous avons décidé
de modifier le σo des observations nuageuses assimilées, le σo des observations claires assi-
milées conservant une valeur de 0,5 K. Dans une première expérience, nommée par la suite
CLD-SIG1, le σo des observations nuageuses assimilées est fixé à une valeur de 1 K pour les 56
canaux assimilés. Dans une seconde expérience, nommée par la suite CLD-SIGVAR, la valeur
du σo des observations nuageuses assimilées dépend du canal considéré : elle est fixée à une
valeur de 0,8 K du canal 109 au canal 230 ainsi que pour le canal 299 et à une valeur de 1,5 K
du canal 232 au canal 386 (sauf pour le canal 299).
7.2.2.1 Impact sur l’analyse
Le nombre de canaux assimilés le 15 janvier 2009 à 00 UTC est globalement équivalent
entre CLD-SIG1 et CLD-SIGVAR d’une part et entre ces dernières et CLD-CTRL d’autre part.
En effet, alors que CLD-CTRL assimile 52735 canaux pour ce premier réseau, CLD-SIG1 et
CLD-SIGVAR assimilent respectivement 52837 et 52856 canaux, soit une différence inférieure
à 0,3% par rapport à CLD-CTRL et une différence d’environ 12,6% par rapport à REF. D’autre
part, la localisation géographique de ces canaux et pixels assimilés est équivalente entre CLD-
CTRL, CLD-SIG1 et CLD-SIGVAR pour la première semaine d’assimilation.
Les moyennes et écarts-types des innovations de toutes les observations IASI (claires ou
nuageuses) en fonction du numéro du canal pour la première semaine d’assimilation sont com-
parables pour CLD-CTRL, CLD-SIG1 et CLD-SIGVAR. Il en va de même pour les biais de
la quasi-totalité des autres observations. Une amélioration du biais pour CLD-SIG1 et CLD-
SIGVAR peut néanmoins être soulignée pour le vent zonal mesuré par le radar-vent en Europe
(amélioration par rapport à CLD-CTRL mais aussi par rapport à REF). Le biais est aussi amé-
lioré, par rapport à CLD-CTRL, pour l’humidité mesurée à partir des radiosondages dans l’Hé-
misphère Sud (amélioration par rapport à CLD-CTRL et statistiques équivalentes par rapport
à REF). D’aure part, les statistiques en écart-type de CLD-SIG1 (et CLD-SIGVAR) sont amé-
liorées par rapport à CLD-CTRL pour une large majorité des observations conventionnelles et
satellitaires, ces statistiques étant globalement neutres par rapport à REF.
Aucun impact n’a été constaté pour AIRS, que ce soit en biais ou en écart-type, par rapport
à CLD-CTRL et REF.
7.2.2.2 Impact sur les prévisions
Pour le géopotentiel, les impacts de CLD-SIG1 et CLD-SIGVAR par rapport à REF sont
variables : pour l’Europe, l’impact est positif pour CLD-SIG1 et légèrement négatif pour CLD-
SIGVAR (respectivement figures 7.4 (a) et (b)). Pour les domaines NORD20 (figures 7.4 (c) et
(d)), les 2 expériences présentent des résultats légèrement négatifs, ces impacts négatifs étant
moins importants pour CLD-SIG1. Pour les Tropiques, l’impact est globalement neutre pour
CLD-SIG1 et légèrement négatif pour CLD-SIGVAR (respectivement figures 7.4 (e) et (f)). Le
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FIG. 7.4: Erreur quadratique moyenne, par rapport aux radiosondage, de la différence entre le
géopotentiel prévu par les expériences CLD-SIG1 (gauche) et CLD-SIGVAR (droite)
et l’expérience REF pour 4 jours d’échéance sur les domaines Europe ((a) et (b)), N20
((c) et (d)), Tropiques ((e) et (f)) et S20 ((g) et (h)). Les résultats sont moyennés sur
3 semaines d’assimilation (du 15 janvier au 05 février 2009). Les contours en bleu
indiquent un impact positif, ceux en rouge indiquent un impact négatif.
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domaine SUD20 est celui pour lequel les 2 expériences présentent les impacts les plus négatifs
(figures 7.4 (g) et (h)), ces impacts négatifs étant moins importants pour CLD-SIGVAR.
Pour la température, l’impact est neutre sur les domaines Europe, Tropiques et NORD20
pour CLD-SIG1 et CLD-SIGVAR. L’impact est légèrement négatif sur SUD20 pour les 2 expé-
riences. Pour l’humidité, un impact positif est constaté sur l’Europe pour CLD-SIG1, cet impact
étant neutre pour CLD-SIGVAR. Un impact neutre à légèrement négatif est constaté pour les
domaines NORD20, Tropiques et SUD20. Pour le vent (force et direction), un impact positif
est constaté sur l’Europe pour CLD-SIG1, cet impact étant neutre pour CLD-SIGVAR. Un im-
pact neutre sur les Tropiques et un impact légèrement négatif est constaté pour les domaines
NORD20 et SUD20 pour les 2 expériences.
Selon le test Student, aucun de ces impacts, qu’ils soient positifs ou négatifs, n’est signifi-
catif à 95%. Les mêmes constats peuvent être faits en utilisant l’analyse du CEPMMT comme
donnée vérifiante.
La modification du σo pour les observations nuageuses assimilées, qu’il soit fixé à 1 K
comme dans l’expérience CLD-SIG1 ou qu’il dépende du canal considéré comme dans l’espé-
rience CLD-SIGVAR, améliore les prévisions par rapport à l’expérience CLD-CTRL qui pres-
crit un σo pour les observations nuageuses assimilées égal à celui des observations claires assi-
milées (0,5 K). Ces améliorations, observées pour le géopotentiel, la température, le vent et l’hu-
midité, sont surtout visibles pour les domaines Amérique du Nord, Asie, Australie, NORD20 et
SUD20 ; les domaines Europe et Tropiques n’étant que peu impactés par la modification du σo.
Selon le test Student aucun de ces impacts positifs n’est significatif à 95%.
7.3 Cas d’étude : la tempête Klaus du 24 janvier 2009
Introduction
Après avoir évalué les impacts sur les prévisions globales de l’assimilation des radiances
IASI nuageuses dans le modèle ARPEGE, nous avons testé ces impacts sur un cas d’étude
particulier : la tempête Klaus de janvier 2009. Les 2 schémas d’assimilation des radiances IASI
testés dans la partie 7.2.2 du présent chapitre (expériences CLD-SIG1 et CLD-SIGVAR) ont
pour cela été utilisés.
Pour cette tempête, les prévisions issues de la version opérationnelle du modèle ARPEGE de
janvier 2009 sont restées loin de la réalité à peu près de bout en bout de la séquence temporelle
concernée par Klaus. Ces mauvaises prévisions sont partagées par le modèle du UKMO alors
que le modèle du CEPMMT présente des prévisions relativement bonnes mais globalement peu
cohérentes d’un jour à l’autre. La version opérationnelle d’ARPEGE depuis février 2009 (qui,
en plus des modifications de traitement de la turbulence, utilise les données AIRS nuageuses
et les données IASI en ciel clair) fournit des prévisions de Klaus améliorées par rapport à la
version opérationnelle précédente. Les prévisions issues de cette version sont ainsi comparables
à celles du CEPMMT tout au long de l’épisode, globalement du 22 au 25 janvier 2009 (Joly et al.
(2009)).
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Pour ce cas d’étude, les analyses issues du CEPMMT dans un premier temps et de la ver-
sion opérationnelle d’ARPEGE (depuis février 2009) dans un second temps seront utilisées
comme données vérifiantes et seront ainsi comparées aux analyses et aux prévisions à diffé-
rentes échéances issues de REF, CLD-SIG1 et CLD-SIGVAR ; le but étant de déterminer si la
prise en compte des observations nuageuses IASI permet une amélioration des prévisions AR-
PEGE dans sa version opérationnelle (REF) à courte et moyenne échéance. A cette fin, la date
de validité étudiée est celle à laquelle la tempête atteint les côtes françaises, le 24 janvier 2009
à 06 UTC.
7.3.1 Description synoptique de la tempête
La tempête Klaus a touché le Sud-Ouest de la France (régions Aquitaine, Midi-Pyrénée,
Languedoc-Roussilon et Poitou-Charentes), le Nord de l’Espagne et le Nord de l’Italie entre le
24 et le 25 janvier 2009.
Cette dépression, très creuse, circulant rapidement d’Ouest en Est sur l’Atlantique Nord,
s’est formée dans un contexte fortement dépressionnaire avec un puissant jet d’altitude. Dès le
22 janvier, des images issues de MSG laissent en effet apparaître la formation d’une profonde
dépression dans l’Atlantique Nord-Ouest, laissant présager d’une violente tempête susceptible
de s’abattre sur le Sud de la France et le Nord de l’Espagne. La taille caractéristique de cette
tempête est de l’ordre de 700 km. Le 23 janvier à 12 UTC, Klaus se situe à environ 1000 km des
côtes françaises et présente une pression atmosphérique minimale (PMIN) de 988 hPa, tombant
à 977 hPa le 23 janvier 15 UTC. Elle aborde ensuite le golfe de Gascogne en milieu de nuit
entre le vendredi 23 et le samedi 24 janvier avec une pression inférieure à 965 hPa. Klaus atteint
les côtes françaises à la Rochelle le 24 janvier à 06 UTC avec une PMIN de 966,7 hPa. Elle
avait ainsi déjà entamé sa phase de comblement en abordant le territoire français. A 09 UTC,
Klaus frappe la Haute-Vienne avec une PMIN de 972,3 hPa avant de parvenir au Puy-de-Dôme
à 12 UTC avec une PMIN de 977,9 hPa. A 15 UTC, Klaus atteint l’Isère avec une PMIN de
983,9 hPa. Klaus aborde finalement le nord de l’Italie vers 18 UTC. La trajectoire du centre
de la dépression ainsi que la vitesse des rafales de vent maximales enregistrées en France est
présentée sur la carte 7.5(a). L’image satellitaire du 24 janvier 2009 à 03 :28 UTC issue de MSG
est présentée sur la figure 7.5(b).
L’une des caractéristiques de Klaus est que toute la partie Sud et surtout Ouest de la dé-
pression présentait un resserrement marqué des lignes du champ de pression, correspondant à
des vents intenses sur une zone étendue. Cette tempête est en effet exceptionnelle par l’intensité
des valeurs observées en vent moyen et en rafale. Le phénomène de vent violent a duré souvent
plus de 6 heures sur les départements les plus touchés de la région Sud-Ouest, durée également
exceptionnelle. De nouveaux records de rafales de vent ont ainsi été enregistrés à Perpignan
(184 km/h), Biscarossse (173km/h) ou encore au Cap Ferret (173km/h).
Klaus est considérée comme étant la tempête la plus destructrice en France depuis les tem-
pêtes de 1999. En plus des dégâts matériels considérables occasionnés, Klaus a provoqué la
mort de nombreuses personnes (13 en France, 15 en Espagne et 4 en Italie).
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(a) trajectoire Klaus
(b) image satellitaire MSG du 24/01/2009 à 3 :30 UTC
FIG. 7.5: Trajectoire du centre de la dépression et vitesses des rafales de vent maximales enre-
gistrées en France (a) (source : wikipedia). L’image satellitaire est issue de MSG et
représente la tempête Klaus le 24 janvier 2009 à 3 :28 UTC.
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7.3.2 Prévisibilité de la tempête
7.3.2.1 Localisation et intensité de la dépression
Le tableau 7.1 synthétise les principaux constats effectués par rapport à l’analyse du CEPMMT
entre les 3 expériences testés (REF, CLD-SIG1 et CLD-SIGVAR) en terme de localisation et
d’intensité de la dépression pour les analyses et différentes échéances de prévision (6h, 30h,
54h, 78h et 102h) pour la date de validité du 24 janvier 2009 à 06 UTC.
REF CLD-SIG1 CLD-SIGVAR
distance intensité distance intensité distance intensité
(km) (hPa) (km) (hPa) (km) (hPa)
Analyses (fig 7.6) 0 +0,2 0 -1,2 0 -0,9
Prévi 6h (fig 7.7) 100 +1,9 10 -0,3 70 +1,3
Prévi 30h (fig 7.8) 190 +6.2 160 +1,5 120 +3,9
Prévi 54h (fig 7.9) 120 +5,7 120 +4,6 100 +4,9
Prévi 78h (fig 7.10) ∅ ∅ ∅ ∅ ∅ ∅
Prévi 102h (fig 7.11) 630 +11,3 360 +12.4 50 +11.5
TAB. 7.1: Tableau récapitulatif de la localisation et de l’intensité de la dépression proposée
par REF, CLD-SIG1 et CLD-SIGVAR pour différentes échéances de prévision. Les
valeurs présentées en distance et en intensité sont relatives à l’analyse du CEPMMT,
utilisée comme donnée de vérification.
-Analyses
L’analyse issue du CEPMMT (figure 7.6(a)) place le centre de la dépression aux environ
de La Rochelle, conformément aux relevés effectués par les stations météorologiques (figure
7.5(a)). Le PMIN correspondant à cette analyse est de 968,7 hPa, soit une sous-estimation d’en-
viron 2 hPa par rapport aux observations des stations météorologiques.
Au niveau de la localisation de la dépression, les analyses issues de REF, CLD-SIG1 et
CLD-SIGVAR (respectivement figures 7.6(b),(c) et (d)) sont conformes à celle issue du CEPMMT
et aux observations. Les analyses de CLD-SIG1 et CLD-SIGVAR présentent une PMIN res-
pectivement de 967,5 et 967,8 hPa, contre 968,9 hPa pour REF. Ainsi, en terme d’intensité,
l’analyse de REF est relativement conforme à celle du CEPMMT alors que CLD-SIG1 et CLD-
SIGVAR produisent une analyse légèrement plus creuse et en meilleur accord avec les observa-
tions (figure 7.5(a)) que le CEPMMT.
-Prévisions à 6h d’échéance
Les prévisions à 6 heures d’échéance issues de REF, CLD-SIG1 et CLD-SIGVAR (res-
pectivement figures 7.7(b), (c) et (d)) situent le centre de la dépression à environ 100 km au
Nord-Ouest du centre de la dépression issue de l’analyse du CEPMMT pour REF, 10 km à
l’Ouest pour CLD-SIG1 et 70 km au Nord-Ouest pour CLD-SIGVAR.
En terme d’intensité de la dépression, CLD-SIG1 indique une PMIN de 968,4 hPa, contre
970 et 970,6 hPa respectivement pour CLD-SIGVAR et REF. La prévision issue de REF est
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(d) Analyse CLD-SIGVAR
FIG. 7.6: Analyses du CEPMMT (a), de REF (b), de CLD-SIG1 (c) et de CLD-SIGVAR (d)
pour la pression atmosphérique réduite au niveau de la mer (hPa) le 24 janvier 2009
à 06 UTC.
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(b) Prévison à 6h REF
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(c) Prévison à 6h CLD-SIG1
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(d) Prévison à 6h CLD-SIGVAR
FIG. 7.7: Analyses du CEPMMT (a) et prévisions à 6h d’échéance pour REF (b), CLD-SIG1
(c) et CLD-SIGVAR (d) pour la pression atmosphérique réduite au niveau de la mer
(hPa) pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 24 janvier 2009
à 00 UTC).
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(b) Prévison à 30h REF
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(c) Prévison à 30h CLD-SIG1
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(d) Prévison à 30h CLD-SIGVAR
FIG. 7.8: Analyses du CEPMMT (a) et prévisions à 30h d’échéance pour REF (b), CLD-SIG1
(c) et CLD-SIGVAR (d) pour la pression atmosphérique réduite au niveau de la mer
(hPa) pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 23 janvier 2009
à 00 UTC).
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(b) Prévison à 54h REF
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(d) Prévison à 54h CLD-SIGVAR
FIG. 7.9: Analyses du CEPMMT (a) et prévisions à 54h d’échéance pour REF (b), CLD-SIG1
(c) et CLD-SIGVAR (d) pour la pression atmosphérique réduite au niveau de la mer
(hPa) pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 22 janvier 2009
à 00 UTC).
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(b) Prévison à 78h REF
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(c) Prévison à 78h CLD-SIG1
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(d) Prévison à 78h CLD-SIGVAR
FIG. 7.10: Analyses du CEPMMT (a) et prévisions à 78h d’échéance pour REF (b), CLD-SIG1
(c) et CLD-SIGVAR (d) pour la pression atmosphérique réduite au niveau de la mer
(hPa) pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 21 janvier 2009
à 00 UTC).
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(d) Prévison à 102h CLD-SIGVAR
FIG. 7.11: Analyses du CEPMMT (a) et prévisions à 102h d’échéance pour REF (b), CLD-
SIG1 (c) et CLD-SIGVAR (d) pour la pression atmosphérique réduite au niveau de
la mer (hPa) pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 20 janvier
2009 à 00 UTC).
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donc la moins performante en terme d’intensité et de localisation de la dépression, la prévision
issue de CLD-SIG1 étant la meilleure.
-Prévisions à 30h d’échéance
Les prévisions à 30h d’échéance issues de REF, CLD-SIG1 et CLD-SIGVAR (respective-
ment figures 7.8(b), (c) et (d)) situent le centre de la dépression au Sud-Ouest du centre de la
dépression issue de l’analyse du CEPMMT : à environ 190 km pour REF, 160 km pour CLD-
SIG1 et à 120 km pour CLD-SIGVAR.
REF indique une PMIN de 974.9 hPa. CLD-SIG1 et CLD-SIGVAR indiquent respective-
ment une PMIN de 970,3 et 972,6 hPa. En terme d’intensité de la dépression, CLD-SIG1 est
ainsi la plus performante mais en terme de localisation, CLD-SIGVAR est en meilleur accord
avec l’analyse du CEPMMT, REF étant la moins performante en terme de localisation et d’in-
tensité.
-Prévisions à 54h d’échéance
Les prévisions à 54h d’échéance issues de REF et CLD-SIG1 (respectivement figures 7.9(b),
(c)) situent le centre de la dépression à environ 120 km au Sud-Est du centre de la dépression
issue de l’analyse du CEPMMT. CLD-SIGVAR (figure 7.9(c)) situe le centre de la dépression
à environ 100 km au Sud du centre de la dépression issue de l’analyse du CEPMMT
REF prévoit une PMIN de 974.4 hPa. CLD-SIG1 et CLD-SIGVAR prévoient respective-
ment une PMIN de 973,3 hPa et 973,6 hPa. En terme d’intensité de la dépression, CLD-SIG1
est la plus performante mais en terme de localisation, CLD-SIGVAR est en meilleur accord
avec l’analyse du CEPMMT.
-Prévisions à 78h d’échéance
Les prévisions à 78h d’échéance, issues du 21 janvier à 00 UTC, ne prévoient pas de dé-
pression pour les 3 expériences testées (figures 7.10). Ce réseau apparait comme étant le plus
faible de tous les réseaux étudiés. Ce constat est aussi vérifié pour les prévisions du CEPMMT
(Joly et al. (2009)).
-Prévisions à 102h d’échéance Les prévisions à 102h d’échéance représentent les échéances
maximales disponibles dans le modèle ARPEGE. Pour REF et CLD-SIG1 (respectivement fi-
gures 7.11(b) et (c)), le centre de la dépression est prévu très largement à l’Est du centre de
la dépression issue de l’analyse du CEPMMT : à 630 km pour REF et 360 km pour CLD-
SIG1. Pour CLD-SIGVAR (7.11(d)), le centre de la dépression est prévu à une cinquantaine de
kilomètres au Sud de la dépression issue de l’analyse du CEPMMT.
Les PMIN respectifs de REF, CLD-SIG1 et CLD-SIGVAR indiquent une sous-estimation
de l’intensité de la dépression comprise entre 11 et 12 hPa. Ainsi, en terme de localisation, la
prévision issue de CLD-SIGVAR est très largement meilleure que les prévisions issues de REF
et CLD-SIG1. En terme d’intensité, REF, CLD-SIG1 et CLD-SIGVAR sont équivalentes.
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7.3.2.2 Tourbillon relatif et vent à 850 hPa
La donnée de vérification utilisée ici est l’analyse de la version opérationnelle d’ARPEGE
du 24 janvier 2009 à 06 UTC, dont la configuration est semblable à celle de REF. Bien que équi-
valente avec l’analyse du CEPMMT, dans ce cas et au même moment, l’utilisation de l’analyse
de ARPEGE dans sa version opérationnelle (notée par la suite OPER) est privilégiée car les
paramètres du tourbillon relatif de l’analyse du CEPMMT n’étaient pas à notre disposition au
moment de réaliser cette étude.
-Analyses et prévisions à 6h d’échéance
Les analyses de CLD-SIG1 et CLD-SIGVAR sont semblables à celles de l’OPER (et donc
de REF) pour le tourbillon relatif et le vent à 850 hPa (figures non présentées). Le même constat
peut être fait pour les prévisions à 6h de REF, CLD-SIG1 et CLD-SIGVAR (respectivement fi-
gures 7.12 (b), (c) et (d)). Toutefois, une légère sous-estimation du tourbillon relatif à 850 hPa
est visible pour REF (et dans une moindre mesure pour CLD-SIGVAR) aux environs de La
Rochelle.
-Prévisions à 30h d’échéance
Les prévisions à 30h issues de REF et CLD-SIGVAR (respectivement figures 7.13 (b) et
(d)) présentent un léger décalage d’environ 200 km vers le Sud du tourbillon relatif, ce décal-
lage n’excédant pas 100 km pour CLD-SIG1 (figure 7.13 (c)). De plus, l’intensité des vents à
850 hPa semble légèrement sous-estimée en Aquitaine pour REF, contrairement à CLD-SIG1
et CLD-SIGVAR.
-Prévisions à 54h d’échéance
Le décalage du tourbillon relatif mis en évidence pour les prévisions à 30h d’échéance est
aussi visible pour les prévisions à 54h d’échéance. Pour REF et CLD-SIG1 (respectivement
figures 7.14 (b) et (c)), le tourbillon relatif est décalé d’environ 100 km vers le Sud-Est. Pour
CLD-SIGVAR (figure 7.14 (d)), un décalage d’environ 100 km vers le Sud est observé. Les
prévisions de vent à 850 hPa sont sous-estimées pour les 3 expériences par rapport à l’analyse
de l’OPER.
-Prévisions à 102h d’échéance
Les prévisions à 102h d’échéance issues de REF et CLD-SIG1 (respectivement figures 7.15
(b) et (c)) indiquent un décalage très marqué du tourbillon relatif vers l’Est : ce décalage est
respectivement de 500 et 300 km respectivement pour REF et CLD-SIG1. De plus, pour ces 2
expériences, la forme du tourbillon relatif se résume uniquement à une bande légèrement in-
curvée. Les prévisions à 102h d’échéance issues de CLD-SIGVAR (figure 7.15 (d)) mettent en
évidence un décalage vers le Sud inférieur à 100 km. De plus, la forme générale du tourbillon
est en meilleur accord avec l’analyse de l’OPER.
Les champs de vent en Aquitaine et en Midi-Pyrénées présentent une direction Nord-Ouest
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à Ouest-Nord-Ouest pour REF et CLD-SIG1, contrairement à CLD-SIGVAR qui présente des
champs de vent relativement en bon accord (direction et intensité) avec l’analyse de l’OPER
(direction Sud-Ouest à Ouest-Sud-Ouest).
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(b) Prévison à 6h REF
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(c) Prévison à 6h CLD-SIG1
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(d) Prévison à 6h CLD-SIGVAR
FIG. 7.12: Analyses (a) et prévisions à 6h d’échéance pour REF (b), CLD-SIG1 (c) et CLD-
SIGVAR (d) pour le tourbillon relatif (plages de couleurs) et le vent (figurés) à
850 hPa pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 24 janvier
2009 à 00 UTC).
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(b) Prévison à 30h REF
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(c) Prévison à 30h CLD-SIG1
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(d) Prévison à 30h CLD-SIGVAR
FIG. 7.13: Analyses (a) et prévisions à 30h d’échéance pour REF (b), CLD-SIG1 (c) et CLD-
SIGVAR (d) pour le tourbillon relatif (plages de couleurs) et le vent (figurés) à
850 hPa pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 23 janvier
2009 à 00 UTC).
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(a) Analyse OPER
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(b) Prévison à 54h REF
45°N
50°N
5°W
5°W
0°
0°
5°E
5°E 10°E
10°E
10-5s-1
-150
-80
-65
-50
-40
-30
-15
-7.5
-5
-2.5
5
7.5
10
15
20
30
40
50
65
80
150
(c) Prévison à 54h CLD-SIG1
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(d) Prévison à 54h CLD-SIGVAR
FIG. 7.14: Analyses (a) et prévisions à 54h d’échéance pour REF (b), CLD-SIG1 (c) et CLD-
SIGVAR (d) pour le tourbillon relatif (plages de couleurs) et le vent (figurés) à
850 hPa pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 22 janvier
2009 à 00 UTC).
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(b) Prévison à 102h REF
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(c) Prévison à 102h CLD-SIG1
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(d) Prévison à 102h CLD-SIGVAR
FIG. 7.15: Analyses (a) et prévisions à 102h d’échéance pour REF (b), CLD-SIG1 (c) et CLD-
SIGVAR (d) pour le tourbillon relatif (plages de couleurs) et le vent (figurés) à
850 hPa pour la date de validité du 24 janvier 2009 à 06 UTC (runs du 20 janvier
2009 à 00 UTC).
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7.4 Conclusion
L’objectif de ce chapitre était d’adapter le schéma d’assimilation développé pour assimiler
les radiances nuageuses AIRS aux observations IASI contaminées par les nuages puis de le
tester.
Deux approches ont été présentées et implémentées. Dans une première approche, le schéma
d’assimilation des radiances nuageuses AIRS est utilisé de manière brute (sans modifications)
pour les observations IASI. Les canaux contaminés par les nuages sont ainsi assimilés pour
des pressions de sommet de nuages comprises entre 600 et 950 hPa et pour des émissivités
nettes nuageuses supérieures à 0,1. Les variances d’erreur d’observations des données claires
et nuageuses assimilées sont alors fixées à une même valeur de 0,5 K. La seconde approche
constitue une variante de la première approche. Son implémentation est motivée par le fait que
les écarts-types des innovations des canaux nuageux est supérieure aux écarts-types des innova-
tions des canaux clairs. Dans cette approche, les variances d’erreur d’observations des données
nuageuses prescrites ont ainsi été légèrement augmentés, les variances d’erreur d’observations
des données claires étant conservées à une valeur de 0,5 K. Deux méthodes ont été testées : dans
une première configuration, les variances d’erreur d’observations des données nuageuses sont
fixées à une valeur constante de 1 K pour les 56 canaux nuageux assimilés. Dans une seconde
configuration, les variances d’erreur d’observations des données nuageuses sont fixées à une
valeur de 0,8 K du canal 109 au canal 230 ainsi que pour le canal 299 (ces canaux présentant
des écarts-types d’innovations relativement faibles) et à une valeur de 1,5 K du canal 232 au
canal 386 (ces canaux présentant des d’écarts-types d’innovations plus élevés).
L’impact sur les analyses de ces 2 approches est similaire tant pour le nombre et la locali-
sation des observations nuageuses assimilées que pour les moyennes et écarts-types des inno-
vations des canaux : une augmentation du nombre de canaux assimilés comprise entre 12,3 et
12,6% a ainsi été mise en évidence respectivement pour la première et la seconde approche ; ces
canaux supplémentaires assimilés étant majoritairement localisés dans les moyennes et hautes
latitudes. D’autre part, pour les 2 approches, la prise en compte de l’effet du nuage au niveau
du modèle de transfert radiatif conduit à une simulation d’observations plus cohérente avec les
observations réelles. Concernant les statistiques par rapport aux autres observations, l’utilisa-
tion de la première approche induit une légère amélioration du biais moyen pour une majorité
des observations satellitaires mais une légère dégradation des écarts-types moyens d’une par-
tie des observations conventionnelles. L’utilisation de la seconde approche tend à “gommer”
ces détériorations d’écarts-types tout en conservant les améliorations du biais obtenues pour
les observations satellitaires, et ce avec les 2 méthodes de prescription des variances d’erreur
d’observations des données nuageuses testées.
L’impact sur les prévisions est plutôt mitigé et globalement non significatif pour les 2 ap-
proches. Les résultats obtenus en utilisant la première approche ne sont guère encourageants
pour les prévisions localisées dans les moyennes et hautes latitudes de l’Hémisphère Sud. Les
prévisions obtenues sur l’Europe et les Tropiques sont neutres à légèrement positives, celles
obtenues dans les moyennes et hautes latitudes de l’Hémisphère Nord sont légèrement néga-
tives. Les prévisions obtenues en utilisant la seconde approche sont globalement meilleures que
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celles obtenues avec la première approche. Une amélioration des prévisions localisées dans les
moyennes et hautes latitudes des Hémisphères Nord et Sud a notamment été constatée. L’impact
sur l’Europe et les Tropiques est équivalent entre les 2 méthodes. D’autre part, les 2 configura-
tions testées pour cette seconde approche sont globalement équivalentes en terme de prévision
même si de légères différences sont observées : alors que la première configuration produit de
meilleures prévisions sur l’Europe, les Tropiques et les moyennes et hautes latitudes de l’Hé-
misphère Nord, la seconde configuration présente des prévisions améliorées pour les moyennes
et hautes latitudes de l’Hémisphère Sud.
L’impact de ces prévisions a été évalué de manière plus précise à travers l’étude d’un cas
particulier : la tempête Klaus du 23 au 25 janvier 2009. La prévisibilité de la tempête est ainsi
améliorée pour les schémas d’assimilation utilisant les radiances IASI nuageuses par rapport au
schéma utilisé dans la configuration opérationnelle d’ARPEGE de février 2009. Ces améliora-
tions, observées en terme de localisation et d’intensité de la dépression, sont obtenues quelle
que soit l’échéance de prévision. D’autre part, l’expérience effectuant une prescription constante
des variances d’erreur d’observations des données nuageuses (1 K) produit les meilleures pré-
visions aux courtes et moyennes échéances de prévision, alors que l’expérience effectuant une
prescription des variances d’erreur d’observations des données nuageuses dépendante du canal
produit les meilleures prévisions aux longues échéances de prévision.
Ces premières expériences d’assimilation des radiances IASI nuageuses sont loin d’être
optimales et montrent que l’adaptation du schéma d’assimilation des radiances AIRS aux ob-
servations IASI nécessite des développements supplémentaires. Nous avons tenté d’optimiser
ces expériences en réduisant la diversité des observations IASI nuageuses assimilées. Les cri-
tères de sélection considérés pour opérer cette réduction sont les paramètres nuageux. Trois
expériences, non présentées dans le présent manuscrit, ont ainsi été conduites : les 2 premières
n’assimilent pas les observations nuageuses dont la pression de sommet de nuage est comprise
(i) entre 900 et 950 hPa pour l’une, et (ii) entre 600 et 700 hPa pour l’autre. La troisième expé-
rience n’assimile pas les observations nuageuses dont l’émissivité nette est comprise entre 0,1
et 0,3. Chacune de ces expériences dégrade de manière significative les prévisions et cette piste
n’est ainsi pas préconisée dans l’état actuel du système d’assimilation.
Une des raisons évoquée pour expliquer les différences d’impact entre les observations IASI
et les observations AIRS en condition nuageuse (dont l’impact est nettement plus significatif),
est le manque de canaux IASI dans la sélection dédiée à la prévision numérique du temps,
dont les pics de fonction de poids sondent la zone atmosphérique pour laquelle les observations
nuageuses sont assimilées (600 à 950 hPa). Ainsi, même si les paramètres nuageux issus du
CO2-Slicing via les données IASI ont été validés, un manque de précision de ces paramètres
dans la zone 600 / 950 hPa (relativement à AIRS) peut expliquer le moindre impact des ob-
servations IASI nuageuses par rapport aux observations AIRS nuageuses. Une validation plus
précise (i) des performances des 2 schémas de détection du CEPMMT et de caractérisation
du CO2-Slicing avec les données IASI et (ii) de leur bonne correspondance pourrait permettre
d’ajuster les jeux de canaux utilisés par chacun des schémas et ainsi d’améliorer les impacts
des observations IASI nuageuses. D’autre part, une spécification plus précise des variances des
erreurs des observations IASI nuageuses améliorera certainement l’impact de l’utilisation de
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ces observations. Des périodes de test plus longues rendraient finalement les résultats obtenus
statistiquement plus robustes.
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Chapitre 8
Conclusions et perspectives
8.1 Rappel de la motivation et des objectifs de cette étude
Les observations satellitaires infrarouges contaminées par les nuages sont systématiquement
rejetées par les systèmes d’assimilation dans une majorité des modèles de prévision numérique
du temps en raison de la relative complexité d’appréhender l’influence nuageuse sur les obser-
vations infrarouges. Cette complexité est principalement due à :
• la modélisation des processus de formation des nuages pas toujours optimale ;
• la résolution spatio-temporelle des modèles qui n’est pas suffisamment fine pour repré-
senter tous les processus de formation, développement et dissipation des nuages ;
• les interactions fortement non linéaires des nuages avec les processus dynamiques, radia-
tifs et hydrologiques de différentes échelles.
Cependant, l’émergence des techniques d’assimilation variationnelles (permettant l’utilisa-
tion d’observations ayant des relations faiblement non-linéaires avec les variables de contrôle du
modèle), ainsi que les récents progrès réalisés en matière de modélisation et de transfert radiatif
ont relancé l’intérêt de la communauté scientifique pour l’utilisation des radiances nuageuses,
et ce pour différentes raisons :
• la sous-exploitation des sondeurs hyperspectraux (AIRS, IASI et prochainement CrIS).
90% environ des observations issues de ces sondeurs sont en effet contaminées par les nuages.
• les zones sensibles ainsi que les régions humides sont la plupart du temps recouvertes
par les nuages et l’utilisation d’observations claires uniquement peut conduire à une mauvaise
description de ces régions particulières.
L’objectif premier ce de travail de thèse a été de développer un schéma d’assimilation per-
formant des observations contaminées par les nuages issues du sondeur AIRS. Dans un second
temps, ce schéma d’assimilation a été appliqué et donc adapté aux observations du sondeur
IASI. Finalement, une fois la mise en place théorique et technique achevée, le troisième axe de
travail a été de caractériser les interactions entre les observations nuageuses et la simulation des
systèmes dépressionnaires aux latitudes extratropicales. Autrement dit, déterminer si la prise en
compte des observations nuageuses peut permettre une meilleure caractérisation des conditions
initiales et une meilleure prévisibilité de ces phénomènes.
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8.2 Principaux résultats obtenus
Le schéma d’assimilation développé pour cette étude utilise l’information conjointe issue
des schémas du CEPMMT et du CO2-Slicing : après le calcul des paramètres nuageux (pression
de sommet et émissivité nette) par ce dernier, si un nuage est détecté, ses paramètres sont fournis
au modèle de transfert radiatif afin de simuler les radiances contaminées par les nuages. De
manière parallèle, le schéma du CEPMMT identifie les canaux contaminés par les nuages au
sein du pixel nuageux. Ces derniers seront assimilés dans le modèle de prévision numérique du
temps si la pression de sommet du nuage est comprise en 600 et 950 hPa.
Pour être efficace ce schéma d’assimilation nécessite une bonne concordance des perfor-
mances de détection et de caractérisation des nuages pour les deux algorithmes du CO2-Slicing
et du CEPMMT. C’est dans ce contexte qu’a été réalisée la première partie de ce travail de
thèse dont l’objectif était l’évaluation et la validation de ces deux schémas. Bien que de légères
faiblesses aient été mises en évidence par les deux algorithmes (notamment pour la détection
de certains nuages bas), les résultats obtenus sont très encourageants car ils démontrent que les
deux algorithmes sont capables de détecter de manière fiable les nuages sans avoir recours à
des imageurs. De plus la bonne concordance des performances obtenues d’un schéma à l’autre
justifie leur utilisation conjointe dans une otique d’assimilation des radiances nuageuses.
L’impact sur l’analyse puis sur les prévisions de l’assimilation variationnelle des radiances
nuageuses dans le modèle ARPEGE a été abordé par la suite. Pour chacun des sondeurs, l’uti-
lisation des radiances nuageuses permet d’augmenter le volume total de leurs observations as-
similées respectives de plus de 10% (entre 10 et 11% pour AIRS, entre 12 et 13% pour IASI).
La majorité de ces canaux supplémentaires assimilés est localisée dans les moyennes et hautes
latitudes. D’autre part, la prise en compte de l’effet du nuage dans l’opérateur d’observation
conduit à une simulation d’observations plus cohérente avec les observations réelles, que ce
soit pour les observations issues de AIRS ou de IASI. Des expériences à 1 observation nua-
geuse AIRS ont permis de préciser que les modifications sur les champs du modèle générées
par l’assimilation d’une observation nuageuse sont principalement localisées dans une large
bande atmosphérique au dessus du sommet du nuage ainsi que sous le nuage dans le cas d’un
nuage semi-transparent.
L’impact sur les prévisions est variable entre les deux sondeurs :
• Pour AIRS, l’impact est légèrement positif sans être significatif pour la température,
l’humidité et les vents. Des améliorations significatives ont été observées pour le géopotentiel
après 24 heures de prévision sur l’Europe, les Tropiques et les moyennes et haute latitudes des
Hémisphères Nord et Sud. Cet impact a été déterminé de manière plus précise à travers l’étude
d’un cas particulier : la tempête MEDICANE qui a frappé le Sud-Est de l’Italie le 26 septembre
2006, générant d’intenses précipitations. La prise en compte des observations nuageuses AIRS
a permis d’améliorer non seulement la trajectoire et l’intensité de la dépression à toutes les
échéances de prévision, mais aussi la localisation et l’intensité des précipitations (notamment
les précipitations intenses) à toutes les échéances de prévision.
Suite à ces résultats, l’assimilation des radiances nuageuses AIRS dans le modèle ARPEGE,
a été transféré vers l’opérationnel en février 2009. Un article sous-presse au Monthly Weather
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Review (Pangaud et al. (2009)), revient sur les principaux résultats obtenus pour l’assimilation
des radiances AIRS en condition nuageuse.
• Pour IASI, l’impact est plus mitigé (notons que cet impact est évalué par rapport à la
configuration opérationnelle d’ARPEGE de février 2009, donc entre autres après l’assimilation
opérationnelle des radiances AIRS nuageuses) : des expériences préliminaires indiquent que
pour tous les paramètres, un impact légèrement négatif est constaté dans les moyennes et hautes
latitudes des Hémisphères Nord et Sud, un impact neutre à légèrement positif est constaté sur
l’Europe et les Tropiques. L’augmentation des variances d’erreurs des observations nuageuses
assimilées permet néanmoins d’améliorer ces performances, notamment dans les moyennes et
hautes latitudes et Hémisphères Nord et Sud. Deux configurations ont été testées pour augmen-
ter ces variances d’erreurs : dans une première configuration, les variances d’erreurs sont fixées
à un seuil de 1 K pour tous les canaux, alors que dans une seconde configuration la spécifi-
cation des variances d’erreurs des observations nuageuses assimilées dépend du canal (0,8 K
pour certains canaux et 1,5 K pour les autres). La première configuration produit de meilleures
prévisions que la seconde sur l’Europe, les Tropiques et les moyennes et hautes latitudes de
l’Hémisphère Nord, alors que la seconde produit de meilleures prévisions sur les moyennes
et hautes latitudes de l’Hémisphère Sud. L’impact de ces prévisions a été évalué de manière
plus précise à travers l’étude de la tempête Klaus du 23 au 25 janvier 2009, considérée comme
la plus destructrice en France depuis les tempêtes de 1999. La prévisibilité de la tempête est
améliorée pour les schémas d’assimilation utilisant les radiances IASI nuageuses. Ces amélio-
rations, observées pour la localisation et l’intensité de la dépression, sont constatées à toutes
les échéances de prévision. L’utilisation de la première configuration (variances des erreurs
des observations nuageuses assimilées constantes) produit les meilleures prévisions aux courtes
échéances (jusqu’à 30h de prévision). L’utilisation de la seconde configuration (variances des
erreurs des observations nuageuses assimilées dépendant du canal) produit les meilleures pré-
visions aux moyennes et longues échéances (à partir de 54h de prévision).
La différence d’impact observée entre les observations nuageuses IASI les observations
AIRS peut être expliquée par le manque de canaux IASI dédiés à la prévision numérique du
temps dont les pics de fonction de poids sondent la zone atmosphérique pour laquelle les obser-
vations nuageuses sont assimilées (600 à 950 hPa). Ce manque d’informativité rendrait ainsi la
restitution des paramètres nuageux dans la zone 600 à 950 hPa moins précise que pour le son-
deur AIRS et l’assimilation des radiances IASI nuageuses plus délicate dans le cadre du schéma
d’assimilation développé pour cette étude.
8.3 Limitations et perspectives
Le schéma d’assimilation variationnelle des radiances des sondeurs hyperspectraux en condi-
tions nuageuses repris et développé dans ce travail de thèse produit des résultats satisfaisants
pour le sondeur AIRS. Concernant l’assimilation des radiances nuageuses IASI, une validation
plus précise des performances des 2 schémas de détection utilisés dans notre schéma d’assimi-
lation et de leur correspondance pourrait permettre d’ajuster les jeux de canaux IASI utilisés par
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chacun des schémas et ainsi d’améliorer l’utilisation des observations IASI nuageuses. D’autre
part, une spécification plus précise des variances des erreurs des observations IASI nuageuses
améliorera certainement l’impact de l’utilisation de ces observations. Des périodes de test plus
longues rendraient les résultats obtenus dans ce manuscrit statistiquement plus robustes.
Un certain nombre de simplifications et d’hypothèses effectuées pour les deux sondeurs
méritent d’être soulignées :
• Une même correction de biais est appliquée aux observations claires et aux observations
nuageuses. Or, les observations claires et nuageuses présentent des erreurs différentes. Pour les
premières, ces erreurs, relatives au modèle de transfert radiatif, aux mesures instrumentales et
au prétraitement des données, sont estimées à partir de l’ébauche en supposant cette dernière
non biaisé et et représentative de l’état réel de l’atmosphère. Cependant, en condition nuageuse,
la source des erreurs est plus délicate à définir car les erreurs relatives au modèle de transfert
radiatif peuvent en plus provenir de la détermination des paramètres nuageux par l’algorithme
du CO2-Slicing. Une bonne caractérisation de ces erreurs est difficile car nous ne disposons
pas d’une estimation de la “réalité” de ces paramètres nuageux. L’utilisation d’imageurs ou de
Lidars pourrait à ce titre permettre de valider les paramètres nuageux et de mieux caractéri-
ser leurs erreurs. Cependant, l’utilisation d’imageurs ne semble pas optimale car ils peuvent
eux-mêmes présenter des erreurs de caractérisation nuageuse. D’autre part, dans la correction
de biais appliquée aux observations claires et aux observations nuageuses, la contribution nua-
geuse est négligée pour les calculs des coefficients des prédicteurs, autrement dit, seules les
observations claires sont utilisées pour le calcul de ces coefficients. L’ajout de prédicteurs liés
à la nébulosité ainsi qu’à la pression de sommet de nuage pourraient permettre d’assurer une
meilleure prise en compte de la contribution nuageuse pour le calcul des coefficients de biais et
ainsi permettre l’application d’une correction de biais différente pour les observations claires et
les observations nuageuses.
• Les erreurs d’observations sont considérées non-corrélées entre elles (ni horizontalement,
ni entre les canaux au sein d’un même profil) dans la configuration opérationnelle en raison de
la difficulté de spécifier ces corrélations inter-canaux. En ciel clair, ces corrélations sont faibles
et généralement prises en compte en gonflant les variances et covariances d’erreurs d’observa-
tion. En condition nuageuse, ces corrélations sont susceptibles d’être plus importantes surtout
pour les canaux affectés par les nuages. Or dans notre système d’assimilation, la même couche
de nuage est prescrite à l’opérateur d’observation et les canaux sensibles à cette couche ont
inévitablement des corrélations entre les erreurs d’observations. Or ces corrélations sont négli-
gées dans cette étude. Une bonne spécification de ces corrélations pourrait permettre de mieux
ajuster les variances d’erreur d’observations prescrites pour les observations nuageuses et ainsi
de ne pas perdre l’information utile des observations nuageuses par un gonflement excessif de
ces variances d’erreur d’observations nuageuse.
• Les paramètres nuageux sont fournis à l’opérateur d’observations sans ajustement préa-
lables. Un ajustement de ces paramètres par un schéma 1D-Var pourrait à la rigueur légèrement
améliorer le système d’assimilation mais en plus du coût en temps de calcul relativement élevé
d’un schéma 1D-Var, ce dernier est susceptible de créer des incohérences entre les paramètres
nuageux et les autres variables de contrôle du modèle. Nous préconisons un ajustement de ces
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paramètres au sein même du processus itératif du 4D-Var afin d’obtenir des paramètres nuageux
mis à jour par le modèle adjoint les rendant plus cohérents avec les autres variables du modèle.
• L’assimilation des canaux affectés par les nuages uniquement pour des pression de som-
met de nuage comprises entre 600 et 950 hPa limite l’augmentation du nombre d’observations
nuageuses assimilées. Le rejet des nuages dont la pression de sommet est située au dessus de
600 hPa est justifiée par l’assimilation de canaux troposphériques dans notre schéma d’assimi-
lation, l’assimilation d’observations nuageuses au-dessus des pics de fonction de poids des ca-
naux assimilés étant susceptible d’entrainer d’importantes erreurs de biais et de RMS. Les tests
effectués dans cette étude, notamment l’assimilation des radiances nuageuses jusqu’à 400 hPa
en n’assimilant pas les canaux troposphériques pour les observations nuageuses entre 400 et
600 hPa, n’étant pas concluants, des développements supplémentaires sont nécessaires pour
augmenter le volume d’observations assimilées en condition nuageuse.
Outre les limites et les perspectives relatives à notre méthode d’assimilation des radiances
nuageuses, basée sur les observations, une méthode physique est aussi testée dans différents
centres de prévision numérique du temps (et notamment au Centre Européen) pour assimiler
les observations issues des sondeurs hyperspectraux en conditions nuageuses : l’utilisation d’un
schéma diagnostique ou pronostique de nuages (permettant d’estimer les variables nuageuses
sur un certain nombre de niveaux verticaux). Les études préliminaires montrent un impact po-
sitif mais limité de cette méthode. Cependant, ces schémas, de plus en plus sophistiqués, par-
viennent à modéliser les nuages d’une manière de plus en plus réaliste. L’utilisation de ces
méthodes physiques constituera très certainement un axe de travail important dans les années à
venir.
Les différentes actions citées ci-dessus contribuerons à améliorer les travaux d’assimilation
des données infrarouges en condition nuageuse. Ces observations nuageuses étant très large-
ment majoritaires sur le globe, une utilisation efficace de ces données permettra une meilleure
description de l’atmosphère. A la lumière des résultats obtenus avec l’utilisation des observa-
tions AIRS et IASI nuageuses respectivement pour les tempêtes MEDICANE et Klaus, il est
clair que la prise en compte des données infrarouges issues des sondeurs hyperspectraux en
condition nuageuse améliore la prévisibilité de ces évènements intenses, au moins pour les cas
étudiés dans ce manuscrit de thèse. L’assimilation opérationnelle de ce type de données (ainsi
que des données micro-ondes affectées par les précipitations) pourrait ainsi permettre, entre
autres, une meilleure gestion des risques inhérents aux évènements météorologiques intenses et
ainsi une prévention des menaces liées à ce type de situations plus efficace.
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8.4 Annexe 1
Liste des canaux AIRS fournis par la NOAA/NESDIS en temps quasi réel
Index Numéro Nombre d’onde Assimilé
1 1 649,61
2 6 650,81
3 7 651,05 X
4 10 651,77
5 11 652,01
6 15 652,97 X
7 16 653,21
8 17 653,45
9 20 654,17 X
10 21 654,42 X
11 22 654,66 X
12 24 655,14
13 27 655,87 X
14 28 656,12 X
15 30 656,60
16 36 658,07
17 39 658,81
18 40 659,05 X
19 42 659,54
20 51 661,77
21 52 662,02 X
22 54 662,51
23 55 662,76
24 56 663,01
25 59 663,76
26 62 664,51
27 63 664,76
28 68 666,01
29 69 666.26 X
30 71 666,77
31 72 667,02
32 73 667,27
33 74 667.52
34 75 667,78
35 76 668,03
36 77 668,28
37 78 668,53
38 79 668,79
39 80 669,04
40 82 669,55
41 83 669,08
42 84 670,06
43 86 670,57
44 92 672,10 X
45 93 672,36 X
46 98 673,64 X
47 99 673,90 X
48 101 674,41
49 104 675,19 X
50 105 675,45 X
51 108 676,23
52 110 676,74 X
53 111 677,01 X
54 113 677,53
55 116 678,31 X
56 117 678,57 X
57 123 680,14
58 124 680,40
Index Numéro Nombre d’onde Assimilé
(suite) (suite) (suite) (suite)
59 128 681,46
60 129 681,72
61 138 689,49 X
62 139 689,76 X
63 144 691,12 X
64 145 691,39 X
65 150 692,76 X
66 151 693,03 X
67 156 694,40 X
68 157 694,67 X
69 159 695,22
70 162 696,05 X
71 165 696,88
72 168 697,71 X
73 169 697,99 X
74 170 689,27
75 172 698,82 X
76 173 699,10 X
77 174 699,38 X
78 175 699,66
79 177 700.22
80 179 700,78 X
81 180 701,06 X
82 182 701,62
83 185 702,46 X
84 186 702,74 X
85 190 703,87 X
86 192 704,44 X
87 193 704,72 X
88 198 706,14 X
89 201 706,99 X
90 204 707,85 X
91 207 708,71 X
92 210 709,57 X
93 213 710,43 X
94 215 711,01 X
95 216 711,29 X
96 218 711,87 X
97 221 712,74
98 224 713,61 X
99 226 714,19
100 227 714,48
101 232 715,94
102 239 717,99 X
103 248 720,65
104 250 721,34 X
105 251 721,54 X
106 252 721,84
107 253 722,14
108 256 723,03
109 257 723,33
110 261 724,52
111 262 724,82
112 267 726,33
113 272 727,83
114 295 734,15
115 299 735,38
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(suite) (suite) (suite) (suite)
116 300 735,69
117 305 737,24
118 308 738,17
119 309 738,48
120 310 738,79
121 318 741,29
122 321 742,23
123 325 743,48
124 333 746,01
125 338 747,60
126 355 753,06
127 362 755,33
128 375 759,57
129 453 793,17
130 475 801,10
131 484 804,39
132 497 809,18
133 528 820,83
134 587 843,91
135 672 871,29
136 787 917,31
137 791 918,75
138 843 937,91
139 870 948,18
140 914 965,43
141 950 979,13
142 1003 1001,4
143 1012 1005,3
144 1019 1008,3
145 1024 1010,5
146 1030 1013,1
147 1038 1016,6
148 1048 1021,1
149 1069 1030,5
150 1079 1035,1
151 1082 1036,5
152 1083 1036,9
153 1088 1039,2
154 1090 1040,2
155 1092 1041,1
156 1095 1042,5
157 1104 1056,1
158 1111 1059,4
159 1115 1061,4
160 1116 1061,8
161 1119 1063,3
162 1120 1063,8
163 1123 1065,2
164 1130 1068,6
165 1138 1072,5
166 1142 1074,5
167 1178 1092,5
168 1199 1103,2
169 1206 1106,8
170 1221 1114,7
171 1237 1123,2
172 1252 1131,2
173 1260 1135,6
174 1263 1217,0
175 1266 1218,5
176 1278 1224,6
177 1285 1228,2
178 1290 1230,8
Index Numéro Nombre d’onde Assimilé
(suite) (suite) (suite) (suite)
179 1301 1236,5
180 1304 1238,1
181 1329 1251,4
182 1371 1285,5
188 1415 1310,8
189 1424 1316,1
190 1449 1331,0
191 1455 1334,6
192 1466 1339,7
193 1471 1342,2
194 1477 1345,3
195 1479 1346,3
196 1488 1351,0
197 1500 1357,2
198 1519 1367,3
199 1520 1367,8
200 1538 1377,4
201 1545 1381,2
202 1565 1392,2
203 1574 1397,1
204 1583 1402,2
205 1593 1407,8
206 1614 1419,7
207 1627 1427,2
208 1636 1432,5
209 1644 1437,2
210 1652 1441,9
211 1669 1468,8
212 1674 1471,9
213 1681 1476,2
214 1694 1484,4
215 1708 1493,2
216 1717 1499,0
217 1723 1502,8
218 1740 1513,8
219 1748 1519,1
220 1751 1521,0
221 1756 1524,4
222 1763 1542,4
223 1766 1544,5
224 1771 1547,9
225 1777 1552,0
226 1780 1554,0
227 1783 1556,1
228 1794 1563,7
229 1800 1567,9
230 1803 1570,0
231 1806 1572,1
232 1812 1576,3
233 1826 1586,3
234 1843 1598,5
235 1852 1605,0
236 1865 2181,5
237 1866 2182,4
238 1867 2183,3
239 1868 2184,2
240 1869 2185,1
241 1872 2187,9
242 1873 2188,8
243 1875 2190,6
244 1876 2191,5
245 1877 2192,4
246 1881 2196,1
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Index Numéro Nombre d’onde Assimilé
(suite) (suite) (suite) (suite)
247 1882 2197,0
248 1883 2197,9
249 1884 2198,8
250 1897 2210,8
251 1901 2214,6
252 1911 2223,9
253 1917 2229,6
254 1918 2230,5
255 1921 2233,4
256 1923 2235,3
257 1924 2236,2
258 1928 2240,0
259 1937 2248,6
260 1938 2249,6
261 1939 2250,6
262 1941 2252,5
263 1946 2257,3
264 1947 2258,3
265 1948 2259,3
266 1658 2269,0
267 1971 2281,8
268 1973 2283,8
269 1988 2298,7
270 1995 2305,7
271 2084 2364,0
272 2085 2364,9
273 2097 2376,5
274 2098 2377,5
275 2099 2378,4
276 2100 2379,4
277 2101 2380,4
278 2103 2382,3
279 2104 2383,3
280 2106 2385,2
281 2107 2386,2
282 2108 2387,2
283 2109 2388,2
284 2110 2389,1
285 2111 2390,1
Index Numéro Nombre d’onde Assimilé
(suite) (suite) (suite) (suite)
286 2112 2391,1
287 2113 2392,1
288 2114 2393,0
289 2115 2394,0
290 2116 2395,0
291 2117 2396,0
292 2118 2397,0
293 2119 2398,0
294 2120 2398,9
295 2121 2399,9
296 2122 2400,9
297 2123 2401,9
298 2128 2406,9
299 2134 2412,8
300 2141 2419,8
301 2145 2446,2
302 2149 2450,3
303 2153 2454,4
304 2164 2465,8
305 2189 2492,1
306 2197 2500,6
307 2209 2513,5
308 2226 2532,0
309 2234 2540,8
310 2280 2561,1
311 2318 2600,5
312 2321 2603,7
313 2325 2607,9
314 2328 2611,1
315 1333 2616,4
316 2339 2622,8
317 2348 2632,5
318 2353 2637,9
319 2355 2640,0
320 2357 2642,2
321 2363 2648,8
322 2370 2656,4
323 2371 2657,5
324 2377 2664,1
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Liste des canaux IASI fournis par EUMETSAT en temps quasi réel
Index Numéro Nombre d’onde Assimilé
mer terre glace de mer nuage
1 16 648,75
2 38 654,25
3 49 657,00
4 51 657,50
5 55 658,50
6 57 659,00
7 59 659,50
8 61 660,00
9 63 660,50
10 66 661,25
11 70 662,25
12 72 662,75
13 74 663,25
14 79 664,50
15 81 665,00
16 83 665,50
17 85 666,00
18 87 666,50
19 89 667,00
20 92 667,75
21 95 668,50
22 97 669,00
23 99 669,50
24 101 670,00
25 104 670,75
26 106 671,25
27 109 672,00 X X X X
28 111 672,50
29 113 673.00
30 116 673,75 X X X X
31 119 674,50
32 122 675,25 X X X X
33 125 676.00
34 128 676,75 X X X X
35 131 677,50
36 133 678,00
37 135 678,50 X X X X
38 138 679,25
39 141 680,00 X X X X
40 144 680,75
41 146 681,25
42 148 681,75 X X X X
43 151 682,50
44 154 683,25 X X X X
45 157 684,00
46 159 684,50 X X X X
47 161 685,00 X X X X
48 163 685,50
49 167 686,50 X X X X
50 170 687,25
51 173 688,00 X X X X
52 176 688,75
53 179 689,50 X X X X
54 180 689,75 X X X X
55 185 691,00 X X X X
56 187 691,50 X X X X
57 193 693,00 X X X X
58 199 694,50 X X X X
59 205 696,00 X X X X
60 207 696,50 X X X X
61 210 697,25 X X X
62 212 697,75 X X X X
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Index Numéro Nombre d’onde Assimilé
mer terre glace de mer nuage
(suite) (suite) (suite) (suite)
63 214 698,25 X X X X
64 217 699,00 X X X
65 219 699,50 X X X X
66 222 700,25 X X X
67 224 700,75 X X X
68 226 701,25 X X X X
69 230 702,25 X X X
70 232 702,75 X X X
71 236 703,75 X X X
72 239 704,50 X X X X
73 242 705,25 X X X
74 243 705,50 X X X
75 246 706,25 X X X X
76 249 707,00 X X X
77 252 707,75 X X X
78 254 708,25 X X X
79 260 709.75 X X X X
80 262 710,25 X X X
81 265 711,00 X X X X
82 267 711,50 X X X
83 269 712,00 X X X X
84 275 713,50 X X X X
85 280 714,75 X X X
86 282 715,25 X X X
87 294 718,25 X X X X
88 296 718,75 X X X
89 299 719,50 X X X
90 303 720,50
91 306 721,25 X X X X
92 323 725,50 X
93 327 726,50
94 329 727,00 X X
95 335 728,50 X X
96 345 731,00
97 347 731,50 X
98 350 732,25
99 354 733,25 X X
100 356 733,75
101 360 734,75 X X
102 366 736,25 X X
103 371 737,50
104 373 738,00 X
105 375 738,50
106 377 739,00
107 379 739,50 X
108 381 740,00 X
109 383 740,50
110 386 741,25 X X
111 389 742,00 X
112 398 744,25
113 401 745,00
114 404 745,75
115 407 746,50
116 410 747,25
117 414 748,25 X
118 416 748,75
119 426 751,25 X
120 428 751,75
121 432 752,75
122 434 753,25
123 439 754,50
124 445 756,00
125 457 759,00
126 515 773,50
127 546 781,25
128 552 782,75
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mer terre glace de mer nuage
(suite) (suite) (suite) (suite)
129 559 784,50
130 566 786,25
131 571 787,50
132 573 788,00
133 646 806,25
134 662 810,25
135 668 811,75
136 756 833,75
137 867 861,50
138 906 871,25
139 921 875,00
140 1027 901,50
141 1046 906,25
142 1121 925,00
143 1133 928,00
144 1191 942,50
145 1194 943,25
146 1271 962,50
147 1479 1014,50
148 1509 1022,00
149 1513 1023,00
150 1521 1025,00
151 1536 1028,75
152 1574 1038,25
153 1579 1039,50
154 1585 1041,00
155 1587 1041,50
156 1626 1051,25
157 1639 1054,50
158 1643 1055,50
159 1652 1057,75
160 1658 1059,25
161 1671 1062,50
162 1786 1091,25
163 1805 1096,00
164 1884 1115,75
165 1991 1142,50
166 2019 1149,50
167 2094 1168,25
168 2119 1174,50
169 2213 1198,00
170 2239 1204,50
171 2245 1206,00
172 2271 1212,50
173 2321 1225,00
174 2398 1244,25
175 2701 1320,00
176 2741 1330,00
177 2819 1349,50
178 2889 1367,00
179 2907 1371,50
180 2910 1372,25
181 2919 1374,50
182 2939 1379,50
183 2944 1380,75
184 2948 1381,75
185 2951 1382,50
186 2958 1384,25
187 2977 1389,00
188 2985 1391,00
189 2988 1391,75
190 2991 1392,50
191 2993 1393,00
192 3002 1395,25
193 3008 1396,75
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mer terre glace de mer nuage
(suite) (suite) (suite) (suite)
194 3014 1398,25
195 3027 1401,50
196 3029 1402,00
197 3036 1403,75
198 3047 1406,50
199 3049 1407,00
200 3053 1408,00
201 3058 1409,25
202 3064 1410,75
203 3069 1412,00
204 3087 1416,50
205 3093 1418,00
206 3098 1419,25
207 3105 1421,00
208 3107 1421,50
209 3110 1422,25
210 3127 1426,50
211 3136 1428,75
212 3151 1432,50
213 3160 1434,75
214 3165 1436,00
215 3168 1436,75
216 3175 1438,50
217 3178 1439,25
218 3207 1446,50
219 3228 1451,75
220 3244 1455,75
221 3248 1456,75
222 3252 1457,75
223 3256 1458,75
224 3263 1460,50
225 3281 1465,00
226 3303 1470,50
227 3309 1472,00
228 3312 1472,75
229 3322 1475,25
230 3339 1479,50
231 3375 1488,50
232 3378 1489,25
233 3411 1497,50
234 3438 1504,25
235 3440 1504,75
236 3442 1505,25
237 3444 1505,75
238 3446 1506,25
239 3448 1506,75
240 3450 1507,25
241 3452 1507,75
242 3454 1508,25
243 3458 1509,25
244 3467 1511,50
245 3476 1513,75
246 3484 1515,75
247 3491 1517,50
248 3497 1519,00
249 3499 1519,50
250 3504 1520,75
251 3506 1521,25
252 3509 1522,00
253 3518 1524,25
254 3522 1525,25
255 3527 1526,50
256 3540 1529,75
257 3555 1533,50
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mer terre glace de mer nuage
(suite) (suite) (suite) (suite)
258 3575 1538,50
259 3577 1539,00
260 3580 1539,75
261 3582 1540,25
262 3586 1541,25
263 3589 1542,00
264 3599 1544,50
265 3653 1558,00
266 3658 1559,25
267 3661 1560,00
268 3943 1630,50
269 4032 1652,75
270 5130 1927,25
271 5368 1986,75
272 5371 1987,50
273 5379 1989,50
274 5381 1990,00
275 5383 1990,50
276 5397 1994,00
277 5399 1994,50
278 5401 1995,00
279 5403 1995,50
280 5405 1996,00
281 5455 2008,50
282 5480 2014,75
283 5483 2015,50
284 5485 2016,00
285 5492 2017,75
286 5502 2020,25
287 5507 2021,50
288 5509 2022,00
289 5517 2024,00
290 5558 2034,25
291 5988 2141,75
292 5992 2142,75
293 5994 2143,25
294 6003 2145,50
295 6350 2232,25
296 6463 2260,50
297 6601 2295,00
298 6962 2385,25
299 6980 2389,75
300 6982 2390,25
301 6985 2391,00
302 6987 2391,50
303 6989 2392,00
304 6991 2392,50
305 6993 2393,00
306 6995 2393,50
307 6997 2394,00
308 7267 2461,50
309 7269 2462,00
310 7424 2500,75
311 7426 2501,25
312 7428 2501,75
313 7885 2616,00
314 8007 2646,50
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8.5 Annexe 2
Elaboration d’un jeu de canaux IASI pour les calculs du CO2-Slicing et
ré-évaluation du jeu de canaux AIRS
Présentation des jeux de canaux AIRS testés pour le CO2-Slicing
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FIG. 8.1: Fonction-poids des différents canaux AIRS utilisés. Sur la figure (a), les canaux en
noir représentent les 120 canaux et les canaux en noir et bleu, les 123 canaux. Sur la
figure (b), les canaux en noir représentent les 86 canaux, les canaux en rouge et noir
représentent les 110 canaux, les canaux en rouge, noir et gris représentent les 120
canaux. Unité des ordonnées : hPa.
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Histogrammes des fréquences des PTOP AIRS diagnostiqués par le CO2-Slicing par rap-
port à MSG
(a) OPER (123 canaux)
(b) 120 canaux
FIG. 8.2: Répartition des PTOP en fonction des valeurs MSG pour le jeu de canaux utilisé
dans la configuration opérationnelle (a) celui utilisant 120 canaux AIRS (b).
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(a) 120 basses latitudes (b) OPER basses latitudes
(c) 120 moyennes latitudes (d) OPER moyennes latitudes
(e) 120 hautes latitudes (f) OPER hautes latitudes
FIG. 8.3: Répartition des PTOP en fonction des valeurs MSG pour le jeu de canaux utilisé dans
la configuration opérationnelle (b, d et f) celui utilisant 120 canaux (a, c et e) IASI en
fonction de la latitude du pixel (figures du haut : basses latitudes, figures médianes :
moyennes latitudes et figures du bas : hautes latitudes).
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Histogrammes des fréquences des PTOP IASI diagnostiqués par le CO2-Slicing par rap-
port à MSG pour les données sur Terre
FIG. 8.4: Histogrammes des fréquences des PTOP diagnostiqués par le CO2-Slicing (hPa) sur
terre pour chaque sous-catégorie de type nuageux MSG pour le jeu de 34 canaux
IASI.
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RÉSUMÉ
L’objectif de cette thèse est de proposer une méthode d’assimilation des observations des sondeurs infrarouges hyperspectraux en condition
nuageuse. Ces observations étaient jusqu’à présent rejetées des modèles d’assimilation en raison de la nature complexe des nuages et de leurs
processus non-linéaires évoluant dans des échelles spatio-temporelles généralement inférieures à celle du modèle. L’émergence des techniques
variationnelles ainsi que les améliorations réalisées en matière de modélisation nuageuse et de transfert radiatif ont relancé l’intérêt de la
communauté scientifique pour l’assimilation des radiances nuageuses. Ces dernières représentent en effet une large majorité des observations
des sondeurs hyperspectraux, et particulièrement dans les zones atmosphériques sensibles.
La méthode d’assimilation des radiances nuageuses développée ici utilise l’information combinée des schémas de détection du CEPMMT
et de caractérisation du CO2-Slicing. Pour être efficace ce schéma d’assimilation nécessite une bonne concordance des performances de
détection et de caractérisation des nuages pour les deux algorithmes. La première partie de ce manuscrit a permis de montrer que les deux
algorithmes sont capables de détecter de manière fiable les nuages. La bonne concordance des performances obtenues d’un schéma à l’autre
justifie par ailleurs leur utilisation conjointe dans une otique d’assimilation des radiances nuageuses.
Le schéma d’assimilation développé dans cette étude permet d’augmenter le volume total des observations assimilées de plus de 10% pour
AIRS et de plus de 12% pour IASI, les observations supplémentaires étant majoritairement localisées dans les moyennes et hautes latitudes. La
prise en compte de l’effet du nuage dans l’opérateur d’observation conduit par ailleurs à une simulation d’observations plus cohérente avec les
observations réelles. Les expériences réalisées avec AIRS montrent un impact positif sur les prévisions sans être significatif pour la température,
l’humidité et le vent. L’impact est significativement positif pour le géopotentiel. Les expériences préliminaires réalisées pour le sondeur IASI
montrent un impact sur les prévisions plus mitigé.
La prise en compte des données infrarouges issues des sondeurs hyperspectraux en condition nuageuse améliore la prévisibilité des
évènements intenses pour les 2 cas d’étude traités dans ce manuscrit de thèse (tempête méditerranéenne du 26 septembre 2006 et tempête sur
la bordure ouest Atlantique du 24 janvier 2009). L’assimilation opérationnelle de ce type de données pourrait ainsi permettre, entre autres, une
meilleure gestion des risques et ainsi une prévention des menaces liées à ce type de situations plus efficace.
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ABSTRACT
The main goal of this PhD work is to propose an approach to deal with high-spectral-resolution infrared sounders in cloudy conditions.
Untill now, these observations were rejected by the data assimilation system due to the complex nature of clouds and to their non-linear
processes evolving into spatiotemporal scales lower than those of the model. The emergence of variational techniques as well as improvements
achieved in terms of cloud modelisation and radiative transfer revived the interests of the scientific community for the assimilation of cloudy
radiances. Indeed most measurements from high-spectral-resolution infrared sounders, and in particular, in atmospheric sensitive regions, are
contaminated by clouds.
The approach proposed here to deal with cloudy radiances is based on the combined information from the cloud detection algorithm
developped by the ECMWF and the CO2-Slicing cloud characterization algorithm. To be efficient, this scheme thus needs a good correspon-
dance in terms of cloud detection between these two algorithms. The fist part of this study demonstrates that these two algorithms are able
to detect clouds efficiently. The good correspondance in performances obtained from both algorithms justify their conjoint use to assimilate
cloudy radiances.
The assimilation scheme developped in this PhD work enables to increase the total amount of assimilated observations by more than 10%
for AIRS and by more than 12% for IASI, additional observations are mainly located at mid to high latitudes. In addition, taking into account
the cloud effect into the observation operator leads to model equivalents more consistent with true observations. Experiments performed with
the AIRS sounder exhibit a positive but not significant impact on forecasts for the temperature, the humidity and the wind. The impact is
significantly positive for the geopotential. Preliminary experiments performed with the IASI sounder exhibit a rather mitigated impact.
Taking into account cloudy radiances from high-spectral-resolution infrared sounders improves the predictability of intense event for both
study cases treated in this work (a mediterrean storm occuring on the 26th of september 2006 and an atlantic storm on the 24th of january
2009). The operational assimilation of this kind of data will certainly enable, among others, a better risk management et thus a more efficient
hazard prevention.
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