Abstract-As a biometric trait, finger vein pattern-based technology is highly effective for personal identification with high security. In this paper, we presented the design of a personal identification system based on near infrared (NIR) finger vein image. In this paper, we introduced an observation model of finger vein imaging, upon which a self-adaptive illuminance control algorithm is proposed and integrated into image acquisition hardware. According to the distribution of pixel intensity of the acquired image, the proposed algorithm could automatically adjust the illuminance distribution of lighting: increase the illuminance of lighting, under which the thicker part of finger body is presented and decrease the illuminance of lighting, under which the thinner part of finger body is presented. With this adaptation, the whole finger body could be illuminated appropriately according to its thickness distribution, and the overexposure and underexposure are avoided effectively. An NIR finger vein image database containing 2040 images is established and published in this paper. In the image preprocessing stage, Gabor filters are used to enhance captured raw finger vein images. In our experiment, the identification performance of our system is evaluated using the recognition rate and the margin distribution. A sparse representation-based algorithm is used to calculate the recognition rate and provide data for margin analysis. The results prove the effectiveness of the proposed illuminance control algorithm and the whole system in finger vein-based personal identification.
A Finger Vein Image-Based Personal Identification System With Self-Adaptive Illuminance Control becomes increasingly important and relevant identification device becomes more affordable [1] , [2] . Although very stable and accurate in recognition, biometric authentication technology will confront a common problem-fraud or theft [3] . For example, fingerprint acquired from an object surface or through violence could be used to spoof the fingerprint identification system [4] . Similarly, the frontal face photo could be easily acquired from video, secret camera, and even facial plastic surgery [5] . For some civilian application, e.g., the identification system for a small company, this problem seems not critical. However, for the personal identification application in some sensitive places, e.g., bank, jail, and airport, we need an effective way to reduce the risk caused by fake biometric as much as possible. Finger veins, which grow in a subcutaneous layer of the finger body, are a biometric hidden inside finger body, and thus naturally immune to fraud and theft [6] . Therefore, in recent years, finger vein-based personal identification technology becomes a hot research topic, not only for its much lower recognition error than fingerprint and face but also more for its high security property [7] [8] [9] [10] . In this paper, we proposed a finger vein-based personal identification system, where a near infrared (NIR) image of the finger vein is captured for identification. Our finger vein-based personal identification system consists of three modules: image acquisition, preprocessing, and matching. In the image acquisition module, a finger body is illuminated appropriately by an NIR light source from above and the camera below the finger is used to capture the finger vein image. As the hemoglobin absorbs more NIR light than the surrounding tissue, e.g., fat, muscle, finger vein will be displayed as darker area and surrounding tissue will be displayed as lighter area in the captured image [11] , [12] . The completeness of the finger vein pattern has a big impact on the recognition rate [13] . However, overexposure and underexposure will cause information loss, which usually could not be recovered through image enhancement. Therefore, it is necessary to adjust the illuminance distribution of lighting to eliminate overexposure and underexposure in the image acquisition process. In this way, the information of a finger vein pattern could be retained as much as possible in the acquired finger vein image. In a lot of work, illuminance adjustment is realized manually, which is timeconsuming, and the consistency of the image quality could not be guaranteed [10] , [14] . To solve these problems, we proposed a self-adaptive illuminance control algorithm, which could quickly and automatically adjust illuminance distribution without human interference.
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In image preprocessing, a rectangular region of interest (ROI) will be selected from the captured raw image. Then, preprocessing methods will be applied to this ROI to remove noise and enhance contrast. In general, the image enhancement methods for the finger vein image could be divided into two groups. The first group of methods is based on the intensity property in the cross section of finger vein image, such as repeated line tracking and the maximum curvature detection [15] , [16] . The second group of methods is based on the traditional filter-transform, such as the Gabor filter and matched direction filter [12] , [17] . Since the Gabor filter has been widely used in biometric-based application and achieved remarkable performance [18] , [19] , a Gabor filter bank is also used in our system to enhance the finger vein pattern. The output images from multiple Gabor filters are then fused into one single image as the final output.
In the third module, enhanced image will be converted into the features that matching module requires. In general, a finger vein pattern could be viewed as a texture or geometric feature. Therefore, a global or local statistic texture descriptor could be used as a feature extractor. Among commonly used texture descriptors are the local binary pattern, Hu Moment [20] , [21] , and so on. However, the geometric feature requires sufficient number of minutia points, which could not always be satisfied in the finger vein image. A more straightforward but effective way is to use the dictionary-based method, where the enhanced images from Gabor filters or downsampled images could be directly used as features for matching [8] , [22] .
The rest of this paper is organized as follows. The design of the real-time image acquisition system is described in detail in Section II and the procedure used to create our database is given at the end. Image preprocessing and enhancement using the Gabor filter bank are discussed in Section III. In Section IV, the problem of 1 optimization is discussed, and the algorithm of sparse representation via 1 optimization algorithm for finger vein pattern recognition is given. In Section V, the results of experiment are presented in detail. Finally, we reviewed this paper and discussed the future direction in Section VI.
II. IMAGE ACQUISITION WITH SELF-ADAPTIVE ILLUMINANCE CONTROL
The framework of finger vein image-based personal identification system is shown in Fig. 1 . In this section, the hardware design, observation model of finger vein imaging, and self-adaptive illuminance control, which compose the image acquisition module, will be discussed. In addition, the platform for NIR finger vein image acquisition is shown in Fig. 2 .
When a finger is placed in position on our platform, microcontroller unit (MCU) will receive a control instruction from the host computer and change the output of the LED driver accordingly. Then, the illuminance distribution of the LED array will be adjusted repeatedly until desired a lighting condition is achieved. Then, a finger vein image will be captured at this adjusted lighting condition. Before discussing more details about self-adaptive illuminance control, we will briefly address the lighting scheme used in our application. We assume an imaging plane, upon which the image of the finger vein is projected. The illuminance distribution of the single LED and LED linear array on the imaging plane is shown in Fig. 3 . The illuminance distribution of the LED is bell-shaped, with a maximum intensity at the projection center and intensity decreasing along the radial direction. For an LED linear array, the illuminance distribution could be viewed as a superposition of illuminance distribution of multiple LEDs. Comparing two lighting schemes, we could clearly see that the illuminance distribution generated by an LED linear array is more suitable for finger vein image acquisition.
A. Observation Model for Finger Vein Imaging
We will introduce the concept of observation model for finger vein imaging, upon which Algorithm 1 for self-adaptive illuminance control is built. The observation model of finger vein imaging consists of optical model of finger body [ Fig. 4(a) ] and photoelectric model of optical sensor or, namely, response curve [ Fig. 4(b) ]. The observation model explains the whole procedure that incident light E transmits through the finger body; the transmitted light E t is received by the camera, converted into digital signal, and recorded as pixel intensity G in image [23] . Let E denote the total incident light on finger surface, and E r denote light reflected from the finger surface. The residual E − E r will continue propagating through the finger body, some transmit through the finger body, and some are scattered. Some researchers pointed out that this process could be described by the following Koschmieder model [24] . Therefore, the light that could transmit through the finger body E t eventually is given by
We can see that E t is a combination of two sources: one is the light directly illuminated on the finger vein object (E − E r − E s )e −K d and the other is the light that transmits through the finger body indirectly after being scattered in its surrounding tissue E s (1 − e −K d ). Note that both of them will attenuate as they propagate through the finger body. The extinction coefficient of the finger tissue K could be approximated by taking the finger body as turbid medium. The thickness of the finger d decreases from the bottom of the finger to the tip of the finger. Then, transmitted light E t is converted into electrical signal and finally recorded as pixel intensity G. This nonlinear transformation is characterized by a response curve shown Fig. 4(b) . The response curve could also be formulated as follows [25] :
B. Adaptive Illuminance Control
In finger vein image acquisition, usually, we expect high-contrast images, where the pixel intensity is uniformly distributed within a certain range. However, under a uniformly distributed lighting condition (e.g., set the illuminance of each LED the same in our LED array), it is quite likely that overexposure occurs at the thinner part of the finger body, whereas underexposure occurs at the thicker part of the finger body. The information loss caused by overexposure and underexposure will consequently affect the image enhancement and the recognition rate. Although this problem could be solved by adjusting the illuminance of each LED manually, two major disadvantages hold back the use of this method: 1) it will become increasingly costly and time-consuming, as the number of samples increases, which is impractical for commercial use and 2) more importantly, there is no guarantee of the consistency of image quality due to the human operation. Therefore, we need a self-adaptive control algorithm that could quickly and automatically adjust lighting condition, so that most information of the finger vein pattern could be recorded in the captured image.
For this purpose, we need to review the response curve given in Fig. 4 ], for different light intensities are converted into the same pixel intensity. The maximum light intensity E max = 255 and maximum pixel intensity G max = 255 in this paper. Only in the working range of the optical sensor [E 1 , E 2 ], pixel intensity G will monotonically increase as the light intensity E t increases. What we are really interested is the middle section of working range [E p , E q ], because in this range, pixel intensity G is highly sensitive to the change of light intensity E t , and a small change of E t will result in a big change in G [25] . In another word, if the light is carefully adjusted so that E t falls into the range [E p , E q ], it will result in an image with high contrast in the range [G p , G q ]. Based on the previous discussion, we proposed a self-adaptive illuminance control algorithm, which could automatically adjust the illuminance distribution of the LED array, so that the transmitted light E t could fall into the range [E p , E q ]. The flowchart of the self-adaptive illuminance control algorithm is shown in Fig. 5 and the self-adaptive lighting adjustment algorithm is given in Algorithm 1.
Algorithm 1 works blockwise and controls the average pixel intensity of each block through adjusting the illuminance of each LED. As shown in Fig. 6 , the ROI of the acquired image is divided into eight blocks. The average intensity of the j th block at the nth iteration is denoted by G j,n ∈ [0, 255]. Correspondingly, the illuminance of the j th LED at the nth iteration is denoted by E j,n . The LED driver used in this paper controls the brightness of each LED E j,n through pulsewidth modulation (PWM) and L j,n is the step of duty cycle of the PWM signal output from each channel. The resolution for each channel is 8 b, which gives 256 adjustable steps between 0% and 100% duty cycle. The mapping between step L j,n and illuminance E j,n is linear
and we can see that L j,n = 0 yields 0% duty cycle (no light) and L j,n = 255 yields 100% duty cycle (maximum illuminance E max ). G 0 is the desired average intensity for each block, and we let G 0 = 128 according to the discussion in [23] .
Algorithm 1 Self-Adaptive Illuminance Control Algorithm for Finger Vein Image Acquisition
Input : Randomly initialize the illuminance for each
Acquire an image under current illuminance L j,n , j = 1, 2, . . . , 8, Calculate the average pixel intensity of each block (3) . This procedure will repeat until the average intensity of each block G j,n converges to G 0 . In practice, G j,n is not required to converge into G 0 exactly and it is only required to be in a proximity of G 0 , i.e., [G p , G q ]. Therefore, the adjustment could be viewed as completed when the average pixel intensity of each block falls into the range
With this illuminance adaptation, the algorithm could gradually increase the illuminance of LEDs, which points to the thicker part of the finger body while decrease the illuminance of LED, which points to the thinner part of the finger body. After adjustment, the pixel intensity of each block should be distributed within [G p , G q ] and this will yield an image with high contrast.
In current version, our database contains 2040 finger vein images, which are collected from 136 fingers of 17 volunteers. Among them, there are 13 male volunteers and 4 female volunteers aged from 22 to 37. For each subject, all 8 fingers are used and 15 images are taken. Each finger is exposed under a randomly initialized lighting condition, and then the illuminance distribution of the LED array will be adjusted using Algorithm 1 until the ideal lighting condition is reached. The image taken under this adjusted lighting condition will be saved to our database. For simplicity, in the following discussion, we will use a three-segment notation to uniquely represent each finger vein image in our database. The notation is defined as Si _L(R) j _k, where the first segment Si, i = 1, 2, . . . , 17 is the index for subject No.1to subject No.17; the second segment L(R) j, j = 1, 2, 3, 4 is the index for point finger, middle finger, ring finger, and little finger, respectively, and the prefix L or R distinguishes the finger of the left hand or the finger of the right hand; the last segment k = 1, 2 . . . , 15 is the index of images taken from each finger. For example, the notation S3_L2_1 represents the image No.1 taken from 2 nd finger (middle finger) of left hand of subject No.3. We summarized the properties of our database and listed them in Table I .
In addition, we randomly pick up four images from our finger vein database and two other published finger vein database [14] , [26] and compare them in Fig. 7 . From  Fig. 7(b) and (c), we can see different levels of underexposure and overexposure in images, whereas underexposure and overexposure are effectively eliminated and whole finger is illuminated appropriately in images collected using the proposed method [see Fig. 7(a) ].
III. IMAGE PREPROCESSING USING GABOR FILTER
In this paper, multiscale and multiorientation Gabor filters are used, so that they could adapt to vein patterns of different orientations and widths. In addition, in order to eliminate the negative effect caused by the constant background during filtering process, zero component is removed from Gabor filters. According to [27] , a multiscale and multiorientation Gabor filter with zero dc response is defined as
where
. σ m is the scale of the Gaussian kernel. θ n (0 < n < N) denotes the Gabor kernel direction. x and y are the rotational coordinates of the kernel direction. Given an initial value σ 0 , the iterative equation used to calculate σ m is
ν controls the dc response and γ controls the shape of the Gabor filter, and are defined in (7) and (8), respectively where N ∈ Z + is the number of orientations Gabor filter will take and it divides interval [0, π] into N even portions
where the half-magnitude frequency bandwidth F usually takes the value between 0.5 and 2.5 octaves. Before we end our discussion, we would like to address how original image is processed using the Gabor filter bank we designed. Given an image denoted as I (x, y). Then, I (x, y) is convolved with multiscale and orientation Gabor filters
where * denotes the operation of convolution. To obtain the best image enhancement, the final enhanced image R(x, y) is the ensemble results from all Gabor filters in the bank
where R(x i , y i ) is the resulted image. S = {1, . . . , M}, D = {1, . . . , N} and i denotes the image index. In convention, the vein part of image is highlighted, which is displayed as the dark part in the original image. All the parameters in Gabor filter kernels are listed in Table II .
IV. SPARSE REPRESENTATION-BASED METHOD FOR FINGER VEIN PATTERN RECOGNITION
In this section, we will briefly introduce an 1 optimizationbased learning algorithm for finger vein pattern recognition. Each finger vein image x ∈ h×w could be reshaped into a column vector x ∈ D (D = h × w). Given N image vectors from the kth class, we could pack these N vectors to form a sub dictionary, i.e., A k = [x k1 , x k2 , . . . , x kN ] ∈ D×N . By concatenating subdictionaries from each of the K classes, we will have the full dictionary A
Given the full dictionary A and an arbitrary test image y ∈ D from the kth class, a test image y could be approximated by a linear span of all basis in full dictionary A
is a coefficient vector associated with A. We can see that a is sparse, with all zero entries except for those entries belonging to the kth class. This is because the test image y is from the kth class and it is only related to basis from the kth class, i.e.,
Therefore, the problem of finding the sparse representation of a given finger vein image y is reduced to the problem of solving the linear system of equations Aa = y, A ∈ D×(N K ) . Usually, this difficulty is tackled by solving the 2 -norm problemâ 2 = arg min a a 2 s.t. Aa = y.
In spite of the easiness to solve the 2 
However, this is a nonconvex and NP-hard problem when the underdetermined linear system of equations is presented. This requires us to exhaust all the subsets of a to get a sparse solution. Thus, we need to approximate this problem using a similar convex problem that could be solved in polynomial time. Fortunately, 1 relaxation, as the tightest convex envelope to 0 norm, provides a fairly good approximation to problem [28] . In some literatures, it is also proved that if the solution a is sparse, then solving 0 optimization problem is equivalent to solving 1 optimization problem [29] , [30] . Problem in (15) is approximated by replacing the 0 norm with the 1 norm
We should also notice that based on (13), the test images are represented perfectly and there is no error between the linear representation and the original signal. However, this does not hold in most applications because of that the original signal will always be corrupted by noise. With a slight modification, (13) could be rewritten as
where the term n ∈ D denotes the measurement noise, which is bounded by a small positive number , n 2 < . Plugging (17) into (16), the problem defined in (16) becomeŝ
There are numerous off-the-shell algorithms that could solve the 1 optimization problem, such as Homotopy, OMP, DALM, and FISTA [31] , [32] . In this paper, Homotopy algorithm 1 is used to find solution a for problem defined in (18 
Algorithm 2 Sparse Representation via 1 Norm for Finger Vein Pattern Recognition
Input : A full dictionary matrix A consists of all training samples,
An error tolerance = 10 −6 Output: predicted class of y Normalize the columns of dictionary matrix A using 2 norm Solve the 1 -optimization problem given in Eq. (18) a 1 = arg min a a 1 subject to y − Aa 2 < Compute the residuals r k (y) for each of K classes as follows
Output the class which has the smallest residual r k (y) as the predicted class of y
is originally developed by Osborne et al. [33] to solve the overdetermined 1 optimization problem and later extended to solve the underdetermined 1 optimization problem by Donoho and Tsaig [32] . It has been proved by [32, Th. 1] that Homotopy has "k-step solution" property. It means if the final solution contains only k nonzero components, Homotopy only needs k iterative steps to find this solution. Therefore, as long as the underlying solution is sparse, Homotopy could find this sparse solution efficiently. The complete sparse representation via 1 norm algorithm for finger vein pattern recognition is given in Algorithm 2.
Here, δ k (x) is a characteristic function n → n and used to select specific entries from x ∈ n . Applying δ k (·) toâ 1 , we could select N entries that associates with the kth class out of 
where j = 1, . . . , K and n = 1, . . . , N.
V. EXPERIMENT
In our system, an LED linear array, consisting of eight LEDs, is used as our light source. The peak of emitted light is at 850 nm and bandwidth is 50 nm. A USB Webcam with an 850-nm NIR filter is used to acquire the finger vein image. An eight-channel LED driver TLC59108 is used to control the illuminance of the LED linear array. STC89C52RC MCU is used as slave to communicate between the LED driver and the host computer. An image acquisition software is developed under VisualC++6.0 and OpenCV1.0. Desired pixel intensity range is set to [100, 156] and G 0 = 128 correspondingly. We set step size μ = 0.5 and iteration maximum number N = 5.
The acquired images in our database prove that the proposed algorithm could effectively adjust lighting condition and eliminate underexposure and overexposure. Here, we will demonstrate the details about the procedure of self-adaptive illuminance control. The little finger of the 1 st subject is taken as an example and illuminance is adjusted for four iterations. The light intensity change of eight LEDs as well as the pixel intensity change of eight blocks in acquired image are listed in Table III and the corresponding image acquired at each iteration is shown in Fig. 9 .
In Fig. 9 , in the initial state n = 0, the whole image is dark, because the initial illuminance is very low. Then, control algorithm will adjust the illuminance based on the average pixel intensity of each block Fig. 6 . Then, the light illuminance will be adjusted according to (3) . In this demonstration, after three iterations, the pixel intensity of each block has converged to the desired range [100, 156]. At this moment, light intensity and pixel intensity may oscillate slightly. Then, image taken under this stable lighting condition will be saved to our database. Next, we will thoroughly evaluate the performance of system in terms of recognition rate. In addition, we need to emphasize again that each finger is treated as a class; therefore, we have 136 different classes in our database (K = 136). A sample of the original images together with enhanced images could be found in Fig. 8 and details for the database could be found in Table I . Algorithm 2 is used for recognition in the final stage of our system. In addition, it should be noted that all samples from the training set and the test set are downsampled before recognition process. The reason is that downsampling could effectively reduce the computing time while still maintain a competitive recognition rate compared with the result where the original image is used [34] . In our experiment, MATLAB built-in function imresize() is used as downsampler. In the downsampling mode, the function will first apply a low-pass filter to original image to avoid aliasing before downsampling is performed. In order to keep the original aspect ratio, the finger vein image is downsampled by a fixed rate of 1/9 along both x-and y-directions. In practice, downsampling rates along the x-direction and the y-direction should be determined by the specific application. For instance, in VLSI implementation, the image should be better off downsampled to the power of 2, e.g., 64 × 16, 64 × 32, and so on.
Moreover, 5-fold cross-validation is used in our experiment, because cross-validation could effectively reduce the bias in classification performance when different training samples are used. Cross-validation will first divide the entire data set into arbitrary folds evenly, among which several folds are used as training set and the remaining as test set, and then shift training set and test set until each sample appears in training set once. Initially, the images No.1-No.3 taken from eight fingers of both the hands from all 17 subjects (i.e., {Si _L j_k, Si _R j_k} i = 1, 2 . . . , 17, j = 1, 2, 3, 4, k = 1, 2, 3) are assigned to the test set and the remaining images (i.e., {Si _L j_k, Si _R j_k} i = 1, 2 . . . , 17, j = 1, 2, 3, 4, k = 1, 2, . . . , 15, k = 1, 2, 3) are assigned to the training set. Therefore, we have 408 images in the test set and 1632 images in the training set. Then, we shift the test set and the training set as follows: images No.4-No.6 taken from eight fingers of both the hands from all 17 subjects (i.e., {Si _L j_k, Si _R j_k} i = 1, 2 . . . , 17, j = 1, 2, 3, 4, k = 4, 5, 6) are assigned to the test set and the remaining images (i.e., {Si _L j_k, Si _R j_k} i = 1, 2 . . . , 17, j = 1, 2, 3, 4, k = 1, 2, . . . , 15, k = 4, 5, 6) are assigned to the training set. We repeat this procedure until each sample is used in training set once. The final recognition rate is the average results of five rounds cross-validation experiments.
In each round, we calculate the coefficient vector a using Algorithm 2, based on a full dictionary matrix A and a test image vector y. Then, residuals r k (y), k = 1, . . . , 136 for each class are compared and the kth class that has the smallest residual is regarded as the predicted class. We selected two images S3_R1_1 and S7_L1_1 plotted their residuals distribution r k (y) in Fig. 10 . From both the images, we could see that the smallest residual occurs at the true class of the test image y.
The average recognition rate on each of 136 fingers over five rounds of cross-validation experiments is reported in Table IV. We also recorded the average of overall recognition rate and running time for each round in Table V . The recognition rate used in this paper is defined as follows:
where C Table IV , we could find out the impact of different fingers on the recognition rate. The index finger and middle finger are the best candidates for this task. The performance on the ring finger and little fingers are quite unstable. Thus, we recommend that the finger vein-based human recognition system should use multiple fingers jointly for registration and recognition. For some applications, where computational power is limited and only single finger is used for recognition, we suggest to use the point finger and the index finger for this task due to their higher recognition rate and stable performance. Moreover, apart from measuring the accuracy of classifier using RR, we also want to measure the relative error between correctly classified cases and all incorrectly classified cases or the confidence of classifier on predicted results. Margin could be a very suitable metric for this purpose and it is analyzed in [35] . However, original definition of margin could only apply to the case of binary classification. For the case of multiclassification, a commonly accepted adaptation is defined as follows [36] :
where y and k * denote sample and true label associate with the sample. Hypothesis h(y, k) indicates the prediction probability on class k ∈ {1, . . . , K }. By observing Fig. 10 , the residual value associated with each class is inversely proportional to the predicting probability on this class. The smaller the residual value r k (y) is, the higher the probability that the sample belong to the kth class. Therefore, in this paper, hypothesis h(y, k) could be defined based on r k (y)
where r(y) = [r 1 (y), . . . , r K (y)] T ∈ K and K = 136. Combine (23) and (24), we could calculate the margin for each sample. To better analyze the results of margin, the cumulative distribution of margins is shown in Fig. 11 . According the definition of (23), margin indicates the difference between prediction on true class label and prediction on the most probable false labels. Therefore, we hope that the margin of each sample is as large as possible, so that samples from different classes are more distinguishable. The average margin for over each finger and each cross-validation experiment is 0.51. This average margin is large enough to yield an overall recognition rate of 95.15%.
VI. CONCLUSION AND DISCUSSION
In this paper, a practical finger vein-based personal identification system is designed and verified through experiments. In addition, we showed that recognition rate is largely affected by the completeness of the finger vein pattern. Through our acquisition equipment with the effective illuminance control algorithm, we are able to acquire high-quality finger vein image. In this way, the useful information for personal identification could be largely retained in the finger vein image. A well-designed Gabor filter bank could enhance the original gray-scale image and extract more accurate texture features of finger vein pattern. Finally, a sparse representation via 1 norm algorithm is used to predict the true class of test image. In the future, we would like to extend this paper along the following directions.
First, a Gabor filter bank of 24 filters is used this paper, which, however, is more than necessary based on our results of our experiments. From Fig. 8 , we can see that the majority of finger veins grow vertically, while some grow diagonally or antidiagonally. Rarely will we see vein growing horizontally. In addition, since the width of the finger vein is always limited, not the all scales are needed. Therefore, we might be able to remove the filters from the filter bank whose orientation θ is close to π/2 and whose scale σ is either bigger than the maximum width of the finger vein or smaller than the minimum width of the finger vein.
Last but not the least, we are still in the process of extending our database. As the number of the samples keeps increasing, the dictionary matrix A will be become ever large. Consequently, the referring time will increase linearly, which renders 1 optimization inappropriate for this task. Thus, the machine learning-based method, such convolutional neural network CNN, which though requires rather long training time but quite short referring time, could be potentially used in our future work.
