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Abstract of thesis entitled: 
Unsupervised Model Adaptation for Continuous Speech 
Recognition Using Model-Level Confidence Measures 
Submitted by KWAN Ka Yan 
for the degree of Master of Philosophy 
in Electronic Engineering 
at The Chinese University of Hong Kong 
in June 2002. 
Model adaptation aims at improving the performance of automatic speech recognition 
systems by reducing the acoustic mismatch between training data and the input 
utterance to be recognized. In unsupervised adaptation, the transcription of adaptation 
utterances is not known. Text output generated by the recognizer is used instead. Given 
that no recognizer is perfect, it is inevitable that erroneous information is used for 
adaptation. This may lead to incorrect adjustment of the recognition system. To 
alleviate such effect, confidence measure is applied to identify the adaptation data that 
are recognized with low reliability. 
Confidence measures have been widely used for the detection of speech recognition 
errors. They are also useful in selecting and screening data for unsupervised adaptation 
of hidden Markov model (HMM). In our work, a model-level confidence measure is 
i 
proposed for model adaptation with the Maximum Likelihood Linear Regression 
(MLLR) techniques. Model-level confidence measure provides a finer selection of 
adaptation data than word or utterance level measures. Moreover, we propose to 
compute confidence score based on not only the recognized models but also other 
models that are easily confused with them are involved in the computation. 
The proposed methods are evaluated in three recognition tasks that are different in 
recognition domain and/or acoustic channels. It is found that these two conditions 
affect the performance of confidence measure significantly. Experimental results show 
that the proposed confidence measures improve the effectiveness of unsupervised 
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Chapter 1 Introduction 
Chapter 1 
Introduction 
Human-computer communication is highly concerned when computers are becoming 
more and more powerful and popular. We would like to see that such a communication 
system is just as effective as human-to-human communication. The first thing it should 
be able to do is that the computer understand what we are speaking. This is made 
possible by speech recognition techniques, which convert speech signals into text 
information. 
1.1. Automatic Speech Recognition 
Automatic speech recognition (ASR) [1] is the process that translates a piece of speech 
into text. In order to let the computer understand human speech, the mappings between 
acoustic speech signals and text symbols need to be established. The basic unit in this 
mapping is called acoustic model. An acoustic model may represent a phrase, word or 
phoneme depending on the application. 
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Figure 1-1: The flow diagram of an ASR system 
Figure 1-1 shows the simple flow of an ASR system. The unknown utterance would 
be compared with all acoustic models in the database. Meanwhile, language models are 
used to impose linguistic constraints on the combination of words and the probability of 
word occurrence. These constraints help to exclude the output that is grammatically or 
lexically incorrect. In the pattern matching process, the best-matched acoustic model 
would be selected and the corresponding text symbols give the recognition result. 
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1.2. Robustness of ASR Systems 
Usually, users of ASR system are unknown at the development stage. Therefore, the 
system should be robust to the variation of speakers and environment conditions. The 
acoustic models of such system are usually trained with utterances from different 
speakers or conditions so that the models can describe more general characteristics. 
However, the generality is limited by the storage capacity of the acoustic models 
and the number of training speakers available. The general acoustic models can hardly 
represent all particular and special features under different operating conditions. This 
would cause the mismatch between the training utterances of the acoustic model and 
the input utterances to be recognized. For example, an acoustic model represents the 
speech of native speakers in a quiet environment, but the input speech is spoken by a 
non-native speaker in a noisy place. Such mismatch tends to degrade the recognition 
performance. Although general acoustic models can represent the general characteristic 
of different conditions, it may not be suitable to capture some specific features in 
different cases. The performance would be affected by such mismatches. 
Many methods has been proposed to tackle this problem, such as combination of 
noise and clean speech model [2], prediction and modeling of pronunciation variations 
[3] and adaptation of acoustic models [4]-[7], which is the focus of this research. 
The combination of noise and clean speech model can be applied in noisy 
recognition environment. The pronunciation variation dictionary can help to solve the 
problems of pronunciation variation of the same word. It is useful in the recognition of 
non-native speech. When the recognition condition is fixed, model adaptation can solve 
both of these problems. 
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1.3. Model Adaptation for Robust ASR 
Model adaptation attempts to use a small amount of data, e.g. a few minutes of speech, 
to adjust the acoustic models in an ASR system. This is shown in Figure 1-2. The 
general acoustic models are tuned based on the adaptation speech and its content, in the 
hope of reducing the mismatch between them. 
Model adaptation is one of the most common approaches for speaker adaptation 
[4]-[7]. It has been widely applied to voice dictation systems and voice-enabled inquiry 
system [8]. There are many model adaptation techniques: speaker clustering [4], 
Maximum a Posterior (MAP) [5], Maximum Likelihood Linear Regression (MLLR) [6] 
and Eigenvoice [7]. 
^ 广 ； \ General 
Adaptation Speech Model 
utterance 
N ^ g ^ 乂 / y | 、 乂 
f \ k M o d e l “ I [ Z l J ) A二t:�ci 
Content of m^^^ A d a p t a t i o n I 
speech data / 
Figure 1-2: The flow diagram of model adaptation 
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Speaking clustering [4] is the simplest model adaptation technique to cluster the 
training speakers into different classes, may be according to their gender, speaking 
style or other speech characteristics. Instead of training only one general acoustic 
model, each class has its own acoustic model. The adaptation speech is firstly matched 
into a particular speaker/class and then the acoustic model of that class is used for 
recognition. Although the most suitable acoustic model for the input speech is selected, 
the parameter of acoustic model cannot be tuned by the input speech. 
In order to improve performance of model adaptation, many techniques are 
proposed to adjust the acoustic model with the feature of input speech utterance. 
Eigenvoice [7] attempts to find the eigenvectors of the acoustic model. Based on the 
feature of adaptation speech, the newly adapted acoustic model would be formed as the 
combination of the eigenvectors. Maximum a Posterior (MAP) [5] tries to find the 
adapted model by using the linear combination of adaptation speech and acoustic 
models. Maximum Likelihood Linear Regression (MLLR) [6] is a transformation-
based adaptation. The last two techniques will be discussed in Chapter 3. 
Model adaptation can improve recognition performance. However, if the content of 
adaptation speech is not correct, the effectiveness of adaptation result would be affected. 
For example, in the adaptation speech, the speech data of word “一，, is wrongly mapped 
to “七”.Then the model of “七” is adapted by the speech data of ‘‘一，’. Therefore, when 
you speak “一” next time, it may be recognized as “七，，.To filter these errors in 
adaptation speech, "confidence measure" can be used. 
Confidence measure attempts to represent the reliability of the recognition output [9] 
-[II]. There are many techniques of computing the confidence measure. One is using 
5 
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the length of the recognized word. The longer the word, the more reliable the word is. 
Another approach is using the acoustic score or language model score of the recognized 
word to determine the confidence score. And there is a method to use the word lattice 
and summarize all the above methods [10]. The method we used in our work is called 
"the word density" [9]. The occurrence frequency of the word in the N-best hypotheses 
is used to determine the confidence measure. It is reasonable to believe a recognized 
word, that is found in most hypotheses, is correct. This method is chosen since it uses 
not only the information of acoustic and language model but also the occurrence 
frequency in the N-best hypotheses. 
In order to facilitate model adaptation, we try to find the reliability of a model rather 
than a word. Besides, the confusion matrix is used in the computation of confidence 
score since the pronunciation variation degrades the recognition performance and 
affects the estimation accuracy of confidence measure. Adding the information of 
confusion matrix can further improve the confidence measure. 
By the integration of confidence measure in model adaptation, the recognition 
performance is improved. 
1.4. Thesis outline 
The thesis will be divided into six chapters. A brief introduction of speech recognition 
system and a study of the acoustic model used in our project, hidden Markov model, 
will be given in the next chapter. Then we will discuss speaker adaptation in Chapter 3. 
MAP and MLLR will be compared and the adaptation performance in different tasks 
6 
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will be discussed. In Chapter 4, we will talk about the word-density confidence measure 
and compare the word-level and model-level confidence measures. Moreover, the use 
of confusion matrix for modeling pronunciation variation and its incorporation into 
confidence measure will be described. The integration of confidence measure in model 
adaptation will also be evaluated in Chapter 5. Finally, conclusions will be given. 
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Chapter 2 
Fundamentals of Continuous Speech 
Recognition 
Automatic speech recognition (ASR) is a process to translate a piece of speech to text. 
The block diagram of an ASR system was given as in Figure 1-1. Input speech is 
converted to feature vectors in acoustic front-end. Then the feature vector is translated 
to a text output in recognition module. 
2.1. Acoustic Front-End 
In this process, the speech signal is converted into some parametric representations, 
‘ commonly referred to as feature vectors. Feature vectors contain useful materials of the 
signal and must be compact in size. Usually, each feature vector is used to represent a 
short duration of speech (typically about 25 ms). The speech signal is assumed to be 
stationary over this duration. 
Among many proposed feature vectors, Mel-Frequency Cepstral Coefficients 
(MFCC) [1], Linear Prediction Coefficients (LPC) [2], Perceptual Linear Predictive 
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(PLP) Coefficients [3] have been most commonly used for speech recognition. All of 
them try to extract the speech information according to the human perception of speech 
signal with a small number of parameters. All parameters are independent of each 
others. 
In our work, MFCC is used as the acoustic feature, which is based on filterbank 
analysis. The mel-frequency scale provides a non-linear frequency resolution according 
to human perception. Feature vectors are generated every 10ms. Each vector represents 
25 ms of the speech waveform. Each vector contains 39 elements with 12 MFCC and 
their energy, as well as their first and second derivatives. 
2.2. Recognition Module 
The Recognition Module is the core of the whole ASR process. It is a pattern 
recognition process in which we would like to find a word sequence 恢所似 from all the 
possible W, by maximizing a posterior probability P(W\0). Thus is the best match with 
a sequence of feature vector O. 
Wm狀=arg max P{W O) eq. (2-1) W 
However, direct estimation of a posterior probability is not possible since there is a 
huge number of possible word sequences. Using the Bayes' Rule, eq. (2-1) can be 
written as 
W^ ax = arg max P{0^)P{W) eq. (2-2) 
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P(0\W) is the probability of O being observed when the word sequence V^is given. 
P(W) is provided by language model, which depends on the application and is 
independent of speaker and speaking environment. And, P(0\W) is provided by 
acoustic model. 
The acoustic model attempts to characterize the statistical variation of acoustic 
observations. The performance of acoustic modeling would be affected significantly 
when there exists mismatch between the input utterance and the speech data used to 
train the acoustic model. Model adaptation tries to adjust the acoustic model in order to 
reduce such mismatch. 
The details of acoustic modeling using hidden Markov model (HMM) will be given 
below. In addition, since the recognition tasks being investigated in this research focus 
on Cantonese, the characteristics of this Chinese Dialect will be described. 
2.2.1. Acoustic Modeling with HMM 
An acoustic model represents a speech unit. The speech unit can be a phrase, a word or 
a phoneme. For a large vocabulary recognition system, it is impractical to model word 
or phrase level units since the number of required models would become uncontrollably 
large. Subword speech units, e.g. phonemes or phone-like units, are used. And a lexicon 
is used to describe each word by the combination of these subword units. 
12 
Chapter 2 Fundamentals of Continuous Speech R{'.cognition 
Hidden Markov model (HMM) has been commonly used for acoustic modeling [4]. 
It is a finite state machine that is suitable to model time-varying pattern like speech 
signal. The typical topology of an HMM for ASR is shown below: 
Figure 2-1: Topology of a HMM 
Each HMM has three probability measures: initial state distribution probability, 
state transition probability and observation probability density function. The state 
transition probability is used to describe and control the state transition while the 
observation probability density function is used to model the statistical distribution at 
each state. 
The beginning and ending states of an HMM do not contain any statistical 
parameter. It is used for the concatenation with other models. The transition between 
states is usually from left to right or self-looped. However, for some special speech 
units，such as silence, right-to-left or skip-state transitions may also be allowed. The 
state transition probability is equal to zero for illegal transitions and the rest are 
estimated in statistical approach. 
Each state is represented as mixtures of multivariate Gaussian distributions. Each 
Gaussian distribution is specified by a mean parameter [i and a covariance matrix E. 
The components of a feature vector are assumed to be independent, so that E becomes 
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a diagonal matrix. By using diagonal covariance matrix, the computational efficiency 
will be greatly increased. 
Given an observation sequence O = [Oj, o】，o^, 0丁] in duration T, the 
probability for state j to generate the vector o^  is computed as 
M 
“1 eq. (2-3) 1 1 _ N{Ot.,�Xjk) = 冗广 I j k y (o,-gjk)] 
where w^ is the weight for mixture component k and Nio^ijUj；^, ！：休)is the multivariate 
Gaussian distribution of dimension n that make up the output distribution of 7. 
The parameters of HMM, including means, covariance matrices, state transition 
probabilities and initial state distributions probability, can be estimated by the Baum-
Welch forward-backward training algorithm [4]. 
2.2.2, Basic Phonology of Cantonese 
Cantonese is a monosyllabic and tonal language. Each character is pronounced as a 
syllable. There are about 1,800 tonal syllables. Disregarding the tone identifies, these 
syllables are called base syllables. The total number of base syllables is 665. A base 
syllable is combined with two components, an Initial and a Final. There are 19 Initials 
and 53 Finals in Cantonese [5]. These two basic components are called base-IF. The 
LSHK phonemic transcription scheme is used in our work. 
Table 2-1 depicts the hierarchy of Chinese syllable. The number in the bracket is the 
total number of this unit. Initial onset and Final coda are optional and may not be found 
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in the unit. Moreover, only consonants are found in the Initial onset while vowels are 
contained in the nucleus. 
Base Syllable (665) 
Initial (19) Final (53) 
[Onset] (19) Nucleus (8) [Coda] (8) 
Table 2-1: Phonologies hierarchy of Cantonese Syllable 
2.2.3. Acoustic Modeling for Cantonese 
The number of word is huge and thus it is difficult to use a word as the basic unit of 
acoustic model. Subword units are used instead and each word is mapped to a 
combination of subword units. In Cantonese, the subword unit is usually base-IF. 
In order to better handle the co-articulation effect, context-dependent base-IF is 
used, which is a base-IF with a specific right context. It is called as biphone. Except 
silence and short pause models, all HMMs are biphone models. Here is an example of 
the context-independent models and biphone models corresponding to a word sequence 
<Sil兩手和黃Sil> 
Context-independent models Sil I_1 F_oeng I一s F_au l_w F_o l_w F_ong 
Biphone models Sil I_l+F_oeng F_oeng+I_s I_s+F_au F_au+I_w I_w+F_o 
F—o+I_w I_w+F_ong F_ong+Sil Sil 
Table 2-2: Context-independent and biphone models sequence for the word 
sequence < Sil 兩手禾口黃 Sil> 
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The prefix denotes an Initial and “F一” denotes a Final. For example, in a 
biphone model "I_l+F_oeng", "F_oeng" is the right context of the base phone "I_1". 
The number of context-dependent models may be very large if all possible contexts 
are modeled. It would cause a heavy computation afford in training and recognition 
processes. In order to reduce the number of parameters, decision-tree based state 
clustering is applied so that states with similar features would be tied together [5]. 
2.2.4. Language Modeling 
A language model gives constraints in concatenating the words to form grammatically 
correct strings. The probability of each pair of word is estimated by statistical approach. 
N-gram language model provides different probabilities to a word depending on its N-
1 previous words. If N increases, the combinations of word sequence would increase 
exponentially. In our work, bigram language model is used. Therefore the probability 
that a word concatenated with its pervious word is determined. 
In order to reduce the number of parameters in training and recognition process, a 
class-based language model has been proposed [6]. All words are first clustered into 
different classes. The clustering is usually based on the part of speech and also the 
application of system. Then, instead of finding the probability that two words are 
concatenated, the probability of the combination of two classes that the words belong to 
is used. Since the number of classes is usually much smaller than that of words, the 
number of parameters decreases. 
16 
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Chapter 3 
Unsupervised Model Adaptation 
A hidden Markov model (HMM) based speech recognition system tends to perform 
badly when operating in a mismatched condition. This mismatch refers to the 
difference in speaker's characteristics, speaking styles, accents, transmission channels 
or environments between training utterances and the utterance to be recognized. In 
order to reduce this mismatch, model adaptation is used. 
In this chapter, we will focus on unsupervised model adaptation techniques. Two 
commonly used methods, Maximum a Posteriori (MAP) [1] and Maximum Likelihood 
Linear Regression (MLLR) [2], are described. Moreover, we would evaluate these 
techniques in three different recognition tasks and try to find the optimal parameter 
setting for each task. 
3.1. A General Review of Model Adaptation 
A speech model is usually trained for a particular condition. Such condition-specific 
model has better recognition performance than a general model, e.g. a speaker 
18 
Chapter 3 Unsupervised Model Adaptation 
independent (SI) model. Condition-specific model captures the characteristics of a 
speaker or acoustic condition while a general model tends to cover many different 
speakers or conditions simultaneously. Large amount of acoustic data is required to 
train a condition-specific model. This is not practical in most applications. Therefore, 
model adaptation is needed to make a general model become a condition-specific 
model. 
Model adaptation attempts to adjust the model parameters with a small amount of 
data so that the adapted model better suits the new operating condition and the 
mismatch between model and data can be reduced. 
Speaker variation is one of the major types of condition mismatch being 
encountered in speech recognition. Model adaptation can minimize such mismatch and 
it is one of the approaches to achieve speaker adaptation. Another approach is speaker 
normalization [4]. Speaker normalization attempts to transform the short-time features 
of the new speaker's speech in the feature extraction part. The input speech is 
normalized so that the mismatch of feature between training speakers and the new 
speaker is minimized. However, it is difficult to model the characteristic of human 
vocal tract which limits the development of this technique. 
Our research deals with HMM-based speech recognition system. There are two 
ways to perform model adaptation: supervised adaptation and unsupervised adaptation. 
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3.1.1. Supervised and Unsupervised Adaptation 
If the true content of the adaptation data is known, supervised adaptation is done as 
shown in Figure 3-1. 
c " * -:，‘‘‘ > 
^ , General :: 
Adaptation | “ jVIodd , 
Speech data I 众、, 
\ •••llllllll # V / / I 、 
�， -A Adapted ^ \ Model IZ^ Model 
Known content V ^ ^ Adaptation I 
我想丨丨彳： I ^ 
唔該三手i�l®地產 I 
Figure 3-1: The flowchart of supervised adaptation 
If the content is not provided, the adaptation must be done in an unsupervised 
manner. In this case, the adaptation data firstly pass through a speech recognition 
system so as to obtain a hypothesis of the content. The general model is then adjusted 
based on the hypothesis. The flowchart is shown in Figure 3-2. 
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( \ 
Adaptation _ 
Speech data _ 
Recognizer \ \ General 
\ \ Model 
^ ^ ^——^ 
� T = S � n s � C = ^ f M o d e . 
I Adaptation I 
唔該三手恒基地產 •   
Figure 3-2: The flowchart of unsupervised adaptation 
For unsupervised adaptation, the effectiveness of adaptation depends on the 
accuracy of the recognizer. Recognition errors mean the incorrect mapping between 
observation vectors and the models to be adapted. The model would be adjusted by the 
unrelated observation vector. This error would affect the estimation of the adapted 
model. Therefore, unsupervised adaptation usually performs worse than the supervised 
adaptation does. 
Unsupervised adaptation is usually used since the content of the input speech is 
unknown in most applications. It would be better if there is an automatic mechanism to 
filter out the recognition errors. Confidence measure is one of such techniques. The 
concept of confidence measure is related to the correctness and reliability of a 
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recognition hypothesis and hence facilitates certain kind of supervision for 
unsupervised adaptation. In this way, the quality of adaptation data could be better 
controlled [3]. This will be discussed in the next chapter. 
Another practical problem in adaptation is the insufficient amount of adaptation 
data. It is difficult to get a large amount of data for adaptation in most applications. 
Therefore, a good adaptation technique should be able to extract as much information 
as possible from limited adaptation data. One possible way is to make use of the N-best 
recognition outputs. 
3.1.2. N-Best Adaptation 
Nowadays, many recognizers can generate not only the most possible hypothesis but 
also N hypotheses ranked by their path scores. These N hypotheses both carry the 
information about the input speech that is valuable to the adaptation. Therefore, it is 
advantageous to involve not only the first best hypothesis but also some lower-rank 
hypotheses. It is called N-Best Adaptation. 
To ensure the balanced contributions from different utterances, each hypothesis 
would be weighted by a certain factor, which is equal to the reciprocal of the number of 
hypotheses. Therefore, the sum of all weightings is 1. In this way, the contributions of 
an utterance with only a single hypothesis and one with multi-hypotheses are the same. 
22 
Chapter 3 Unsupervised Model Adaptation 
After a general review on the concept of model adaptation, two major model adaptation 
techniques, Maximum a Posteriori (MAP) and Maximum Likelihood Linear 
Regression (MLLR), will be discussed in details. 
3.2. MAP 
MAP is based on the Bayesian estimation with prior knowledge of model incorporated 
in the adaptation. Since a posterior probabilities are maximized in this approach, it is 
called Maximum A Posterior (MAP). Being different from Maximum Likelihood (ML) 
estimation, Bayesian estimation assumes that the parameters are random vectors that 
carry prior information. The adaptation data are used to adjust the values of the 
parameters. 
In parameter estimation, we need to find out the optimal parameter that maximizes a 
posterior probability given observation O. Using the Bayes Theorem, the a posterior 
probability is as 
尸(乂 � - eq. (3-1) 
where A denotes the parameter of the system and the g(A) is a priori distribution of the 
parameter. 
Then the MAP estimate A脚 can be defined as follow. 
义腳=arg m p p(x | yi)g(A) eq. (3-2) 
A 
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The MAP estimates of the Gaussian mixture components can be found by applying 
the EM algorithm. Adapted mean is computed as follow. 
T 
m, = f — — eq. (3-3) 
Tk+tckt t^O 
, W) 
where c 奴=  
1=1 
In this equation, jUj^  is prior mean which is usually defined as the general mean, is 
the weight factor, controlling the balance between the initial model and adaptation data. 
Usually the weight factor is the same among all models. 
Graphically, the relation among the observation vector jc,，the general mean vector 
Jiik and the adapted mean m^ can be illustrated below. 
SI mean (/4) 
MAP estimate mean (m切） 
/ • � Observation � 
, t. I r - . r - ) 
z Ratio = ,=0 j: I ^ ！ T i I T I 
？=0 j ： ？=0 2 »»•••••«•••••«»«••.—.“ 
Figure 3-3: The geometric description of MAP 
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The MAP adapted mean can be simplily viewed as the linear combination of the 
general-condition mean and the observation vector. By increasing the amount of 
T 
adaptation data, is comparable or even much larger than the weight factor 
f=0 
Then the effect of the observation vector would be dominant and the MAP estimation is 
very similar to the ML estimation. On the other hand, the adapted mean remains close 
to the general mean when the adaptation data are insufficient. 
The disadvantage of MAP is that it involves only the parameters of the models that 
are observed in the adaptation data. For a system with large number of models, the 
required adaptation data are fairly large in general. In order to tackle this problem, some 
reserachers proposed an additional training. It is believed that those model vectors close 
in space would have similar degree of adjustment. According to the movement of the 
surrounding adapted models, the unadapted models are also updated [5]. 
3.3. MLLR 
Maximum Likelihood Linear Regression (MLLR) uses linear transformation to adapt 
HMM parameters based on the maximum likelihood criterion [2]. Each transformation 
is applied to a group of HMM parameters. It is firstly applied in the transformation of 
mean vectors and further extended to variances [6]. By sharing transformations and 
data, this method can lead to performance improvements with relatively small amounts 
of adaptation data. 
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3,3.1. Adaptation Approach 
The adaptation of a mean vector is done by applying a transformation matrix W^  to the 
extended mean vector 么=[7, i.e. 
eq. (3-4) 
Therefore, mean vector in the probability density function b/oj in eq. (2-3) is 
replaced by the product of transformation and mean vector. The function can be 
expressed as follow. 
bs � =( 2 幻 • 書 減 ) eq. (3-5) 
If each Gaussian distribution has its own transformation matrix, essentially a 
complete re-estimation of the means has been done. However, the amount of data is 
also same as that required for the training process. When adaptation data is only in 
small amount, some distributions may not have any data or have small amount of data 
but not enough for estimating a good transformation. Therefore, grouping distributions 
and thus sharing transformation is a good solution. For an unseen distribution, it can 
still be adapted by the shared transformation. 
Gaussian distributions are tied into several groups first and the transformation is 
estimated using data from all distributions in the same group. It is crucial to determine 
the number of groups dynamically according to the amount of adaptation data. This is 
done based on a regression class, which will be discussed in Section 3.4.4. 
26 
Chapter 3 Unsupervised Model Adaptation 
3.3.2. Estimation of MLLR regression matrices 
The total likelihood of HMM sequence X generating the observation sequence O is 
F{0\X) = Y,F{0,e\X) eq. (3-6) 
9eQ 
where 0 is the set of all possible state sequences of length T and F(0, 6 | A.) is the 
likelihood of O with the state sequence 6 given the model 儿 
To maximize F(0 | X), an auxiliary function Q(A\ is defined as, 
2(人 A’）= 2>(0，列 A) log(F(0,…力） eq. (3-7) 
Maximizing Q{k\ A’) over A improves A，in the sense of increasing the likelihood 
P(0\ A). Our ultimate goal is to estimate W^ which is only included in the function b/oj. 
Therefore, the auxiliary function can be rewritten as 
Q(义,义,)=constant + log(b決(o,)) eq. (3-8) 
0e& t=l 
Defining S as the set of all state distributions in the system and expanding 
log(bjoj), the auxiliary function becomes 
1 ST ；I,) = constant + — | /l)^ ； T V, (t)[n log(2;r) + 
2 片 e q . (3-9) log I Cj I 
where ^ ( 0 = — ^ A ) j=i 
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Ys(t) is the a posteriori probability of occupying state s at time t given the 
observation sequence. 
Differentiating Q(X\ A') with respect to W, and equates to zero to find the maximum 
of Q(Ji\ A'). 
去 2 0 U , ) =尸 ( O | � i > ,�C ; i ( � - W ^ O C - 0 eq. (3-10) 
eq. (3-11) t=i t=i 
Since those transformation matrices are shared by R states {^；, s : , . . . � } , the 
summation will be performed over all R states. The equation becomes 
t Z r s州 足/ = z t r s r ( O c ; X L L ' eq. (3-12) 
？=1 r=l (=1 
To derive a re-estimation formula for the tied case, the above equation is rewritten 
as 
� 二 ； � eq. (3-13) 
r=l (=1 r=l 
D � = �i , 
If the left-hand side is denoted by the nx(n+l) matrix Y with elements y, the 
individual matrix elements of V i W, and D(r) are denoted by v/"), w,). and d j " 
respectively. 
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n n+l R 
eq. (3-14) 
p=l <7=1 r=l 
Since a diagonal covariance matrix is used, then 
wheni 二 P eq.(3-15) 
'=1 [ 0 when i * p 
Defining a matrix G � has (n+l)x(n+l) elements gjf) 
；) eq. (3-16) 
Therefore, eq. (3-13) can be simplified 
兄 : / = £ � � eq. (3-17) 
产1 
Then 
w. �-1兄. eq. (3-18) 
where and are the 产 rows of W^ and Z, respectively. For N component mean, we 
need to find the inverse of N matrices G� for each transformation matrix W,. 
3.3.3. Least Mean Squares Regression 
Least Mean Square (LMS) Regression is a special case of MLLR. It assumes that 
distributions have identical covariances when they share same transformation. Thus, 
the eq. (3-10) can be further simplified to 
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t Z Ysr ( O o ^ L ' = t t r s r ( O W ^ U s r ‘ e q . ( 3 4 9 ) 
r=l f=l r=l t=l 
If the Viterbi algorithm is used for search, Ys(t) acts as the selection of adaptation 
data. 
1 o. assigned to state distributions s, rsr(t) = \ . , r eq. (3-20) [0 otherwise 
Let the left-hand side of eq. (3-19) is denoted by nx(n+l) Z. The estimation of 
transformation can be written as 
= H - ' Z eq. (3-21) 
w h e r e = 
t=l r=l 
Unlike the standard MLLR, only the inverse of a matrix H is required in the 
estimation of W .^ Thus the computation effort can be much reduced. However, the 
information of covariance is neglected. In [2], this information is found to be useful for 
adaptation. We try to evaluate the contribution of the information of covariance by 
comparing these two methods in experimental result section. 
3.3.4. Number of Transformations 
Clustering of distributions and amount of data are the major concerns when deciding 
the number of transformations. The regression class can give a satisfactory 
performance. It groups the data based on their spectral distances and decides the 
number of transformations accounting to the amount of adaptation data. If there are 
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only small amount of data, a global adaptation transformation can be generated. It will 
be applied to every Gaussian mixture in the model set. With the increase in amount of 
data, the number of transformations can be increased. Then, each transformation 
becomes more specific to a group of Gaussian mixtures. 
The regression class tree is used to categorize Gaussian distributions into groups. 
The tying of class is according to the amount of data. If the amount of adaptation data in 
a class were insufficient, it would be tied to another class and share the transformation. 
The approach for defining regression class is usually based on the clustering of 
Gaussian mixtures. The mixtures that are close in acoustic space will be grouped 
together. The tree is constructed with a centroid splitting algorithm. 
0 . © W G ) Q ^ Base class 
0 © 
Figure 3-4: A binary regression class tree 
The terminal nodes are called base classes which define the final grouping. 
Therefore, each Gaussian mixture belongs to a specific base class. Figure 3-4 shows a 
regression class tree. The gray circles are the base classes of the regression class tree. 
31 
Chapter 3 Unsupervised Model Adaptation 
W Q © ( 0 门: s u f f i c i e n t — 
8 ： i 9 :: ： insufficient data 
Figure 3-5: An example of a binary regression class tree 
An example is shown in Figure 3-5. In nodes 1, 2, 3, 5 and 6, there are sufficient 
adaptation data for generation of their own transformation matrices. However, for those 
nodes that do not have enough data, they would be tied with other nodes. For example, 
node 7 doesn't have enough data. It will look for its parent node, node 3, which has 
pooled the data into node 6 and 7. Since the data in node 3 is enough to form a 
transformation matrix, this transformation matrix would be shared by node 6. It is the 
same case for nodes 4’ 8 and 9. The base node with insufficient data would look up the 
tree until it can find a transformation matrix to share with. 
3.4. Experiment Results 
We will conduct several experiments in three different tasks. There are three objectives. 
I) Comparison between standard MLLR and LMS MLLR, II) Finding the optimal 
parameter setting of MLLR, III) Comparison between MLLR and MAP. Experiments 
are carried out on the following tasks. 
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• Task 1: Domain specific microphone speech recognition 
It is a domain-specific recognition system which is designed for stock information 
inquiry. Since the vocabulary used in stock market is much less than that in 
newspaper or general domain, the lexicon is much smaller. It is for the microphone 
speech input. The environment is quiet and the channel noise in microphone is 
relatively small. 
In the microphone recognition system, the acoustic models are trained using 
CUSENT, which is a large microphone speech corpus developed by DSP lab. The 
total amount of data is about 20 hours and the training speakers are over 68. The 
acoustic models are 997 decision tree based cross-word biphones. The number of 
Gaussian mixtures at each state is 16. 
The lexicon contains only 1,125 words. The language model is trained by 
2095 queries. 
The testing set contains 500 sentences recorded by 5 speakers. First 20 
sentences of each speaker are used for adaptation and the rest 80 sentences are for 
evaluation. 
• Task 2: Domain-specific telephone speech recognition 
Similar to Task 1, it is designed for stock information inquiry. Therefore, the 
language model is same as Task 1. The acoustic model is trained by telephone 
speech. It is used for telephone speech recognition. Since the telephone speech 
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would be noisier than microphone speech due to the channel noise and environment 
noise, we can evaluate whether the model adaptation can perform well in noisy but 
domain-specific condition. 
In the telephone recognition system, the acoustic models are trained using 
CUCall which is a large telephone speech corpus developed by DSP lab in CUHK. 
The total amount of data is about 80 hours and the training speakers are over 1000 
peoples. The acoustic models are 956 decision tree based cross-word biphones. The 
number of Gaussian mixtures at each state is 16. 
The testing set contains 600 sentences recorded by 6 speakers through 
telephone line. First 20 sentences of each speaker are used for adaptation and the 
rest 80 sentences are for evaluation. 
• Task 3: Telephone recognition system for general domain LVCSR 
Unlike the domain-specific recognition system, the vocabulary is much larger in 
this task. Its language models are trained by the newspaper data. It is much more 
complicated than domain-specific language model and the recognition accuracy is 
much lower. The acoustic model is trained by telephone speech. Therefore, we will 
evaluate whether the model adaptation can perform well and the confidence 
measure can correctly determine the reliability of adaptation data in low 
recognition condition. 
The acoustic model is same as Task 2. 
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The lexicon is much larger than that of stock information inquiry system. It 
contains 6,449 words. The language model is trained by 2095 queries. 
The testing set contains 275 sentences. Each speaker records 55 sentences. First 20 
sentences of each speaker are used for adaptation and the rest 35 sentences are for 
evaluation. 
In Task 1 and 2, the recognition systems are designed for same domain but different 
speaking environments. One is for using in telephone channel and another is for using 
in microphone channel. The speaking environment is the main difference between 
these two tasks. 
In Task 2 and 3，the recognition systems are both for the telephone speech but they 
are using in different domains. 
We would like to evaluate our method in different conditions in order to find out the 
limitations or pre-requirements. 
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3.4.1. Standard MLLR versus LMS MLLR 
A good adaptation technique is expected to have a good balance between accuracy and 
computation required. A comparison between these two methods is carried out in [2] 
also. The results shown that standard MLLR requires larger effort of computation but 
gives better performance than LMS MLLR does. Moreover, the word error rate had 
been reduced from 4.3% to 2.8% after applying standard MLLR when the adaptation 
data of 40 sentences and 15 transformations are used, which is 25% better than that 
using LMS MLLR. However, we need to calculate 38 matrix inverses and 39x(number 
of frame) floating point multiplications more when using the standard MLLR if 39-
dimension feature vector is used. 
In order to choose a suitable adaptation technique which has a good balance, we will 
evaluate these two methods in Task 1 and 2. The experiment will be conducted with 
1-best and 10-best adaptations using different numbers of transformation. The word 
error rate (WER) and real time factors (RTF) will be found. RTF is the ratio of the time 
for the recognition process to the length of the input utterance. 
36 
Chapter 3 Unsupervised Model Adaptation 
Taskl 
Standard MLLR VS LMS MLLR 
in Task 1 
13 yK )IC )iC )IC 
一 - 1 -best standard 
12 MLLR 
- - 10-best standard 
g ” P MLLR 
cr I - � . / --A--1 -best LMS 
§ •二、、；\ 么"• MLLR 
10 一 、、>妄二 — — 10-best LMS 
9 ’ � V - � : '• ‘ MLLR 
^ baseline 
8 - I ^ I h — ~ H I 
1 4 8 12 16 
no of transform 
Figure 3-6: The WER (%) after applying standard MLLR and LMS MLLR with 
different numbers of transformation in Task 1. 
Standard MLLR LMS MLLR 
^^^^^^^^^^BsasBsa^s^^^^s ^ssssBsssss^^^^^^sssass^^^^^sssa I^^^SS^BSS^S^^^SSSS^^^^^^^^S 
1-best 3.63 0.93 
10-best 5.71 1.73 
Table 3-1: The RTF per sentence of different technique in Task 1. 
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Task 2 
Standard MLLR VS least square MLLR 
in Task 2 
2 0 1 — ^ 
19 -- )K w 東 yn — — 1 -best standard 
• MLLR 
18 - 表 ： \ , ' ’、 一 - 10-best standard g • � � � < ' \ ^ MLLR 
tt 17 ’、、、 --•--1-bestLMS MLLR 
山 \、 m-
16 \、A ^^ 一 X- ^ ^ ^ ^ 一 "X - 10-best LMS MLLR z � , ‘ ‘ ��� 
15 - • ~^~baseline 
14 -I I i ~ I ……-I ,1 
1 4 8 12 16 
no of transform 
Figure 3-7: The WER (%) after applying standard MLLR and LMS MLLR with 
different numbers of transfonnation in Task 2. 
Standard MLLR LMS MLLR 
1-best 2.37 0.96 
10-best 4.70 1.27 
Table 3-2: The RTF per sentence of different techniques in Task 2. 
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The LMS MLLR generally has the best performance in all cases. In Task 2 the 
standard MLLR performs much worse than the LMS MLLR. We can find the 
separation between two sets of curves is large. It shows the information of covariances 
may not be useful. This is quite different from the results in [2]. We would try to 
increase the adaptation data to 40 sentences so that it is equal to the optimal setting in 
[2], and see whether the expected result can be observed. 
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Taskl 
Standard MLLR VS LMS MLLR 
in Task 1 (40sent) 
13 - X I ~ ~ — — X X 
一 - 1 -best standard 
12 MLLR 
7 - - 10-best standard 
。 1 1 MLLR 
S 久\、 ^ --A--l-best LMS MLLR 
> 作、、\ ,涛 
、-Y'l： - - z - — 10-best LMS MLLR 
9 ^ - . r U -
么' -^K—baseline 
8 4 — I ~•——I 1  
1 4 8 12 16 
no of transform 
Figure 3-8: The WER (%) after applying standard MLLR and LMS MLLR with 
different numbers of transformations in Task 1 (40 adaptation sentences). 
I - Standard MLLR LMS MLLR 
1-best 3.03 0.92 
10-best 5.54 1.74 
Table 3-3: The RTF of different technique in Task 1 (40 adaptation sentences). 
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Task 2 
Standard MLLR VS LMS MLLR 
in Task 2 (40sent) 
20 ~ ‘―—^  
' " * » 务 - - 一 - 4 
• * - -AQ • » I 
W ^ * ^ — " “ 一 • 一 1 -best 
standard MLLR 
18 � . � 
A 、\ 10-best 。 ” \ 歐、 standard MLLR 
DC 17 - 、 \ 
y X. \ 、\ ^ --A--l-best LMS 
5 — 、、\ , z X ^ 、 、 z - x MLLR 
、 \ , ' '、、、 一 "K一 10-best LMS 
5 *  % • � R j| I I n 
-- “‘ -；y �� MLLH 
t baseline 
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1 4 8 12 16 
no of transform 
Figure 3-9: The WER (%) after applying standard MLLR and LMS MLLR with 
different numbers of transformation in Task 2 (40 adaptation sentences). 
： _ _ 
Standard MLLR LMS MLLR 
SSS^^^^SBSBSSSB^^^SSSS^BB^^^^BS^^a 
1-best 2.28 0.89 
10-best 4.83 1.38 
Table 3-4: The RTF per sentence of different technique in Task 2 (40 adaptation 
sentences). 
The results in the two tasks are quite different. In Task 1，the result is similar to the 
pervious one. The LMS MLLR performs slightly better than the standard MLLR. But in 
Task 2, the performance of 1-best standard MLLR performs even worse than the 
41 
Chapter 3 Unsupervised Model Adaptation 
baseline. In 10-best adaptation using the global transformation, the WER is even as 
high as 30% which is much larger than the baseline. 
The performance of standard MLLR does not become better when the adaptation 
data increases, but even worse. The implementation techniques and amount of 
adaptation are similar to that in [2]. The major difference between two tasks is the 
recognition environment and adaptation data. The unexpected result may be caused by 
this difference. 
The covariance is sensitive to noise. The standard MLLR performs badly in Task 2 
where it is a telephone recognition system. In the meanwhile, the standard MLLR has a 
similar performance with the LMS MLLR in Task 1 where it is a microphone 
recognition system. The telephone speech data is much noisier than the clean speech 
data. Those noises would significantly degrade the usefulness of the information of the 
CO variances. It may even induce the error in the estimation of the transformation and so 
the adaptation error. In paper [2], the recognizer is trained by the clean-speech data and 
the baseline WER is low. The information of covariance can be isolated from the noise. 
The inclusion of covariance becomes useful and necessary. 
Other than the accuracy, the computation time is also concerned. In a 1-best 
adaptation, the computation time of standard MLLR is about 3 fold of that of the LMS 
MLLR. It is even nearly 4 fold in the 10-best adaptation. It is costly to use the standard 
MLLR. 
Since LMS MLLR is computation-save and more robust even the acoustic model is 
trained in the noisy environment, it will be used as our default MLLR method in the 
coming experiments. 
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3.4.2. Effect of the Number of Transformations 
More transformations may improve the adaptation. However, the transformation may 
be wrongly estimated if the adaptation data is not enough. Therefore, we need to find 
out the optimal number of transformation. The number of transformation is dependent 
on the quantity of adaptation data as well as the application. Therefore we try to 
evaluate it in three tasks. Moreover, we would compare the result using different 
numbers of transformation in 1-best, 10-best and 50-best unsupervised adaptation as 
well as supervised adaptation are. 
Taskl 
WER vesus no of transformation in Task 1 
12 - p ~一 一 ~ " I 
11.5 
11 i^C ‘ K^- - " I Die ” — - ‘ —)iC— I J 
^ ~ • ~ 1 -best 
g 10.5 •：^^ 10-best 
g 10 ^ ； 7 - i • 50-best 
5 9.5 ——^——^ ^ - 乂- supervised 
9 \\ baseline 
8.5 \ • ^ � 、� • ^ ^ ^ • ^ ^ ^ ^  ^
8 -I 1 1 I I————— 
1 4 8 12 16 
no of transforamtion 
Figure 3-10: The WER (%) after applying supervised adaptation and unsupervised 
adaptation using N-best hypotheses in Task 1. 
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The optimal number of transformation is 8. The trends of the performances of 1-best, 
10-best and 50-best adaptation are similar when the number of transformation increases. 
1-best adaptation is slightly better than the other two. 
Task 2 
WER vesus no of tranformation in Task 2 
•!> 系 承 V^ 
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155 \ 、 ； - X baseline 
15 - : \ �  
14.5 一 - — 
14 -I 1 I I 1  
1 4 8 12 16 
no of transforamtion 
Figure 3-11: The WER (%) after applying supervised adaptation and unsupervised 
adaptation using N-best hypotheses in Task 2. 
There is a significant improvement when we increase the number of transformation 
from 1 to 4. It shows that the multi-transformation can provide more specific 
information for particular group of distribution when the adaptation data is enough. 
The best performance in 1-best adaptation and supervised adaptation can be observed 
when 12 transformations are used. There is more than 4% improvement. However, the 
WER 
cannot be further improved in 10-best and 50-best adaptation case when 
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increasing the number of transformation. Since those adaptation data in the 1-best 
hypothesis would also be included in the 10-best and 50-best hypotheses, the problem 
is caused by the adaptation data in the lower-rank hypotheses. There are not only useful 
data but also errors in the lower-rank hypotheses. Those errors would significantly 
offset the benefit from the increase in the useful data. So we try to propose the 
confidence measure to remove those errors in order to improve the performance. We 
will discuss it in the coming chapter. 
Even the application task is as same as that in Task 1 and so the distribution of 
adaptation data would be similar, the result is different. It is because the acoustic 
models are different in two settings. Therefore, their regression class trees are different 
too. It makes the distributions of the data in the tree is different. 
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Task 2 
WER vesus no of transformation in Task 3 
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Figure 3-12: The WER (%) after applying supervised adaptation and unsupervised 
adaptation using N-best hypotheses in Task 3. 
The optimal number of transformation is 8. The consistent trend is observed in 1-
best, 10-best and 50-best adaptation. 
3.4.3. MAP Vs. MLLR 
In this section, we try to compare MAP and MLLR in Task 2. These two techniques 
have their own advantages. MLLR can adapt all parameters in model set even those 
parameters have not got any adaptation data, while MAP can give a more specific and 
precise adaptation for a large amount of adaptation data. There are some tuning factors 
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in these two techniques, the weight factor T (tau) in MAP and the number of 
transformation in MLLR. Therefore, we try to adjust these tuning factors and compare 
their results. 
MAP (20sent) 
19 ]— A A -A  
18 
7 - ... 二二r-攀 --•--1best 
i 7 —    
k 飞' . 一 — —«—10best 
尝 16 I--A-—baseline! 
15 
14 -I - — I - J 
1 5 10 
tau 
Figure 3-13: The WER(%) of MAP with 20 adaptation sentences 
MLLR (20sent) 
19 1  
18.5 
18 
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§ 置- - ; ^ 二 : I + baseline I 
15 
14.5 
14 + — 1 I ~ ~ ~ ~ I I 
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Figure 3-14: The WER(%) of MLLR with 20 adaptation sentences 
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Besides using the global transformation, MLLR outperforms MAP in all other cases. 
The reason may be that 20 sentences adaptation data may be not enough for the MAP 
estimation for over 900 models. Moreover, the environment variation is larger in 
telephone channel and MLLR can provide the adaptation for environmental changes. 
3.5. Conclusions 
All recognition results are improved after applying adaptation. It shows the model 
adaptation can significantly improve recognition performance. We also observed that 
the MLLR adaptation outperforms the MAP adaptation in our experiments. Therefore, 
we will use MLLR as our basic adaptation technique. In the MLLR adaptation, LMS 
MLLR is more robust to the noisy acoustic model and more computation-saving than 
standard MLLR does. Furthermore, we found that the optimal numbers of 
transformation in three tasks are different. It is 12 in Task 2 while it is 8 in Tasks 1 and 
3. 
By concluding the above observations, we will use the LMS MLLR and the optimal 
number of transformation in different tasks as our experiments setting. 
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Chapter 4 
Use of Confidence Measure for MLLR based 
Adaptation 
4.1. Introduction to Confidence Measure 
Confidence measure (CM) is used to indicate the reliability of a recognized speech 
segment. It has been proven to be useful in speech understanding, keyword spotting [1] 
and speech recognition [2]. For unsupervised adaptation of speech recognition systems, 
confidence measure acts as a control of the use of adaptation data [3] [4]. Each utterance 
can be assigned a confidence score. Utterances that are recognized with higher 
confidence scores are more preferably utilized for adaptation. More precisely, if the 
confidence score of an utterance is above a certain threshold, it will be used in 
adaptation. An optimal threshold has to be determined to reach a good balance between 
the amount of usable data and confidence level. 
Confidence measure can be computed at different levels of speech segment, 
depending on the intended applications. Word-level confidence measure is useful for 
keyword spotting while phrase-level measure is good for speech understanding. 
However, for model adaptation techniques like MLLR, Gaussian mixtures are the 
50 
Chapter 4 Use of Confidence Measure for MLLR based 
target entities to be adjusted. In this case, confidence measure needs to indicate the 
mismatch at the Gaussian component level. In this regard, the reliability of a model 
contains more valuable information to the adaptation than that of a word. In this chapter, 
we will describe the use of model-level confidence measure. In addition, we are going 
to incorporate the information about the confusion between models into the estimation 
of confidence measure so as to reduce the effect of pronunciation variation. 
4.2. Confidence Measure Based on Word Density 
There are different ways of computing confidence measure from the output of a speech 
recognition system. They are based on acoustic scores, language model scores, length 
of words, frequency of word occurrences, etc. One of the most common approaches is 
based on weighted word density [1]. It uses not only the acoustic model and language 
model information but also the frequency of occurrences of a word in the N-best 
hypotheses. The higher the occurrence frequency of the word, the higher the reliability 
of this word hypothesis. 
The ratio of the occurrence frequency of a hypothesized word to the total number of 
hypotheses is a good indicator of confidence. Each hypothesized word is weighted by 
the sentence score. The confidence score C^ of word w in hypothesis h is defined as, 
^ eq. (4-1) 
/=i 
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where Q(SJ is the total path score, which is composed of the acoustic model probability 
P(0\SJ and the language model probability P(S,). The parameter y is the acoustic 
model scaling factor. 
E(w,h) contains the indices of a set of hypotheses. Each of these hypotheses 
contains the word w at a time period that overlaps with the occurrence of w in h. The 
range of confidence score is between 0 and 1. 
Such a confidence score is computed for each word occurrence in each input 
utterance. That is, the same word occurring in different sentence hypotheses would be 
treated separately and may have different confidence scores. 
Hyp 1: W1 W2 W3 W4 Path score 1 = 0.085 
Hyp 2: W1 W2 W6 W4 Path score 2 = 0.045 
Hyp 3: W8 W5 W2 W6 W8 Path score 3 = 0.015 
Hyp 4: W8 W5 W2 W6 W1 Path score 4 = 0.005 
Figure 4-1: Word graph of the 4-best hypotheses 
The above calculation can be explained with the example as shown in Figure 4-1. It 
shows the best 4 hypotheses, which contain totally 14 word occurrences. Each word 
occurrence is assigned a confidence score. For example, the confidence score of the 
word W1 in Hypl is computed as, according to eq. (4-1)， 
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C _ path score 1 + path score2 
wi(/i;ypi) path score 1 + path score2 + path score3 + path score4 
0.085 + 0.045  
“0.085 + 0.045 + 0.015 + 0.005 
=0.867 
Since W1 is also found in Hyp 2, the numerator is the summation of path score 1 
and path score 2. The denominator sums up all path scores. Although W1 is also 
included in Hyp 4, it does not appear in the same period as that in Hyp 1. Thus it is not 
included in the numerator. 
Word density provides useful information about the reliability of a hypothesized 
word occurrence. This concept can be expanded to other speech segments of different 
sizes. 
4.3. Model-level confidence measure 
Doubtlessly, avoiding the use of erroneous recognition output is important for 
unsupervised adaptation. We need to know at which level the errors actually occur 
would have the most effect on adaptation, so that the useful information is better 
extracted and, at the same time, undesirable errors are reduced. 
The basic unit to be adapted by the MLLR algorithm is Gaussian mixture. The 
recognition errors are caused by the mismatch at the Gaussian level. However, it is not 
straightforward to obtain the confidence measure for a Gaussian component. In 
previous research [3], word-level confidence measures were used as a substitution. 
However, using word-level confidence measures may cause the removal of not only the 
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errors but also useful data. For example, if there are three different words in three 
hypotheses, which all share the same model, this model should be regarded as being 
reliable and useful for adaptation. However, the word-level confidence score might not 
be high enough to pass the threshold because the word density is low. 
We propose to use model-level confidence measure [5]. The benefit will be 
illustrated as in Figure 4-3 to Figure 4-5. The goal is to retrain more correctly 
recognized data for adaptation by providing a finer measurement of confidence. 
Since the occurrence frequency is believed to provide useful information for 
unsupervised adaptation, it will be used as the basis for model-level confidence 
measure but the focused unit is model instead of word, 
en (A 2) 
/=i 
where Q(SJ is the path score. E(M,h) contains the indices of a set of hypotheses. Each 
of these hypotheses contains the model M at a time period that overlaps with the 
occurrence of M in hypothesis h. 
As described in Chapter 2, the speech recognition system for Cantonese uses Initials 
and Finals as the basic modeling unit. In the following discussion, model-level 
confidence measure will refer to that evaluated for each occurrence of Initial or Final. 
Both the context-independent base-IF and context-dependent biphone units will be 
investigated. 
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There are 956 biphone units and only 81 base-IFs being modeled. We call the 
respective confidence measures as biphone-based and baselF-based confidence 
measures. 
4.4. Integrating Confusion Information into 
Confidence Measure 
Confusion matrix provides correlation information between speech units. It tells which 
units are confusing and how severe the confusion is. Confusion matrix has been found 
useful in pattern matching and pronunciation modeling [6]. 
In our research, confusion matrix is used to indicate the pronunciation variation of 
Cantonese syllables. Pronunciation varies with different speaking styles, accents and 
co-articulation. Sometimes, this variation may cause a phoneme to be mis-recognized 
as another phoneme. This mismatch would introduce recognition errors. Since the 
word-density based confidence measure is based on the occurrence frequency in the 
N-Best hypotheses, these recognition errors tend to degrade the estimation accuracy of 
confidence score. Therefore, by incorporating confusion matrix into the estimation of 
confidence measure, the effect from pronunciation variation can be alleviated. Here is 
the example to explain the incorporation of confusion matrix. 
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Hyp 1: ml m2 m3 m4 
Hyp 2: ml m2 ml m4 
Hyp 3: m8 m5 m6 ml m8 
Hyp 4: m8 m5 ml ml ml 
Figure 4-2: Example of the incorporation of confusion matrix 
Figure 4-2 shows the model sequences of 4 recognition hypotheses. The model m2 
in Hyp 1 and 4 are overlapped in time with m6 in Hyp 2. Suppose m2 is easily confused 
with m6. The presence of m6 is probably caused by pronunciation variation of ml and 
in this case, m2 should deserve a higher confidence score. 
It is required that the confusion matrix provides the confusing information between 
the acoustic models. Considering biphones as base-IF with the information of its right 
context, the confusion matrix is essentially similar to a context-dependent 
pronunciation variation dictionary. The following table shows parts of such a confusion 
matrix. 
Baseform model Surface form Occurrence Probability (%) 
Mr model M, P(Ms\MJ  
I_^+F_ai I_^+F_ai 91.66 
I_^+F_ai I_g+F_ei 4.17 
ll+F_ai I_z+F_ai 4.17 
Table 4-1: Part of the confusion matrix for biphdne 
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The baseform model is the canonical model derived from the expected 
pronunciation while the surface form model is the actual model suggested by the 
recognizer. The occurrence probability indicated how often the baseform model is 
mapped to a particular surface form model. 
We attempt to integrate such confusion information into the computation of 
model-level confidence measures. If both Mg and M^ are found in the N-best hypotheses 
during the same period of time, the confidence measure of the surface form model will 
be made contributive towards that of the baseform model. The modified confidence 
measure c^^ ’ is re-computed as, 
XP(M, |M,)+ 尸(M况 |M,)] eq. (4-3) 
KeGiMsi^h) 
where C^^  and C^^  are the original confidence measure of M^ and M^ respectively. M见 
is the /th surface form model. G(M仍"）is the set of models which contains the surface 
from model M幻 with overlapping time period with model Mg in hypothesis h. 
In eq. (4-3), C^^  and C �a r e scaled by the occurrence probabilities of P i^. Thus the 
effect of Cms depends on the degree of confusion. 
4.5. Adaptation Data Distributions in Different 
Confidence Measures 
Confidence measure is used for data selection. If the confidence measure of a word or a 
model is above a certain threshold, it will be used in the adaptation. The amount of data 
57 
Chapter 4 Use of Confidence Measure for MLIM Ixiscd 
increases with the threshold decreasing. All data would be used in adaptation when the 
threshold is set to zero. If the threshold is too low, it would lose its function of filtering 
errors. Therefore, we need to evaluate the amount of correctly and incorrectly 
recognized frames against different thresholds when different confidence measure 
methods are applied. 
We will analyze the distribution of adaptation data in all three tasks that we 
described in Chapter 3. All adaptation and testing utterances are used. The maximum 
number of hypotheses is set to be 50. All data would be included in the calculation of 
confidence measures. And the confidence measure of data in the first 10-best 
hypotheses will be evaluated. We would compare the recognized model in each 
hypothesis with the actual model frame by frame. 
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Taskl 
The distribution of the confidence measure of correctly 
recognized frame 
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The distribution of the confidence measure of incorrectly 
recognized frame 
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Figure 4-3: (a) The amount of correctly recognized data for which the confidence 
scores are above or equal to difference thresholds in Task 1. (b) The amount of 
incorrectly recognized data for which the confidence scores are above or equal to the 
thresholds in Task 1 
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In these figures, we can see the amount of incorrectly and correctly recognized data. 
The ratio of incorrectly and correctly recognized data is about 1:5, which is directly 
related to the baseline WER. Since the recognition system has a low WER in Task 1, 
the ratio is relatively small. Comparing with the word-level confidence measure, the 
model-level method assigns more correctly recognized data with high confidence 
scores. When threshold is 0.5, nearly 100% of correctly recognized data are retained for 
adaptation. Compared with the word-level method, there are 7% more good adaptation 
data to be used. However, more errors are included at the same time. 
It is observed that most of the data are assigned the two extreme confidence scores, 
i.e. 0 or 1. Most of the correctly recognized data are scored as 1. Even if the threshold is 
lowered, the amount of good adaptation data would not increase much. Moreover, the 
amount of incorrect data increases greatly in the Figure 4-3(b) when the threshold is 
moving from 0.1 to 0. 
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Task 3 
The distribution of confidence measure of correctly 
recognized frame 
250000 厂     
240000 r ~ ~ - | i -in -|1 jn - i ^ -TIT 
1 2 3 0 0 0 0 ^ 1 1 厂 " T r T " " h — — — 
o 220000 ^ ^ - | - | - - - - - - -
〔 2 1 0 0 0 0 — — — — — — — — — 
200000 隱,!"! I 11 H 11 iill I Id L 11 III 11 I I I 
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 
threshold of confidence measure 
• baselF-based CM Ubiphone-based CM Dworcl-level CM 
(a) 
The distribution of confidence measure of incorrectly recognized 
frame 
60000 � 50000 • ^ f j } E 40000 M • t — t — -T— T^r-lThl i^iiiMMi； 
0 _ I mi I 111 i _ 11 圓‘丨 11 _ 11 • 111 _ 11 _ L _ I 
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 
threshold of confidence measure 
[•baselF-based CM Ubiphone-based CM • word-level CM [ 
(b) 
Figure 4-4: (a) The amount of correctly recognized data above or equal to the 
threshold of confidence measure in Task 2. (b) The amount of incorrectly recognized 
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data above or equal to the threshold of confidence measure in Task 2 
Similar to that in Task 1, the model-level confidence measure can retain more 
correctly recognized data. However, the distribution of data is more even in this task. 
The confidence score of correctly recognized data does not concentrate around 1 and 
that of incorrectly recognized data does not concentrate at 0. This is probably due to a 
higher WER in Task 2. The estimation of confidence measure is less accurate. 
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Task 3 
The distribution of the confidence measure of correctly 
recognized frame 
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Figure 4-5: (a) The amount of correctly recognized data above or equal to the 
threshold of confidence measure in Task 3. (b) The amount of incorrectly recognized 
data above or equal to the threshold of confidence measure in Task 3 
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The ratio of incorrectly to correctly rccognizcd data is 1:2 in Task 3. The basell:-
based confidence measure can weight most data to a higher confidcncc scorc while the 
word-level confidence measure can weight less data. Either the distribution of correctly 
and incorrectly recognized data are even. 
It is observed that model-level confidence measures tend to retain more data than 
those computed for higher-level speech segments. Thus, they are more suitable for 
unsupervised adaptation. Nevertheless, model-level confidence measures cause more 
false acceptance than the word-level ones. This may partially offset the benefit from the 
increase of useful data. We expect that the contribution of useful data will overwhelm 
the effect of the erroneous data. This will be verified by the experiment results in next 
chapter. 
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Chapter 5 
Experimental Results and Analysis 
There are many factors affecting the effectiveness of model adaptation, e.g. the amount 
of adaptation data, reliability of the data and the WER of the recognizer. Reliability of 
adaptation data in unsupervised adaptation depends on the recognition result. In our 
work, we try to select the data with high reliability by using confidence measure. The 
estimation of confidence measure was introduced in the previous chapter, based on the 
N-best recognition framework. 
The effectiveness of using confidence measures for adaptation will be evaluated by 
simulation experiment in this chapter. Firstly, we will get a general idea of how the 
standard MLLR algorithm performs in different tasks. The improvements attained with 
supervised and unsupervised adaptation are compared. Secondly, we will evaluate the 
effectiveness of cheated confidence measure, which may also be called perfect 
confidence measure. In this case, no recognition error is allowed for the adaptation. The 
hypotheses are compared with known model-level transcription. The selection of data 
is done manually by identifying the hypothesized models that are matched with 
transcription. The cheated confidence measure should indicate the maximum 
contribution of confidence measure to unsupervised adaptation. Finally, the two 
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proposed confidence measure, namely the model-level confidence measure and the 
confidence measure incorporating confusion information are investigated. 
Recognition experiments are performed for the three tasks described in Chapter 3. 
Task 1: Domain-specific microphone speech recognition 
Task 2: Domain-specific telephone speech recognition 
Task 3: General-domain telephone speech recognition 
Table 5-1 gives a summary of the experimental results. 
5.1. Supervised Adaptation 
e . J No Cheated D ,. Supervised ^ , ^ , Baseline ^ • conndence confidence adaptation measure measure 
WER(%) 13.05 8.66 9.14 9.93 
Taskl I T T 
Keianve . . 33.64 29.96 23.91 
improvement (%) 
WER(%) 18.89 14.47 16.03 14.41 
Task 2 
. … -- 23.4 15.14 23.72 
improvement (%) 
WER(%) 40.88 35.35 35.72 35.2 
Task 3 TTT： 
. K e i a i i v e __ 13.53 12.62 13.90 
improvement (%) 
Table 5-1: The WER(%) and relative improvement(%) in three tasks. 
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In supervised adaptation, the true transcription is used for adaptation. Thus there is no 
recognition error that affects adaptation. The performance of supervised adaptation is 
considered to indicate the upper bound of all techniques being investigated. By 
comparing the results among different tasks, we try to understand how the effectiveness 
of model adaptation depends on the acoustic environments and the task domains. 
As shown in Table 5-1, supervised model adaptation gives the most noticeable 
improvement in Task 1. The relative improvement is 33.64%. Although the application 
domains of Task 1 and 2 are the same, the relative improvement for Task 2 is 
considerably smaller than for Task 1. This is apparently due to their different channel 
and acoustic conditions. Task 1 deals with microphone speech and Task 2 is for 
telephone speech. Telephone speech is acquired under a much more adverse 
environment, in which the noise may cause large acoustic variation. The model 
adaptation technique can not do much in terms of handling acoustic variation. 
On the other hand, the relative improvement for Task 2 is much more significant 
than that for Task 3. The recognition systems in both tasks deal with telephone speech 
but they work in different application domains. Task 3 involves a much large 
vocabulary size and a wide variety of contents. This results in relatively loose linguistic 
constraints for the recognition process. Reduced restriction from the language model 
and the lexicon tends to lower the recognition accuracy. In this case, acoustic mismatch 
is not the major cause of recognition errors so that the effectiveness of model adaptation 
is not very significant in Task 3. 
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5.2. Cheated Confidence Measure 
The performance improvement attained with cheated confidence measure indicates the 
maximum contribution that confidence measure can provide. 
Table 5-1 shows that, for Task 2，using cheated confidence measure is just as good 
as supervised adaptation. The relative improvement is 23% while that without using 
any confidence measure is just 15%. Filtering incorrectly recognized data is 
undoubtedly helpful to adaptation and the use of confidence measure contributes 
positively to adaptation. 
We can also observe slightly improvement in Task 3. Although the WER is just 
reduced a little, it approaches to that of supervised adaptation. The limitation of the 
performance in this case is similar to that we explained in the last section "Supervised 
Adaptation". 
It is observed that the use of cheated confidence measure in Task 1 makes the 
system perform even worse than that before the integration. This result is deviated from 
what we expected. Since the cheated confidence measure has filtered all the model-
level incorrectly recognized data, we hypothesize that there may be some useful 
information in these incorrectly recognized data and their absence causes performance 
degradation. A detailed analysis is given in the next paragraph. 
Since we label and remove incorrectly recognized data at model-level, these data 
may be correct at state or class level. When the hypothesized state is matched with the 
actual state transcription, the same Gaussian mixture is adapted though they belong to 
different HMM model. Moreover, since MLLR is a class-based adaptation, 
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distributions are first clustered into different classes and those in the same class share a 
transformation. The estimation of transformation is sensitive to the amount of 
adaptation data. More reliable transformation can be estimated with a larger amount of 
adaptation data. Therefore, if the model-level incorrectly recognized data are in the 
same class with the actual transcription of adaptation utterance, they may be useful in 
the estimation. These two factors can both give contribution to the adaptation. 
As shown in Table 5-2, 38% of the model-level incorrectly recognized data have 
same regression classes with the actual transcription and 13% even match the exact 
states. These percentages are found to be much higher than the other two tasks. Nearly 
40% of these removed data are considered to be useful for adaptation. 
Task 1 Task 2 Task 3 
Correct State/ 
total incorrectly 13 75 10.76 12.08 
recognized data (%) 
Correct Class/ 
total incoirectly 33,25 33.12 32.89 
recognized data 
(%)  
Table 5-2: The ratio of correct state and class in the model-level incorrectly 
recognized data in three tasks 
Moreover, the microphone speech is cleaner than the telephone speech, which 
contains fewer noise data. Therefore, even for the incorrectly recognized data, the 
negative effect is smaller. 
70 
Chapter 5 Experimental Results and Analysis 
5.3. Confidence Measures of Different Levels 
Task 1 
Task1 
10.5 -I — —   
10 - i i • • i ~ • ~ word-level 
一 — b i p h o n e - b a s e d 
。 9 . 5 -去 - b a s e IF-based 
Lu Q i r z , 女 一 - X ^ ^ • --X- - - supervised 
叙 ""•""Cheated VI/ • _ • • • _ • _ jS aS ijlC jK / ! > 
8.5 + X no CM  
8 -I 1 1 1 I  
0.1 0.3 0.5 0.7 0.9 
confidence measure threshold 
Figure 5-1: The WER (%) in Task 1 when confidence measures of different levels 
are integrated, "word-level", "biphone-based" and "baselF-based" denote different 
levels of confidence measure, "no CM" denotes adaptation without using confidence 
measure, "supervised" demotes supervised adaptation, "cheated" denotes adaptation 
with cheated confidence measure. 
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Quantity of data 
(Amount of data) 
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Figure 5-2: The percentage of data above or equal to the threshold of confidence 
measure so they are selected for adaptation 
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Figure 5-3: The ratio of correctly recognized data in the selected data (Quality of the 
selected data) 
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Amount of correctly recognized data 
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Figure 5-4: The amount of correctly recognized data 
From Figure 5-1, it is shown that confidence measures do not benefit to adaptation 
almost in all cases. An exception occurs in model-level confidence measure when the 
threshold is equal to 0.1. The baselF-based gives the best performance. And it is 
surprising that the WER is improved with the decrease in threshold in baselF-based 
confidence measure. It is observed that over 99% of correctly recognized data for 
base-IF based case are selected when the threshold is 0.8 in Figure 5-4. Therefore, the 
decrease in threshold makes more incorrectly recognized data are selected whereas the 
amount of correctly recognized data is not affected much. As we mentioned in last 
section, the absence of incorrectly recognized data degrades the results and the reason 
is that some data are recognized incorrectly in model-level but correct in state or class 
level. Such characteristic makes them have contribution to adaptation still. 
We can find the explanation for the exception of low WER for threshold 0.1. From 
Figure 5-5, we found that most of the incorrectly recognized data in the same class of 
actual transcription are selected and more than 10% of the data in the different classes 
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are filtered when threshold is 0.1. There are some incorrectly recognized data that cause 
error in adaptation but the amount is not much and they are usually weighted to a low 
confidence score. Furthermore, it is observed from Figure 5-3 that the quality of data 
decrease from 86% to 82% when the threshold is moving from 0.1 to 0. This significant 
drop makes the performance degradation when moving the threshold from 0.1 to 0. 
Three confidence measures can successfully weight the correctly recognized data to 
high confidence score and the incorrect ones to low confidence score. The distribution 
of data is in two extreme confidence score. When the threshold is varied between 0.1 -
0.9, the quality and quantity of data are kept almost the same. Therefore, we can 
observe that the WER can still keep in a narrow range between 9-9.5% when we vary 
the threshold. 
The distribution of incorrectly recognized data 
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Figure 5-5: The distribution of incorrectly recognized data which are in the same 
regression class with the actual transcription alignment and those which are in the other 
classes. 
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Figure 5-6: The WER (%) in Task 2 when confidence measures of different levels 
are integrated. 
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Figure 5-7: The Quantity of data which is represented by the amount of data 
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Figure 5-8: The quality of data which is determined by the ratio of correctly 
recognized data in selected data 
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Figure 5-9: The amount of selected correctly recognized data out of all correctly 
recognized data 
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The results in this task are what we expect. The integration of confidence measure 
improves the recognition result. The optimal thresholds for different methods are found 
between 0.3 and 0.5. BaselF-based confidence measure can even lower the WER to 
14.71%, which is quite close to the lower bound given by supervised adaptation. 
Word-level confidence measure also gives a good result when the threshold is 0.5 but it 
is slightly worse than baselF-based one. Moreover, in the word-level confidence 
measure, the change of WER with the varying threshold is larger than the other two 
methods. And the performance is even worse than the baseline when the threshold is 
0.9. Since the word-level confidence measure cannot retain the correctly recognized 
data to high confidence score, the quantity of data are degraded a lot with high 
threshold. Based on the same reason, the optimal threshold of word-level case is lower 
than that in model-level cases. 
The distributions of incorrectly and correctly recognized data in Task 2 are less 
extreme than that in Task 1. We can observe that the quantity of data increases with the 
decrease in threshold whereas the quality of data decreases. 
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Task 3 
Task 3 
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Figure 5-10: The WER (%) in Task 3 when confidence measures of different levels 
are integrated 
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Figure 5-11: The quantity of data is determined by the percentage of data above the 
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Quality of Data 
(Ratio of correctly recognized data in selected data) 
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Figure 5-12: The quality of data which is determined by the ratio of correctly 
recognized data in selected data with different threshold 
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Figure 5-13: The percentage of correctly recognized data above or equal to the 
threshold 
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We were expecting the confidence measure would be useful in Task 3, given the 
improvement with cheated confidence measure. However, all of the confidence 
measures make the adaptation less effective. The trend of their performance with 
varying threshold is similar. 
The high baseline WER is the main cause of unsatisfactory results. The algorithm of 
confidence measure in our research is based on the occurrence frequency. The 
estimation accuracy is significantly affected by the high WER. Therefore, it is observed 
that the model-level confidence measures do not select data with good quality in Figure 
5-12. Although the word-level confidence measure can give a good data quality when 
high threshold is used, the amount of data become insufficient and affects the 
performance of adaptation. It is hard to have a good balance when the WER is high. 
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5.4. Incorporation of Confusion Matrix 
Task 1 (biphone-based) 
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Figure 5-14: The WER(%) of biphone-based confidence measure incorporating with 
confusion matrix in Task 1 
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Task 2 (biphone-based) 
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Figure 5-15: The WER(%) of biphone-based confidence measure incorporating with 
confusion matrix in Task 2 
Task 3 (biphone-based) 




^ 36.5 ^ ^ --e- confusion matrix 
^ 36 ^^^ —M—noCM 
m 5 * 一 --采--supervised 
m • • • • • cheated 
35 
34.5 
34 -I 1 i 1 ！ 
0.1 0.3 0.5 0.7 0.9 
confidence measure threshold 
Figure 5-16: The WER(%) of biphone-based confidence measure incorporating with 
confusion matrix in Task 3 
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We can observe an improvement when we add the information of confusion matrix 
in the biphone-based confidence measure in Task 2. The WER can be as low as 14.71 %. 
The improvement is 8% from no confidence measure applied. Therefore, the 
information of confusion matrix is useful to the estimation of confidence measure. 
Moreover, the optimal threshold is 0.7, which is higher than before incorporation. This 
means that the use of confusion information can move the correctly recognized data 
towards high confidence. 
However, similar to the last section, confidence measure cannot give any 
improvement even the information of confusion matrix is added in Task 1 and 3. The 
accuracy is similar to the original confidence measure. 
5.5. Conclusions 
The use of confidence measure shows significant contribution in MLLR based 
adaptation for domain-specific telephone recognition system. One of the proposed 
methods, baselF-based confidence measure, gives the greatest improvement. The WER 
can be reduced from 16.03% to 14.71%. Moreover, the incorporation of confusion 
matrix to biphone-based confidence measure can also improve the WER to 14.71%. 
Both methods can give significant results. 
However, the channel and domain conditions significantly affect the performance 
of confidence measure. For Task 2, which is a microphone speech recognition system, 
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the removal of all model-level incorrectly recognized data degrades the adaptation 
performance. Some of these incorrectly recognized data contain useful information. 
However, it is also observed that some of them with low reliability are not desired in the 
adaptation. Therefore, filtering the unreliable data is necessary in this task too but more 
information should be added in the estimation of confidence measure, such as state and 
class information. In Task 3，the low baseline WER degrades the accuracy of reliability 
estimation. In order to tackle this problem, information that is more robust to 
recognition performance should be incorporated in the estimation. 
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Chapter 6 
Conclusions 
This research focuses primarily on unsupervised model adaptation for HMM based 
continuous speech recognition. We have investigated on the use of confidence measure 
to improve the effectiveness of model adaptation. For each adaptation utterance, the 
confidence measure is computed from the N-best output hypotheses and their 
associated path scores. The results are used to determine whether the relevant speech 
data should be utilized to guide the adjustment of HMM parameters or not. 
MLLR has been adopted as the basic adaptation technique. Given the properties of 
the MLLR, model-level confidence measure is considered to be more appropriate than 
word-level and utterance-level ones. Therefore, a model-level confidence measure has 
been proposed. It facilitates the selection of adaptation data at frame level. Compared 
with the case of using word-level confidence measure, the amount of good adaptation 
data is increased by at least 5%. 
The proposed use of model-level confidence measure is examined on adapting the 
acoustic models in three different tasks of continuous Cantonese speech recognition. 
The observations are summarized as follows. 
1. Domain-specific telephone speech recognition system 
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The WER is reduced from 16.03% to 14.71% by using the proposed confidence 
measure to the adaptation. It is closed to the performance of supervised adaptation. 
One of the model-level confidence measure, baselF-based, can give the best 
performance. When another model-level confidence measure, biphone-based, is 
incorporated with the confusion matrix, the same improvement is observed. 
In this task, confidence measure is helpful to remove unreliable recognition output 
and to improve the adaptation. The incorporation of confusion matrix brings further 
improvement. 
2. General domain telephone speech recognition system 
When we apply the cheated confidence measure, a significant improvement can be 
observed. The WER is as low as that of supervised adaptation. Selecting reliable 
adaptation data seems to be useful in this task. However, when we apply the 
proposed confidence measure, the performance becomes worse and the WER is 
even lower than that without using any confidence measure. It is probably caused by 
the high WER. Since the proposed methods rely on the recognition results, high 
WER causes a poor estimation of confidence measure. 
3. Domain-specific microphone speech recognition system 
The removal of all incorrectly recognized data makes the WER even worse than the 
case of no confidence measure. It implies that some incorrectly recognized data are 
useful to adaptation but not all of them. It is observed that the performance is 
improved and close to that of supervised adaptation when the threshold is set to 0.1. 
Removing some data with very low CM really makes the adaptation more effective. 
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Selection of adaptation data is also required in this task but the definition of 
unreliable data may be different from that in recognition. 
In our work, it is found that channel condition can affect the usefulness of the 
confidence measure for model adaptation. For the telephone channel recognition 
system, either general or specific domain, filtering the recognition error is useful to the 
adaptation. However, the negative result is observed in microphone speech. One of the 
reasons is that channel effect and phonetic mismatch both cause the recognition error in 
telephone speech while only the phonetic mismatch is involved in microphone speech. 
Such difference is one of the causes of discrepancy in the performance of confidence 
measure. The confidence measure can filter the error data due to the channel effect 
effectively but not the phonetic mismatch. Furthermore, the standard of so-called "bad" 
data to adaptation is different between two channels. Incorrectly recognized data may 
not be the bad adaptation data in microphone speech as well but it probably is in 
telephone speech. 
Moreover, the word-density based confidence measure is based on the occurrence 
frequency in the N-best hypotheses. The baseline WER plays a deterministic role on 
whether the confidence score can be measured correctly. For a high baseline WER like 
in Task 3, either word or model level confidence measures cannot help the performance 
though the cheated confidence measure is found useful. 
In conclusion, the removal of bad adaptation data is necessary in order to improve 
the adaptation. Confidence measure is helpful to certain extent to achieve the objective. 
However, the definition of bad and unreliable data in adaptation is sometimes different 
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to that in recognition. It is worth to continue the work on finding a suitable data 
selection method specifically for adaptation. 
6.1. Future Works 
1. Since the recognition error is not necessary to be bad to adaptation, it is necessary to 
add more information in the estimation. It is worth to further analyze the definition 
of bad adaptation to different speaking conditioiL 
2. As we know that the not only correctness of the data in model level is important to 
the adaptation but also in state and class level, this information can be incorporated 
in the estimation. 
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