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A B S T R A C T
Uncertainty analysis is an important component of dietary exposure assessments in order to under-
stand correctly the strength and limits of its results. Often, standard screening procedures are applied
in a ﬁrst step which results in conservative estimates. If through those screening procedures a potential
exceedance of health-based guidance values is indicated, within the tiered approach more reﬁned models
are applied. However, the sources and types of uncertainties in deterministic and probabilistic models
can vary or differ.
A key objective of this work has been the mapping of different sources and types of uncertainties to
better understand how to best use uncertainty analysis to generate more realistic comprehension of dietary
exposure. In dietary exposure assessments, uncertainties can be introduced by knowledge gaps about
the exposure scenario, parameter and the model itself. With this mapping, general and model-
independent uncertainties have been identiﬁed and described, as well as those which can be introduced
and inﬂuenced by the speciﬁc model during the tiered approach.
This analysis identiﬁes that there are general uncertainties common to point estimates (screening
or deterministic methods) and probabilistic exposure assessment methods. To provide further clarity,
general sources of uncertainty affecting many dietary exposure assessments should be separated from
model-speciﬁc uncertainties.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Dietary exposure assessments are an important part of any risk
and beneﬁt analysis for foods including their ingredients and com-
ponents (e.g. nutrients, food additives, ﬂavourings, novel foods) as
well as substances that are present unintentionally (e.g. pesticide
residues and contaminants) (EFSA, 2010a). Therefore, a clear un-
derstanding of the strengths and limitations of any dietary exposure
assessment is important for informed risk management decisions
in order to achieve a high level of consumer protection while sup-
porting sustained innovation. The question is not whether we know
everything but how can a decision be best madewithwhat we know.
Understanding the uncertainties involved in this analysis to further
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improve dietary risk assessments is important in providing a real-
istic and clear picture for all stakeholders, including food industry,
policy makers, and ﬁnally consumers.
The fundamental concept of a dietary risk assessment is the com-
parison between health-based guidance values for a food constituent
and the exposure of the population to the food constituent. Sources
of uncertainties can be found for both the toxicological and the ex-
posure elements. However, this publication focuses on uncertainty
analysis related to dietary exposure assessments.
Actually, why should the assessment and reporting of uncer-
tainties be considered in dietary exposure analysis? To support a
well-informed decisionmaking process based on transparency, trust
and credibility, it is a critical part to demonstrate that uncertain-
ties have been taken into account, to recognise whenmore or better
information is needed and to translate uncertainties into informa-
tion to be considered in the risk management process. The 2009
EFSA Scientiﬁc Committee Guidance on Transparency (EFSA, 2009a)
highlights that “each scientiﬁc output should describe the types
of uncertainties encountered … and indicate their relative impor-
tance and inﬂuence on the assessment outcome”.
A systematic examination of all potential sources and types of
uncertainties should be included in any dietary exposure assess-
ment to maximise the likelihood that important uncertainties are
recognised and evaluated (Codex Alimentarius Commission, 2003;
EFSA, 2011; World Health Organization/International Program on
Chemical Safety, 2008). However, many of those assessments follow
standard screening procedures that are intended to produce
conservative1 estimates of exposure and do not always provide a
detailed analysis of uncertainty. If those screening methods indi-
cate exceedance in relation to health-based guidance values, more
reﬁned assessments are necessary. However, the sources and types
of uncertainties can differ or vary between deterministic and proba-
bilistic models.
In addition to emphasising the importance of uncertainty as-
sessments and to further harmonise and standardise their
identiﬁcation, there is a need to develop principles and approaches
that will enable uncertainties to be communicated in a clear, con-
sistent and understandable way to all stakeholders.
In this publication the tiered approach for uncertainty analysis
is explained and the existing methods are described. Uncertain-
ties are presented that are common or speciﬁc to the different dietary
exposure assessment methods. Consistencies and differences
between those uncertainties are summarised and conclusions drawn.
2. Context and concepts
2.1. Tiered approach to dietary exposure assessments
Several international and regional bodies (EFSA, 2006, 2012a;
Suhre, 2000; World Health Organization/International Program on
Chemical Safety, 2008) recommend a tiered approach for dietary
exposure assessments of substances in food with point estimates
used in an initial tier (for screening assessment), followed by more
reﬁned point estimates or deterministic methods and, ﬁnally, proba-
bilistic methods. This tiered approach starts from relative simple
estimates based on conservative assumptions and default values to
more complex and reﬁned exposure assessments.
The analysis of uncertainties in dietary exposure assessments
should follow the same tiered approach starting with simple sub-
jective evaluation of uncertainty (qualitative methods) and
progressing to reﬁned deterministic or probabilistic modelling (qual-
itative and quantitative methods) when appropriate (EFSA, 2006).
Uncertainties are usually not quantiﬁed explicitly in screening or
basic deterministic assessments, meaning it is not required to do
an analysis of uncertainty on every occasion, because the stan-
dard conservative assumptions are assumed to provide an
appropriate protection level. In probabilistic assessments, however,
it is necessary to consider the uncertainties explicitly, because some
of the conservative assumptions of deterministic assessments have
been replacedwith distributions (EFSA, 2012a). It then becomesmore
important to address the question of how conservative still the more
reﬁned method is. For data or other information included in the as-
sessment it is important to understand their nature as in practice
information is never perfect and may have originally been collect-
ed for an entirely different purpose unrelated to the risk assessment.
2.2. Uncertainties in dietary exposure assessment
Uncertainty in risk assessment in the general sense is deﬁned
byWHO/IPCS (World Health Organization/International Program on
Chemical Safety, 2008) as “imperfect knowledge concerning the
present or future state of an organism, system, or (sub-)population
under consideration”. Uncertainties in risk assessment include con-
siderations related to missing, incomplete and/or incorrect
knowledge, as well as those associated with ignorance and/or lack
of awareness. Uncertainties should be characterised as transpar-
ently as possible to ensure their adequate consideration in decision-
making concerning the need for and nature of appropriate risk
management and communication (EFSA, 2006).
Since dietary exposure assessments are an integral part of dietary
risk assessments, it is relevant to well understand the results thereof,
including the involved uncertainties, for their correct interpreta-
tion as well as ﬁnal conclusion of the riskmanagers. Dietary exposure
assessments are providing information about the source and quan-
tity of exposure to a substance coming from the diet as well as the
population groups exposed. For a reliable estimation of the overall
risk, it is important to properly characterise and suﬃciently quan-
tify uncertainties related to the exposure analysis. Uncertainties in
dietary exposure assessment can be grouped by scenario, param-
eter and model and can occur for example by a lack of consumption
data, concentration data or other factors determining exposure
(World Health Organization/International Program on Chemical
Safety, 2008).
Why is it relevant to quantify uncertainties? The simple answer
is because they are fundamental components of risk analysis, but
the process is far from simple. Risks cannot be reliably estimated
if exposures and their uncertainties are not properly characterised
and suﬃciently quantiﬁed (World Health Organization/International
Program on Chemical Safety, 2008). Given that complete informa-
tion is never available, exposure assessors must make simpliﬁed
assumptions (e.g. use defaults) or rely on data that are not neces-
sarily representative of the populations or conditions of interest,
e.g. by extrapolating results that have been generated for other pur-
poses (EFSA, 2006). The uncertainty may not always affect the risk
analysis, depending on the objective. For example, an assessment
of differences in mean exposure between countries may be unaf-
fected by systematic errors or uncertainties that are common
between countries. An example is shown in the publication (Crispim
et al., 2012) where errors due to self-reporting bias are shown to
be comparable between regions.
Looking at the historical context, early exposure assessments used
single point estimates of the maximum exposure estimates for
groups or individuals. These lacked transparency in the underly-
ing assumptions with no information on population distribution of
exposure and uncertainties available. Since the 1990s the interest
in exposure of different individuals in a population grew gradual-
ly. For example, USEPA (United States Environmental Protection
1 Conservative estimates are meant to be estimates of exposure at the upper end
of the range assuming a consumption of foods with the relevant component at high
levels and a consumption of foods with the relevant component present in all foods.
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Agency) required information on high exposed individuals and
median or mean of the distribution of the exposed individuals. Such
cases triggered the development of probabilistic models including
the Monte Carlo model or related methods. The transparency af-
forded by probabilistic characterisation and separation of uncertainty
and variability in exposure assessment offers potential beneﬁts
in the context of increasing common understanding as a
basis for greater convergence in methodology (World Health
Organization/International Program on Chemical Safety, 2008).
It is important to clarify the difference between uncertainties and
variability. Uncertainties are linked to a lack of knowledge of the
real world (e.g. lack of concentration data) and adding more, rele-
vant information should reduce uncertainties. Variability is due to
natural variations occurring in the real world (e.g. individual vari-
ation in food consumption) which can be reduced but not eliminated.
Uncertainty can be deﬁned as a lack of precise knowledge, either
qualitative or quantitative. In the context of exposure assessment,
uncertainty refers to the lack of knowledge about factors affecting
exposure. Uncertainties can also occur due to errors made. Vari-
ability is a quantitative description of the range or spread of a set
of values. Common measures include variance, standard devia-
tion, and interquartile range. Variability arises from heterogeneity
across individuals, places, or time. Both aspects matter for the risk
assessment: The magnitude of variability and uncertainty deter-
mine the probability that effects reach unacceptable levels; the extent
of uncertainty determines the chance that more information might
show the risk is acceptable (EFSA, 2006).
2.2.1. Uncertainty analysis
In dietary exposure assessments uncertainty can arise from in-
suﬃcient knowledge about exposure scenarios, models and inputs
to the models. Within the complex process of estimating realistic
exposures, uncertainties qualitatively and quantitatively have con-
sequences for the assessment. Chapter 3 and 4will elaborate in detail
about those uncertainties which can be general, i.e. model-
independent or which can be introduced and inﬂuenced by the
speciﬁc model during the tiered approach.
Within the uncertainty analysis the expression of uncertain-
ties or variability in risk estimates may be qualitative or quantitative,
but should be quantiﬁed to the extent that is scientiﬁcally achiev-
able (World Health Organization/International Program on Chemical
Safety, 2008). Communication of the exposure assessment uncer-
tainties to the different stakeholders should reﬂect the different needs
of the audience in a transparent and understandable manner (EFSA,
2006).
A qualitative approach to characterise uncertainties has the ob-
jective to identify the sources of uncertainty that are most inﬂuential
in determining the outcome of an exposure assessment. The six com-
ponents of the qualitative characterisation of uncertainty as described
by the International Programme of Chemical Safety (IPCS) are the
levels of uncertainty (low, medium or high) of each speciﬁed source,
the major sources of uncertainty, the appraisal of the knowledge
base of each major source, the controversial sources of uncertain-
ty, the subjectivity of choices of each controversial source, and the
reiteration of this methodology until the output satisﬁes stake-
holders (World Health Organization/International Program on
Chemical Safety, 2008).
Sources of uncertainties can be grouped by scenario, model and
parameter (World Health Organization/International Program on
Chemical Safety, 2008) or as outlines by EFSA in 2006 by the “as-
sessment objectives, the exposure scenario(s), the exposure model,
the model inputs, and the performance of the assessment” (EFSA,
2006).
Types of uncertainties include those coming from the scenario
(like processing information, recipe data, food conversion factors,
market share and occurrence), from parameters (like input data and
their availability, concentration data, food consumption data,
conversion/processing factors), or from the model chosen (like ex-
trapolation of short term dietary surveys to chronic exposure).
2.2.2. Existing approaches for uncertainty characterisation
As part of the activities in harmonising methods for the risk as-
sessment of chemicals by the World Health Organization (WHO)
and under the umbrella of the IPCS in 2008, the WHO published
their document on Uncertainty and data quality in exposure assess-
ment (World Health Organization/International Program on Chemical
Safety, 2008).
The key objective and outcomes are:
• Provide an overview on the nature and characterization of un-
certainty in exposure assessments, including guidance on the
identiﬁcation of sources of uncertainty, its expression and ap-
plication, not only in risk assessment, but also in riskmanagement
decisions, delineation of critical data gaps and communication
to decision makers and the public.
• Qualitative and quantitative methods are described and ten
“guiding principles” for characterization of uncertainty in ex-
posure assessment are presented.
• The Guidance recommends a four-tiered approach for charac-
terizing the variability and/or uncertainty in the estimated
exposure or risk results. The four tiers are described as screen-
ing, qualitative, (quantitative) deterministic and probabilistic
uncertainty analysis.
In Europe, EFSA published in 2006 the Guidance of the Scien-
tiﬁc Committee on a request from EFSA related to uncertainties in
dietary exposure assessments (EFSA, 2006), and in 2012 the Guid-
ance on the use of probabilistic methodology for modelling dietary
exposure to pesticide residues (EFSA, 2012a).
The key objective and outcomes are:
• Improve and harmonize the treatment of uncertainties in dietary
exposure assessments in Europe.
• EFSA provides a systematic approach to identiﬁcation and char-
acterization of uncertainties
• and recommends a tiered approach to analysing uncertainties
including three tiers being qualitative, deterministic and
probabilistic.
Both guidance documents have similarities but also differences
in their way to characterise and evaluate uncertainties. In the EFSA
guidance document (EFSA, 2006), the Scientiﬁc Committee has sug-
gested a tabular format to help systematically identify and evaluate
all unquantiﬁed uncertainties related to different components of the
exposure assessment and an approach to indicate the magnitude
and direction of the contribution of each uncertainty on the expo-
sure assessment outcome.
Based on these recommendations, the EFSA Panel on Plant Pro-
tection and Residues (PPR) (EFSA, 2012a) has suggested basic
methods for the quantitative evaluations of some key uncertain-
ties affecting the probabilistic pesticide exposure assessment. Section
8 of this guidance document summarises the recommended ap-
proach for evaluation of unquantiﬁed uncertainties affecting the
model outputs.
Since it is crucial to take account of all unquantiﬁed uncertain-
ties, the PPR panel recommends using the tabular format proposed
by EFSA (EFSA, 2006). It extended the original tabular format to allow
quantitative meaning to be assigned to the plus and minus symbols
used to indicate the potential of increase (+) or decrease (−) that
each uncertainty has on the exposure assessment outcome as shown
in Figure 1 below. The numeric scale is an example, which can be
adapted according to a speciﬁc model case. Following this
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approach for the subjective evaluation of uncertainties, it is possi-
ble to make an overall conclusion across all quantiﬁed and
unquantiﬁed uncertainties.
As example and starting points for users, Appendix 2 of the guid-
ance document contains tables of the uncertainties evaluation for
acute and chronic probabilistic pesticide exposure assessments.
Since in recent years more experience has been gained with dif-
ferent models andmethods for assessing uncertainties, the following
chapters are intended to describe in more detail the sources of un-
certainties in deterministic as well as probabilistic models and
classify them in general and model-speciﬁc uncertainties.
3. General uncertainties
Different sources of uncertainties may arise at different stages
of the dietary exposure assessment and are also related to the general
questions to be clariﬁed by such an assessment. This section de-
scribes uncertainties that apply to dietary exposuremodels generally,
including parameter uncertainties, scenario uncertainties and mod-
elling uncertainties. The subsequent section describes how these
general uncertainties are addressed in the different models includ-
ing model-speciﬁc uncertainties.
WHO/IPCS (World Health Organization/International Program on
Chemical Safety, 2008) structures sources of uncertainties into sce-
nario uncertainties, parameter and model uncertainties, while EFSA
in 2008 (EFSA, 2008) divided the sources into 5 categories, i.e. as-
sessment objective uncertainties, exposure scenario uncertainties,
exposure model uncertainties, model input uncertainties and as-
sessment performance uncertainties.
Scenario uncertainties relate to uncertainties in specifying the
exposure scenario. Parameter uncertainties within our classiﬁca-
tion can relate to the input data such as food consumption data,
concentration data and the linkage of concentration data to con-
sumption data. For an empirical model, these data uncertainties
directly inﬂuence the uncertainty in model output. For a paramet-
ric model, such as a theoretical distribution assumed for a variable
quantity, uncertainty is associated with ﬁtted parameter values such
as the mean and variance. In this case uncertainty in the data used
to infer parameter values has an indirect effect on model output un-
certainty. These are general uncertainties that apply for each model,
called modelling uncertainties, which are due to the assumptions
made in the model and are therefore model-speciﬁc. According to
WHO/IPCS (World Health Organization/International Program on
Chemical Safety, 2008), “classiﬁcation using the three categories is
not strict and the uncertainties may in practice arise in overlap-
ping areas” and a clear decision whether an uncertainty can be
classiﬁed as scenario, parameter or model cannot always be made.
The assessment objective uncertainties considered by EFSA relate
to the intended objective of the exposure assessment, e.g. how the
problem is formulated in the terms of reference, i.e. what is in-
tended to be achieved and how the outcome is further used and
interpreted. This source is closely linked to the 5th source de-
scribed by EFSA as the assessment performance uncertainties which
could involve as a type of uncertainty the non-conformance of as-
sessment with objectives and scenario. An example for this could
be that a dietary survey used for a chemical risk assessment on con-
taminants has been assessing the food intake in the general
population, when actually the substance in question for the risk as-
sessment is highly relevant for children.
3.1. Scenario uncertainties
The scenario of a dietary exposure assessment consists of the
substance, the (sub)population, the time frame (acute or chronic),
the exposure estimate required and a suitable model. Deﬁning the
scenario also requires identiﬁcation of the model input and depen-
dencies between inputs (EFSA, 2006). With respect to the
determination of the subpopulation, the exposure period and ex-
posure estimate required, information can be obtained from hazard
characterisations, for example from EFSA opinions on the hazard
of certain substances. It should be noted that the hazard assess-
ment itself is subjected also to uncertainties.
According to WHO/IPCS 2008, scenario uncertainties include:
• “descriptive errors (e.g. wrong or incomplete information),
• aggregation errors (e.g. approximations of volumes),
• errors of assessment (e.g. choice of the wrong model) and
• errors of incomplete analysis” (overlooking important contribu-
tors) (World Health Organization/International Program on
Chemical Safety, 2008).
All these uncertainties depend on the exposure scenario chosen.
The last bullet point “errors of incomplete analysis” is related to the
issue of unknown unknowns, i.e. factors that we don’t knowwe don’t
know. These factors will, by deﬁnition, be overlooked in our models
and their impact on uncertainty is diﬃcult to estimate.
3.2. Parameter uncertainties
3.2.1. Food consumption data
Food consumption data are derived from national food con-
sumption surveys or food balance sheets (FBS). In food consumption
surveys, the food consumption of a representative sample of the pop-
ulation is recorded for one or more days, using methods including
24-h recall, dietary records, food frequency questionnaires (FFQs),
retailer loyalty cards (McNamara et al., 2011), household budget
surveys and/or food balance sheets (EFSA, 2006, 2009b). No method
is able to reﬂect the true food intake and therefore each method
has its own uncertainties, which were, e.g. summarised by EFSA in
2006 (EFSA, 2006). In 2009, EFSA published a guidance document
for the collection of national food consumption data (EFSA, 2009b),
which was updated in 2014 (EFSA, 2014a). EFSA recommends that
surveys cover two non-consecutive days and use the dietary record
method followed by a computer-assisted personal or telephone in-
terview for infants and children and the 24-hour recall computer-
assisted personal or telephone interview method for adults. EFSA
further recommended “to use a food propensity questionnaire and
that supplementary information, in particular on brand name, phys-
ical characteristics of the packaging, cooking procedures and other
speciﬁc information, such as fortiﬁcation should be collected” (EFSA,
2009b). Across Europe in existing surveys, the number of consump-
tion days included varies between 1 and 7 days (EFSA, 2009b). Overall
Fig. 1. Scale for the evaluation of the uncertainties deﬁned by EFSA-PPR (EFSA, 2012a)
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the preference is for individual data as collected for example in recalls
or records.
With respect to food consumption data, several uncertainties can
be identiﬁed. Uncertainties include sampling uncertainties, mea-
surement uncertainties, extrapolation uncertainties, dependency and
ambiguity/imprecise language (EFSA, 2006).
3.2.1.1. Sampling uncertainty. A limited sample size and number of
recording days contribute to the sampling error and thereby to sam-
pling uncertainty (Van Ooijen et al., 2009). Uncertainties can relate
to amounts and frequency of consumption. Whereas food con-
sumption surveys will provide accurate information for basic foods,
such as bread, problems may arise for special foods, consumed by
a large part of the population at low frequency, such as ﬁsh, or for
special diets, consumed by a very small proportion of the popula-
tion at high levels. For example, lack of a suﬃcient number of
vegetarians in the food consumption database may lead to an un-
derestimate of high percentiles of exposure to plant food-associated
chemicals, such as pesticide residues. Results from simulation studies
performed by Slob in 2006 (Slob, 2006) indicate that a consump-
tion frequency distribution with an expected frequency as low as
0.0065 (=0.65%, being the ratio of the number of consumption events
for a particular food to the total number of consumption events)
can still be estimated reasonably well, on the condition that food
surveys have a suﬃcient sample size (Bakker et al., 2009).
Another type of sampling uncertainty is selection bias, which can
be due to populations which are intentionally not included (e.g.
infants or pregnant women) or present in non-representative
amounts (such as non-Western style diets because of exclusion of
non-native language speaking subjects). The degree of selection bias
depends on the design of the food consumption survey.
3.2.1.2. Measurement uncertainty. This type of uncertainty relates
to (errors in) the recording of types and amounts of foods. Mea-
surement uncertainty depends on the method of the food
consumption survey (EFSA, 2006). According to EFSA, measure-
ment uncertainties for the dietary record method consist of
uncertainties in recording of food types, measurement errors for
food weight, under-/over-reporting (e.g. over-reporting of healthy
foods and under-reporting of foods considered not healthy), and in-
complete information about, e.g. brands, packaging, and processing
(EFSA, 2006). For 24-h recall methods, additional uncertainties consist
of recall errors (subjects may forget what they have eaten yester-
day) and subjective information on portion sizes (EFSA, 2006). Portion
sizes can be quantiﬁed by using photos of different amounts of a
certain food, or by using household measures (e.g. half a glass of
milk); however, this might be interpreted subjectively by consumers.
3.2.1.3. Extrapolation uncertainties. Another uncertainty arises from
the extrapolation of the food consumption survey to other years (e.g.
use of old food consumption surveys), season, populations (women
in their reproductive age as proxy population for pregnant and lac-
tating women) or regions (EFSA, 2006). These extrapolation
uncertainties depend on the methodology of the food consump-
tion survey (EFSA, 2006; O’Mahony and Vilone, 2013).
3.2.1.4. Dependency. Food consumption surveys may be subjected
to correlations between food intakes and dependencies between food
types (EFSA, 2006). For example, when the period between the re-
cording or recall days is too short, people may eat left-overs from
food eaten at the other recording day. Loyalty to certain brands also
contributes to dependency. With household budget surveys, there
is a non-random allocation of foods between the members of a
household (EFSA, 2006). The degree of dependency depends on the
design of the food consumption survey. Dependencies can also occur
in the systematic over- or under-reporting of foods generally (Day
et al., 2001; Fahey et al., 2007; Kipnis et al., 1999).
3.2.1.5. Ambiguity/imprecise language. According to EFSA (EFSA, 2006)
ambiguity and/or imprecise language contributes to uncertainties
in food consumption data. Ambiguity and imprecise language may
arise from “deﬁnition of food categories, ambiguity about ingredi-
ents and recipes, and ambiguity about processing and packaging”
(EFSA, 2006). These are discussed below in ‘Linking food consump-
tion to concentration data’. Uncertainties may also arise from a low
level of detail included within a food consumption survey. For
harmonising the description of foods, EFSA has developed the FoodEx
coding system (EFSA, 2011a, 2011b). However, translation of spe-
ciﬁc food codes from each country to the FoodEx coding system can
give rise to loss of information and result in food codes being as-
signed to a broader, less precise FoodEx code (Boon et al., 2012).
3.2.2. Bodyweight
In dietary exposure assessments, exposure is often expressed per
kg bodyweight. To this end, ﬁxed values or individual bodyweights
are used, each having their own uncertainties.
3.2.2.1. Default value uncertainty. When individual bodyweights are
not known or also as applied in some simple models, a ﬁxed
bodyweight value is used, e.g. 60 kg for adults or 15 kg for a 3-year
old child. The uncertainty related to this ﬁxed value is called default
value uncertainty by EFSA (EFSA, 2006). In 2012, EFSA has updated
the default values for several population groups: 70 kg for adults,
12 kg for children aged 1–3 years, and 5 kg for infants aged 0–12
months (EFSA, 2012b)). Obviously, the true (average or high quintiles)
value likely deviates from the ﬁxed value.
3.2.2.2. Measurement uncertainty. In several food consumption
surveys individual bodyweights are known. Uncertainties in indi-
vidual bodyweight can occur, depending on themethod of recording.
When subjects were weighed, bodyweight is subject to measure-
ment uncertainty. When subjects were asked to report their
bodyweight, an additional uncertainty is introduced by the possi-
bility of over- or under-reporting. However, this uncertainty is
expected to be small compared with other uncertainties de-
scribed herewith.
3.2.3. Concentration data
Concentration data of chemicals can be obtained from several
sources, such as national monitoring programmes, submitted trial
data in the case of pesticide residues, and use levels obtained from
the (food) producers in the case of food additives and ﬂavourings.
For monitoring data and Total Diet Studies data additional uncer-
tainties exist linked to the analytical methodologies employed. Types
of uncertainties in concentration data comprise sampling uncer-
tainty, uncertainties due to pooling as well as measurement
uncertainties (Van Ooijen et al., 2009).
3.2.3.1. Added use levels versus actual chemical concentration. It should
also be noted that for many food additives and ﬂavourings the con-
centration reported by industry is what is termed the added use
level, i.e. the concentration added to the food or ﬂavour formula.
The use of such levels in exposure assessments (opposed to ana-
lytical measurements) in certain instances can greatly overestimate
actual intake due to volatilisation, processing (particularly in food
categories or subcategories in which heat processing is involved),
leaching or speciﬁc food product considerations. For example, the
preservatives sulphites and sulphur dioxide (E220-228) can inter-
act with the constituents of foods and can be lost by volatilisation
during storage and food preparation, so that the amounts present
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at the point of consumption may be much lower than the amounts
added to the food (Leclercq et al., 2000).
3.2.3.2. Sampling uncertainty. Limited sampling sizes contribute to
sampling uncertainty (EFSA, 2006; Leclercq et al., 2000; Van Ooijen
et al., 2009), particularly for foods with high variability in concen-
trations due to e.g. regional or seasonal differences. The right panel
of Figure 2 exempliﬁes the deviation of the true probability distri-
bution from the distribution of sampled values due to sampling
uncertainty. Taking more samples would reduce the sampling un-
certainty, but this is an expensive approach.
3.2.3.2.1. Chemical occurrence and market share data. Dietary ex-
posure assessments that base calculations upon added use levels
generally make the assumption that if an additive or ﬂavouring is
found in one food within a food category, it is found in all foods in
that food category, e.g. always the same food additive used while
a range of food additives with the same purpose is permitted in this
food category. This is not necessarily a valid assumption and can
overestimate the intake to a particular material. For compounds in-
tentionally added to food, such as additives and ﬂavourings, the
concentration of the compound in food may be brand-dependent
and/or product/product-category-speciﬁc. For instance, compet-
ing food companies will often utilise related but different ﬂavouring
agents in food products designed to compete with another comp-
any’s similar offerings.
Since brand names are not always included in food consump-
tion surveys, direct linking of use levels to foods on brand level is
not possible. When no data onmarket shares are taken into account,
exposure calculations applying use levels can be considered as in-
adequate sampling, since weighting factors for each value are not
considered for both positive use levels and zero concentrations, i.e.
foods not containing the particular additive or ﬂavouring. This is
often handled by assigning maximum permitted levels, extreme use
levels, or typical use levels to all foods that may contain the par-
ticular additive according to Annex II of Regulation 1333/2008
(European Union, 2008a) or the particular ﬂavouring substances ac-
cording to Regulation 1334/2008 (European Union, 2008b). Obviously,
this results in overestimation of the exposure and so is appropri-
ate only for screening or initial tier models.
In the case of pesticide residues, when data are obtained from
ﬁeld trials, the same problem arises if the percentage crop treated
is not known. This is often handled by assuming that all crops were
treated with the pesticide. Again, this results in an overestimation
of exposure.
3.2.3.2.2. Chance of encounter. The Chance of Encounter is the
probability that a typical eater will encounter and consume a par-
ticular food that contains the food chemical. This is related to the
probability of chemical occurrence in speciﬁc foods which can
depend on issues such as percentage crop treated, brand market
share and loyalty or simply the probability that a chemical or con-
taminant occurs in a food or group of foods.
3.2.3.2.3. Biased sampling. Another source of sampling uncer-
tainty is biased or targeted sampling of suspect foods (EFSA, 2006;
Van Ooijen et al., 2009). Monitoring programmes are usually de-
signed and focused on a problem recognised by risk managers, such
as higher concentration values in certain regions (e.g. dioxins in river
ﬁsh) or seasons (e.g. nitrate in leaf vegetables in spring). Monitor-
ing data might be representative for the season or region, but not
necessarily for exposure assessment at the national level. Inclu-
sion of concentrations obtained from biased sampling results in
higher concentrations and ultimately in an overestimate of the ex-
posure (exempliﬁed in the lower left panel of Figure 2). Obviously,
if this part of the data can be clearly identiﬁed as targeted, it should
be excluded from the exposure calculations or if possible weight-
adjusted (see for example Sioen et al., 2007). When this is not
Fig. 2. A graphical representation of the effect of limited sampling size and biased sampling on deviations from the true, but unknown probability distribution (repre-
sented by the red line in each ﬁgure). The distribution of measured data is indicated by bars. The upper left panel indicates a precise and unbiased sampling of concentration
data. The ﬁgure is obtained from Van Ooijen et al. (2009). Reprinted with permission.
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possible, this type of uncertainty should be addressed qualita-
tively, according to the EFSA guidance on uncertainties (EFSA, 2006).
3.2.3.3. Measurement uncertainty. Measurement uncertainties can
arise from analytical variability that is unknown or not corrected
for, measurement of composite samples, and detection limits (EFSA,
2006; Van Ooijen et al., 2009).
3.2.3.3.1. Unknown analytical variability. The concentration of a
chemical in a food is measured with error caused by variation in
sample preparation and analytical methods. Inter- and intra-
laboratory variation is typical, although the intra-laboratory variation
is generally smaller than the inter-laboratory variation.
3.2.3.3.2. Composite samples. Chemicals can be measured in
samples that can consist of more than one unit (e.g. several oranges
instead of one orange), combined to approximate a mean concen-
tration in a batch.With these composite samples, high concentrations
present in one unit can be diluted. These composite samples thus
introduce another uncertainty called unit-to-unit variability, since
the variation in concentrations between single units is not known.
Uncertainty in unit-to-unit variability is most relevant for acute ex-
posure assessment, where high concentrations contribute most to
exposure and the total variation in concentrations must therefore
be taken into account. For chronic exposure assessment only the
average concentration is required. The average concentration per
batch is still uncertain due to the small number of units per com-
posite (Roelofs et al., 2011). Preferably, realistic estimates of unit-
to-unit variability are used; however, these are not always available.
For this reason, ﬁxed variability factors were introduced. In deter-
ministic acute exposure assessment, unit-to-unit variability is
described by a variability factor, deﬁned as the ratio between the
97.5th percentile and mean distribution of unit residues (WHO,
2004). These ﬁxed variability factors depend on the unit weights.
For example, according to FAO/WHO recommendations a default
factor of 1 is assigned to small crops (unit weight < 25 g), whereas
a variability factor of 5 is used for large crops (unit weight > 25 g).
For foods processed in large batches, such as juicing, saucing, puree
making or bulking or blending, a variability factor of 1 is pro-
posed. Obviously, real values may deviate from these default factors,
as demonstrated in EFSA (2005, 2007). However, the impact has been
found to be much lower than from other uncertainty sources (e.g.
EFSA, 2012a; Kennedy and Hart, 2009).
3.2.3.3.3. Handling of non-detects. An important issue in mea-
surement uncertainty is the handling of non-detects (EFSA, 2006).
These are concentrations below the level of detection (LOD), deﬁned
as the lowest level that can be reliably distinguished from the back-
ground, or below the level of quantiﬁcation (LOQ), deﬁned as the
level with precision less than a certain value (Van Ooijen et al., 2009).
Non-detects can be either true zeroes, i.e. the food do not contain
the chemical, or be a positive value below the LOD (or LOQ) of which
the real value is not known. In dietary exposure assessments, non-
detects are often substituted by 0 (lower bound or LB), 0.5 × LOQ/
LOD (medium bound or MB), and/or by the LOD/LOQ (upper bound
or UB). The lower and upper bound scenarios are intended to provide
an impression of the variation between an optimistic and worst-
case scenario. However, if probability distributions were to be ﬁtted
based on the imputed values it is not guaranteed that the result
would be optimistic/pessimistic. It is also obvious that the worst-
case scenario depends on the actual LOD and LOQ of an analytical
method.
3.2.3.4. Extrapolation uncertainties. Dependent on the scope of the
exposure assessment, extrapolation uncertainties in concentra-
tion data may also be introduced (Roelofs et al., 2011). This is
particularly the case when exposure assessments are conducted for
the registration of new materials entering the market and where
regular concentration surveys are not conducted to account for
changing trends in the materials use. Furthermore, in the case of
new food chemicals where use level data are often based on expert
judgment or extrapolated from one particular food to another, ad-
ditional uncertainty may be introduced. This is also the case for
ﬂavourings. Unlike food additives where materials usually have spe-
ciﬁc technical functions, e.g., emulsiﬁers, antioxidants, leavening
agents, etc., the number of individual ﬂavouring substances is ex-
tremely large (thousands of substances). Different combinations of
materials may be used to represent similar ﬂavour modalities and
chemical subgroups of ﬂavourings can exert their ﬂavour effects over
a broad range of concentrations. Also, when a new food additive
is introduced to themarket, the typical use level might not be evident
yet and in such cases maximum permitted limits are chosen which
might not reﬂect the real concentration.
Uncertainty can arise with the extrapolation of concentrations
of chemicals in foods from one region to another, between differ-
ent seasons, over time and between different food types (EFSA, 2006).
Regional differences can be due to both uncontrollable and con-
trollable factors. Uncontrollable factors include such factors as climate
and soil type which could inﬂuence for instance the chemical com-
position and occurrence level of speciﬁc components of a food.
Seasonal variation in mycotoxins is a common example of climate
mediated effects on contaminant levels that could result in extrap-
olation uncertainty if data from a single survey are used to
extrapolate yearly intake. The use of concentrations in foods ob-
tained from regions with high cadmium in their soil to model intake
for regions with a low cadmium content or differences in the chem-
ical composition of a botanical extract sourced from plants grown
in different regions are other examples where such uncertainty could
be introduced into the intake assessment. Controllable factors are
linked to processes such as different harvest and storage tech-
niques, use of different pesticides, etc., which may confound data
used from one region to model to another.
3.2.3.4.1. Correction for loss during processing. The added average
use levels that are reported in a typical use level survey are esti-
mates of the initial added concentrations in a food product. The
actual concentrations of many ﬂavouring agents may change dra-
matically during food processing as a result of volatilisation (Young
et al., 2006). As a result, for many ﬂavouring agents, initial added
use levels are very likely overestimates of actual levels found in the
ﬁnal processed food, resulting in overestimates of the levels of intake
by the consumer.
3.2.3.4.2. Correlation between concentration inputs. Consumer
loyalty to certain products contributes to the correlation of con-
centration inputs at the individual level (EFSA, 2006). Consumer
loyalty can be due to brand loyalty, loyalty to certain types of pack-
ages (e.g. bottled fruit in case of preserved fruit), preference for a
certain ﬂavour in different foods (e.g. chocolate ﬂavour in dairy-
based beverages and deserts), or loyalty to products produced in a
speciﬁc area (EFSA, 2006).
3.2.3.4.3. Ambiguity/imprecise language. Ambiguity and impre-
cise language contribute to uncertainties (EFSA, 2006) andmay occur
on several levels, such as inadequate description of the products
analysed (e.g. treatment, method of production or origin), inade-
quate description of LOD or LOQ for all relevant food matrices (e.g.
LOD or LOQ known for wheat but not for corn), and lack of a uniform
coding. EFSA has developed the standard sample description (SSD),
a highly detailed data description system, to harmonise data col-
lection and reduce ambiguity at the European level (EFSA, 2010b).
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3.2.4. Linking food to concentration data
Another area where uncertainties can occur is when the food
consumption data are linked to the concentration data.
3.2.4.1. Food coding. To calculate the dietary exposure, concentra-
tion data must be combined with consumption data. To this end,
foods need to be coded. The coding systems may give rise to un-
certainties. For example, to link food consumption data to nutritional
data, the Dutch food consumption surveys coded in EPIC-soft are
recoded into national NEVO codes (Van Rossum et al., 2011). For
this over 28,000 EPIC codes were linked to 1599 NEVO codes in the
most recent Dutch food consumption survey (Van Rossum et al.,
2011). The same applies for the FoodEx1 coding system, a food
coding system implemented and used by EFSA to assess the expo-
sure at the European level (Souverein et al., 2011). For example, for
consumption of ready-to-eat tomato soup from brand A, this in-
formation is reduced to vegetable/herb soup in FoodEx1. For food
additives, linking concentration to food consumption is often per-
formed at the level of the Food Classiﬁcation System described in
Annex II of EU Regulation 1333/2008 (European Union, 2008a), which
regulates the use of additives in foods. As this system describes broad
food categories rather than single foods, this also results in loss of
information when used in an exposure assessment. For example,
consumption of ready-to-eat tomato soup from brand A is reduced
to ‘soups and broths’, when using the food classiﬁcation system of
Annex II of EU regulation 1333/2008 (European Union, 2008a).
3.2.4.2. Food conversion. Whereas the concentration of some com-
pounds of foods, such as additives and ﬂavourings, may be directly
analysed, monitoring data can be based on their ingredients, e.g.
ﬂour, or even raw agricultural products, such as wheat. To use these
data in an exposure assessment, a conversion model is needed to
translate concentrations in ingredients or raw agricultural prod-
ucts into foods as consumed. The relevance of such models was
recognised by EFSA in their guidance on the use of probabilistic ap-
proaches to assess the dietary exposure to pesticides (EFSA, 2012a).
Omission of such a conversion model may result in an underesti-
mation (e.g. due to neglecting shrinkage during the production
process of raw products) or overestimation (e.g. by applying the con-
centrations analysed in raw milk to all products that contain milk)
of the exposure.
3.2.4.3. Processing factors. The concentration of many compounds
is inﬂuenced by processing (e.g. washing, peeling, extraction or
heating methods like grilling). To account for this, processing factors
are necessary to translate the concentration of processing-sensitive
compounds in ingredients and raw agricultural commodities into
foods. There is a lack of processing factors formost compounds (Boon
and Baars, 2009). Due to this, conservative assumptions are often
used. Generation of more (precise) processing factors for all differ-
ent types of processing-food-substance combinations will give the
possibility to reﬁne exposure estimate based on monitoring data.
Available processing factors are often highly variable, thus intro-
ducing uncertainty (Van Ooijen et al., 2009).
3.3. Modelling uncertainties
None of the existing models captures the complete real world
(although in theory this could be done if unlimited data were avail-
able); they are a simpliﬁcation of reality. Therefore, the model used
for exposure assessment itself forms a source of uncertainty. Model
uncertainties are “due to gaps in scientiﬁc knowledge that hamper
an adequate capture of the correct causal relations between expo-
sure factors” (Van Ooijen et al., 2009) and “are principally based on
modeling errors and relation (dependency) errors” (World Health
Organization/International Program on Chemical Safety, 2008). Model
simpliﬁcations are also necessary for more practical reasons, in-
cluding limited resources or the need for fast implementations and
simple, transparent models. Types of model uncertainty accord-
ing to WHO/ICP (World Health Organization/International Program
on Chemical Safety, 2008) include:
• “Model boundaries, which relate to the representation of the
adopted scenario, the exposure estimation approach should faith-
fully represent the key structural assumptions of the scenario”.
• “Dependency errors”, which relate to the lack of consideration
of dependencies between parameters.
• “Model assumptions”, including the choice of all ﬁxed values or
the choice of distributions in probabilistic modeling.
• “Model detail”, which relates to the level of detail included in
themodel. Generally, probabilistic modeling is more detailed than
simple deterministic models.
• “Model extrapolation” relates to use of a model outside the in-
tended domain of application.
• “Model implementation and technical model aspects” such as
validation of models and programming errors.
Model uncertainties are unique to each model and will be ad-
dressed in more detail in the dedicated sections on deterministic
modelling and probabilistic modelling.
4. Uncertainties in the tiered approach
The following section will describe the uncertainties which are
speciﬁc to the models applied in the tiered approach to dietary ex-
posure assessments.
4.1. Deterministic models and point estimates including
screening estimates
Deterministic models provide simple exposure modelling tools
that rely on ﬁxed values derived from data or other information
sources. In the context of dietary exposure assessments, the term
‘point estimates’ refers to a method whereby a ﬁxed value for food
consumption (such as the average or high level consumption value)
is multiplied by a ﬁxed value for the residue/concentration (often
the average residue level or upper tolerance or permitted level ac-
cording to legislation) and the intakes from all sources are then
summed (Kroes et al., 2002).
Although ’point estimates’ can be applied at all levels of assess-
ment, they are commonly used as a ﬁrst step or screening assessment
in dietary exposure assessments to eliminate cases where more so-
phisticated modelling is not required or where more detailed data
are unavailable. They are often viewed as eﬃcient models for reg-
ulatory decision making because they are relatively simple, rapid
and inexpensive to carry out in that default values can be applied
against upper percentile values of the substance of interest (EFSA,
2012a; Parmar et al., 1997).
Typically such methods when used for screening would not
require any uncertainty analysis at the time of use and when used
for the purpose they are designed for because they are intended to
be suﬃciently conservative to give absolute conﬁdence that intakes
below a given health-based guidance value is safe or results in an
acceptable health risk, depending on the substance of interest. Un-
certainty is accounted for by conservative assumptions applied
throughout the approachwithout having to specify uncertainty about
elements in the assessment that are diﬃcult to estimate. Methods
should be tested during development to ensure that uncertainty is
effectively zero.
One of themost well-established screeningmethods is the budget
method for food additives. This was developed before reliable food
consumption data were widely available for use as a basic method
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of checking that ADIs were not being exceeded (Hansen, 1966, 1979).
The method was based on human physiological requirements for
energy and liquids and was intended to cover all age groups in a
variety of situations. The authors recommended that the budget
method should be used as an adjunct to food consumption surveys
and be a tool to support dialogue between experts. The use of the
budget method as an early tier intake tool was proposed by Bär and
Wûrtzen (1990), who also suggested that certain factors might be
over-conservative. When the budget method was evaluated by
the European Commission’s scientiﬁc cooperation task 4.2 on
methodologies for the monitoring of food additive intake across the
European Union (EC 1997) (Commission of the European
Communities, 1997), they recommended thatmodiﬁcations bemade
for additives which are permitted for use in a wide range of foods
and that a separate analysis was required to conﬁrmwhether intake
by young children was likely to be within the ADI. This modiﬁed
budget method was subsequently applied for screening in the Eu-
ropean Commission’s report on food additive intake (Commission
of the European Communities, 2001).
Amore recent example of a deterministic method used to provide
screening and ﬁrst level intake assessments of food additives is the
Food Additives Intake Model (FAIM) (EFSA, 2013a) template devel-
oped by the European Food Safety Authority. FAIM can provide a
conservative indication of potential intakes based onMaximum Per-
mitted Levels (MPLs) or onmaximum actual usage data. The purpose
of the FAIM template is to provide a screening tool for estimating
chronic exposure to food additives that can be used as a ﬁrst step
in the dietary exposure assessment process by applicants, risk as-
sessors and risk managers (EFSA, 2012a). Following a consultation
exercise, EFSA has published a review of the method including a
qualitative evaluation of the inﬂuence of uncertainties on expo-
sure assessment (EFSA, 2014b). A revision of the FAIM tool is
expected following an update of the food consumption data in 2014.
This will take account of recommendations for revisions identi-
ﬁed in the review and uncertainties analysis.
Due to their conservative nature and use as ﬁrst tier assess-
ment tools, typically uncertainty analysis will not be undertaken
for deterministic models. However, to ensure that such conﬁ-
dence is appropriate, deterministic/point estimates methods should
undergo a thorough evaluation of their inherent uncertainties at the
time of development. Furthermore, exposure assessor applying such
models should be aware of the uncertainty in the data used in such
models and the impact this may have on the initial estimate. While
it is necessary that early tier exposure methods should always iden-
tify substances where there is a possibility of exceeding a safety
threshold, it is also desirable that the number of false positives, or
substances that are shown subsequently to be of no concern, should
be minimal. Uncertainty analysis may be a suitable tool to support
this assessment. The same procedure, evaluating scenario, model
and parameter sources of uncertainty, can be applied to early tier
deterministic methods as to any other dietary exposure modelling
technique. The following section reviews and provides discussion
on such uncertainties.
4.1.1. Model-speciﬁc scenario uncertainties
Scenario uncertainty is not a major factor in deterministic models
since the exposure route of interest and the population of concern
are pre-deﬁned. However, sometimes it is unclear what time in-
terval is relevant to the toxicological end-point. For chronic exposures
this can vary from a few weeks or months to a lifetime, depend-
ing upon the characteristics of the hazard. This factor can govern
whether children should be considered separately or populations
from different age-groups combined. Other factors may also deter-
mine whether speciﬁc population groups should be addressed in
the scenario.
4.1.2. Model-speciﬁc-parameter uncertainties
4.1.2.1. Food consumption data. A key parameter uncertainty in-
volved in dietary exposure modelling is associated with the food
consumption survey data used to derive model parameters. The
choice of relevant data can introduce uncertainties. For example,
it will almost certainly be necessary to aggregate individual foods
from different categories in the food consumption survey data into
groups relevant to the exposure model. The degree of aggregation
and the selection of categories to group together may present un-
certainties if the food descriptions in the survey data are not directly
compatible with the exposure model. This can be a particular
problem if the survey data are based on foods as purchased (i.e. as
raw agricultural commodities) while the exposure model relies on
data on foods as consumed, for example when assessing expo-
sures to food additives. The reverse problem may arise where it is
necessary to classify food consumption in the model according to
the raw commodities as would be necessary for modelling pesti-
cide or veterinary drug residue exposures. In either case, a database
of standard food recipes is required to translate food commodities
from one form to another. This introduces another element of un-
certainty as variation in the proportion of ingredients in the recipes
is typically not addressed.
Estimates of consumption become less statistically reliable as the
number of consumers representing the population decreases. This
is particularly important for high level consumption which re-
quires information about the upper percentiles of a distribution and
observations are relatively sparse. EFSA exposure experts have
analysed this problem and in their Guidelines for use with the Com-
prehensive Food Consumption Database, they recommend aminimum
number of individuals necessary to provide reliable estimates of con-
sumption at each percentile provided (EFSA, 2009b). The use of
percentile values where there are insuﬃcient consumers should be
avoided, and it should be clearly recorded that there is too much
uncertainty to provide realistic estimates. This factor is particular-
ly important for less frequently consumed foods where limited
numbers of consumers may lead to a food commodity being effec-
tively removed from the assessment, or statistics examining exposure
within individual food groups being disregarded.
The aim of deterministic models is used frequently to provide
simple methods that are easy to apply. However, this may some-
times add unquantiﬁed uncertainty about how far the true exposure
is from the estimate. Where methods are designed to be used in
an international context, it is necessary to decidewhether to combine
data from different countries or to maintain food consumption data
at the national level. EFSA models such as the PRIMo and FAIM
models (EFSA, 2013a, 2013b) keep national food consumption data
separate, with the result that for some country/age group combi-
nations, where no data exist, it is not possible to provide national
exposure estimates.
WHO has developed a regional diet approach to provide food con-
sumption data at the global level for use in deterministic models
for pesticide and chemical contaminants exposure (WHO Food Safety
Department, 2013). Since 2012 the cluster diets are based on a newly
availablemethodology for clusteringwhichwas applied to the Supply
Utilization Account data (SUA) corresponding to the estimated level
of per capita consumption collected and analysed by FAO. SUA data
for the period ranging between 2002 and 2007 were processed
without adjustment, such as under- or over-reporting corrections;
onlymissing data or non-reported values were taken as zero for com-
putational reasons. All data were represented as a matrix (with real
non-negative entries) corresponding to the consumption of 415
primary or semi-processed food products and 179 country for which
a SUA data were available. Finally data were grouped into 62 food
groups (Sy et al., 2013). The use of regional diets reduces the risk
of creating a model diet that does not represent any region’s true
consumption pattern by fusing very different food consumption
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patterns together. However, variations between countries in a region
are not captured.
When the Joint FAO/WHO expert meeting on dietary exposure
assessment methodologies for residues of veterinary drugs devel-
oped their deterministic model, they noted that there were
insuﬃcient data from different world regions to support a region-
al diet approach (Joint FAO/WHO Expert Committee on Food
Additives, 2011). As a consequence a global diet was developed from
the individual-level survey data from surveys of 2 or more days’ du-
ration, that were submitted by 24 countries covering children aged
2–6 years and adults (or the general population). As a conserva-
tive approach, the highest reported mean food consumption values
and the highest 97.5th percentile value were extracted for use in
chronic dietary exposure assessments. This means that for a vet-
erinary residue that may be present in a variety of food commodities
(e.g. meat, milk, eggs, etc.) the highest 97.5th global consumption
value from one food commodity would be equated with the highest
mean global values for all other commodities. This may introduce
distortions if different national food consumption habits use dif-
ferent food commodities as their main protein source. In this case
data from a country that relies mostly on mammalian meat might
be combined with data from a country that relies mostly on poultry
and with data from a country that relies mostly on ﬁsh or dairy, etc.
4.1.2.2. Bodyweight. For the majority of food chemical exposure as-
sessments it is necessary to correct intakes for bodyweight. For
exposure models based on data from the EFSA European Compre-
hensive Food Consumption database, the problem is reduced because
individual bodyweight corrected data are available. When
bodyweight data are not available it is necessary to use a surro-
gate value, usually the average for the age-group of interest. This
may introduce errors if the highest consumers in a broad age group
are also the heaviest (frequently the oldest) but their intake is cor-
rected for average bodyweight. Even greater errors are possible if
the highest consuming individuals are also the lightest, or if there
is underreporting of intake for individuals with high bodyweights,
which has also been observed (Black, 2000). The JECFA dietary ex-
posure assessment method for residues of veterinary drugs uses
global bodyweights of 60 kg to represent all adults, 15 kg to rep-
resent all children aged 2 to 6 years and 5 kg for all infants. As
mentioned above, EFSA uses the default values for several popu-
lation groups: 70 kg for adults, 12 kg for children aged 1–3 years,
and 5 kg for infants aged 0–12 months (EFSA, 2010c) from 2012
onwards.
4.1.2.3. Chemical concentration data. Like food consumption data,
chemical concentration data are normally highly variable, yet in de-
terministic models it is necessary to select a value to represent the
range of all possible values. In screening models it is common to
apply the regulatory limit (MRL, MPL, etc.), if this exists, in an initial
screen. This will represent a worst possible exposure scenario and
if the resulting estimates of intake are well below any safety limits
(e.g. ADI), then no further action would be required. In reality it is
very unlikely that chemical concentrations will be present at, or close
to, any regulatory limit across a broad range of food commodities
or for a sustained period of time. For assessments of real typical
intakes, screening techniques can then be adapted to take into con-
sideration concentrations closer to the true average or high intake
levels. The FAIM model can use maximum reported additive use
levels and the PRIMo model the median pesticide concentration
values from supervised trials. The use of these values does not
account for uncertainty about how accurately these estimates rep-
resent the true mean or maximum values.
4.1.2.4. Chemical occurrence data. Chemical occurrence data reﬂect
the proportion of the supply that may contain the substance of in-
terest. Pesticide residues will be present in only that part of the
supply of any particular commodity that has been treated. Simi-
larly, since there are sometimesmany food additives that can perform
the same function, only a part of an individual’s food consump-
tion would contain a speciﬁc additive. In screening techniques, the
implicit assumption is that the chemical is always present in the
food commodity/commodities being assessed. It is possible to take
occurrence into account by applying a factor to correct for the pro-
portion of the crop that is treated or that contains an additive. Care
must be taken though to avoid introducing additional uncertainty
because the chemical occurrence may not be evenly distributed
across the food supply. For example, multiplying an occurrence factor
by an upper percentile of exposure is generally not a valid calcu-
lation. Pesticides may be used more widely under certain climatic
conditions or in particular regions so that occurrence may be rel-
atively high for some sub-populations. Food choice is not random
and strong brand loyalty may cause consumers to always choose
the same product each time they eat a food. For some individuals
the market share of a particular additive is immaterial if they are
high consumers that contribute signiﬁcantly to intakes and they
always choose the same variety.
4.1.3. Model-speciﬁc modelling uncertainties
Model uncertainties relate to “gaps in scientiﬁc knowledge that
hamper an adequate capture of the correct causal relations between
exposure factors” (Van Ooijen et al., 2009). In deterministic models
this is exempliﬁed by the diﬃculty of combining exposures from
several food sources to estimate each individual’s total aggregate
exposure. The algorithm is relatively simple for the estimation of
population average exposure in that the population average expo-
sure from each food category is usually summed to estimate the total.
The problem becomes more complex if the exposure data for each
category relate to consumers only and not the entire population,
especially for foods that are not frequently consumed. In this case
adding average intakes for consumers of different foods would over-
estimate average total intake because not all individuals will be
consumers of all foods. The position is further complicated when
estimating high percentile exposures. Here it is very unlikely that
an individual would be a high percentile consumer of all foods and
so the sum of high percentile exposures from each food would result
in a serious over-estimation of total exposure.
Several approaches have been proposed to overcome this lim-
itation of deterministic models. Bernier et al. (1994) noted that for
an individual food group assigned an authorised use level, the
extreme intake could be estimated by taking three times the average
consumption of the food within the food consuming segment of the
population. Their formula to estimate total intake from all foods was
to use the weighted sum of the extreme values for individual foods.
The EFSA guidance published in 2008 for use with the EFSA Concise
Food Consumption database recommended adding the two food
groups with the highest high level (95th percentile) consumption
to the average from the rest of the diet to produce an estimate of
high total exposure. The EU SCOOP 4.2 project investigated this
method and found that it over-estimated food additive intakes by
2–70% (Commission of the European Communities, 1997). By con-
trast, the more recent EFSA Food Additive Intake Model uses the
single highest 95th percentile for consumers only from one food
combined with the population average from the rest of the diet. This
approach was tested with the FAIM template, for ﬁve different food
additives, including preservatives, colours and sweeteners and nu-
trient sources. When compared with estimates obtained by using
the food consumption data at the individual level the two methods
yielded similar results, and to avoid excessively conservative esti-
mates, the highest 95th percentile plus average from rest of the diet
approach was adopted for high-level exposure estimates in the FAIM
model.
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A comparison of the three approaches outlined above was un-
dertaken by Tennant et al. (2009) as part of the development of a
model to screen consumer exposures to nutrients and additives in
animal products. They found that the “three-timemean”model tends
to under-estimate high level intake, in some cases by 80%, and so
should be used only in the absence of better data. The “highest plus
mean” model provides the most accurate estimates but can under-
estimate by 20%. This underestimation was considered relatively
minor in the context of other uncertainties associated with risk as-
sessment and so the model could be used where there are other
sources of conservatism in the overall approach. The “two-highest
plusmean”model almost always overestimated the true value, some-
times by a factor of up to three. Overall the “highest plus mean”
model was found to produce the most useful results. However, if
results were close to but still below the ADI, some further inves-
tigation might be required.
The Joint FAO/WHO expert meeting on dietary exposure assess-
ment methodologies for residues of veterinary drugs also compared
the results obtained with the two possible methods (highest plus
mean of rest of diet or two highest plus mean of rest of diet) with
the results based on the same food consumption data but using a
distributional model for nine veterinary drug MRLs (Joint FAO/WHO
Expert Committee on Food Additives, 2011). Both methods ap-
peared to provide a reliable prediction of the 95th percentile dietary
exposure, but given the uncertainties inherent in the methods and
the underlying conservative assumptions within the data (i.e. all food
products can contain residues at maximum concentrations), the
“highest plus mean from rest of the diet” method was the pre-
ferred approach, because it was relatively simple to apply.
4.2. Probabilistic models
Whereas deterministic models are based on ﬁxed data values as
outlined in Section 4.1, probabilisticmodels – provided they are prop-
erly representative of the true system – have the potential to generate
more realistic exposure estimates as they take into account thewhole
distribution of one or more of the model parameters to represent
real variation. Point estimates might be replaced by distributions
(empirical or parametric) for food consumption data, concentra-
tion data and all other input parameters affecting the exposure. In
practice, some inputs are still ﬁxed, so probabilistic and determin-
istic features appear in all models. Where the data for a given
parameter are not suﬃcient to deﬁne a distribution, for example,
a conservative value or other point estimate is often used.
With respect to acute exposure, probabilistic models typically
simulate person-day intakes by sampling a dietary record from the
food consumption database and by combining this with a ran-
domly selected concentration value sampled either from a
concentration database (empirical distribution) or a parametric dis-
tribution of concentrations. This is repeated for a certain number
of iterations (e.g. 100,000 times) and results in an intake distribu-
tion for the total population. This is the Monte-Carlo sampling
approach. For chronic exposure, each dietary record in the food con-
sumption database is multiplied by an estimate of the mean
concentration per food, resulting in a daily exposure per subject in
the food consumption database. Next, the mean daily exposure is
estimated per individual and the distribution of these usual intakes
within the total population is simulated by sampling. Several varia-
tions of these statistical approaches are available as outlined below.
Examples of calculation tools implementing the most common
methods are the Creme Food®models (Creme Global, 2014a, 2014b;
de Boer and van der Voet, 2011; McNamara et al., 2003). It is beyond
the scope of this article to review all existingmodels and approaches.
As with deterministic exposure assessments, probabilistic mod-
elling is subjected to uncertainties. The main difference is the way
uncertainties about the (unknown) variability are handled. For some
uncertainties, probabilistic modelling can be used to quantify them.
The simulation methods known as 2DMonte Carlo (2DMC) use sep-
arate probability distributions to quantify variability and uncertainty.
Again, it is beyond the scope of this article to review all existing
methods to handle and quantify uncertainties, but some typical ex-
amples are introduced below. Recently, EFSA has published guidance
on the use of probabilistic methodology for modelling dietary ex-
posure to pesticide residues (EFSA, 2012a). In this guidance, EFSA
describes and recommends methodologies for basic probabilistic
modelling of acute and chronic dietary exposure and for quantify-
ing variability and uncertainty in food consumption and
concentration data. In the same guidance, EFSA recommends two
scenarios: the optimistic scenario, in which uncertainties are handled
in a way that would lead to an underestimation of the true expo-
sure, as opposed to the pessimistic scenario, in which the
uncertainties are treated conservatively, leading to an overestima-
tion of exposure (EFSA, 2012a). This provides an instrument to take
the uncertainties into account in risk management. When an op-
timistic exposure estimate exceeds a certain health-based guidance
value, the true exposure is most likely higher and further action
might be required. Also, when a pessimistic exposure estimate does
not exceed a health-based guidance value, the true exposure is most
likely to be lower and no further action is required. For any other
outcome, further consideration of the exposure estimate and its un-
certainties is needed, for example by reﬁning the exposure
assessment.
EFSA provides a complete overview of uncertainties for the ap-
proaches used in the worst-case scenarios of basic probabilistic
assessment for acute exposure and chronic exposure in Tables 7 and
8 of their guidance (EFSA, 2012a), respectively. Within the ACROP-
OLIS project (www.acropolis-eu.com), a probabilistic tool has been
developed according to the principles as laid down in the EFSA guid-
ance for the exposure to single compounds, as well as cumulative
and aggregate exposure. A paper on uncertainty analysis in cumu-
lative and aggregate exposure will be published in the near future
(Kennedy et al., 2015). All of the methodologies outlined in the EFSA
guidance are available for risk assessors by software packages such
as Creme Food Safety and MCRA. Many of the probabilistic
approaches described or recommended in the EFSA guidance on
probabilistic modelling of pesticide residue exposure can
be extended to other compounds. Therefore, some of the recom-
mendations are used here to exemplify probabilistic approaches.
4.2.1. Model-speciﬁc scenario uncertainties
Similar to deterministic models, scenario uncertainty concern-
ing the scope and purpose of the assessment is not a major factor.
The exposure route of interest is known and the population of
concern can be selected.
4.2.2. Model-speciﬁc parameter uncertainties
The general parameter uncertainties depicted in Section 3.2 also
apply to probabilistic models. Their treatment within a probabilis-
tic model is described below for each parameter.
4.2.2.1. Food consumption data.
4.2.2.1.1. Sampling uncertainty. Sampling uncertainty arises in
food consumption data as explained in Section 4.2.2, and in proba-
bilistic models the inﬂuence is seen in the ﬁtted or resampled
distributions, rather than a point estimate. The bootstrap method-
ology can be used to quantify sampling uncertainty (Efron and
Tibshirani, 1994). With bootstrapping, the Monte Carlo sampling
is repeated a certain number of times, recalculating model outputs
each time. The basic bootstrap method repeatedly draws a sample
of points (with replacement) from the original dataset, with sample
size equal to that of the original. This results in an approximate
sample from the sampling distribution of the model estimator, from
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which can be derived a conﬁdence interval (e.g. 95% conﬁdence in-
terval) around the speciﬁed percentile, such as the P50 or P95, or
other model output. This conﬁdence interval indicates the range of
alternative statistics that could have been obtained if the random
sampling was repeated (essentially by assuming the population is
accurately represented by the sampled data). The EFSA guidance on
probabilistic modelling of pesticide residues (EFSA, 2012a) recom-
mends bootstrapping of the dietary records to indicate the degree
of sampling uncertainty. However, with small samples bootstrap-
ping may give misleading results, as the sample is likely to be a poor
representation of the true population.
4.2.2.1.2. Measurement uncertainty. Probabilistic modelling is also
subjected to measurement uncertainty in food consumption data.
Within the EFCOVAL (European Food Consumption Validation)
project, probabilistic handling of portion size has been studied
(Souverein et al., 2011). Food intake data were collected according
to EPIC-soft, a standardised, computerised 24-h recall method. Table 1
summarises these EPIC-soft quantiﬁcation methods. Measure-
ment uncertainty was modelled in unit weight and in amount
consumed, by estimating upper values for both quantities from
expert judgement, and equating these to the P97.5 of the (log)nor-
mal uncertainty distribution with the best estimates interpreted as
the mean (Souverein et al., 2011).
4.2.2.2. Bodyweight. In probabilistic modelling, food consump-
tion is scaled by individual bodyweights directly in the data,
capturing the population variability in bodyweight, which results
in a lower uncertainty compared with the use of a ﬁxed bodyweight
value, as most commonly used in deterministic modelling.
4.2.2.3. Concentration data.
4.2.2.3.1. Sampling uncertainty. Sampling uncertainty of con-
centration data is also an issue in probabilistic modelling. As with
food consumption data, sampling uncertainty of concentration data
can be quantiﬁed using the bootstrap methodology and resampling
from the concentration data.
EFSA recommends the bootstrapping approach for chronic ex-
posure and optimistic scenarios for acute exposure (EFSA, 2012a).
Sampling uncertainty can also be estimated using parametric
models, where a distribution is ﬁtted to the data from a particular
parametric family. These can be especially important for small
samples or when inference about the distribution tails is required
(Roelofs et al., 2011). EFSA (EFSA, 2012a) advises to use paramet-
ric approaches to estimate sampling uncertainty for pessimistic
scenarios of acute exposure assessment to pesticide residues.
However, further practical assessment of this approach is neces-
sary particularly where the number of positive concentration
measurements is small.
It is also worth noting that random samples from concentra-
tion data can be combined with food consumption data to give rise
to a distribution of exposure. The uncertainty associated with this
resulting distribution can be estimated using a bootstrapping tech-
nique, as it was described for food consumption data in section
4.2.2.1. As in the discussion of bootstrapping for consumption data,
it is important to be aware of limitationswhen concentration datasets
are small or if there are few positive detected values. This is espe-
cially the case if high quintiles of the exposure distributions are
required.
4.2.2.4. Chemical occurrence data. Exposure assessments can be per-
formedwith data on likely occurrence of a chemical within a certain
food category. This mostly accounts for compounds intentionally
added to food, such as additives and ﬂavourings, or for pesticides.
In this case, use levels can be used, e.g. for additives and ﬂavour-
ings, or data from ﬁeld studies for pesticides. However, not all brands
contain a speciﬁed additive or ﬂavouring and in case of pesticide
residues, not all crops are treated with the speciﬁc pesticide. Proba-
bilistic modelling can take the percentage food containing the
compound of interest into account by introducing weighting factors
for market shares or the percentage of crops treated. When market
shares and the percentage crop treated are unknown, the pres-
ence of the chemical is assumed to be 100% as a conservative
assumption.
The EFSA guidance on probabilistic modelling of pesticide resi-
dues advises to assume 100% of crops treated in the basic acute
assessment and in worst-case chronic assessment, and an appro-
priate estimate for the percentage crop treated in the optimistic
scenario for basic chronic exposure assessment (EFSA, 2012a). For
a reﬁned exposure assessment, EFSA advises to use a reﬁned esti-
mate of the percentage crop treated and the uncertainties of this
(EFSA, 2012a). An example in which uncertainty of pesticide usage
is quantiﬁed is given in section 4.2 of Kennedy et al. (2015).
4.2.2.5. Measurement uncertainty.
4.2.2.5.1. Composite samples. As described in Section 3, unit-to-
unit variability in composite samples is handled in acute exposure
assessment using a ﬁxed variability factor, which may deviate from
the real value.
These ﬁxed values depend on the unit weight, as outlined in
Section 3. EFSA (2012a) recommends ﬁxed default values as pro-
posed for the PRIMo model, since the limited available data for
estimating unit weights hamper the quantiﬁcation of the variabil-
ity and the associated uncertainty.
Probabilistic approaches using the variation of variability factors
can be applied to handle unit-to-unit variability (EFSA, 2005;
McNamara et al., 2003). However, practical experience has sug-
gested that using a ﬁxed variability factor introduces less uncertainty
than other simpliﬁcations. The variability factor is a simple measure
of variation in the unit-to-unit variation, but a distribution shape
must be selected within a probabilistic model. Several models are
available for the distribution shape, including the beta model, Ber-
noulli model and the lognormal model, with each model having its
own input requirements and assumptions, resulting in a different
interpretation of the variability factor (EFSA, 2012a) and thus in dif-
ferent uncertainties. EFSA concluded that at present it is not clear
what combination of model assumptions would provide the best
method to handle unit-to-unit variability and that more research
is needed to assess their relative merits (EFSA, 2012a). There is no
option that will be universally most conservative. Until further
Table 1
Overview of EPIC-soft quantiﬁcation methods with examples in bracketsa.
Quantiﬁcation method Unit weight Amount
Photographs Standard portion in grams (photo 1 of broccoli is 78 g) Proportion or multiple (1 times photograph 1 of broccoli)
Household measures Standard portion in grams (one glass of tea is 150 g) Proportion or multiple (2 glasses of tea)
Standard units Standard portion in grams (a can of corn is 285 g) Proportion or multiple (1/2 can of corn)
Gram/volume – Amounts in grams (75 g potato salad)
Unknown – Amounts in grams (an average portion of salad dressing weighs 15 g)
a Table obtained from Souverein et al. (2011). Reprinted with permission.
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guidance is produced, the EFSA guidance concluded that unit-to-
unit variability should be addressed using a beta or lognormalmodel.
The lognormal is more conservative than the beta for the upper
percentiles.
4.2.2.5.2. Handling non-detects. Several statistical solutions are
available to handle non-detects with probabilistic modelling. Simple
approaches include replacing non-detects with the LOD, a value at
half the LOD, or a random sample between 0 and the LOD. In a more
sophisticated approach, the distribution of concentrations below the
LOQ/LOD can be estimated from the distribution of positive con-
centrations, although this requires suﬃcient observed positives. EFSA
evaluated in 2010 some of the statistical methods for handling non-
detects, i.e. the parametric Maximum Likelihood models, the log-
probit regression method and the non-parametric Kaplan–Meier
method (Black, 2000). Each model has its own input requirements
and assumptions, thus resulting in different uncertainties. The EFSA
guidance on probabilistic modelling (EFSA, 2012a) concluded that
probabilistic estimates should not be performed with fewer than
25 positive samples, or less than 20% detected.
4.2.2.5.3. Analytical uncertainty. Positive measurements of com-
posite samples are subject to uncertainty due to the physical
measurement and calibration process.
4.2.2.5.4. Correlation of input. Theremay be a correlation between
concentrations in different foods consumed due to brand loyalty,
loyalty to certain types of packages (e.g. tinned vegetables in case
of preserved vegetables), preference for a certain ﬂavour in differ-
ent foods (e.g. strawberry ﬂavour in dairy-based beverages and
deserts), loyalty to products produced in a speciﬁc area, or the use
of pesticide combinations (tank mixes) applied to raw commodi-
ties. Depending on the available information (e.g. food consumption
data on the level of ﬂavour notes known or brands known), brand
or product loyalty can be taken into account with probabilistic mod-
elling. For brand loyalty, scenarios with assumptions can be used,
varying from 0 to 100% brand loyalty.
4.2.2.6. Linking food consumption to concentration data.
4.2.2.6.1. Conversion model. At present, most food conversion
models are based on ﬁxed weight fractions of certain raw agricul-
tural commodities. Since several recipes may exist, e.g. the weight
fraction of apple and wheat may differ between different apple pie
recipes, the use of a ﬁxed weight fraction may give rise to uncer-
tainties. Ideally, the variability in weight fractions should be included
in probabilistic assessment, but due to lack of information this is
rarely quantiﬁed.
4.2.2.6.2. Processing factors. The effect of processing may be vari-
able, for example because people wash their fruits and vegetables
differently. With probabilistic modelling, the variability and uncer-
tainty in processing factors can be taken into account (McNamara
et al., 2003). However, there is a lack of processing factors for most
compounds (Boon and Baars, 2009) hampering the use of proba-
bilistic modelling.
4.2.3. Model-speciﬁc modelling uncertainties
Since each probabilistic model is based on speciﬁc assump-
tions, model uncertainties may vary for each probabilistic model.
It is beyond the scope of this article to review all existing statisti-
cal approaches and models. Each model relies on speciﬁc
assumptions about distributions used to characterise variability and
uncertainty. As the shape of the real distributions is not always
known, each assumption regarding the shape of the distribution has
its own uncertainty (Roelofs et al., 2011).
An additional model uncertainty arises in the extrapolation of
surveys of a limited number of days to a shorter time frame (acute
exposure assessment) or to a longer time frame (chronic exposure
assessment). The selection of a particular model for this extrapo-
lation is a source of model uncertainty. For chronic exposure, short-
term surveys must be translated into long-term estimates. A simple
method for considering the population distribution of usual intakes
is the observed individual means (OIM) for chronic exposure, which
multiplies the average consumption over the recorded consump-
tion days by the mean concentration. When using one or two
consumption days, the estimated mean consumption over the avail-
able days per individual may suffer from large sampling errors.
Therefore, the corresponding empirical distributionmay be too wide
in contribution to the true usual intake. This is exempliﬁed by
Figure 3.
Several sophisticated statistical usual intake models exist for the
assessment of chronic dietary exposure. Examples are the Iowa State
model for Foods (ISUF) (Nusser et al., 1996, 1997), the Betabinomial
BBN, (de Boer and van der Voet, 2011; Kennedy, 2010; Slob, 2006)
the NCI model (Tooze et al., 2010) and the Logistic Normal model
(LNN) (van Klaveren et al., 2012). These are available as options for
risk assessors and have been independently assessed (Souverein et al.,
2011), so that various model scenarios can be run and checked. A
distribution of daily exposures includes both the variation between
individuals and between days for a given individual. These models
remove the within-person (between days) variation from the dis-
tribution of daily exposures by transforming the daily exposure
distribution into a normal distribution. After removal of the within-
person variation, the normal distribution is back-transformed and
is now considered a long-term exposure distribution. All these
models are based on different assumptions and therefore they have
their own strengths and limitations, the latter contributing to the
model uncertainty. Some models have more possibilities to trans-
form the short-term intake distribution to a normal distribution.
In all mentioned models, daily exposures are transformed ﬁrst by
a logarithmic or power function and, in the case of ISUF, this can
be followed by an additional spline transformation to achieve nor-
mality. Somemodels can include co-variables, such as age or gender.
For example, all the mentioned models can model dietary expo-
sure as a function of age, except for the ISUF model. Recently, the
above-mentionedmodels were evaluated in the European Tool Usual
Fig. 3. Usual intake versus the OIM method. The Observed Individual Means (OIM)
method can be based on a single day or a two-daymean intake. Therefore, this method
deviates from the usual intake, since a mean intake based on two days is more sen-
sitive to extreme consumption levels of foods than those based on a longer period.
The OIM method may overestimate the upper percentiles. Figure is obtained from
the National Cancer Institute. Reprinted with permission.
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Intake (ETUI) project (Goedhart et al., 2012; van Klaveren et al., 2012).
It was concluded that when the normality criterion is met, the LNN
model should be used in case a realistic estimate of high exposure
is preferred (van Klaveren et al., 2012). The OIM method is advised
when a conservative estimate of high exposure is preferred (van
Klaveren et al., 2012).
4.2.3.1. Sensitivity analysis. A sensitivity analysis can be per-
formed to determine whether the assumptions made in the model
have a signiﬁcant impact on the risk management decision. In a sen-
sitivity analysis, models for probabilistic modelling or speciﬁc
probabilistic approaches to handle are replaced by other ap-
proaches using other assumption in order to obtain an impression
of the effect of the assumptionmade. An example is given in Kennedy
and Hart (Kennedy and Hart, 2009). Typically, inputs related to the
main drivers of exposure are modiﬁed to estimate the impact of
changing these parameters in the assessment. In a probabilistic
context, this can involve modifying distributions of concentration,
food intake, and chemical occurrence data.
4.2.3.2. Monte Carlo sampling. Model uncertainties can arise from
Monte Carlo sampling relating to the number of iterations used
(McNamara et al., 2003). Boon et al. (Boon and van Klaveren, 2003)
recommended 100,000 iterations, but larger numbersmay be needed
when rarely-eaten foods are important and/or when high percen-
tiles of the exposure distribution exceed toxic reference values (EFSA,
2012a). The EFSA guidance also recommends that the assessment
should be repeated 3 times, and if the output distributions and their
conﬁdence intervals are similar and they do not alter the implica-
tions for risk assessment, the degree of iterations may be suﬃcient
(EFSA, 2012a).
4.2.3.3. 2D Monte Carlo. Even though the variability in a concen-
tration may be characterised to some extent, this characterisation
itself may be uncertain. In such cases, 2D Monte Carlo simulation
can be used to assess this uncertainty separate from the variabil-
ity. For example, variability may be characterised by a parametric
distribution, with the parameters of the distribution falling between
known ranges. As a ﬁrst step, random samples are taken from the
uncertainty distributions and a number of variability iterations are
performed (e.g. 10,000). This is then repeated a number of times
with different values drawn from the uncertainty distribution to gen-
erate a number of estimates of intake distributions and associated
statistics. This capability is available in Creme Food® and MCRA.
For more details on available exposure modelling software systems,
including their key model and key software features, a summary
is provided in Table 2.
5. Discussion and conclusion
Dietary exposure assessments are providing information about
the source and quantity of exposure to a substance within the diet
and to a certain extent, and depending on the model used, the pop-
ulation groups exposed. For a reliable estimation of the overall dietary
risk, it is important to properly characterise and suﬃciently quan-
tify uncertainties related to the exposure analysis. Every dietary
Table 2
Examples of some exposure modelling software systems and their key features.
Exposure software Some key model features Some key software features
Creme Food Safety® Deterministic and probabilistic modelling.
2D Monte Carlo.
Speciﬁc models for food safety, pesticides, additives, ﬂavourings, food contact
materials, contaminants.
Covers all models required in EFSA Guidance (EFSA, 2012a).
Acute and Chronic intakes (models for long term intakes National Cancer
Institute Method, Nusser et al., 1996).
DEEM-FCID data and model implemented.
Contains consumption data from EU, USA, South America
and Asia.
Cloud computing software.
Own data entry and custom food grouping.
Available by licence as a software service.
www.cremeglobal.com
Creme Nutrition® Nutritional intake and scenario analysis including reformulation, portion size,
new products, brand loyalty and market share models and statistical
signiﬁcance testing.
Contains food consumption and composition data from EU,
USA, South America and Asia.
Cloud computing software.
Own data entry and custom food grouping.
Available by licence as a software service.
www.cremeglobal.com
MCRA Deterministic and probabilistic modelling.
2D Monte Carlo.
Cumulative and aggregated exposure assessment.
Integration of exposure and toxicological or physiological effect modelling.
Models can be used for nutrition, pesticides, additives, ﬂavourings, food
contact materials, contaminants.
Covers all models required in EFSA Guidance (EFSA, 2012a).
Speciﬁc models for pesticides
Acute and chronic intakes (models for long-term intakes ISUF, BBN, LNN).
Food consumption data of European countries.






FACET Deterministic and probabilistic modelling.
Food packaging compound migration modelling (time and temperature).
Models for Food Packaging, Additives and ﬂavourings.
Pan-European data.
Free software available for download from JRC website.
expofacts.jrc.ec.europa.eu/facet
Desktop software.
DEEM-FCID Deterministic and probabilistic modelling.
US data only (NHANES) (Center for Disease Control (CDC), 2014)
Pesticide models.




CARES For cumulative and aggregate exposure assessment of pesticides.
Considers food, water and residential use of pesticides.
Uses deterministic and probabilistic modelling.
US only – Continuing Survey of Food Intake by Individuals – (CSFII).
Lifeline Deterministic and probabilistic modelling.
General food chemical exposure.
Contains US Continuing Survey of Food Intake by Individuals – (CSFII). Can
insert food consumption survey into software.
Free software available from the Lifeline Group:
http://www.thelifelinegroup.org/cdas/
Desktop software.
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exposure assessment is affected by scientiﬁc uncertainties and it
is important for risk assessors to characterise the extent of uncer-
tainty and to communicate how these uncertainties should be
interpreted, so that it can be taken into account by risk managers
for their decision process.
A key objective of this work of mapping uncertainties in a tiered
approach to dietary exposure analysis has been to better under-
stand how to best use uncertainty analysis to generate a more
realistic understanding to dietary exposure of intended or unin-
tended components and substances. In order to obtain a robust
uncertainty analysis considering all relevant sources and types of
uncertainties, it is important that scientiﬁc experts from aca-
demia, governmental institutions and technical specialists from the
industry work together. Additionally it is of value if those experts
collecting the data for the food consumption surveys can closely col-
laborate with those performing the exposure assessment to better
understand the data and where the opportunities and limits are.
A tiered approach to uncertainty analysis linked to the tiered ap-
proach to exposure assessment is regarded as a logical development,
starting with simple screening in order to avoid unnecessary burden
when conservative estimates already prove that there is no health-
based issue. A detailed uncertainty analysis is generally not needed
for simple point estimates since they are considered conservative
per se. The qualitative uncertainty analysis is more descriptive while
providing information on the direction and magnitude of the effect
of uncertainties on the exposure assessment. The quantitative un-
certainty analysis can be performed by deterministic and
subsequently by probabilistic methods. The quantitative uncertain-
ty analysis by deterministic methods is done by using different point
estimates and identifying differences in the resulting exposure as-
sessment. In probabilistic methods additional uncertainties are due
to unknown underlying distributions. Uncertainties about the vari-
ability of parameters may exist as well. By using different underlying
distributions the impact on the exposure assessment can be evalu-
ated and quantiﬁed. Methods for the quantiﬁcation of uncertainties
by probabilistic methods include bootstrapping, parametric mod-
elling and sensitivity analysis (including rerunning model with
alternative assumptions). Probabilistic methods are more often used
to quantify uncertainty in model inputs, rather than uncertainties
in the scenario or the model. In principle, alternative models could
be included within a single probabilistic assessment by assigning
probabilities representing their relative plausibility. An alterna-
tive is to produce a series of probabilistic assessments representing
the different scenarios or models (EFSA, 2006).
The analysis of uncertainties for an exposure assessment will not
just follow the one or other tier. It might be that for some uncer-
tainties the evaluation is done qualitatively and for others
quantitatively. The aim of the uncertainty analysis is the same, in-
dependently if it is done by qualitative or quantitative methods.
Qualitative and quantitative uncertainty analysis can both help to
ﬁnd the areas of data gaps and to ﬁnd key contributors of uncer-
tainties in a dietary exposure assessment. Furthermore, the tiered
approach should be supported by a decision-tree tool to assist in
the development of consistent and structured uncertainty analyses.
In this analysis it has been identiﬁed that the sources of uncer-
tainties are similar for all tiers and can be separated into scenario,
parameter and model uncertainties. There are general uncertain-
ties common to point estimates (screening or deterministic methods)
and probabilistic exposure assessment methods. Scenario uncer-
tainties are for all uncertainty analysis methods not a major factor
since exposure route and population of concern are pre-deﬁned
based on the results from available toxicological studies. Scenario
uncertainties may be related to the time interval: acute or chronic.
The concept of ‘assessment objective uncertainty’ was considered
vital so that the performance of an assessment could be consid-
ered in terms of fulﬁlment of its purpose. General sources of
uncertainty affecting many dietary exposure assessments should be
separated from model-speciﬁc uncertainties to add clarity. Table 3
provides a summary of the general and speciﬁc uncertainties
common to different dietary exposure assessment.
Methods for evaluation of uncertainties in exposure assess-
ment have been considered by WHO/ICPS and EFSA’s Scientiﬁc
Committee and it has been concluded that uncertainty analysis
should be conducted in a systematic way. This can be facilitated by
using matrices or tabular formats for expressing uncertainties as
proposed by WHO and EFSA (EFSA, 2006, 2012a; World Health
Organization/International Program on Chemical Safety, 2008). Crit-
ical for the applicability of such table formats is that the terminology
describing and the scaling quantifying uncertainties should be simple
and self-explanatory to help avoid misinterpretation. Training on
using table formats in uncertainty analysis might be needed. A
system of ranking sources and types of uncertainty in terms of their
potential impact on the exposure assessment should be devel-
oped and linked to the uncertainty table template.
Although table templates are useful for a structured and har-
monised approach of uncertainty analysis, it is not enough just listing
uncertainties. A narrative summary of the analyst’s interpretation
of the uncertainty analysis and how it affects the overall assess-
ment result is a necessary adjunct to the uncertainty table. Risk
assessors and risk managers need a kind of overall statement
summarising the uncertainty analysis to help them with the inter-
pretation, the communication of dietary risk assessments and last
but not least to make informed risk management decisions.
It is the intent to provide in a follow-up publication more prac-
tical recommendations for the uncertainty analysis as such and the
application of uncertainty tables for a systematic identiﬁcation and
evaluation of uncertainties affecting dietary exposure assess-
ments. In addition, guidance will be provided on reporting and
communication of uncertainty analysis.
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