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Abstract
Static electric response properties of atoms and molecules are reported within the real-space
Cartesian grid implementation of pseudopotential Kohn-Sham (KS) density functional theory
(DFT). A detailed systematic investigation is made for a representative set of atoms and
molecules, through a number of properties like total ground-state electronic energies, perma-
nent dipole moment (µ), static average dipole polarizability (α). This is further extended to
first-hyperpolarizability (β) in molecules. It employs a recently developed non-uniform grid-
optimization technique, with a suitably chosen fixed initial applied field. A simple variant of
the finite-field method, using a rational function fit to the dipole moment with respect to electric
field, is adopted. We make use of Labello-Ferreira-Kurtz (LFK) basis set, which has performed
quite well in these scenarios. To assess the efficacy and feasibility, four XC functionals such as
LDA, BLYP, PBE and LBVWN are chosen. Present results are compared with available liter-
ature (both theoretical and experimental) values, whenever possible. In all instances, they show
excellent agreement with the respective atom-centered-grid results, very widely used in many quan-
tum chemistry programs. This demonstrates a viable alternative towards accurate prediction of
response properties of many-electron systems in Cartesian coordinate grid.
Keywords: Density functional theory, polarizability, hyperpolarizability, exchange-correlation
functional, Cartesian grid, basis set.
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I. INTRODUCTION
In past several decades, we have witnessed remarkable stride in ab initio quantum me-
chanical methods for accurate computation of various properties of many-electron systems,
ranging from atoms, molecules to complex extended systems. To a large extent, this has
been possible due to rapid advances in mathematical formalism, smart numerical algorithm,
coupled with the developments in computer architecture. Amongst different theoretical ap-
proaches, Kohn-Sham density functional theory (KS-DFT) [1, 2] has proved to be a highly
effective, versatile tool for structural and electronic characterization of such systems. Within
this framework, a considerable number of elegant and computationally efficient schemes are
available to tackle these complex systems. They cover a broad range of approximations
regarding the exchange-correlation (XC) functionals, keeping in mind the chemical accuracy
as far as practicable. Due to its favorable computational cost, KS-DFT calculations are
now routinely used in physical, chemical, biological and materials sciences, making them
the preferred workhorse of electronic structure calculations for “real-world” materials [3].
The progress in the subject has been reviewed in many elegant references [4, 5].
The electric-dipole polarizability i.e., response of electric dipole to an external electric
field, is a very important property of an atom, molecule or cluster [6, 7]. Its accurate, efficient
description plays an important role in understanding electro-magnetic field-matter interac-
tion and inter-particle collision phenomena such as, second-order Stark effect, Rayleigh and
Raman scattering, electron-detachment process [8] etc. On the other hand, synthesis and
design of novel non-linear optical materials and molecular assemblies having large non-linear
optical coefficients, are particularly interesting from a technological point of view [9]. The-
oretical advances and dramatic enhancements in computational power in recent years have
made it possible to provide guiding principles in this direction.
A number of different theoretical approaches have been proposed in literature to compute
electric response properties in linear and non-linear regime within the KS-DFT rubric. Some
of the notable ones are: coupled-perturbed Kohn-Sham (CPKS) method [10, 11], linear-
response time dependent DFT [12, 13], perturbative sum-over states expression over all
dipole-allowed electronic transitions [14, 15], numerical method using Sternheimer approach
[16], auxiliary DFT [17, 18], non-iterative CPKS [19] as well as the fully numerical finite field
(FF) method [20, 21]. From a computational viewpoint, FF method is the least expensive as
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there is no requirement of analytical derivatives or excited-state information, and also easy
to implement as only one-body Hamiltonian is perturbed by the applied field [22]. That is
why FF method is usually considered at a first glance to justify the suitability and viability
of a newly proposed quantum chemistry method for computation of electric response [23–26].
The latter in a system is governed by its static dipole polarizability
(
αij =
∂µi
∂Fj
)
as well as
first
(
βijk =
∂2µi
∂Fj∂Fk
)
and second
(
γijkl =
∂3µi
∂Fj∂Fk∂Fl
)
hyperpolarizability, where i, j denote the
Cartesian directions x, y, z. Pertinent coefficients are then obtained from a Taylor expansion
of the dipole moment,
µi(F) = µi(0) +
3∑
j=1
αijFj +
1
2
3∑
j,k=1
βijkFjFk + · · · . (1)
where µi(F) =
∑
mn Pmn(F)〈m|ri|n〉 +
∑
Rnuclei
ZRRi, denotes molecular dipole moment
and Pmn(F) the (m,n)th element of perturbed density matrix P in presence of −r · F per-
turbation, in dipole approximation. Alternatively one may also represent it in terms of
field-induced energy, and both definitions are equivalent according to Hellmann-Feynman
theorem. Now a vital factor in FF method is its numerical accuracy i.e, the system’s dipole
moment is calculated in presence of applied electric field, and the appropriate derivatives
are approximated by finite differences. Hence the strength of applied field should be cho-
sen carefully such that (i) it is sufficiently large to overcome finite-precision artifacts for
a meaningful evaluation of necessary finite differences, especially in the non-linear regime
for hyperpolarizabilities (ii) it must also be small enough so that the contributions from
remaining higher-order derivatives become negligible for one particular coefficient. It is well
documented that this effect is quite pronounced, in particular for higher-order derivatives
[27], and to optimize it, some novel techniques, viz., polynomial or rational-function-based
FF methods (with or without extrapolation), were proposed in the literature [28, 29].
A fundamental problem in a given DFT calculation lies in the correct approximation of
hitherto unknown and difficult XC functional, regarding its proper asymptotic behavior at
long-range as long as spurious self-interaction correction [30] which produces considerable
error in these properties. In general, approximate local or semi-local functionals pose rather
serious limitations regarding these issues. On the other hand, hybrid functionals (such as
B3LYP or CAM-B3LYP) and their asymptotic-corrected variants were reported quite suc-
cessfully in literature. Usually the obtained results are found to be as accurate as those from
correlated wave-function based approaches [31]. This work employs following four XC func-
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tionals, namely, (i) local density approximation (LDA) using Vosko-Wilk-Nusair (VWN) [32]
correlation, (ii) BLYP (Becke [33] exchange with Lee-Yang-Parr (LYP) [34] correlation) (iii)
Perdew-Burke-Ernzerhof (PBE) [35] (iv) asymptotically corrected van Leeuwen-Baerends
(LB94) [36] exchange in conjunction with VWN correlation.
Recently KS-DFT was implemented in Cartesian coordinate grid (CCG) [37–40], offering
accurate results on atoms, molecules within an LCAO-MO ansatz. For a decent number of
systems, several electronic properties including energy, µ, as well as its derivatives α, β were
correctly presented. The electric responses were provided for three diatomic hydrides (HCl,
HBr, HI) by including a coupling term (interaction of applied electric field and matter) in
the respective one-body KS Hamiltonian [41]. Through an accurate representation of FF
formalism in real-space grid, corresponding results were compared and contrasted with the
widely used, popular atom-centered grid ones (two were virtually indistinguishable) within
a pseudopotential approximation. A detailed analysis of grid convergence and its impact
on response was considered by taking four XC functionals, In order to broaden its scope of
applicability, here we extend this to a larger set of atoms, molecules, which is the primary
motivation of this communication. A secondary objective is to engage and ascertain the
suitability of a recently proposed rational function approximation [29] for their estimation.
Note that in previous work, this was done through a Taylor FF approach.
It is well acknowledged that the success of such calculations crucially depends on choice
of an appropriate good-quality basis set. In other words, it should accurately describe
the response of electrons to an external perturbation; an essential requisite being that it
preferably includes polarization and diffused functions [42]. A good candidate that satisfies
these criteria is the Labello-Ferreira-Kurtz (LFK) basis [43] utilized in our previous work [41],
which has been found to be quite successful in both non-relativistic and relativistic domain.
Current results are compared with available references (both theoretical and experimental),
whenever possible, to gauge its performance. The article is organized as follows. Section
II gives principal aspects of the method along with required computational details. Results
are discussed in Sec. III, while the future and prospect is commented in Sec. IV.
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II. METHODOLOGY AND COMPUTATIONAL ASPECTS
The single-particle KS equation of a many-electron system under the influence of pseu-
dopotential can be written as (atomic unit employed unless stated otherwise),
[
−
1
2
∇2 + vpion(r) + vext(r) + vh[ρ(r)] + vxc[ρ(r)]
]
ψσi (r) = ǫiψ
σ
i (r), (2)
where vpion denotes ionic pseudopotential, expressed as in the following,
v
p
ion(r) =
∑
Ra
v
p
ion,a(r−Ra). (3)
Here vpion,a represents ion-core pseudopotential associated with atom A, located at Ra. In
presence of applied electric field, vext(r) contains contributions from both nuclear and field
effects. The classical Coulomb (Hartree) potential, vh[ρ(r)] describes electrostatic interaction
amongst valence electrons whereas vxc[ρ(r)] signifies the non-classical XC potential, and
{ψσi , σ =↑ or ↓ spin} corresponds to a set of N occupied orthonormal spin molecular orbitals
(MO). In LCAO-MO approximation, the coefficients for expansion of MOs satisfy a set of
equations analogous to that in Hartree-Fock theory,
∑
n
F σmnC
σ
ni = ǫ
σ
i
σ∑
n
SmnC
σ
ni, (4)
with the orthonormality condition, (Cσ)†SCσ = I. Here Cσ contains respective MO coeffi-
cients {Cσni} for a given MO, ψ
σ
i (r), whereas S signifies the usual overlap matrix correspond-
ing to elements Smn and ǫ
σ refers to diagonal matrix of respective MO eigenvalues, {ǫσi }.
The KS matrix has elements F σmn partitioned as,
F σmn = H
core
mn + Jmn + F
xcσ
mn . (5)
In this equation, Hcoremn contains all one-electron contributions and in presence of applied elec-
tric field this could be further separated as, Hcoremn = H
(0)
mn + Fi〈m|ri|n〉, where H
(0)
mn includes
kinetic energy, nuclear-electron attraction and pseudopotential matrix elements, whereas the
latter term signifies external electric field perturbation within dipole approximation. Fur-
thermore, Fi (i = x, y, z) corresponds to ith component of field F, while 〈m|ri|n〉 provides
the dipole moment integral corresponding to length vector r. Last two terms Jmn, F
xcσ
mn refer
to usual contributions from classical Hartree and XC potentials respectively.
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Now all the relevant quantities like basis functions, electron densities, MOs as well as
various two-electron potentials are directly set up on the 3D CCG simulating a cubic box,
ri = r0 + (i− 1)hr, i = 1, 2, 3, ...., Nr , r0 = −
Nrhr
2
, r ∈ {x, y, z}, (6)
where hr denotes grid spacing along each directions and Nx, Ny, Nz signify total number of
grid points along x, y, z directions respectively. In case of non-uniform grid, we usually vary
Nx, Ny, Nz independently keeping the value of hr fixed. Thus, electron density ρ(r) in this
grid may be simply written as (“g” implies the discretized grid),
ρ(rg) =
∑
m,n
Pmnχm(rg)χn(rg). (7)
A major concern in grid-based approach constitutes a correct, reliable estimation of two-
electron KS matrix elements. In this work, they are calculated directly through straightfor-
ward numerical integration on grid as (vhxc refers to Coulomb and XC potential combined),
〈χm(rg)|vhxc(rg)|χn(rg)〉 = hxhyhz
∑
g
χm(rg)vhxc(rg)χn(rg). (8)
The detailed construction of various potentials in grid has been well documented [37–40].
As already mentioned, a critical problem of finite difference method for optical property
calculation arises from the delicate nature of field–they satisfy a rather narrow range of field
strengths. In order to alleviate this problem, we follow a recently published procedure [29],
where the energy expression is fitted in terms of a rational function with respect to electric-
field coefficients. An analogous fitting strategy for the induced dipole moment in terms of
electric field is in invoked here, i.e.,
µ(F) =
a+ bF+ cF2 + dF3 · · ·
1 +BF+ CF2 +DF3 · · ·
. (9)
where a,b,c,d,· · · and B,C,D,· · · are fitting coefficients. This is a generalized form of the
Taylor expansion, as by setting all the denominator coefficients to zero, the latter expansion
is recovered. This recipe provides a less sensitive (and hence consequently more effective)
dependence on the electric field, as it increases latter’s range. In FF technique, dipole
moment of a given species needs to be computed at different field strengths, and its proper
selection begins with a convenient choice of initial field strength (F0), around which the field
is distributed. This is achieved here via the following proposal [29],
Fn = x
nF0, x = 2
p
100 (10)
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Here we choose their recommended value of p (namely 50), corresponding to a geometry
progression–this was reached on the basis of an elaborate analysis of α and γ for a set
of 121 and β for 91 molecules. It is well established that the optimal value of F0 plays a
decisive role to ensure accuracy in these non-linear properties. On the basis of our recent
work [41], where this aspect was discussed at length for β, it is found to be appropriate to
select an initial value of 10−2.5, which we exploit here. Next the optimal (numerator and
denominator degrees) form of rational function are taken from [29] as,
µ(F) =
a + bF+ cF2 + dF3
1 +BF+ CF2
, (11)
corresponding to four and three terms in the numerator and denominator respectively. Now
putting the value of µ at F = 0 in Eq. (11) gives rise to the trivial relation µ(0) = a. The
remaining unknown coefficients are determined using different Fn values in this equation.
For five unknown coefficients the minimum equations that can be constructed is six, because
both +Fn and −Fn are used, with each Fn producing two equations. By putting µ(0) for
a, the substituted equations may be recast in the matrix form Ax = b as,


−F0µ(F0) −F
2
0µ(F0) F0 F
2
0 F
3
0
F0µ(−F0) −F
2
0µ(−F0) −F0 F
2
0 −F
3
0
−xF0µ(xF0) −x
2F 20µ(xF0) xF0 x
2F 20 x
3F 30
xF0µ(−xF0) −x
2F 20µ(−xF0) −xF0 x
2F 20 −x
3F 30
−x2F 20µ(x
2F 20 ) −x
4F 40µ(x
2F 20 ) x
2F 20 x
4F 40 x
6F 60
x2F 20µ(−x
2F 20 ) −x
4F 40µ(−x
2F 20 ) −x
2F 20 x
4F 40 −x
6F 60




B
C
b
c
d


=


µ(F0)− µ(0)
µ(−F0)− µ(0)
µ(xF0)− µ(0)
µ(−xF0)− µ(0)
µ(x2F 20 )− µ(0)
µ(−x2F 20 )− µ(0)


(12)
Because both (+)ve and (−)ve fields are used, solution of this matrix equation is overdeter-
mined, this can be solved by means of either least-squares method or by disregarding one of
the equations. We adapt the second procedure, where the arbitrary elimination of any one
of six equations was found to be valid for all the systems concerned. Finally, our desired
properties can be determined by taking appropriate derivatives of Eq. (11) at F=0 as,
α = µ′(0) = b− aB,
β = µ′′(0) = 2c− 2bB − 2aC − 2aB2. (13)
A few practical aspects regarding the current compilation is in order. All calculations
are performed using norm-conserving pseudopotential at the experimental geometries taken
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from NIST database [44]. The needed one-electron (excepting the pseudopotential) integrals
were generated by standard recursion relations [45] using Cartesian Gaussian-type orbitals
as primitive basis functions, whereas the latter matrix elements in Gaussian orbitals are
imported from GAMESS [46] package. The influence of spatial grid on energy components
has been detailed in a previous article [41] with respect to sparsity of grid (governed by
Nx, Ny, Nz) and grid spacing (determined by hr); and hence not repeated here. A simple
grid optimization strategy has been maintained, which guarantees a grid accuracy of at least
5×10−6 a.u., throughout, at a fixed hr = 0.3. It was observed that the optimal non-uniform
grid marginally varies from functional to functional. As done earlier, here also we employ the
so-called Labello-Ferreira-Kurtz (LFK) basis set advocated in [43] based on the procedure
that incorporates diffuse and polarization functions in the well-known Sadlej [47] basis–these
are adopted from EMSL library [48]. For efficient calculation of Hartree potential in real
space, the standard discrete Fourier transform package FFTW3 [49] has been used.
The properties are explored for four representative XC functionals, viz., LDA, BLYP,
PBE, LBVWN. The middle two functionals were imported from density functional reposi-
tory program [50]. The self-consistent convergence criteria imposed in this communication is
slightly tighter than our earlier work [37–40]; this is to generate a more accurate perturbed
density matrix. Convergence of following quantities was followed, viz., (i) orbital energy dif-
ference between two successive iterations (ii) absolute deviation in a density matrix element.
They both were required to remain below a certain prescribed threshold set to 1×10−8 a.u.;
this ensured that total energy maintained a convergence of at least this much. To accelerate
the calculations, unperturbed (field-free) density matrix was used as trial input. The result-
ing generalized matrix-eigenvalue problem as well as Eq. (12) was solved through standard
LAPACK [51] routines. Scaling properties have been discussed elsewhere [37]. The present
calculations have been performed using an in-house computer program originally initiated
by Roy in the references [37–39], and subsequently extended [40, 41] by the two co-authors
of this communication.
III. RESULTS AND DISCUSSION
We begin this section by categorizing two sets: first one for atoms containing 15 of them,
labeled CCG-A and the second set having 29 selected molecules, represented by CCG-M.
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TABLE I: Average static polarizability, α for atoms in Set CCG-A, using FF KS method, for four
XC functionals, along with the respective MSE and MAE’s. All results in a.u. See text for details.
Average static polarizability (α)
Atom LDA BLYP PBE LBVWN Literaturea
Be(1S) 44.49 43.43 43.10 40.81 37.79
B(2P ) 22.24 21.88 21.11 18.81 20.45
C(3P ) 13.68 13.55 13.50 10.68 11.88
N(4S) 8.31 8.29 8.29 6.83 7.42
O(3S) 5.62 5.48 5.47 4.21 5.41
Mg(1S) 76.91 75.02 74.23 70.51 71.53
Al(2P ) 48.26 48.37 47.03 40.50 45.89
Si(3P ) 37.50 37.89 36.23 35.13 36.31
P(4S) 28.68 28.27 27.91 24.17 24.50
S(3P ) 21.75 20.91 20.54 18.28 19.57
Cl(2P ) 16.25 16.51 15.73 13.84 14.71
Ar(1S) 12.14 12.02 11.88 10.43 11.07
Ca(1S) 165.32 160.14 159.41 150.78 153.86
Kr(1S) 18.21 18.14 17.86 15.59 16.77
Xe(1S) 28.67 28.42 28.04 25.02 27.29
MSE −2.91 −2.26 −1.74 1.25 –
MAE 2.91 2.26 1.74 1.65 –
aTheoretical values are from [52], as quoted in NIST database [44].
Both sets contain open and close-shell electronic systems, with maximum number of total
valence electrons being 32. The self-consistent field convergence was thoroughly checked with
respect to all relevant parameters (like grid and field optimization) as delineated in previous
section and elaborated in an earlier publication [41], both in absence/presence of the electric
field. Since the converged properties thus obtained reproduce standard GAMESS results very
well for all XC functionals available therein, these reference values are omitted henceforth.
This matching agreement is expected and in keeping with the findings of [41], where this
was demonstrated for three diatomic hydrides. A systematic investigation is carried out for
these two sets through the following quantities, namely, non-relativistic ground-state total
energy, µ, non-zero components of α, β, along with the average or mean polarizability, α.
At first, the LDA, BLYP, PBE and LBVWN results for α are provided for Set CCG-A in
Table I. As atoms contain inversion of symmetry, β vanishes, and the lowest non-vanishing
non-linear coefficient is γ (which is not considered in this work). For the sake of comparison,
available theoretical values from NIST database [44] are quoted in last column. It reveals
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an interesting fact that, all three traditional functionals (LDA, BLYP, PBE) overestimate
the references in the ranges of 3-11%, 1-9% and 3-8% respectively; however LBVWN offers
underestimation in all cases (with exception for Be) by 5-9%. Moreover we also provide
the respective mean signed error (MSE) and mean absolute error (MAE) with respect to
experimental result, for all the XC functionals, at the bottom of this table. It is observed
that the first three functionals systematically overestimate the experimental values, while
LBVWN shows underestimation except the lone case of Be. Furthermore the errors also
diminish as one goes from columns 2-4, corresponding to LDA, BLYP and PBE, having
same magnitudes for MSE and MAE. For LBVWN, the errors are lowest amongst all the
four functionals; however these two deviations differ in magnitude considerably. Similar
conclusions have also been drawn regarding the pattern behavior of these functionals for α
in [53], where it was conjectured that, a significant improvement may be accomplished for
α by combining LB94 potential (in asymptotic region) with LDA (corrected for derivative
discontinuity in the bulk region) exchange suitably. This leads to a more proper represen-
tation of exchange which approaches the experimental results quite closely [54] at a lower
level of computational cost than standard XC functionals.
Next in Table II, we present ground-state energy and µ (absolute value) for all 29
molecules in Set CCG-M. This covers diatomic to hexa-atomic systems containing both
close and open shells–the equilibrium experimental geometries are taken from NIST com-
putational chemistry database [44]. Note that these values pertain to only the electronic
part; neither geometry relaxation in presence of electric field nor vibrational contribution
is considered. In all occasions, total energies using BLYP and PBE XC functional are ob-
served to be consistently lower than LDA and LBVWN. Keeping in mind the performance
of results for various XC functionals in our earlier work [37–41], one can safely conclude
that current total electronic energies for this data set are equally accurate and trustworthy.
Several theoretical and experimental results are available in literature. In order to compare,
we report only its non-zero components along with some selected experimental results. The
computed value of zero components of µ for non-polar molecules have been correctly repro-
duced in this calculation; and henceforth not mentioned. In polar molecules also they show
reasonably good agreement with experimental results. Leaving aside the two lone cases (CO
plus PCl3 for LDA, BLYP, PBE, and PH3 for LBVWN), the overall maximum absolute
deviation hovers around 13% (for LDA, PBE) and 10% (for BLYP, LBVWN) respectively
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TABLE II: Ground-state energy and permanent static dipole moment (absolute) for all the
molecules in CCG-M set, for four XC functionals. All results are in a.u. See text for details.
Molecule −〈E〉 µ
LDA BLYP PBE LBVWN LDA BLYP PBE LBVWN Expt.†
F2 47.91383 48.13149 48.12858 47.91426 – – – – –
Cl2 29.65556 29.70811 29.40441 29.65489 – – – – –
Br2 26.63157 26.66731 26.73636 26.63055 – – – – –
I2 22.81646 22.82037 22.90226 22.81509 – – – – –
HF 24.64387 24.76034 24.76552 24.64197 0.70315 0.68988 0.69307 0.75623 0.71604
CO 21.49163 21.56884 21.59654 21.48968 0.09824 0.07539 0.09929 0.05770 0.04406
HCl 15.43342 15.47383 15.50513 15.43286 0.43825 0.42337 0.43420 0.45357 0.42490
HBr 13.90305 13.93459 13.96864 13.90218 0.31610 0.29881 0.31207 0.30760 0.32536
HI 11.98212 11.99865 12.03800 11.98063 0.18224 0.16100 0.17944 0.11947 0.17625
H2O 17.06428 17.14538 17.16016 17.06321 0.71610 0.69956 0.70607 0.76583 0.7278
H2S 11.25031 11.28181 11.31490 11.24899 0.44115 0.41985 0.43639 0.39553 0.38162
H2Se 10.47641 10.50418 10.53809 10.47477 0.28488 0.25717 0.28047 0.19486 0.24668
NH3 11.61575 11.67003 11.69468 11.61508 0.57940 0.57091 0.57498 0.59063 0.57834
PH3 8.23604 8.26939 8.29887 8.23367 0.23137 0.19833 0.22442 0.11764 0.22818
P4 26.10747 26.10747 26.20419 26.10558 – – – – –
PCl3 51.15601 51.20379 51.34330 51.15280 0.17708 0.21547 0.18162 0.35481 0.30687
SiH3Cl 20.49531 20.55085 20.60549 20.49152 0.50313 0.50656 0.49827 0.58014 0.51539
SiH4 6.16406 6.21318 6.23146 6.16040 – – – – –
CH3Cl 22.23814 22.28972 22.35264 22.23688 0.73076 0.73269 0.72914 0.71637 0.73571
CH2Cl2 36.51145 36.56834 36.66719 36.50986 0.63290 0.65394 0.63676 0.62398 0.62948
CH3Br 20.70879 20.75325 20.81866 20.70720 0.71377 0.72486 0.71875 0.63353 0.71210
CHCl3 50.78407 50.84088 50.97698 50.78216 0.42682 0.43710 0.42855 0.42664 0.39736
CH4 7.96412 7.96412 8.03747 7.96306 – – – – –
CCl4 65.05251 65.10947 65.28327 65.05034 – – – – –
C2H2 12.31925 12.35341 12.39988 12.31819 – – – – –
C2H4 13.55522 13.55522 13.55522 13.55386 – – – – –
Si2H6 11.19320 11.25222 11.29862 11.18691 – – – – –
C3H8 21.58015 21.64097 21.73504 21.57769 0.04065 0.03925 0.03844 0.03102 0.03304
C4H
‡
6
25.98404 26.03255 26.14425 25.98181 – – – – –
† For HCl and CHCl3 Dielectric method [55]: For all others Microwave spectroscopy method [55]. ‡(E)1,3-Butadiene.
from experimental counterparts.
Next we move towards the average polarizability, α of molecules in Set CCG-M. Table III
reports these at equilibrium geometries of NIST computational chemistry database [44], for
same four XC functionals of previous tables. To put things in perspective, we also quote
corresponding experimental values of zero frequency (containing only electronic part) in
column six, from the compilation of [56]. It uncovers that, all three traditional functionals
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TABLE III: Average static polarizability, α for CCG-M Set, using FF KS method for different XC
functionals, along with MSE and MAE. All results are given in a.u. See text for details.
Molecule α Experiment†
LDA BLYP PBE LBVWN (zero frequency)
F2 8.96 9.04 8.89 7.56 8.34
Cl2 32.03 31.76 32.20 28.42 30.37
Br2 46.60 45.89 45.60 41.65 43.7
I2 72.68 71.54 71.07 66.10 70.36
CO 13.66 13.57 13.43 11.68 13.04
HF 6.24 6.25 6.15 4.88 5.09
HCl 18.79 18.55 18.37 16.07 17.40
HBr 25.75 25.19 25.09 22.22 23.78
HI 37.97 37.09 36.96 33.35 35.30
H2O 10.52 10.41 10.26 8.91 9.52
H2S 26.45 26.01 25.76 22.65 24.68
H2Se 31.74 31.29 30.85 27.00 29.68
NH3 15.43 15.31 15.08 12.59 14.61
PH3 32.49 32.69 29.44 26.29 30.90
P4 95.75 94.90 93.85 88.44 91.70
PCl3 74.13 73.34 72.86 67.03 70.30
SiH3Cl 44.93 43.81 43.86 39.93 35.8
SiH4 34.07 32.80 33.01 29.91 31.94
CH3Cl 31.95 31.72 31.28 27.50 30.00
CH2Cl2 47.48 46.94 46.55 42.46 44.89
CH3Br 38.70 38.33 37.87 34.35 36.76
CHCl3 60.12 59.52 58.98 52.02 56.22
CH4 17.98 17.69 17.44 15.70 17.24
CCl4 74.41 73.66 73.06 67.44 69.23
C2H2 24.46 24.78 24.02 20.86 22.67
C2H4 29.21 29.34 28.60 25.53 27.72
Si2H6 65.76 63.32 63.81 59.02 63.53
C3H8 43.94 43.23 42.69 39.27 42.12
C4H
‡
6
59.34 59.64 58.27 53.07 54.64
MAE 2.59 1.95 1.61 2.33 –
MSE −2.59 −1.93 −1.51 2.18 –
†For PH3 and SiH3Cl, dielectric permittivity method [56]; for all others, refractive index method [56] ‡(E)1,3-Butadiene.
(LDA, BLYP, PBE) overestimate experimental references in the range of 3-11%, 1-9% and
3-8% respectively; however, LBVWN separates out from them by underestimating within
5-9% (with exception of Be). We have also performed the MAE and MSE analysis, as given
in the bottom. It follows similar kind of behavior regarding first three functionals (LDA,
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BLYP and PBE), in harmony with those of CCG-A set in Table I. However, it is observed
that the results using LBVWN shows much more error compared to BLYP and PBE in
contrast to Table I.
In the last part, Table IV reports the non-zero components of β (using the T convention)
for some representative molecules (CO, HCl, HBr, HI, H2S, H2Se, PH3, SiH3Cl, CH3Cl,
CH2Cl2, CHCl3, C3H8, CH3Br, H2O, NH3, HF) of CCG-M set (for same four XC functionals)
to extend the scope of applicability. The results for HCl, HI and HBr using celebrated FF
method are already mentioned in our previous article [40] and these remain nearly same
in the present case too. Same field strength, as mentioned in Sec. II has been employed
irrespective of the molecular system and XC functional. It is clear that for a particular
molecule the components differ significantly from functional to functional–sometimes even
the signs vary. One such candidate is HI, where βxxz, βyyz signs for LDA, PBE functionals
are opposite from those of BLYP, PBE. In literature these properties have been pursued
through a wide range experiments and theoretical calculations. As a matter of comparison,
some selected high-level all-electron calculations (such as CCSD, CAS, CCSD(T)) in large
basis sets (Sadlej, taug-cc-pVTZ, qaug-sadlej, NLO-II) are quoted, along with some selected
experiments. Of course, as expected, for obvious reasons present results differ from these
extended and elaborate results rather considerably. However this is aside the main focus
of this work; here we wanted to extend the domain of CCG in the context of response
properties. As evident from the foregoing discussion (along with the previous tables), this
scheme very satisfactorily fulfills that objective, for a decent number of atoms, molecules.
However, as well known, for better comparison with experiment and other sophisticated
theoretical calculations, more suitable basis set as well as XC functionals having correct
asymptotic potential at long range, would be necessary, which may be pursued in our future
works.
IV. FUTURE AND OUTLOOK
We have analyzed the performance of CCG in the context of µ,α for a set of 44 species
(sets CCG-A and CCG-M) using first-principles pseudopotential DFT formalism combined
with an optimized FF procedure. Additionally, β values were provided for ten molecules.
This was realized through a recently prescribed rational function approximation of dipole
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TABLE IV: The components of first hyperpolarizability for some selected molecules from CCG-M
set, for four XC functionals. All results are in a.u. See text for details.
Molecule LDA BLYP PBE LBVWN LDA BLYP PBE LBVWN LDA BLYP PBE LBVWN
βxxz βyyz βzzz
H2Sa −12.41 −14.30 −12.21 −4.93 6.96 5.80 6.07 8.78 −25.07 −27.54 −24.92 −7.31
H2Se −23.65 −32.56 −27.08 −8.95 52.99 46.07 48.75 40.85 9.24 0.58 6.58 15.67
PH3b 6.07 4.56 6.38 5.19 6.07 4.56 6.39 5.19 20.73 5.63 14.79 6.12
SiH3Cl 23.01 18.19 19.86 14.93 23.01 18.18 19.86 14.93 58.69 53.77 55.75 46.66
CH3Cl −6.64 −8.82 −8.44 0.34 −6.65 −8.81 −8.43 0.33 21.24 18.87 17.19 19.55
CH2Cl2 14.45 14.62 14.66 2.13 −26.39 −26.68 −25.51 −19.88 23.99 24.12 24.48 31.15
CHCl3c −19.42 −18.65 −17.82 −11.75 −18.49 −17.80 −16.92 −11.42 15.31 17.06 15.94 2.17
H2Od 18.73 14.76 16.67 8.60 16.19 16.26 15.85 11.40 31.78 26.75 28.75 19.75
NH3e −13.97 −15.65 −14.15 −9.73 −13.97 −15.65 −14.15 −9.73 −55.43 −51.10 −51.20 −26.37
βxxy βyzz βyyy
C3H8 1.04 2.99 1.69 1.82 −25.01 −25.15 −23.92 −14.13 −28.59 −26.24 −26.30 −11.06
βxyy βxzz βxxx
CH3Br 42.62 45.80 4.84 21.94 42.59 45.86 44.13 21.94 17.24 18.72 21.43 5.40
βxxz=βyyz βzzz
COf 8.55 7.88 8.42 3.44 31.83 30.29 29.80 21.48
HFg −3.59 −3.24 −3.22 −1.51 −14.09 −14.04 −13.52 −9.24
HClh 8.27 6.30 7.19 3.78 20.77 19.60 18.91 15.19
HBri 7.28 4.16 5.79 2.21 23.13 20.90 20.52 15.61
HI −3.32 1.19 −1.80 2.39 −16.48 −12.64 −13.22 −9.22
aCCSD result in polarizability consistent Sadlej basis [57]: βzzz=7.7, βxxz=−1.2 and βyyz=−11.7. Experimental value of
〈β〉 =
√
(
∑
i β
2
i ) = −10.1,βi = (1/3)
∑
k βikk, obtained from [57].
bCCSD result in NLO-II basis [58]: 〈β〉 =
√
(
∑
i β
2
i )= −18.5, βi = (1/3)
∑
k βikk.
cCCSD-QRF result in d-aug-cc-pVDZ basis: βHRS = 15.05 and TDHF result in d-aug-cc-pVDZ basis: βHRS = 10.02 [59];
Experimental value of βHRS = −19.0, obtained from Hyper-Rayleigh scattering experiment [60]; βHRS =
√
(〈β2
ZZZ
〉+ 〈β2
XXZ
〉),
coresponding to laboratory axes.
dCCSD result in polarizability consistent Sadlej basis [57]: βzzz=−7.3, βxxz = −2.0 and βyyz=−10.8; Experimental value of
〈β〉 = −22.0, obtained from [61].
eCCSD result in polarizability consistent Sadlej basis [57]: βzzz=−26.4 and βxxz = βyyz=−7.6; Experimental value of
〈β〉 = −48.9, obtained from [62].
fCCSD result in polarizability consistent Sadlej basis [57]: βzzz=26.1 and βxxz = βyyz=6.1. Experimental value of
〈β〉 =
√
(
∑
i β
2
i )= 30.2, βi = (1/3)
∑
k βikk, obtained from [63].
gCAS result in taug-cc-pVTZ basis [64]: βxxz = βyyz = −1.2, βzzz = −8.77. CCSD result in polarizability consistent Sadlej
basis [57]: βxxz = βyyz = −0.08, βzzz = −8.91; Experimental value of 〈β〉 = 11.0, obtained from [63].
hCAS result in taug-cc-pVTZ basis [64]: βxxz = βyyz = −0.31, βzzz = −11.32. CCSD(T) result in KT1 basis [65]:
βxxz = βyyz = −0.2, βzzz = −10.7. Experimental value of 〈β〉 = 9.8, obtained from [66].
iCAS result in taug-cc-pVTZ basis [64]: βxxz=βyyz = 1.41, βzzz= −11.13. CAS result in qaug-Sadlej basis [67]:
βxxz = βyyz = −0.81, βzzz = 11.14.
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moment in real-space grid within the LFK basis set. The suitability and viability of this sim-
ple yet effective scheme has been demonstrated for four different XC functionals. Comparison
with existing theoretical and experimental results have been made, wherever possible. In
all occasions, our present results show excellent agreement with the corresponding values
from familiar atom-centered grid. For further accuracy, more precise basis set as well as
XC functionals need to be invoked. In some DFT works [68, 69], significant improvements
in these quantities have been reported through the use of popular CAMB3LYP functional;
we would like to consider this in a forthcoming communication. Moreover, it will also be
interesting to study the dynamical hyper-polarizability within the rubric of time-dependent
DFT. To conclude, pseudopotential-CCG can offer fairly accurate and reliable results for
electric response in atoms and molecules.
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