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vRESUME
Sur un site contamine, la concentration d'un contaminant dans l'eau souterraine est
connue localement gra^ce a des echantillons provenant de puits existants et/ou de puits d'ob-
servation amenages a cette n. L'interpolation des valeurs de concentration observees est
requise pour evaluer l'etendue d'un panache de contamination lors de la caracterisation du
site. Elle est egalement necessaire pour des applications dans les phases subsequentes, telles
que la conception et le suivi des mesures de rehabilitation ou de connement, ou pour l'evalua-
tion de l'attenuation naturelle. La qualite des estimes obtenus par interpolation est largement
tributaire du nombre de donnees disponibles, lequel est limite en raison des cou^ts associes
a l'installation de puits d'observations, a l'echantillonnage et aux analyses chimiques. Les
processus physiques qui regissent le transport de contaminants compliquent egalement cette
ta^che puisqu'ils entra^nent une repartition anisotrope et statistiquement non stationnaire des
valeurs de concentration. La faible performance des outils d'interpolation conventionnels rend
necessaire le developpement d'approches qui permettent d'utiliser l'information concernant
le modele physique du probleme, en particulier les directions d'ecoulement.
La methode de krigeage developpee dans cette these prend en compte le modele d'ecou-
lement par l'intermediaire d'un modele de covariance non stationnaire, lequel est base sur
l'utilisation conjointe d'une transformation en coordonnees d'ecoulement et d'une fonction
de covariance qui varie le long des lignes de courant. Dans un premier temps, les coordonnees
naturelles d'ecoulement, denies par la charge hydraulique et la fonction de courant, per-
mettent de tenir compte de l'anisotropie locale induite par l'advection, telle que decrite dans
un modele conceptuel du probleme d'ecoulement. En second lieu, le modele de covariance non
stationnaire est parametrise pour tenir compte approximativement des eets de la dispersion
sur la correlation spatiale et la variance de la concentration. Dierentes parametrisations de
la fonction de covariance non stationnaire sont proposees. Les parametres du modele de cova-
riance sont estimes par maximum de vraisemblance. Ceci permet d'utiliser le test du rapport
de vraisemblance et le critere d'Akaike (AIC) pour selectionner le modele le mieux adapte
aux donnees parmi les modeles candidats. Face aux dicultes entourant la specication des
fonctions de courant en 3D, la presente these propose egalement l'utilisation de coordonnees
d'ecoulement simpliees (designees coordonnees alternatives) basees sur le tracage des lignes
de courant.
L'approche proposee est testee sur des modeles numeriques 2D et 3D representant des
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panaches continus dans des milieux heterogenes, isotropes et satures. Bien qu'elle necessite
la modelisation de l'ecoulement, l'approche ne depend pas de la modelisation du transport
et ainsi, la position et l'historique des emissions de la source ne sont pas requis. Pour les
exemples presentes, les solutions d'ecoulement sont obtenues par la methode des elements
nis. L'utilisation d'exemples numeriques permet la comparaison directe entre les valeurs de
concentration estimees et de reference. La qualite des estimes est evaluee a l'aide d'un en-
semble de statistiques, tel que l'erreur sur la masse de solute et sur le volume du panache
pour certain seuils, de me^me que la correlation entre les valeurs estimees et les valeurs de
reference ( et r de Pearson).
Dans un premier temps, on utilise les reseaux d'ecoulement de reference pour la trans-
formation de coordonnee. Les resultats montrent que l'utilisation conjointe des coordonnees
d'ecoulement et des modeles de covariance non stationnaires permet de mieux expliquer les
donnees selon le maximum de vraisemblance. Les cartes de concentration obtenues appa-
raissent nettement plus realistes que celles qui proviennent de l'approche conventionnelle de
krigeage stationnaire en coordonnees cartesiennes. Ceci est conrme par l'amelioration de
la correlation ( de Pearson) avec le modele de reference. Les erreurs sur la masse et le
volume du panache sont egalement reduites comparativement a l'approche conventionnelle.
En utilisant un echantillonnage relativement restreint, les exemples presentes montrent que
l'approche proposee permet une meilleure utilisation des donnees. Bien que les parametres
estimes soient en general plausibles, la procedure de selection basee sur le maximum de vrai-
semblance ne parvient pas toujours a identier le modele qui engendre le meilleur estime de
la concentration. Les resultats obtenus montrent que la validation croisee semble e^tre une
option plus robuste pour obtenir les parametres et determiner le meilleur modele.
L'approche proposee a des eets notables sur la variance d'estimation, laquelle herite du
caractere non stationnaire de la fonction de covariance. Pour les modeles de covariance ou
la variance decro^t avec le transport, la variance d'estimation indique une incertitude plus
importante a la zone situee pres de la source.
Les coordonnees alternatives d'ecoulement proposees constituent une alternative valable
aux coordonnees naturelles. L'exemple en 3D montre qu'elles permettent d'incorporer les
caracteristiques de l'ecoulement dans les valeurs de concentration estimees, et ainsi d'ame-
liorer l'interpolation. Un exemple utilisant des coordonnees analogues aux coordonnees la-
grangiennes (utilisation du temps comme coordonnee longitudinale) montre qu'il est possible
de produire une interpolation plus realiste d'un panache de contamination presentant des
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< doigts > distincts, sans recourir a un echantillonnage exhaustif.
On presente egalement une etude de cas ou des representations simpliees du modele de
reference, calibres a des observations de charge hydraulique, sont utilisees pour simuler une
connaissance partielle du modele d'ecoulement. Cet exemple montre qu'une certaine impre-
cision sur la transformation de coordonnees n'engendre pas de dierences importantes pour
les statistiques compilees et que les cartes de concentration obtenues tiennent tout de me^me
compte des caracteristiques principales de l'ecoulement.
Des modeles d'ecoulement deterministes ont ete utilises dans les exemples d'application
et ainsi, dans sa forme actuelle, l'approche proposee ne permet pas de quantier l'eet de
l'incertitude liee a l'ecoulement sur l'estimation de la concentration. Par contre, en plus
d'ameliorer l'estimation des valeurs de concentration, l'approche developpee peut s'averer un
outil interessant pour evaluer la coherence entre le modele conceptuel d'ecoulement et les
donnees de concentration.
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ABSTRACT
Contaminant concentration is known locally by sampling from on-site observation wells.
Interpolation of such concentration data often yields disappointing results, especially when
it fails to incorporate existing knowledge relative to the underlying physics of groundwater
ow and solute transport. Concentration maps, however, are required in several applications
such as plume monitoring, design of containment or treatment systems, evaluation of total
dissolved mass, and natural attenuation assessment. Interpolation results highly depend on
the number of available data, which is often limited by the costs of well installation and
sampling. Further, the physical processes governing transport complicate this task by crea-
ting an anisotropic and nonstationary concentration distribution. The poor performance of
conventional interpolation tools justies the development of approaches which account for
ow and transport.
This thesis presents a exible kriging approach that incorporates ow knowledge through
a nonstationary covariance model that is based on the joint use of natural ow coordinates,
dened by the hydraulic head and the stream function, and a class of nonstationary covariance
functions that can be parameterized to account for the evolution of concentration correlation
and variance with travel time/distance. On one hand, the coordinate transformation makes
it possible to account for the spatially-varying anisotropy produced by advection, as des-
cribed by a given conceptual ow model. On the other hand, the nonstationary covariance
model accounts only approximately for the eect of dispersion on the spatial correlation and
variance of the concentration. The nonstationary covariance model parameters are obtained
by maximum likelihood estimation. This enables the use of the likelihood ratio test and the
computation of the Akaike Information Criterion to select between competing model parame-
trizations. Considering the diculties associated with the use of the stream function in 3D,
this thesis also proposes approximate ow coordinates, termed alternative ow coordinates,
which are computed using streamline tracking.
The approach is tested on simple 2-D and 3-D synthetic plumes shaped by heterogeneous
ow and local dispersion. Although it requires ow modelling, the proposed approach does
not depend on transport modelling ; thus, the source position and release history need not to
be known. Synthetic model testing allows direct comparison of the estimated and reference
concentration values. The performance of the interpolation approach is evaluated using a
set of statistics, such as the error on contaminant mass and contaminated volume, and the
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correlation between estimated and reference concentration values (Pearson's  and r).
In the rst series of examples, the reference ow elds are used to compute the ow
coordinates. Results show that the joint use of the ow coordinates and nonstationary cova-
riance yields higher likelihood values, compared to models dened in Cartesian coordinates.
Concentration maps appear more realistic than those obtained by conventional kriging with
Cartesian coordinates and a stationary covariance. This is also conrmed by the improve-
ment of Pearson's . Errors on estimated mass and volumes are also reduced compared to the
conventional approach. These results indicate that the proposed kriging approach makes a
more ecient use of limited concentration measurements. Although the estimated covariance
parameters are plausible, the model selection based on maximum likelihood is not able to
identify the model that yields the best estimate in terms of precision and realism. Cross-
validation appears to be more robust for parameter estimation and model selection.
The approach has notable eects on the estimation variance, as it inherits the nonsta-
tionarity from the covariance model. For covariance models in which the variance decreases
with distance, the estimation variance is higher upstream in the ow model, near the source.
Moreover, the proposed alternative coordinates constitute a reasonable approximation to na-
tural coordinates and allow notable improvement for 3D interpolation. We also test the use
of a coordinate system analogous to Lagrangian coordinates where travel time is used as the
longitudinal coordinate. This coordinate transformation allows for a realistic interpolation of
a nger plume, without recourse to exhaustive sampling.
In another synthetic example, simplied version of the ow model are used to simulate
the eect of partial knowledge. Hydraulic head data are used to calibrate the model. This
example shows that the approach still performs well despite ow model imprecision.
In this work, deterministic models are used to compute the ow coordinates and, in its
actual implementation, the approach does not allow for the quantication of the eects of
ow uncertainty on the estimated concentration. In addition to concentration estimation,
the approach may also be seen as a tool for assessing the agreement between the conceptual
model and the concentration data.
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1CHAPITRE 1
INTRODUCTION
Au Canada, pres de neuf millions de personnes dependent de l'eau souterraine pour leur
usage domestique, soit environ le tiers de la population (Statistique Canada, 2003). Bien
qu'elle soit generalement une source d'eau potable securitaire, cette ressource est toutefois
menacee par l'activite humaine. Depuis le debut du vingtieme siecle, les activites industrielles
entra^nent l'introduction de contaminants dans l'eau souterraine. Pendant longtemps, l'ab-
sence de reglementation relativement a l'entreposage et l'elimination des dechets industriels
a largement contribue a ce probleme (Fitts, 2002). En depit des legislations, les sources po-
tentielles de contaminants demeurent diverses. Parmi celles-ci, on retrouve notamment les
reservoirs enfouis, les sites d'enfouissement sanitaire, les sites d'entra^nement militaire, les
depo^ts a neige, les rejets agricoles (pesticides, fertilisants et rejets animaux) et les haldes de
rejets miniers.
Sur un site, la presence de contaminants dans l'eau souterraine est connue localement
gra^ce a des echantillons provenant de puits existants ou de puits d'observation amenages a
cette n. L'evaluation de l'etendue d'un panache de contamination est un element primordial
pour la caracterisation du site et requiert l'estimation des valeurs de concentration en des
points ou celles-ci n'ont pas ete observees (Reed et al., 2004). En plus de determiner la taille
du panache de contamination, les concentrations estimees peuvent egalement servir a evaluer
la masse totale de contaminant present. Ces informations sont essentielles pour la conception
et le suivi des mesures de rehabilitation ou de connement hydraulique (Kitanidis et Shen,
1996). Couplees a des valeurs de ux hydraulique, les concentrations estimees peuvent aussi
e^tre utilisees pour obtenir les ux de masse (Semprini et al., 1995; Troldborg et al., 2010) et
ainsi permettre de determiner et quantier l'attenuation naturelle potentiellement en cours
sur un site (Bockelmann et al., 2003).
Les cartes de concentration sont generalement tracees manuellement ou obtenues par in-
terpolation des donnees disponibles. La qualite des estimes obtenus est largement tributaire
du nombre de donnees utilisees. Or, les cou^ts associes a l'installation de puits d'observations,
a l'echantillonnage et aux analyses chimiques font en sorte qu'en pratique le nombre d'ob-
servations est souvent limite (Jones et al., 2003; Schwede et Cirpka, 2010). A ceci s'ajoute
egalement le fait que la concentration presente une distribution anisotrope et statistiquement
2non stationnaire, en raison des processus regissant le transport de contaminant dans un aqui-
fere. Les approches conventionnelles d'interpolation, basees uniquement sur les donnees de
concentration disponibles, produisent souvent des resultats qui ne sont pas coherents avec le
modele deterministe de transport decrit par l'equation d'advection-dispersion. Le krigeage est
une approche d'interpolation basee sur des principes probabilistes, laquelle est frequemment
utilisee pour produire des cartes de concentration. Or, les approches de krigeage convention-
nelles, en ayant recours a des modeles de covariance stationnaires (i.e. spatialement invariante)
ne tiennent pas compte des changements de direction d'anisotropie induits par l'advection en
milieu heterogene, ni des eets de la dispersion sur la variance de la concentration. Il appara^t
donc primordial de developper des approches d'interpolation des donnees de concentration
qui permettent de tenir compte de toute l'information disponible, en particulier celle reliee
au modele d'ecoulement.
En considerant la conductivite hydraulique comme une fonction aleatoire, les approches de
modelisation stochastique permettent d'estimer les moments statistiques de la concentration
en tenant compte d'un modele de transport. Ainsi, de nombreuses etudes se sont penchees
sur la description de ces moments. Or, l'application des approches probabilistes au probleme
de transport de contaminant est d'autant plus utile lorsqu'elle permet le conditionnement
des moments statistiques a des donnees observees (Graham et McLaughlin, 1989a). Recem-
ment, des methodes d'inversion geostatistique qui utilisent le conditionnement aux donnees
de concentration ont ete proposees pour ameliorer l'interpolation de la concentration (Shlomi
et Michalak, 2007; Schwede et Cirpka, 2010). Pour ce type d'approches, le recours a des simu-
lateurs d'ecoulement et de transport permet d'integrer de l'information supplementaire, entre
autres, par l'utilisation de fonctions de covariance conditionnees par le modele d'ecoulement
et de transport. Ces approches ameliorent le realisme des valeurs de concentration estimees
et de leur incertitude. Toutefois, ceci augmente les eorts/temps de calcul necessaires et
requiert generalement des connaissances supplementaires concernant le modele sous-jacent
(conditions frontieres, position de la source).
Objectifs
Cette these vise a presenter et a tester une approche de krigeage permettant de tenir
compte d'un modele de d'ecoulement, en vue d'ameliorer l'interpolation des valeurs de concen-
tration de contaminant dans l'eau souterraine. Ceci est fait en speciant directement un
modele de covariance non stationnaire, lequel est base sur l'utilisation conjointe d'une trans-
3formation des coordonnees spatiales et d'une classe particuliere de modeles de covariance.
Plus precisement, la presente these vise a :
1. presenter le cadre theorique et la justication de l'approche proposee ;
2. proposer une parametrisation pour le modele de covariance non stationnaire ;
3. tester l'utilisation conjointe d'une transformation en coordonnees d'ecoulement et d'une
fonction de covariance non stationnaire pour le krigeage de la concentration ;
4. developper une approche approximative comme alternative aux coordonnees naturelles
d'ecoulement en 3D.
En ce qui a trait a la complexite et a la precision, la methode proposee se presente comme
un compromis entre les methodes d'interpolation conventionnelles et les approches recentes
basees sur l'inversion. Elle permet de s'aranchir des simulations de transport utilisees dans
ces dernieres et ainsi d'alleger le temps de calcul, tout en ameliorant le realisme des concentra-
tions estimees par rapport aux methodes conventionnelles. La methode proposee ne necessite
pas d'information exhaustive sur la source, telles que sa position, sa taille et l'historique des
emissions de contaminants (release history). Les travaux presentes dans cette these ont fait
l'objet de publications dans une revue scientique (Rivest et al., 2012b; Rivest et Marcotte,
2012) et d'un article de conference arbitre (Rivest et al., 2012a).
Le chapitre suivant presente les approches actuelles utilisees pour l'interpolation de la
concentration. Etant donne leur importance dans le developpement de la methode proposee,
ce chapitre traite egalement des moments statistiques obtenus par modelisation stochas-
tique du transport et de certaines techniques pour la modelisation de fonctions aleatoires
non stationnaires. Le troisieme chapitre se penche sur les aspects methodologiques relatifs
a l'approche de krigeage non stationnaire, notamment, la transformation de coordonnees, la
parametrisation du modele de covariance non stationnaire, l'estimation des parametres et le
krigeage. Ce chapitre se termine avec la presentation des normes d'evaluation utilisees dans
les exemples d'application. Aux chapitres quatre et cinq, la methode proposee est testee a
l'aide de modeles synthetiques et comparee au krigeage stationnaire en coordonnees carte-
siennes. Dans le cas du chapitre quatre, les modeles d'ecoulement sont consideres parfaitement
connus alors qu'au chapitre cinq, on reprend un des exemples du chapitre precedent, en consi-
derant pluto^t des modeles d'ecoulement simplies et calibres a des observations de charges
hydrauliques provenant du modele de reference. En conclusion, on presente des ameliorations
possibles a l'approche developpee.
4CHAPITRE 2
REVUE DE LITTERATURE
L'interpolation de la phase dissoute d'un contaminant dans l'eau souterraine est compli-
quee par l'inuence du transport sur la repartition spatiale de la concentration, combinee a
la faible densite d'observations generalement disponible. L'incertitude entourant le modele
de transport et d'ecoulement justie l'emploi de modeles probabilistes, ainsi que des me-
thodes qui leur sont associees, pour decrire la distribution de la concentration. Ce chapitre
couvre donc trois grands themes : les methodes d'interpolation, les moments statistiques de
la concentration et la modelisation de fonctions aleatoires non stationnaires.
2.1 Interpolation de la concentration
L'interpolation des donnees de concentration dans l'eau souterraine permet de dresser un
portrait du panache de contamination en utilisant les observations disponibles pour estimer
la concentration ou celle-ci n'est pas echantillonnee (Reed et al., 2004). La plupart des appli-
cations traitant de l'interpolation de la concentration retrouvees dans la litterature utilisent
des interpolateurs lineaires de la forme :
Z0 =
nX
i=1
wiZi (2.1)
ou n est le nombre de donnees, Zi est l'observation de la variables au point xi et wi est le
poids associe a l'observation i. Les methodes d'interpolation dierent dans la facon de deter-
miner les poids wi. Parmi les methodes les plus couramment utilisees pour l'interpolation des
valeurs de concentration dans l'eau souterraine, on distingue deux types d'interpolateurs :
les interpolateurs deterministes et les interpolateurs stochastiques (ou geostatistiques) (Reed
et al., 2004).
Dans le cas des interpolateurs deterministes, la ponderation des donnees est faite indepen-
damment des valeurs observees, selon une expression mathematique preetablie. Par exemple,
la methode du plus proche voisin consiste a assigner la valeur de l'observation situee la plus
pres du point interpole. Dans l'equation 2.1, ceci equivaut a attribuer un poids de 1 a l'obser-
vation situee la plus pres du point a estimer et des poids de 0 aux autres observations. Cette
approche est souvent associee aux polygones de Vorono, lesquels permettent d'identier la
5zone d'inuence associee a chaque observation. La methode du voisin naturel, ou natural
neighbor interpolation (Sibson, 1981), est egalement basee sur des polygones de Vorono. Par
contre, la ponderation est basee sur la proportion du polygone associe au point a estimer qui
se superpose aux polygones de Vorono determines par les observations.
Une methode classique est l'interpolation lineaire entre les sommets de triangles denis
par les donnees. Dans ce cas, les poids wi correspondent aux coordonnees barycentriques
du point d'interpolation dans un triangle donne. Cette approche est utilisee pour le tracage
manuel des lignes de niveau. Pour un me^me ensemble de points, plusieurs triangulations sont
possibles. La triangulation de Delaunay, qui est l'operateur dual des polygones de Vorono
(Watson, 1992), peut e^tre utilisee a cette n. Cette methode produit toutefois une estimation
discontinue sur les are^tes des triangles.
La methode de l'inverse de la distance, quant a elle, utilise des poids inversement propor-
tionnels a la distance euclidienne separant le point a estimer de chaque observation (Shepard,
1968). Certaines variantes utilisent egalement des puissances de la distance pour la ponde-
ration. Toutefois, cette approche a tendance a imposer un caractere isotrope aux valeurs
estimees en raison de l'inuence radiale des donnees et ainsi, elle ne permet pas de reproduire
adequatement des structures lineaires a partir de donnees dispersees (Watson, 1992).
Les methodes de type spline visent quant a elles l'ajustement d'une fonction polynomiale
de courbure minimale, continue par morceaux et passant par les donnees. Parmi celles-ci on
retrouve les splines bicubiques (Bhattacharyya, 1969) qui garantissent la continuite des deux
premieres derivees. Les splines de type Akima (Akima, 1974) sont egalement basees sur des
polyno^mes d'ordre trois, mais reposent sur un ajustement local de la fonction. Dans le cas
des splines de type plaque mince (thin plate spline), l'ajustement est base sur la minimisation
d'une fonction d'energie (Duchon, 1977).
De maniere generale, les methodes d'interpolation deterministes ne tiennent pas compte
des processus physiques responsables de la repartition spatiale de la variable interpolee et
elles ne permettent pas de quantier la precision reliee a la methode d'interpolation (variance
d'estimation). Ces approches visent avant tout a automatiser la representation graphique des
donnees et le tracage de lignes de niveau, ce qui permet d'eviter un tracage manuel even-
tuellement subjectif et/ou fastidieux. La revue des methodes deterministes presentee ici ne
se veut pas exhaustive ; des ouvrages sur le sujet peuvent e^tre consultes pour des inventaires
plus detailles de ces approches, par exemple Watson (1992).
6De leur co^te, les approches stochastiques adoptent un modele probabiliste pour decrire
la variable interpolee. Dans le cas de la concentration, le caractere aleatoire est justie par
l'incertitude entourant les conditions d'ecoulement et de transport dans l'aquifere (Fetter,
1993). Les observations sont alors assimilees a la realisation d'une fonction aleatoire. Ayant
en main une seule realisation, l'inference du modele sous-jacent est possible en supposant la
stationnarite des deux premiers moments de la fonction aleatoire (hypothese de stationnarite
du second ordre) ou de ses accroissements (hypothese intrinseque) (Chiles et Delner, 1999).
Ces premisses ont permis le developpement de la geostatistique et du krigeage, un interpo-
lateur lineaire dont la ponderation depend du modele de covariance, lequel est determine a
partir des observations. Contrairement aux approches deterministes, les poids de krigeage
s'adaptent a la variabilite du phenomene observe. Le krigeage a egalement comme propriete
d'e^tre un interpolateur sans biais. Les valeurs krigees ont une interpretation mathematique
dans le cas ou la variable est gaussienne et de moyenne connue (Chiles et Delner, 1999),
puisqu'elles correspondent alors a l'esperance conditionnelle de la variable etant donne les
observations disponibles. Dans le cas non gaussien, les valeurs krigees constituent une bonne
approximation de l'esperance conditionnelle. De plus, l'approche geostatistique permet ega-
lement de fournir une variance d'estimation qui tient compte du modele de covariance et
de la conguration des donnees. En outre, le krigeage peut egalement e^tre extrait de son
contexte stochastique et e^tre interprete comme un interpolateur deterministe (Gambolati et
Volpi, 1979b). Dans ce cas, la covariance peut e^tre vue comme une fonction choisie pour assu-
rer certaines proprietes lors de l'interpolation. L'equivalence formelle entre le krigeage et les
splines a d'ailleurs ete demontree par Matheron (1981). Marcotte et David (1988) montrent
l'equivalence entre le krigeage et la regression.
2.1.1 Application des methodes deterministes et du krigeage a l'interpolation
de la concentration
Parmi les travaux concernant l'interpolation de la concentration de contaminant dans
l'eau souterraine, on note quelques etudes comparatives entre les approches deterministes et
le krigeage (Jones et al., 2003; Reed et al., 2004). Jones et al. (2003) comparent la methode
de l'inverse de la distance, la methode du voisin naturel et le krigeage sur quatre jeux de
donnees reelles en 3D. La validation croisee est utilisee an de comparer la precision de ces
dierentes methodes. Les resultats obtenus indiquent que le krigeage produit en general des
erreurs plus faibles. Ceci est egalement observe dans les travaux de Reed et al. (2004), qui
ont teste dierentes variantes du krigeage et deux versions de la methode de l'inverse de la
7distance sur des donnees synthetiques en 3D. Ils concluent que le krigeage de quantiles (quan-
tile kriging) est la methode la plus robuste parmi celles testees, mais qu'en raison de leur
simplicite d'implementation les approches deterministes pouvaient e^tre utiles lors d'etapes
exploratoires (screening). Reed et al. (2004) mentionnent toutefois que les resultats du kri-
geage ordinaire peuvent e^tre fortement biaises en presence d'un echantillonnage preferentiel
et de valeurs de concentration extre^mes.
Dierentes variantes du krigeage permettent d'utiliser de l'information supplementaire
ou de tenir compte de certaines contraintes en vue d'ameliorer l'interpolation. Par exemple,
le cokrigeage permet de tenir compte de la correlation entre des variables regionalisees an
d'utiliser une variable secondaire pour l'estimation de la variable d'intere^t. Istok et al. (1993)
presentent une application ou les concentrations de nitrate contribuent a l'estimation des
concentrations de Dacthal (un herbicide) dans l'eau souterraine. Dans ce cas, l'intere^t pro-
vient du fait que les analyses chimiques necessaires pour determiner la concentration de
nitrates sont moins dispendieuses que celles requises pour le Dacthal. Leur utilisation permet
egalement de reduire la variance d'estimation. Kitanidis et Shen (1996) utilisent un chan-
gement de variable, dont la transformation logarithmique est un cas particulier, pour tenir
compte de l'asymetrie de la distribution statistique de la concentration et garantir la non
negativite des valeurs estimees. Les parametres du modele sont obtenus par une variante
de l'estimateur du maximum de vraisemblance (restricted maximum likelihood). Ces auteurs
reconnaissent que l'utilisation de l'information concernant l'ecoulement, le transport et les
reactions chimiques ayant cours dans l'aquifere permettrait de baser les resultats de l'interpo-
lation sur des considerations physiques. Dans cet ordre d'idee, le krigeage avec derive externe
est utilise par Saito et Goovaerts (2001) pour l'interpolation de la concentration de metaux
lourds dans des sols situes en peripherie d'une fonderie. La direction des vents dominants est
utilisee pour denir la derive et ainsi, incorporer de l'information sur le processus qu'on croit
e^tre responsable de la distribution spatiale de la concentration.
Malgre sa grande exibilite, le krigeage n'a pas donne lieu a des approches qui permettent
d'incorporer directement l'information relative au modele de transport lors de l'interpolation
et ainsi les cartes de concentration krigees manquent souvent de realisme (Shlomi et Michalak,
2007). De plus, les moments statistiques de la concentration sont reputes non stationnaires
et sont fortement inuences par les phenomenes lies au transport (Rubin, 1991; Reed et al.,
2004). Or, l'ensemble des applications presentees dans cette section utilisent des modeles de
covariance stationnaires.
82.1.2 Approches d'interpolation associees a des methodes inverses
An de palier a la faible representativite des cartes de concentration interpolees, des ap-
proches recentes utilisent la modelisation inverse pour tenir compte du modele de transport
lors de l'estimation de la concentration dans l'eau souterraine (Shlomi et Michalak, 2007;
Schwede et Cirpka, 2010). Comme pour le krigeage, elles utilisent un modele probabiliste
pour decrire la concentration.
Shlomi et Michalak (2007) utilisent l'inversion geostatistique (Kitanidis, 1995) pour es-
timer l'historique des emissions de contaminant, s. Ces auteurs denissent ainsi deux esti-
mateurs de la concentration, inverse-forward modeling (IFM) et transport-enhanced kriging
(TREK), lesquels tiennent compte de l'incertitude sur s. En supposant un modele d'ecou-
lement et de transport deterministe, l'IFM permet d'obtenir un estime de s a partir des
observations de la concentration, d'une matrice de sensibilite issue d'un modele de transport
et d'un modele covariance. La solution du probleme direct permet ensuite l'estimation de la
concentration sur l'ensemble du domaine. La seconde approche (TREK) integre egalement
la covariance spatiale associee a la concentration. Dans les deux cas, le modele de transport
intervient par l'intermediaire de la matrice de sensibilite de la concentration a l'intensite de
la source. Celle-ci modie la covariance et contraint le systeme d'equations lineaires, sem-
blable au cokrigeage, utilise pour denir l'estimateur. Dans ce systeme, des valeurs locales
de sensibilite introduisent eventuellement des eets (non stationnaires) propres au modele
de transport dans la covariance et la moyenne a priori utilisees lors de l'estimation, ce qui
contribue a produire des estimes plus realistes de la concentration.
Schwede et Cirpka (2010) proposent une approche hybride combinant des simulations
du champ de conductivite hydraulique, la modelisation numerique de l'ecoulement et du
transport et l'inversion geostatistique. Le resultat est designe par approche de Monte Carlo
conditionnelle. Dans un premier temps, des realisations du champ de conductivite hydraulique
sont utilisees pour estimer les moments non conditionnels de la concentration. L'inversion,
sous forme d'une variante de l'approche quasi lineaire (Kitanidis, 1995), est ensuite utili-
see pour conditionner les champs de conductivite hydraulique aux donnees de concentration.
Contrairement a l'approche de Shlomi et Michalak (2007), l'historique des emissions est consi-
dere connu et la methode developpee cherche pluto^t a tenir compte de l'incertitude liee au
champ de conductivite hydraulique. L'approche de Monte Carlo conditionnelle permet d'ob-
tenir la distribution conjointe de la concentration. La concentration (et la variance associee)
est estimee en prenant la moyenne d'ensemble des champs de concentration provenant de la
modelisation numerique du transport, repetee pour chaque champ de conductivite hydrau-
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estimateur de la concentration. Les valeurs estimees sont tres pres des valeurs de reference
(modele synthetique) et respectent les limites physiques (pas de concentrations negatives).
Ces resultats sont compares a ceux d'un krigeage qui utilise les covariances non stationnaires
calculees a partir des realisations non conditionnelles de la concentration. Les valeurs krigees
et la variance d'estimation sont alors assimilees aux premiers moments d'une distribution
be^ta, laquelle est utilisee pour le calcul de la mediane. Les resultats obtenus sont inferieurs a
ceux issus de l'approche de Monte Carlo conditionnelle, mais ils sont neanmoins superieurs
a ceux obtenus en supposant une distribution gaussienne. Ce resultat montre l'intere^t d'uti-
liser une covariance non stationnaire basee sur le modele d'ecoulement pour le krigeage de la
concentration. En raison des etapes de simulation et de conditionnement requises, l'utilisation
de l'approche de Monte Carlo conditionnelle comme methode d'interpolation est toutefois tres
cou^teuse en temps de calcul, en particulier pour des modeles 3D (Schwede et Cirpka, 2010).
La capacite des approches mentionnees plus haut a produire des estimes realistes est liee
au fait qu'elles permettent d'inclure les eets d'un modele de transport. Toutefois, la de-
termination de cette inuence sur les moments statistiques de la concentration necessite la
modelisation du transport, que ce soit pour calculer la matrice de sensibilite (Shlomi et Mi-
chalak, 2007) ou pour calculer les dierentes realisations de la concentration et la covariance
non stationnaire (Schwede et Cirpka, 2010).
De leur co^te, les travaux de modelisation stochastique du transport de contaminant ont
fourni des descriptions des deux premiers moments statistiques et de la correlation spatiale de
la concentration. La prochaine section presente une breve description de ces approches et des
principaux resultats concernant la moyenne, la variance et la correlation de la concentration.
2.2 Moments statistiques de la concentration
En general, les deux processus dominants dans le transport de contaminants sont l'ad-
vection (convection) et la dispersion. Dans un premier temps, l'advection consiste en un
deplacement induit par le mouvement de l'eau dans laquelle le contaminant est en solution.
Le transport purement advectif ne produit pas de zone de melange entre l'eau transportant
le solute et l'eau environnante ; la distribution du solute se limite aux tubes de courant dans
lesquels il a ete initialement introduit (Fetter, 1993). La dispersion hydrodynamique, quant
a elle, combine les eets macroscopiques de deux processus distincts : la diusion et la dis-
10
persion mecanique (Domenico et Schwartz, 1998). D'une part, la diusion moleculaire decrit
le melange cause par la migration aleatoire des particules du solute (Domenico et Schwartz,
1998). D'autre part, la dispersion mecanique decrit un melange cause par les variations lo-
cales des vitesses d'ecoulement dans la matrice poreuse. La dispersion mecanique est en fait
un phenomene advectif cause par les heterogeneites du milieu a une echelle inferieure a celle
consideree par la composante advective du transport (Gelhar, 1993). La similarite des eets
macroscopiques de la dispersion mecanique et de la diusion moleculaire justie generale-
ment l'adoption d'un modele de Fick ou ces deux composantes sont combinees en un seul
parametre. La dispersion hydrodynamique entra^ne le compose a se repartir dans les tubes
de courants adjacents a ceux ou il etait contenu initialement.
L'action de ces deux mecanismes sur la repartition de la concentration est decrite par
l'equation d'advection-dispersion (Domenico et Schwartz, 1998) :
Dr2c  v  rc+ cr  v = @c
@t
(2.2)
ou D est le tenseur de dispersivite hydrodynamique, c est la concentration et v, la vitesse
lineaire de l'eau souterraine, est donnee par :
v =  K
ne
@h
@l
(2.3)
ou K est la conductivite hydraulique, ne est la porosite eective et
@h
@l
est le gradient hydrau-
lique dans la direction l. Pour un ecoulement irrotationnel, l'equation 2.2 devient :
Dr2c  v  rc = @c
@t
(2.4)
La modelisation stochastique du transport vise a obtenir une solution probabiliste ap-
proximative a l'equation d'advection-dispersion. Ceci est fait en modelisant K comme une
fonction aleatoire et en etudiant l'eet sur la distribution des variables dependantes, telles que
la concentration. Dans ce type d'approche, la solution probabiliste a l'equation d'advection-
dispersion est obtenue sous forme des moments statistiques de la concentration, lesquels
resument la fonction de densite de probabilite.
2.2.1 Approches de modelisation stochastique du transport
Parmi les approches les plus utilisees, on retrouve :
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{ les approches basees sur la methode des perturbations ;
{ l'approche de Monte Carlo.
Les approches basees sur la methode des perturbations permettent de deduire les mo-
ments statistiques des variables hydrogeologiques a partir de formulations probabilistes des
equations dierentielles decrivant le modele physique. Ceci est fait en decomposant les va-
riables considerees aleatoires comme la somme d'une moyenne et d'une perturbation d'ordre
un. Les equations obtenues sont ensuite exprimees en fonction de la moyenne et de la cova-
riance de la variable consideree incertaine, generalement la conductivite hydraulique (Gelhar,
1993). Les formulations utilisees varient selon que le probleme de transport soit derive dans un
cadre eulerien (Gelhar et Axness, 1983; Graham et McLaughlin, 1989a,b; Vomvoris et Gelhar,
1990; Kapoor et Gelhar, 1994) ou lagrangien (Dagan, 1982, 1984; Rubin, 1991; Vanderborght,
2001; Fiorotto et Caroni, 2002; Caroni et Fiorotto, 2005), ou encore en coordonnees naturelles
d'ecoulement (Cirpka et al., 2011a,b). Elles dierent egalement selon les hypotheses formu-
lees et selon les techniques utilisees pour resoudre les expressions analytiques obtenues (ex.
solveurs numeriques, approches spectrales). En raison de l'approximation d'ordre un, l'appli-
cation de la methode des perturbations est limitee a des champs de conductivite hydraulique
statistiquement homogenes et faiblement variables, de l'ordre de 2ln(K)  1 (Graham et
McLaughlin, 1989a; Gelhar, 1993).
La methode de Monte Carlo a quant a elle ete evoquee precedemment au sujet des travaux
de Schwede et Cirpka (2010). Cette approche ne vise pas la denition du probleme sous forme
d'une equation dierentielle stochastique, mais procede pluto^t a la resolution numerique du
probleme deterministe pour un grand nombre de realisations du champ de conductivite hy-
draulique (Gelhar, 1993). Les resultats sont ensuite compiles pour fournir des estimes de la
fonction de densite de probabilite et/ou des deux premiers moments d'ensemble (moyenne et
variance). Des estimes des covariances spatiale et temporelle peuvent egalement e^tre obtenus
a partir des resultats. Cette approche est moins restrictive au niveau de la variabilite de la
conductivite hydraulique, mais il demeure que des changements trop brusques dans les valeurs
de K peuvent limiter la precision des solutions numeriques. L'approche de Monte Carlo est
souvent utilisee pour valider/comparer les resultats obtenus avec d'autres approches (Graham
et McLaughlin, 1989a; Schwede et al., 2008; Cirpka et al., 2011b) ou pour permettre l'analyse
avec des champs de conductivite hydraulique de variances plus elevees (Caroni et Fiorotto,
2005). Divers algorithmes de simulation geostatistique peuvent e^tre utilises pour generer les
realisations de conductivite hydraulique. Dans le cas de formations geologiques complexes et
multimodales, il est possible de recourir a la simulation multipoints tels que dans les travaux
de Feyen et Caers (2006). De maniere generale, l'approche de Monte Carlo est associee a des
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temps de calculs importants en raison du calcul des solutions d'ecoulement et de transport
pour chaque realisation du champ de conductivite hydraulique.
Dans les deux cas, en postulant un modele probabiliste pour K, la modelisation stochas-
tique permet de faire ressortir les caracteristiques des moments statistiques de la concen-
tration. Un inventaire detaille des resultats de la modelisation stochastique depasse le cadre
du present expose. Dans ce qui suit, on dresse pluto^t un portrait general des moments obtenus.
2.2.2 Description qualitative des moments de la concentration
Les moments statistiques experimentaux obtenus par modelisation stochastique dierent
selon les cas particuliers etudies et le mode d'emission considere (continu ou instantane).
Concernant le mode d'emission, les travaux de Graham et McLaughlin (1991) illustrent bien
ces dierences. La forte inuence du modele physique sur les moments de la concentration
permet toutefois de faire ressortir certaines caracteristiques generales, communes aux deux
modes d'emission.
Moyenne La moyenne porte clairement l'empreinte du modele de transport. Pour un milieu
faiblement heterogene (valeurs de 2ln(K) de 0.5 et de 1), les travaux de Graham et McLaughlin
(1989a) montrent que celle-ci a un aspect semblable a un panache dans un milieu homogene.
De Barros et Nowak (2010) presentent des moyennes d'ensemble d'aspect similaire a celles
de Graham et McLaughlin (1989a), lesquelles sont obtenues par l'approche de Monte Carlo
avec une variance de 2ln(K) = 2. Pour des champs de conductivite hydraulique de distribu-
tion bimodale, Feyen et Caers (2006) obtiennent des moyennes d'ensemble d'aspect moins
regulier, reetant les structures observees sur le champ de conductivite hydraulique moyen.
Variance La variance de la concentration est plus elevee a de faibles distances de la source
en raison de l'incertitude sur les chemins d'ecoulement empruntes ; elle s'attenue par la suite
en raison des processus dispersifs qui entra^nent la dilution des valeurs de concentration (Gra-
ham et McLaughlin, 1989a; Kapoor et Gelhar, 1994; Kapoor et Kitanidis, 1998; Fiorotto et
Caroni, 2002; Caroni et Fiorotto, 2005; Dentz, 2012). Ceci est observe sur les cartes d'ecart-
type presentees par Graham et McLaughlin (1989a, 1991) et de Barros et Nowak (2010). Pres
de la source, l'ecart-type (et donc la variance) presente souvent une distribution bimodale
dans la direction transversale, avec les valeurs elevees situees pres de la frange du panache,
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lesquelles s'attenuent en s'eloignant de la source. Dans le cas d'une emission instantanee
(pulse plume), la variance diminue en amont du centre de masse du panache, a mesure que
celui se deplace (Graham et McLaughlin, 1991). Pour une source continue, la variance de-
meure elevee a proximite de celle-ci.
Correlation Certaines etudes montrent que la fonction de correlation spatiale de la concen-
tration est anisotrope, non stationnaire et non symetrique (Vomvoris et Gelhar, 1986; Graham
et McLaughlin, 1989a,b, 1991; Vomvoris et Gelhar, 1990; Rubin, 1991). Graham et McLaugh-
lin (1989a) presentent des gures montrant la correlation spatiale de la concentration pour
deux points du domaine d'etude. Celle-ci montre une forte anisotropie avec une persistance
elevee dans la direction moyenne d'ecoulement, un resultat egalement mentionne par Vom-
voris et Gelhar (1986). Pour les points consideres, la non-stationnarite de la correlation est
moins manifeste, mais tout de me^me apparente. De faibles correlations negatives sont re-
trouvees pres de la source. De plus, en etudiant l'evolution de la correlation spatiale pour
deux points dont les coordonnees se deplacent avec l'ecoulement, Rubin (1991) montre que la
correlation augmente avec le temps de parcours. Vanderborght et al. (2006) notent que la cor-
relation, dans la direction perpendiculaire a l'ecoulement moyen, augmente avec le transport
et avec les valeurs de dispersion. Recemment, Cirpka et al. (2011b) ont produit une analyse
stochastique en coordonnees naturelles. Ces derniers montrent, qu'en coordonnees naturelles
(charge hydraulique et fonction de courant), le carre de la largeur de la frange d'un panache
augmente en fonction de la diminution de la charge hydraulique, dont la valeur maximum
est denie a partir du point d'entree de la source. Ces auteurs constatent que le passage
aux coordonnees naturelles simplie la description du processus de dispersion transversale en
isolant les eets dus aux variations locales de la direction et de la largeur des tubes de courant.
Il est a noter que dans les etudes mentionnees precedemment, la taille et position de la
source ne sont jamais considerees incertaines. Or, les cartes des statistiques d'ensemble pre-
sentees dans certains travaux (Graham et McLaughlin, 1989a; Feyen et Caers, 2006; de Barros
et Nowak, 2010) permettent d'apprecier la forte empreinte des caracteristiques de la source
sur les statistiques d'ensemble et la correlation de la concentration.
2.2.3 Moments conditionnels
Le conditionnement permet d'arrimer les moments statistiques obtenus a des donnees
reelles. Selon Graham et McLaughlin (1989a), la moyenne et la variance d'ensemble issues de
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la modelisation stochastique et le conditionnement sont des approches complementaires qui
devraient e^tre combinees a chaque fois que cela est possible. Des ltres de Kalman peuvent
e^tre utilises pour conditionner la moyenne d'ensemble de la concentration a des donnees de
concentration, de charge hydraulique et du logarithme de la conductivite hydraulique (Gra-
ham et McLaughlin, 1989b). Le (co)krigeage peut egalement e^tre utilise a cette n (Rubin,
1991). Dans ce cas, au lieu d'utiliser un modele de covariance stationnaire ajuste aux donnees
par variographie, on dispose d'un modele de covariance qui incorpore l'inuence du modele
de transport sur la concentration. C'est ce qui est fait par Schwede et Cirpka (2010) lorsqu'ils
utilisent la covariance deduite des realisations de la concentration dans l'exemple de krigeage
discute precedemment a la section 2.1.2. Par ailleurs, Rubin (1991) indique que la covariance
spatio-temporelle peut e^tre utilisee pour la prediction par cokrigeage des concentrations a un
temps donne, a partir de donnees anterieures.
L'utilisation des moments statistiques issus de la modelisation stochastique permet donc
de tenir compte du modele d'ecoulement par l'intermediaire des covariances propres a celui-ci.
Toutefois, l'obtention d'une telle covariance par l'approche de Monte Carlo est tres cou^teuse
en temps de calcul (Graham et McLaughlin, 1989a; Schwede et Cirpka, 2010). De leur co^te,
les approches basees sur la methode des perturbations sont limitees a des champs statisti-
quement homogenes et faiblement variables (Gelhar, 1993; Rubin, 1990).
La modelisation stochastique met clairement en evidence la non-stationnarite des mo-
ments statistiques de la concentration. Dans cet ordre d'idees, la section suivante est consa-
cree aux methodes qui permettent le krigeage de variables non stationnaires.
2.3 Modelisation de fonctions aleatoires non stationnaires
Dierentes approches sont utilisees en geostatistique an de permettre de tenir compte
de fonctions aleatoires non stationnaires. Les moyens employes varient selon le type de non-
stationnarite rencontre.
2.3.1 Moyenne non stationnaire (derive)
En geostatistique, les hypotheses de stationnarite de second ordre et intrinseque sont re-
quises pour l'estimation du modele de covariance a partir des donnees (Chiles et Delner,
1999). Toutefois, des variantes du krigeage permettent de tenir compte d'une moyenne non
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stationnaire. Le krigeage universel et le krigeage avec derive externe (Chiles et Delner, 1999)
modelisent la moyenne sous forme d'une derive composee de polyno^mes des coordonnees spa-
tiales ou de variables auxiliaires, respectivement. La variable etudiee est alors vue comme la
somme d'une derive deterministe et d'un residu stationnaire (Chiles et Delner, 1999). Ce
type de krigeage a ete abondamment utilise en hydrogeologie (Delhomme, 1978; Gambolati
et Volpi, 1979a; Abourassi et Marino, 1983; Ahmed et De Marsily, 1987; Tonkin et Larson,
2002; Brochu et Marcotte, 2003; Rivest et al., 2008). Par contre, cette approche requiert
l'estimation du modele de covariance stationnaire des residus, ce qui est complique par le
fait que les coecients associes a la derive sont inconnus. On note que l'hypothese intrin-
seque mentionnee plus haut permet d'aller plus loin dans la modelisation d'une moyenne non
stationnaire gra^ce aux fonctions aleatoires intrinseques generalisees (Matheron, 1971; Chiles,
1977).
2.3.2 Fonctions aleatoires intrinseques generalisees
L'hypothese intrinseque consiste a supposer la stationnarite des accroissements (ou in-
crements) de la fonction aleatoire modelisee, ce qui permet d'en ltrer la moyenne. Ainsi,
l'utilisation des dierences Z(x) Z(x+ h) (accroissements d'ordre 0) de la variable permet
de ltrer une moyenne constante, mais inconnue. Ceci permet egalement l'identication du
modele de continuite spatiale par l'intermediaire du variogramme. La theorie des fonctions
aleatoires intrinseques generalisees (Matheron, 1971) permet d'aller plus loin en supposant la
stationnarite des accroissements d'ordre k. Ainsi, le fait de travailler avec les accroissements
d'ordres superieurs permet de ltrer des derives formees de polyno^mes du me^me ordre. La
fonction qui decrit la correlation entre les accroissements est appelee covariance generalisee
d'ordre k (Chiles, 1977). Par contre, le fait de travailler avec les accroissements complique
l'inference du modele de covariance pour des donnees reparties d'une maniere quelconque
et l'on doit recourir a des procedures d'ajustement automatiques (Chiles et Delner, 1999;
Reed et al., 2004). Le krigeage generalise fait partie des methodes d'interpolation comparees
par Reed et al. (2004) pour l'estimation de la concentration. Dans cette etude, la fonction de
covariance generalisee utilisee est isotrope et ltre une moyenne quadratique. Ces auteurs de-
plorent que cette approche ne permettent pas l'inference du modele par variographie et notent
que les resultats du krigeage generalise sont fortement biaises en presence d'echantillonnage
preferentiel et de donnees extre^mes. La covariance generalisee demeure une fonction station-
naire, c'est-a-dire invariante sous translation.
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2.3.3 Deformation spatiale et transformation de coordonnees
Parmi les approches permettant de tenir compte de variations spatiales d'anisotropie, on
note 1) l'utilisation directe de directions d'anisotropie locales, 2) le recours a des distances
non euclidiennes calculees le long de la direction principale d'anisotropie, ainsi que 3) les
transformation de coordonnees.
En se basant sur les donnees directionnelles disponibles, certaines approches incorporent
directement une anisotropie locale dans la covariance calculee. Ces approches utilisent si-
multanement une direction d'anisotropie globale, pour le calcul des covariances aux points
d'observation, et des directions d'anisotropie locales, pour les points a estimer (ou a simuler).
Soares (1990) utilise des observations de l'orientation locale d'une strate mineralisee, obtenue
a partir de carottes de forages, pour conditionner la covariance d'une variable indicatrice de
la mineralisation. Dans les travaux de Xu (1996), l'anisotropie locale est utilisee pour simuler
des facies. Te Stroet et Snepvangers (2005) utilisent une approche iterative basee sur une
methode du gradient pour estimer les angles et les facteurs d'anisotropie locaux. Dans ces
approches, la representation de l'anisotropie locale requiert soit un echantillonnage susam-
ment dense pour l'identication de changements locaux d'orientation, soit la disponibilite de
donnees directionnelles, telles que le pendage, l'azimuth ou le gradient. Une telle situation
est plus frequente dans les domaines petrolier et minier, mais rarement rencontree dans le
domaine environnemental.
L'utilisation de distances non euclidiennes est sujet au me^me type de considerations, an
de pourvoir calculer les distances le long de la direction de plus forte continuite spatiale,
laquelle doit e^tre prealablement denie. Ainsi, ce type d'approche est surtout utilise dans
des contextes ou l'on dispose d'un modele geographique bien connu (ex. cours d'eau, carte
routiere, arborescence) pour le calcul des distances. De plus, l'utilisation de distances non eu-
clidiennes est soumise a certaines restrictions au niveau du choix des fonctions de covariance,
an de s'assurer que la distance utilisee produit une matrice de covariance denie positive
(Curriero, 1996, 2006).
L'utilisation de transformations de coordonnees, ou de deformations spatiales, permet de
contourner les restrictions sur le modele de covariance rencontrees lors de l'utilisation de dis-
tances non euclidiennes. Gra^ce a une transformation de coordonnees appropriee, la covariance
peut e^tre calculee dans un repere spatial ou la distance euclidienne decrit adequatement le
degre de similarite entre deux observations (Perrin et Meiring, 1999). Le multidimensional
scaling (MDS) permet d'organiser les points dans un espace de dimensions plus elevees ou les
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distances euclidiennes entre les points correspondent approximativement aux distances (non
euclidiennes) calculees prealablement dans l'espace original (Sampson et Guttorp, 1992; Mo-
nestiez et al., 1993; Loland et Host, 2003; Almendral et al., 2008; Boisvert et al., 2009; Boisvert
et Deutsch, 2010). Alternativement, certaines approches modelisent la deformation spatiale
comme un processus gaussien et en estiment les parametres par maximum de vraisemblance
(Anderes et Stein, 2008) ou par l'approche de Markov chain Monte Carlo (Schmidt, 2001;
Damian et al., 2001; Schmidt et O'Hagan, 2003). Clerc et Mallat (2003) proposent une ap-
proche pour estimer la deformation associee a un processus stationnaire sous-jacent. Guyon
et Perrin (2000) et Perrin et Senoussi (2000) etudient des classes de deformations qui assurent
la stationnarite d'une fonction aleatoire. Ces derniers indiquent qu'il est uniquement possible
rendre le processus stationnaire par deformation spatiale lorsque la variance est constante.
Des transformations de coordonnees sont utilisees depuis longtemps en geostatistique pour
deformer des milieux geologiques plisses en vue d'analyser un gisement selon sa forme origi-
nale dans le milieu de deposition (Dagbert et al., 1984). Deutsch et Wang (1996) appliquent
une sequence hierarchique de deformations a un reservoir petrolier de type uviatile an de
faciliter la simulation de facies geologiques. De maniere analogue, certaines applications ou
la variable d'intere^t est liee a l'ecoulement de surface utilisent une deformation basee sur la
morphologie d'un cours d'eau (Barabas et al., 2001; Legleiter et Kyriakidis, 2006).
Dans tous les cas, les transformations spatiales sont utilisees pour representer une variable
dans un nouvel espace euclidien ou la direction d'anisotropie peut e^tre consideree station-
naire. De maniere generale, une transformation de coordonnees est valide si elle fournit une
< addresse > unique a tous les points dans le domaine d'etude (Christakos et al., 2000;
Deutsch, 2002).
Dans le domaine de la modelisation numerique, le recours a une transformation de coor-
donnees a donne lieu a la methode des directions principales (principal direction technique)
qui permet d'ameliorer la resolution du probleme de transport de contaminants (Frind, 1982)
en reduisant la dispersion numerique. Cette methode consiste a reformuler les equations d'un
modele de transport par elements nis en fonction des coordonnees naturelles d'ecoulement,
que constituent la charge hydraulique et la fonction de courant (Bear, 1972). Ce faisant,
le probleme est simplie par le fait que cette transformation permet d'orienter les ux de
masse selon les directions principales du systeme de coordonnees et de simplier l'expression
du tenseur de dispersivite, lequel devient alors une matrice diagonale (Cirpka et al., 1999b).
An de contourner certaines problematiques associees a la fonction de courant, telle que la
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modelisation en presence de puits, Cirpka et al. (1999b) construisent par tracage des lignes
de courant, un maillage 2D oriente selon l'ecoulement.
Tel qu'on l'a mentionne a la section 2.2.2, la transformation en coordonnees naturelles
d'ecoulement a aussi ete utilisee dans un contexte stochastique par Cirpka et al. (2011b) pour
decrire les statistiques du melange cumulatif (cumulative mixing) ayant lieu a la frange d'un
panache en regime permanent. Le passage aux coordonnees d'ecoulement permet de tenir
compte de la trajectoire curviligne du panache, ainsi que des convergences et divergences des
tubes de courant. Rivest et al. (2012b) utilisent une transformation basee sur les coordonnees
d'ecoulement pour le krigeage de la concentration dans l'eau souterraine.
2.3.4 Fonctions de covariance non stationnaires
Il existe egalement des modeles de covariance qui tiennent compte explicitement de la
non-stationnarite. Une telle classe de fonctions de covariance est introduite par Higdon et al.
(1999) et repose sur la convolution de noyaux de type gaussien dont les parametres varient
spatialement. Dans un exemple d'application en 2D, Higdon et al. (1999) appliquent le modele
developpe a l'estimation de la concentration de dioxine dans le sol. Un modele hierarchique est
utilise pour decrire la distribution de la concentration. Dans ce modele, la variation spatiale
de la covariance est parametrisee a partir de l'ellipse representant l'ecart-type des noyaux
gaussiens. La distribution a posteriori des parametres contenus dans le modele hierarchique
est obtenue par Markov chain Monte Carlo (MCMC).
Paciorek (2003) et Paciorek et Schervish (2006) generalisent la forme du modele propose
par Higdon et al. (1999) pour l'utilisation de fonctions de covariance de type Matern et Cau-
chy non stationnaires. Dans leur exemple d'application, ils emploient une methode similaire
a celle de Higdon et al. (1999) (c'est-a-dire un modele hierarchique et la methode MCMC),
mais emploient une parametrisation dierente basee sur la decomposition en valeurs et vec-
teurs propres de la matrice de covariance des noyaux gaussiens.
Dans le modele de covariance de Higdon et al. (1999), l'anisotropie locale (portees spa-
tiales et rotation) est denie par la matrice de covariance du noyau gaussien centre en un
point donne. Les termes sur la diagonale de cette matrice peuvent e^tre assimiles aux carres
des portees spatiales et les termes en dehors de la diagonale denissent la rotation, s'il y a
lieu. Dans un exemple simple, Paciorek et Schervish (2006) utilisent la presence d'un fort
contraste topographique pour justier l'ajustement de deux structures spatiales distinctes,
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lesquelles sont ensuite combinees par le modele de covariance non stationnaire.
On note egalement d'autres modeles non stationnaires bases sur la convolution de noyaux
(Fuentes, 2001), sur les ondelettes (Nychka et Royle, 2002), ainsi que des extensions aux tra-
vaux de Paciorek (2003) par Jun et Stein (2008); Stein (2005); Mateu et al. (2011); Anderes et
Stein (2011); Kleiber et Nychka (2012). Stein (2005) montre que les expressions fournies par
Paciorek (2003) peuvent tenir compte d'une variance et d'une dierentiabilite spatialement
variables.
2.4 Synthese
Ainsi, les methodes conventionnelles d'interpolation ne permettent pas de tenir compte
de l'information relative au modele d'ecoulement et de transport. Or, les approches d'inter-
polation associees a des methodes inverses (Shlomi et Michalak, 2007; Schwede et Cirpka,
2010) illustrent bien l'intere^t d'utiliser le modele physique lors de l'estimation de la concen-
tration. Ceci est d'autant plus vrai puisque les etudes de modelisation stochastique montrent
que le modele physique a une forte empreinte sur les moments statistiques obtenus lorsque
la conductivite hydraulique du milieu est consideree incertaine.
Ainsi, l'integration d'information concernant le modele de transport appara^t primordiale
pour l'amelioration des approches d'interpolation directes, telle que le krigeage. Un de se
pose car les resultats de la modelisation stochastique du transport montrent que le modele
probabiliste de la concentration est non stationnaire. Autrement dit, la fonction de densite
de probabilite de la concentration, et par consequent ses moments statistiques, varient spa-
tialement. La modelisation d'une fonction de covariance non stationnaire par des approches
basees sur la methode des perturbations est limitee a des champs de conductivite hydraulique
statistiquement homogenes et peu variables. L'approche de Monte Carlo requiert quant a elle
des temps de calcul qui peuvent e^tre dicilement justiables pour la production de cartes
de concentration lors de phases preliminaires de caracterisation de site ou pour des projets
de petite envergure. Les techniques presentees a la section 2.3 montrent qu'il est possible de
specier directement un modele non stationnaire pour l'estimation d'une fonction aleatoire.
D'une part, une transformation spatiale basee sur les coordonnees naturelles d'ecoulement
permet de simplier l'anisotropie d'un modele de transport. D'autre part, les modeles de
covariance bases sur la convolution de noyaux gaussiens peuvent e^tre facilement parametrises
an de representer la variation spatiale d'un phenomene donne. Ainsi, en s'appuyant sur un
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modele conceptuel de l'ecoulement et sur certains resultats concernant les moments statis-
tiques de la concentration, on propose la modelisation directe d'une fonction de covariance
non stationnaire approximative basee sur le modele d'ecoulement an d'ameliorer le krigeage
de la concentration de contaminant dans l'eau souterraine. Le chapitre suivant se penche sur
les aspects methodologiques d'une telle approche.
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CHAPITRE 3
KRIGEAGE NON STATIONNAIRE DE LA CONCENTRATION DANS
L'EAU SOUTERRAINE
La methodologie presentee dans ce chapitre vise a specier directement un modele de
covariance non stationnaire approximatif pour la concentration de contaminant dans l'eau
souterraine. Ce modele est base sur l'utilisation conjointe d'une transformation de coordon-
nees basee sur l'ecoulement et de la classe de modeles de covariance non stationnaires proposee
par Higdon et al. (1999).
On cherche ainsi a contourner les restrictions liees a l'obtention d'un modele de covariance
non stationnaire par la methode des perturbations (faible variabilite de la conductivite hy-
draulique) ou par l'approche de Monte Carlo (temps de calcul). L'approche proposee vise a
e^tre applicable dans un contexte ou l'on dispose de peu d'information concernant la position
de la source et son intensite, car elle ne requiert aucune modelisation du transport.
Le calcul des coordonnees d'ecoulement necessite la disponibilite d'un modele hydrogeo-
logique. Ce modele est construit a l'aide de l'information recueillie sur le site et de l'interpre-
tation de l'hydrogeologue. On considere donc que la geologie, les proprietes du milieu et les
conditions frontieres sont connues partiellement et que la synthese de l'information disponible
permet la construction d'un modele conceptuel. Une partie de l'incertitude provient ainsi de
l'ecart entre ce modele et la realite, lequel n'est pas quantiable pour des systemes naturels
(Oreskes et al., 1994). Selon l'information disponible et les besoins de l'etude, dierentes op-
tions peuvent e^tre envisagees :
1. utilisation d'un modele d'ecoulement cale sur des observations de charge hydraulique ;
2. specication de modeles d'ecoulement qui correspondent a des interpretations geolo-
giques concurrentes ;
3. simulation de plusieurs champs de conductivite hydraulique equiprobables.
Il est a noter que le dernier cas constitue une approche de Monte Carlo. Toutefois, contrai-
rement aux approches evoquees au chapitre 2, cette variante ne necessite pas la simulation
du transport puisque les concentrations sont estimees par krigeage.
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Dans l'approche proposee ici, le passage a des coordonnees d'ecoulement facilite la modeli-
sation de l'anisotropie, en permettant de tenir compte des variations de la direction d'ecoule-
ment, ainsi que de la convergence et la divergence des tubes de courant. Une telle transforma-
tion en coordonnees d'ecoulement est valable pour un systeme ou les conditions d'ecoulement
sont en regime permanent, de maniere a ce que qu'il y ait eectivement une continuite spatiale
le long des tubes de courant. De son co^te, le type de fonction de covariance utilise permet de
faire varier la portee spatiale et la variance de la concentration en fonction des coordonnees
d'ecoulement. Un aspect important est que la parametrisation de la fonction de covariance
se voit simpliee par la transformation de coordonnees.
La gure 3.1 illustre l'approche proposee comparativement aux approches convention-
nelles. On y voit que le krigeage en coordonnees cartesiennes ne permet pas de tenir compte
d'une anisotropie variable. De plus, une simple transformation de coordonnees tient unique-
ment compte de la non-stationnarite associee a l'advection et non d'eventuelles variations de
la portee spatiale ou de la variance. L'approche proposee (en encadre) permet de tenir compte
conjointement des variations de la direction d'anisotropie et des variations de la correlation
spatiale.
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Figure 3.1 Schematisation de dierentes approches de krigeage.
Dans les sections suivantes, on se penche d'abord sur divers aspects theoriques et ope-
rationnels lies a la methodologie proposee. A la section 3.1, on presente les coordonnees
d'ecoulement et les outils numeriques utilises pour les obtenir. La section 3.2 est dediee a la
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presentation du modele de covariance non stationnaire, a la parametrisation proposee pour
celui-ci, de me^me qu'a la methode utilisee pour estimer les parametres. La section 3.3 detaille
les equations de krigeage. Finalement, la section 3.4 presente les normes d'evaluation utilisees
pour evaluer la performance de l'approche lors des etudes de cas synthetiques aux chapitres
4 et 5.
3.1 Transformation de coordonnees
On decrit ici les principaux elements methodologiques lies a l'obtention des coordonnees
d'ecoulement.
3.1.1 Formulation duale de l'ecoulement et coordonnees naturelles
Pour un ecoulement bidimensionnel en regime permanent, la formulation duale permet de
decrire l'ecoulement de l'eau souterraine en terme de la charge hydraulique h et de la fonction
de courant  . Ces deux variables denissent un systeme de coordonnees naturelles ou l'axe h
est tangent au ux hydraulique (conductivites hydrauliques isotropes). L'essentiel de ce qui
suit est tire de Bear (1972) et de Domenico et Schwartz (1998).
Pour un ecoulement en milieu poreux, la loi de Darcy enonce que le ux est proportionnel
au gradient hydraulique :
q =  K@h
@l
(3.1)
ou q est le ux hydraulique (m/s), K est la conductivite hydraulique (m/s) et @h
@l
est le
gradient hydraulique (m/m). Le principe de conservation de la masse indique que le bilan
entre la masse entrant dans un element de volume et celle sortant de cet element, doit e^tre
egale au taux de variation de la masse emmagasinee dans le temps. Lorsqu'on suppose que
la densite de l'eau est constante (uide incompressible), ceci peut e^tre exprime par :
 

@qx
@x
+
@qy
@y
+
@qz
@z

=
1
w
@(wn)
@t
(3.2)
ou qx, qy et qz sont les composantes du vecteur de ux hydraulique, w est la densite de l'eau
(kg/m3) et n est la porosite. En substituant q par son expression dans la loi de Darcy, et en
supposant un milieu isotrope et heterogene, ainsi qu'un ecoulement en regime permanent, on
obtient :
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@h
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
= 0 (3.3)
ou, ecrit autrement,
r Krh = 0 (3.4)
La charge hydraulique est obtenue en resolvant l'equation 3.3 pour un ensemble de condi-
tions frontieres et un champ de conductivite hydraulique donne.
De son co^te, la fonction de courant peut e^tre deduite de l'expression mathematique de-
crivant les lignes de courant. Celles-ci sont denies comme des courbes tangentes au ux
hydraulique en tout point de l'espace, ce qui est exprime par :
q dr = 0 (3.5)
ou q est le vecteur de ux et dr est un element d'arc le long d'une ligne de courant. En 2D,
l'equation 3.5 s'exprime comme :
qydx  qxdy = 0 (3.6)
Pour un ecoulement decrit par l'equation 3.4, la solution de l'equation 3.6 est donnee par :
 =  (x; y) = const (3.7)
ou  est la fonction de courant, laquelle prend des valeurs constantes le long des lignes de
courant. L'equation qui decrit la fonction de courant a la me^me forme que celle de la charge
hydraulique (i.e. equation 3.4) :
r  1
K
r = 0 (3.8)
La charge hydraulique h et la fonction de courant  sont des fonctions harmoniques
conjuguees (Haitjema et Kelson, 1996) et obeissent ainsi a l'equation de Cauchy-Riemann,
laquelle permet de relier les derivees partielles de h et de  :
K
@h
@x
=
@ 
@y
; K
@h
@y
=  @ 
@x
(3.9)
On note egalement que la fonction de courant est liee a la valeur du ux passant dans le
tube de courant deni par deux lignes de courant et permet ainsi de calculer le debit passant
entre deux points (Bear, 1972) :
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QAB =
Z B
A
q  dA =  A    B (3.10)
ou QAB est le debit entre les points A et B, q est le ux, dA represente un element de largeur
unitaire et dont la longueur est egale au chemin (arbitraire) connectant les points A et B,  A
et  B sont les valeurs de la fonction de courant aux points A et B, respectivement.
Conjointement, h et  peuvent e^tre utilisees pour la representation du reseau d'ecou-
lement (Frind et Matanga, 1985; Fogg et Senger, 1985; Bramlett et Borden, 1990; Buxton
et Modica, 1992) ou pour denir un systeme de coordonnees curvilignes : les coordonnees
naturelles d'ecoulement (Bear, 1972). Comme les equations decrivant h et  ont la me^me
forme (equations 3.4 et 3.8), il est possible d'obtenir la solution de la fonction de courant
a l'aide des me^mes solveurs numeriques que pour la charge hydraulique (Frind et Matanga,
1985; Anderson et Woessner, 2002). Les conditions frontieres du probleme d'ecoulement en  
sont deduites a partir de l'equation de Cauchy-Riemann. De maniere generale, une condition
frontiere de type Dirichlet sur la charge hydraulique est une condition de type Neumann sur
la fonction de courant, et inversement. L'attribution des conditions frontieres est discutee
en detail par Frind et Matanga (1985) et Anderson et Woessner (2002). La transformation
en coordonnees naturelles d'ecoulement, de me^me que la correspondance entre les conditions
frontieres en h et en  , est illustree a la gure 3.2.
On note que la fonction de courant n'est pas denie lorsqu'un puits ou une source est
retrouve a l'interieur du modele, puisque la solution de  n'est pas unique dans ce cas. Cette
diculte peut e^tre contournee a l'aide d'une technique qui vise a rattacher le puits (ou la
source) a une frontiere (Frind et Matanga, 1985; Fogg et Senger, 1985). Toutefois, ceci exige
des modications importantes a la geometrie du modele.
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Figure 3.2 Illustration de la transformation en coordonnees naturelles et de la correspondance
entre les conditions frontieres de la charge hydraulique (en gras) et de la fonction de courant
(en italique).
Certains auteurs presentent des developpements theoriques pour denir des fonctions de
courant en trois dimensions (Bear, 1972; Matanga, 1993). Dans ce cas, les lignes de courant
sont obtenues par l'intersection de deux fonctions de courant,  et . Seul Matanga (1993)
presente une application du concept de fonction de courant en 3D. Dans l'exemple presente,
une indetermination lors de la specication des conditions frontieres pour les solutions de 
et  necessite des techniques de resolution iteratives. Ainsi, tres peu de travaux presentent
ou utilisent des solutions aux fonctions de courant 3D decrites par Bear (1972). L'applica-
bilite des fonctions de courant 3D, pour un milieu heterogene et anisotrope, est questionnee
par Cirpka et al. (1999b, 2011b). De plus, Narasimhan (2008) indique que les conditions de
Cauchy-Riemann sont seulement denies en 2D. Steward (1998) considere qu'une des hypo-
theses utilisees pour les developpements presentes par Bear (1972) et Matanga (1993) est
erronee.
Ces dicultes, de me^me que celles entourant la specication de la fonction de courant
en presence de puits (ou de sources) a l'interieur du domaine, justient le developpement de
l'approche decrite a la section suivante. Ainsi, les fonctions de courant 3D ne sont donc pas
presentees ici.
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3.1.2 Coordonnees alternatives d'ecoulement
On presente ici un systeme de coordonnees curvilignes ne faisant pas appel a la fonction
de courant. Les coordonnees transversales visent a ordonner les lignes de courant selon une
fonction monotone, a la maniere de la fonction de courant. Elles preservent ainsi les relations
d'ordre entre les lignes de courant. Toutefois, contrairement a la fonction de courant, ces
coordonnees ne sont pas proportionnelles au debit entre deux points.
Pour ce nouveau systeme, l'orientation de l'axe longitudinal est obtenue en tracant les
lignes de courant a partir d'une solution d'ecoulement en regime permanent. Comme pour les
coordonnees naturelles, la charge hydraulique est utilisee pour denir la coordonnee longitu-
dinale d'ecoulement. Pour denir les coordonnees transversales, le point de depart de chaque
ligne de courant est associe a des coordonnees denies sur les frontieres de recharge (boundary
conforming coordinates). En 2D, la coordonnee u est denie comme la distance le long des
segments contigus qui representent les frontieres de recharge du modele d'ecoulement. En 3D,
les coordonnees u et v sont issues d'une application (mapping) qui permet la representation
bidimensionnelle des surfaces contigues denissant les frontieres de recharge du modele. An
de le distinguer des coordonnees naturelles, on designe par coordonnees alternatives d'ecou-
lement le nouveau systeme de coordonnees.
Dans cette these, des modeles a geometrie rectangulaire sont utilises, ce qui permet une
correspondance tres simple entre les coordonnees cartesiennes et les coordonnees alternatives
d'ecoulement. Pour un modele 2D, la coordonnee u est obtenue en sommant la distance le long
des frontieres de recharge et peut e^tre aisement calculee a partir des coordonnees cartesiennes
du point de depart d'une ligne de courant k donnee :
u(xk0; y
k
0) =
(
yk0 (x
k
0; y
k
0) 2  1;
ymax + qx (x
k
0; y
k
0) 2  2:
(3.11)
ou q =
q2
q1
est le rapport entre les ux hydrauliques moyens sur les frontieres  1 et  2, (x
k
0; y
k
0)
sont les coordonnees du point de depart de la kieme ligne de courant et ymax est la limite du
modele en y. Pour le modele 3D de la gure 3.3, une application similaire est utilisee :
u(xk0; y
k
0 ; z
k
0 ) = y
k
0 (x0; y0; z0) 2  1 [  2 (3.12)
v(xk0; y
k
0 ; z
k
0 ) =
(
zk0 (x0; y0; z0) 2  1;
zmax + qx (x0; y0; z0) 2  2:
(3.13)
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Figure 3.3 Illustration du concept de coordonnees alternatives d'ecoulement en 3D. A gauche :
Modele d'ecoulement en milieu heterogene presentant des lignes de courant curvilignes. Les
symboles en noir correspondent aux points de depart sur les frontieres de recharge  1 et  2.
A droite : Une representation 2D des frontieres de recharge permet de transformer les coor-
donnees cartesiennes des points de depart en coordonnees u et v. Ces coordonnees demeurent
constantes pour tous les points situes le long d'une me^me ligne de courant et ainsi, les lignes
de courant sont des lignes droites dans l'espace transforme.
Les equations 3.11 a 3.13 permettent uniquement la correspondance entre les deux sys-
temes de coordonnees aux points situes sur cette ligne de courant. Dans le cadre du krigeage,
la correspondance entre les deux systemes doit e^tre disponible pour tous les points d'obser-
vation et d'estimation. Or, calculer les lignes de courant pour un nombre eleve de points de
depart demande des temps de calcul importants. Ainsi, on propose de calculer uniquement un
nombre limite de lignes de courant et d'utiliser une interpolation lineaire, laquelle preserve le
caractere monotone de la transformation, pour obtenir les coordonnees u et v en tous points
du modele. L'algorithme suivant resume la procedure utilisee pour l'obtention des coordon-
nees alternatives d'ecoulement :
1. Denir une grille de points de depart sur  1 et  2.
2. Calculer les lignes de courant par trajectographie pour chaque point de la grille denie en 1.
3. Denir, pour la surface formee par l'ensemble des frontieres de recharge ( 1 et  2), une
application qui permette de transformer les coordonnees (x; y; z) en coordonnees (u; v).
4. Pour chaque ligne de courant, assigner les coordonnees u et v a tous les points discretisant la
ligne de courant.
5. Interpoler u et v a tous les points d'observation et de la grille d'estimation en utilisant les
valeurs denies en 4.
6. Utiliser la solution numerique de la charge hydraulique pour obtenir h aux points d'observation
et aux points de la grille d'estimation.
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L'application necessaire pour assigner les coordonnees u et v depend du nombre de fron-
tieres de recharge presentes et de la complexite de la geometrie du modele. Une formulation
equivalente consiste a denir les coordonnees a partir du point de sortie des lignes de courant,
ce qui simplie le probleme si le nombre de frontieres de sortie est inferieur au nombre de
frontieres de recharge. L'idee derriere les coordonnees u et v est avant tout de permettre d'or-
ganiser spatialement les lignes de courant de maniere a ce que les distances qui les separent
tiennent compte approximativement du debit entre celles-ci. Dans certains cas, la presence
de lignes de partage peut eventuellement necessiter la division du domaine en plusieurs sous-
domaines, ou la transformation peut e^tre denie de maniere locale et ou l'estimation est
eectuee separement.
En general, si les frontieres de recharge ne sont pas lineaires (ou rectangulaires), des pro-
cedures plus complexes sont requises pour calculer u et v. En 2D, il peut e^tre necessaire de
calculer numeriquement la distance le long de frontieres courbes pour obtenir u. Pour les mo-
deles 3D, des approches numeriques peuvent e^tre requises. Thompson et al. (1985) presentent
une methode basee sur la resolution d'une equation elliptique avec conditions limites (elliptic
boundary-value problem) pour generer des grilles sur des surfaces tridimensionnelles. On note
egalement que les approches de placage de textures (texture mapping ou uv mapping), utili-
sees pour assigner les pixels issus d'une image 2D a une surface tridimensionnelle, permettent
de calculer des coordonnees qui se conforment a la geometrie de cette surface (Levy et Mallet,
1998; Mallet, 2002). Les details associes a l'implementation de ces procedures depassent le
cadre de cette these. Il est a noter que ce type d'approche est implementee dans certains
logiciels de modelisation geologique, tel que GOCAD R (ParadigmTM , 2009).
Il est a noter que, lors du krigeage, les parametres de portee dans la direction transversale
permettent de mettre a l'echelle les valeurs de la coordonnee transversale, qu'elle soit u ou  .
Ces portees sont estimees a partir des donnees et fournissent un ajustement moyen de la conti-
nuite spatiale, lequel tient eventuellement compte d'erreurs de positionnement locales dans
la coordonnee transversale. De plus, les erreurs de positionnement peuvent eventuellement
e^tre prises en compte par l'ajout d'un eet de pepite au modele de covariance (voir gure 3.4).
On note que les coordonnees u et v montrent une certaine similarite avec les coordonnees
lagrangiennes (; ; ) utilisees pour decrire la position initiale d'une particule. Pour un
ecoulement donne, le point de vue lagrangien decrit l'evolution de la position d'une particule
dans le temps a partir de son point de depart a un temps initial t0 (Bear, 1972) :
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x = x(; t); y = y(; t); z = z(; t) (3.14)
Pour une particule donnee, les coordonnees (; ; ) sont constantes pour t  t0. Ainsi,
on peut denir un autre systeme de coordonnees curvilignes en assimilant  a u et v. La
variable t, qui correspond au temps parcouru depuis la position (u,v) situee a la frontiere de
recharge, peut e^tre egalement obtenue par tracage de particules. Pour un point donne xm sur
une ligne de courant, le temps de parcours est calcule en sommant les temps associes aux pas
d'avancement anterieurs a ce point :
tm =
mX
i=0
dli
vi
(3.15)
ou dli est la distance entre deux points consecutifs de la ligne de courant, vi est la vitesse
d'ecoulement au point i et m est le nombre de pas anterieurs au point xm. Un algorithme
similaire a celui presente precedemment est utilise pour determiner les coordonnees (t; u; v) ;
on y inclut les modications suivantes :
4a. Pour chaque point discretisant les lignes de courant, calculer le temps de parcours correspon-
dant.
6. Interpoler t, u et v a tous les points d'observation et de la grille d'estimation en utilisant les
valeurs denies en 4 et 5.
Ainsi, deux systemes de coordonnees alternatives d'ecoulement sont proposes, soit les
CAEh, constitues de la charge hydraulique h, et des coordonnees u et v, et les CAEt, constitues
du temps de parcours a partir du point de depart sur la frontiere t, et des coordonnees u et
v.
Comparaison avec la fonction de courant (2D) et limitations
Comme on l'a vu, les coordonnees u et v sont reliees a la geometrie des frontieres de re-
charge et ainsi, elles ne denissent pas necessairement des tubes de courant aux debits egaux
lorsque l'ecoulement est heterogene pres de la frontiere. Pour un modele 2D rectangulaire
(voir equation 3.11), u est proportionnel a  si le ux est constant le long des frontieres de
recharge. La coordonnee u est donc un substitut approximatif a  et le facteur  represente
un ajustement moyen. Ceci a pour eet que la distance entre deux points donnes n'est pas
toujours equivalente au debit passant entre ces deux points. A des ns de comparaison, on
peut utiliser le coecient de correlation pour quantier la ressemblance entre u et  . Toute-
fois, comme les coordonnees alternatives sont proposees pour les cas ou  n'est pas denie,
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on ne pourra generalement pas eectuer cette comparaison.
Comme on l'a mentionne precedemment, le recours a la transformation en coordonnees
d'ecoulement (autant CNE que CAE) est pertinent pour un systeme d'ecoulement en re-
gime permanent. Cirpka et al. (1999a) mentionnent que ceci n'est pas une limitation dans un
contexte ou le contaminant migre depuis des decennies ou des siecles, etant donne que pour de
telles echelles de temps, les variations saisonnieres peuvent e^tre negligees. On peut egalement
envisager appliquer l'approche dans des cas transitoires ou il y a eu des changements moderes
au regime d'ecoulement, en gardant a l'esprit que la transformation en coordonnees d'ecoule-
ment n'est, dans ce cas, pas completement coherente avec l'anisotropie induite par l'advection.
Les procedures utilisees pour calculer les coordonnees d'ecoulement comportent leur part
d'imprecision numerique. Dans le cas des coordonnees naturelles (CNE), la precision de la
solution de charge hydraulique et de la fonction de courant peuvent e^tre ameliorees en ra-
nant le maillage d'elements nis. Ceci peut egalement contribuer a ameliorer la precision du
tracage des lignes de courant et ainsi des coordonnees alternatives u et v. Toutefois, comme
la vitesse est obtenue par dierentiation numerique de la solution de charge hydraulique, elle
demeure moins precise que la solution de charge hydraulique et peu presenter des disconti-
nuites d'un element a l'autre, aectant ainsi la precision des lignes de courant tracees (Cordes
et Kinzelbach, 1992; Srivastava et Brusseau, 1995). De plus, la precision depend egalement
de l'algorithme utilise (methode d'Euler ou de Runge-Kutta).
Malgre leur caractere approximatif, on retient que les coordonnees alternatives d'ecou-
lement (CAE) permettent avant tout de tenir compte de l'anisotropie variable induite par
l'ecoulement en milieu heterogene et de preserver les relations d'ordre entre les lignes de cou-
rant. Dans les cas ou la fonction de courant peut e^tre denie (2D sans puits ou source), on
favorise pluto^t l'utilisation des coordonnees naturelles d'ecoulement, (h, ). Autrement, les
CAE constituent une solution acceptable, ce qui est illustre au chapitre 4.
3.1.3 Methode des elements nis
L'obtention des coordonnees d'ecoulement est basee sur la disponibilite des champs de
charge hydraulique, de fonction de courant (pour les coordonnees naturelles) et des vitesses
(pour les coordonnees alternatives). En presence d'une geometrie irreguliere et/ou de para-
metres heterogenes, les equations 3.4 et 3.8 ne peuvent e^tre resolues analytiquement et les
solutions sont pluto^t obtenues en ayant recours a des methodes numeriques. La methode
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des elements nis, largement repandue pour la modelisation hydrogeologique, est preferee en
raison de sa facilite a s'adapter a des geometries complexes. Dans ce qui suit, la presentation
de la methode des elements nis se limite au cas d'un ecoulement bidimensionnel en regime
permanent et est tiree en grande partie des ouvrages de Pinder et Gray (1977) et de Pepper
et Heinrich (2006), ainsi que de la these de Pasquier (2005).
Soit une equation dierentielle de la forme :
Lh(x; y) = f(x; y) (x; y) 2 
 (3.16)
ou L est un operateur dierentiel, h est la fonction recherchee et f est une fonction quelconque
et inconnue. La methode des elements nis vise a approximer la solution h(x; y) en tout point
d'un domaine 
. A cette n, la fonction h est remplacee par une fonction test h^, exprimee
comme une combinaison lineaire de fonctions de base i(x; y) :
h  h^ =
NX
i=1
uii(x; y) i = 1; 2; :::; N (3.17)
ou les ui sont des constantes inconnues et N est le nombre de points de la solution. La me-
thode des elements nis tire son nom de la discretisation du domaine 
 en sous-domaines,
ou h^ est denie localement. N correspond aux noeuds du maillage d'elements nis, lesquels
assurent la continuite de la solution.
La resolution du probleme est basee sur la methode des residus ponderes. Ainsi, on denit
un residu R(x; y) tel que :
R(x; y) = Lh^  f(x; y) (3.18)
La methode des residus ponderes consiste a determiner h^ de maniere a ce que le residu
(ou erreur) soit minimise sur l'ensemble du domaine. Les valeurs des ui sont obtenues en
satisfaisant aux contraintes imposees par les integrales ponderees :Z


R(x; y)wi(x; y)d
 = 0 i = 1; 2; :::; N (3.19)
ou wi(x; y) est une fonction de ponderation non nulle. Les dierentes variantes de la methode
des residus ponderes se distinguent par le choix de la fonction w(x; y). La methode de Galer-
kin consiste a poser que wi(x; y) = i(x; y).
Pour le probleme d'ecoulement bidimensionnel (plan) en regime permanent, la fonction
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f(x; y) est nulle et l'operateur dierentiel Lh(x; y) correspond au membre de gauche dans
l'equation 3.3, soit :
@
@x

T
@h
@x

+
@
@y

T
@h
@y

(3.20)
ou T est la transmissivite (m2/s) obtenue en integrant la conductivite hydraulique sur la
profondeur de l'aquifere. L'expression obtenue en substituant l'equation 3.18 dans l'equation
3.19 est generalement simpliee en appliquant le theoreme de Green, lequel permet de reduire
l'ordre de l'equation obtenue. Apres substitution de l'eq. 3.18 dans l'eq. 3.19, en utilisant
l'operateur dierentiel deni a l'eq. 3.20, et application du theoreme de Green, on a donc :
 
Z


T
@h^
@x
@wi
@x
+ T
@h^
@y
@wi
@y
d
 +
Z
 
T
@h^
@n
wid  = 0 (3.21)
En remplacant h^ par la combinaison lineaire de fonction de base de l'equation 3.17 et wi
par les fonctions de base i(x; y) (methode de Galerkin), on obtient l'expression du probleme
en terme des fonctions de base i(x; y) et des constantes ui recherchees :
Z


T
NX
j=1
uj
@j
@x
 @i
@x
+ T
NX
j=1
uj
@j
@y
 @i
@y
d
 =
Z
 
T
NX
j=1
uj
@j
@n
id  (3.22)
L'equation 3.22 sous-tend le systeme d'equations lineaires suivant :
KU = F (3.23)
ou U = [u1; u2; :::; uN ]
T est la solution recherchee en chaque noeud du maillage, et avec la
matrice :
K = [ki;j] =
Z


T

@i
@x
@j
@x
+
@i
@y
@j
@y

d


(3.24)
et le vecteur :
F = [fi] =
Z
 
T
@i
@n
id 

(3.25)
La solution au probleme d'elements nis est une fonction continue par parties. En 2D,
les elements les plus rencontres ont la forme de triangles et de quadrilateres. Les elements
triangulaires ont l'avantage de s'adapter aisement a des surface irregulieres, ce qui en fait le
type d'element le plus utilise (Pepper et Heinrich, 2006). La grille denie par l'ensemble des
elements comporte egalement des noeuds, dont le nombre et la position dependent de l'ordre
du polyno^me utilise pour la fonction . Par exemple, dans le cas d'elements triangulaires de
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type lineaires, trois noeuds sont situes sur les sommets du triangle.
Le solveur d'elements nis COMSOL Multiphysics R (Version 3.5a) est utilise dans les
exemples d'application presentes au chapitre suivant pour obtenir les solutions de charge
hydraulique et de fonction de courant (coordonnees naturelles d'ecoulement, section 3.1.1),
de me^me que les vitesses utilisees pour tracer les lignes de courant (coordonnees alterna-
tives d'ecoulement, section 3.1.2). Il est a noter que l'approche proposee ne se limite pas a
l'utilisation de solutions obtenues par elements nis. Des solution analytiques, ou obtenues
numeriquement par dierences nies ou volumes nis peuvent egalement e^tre utilisees.
3.1.4 Tracage des lignes de courant
Pour les coordonnees alternatives d'ecoulement, la determination des valeurs des coor-
donnees u et v a l'interieur du domaine requiert le tracage des lignes de courant a partir des
vitesses obtenues lors de la resolution du probleme d'ecoulement par elements nis.
Diverses methodes numeriques peuvent e^tre utilisees pour calculer la succession de points
denissant une ligne de courant a partir d'un point de depart x0 et d'un champ de vitesse.
Parmi celles-ci, on note la methode d'Euler et les methodes de Runge-Kutta. Le fonctionne-
ment general de ce type de methodes, applique au tracage des lignes de courant, est decrit
par l'algorithme suivant 1 :
1. initialisation du point de depart de la ligne de courant ;
2. determination d'un pas d'avancement di (dans le cas ou il depend localement de la taille de
l'element ou est situe xi) ;
3. calcul du deplacement et initialisation de la nouvelle position xi+1 ;
4. iteration sur les etapes 2 et 3, jusqu'a ce qu'une frontiere soit atteinte.
En general, la dierence entre les methodes numeriques reside dans la determination du
deplacement entre les points xi et xi+1, ce qui a un impact sur la precision du resultat ob-
tenu. Dans ce qui suit, on presente les equations pour une seule composante de la position. En
realite, on utilise pluto^t un systeme d'equations an d'obtenir les deplacements dans chaque
direction du systeme d'axe.
Pour la methode d'Euler, la position du point xi+1 est donnee par :
1. Adapte d'un algorithme presente dans la these de Pasquier (2005), lequel s'inspirait de Anderson et
Woessner (2002).
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xi+1 = xi + vu(xi)d (3.26)
avec vu(xi) la pente donnee par la composante unitaire de la vitesse en xi pour la direction
consideree (i.e. x, y, ou z) et d est le pas d'avancement 2. Une source d'erreur importante dans
la methode d'Euler vient du fait que l'on suppose que la vitesse calculee au point xi s'applique
pour l'ensemble de l'intervalle entre xi et xi+1 (Chapra et Canale, 2002). Dans les methodes
de Runge-Kutta, la pente utilisee dans l'equation 3.26 est estimee a partir des vitesses en
plusieurs points an d'ameliorer sa representativite sur l'intervalle. Par exemple, une variante
de la methode de Runge-Kutta d'ordre deux (point milieu) est obtenue en posant :
k1 = vu(xi) (3.27)
k2 = vu(xi +
1
2
k1d) (3.28)
(3.29)
La position du point subsequent est ensuite donnee par :
xi+1 = xi + k2d (3.30)
Les methodes de Runge-Kutta d'ordre quatre sont les plus utilisees en pratique (Chapra
et Canale, 2002). Dans ce cas, une precision accrue est obtenue en calculant quatre vitesses
intermediaires :
k1 = vu(xi) (3.31)
k2 = vu(xi +
1
2
k1d) (3.32)
k3 = vu(xi +
1
2
k2d) (3.33)
k4 = vu(xi + k3d) (3.34)
(3.35)
La position du point est determinee en utilisant une moyenne ponderee de ces vitesses
(methode classique) :
xi+1 = xi +
1
6
(k1 + 2k2 + 2k3 + k4)d (3.36)
2. Pour un pas de temps on utilise directement la vitesse.
37
La version utilisee du logiciel COMSOL Multiphysics R eectue le tracage des lignes de
courant par une methode de Runge-Kutta d'ordre deux. Pour les cas heterogenes consideres
aux chapitres 4 et 5 cette implementation ne permettait pas toujours un tracage adequat des
lignes de courant (lignes incompletes). Ainsi, il a pluto^t ete choisi de recourir aux fonctions
stream2 et stream3 de Matlab R.
3.2 Fonction de covariance
L'utilisation d'un modele probabiliste est justiee par l'incertitude concernant la distribu-
tion reelle de la concentration et ne serait evidemment pas requise si les modeles d'ecoulement
et de transport, de me^me que l'historique des emissions de contaminants, etaient parfaite-
ment connus. Dans ce qui suit, on presente la fonction de covariance utilisee pour modeliser
cette incertitude.
3.2.1 Covariance non stationnaire par convolution de noyaux gaussiens
Tel que mentionne au chapitre precedent, Higdon et al. (1999) ont demontre qu'une classe
de fonctions de covariance non stationnaires peut e^tre obtenue par la convolution de noyaux
dont les parametres varient spatialement :
CNS(xi; xj) =
Z
<p
Kxi(u)Kxj(u)du (3.37)
ou CNS(xi; xj) est une fonction de covariance non stationnaire, xi, xj et u sont des points
situes dans <p avec p = 1; 2; ::: et Kxi est le noyau centre en xi. Cette construction par
moyenne mobile assure que la covariance obtenue est denie positive (Mateu et al., 2011).
L'utilisation d'un noyau gaussien deni par :
Kx = (2)
 p=2jj1=2 exp( (1=2)(x  u)T 1(x  u)) (3.38)
permet d'obtenir une forme explicite pour CNS. En utilisant la notation employee par Pacio-
rek et Schervish (2006), CNS est exprime comme :
CNS(xi; xj) = 
2jij 14 jjj 14
i +j2

  1
2
exp( Qij) (3.39)
ou i = (xi) est la matrice de covariance du noyau gaussien centre en xi et 
2 est la
variance de la fonction aleatoire modelisee. L'equation 3.39 contient une forme quadratique,
Qij, denie comme :
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Qij = (xi   xj)

i +j
2
 1
(xi   xj)T (3.40)
ou xi est le vecteur de dimensions 1  p des coordonnees du point i. Paciorek et Schervish
(2006) demontrent que d'autres expressions peuvent e^tre obtenues pour CNS et proposent
une forme plus generale pour la correlation non stationnaire :
RNS(xi; xj) = jij 14 jjj 14
i +j2

  1
2
RS(
p
Qij) (3.41)
ou RS est une fonction de correlation stationnaire, valide sur <p pour tout p = 1; 2; ::: Cette
condition est remplie par les modeles exponentiel, Cauchy (gravimetrique) et Matern. La ge-
neralisation exprimee par l'equation 3.41 permet donc l'utilisation de modeles presentant des
dierentiabilites a l'origine moindre que celle du modele gaussien, laquelle est reputee proble-
matique (Stein, 1999). Les modeles de covariance de type Matern comportent un parametre
de dierentiabilite  et peuvent e^tre plus ou moins derivables a l'origine. On note toutefois
que dans l'equation 3.41, la matrice  correspond toujours a la matrice de covariance d'un
noyau de type gaussien (equation 3.38), ceci etant possible puisque les fonctions de correla-
tion admises pour RS (modeles exponentiel, Cauchy, Matern) peuvent e^tre exprimees comme
des melanges (scale mixtures) du modele gaussien (voir la preuve dans Paciorek et Schervish
(2006)).
Le caractere non stationnaire des modeles presentes aux equations 3.39 et 3.41 provient
de la variation spatiale de i. Par ailleurs, l'utilisation d'une matrice i constante dans les
equations 3.39 et 3.41 genere une fonction de covariance/correlation stationnaire. Les valeurs
dans la matrice i sont responsables pour les changements de portees et de direction d'ani-
sotropie de la fonction aleatoire.
De plus, la variance 2 peut egalement varier spatialement (Stein, 2005). En eet, si RNS
est denie positive, alors DR
NSD est aussi positive denie, ou D est une matrice diagonale
ou les valeurs sur la diagonale sont les ecarts-types i aux points xi et on a que :
CNS(xi; xj) = ijR
NS(xi; xj) (3.42)
Le modele de covariance non stationnaire est donc obtenu en combinant les structures
locales decrites par les noyaux gaussiens. Dans les applications presentees par Higdon et al.
(1999), Swall (1999) et Paciorek et Schervish (2006), les parametres de la matrice i s'in-
serent dans un modele hierarchique gaussien ou leur distribution est reliee a celle de la variable
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d'intere^t. La distribution a posteriori est ensuite estimee a partir des donnees par MCMC.
Dans ce qui suit, on propose une parametrisation simpliee pour le modele de covariance
non stationnaire de la concentration. Celle-ci s'inspire des moments statistiques observes dans
les etudes de modelisation stochastique mentionnees au chapitre 2.
3.2.2 Parametrisation
Le modele de covariance basee sur la convolution de noyaux peut donc s'adapter aux
changements dans la structure spatiale d'une fonction aleatoire. Pour ce faire, on doit tou-
tefois parametriser ces changements dans la matrice de covariance des noyaux, i, ainsi que
dans la variance 2i , et proceder a l'estimation de leurs parametres respectifs.
La parametrisation proposee ici s'inspire du comportement non stationnaire general de
la concentration, tel qu'observe dans les etudes de modelisation stochastique du transport
et decrit a la section 2.2. De plus, cette parametrisation se voit simpliee par l'emploi de
la transformation de coordonnees. L'objectif n'est pas d'utiliser des expressions analytiques
speciques, mais pluto^t un modele simple reetant les grandes lignes du comportement de
la correlation et la variance de la concentration, tout en s'adaptant au fait que la position
et la taille de la source ne sont pas connues. Une preoccupation est de limiter le nombre de
parametres, puisqu'en pratique on dispose souvent d'un nombre restreint d'observations pour
les estimer.
Matrice i
Les transformations de coordonnees proposees a la section 3.1 ont pour eet d'orienter
un des axes selon le ux hydraulique. Cette transformation est analogue a celle utilisee dans
la methode des directions principales pour la modelisation numerique du transport (Frind,
1982; Cirpka et al., 1999b). La methode des directions principales permet d'utiliser une ma-
trice diagonale pour le tenseur de dispersivite. Dans le cas present, le fait que la direction
de continuite principale, i.e. la direction du ux hydraulique, corresponde a un des axes du
systeme de coordonnees permet d'utiliser une matrice diagonale pour i, avec comme termes
diagonaux les portees locales du modele de covariance. Les eets de l'advection et de la
dispersion longitudinale sont confondus dans la portee spatiale parallele a l'ecoulement. De
leur co^te, les portees transversales incorporent les eets lies a la largeur de la source et la
dispersion transversale.
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Tel qu'enonce precedemment, on suppose que la position et la taille de la source sont
inconnues. Or, ces parametres semblent avoir une inuence considerable sur la forme de la
fonction de covariance dans la direction transversale, tel qu'illustre dans certains travaux
(Graham et McLaughlin, 1989a, 1991). En absence d'information sur les caracteristiques de
la source, il appara^t plus prudent de supposer que la fonction de covariance varie uniquement
dans la direction longitudinale.
La parametrisation de la matrice i se limite donc aux portees situees sur sa diago-
nale. Etant donne les indications concernant l'augmentation de la correlation spatiale avec
le transport (Graham et McLaughlin, 1989a, 1991; Rubin, 1991; Vanderborght et al., 2006),
on choisit de faire cro^tre les portees en fonction de la coordonnee longitudinale. Un modele
lineaire est utilise a cette n et les portees dans les dierentes directions sont donnees par :
ap(si) = ap0 + bpsi ap0  0; bp  0 (3.43)
ou ap(si) est le parametre de portee au point i dans la direction p =1, 2, 3 (i.e. les directions
principales du systeme d'axes 3), ap0 est la portee initiale en amont de la zone d'etude, bp
est le taux d'augmentation de la portee et si est la coordonnee longitudinale au point i. Par
convention, on choisit d'utiliser s = hmax   h de maniere a ce que bp soit positif (ceci n'est
pas essentiel). Pour une direction donnee la persistance spatiale (portee) est donc decrite par
deux parametres, ap0 et bp. On note qu'un parametre de portee stationnaire est obtenu en
posant bp = 0. Ainsi, pour un modele en 2D, la matrice de covariance d'un noyau gaussien
au point i est denie comme suit :
i =
"
a1(si)
2 0
0 a2(si)
2
#
(3.44)
Les portees representent les ecarts-types du noyau gaussien centre au point i.
Variance 2i
Pour la variance, on neglige l'augmentation habituellement retrouvee a de faibles distances
de la source. Ceci est justie en partie par le fait que l'incertitude relative a l'ecoulement est
diminuee en raison de l'information apportee par le modele conceptuel. On modelise la va-
riance comme une fonction decroissante.
3. En coordonnees cartesiennes : x, y, z. En coordonnees naturelles : h et  . En coordonnees alternatives :
h, u et v.
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Une fonction exponentielle decroissante assure des valeurs positives sur l'ensemble du
domaine et 2i est invariante dans la direction transversale. Elle est donnee par :
2(si) = 
2
0exp( dsi) c  0 (3.45)
ou 2(si) est la variance locale, 
2
0 est la variance maximale, retrouvee en amont de la zone
d'etude, et d est le taux de decroissance de la variance. Une variance stationnaire est obtenue
en posant d = 0. Les variances locales sont utilisees dans l'equation 3.42 pour calculer la
covariance non stationnaire CNS.
Modeles candidats
Les parametres proposes plus haut sont des simplications d'un modele sous-jacent et
inconnu. On propose donc de tester dierentes combinaisons des parametres de portees et de
la variance. On denit ainsi quatre modeles de covariance candidats :
{ S1 : Modele stationnaire avec portees et variance constantes ;
{ NS1 : Modele non stationnaire avec portees de la forme donnee a l'equation 3.43 et
variance constante ;
{ NS2 : Modele non stationnaire avec portees constantes, et variance non stationnaire de
la forme donnee a l'equation 3.45 ;
{ NS3 : Modele non stationnaire avec portees et variance des formes donnees aux equa-
tions 3.43 et 3.45, respectivement.
Il est a noter que pour les modeles 3D, des versions plus parcimonieuses avec des portees
transversales egales, sont aussi proposees, ce qui porte a huit le nombre de modeles candidats
en 3D. Les modeles presentant une isotropie dans la direction transversale sont identies S1*
et NSX*, avec X= 1; 2; 3.
Les modeles de covariance proposes ne tiennent pas compte explicitement des eets po-
tentiels lies a l'historique des emissions, au mode d'emission (instantane ou continu), a la
taille de la source, ni de ceux lies a la presence de degradation ou a la reactivite du conta-
minant. On estime que les impacts de ces elements sur la continuite spatiale et la variabilite
de la concentration sont pris en compte lors de l'ajustement des parametres de portee et de
la variance. Le modele est neanmoins mieux adapte a un mode d'emission de type continu
(mais dont l'intensite peut e^tre variable) en raison de la forme choisie pour la variance (equa-
tion 3.45). En eet, cette fonction ne prevoit pas de diminution de la variance en amont
du centre de masse du panache, tel qu'observe pour des panaches produits par une emis-
sion instantanee de contaminant (voir par exemple Graham et McLaughlin (1991)). En eet,
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l'absence d'information specique sur la moyenne (non stationnaire) de la concentration ne
permet pas de modeliser la variance d'un panache issue d'une emission instantanee de maniere
representative.
Estimation par maximum de vraisemblance (EMV) et selection de modele
Les parametres des modeles de covariance candidats sont estimes par maximum de vrai-
semblance. En pratique, pluto^t que de maximiser la vraisemblance L, on procede generale-
ment a la minimisation du logarithme negatif L =   ln(L) (Cressie, 1993; Kitanidis et Shen,
1996). Sous hypothese gaussienne, L est donne par :
L(; ) =
n
2
ln(2) +
1
2
ln(jC()j) + 1
2
(Z  X)TC() 1(Z  X) (3.46)
ou n est le nombre de donnees disponibles, C() est la matrice de covariance des donnees
de concentration avec comme parametres  4, Z represente les donnees de concentration, X
contient les fonctions de base de la derive, et nalement,  est constitue des coecients de
derive. La minimisation de L est eectuee a l'aide de la fonction fminsearch de MATLAB,
basee sur la methode de Nelder-Mead (Nelder et Mead, 1965). Des contraintes sont ajoutees a
la fonction minimisee an d'eviter l'estimation de parametres de portee excessivement grands
relativement aux dimensions du domaine, ou negatifs.
La moyenne de la concentration est representee par une constante et ainsi, X est un
vecteur de 1 et  est un parametre correspondant a la moyenne. Une moyenne constante
est utilisee en depit du fait qu'il s'agit d'un choix plus ou moins realiste, compte tenu des
resultats observes dans les etudes stochastiques, ou la moyenne a pluto^t la forme du panache
moyen. Or, la modelisation d'une derive plus realiste, qui tiendrait compte de variations
transversales dans les valeurs de concentration, necessite des connaissances (ou hypotheses)
sur la position et la taille de la source. Une derive de type lineaire, decroissante le long de
la direction longitudinale, est egalement consideree a l'exemple 1 du chapitre 4. On verra
toutefois que celle-ci introduit un biais plus important que la moyenne constante. Il est a
noter qu'il s'agit ici de la moyenne non conditionnelle, ou a priori, laquelle est basee sur
l'information disponible avant le conditionnement aux donnees par krigeage.
Dans un contexte ou la moyenne est inconnue, l'estimation par maximum de vraisemblance
est sujette a un biais potentiellement important sur les parametres du modele de covariance
(Chiles et Delner, 1999). Il est possible de reduire ce biais en ayant recours a l'estimation
4.  est constitue des parametres presentes plus haut pour i et 
2.
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par maximum de vraisemblance restreint (Restricted Maximum Likelihood Estimation, Ki-
tanidis (1987); Kitanidis et Shen (1996)). Cette approche requiert la transformation de la
variable d'intere^t en increments permettant de ltrer la moyenne X, ainsi que le recours a
une fonction de covariance generalisee. Toutefois, dans la mesure ou le modele de covariance
non stationnaire propose dans cette these est directement lie aux moments statistiques de
la concentration, il n'est guere certain que des increments generaux conservent les caracte-
ristiques non stationnaires que l'on tente de modeliser. On se limite donc a l'estimation par
maximum de vraisemblance presentee a l'equation 3.46. De plus, bien que l'on considere la
moyenne inconnue lors du krigeage (krigeage ordinaire), celle-ci est xee a la moyenne des
observations lors de l'estimation des parametres an d'utiliser une moyenne commune pour
tous les modeles de covariance testes. Ceci est fait an de permettre la comparaison des die-
rents modeles candidats sur la base de l'ajustement des parametres du modele de covariance
uniquement (et non sur l'ajustement de la moyenne). Il a ete verie que cette procedure avait
relativement peu d'eet sur les parametres estimes. On note egalement que les moyennes
estimees par krigeage ordinaire sont tres similaires, que l'on utilise les parametres estimes
avec une moyenne xe ou non.
Un parametre d'eet de pepite est egalement inclus dans le modele ; celui-ci est speci-
e comme une fraction du palier de la covariance. Ce parametre represente la variabilite a
petite echelle due aux erreurs de positionnement ou de mesure, ainsi qu'aux structures de
dimension inferieure a la resolution possible par l'echantillonnage (Chiles et Delner, 1999).
A moins d'indications a ce sujet, la fraction d'eet de pepite n'est pas estimee et est xee de
maniere ad hoc dans les exemples des chapitres suivants, dans le but de reduire le nombre
de parametres a estimer, etant donne le nombre relativement restreint de donnees utilisees
dans chaque cas. Une etude de sensibilite sur ce parametre a toutefois ete eectuee et bien
que dans certains cas la modication de la fraction d'eet de pepite mene a l'estimation de
parametres legerement dierents, ceci ne modie pas les conclusions presentees aux chapitres
quatre et cinq.
Dans l'equation 3.46, C() est une version non stationnaire de la fonction de covariance
Matern, avec comme parametres les portees et la variance denies precedemment. La version
stationnaire de la correlation de type Matern est donnee par :
RS() =
1
 ()2 1
(2
p



)(2
p



) (3.47)
ou  est la distance,  est la portee,  est une fonction de Bessel modiee de seconde espece
et d'ordre , le parametre de forme de la covariance Matern. L'equation 3.47 est utilisee dans
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3.41 pour calculer la version non stationnaire et dans ce cas, 

est remplace par la forme
quadratique donnee a l'Eq. 3.40. On utilise une valeur de  = 0:5, ce qui est equivalent a
un modele de covariance de type exponentiel. Le parametre  est lie a la dierentiabilite
du modele de covariance et peut e^tre estime a partir des donnees et inclus dans . Ceci est
teste dans l'exemple d'application presente par Paciorek et Schervish (2006) ou les resultats
obtenus pointent vers l'utilisation de  = 0:5. La gure 3.4(a) illustre la fonction donnee par
l'equation 3.47 pour un parametre  = 0:5 ; elle illustre egalement le variogramme correspon-
dant et certains parametres geostatistiques.
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Figure 3.4 Fonction de covariance stationnaire de type Matern avec  = 0:5 (equivalente a la
fonction de covariance exponentielle) avec eet de pepite (a) Covariance, (b) Variogramme
correspondant avec l'illustration de dierents parametres geostatistiques, tels que l'eet de
pepite et la portee eective.
L'utilisation de l'equation 3.46 sous-tend que la concentration suit une distribution gaus-
sienne. Or, ce type de distribution est inadequat pour decrire la concentration car il implique
que des probabilites non nulles soient associees a des valeurs de concentration negatives. En
depit de problemes potentiels de biais, l'equation 3.46 est neanmoins utilisee pour estimer les
parametres du modele de covariance. Il est frequent de considerer l'estimation par maximum
de vraisemblance comme une procedure robuste a des donnees non gaussiennes (Dowd et
Pardo-Iguzquiza, 2012), la vraisemblance obtenue etant toutefois consideree approximative
(ou quasi-maximum de vraisemblance). Une autre approche est de normaliser les donnees
de concentration et de supposer une distribution multinormale. Toutefois, la transformation
inverse requise apres le krigeage peut entra^ner un probleme de biais sur la moyenne.
Une attention doit e^tre portee a la surparametrisation des modeles de covariance non
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stationnaires, puisque ceux-ci necessitent davantage de parametres que des modeles station-
naires (Paciorek et Schervish, 2006). Certains des modeles proposes sont imbriques (nested)
et permettent de tester l'ajout des parametres non stationnaires par le test du rapport de
vraisemblance (likelihood ratio test, LRT), en utilisant les valeurs de maximum de vraisem-
blance issues de l'estimation des parametres (Kendall et Stuart, 1977; Mardia et al., 1979).
Soit  le vecteur des parametres decrivant la distribution des donnees, le LRT teste l'hy-
pothese H0 :  2 
r contre l'hypothese alternative H1 :  2 
q, ou 
r est un sous-ensemble
de 
q (Kendall et Stuart, 1977; Mardia et al., 1979). La statistique
 =  2ln

maxL(r)
maxL(q)

(3.48)
ou L(r) et L(q) sont les fonctions de vraisemblance des modeles avec r et q parametres,
possede une distribution asymptotique en 2q r.
Le modele stationnaire S1 peut e^tre vu comme une version simpliee des modeles non
stationnaires, dans lesquels certains parametres sont xes a 0. Par contre, les modeles NS1
et NS2 ne sont pas imbriques puisque l'un ne peut pas e^tre exprime comme une version plus
simple de l'autre (mais chacun est imbrique avec S1). En 3D, les modeles NSX*, ayant des
portees transversales egales, sont imbriques dans leur version a trois portees dierentes. Il
est a noter que le test du rapport de vraisemblance ne peut e^tre utilise qu'entre les modeles
utilisant un me^me systeme de coordonnees spatiales.
Le test de vraisemblance est considere robuste a un ecart a l'hypothese gaussienne (Kim
et Cai, 1993; Yuan et Bentler, 1999). La validation croisee est une alternative a l'estimation
des parametres par maximum de vraisemblance (Marcotte, 1995). Celle-ci ne depend d'au-
cune hypothese sur la distribution des donnees, mais on ne dispose toutefois pas de test sur
les statistiques de la validation croisee pour determiner si l'ajout de parametres est signicatif.
Le critere d'Akaike corrige pour les echantillons de petites tailles, AICc, est egalement
utilise pour valider la selection obtenue a l'aide du LRT. Comme pour le LRT, l'AICc est
calcule a partir du maximum de vraisemblance obtenu lors de l'estimation des parametres
geostatistiques pour chacun des modeles candidats. Lorsque le nombre de donnees est limite,
comme c'est le cas dans les exemples presentes, Burnham et Anderson (2002) recommandent
l'utilisation de l'AICc pluto^t que de l'AIC. AICc est donne par :
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AICc =  2ln(L()) + 2k

n
n  k   1

(3.49)
ou L() est le maximum de vraisemblance associe a un modele donne, k est le nombre de
parametres dans le modele et n est le nombre de donnees. On choisit le modele ayant la plus
faible valeur d'AICc parmi un ensemble de modeles candidats. On note que d'autres criteres
de selection auraient egalement pu e^tre utilises, tel que le BIC (Bayesian Information Cri-
terion, Schwarz (1978)) ou la version de l'AICc proposee par Hoeting et al. (2006). Il a ete
teste que, pour les cas presentes aux chapitres quatre et cinq, ces parametres engendrent la
me^me classication que l'AICc choisi ici.
3.3 Krigeage
3.3.1 Systeme de krigeage ordinaire
Une fois les coordonnees spatiales transformees et le modele de covariance choisi, l'estima-
tion de concentration est faite par krigeage. Dans le cas d'une moyenne (non conditionnelle)
constante, mais inconnue, on parle alors de krigeage ordinaire et l'interpolateur est de la
forme :
Z0 =
nX
i
iZi (3.50)
ou Z0 est la concentration estimee au point x0, i est le poids associe a l'observation situee
en xi et Zi est la concentration observee au point xi. La valeur estimee Z

0 correspond a la
moyenne conditionnelle de la concentration au point x0 (cas gaussien) ou a un bon estime de
celle-ci (cas general).
Les poids de krigeage sont obtenus de maniere a minimiser la variance d'estimation 2e :
2e = V ar[Z0   Z0 ] = V ar[Z0] +
nX
i
nX
j
ijC[Zi; Zj]  2
nX
i
iC[Z0; Zi] (3.51)
ou V ar[Z0] est la variance de la concentration au point x0, C[Zi; Zj] est la covariance entre les
observations i et j et C[Z0; Zi] la covariance entre la concentration au point x0 et l'observation
situee en xi. An que l'interpolateur obtenu soit sans biais, i.e. que E[Z

0 ] soit egale a la
moyenne, une contrainte (eq. 3.54) doit e^tre incluse au systeme d'equations. La minimisation
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sous contrainte est eectuee a l'aide de la methode de Lagrange :
L() = 2e + 2
 
nX
i
i   1
!
(3.52)
ou L() est le lagrangien. Le systeme d'equations menant a l'obtention des poids (i) recher-
ches est obtenu en annulant les derivees partielles de L() par rapport aux i et a . On
obtient donc :
nX
i
iC[Zi; Zj] +  = C[Z0; Zi] (3.53)
nX
i
i = 1 (3.54)
Ce systeme d'equations, communement appele systeme de krigeage ordinaire, peut e^tre
reecrit sous forme matricielle : "
C 1
10 0
#"


#
=
"
c0
1
#
(3.55)
ou C est la matrice des covariances entre les observations, 1 est un vecteur compose de 1, 
est le vecteur des poids de krigeage,  est le multiplicateur de Lagrange associe a la contrainte
de non-biais exprimee a l'equation 3.54 et c0 est le vecteur des covariances entre le point a
estimer et les points d'observations. Ce systeme est resolu pour chaque point constituant la
grille d'estimation.
Ainsi l'approche proposee dans cette these substitue un systeme de coordonnees d'ecou-
lement aux coordonnees cartesiennes habituelles utilisees pour xi. De plus, la fonction de
covariance presentee a la section 3.2 est utilisee pour calculer la matrice C et le vecteur c0.
Le systeme de krigeage permet egalement d'evaluer l'incertitude associee a l'estimateur
sous forme de la variance d'estimation, dont la forme generale est donnee par :
2e = E[(Z
   Z)2] (3.56)
Tel que mentionne plus haut, le krigeage est un estimateur qui minimise l'equation 3.56.
Pour le systeme de krigeage ordinaire, celle-ci correspond a :
2e = 
2   0c0    (3.57)
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3.3.2 Krigeage universel
Le systeme de krigeage peut e^tre adapte pour tenir compte d'une moyenne non station-
naire. Dans ce cas, l'estimateur prend alors la forme suivante :
Z(x) = m(x) + Y (x) (3.58)
La variable est alors divisee en deux composantes : la derive m(x), laquelle tient compte
de la partie deterministe du phenomene, et le residu Y (x), qui represente les uctuations
aleatoires (Chiles et Delner, 1999). La derive peut e^tre exprimee comme la somme de L+1
fonctions de base :
m(x) =
LX
l=0
alf
l(x) (3.59)
ou les f l(x) sont des fonctions de base connues et les al sont des coecients xes et inconnus.
Ce type de krigeage est designe par krigeage universel. Il est a noter que l = 0 correspond au
cas ou la moyenne est constante sur l'ensemble du domaine, soit le cas du krigeage ordinaire.
Dans le cas du krigeage universel, L + 1 conditions d'universalite (contraintes) doivent e^tre
respectees an d'assurer le non-biais de l'estimateur. Celles-ci sont de la forme :
nX
i=1
if
l
i = f
l
0 (3.60)
ou les i sont les poids de krigeage, les f
l
i sont les L+ 1 fonctions evaluees aux points d'ob-
servations et les f l0 sont les L+ 1 fonctions evaluees au point a estimer.
Le systeme de krigeage resultant peut e^tre exprime de facon matricielle :"
C F
F0 0
#"


#
=
"
c0
f0
#
(3.61)
ou C est la matrice de covariance entre les observations, F est la matrice contenant la derive
evaluee aux points d'observations 5,  est le vecteur des poids de krigeage,  est le vecteur
des L+1 multiplicateurs de Lagrange, c0 est le vecteur de covariance entre le point a estimer
et les points d'observations et f0 est le vecteur de la derive evaluee au point que l'on cherche
a estimer 6.
5. La premiere colonne de cette matrice est composee de 1, soit la valeur de f0i .
6. Le premier element de ce vecteur est 1, soit la valeur de f00 .
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A l'exemple 1 du chapitre 4, une moyenne lineaire decroissante de la forme donnee a
l'equation suivante sera egalement testee :
m(x) = m0  m1s (3.62)
ou m0 et m1 sont des constantes et s = hmax h est la diminution de charge hydraulique par
rapport a sa valeur maximum sur le domaine. Dans ce cas le systeme de krigeage utilise est
celui donne a l'equation 3.61 et l'on a la correspondance : m0 = a0, s = f
1(x) et m1 = ai.
3.4 Normes d'evaluation
En plus de la vraisemblance maximum, du test du rapport de vraisemblance et de AICc, on
utilise d'autres statistiques pour evaluer la performance des dierents modeles de covariance
candidats, ainsi que pour les comparer par rapport au krigeage en coordonnees cartesiennes.
On denit ici les normes d'evaluation utilisees dans les etudes de cas.
Dans un premier temps, on calcule la racine de la moyenne des erreurs au carre (root
mean square error, RMSE) a partir des residus de validation croisee :
RMSE =
vuut 1
n
nX
i=1
(ei)2 (3.63)
ou n est le nombre de donnees et les ei sont les residus issus de la validation croisee. Lors
de la validation croisee, chaque donnee est retiree du jeu et estimee a partir des donnees
restantes. La minimisation des residus de validation croisee peut egalement e^tre un critere
pour l'estimation des parametres du modele (Marcotte, 1995).
Il est a noter que les seules statistiques pouvant e^tre calculees pour un cas reel sont la
RMSE, le maximum de vraisemblance et l'AICc. Par contre, pour les exemples synthetiques
presentes aux chapitres 4 et 5, on considere egalement des statistiques basees sur la compa-
raison directe des valeurs de concentration de reference et de celles obtenues par krigeage.
Ceci permet de calculer l'erreur absolue relative sur la masse de contaminant RAEm :
M =
neleX
i=1
nciVi RAEm =
jMR  Mj
MR
(3.64)
ou ci est la concentration interpolee au centre de l'element i, nele est le nombre d'elements
nis, Vi est le volume de l'element i, M
R et M sont respectivement les masses calculees a
partir des cartes de reference et krigees, n est la porosite.
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On calcule egalement l'erreur absolue relative entre le volume de contaminant estime et
reel, RAEvol. Ceci est fait a l'aide d'une variable indicatrice qui identie les elements dont la
valeur (au point central) depasse un seuil xe. Le volume contamine et l'erreur relative sont
obtenus d'une maniere similaire a l'equation 3.64 :
Vs =
neleX
i=1
nIiVi RAEvol =
jV Rs   V s j
V Rs
(3.65)
ou Vs est le volume au-dessus d'un seuil s et Ii est la variable indicatrice pour l'element
i, V Rs est le volume de reference, V

s est le volume krige et n est la porosite. Par contre,
RAEvol n'indique pas si les concentrations estimees sont bien localisees par rapport au vrai
panache. Bien que ceci puisse e^tre evalue en comparant visuellement le carte estimee et la
carte de reference, on utilise une matrice de confusion (gure 3.5) an de quantier ceci
de maniere plus objective. La matrice de confusion est un outil utilise dans le domaine de
l'apprentissage automatique (machine learning) pour evaluer la performance d'un algorithme
de classication (Kohavi et Provost, 1998; Kubat et al., 1998). Dans le cas present, la matrice
de confusion contient les sommes des volumes correspondant aux elements du maillage ou :
a - la concentration est correctement estimee comme etant sous le seuil (vrai negatif)
b - la concentration n'est pas correctement estimee comme etant au-dessus du seuil (faux positif)
c - la concentration n'est pas correctement estimee comme etant sous le seuil (faux negatif)
d - la concentration est correctement estimee comme etant au-dessus du seuil (vrai positif)
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Figure 3.5 Une matrice de confusion
Plusieurs normes de performance peuvent e^tre calculees a partir de la matrice de confusion.
Parmi celles-ci, on retient le  de Pearson, lequel est utilise pour evaluer la correlation entre
deux variables binaires :
s =
ad  bcp
(a+ b)(c+ d)(a+ c)(b+ d)
(3.66)
Cette statistique permet d'evaluer si les valeurs de concentration estimees sont eecti-
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vement situees dans le panache. La valeur maximale pouvant e^tre atteinte par  est 1. Par
contre, la valeur maximale de  depend de la distribution marginale de la variable et une
valeur de 1 est obtenue quand les proportions a+b
a+b+c+d
et a+c
a+b+c+d
sont egales (Warrens, 2008).
Certains auteurs suggerent de diviser  par sa valeur maximale conditionnelle a la distribu-
tion marginale an de corriger ceci (Warrens, 2008; Davenport et El-Sanhurry, 1991). Cette
correction n'est pas utilisee dans les resultats presentes aux chapitres suivants.
Finalement, le coecient de correlation r est egalement calcule pour evaluer la ressem-
blance entre la carte de concentration krigee et la reference :
r =
Pm
i=1(ci   c)(cRi   cR)pPm
i=1(ci   c)2
pPm
i=1(cRi   cR)2
(3.67)
ou ci est la concentration estimee au point i, c est la moyenne des valeurs de concentration
estimees, cRi est la concentration au point i du modele de reference, cR est la moyenne des
concentrations du modele de reference.
Aucune des statistiques presentees ici ne permet a elle seule de decrire la qualite de l'es-
timation. Une faible erreur sur l'estime de la masse est peu signicative si les concentrations
sont estimees en dehors du panache de reference (i.e. faible RAEm combinee a des faibles
valeurs de correlation ). Inversement, un estime presentant des valeurs elevees de  indique
que la methode permet de bien delimiter la zone contaminee, mais sera d'une utilite moindre
en pratique si les valeurs de concentration associees ne permettent pas d'estimer correctement
la masse. Ainsi, l'ensemble des statistiques presentees plus haut est necessaire pour evaluer
la performance des dierentes approches. L'appreciation visuelle des cartes de concentration
obtenues permet de completer l'analyse des resultats.
3.5 Synthese
Les outils necessaires a l'implementation de l'approche de krigeage non stationnaire de la
concentration ont ete presentes dans ce chapitre. La gure 3.6 schematise l'encha^nement des
dierentes operations lors de l'application de la methode proposee.
Dans les chapitres suivants, l'approche est appliquee a des exemples numeriques. Dans un
premier temps, le chapitre 4 vise a explorer divers aspects lies a la methode proposee, dans
un contexte ou l'ecoulement est parfaitement connu. Au chapitre 5, l'exemple propose utilise
pluto^t des reseaux d'ecoulement bases sur des modeles conceptuels simplies de l'ecoulement
pour le calcul des coordonnees, an de simuler une imprecision sur le modele d'ecoulement.
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1. Définition du modèle 
conceptuel d'écoulement 
(paramètres, conditions aux 
frontières, maillage)
2A. Coordonnées naturelles 
d'écoulement (CNE) 
2B. Coordonnées alternatives 
d'écoulement (CAE) 
i) Obtention de la charge hydraulique et 
de la fonction de courant par la MEF 
(section 2.1.3) pour le modèle défini en 1.
i) Obtention de la charge hydraulique et 
des vitesses par la MEF (section 2.1.3) 
pour le modèle défini en 1.
ii) Détermination des coordonnées u et v 
sur les frontières de recharge par une 
relation algébrique ou par une méthode 
numérique (section 2.1.2)
iii) Assignation des coordonnées h, u et 
v à tous les points d'observation et en 
tous points de la grille d'estimation à 
l'aide de l'algorithme de la section 2.1.2
3. Estimation des paramètres du modèle 
de covariance non-stationnaire par 
maximum de vraisemblance (section 
2.2) dans le système de coordonnées 
défini en 2A. ou 2B.
4. Krigeage de la concentration 
(section 2.3) en utilisant la fonction 
de covariance définie en 3. et les 
observations disponibles.
ii) Définition des CNE (section 2.1.1) 
pour tous les points d'observation et en 
tous points de la grille d'estimation à 
partir de la solution obtenue en i)
Figure 3.6 Schematisation de l'approche proposee.
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CHAPITRE 4
ETUDES DE CAS AVEC MODELES D'ECOULEMENT CONNUS
Le present chapitre vise a tester la methode de krigeage proposee sur des modeles synthe-
tiques, en considerant que le reseau d'ecoulement est connu. Autrement dit, les coordonnees
d'ecoulement sont calculees a l'aide du modele d'ecoulement de reference. Bien qu'une parfaite
connaissance du reseau d'ecoulement ne soit pas realiste en pratique, on peut voir dans les
exemples qui suivent un sorte de cas limite ou l'extremite d'un spectre representant dierents
niveaux d'information. Contrairement a un cas reel, l'utilisation de modeles synthetiques per-
met de quantier le gain obtenu pour l'estimation de la masse de contaminant presente et
du volume contamine. D'autres statistiques mesurent pluto^t la ressemblance entre la carte de
concentration krigee et celle de reference (, r). Les resultats obtenus sont compares a ceux
de l'approche conventionnelle de krigeage stationnaire en coordonnees cartesiennes. Il est im-
portant de noter que la connaissance exacte du reseau d'ecoulement n'est pas une necessite
et qu'en pratique un modele conceptuel du probleme sera utilise. Ceci est traite au chapitre
suivant.
Dans ce qui suit, on presente deux exemples 2D representant des coupes (exemples 1 et
3), ou une grande partie de la trajectoire curviligne des panaches est due a la recharge. Dans
le cas de l'exemple 1, des heterogeneites entra^nent des variations de la largeur du panache.
A l'exemple 3, une structure moins permeable entra^ne la division du panache en deux doigts
distincts. L'exemple 2 presente un modele 3D, ou la direction de migration du panache va-
rie lateralement et verticalement. Dans tout les cas, les modeles representent des aquiferes a
nappe semi-captive (exemples 1 et 3) ou captive (exemple 2), en marge d'une ligne de partage
des eaux. Les panaches sont produits par une source continue situee sur une des frontieres du
modele et le nombre d'observations disponibles se veut limite. Les exemples 1 et 2 sont des
versions plus detaillees de ceux presentes dans Rivest et Marcotte (2012). En plus de servir a
illustrer la performance de la methode proposee, tous les exemples presentes ci-dessous visent
des objectifs speciques enonces au debut de chaque section.
Un exemple simple tire de Rivest et al. (2012b), ou le modele est compose de deux unites
homogenes, est egalement presente a l'Annexe A. Cet exemple utilise uniquement la transfor-
mation de coordonnee et illustre les avantages et les inconvenients de celle-ci, pour diverses
congurations donnees. De plus, l'Annexe E detaille les parametres geostatistiques utilises
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pour tous les exemples presentes dans ce chapitre.
4.1 Exemple 1. Cas 2D
Ce premier exemple 2D vise particulierement a :
1. illustrer l'impact des parametrisations non stationnaires et de la transformation de
coordonnees sur la fonction de covariance ;
2. comparer l'utilisation des coordonnees naturelles d'ecoulement (CNE) et les coordon-
nees alternatives (CAEh) ;
3. tester l'utilisation d'une derive lineaire decroissante pour tenir compte d'une moyenne
non stationnaire ;
4. montrer l'eet de l'utilisation combinee de la transformation de coordonnees et des
parametrisations de la covariance sur la variance d'estimation.
4.1.1 Description du modele de reference
La gure 4.1(a) presente le champ de conductivite hydraulique du modele de reference,
lequel comporte deux unites. L'Annexe B detaille la technique utilisee pour construire les
champs de conductivite hydraulique utilises ici et dans les exemples suivants. La methode
des elements nis est utilisee an d'obtenir le champ de charge hydraulique, la fonction de
courant et le champ de vitesses, lesquels sont requis pour calculer les coordonnees d'ecoule-
ment. Le panache de reference est egalement simule par MEF, pour un modele de transport
comprenant une source situee en 7 m  x  52 m, sur la frontiere y = 50 m. On choisit
comme reference une solution transitoire (t  29 ans) 1 et celle-ci est echantillonnee sur une
grille reguliere de 12 points (voir gure 4.1(b)), repartis sur quatre puits d'observation c-
tifs. Le tableau 4.1 resume les dierents parametres d'ecoulement et de transport du modele.
On note que la valeur de dispersivite transversale utilisee ici est relativement elevee pour
un systeme naturel et que cette valeur a ete utilisee an d'eviter l'utilisation d'un maillage
tres n. Des valeurs similaires sont retrouvees dans certaines etudes stochastiques pour des
modeles synthetiques de dimensions similaires, par exemple Nowak et al. (2010) et de Barros
et Nowak (2010).
La gure 4.2(a) montre la fonction de courant ( ) et les lignes de courant correspondant
au modele d'ecoulement. L'approche combinant le tracage des lignes de courant et l'interpola-
tion lineaire decrite au chapitre precedent est egalement utilisee pour obtenir la coordonnee u
1. On aurait egalement pu utiliser la solution en regime permanent.
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presentee a la gure 4.2(b). Malgre que l'on observe localement des dierences entre les deux,
u reproduit les caracteristiques principales de  et semble e^tre une approximation raisonnable
pour cette derniere. En fait, la correlation entre u et  est de 0.998. Il est a noter que les
echelles des valeurs de ces deux variables sont tres dierentes ; ceci est pris en compte par
les parametres de portee lors du krigeage. Pour l'exemple 1, la densite de lignes de courant
utilisees pour l'obtention de u est de une ligne a tous les 10 m, sur les frontieres x = 0 et
y = 50. L'Annexe C montre que l'utilisation d'un espacement de 5 m des lignes de courant
produit des resultats comparables a ceux avec l'espacement de 10 m.
(a)
(b)
Figure 4.1 Exemple 1. Modele de reference (a) Champ de conductivite hydraulique (log10K),
(b) Concentrations de reference.
4.1.2 Apercu des fonctions de covariance non stationnaires
Le tableau 4.2 resume les modeles de covariance candidats ayant ete presentes au cha-
pitre 3. Ces modeles ont des impacts dierents sur la covariance de la concentration. An
d'illustrer ceci on montre la fonction de covariance pour dierentes parametrisations, en trois
points situes (50,50), (150,25) et (350,25). Les gures 4.3 et 4.4 illustrent les modeles de
covariance NS1 et NS2 en coordonnees cartesiennes, ou l'on utilise x comme coordonnee lon-
gitudinale pour modeliser la variation spatiale des parametres. Pour le modele NS1, le palier
de la covariance est xe, mais la distance pour laquelle les points sont correles augmente avec
x. Pour le modele NS2, le palier de la covariance diminue, mais la portee demeure constante 2.
2. Ceci n'est pas visible sur la gure 4.4(c) en raison des valeurs attenuees de covariance lesquelles donnent
l'impression que la distance de correlation a diminue.
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Tableau 4.1 Exemple 1. Parametres du modele synthetique
Parametre Valeur
Geometrie
Dimensions 400 m  50 m
Taille max. elements 2 m
Parametres d'ecoulement
Moyenne geometrique K 5.410 5 m/s
Variance de ln(K) 2.13
Gradient hydraulique moyen 0.00075
Conditions frontieres
h en x = 0 51 m
h en x = 400 50.7 m
Recharge (y = 50) 1.2510 8 m/s
qn en y = 0 nul
Parametres de transport
porosite 0.35
Dm 1.34 10 9 m2/s
l, tv 5 m, 0.25 m
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50
0 20 40 60 80 100 120 140 160 180
(b)
Figure 4.2 Exemple 1. Comparaison des coordonnees naturelles et alternatives d'ecoulement.
(a) Fonction de courant  , (b) Coordonnee alternative u. Les lignes de courant et les equi-
potentielles sont egalement representees.
De son co^te, la gure 4.5 montre que, sans egard a la fonction de covariance utilisee
(stationnaire ou non), le passage aux coordonnees d'ecoulement a lui-me^me un impact sur la
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stationnarite. Cette gure presente le modele S1 en coordonnees d'ecoulement et montre ainsi
que ce modele de covariance, pourtant stationnaire dans l'espace des coordonnees d'ecoule-
ment, resulte en une covariance non stationnaire lorsque represente dans l'espace cartesien.
Ceci illustre comment la transformation de coordonnees permet a la fonction de covariance
de se conformer a l'anisotropie variable associee au reseau d'ecoulement de la gure 4.2. Cette
anisotropie se manifeste autant par la prise en compte des directions d'ecoulement, que des
variations de taille des tubes de courant.
Tableau 4.2 Resume des modeles candidats pour la parametrisation du modele de covariance
non stationnaire. A : Anisotrope, S : Stationnaire, NS : Non stationnaire
Modele Portee Variance
S1 A-S S
NS1 A-NS S
NS2 A-S NS
NS3 A-NS NS
(a) (b)
(c)
Figure 4.3 Fonction de covariance NS1 en coordonnees cartesiennes (CC/NS1) pour les points
(a) (50,50), (b) (150,25) et (c) (350,25).
4.1.3 Selection du modele de covariance
Bien que tous les modeles candidats soient des simplications du modele sous-jacent (et
inconnu), la question est de savoir lequel d'entre-eux est le mieux supporte par les donnees
disponibles. Les tableaux 4.3 a 4.5 presentent les resultats du test de vraisemblance ( = 0:05)
et l'AICc pour les quatre parametrisations candidates de la fonction de covariance, et ce pour
les trois systemes de coordonnees : coordonnees cartesiennes (CC), coordonnees naturelles
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(a) (b)
(c)
Figure 4.4 Fonction de covariance NS2 en coordonnees cartesiennes (CC/NS2) pour les points
(a) (50,50), (b) (150,25) et (c) (350,25).
(a) (b)
(c)
Figure 4.5 Fonction de covariance S1 en coordonnees alternatives d'ecoulement (CAEh/S1)
pour les points (a) (50,50), (b) (150,25) et (c) (350,25).
d'ecoulement (CNE) et coordonnees alternatives d'ecoulement (CAEh).
Tel qu'attendu, les modeles qui utilisent des coordonnees d'ecoulement (tableaux 4.4 et
4.5) sont associes a des valeurs de vraisemblance superieures a celles des modeles denis en
coordonnees cartesiennes. Pour chaque systeme de coordonnees, la vraisemblance augmente
avec la complexite du modele et le modele NS3 est celui ayant une vraisemblance superieure.
Dans tous les cas, ce gain en vraisemblance ne justie pas l'emploi du modele NS3 par rapport
au modele NS2. Ce resultat est egalement conrme par les valeurs de l'AICc, pour lesquelles
le modele NS2 obtient les valeurs les plus basses.
Ces resultats sont encourageants car ils montrent d'une part, que les modeles en coor-
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donnees d'ecoulement ont des vraisemblances superieures aux modeles denis en coordonnees
cartesiennes, et d'autre part, que leur utilisation conjointe avec les modeles de covariance non
stationnaires engendre egalement une augmentation signicative de la vraisemblance. Ceci
semble indiquer que le modele de covariance combinant une transformation de coordonnee et
une diminution de la variance (NS2) permet de mieux expliquer les donnees de concentration.
Tableau 4.3 Exemple 1. Maximum de vraisemblance (MV), p-value du test du rapport de
vraisemblance ( = 0:05) et AICc pour les modeles en coordonnees cartesiennes. k est le
nombre de parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
CC/S1 3 0.94 - - 9.31
CC/NS1 5 2.77 CC/S1 0.34 17.98
CC/NS2 4 143.51 CC/S1 0.0015 3.80
CC/NS3 6 448.10 CC/NS2 0.32 16.66
Tableau 4.4 Exemple 1. Maximum de vraisemblance (MV), p-value du test du rapport de
vraisemblance ( = 0:05) et AICc pour les modeles en coordonnees naturelles d'ecoule-
ment (CNE). k est le nombre de parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
CNE/S1 3 1.23 - - 9.56
CNE/NS1 5 4.19 S1 0.29 17.14
CNE/NS2 4 227.38 S1 0.0012 2.87
CNE/NS3 6 1578.80 NS2 0.14 14.07
Tableau 4.5 Exemple 1. Maximum de vraisemblance (MV), p-value du test du rapport de
vraisemblance ( = 0:05) et AICc pour les modeles en coordonnees alternatives d'ecou-
lement (CAEh). k est le nombre de parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
CAEh/S1 3 2.24 - - 7.39
CAEh/NS1 5 13.03 S1 0.17 14.87
CAEh/NS2 4 219.00 S1 0.003 2.94
CAEh/NS3 6 1914.83 NS2 0.11 13.69
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4.1.4 Estimation de la concentration
Le tableau 4.6 presente les statistiques obtenues en comparant 3 les valeurs de concen-
tration de reference aux valeurs krigees, pour les dierents modeles de covariance. On note
d'abord qu'il n'y a pas de dierences marquees dans les valeurs de RMSE. Peu importe
le systeme de coordonnees considere, les resultats montrent egalement que les modeles non
stationnaires engendrent une amelioration de l'estimation, en particulier en ce qui a trait
a l'erreur relative sur la masse et le volume (RAEm, RAEvol), ainsi que le  de Pearson.
L'amelioration est moins marquee lorsqu'on compare un me^me modele de covariance entre
les dierents systemes de coordonnees. Dans ce cas, les modeles en coordonnees d'ecoule-
ment produisent des resultats legerement meilleurs que ceux en coordonnees cartesiennes.
Par exemple, pour le modele NS2 selectionne precedemment, il n'y a pas une amelioration
systematique de chaque statistique lorsqu'on passe aux coordonnees d'ecoulement (CNE ou
CAEh). Toutefois, l'utilisation des coordonnees d'ecoulement engendre une amelioration sys-
tematique des valeurs de  ; lequel est un indicateur de la ressemblance entre les panaches
kriges et de reference. Il indique notamment que les valeurs estimees delimitent mieux la zone
occupee par le panache, pour les seuils indiques.
Les modeles de covariance non stationnaires permettent egalement d'ameliorer l'esti-
mation en coordonnees cartesiennes. Toutefois, si l'on compare les resultats des modeles
CNE/NS2 et CAEh/NS2 avec ceux du modele de krigeage conventionnel CC/S1, l'amelio-
ration est importante. Par exemple, avec le modele CNE/NS2, on ameliore l'estimation du
volume de 50% pour le seuil 0.01 et de 15% pour le seuil 0.1, et celle de la masse d'un peu
plus que 10 %. On note par ailleurs que la performance du modele CC/S1 est boniee par
l'utilisation de parametres ad hoc ; la dierence (a l'avantage de CNE/NS2) aurait ete encore
plus marquee avec les parametres estimes par maximum de vraisemblance.
Visuellement, la dierence avec les modeles en coordonnees cartesiennes est appreciable.
La gure 4.6 montre les cartes de concentration obtenues a l'aide du modele stationnaire
S1 et du modele selectionne NS2, pour les trois systemes de coordonnees. Malgre les faibles
dierences observees precedemment pour certaines statistiques comparatives, les cartes de
concentrations krigees montrent clairement l'amelioration engendree par le recours a des co-
ordonnees d'ecoulement. Les gures 4.6(c), 4.6(e), 4.6(d) et 4.6(f) illustrent bien comment la
transformation permet de tenir compte de l'anisotropie locale induite par la recharge et ainsi
d'ameliorer le realisme des valeurs de concentration estimees. On remarque que les modeles
3. Sauf la RMSE, qui est obtenue par validation croisee et ne depend pas de la connaissance du modele
de reference.
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stationnaires CNE/S1 et CAEh/S1 produisent des panaches qui s'etirent excessivement dans
la direction de l'ecoulement. Ceci n'est pas retrouve sur les cartes produites avec le modele de
covariance NS2 (gures 4.6(d) et 4.6(f)) et demontre l'intere^t du modele non stationnaire NS2.
De plus, la gure 4.6 permet d'apprecier la ressemblance entre les cartes issues des mo-
deles en coordonnees naturelles et celles obtenues a l'aide des coordonnees approximatives
CAEh. Cette ressemblance semble indiquer que les CAEh, basees sur le trajectographie, sont
eectivement une bonne alternative aux CNE. En eet, les CNE sont uniquement applicables
dans les cas ou la fonction de courant peut e^tre denie. Ainsi, elles ne sont pas applicables
en 3D, ni aux modeles presentant des puits.
Finalement, bien que le modele selectionne (NS2) presente une amelioration par rapport
aux modeles S1 et NS1, ce dernier n'apparait pas clairement superieur au modele NS3 d'apres
les statistiques colligees. La gure 4.7 montre que les cartes estimees a l'aide de NS3 pre-
sentent un panache plus etroit pres de la source, ce qui semble se reeter positivement sur
l'erreur sur la masse et l'estimation du volume pour le seuil plus elevee (0.1). On remarque
egalement une dierence plus importante entre la carte obtenue avec les coordonnees natu-
relles et celle utilisant les coordonnees alternatives, pour ce modele de covariance. Dans le cas
present, cette dierence est attribuable aux parametres estimes et non a la transformation
elle-me^me, et pourrait e^tre due a l'atteinte d'un minimum local pour  log(L).
4.1.5 Utilisation d'une derive lineaire
Les resultats precedents ont ete obtenus par krigeage ordinaire, lequel suppose une moyenne
non conditionnelle constante (stationnaire). On presente ici les resultats obtenus par krigeage
universel en utilisant la coordonnee longitudinale comme fonction de base. La moyenne est
donc modelisee comme un plan decroissant dans le sens de l'ecoulement. On se limite ici a
montrer les eets de la derive pour le krigeage en coordonnees naturelles d'ecoulement (CNE).
L'utilisation de la derive entra^ne l'ajout de deux parametres a chaque modele : la constante
et la pente associee a la coordonnee longitudinale (equation 3.62). Le tableau 4.7 montre que
la derive engendre une augmentation de la vraisemblance pour chacun des modeles (comparer
avec le tableau 4.4). Tel que precedemment, c'est le modele NS2 qui est selectionne. Lorsqu'on
compare la vraisemblance obtenue pour ce modele avec celle du me^me modele sans derive,
le LRT et l'AICc divergent. L'ajout des parametres engendre une augmentation signicative
selon le LRT mais l'AICc n'est pas inferieur a celui du modele sans derive.
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Tableau 4.6 Exemple 1. Comparaison des resultats pour les dierentes normes d'evaluation.
En gris : Les modeles retenus par la procedure de selection pour chaque systeme de coordon-
nees. cs : seuil de contamination.
Modele RMSE RAEm RAEvol  r
cs = 0:01 cs = 0:1 cs = 0:01 cs = 0:1
CC/S1a 0.2653 0.6174 0.6677 0.4372 0.07423 0.5778 0.6849
CC/NS1 0.2685 0.4237 0.6496 0.5048 0.1479 0.3796 0.6793
CC/NS2 0.2576 0.4247 0.5706 0.1732 0.3090 0.4486 0.7107
CC/NS3 0.2590 0.3766 0.5629 0.1157 0.3154 0.4655 0.7084
CNE/S1 0.2614 0.6331 0.5243 0.6335 0.3301 0.5761 0.7665
CNE/NS1 0.2510 0.4594 0.2658 0.3202 0.4732 0.6747 0.7716
CNE/NS2 0.2360 0.4715 0.1681 0.2891 0.6438 0.6564 0.7789
CNE/NS3 0.2520 0.01459 0.2309 0.09750 0.5185 0.6776 0.7298
CAEh/S1 0.2621 0.8057 0.5545 0.5686 0.2996 0.5651 0.7359
CAEh/NS1 0.2580 0.3241 0.4030 0.4240 0.3588 0.5822 0.7090
CAEh/NS2 0.2363 0.5058 0.2967 0.3490 0.5425 0.6288 0.7832
CAEh/NS3 0.2446 0.1976 0.1797 0.0169 0.6145 0.6889 0.7933
a Des parametres ad hoc ont ete utilises pour le modele CC/S1 puisque l'estimation par maximum de
vraisemblance a fourni des parametres de portee excessivement petits. Ainsi, les parametres utilises pour ce
modele ne sont pas ceux associes au maximum de vraisemblance.
Le tableau 4.8 compare les resultats des statistiques pour les modeles CNE/NS2 avec et
sans derive. L'ajout de la derive entra^ne une diminution de la moitie de l'erreur sur la masse.
Le volume est quant a lui moins bien estime pour le modele avec derive. De me^me, les corre-
lations  et r sont inferieures lorsque la derive est utilisee. Ainsi, malgre l'augmentation de
la vraisemblance, on ne note pas une amelioration marquee au niveau des autres statistiques.
La gure 4.8 montre que la derive utilisee a un eet indesirable sur les estimes de concen-
tration. Pour le modele NS2, celle-ci a tendance a engendrer l'estimation de valeurs trop
fortes loin des donnees, dans la partie amont du modele (voir gure 4.8(b)). Ceci est plus
marque sur la gure 4.8(a) qui correspond a l'estime fait avec le modele S1. Inversement, le
modele NS3 semble attenuer ceci (gure 4.8(c)).
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(a) (b)
(c) (d)
(e) (f)
(g)
Figure 4.6 Cartes de concentration krigees et de reference pour l'exemple 1. (a) CC/S1, (b)
CC/NS2, (c) CNE/S1, (d) CNE/NS2, (e) CAEh/S1, (f) CAEh/NS2 et (g) Concentrations de
reference.
(a) (b)
Figure 4.7 Exemple 1. Resultats du modele NS3 en coordonnees d'ecoulement. (a) CNE/NS3,
(b) CAEh/NS3.
Tableau 4.7 Exemple 1. Maximum de vraisemblance MV, p-value du test du rapport de vrai-
semblance ( = 0:05) et AICc pour les modeles en coordonnees naturelles d'ecoulement
(CNE) avec derive. k est le nombre de parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
CNE/NS2 sans derive 4 227.38 - - 2.8
CNE/S1 5 6.31 - - 16.32
CNE/NS1 7 38.36 S1 0.17 34.71
CNE/NS2 6 75612.00 S1 1.4710 5 6.33
CNE/NS2 6 75612.00 NS2 sans derive 0.003 6.33
CNE/NS3 8 148247.92 NS2 0.51 40.17
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Tableau 4.8 Exemple 1. Comparaison des resultats pour le modele CNE/NS2 avec et sans
derive
Modele RMSE EARm EARvol  r
cs = 0:01 cs = 0:1 cs = 0:01 cs = 0:1
SANS derive 0.2360 0.4715 0.1681 0.2891 0.6438 0.6564 0.7789
AVEC derive 0.2287 0.2261 0.2931 0.3372 0.3514 0.5396 0.7538
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Figure 4.8 Cartes de concentration krigees pour l'exemple 1 avec derive lineaire. (a) CNE/S1,
(b) CNE/NS2, (c) CNE/NS3, (d) Concentrations de reference
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4.1.6 Impacts sur la variance de krigeage
Pour conclure l'exemple 1, on s'interesse a l'eet combine de la transformation de co-
ordonnee et des modeles de covariance non stationnaires sur la variance d'estimation, ou
variance de krigeage. Comme pour la covariance (gures 4.3 a 4.5), les diverses parametrisa-
tions proposees ont des consequences dierentes sur la variance d'estimation.
La gure 4.9 presente les cartes de l'ecart-type d'estimation, e, pour certains des esti-
mes de la section 4.1.4. Pour le modele CAEh/S1 (gure 4.9(a)), de faibles valeurs de e
se concentrent le long des tubes de courant qui contiennent les observations. Inversement,
des valeurs de e elevees reetent l'absence de donnees le long des lignes de courant sous-
jacentes. Ceci est egalement retrouve sur les cartes associees aux modeles NS2 et NS3 (gures
4.9(b) et 4.9(c)). Pour ces deux modeles, on observe aussi une diminution longitudinale de
l'incertitude. Pour le modele NS2, ceci est du^ uniquement a la parametrisation decroissante
de la variance, alors que pour le modele NS3 la decroissance de e est davantage marquee,
puisqu'elle est due aux eets combines de l'augmentation des portees et de la diminution de
la variance. Avec ces modeles, la variance d'estimation reete donc une partie de l'incerti-
tude liee a la position de la source. Les ecart-types d'estimation obtenus avec les modeles
en coordonnees cartesiennes sont egalement fournis a titre comparatif (gures 4.9(d) a 4.9(f)).
Il est a noter que pour une source de contamination continue, ou les concentrations les
plus elevees sont necessairement retrouvees en amont dans le reseau d'ecoulement, les mo-
deles NS2 et NS3 ont pour eet de relier des valeurs elevees de variance d'estimation a des
valeurs elevees de concentration, et inversement. Ainsi, la variance d'estimation herite donc
de la non-stationnarite modelisee par la transformation de coordonnees et de la fonction de
covariance non stationnaire et 2e ne depend pas uniquement de la localisation des donnees
et du modele de covariance (gaussien, exponentiel, etc).
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Figure 4.9 Ecarts-types d'estimation associes a certains resultats de krigeage de l'exemple 1.
(a) CAEh/S1, (b) CAEh/NS2, (c) CAEh/NS3, (d) CC/S1, (e) CC/NS2, (f) CC/NS3.
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4.2 Exemple 2. Cas 3D
Dans ce qui suit, on applique le krigeage non stationnaire a un cas synthetique 3D.
L'exemple precedent a montre que les coordonnees d'ecoulement approximatives permettent
d'obtenir des resultats similaires a ceux obtenus en utilisant les coordonnees naturelles, h et
 . Cet exemple a donc pour objectif specique de demontrer l'utilisation des coordonnees
alternatives d'ecoulement (CAEh) en 3D.
4.2.1 Description du modele de reference
La gure 4.10(a) presente le champ de conductivite hydraulique du modele 3D. Un pa-
nache est genere par la liberation constante d'un contaminant sur la frontiere de gauche a
partir d'une zone denie par 40 m  y  70 m et 20 m  z  35 m et celui-ci est echantillonne
en 24 points (gure 4.10(b)). En ce qui concerne la densite d'echantillonnage et la taille du
modele, cet exemple se compare au small test case presente dans les travaux de Reed et al.
(2004). Les parametres du modele d'ecoulement et de transport sont resumes au tableau 4.9.
La gure 4.11 illustre les coordonnees alternatives d'ecoulement en montrant un exemple de
surfaces h, u et v.
Tableau 4.9 Exemple 2. Parametres du modele synthetique
Parametre Valeur
Geometrie
Dimensions 200 m  100 m  50 m
Taille max. elements 7 m
Parametres d'ecoulement
Moyenne geometrique K 2.310 6 m/s
Variance de ln(K) 6.3
Gradient hydraulique moyen 0.0016
Conditions frontieres
qn en x = 0 110 8 m/s
h en x = 200 50.7 m
qn front. laterales nul
Parametres de transport
Porosite 0.35
Dm 1.34 10 9 m2/s
l, th, tv 5 m, 0.25 m, 0.25 m
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(b)
Figure 4.10 Exemple 2. Modele de reference (a) Champ de conductivite hydraulique (log10K)
(b) Concentration de reference.
4.2.2 Selection du modele de covariance
Les tableaux 4.10 et 4.11 presentent les resultats du test de vraisemblance et de l'AICc
pour les modeles en coordonnees cartesiennes et en CAEh, respectivement. D'abord, le test
de vraisemblance montre que les modeles avec des portees transversales dierentes ne sont
pas signicatifs par rapport aux modeles plus parcimonieux ou les portees transversales sont
considerees egales (les modeles NSX*). Ce resultat est en conformite avec le modele de trans-
port de reference, lequel comporte des dispersivites transversales, th et tv, egales (voir
tableau 4.9).
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Figure 4.11 Exemple 2. Surfaces h (rouge), u (vert) et v (bleu). u et v sont obtenues par
l'approche combinee de tracage des lignes de courant et d'interpolation lineaire presentee au
chapitre 3. h est obtenu a partir de la solution numerique d'ecoulement.
De plus, a l'instar des resultats de l'exemple 1, les valeurs du maximum de vraisemblance
sont plus elevees pour les modeles denis en coordonnees d'ecoulement. Toutefois, contraire-
ment au cas 2D precedent, les parametres ajoutes au modele NS3*, par rapport au modele
NS2*, sont juges signicatifs par le LRT, et ce, autant en coordonnees cartesiennes qu'en
CAEh. Ce resultat est egalement conrme par l'AICc, laquelle est la plus faible pour le mo-
dele NS3*.
Tableau 4.10 Exemple 2. Maximum de vraisemblance (MV), p-value du test du rapport de
vraisemblance ( = 0:05) et AICc pour les modeles en coordonnees cartesiennes. k est le
nombre de parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
CC/S1* 3 6.90103 - - -10.48
CC/S1 4 6.90103 S1* 0.98 -7.57
CC/NS1* 5 3.39105 S1* 0.02 -12.14
CC/NS1 7 6.73105 NS1* 0.50 -5.84
CC/NS2* 4 2.151010 S1* 310 7 -37.47
CC/NS2 5 6.521010 NS2* 0.14 -36.47
CC/NS3* 6 4.451013 NS2* 0.004 -45.91
CC/NS3 8 1.301014 NS3* 0.34 -39.39
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Tableau 4.11 Exemple 2. Maximum de vraisemblance maximum (MV), p-value du test du
rapport de vraisemblance ( = 0:05) et AICc pour les modeles en coordonnees alternatives
d'ecoulement. k est le nombre de parametres estimes pour chaque modele.
Model k ML H0 p-value AICc
CAEh/S1* 3 1.3915104 - - -11.88
CAEh/S1 4 1.4169104 S1* 0.85 -9.01
CAEh/NS1* 5 1.6909106 S1* 0.008 -15.34
CAEh/NS1 7 4.7368106 NS1* 0.36 -9.74
CAEh/NS2* 4 8.53171010 S1* 2.2610 8 -40.23
CAEh/NS2 5 2.15101011 NS2* 0.17 -38.86
CAEh/NS3* 6 8.09221013 NS2* 0.001 -47.11
CAEh/NS3 8 2.20441014 NS3* 0.37 -40.45
4.2.3 Estimation de la concentration
Comme dans l'exemple precedent, l'utilisation des coordonnees d'ecoulement n'entra^ne
pas une amelioration systematique de toutes les statistiques colligees, comme le montre le
tableau 4.12. Toutefois, a l'exception du modele S1, tous les modeles en coordonnees d'ecou-
lement presentent des meilleurs resultats pour  et r comparativement aux modeles en CC.
Les modeles NS2 et NS3 en coordonnees d'ecoulement ameliorent l'estimation du volume
contamine pour les deux seuils consideres. Les valeurs de RMSE sont inferieures pour tous
les modeles en coordonnees d'ecoulement. Bien que le modele NS3* ait ete selectionne comme
le meilleur modele en terme du maximum de vraisemblance, les resultats presentes au tableau
4.12 montrent que le modele NS2* ore une meilleure precision.
Les gures 4.12 et 4.13 presentent les cartes obtenues avec les modeles CAEh/NS3*,
CAEh/NS2* et CC/NS3*, pour une vue en plan (z = 25 m) et une coupe (y = 50 m). Ces
cartes montrent que les panaches interpoles dependent en grande partie d'une seule obser-
vation, situee en (10, 50, 25). Les resultats pour les modeles CAEh/NS3* et CAEh/NS2*
montrent que l'approche proposee tire mieux prot d'un echantillonnage limite de la concen-
tration. On remarque aussi que la dierence entre les cartes obtenues avec les modeles
CAEh/NS2* et CAEh/NS3* reside principalement dans la portee transversale estimee pour
chacun de ces modeles et que l'augmentation de celle-ci, dans le cas CAEh/NS3*, amelio-
rerait probablement les resultats. Le modele CAEh/NS3* produit neanmoins une carte plus
satisfaisante que celle obtenue avec l'utilisation des coordonnees cartesiennes (gures 4.12(c)
et 4.13(c)).
A titre indicatif, lorsqu'on utilise la portee transversale estimee pour le modele NS2 pour
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le modele NS3, on obtient des resultats similaires pour ces deux modeles. Le modele NS3 a
alors une vraisemblance moindre que celle presentee au tableau 4.11, mais celle-ci est su-
samment elevee pour que le LRT la juge signicative par rapport au modele NS2. La valeur
d'AICc obtenue est toutefois plus elevee que celle du modele NS2. Dans un cas reel, ou l'ajus-
tement visuel de la portee n'est pas une option, on dispose neanmoins d'une alternative a
l'estimation des parametres : la validation croisee. Pour cet exemple, l'estimation des para-
metres geostatistiques par validation croisee produit des RMSE semblables pour les modeles
NS2 et NS3 (0.1469 et 0.1463, respectivement). Dans ce cas, les portees transversales pour ces
deux modeles sont comparables et legerement inferieures a celles ayant produit les resultats
illustres aux cartes 4.12(d) et 4.13(d).
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Figure 4.12 Exemple 2. Vue en plan (z = 25 m) des valeurs de concentration de reference
et krigees. (a) Concentrations de reference. (b) CAEh/NS3 - meilleur modele selon le maxi-
mum de vraisemblance. (c) CC/NS3 - meilleur modele en coordonnees cartesiennes et (d)
CAEh/NS2 - meilleur modele selon les statistiques comparatives.
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Figure 4.13 Exemple 2. Vue en coupe (y = 50 m) des valeurs de concentration de reference et
krigees. (a) Concentration de reference. (b) CAEh/NS3 - meilleur modele selon le maximum de
vraisemblance. (c) CC/NS3 - meilleur modele en coordonnees cartesiennes et (d) CAEh/NS2
- meilleur modele selon les statistiques comparatives.
Tableau 4.12 Exemple 2. Comparaison des resultats pour les dierentes normes d'evalua-
tion. En gris : Les modeles retenus par la procedure de selection pour chaque systeme de
coordonnees. cs : seuil de contamination.
Modele RMSE RAEm RAEvol  r
cs = 0.01 cs = 0.1 cs = 0.01 cs = 0.1
CC/S1*a 0.1756 0.2994 1.5721 0.0549 0.1096 0.5273 0.7788
CC/NS1* 0.1746 0.1314 0.9409 0.1650 0.2948 0.5627 0.6579
CC/NS2* 0.1890 0.0256 0.6006 0.2211 0.3714 0.5087 0.8006
CC/NS3* 0.1706 0.3034 0.6191 0.7183 0.3881 0.4533 0.7423
CAEh/S1* 0.1684 0.2607 1.5044 0.4196 0.1164 0.4175 0.5768
CAEh/NS1* 0.1690 0.1304 0.9695 0.1881 0.3298 0.7970 0.7978
CAEh/NS2* 0.1689 0.0209 0.3975 0.01353 0.5199 0.7337 0.8860
CAEh/NS3* 0.1653 0.2326 0.5218 0.4108 0.4486 0.7335 0.8467
a Des parametres ad hoc ont ete utilises pour le modele CC/S1* puisque l'estimation par vraisemblance
maximum a fournit des parametres de portee excessivement petits. Ainsi. les parametres utilises pour ce
modele ne sont pas ceux associes au maximum de vraisemblance.
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4.3 Exemple 3. Utilisation du temps de parcours comme coordonnee longitudi-
nale
En s'inspirant des coordonnees lagrangiennes, l'idee d'utiliser le temps comme coordonnee
longitudinale a ete evoquee au chapitre 3. Le temps permet eventuellement de tenir compte
des chemins d'ecoulement preferentiels dans la representation spatiale des points, ce qui peut
e^tre determinant pour l'interpolation lorsque le panache comporte une digitation.
Dans le present exemple, on s'interesse particulierement a :
1. tester l'utilisation du temps comme coordonnee longitudinale et comparer les resultats
avec ceux obtenus en utilisant la charge hydraulique ;
2. montrer la performance de l'approche d'interpolation dans un contexte ou le panache
se divise ;
3. illustrer la dierence liee a la methode d'estimation des parametres (maximum de vrai-
semblance ou validation croisee) sur les cartes krigees.
4.3.1 Description du modele de reference
Un modele 2D, de me^me dimension que celui de l'exemple 1, est utilise pour tester les
coordonnees CAEt. Le modele est construit de maniere a produire un panache qui se divise
en deux < doigts > distincts pour tester l'ecacite de l'approche dans un contexte ou le pa-
nache a une forme plus complexe. Le champ de conductivite hydraulique utilise est presente
a la gure 4.14(a). La coordonnee u et le reseau d'ecoulement correspondant au modele sont
presentes a la gure 4.14(b). Le panache de reference provient d'une source continue situee
en 20 m  x  70 m sur la frontiere y = 50 m (gure 4.15(c)). Les parametres du modele
sont presentes au tableau 4.13.
4.3.2 Selection du modele de covariance
Comme pour les modeles precedents, on procede a l'estimation des parametres du modele
pour les quatre modeles candidats et a l'identication du modele le plus signicatif. An
d'alleger la presentation, on compare uniquement les modeles denis en coordonnees CAEt
et CAEh. Les tableaux 4.14 et 4.15 presentent les resultats obtenus pour le test de vrai-
semblance et l'AICc. Le test de vraisemblance retient le modele NS2 dans les deux cas. Par
contre, dans le cas des coordonnees CAEt, l'AICc du modele NS2 est legerement superieur
a celui du modele S1. Etant donne les resultats obtenus aux exemples 1 et 2, ou le modele
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Figure 4.14 Exemple 3. (a) Champ de conductivite hydraulique (log10K), (b) Coordonnee u
(divisee par umax, (c) Panache de reference.
NS2 etait systematiquement signicatif par rapport au modele S1, on considere que cette
dierence d'AICc est negligeable. On note toutefois que les valeurs de MV sont plus elevees
pour les CAEh.
4.3.3 Estimation de la concentration
Le tableau 4.16 compare les statistiques obtenues pour le krigeage avec les modeles NS2
et NS3, dans les deux systemes de coordonnees consideres ici. Les resultats montrent que les
valeurs de concentration estimees en utilisant les CAEh sont mieux correlees avec le modele de
reference que celles estimees avec les CAEt. Par contre, ces dernieres engendrent un meilleur
estime du volume contamine, et ce pour les deux seuils consideres 4. On remarque egalement
que le modele NS2 n'est pas celui qui produit les meilleures statistiques comparatives. Ceci
est conrme visuellement sur les cartes de concentration obtenues, ou l'on voit que celles
produites par le modele NS3 semblent plus realistes que celles du modele NS2 (gure 4.15).
4. Il est a noter que l'on considere ici un seuil plus eleve que dans les exemples precedents.
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Tableau 4.13 Exemple 3. Parametres du modele synthetique
Parametres Valeur
Geometrie
Dimensions 400 m  50 m
Taille max. elements 1.25 m
Parametres d'ecoulement
Moyenne geometrique K 3.1310 5 m/s
Variance de ln(K) 2.2092
Gradient hydraulique moyen 0.000875
Conditions frontieres
h en x = 0 51 m
h en x = 400 50.65 m
qn en y = 50 110 8 m/s
qn en y = 0 nul
Parametres de transport
Porosite 0.35
Dm 1.34 10 9 m2/s
l, tv 2 m, 0.075 m
Tableau 4.14 Exemple 3. Maximum de vraisemblance (MV), p-value du test du rapport de
vraisemblance ( = 0:05) et AICc pour les modeles en coordonnees alternative CAEt. k
est le nombre de parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
CAEt/S1 3 3.26 - - 6.64
CAEt/NS1 5 6.90 CAEt/S1 0.47 16.14
CAEt/NS2 4 28.54 CAEt/S1 0.037 7.01
CAEt/NS3 6 34.60 CAEt/NS2 0.83 21.71
Tableau 4.15 Exemple 3. Maximum de vraisemblance (MV), p-value du test du rapport de
vraisemblance ( = 0:05) et AICc pour les modeles en coordonnees alternative CAEh. k
est le nombre de parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
CAEh/S1 3 2.68 - - 7.03
CAEh/NS1 5 33.20 CAEh/S1 0.08 13.00
CAEh/NS2 4 232.85 CAEh/S1 0.0028 2.81
CAEh/NS3 6 1477.91 CAEh/NS2 0.16 14.20
Le resultat le plus interessant est observe sur la gure 4.15(b). On y voit que la transfor-
mation spatiale utilisant le temps comme coordonnee longitudinale reproduit la separation
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entre les deux < doigts > du panache en permettant l'estimation de valeurs nulles (ou tres
faibles) dans la lentille de faible conductivite hydraulique, et ce avec un echantillonnage rela-
tivement faible de cette zone. Ceci n'est pas possible en utilisant la charge hydraulique comme
coordonnee longitudinale d'ecoulement, comme le montre les gures 4.15(c) et 4.15(d). Tou-
tefois, l'examen de la partie situee pres de la source, sous le panache estime sur la gure
4.15(b), illustre que ceci ne se traduit pas par une amelioration des statistiques en raison des
valeurs trop elevees estimees dans cette zone.
Comme on l'a vu a l'exemple precedent, le modele selectionne par le LRT et l'AICc n'est
pas toujours celui qui entra^ne la meilleure estimation de la concentration. On examine ici les
resultats obtenus en considerant la validation croisee pour l'estimation des parametres. Ceci
est fait uniquement pour les modeles en CAEt. Dans le cas de la validation croisee, le critere
minimise est la RMSE. Le tableau 4.17 presente les valeurs obtenues pour les quatres modeles
de covariance et montre que la RMSE est moins elevee pour le modele NS2. Les parametres
estimes ne sont toutefois pas les me^mes que dans le cas du maximum de vraisemblance. Le
tableau 4.18 montre que dans ce cas le modele NS2 avec les parametres estimes par VC pre-
sente une meilleure performance au niveau des statistiques comparatives. L'estime du volume
et la valeur de  pour le seuil 0.2, ainsi que de la correlation, sont ameliorees par rapport
aux resultats du krigeage avec les parametres estimes par maximum de vraisemblance. Cette
amelioration est egalement visible sur la gure 4.16(a). Le resultat obtenu avec le modele
NS3 est egalement presente a la gure 4.16(b) et montre peu de dierence avec le modele
NS2. Ce resultat est semblable a celui obtenu pour l'exemple 2, ou une verication indiquait
que les parametres estimes par validation croisee produisaient des resultats equivalents pour
les modeles NS2 et NS3.
Tableau 4.16 Exemple 3. Comparaison des resultats pour les dierentes normes d'evalua-
tion. En gris : Les modeles retenus par la procedure de selection pour chaque systeme de
coordonnees. cs : seuil de contamination.
Modele RMSE RAEm RAEvol  r
cs = 0.1 cs = 0.2 cs = 0.1 cs = 0.2
CAEh/NS2 0.1903 0.1375 0.1491 0.4856 0.7006 0.7596 0.8751
CAEh/NS3 0.1775 0.0058 0.1424 0.2233 0.7938 0.8340 0.9020
CAEt/NS2 0.1988 0.1121 0.0360 0.3527 0.6166 0.6402 0.8107
CAEt/NS3 0.2196 0.0243 0.0555 0.0819 0.4739 0.7856 0.8399
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Figure 4.15 Exemple 3. Cartes de concentration krigees. (a) CAEt/NS2, (b) CAEt/NS3, (c)
CAEh/NS2, (d) CAEh/NS3, (e) Concentrations de reference.
Tableau 4.17 Exemple 3. RMSE optimisees pour l'estimation des parametres par validation
croisee
Modele RMSE
CAEt/S1 0.2070
CAEt/NS1 0.2079
CAEt/NS2 0.1745
CAEt/NS3 0.1968
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Tableau 4.18 Exemple 3. Comparaison des resultats pour les dierentes normes d'evaluation
pour le modele CAEt avec les parametres estimes par validation croisee. cs : seuil de
contamination.
Modele RMSE RAEm RAEvol  r
cs = 0:1 cs = 0:2 cs = 0:1 cs = 0:2
CAEt/NS2
V C 0.1745 0.1069 0.0155 0.0401 0.5496 0.7370 0.8578
CAEt/NS3
V C 0.1968 0.0795 0.0315 0.1592 0.5613 0.7559 0.8761
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Figure 4.16 Exemple 3. Cartes de concentration krigees avec les parametres obtenus par
validation croisee. (a) CAEt/NS2, (b) CAEt/NS3, (c) Concentrations de reference.
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4.4 Discussion
Dans cette section, on revient sur les principaux resultats en lien avec les elements metho-
dologiques speciques a l'approche proposee, soit l'utilisation d'une transformation spatiale
basee sur les coordonnees d'ecoulement et la parametrisation du modele de covariance non
stationnaire. On discute egalement de l'estimation des parametres geostatistiques et ainsi que
des gains obtenus sur les estimes de concentration.
4.4.1 Coordonnees d'ecoulement
Les exemples precedents montrent bien l'intere^t d'utiliser une transformation basee sur
les coordonnees d'ecoulement pour le krigeage des valeurs de concentration dans l'eau souter-
raine. Avec un nombre limite d'observations, le recours a une transformation de coordonnees
ameliore considerablement le realisme des cartes interpolees, en permettant que l'anisotropie
propre au phenomene soit mieux prise en compte. Bien que l'ecoulement ne soit jamais connu
de facon aussi detaillee que dans les exemples presentes, les resultats donnent tout de me^me
un apercu des gains potentiels et de la capacite des coordonnees d'ecoulement (autant CAE
que CNE) a capturer l'anisotropie d'un panache en milieu heterogene, tel qu'illustre par les
fonctions de covariance montrees a la gure 4.5.
Un autre objectif vise etait de tester la performance des coordonnees alternatives d'ecou-
lement. Dans un premier temps, l'exemple 1 a permis de montrer que les CAE peuvent e^tre
une alternative viable aux coordonnees naturelles. Etant donnee la ressemblance entre u et
 , montree a la gure 4.2, les resultats obtenus avec ces deux systemes de coordonnees sont
tres similaires. En 2D, u et  sont equivalents si le gradient de u est proportionnel au ux
entrant. Autrement, et c'est le cas dans les exemples proposes, u est une version approxi-
mative de  . Pour cette raison, les resultats ne sont pas identiques, mais neanmoins similaires.
De plus, l'utilisation du temps de parcours comme coordonnee longitudinale a permis de
reproduire les deux doigts du panache de l'exemple 3 sur la carte interpolee. Le temps de
parcours est plus directement aecte par les contrastes de conductivite hydraulique retrouves
le long des lignes de courant. Toutefois, les distances redenies dans l'espace (t; u) peuvent
egalement rapprocher certains points et contribuer a l'estimation de valeurs trop elevees ou
la concentration devrait e^tre nulle. De me^me, les valeurs du temps de parcours sont sensibles
aux eventuelles imprecisions numeriques sur les ux hydrauliques estimes par MEF. De telles
imprecisions pourraient expliquer les dierences importantes entre les valeurs de vraisem-
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blance en CAEt et en CAEh.
L'impact de la precision numerique sur les resultats n'a pas ete verie. A toutes ns
pratiques, on considere que les erreurs numeriques associees aux algorithmes et aux me-
thodes utilisees pour obtenir les coordonnees d'ecoulement (CNE ou CAE) sont negligeables
face a l'incertitude sur le modele d'ecoulement lui-me^me (valeurs de conductivite hydrau-
lique, connectivite des unites hydrogeologiques, conditions frontieres). Pour un cas donne,
ceci pourrait e^tre verie en ayant recours a un grand nombre de realisations du champ de
conductivite hydraulique, de maniere a quantier une partie de l'incertitude sur la transfor-
mation de coordonnees. Il est envisageable que l'erreur numerique puisse avoir un impact
important sur la precision des coordonnees d'ecoulement, par exemple, lorsque l'emprise ho-
rizontale du modele est beaucoup plus importante que son epaisseur (ratio x :z tres eleve).
4.4.2 Modeles de covariance non stationnaires
Tel qu'illustre aux gures 4.6(c) et 4.6(e), l'utilisation d'un modele de covariance station-
naire en coordonnees d'ecoulement ne permet pas de modeliser la diminution des valeurs de
concentration en s'eloignant de la source. Les panaches kriges ont donc tendance a s'etirer
exagerement en raison des parametres estimes. Toutefois, la transformation en coordonnees
d'ecoulement simplie grandement la parametrisation du modele de covariance non station-
naire utilise en evitant d'avoir a modeliser les changements de direction d'anisotropie dans
la matrice de covariance des noyaux gaussiens, i. Le modele de covariance permet quant a
lui faire varier la correlation spatiale (modeles NS1 et NS3) et la variance (modeles NS2 et
NS3) en fonction de la coordonnee longitudinale, et ainsi de modeliser approximativement
les eets de la dispersion.
Les resultats montrent que dans chaque cas ce sont les parametrisations non stationnaires
incluant la diminution de la variance (NS2 et NS3) qui sont considerees signicatives lors
du LRT et qui generent le plus faible AICc. Ces parametrisations sont egalement celles qui
produisent les meilleurs resultats, autant quantitativement que visuellement. Ceci demontre
bien que les parametrisations proposees, me^me en etant relativement simples, ont un impact
positif sur le krigeage de la concentration. De plus, les modeles non stationnaires ameliorent
egalement les resultats du krigeage en coordonnees cartesiennes, du moins au niveau des sta-
tistiques comparatives.
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4.4.3 Estimation des parametres par maximum de vraisemblance
Puisque les parametres des modeles de covariance non stationnaires ne peuvent pas e^tre
estimes par variographie, l'approche est tres dependante de la procedure d'estimation des
parametres utilisee. Tel qu'il a ete mentionne au chapitre 3, les parametres estimes ne sont
pas exempts de biais, en raison de l'ecart par rapport a l'hypothese gaussienne, inherente aux
donnees de concentration, et de l'incertitude sur la moyenne.
En depit de cela, les parametres estimes par maximum de vraisemblance ont produit des
resultats acceptables, a l'exception de certains modeles en coordonnees cartesiennes ou des
parametres ad hoc ont ete employes. Pour le cas 3D, la procedure d'estimation des parametres
et de selection des modeles s'est montree ecace a rejeter les modeles completement aniso-
tropes (a trois portees dierentes) dans un contexte ou le panache de reference est issu d'un
modele de transport qui comporte des dispersivites transversales egales. Dans les exemples
1 et 2, les valeurs du maximum de vraisemblance sont systematiquement plus elevees pour
les modeles en coordonnees d'ecoulement (autant CAEh que CNE) que pour ceux en coor-
donnees cartesiennes (l'exemple 3 ne comprend pas les resultats en coordonnees cartesiennes).
Toutefois, le modele selectionne sur la base du maximum de vraisemblance n'est pas ne-
cessairement le modele le plus performant en ce qui a trait a des statistiques telles que l'erreur
sur la masse ou le volume. De plus, l'exemple 2 montre que les resultats obtenus sont rela-
tivement sensibles aux parametres utilisees. L'exemple 3 semble indiquer que la validation
croisee est plus robuste, possiblement parce que celle-ci est directement basee sur la capacite
du modele a reproduire les observations. Ainsi, les exemples montrent que l'ajustement au-
tomatique des parametres peut e^tre problematique.
4.4.4 Resultats du krigeage
Visuellement, l'approche de krigeage non stationnaire a permis d'ameliorer le realisme
des cartes de concentration interpolees. Ces ameliorations se reetent avant tout dans les
statistiques comparatives liees a la delimitation du panache, telles que le  de Pearson et la
correlation r. L'amelioration est moins systematique dans le cas des statistiques associees a
l'estimation de la masse et du volume de contaminant (RAEm, RAEvol). La statistique de
validation croisee, RMSE, presente de tres legeres diminutions pour les modeles obtenus par
l'approche de krigeage proposee.
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Les fonctions de covariance non stationnaires, combinees a la transformation de coor-
donnees, ont egalement des implications appreciables sur la variance d'estimation. Pour un
modele de covariance stationnaire, il est frequemment reproche a la variance de krigeage de
tenir uniquement compte de la disposition geometrique des donnees. Ceci est toujours vrai
avec le modele non stationnaire dans l'espace des coordonnees d'ecoulement. Par contre, le
fait de parametriser une diminution de la variance en fonction de l'ecoulement produit une
variance d'estimation qui tient compte du processus physique sous-jacent. Sans quelle soit
equivalente aux variances obtenues par modelisation stochastique, la variance d'estimation
obtenue avec les modeles non stationnaires s'en approche par ses nouvelles caracteristiques.
Ces resultats sont interessants, puisque le potentiel pour des residus eleves est plus important
pres de la source (continue) que loin de celle-ci. De plus, la variance d'estimation represente
bien le fait que l'on ne connait pas la position exacte de la source. L'examen des residus
normalises (non presente ici) pour les modeles NS2 et NS3 de l'exemple 1 montre des valeurs
importantes de j cR c
e
j pres de la source, suggerant que la variance de krigeage n'est pas
susamment elevee pour e^tre completement representative des erreurs dans l'estimation des
valeurs elevees retrouvees dans ce secteur, et ce malgre les ameliorations notees. Ailleurs sur
le domaine, les residus normalises etaient compris entre  2.
L'estimation est eectuee par krigeage ordinaire lequel suppose une moyenne (non condi-
tionnelle) constante. Bien qu'une telle moyenne ne soit pas realiste compte tenu du modele
physique, celle-ci a permis d'obtenir des resultats plus probants qu'en ayant recours au kri-
geage avec derive externe avec une moyenne modelisee comme une decroissance lineaire. Un
biais important a ete observe avec cette derive puisqu'elle entraine une surestimation des
concentrations dans la partie amont du domaine, de part et d'autre du panache. Ceci est
du^ au fait que la moyenne locale est plus elevee dans cette zone et que le krigeage tend a
retrouver la valeur de la moyenne loin des donnees. De plus, une derive decroissante peut
eventuellement mener a l'estimation de valeurs de concentration negatives dans la partie
aval du domaine, selon l'ajustement. Le probleme de biais est plus marque pour le modele
stationnaire et en presence de faibles valeurs de portees spatiales. Un biais similaire est ega-
lement present avec une moyenne constante, mais le probleme est de moindre ampleur. Il
demeure que ce choix entra^ne localement une surestimation dans les zones non contaminees,
ce qui pourrait expliquer les resultats parfois incoherents obtenus pour l'estimation de la
masse et du volume. Une moyenne realiste qui tiendrait compte du prol transversal du pa-
nache de contamination ameliorerait possiblement l'estimation. Par contre, la modelisation
(parametrisation) d'une telle moyenne necessiterait vraisemblablement des informations ou
des hypotheses concernant la position et la taille de la source. En cas de specication d'une
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moyenne non representative, on risque toutefois des problemes de biais similaires a ceux evo-
ques precedemment. Le krigeage ordinaire apparait ainsi comme un choix prudent puisque,
pour des points situes en dehors de la portee des observations, celui-ci tend a ramener les
valeurs krigees vers la moyenne (constante) estimee a partir des donnees et du modele de
covariance.
Les parametres qui semblent avoir le plus d'impact sur le panache estime sont les pa-
rametres de portees transversales, tel que le suggere la comparaison entre les resultats du
krigeage pour les modeles NS2 et NS3 aux exemples 1 et 2. Dans les deux cas, la dierence
importante entre les panaches est essentiellement liee au fait que les portees transversales
estimees pour le modele NS3 sont plus faibles que celles estimees pour le modele NS2.
On note qu'une transformation des donnees telle que celle utilisee par Kitanidis et Shen
(1996), dont la transformation logarithmique apparait comme un cas particulier, aurait pu
e^tre utilisee. Ce type de transformation permet d'eviter le krigeage de valeurs negatives et de
tenir compte de l'asymetrie de la distribution de la concentration. Toutefois, ceci peut intro-
duire une dependance aux moments statistiques d'ordres superieurs du logarithme pluto^t que
dans ceux de la variable originale, dans les valeurs retransformees. De plus, celles-ci peuvent
e^tre fortement biaisees si la variance d'estimation de la variable transformee n'est pas par-
faitement estimee (David, 1988; Chiles et Delner, 1999). Cette option est egalement rejetee
pour les raisons evoquees au chapitre precedent au sujet des increments (et de l'estimation
par maximum de vraisemblance restreint), a savoir qu'une transformation pourrait eventuel-
lement contribuer a masquer la structure spatiale postulee dans le modele de covariance non
stationnaire.
Dans le cas des coordonnees alternatives, l'interpolation lineaire utilisee pour estimer u et
v sur l'ensemble du domaine est egalement une source d'imprecision. Toutefois, les resultats
presentes a l'Annexe C montrent que les resultats changent peu pour dierentes densites
de lignes de courant utilisees pour interpoler les coordonnees d'ecoulement a l'interieur du
modele. Finalement, le fait que la proportionnalite des coordonnees u et v avec le ux hy-
draulique puisse varier localement est egalement une source d'imprecision. Globalement, ces
erreurs numeriques sur les coordonnees se traduisent par des erreurs de positionnement des
points dans l'espace, lesquelles peuvent e^tre prise en compte par l'eet de pepite (variabilite
a petite echelle).
Les coordonnees d'ecoulement utilisees dans les exemples presentes dans ce chapitre ont
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ete calculees a partir du modele d'ecoulement de reference. En pratique, le modele utilise est
pluto^t un modele conceptuel qui, selon les donnees disponibles et leur qualite, incorpore les
elements/structures determinants de l'ecoulement. Dans le chapitre suivant, on s'interesse a
l'impact de l'utilisation d'un modele d'ecoulement dierent du modele de reference sur l'es-
timation des parametres et les resultats du krigeage et on propose une methodologie pour
l'integration des donnees hydrogeologiques disponibles.
85
CHAPITRE 5
EXEMPLE D'APPLICATION A UN MODELE D'ECOULEMENT
PARTIELLEMENT CONNU
Dans ce chapitre, pluto^t que d'utiliser directement le modele d'ecoulement de reference,
les coordonnees d'ecoulement sont calculees a partir de modeles conceptuels simplies, les-
quels correspondent a des interpretations dierentes de la geologie. Toutefois, ces modeles
sont d'abord cales sur un nombre restreint de donnees de charge hydraulique. Ainsi, en plus
de donner un apercu de l'ecacite de l'approche dans un contexte ou l'ecoulement est par-
tiellement connu, cet exemple propose une approche d'integration des donnees, applicable
dans des cas reels. Le modele de reference et les modeles conceptuels sont repris de Rivest
et al. (2012b), mais on utilise ici les fonctions de covariance non stationnaires et la procedure
d'estimation des parametres testees au chapitre precedent.
5.1 Description du modele de reference et integration des donnees
Le modele de reference est semblable a celui utilise a l'exemple 1 du chapitre precedent.
Toutefois, il comporte quelques dierences au niveau des parametres d'ecoulement et de
transport. Ces dierences sont resumees au tableau 5.1. De plus, la solution utilisee correspond
a un temps plus eleve (t =48 ans). Les gures 5.1(a) et 5.1(b) presentent respectivement le
champ de conductivite hydraulique et le panache de reference. On dispose de 12 observations
de concentration. A partir de ce modele, on propose deux modeles conceptuels d'ecoulement :
Scenario 1 Aucune information sur la stratigraphie n'est disponible et le modele est com-
pose d'une seule unite hydrogeologique homogene (valeur moyenne des conductivites hydrau-
liques de reference). Les conditions frontieres utilisees exagerent le gradient hydraulique et la
recharge est consideree connue.
Scenario 2 On suppose que des forages ont permis l'interpretation proposee aux gures
5.1(c) et 5.1(d). Ce modele comprend deux unites hydrostratigraphiques de conductivites
hydrauliques K1 =3.210 4 m/s et K2 =3.210 5 m/s, lesquelles sont du me^me ordre de
grandeur que les valeurs moyennes dans chaque unite du modele de reference. Les conditions
frontieres utilisees sont les me^mes que pour le scenario 1.
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Figure 5.1 Modele de reference et modele simplie du scenario 2. (a) Champ de conductivite
hydraulique de reference (log10K), (b) Concentrations de reference, (c) Interpretation a partir
de forages ctifs (illustres par les lignes noires), (d) Modele conceptuel du scenario 2.
Ces modeles conceptuels ne sont pas utilises directement pour le calcul des coordonnees
d'ecoulement. On utilise pluto^t une procedure d'integration des donnees en deux etapes, dont
le but est de caler les modeles d'ecoulement sur des observations de charge hydraulique.
Dans un premier temps, les solutions de charge hydraulique correspondant aux modeles
conceptuels decrits plus haut et des observations de charges hydrauliques prelevees sur le
modele de reference sont utilisees pour produire un estime de la carte de charge en utilisant
l'approche de krigeage avec derive externe proposee par Rivest et al. (2008). Dans cette ap-
proche, la solution numerique de la charge hydraulique associee au modele conceptuel est
utilisee comme derive externe (ou moyenne) dans le systeme de krigeage. Cette etape permet
de produire un estime de la charge hydraulique qui tienne compte a la fois des observations
(de charges) et des caracteristiques du modele conceptuel. Douze donnees de charge hydrau-
lique sont utilisees pour ce krigeage ; celles-ci sont situees le long des < forages > representes
aux gures 5.1(c) et 5.1(d).
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La deuxieme etape consiste a utiliser le champ de charge krige dans un algorithme d'in-
version pour produire un estime du champ de conductivite hydraulique calibre aux obser-
vations de charge. On obtient ensuite le reseau d'ecoulement correspondant par simulation
numerique. L'algorithme d'estimation successive des ux de Pasquier et Marcotte (2006) est
utilise a cette n, tel qu'implemente dans le programme Hydrogeo Inv (Pasquier, 2005). Cette
approche d'inversion, similaire a la methode du modele de comparaison de Ponzini et Lozej
(1982), necessite un estime de la charge hydraulique en tout point du domaine et est donc
particulierement complementaire avec l'approche de krigeage avec derive externe de Rivest
et al. (2008). De plus, l'implementation de ces deux approches a l'aide du me^me logiciel d'ele-
ments nis (COMSOL) facilite les calculs et permet l'utilisation d'un maillage commun pour
le modele conceptuel utilise dans le krigeage et l'inversion. Dans l'algorithme d'estimation
successive des ux, la conductivite hydraulique est obtenue de maniere iterative par la reso-
lution d'une version discrete du probleme de Cauchy sur chaque element ni du domaine, tel
que decrit par l'equation suivante :
Ki+1j = K
i
j 
krhijk2 + i
krh^jk2 + i
(5.1)
ou i est le compteur iteratif, j est l'indice de l'element ni, h^ est le champ de charge hydrau-
lique estime par l'approche de krigeage et i est un facteur d'amortissement decroissant avec
l'iteration i. Les conductivites hydrauliques sont modiees jusqu'a ce que les charges calibrees
reproduisent les charges estimees de maniere satisfaisante. L'algorithme requiert egalement
un champ de conductivite hydraulique initial, pour lequel on utilise les champs de K des
modeles conceptuels decrits dans les scenarios 1 et 2. Lors de l'inversion, on suppose que
toutes les frontieres de type Neumann sont connues, alors que les frontieres de type Dirichlet
sont extraites de la carte de charge hydraulique krigee. L'ensemble de la procedure d'inte-
gration des donnees est illustree a la gure 5.2. Bien que l'etape d'inversion vienne alourdir
quelque peu l'obtention des coordonnees d'ecoulement, l'algorithme utilise pour l'estimation
successive des ux est tres rapide comparativement a d'autres methodes inverses (Pasquier
et Marcotte, 2006).
En appliquant la procedure decrite ci-haut, on obtient donc les reseaux d'ecoulement
correspondant aux deux scenarios envisages, cales a des observations de charge hydraulique
provenant du modele de reference. La gure 5.3 presente les reseaux d'ecoulement du modele
de reference (gure 5.3(a)) et ceux obtenus suite au calage des modeles d'ecoulement des
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Figure 5.2 Schematisation de l'approche d'integration des donnees (tire de Rivest et al.
(2012b)).
scenarios 1 et 2 (gures 5.3(b) et 5.3(c)) 1. On y voit les dierences entre les coordonnees
naturelles estimees pour les scenarios 1 et 2, ainsi qu'avec les coordonnees naturelles de
reference (gure 5.3(a)). Dans le cas du scenario 1 (gure 5.3(b)), la curvilinearite observee
dans les lignes de courant est principalement due a la recharge en provenance de la frontiere
du haut. Pour le scenario 2, l'ecoulement est plus complexe et reproduit partiellement le
retrecissement des tubes de courant observe sur le modele de reference (gure 5.3(c)).
5.2 Selection du modele de covariance
Comme au chapitre precedent, on utilise le maximum de vraisemblance pour l'estimation
des parametres geostatistiques et pour determiner lequel des modeles de covariance candi-
dats semble le mieux adapte aux donnees. Cette procedure est repetee pour les coordonnees
d'ecoulement associees aux deux scenarios proposes, de me^me que pour le modele deni avec
les coordonnees d'ecoulement de reference (comme pour les exemples du chapitre 4). An
d'alleger l'exemple, on se limite ici a la comparaison des resultats obtenus avec les coordon-
nees cartesiennes et avec le systeme de coordonnees naturelles d'ecoulement (h et  ).
Les valeurs du maximum de vraisemblance, la p-value du test de vraisemblance et les
valeurs de l'AICc sont presentees aux tableaux 5.2 a 5.5. Comme pour l'exemple 1, le modele
juge le plus signicatif par le LRT et l'AICc est le modele NS2 (portees xes et variance
decroissante) pour tous les cas consideres (coordonnees cartesiennes, scenarios 1 et 2, modele
1. Il s'agit donc de reseaux d'ecoulement bases sur des conductivites hydrauliques dierentes de celles
illustrees a la gure 5.1, selon le calage eectue par la methode d'estimation successive des ux.
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Tableau 5.1 Parametres du modele synthetique. En gris : les parametres modies par rapport
a ceux de l'exemple 1 du chapitre 4.
Parametre Valeur
Geometrie
Dimensions 400 m  50 m
Taille max. elements 1.25 m
Parametres d'ecoulement
Moyenne geometrique K 5.410 5 m/s
Variance de ln(K) 2.13
Gradient hydraulique moyen 0.00075
Conditions frontieres
h en x = 0 51 m
h en x = 400 50.7 m
qn en y = 50 1.610 8 m/s
qn en y = 0 nul
Parametres de transport
porosite 0.35
Dm 1.34 10 9 m2/s
l, tv 5 m, 0.005 m
(a)
(b)
(c)
Figure 5.3 Reseaux d'ecoulement associes aux dierents modeles (a) Reference, (b) Scenario 1,
(c) Scenario 2. Les reseaux d'ecoulement illustres en (b) et (c) ont ete cales a 12 observations
de charge hydraulique par l'approche d'estimation successive des ux et sont associes a des
conductivites hydrauliques modiees par rapport a celles des modeles conceptuels.
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de reference). Ici encore, les parametres de la plupart des modeles en coordonnees cartesiennes
sont peu realistes.
Tableau 5.2 Maximum de vraisemblance (MV), p-value du test du rapport de vraisemblance
et AICc pour les modeles en coordonnees cartesiennes. k est le nombre de parametres
estimes pour chaque modele.
Modele k MV H0 p-value AICc
CC/S1 3 0.49 - - 10.41
CC/NS1 5 1.70 S1 0.29 18.94
CC/NS2 4 12.08 S1 0.012 8.73
CC/NS3 6 21.64 NS2 0.56 22.65
Tableau 5.3 Scenario 1. Maximum de vraisemblance (MV), p-value du test du rapport
de vraisemblance et AICc pour les modeles en coordonnees naturelles. k est le nombre de
parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
S1 3 0.54 - - 10.24
NS1 5 2.63 S1 0.20 18.07
NS2 4 11.97 S1 0.013 8.75
NS3 6 35.57 NS2 0.34 21.66
Tableau 5.4 Scenario 2. Maximum de vraisemblance (MV), p-value du test du rapport
de vraisemblance et AICc pour les modeles en coordonnees naturelles. k est le nombre de
parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
S1 3 0.52 - - 10.31
NS1 5 3.10 S1 0.17 17.74
NS2 4 17.07 S1 0.01 8.04
NS3 6 51.70 NS2 0.33 20.91
5.3 Estimation de la concentration
Le tableau 5.6 compile les statistiques comparatives obtenues pour chaque scenario. On
se limite ici aux resultats obtenus avec le modele selectionne NS2. Comme dans les exemples
du chapitre 4, l'utilisation des modeles en coordonnees d'ecoulement entra^ne avant tout une
amelioration du maximum de vraisemblance, de RMSE, de  et de r, comparativement aux
resultats du krigeage en coordonnees cartesiennes. Les statistiques lies a l'estimation de la
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Tableau 5.5 Coordonnees issues du modele d'ecoulement de reference. Maximum de
vraisemblance (MV), p-value du test du rapport de vraisemblance et AICc. k est le nombre
de parametres estimes pour chaque modele.
Modele k MV H0 p-value AICc
S1 3 1.84 - - 7.78
NS1 5 3.94 S1 0.47 17.26
NS2 4 50.73 S1 0.01 5.86
NS3 6 74.51 NS2 0.68 20.18
masse et du volume sont moins precises dans le cas des scenarios 1 et 2. Le krigeage qui
utilise les coordonnees issues du modele de reference ne presente pas une performance vrai-
ment superieure a celles des scenarios approximatifs. Les resultats obtenus avec le modele
du scenario 1 semblent indiquer que la modelisation de la recharge provenant de la frontiere
y = 50 m est susante pour ameliorer le krigeage de la concentration. Ce resultat montre
que l'utilisation de modeles d'ecoulement simplies ou approximatifs permet tout de me^me
des gains par rapport au krigeage en coordonnees cartesiennes.
Tel qu'illustre a la gure 5.4, l'utilisation de coordonnees d'ecoulement basees sur des
modeles plus complexes (scenario 2 et modele de reference) a toutefois un impact sur le
realisme des cartes de concentration krigees. En plus de reproduire l'anisotropie induite par
la recharge provenant de la frontiere superieure, la gure 5.4(c) reproduit (plus ou moins
precisement) le retrecissement du panache observe en x = 100 m. La carte associee au
scenario 2 (gure 5.4(c)) apparait comme une version plus lisse de celle obtenue en utilisant
les coordonnees de reference (gure 5.4(d)).
Tableau 5.6 Statistiques comparatives entre les concentrations krigees et de reference. cs :
seuil de contamination.
Modele RMSE RAEm RAEvol  r
cs = 0.01 cs = 0.1 cs = 0.01 cs = 0.1
CC/NS2 0.2580 0.1745 0.1649 0.1009 0.05690 0.5464 0.7698
CNE/NS21 0.2201 0.2830 0.1610 0.1085 0.1366 0.6263 0.8146
CNE/NS22 0.2257 0.2042 0.1336 0.05767 0.3305 0.5527 0.7876
CNE/NS2ref 0.2129 0.1725 0.1400 0.1450 0.2631 0.5372 0.8067
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Figure 5.4 Cartes krigees et de reference. (a) CC/NS2, (b) CNE/NS2 pour le scenario 1, (c)
CNE/NS2 pour le scenario 2, (d) CNE/NS2 en utilisant le reseau d'ecoulement de reference,
(e) Panache de reference.
5.4 Discussion
Le present chapitre illustre la performance de l'approche dans un contexte ou le mo-
dele d'ecoulement utilise pour la transformation de coordonnees est partiellement connu.
L'exemple utilise montre qu'une transformation de coordonnees basee sur un modele sim-
plie peut egalement contribuer a ameliorer les resultats du krigeage. Le modele associe au
scenario 1 (homogene) permet d'inclure l'anisotropie locale engendree par la recharge, ame-
liorant ainsi le resultat par rapport au krigeage en coordonnees cartesiennes. Le scenario 2
comporte une interpretation simpliee des structures presentes dans le modele de reference,
mais permet neanmoins d'introduire un retrecissement dans la largeur du panache du^ a la
presence de structures moins permeables. Par contre, l'amelioration porte avant tout sur l'as-
pect visuel du panache. Comme aux exemples du chapitre precedent, ce sont les statistiques
decrivant la capacite de delimitation du panache (i.e. ) qui montrent une amelioration par
rapport au resultat du krigeage en coordonnees cartesiennes. Il en va autrement pour les
statistiques liees a la quantite de contaminant. L'examen de la gure 5.4 montre que la taille
de la zone de valeurs fortes a tendance a e^tre surestimee sur les cartes employant la trans-
formation de coordonnees, menant a la surestimation des masses et volumes presents. Ceci
etait egalement observe a l'exemple 1 du chapitre precedent, lequel etait tres similaire a celui
presente ici.
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Bien entendu, les deux scenarios presentes ici comportaient une certaine ressemblance
avec le modele de reference. En pratique, si le modele d'ecoulement est loin de representer la
realite, il est fort plausible qu'il n'aide pas a ameliorer l'estimation, voire qu'il y nuise carre-
ment. A titre d'exemple, la carte krigee en coordonnees cartesiennes peut e^tre vue comme un
cas ou l'on aurait specie un modele d'ecoulement homogene et sans recharge, donc peu re-
presentatif. Dans ce cas, la faible connectivite entre les observations situes en x = 50 m et en
x = 150 m peut e^tre vue comme une indication des lacunes du modele conceptuel. L'estima-
tion de faibles parametres de portees longitudinales pourrait egalement e^tre l'indicateur d'un
manque de continuite entre les concentrations observees. Ceci a frequemment ete rencontre
avec les modeles en coordonnees cartesiennes 2. De plus, lorsqu'on compare les parametres de
covariance estimes pour le modele NS2 avec les dierentes coordonnees d'ecoulement (voir
Annexe E), on note que la portee longitudinale augmente avec le niveau d'information (du
scenario 1 au modele de reference). Ceci semble aller de pair avec l'amelioration de la mode-
lisation de la connectivite entre les donnees situees le long de me^mes tubes de courant.
Le calage a des donnees de charge hydraulique peut contribuer a ameliorer la represen-
tativite du modele. Par contre, un reseau d'ecoulement qui s'ecarte fortement de la realite
produira eventuellement des fragments de panache deconnectes les un des autres, indiquant
que le modele conceptuel devrait potentiellement e^tre revise. Dans ce cas, l'approche de
krigeage en coordonnees d'ecoulement peut donc e^tre vue comme un outil de diagnostic per-
mettant d'evaluer la coherence entre le modele conceptuel d'ecoulement et les donnees de
concentration.
La qualite de la transformation depend evidemment de la representativite du modele
d'ecoulement. Or, la validite du modele d'ecoulement est lie a la qualite et la quantite d'in-
formation utilisee et aux hypotheses retenues pour representer le modele (Oreskes et al., 1994).
En general, la representativite du modele peut donc e^tre ponderee par la qualite des travaux
ayant mene a l'elaboration de ce modele. Or, la question de la representativite du modele
d'ecoulement mene a l'utilisation de modeles d'ecoulement multiples dans le but d'incorporer
l'incertitude sur la transformation de coordonnees dans l'analyse. Ceci peut e^tre fait en ayant
recours a des modeles conceptuels lies a des interpretations concurrentes (tels que les sce-
narios 1 et 2), de me^me qu'en utilisant des realisations multiples du champ de conductivite
hydraulique issues de simulations geostatistiques, multipoints, ou de toute autre approche
appropriee. Cette alternative permet d'obtenir une serie de modeles d'ecoulement plausibles,
2. On a souvent eu recours a des parametres de portee ad hoc au chapitre precedent en raison de l'esti-
mation deciente de ces parametres en coordonnees cartesiennes.
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de determiner les systemes de coordonnees d'ecoulement correspondants et de proceder a
plusieurs estimations de la carte de concentration. L'estime nal pourrait e^tre obtenu en
faisant la moyenne arithmetique des concentrations krigees. Dans le cas d'un nombre limite
de modeles conceptuels, une approche permettant de combiner les resultats par Bayesian
Model Averaging (Hoeting et al., 1999) pourrait e^tre envisagee, en s'inspirant des travaux de
Troldborg et al. (2010).
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CHAPITRE 6
CONCLUSION
La faible performance des outils d'interpolation face a l'estimation de la contamination
dans l'eau souterraine rend necessaire le developpement d'approches qui permettent de tenir
compte du modele physique sous-jacent. Certaines approches recentes permettent d'utiliser
un modele d'ecoulement et de transport lors de l'estimation des valeurs de concentration, mais
celles-ci requierent generalement des connaissances precises sur la source (position, taille, in-
tensite) ou sur le modele d'ecoulement (conductivite hydraulique, conditions frontieres). Le
recours a l'approche de Monte Carlo exige des simulations repetees de l'ecoulement et du
transport, ce qui rend ce type de methodes tres cou^teuses en temps de calcul et peut limiter
leur applicabilite dans certains cas.
La methode de krigeage developpee dans cette these prend en compte le modele d'ecou-
lement par l'intermediaire d'un modele de covariance non stationnaire base sur l'utilisation
conjointe d'une transformation de coordonnees et une fonction de covariance comportant une
parametrisation spatialement variable. Dans un premier temps, la transformation en coor-
donnees d'ecoulement permet de tenir compte de l'anisotropie locale induite par l'advection.
En second lieu, le modele de covariance non stationnaire peut e^tre parametrise pour tenir
compte de l'augmentation de la correlation et de la diminution de la variance de la concen-
tration avec la distance de transport, causees par la dispersion. Bien que la modelisation de
l'ecoulement soit requise, l'approche proposee ne necessite pas la modelisation du transport
de contaminant, ce qui reduit le niveau d'information (ou les hypotheses) requis, les eorts de
modelisation et les temps de calcul. Un aspect important de l'approche proposee est qu'elle
ne depend pas d'une connaissance precise de la position de la source, ni de sa taille, ni de
l'historique des emissions de contaminant (release history). De plus, l'applicabilite de la me-
thode n'est pas limitee aux contaminants non reactifs. Finalement, les parametres du modele
de covariance sont estimes par maximum de vraisemblance ce qui permet de selectionner par
LRT, ou par AIC, le modele le mieux adapte aux donnees parmi plusieurs parametrisations
candidates.
Les exemples numeriques d'application montrent que les modeles proposes qui utilisent
conjointement les coordonnees d'ecoulement et les modeles de covariance non stationnaires
expliquent mieux les donnees selon le maximum de vraisemblance. Les cartes de concentra-
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tion obtenues apparaissent nettement plus realistes que celles qui proviennent d'un krigeage
en coordonnees cartesiennes. Ceci est conrme par l'amelioration des statistiques qui de-
crivent la capacite de classication des cartes krigees pour certains seuils de contamination.
Les resultats obtenus pour l'estimation de la masse et du volume de contaminant presentent
des ameliorations moins systematiques lorsque compares au krigeage en coordonnees carte-
siennes qui utilise les modeles de covariance non stationnaires. Toutefois, si l'on compare les
resultats avec l'approche de krigeage conventionnelle (coordonnees cartesiennes et modele
de covariance stationnaire), on note generalement une amelioration de l'ensemble des sta-
tistiques. Aucune des statistiques compilees n'exprime a elle seule la qualite de l'estime. De
bons estimes de la masse ou du volume contamine ne veulent rien dire s'ils ne correspondent
pas a des valeurs de concentration correctement localisees sur la carte. De me^me, une carte
presentant une bonne correlation , bien qu'elle indique la capacite a delimiter le panache,
est peu utile en pratique si elle est associee a un estime completement errone de la masse.
Ainsi, il semble que les resultats issus de l'approche de krigeage proposee montrent en general
un bon compromis pour l'ensemble des statistiques colligees. Le faible nombre de donnees
utilisees dans les exemples synthetiques presentes illustre la capacite de la methode a faire
une meilleure utilisation de l'information disponible, tel qu'illustre plus particulierement par
le cas 3D de l'exemple 2.
Face aux dicultes entourant la specication des fonctions de courant en 3D, la presente
these propose l'utilisation de coordonnees d'ecoulement simpliees (designees coordonnees
alternatives) basees sur les lignes de courant. Les resultats obtenus montrent qu'en depit
des approximations requises et des erreurs numeriques sous-jacentes, ces coordonnees orent
une performance similaire aux coordonnees naturelles d'ecoulement (en 2D) et permettent
des gains face aux coordonnees cartesiennes en 3D. De plus, un exemple utilisant des coor-
donnees analogues aux coordonnees lagrangiennes (utilisation du temps comme coordonnee
longitudinale) montre qu'il est possible de produire une interpolation plus realiste d'un pa-
nache de contamination presentant des < doigts > distincts, sans recours a un echantillonnage
exhaustif. De plus, bien que ceci ne soit pas presente dans les exemples d'application, les co-
ordonnees alternatives proposees, en permettant de s'aranchir de la fonction de courant,
peuvent e^tre utilisees pour des modeles d'ecoulement comportant des puits ou des sources.
En pratique, dans les cas ou la fonction de courant est denie (2D sans puits, ni sources), on
favorise l'utilisation des coordonnees naturelles (h, ) en raison de leur meilleure precision.
Finalement, l'etude presentee au chapitre 5 montre que le recours a des reseaux d'ecoule-
ments simplies, equivalents a une certaine imprecision sur la transformation de coordonnees
utilisee, n'engendre pas des dierences importantes au niveau des statistiques compilees. Evi-
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dement, ceci n'est pas vrai si le modele d'ecoulement est completement errone.
Dans les exemples d'application utilises, les parametres estimes par maximum de vrai-
semblance et les criteres de selection de modeles associes presentent un bilan mitige. D'une
part, les parametres estimes pour les modeles non stationnaires produisent des resultats ac-
ceptables. Les modeles non stationnaires NS2 et NS3 sont systematiquement choisis comme
optimaux. D'autre part, la procedure de selection ne parvient pas a identier le modele (et
les parametres) produisant le meilleur estime en ce qui a trait aux statistiques compilees et
a l'aspect visuel des cartes obtenues. L'optimum de la vraisemblance ne garantit pas neces-
sairement une estimation optimale de la concentration. Bien que ceci n'ait pas ete verie
systematiquement, la validation croisee a semble plus robuste que le maximum de vraisem-
blance pour l'estimation des parametres et la selection de modele. L'absence d'une procedure
able pour l'estimation des parametres peut e^tre problematique dans les applications reelles,
puisqu'on ne pourra eventuellement pas identier le modele le plus performant. Une speci-
cation de parametres ad hoc peut e^tre envisagee an de permettre l'interpolation des donnees
de concentration et la visualisation du panache, mais on veillera alors a interpreter le krigeage
comme un interpolateur deterministe.
Contribution originale
L'approche de krigeage proposee se veut un compromis entre les approches d'interpolation
conventionnelles et celles plus complexes basees sur l'inversion. Elle comporte les elements
novateurs suivants :
{ une transformation de coordonnees basee sur le modele physique de l'ecoulement en
milieu poreux ;
{ l'utilisation conjointe de la classe de fonctions de covariance non stationnaires proposee
par Higdon et al. (1999) et d'une transformation de coordonnees, en vue de faciliter la
parametrisation de la covariance ;
{ des parametrisations simpliees du modele de covariance, basees sur les etudes stochas-
tique du transport de contaminant ;
{ des coordonnees d'ecoulement approximatives basees sur le trajectographie et une re-
presentation en coordonnees locales des frontieres de recharge du modele d'ecoulement.
On note egalement que l'approche developpee peut s'averer un outil interessant pour
evaluer la coherence entre le modele conceptuel d'ecoulement et les donnees de concentra-
tion. Le manque de connectivite entre les observations qui presentent des valeurs elevees de
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concentration peut eventuellement e^tre percu comme un indicateur de la decience du mo-
dele. L'incapacite des methodes d'estimation des parametres a ajuster un modele ayant une
certaine continuite spatiale, illustree par des parametres de portee longitudinale tres faibles,
peut egalement laisser presager une incoherence entre les donnees et le modele d'ecoulement
utilise pour la transformation de coordonnees. Toutefois, cette analyse demeure avant tout
qualitative et doit faire appel au jugement et a l'experience de l'hydrogeologue responsable de
la modelisation. Etant donne qu'elle requiere une quantite d'information relativement faible,
cette approche peut s'averer un outil de visualisation interessant lors des phases prelimi-
naires d'une etude environnementale. Finalement, l'approche permet, par l'intermediaire de
variances d'estimation qui tiennent compte du modele d'ecoulement, de mieux cibler l'im-
plantation de nouveaux forages ou d'un reseau de suivi.
Developpements futurs
En ce qui a trait au modele de covariance, d'autres parametrisations pourraient eventuel-
lement e^tre envisagees. Par exemple, les modeles proposes supposent que la source est situee
completement en amont du modele, tel qu'exprime par la variation des parametres en fonction
de hmax h. En supposant davantage de connaissances sur la position de la source, il pourrait
e^tre possible d'elaborer des parametrisations qui tiennent compte d'une position quelconque
de la source dans le reseau d'ecoulement. De plus, d'autres types de fonctions pourraient e^tre
envisages pour modeliser l'evolution des portees et de la variance sur le domaine. On pense,
par exemple, a l'utilisation de la racine carree de hmax   h pour les fonctions decrivant les
portees (Cirpka et al., 2011b). Cette fonction serait toutefois plus sensible a la localisation
de hmax que la fonction lineaire utilisee. Les portees spatiales pourraient eventuellement e^tre
rattachees a la dispersion (Kitanidis, 1994).
Dans le me^me ordre d'idee, des connaissances liees a la position de la source permet-
trait eventuellement une modelisation plus realiste de la moyenne non conditionnelle de la
concentration et ainsi de minimiser le biais positif engendre par l'utilisation d'une moyenne
constante (et positive) lors du krigeage ordinaire, laquelle n'est pas representative en dehors
du panache. La fonction de densite de probabilite gaussienne est parfois evoquee pour de-
crire la forme d'un panache et celle-ci pourrait servir de base a la denition d'une variable
auxiliaire, laquelle pourrait alors e^tre utilisee dans un krigeage avec derive externe. Toutefois,
en cas d'une mauvaise specication d'une telle fonction, des biais importants sont a prevoir
dans les concentrations estimees. Le recours a une modele de derive plus complexe ramene
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la question de l'estimation des parametres geostatistiques par maximum de vraisemblance
restreint et les doutes quant la capacite de cette methode a identier le modele de covariance
propose.
En ce qui concerne les coordonnees d'ecoulement alternatives, la denition des coordon-
nees u et v devrait idealement e^tre reliee au ux traversant les frontieres de recharge an de
se rapprocher de l'interpretation physique de la fonction de courant et ainsi, de tenir compte
d'une distance plus plausible entre les lignes de courant et assurer que les tubes de courant
representent le me^me debit. Toutefois, ce probleme semble loin d'e^tre trivial en raison de
l'indetermination associee a la denition des fonctions de courant en 3D. Des techniques si-
milaires a celles utilisees pour la representation 2D de surfaces tridimensionnelles pourraient
e^tre utilisees a cette n, avec le ux hydraulique comme critere d'optimisation (voir Levy
et Mallet (1998) et Mallet (2002)). Le recours a des elements nis de type mixte hybride
(Chavent et Robert, 1991) pourrait permettre d'ameliorer la precision des vitesses et ainsi,
le tracage des lignes de courant, tel que dans les travaux de Cirpka et al. (1999a).
L'etablissement d'une procedure plus robuste pour l'estimation des parametres et la selec-
tion des modeles de covariance serait souhaitable. La validation croisee constitue une alterna-
tive et il n'a pas ete verie systematiquement si elle permettait une selection plus robuste des
parametres et du modele. L'absence de tests statistiques pour evaluer le caractere signicatif
des gains lies a l'ajout de parametres au modele de covariance rend toutefois cette methode
moins attrayante. Comme il apparait que les dierences les plus marquees entre les panaches
estimes sont dues aux parametres de portee utilises, on pourrait egalement envisager l'utilisa-
tion de parametres ad hoc permettant de produire des panaches de tailles minimale, maximale
et intermediaire. Les analyses subsequentes pourraient alors tenir compte de cette etendue
de possibilites.
La methode peut e^tre modiee pour inclure l'incertitude sur les coordonnees d'ecoulement
en utilisant plusieurs realisations du reseau d'ecoulement. Ceci permettrait egalement de ve-
rier l'importance relative de l'erreur numerique par rapport a l'incertitude sur le modele
d'ecoulement. L'incertitude liee a des modeles conceptuels multiples pourrait e^tre integree
a l'analyse par Bayesian Model Averaging. Ceci permettrait de tenir compte de conditions
d'ecoulement incertaines, telle que la recharge.
Il pourrait egalement e^tre interessant de tester de l'approche dans des contextes dierents
de ceux presentes aux chapitres quatre et cinq. On pourrait ainsi evaluer sa robustesse face
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a des panaches de contamination produits par des conditions d'ecoulement transitoires, ou
face a des panaches issus d'une source instantanee ou de sources multiples. L'inuence du
nombre de donnees sur la performance de l'approche proposee par rapport a la methode de
krigeage conventionnelle pourrait aussi e^tre exploree.
Globalement, les developpements permettant l'amelioration de la precision des concentra-
tions estimees sont primordiaux, car ils permettraient d'envisager serieusement l'utilisation de
l'approche developpee pour l'estimation des ux de masses et ainsi, de quantier l'attenuation
naturelle sur un site.
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ANNEXE A
ANNEXE A : Exemple simple avec un nombre de donnees variable
On presente ici une etude de cas preliminaire retrouvee dans Rivest et al. (2012b). Cet
exemple simple demontre la capacite de la transformation de coordonnee a tenir compte
d'une anisotropie variable et d'exploiter plus ecacement un nombre limite d'observations.
Il illustre aussi certains inconvenients lies a la transformation de coordonnees.
Un domaine de 100 m  100 m comporte deux zones de conductivite hydraulique die-
rentes, illustrees a la gure A.1(a). Le reseau d'ecoulement est represente a la gure A.1(b).
On simule le deversement d'un contaminant sur la frontiere x = 0 m, lequel produit le pa-
nache montre a la gure A.1(c).
L'ecoulement est considere parfaitement connu et les parametres utilises pour les inter-
polation ont ete estimes par maximum de vraisemblance. Trois scenarios d'echantillonnage
sont utilises :
- 25 donnees localisees aleatoirement ;
- 18 donnees sur une grille reguliere ;
- 8 donnees sur une grille reguliere.
La gure A.2 montre les resultats du krigeage en coordonnees cartesiennes pour les trois
scenarios presentes precedemment. On y voit que ce type de krigeage ne parvient pas a in-
terpoler les valeurs dans la direction pertinente au phenomene. Le modele ajuste produit un
etalement articiel des valeurs de concentrations (gure A.2(a)) ou un panache fragmente
(gure A.2(b)). L'anisotropie utilisee est parallele aux axes, mais on note que l'utilisation
d'un angle d'anisotropie n'a pas permis d'obtenir des resultats vraiment plus acceptables.
La gure A.3 montre quant a elle que les resultats sont considerablement ameliores par
le recours a la transformation en coordonnees naturelles d'ecoulement puisqu'elle permet
d'etendre l'inuence des observations disponibles dans la direction d'ecoulement. Cet exemple
montre que malgre le peu d'observations echantillonnant des valeurs elevees de concentration,
il est possible d'avoir une carte realiste, du moins en ce qui concerne la forme du panache
estime. Les erreurs absolues moyennes obtenues pour les six krigeages sont presentes au ta-
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bleau A.1 et montrent que l'utilisation de la transformation permet d'ameliorer la precision
des cartes krigees.
En depit de l'amelioration obtenue par la transformation de coordonnees, certains ele-
ments problematiques sont retrouves sur les cartes krigees de la gure A.3. Pour le scenario
a huit donnees (gure A.3(c)), bien que la forme du panache soit relativement bien estimee
considerant qu'une seule donnee echantillonne le panache, on remarque que la faible por-
tee dans la direction transversale ne permet pas d'etendre lateralement les valeurs nulles de
concentration. Loin des observations, le krigeage ordinaire retourne la moyenne des observa-
tions et entra^ne l'estimation de valeurs positives dans une zone ou les donnees de concen-
tration environnantes sont pourtant nulles. Ce biais est du^ a la moyenne constante utilisee,
laquelle ne represente pas adequatement le phenomene. L'augmentation de la portee, en aug-
mentant la zone d'inuence des donnees, pourrait ameliorer la reproduction de valeurs nulles
mais entra^nerait egalement un panache trop large.
L'utilisation des coordonnees naturelles d'ecoulement peut egalement donner lieu a des
artefacts d'interpolation, tel que sur la gure A.3(b). Dans ce cas, la donnee situee en (65,50)
produit un etalement articiel du panache dans la zone impermeable. Ceci est du^ a la proxi-
mite de ces points dans l'espace transforme h   .
L'exemple presente illustre donc le potentiel de la transformation en coordonnees d'ecou-
lement, de me^me que d'eventuels points faibles.
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Figure A.1 Modele de reference. (a) Modele et conditions frontieres, (b) Reseau d'ecoulement
de reference avec les equipotentielles en noir et les lignes de courant en rouge, (c) Concentra-
tion de reference
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Figure A.2 Resultats du krigeage en coordonnees cartesiennes avec (a) 25 donnees, (b) 18
donnees, et (c) 8 donnees.
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Figure A.3 Resultats du krigeage en coordonnees naturelles d'ecoulement (a) 25 donnees, (b)
18 donnees, et (c) 8 donnees.
Tableau A.1 Erreur absolue moyenne (MAE) pour le krigeage en coordonnees cartesiennes
(CCK) et le krigeage en coordonnees naturelles d'ecoulement (NCK).
MAE25 MAE18 MAE8
CCK 0.1099 0.1177 0.1263
NCKR 0.0460 0.0721 0.1047
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ANNEXE B
ANNEXE B : Construction des champs de conductivite hydraulique
heterogenes
La gure B.1 illustre la methode utilisee pour construire les champs de conductivite
hydraulique de reference utilises dans les exemples des chapitres 4 et 5.
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1. Définition des structures
2. Assignation d'une grille dense de valeurs de K
3. Krigeage de K
4. Krigeage d'un K de faible amplitude, aléatoire et 
structuré
5. Addition de champs définis en 3. et 4.
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0
50
Figure B.1 Schematisation de la methode utilisee pour construire les champs de conductivite
hydraulique. On note que l'echelle de valeurs est dierente pour les gures 4 et 5.
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ANNEXE C
ANNEXE C : Evaluation sommaire de la sensibilite des resultats au nombre de
lignes de courant utilisees pour obtenir les coordonnees u et v
Comme on l'a vu au chapitre 3, les coordonnees d'ecoulement alternatives transversales
(u et v) sont obtenues a l'aide d'une approche basee sur le tracage des lignes de courant. Une
interpolation lineaire est utilisee pour etendre les valeurs obtenues a partir d'une < grille > de
lignes de courant a l'ensemble des points d'estimation et d'observation requis pour le krigeage.
On s'interesse ici a l'inuence de l'espacement des lignes de courant utilisees sur les resul-
tats de l'exemple 1 du chapitre 4. Le tableau C.1 montre les resultats obtenus pour le modele
CAE/NS2 pour trois densites de lignes de courant correspondant a des lignes espacees de
 = 5 m,  = 10 m et  = 25 m. Il est a noter que le cas avec  = 10 m est celui presente
au chapitre 4.
Au tableau C.1, on remarque que les statistiques associees au seuil 0.01 sont tres similaires
pour chaque densite de ligne de courant. Ceci est moins vrai pour celles associees au seuil 0.1.
Ainsi, la precision des coordonnees semble avoir un impact sur la reproduction des valeurs de
concentration plus elevees. La gure C.1 montre globalement une bonne ressemblance entre
les cartes obtenues, en particulier celles ou la coordonnee u a ete calculee avec  = 10 m
et  = 5 m. On note cependant que la carte krigee avec une coordonnees u moins precise
( = 25 m) presente un panache legerement moins large, lequel est toutefois entoure d'un
halo dius de valeurs non-nulles qui est moins prononce sur les autres cartes.
Malgre ces dierences, les resultats montrent tous une amelioration par rapport au kri-
geage en coordonnees cartesiennes (voir tableau 4.6 au chapitre 4).
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Tableau C.1 Exemple 1. Resultats obtenus avec le modele CAEh/NS2, pour dierents espa-
cements des lignes de courant utilisees lors du calcul de la coordonnees u.
n lignes RMSE RAEm RAEvol  r VM
cs =0.01 cs =0.1 cs =0.01 cs =0.1
 = 5 m (91 lignes) 0.2353 0.4333 0.2972 0.4319 0.5566 0.5986 0.7881 283.4805
 = 10 m (46 lignes) 0.2363 0.5058 0.2967 0.3490 0.5425 0.6288 0.7504 219.0056
 = 25 m (19 lignes) 0.2359 0.5094 0.2946 0.6180 0.5257 0.5917 0.8050 224.8098
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50
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0 50 100 150 200 250 300 350 400
0
50
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Figure C.1 Cartes de concentration krigees en coordonnees alternatives d'ecoulement (modele
CAEh/NS2) pour dierentes densites de lignes de courant. (a)  = 5 m, (b)  = 10 m, (c)
 = 25 m.
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ANNEXE D
ANNEXE D : Resultats pour l'exemple 1 avec une conguration de donnees
dierente
On presente ici les resultats obtenus pour l'exemple 1 du chapitre 4 en utilisant une con-
guration dierente des observations. On utilise toujours douze observations, toutefois celles-ci
sont reparties sur trois puits au lieu de quatre. Cette nouvelle conguration est illustree a la
gure D.1.
Comme pour le cas a quatre puits, le modele NS2 est celui retenu, et ce pour les deux
systemes de coordonnees (LRT et AICc non-presentes). Le tableau D.1 montre les resultats
obtenus pour tous les modeles, en coordonnees cartesiennes et en coordonnees naturelles
d'ecoulement. Les modeles NS2 et NS3 en coordonnees d'ecoulement montrent une ameliora-
tion par rapport aux modeles en coordonnees cartesiennes pour l'ensemble des statistiques,
exceptee l'erreur sur la masse. Ainsi, malgre certaines dierences avec les resultats obtenus
pour la conguration a quatre puits, la modication de la conguration des donnees n'altere
pas les conclusions formulees pour l'exemple 1.
Tableau D.1 Resultats pour le modele utilise a l'exemple 1 avec une autre conguration des
donnees. cs : seuil de contamination.
Modele RMSE RAEm RAEvol  r
cs = 0.01 cs = 0.1 cs = 0.01 cs = 0.1
CC/S1 0.2685 0.3602 0.6739 0.9358 - 0.2032 0.2567
CC/NS1 0.2757 0.06977 0.4484 0.2101 0.4190 0.4973 0.7143
CC/NS2 0.2780 0.0594 0.4551 0.3246 0.4702 0.3681 0.7018
CC/NS3 0.2610 0.2152 0.5055 0.4205 0.4049 0.3281 0.6666
CNE/S1 0.2581 0.5500 0.3909 0.3269 0.3326 0.4735 0.7383
CNE/NS1 0.2600 0.1512 0.2236 0.06630 0.4468 0.6132 0.8319
CNE/NS2 0.2321 0.3694 0.00808 0.1549 0.5586 0.5760 0.8039
CNE/NS3 0.2377 0.2999 0.2388 0.04348 0.5669 0.6250 0.8389
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Figure D.1 Resultats pour l'exemple 1 avec une conguration dierente des donnees (a)
Concentration de reference, (b) CC/NS2, (c) CNE/NS2
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ANNEXE E
ANNEXE E : Compilation des parametres de covariance utilises dans les
exemples des chapitres 4 et 5
Les parametres presentes aux tableaux suivants ont ete introduits precedemment au cha-
pitre 3. Les parametres de portee ap0 et bp sont denis a l'equation 3.43 et les parametres de
variance 20 et d sont denis a l'equation 3.45. Au tableau E.4, les parametres associes a la
derive externe m0 et m1 sont presentes a l'equation 3.62.
Lors de l'estimation des parametres (par EMV ou par validation croisee), ceux-ci sont
contraints de maniere a e^tre positifs. Des limites superieures ad hoc sont egalement imposees :
1) les portees estimees dans chaque direction sont limitees aux valeurs maximales de chaque
coordonnee, 2) la variance maximale est limitee au double de la variance des observations.
Parametres de l'exemple 1
Tableau E.1 Parametres du modele de covariance non-stationnaire : Exemple 1 - coordonnees
cartesiennes. Coordonnees maximales : xmax = 400 m, ymax = 50 m
Modele ax0 bx ay0 by 
2
0 d
S1 3.08 0 8.45 0 0.059 0
NS1 17.08 0.23 0.20 0.12 0.056 0
NS2 61.86 0 21.99 0 0.13 0.0091
NS3 68.28 0.0063 9.23 0.10 0.13 0.0094
Tableau E.2 Parametres du modele de covariance non-stationnaire : Exemple 1 - coordonnees
naturelles d'ecoulement. Coordonnees maximales : hmax = 0:3 m,  max =6.65810 6 m/s
Modele ah0 bh a 0 b 
2
0 d
S1 0.12 0 4.4810 7 0 0.062 0
NS1 0.30 0.0096 4.8310 7 1.1910 5 0.10 0
NS2 0.20 0 1.0610 6 0 0.13 12.21
NS3 0.29 0 2.0110 8 2.2210 5 0.10 9.97
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Tableau E.3 Parametres du modele de covariance non-stationnaire : Exemple 1 - coordonnees
alternatives d'ecoulement. Coordonnees maximales : hmax = 0:3 m, umax = 200 m
Modele ah0 bh au0 bu 
2
0 d
S1 0.30 0 11.51 0 0.062 0
NS1 0.30 0.013 0 641.28 0.062 0
NS2 0.22 0 25.23 0 0.13 11.74
NS3 0.30 0.0074 7.25 642.26 0.13 12.20
Tableau E.4 Parametres du modele de covariance non-stationnaire : Exemple 1 - coordonnees
naturelles d'ecoulement (avec derive lineaire). Coordonnees maximales : hmax = 0:3 m,
 max =6.65810 6 m/s
Modele ah0 bh a 0 b 
2
0 d m0 m1
S1 0.12 0 1.9010 7 0 0.046 0 0.31 1.35
NS1 0.30 1.3010 8 1.6310 8 2.2210 5 0.052 0 0.30 1.10
NS2 0.14 0 2.2710 7 0 0.07 15.35 0.17 0.67
NS3 0.27 0.10 8.2810 8 1.2310 5 0.081 15.35 0.16 0.59
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Parametres de l'exemple 2
Tableau E.5 Parametres du modele de covariance non-stationnaire : Exemple 2 - coordonnees
cartesiennes). Coordonnees maximales : xmax = 200, ymax = 100 m, ymax = 50 m
Modele ax0 bx ay0 by az0 bz 
2
0 d
S1* 2.82 0 4.19 0 0 0 0.028 0
S1 1.19 0 1.19 0 4.23 0 0.028 0
NS1* 195.10 1.1710 9 1.87 0.24 0.03 0 0 0
NS1 198.55 0.0072 5.22 0.47 3.85 0.231 0.031 0
NS2* 38.88 0 18.03 0 0.00 0 0.059 0.022
NS2 34.08 0 36.89 0 15.89 0 0.059 0.023
NS3* 51.81 0.0024 2.13 0.24 0 0 0.057 0.023
NS3 139.92 1.5910 5 2.27 0.49 1.31 0.243 0.055 0.023
Tableau E.6 Parametres du modele de covariance non-stationnaire : Exemple 2 - coordonnees
alternatives d'ecoulement). Coordonnees maximales : hmax = 0:3 m, umax = 100 m, vmax =
50 m
Modele ah0 bh au0 bu av0 bv 
2
0 d
S1* 0.30 0 4.87 0 0 0 0.028 0
S1 0.081 0 12.59 0 6.89 0 0.029 0
NS1* 0.24 0.22 1.90 166 0 0 0.028 0
NS1 0.20 0.23 0 333.00 0.21 166 0.027 0
NS2* 0.12 0 14.78 0 0 0 0.059 14.84
NS2 0.14 0 28.54 0 13.57 0 0.059 15.17
NS3* 0.095 0 1.95 162.78 0 0 0.057 16.00
NS3 0.096 0 0 323.90 0 151.55 0.053 15.84
Tableau E.7 Parametres du modele de covariance non-stationnaire (Validation-croisee) :
Exemple 2 - coordonnees alternatives d'ecoulement). Coordonnees maximales : hmax = 0:3
m, umax = 100 m, vmax = 50 m
Modele ah0 bh au0 bu av0 bv 
2
0 d
S1* 0.3 0 5.01 0 0 0 0.036 0
NS1* 0.3 0 4.92 105.09 0 0 0.037 0
NS2* 0.3 0 9.40 0 0 0 0.0068 16.00
NS3* 0.28 0.058 8.44 31.60 0 0 0.021 16.00
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Parametres de l'exemple 3
Tableau E.8 Parametres du modele de covariance non-stationnaire : Exemple 3 - coordonnees
naturelles d'ecoulement CAEh. Coordonnees maximales : hmax = 0:3 m, umax = 338 m
Modele ah0 bh au0 bu 
2
0 d
S1 0.3 0 6.51 0 0.05 0
NS1 0.3 0 1.95 960.40 0.052 0
NS2 0.20 0 53.66 0 0.12 10.24
NS3 0.3 0 12.87 643.41 0.10 9.52
Tableau E.9 Parametres du modele de covariance non-stationnaire : Exemple 3 - coordonnees
naturelles d'ecoulement CAEt. Coordonnees maximales :
tmax
1107 = 6346 s/1 107, umax = 338
m
Modele at0 bt au0 bu 
2
0 d
S1 801.78 0 40.44 0 0.063 0
NS1 374.89 0.94 5.33 0.052 0.064 0
NS2 6345.81 0 9.31 0 0.081 0.00073
NS3 1496.83 0 11.80 0.051 0.12 0.00073
Tableau E.10 Parametres du modele de covariance non-stationnaire (Validation-croisee) :
Exemple 3 - coordonnees naturelles d'ecoulement CAEt. Coordonnees maximales :
tmax
1107 =
6346 s/1 107, umax = 338 m
Modele at0 bt au0 bu 
2
0 d
S1 6345.81 0 102.01 0 0.12 0
NS1 4214.41 0.34 82.14 0 3.2410 8 0
NS2 6014.86 0 26.73 0 0.12 0.00073
NS3 1313.09 0.79 15.59 0 0.042 0.00073
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Parametres pour le chapitre 5
Tableau E.11 Parametres du modele de covariance non-stationnaire : Exemple chapitre 5 -
coordonnees cartesiennes. Coordonnees maximales : xmax = 400 m, ymax = 50 m
Modele ax0 bx ay0 by 
2
0 d
S1 3.82 0 17.48 0 0.071 0
NS1 0.003 0.99 8.07 0.10 0.081 0
NS2 57.66 0 19.63 0 0.15 0.0071
NS3 23.34 0.94 2.88 0.12 0.15 0.0061
Tableau E.12 Parametres du modele de covariance non-stationnaire : Exemple chapitre 5 -
coordonnees naturelles d'ecoulement pour le scenario 1. Coordonnees maximales : hmax =
0:3 m,  max =7.94810 6 m/s
Modele ah0 bh a 0 b 
2
0 d
S1 0.06 0 5.5710 7 0 0.067 0
NS1 0.29 0.0297 0 2.6010 5 0.087 0
NS2 0.09 0 1.0310 6 0 0.15 8.99
NS3 0.24 0 0 2.4210 5 0.15 7.97
Tableau E.13 Parametres du modele de covariance non-stationnaire : Exemple chapitre 5 -
coordonnees naturelles d'ecoulement pour le scenario 2. Coordonnees maximales : hmax =
0:3 m,  max =1.04310 5 m/s
Modele ah0 bh a 0 b 
2
0 d
S1 0.09 0 6.8110 7 0 0.068 0
NS1 0.30 5.3910 9 0 3.4610 5 0.074 0
NS2 0.17 0 1.5110 6 0 0.15 9.43
NS3 0.30 7.1610 4 0 2.8910 5 0.15 8.62
Tableau E.14 Parametres du modele de covariance non-stationnaire : Exemple chapitre 5 -
coordonnees naturelles d'ecoulement de reference. Coordonnees maximales : hmax = 0:3 m,
 max =7.39710 6 m/s
Modele ah0 bh a 0 b 
2
0 d
S1 0.30 0 5.7010 7 0 0.067 0
NS1 0.30 2.6510 4 3.4010 7 2.4210 5 0.078 0
NS2 0.30 0 9.4910 7 0 0.15 10.09
NS3 0.29 4.9410 6 7.0010 7 1.0410 5 0.15 9.87
