Abstract. Based on the two problems regarding data mining, this research puts forward a solution using machine learning algorithm. To begin with, large amount of data for the field test results of mobile terminals are used to receive the level signals so as to realize the positioning of the GSM mobile terminals in outdoor scenario. To solve these problems, this work proposes a three-stage positioning algorithm on the basis of support vector machine (SVM) and a k-nearest neighbor method, which largely improves the accuracy and speed of the positioning.
Introduction
Mobile terminals positioning technologies (MTPT) refer to that multiple techniques are used to estimate the information concerning longitude, latitude and heights of moving objects. They have long been used and presently, MTPT have been widely applied in diverse fields such as emergency rescue, military positioning, and the operation optimization of networks. The large location based service demands brings about the generation of MTPT and promotes their development. Besides, the popularity of cellular wireless networks, and the establishment of GPS have greatly accelerated the rapid progress of MTPT. The positioning accuracy has witnessed a significant increase.
However, existing position approaches based on machine learning [1] are expected to be further improved in terms of positioning accuracy and the computational complexity. They fail to cater for the real-time positioning needs of large areas and that using low cost computational equipment [2] . In order to well adapt to the demands in practices, this research aims to greatly increase the accuracy and speed of positioning.
The Description Of Relevant Principles

Naive Bayes Classifier
The process of Naive Bayes classifier consists of three steps: firstly, the training sample sets can be acquired through screening the given amount of sample sets. And then, the categories of all elements in the training sample sets are marked and the features are extracted to obtain the training sample sets. Afterwards, the classifier is trained to effectively conduct statistics of the training sample sets. By doing so, the probability of occurrence for all categories can be attained to further acquire the classifier. As a result, the samples are classified: all samples to be classified are introduced to calculate the likelihood probability, which is maximized and then output as classified results. In most of applications of Naive Bayes classifier, independent frames fail to be built. Although Naive Bayes classifier exhibits poorer performance compared to present machine learning algorithms, it is ease for calculation and application, and has small training data sets. As it presents better performances compared to same machine learning algorithms, it has been widely used in practical engineering.
K-Nearest Neighbor Method
As k-nearest neighbor [3] method shows favorable performance and extends by using a nearest neighbor method, it has long been used in machine learning. Nearest neighbor [4] methods calculate the distance measurement for the eigenvectors of the trained sample points and the sample points to be classified. The sample points with a minimizing distance among both the sample points above mentioned are considered as the classified results of the sample points to be positioned.
When the number of the samples to be trained is infinite, gradient error of the nearest neighbor method is smaller than that of the two-times of error of Naive Bayes classifier; while the error is close to that of Naive Bayes classifier, the nearest neighbor method will exhibit optimal performance in the classification as long as the number of training sets are large enough. However, errors usually occur to the acquisition of training sets in the application, there is a fairly big error in the nearest distance between the samples to be classified and the training sample sets using nearest neighbor method. The nearest distance between the training sample sets and the samples to be classified tends to cause inaccurate classified results. In order to reduce the aforementioned risks, the samples which are nearest to the samples to be classified are opted and the decision is then made through voting. This includes the principle of k-nearest neighbor method which is not a method of directly choosing nearest samples.
The Machine Learning Based GSM Localization 2.3.1 Localization Modeling
The SVM [5] based positioning methods conduct the Rasterizing on the positioned areas. Small rasterized areas abstractly denote the category. Afterwards, large amount of terminals in the positioned area are collected to receive the measured level data on the reports. For positioning mobile terminals, mobile terminals receive the reports for the aforementioned data by means of calculation. Then, the grids of the mobile terminals to be positioned are determined by the measurements of similarity or distances of the measurement reports of receiving levels acquired by dividing the technologies in the grids. Moreover, the problems associated with displacements are determined after being converted into the issues on multi-class classification. The machine learning technology is then used to solve these problems. Fig. 1 illustrates the multi-classification problems solved using an one-versus-rest(OVR) method. There are three types of samples( "A", "〇" and "□") in rectangular coordinates system. The three curves -l1, l2 and l3 represent that three divided curves are acquired using a two-class SVM classifier. In the classification, the eigenvector of sample points is substituted into the functions corresponding to the three curves. Afterwards, they are judged based on the functions.
As the function of the sample points containing only one divided curve in positioned regions ①, ②, and ③ is a positive value, the sample points are easy to be classified. While, the functions for the sample points in the regions ④,⑤, and ⑥ are positive there are two partition curves which corresponds to each other. It is known that the partition function for the large distance between the sample points and the function presents a farther corresponding curve. As the curve is seen as the curve for bigger function value, it is mostly possible to be positive. Besides, three curves in the sample points in the ⑦ region correspond to the negative partition functions. The partition function containing maximal distance function has a nearer corresponding curve. It is most probably the positive partition curves with bigger function values.
Considering the two shortfalls mentioned above and partition functions are usually sorted as the two-class issues, it is uncertain whether partition functions have function value or not. The final classification of the sample points is judged by estimating the partition function. As OVR has insufficient theoretical support, it is not widely applied in practice. Figure 1 . the examples of multi-category classification.
By converting multi-class classification issues into the problems concerning the two-class pairwise classification, those problems are then derived by using a two-class SVM classifier. To fulfill this, two types of sample points in multi-class classification concentration training are selected to constitute two new training sets. Then, SVM is used to solve the partition functions of the two training sets. By repeating above steps, a partition function can be obtained through a subset consisting of any two arbitrary types of sample points in multi-class classification training sets. Assuming there are n types of sample points in multi-class classification training sets, n(n-2)/2 partition functions are obtained. For the classified sample points, the eigenvector of sample points in these partition functions is substituted; in the case of an arbitrary partition function, there is only one score being acquired as, the classified results are determined based on function values in one of the two types of subsets. After determining for n(n-2)/2 times，the type of subsets with most scores will be used as finally classified results. In this case, computational complexity poses a great challenge in solving the problems concerning classification of sample points.
The Acquisition and Pre-processing of Data
Four groups of the data sets measured in a square region with side length of 10 kilometers in a city of China in four time intervals are used as the simulation data sets in this research. Among them, three groups of data measured based on linear measurement, are employed as the data sets to be trained. As results, the positioning data sets of the displacement are acquired. To ensure the reliability of the machine learning based positioning methods, the data sets to be positioned in the fourth group are effectively screened. Then, the field test data sets trained in three former groups are removed in the region where is 10 m around the square, we obtain 1,514, 530 items of data to be positioned and 20, 651, 320 data to be trained. Moreover, the information for the serial numbers of base stations and relevant longitudes and latitudes in the square region with a side length of 10 kilometers are used. After pre-processing the data, the data stored in the data sets are converted as Table 1 and saved in a computer hard disk in a txt file.
For the acquired the positioned data, the adjacent positioning date for the same communication are merged based on different time intervals. In addition, the averages of the latitudes of the multiple adjacent positioning data and received level signals in a same base station are deduced as the new data to be positioned. Given the adjacent positioning data in same communication according to the measurement report present a strong correlation; the data are merged to be further positioned. By doing so, their denoising can be realized and the amount of the positioning data is greatly reduced, which largely increase the speed and accuracy of the positioning. 
The Preliminary Positioning Based on The Latitude of The Base Stations
There is a positive correlation between the computational complexity of SVM based MTPT and the application of machine learning, and the areas of the positioning areas: the larger the areas, the more complex the regression model and the classification. When positioning using MTPT, more decision functions have to be calculated. Hence, the increase of the positioning areas can greatly promote the positioning accuracy of the machine learning algorithm and time complexity in training stage.
Based on the preliminary positioning results of the latitude for the base station -main communities, a square region with the side length of 10 Km is divided into square grids with the side length of 1lm, as demonstrated in Fig. 2 . By conducting positioning on the data sets, the aforementioned grids divided are calculated. Given there is a distance smaller than 500 m between two adjacent base stations in current time zone, the information regarding the those grids with the side length of 1 km are obtained. That is to say, the positioning is performed in the square with a side length of 2 km by taking a square grid with the side length of 1 km as the center. As shown in the Fig. 3 , this region is thus set as the positioning area suitable for the machine learning positioning. 
Secondary Positioning Based on SVM
Two-level grids are divided as demonstrated after determining a square grid with the side length of 2 km in the base stations, as shown in the Fig. 4 . In the implementation of two-class SVM, the first-class SVM is capable of realizing positioning within a 400 range; while the second -class SVM outputs the longitude and latitude data to be positioned in the grid with a range of 100 m. Compared to first-class SVM in positioning, two-class SVM positioning technology exhibits smaller computational complexity. The calculation of SVM in classification involves: the calculations of decision function, the number of the sample points to be classified, and all types of SVM. Suppose the classified information trained using SVM and relevant support vectors have n data, the problems concerning the multi-class classification are solved using the method of pairwise classification. Moreover, the problems for the aforementioned two-class SVMs, including the 25 issues in the first-class SVM and 16 issues in second-class SVM have to be derived based on the decision function as 25*（25-1）/2+16*(16-1)/2=420. Figure 4 . the division of secondary grids based on SVM.
The area of the square grid mainly influences the positioning accuracy of the second-class SVM in practice. The accuracy tends to increase with the decrease of the area of grid divided. This is because the increasing total amount of the classification associated problems leads to the increase in complexity in positioning. Furthermore, the reduction of the side length for the divided grid is likely to cause the decrease of positioning accuracy. When setting the areas of the square grids in the positioning using first-class SVM, the area of the grid in second-class SVM has to be determined in advance. Moreover, the area of square grid when using first -class SVM needs to be chosen after minimizing the total number of the issues on first-and second-class SVMs. Besides, the total computation amount in positioning stage requires being minimum.
The Three-Stage Positioning Based on K-Nearest Neighbor Method
1) The determination of positioning regions. To begin with the secondary position is performed based on SVM, then, longitude and latitude are chosen to be output. Based on the chosen longitude and latitude，the square region with the hundreds of meters in side length is selected. The region is positioned based on a k-nearest neighbor method. Since the SVM based positioning has an error within a range of 100 m, the longitude and latitude of the data to be positioned are used to set a square region with the hundreds of meters in side length based on SVM.
2) The training of positioning model. The positioning technique using a k-nearest neighbor method mainly conducts training concentration on the data for the square with 10 km in side length. Afterwards, the data are merged according to a decreasing order using a method similar to that of aforementioned. Merging the training data is to effectively reduce the time of inner product required by the position using a k-nearest neighbor method. However it is noted found that the larger the chosen merging region, the smaller the finally positioned precision. Therefore, the scope of positioning region scopes needs to be set based on the speed and precision of positioning.
3) The positioning of the samples to be classified. The process at the positioning stage includes as: firstly, the training model is solved on the basis of the region chosen using the k-nearest neighbor method. Second, the training data in the square region are selected to be merged. Considering the merged data are superior to the longitude and latitude in the merged region, the longitude and latitude are sequenced in an increasing order, and which therefore are deduced using the formula. Thirdly, the data to be positioned when using SVM based secondary positioning method are merged. Some similar features and distance measured are calculated to finally acquire the positioned results based on k-nearest neighbor method for three times.
The Analysis of Simulated Results
Simulation is conducted based on the aforementioned description. K is set to 30, the side lengths of the regions to be chosen and to be merged are 300 m and 10 m respectively. The time interval for the data merging ranges from 2 s and 10 s. The simulated results are listed in Table 2 .
As can be seen from Table 2 , with the increase time intervals for the merged and positioned data, the positioning accuracy reaches to the maximum and then gradually decreases with the progress. However, its positioning speed constantly varies with the increasing time intervals for the data merging.
The data sets to be positioned are simulated based on the three-stage positioning methods based on SVM and k-nearest neighbor method. Where the merging time interval for the data sets to be positioned is set to 6 s, the value of K for the positioning using k-nearest neighbor method for three times is set to 30, and the side length of the region for merging the training data is endowed with 10 m. The side lengths of the selected regions for merging the training data using the k-nearest neighbor method for three times are 100 m, 200 m，300 m，400 m and 500 m respectively. The positioning performance is effectively simulated, and the details can be seen in Table 3 .
As illustrated in Table 3 , the ranges of the selected regions for merging the training data using the k-nearest neighbor method for three times increases, the positioning accuracy is improved accordingly while its speed reduces.
The three-stage positioning method based on SVM and k-nearest neighbor methods are applied in simulation to effectively have positioning on data sets: the time for merging the data to be positioned is set to 7 s, and the side lengths of the regions for the data to be merging and to be positioned are 10 m and 300 m respectively. The variation of the simulated positioning accuracy with the change of K values when positioning using k-nearest neighbor method is shown in Table 4 .
As seen from Table 4 , as the value of K increases when positioning for three times using k-nearest neighbor method, the accuracy keeps to be increased until reaches the maximum, afterwards, it decreases gradually. The variation of K values has little influence on the positioning speed.
Based on the analysis, the positioning accuracy and speed of the three-stage positioning method integrating SVM and k-nearest neighbor method proposed in this research is confirmed to be more superior to those positioning using a SVM based method and a k-nearest neighbor method . It provides an efficient, fast scheme for the positioning the GSM mobile terminals in outdoor scenario. 
Conclusion
This paper aims to solve the issues concerning the positioning of the GSM mobile terminals in outdoor scenario and the problems for the predicting microblog's links. Based on the previous literatures, we propose a solution with a preferable performance based on machine learning algorithm. Conventional methods are used to acquire the results with high precision and low computational complexity. In this work, the widely used machine learning algorithms with favorable performances are analyzed. The basic principles, application scopes, advantages, and shortfalls have been investigated. Furthermore, the issues regarding the positioning of the GSM mobile terminals in outdoor scenario are used to simulate two conventional machine learning based methods. On this basis, the authors put forward a two-stage positioning method based on machine learning. The approaches of using pre-processed training data and effectively applying traditional machine learning algorithms can greatly increase the positioning precision with less time.
