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Abstract—A privacy-preserving adversarial network (PPAN)
was recently proposed as an information-theoretical framework
to address the issue of privacy in data sharing. The main idea of
this model was using mutual information as the privacy measure
and adversarial training of two deep neural networks, one as the
mechanism and another as the adversary. The performance of the
PPAN model for the discrete synthetic data, MNIST handwritten
digits, and continuous Gaussian data was evaluated compared to
the analytically optimal trade-off. In this study, we evaluate the
PPAN model for continuous non-Gaussian data where lower and
upper bounds of the privacy-preserving problem are used. These
bounds include the Kraskov (KSG) estimation of entropy and
mutual information that is based on k-th nearest neighbor. In
addition to the synthetic data sets, a practical case for hiding
the actual electricity consumption from smart meter readings is
examined. The results show that for continuous non-Gaussian
data, the PPAN model performs within the determined optimal
ranges and close to the lower bound.
Index Terms—Privacy preserving adversarial network, Adver-
sarial training, Mutual information, Continuous non-Gaussian
attributes, Private attribute.
I. Introduction
In the era of data mining, the explosion of data collection
is enabling the researchers to increasingly learn and develop
sophisticated models on real-life data sets. There are thousands
of research works in many areas including medicine, educa-
tion, electrical power, or business in which data mining tools
are applied to large published data sets. Unfortunately, these
data sets may include private information about individuals.
Therefore, data collection and curation organizations should
sanitize the data before releasing/sharing it. The privacy-
preserving data sharing models aim at generating a released
data Z from an observation W which is a sanitized version of
useful/public attribute Y and at the same time minimizes the
possibility of inferring about the sensitive/private attribute X.
An information-theoretical approach based on distorting
useful data was proposed in [1]–[5] where using the Kullback-
Leibler(KL) divergence, the privacy risk was quantified as
the mutual information between private attribute X and re-
leased/shared data Z. In [1] for the Gaussian attributes, they
used a numerical procedure (a modification of the steepest
descent algorithm) to solve this privacy-distortion trade-off.
The results were compared with the quadratic-Gaussian lower
and upper bounds of mutual information. However, it was
not discussed how including the private attribute in obser-
vation samples —W = (X,Y) compared with W = Y—can
boost performance. In another study [4] using the same
information-theoretical approach, a model including adversar-
ially trained deep neural networks was presented and titled
privacy-preserving adversarial networks(PPAN). The idea of
adversarial training of neural networks was first introduced
in [6]. The PPAN model was applied to both useful data as
observation (W = Y) and full data as observation
(
W = (X,Y)
)
.
The results of the PPAN model for discrete synthetic data,
MNIST handwritten digits, and continuous Gaussian data were
examined and found to be very close to the optimal trade-off
that was derived analytically. However, the performance of
the PPAN model for continuous non-Gaussian data can not
be properly assessed using this framework. The reason could
be this fact that generally there is no closed-form solution
for the privacy-distortion trade-off. In practical applications,
there are several cases (such as those related to smart meters
[5]) where attributes come from a continuous range but with
the non-Gaussian distribution. Therefore, the natural challenge
raised here is that how the PPAN model can be applied and
evaluated in these cases?
In this study, a method for evaluating the PPAN model for
continuous non-Gaussian attributes is provided. In this method,
first a lower and upper bound on the performance of the
PPAN model are determined ; and then the estimated privacy-
distortion of the network is compared with these bounds.
These bounds include the KraskovStgbauerGrassberger (KSG)
estimation of entropy and mutual information [7].
II. Background: Privacy-Distortion Trade off Formulation
Consider private data X ∈ RmX , useful data Y ∈ RmY ,
and observed data W ∈ RmW which are modeled as jointly
distributed random variables by data model PW,X,Y over space
W×X ×Y. The goal of the privacy-distortion trade-off model
is designing a data-sharing mechanism PZ|W to generate re-
leased data Z ∈ RmY that shares minimum information with
private data X while provides maximum utility of useful
data Y . Such a mechanism can be modeled as the following
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optimization problem:
minimize
PZ|W
I(X;Z)
subject to E
[
d (Y,Z)
] ≤ δ (1)
where the leakage is quantified by mutual information I (X;Z)
between released data Z and private attribute X while utility
is inversely quantified as expected distortion d (Y,Z) between
released data Z and useful attribute Y , and parameter δ denotes
the maximum allowed distortion. As it is shown in [4] using
variational lower bound of mutual information [8], for any
conditional distribution QX|Z the mutual information term can
be approximated as follows:
I(X;Z) = H(X) + max
QX|Z
E
[
log QX|Z
(
x|z)] (2)
where H(.) denotes entropy and expectation E[.] is with respect
to PX|Z(x|z) the true distribution over X given Z. Substituting
equation (2) in (1) and dropping constant term H(X) the
privacy-preserving optimization problem (1) can be written as
the following minmax optimization problem:
min
PZ|W
max
QX|Z
E
[
log QX|Z(x|z)
]
+ λ
[
max
(
0,E
[
d (Y,Z)
] − δ)]2 (3)
where λ > 0 is Lagrange/penalty coefficient. It should be noted
that, depending on application, different distortion metrics d(.)
including Pr[Y , Z] and E[‖Y−Z‖2] can be used. The minimax
problem (3) can be interpreted in an adversarial training
context in which the adversary network uses the released
data Z to estimate the posterior QX|Z(x|z) by maximizing the
log-likelihood E[log QX|Z(x|z)] while the releaser(mechanism
network) attempts to prevent that by minimizing this log-
likelihood (See Fig. 1). Following the equation (3), the
mechanism and adversary network are realized as a neural
network(NN) with following loss functions:
LossA = −E
[
log QX|Z(x|z)
]
LossM = λ
[
max
(
0,E
[
d(Y,Z)
] − δ)]2 − LossA (4)
where LossA is the loss function of the adversary network and
LossM is the loss function of the mechanism network.
Fig. 1. Privacy preserving model in an adversarial fashion. Seed noise U is
concatenated to the observed data W and is used to provide randomization
for mechanism network.
In [4] it is assumed that the posterior QX|Z
(
x|z) is Gaussian
with mean µ (Z) and covariance matrix diag
(
σ2(Z)
)
. Applying
this assumption to equation(4) and approximating expectation
E(.) empirically by averaging over n samples (considering the
law of large number), equation (4) can be rewritten as follows:
LossA ≈ −1n
∑
i
log
[
N (xi; µ(zi),Σ(zi))]
LossM ≈ 1n
∑
i
λ
[
max
(
0, d
(
yi, zi
) − δ)]2 − LossA (5)
where N(X; µ,Σ) = exp{ −12 (X−µ)T Σ−1(X−µ)}√
2pi × det(Σ) and Σ is covariance ma-
trix. The model presented in Fig. 1 and includes two neural
networks with loss functions (5) is called Privacy-Preserving
Adversarial Networks (PPAN) model [4]. During the training,
the output of the Mechanism (releaser) and output of Adver-
sary are used to update the parameters of each network. But
after training the model, just the releaser is used.
III. Theoretical Results
To assess the PPAN model for cases where attributes are
continuous, generally, two kinds of attributes, including Gaus-
sian and non-Gaussian, can be considered. The continuous
Gaussian case is discussed in detail and with many examples
in [4]. As it is mentioned in [4], for the continuous Gaussian
attributes the Leakage-Distortion trade-off in equation (1) has a
closed-form solution for both useful data/attribute only, W = Y
and full data, W = (X,Y) cases. More specifically, for the
useful data only (with zero mean X and Y), and full data (with
zero mean and unit variance X and Y) cases the theoretical
leakage are calculated as follows: [4]
Iuse f ul(X;Z) = max
0, 12 log
 11 − ρ2 + ρ2 δ
σ2Y

 (6)
I f ull(X;Z) =

0 δ ≥ ρ2
1
2 log

1
1−

√
ρ2(1 − δ)−
√
(1 − ρ2)δ

2
 δ < ρ
2
(7)
where ρ is correlation coefficient X and Y and σ2Y is the
variance of Y. These theoretical solutions for each distortion
δ are used as the baseline for the Gaussian case. In this case,
after generating the released data Z using the PPAN model, the
actual distortion and the leakage of the network are calculated
using (8).
Distortion =
1
n
∑
i
[yi−zi]2; Leakage = −12 log(1−ρ
2
x,z) (8)
where ρx,z is the correlation coefficient between private at-
tribute X and released data Z while the leakage in equation
(8) is the mutual information of bivariate Gaussian [9].
2
A. Lower and upper bounds on Leakage-Distortion Trade off
For the cases where the private and useful attributes are
not Gaussian, the equations (6) and (7) for theoretical leakage
calculations (baseline) and equation (8) for network leakage
calculation do not hold. Therefore, in this study for non-
Gaussian cases, the amount of network leakage is calculated
using a non-parametric estimation of mutual information.
Moreover, a lower and upper bound for the leakage-distortion
tradeoff is theoretically defined using a non-parametric esti-
mation of entropy and used as a baseline. To this end, the
KraskovStgbauerGrassberger (KSG) estimation of entropy and
mutual information is used. Consider a random sample of size
N from d-dimensional random vector X = (X1, ..., Xd). The
KraskovStgbauerGrassberger (KSG) estimation of differential
entropy Hˆknn(X) based on the k-nearest-neighbor distances can
be stated as follows [7]:
Hˆknn(X) =
d
N
N∑
i=1
log(i) + log cd + ψ(N) − ψ(k) (9)
where i is twice the distance from xi to its k−th neighbor,
ψ(m) = ddm ln(Γ(m)) is digamma function, and cd is the volume
of a unit d-dimensional ball which for the Euclidean norm
cd = pi
d/2
2dΓ(d/2+1) . Considering equation (9) and the expansion of
mutual information as I(X;Z) = H(X) + H(Z) − H(X,Z), the
KSG estimation of I(X;Z) is calculated as follows [7]:
Iˆknn(X;Z) = ψ(N) + ψ(k)− < ψ(nx + 1) + ψ(nz + 1) > (10)
where < . > denotes to averages both over i ∈ [1, ...,N] and
over all realization of random samples, nx(i) is the number of
points x j whose distance from xi is less than (i)/2, nz(i) is
the number of points z j whose distance from zi is less than
(i)/2, and (i) = max{x(i), z(i)}.
In this work, for the non-Gaussian attributes, equations (9)
and (10) are used to assess the PPAN model performance.
To this end, two different kinds of observation including
useful data only, W = (Y,U) and full data, W = (X,Y,U) are
discussed separately at the rest of this study. It should be
noted that all the findings are for the case where attributes
have zero mean.
1) Useful data only: When the private and useful attributes
are not Gaussian, there is no closed form solution for the
optimization problem (1). In this case by considering
R(δ) = min
W=Y,E[(Y−Z)2]≤δ
I(X;Z)
to determine a lower bound for R(δ) we can say:
I(X;Z) = H(X) − H(X|Z) = H(X) − H(X − ρσXZ/σY |Z)
≥ H(X) − H(X − ρσXZ/σY )
≥ H(X) − H(N(0,E[(X − ρσXZ/σY )2]))
= H(X) − 0.5 log
(
2pieE
[
(X − ρσXZ/σY )2
]) (11)
where the first inequality in (11) holds because conditioning
reduces entropy and the second inequality is true since for
a given value of second moment, the zero-mean normal
distribution has maximum entropy. The first term in inequality
(11) is replaced by entropy estimation (9). According to [4]
by considering distortion condition E[(Y − Z)2] ≤ δ, it can
be said that: E[(X − ρσXZ/σY )2] ≤ σ2X(1 − ρ2) + ρ2δσ2X/σ2Y .
Therefore, by considering this fact that mutual information is
non-negative, we have:
R(δ) ≥ max
0, Hˆknn(X) − 0.5 log
2pieσ2X
ρ2 δ
σ2Y
+ (1 − ρ2)



(12)
To find an upper bound for R(δ), following the procedure in
[1], and considering the convexity of mutual information and
mutual information estimation(10) we have:
R(δ) ≤ Iˆknn(X;Y) × (1 − δ
σ2Y
) (13)
Therefore, equations (12) and (13) together form the lower
and upper bounds on the performance of the PPAN model
for the non-Gaussian attributes with useful data as the
observation. For unit variance attributes, at δ = 1 the lower
and upper bounds intersect. While for Gaussian attributes
they intersect at δ = 0.
2) Full data: For the non-Gaussian attributes, similar to
the previous case, there is no closed-form solution for the
optimization problem (1). The upper bound in this case is
similar to (13) but the lower bound for the unit variance at-
tributes would be different. Following the procedure in [4], by
considering the linear minimum mean squared error estimation
of X given Z as Eˆ[X|Z] = E[XZ]Z/E[Z2] and orthogonality rule
in least squares estimation E
[
Eˆ[X|Z](X − Eˆ[X|Z])
]
= 0 we have:
I(X;Z) = H(X) − H(X|Z) = H(X) − H
(
X − Eˆ[X|Z]
∣∣∣∣Z)
≥ H(X) − H
(
X − Eˆ[X|Z]
)
≥ H(X) − H
(
N
(
0,E[(X − Eˆ[X|Z])2]
))
= H(X) − 0.5 log
2pie E[X2] − E2[XZ]E[Z2]

(14)
where similar to (11), the first inequality in (14) holds because
conditioning reduces entropy and the second inequality is true
since, for a given value of the second moment, the zero-mean
normal distribution has maximum entropy. Now to find the
lower bound of R(δ), the minimum of term E2[XZ]/E[Z2]
should be found by considering the distortion condition. To
this end, for unit variance attributes, by considering random
variables X,Y,Z as vectors x,y,z in vector space `2 (and
therefore replacing expectation operator on the product of two
random variables with inner product in `2) we have [4]:
min
E[(Y−Z)2]≤δ
E2[XZ]
E[Z2]
= min
‖y−z‖2≤δ
|< x, z > |2
‖z‖2 (15)
3
By associating iˆ := x, jˆ := 1√
1 − ρ2 (y − ρx), and kˆ :=
z−Pro jS pan(x,y)
‖z−Pro jS pan(x,y)‖ as the unit vectors along orthogonal coordi-
nate axes, and by considering t := z − y = t1 iˆ + t2 jˆ +
t3kˆ, it can be said that x = iˆ, y = ρiˆ +
√
1 − ρ2 jˆ, and
z = (t1 + ρ)iˆ + (t2 +
√
1 − ρ2) jˆ + t3kˆ. Therefore, by substituting
x,y,z in the previous minimization problem, it changes as the
following optimization problem:
min
t21+t
2
2+t
2
3≤δ
 (t1 + ρ)
2
t21 + t
2
2 + t
2
3 + 2t1ρ + 2t2
√
1 − ρ2 + 1
 (16)
It is shown in [4] that when ρ2 ≤ δ, problem (16)
is minimum for t∗1 = −ρ, t∗2 = t∗3 = 0 while for
the case ρ2 > δ the minimum of (16) is attained for
t∗1 = −δρ −
√
δ(1 − δ)(1 − ρ2), t∗2 =
√
δ − (t∗1)2, t∗3 = 0. By substi-
tuting the t∗1, t
∗
2, t
∗
3 in (16) we have:
min
E[(Y−Z)2]≤δ
E2[XZ]
E[Z2]
=
0 δ ≥ ρ2( √ρ2(1 − δ) − √(1 − ρ2)δ)2 δ < ρ2 (17)
Therefore, by considering (15) and (17) and entropy estimation
Hˆknn(X) and E[X2] = 1(zero mean unit variance attributes) the
lower bounds of R(δ) for full data case with unit variance
attributes RUVLB(δ) (unit-variance lower bound) is as follows:
RUVLB(δ) =

c δ ≥ ρ2
c − 0.5 log
[
1 −
( √
ρ2(1 − δ) −
√
(1 − ρ2)δ
)2]
δ < ρ2
(18)
where c = Hˆknn(X)−0.5 log(2pie). Since the mutual information
is non-negative we have:
R(δ) ≥ max {0,RUVLB(δ)} (19)
For the non-unit variance attributes, generally, the lower
bounds would be very complicated, however for the case
σ2X = σ
2
Y = σ
2 the approach for finding the lower bound is
exactly similar until arriving to equation (15). Now, to solve
equation (15) (for σ2X = σ
2
Y = σ
2), by associating iˆ := x/σ,
jˆ := 1
σ
√
1 − ρ2 (y − ρx), and kˆ :=
z−Pro jS pan(x,y)
‖z−Pro jS pan(x,y)‖ as the unit vec-
tors along orthogonal coordinate axes and by considering t :=
z−y = t1 iˆ+ t2 jˆ+ t3kˆ, we can say x = σiˆ, y = σρiˆ + σ
√
1 − ρ2 jˆ,
and z = (t1 + σρ)iˆ + (t2 + σ
√
1 − ρ2) jˆ + t3kˆ. By substituting
these x, y, and z in (15), the minimization problem (15)
changes as follows:
min
t21+t
2
2+t
2
3≤δ
 σ
2(t1 + σρ)2
t21 + t
2
2 + t
2
3 + 2t1σρ + 2t2σ
√
1 − ρ2 + σ2
 (20)
By factoring σ2 from numerator and denominator of the
objective function in (20) and the both sides of the distortion
constraint, and then using change of variables as t′1 = t1σ ,
t′2 = t2σ , t
′
3 =
t3
σ
and considering δ′ = δ/σ2 the minimization
problem (20) changes as follows:
min
t′21+t′
2
2+t
′2
3≤δ′
 σ
2(t′1 + ρ)2
t′21 + t′
2
2 + t
′2
3 + 2t
′
1ρ + 2t′2
√
1 − ρ2 + 1
 (21)
which is exactly similar to the minimization problem (16)
except with a σ2 factor at the numerator of the objective
function. Therefore, similar to the (16), when ρ2 ≤ δ′,
problem (21) is minimum for t′∗1 = −ρ, t′∗2 = t′∗3 = 0 while
for the case when ρ2 > δ′ the minimum of (21) is found for
t′∗1 = −δ′ρ −
√
δ′(1 − δ′)(1 − ρ2), t∗2 =
√
δ′ − (t′∗1)2, t′∗3 = 0. Thus,
for the non-unit variance and when σ2X = σ
2
Y = σ
2 we have:
min
E[(Y−Z)2]≤δ
E2[XZ]
E[Z2]
=
0 δ
′ ≥ ρ2
σ2
( √
ρ2(1 − δ′) −
√
(1 − ρ2)δ′
)2
δ′ < ρ2
=
0 δ ≥ σ
2ρ2( √
ρ2(σ2 − δ) −
√
(1 − ρ2)δ
)2
δ < σ2ρ2
(22)
Therefore, by considering (14) and (22) and entropy estimation
Hˆknn(X) and E[X2] = σ2X = σ
2, the lower bounds of R(δ) for
full data case and non-Gaussian attributes with σ2X = σ
2
Y = σ
2
is as follows:
RLB(δ) =

c − 0.5 log(σ2) δ ≥ σ2ρ2
c − 0.5 log
[
σ2 −
( √
ρ2(σ2 − δ) −
√
(1 − ρ2)δ
)2]
δ < σ2ρ2
(23)
Similarly, since mutual information is non-negative we have:
R(δ) ≥ max {0,RLB(δ)} (24)
IV. Examples on performance of PPAN model
In this section, the PPAN model is evaluated for several
cases where useful data Y and private data X are continuous
non-Gaussian. In all the examples, both the Mechanism and
Adversary networks are deep neural network each include two
hidden layers with 16 nodes and rectified linear unit (ReLu)
as the activation function. The data set includes 8000 training
and 4000 test samples where 10% of the training is used as
validation data for tuning hyperparameters including minibatch
size B, penalty coefficient λ, number of steps applied for
training the adversary `, and the width of seed noise mnoise.
In the following examples, the seed noise U is generated
from independent and identically distributed (i.i.d.) samples
according to a uniform distribution on the interval[0, 1].
A. Continuous non-Gaussian Synthetic Data Set
For this part, three examples are provided where useful data
Y and private data X come from Continuous non-Gaussian
Synthetic Data. As the first example, assume useful data Y and
private data X each come from a Gaussian mixture of three
random variables with 4000 samples from each distribution as:[
X1
Y1
]
∼ N
[00] , [ 1 0.850.85 1 ]
, [X2Y2
]
∼ N
[11] , [ 1.5 0.950.95 1.5 ]
, and
4
[
X3
Y3
]
∼ N
[−1−1] , [ 0.5 0.350.35 0.5 ]
. This example is considered for
two cases including observation based on the useful data, and
observation based on the full data. As the second example, the
private and useful attributes X and Y are multivariate Laplace
distribution with covariance matrix
[
1.2 0.90
0.90 1.2
]
. Finally, in
the third example the private and useful attributes X and Y
are multivariate Uniform on the interval [0, 1] with covariance
matrix
[
1.3 0.95
0.95 1.3
]
. The last two examples are considered for
the case where observation is based on the full data. The results
of applying the PPAN model to these examples are presented
in Fig. 2. From this figure, it can be seen that the results of
PPAN are within the determined bounds close to the lower
bound.
Fig. 2. The results of privacy-distortion trade of for the test data set. (a)
Gaussian mixture for the W = Y where (B, λ, `,mnoise) = (200, 2, 4, 7). (b)
Gaussian mixture for the W = (Y, X) where (B, λ, `,mnoise) = (200, 10, 2, 3).
(c) Multivariate Laplace with (B, λ, `,mnoise) =
(
200, 10, 4, 5
)
. (d) Multivariate
Uniform on the interval [0, 1] with (B, λ, `,mnoise) =
(
200, 10, 2, 5
)
.
B. Continuous non-Gaussian Real Data Set
In this part, the PPAN model is applied to a practical case
where we aim at sharing electricity consumption of several
houses in a certain region with a third party and at the same
time prevent any adversary to estimate the actual pattern of
household consumption out of the shared data. To this end,
the Pecan Street data set which contains hourly electricity
consumption of houses in Texas, Austin is used [10]. In this
example, useful data Y and private data X both are the same as
electricity consumption. The result of using the PPAN model,
in this case, is presented in Fig. 3.
From the provided examples it can be concluded that
similar to the Gaussian case, the PPAN model can be used
for continuous non-Gaussian attributes as well, but with this
Fig. 3. Test results of privacy-distortion trade of for the Pecan Street data set
where (B, λ, `,mnoise) =
(
200, 10, 3, 5
)
.
difference that the assessment of the model is done using
mutual information estimation compared with the provided
lower and upper bounds.
V. Conclusion
In this study, the privacy-preserving adversarial network
(PPAN) was examined for continuous non-Gaussian attributes.
Although the PPAN model showed worked well for the
discrete synthetic data and continuous Gaussian attributes, no
method was provided for assessing this model for continuous
non-Gaussian attributes. In this work, the performance of
the PPAN model was assessed using the KSG estimation
of entropy and mutual information. A lower bound and an
upper bound of the privacy-distortion problem was determined
using entropy and mutual information estimation and the result
of the PPAN was compared with these two bounds. Several
examples based on synthetic data set are provided. In addition,
a practical case related to sharing power consumption of
household (using actual dataset) were examined.The results
showed that the performance of the PPAN for these cases is
within the determined bounds close to the lower bound.
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