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Abstract. The sharp asymptotic constants in L2-Markov inequalities are
given for generalized Jacobi weights. They are expressed in terms of the small-
est positive zeros of Bessel functions of the rst kind and via the equilibrium
measure of the ground set.
1. Introduction
Markov's inequality (see [5, Theorem 4.1.4], [6])
kP 0nkL1[ 1;1]  n2kPnkL1[ 1;1]; deg(Pn)  n
is one of the most fundamental inequalities about polynomials that has also many
applications. There have been many extensions, in particular various weighted
forms (see the books [3] and [8]), but despite those eorts sharp constants in
weighted Markov inequalities have been known only in very special cases.
In a recent breakthrough A.I. Aptekarev, A. Draux, V. A. Kalyagin and D. N.
Tulyakov [2] have established the asymptotically sharp constant for the L2-Markov
inequality with Jacobi weights: if w(x) = (1 + x)(1  x) , ;  >  1, is a Jacobi
weight, then, under the condition j j < 4, we have for polynomials Pn of degree
at most n = 1; 2; : : :
(1.1)Z 1
 1
jP 0n(x)j2w(x)dx
1=2
 (1 + o(1)) 1
2min(;)
n2
Z 1
 1
jPn(x)j2w(x)dx
1=2
;
where o(1) tends to 0 uniformly in Pn as n!1, and where  denotes the smallest
zero of the Bessel function J( 1)=2 of the rst kind. Furthermore, here the constant
1=2min(;) is the best possible, so it gives the asymptotically best constant in the
weighted L2 Markov inequality with Jacobi weights.
About the restriction j   j < 4 they wrote: \The most surprisingly for us is
the appearance of the restriction... At the moment we can not prove or disprove
its necessity, however, we have to admit that this restriction is unavoidable in our
proof strategy". The present paper constitutes an extension of (1.1) to more general
weights. In particular, we shall see that the restriction j   j < 4 above is not
necessary, (1.1) is true for all ;  >  1.
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The  =  special case of (1.1) was given in [1, Theorem 1] and by a dierent
method in [4, Theorems 1.1, 1.3]. The relation of this paper to [1], [2] and [4] is the
following. First of all, Theorem 1 below eliminates the restriction j   j < 4 in
(1.1), thereby completing [2]. Theorem 1 will actually prove a more general result:
it gives the exact asymptotic Markov constant for generalized Jacobi weights on
several intervals. In this case not only the Jacobi exponents, but also the geometry
of the set plays an essential role. If one is interested in only Jacobi weights on [ 1; 1],
then the method of the present paper reduces the general (1.1) (no restriction on
; ), to the  =  special case given in [1] ([4]). Still, the author believes that the
approach given in [2] is important on its own, and without that paper the present
work would not have materialized.
2. The result
Let K = [mj=1[a2j 1; a2j ]  R be a set consisting of nitely many disjoint
intervals. In this paper K is always such a set, and we shall call [a2j 1; a2j ] the
subintervals of K. A weight w (on K) is called a generalized Jacobi weight if it is
of the form
w(t) = h(t)
rY
i=1
jt  iji ;
where i 2 K, i >  1 and h is a positive continuous function on K. Thus, with
every endpoint aj of a subinterval of K there is associated a number (w; aj) >  1
such that, as t! aj , t 2 K, the weight behaves like
w(t)  const  jt  aj j(w;aj);
where the constant is dierent from 0. Note however, that w may have such a
behavior at interior points of K, as well.
We shall be interested in the asymptotically sharp Markov factor M(K;w) in
the inequality
kP 0nkL2(w)  (1 + on(1))M(K;w)n2kPnkL2(w); deg(Pn)  n;
i.e. M(K;w) is the smallest constant for which this inequality holds for all polyno-
mials Pn of degree at most n = 1; 2; : : : with o(1) tending to 0 uniformly in Pn as
n!1. Here, and in what follows,
kfkL2(w) =
Z
K
jf j2w
1=2
:
To state the main result we need some notations (for the corresponding concepts
from potential theory see the book [10]). First of all, the equilibrium measure K
of K has the form (see e.g. [12, (2.4)] and the references there)
dK(t) = !k(t)dt :=
1

Qm 1
j=1 jt  j jqQ2m
j=1 jt  aj j
dt;
where j 2 (a2j ; a2j+1), j = 1; 2; : : : ;m   1 (there is a system of equations which
give these j 's uniquely). With these j we set
(2.1) L(K; aj) = 2
Qm 1
i=1 jai   ij2Q
i 6=j jai   aj j
:
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This number L(K; aj) is the asymptotically best L
1 Markov-factor around the
point aj (with respect to the set K), see [12, Theorem 4.1].
For an  > 0 we shall denote the smallest positive zero of the Bessel function
J( 1)=2 of the rst kind by , see [13]. This smallest zero is increasing with ,
see [13, p. 508].
With these we can state
Theorem 1. Let K be as above, and let w be a generalized Jacobi weight on K.
Then
(2.2) M(K;w) = max
1j2m
L(K; aj)
2(w;aj)
:
When K = [ 1; 1] and w(x) = (1 + x)(1   x) is a Jacobi weight, then
L(K; 1) = L(K; 1) = 1, and (2.2) reduces to
M(K;w) = max(1=2; 1=2) = 1=2min(;);
which is the main result of [2] (with some restrictions on  and ).
3. The proof
Before giving the proof, we shall need to introduce a local version of M(K;w).
Let a be an endpoint of a subinterval of K (i.e. a is one of the aj 's), and let
M(K;w; a) be the smallest number such that for small xed  > 0 the inequality
(3.1) Z
[a ;a+]\K
jPnj2w
!1=2
 (1 + on(1))M(K;w; a)n2kPnkL2(w); deg(Pn)  n;
holds. Note that for small  the integration on the left is either on [a; a+ ] or on
[a   ; a], depending if a is a left-endpoint or a right-endpoint of a subinterval of
K. The existence (and niteness) of M(K;w) and M(K;w; a) follows from Lemma
3 below. Note also that, by Lemma 2 below, on compact subsets of the interior
of K the L2(w)-norm of P 0n is at most Cn times kPnkL2(w), so the n2 factor in
(3.1) appears only around the endpoints aj of subintervals of K. In particular, the
constant M(K;w; a) is independent of  > 0 (but  has to be so small that the
interval [a  ; a+ ] does not contain any other endpoint of K).
Lemma 2. If w is a generalized Jacobi weight and J  K is a closed subinterval
contained in the interior of K, thenZ
J
jP 0nj2w  Cn2
Z
K
jPnj2w; deg(Pn)  n;
where C is independent of Pn and n.
Proof. We may assume that J = [ 1 + ; 1   ] for some  > 0 and that
K contains [ 1; 1]. On [ 1; 1] the weight w is a doubling weight, i.e. for every
subinterval I  [ 1; 1] we haveZ
2I\[ 1;1]
w  C
Z
I
w;
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with some constant C depending only on w, where 2I is the interval I enlarged from
its center by a factor 2. For a doubling weight w we have Bernstein's inequality
(see [7, Theorem 7.3]), i.e.Z 1
 1
j
p
1  x2P 0n(x)j2w(x)dx  Cn2
Z 1
 1
jPn(x)j2w(x)dx  Cn2
Z
K
jPn(x)j2w(x)dx:
Since
p
1  x2  p on J = [ 1 + ; 1  ], the lemma follows.
Lemma 3. If w is a generalized Jacobi weight, thenZ
K
jP 0nj2w  Cn4
Z
K
jPnj2w; deg(Pn)  n;
where C is independent of Pn and n.
Proof. It was proved in [7, Theorem 7.4] that if w is a doubling weight on [ 1; 1],
then the Markov-type inequalityZ 1
 1
jP 0nj2w  Cn4
Z 1
 1
jPnj2w; deg(Pn)  n;
is true. Therefore, there is such an inequality on every subinterval of K (that can
be taken as [ 1; 1]), and the lemma follows.
Lemma 4. If a is an endpoint of a subinterval of K, w1; w2 are generalized Jacobi
weights and (w1; a) = (w2; a), then M(K;w1; a) =M(K;w2; a).
Proof. Suppose, for example, that a is a left-endpoint of a subinterval of K,
and let S = [a; a + ] be a small interval attached to a. Set ~S = [a; a + 2]. The
function w1=w2 is continuous and positive at a and has nitely many zeros on K
each of nite multiplicity (it could also have innite singularities, but that does not
inuence the reasoning below). We may assume  > 0 so small that w1=w2 does
not vanish on ~S. Then for every " > 0 it is easy to construct a polynomial R such
that
 (1  ")w1w2  R2  w1w2 on S,
 0  R2  w1w2 on ~S n S, and
 0  R2  "w1w2 on K n ~S.
If Pn is a polynomial of degree at most n and m is the degree of R, then Hn := PnR
is of degree at most n+m, and for it H 0n = P
0
nR+ PnR
0. Therefore,
(1  ")
Z
S
jP 0nj2w1 
Z
S
jP 0nRj2w2

Z
S
jH 0nj2w2 + 2
Z
S
jH 0njjPnR0jw2 +
Z
S
jPnR0j2w2
=: 1 +2 +3:
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For the rst term we have
1 =
Z
S
jH 0nj2w2  (1 + on(1))M(K;w2; a)2(n+m)4
Z
K
jHnj2w2;
and since Hn = PnR, we get from the properties of R that this is at most
(1 + on(1))M(K;w2; a)
2n4
 Z
~S
jPnj2w1 + "
Z
Kn ~S
jPnj2w1
!
:
For 3 we obtain
3  C1
Z
S
jPnj2w2  C2
Z
S
jPnj2w1:
Now this last estimates, the estimate given for 1 and Holder's inequality yield
2  Cn2
Z
K
jPnj2w1:
As a result,
(3.2)Z
S
jP 0nj2w1 
1
1  " (1 + on(1))M(K;w2; a)
2n4
 Z
~S
jPnj2w1 + "
Z
Kn ~S
jPnj2w1
!
:
Since the sum in the bracket on the right is at most
R
K
jPnj2w1, upon letting "! 0,
we obtain M(K;w1; a) M(K;w2; a). If we reverse the roles of w1 and w2 we can
conclude the lemma.
Lemma 5. Let K = [mj=1[a2j 1; a2j ], and let w be a generalized Jacobi weight.
Then
M(K;w) = max
1j2m
M(K;w; aj):
Proof. It is clear that eachM(K;w; aj) is at mostM(K;w). For the converse, let
Sj = [aj ; aj + ] or Sj = [aj   ; aj ] depending on the parity of j (so that Sj  K),
and let ~Sj = [aj ; aj + 2] resp. ~Sj = [aj   2; aj ]. We may assume  > 0 so small
that the dierent ~Sj 's are disjoint.
It was proved in the preceding proof with w1 = w2 = w (see (3.2)) that if " > 0
and Pn is of degree n, thenZ
Sj
jP 0nj2w 
1
1  " (1 + on(1))M(K;w; aj)
2n4
 Z
~Sj
jPnj2w + "
Z
Kn ~Sj
jPnj2w
!
:
Replace here eachM(K;w; aj) by their maximum, and add the obtained inequalities
together:
2mX
j=1
Z
Sj
jP 0nj2w 
1
1  " (1 + on(1))(1 + 2m")maxj M(K;w; aj)
2n4
Z
K
jPnj2w:
On the other hand, by Lemma 2 we haveZ
Kn[j ~Sj
jP 0nj2w  Cn2
Z
K
jPnj2w;
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and these show thatZ
K
jP 0nj2w 
1 + 2m"
1  " (1 + on(1))maxj M(K;w; aj)
2n4
Z
K
jPnj2w:
Since " > 0 is arbitrary, M(K;w)  maxjM(K;w; aj) follows.
Corollary 6. If w;(x) = (1 + x)
(1  x) , ;  >  1, then
M([ 1; 1]; w; ; 1) = 1
2
; M([ 1; 1]; w; ; 1) = 1
2
:
Proof. By Lemma 4 we have
M([ 1; 1]; w; ; 1) =M([ 1; 1]; w;; 1);
and by Lemma 5 and by the  =  special case of (1.1) (which was also proven in
[1] and in [4])
(3.3) max

M([ 1; 1]; w;; 1);M([ 1; 1]; w;; 1)

=M([ 1; 1]; w;) = 1
2
:
Symmetry gives
M([ 1; 1]; w;; 1) =M([ 1; 1]; w;; 1);
and the rst relation in the corollary follows.
The second one can be proved in the same fashion.
Proposition 7. Let K = [mj=1[a2j 1; a2j ], w a generalized Jacobi weight and let a
be an endpoint of subinterval of K. Furthermore, let v be a Jacobi weight on [ 1; 1]
with (v; 1) = (w; a). Then
M(K;w; a) = L(K; a)M([ 1; 1]; v; 1);
where L(K; a) was dened in (2.1).
Proof. First we verify that
(3.4) M(K;w; a)  L(K; a)M([ 1; 1]; v; 1):
Assume for example, that a is a left-endpoint of a subinterval of K.
By the density theorem for polynomial inverse images (see [11, Section 3] and
the references there) for K there are polynomials TN of degree N , N ! 1, such
that if KN = T
 1
N [ 1; 1] is the complete inverse image of [ 1; 1] under TN , then
KN = [Nk=1Ik, where the Ik's are closed real intervals with disjoint interior such
that TN maps each Ik in a bijective manner onto [ 1; 1], furthermore (for large
N) KN consists of precisely m disjoint intervals: KN = [mj=1[a2j 1;N ; a2j;N ] (i.e.
K and KN consist of the same number of intervals), where, for each j, we have
a2j 1;N = a2j 1 and a

2j;N  a2j , a2j;N ! a2j as N ! 1. By relabelling we
may assume that a 2 I1, and then I1 is the only Ik that contains a (because a
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is an endpoint of a subinterval of K). Thus, K  KN , a is a left-endpoint of a
subinterval of KN , and KN approaches K as N !1. It easily follows that if
!KN (t) =
1

Qm 1
j=1 jt  j;N jqQ2m
j=1 jt  aj;N j
is the density of the equilibrium measure of KN , then, as N !1, j;N ! j , and
so L(KN ; a)! L(K; a) as N !1. In fact, it was proven in [12, Lemma 2.3] that
the 0js are C
1 functions of the endpoints of the subintervals of K. This !KN has
another representation, see e.g. [12, (3.8)]:
!KN (t) =
jT 0N (t)j
N
p
1  T 2N (t)
:
From these two forms and from jTN (a)j = 1 it follows (let multiply through bypjt  aj and let t! a) that
(3.5) jT 0N (a)j = N22
Qm 1
j=1 ja  j;N j2Q
aj;N 6=a ja  a

j;N j
= N2L(KN ; a):
Let " > 0 be xed, and choose and x an N for which
(3.6) L(K; a)  (1 + ")L(KN ; a):
Since a is mapped by TN into 1, we may assume that TN (a) =  1 (otherwise
consider  TN (t) instead of TN (t)). By Lemma 4 we may also assume that
(3.7) w(t) = v(TN (t))jT 0N (t)j
on K. Indeed, v(TN (t))jT 0N (t)j is a generalized Jacobi weight, and since T 0N (x) 6= 0
at the endpoints of the subintervals of KN = T
 1
N [ 1; 1], we have (the rst equality
is by assumption)
(w; a) = (v; 1) = (v(TN ); a)) = (v(TN )jT 0N j; a)):
The weight function (3.7) is also dened on the larger set KN , so we can also use
it there.
Let S = [a; a+ ]  K, which we assume so small that
(3.8)
1
1 + "
 jT
0
N (t)j
jT 0N (a)j
 1 + "; t 2 S;
and set ~S = [a; a + 2]. Then TN (S) is a closed subinterval of [ 1; 1] containing
 1. Recall that a 2 I1 is a left-endpoint of I1 and then we may assume  > 0 so
small that ~S lies in the left-haft of I1. Then all Ik, k > 1 are of positive distance
from ~S because there is no other Ik attached to the left of I1 since a is an endpoint
of a subinterval of KN .
Choose, for suciently large n, polynomials Q"n of degree at most "n such that
with some q < 1 (that depends on " > 0, K and  but not on n)
 1  qn  Q"n  1 on S,
 0  Q"n  1 on ~S n S, and
 0  Q"n  qn on K n ~S.
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The existence of such polynomials is well known, below we shall see a more involved
form, which we shall sketch in the Appendix.
If we apply the classical Markov inequality on S toQ"n 1 and on the subintervals
of K n ~S to Q"n, then it follows that on S [ (K n ~S)
(3.9) jQ0"nj  Cn2qn
(where C may depend on KN and ).
By the denition of
(3.10) M :=M([ 1; 1]; v; 1)
there are polynomials Rn of degree at most n, n!1, such thatZ
TN (S)
jR0nj2v  (1  on(1))M2n4
Z 1
 1
jRnj2v:
Consider now Pn = Rn(TN )Q"n, which is a polynomial of degree at most n(N + ").
The preceding line can be rewritten asZ
S
jR0n(TN )j2v(TN )jT 0N j  (1  on(1))M2n4
Z
Ik
jRn(TN )j2v(TN )jT 0N j;
where Ik is any of the N subintervals introduced above that form T
 1
N [ 1; 1]. Since
w = v(TN )jT 0N j, we can rewrite this as
(3.11)
Z
S
jR0n(TN )j2w  (1  on(1))M2n4
Z
Ik
jRn(TN )j2w:
When k = 1 Z
I1
jRn(TN )Q"nj2w 
Z
I1
jRn(TN )j2w;
but for k = 2; : : : ; N we can write in view of the properties of Q"nZ
Ik
jRn(TN )Q"nj2w  q2n
Z
Ik
jRn(TN )j2w;
and here all the integralsZ
Ik
jRn(TN )j2w =
Z 1
 1
jRnj2v; k = 1; 2; : : : ; N
are the same. Thus (add the preceding inequalities together),Z
KN
jRn(TN )Q"nj2w  (1 +Nq2n)
Z
I1
jRn(TN )j2w;
i.e. in view of (3.11) and K  KN ,
(3.12)
Z
S
jR0n(TN )j2w  (1  on(1))M2n4
1
1 +Nq2n
Z
K
jPnj2w:
Since (Rn(TN ))
0 = R0n(TN )jT 0N j, on the left (cf. (3.8))Z
S
jR0n(TN )j2w 
(1 + ")2
jT 0N (a)j2
Z
S
j(Rn(TN ))0j2w
 (1 + ")
2
jT 0N (a)j2(1  qn)2
Z
S
j(Rn(TN ))0Q"nj2w;
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so we haveZ
S
j(Rn(TN ))0Q"nj2w
1=2
 (1  on(1))(1  q
n)
(1 + ")(1 +Nq2n)1=2
Mn2jT 0N (a)j
Z
K
jPnj2w
1=2
;
where (see (3.5) and (3.6))
n2jT 0N (a)j = n2N2L(KN ; a)  (deg(Pn))2

N
(N + ")
2
L(KN ; a)
 (deg(Pn))2

N
(N + ")
2
1
(1 + ")
L(K; a):
Now (Rn(TN ))
0Q"n = P 0n   (Rn(TN ))Q0"n, soZ
S
j(Rn(TN ))0Q"nj2w
1=2

Z
S
jP 0nj2w
1=2
+
Z
S
jRn(TN )Q0"nj2w
1=2
;
and here the last term is (see (3.9))
 C q
nn2
1  qn
Z
S
jRn(TN )Q"nj2w
1=2
 C q
nn2
1  qn
Z
K
jPnj2w
1=2
= on(1)
Z
K
jPnj2w
1=2
:
From all these it follows that for innitely many degrees deg(Pn) (namely for
those that give the degree of Pn = Rn(TN )Q"n)Z
S
jP 0nj2w
1=2
 1  on(1)
(1 + ")2

N
(N + ")
2
ML(K; a)(deg(Pn))
2
Z
K
jPnj2w
1=2
;
and since here " > 0 is arbitrary, (3.4) follows (see (3.10) for the denition of M).
To prove the converse
(3.13) M(K;w; a)  L(K; a)M([ 1; 1]; v; 1);
we use again polynomial inverse images KN = T
 1
N [ 1; 1] = [Nk=1Ik, but this time
with KN = [mj=1[a2j 1;N ; a2j;N ], a2j 1;N = a2j 1 and a2j;N  a2j , a2j;N ! a2j as
N !1, i.e. now KN  K (this is possible, see [11, Section 3]). Otherwise we keep
the notations from the preceding proof. The point a is again a left-endpoint of a
subinterval of K and KN , KN approaches K as N !1, and L(KN ; a)! L(K; a)
as N !1. Recall that by the denition of the intervals Ik, the mapping TN : Ik !
[ 1; 1] is a bijection, and we denote its inverse by T 1N;k, which is the k-th branch
of the \inverse" of TN . Let, as before, a 2 I1, and for a t 2 I1 (or for t 2 KN ) let
tk = T
 1
N;k(TN (t)) 2 Ik, where t1 = t. These tk are precisely the solutions (in x) of
the equation TN (x) = TN (t).
In this case v(TN (t))jT 0N (t)j is dened only on KN . If we extend v from [ 1; 1] to
a suciently large interval to a generalized Jacobi weight v, then v(TN (t))jT 0N (t)j
denes a generalized Jacobi weight w on all of K such that (the last equation by
the assumption of the proposition)
(w; a) = (v(TN )jT 0N j; a)) = (v(TN ); a)) = (v; 1) = (w; a):
But then, in view of Lemma 4, we may work with w instead of w, i.e. we may
assume again w = v(TN )jT 0N j on all of K (c.f. (3.7)).
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Each tk is a function of t, and if f is an integrable function on KN then we have
for any interval S  I1Z
S
f(tk)w(t)dt =
Z
S
f(T 1N;k(TN (t)))v(TN (t))jT 0N (t)jdt(3.14)
=
Z
TN (S)
f(T 1N;k(u))v(u)du
=
Z
T 1N;k(TN (S))
f(T 1N;k(TN (t)))v(TN (t))jT 0N (t)jdt
=
Z
T 1N;k(TN (S))
f(t)w(t)dt:
Note that the last integral on the right is on a subset of Ik.
Let " > 0 be xed, and choose and x an N for which
(3.15) L(KN ; a)  (1 + ")L(K; a):
We may assume again that TN (a) =  1.
Let S = [a; a+ ] be a subinterval of K, which we assume so small that (3.8) is
true, and set again ~S = [a; a + 2], which (as can be assumed) is contained in the
left-half of the interval I1. Choose, for suciently large n, the polynomials Q"n as
before (3.9), but now we need one more property, so the present Q"n satisfy with
some 0 < q < 1 (that may depend on " > 0, K and  but not on n) the following:
(i): 1  qn  Q"n  1 on S,
(ii): 0  Q"n  1 on ~S n S,
(iii): 0  Q"n  qn on K n ~S, and
(iv): if A is an endpoint of one of the Ik's, A 6= a, then 0  Q"n(x)  qnjx Aj
and jQ0"n(x)j  qnjx Aj on K n ~S.
The existence of such Q"n will be sketched in the Appendix at the end of the paper.
Let Pn be an arbitrary polynomial of degree at most n, and set
P n(t) =
NX
k=1
Pn(tk)Q"n(tk); t 2 KN :
This is a symmetric polynomial of t1; : : : ; tN , hence, by the fundamental theorem of
symmetric polynomials, it is a polynomial of the elementary symmetric polynomials
of t1; : : : ; tN , which can be expressed via the coecients of the equation (in x)
TN (x)   TN (t) = 0. Therefore, P n is a polynomial of TN (see [11, Section 3]):
P n(t) = Vn(TN (t)), where the degree of Vn is at most n(1 + ")=N (because PnQ"n
is of degree at most n(1 + ")). For t 2 S we have
(3.16)
(P n)
0(t) = P 0n(t) + P
0
n(t)(Q"n(t)  1) +
NX
k=2
dPn(tk)
dt
Q"n(tk) +
NX
k=1
Pn(tk)
dQ"n(tk)
dt
:
On S
dtk
dt
=
dT 1N;k(TN (t))
dt
=
T 0N (t)
T 0N (T
 1
N;k(TN (t)))
=
T 0N (t)
T 0N (tk)
:
Now if t 2 S then for k 6= 1 the point tk = T 1N;k(TN (t)) belongs to a one-sided
neighborhood Sk(= T
 1
N;k(TN (S))) of ~ak := T
 1
N;k(TN (a)), which is an endpoint of
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Ik. If ~ak is also an endpoint of a subinterval of KN then jT 0N j is bounded from
below on Sk. However, if ~ak is an interior point of KN , then ~ak belongs to two
intervals Is and then T
0
N has a single zero at ~ak, see [9, Proposition 1.1]. In any
case, the properties of Q"n imply that on S we havedPn(tk)dt Q"n(tk)
 = dPn(tk)dtk dtkdt Q"n(tk)
  C1qnjP 0n(tk)j; 2  k  N;
and (for k = 1 see also (3.9))dQ"n(tk)dt
 = dQ"n(tk)dtk dtkdt
  C1qn; 1  k  N;
with a constant C1 that is independent of n, Pn and 1  k  N (but may depend
on ", KN , N and the  in the denition of S). Now (3.16) yieldsZ
S
jP 0nj2w
1=2

Z
S
j(P n)0j2w
1=2
+ C1q
n
NX
k=1
Z
S
jP 0n(tk)j2w(t)dt
1=2
(3.17)
+ C1q
n
NX
k=1
Z
S
jPn(tk)j2w(t)dt
1=2
=: 1 +2 +3:
In view of (3.14)
(3.18) 3  C1Nqn
Z
K
jPnj2w
1=2
= on(1)
Z
K
jPnj2w
1=2
;
and similarly (using also Lemma 3)
(3.19)
2  C1Nqn
Z
K
jP 0nj2w
1=2
 C2Nqnn2
Z
K
jPnj2w
1=2
= on(1)
Z
K
jPnj2w
1=2
:
Finally, we deal with 1:Z
S
j(P n)0j2w =
Z
S
j(Vn(TN ))0j2w =
Z
S
jV 0n(TN )T 0N j2w
 (1 + ")2jT 0N (a)j2
Z
S
jV 0n(TN )j2w
Since on the right w = v(TN )jT 0nj, it follows thatZ
S
j(P n)0j2w  (1 + ")2jT 0N (a)j2
Z
TN (S)
jV 0nj2v:
If we use the denition ofM([ 1; 1]; v; 1), then the right-hand side can be bounded
as (use also that the degree of Vn is at most n(1 + ")=N)
 (1 + ")2jT 0N (a)j2(1 + on(1))M([ 1; 1]; v; 1)2

n(1 + ")
N
4 Z 1
 1
jVnj2v:
Here (use (3.5) and (3.15))
jT 0N (a)j = N2L(KN ; a)  N2(1 + ")L(K; a);
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so we obtain from the equalityZ 1
 1
jVnj2v =
Z
I1
Vn(TN )v(TN )jT 0N j =
Z
I1
jP n j2w
that
(3.20)
Z
S
j(P n)0j2w  (1+")8(1+on(1))

L(K; a)M([ 1; 1]; v; 1)
2
n4
Z
I1
jP n j2w:
To estimate the right-hand side, we use that on ~S
jP n(t)j  jPn(t)j+ qn
NX
k=2
jPn(tk)j;
while on I1 n ~S
jP n(t)j  qn
NX
k=1
jPn(tk)j:
Therefore, in view of (3.14),Z
I1
jP n j2w
1=2
 (1 + 2Nqn)
Z
K
jPnj2w
1=2
follows.
If we substitute this into (3.20) and take into account (3.17){(3.19), then we can
conclude that
M(K;w; a)  (1 + ")4L(K; a)M([ 1; 1]; v; 1);
and since " > 0 is arbitrary, (3.13) follows.
After these preparations the proof of Theorem 1 is easy. Indeed, by Proposition
7 and Corollary 6 we have for every a = aj , j = 1; : : : ; 2m, the relation
M(K;w; a) = L(K; a)M([ 1; 1]; v; 1) = L(K; a)
2(v; 1)
=
L(K; a)
2(w;a)
;
where v is a Jacobi weight on [ 1; 1] with (v; 1) = (w; a). Now all we need to
do is to apply Lemma 5.
4. Appendix
In this appendix we sketch the construction of the polynomials Q"n in (i){(iv).
Let A < a < b < B and let  > 0 be so small that a    > A, b +  < B.
Let furthermore, 1;    ; r be nitely many points in [A;B] n [a   ; b + ]. It is
sucient to construct polynomials Qm of degree m for all large m such that for
some 0 < q < 1 that is independent of m
(i): 1  qm  Qm  1 on [a; b],
(ii): 0  Qm  1 on [a  ; a] and on [b; b+ ],
(iii): 0  Qm  qm on [A;B] n [a  ; b+ ], and
(iv): for every 1  j  r we have 0  Qm(x)  qmjx   j j and jQ0m(x)j 
qmjx  j j on [A;B] n [a  ; b+ ].
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Let 1; : : : ; s < a    and s+1; : : : ; r > b +  (without loss of generality we
may assume that there is at least one j in both [A; a ) and (b+;B]). For every
 = j , 1  j  s, and for all large m we shall show the existence of a polynomial
Rm of degree at most m such that with some 0 <  < 1 that is independent of m
(i'): 1  m  Rm  1 on [a;B],
(ii'): 0  Rm  1 on [a  ; a],
(iii'): 0  Rm  m on [A; a  ], and
(iv'): 0  Rm(x)  mjx  j2 and jR0m(x)j  qmjx  j2 on [A; a  ],
and for every  = j , s < j  r we construct polynomials Sm of degree at most m
such that
(i"): 1  m  Sm  1 on [A; b],
(ii"): 0  Sm  1 on [b; b+ ],
(iii"): 0  Sm  m on [b+ ;B], and
(iv"): 0  Sm(x)  mjx  j2 and jR0m(x)j  qmjx  j2 on [b+ ;B].
It is clear that if we multiply these R[m=r] (constructed for all  = j , 1  j  s)
and S[m=r] (constructed for all  = j , s+1  j  r), then the product Qm satises
(i){(iv) for all large m with, say, q = 1=2r. Therefore, it is sucient to prove
the existence of Rm and Sm, and since their construction runs parallel, we need to
consider only Rm.
It is sucient to construct Rm of degree at most 2m + 4. In the construction
we may assume (make a shift) that [a  ; a] = [ =2; =2] (i.e. a = =2) and that
A =  B (enlarge A or B if necessary). Let
Rm(x) =
1
m
Z x


1  t
2
B2
m
(t  )3dt
with
m =
Z B


1  t
2
B2
m
(t  )3dt:
Since the m-th power in the integrand is  e 1=2B2 if  1=pm  t  1=pm, it
follows that m  c=
p
m for all large m with some c > 0 that depends only on 
and B (recall that  2 [ B; =2]). Therefore, for x 2 [ B; =2] = [A; a  ] we
have
(4.1) jRm(x)j  B
m
e m
2=4B2 jx  j3  Cpme m2=4B2 jx  j3;
where we used that the integrand is at most
1  (=2)
2
B2
m
jt  j3  e m2=4B2 jx  j3
in absolute value. In a similar manner
(4.2) jR0m(x)j  C
p
me m
2=4B2 jx  j3
on [ B; =2] = [A; a  ].
On [a;B] = [=2; B] we have
1 Rm(x) = 1
m
Z B
x

1  t
2
B2
m 2
(t  )3dt;
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for which we have, as before, the bound
(4.3) j1 Rm(x)j  B
m
e m
2=4B2 jB   j3  Cpme m2=4B2 :
Note also that Rm increases from 0 to 1 on [;B] and decreases from a small
positive number to 0 on [A;] (since there the integrand is negative). Now (i'){
(iv') with, say  = e 
2=10B2 , are easy consequences of these properties and of the
estimates (4.1){(4.3).
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