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Abstract
Many practical tasks in industry, such as automatic inspection or robot vision, often
require scanning of three-dimensional shapes with non-contact techniques. However,
transparent objects, such as those made of glass, still pose difficulties for classical
scanning techniques. The reconstruction of surface geometry for transparent objects
is complicated by the fact that light is transmitted through, refracted and in some
cases reflected by the surface. Current approaches can only deal relatively well
with sub-classes of objects. The algorithms are still very specific and not generally
applicable. Furthermore, many techniques require considerable acquisition effort and
careful calibration.
This thesis proposes a new method of determining the surface shape of trans-
parent objects. The method is based on local surface heating and thermal imaging.
First, the surface of the object is heated with a laser source. A thermal image is
acquired, and pixel coordinates of the heated point are calculated. Then, the 3D co-
ordinates of the surface are computed using triangulation and the initial calibration
of the system. The process is repeated by moving the transparent object to recover
its surface shape. This method is called Scanning From Heating. Considering the
laser beam as a point heating source and the surface of the object locally flat at the
impact zone, the Scanning From Heating method is extended to obtain the surface
normals of the object, in addition to the 3D world coordinates. A scanner prototype
based on Scanning From Heating method has been developed during the thesis.
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1 INTRODUCTION
Many practical tasks in industry, such as automatic inspection or robot vision, often
require the scanning of three-dimensional shapes by use of non-contact techniques.
There is also an increasing demand for three-dimensional(3D) applications such as
object modeling, preservation of historic artifacts, reverse engineering, quality as-
surance, etc., both in research and in the industry. Despite tremendous interest in
object digitization, the acquisition of transparent objects has not received much at-
tention. While the 3D acquisition of opaque surfaces with lambertian reflectance is
a well-studied problem, transparency still pose challenges for acquisition systems.
1.1 Motivation
Transparent objects violate most of the fundamental assumptions made by vision
algorithms. For instance, they cause the projection of a background scene to the im-
age plane to be deformed. Furthermore, this projection can vary from one viewpoint
to the next. Additionally the reflection of light by the surface complicates the recon-
struction process. Figure 1.1 illustrates these facts and presents a transparent glass
object and its reconstruction by an industrial laser scanner: Minolta VI-910 Non
Contact 3D Digitizer. The 3D reconstruction of the object is affected by refractions
and specular reflections and can not be properly obtained.
Different techniques have been developed to deal with these problems. Re-
1
(a) (b)
Figure 1.1: (a) Transparent glass object, (b) 3D reconstruction by Minolta VI-910
Non Contact 3D Digitizer.
searchers studied the deformations of a known background to estimate the surface of
transparent objects. Some analyzed the reflection of light by a transparent surface,
while others used polarization, photometry and many other methods to obtain the
3D geometry of an given transparent object. However, the proposed approaches are
still specialized and targeted at very specific object classes.
On the other hand, the industry is in high demand for in-line 3D quality control of
transparent products. There exist scanners capable of realizing the 3D quality control
of flat panels [3]. For other geometric forms haptic devices are often used. However,
these devices are far too slow to meet the speed requirements for an in-line inspection.
As a consequence, the quality control process is achieved by statistical sampling. For
example, for transparent automotive glasses, one piece in five hundred is sampled and
is scanned using a haptic device. If an error is detected, all the products between two
scanned samples are discarded. This is time and resource consuming. Additionally,
if erroneous products are produced between two faultless samples and sent to the
client, a discontinuity in the car production line can be caused. A non-contact
scanner which has the ability to scan different types of transparent surfaces at high
2
speeds is needed.
1.2 Contribution
This thesis proposes a new solution to 3D scanning of transparent objects. The de-
veloped method, using local surface heating and thermal imaging, achieves scanning
of different transparent materials and type of surfaces.
The working principle of the method is as follows: First, the surface of the object
is heated with a laser source. A thermal image is acquired, and pixel coordinates
of the heated point are calculated. Then, the 3D coordinates of the surface are
computed using triangulation and the initial calibration of the system. The process
is repeated by moving the transparent object to recover its surface shape. This
method is called Scanning From Heating.
Considering the laser beam as a point heating source and the surface of the object
locally flat at the impact zone, the Scanning From Heating method is extended to
obtain the surface normals of the object, in addition to the 3D world coordinates.
The thesis also discusses, a shape from silhouette method and a laser line projec-
tion system based on Scanning From Heating.
A scanner prototype has been designed and realized to demonstrate the efficiency
of the method. Results on several transparent objects are presented.
1.3 Thesis Structure
The thesis is organized as follows: Chapter 2 gives a literature survey on the sub-
ject. First some key 3D acquisition methods are presented and their application to
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transparent objects is discussed. Then the state of the art on transparent object
reconstruction is given.
Chapter 3 presents the theoretical background of the proposed method, and dis-
cusses the absorption of light and the emissivity of materials.
Chapter 4 describes the Scanning from Heating method, discusses the application
of the method on transparent glass objects. It presents the scanner prototype and
the experimental results. Additionally a line projection application is shown.
Chapter 5 demonstrates the extension of the method to recover surface normals.
Finally, Chapter 6 concludes the thesis.
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2 LITERATURE SURVEY
Three-dimensional acquisition techniques differ in many aspects, including precision,
scanning time and amount of required human interaction. Another central aspect is
the categories of objects that can be scanned by complexity and surface properties.
Table 2.1 presents a taxonomy of object classes based on increasing complexity in
light transport. The light transport models are illustrated in Fig.2.1. While the
3D acquisition of opaque surfaces with lambertian reflectance (class 1 and class 2 in
Table 2.1) is a well-studied problem, transparent, refractive, specular and potentially
dynamic scenes (class 3 to 9 in Table 2.1) pose challenges for acquisition systems.
In the case of transparent objects, the reconstruction of surface geometry is com-
plicated by the fact that light is transmitted through, reflected (Fig.2.1.c), refracted
(Fig.2.1.d), scattered underneath the surface (Fig.2.1.e) and absorbed (Fig.2.1.f),
complicating the 3D reconstruction (These phenomenons are further detailed in the
Appendix B section of the thesis). Tracking refracted scene features might be difficult
due to severe magnification or minimization of the background pattern. Additionally,
if the object is not completely transparent, absorption might change the intensity of
the observed features, complicating feature tracking. In the case of reflections, when
changing the view point, features appear to move on the surface; no surface feature
can be observed directly, and the law of reflection has to be taken into account [1].
This chapter presents a literature survey on methods that have been proposed
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Incoming Light Ray
(a)
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Incoming Light Ray
(b)
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Incoming Light Ray
(c)
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Incoming Light Ray
(d)
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Incoming Light Ray
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(g)
Figure 2.1: Light transport models: (a) Diffuse or near diffuse reflectance , (b)
mixed diffuse and specular reflectance , (c) ideal or near ideal specular reflectance,
(d) ideal or near ideal specular refraction, (e) multiple scattering underneath the
surface, (f) absorption, (g) emission.
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Table 2.1: A taxonomy of object classes based on increasing complexity in light
transport. [1]
Object Type Surface / Volume Type Image Formation
Opaque 1 surface, rough diffuse or near diffuse reflectance
2 surface, glossy mixed diffuse and specular
reflectance
3 surface, smooth ideal or near ideal specular
reflectance
Translucent, 4 surface, sub-surface scattering multiple scattering underneath
the surface
Transparent 5 surface, smooth ideal or near ideal specular
refraction
6 volume, emission / absorption integration along viewing ray
7 volume, single scattering integration along viewing ray
8 volume, multiple scattering full global light transport with
occluders
Inhomogeneous 9 mixed scenes, containing full global light transport
many / all above
to deal with transparent objects. In the following paragraphs, we first briefly re-
call some key non-contact 3D object acquisition techniques such as, time of flight,
laser triangulation, pattern projection, stereo vision and shape from focus. These
techniques are grouped into two sections: active and passive range scanning. We
discuss for each section, the application of the methods to transparent objects. Then
the state of the art in transparent object reconstruction, giving illustrations of the
employed techniques, is presented. Finally, a conclusion on the presented methods
is given.
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2.1 Overview of traditional 3D object acquisition
techniques
Most of the three-dimensional acquisition techniques that have been developed over
the past two decades have focused on opaque objects with lambertian reflectance
properties. A wide range of methods has been proposed, which can be coarsely
divided into active and passive range sensing (Fig.2.2).
Non Contact 
3D AcquisitionTechniques
Passive
Stereo /
Multi-Stereo
Shape from
Focus
Laser 
Triangulation
Pattern 
Projection
Time of 
Flight
Active
Figure 2.2: General regrouping of common non contact 3d acquisition techniques.
[2]
Active range scanning techniques control the lighting in the scene, e.g., by project-
ing patterns of light. Time of Flight, laser projection and structured light projection
systems are some examples of active range scanning. On the other hand, passive
range scanning techniques do not influence the scene lighting. Examples of passive
range sensing include stereo, multi-view stereo and shape from focus.
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2.1.1 Active Range Scanning Techniques
Time of Flight Scanner
Time of Flight Scanner analyzes the distance to a surface by timing the round-trip
time of a pulse of laser light. Figure 2.3 illustrates the working principle of the
method. The speed of light, c, is a known and the round-trip time, 2t, determines
the travel distance of the light, which is twice the distance between the scanner and
the surface. The distance to the scanner, D, is then given by D = ct. The accuracy
of a time of flight scanner is dependent on how precisely it can measure the time.
The laser beam is then swept across the scene to acquire a point cloud. An actual
Time of Flight Scanner can scan up to 50000 points in a second and can have an
extensive range up to 200 meters.
Time of Flight Scanner
D
Laser beam
Target to acquire
t
t
Figure 2.3: Working principle of a Time of Flight Scanner.
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Laser Scanner
Laser scanners are also active scanners that use triangulation to acquire the 3D data.
The method is illustrated in Fig.2.4. The laser dot, the camera and the laser emitter
form a triangle. As the distance between the camera and the laser emitter, d, and the
angle of the laser emitter corner, θ, is known, the angle of the camera corner, β, can
be determined by looking at the location of the laser dot in the cameras field of view.
This allows to fully determine the shape and size of the triangle and respectively the
3D position of the laser dot. In most cases a laser stripe, instead of a single laser
dot, is swept across the object to speed up the acquisition process. Laser scanners
based on triangulation technique have shown to be accurate and cost effective and
there exist many commercially available scanner models.
Figure 2.4: Laser triangulation.
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Pattern Projection
Pattern projection techniques use multiple stripes or patterns projected simultane-
ously on the object, rather than scanning a single laser line or point on the scene
and processing independent range profiles. Figure 2.5 illustrates the technique. The
most popular method is the application of moire principle which uses two precisely
matched pairs of gratings, the projected light is spatially amplitude modulated by
the grating, and the camera grating demodulates the viewed pattern and creates in-
terference fringes whose phases are proportional to range [4]. Other methods propose
the use of a projective pattern and the detection of the same pattern from multiple
views using stereoscopic systems [5]. The sequential projection of encoded patterns
[6] is another commonly used method.
Projector
Figure 2.5: Working principle of pattern projection technique.
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Application to Transparent Objects:
We have presented some key active scanning techniques. A detailed review of the
methods and comparison of commercial available scanners can be found in [7]. Active
range scanning techniques belong to the most accurate object acquisition approaches
known today. However, most of them rely on a clearly detectable pattern of light
being reflected by the objects surface. Consequently, these methods do not yield good
results on transparent, refractive and specular surfaces. Researchers tried different
approaches to improve the efficiency of the methods on these type of surfaces. For
instance, Curless and Levoy [8] analyzed spacetime properties of the acquired 3D
data to correct the artifacts caused by partial reflections. The proposed space-time
analysis improves range scanning results for glossy surfaces (Table 2.1, class 2).
Unfortunately, the efforts did not led to a generally applicable method to recover the
surface of transparent and/or specular objects.
2.1.2 Passive Range Scanning Techniques
Stereo Vision:
Stereo vision is a technique that uses two cameras to measure distances from the
cameras, similar to human depth perception with human eyes. The process uses two
parallel cameras aligned at a known distance of separation. Each camera captures an
image and these images are analyzed for common features. Triangulation is used with
the relative position of these matched pixels in the images as illustrated in Figure 2.6.
Triangulation requires knowledge of the focal length of the camera f , the distance
between the camera bases b, and the center of the images on the image plane c1 and
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c2. Disparity d is the difference between the lateral distances to the feature pixel v2
and v1 on the image plane from their respective centers. Using the concept of similar
triangles, the distance from the cameras D is calculated as D = b.f
d
. Correspondences
between pixels are established by searching through the image and using methods
like correlation or sum of square differences measures to compare local neighborhood.
The raw output of a stereo system is an image of the disparity or, equivalently inverse
range, between images at each pixel. It is also possible to use multiple cameras, also
called multi-view stereo, and to compute image to image correspondences between
image pairs, and to obtain independent depth estimates for each camera viewpoint.
A common 3D model is then obtained fusing all the estimates.
v1 v2
c2  (Camera Center)
b  (Distance between Cameras)
 (Camera Center) c1
Image Plane
f  
Object
D
θ1 θ2
Figure 2.6: Stereo vision triangulation.
Stereo vision is a popular method and there exist many commercially available
stereo vision scanners. However, the accuracy of the method depends on the feature
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detection and matching of the features on both images. Surfaces which do not contain
detectable features can not be properly reconstructed using this method.
Shape from Focus:
The shape from focus method moves the object with respect to the imaging system
and obtains a sequence of images that correspond to different levels of object focus.
Figure 2.7 illustrates the method. The sum-modified-Laplacian (SML) focus operator
is used to measure the relative degree of focus between images. The operator is
applied to the image sequence to obtain a set of focus measures at each image point.
The focus measure values at each point are modeled and interpolated to obtain
accurate depth estimates [9].
f
Object
Image Plane
Focused Plane
Optics
D1
D2
a1
c1d1 c2d2
b1a2 b2
Figure 2.7: Shape from Focus.
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Application to Transparent Objects
We have presented some key passive scanning techniques. A detailed review of the
methods can be found in [10]. Passive range scanning techniques usually make as-
sumptions about the material properties of the scene, the most common being Lam-
bertian surface reflectance and detectable features on the surface. As a consequence
they can not be directly applied to transparent materials. Researches proposed
methods to extend passive range scanning techniques to non-Lambertan surfaces.
For instance, Bhat et al. [11] proposed a multi-view stereo system, using three cam-
eras, to recover the surface shape of specular objects. As specularity is viewpoint
dependent, they have determined trinocular configurations, independent of surface
roughness, such that each scene point is visible to all sensors and at least one stereo
pair produces the correct depth. Nayar et al. [12] also proposed an algorithm for sep-
arating the specular and diffuse components of reflection from images. The method
uses color and polarization, simultaneously, to obtain constraints on the reflection
components at each image point. There exist many other extensions to passive range
scanning techniques but still, none of them proposes a generally applicable method
to specular, transparent or refractive objects.
2.2 State of the Art in Transparent Object Re-
construction
The previous discussions provide a quick overview of the active and passive 3D range
scanning techniques. However, these techniques are designed to obtain the shape of
opaque surfaces and are based on analysis of the diffuse (body) reflection component
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of an object’s surface. Transparent objects, such as those made of glass, still pose
difficulties for these techniques. Researchers have proposed different approaches to
deal with transparent objects:
2.2.1 Structured Light
Laser
Paterns
Transparent 
Object
Camera
Projected Stripes
Figure 2.8: Illustration of structured light setup of Hata et al..
There has been intensive study of the refracted light in transparent objects for
3D surface recovery. Hata et al. [13] used a structured light setup to project stripe
patterns into the object. Considering that the object has one flat side, they placed
it on a plate and observed the distorted patterns by an imaging sensor. Figure 2.8
illustrates their experimental setup. Hata et al. first extracted from the image a 2D
contour of the transparent object. They have generated 3D models from the stripes
inside this contour. They have selected points on the 3D models and considered
them as genes. They employed a genetic algorithm to cross-over and mutate these
genes and to obtain new 3D models. At each step of the genetic algorithm, they have
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compared the new generated models using an error function. They have repeated
the process until they obtain a 3D model under a given error threshold. However,
this method can only be applied to homogenous objects with smooth surfaces and
with one flat side, which limits the application areas.
2.2.2 Scatter Trace
Morris and Kutulakos [14] proposed a method for reconstructing the exterior sur-
face of a complex transparent scene with inhomogeneous interior. Their approach
involves capturing images of the scene from one or more viewpoints while moving
a proximal light source to a 2D or 3D set of positions. This gives a 2D (or 3D)
dataset per pixel, called the scatter trace. The key idea of their approach is that
even though light transport within a transparent scenes interior can be exceedingly
complex, the scatter trace of each pixel has a highly constrained geometry that re-
veals the contribution of direct surface reflection, and leads to a simple ”scatter-trace
stereo” algorithm for computing the local geometry of the exterior surface. Figure
2.9 illustrates a transparent object with complex inhomogeneous interior and the
reconstruction obtained by the method.
2.2.3 Shape from Motion
Ben-Ezra and Nayar [15] proposed a model-based approach to recover the shapes
and the poses of transparent objects from known motion. They showed that it is
possible to estimate the shapes of transparent objects immersed in an environment
of unknown structure from a sequence of images taken during a known motion. The
objects should be homogenous and the refractive index of the material should be
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(a) (b)
Figure 2.9: (a) A transparent object with complex inhomogeneous interior, (b) 3D
Surfel view of the reconstruction obtained by Morris and Kutulakos method
known. The algorithm assumes a parametric form for the shapes of the transparent
objects, and estimates the shape parameters from the motion of features within
the image of the object. Since the parametric model is used, the algorithm is not
restricted to any particular form and can be used for a wide class of shapes. However,
even for very simple shapes, the underlying problem is complicated as it involves
highly non-linear interactions between light rays and the object surfaces.
Camera
Patern
Transparent 
Object
Figure 2.10: Illustration of Shape from Motion experimental setup of Ben-Ezra and
Nayar.
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2.2.4 Optical Flow
Agarwal et al. [16] generalized the optical flow equation to the case of refraction, and
developed a method for recovering the refractive structure of an object (a represen-
tation of how the object warps and attenuates or amplifies the light passing through
it) from a video sequence, acquired as the background behind the refracting object
moves. Figure 2.11 illustrates the method. A transparent object is placed in front
of a camera and the background scene is controlled using a projector. The method
provides satisfactory results for simple homogenous transparent objects like spheres
and cylinders where the refractive index is also known.
Projector
Background Scene
Transparent
Object
Camera
Figure 2.11: Illustration of experimental setup of Agarwal et al..
2.2.5 Fluorescence
Hullin et al. [17] embeds the object into a fluorescent liquid. By analyzing the
light rays that become visible due to fluorescence, they detect the intersection points
between the projected laser sheet and the object surface. Figure 2.12 illustrates the
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method. For transparent objects, they directly depict a slice through the object
image by matching its refractive index to the one of the embedding liquid. This
enables a direct sampling of the object geometry without the need for computational
reconstruction. A 3D volume can be obtained by sweeping a laser plane through the
object. It is possible using this method to obtain accurate 3D surface profiles but
the object should be homogenous and the refractive index should be known. The
application of the method is complicated by the fact that, for each type of object,
a different solution matching the refractive index should be prepared. Additionally
embedding objects into a liquid for scanning makes it difficult to apply the method
to an industrial application.
Laser Paterns
Camera
Liquid
Transparent 
Object
Figure 2.12: Illustration of experimental setup of Hullin et al.
Rantoson et al. [18] use an UV laser to create fluorescence on the surface of a
transparent object. They observe the spot by an UV camera and are using triangu-
lation to determine the 3D position of the spot. However, the method is affected by
internal reflections of the laser beam, making it difficult to determine the fluorescence
20
surface spot.
2.2.6 Direct Ray Measurements
A practical algorithm for specular surface reconstruction based on direct ray mea-
surements is developed by Kutulakos and Steger [19]. They assume that exactly one
reflection event occurs along the ray. Using the reflected ray and the viewing ray,
a surface position and an associated normal direction are recovered independently
for every pixel. It is possible, using this method, to obtain precise measurements for
planar objects.
2.2.7 Shape From Distortion
Researchers also investigated methods based on reflection of the light off the surface.
Tarini et al. [20] proposed a shape-from-distortion method which, in order to obtain
the 3D geometry, observes images of a nearby monitor that are reflected on the
surface of the object. The method is illustrated in Fig.2.13. The projected stripe
pattern consists of linear ramps in the RGB color channels. Given the captured
matte, the internal camera parameters, and the position of the monitor relative to
the camera, normal directions are converted into depth values and vice versa. A ray
trough each pixel on the image plane can be traced and these rays can be reflected
by the surface so that they hit the corresponding pixel on the monitor (according
to the matte). This constraint allows to directly calculate a depth value from a
given normal and the other way around. Furthermore, given the normal and a depth
value at a pixel and under the assumption of surface continuity, depth values can be
calculated for neighboring pixels by following the slope determined by the normal. A
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theoretical analysis of shape-from-distortion for specular surfaces has been presented
by Savarese et al. [21, 22].
Paterns
Object
Camera
Figure 2.13: Illustration of experimental setup of Tarini et al.
2.2.8 Photometry
Ikeuchi [23] proposed determination of the reflectance of a shiny surface by using
photometry based on different illumination distributions over the surface of the ob-
ject. Figure 2.14 illustrates the method. A planer surface is illuminated by linear
lamps. The camera is placed in the middle of the planer surface and observes the
object through a hole. The reflectance map of the planar surface, which is assumed
to have the Lambertian characteristics, is calculated. Image irradiance at a partic-
ular point is then proportional to the source radiance in a direction which depends
on the orientation of the corresponding surface patch. The brightness of a particular
surface patch is simply equal to the brightness of the part of the extended source.
The method works good only on smooth surfaces but allows on the other hand de-
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termination of normals at a given patch.
Lambertian Plane
Camera
Specular Object
Linear Light Source
Figure 2.14: Illustration of experimental setup of Ikeuchi.
2.2.9 Specular Motion
Zheng et al.[24] proposed a method to estimate the shape of a specular object by
analyzing specular motion using circular lights illumination. Figure 2.15 illustrates
the method. The object is rotated and for each rotation step an image is taken.
Circular lights that generate cones of rays are used to illuminate the rotating object.
When the lights are properly set, each point on the object can be highlighted during
the rotation. The reflection of the circular lights on the image are detected and the
3D profiles are calculated. A 3D graphics model is subsequently reconstructed by
combining the profiles at different rotational planes.
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Camera
Circular LightCircular Light Specular
Object
Rotation Table
Figure 2.15: Illustration of experimental setup of Zheng et al.
2.2.10 Polarization
Recently, techniques based on the use of polarization to estimate the shape of trans-
parent and specular objects have been investigated in-depth. Miyazaki et al. [25, 26]
proposed a method for obtaining surface orientations of transparent surfaces through
analysis of the degree of polarization in surface reflection and emission in visible and
far-infrared wavelengths, respectively. Figure 2.16 illustrates the experimental setup.
Camera
Object
Optical Diﬀuser
Linear 
Ploarizer
Light Source Light Source
Figure 2.16: Illustration of experimental setup of Miyazaki et al.
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The measurement setup consists of a single camera equipped with a linear polar-
izer. The refractive object is mounted inside a geodesic dome of light sources that are
diffused by a plastic sphere surrounding the object. The shape of the objects back
surface as well as its refractive index and the illumination distribution are assumed to
be known. The measurement process consists of acquiring four differently polarized
images by rotating the linear polarizer in front of the camera. The reconstruction
is then performed using an iterative scheme that minimizes the difference between
the measured polarization state and the polarization ray-traced image assuming a
specific surface configuration. The polarization degree at visible wavelengths pro-
vides two possible solutions. The proposed method uses the polarization degree at
far-infrared wavelengths to resolve this ambiguity.
Ferraton et al. [27] proposed a multispectral imaging technique for 3D reconstruc-
tion of transparent objects based on shape from polarization technique. They used a
multispectral active lighting system which enables to cope with the two ambiguities
on the zenith angle and azimuth angle.
2.2.11 X-Ray Imaging and Haptic Devices
It is also possible to use X-Ray imaging to detect transparent objects like glass
[28], but unfortunately the devices do not provide sufficient accuracy for 3D surface
reconstruction.
Haptic devices are currently used in industry to achieve quality control of trans-
parent objects, like automotive glass. But these devices do not meet the speed
requirements for an in-line inspection. In the field of robotics, researchers are inves-
tigating the use of robot arms for measuring non-flat objects by touch sensors [29, 30].
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The research is concentrated on not breaking the target object and decreasing the
number of touching points at the object surface in order to reduce the measuring
time.
2.3 Conclusion
We have presented in this section key methods to obtain 3D surface reconstruction
of transparent objects. There exist many extensions to these methods and further
details and a review of the state of the art methods on transparent and specular
object reconstruction can be found in [31]. The aforementioned methods for the
recovery of surface geometry of transparent objects deal relatively well only with sub-
classes of objects. The algorithms are still very specific and not generally applicable.
Furthermore, many techniques require considerable acquisition effort and careful
calibration.
In this thesis, we propose a novel method to obtain three dimensional surface
profiles of transparent objects. The method is capable of scanning complex objects
and works on different types of materials making. The following chapter presents
the basis of the method. Then the method is introduced in chapter IV
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3 BACKGROUND
3.1 Introduction
Transparency is generally defined as the physical property allowing visible light to
pass through a material. Visible light is only a small fraction of the entire spectrum of
electromagnetic radiation, which is classified according to the wavelength of the light.
The electromagnetic radiation outside the visible spectrum also interacts with matter
in a behavior that could be described as a combination of transmission, reflection
and absorption of energy. This includes (in order of increasing frequency): radio
waves, microwaves, terahertz radiation, infrared radiation, visible light, ultraviolet
(UV) radiation, X-rays and gamma rays (Fig.3.1). Absorption occurs during the
propagation, if the frequency of the light is resonant with the transition frequencies
of the atoms in the medium. In this case, the beam will be attenuated as it progresses.
The transmission of the medium is clearly related to the absorption, because only
unabsorbed light will be transmitted. Many materials are selective in their absorption
of light frequencies. They absorb certain portions of the visible spectrum, while
reflecting others. Selective absorption is responsible for the coloration of optical
materials. Rubies, for example, are red because they absorb blue and green light,
but not red [32, 33]. Making use of the selective light absorption can help us resolve
different problems. For example human flesh is transparent to X-rays, while bone is
not, making X-ray imaging useful for medical applications.
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Figure 3.1: Complete spectrum of electromagnetic radiation with the visible portion
highlighted.
Before describing, in the next chapter, our approach to recover the 3D shapes
of transparent objects, we first look at how absorption of light works, detailing its
fundamental properties. We give examples on glass, as it is the most commonly
used transparent material. Furthermore we introduce a shape from silhouette and
a stereo vision method based on the selective light absorption of materials. Next,
we present the emissivity of materials, as it plays a key role in our reconstruction
method, with again examples on transparent glass objects. Finally, we conclude the
chapter introducing the basis of our method.
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3.2 Absorption of Light
Objects have a tendency to selectively absorb, reflect or transmit light of certain
frequencies. The manner in which light interacts with an object is dependent upon
the frequency of the light, the nature of the atoms in the object, and often the
nature of the electrons in the atoms of the object. Mechanisms of selective light
wave absorption include:
• Electronic: Transitions in electron energy levels within the atom . These tran-
sitions are typically found in the ultraviolet (UV) and/or visible portions of
the spectrum.
• Vibrational: Resonance in atomic/molecular vibrational modes. These transi-
tions are typically found in the infrared portion of the spectrum.
3.2.1 Electronic Absorption
Absorption of light in the ultraviolet and visible regions of the spectrum is due to
electronic transitions. The phenomena can be described as the process by which the
energy of a photon is taken up by another entity, for example, by an atom whose
valence electrons make a transition between two electronic energy levels. The photon
is destroyed in the process. The absorbed energy can be lost by heat and radiation.
The absorbance of an object quantifies how much light is absorbed by it. This
may be related to other properties of the object through the Beer-Lambert law:
I
I0
= exp(−αx) (3.1)
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where, I0 is the intensity of the entering beam into a volume with a depth x, I
is the intensity of the emergent beam, and α is the absorption coefficient, which is
defined by:
α =
4pi
λ
K(λ) (3.2)
with K(λ) being the absorption index and λ being the wavelength [34]. The
amount of absorption can vary with the wavelength of the light, leading to the
appearance of color in pigments that absorb some wavelengths but not others.
3.2.2 Vibrational Absorption
While there are some lower energy electronic transitions in the infrared region of the
spectrum, most optical absorptions in this region are due to vibrational transitions.
The frequency, v, of a vibrational absorption in a diatomic molecule is given by:
v =
(
1
2pi
)√
F
µ
(3.3)
where F is the force constant for the bond and, u is the reduced mass of the
molecule, as given by the expression:
µ =
m1m2
m1 +m2
(3.4)
where m1, and m2, are the masses of the two atoms forming the molecule. The
force constant is proportional to the bond strength, while the reduced mass is de-
termined by the atomic weights of the atoms present. This model predicts that a
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vibrational absorption will shift toward the infrared if the bond is weak or if the
masses of the atoms are large. It follows that replacement of a small, highly charged,
low atomic number atom by a large, low field strength, high atomic number atom
will result in a significant shift toward the infrared. Replacement of hydrogen by
deuterium, termed the isotope effect, which does not significantly alter the force
constant, will shift the band toward the infrared due to the change in mass. [35]
3.2.3 Example Case of Glass
Glass is the most commonly used transparent material, and it has many applications
in different industries, such as automotive, construction, optics and packaging. In
the following paragraphs we will discuss the selective light absorption of glass.
VisibleUV
K
n
n1
n2
λ
λ
IR
Figure 3.2: Evolution of the refraction and absorption index of glass depending on
the wavelength.
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Figure 3.2 presents the evolution of the refraction and absorption index of glass
depending on the wavelength [34]. Absorptions are located in the UV domain and
infrared domain of the spectrum. In these domains of the electromagnetic spectrum,
glass loses its transparency and becomes semi-transparent or opaque. Figure 3.3
illustrates this fact and shows an image of a glass bottle, placed in front of an infrared
illumination and observed with a long wave infrared camera sensitive to 8− 14 µm.
The object does not transmit the light coming from the source and appears to be
opaque.
(a) (b)
Figure 3.3: (a) Transparent glass bottle in front of an infrared heat source. (b)
Image taken with a long wave infrared camera sensitive to 8− 13µm.
Making use of this property, we have developped several methods to obtain 3D
surface reconstruction of transparent objects:
Shape from Silhouette Approach: As glass can be considered as an opaque
material in some regions of the electromagnetic spectrum, we propose to use this
property to develop an approach based on Shape from Silhouette (SFS) method.
SFS is a shape reconstruction method which constructs a 3D shape estimate of an
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object using silhouette images [36]. We have developed, with the collaboration of two
students of the IUT of Le Creusot, an experimental setup for the application of SFS
on transparent glass using thermal images. The schematic of the experimental setup
is presented in Figure 3.4. The glass object is positioned on a rotating platform. An
infrared camera is used to observe the silhouette of the object. The objet is rotated
and for each position a silhouette is acquired. Figure 3.5 presents a transparent glass
object and its reconstruction by SFS method applied in the infrared domain. The
result obtained is quite good but the reconstruction time is prohibitive. Additionally,
holes and pits on the surface of the object can not be acquired using SFS method,
making it ineffective for quality control applications.
Camera
Infrared Light
Source
Transparent
Object
Rotation Table
Figure 3.4: Experimental setup for the application of SFS on transparent glass
using thermal images
Stereo Vision Approach: Researchers have previously used stereo vision in ther-
mal images for human detection and tried to estimate the distance of objects in dark
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(a) (b)
Figure 3.5: (a) Transparent glass object. (b) Reconstruction by SFS method.
Figure 3.6: Experimental setup for the application of stereo vision on transparent
glass using thermal images
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(a) (b)
(c)
Figure 3.7: Stereo vision using thermal images (a) Thermal image of the left camera,
(b) Thermal image of the right camera, (c) Disparity map.
environments [37]. We have developed a stereo vision approach to obtain 3D sur-
face profiles of transparent materials. The technique makes use of the selective light
absorption properties of the material. Figure 3.6 illustrates the experimental setup.
Two thermal cameras observe a transparent glass object. Figure 3.7 presents the
results obtained on a wine glass. The object appears opaque to the thermal cameras.
However the thermal stereo method only works if there exist temperature gradients
on the objects surface. Otherwise there are no distinctive features to detect. The
borders of the object can be recovered due to a temperature difference with the
background, but the surface reconstruction can not be properly achieved.
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Laser Triangulation Approach: With the increase of the absorption index in the
UV and infrared domain of the spectrum, the refraction index of glass also increases
(Fig.3.2). This results in reflection of the incident light on smooth surfaces. It is
then difficult to apply active range scanning methods, such as laser triangulation.
Scanning of specular surfaces, such as shiny metal objects and mirrors, is a very
difficult task in computer vision and still an active research topic. Specular objects
do not have an appearance of their own, they simply distort the appearance of other
objects nearby, creating an indirect view of the original objects. Unlike perspective
images, where 3D points project along straight lines, indirect views are created by
light that travels along a piecewise-linear light path. Therefore, there are no sur-
face features that can be observed directly. When changing the view point, features
appear to move on the surface and the law of reflection has to be taken into account
[19, 1]. There are techniques [20, 21, 22, 38, 23, 39, 24, 40, 41, 19, 42], to recover the
3D surface of specular objects, but they only deal with sub-classes of surfaces and
are not generally applicable [1].
In conclusion, although glass is opaque in certain domains of the electromagnetic
spectrum, working in these wavelengths does not provide a direct solution for 3D
digitalization. We propose to investigate and to make use of the radiative properties
of materials in combination with the selective light absorption to propose a new
approach.
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3.3 Thermal Radiation
All substances continuously emit electromagnetic radiation because of the molecular
and atomic agitation associated with their internal energy, which is proportional to
the material temperature. We call a blackbody an idealized object that absorbs and
emits electromagnetic radiation, in each direction at every wavelength. From the
Planck radiation law, radiation energy, w, from the blackbody at the temperature T
and the wavelength λ is:
w =
2hc2
λ5
1
exp(hc/λkT )− 1 (3.5)
where h = 6.6262x10−34[J.s] is the Plank constant, c+ 2.997925x108[m/s] is the
speed of light, and k = 1.38066x10−23[J/K] is the Boltzmann constant. The energy
distribution of the blackbody expressed as in Equation (3.5) is shown in Figure
3.8. From the figure, it is apparent that the radiation energy increases with the
temperature of the object, and most of the emission is in the infrared region.
By integrating w in Equation (3.5) through all wavelengths, the Stephan-Boltzman
law is derived:
W = σT 4 (3.6)
where σ = 5.6705x10−8[W/m2.K4] is the Stephan-Boltzmann constant. Given
that any object has a positive temperature, this equation proves that any object
radiates energy.
Unlike the intensity from a blackbody, the intensity emitted from a real body
depends on direction. The following paragraph discusses the emissivity of a real
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Figure 3.8: Energy distribution of a blackbody.
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body.
3.3.1 Emissivity
Emissivity specifies how well a real body radiates energy compared to an ideal body,
called a blackbody. Emissivity can depend on factors such as body temperature,
wavelength of the emitted energy, and angle of emission. Emissivity is often measured
experimentally in a direction normal to the surface and as a function of wavelength.
For calculating the entire energy loss by a body, an emissivity that includes all
directions and wavelengths is needed.
R
θ
dω
i(θ,φ,TA)
dAp
φ
dA,Ta
Figure 3.9: Angular emissivity.
Considering the geometry for emitted radiation in Fig.3.9 [43], the radiation in-
tensity is defined by the energy per unit time emitted in direction (θ, ϕ) per unit
of projected area dAp normal to this direction, per unit solid angle and per unit of
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wavelength interval. For a blackbody, the surface intensity has the same value in all
directions. Unlike the intensity from a blackbody, the intensity emitted from a real
body does depend on direction. The energy leaving a real surface dA of temperature
TA per unit time in the wavelength interval dλ and within the solid angle dω is then
given by:
d2Qλ(λ, θ, ϕ, TA)dλ = iλ(λ, θ, ϕ, TA)dA cos θdλdω (3.7)
For a black body the intensity iλb(λ) is independent of direction. The TA nota-
tion is introduced to clarify that the quantities are temperature dependent. So the
blackbody intensity is noted iλb(λ, TA). The energy leaving a blackbody area per
unit time within dλ and dω is given by:
d2Qλb(λ, θ, TA)dλ = iλb(λ, TA)dA cos θdλdω (3.8)
The emissivity is then defined as the ratio of the emissive ability of the real surface
to that of a black body. The directional spectral emissivity is given by [43]:
ελ(λ, θ, ϕ, TA) =
d2QA(λ, θ, ϕ, TA)dλ
d2Qλb(λ, θ, T )dλ
(3.9)
=
iλ(λ, θ, ϕ, TA)
iλb(λ, TA)
(3.10)
3.3.2 The Use of Thermal Radiation
The use of thermal radiation has enjoyed a variety of applications in computer vi-
sion. Bertozzi et al. used thermal images and a stereo vision-based algorithm for
3D pedestrian detection [44]. Maldague proposed a method for defect detection by
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heating the surface and recording a time sequence of thermal images (called thermo-
grams) to observe the temperature decay of the inspected surface [45]. Pelletier et
al. also used thermal images to estimate a shape and proposed a 2D approach for
shape extraction using a distant uniform heat source [46].
We propose, in this thesis, the use of thermal radiation for 3D surface recovery.
The main idea is to bring a spot on the surface at a given temperature and observe it
with a thermal camera. However, once the surface is heated, the emission should be
omnidirectional so that the thermal camera can capture accurately the heated spot
on different curvatures of the surface.
3.3.3 Example Case of Glass
Figure 3.10 illustrates the angular emissivity of a dielectric sphere like glass [47].
The radiation approaches the one of a blackbody emitting almost in every direction.
It is then possible to consider a heated spot on the surface of a glass object as a
lambertian source, i.e. if we can create a heat spot on the surface of a glass object,
it can be observed from different angles by a thermal camera.
Figure 3.11 illustrates thermal images taken with an infrared camera from a glass
plate placed on a rotation table. It is possible to observe a heat spot created on the
surface of the glass plate for different angles of the rotation table.
To create a heat spot on the surface of a transparent glass object, we can benefit
from its selective absorption properties and use a laser heating source working in a
wavelength in which glass does not transmit the light.
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Figure 3.10: Emissivity of a dielectric sphere.
(a) (b) (c) (d)
Figure 3.11: Thermal images acquired from a glass plate placed on a rotation table:
(a) 12 degrees, (b) 18 degrees, (c) 21 degrees,(d) 24 degrees. It is possible to observe
the heat spot created on the surface of the glass plate for different angles of the
rotation table.
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3.4 Conclusion
Materials have often a selective light absorption and they are transparent to some
frequencies of light while opaque to others. We have seen with the glass examples
that techniques, such as shape from silhouette, can be applied in these frequencies to
recover the shape of objects which are transparent in the visible domain. However
shape from silhouette technique does not allow recovery of holes on the surface and
does not properly work on protruding surfaces. We have seen that, for transpar-
ent glass objects, passive range scanning techniques, such as stereo vision, does not
yield good results due to lack of features on the surfaces. Moreover, reflections on
the surface are making active range scanning techniques, such as laser triangulation,
ineffective. Consequently, we have proposed to use radiative properties of the mate-
rials. We have seen that, for transparent glass, if we locally heat the surface, we can
observe the heated zone with a thermal camera. This information can be exploited
to reconstruct the surface geometry. Additionally we have introduced the idea to use
a laser, which is working in the selective absorption bands, to heat the surface. The
next chapter introduces our new approach to scan transparent objects.
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4 SCANNING FROM HEATING
4.1 Introduction
Current reconstruction methods for transparent objects are mainly working in the
visible domain of the spectrum and are trying to resolve difficulties caused by trans-
parency using algorithms and systems based on visible light. But materials often
have a selective light absorption. They absorb certain frequencies while reflecting or
transmitting others. For example, glass objects which are transparent in the visi-
ble domain appear to be opaque in UV and infrared domain of the electromagnetic
spectrum. However, due to reflections in these selective light absorption bands, the
reconstruction problem becomes similar to scanning of specular surfaces, such as
metals and mirrors in the visible domain, which is also an active research topic.
Consequently, working in these wavelengths does not provide a direct solution for
3D digitalization of transparent objects.
We propose to make use of the radiative properties of materials in combination
with the selective light absorption. All materials continuously emit electromagnetic
radiation, which is proportional to their temperature. The idea is to bring a spot
on the surface of the transparent object to a given temperature. Once the heat spot
is created, it will emit thermal radiation, whose intensity is higher then the rest of
the surface. This spot is easily perceivable by a thermal camera. Nevertheless, the
emission should be omnidirectional so that the thermal camera could observe the
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heated spot on different curvatures of the surface. Finally the problem of heating
the surface can be solved by using a laser heating source working in the selective
absorption band of the material. The object surface is then opaque to the laser
source, and the laser cannot penetrate into the object, causing only local surface
heating.
In the following paragraphs we introduce the Scanning from Heating method and
show its application on transparent glass. We present the 3D Scanner prototype
and the results obtained on different types of surfaces. Furthermore we show an
application of the method, a 3D scanner based on laser line projection.
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4.2 Assumptions
For Scanning from Heating method to work, the following assumptions are made:
1. The transparent object is supposed to be homogenous, i.e. uniform in structure
and composition, and isotropic, i.e. the physical properties of the material are
independent of direction.
2. To be able to create a heat spot on the surface of the object, a laser heating
source working in the absorption band of the material should be used. The
object surface is then opaque to the laser heating source, and laser energy is
absorbed without penetrating in. This assumes that there exist an absorption
band for the material in question and a laser heating source working in these
wavelengths.
3. Once the surface is heated, the emission of thermal radiation should be om-
nidirectional, so that it can be observed by the thermal camera on different
curvatures of the surface. If not, the heated spot may not be detected by the
camera in some regions of a protruding surface. This assumes that the angular
emission of the material in question approaches the one of an ideal body (also
called blackbody), emitting thermal radiation in every direction.
4.3 Method
Scanning from Heating employs triangulation for the recovery of the surface shape.
Triangulation is one of the most commonly used 3D reconstruction methods and
there are many commercial 3D scanners based on this technique.
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Figure 4.1: Scanning from Heating method.
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Figure 4.1 illustrates the method. The transparent object is placed on a X-
Y moving platform. The laser heating source and the thermal camera are fixed.
When the laser fires, the surface of the object is heated at a point. We call P1
the heated point on the surface of the object, and (x1, y1, z1) its coordinates in the
world coordinate system (xw, yw, zw). The heated spot is observed by the thermal
camera and a thermal image is acquired. The projection of the heated spot on the
thermal image corresponds to the pixel which has a higher gray value intensity then
the rest of the image. The coordinates of this pixel is determined on the image. The
projection of P1 on the image is called P
′
1, and its coordinates (r1, c1) in the image
coordinate system (r, c). Using the pinhole camera model [48] and intrinsic camera
parameters, the coordinates of P ′1 on the image plane (u1, v1) are determined. The
calibration process to obtain the camera parameters and the determination of the
coordinates on the image plane are described in the next section. In the next step
the object is moved to a new position. The laser is fired again and a second heated
spot, P2, is obtained on the surface of the object. The coordinates of P2 in the world
coordinate system are called (x2, y2, z2). The projection of P2 on the image is called
P ′2, and its coordinates (r2, c2). Using the same procedure, the coordinates of P
′
2 on
the image plane (u2, v2) are determined. The variation of height between P1 and P2,
∆Z, can then be obtained by triangulation and is given by:
∆Z = |z1 − z2| = k.
√
(u1 − u2)2 + (v1 − v2)2 (4.1)
where k is a constant. The value of k can be determined by an initial calibration,
which consists of determining the camera coordinates of at least two points of a
known object. The surface heating process is repeated for several positions of the
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moving platform and for each position the 3D coordinates are calculated.
4.3.1 Calibration
Camera calibration is defined as the determination of the parameters that model
the optical projection of a 3D world point Pw = (xw, yw, zw) into pixel coordinates
(r, c) in the image. This projection consists of multiple steps: First, the point Pw is
transformed from world coordinates into camera coordinates Pc = (x, y, z). This is
expressed in terms of homogeneous coordinates by:
(
Pc
1
)
=

x
y
z
1
 =
(
R t
0 1
)(
Pw
1
)
(4.2)
where R is a 3x3 rotation matrix corresponding to the camera’s orientation and
t is the camera’s position in the world coordinate system:
R =
 r11 r12 r13r21 r22 r23
r31 r32 r33
 , t =
 txty
tz
 (4.3)
In the pinhole camera model [48], the projection of the point Pc = (x, y, z) in
camera coordinates into image plane coordinates (u, v) is given by:
u = f
x
z
v = f
y
z
(4.4)
where f denotes the focal length of the camera.
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The radial distortions caused by the camera lens can be modeled by the division
model [49] which uses one parameter, κ, to model the distortions. The corrected
coordinates (u′, v′) can be expressed, according to the model, by:
u′ =
2u
1 +
√
1− 4κ(u2 + v2)
v′ =
2v
1 +
√
1− 4κ(u2 + v2)
(4.5)
Finally, the point is transformed from the image plane coordinate system into
the image coordinate system:
c =
u′
Sx
+ Cx, r =
v′
Sy
+ Cy (4.6)
where, Sx, is the horizontal distance between two neighboring cells on the sensor,
Sy, the vertical distance between two neighboring cells on the sensor, Cx, column
coordinate of the image center point and, Cy, row coordinate of the image center
point.
The calibration process determines, from a set of 3D points and their correspond-
ing pixel coordinates, R and t, called the external parameters, and f, κ, Sx, Sy, Cx, Cy
called internal parameters of the acquisition system. The image width and height
are also considered as internal parameters but are defined by the frame-grabber. To
recover the internal and external parameters, the known 3D points are projected
in the image and the sum of the squared distance between these projections and
the corresponding image points is minimized. If the minimization converges, the
50
interior and exterior camera parameters are determined. The minimization process
of the calibration depends on the initial values of the interior and exterior camera
parameters. These initial parameters are usually provided by the manufacturer.
4.4 Application to Glass
Glass is one of the most commonly used transparent material. It has many use in au-
tomotive, construction, optics and packaging industries. In the following paragraphs
we discuss the application of Scanning from Heating method to transparent glass.
We first examine the selection of the laser heating source which will allow us create
a heat spot on the surface of a glass object. We then look at to the selection of
the thermal camera, examining different infrared sensor technologies. Once we have
determined the proper camera and the laser to use, we discuss the pre-determination
of the laser power to bring the surface of an object to a given temperature without
damaging the surface. Finally, we discuss the detection of the laser irradiation on
the thermal image acquired by the camera.
4.4.1 Selection of the Laser Heating Source
To be able to heat the surface of the glass by a laser source, we should first find
out the light absorption frequencies of glass. Figure 4.2 presents the transmission
of light as a percentage in the infrared domain of most commonly used glasses. For
each type, there is a wavelength such that the transmission is close to 0%. This
wavelength is called the infrared cut-off, and it depends on the composition of the
glass [35]. At a wavelength higher than 10µm, the glasses presented in Fig. 4.2 can
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be considered as opaque objects. Therefore we propose to use a CO2 laser source at
10.6µm to heat the surface of the glass.
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Figure 4.2: Transmission of light as a percentage in the infrared domain of com-
monly used glasses.
4.4.2 Selection of the Camera
Figure 4.3 shows the infrared part of the electromagnetic spectrum, illustrating the
atmospheric transmittance of light in percentage. The infrared spectrum can be sub-
divided into five regions, based on a combination of the atmospheric transmittance
windows, i.e. the wavelengths regions in which infrared radiation is better transmit-
ted through the atmosphere and the detector materials used to build the infrared
sensors [50]. The Near Infrared (NIR) band, from 0.7 to 1.0 µm (from the approx-
imate end of the response of the human eye to that of silicon), is mostly used in
fiber optic telecommunication systems since silica (SiO2) provides a low attenuation
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losses medium for the infrared. The Short Wave Infrared (SWIR) band, from 1.0 to
3 µm (from the cut off of silicon to that of the MWIR atmospheric window), allows
to work on long-distance telecommunications (remote sensing) using a combinations
of detector materials. In this band, InGaAs based sensors covers up to about 1.8
micrometers. The Medium Wavelength Infrared (MWIR) band, 3 to 5 µm (defined
by the atmospheric window and covered by Indium antimonide, InSb, and HgCdTe
and partially by lead selenide PbSe), and the Long Wavelength Infrared (LWIR)
band, 8 to 14 µm (Covered by HgCdTe and microbolometers), find applications in
infrared thermography. The Very Long Wavelength Infrared (VLIR) band, 12 to 30
µm (Covered by doped silicon), is used in spectroscopy and astronomy.
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Figure 4.3: Transmission of light as a percentage in the infrared domain.
Table 4.1 provides a summary of the regions in the infrared part of the electromag-
netic spectrum and the corresponding detector materials or technology. If Fig.4.2,
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the transmission of light as a percentage in the infrared domain of commonly used
glasses, and table 4.1 are analyzed together, it is possible to observe that commonly
used glasses are opaque for LWIR sensors. Consequently a microbolometer camera
sensible to 8 to 14 µm can be used to observe the surface of the glass, once it is
heated. The camera then captures the electromagnetic radiation coming only from
the surface of the object and is not affected by the internal heat propagation by
conduction. We propose to use a FLIR A320G LWIR microbolometer camera for
the experiments. LWIR microbolometer cameras are smaller then other types and
are less costly. However, their resolution and image quality tend to be lower than
cooled detectors in MWIR band. Nevertheless MWIR cameras can be used for Soda
Lime Silicate type of glasses which have a 4-4.5µm cut-off frequency. (In Chapter IV,
for the recovery of surface normals based on scanning from heating method, MWIR
cameras are used for their superior image quality.)
Table 4.1: Regions in the infrared part of the electromagnetic spectrum and the
corresponding detector materials
Spectral Band Range (µm) Detector Materials or Technology
NIR 0.74 - 1 SiO2
SWIR 1 - 3 InGaAs,PbS
MWIR 3 - 5 InSb, PbSe, PtSi, HgCdTe
LWIR 8 - 14 HgCdTe, microbolometer
VLIR 12 - 30 dopped slicon
Si:Silicon, SiO2:Silica, In:Indium, Ga:Gallium, As:Arsenic,
Pb:Lead, S:Sulfur, Sb:Antimony, Se:Selenium, Pt:Platinium,
Hg:Mercury, Cd:Cadmium, Te:Tellurium
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4.4.3 Calibration of the Camera
For the calibration of the system a custom calibration plate has been designed. A
known pattern has been imprinted on an electrical circuit board. When the circuit
board is uniformly heated, it is possible, due to the emissivity difference, to visualize
the pattern using the thermal camera. Fig.4.4 illustrates the heated calibration plate
and its thermal image.
(a) (b)
Figure 4.4: (a) Custom calibration plate (b) Custom calibration plate, as seen by
the thermal camera.
Given some initial values for the camera parameters, which are provided by the
manufacturer, the known 3D locations of the circular calibration marks can be pro-
jected into the camera plane. Then, the camera parameters are determined such
that the distance of the projections of the calibration marks and the mark loca-
tions extracted from the imagery is minimized. This minimization process returns
fairly accurate values for the camera parameters. However, to obtain the camera
parameters with the highest accuracy, it is essential that more than one image of the
calibration plate is taken, where the plate is placed and rotated differently in each
image to use all degrees of freedom of the exterior orientation (Fig.4.5).
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Figure 4.5: Calibration plate is placed and rotated differently in each image.
As a result of the calibration process, f , the focal length of the camera, κ, the
radial distortion coefficient, Sx, the horizontal distance between two neighboring cells
on the sensor, Sy, the vertical distance between two neighboring cells on the sensor,
Cx, column coordinate of the image center point and, Cy, row coordinate of the
image center point are determined.
4.4.4 Pre-determination of the Laser Power
The prediction of the laser power, to bring the surface of the object to a given tem-
perature, is crucial to obtain a detectable heat zone without damaging the surface.
Additionally the laser beam, in reality, has a given radius (1.5mm for the experi-
mental setup), and detection of the spot by the camera is complicated by the fact
that the laser irradiation is observed as a surface heating zone and not a point. To
predict the laser power and the heat distribution of the laser irradiation zone, we
apply a mathematical model proposed by Jiao et al. for a glass plate heated by a
CO2 laser (Fig. 4.6) [51].
For a laser beam traveling in direction x at a constant velocity v, we consider
the laser power to have a Gaussian distribution as in Eq. (4.7). We treat the CO2
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Figure 4.6: Heating model.
laser beam as a surface heating source, so the impulse function δ(z) is applied in Eq.
(4.7).
I(x, y, z, t) =
P0
pir2
exp
(
−(x− vt)
2 + y2
r2
)
δ(z) (4.7)
where P0 and r are the power and the radius of the CO2 laser beam respectively.
Figure 4.7 presents the prediction of the model to heat a glass plate with an ambient
temperature of 20 ◦C to 80 ◦C. The CO2 laser has a focus of 1.5mm (half width), and
the movement speed of the system is set to 10mm/second. The model predicts the
laser power as 3W. The experimental results obtained with the same configuration
and a 3W laser are also shown in Figure 4.7. The experimental results fit the model
reasonably. The surface temperature increases rapidly when the glass enters the
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heating region. The temperature reaches its peak at a position at the center of laser
irradiation, where the highest laser intensity is imposed. Then it decreases sharply
due to a high rate of cooling by radiation, air convection and conduction into the
glass.
0.0
0
10
20
30
40
50
60
70
80
90
6.2 5.3 4.4 3.5 2.7 1.8 0.9 -0.9 -1.7 -2.6 -3.5 -4.4 -5.3 -6.1 -7.0
M
Te
m
pe
ra
tu
re
 (C
)
Distance (mm)
Experimental results Model
Figure 4.7: Experimental results compared to the heating model.
4.4.5 Detection of the Laser Irradiation
Detection of the laser irradiation is complicated by the fact that the laser beam in
reality has a given radius and that the surface is heated at a region and not at a
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single point. Additionally thermal cameras have low resolutions (320x240 pixels for
the experimental setup) and images may contain some noise. However, we know from
the heat model that the temperature reaches its peak at the center of laser irradiation
zone. On the thermal image, this corresponds to the point with the highest intensity.
To precisely detect this point we first apply a Gaussian filter to eliminate the noise
on the image. The two dimensional Gaussian filter is defined by [52]:
G(x, y) =
1
2piσ2
e−
x2+y2
2σ2 (4.8)
In its discrete form for a 11x11 filter with σ = 2.36 the Gaussian kernel (x255) is
given as:

0.082 0.18 0.34 0.546 0.733 0.809 0.733 0.546 0.34 0.18 0.082
0.18 0.395 0.747 1.2 1.61 1.78 1.61 1.2 0.747 0.395 0.18
0.34 0.747 1.41 2.27 3.04 3.36 3.04 2.27 1.41 0.747 0.34
0.546 1.2 2.27 3.64 4.88 5.4 4.88 3.64 2.27 1.2 0.546
0.733 1.61 3.04 4.88 6.55 7.24 6.55 4.88 3.04 1.61 0.733
0.809 1.78 3.36 5.4 7.24 7.99 7.24 5.4 3.36 1.78 0.809
0.733 1.61 3.04 4.88 6.55 7.24 6.55 4.88 3.04 1.61 0.733
0.546 1.2 2.27 3.64 4.88 5.4 4.88 3.64 2.27 1.2 0.546
0.34 0.747 1.41 2.27 3.04 3.36 3.04 2.27 1.41 0.747 0.34
0.18 0.395 0.747 1.2 1.61 1.78 1.61 1.2 0.747 0.395 0.18
0.082 0.18 0.34 0.546 0.733 0.809 0.733 0.546 0.34 0.18 0.082

(4.9)
The graphical representation of the filter is illustrated in Fig.4.8.
The input image is then approximated by a quadratic polynomial in x and y
and subsequently, the polynomial is examined for local maxima. This allows de-
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Figure 4.8: Graphical representation of the 11x11 Gaussian kernel with σ = 2.36
(x255).
termination of the point with sub-pixel precision. Figure 4.9 illustrates the result
of the detection process. Once the maxima is determined, the world coordinates of
the surface point are recovered using triangulation. The operation is repeated for
each thermal image, for different positions of the moving platform, to obtain surface
reconstruction of the object.
Detected maxima
Figure 4.9: Result of the detection process.
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4.5 Implementation and Experimental Results
4.5.1 Scanner Prototype
(a) (b)
Figure 4.10: (a) Conception of the scanner prototype (b) Realization of the scanner
prototype (inside view).
A scanner which is able to reconstruct models of large objects up to 80x150x30cm
in size, has been designed and implemented. The scanner uses a Synrad 48 Series 10W
CO2 Laser at 10.6µm as heating source. Thermal images are acquired with a Flir
A320G LWIR Camera sensitive to 8 - 14 µm. The power of the laser is controlled
by a Synrad UC2000 Laser Power Controller. The laser and thermal camera are
placed on an x-y positioning system, which is programmable to scan a given area in
predefined steps of x and y with a precision of 50µm (Fig.4.10). Additionally, the
laser is set to fire continuously as it moves over the object during the scan, permitting
acquisition of thermal images without stopping and the recovery of 3D points at the
maximum speed of the camera (50fps).
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Figure 4.11: 3D scanner prototype based on Scanning from Heating (front view).
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4.5.2 Results
To validate the Scanning from Heating method and to show its effectiveness, we
present 3D scanning results of several objects, from a glass plate to complex surfaces.
Furthermore the result obtained on a transparent plastic bottle is shown.
Transparent glass plate Figure 4.12 illustrates the results obtained by Scanning
from Heating on a 10x5cm glass plate from 65 points. The distance between the
camera and the plane is set to 50cm. The histogram of the deviation between the
results and a perfect plane is presented. The average deviation is calculated as
150µm. This deviation is quite significant and permits us to validate the efficiency
of the method.
Automotive Window Glass Figure 4.13 illustrates a glass window used in the
automotive industry. Figure 4.14 illustrates its reconstruction by a probe scanner in
comparison to the reconstruction by the Scanning from Heating method. The density
of reconstruction obtained by the probe scanner (200 points) is much smaller than
the reconstruction obtained by Scanning from Heating measurement (6000 points).
Therefore the interpolation of the point cloud obtained with the probe scanner in-
creases the estimated error. The average deviation between the two reconstructions
is 360µm.
Glass Cup Figure 4.16 illustrates the 3D reconstruction of the transparent glass
cup presented in Figure 4.15 by Scanning from Heating method. After being scanned
the object is powdered with white dust and then re-scanned by Minolta VI-910 Non
63
Figure 4.12: 3D reconstruction of the transparent glass plate, compared to a perfect
plane.
Figure 4.13: Car window.
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(a) (b)
Figure 4.14: (a) Reconstruction by a probe scanner in comparison to the recon-
struction by the Scanning from Heating method. (b) Histogram of the difference
between two reconstructions.
Figure 4.15: Glass cup.
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Contact 3D Digitizer. To obtain a surface from the 3D points acquired from the
Scanning from Heating scanner and from the Minolta scanner, the Rapidform soft-
ware [53] is used. For the comparison, the software first aligns the two coordinates
systems and then calculates the average deviation between polygon surfaces. Figure
4.16 presents 3D comparison of the reconstructions and the histogram of the devia-
tion. The results fit reasonably well, and the average deviation is 210µm. Differences
between the two models are mostly located on the borders of the scanning region
and are probably due to calibration errors in both reconstruction systems.
Complex Glass Objects Figure 4.17 illustrates the results obtained from the
scanning of a complex transparent glass object 7x7x15cm in size from 2100 points
and Figure 4.18 illustrates the results obtained from another complex transparent
glass object 9x9x14cm in size from 1300 points. Hence, the system is applicable to
wide range of objects ranging from flat surfaces in the automotive industry to more
complex objects in the packaging industry.
Application to Plastic It is also possible to apply the Scanning from Heating
method to different transparent materials. Figure 4.19 illustrates 3D reconstruction
of a plastic bottle by Scanning from Heating method and compares the result to the
3D reconstruction obtained by Minolta 3D Laser Scanner . The average deviation is
determined as 200µm.
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(a) (b)
average
mm
mm
number of points
(c)
Figure 4.16: (a) 3D reconstruction of the transparent glass cup presented in Fig.4.15
by the Scanning from Heating method, (b) 3D reconstruction of the transparent glass
cup, after being powdered, by the Minolta 3D Laser Scanner, (c) 3D comparison of
the reconstructions and the histogram of the deviation.
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(a) (b)
Figure 4.17: (a) Transparent glass object, (b) 3D reconstruction by Scanning from
Heating method
(a) (b)
Figure 4.18: (a) Transparent glass object, (b) 3D reconstruction Scanning from
Heating method
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(a) (b)
(c) (d)
(e) (f)
Figure 4.19: (a) Transparent plastic bottle. (b) Reconstruction obtained by the
SFH method. (c) Powdered plastic bottle. (d) Reconstruction of powdered bottle
obtained by a Minolta VI-910 Non Contact 3D Digitizer. (e) Histogram of the
difference between the two reconstruction. (f) 3D representation of the difference
between the two reconstructions.
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4.5.3 Line Projection
An application of Scanning from Heating method using a laser line projection system
has been realized in collaboration with Prof. F. Me´riaudeau, Prof. D. Fofi and
L. Alonso Sa´nchez Secades from LE2I Laboratory [54]. Figure 4.20 illustrates the
experimental setup. A 400mW CO2 laser is used as heating source. A line generator
lens is placed in front of the laser. A FLIR S40 LWIR Camera is used to acquire
thermal images. On each thermal image, the line corresponding to the laser heating
zone, is extracted and the 3D profile is calculated.
Figure 4.21 presents the experimental results obtained on a wine glass. The glass
was translated in front of the experimental system by using steps of 1mm along
the x direction. The object is then coated with white powder to be able to be
scanned by an conventional laser scanner. Figure 4.22 illustrates the comparison of
the reconstruction to the one obtained on Minolta VI-910 Non Contact 3D Digitizer.
The average deviation is calculated as 210µm.
4.6 Conclusion
We have presented in this chapter our new method, called Scanning from Heating, to
determine the surface shape of transparent objects using laser heating and thermal
imaging. When the object is opaque to the laser source, the surface is heated at
the impact zone. The laser irradiation is observed with an infrared camera, and 3D
coordinates of the surface at that point are computed using triangulation and the
initial calibration of the system.
We have discussed the application of the method on transparent glass objects and
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CO2 Laser
Thermal Camera
Computer
Transparent 
Glass Object
Line Generator Lens
Figure 4.20: Experimental setup for the laser line projection system based on
Scanning from Heating.
(a) (b) (c)
Figure 4.21: (a) Transparent wine glass, (b) reconstruction by Scanning from Heat-
ing, (c) the object is coated with white powder to be able to be scanned by an
conventional laser scanner.
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Figure 4.22: 3D reconstruction and error map of the scanned wine glass, scale from
0 to 2 mm. The results are compared to Minolta VI-910 Non Contact 3D Digitizer.
presented a scanner prototype based on Scanning from Heating method. The scanner
was implemented and tested on diverse glass objects. Experiments show that the
quality of the reconstructed models is accurate as conventional laser scanners in the
visible domain when the object is coated by white powder. While we have studied
only the application to transparent glass, the results show that extension to other
transparent materials, such as plastic, is possible.
Finally the line projection application demonstrates that it is feasible to develop,
based on Scanning from Heating method, several systems similar to commercial
scanners working in the visible domain, to acquire surface profiles of transparent
objects. Thus, the method holds promise for a wide range of industrial applications.
In the next chapter we present the extension to Scanning from Heating which
allows us to determine the surface normal at the laser impact zone.
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5 RECOVERY OF SURFACE
NORMALS BASED ON SCANNING
FROM HEATING
5.1 Introduction
As a result of a scanning process, a 3D scanner provides a set of 3D points P (x, y, z),
where x, y and z represents the coordinates of the point in the world coordinate
system. To obtain a continuous smooth surface, new data points within the range of
the discrete set are constructed. This process is called interpolation. There exist a
variety of techniques for interpolation depending on the application and the proper-
ties of acquired 3D data points [55]. In this chapter, we first present some principal
interpolation methods. We discuss how the recovery of surface normals can be used
for a better surface reconstruction. Furthermore, we demonstrate the extension to
Scanning from Heating method to recover the surface normals, in addition to the 3D
coordinates. The surface normals are calculated using the isotherms formed during
the heating process. We suppose that the surface of the object is locally flat at the
laser impact zone, and the isotherms have a circular propagation. Using a calibrated
acquisition system, we determine the 3D pose of these isotherms on the surface of the
object and deduce the surface normals. Experimental setup and results are presented
at the end of the chapter.
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5.2 Interpolation and Surface Normals
The following paragraphs discuss some key interpolation methods, such as linear
interpolation, bi-linear interpolation and bezier curves. Moreover, we introduce a
technique to construct bezier surfaces from 3D points and their normal vectors.
5.2.1 Linear Interpolation
A basic approach for interpolation is the linear one where a straight line between two
neighbor points is determined. Given two arbitrary points P0 and P1, the parametric
representation of the line segment from P0 to P1 is given by
P (t) = (1− t)P0 + tP1 = P0 + (P1 − P0)t = P0 + td, 0 ≤ t ≤ 1 (5.1)
Figure 5.1 shows a 2D example of linear interpolation. In 3D the linear interpo-
lation can be used to obtain a polygonal surface, constructed of triangles, which is
the simplest type of surface (Fig.5.2).
5.2.2 Bilinear Interpolation
The bilinear surface is the simplest nonflat (curved) surface which it is fully defined
by means of its four corner points P00, P01, P10, and P11. The top and bottom
boundary curves are straight lines and are given by P (u, 0) = P10 − P00u + P00 and
P (u, 1) = P11−P01u+P01. To linearly interpolate between these boundary curves, we
first calculate two corresponding points on each curve P (u0, 0) = (P10−P00)u0 +P00
and P (u0, 1) = (P11−P01)u0+P01, then connect them with a straight line P (u0, w) =
(P (u0, 1)− P (u0, 0))w + P (u0, 0). The expression for the entire surface is given by:
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Figure 5.1: Linear interpolation.
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Figure 5.2: (a) 3D points and linear interpolants, (b) 3D polygon surface.
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P (u,w) = P00(1− u)(1− w) + P01(1− u)w + P10u(1− w) + P11uw
=
1∑
i=0
1∑
j=0
B1i(u)PijB1j(w)
= [B10(u), B11(u)]
[
P00 P01
P10 P11
] [
B10(w)
B11(w)
]
(5.2)
where the functions B1i(t) are the Bernstein polynomials of degree 1. Figure(5.4)
illustrates the bilinear surface obtained from the same points presented in Fig.(5.2.a).
P00
P01
P10
P11
PHu,0L
PHu,1L
PH0,wL
PH1,wL
PHu ,wL0
Figure 5.3: Bilinear interpolation.
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Figure 5.4: (a) 3D points and linear interpolants, (b) Bilinear surface.
5.2.3 Bezier Interpolation
The Bezier curve is a parametric curve P (t) that is a polynomial function of the
parameter t. The degree of the polynomial depends on the number of points used to
define the curve. The method employs control points and produces an approximating
curve. The curve does not pass through the interior points but is attracted by them.
Each point influences the direction of the curve by pulling it toward itself, and that
influence is strongest when the curve gets nearest the point. Figure 5.5 shows an
example of cubic Bezier curve. Such a curve is defined by four points and is a cubic
polynomial.
Given a set of n + 1 control points P0, P0, ..., Pn the corresponding Bezier curve
(or Bernstein-Bezier curve) is given by
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Figure 5.5: A Bezier curve and its control points.
C(t) =
n∑
i=0
PiBi,n(t) (5.3)
where t ∈ [0, 1] and PiBi,n(t) is a Bernstein polynomial which is defined by
Bi,n(t) =
(
n
i
)
ti(1− t)n−i,where
(
n
i
)
=
n!
i!(n− i)! (5.4)
Figure 5.6 illustrates Bernstein basis functions of degree 3.
The Bezier curve always passes through the first and last control points and lies
within the convex hull of the control points. The curve is tangent to P1 − P0 and
Pn − Pn−1 at the endpoints.
Connection of Two Bezier Curves The Bezier curve is a polynomial of degree
n, which makes it slow to compute for large values of n. It is therefore preferable
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Figure 5.6: Bernstein basis functions of degree 3.
to connect several Bezier segments, each defined by a few points, typically four, into
one smooth curve. Lets assume P and Q, two Bezier curves defined respectively by
the control points P0, P1, ..., Pn and Q0, Q1, ..., Qn. The extreme tangent vectors of
the Bezier curve satisfy:
Qt(0) = m(Q1 −Q0),
P t(1) = n(Pn − Pn−1) (5.5)
The condition for smooth connection of two such segments is given by:
Qt(0) = Pt(1)
mQ1 −mQ0 = nPn − nPn−1 (5.6)
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Substituting Q0 = Pn yields:
Pn =
m
m+ n
Q1 +
n
m+ n
Pn−1 (5.7)
The three points Pn−1, Pn, and Q1 must therefore be dependent. Hence, the
condition for smooth linking is that the three points Pn−1, Pn, and Q1 be collinear
(Fig 5.7).
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Figure 5.7: Smooth connection of two Bezier curves.
5.2.4 Bezier Curve and Normal Vectors
It is possible to construct a Bezier curve from two points and their normal vectors.
We propose the following procedure to calculate the control points and to trace the
curve.
Let’s assume two points P1(x1, y1),P2(x2, y2) and their respective normal vectors
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N1(xN1 , yN1),N2(xN2 , yN2) (Fig.5.8). We want to determine two control points using
normal vectors to trace a Bezier curve between P1 and P2
P1
P2N1
N2
0 1 2 3 4 5
x
1
2
3
4
y
Figure 5.8: Two points and their respective normal vectors.
We first define two points D1(xD1 , yD1) and D2(xD2 , yD2) on the line passing by
P1 and P2 as:
D1 = P1 +
1
3
(P2 − P1) = (2
3
x1 +
1
3
x2,
2
3
y1 +
1
3
y2)
D2 = P1 +
2
3
(P2 − P1) = (1
3
x1 +
2
3
x2,
1
3
y1 +
2
3
y2) (5.8)
The selection of these points can be modified depending on the application. Se-
lection of a different D1 and D2 will result in different control points for the recon-
struction of the bezier curve.
We define K1 and K2 the lines perpendicular to the line P1P2 passing respectively
through the points D1 and D2:
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Figure 5.9: Construction of a Bezier curve from two points and their normal vectors.
K1 : y = −x2 − x1
y2 − y1 (x− xD1) + yD1
= −x2 − x1
y2 − y1 (x− (
2
3
x1 +
1
3
x2)) +
2
3
y1 +
1
3
y2
K2 : y = −x2 − x1
y2 − y1 (x− xD2) + yD2
= −x2 − x1
y2 − y1 (x− (
1
3
x1 +
2
3
x2)) +
1
3
y1 +
2
3
y2 (5.9)
The equations of the tangent lines T1 and T2 passing respectively through the
points P1 and P2 are (Fig.5.9):
T1 : y = −xN1
yN1
(x− x1) + y1
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T2 : y = −xN2
yN2
(x− x2) + y2 (5.10)
We call C1 the intersection of the lines K1 and T1; and C2 the intersection of the
lines K2 and T2 which are given by:
C1(xC1 , yC1) = (
m2x1 −m1xD1 − y1 + yD1
m2 −m1 ,
m22x1 −m1m2xD1 −m2y1 +m2yD1
m2 −m1 −m2x1 + y1) (5.11)
C2(xC2 , yC2) = (
m3x2 −m1xD2 − y2 + yD2
m3 −m1 ,
m23x2 −m1m3xD2 −m3y2 +m3yD2
m2 −m1 −m3x2 + y2) (5.12)
with
m1 = −(x2 − x1)
(y2 − y1)
m2 = −xN1
yN1
m3 = −xN2
yN2
(5.13)
Using P1, P2, and the calculated control points C1 and C2 the Bezier curve is
traced. The procedure places the control points on the tangent lines at the end-
points of the curve. This verifies the continuity condition between two Bezier curves,
discussed in the previous paragraphs.
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Figure 5.10: Result of the applied technique to reconstruct a Bezier curve from two
points and normal vectors.
5.2.5 Bezier Surfaces
The Bezier surface patch, like the Bezier curve, is popular and is commonly used in
practice. A rectangular Bezier surface patch is defined by a grid of (m + 1)(n + 1)
control points and is given by:
P (u,w) =
m∑
i=0
n∑
j=0
Bm,i(u)Pi,jBn,j(w)
= (Bm,0(u), Bm,1(u), ..., Bmm(u))P

Bn,0(w)
Bn,1(w)
...
Bn,n(w)

= Bm(u)PBn(w) (5.14)
where,
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P =

P0,0 P0,1 · · · P0,n
P1,0 P1,1 · · · P1,n
...
...
. . .
...
Pm,0 Pm,1 · · · Pm,n
 (5.15)
The surface patch is anchored at the four corner points and employs the other
grid points to determine its shape. Figure 5.11 illustrates the bezier surface obtained
from the same points presented in Fig.5.2.
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Figure 5.11: (a) 3D points and linear interpolants, (b) Bezier surface from the same
points.
5.2.6 Bezier Surfaces and Normal Vectors
To obtain a 3D surface from the determined 3D point coordinates and the normal
vectors at these points, we propose to construct rectangular bezier surface patches.
To achieve this, we propose the following technique:
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From four points P1(x1, y1, z1), P2(x2, y2, z2), P3(x3, y3, z3), P4(x4, y4, z4) and from
their respective normal vectors N1(xn1, yn1, zn1), N2(xn2, yn2, zn2), N3(xn3, yn3, zn3),
N4(xn4, yn4, zn4), the additional twelve control points, which are necessary to define
the bezier surface patch are determined. To do so, for each point, three planes
parallel to z axis and passing respectively by the three other points are defined. A
plane passing by two points Pi and Pj parallel to z axis is given by:
Kij :
∣∣∣∣∣∣∣
x− xj y − yj z − zj
xi − xj yi − yj zi − zj
0 0 1
∣∣∣∣∣∣∣ = 0 (5.16)
For example for P2, the three planes are defined as:
K21 :
∣∣∣∣∣∣∣
x− x1 y − y1 z − z1
x2 − x1 y2 − y1 z2 − z1
0 0 1
∣∣∣∣∣∣∣ = 0
K23 :
∣∣∣∣∣∣∣
x− x3 y − y3 z − z3
x2 − x3 y2 − y3 z2 − z3
0 0 1
∣∣∣∣∣∣∣ = 0
K24 :
∣∣∣∣∣∣∣
x− x4 y − y4 z − z4
x2 − x4 y2 − y4 z2 − z4
0 0 1
∣∣∣∣∣∣∣ = 0 (5.17)
Then the projection of the normal vectors on these planes are determined. The
projection of a normal vector Ni on the plane Kij is given by:
(Ni.u)u+ (Ni.
vij
|vij|)vij (5.18)
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Figure 5.12: (a) Construction of Bezier surface control points from normal vectors,
(b) Bezier surface patch from the same points.
where,
u = {0, 0, 1}
v = {xj − xi, yj − yi, 0} (5.19)
On each plane Kij, the problem is then reduced to 2D determination of the
control points from two points Pi and Pj and the projection of their respective
normal vectors Ni and Nj on Kij. The aforementioned technique in Section 5.2.4 is
applied to obtain the control points. Figure 5.12 illustrates the process and presents
the results obtained from four points and their normal vectors.
The condition for smooth joining of the two surface patches is that the two tangent
vectors at the common boundary are in the same direction, although they may have
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different magnitudes [55]. The process, by definition, uses normal vectors to obtain
the control points and naturally validates the conditions necessary for smooth joining
of bezier surface patches.
Figure 5.13 illustrates the 3D data points presented in Fig.5.2, the 3D Bezier
surface passing through these points, and the surface obtained with the normal vec-
tors. The interpolation obtained only from the points does not have any information
about the curvature of the surface in between the acquired points. As a consequence,
we obtain a smooth surface. On the other hand, when the normal vectors are used,
the reconstruction takes into account the curvature, and a surface which fits better
the real data is obtained.
5.3 Recovery of Surface Normals from Isotherms
The Scanning from Heating method, to recover the 3D positions of the points on the
surface of a transparent object, makes use of a laser heating source and creates a
temperature difference at a point on the surface. If we suppose the surface locally flat
at the impact point, and the object isotropic and homogeneous, the heat propagation
by conduction is given by Fourier’s law as:
δu
δt
= α
(
δ2u
δx2
+
δ2u
δy2
+
δ2u
δz2
)
(5.20)
where u = u(x, y, z, t) is the temperature as a function of space and time and
α = k
cp%
is the thermal diffusivity with k, the thermal conductivity, %, the mass
density, and cp, the heat capacity. This presumes, on the surface of the object,
where z = 0, that the propagation in x and y directions are equal. As a consequence,
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Figure 5.13: Comparison of the interpolation using normal vectors (a) 3D points
and linear interpolation, (b) Bezier surface passing from the same points, (c) The
Bezier surface obtained using normal vectors.
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Figure 5.14: 2D representation of the technique to recover surface normals based
on Scanning from Heating method.
circular isotherms, points of equal temperature, are formed on the surface around the
impact point. When observed with a thermal camera, these isotherms corresponds
on the image to the pixels with the same intensities. In the perspective camera
model, a projected circle appears as an ellipse in the image plane, and the 3D pose
of the circle can be extracted from a single image using the inverse projection model
of a calibrated camera [56]. Therefore, it is possible to recover from a isotherm and
a calibrated acquisition system, the surface normal at the laser impact point. Figure
5.14 illustrates the 2D representation of the technique.
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5.3.1 Assumptions
For the extension of the Scannning From Heating method to recover the surface
normals, the following assumptions are made:
1. The transparent object is supposed to be homogenous, i.e. uniform in structure
and composition, and isotropic, i.e. the physical properties of the material are
independent of direction.
2. The surface of the object is locally supposed to be flat and consequently the
propagation of the heat on the surface from the laser impact point is considered
to be circular.
3. To be able to recover the 3D pose of the circle from the detected ellipse on the
image plane, the interior camera parameters are supposed to be known. These
parameter are recovered from an initial calibration of the acquisition system.
5.3.2 Calibration of the Acquisition System
Camera calibration is defined as the determination of the parameters that model
the optical projection of a 3D world point Pw = (xw, yw, zw) into pixel coordinates
(r, c) in the image. The process has previously been described in Chapter 3. To
recover the internal and external camera parameters, known 3D points are projected
in the image and the sum of the squared distance between these projections and
the corresponding image points is minimized. If the minimization converges, the
interior and exterior camera parameters are determined. The minimization process
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of the calibration depends on the initial values of the interior and exterior camera
parameters. These initial parameters are usually provided by the manufacturer.
5.3.3 Determination of the Ellipse Equation
The circular isotherms formed due to the heating of the surface appears as ellipses on
the thermal image. The equation of these ellipses is necessary for the determination
of the 3D circle pose. There exist several methods to determine the equation of
an ellipse on an image [57]. Depending on the input data, required accuracy and
computational time, different methods can be applied. For example, one of the most
commonly used methods is selecting a set of points on the contour of the ellipse on the
image and using a least square approach to find out the equation of the ellipse passing
through these points minimizing the algebraic distance ax2i +bxiyi+cy
2
i +dxi+eyi+f
between the contour points (xi, yi) and the resulting ellipse [57]. However, to obtain
accurate results with this technique many points have to be used, complicating the
calculations and increasing the computational time.
We propose first to extract an isotherm using thresholding and to calculate the
moments of the resultant image. Using the first and second order moments, we can
easily determine the parameters of the ellipse, and find out its equation on the image
plane. The moments M00, M10 and M01 on an image f of size m x n are defined as:
M00 =
n∑
i=1
m∑
j=1
f(i, j) (5.21)
M10 = y0 =
1
M00
n∑
x=1
m∑
y=1
xf(x, y) (5.22)
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M01 = x0 =
1
M00
n∑
x=1
m∑
y=1
yf(x, y) (5.23)
The point (x0, y0) is called the center of gravity of the ellipse. The moments M11,
M20 and M02 are given by:
M11 =
1
M00
n∑
x=1
m∑
y=1
(x− x0)(y − y0)f(x, y) (5.24)
M20 =
1
M00
n∑
x=1
m∑
y=1
(x− x0)2f(x, y) (5.25)
M02 =
1
M00
n∑
x=1
m∑
y=1
(y − y0)2f(x, y) (5.26)
From these moments we can determine r1, r2 the minor and major radii of the
ellipse and θ the rotation angle as follows:
r1 =
√
2(M20 +M02 +
√
(M20 +M02)2 + 4M211) (5.27)
r2 =
√
2(M20 +M02 −
√
(M20 +M02)2 + 4M211) (5.28)
θ = −1
2
ArcTan(
2M11
M02 −M20 ) (5.29)
We define P , P0 and N as:
P =
(
x
y
)
, P0 =
(
x0
y0
)
, N =
 1r21 0
0 1
r22
 (5.30)
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and the rotation matrix R by:
R =
(
Cos(θ) −Sin(θ)
Sin(θ) Cos(θ)
)
(5.31)
The equation of the ellipse is the given by:
(P − P0)T.R.N.RT.(P − P0)− 1 = 0 (5.32)
It can be also written in the form:
c1x
2 + c2xy + c3y
2 + c4x+ c5y + c6 = 0 (5.33)
where c1, c2, ..., c6 as the coefficients of the Eq.5.32.
Figure 5.15: Example of ellipse detection using moments.
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5.3.4 3D Circle Pose Recovery
The 3D pose of an isotherm on the thermal image, is recovered as follows: [56]. The
origin of the world reference frame is set to be located at the center of the 3D circle.
The z-axis is then perpendicular to the 3D circle plane. The coordinates of a circle
point can be represented as Pw = [ xw yw 0 1 ]
T . For the pixel coordinates of
the corresponding image point Pi = [ sr sc s ]
T , we have:
Pi = C[ R t ]Pw (5.34)
where s is a scale factor, R and t represents the relative rotation and translation
between the world coordinate system and the camera coordinate system, are denoted
as:
R =
 r11 r21 r31r12 r22 r32
r13 r23 r33
 , t =
 txty
tz
 (5.35)
C represents the camera intrinsic matrix and is denoted as:
C =
 Sxf γ cx0 Syf cy
0 0 1
 =
 αx γ cx0 αy cy
0 0 1
 (5.36)
where Sx and Sy are scale factors to convert from metric to pixel units, f repre-
sents the focal length, cx and cy are the coordinates of the principal point in pixels,
and γ denotes the skewness of the CCD plane.
Equation 5.34 can be simplified as:
Pi = C
[
r1 r2 t
]
Pw (5.37)
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where r1 and r2 represent the first two columns of rotation matrixR, Pw represents[
xw yw 1
]T
. We define M as:
M = C
[
r1 r2 t
]
=
 αx γ cx0 αy cy
0 0 1

 r11 r21 txr12 r22 ty
r13 r23 tz

=
 αxr11 + γr12 + cxr13 αxr21 + γr22 + cxtx αxty + γr22 + cxtzαyr12 + cyr13 αyr22 + cyr23 αyty + cytz
r13 r23 tz
(5.38)
Equation 5.34 can then be written as:
Pi = MPw (5.39)
A 3-D circle centered at (x0, y0) with the radius r is:
(x− x0)2 + (y − y0)2 = r2 (5.40)
and in a matrix form it becomes:
 xy
1

T  1 0 −x00 1 −y0
−x0 −y0 x20 + y20 − r2

 xy
1
 = P TwQPw = 0 (5.41)
The corresponding image ellipse can be written as:
ax2 + bxy + cy2 + dx+ ey + f = 0 (5.42)
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and in matrix form it becomes:
 xy
1

T  a
b
2
d
2
b
2
c e
2
d
2
e
2
f

 xy
1
 = P Ti APi = 0 (5.43)
From Eq (5.41) and Eq (5.43) , we obtain:
λA = M−TQM−1 (5.44)
In our case where the exact diameter of the circle, i.e the isotherm on the surface
of the transparent object, is unknown, it is not possible to estimate the distance
between the camera plane, the circles center, and the scale factor λ. On the other
hand we are only interested in the 3D pose of the circle, so r can be set to an arbitrary
value, such as 1. Finally Eq. (5.44) is resolved using singular value decomposition
(SVD) in order to determine the 3D pose of the circle relative to the camera plane.
(a) (b) (c) (d)
Figure 5.16: Possible 3D poses for a given ellipse.
The solution to the 3D pose detection is not unique. There is four possible 3D
poses for a given ellipse. Figure 5.16 illustrates the possible 3D poses. The first two
poses (a) and (b) are eliminated using the sign of the vector in the camera plane
coordinate system. However we can not separate between the poses (c) and (d). For
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the real world application we need prior knowledge of the surface orientation to be
able to select the correct 3D pose. For instance by manually selecting some correct
normals it is possible to define angle constraints on a smooth surface. Another
possible solution is to use a second camera to resolve the ambiguity.
5.4 Implementation and Experimental Results
Two different implementations of the method to recover the surface normals have
been realized. The first one makes use of a rotating mechanical system and is used
for the validation of the method. The second implementation is identical to Scanning
from Heating experimental setup, and uses a X − Y moving platform to scan the
surface of the transparent object.
Camera and 
CO2 Laser
Transparent
Glass Plate
Computer
Rotating 
Mechanical 
System
Figure 5.17: Experimental setup to validate the method.
The first experimental setup for the validation of the method is presented in
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Fig.5.17. A Flir SC 7000 infrared camera is used to acquire thermal images. The
resolution of the camera is 640x512 (twice of the resolution of the camera used in
Scanning from Heating prototype). A glass plate is placed on a remotely controlled
rotating platform which has a precision of 0.01 degrees. For different positions of the
platform the surface of the glass plate is heated at a point with a 400mW CO2 laser
and a thermal image is acquired.
Figure 5.18: Experimental setup for the acquisition of 3D points and their normals
on the surface of a transparent object.
The second experimental setup (Fig.5.18) is used to obtain 3D points and their
corresponding normals on the surface of transparent objects. A Flir SC 5500 infrared
camera, sensible to 3 − 12µm, is used to acquire thermal images. The resolution of
the camera is 320x256 pixels. A Synrad 10W CO2 laser is used as heating source.
The output power of the laser is controlled by the computer via Synrad UC2000
Laser Power Controller, over serial port. The camera and the laser are attached to a
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X − Y moving platform. The position of the platform is controlled by the computer
over the ethernet interface via Siemens S200 PLC Controller. The moving platform
has a precision of 50µm.
5.4.1 Calibration
For the recovery of the surface normals both systems needs to be calibrated. For
this purpose a custom calibration plate has been designed. A known pattern has
been imprinted on an electrical circuit board. Once heated, the pattern on the plate
is visible to thermal cameras. The calibration procedure for the cameras has been
described in Chapter 3.
As a result of the calibration process, f , the focal length of the camera, κ, the
radial distortion coefficient, Sx, the horizontal distance between two neighboring cells
on the sensor, Sy, the vertical distance between two neighboring cells on the sensor,
Cx, column coordinate of the image center point and, Cy, row coordinate of the image
center point are determined. The following results, using MVTec Halcon Calibration
Libraries, have been obtained for the interior camera parameters (Table 5.1, Table
5.2).
Table 5.1: Calculated interior camera parameters for the first experimental setup:
Focal length of the lens: 0.02503245135
Radial distortion coefficient: -262.3453465754
Width of a cell on the sensor: 0.000001530012
Height of a cell on the sensor: 0.000001500345
X-coordinate of the image center: 321.678356245
Y-coordinate of the image center: 258.45613245234
Width of the images: 640
Height of the images: 512
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Table 5.2: Calculated interior camera parameters for the second experimental setup:
Focal length of the lens: 0.0330831798312779
Radial distortion coefficient: -235.408590483261
Width of a cell on the sensor: 0.0000030005938013238
Height of a cell on the sensor: 0.000003
X-coordinate of the image center: 184.1761694627
Y-coordinate of the image center: 128.343509507569
Width of the images: 320
Height of the images: 256
5.4.2 Validation of the Method
The first experimental setup is used for the validation of the method. Figure 5.19
illustrates the process.
Figure 5.19: Procedure for the validation of the method.
The mechanical rotation table is turned by steps of 3 degrees. For each step a
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(a) (b) (c) (d)
Figure 5.20: Thermal images and the result of the ellipse detection process us-
ing moments (in yellow) and the angle of the calculated normal vector in x-axis,
compared to the initial position (in red)
thermal image is acquired. To obtain accurate results several isotherms, correspond-
ing respectively to the gray values 8500, 8550, 8600, 8650, 8700, 8750, 8800, 8850
and 8900, are extracted from the image. For each isotherm the equation of the ellipse
on the image is determined using moments. From these equations, using the pro-
cess described in Section 4.3.4, the normals on the surface of the transparent glass
plate are calculated. Finally the mean normal is obtained summing all the normals
obtained from the isotherms and normalizing it.
Figure 5.20 illustrates thermal images and the result of the ellipse detection pro-
cess using moments (in yellow) on one of the isotherms. Additionally the angle of
the calculated normal vector in x-axis, compared to the initial position, is given (in
red). Figure 5.21 shows for each isotherm the result of the procedure to detect the
normals giving the angle of the calculated normal vector in x-axis, compared to the
initial position. The reference line (in blue) shows the angle of the mechanical ro-
tation table. For each step of three degrees, the calculated angles are represented.
The mean angle of the mean normal vector (in red) is also given. The average devi-
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ation between the reference angle and the angle of the mean vector is determined as
1.58029 degrees. This results demonstrate that, it is possible using the isotherms to
detect the normal vectors on a planar surface. Assuming the surface locally flat this
method can be applied in addition to Scanning from Heating to recover the normal
vectors at the determined 3D points.
Figure 5.21: Result of the procedure to detect the normals giving the angle of the
calculated normal vector in x-axis, compared to the initial position. The reference
line (in blue) shows the angle of the mechanical rotation table. For each step the
calculated angles are represented. The mean angle of the mean normal vector is
given in red.
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5.4.3 Results
Once the method has been validated, the second experimental setup has been used
to acquire 3D points and normals on the surface of transparent objects. Figure 5.22
illustrates a false color image acquired by the scanner and shows the result of the
normal detection process.
Figure 5.22: False color image acquired by the scanner showing the result of the
normal detection process.
At the end of each scanning operation, two different interpolation of the surface,
one using only the 3D points and the other using the 3D points and the normals, is
calculated. These results are compared to a surface obtained from 3D points acquired
by a touch probe scanner. The touch probe scanner has a precision of 5µm and is
considered in these experiments as the ground truth. To obtain a surface from the 3D
points acquired from the Scanning from Heating scanner and from the touch probe
scanner, the Rapidform software [53] is used. On the other hand, when using the
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3D points and the normals, as a result of the procedure described in Section 4.2.6,
bezier surface patches are obtained. To be able to compare this surface to the other
ones, first a set of points between the four 3D points used for the calculation of the
patch are determined. This calculation is repeated for all the patches which forms
the surface. Finally, the point cloud is imported in Rapidform to generate a polygon
surface. To obtain a comparison between the surfaces from Scanning from Heating
scanner and from the touch probe scanner the two coordinates systems have to be
aligned. To achieve this, three identical points are selected on each surface and the
transformation between the two coordinate systems is calculated.
Glass Plate: Figure 5.23.a illustrates the result obtained from Scanning from Heat-
ing scanner on a 10x20cm glass plate from 625 points. Figure 5.23.b shows in addition
the calculated normal vectors at these 3D points. From these 3D points and normal
vectors the bezier surface is calculated. Figure 5.24 shows an enlarged portion of
the bezier surface. At each bezier patch, additional points are determined for the
comparison of the surface to the one obtained by the touch probe scanner. Figure
5.25 illustrates four 3D points and their respective normal vectors. Additionally 625
points, between the scanned ones, have been interpolated according to the bezier
surface patch. This operation is repeated for each patch and a point cloud is ob-
tained. To compare the results the glass plate is also scanned by Wenzel LH 54
touch probe scanner from 625 points. Figure 5.26.a illustrates the comparison of the
surface obtained from the 3D points acquired by the Scanning from Heating scanner
to the surface obtained by the touch probe scanner. The average deviation is 145µm.
Figure 5.26.b illustrates the comparison of the surface obtained from the 3D points
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and the normals to the surface obtained by the touch probe scanner. The average
deviation is 135µm.
(a)
(b)
Figure 5.23: (a) Result obtained from Scanning from Heating scanner on a 10x20cm
glass plate from 625 points, (b) calculated normal vectors at these 3D points.
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Figure 5.24: An enlarged portion of the constructed bezier surface.
Figure 5.25: Four 3D points and their respective normal vectors. 625 points be-
tween the scanned ones have been interpolated according to the bezier surface patch.
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(a)
(b)
Figure 5.26: (a) Comparison of the surface obtained from the 3D points acquired
by the Scanning from Heating scanner to the surface obtained by the touch probe
scanner. The average deviation is 145µm, (b) Comparison of the surface obtained
from the 3D points and the surface normals to the surface obtained by the touch
probe scanner. The average deviation is 135µm.
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Figure 5.27: Glass bottle.
Glass Bottle Figure 5.29.a illustrates the 3D points obtained from Scanning from
Heating on the glass bottle presented in Fig.5.27. Figure 5.29.b shows in addition
the calculated normal vectors at each 3D point. Figure 5.29.c illustrates the bezier
surface, obtained using the points and the vectors, applying the procedure described
in Section 4.2.6. Figure 5.30 demonstrates an enlarged portion of the bezier surface.
At each bezier patch, additional points are determined for the comparison of the
surface to the one obtained by the touch probe scanner. Figure 5.25 illustrates four
3D points and their respective normal vectors. Additionally 625 points, between the
scanned ones, have been interpolated according to the bezier surface patch. This
operation is repeated for each patch and a point cloud is obtained. To compare the
results the glass plate is also scanned by Wenzel LH 54 touch probe scanner from
900 points. Figure 5.28 shows the scanning of the glass bottle by the touch probe
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scanner. Figure 5.32.a illustrates the comparison of the surface obtained from the
3D points acquired by the Scanning from Heating scanner to the surface obtained
by the touch probe scanner. The average deviation is 120µm. Figure 5.32.b illus-
trates the comparison of the surface obtained from the 3D points and the normals
to the surface obtained by the touch probe scanner. The average deviation is 110µm.
Figure 5.28: Scanning of the glass bottle by Wenzel LH 54 touch probe scanner.
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(a)
(b)
(c)
Figure 5.29: 3D points obtained from Scanning from Heating, (b) calculated normal
vectors at each 3D point, (c) the bezier surface, obtained using the points and the
vectors, applying the procedure described in Section 4.2.6.
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Figure 5.30: An enlarged portion of the constructed bezier surface.
Figure 5.31: Four 3D points and their respective normal vectors. 625 points be-
tween the scanned ones have been interpolated according to the bezier surface patch.
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(a)
(b)
Figure 5.32: (a) Comparison of the surface obtained from the 3D points acquired
by the Scanning from Heating scanner to the surface obtained by the touch probe
scanner. The average deviation is 120µm , (b) Comparison of the surface obtained
from the 3D points and the surface normals to the surface obtained by the touch
probe scanner. The average deviation is 110µm.
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Looking at the results obtained on the previously presented glass plate and on
the glass bottle, the effect of the surface normals on the reconstruction is not directly
visible. The average deviation between the ground truth surface obtained using the
touch probe scanner and the reconstruction using the scanned points and the normals
is just slightly better then the one obtained using only the 3D points. This is mainly
due to the low curvatures on the surface of the scanned objects. On the other hand
we observe that we have a better localization of the erroneous zones on the surface
obtained using the normals. Figure 5.33 illustrates this fact:
Figure 5.33: Example showing that the reconstruction using the surface normals
provides better localization of the erroneous zones.
Figure 5.33 shows a surface profile (in black), four points on this profile (in blue)
and the corresponding surface normals (in red). The green line shows the bezier
curve obtained using the 3D points. The red line shows the bezier curve obtained
using the points and the normals. The average deviation between the black and red
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curve, and the deviation between the black and green curve may be equal but the
curve constructed using normals fits better the real data. This effect can be seen
on the experimental results, especially on the glass plate. Another important aspect
is the density of the scanned points. Figure 5.34.a illustrates a 2D profile obtained
on the glass bottle by Scanning From Heating, and the calculated normals. The
interpolation using the points (in red), and the interpolation using the points and
the normals (in blue) is illustrated in Fig.5.34.b. If the number of scanned points is
reduced, as shown in Fig.5.34.c, the interpolations differ from each other.
(a)
(b)
(c)
Figure 5.34: (a) 2D profile obtained on the glass bottle by Scanning From Heating,
and the respective calculated normals, (b) interpolation using the points (in red), and
the interpolation using the points and the normals (in blue), (c) the interpolations
differ from each other when the number of scanned points is reduced.
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Figure 5.35: Glass object containing accentuated curvatures on its surface.
Glass object with accentuated curvatures: To demonstrate the effect of the
surface normals on real data, a glass object, shown in Fig.5.35, which contains ac-
centuated curvatures has been scanned. 108 3D points have been acquired using
the Scanning from Heating scanner. Normals at these points have been calculated
and the procedure for the interpolation of the points has been applied. Figure 5.36.a
shows the results obtained from Scanning from Heating scanner and Fig.5.36.b shows
the results of the interpolation using the normals. The two surfaces are compared
and the result is presented in Fig.5.36.c. The average deviation between the two
surfaces is determined as 250µm. Differences are mainly located on zones with high
curvatures. Figure 5.37.a and Fig.5.37.b compares a profile taken from these surfaces,
obtained from the Scanning from Heating scanner, to the one acquired from touch
probe scanner. The average deviation between the surface from the touch probe
scanner and the surface obtained from the 3D points from Scanning from Heating
is 380µm. On the other hand, when normals are used for the interpolation in ad-
dition to the 3D points, the average deviation drops down to 125µm. This result
demonstrates the importance of the surface normals and the efficiency of the method.
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(a)
(b)
(c)
Figure 5.36: (a) Results obtained from Scanning from Heating scanner on the
object presented in Fig.5.35 (b) results of the interpolation using the normals.
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(a)
(b)
Figure 5.37: Comparison of a profile taken from the surface, obtained from the 3D
points from Scanning from Heating, to the one acquired from touch probe scanner.
The average deviation is 380µm, (b) comparison of the same profile taken from the
surface, obtained from the 3D points and the normals, to the one acquired from
touch probe scanner. The average deviation is 125µm.
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5.5 Conclusion
We have shown in this chapter the extension to Scanning from Heating method to
recover the surface normals, in addition to the 3D coordinates. Experimental results
show that it is possible to obtain, from the isotherms, the normal vectors at the
laser impact zones. These normal vectors helps improving the reconstruction of the
surface and give a better localization of the erroneous zones. This extension can have
several real world application such as the quality control of automotive glasses. The
accuracy of the method can be improved using a laser with a smaller diameter and
a thermal camera with a higher resolution.
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6 CONCLUSION
6.1 Summary
In this thesis we have proposed a new method of determining the surface shape of
transparent objects. The method makes use of selective light absorption properties of
the transparent material to create a heat spot on the surface. To achieve this, a laser
heating source, working in the absorption frequencies of the material, is used. Once
the heat spot is created on the surface, the method makes use of radiative properties
of the material. The spot is observed by a thermal camera and the coordinates on the
image plane are determined. Knowing the internal and external camera parameters,
by an initial calibration of the system, we determine the 3D world coordinates of the
heated spot. The process is repeated moving the object to recover the whole surface
shape. We named this method “Scanning From Heating”. We have studied the
application of the method in detail on transparent glass objects and demonstrated
that it is possible, by Scanning From Heating, to obtain surface profiles of various
transparent specimens, including glass planes, curved automotive glass windows,
complex glass objects and even plastic bottles. Furthermore, considering the laser
beam as a point heating source and the surface of the object locally flat at the
impact zone, we have extended the method to obtain the surface normals of the
object, in addition to the 3D world coordinates. Additionally we have shown different
applications of the method using a laser line projection instead of a spot, to accelerate
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the acquisition process. A scanner prototype have been realized during the thesis
and a patent on the method has been deposited.
6.2 Contribution
Papers in peer-reviewed academic journals: Optics Express and IEEE Transactions
on Instrumentation and Measurement, a paper in proceedings of international con-
ference: ICIAP 2009 and a SPIE Newsroom article have been published:
(1) Gonen Eren, Olivier Aubreton, Fabrice Meriaudeau, L.A. Sanchez Secades,
David Fofi, A. Teoman Naskali, Frederic Truchetet, and Aytul Ercil, Scanning
from heating: 3D shape estimation of transparent objects from local surface
heating, Opt. Express 17, 11457-11468 (2009).
(2) Fabrice Meriaudeau, Luis Alonzo Sanchez Secades, Gonen Eren, Aytul Ercil,
Frdric Truchetet, Olivier Aubreton, David Fofi, ”3D Scanning of Non-Opaque
Objects by means of Imaging Emitted Structured Infrared Patterns ”, IEEE
Transactions on Instrumentation and Measurement (accepted), 2010
(3) Eren G., Aubreton O. , Meriaudeau F., Secades L.A.S., Fofi D., Naskali T.,
Truchetet F., Ercil A., A 3D Scanner for Transparent Objects, Proceedings
of 15th International Conference on Image Analysis and Processing (ICIAP
2009).
(4) Eren G., Aubreton O. , Meriaudeau F., Secades L.A.S., Fofi D., Truchetet
F., Ercil A., Using heat to scan transparent surfaces, Industrial Sensing and
Measurement, SPIE Newsroom (2009).
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We can also remark that the article published in Optics Express has been cited
in Nature Photonics:
• David Pile, A Clear Picture, Nature and Photonics, Vol3, August 2009, pp 434.
and in the state of the art in transparent and specular object reconstruction:
• I.Ihrke, K.N. Kutulakos, H.P.A. Lensch, M.Magnor, and W.Heidrich,“Transparent
and specular object reconstruction,” Computer Graphics Forum, p. to appear,
2010.
A patent on a scanner prototype using Scanning From Heating method has been
deposited. Details on the patent application can be found in appendix section.
• PCT/IB08/055328: “A 3D Scanner”
A 3D scanner prototype based on Scanning From Heating method has been re-
alized.
6.3 Discussion
Current reconstruction methods for transparent objects are mainly working in the
visible domain of the spectrum and are trying to resolve difficulties caused by trans-
parency using algorithms and systems based on reflection, refraction or polarization
of the visible light. Scanning From Heating differs mainly in this aspect where it
makes use of the selective light absorption property of materials and employs a laser
heating source which works in this domain of the spectrum. In these zones the ob-
ject is opaque to the laser heating source and the and laser energy is absorbed by
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the surface without penetrating into the object. This creates a detectable point by
the thermal camera. The problem of scanning the transparent material is then re-
duced to 3D triangulation, which is the among the most proven and widely used 3D
reconstruction methods.
Scanning From Heating has many advantages over actual methods. Techniques
for estimating the 3D surface shape of transparent objects based on structured light-
ing do not yield good results for protruding objects, whereas Scanning From Heating
method, as 3D scanners in the visible domain, can acquire different types of surfaces.
Shape-from-focus based methods change the focus of the camera and can only esti-
mate the depth of the edge of the object and cannot estimate the shape of a curved
surface whereas Scanning From Heating can also acquire surface profiles. Refraction
based methods, like shape from motion, require complex calculations and estimate
basic shapes represented by a small number of parameters such as a sphere or rounded
cube. It is possible to scan complex surfaces with Scanning From Heating method.
Polarization based methods have difficulties to acquire realtime measurements and
necessitate delicate calibration procedures which may be difficult to implement on
an industrial production line. Scanning From Heating can acquire realtime surface
profiles and uses 3D triangulation which is easy to calibrate. Furthermore the ex-
tension of the method to obtain the surface normals in addition to the 3D world
coordinates gives precise information about the surface curvatures. Moreover the
method is capable of scanning different types of materials like glass and plastic. The
method can also be applied to opaque objects and is beneficial when the object is
composed of different types of materials, transparent and non-transparent.
On the other hand, the method and its implementation have some drawbacks.
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The use of a laser heating source requires important precaution measures. The laser
can damage the surface of the object if the laser power is not properly adjusted
according to the heating model. Reflection of the laser heating source can harm hu-
mans or cause damage to other equipment, especially to the thermal cameras. The
cameras should be protected by mechanical shutters or filters. A controlled envi-
ronment is necessary for the industrial application of the method. Additionally, the
method uses sophisticated equipment that is costly at the present and the accuracy
of the method is limited by the resolution of the thermal cameras. Fortunately, with
the rapid growth of the need for thermal cameras in different industries such as,
military, construction and medicine, prices of thermal cameras are dropping rapidly,
where their resolutions getting higher. This will allow the method to be cost effective
and to be applied to high demanding applications in the future.
In conclusion, we have developed a novel technique which is capable of acquiring
the 3D surface shape of transparent objects. Scanner prototypes were implemented
and tested on diverse transparent glass objects. Experiments show that the quality
of the reconstructed models is as accurate as conventional laser scanners in the visible
domain. Additionally, the obtained results demonstrated that it is possible to scan
different types of surfaces. The method holds promise for a wide range of applications
in automotive and packaging industries.
6.4 Future Work
Future work includes the extension of the method on specular surfaces such as metals
and polished materials. Burgundy University LE2I Laboratory and Sabanci Univer-
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sity VPA Laboratory have started together an EUREKA project for this purpose.
Industrial applications of Scanning From Heating method is also envisaged.
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A PATENT: A 3D SCANNER
(PCT/IB08/055328)
The following patent application has been made for the Scanning From Heating
method, which has been developed during this thesis.
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1Description
A 3D SCANNER
1 1 1 Field of the Invention
121 The present invention relates to a 3D scanner which builds up 3D models of
transparent objects without having their problem of multi-reflection, by means of
realizing, analysis of temperature differences on surfaces of said objects.
31 Background of the Invention
[41 As the light not only reflects from transparent objects but also passes through them,
making the 3D measurements of transparent materials Ile glass and acrylic leads to
the problem of multi-refection. For this reason, making the 3D measurements of
transparent objects gets difllcult. Therefore in measurement of the objects' surfaces
with imaging systems, the opaque objects are being focused on in general, not the
transparent objects. The surface measurements of the objects which reflect the light
can he carried out by the methods of photometric stereo or coloured photometric stereo
which can make shaping by means of shading. Whereas a new method reflects the light
hand to the transparent object and calculates the surface shape of the transparent object
by using a generic algorithm. Polarization is another useful method in calculating the
shape of the transparent objects. However the said methods can operate under special
conditions and they are quite slow to he able to make real-time 3D modeling on
production Ike and to he used in quality control.
151 In United States patent document No. US6367968 within the state of the art, a system
which is used to make measurement and controls on the surfaces of the objects by
utilizing infrared ther'rnography is mentioned. In said method, focal-plane array
cameras are used as M. The apparatus which is mentioned in United States patent
document No. US6367968 determines changes taken place in the thickness of the
object which has become thin. In said document by using a lamp. a particular region is
heated in an equal distribution. Then the temperature distribution in the course of time
is examined by the method of FIT (Fast Fourier Transform) and as the temperature
distribution is different in regions which are thinner or thicker than normal, these
regions are determined. As is seen, any 3D modeling is not made in said document,
only errors are measured from surface roughnesses by using therniography method.
161 Summary of the Invention
17] The objective of the present invention is to realize a 3D scanner which can make 3D
modeling of the transparent objects in real-time to make quality control in the industry.
fxl Another object of- the present invention is to realize a 3D scanner which is able to
make 3D modeling of the transparent objects COMM
hbeing effected by the internal re-
flections arising from the structure of the transparent objects, by utilizing the thcr-
2191
nxrgraphy technique.
Another object of the present invention is to realize a 3D scanner hav.i112 not only the
[ I (1J
structures of the transparent objects but also the different materials' and being able to
make the 31) nwdeling of the opaque objects as well.
Detailed Description of the Invention
1 1 1 1 A 3D scanner realized to fulfill the objective of the present invention is illust aced in
11 221
the accompanying figure, in which:
Figure I is schematic view of'a 31) scanner.
1131 The parts shown in the figures are individually numbered, where the numbers refer to
1 141
the following:
I. 3D scanner
11 51 2. Slider
1 161 3. Heater
1 171 4. Optical object
1181 5. Thermal camera
[ 191 6. Control unit
12(1
The 3D scanner (I) comprises at least one slider (2) on which the object (A) whose
f
11
sur
ace shape is desired to be determined is placed. and which has a moving structure:
at least one heater (3) which provides to territorially heat the object (A) placed on the
slider (2): at least one optical object (4) which disperses said beams in order to enable
the beams coming from the heater (3) to reach the different points on the slider (2): at
least one thermal camera (5) which senses temperature differences on the surface of the
object (A) heated territorially and at least one control unit (6) which carries out the 3D
modeling of the object (A) with the values sensed by the thermal camera (5).
The slider (2) which is present on the inventive 31) scanner (I) and carries the object
(A) whose surface shape is desired to be determined, is controlled by the control unit
(6) with the purpose of heating all the regions by the heater (3) to get clear in
formation. The object (A) which is present on the slider (2) while it is moving, is
heated territorially by the heater (3). Said heater (3) h h
221
eats t e surface of the object (A)
preferably by using C02 laser as it specific shape such as dot, dash or1 grid. According
to height changes on the surface, deforn ► atioils or transpositions may occur On these
shapes. By determining these changes via the thermal camera (5). the 3D surface shape
is calculated by the control unit (6).
In the inventive 31) scanner ( I ) the power of the heater (3) is determined by the
1231
control unit (6) in order to obtain the minimum temperature which can he determined
by the thermal camera (5) according to the type and thickness of the material.
The thermal camera (5) used in the inventive 3D scanner (I) preferably has it spectral
range between 7,5-13 micrometer and a 32(1t`240 pixel resolution. The light
3transmission coefficient of the glass is I % in mentioned spectral range and the light
reflection coefficient is in maximum value. In the present case, the glass can be
thought as an opaque and reflective object.
[24J In a preferred enihodiment of the invention the object (A) is present on a fixed base
and the system of camera (5) and heater (3) present on the scanner ( I ) is moving.
1251 Within the framework of this basic concept. it is possible to develop a wide variety of
embodiments of the inventive 3D scanner (I ) and the invention can not be limited to
the examples described herein. it is essentially according to the claims.
4Claims
I 1 A 3D wanner ' ( 1) characterized by at least one slider ( 2) on which the object (A)
whose surface shape is desired to he determined is placed, and which has a
moving structure ; at least one heater (3) which provides to territorially heat the
object ( A) placed on the slider (2 ): at least one optical object ( 4) which disperses
said beams in order to enable the beams coming from the heater ( 3) to reach the
different points on the slider ( 2): at least one thermal camera (5 ) which senses
temperature differences on the surface of the object ( A) heated territorially and at
least one control unit (6) which carries out the 3D modeling of the object (A)
with the values sensed by the thermal camera (5).
12] A 31) scanner ( 1) according to Claim I characterized by a thermal camera (5)
which has a spectral range between 7,5-13 micrometer and a 320*240 pixel
resolution.
131 A 31) scanner ( 1) according to Claim I characterized in that the heater ( 3) which
territorially heats the surface of the object (A), is a ( '02 laser.
5Abstract
The present invention relates to a 3D scanner (1) which is able to make 3D modeling of the
transparent objects in real-time by utilizing the thermneraphy technique in order to make quality
control in the industry: comprising it slider (2). a heater (3). a thermal camera A and a control
unit (6).
Figu re 1
1
3
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4 A
B OPTICAL PROPERTIES OF
MATERIALS
Light interacts with matter in many different ways. The wide-ranging optical proper-
ties observed in solid state materials can be classified into a small number of general
phenomena. The simplest group, namely reflection, propagation and transmission,
is illustrated in Fig.B.1. This shows a light beam incident on an optical medium.
Some of the light is reflected from the front surface, while the rest enters the medium
and propagates through it. If any of this light reaches the back surface, it can be
reflected again, or it can be transmitted through to the other side. The amount of
light transmitted is therefore related to the reflectivity at the front and back surfaces
and also to the way the light propagates through the medium.
Refraction causes the light waves to propagate with a smaller velocity than in
free space. This reduction of the velocity leads to the bending of light rays at
interfaces described by Snell’s law of refraction. Refraction, in itself, does not affect
the intensity of the light wave as it propagates. Snells law of refraction states that:
n1 sin θ1 = n2 sin θ2 (B.1)
where n1 and n2 are the indices of refraction in the two media. The incident ray,
the reflected ray, the refracted ray, and the normal to the surface all lie in the same
plane. The index of refraction n of a medium is defined by the ratio:
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Incoming ray
Surface
Specular reøection
Internal reøectionAbsorption
Refraction
Figure B.1: Reflection, propagation and transmission of a light beam incident on
an optical medium.
n ≡ c
v
(B.2)
where c is the speed of light in a vacuum and v is the speed of light in the medium.
In general, n varies with wavelength and is given by:
n =
λ
λn
(B.3)
where λ is the vacuum wavelength and λn is the wavelength in the medium. As
light travels from one medium to another, its frequency remains the same.
In the case of reflection, the interaction depends on the physical and chemical
properties of the material. If the materials surface is perfectly smooth (e.g. a mirror),
rays of light collectively undergo total reflection (or specular reflection), leaving the
140
surface of the object at a particular angle and all in a parallel line with each other.
The law of reflection states that for a light ray traveling in air and incident on a
smooth surface, the angle of reflection θ
′
1 equals the angle of incidence θ1:
θ
′
1 = θ1 (B.4)
Internal reflection occurs when light travels from a medium of high index of
refraction to one of lower index of refraction. The critical angle θc for which total
internal reflection occurs at an interface is given by:
sin θc =
n2
n1
(B.5)
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