In a graph G, a set D ⊆ V (G) is called 2-dominating set if each vertex not in D has at least two neighbors in D. The 2-domination number γ 2 (G) is the minimum cardinality of such a set D. We give a method for the construction of 2-dominating sets, which also yields upper bounds on the 2-domination number in terms of the number of vertices, if the minimum degree δ(G) is fixed. These improve the best earlier bounds for any 6 ≤ δ(G) ≤ 21. In particular, we prove that γ 2 (G) is strictly smaller than n/2, if δ(G) ≥ 6. Our proof technique uses a weight-assignment to the vertices where the weights are changed during the procedure.
Introduction
We study the graph invariant γ 2 (G), called 2-domination number, which is in close connection with the fault-tolerance of networks. Our main contributions are upper bounds on γ 2 (G) in terms of the number of vertices, when the minimum degree δ(G) is fixed. The earlier upper bounds of this type are tight for δ(G) ≤ 4, here we establish improvements for the range of 6 ≤ δ(G) ≤ 21. Our approach is based on a weight-assignment to the vertices, where the weights are changed according to some rules during a 2-domination procedure.
Basic terminology
Given a simple undirected graph G, we denote by V (G) and E(G) the set of its vertices and edges, respectively. The open neighborhood of a vertex v ∈ V (G) is defined as N (v) = {u ∈ V (G) | uv ∈ E(G)}, while the closed neighborhood of v is N [v] = N (v) ∪ {v}. Then, the degree d(v) is equal to |N (v)| and the minimum degree of G is the smallest vertex degree δ(G) = min{d(v) | v ∈ V (G)}. We say that a vertex v dominates itself and its neighbors, that is exactly the vertices contained in N [v] . A set D ⊆ V (G) is a dominating set if each vertex of G is dominated or equivalently, if the closed neighborhood of D, defined as
, equals V (G). The domination number γ(G) is the minimum cardinality of such a set D. Domination theory has a rich literature, for results and references see the monograph [13] .
There are two different natural ways to generalize the notion of (1-)domination to multiple domination. As defined in [10] , a k-dominating set is a set D ⊆ V (G) such that every vertex not in D has at least k neighbors in D. Moreover, D is a k-tuple dominating set if the same condition |N [v] ∩ D| ≥ k holds not only for all v ∈ V (G) \ D but for all v ∈ V (G). The minimum cardinalities of such sets are the k-domination number γ k (G) and the k-tuple domination number of G, respectively.
2-domination and applications
A sensor network can be modeled as a graph such that the vertices represent the sensors and two vertices are adjacent if and only if the corresponding devices can communicate with each other. Then, a dominating set D of this graph G can be interpreted as a collection of cluster-heads, as each sensor which does not belong to D has at least one head within communication distance.
A k-dominating set D may represent a dominating set which is (k−1)-fault tolerant. That is, in case of the failure of at most (k − 1) cluster-heads, each remaining vertex is either a head or keeps in connection with at least one head. The price of this k-fault tolerance might be very high. In the extremal case, when k is greater than the maximum degree in the network, the only k-dominating set is the entire vertex set. But for the usual cases arising in practice, 2-domination might be enough and it does not require extremely many heads.
Note that k-tuple domination might need much more vertices (cluster-heads) than kdomination. As proved in [11] , for each real number α > 1 and each natural number n large enough, there exists a graph G on n vertices such that its k-tuple domination number is at least k α times larger than its k-domination number. There surely exist some practical problems where k-tuple domination is needed, but for many problems arising k-domination seems to be sufficient. Indeed, if a cluster-head fails and is deleted from the network, we may not need further heads to supervise it. This motivates our work on the 2-domination number γ 2 .
Another potential application of our results in sensor networks concerns the data collection problem. Here, each sensor has two capabilities: either measures and reports, or receives and collects data. Only one position from those two can be active at the same time. After deploying, the organization process determines exactly which sensors supply the measuring and the collector function in the given network. Since it is a natural condition that every measurement should be saved in at least two different devices, the set of collector sensors should form a 2-dominating set in the network.
We mention shortly that many further kinds of application exist. For example a facility location problem may require that each region is either served by its own facility or has at least two neighboring regions with such a service [17] . In this context, facility location may also mean allocation of a camera system, or that of ambulance service centers.
Upper bounds on the 2-domination number
Although this subject attracts much attention (see the recent survey [8] for results and references) and it seems very natural to give upper bounds for γ 2 in terms of the minimum degree, there are not too many results of this type. The following general upper bounds are known. (As usual, n denotes the order of the graph, that is the number of its vertices.)
• If the minimum degree δ(G) is 0 or 1, then γ 2 (G) can be equal to n.
• If δ(G) = 2 then γ 2 (G) ≤ 2 3 n. This statement follows from a general upper bound on γ k (G) proved in [9] . The bound is tight for graphs each component of which is a K 3 .
• If δ(G) ≥ 3 then γ 2 (G) ≤ 1 2 n. The general theorem, from which the bound follows, was established in [7] . Note that a 2-dominating set of cardinality at most n/2 can be constructed by a simple algorithm. We divide the vertex set into two parts and then in each step, a vertex which has more neighbors in its own part than in the other one, is moved into the other part. If the minimum degree is at least 3, this procedure results in two disjoint 2-dominating sets. Note that for δ(G) = 3 and 4 the bound is tight. For example, it is easy to check that γ 2 (K 4 ) = 2 and γ 2 (K 4 ✷K 2 ) = 4. 1
• For every graph G of minimum degree δ ≥ 0,
This upper bound was obtained in [12] using probabilistic method and it is a strong result when δ is really high. On the other hand, it gives an upper bound better than 0.5 n only if δ(G) ≥ 11.
In this paper we present a method which can be used to improve the existing upper bounds when the minimum degree is in the "middle" range. Particularly, we show that if δ(G) ≥ 6 then γ 2 (G) is strictly smaller than n/2; δ(G) = 7 implies γ 2 (G) < 0.467 n; δ(G) = 8 implies γ 2 (G) < 0.441 n; and γ 2 (G) < 0.418 n holds for every graph whose minimum degree is at least 9.
The paper is organized as follows. In Section 2, we state our main theorem and its corollaries which are the new upper bounds for specified minimum degrees. In Section 3 our main theorem is proved. Finally, we make some remarks on the algorithmic aspects of our results.
Our results
To avoid the repetition of the analogous argumentations for different minimum degrees, we will state our theorem in a general form which is quite technical. Then, the upper bounds will follow as easy consequences. First, we introduce a set of conditions which will be referred to in our main theorem. We assume that d ≥ 4 holds.
1.5a + 0.5b
1.5a
Now we are in a position to state our main theorem. Its proof will be given in Section 3. 
If we fix an integer d, set s = 1, and want to minimize a under the conditions given in Theorem 1, we have a linear programming problem. The solution a * of this LP-problem gives an upper bound on
which holds for every graph with δ(G) ≥ d. In Table 1 , we summarize these upper bounds for several values of d.
The following consequences for d = 6, 7, 8, 9 can be directly obtained by using the integer values given for the variables s, a, y 0 , . . . , y d+1 , b 0 , . . . , b d+1 in Table 2 . Substituting them into the conditions (1)-(41) of Theorem 1, one can check that all inequalities are satisfied. This yields the following upper bounds on the 2-domination number. Corollary 1. Let G be a graph of order n. 
Proof of Theorem 1
To prove Theorem 1 we apply an algorithmic approach, where weights are assigned to the vertices and these weights change according to some rules during the greedy 2-domination procedure. A similar proof technique was introduced in [2] , later it was used in [3, 4, 18] for obtaining upper bounds on the game domination number (see [1] for the definition) and in [15, 16] for proving bounds on the game total domination number [14] . Based on this approach we also obtained improvements for the upper bounds on the domination number [6] , and in the conference paper [5] we presented a preliminary version of this algorithm to estimate the 2-domination number of graphs of minimum degree 8.
Selection procedure with changing weights
Throughout, we assume that a graph G is given with δ(G) ≥ d ≥ 6. We will consider an algorithm in which the vertices of the 2-dominating set are selected one-by-one. A step in the algorithm means that one vertex is selected (or chosen) and put into the set D which was empty at the beginning of the process. Hence, after any step of the procedure, D denotes the set of vertices chosen up to this point. We make difference between the following four main types of vertices: Table 2 : Weights assigned to the vertices for graphs of minimum degree δ = 6, 7, 8 and 9.
•
The sets of the white, yellow, blue and red vertices are denoted by W , Y , B and R, respectively. After any step of the algorithm, we consider the graph G together with the set D. Hence, the current colors of the vertices, that is the partition V (G) = W ∪ Y ∪ B ∪ R, are also determined. The graph G together with a D ⊆ V (G) will be called colored graph and denoted by G D . We define the WY-degree of a vertex v in
The sets W , Y and B are partitioned according to the WY-degrees of the vertices. For every integer i ≥ 0 and for
Since R = D, we may assume that red vertices are not selected in any steps of the procedure.
We distinguish between two types of colored graphs. During the 2-domination algorithm, weights are assigned to the vertices. The weight w(v) of vertex v is defined with respect to the current type of the colored graph and to the current color and WY-degree of v.
The weight of the colored graph G D is just the sum of the weights assigned to its vertices.
Assume that a vertex v ∈ W ∪ Y is selected from G D in a step of our algorithm. Hence, v is recolored red in G D∪{v} . By definition, if a neighbor u of v belongs to W i in G D , then u is recolored yellow. Moreover, the WY-degree of u decreases by at least one, as its neighbor, v, was white or yellow and now it is recolored red. Similarly, if the neighbor u belongs to Hence, assuming that the weights are nonnegative and inequalities (1)- (8) are satisfied, we can observe that the weight of the colored graph and that of any vertex does not increase in any step of the algorithm. By conditions (1), (2), (4)- (8), the weights y i , b i , used in a colored graph of Type 2, are not greater than the corresponding weights in a graph of Type 1. Thus, the following statement is also valid if G D belongs to Type 1 while G D∪{v} belongs to Type 2. 
The s-property
Assume that a 2-domination procedure is applied for a graph G which is of order n. At the beginning, we have weight a on every vertex and w(G ∅ Proof. We prove the lemma via a series of claims. Lemma 2 will be used in nearly all argumentations here (but in most of the cases we do not mention it explicitly). The only exception is Claim A, which immediately follows from the definition of s-property.
Claim A If D is a 2-dominating set of G then G D satisfies the s-property.
Claim B If G D belongs to Type 1, it satisfies the s-property.
We assume in the next argumentations that G D∪{v} (or G D∪{v ′ } ) also is of Type 1. If this is not the case, then, by conditions (1), (2), (4)- (8) and by the definition of the weight assignment, the decrease in w(G D ) may be even larger than counted.
On the other hand, each yellow neighbor u ′ of v is from a class Y i ′ with i ′ ≤ k + 1. After putting v into D, u ′ will be a blue vertex with a WY-degree of at most i ′ − 1. Hence, w(u ′ ) is decreased by at least
2 Note that in most of the cases we will prove that the s-property holds with |D * | = 1. That is, we simply show that there exists a vertex v such that the choice of v decreases w(G D ) by at least s. 3 It might happen that the decrease is larger than 1. For example, if we have a complete graph Kn (n ≥ 3) with one white vertex and n − 1 yellow vertices, and select the white vertex.
Since v has k neighbors from W ∪ Y in G D , and the selection of v results in a decrease of a in the weight of v, we have
This shows that the colored graph G D with W k = ∅ satisfies the s-property.
Now, assume that W k = ∅. This implies Y k+1 = ∅ and we can select a vertex v ′ ∈ Y k+1 in the next step of the procedure. As v ′ becomes red, its weight decreases by a −
On the other hand, if u ′ is a yellow neighbor of v ′ , we have the same situation as before, when a white vertex v was put into the set D. That is, the decrease in w(u ′ ) is at least
From now on, we consider colored graphs of Type 2. Note that the inequalities
easily follow from conditions (2) and (3). Hence, if a vertex v is moved from Y i into B i−1 in a step of the procedure, and i ≤ j is assumed, the decrease in w(v) is at least y j − b j−1 . Inequalities (1), (2) and (3) ensure similar estimations if v is moved from W into Y i , from Y i into B i , or from B i into B i−1 , and i ≤ j is assumed.
Proof. Our condition in Claim C implies that each white vertex has a WY-degree of at most d and each yellow vertex has a WY-degree of at most d + 1. In particular, G D is of Type 2. In the proof we consider four cases. 
and G D satisfies the s-property.
Second, assume that W d = ∅, but there exists a vertex v ∈ Y d+1 . Let us select v in the next step of the algorithm. Then, v is recolored red and w(v) decreases by y d+1 . Each white neighbor u of v has a WY-degree of at most d − 1 in G D , and the weight w(u) decreases by at least a − y d−2 . Similarly, if u ′ is a yellow neighbor of v, the decrease in w(u ′ ) is not smaller than y d+1 − b d . These facts together with conditions (11) and (12) imply
which proves that G D has the s-property.
In the third case, W d ∪ Y d+1 = ∅, but there exists a white vertex v with deg W Y (v) = d− 1. Similarly to the previous cases, but referring to conditions (13)- (14), one can show that
In the last case, we assume that for each white vertex deg W Y ≤ d − 2, for each yellow vertex deg W Y ≤ d, and also that we may select a vertex v ∈ Y d . By (15) and (16), we obtain
This completes the proof of Claim C. Proof. Assume that v is selected in the next step of the 2-domination procedure. Then, v is recolored red and w(v) is lowered by b d+1 . Each white neighbor has a WY-degree of at most d − 2 and becomes yellow, while each yellow neighbor of v has a WY-degree of at most d − 1 and becomes blue. By conditions (1) and (2), the decrease in the weight of a white or in that of a yellow neighbor is at least a − y d−2 or y d−1 − b d−1 , respectively. Conditions (17) and (18) 
In the next proofs, we will use the following facts. A white vertex does not have any red neighbors and every yellow vertex has exactly one red neighbor. Hence, under the condition δ(G) ≥ d, each white vertex v ∈ W x has at least d − x blue neighbors, and each v ′ ∈ Y y has at least d − y − 1 blue neighbors. Moreover, when this white or yellow vertex is recolored red or blue, the WY-degrees of its d − x or d − y − 1 blue neighbors are decreased. More precisely, if a vertex v is chosen in a step of the algorithm and v is white, the sum of the WY-degrees of vertices which are blue in G D is decreased by at least
if v is yellow, and at least
if v is blue. Now, let us assume that for every blue vertex deg W Y (u) ≤ j and for a set B ′ ⊆ B the sum u∈B ′ deg W Y (u) decreases by z. Then, by (2), u∈B ′ w(u) decreases by at least z(b j − b j−1 ). This remains valid, if for a vertex u ∈ B ′ , deg W Y (u) is reduced by more than 1. 
is a white neighbor of v, in G D∪{v} u is recolored yellow and has a WY-degree of at most j − 1. Hence, the decrease in w(u) is at least
where the last inequality follows from (36) substituting i = k. Consider now a yellow neighbor u ′ of v. After the choice of v, u ′ is recolored blue and w(u ′ ) decreases by at least y k+1 − b k . Taking into account the decreases in the weights of vertices from N (u ′ ) ∩ B, the recoloring of each such u ′ contributes to the decrease of w(G D ) with at least
where the lower bound follows from (37
Consequently, G D has the s-property if W k = ∅.
In the following two cases, we count w(G D ) − w(G D∪{v} ) in a similar way. Assume that W k = ∅ but Y k+1 = ∅, and choose a vertex v from Y k+1 . Vertex v is recolored red and the WY-degrees of its blue neighbors decrease. This contributes to the difference w(
Once v is recolored red, w(u) decreases by at least a − y k−2 . By condition (38), it is not smaller than (s − y k+1 − (d − k − 2)(b k+2 − b k+1 ))/(k + 1). If u ′ is a yellow neighbor of v, then u ′ will be blue in G D∪{v} and the WY-degrees in B ∩ N (u ′ ) are decreased. Consequently, and also referring to (39), each yellow neighbor u ′ contributes to the decrease of w(G D ) with at least
In total, v has k + 1 neighbors from W ∪ Y , and we have
which proves that G D satisfies the s-property.
In the third case, W k ∪ Y k+1 = ∅ and we have a blue vertex v with deg W Y (v) = k + 2. Selecting v in the next step of the procedure, v will be recolored red and w(v) becomes 0. Each white neighbor u of v is recolored yellow and has a decrease of at least a − y k−1 in w(u) (in this case, deg W Y (u) might be unchanged). Moreover, each yellow neighbor u ′ of v is recolored blue and the weights of the vertices from N (u ′ ) ∩ B are also decreased. Then, the recoloring of u ′ contributes to the decrease of w(G D ) by at least
where the inequality follows from (40). On the other hand, by (41), we have a − y k−1 ≥ (s − b k+2 )/(k + 2). We may conclude that
Thus, in the third case G D also satisfies the s-property. 
and G D has the s-property. (✷)
Henceforth, we may assume that there are no edges between W and Y .
Proof. Consider a vertex v ∈ Y 2 in G D . As supposed, it has no white neighbors. Hence, v is adjacent to two vertices, say u 1 and u 2 , which are from Y 2 ∪ Y 1 . Then, in G D∪{v} , v is recolored red, u 1 and u 2 are recolored blue and belong to B 1 ∪ B 0 . The decrease in at least 3(d − 3) . Then, also using (20),
This proves the claim. 
where the last inequality is equivalent to (22). Therefore, we have
and the s-property would be satisfied by G D . This contradicts our assumption.
(ii) Since G D is supposed to be a counterexample, if a blue vertex u ∈ B 3 is adjacent to a white vertex then it is also adjacent to the white neighbor of it. If we have two adjacent white vertices v 1 and v 2 which have only one (common) neighbor u from The blue vertex u has one white or yellow neighbor w which is different from v 1 and v 2 . If w is white, it is from W 0 , as otherwise w, its white neighbor, and u would satisfy the assumption in case (i). Hence, when w is recolored yellow, w(w) decreases by a − y 0 , and
which is at least 2s by condition (23). If w is yellow then w ∈ Y 1 ∪ Y 0 . When w is recolored blue, the WY-degrees of its blue neighbors are also reduced. These contribute to the difference w(G D )−w(G D∪{v 1 ,u} ) with at least
Therefore, referring to (24),
We infer that in the counterexample G D we cannot have a white vertex in W 1 that has exactly one neighbor from B 3 . -u 1 and u 2 have a common neighbor w ∈ W 0 . Then, w is recolored blue. The weight of w and that of its blue neighbors (different from u 1 and u 2 ) decrease by at least a + (d − 2)(b 3 − b 2 ). Then, by (25) and by our earlier observations
Hence, in a counterexample we cannot have this case.
-u 1 and u 2 have a common neighbor w ∈ Y 1 . Then, w is recolored blue and moved to B 1 in G D∪{u 1 ,u 2 } . Also, the weights of its blue neighbors decrease. These contribute to the difference w(
, and we have
where the last inequality follows from (26). Again, this case is not possible in a counterexample.
-u 1 and u 2 have two different neighbors, namely w 1 and w 2 , from W 0 . Then, w 1 and w 2 are recolored yellow and we have
Here, we used (21) and the inequalities b 3 ≥ 3(b 3 − b 2 ) and
We have shown that there are no edges between W 1 and B 3 if G D is a counterexample to Claim F. In what follows we prove that B 3 = ∅ and Y 1 = ∅.
Suppose that B 3 = ∅ and choose a vertex v from B 3 . As it has been shown, all white and yellow neighbors of v belong to W 0 ∪ Y 1 ∪ Y 0 . If u is a white neighbor, w(u) decreases by a − y 0 , and if u ′ is yellow, its recoloring contributes to the decrease of G D by at least
. By conditions (27) and (28),
Hence, in the counterexample each blue vertex is of a WY-degree of at most 2.
Suppose now that Y 1 = ∅ and choose a vertex v from it. Since v cannot have a neighbor from W , it must have a neighbor u from Y 1 . In G D∪{v} , v is recolored red, u is recolored blue with a WY-degree 0, and each of their at least 2(d − 2) blue neighbors has a decrease of at least b 2 − b 1 in its weight. Hence, we have
which is at least s by (29). We may conclude that Y 1 = ∅ holds in our counterexample.
Assume that W 1 is not empty. Then, W 1 consists of pairs of adjacent vertices, we refer to which as "white pairs". First, suppose that there exits a white pair v 1 , v 2 and a vertex u ∈ B 2 such that u is adjacent to v 1 and nonadjacent to v 2 . In the next two steps of the procedure we choose v 2 and u. Then, v 2 and u are recolored red, v 1 becomes a blue vertex of WY-degree 0. The WY-degrees of blue neighbors of v 1 and v 2 are also reduced. In total, these result in a decrease of at least 2a
Moreover, u has a white or a yellow neighbor w different from v 1 . For the cases w ∈ W 1 and w ∈ Y 1 ∪ Y 0 we have the following inequalities by (30) and (31), respectively.
We may infer that G D has the s-property, which is a contradiction. Hence, if a blue vertex from B 2 is adjacent to a vertex from W 1 , then it is also adjacent to the other vertex from that white pair. Finally, we assume that Y = ∅, but we have x vertices in W 0 , z 2 vertices in B 2 and z 1 vertices in B 1 , Thus, w(G D ) = xa + z 2 b 2 + z 1 b 1 . On the other hand, counting the number of edges between W 0 and B 2 ∪ B 1 in two different ways, dx ≤ 2z 2 + z 1 . Consider G D∪Y 0 , that is assume that in x consecutive steps we select all white vertices. Clearly, in G D∪Y 0 every vertex has a weight of 0. Hence,
The last inequality is a consequence of (32), and b 2 /2 ≤ b 1 follows from b 2 − b 1 ≤ b 1 .
The cases discussed in our proof together cover all possibilities, hence every colored graph G D satisfies the s-property under the conditions of Lemma 3.
As we discussed it at the beginning of this section, Theorem 1 is an immediate consequence of Lemma 3.
Concluding remarks
Finally, we make some remarks on the algorithmic aspects of our proof. In Table 1 , we compared the upper bounds obtained by our Theorem 1 and those proved in [12] with probabilistic method. Our upper bounds on γ 2 (G) improve the earlier best results if the minimum degree δ is between 6 and 21. Nevertheless the algorithm, which is behind our proof, can also be useful for δ ≥ 22, as we can guarantee the determination of a 2-dominating set of bounded size for each input graph.
We can identify two different algorithms based on the proof in Section 3. For the first version, we do not need to count the weights assigned to the vertices. We just consider the list of instructions below and in each step of the algorithm we follow the first one which is applicable. 16 . If there exists a blue vertex v ∈ B 2 which has at least one yellow neighbor, choose v.
17. If Y = ∅, choose a yellow vertex.
18. Choose all the white vertices.
By a slightly different interpretation, we can define a 2-domination algorithm based on the weight assignment introduced in Section 3. Then, in each step, we choose a vertex v such that the decrease w(G D ) − w(G D∪{v} ) is the possible largest. The exceptions are those steps where G D would be treated by instructions 9, 10, 11, 14, 15 or 18 of the previous algorithm. In these cases, the greedy choice concerns the maximum decrease of w(G D ) in two (or more) consecutive steps.
