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Abstract-In order to solve ordinary differential eqetions, we use an equation with the so-called 
logarithmic derivative. Similar equations with a linear operator permit us to define logarithmic 
and antilogarithmic mappings and obtain some results unknown before for the classical derivation 
operator. This method and its applications are exposed in detail in the author’s book [l] and may 
be treated as an introduction into the 21st century logatithmo-technia (according to the original 
meaning of this word). 
In the first section, there are given basic notions and facts of algebraic analysis (without proofs). 
The second section consists of the most important definitions and theorems (without proofs) concern- 
ing logarithms and antilogarithms. The third section is concerned with properties of multiplicative 
true shifts. In the last section is given a generalization of the binomial theorem for harmonic loga- 
rithms. @ 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
A dictionary definition of logarithm is: the power to which a jixed number, called the base, must 
be raised in order to produce a given number, the antilogarithm (The Reader’s Digest Great 
Encyclopedic Dictionary). 
Logarithms and their name have been invented by the Scottish mathematician John Napier, 
Lord of Merchiston (1550-1617), also called Neper. He published the first tables of logarithms in 
1614 (cf. [2]). 
The term logarithm is derived from the Greek: Xqor = mtiol, ap~6Jp~ = number. Another 
old name is numerus logarithmi. 
Nicolaus Kaufman, better known as Mercator, in his book Logarithmo- Technia, Methodus Con- 
struendi Logarithmos Nova, Accurata and Facilis, edited in 1668 (cf. [3]) presented an approach 
to the expansion into a power series of the function log(1 + CC). 
For more than three centuries, properties of logarithms, their tables, and slide rules served as 
main tools for physicists and engineers in order to calculate with a requested exactness, values of 
functions and other quantities under consideration. In the last few decades, the use of computers 
has drastically changed the situation. 
‘However, this common interpretation seems to be slightly artificial. Namely, Xoy~ is “multivalued”; it could 
be word, subject, number, measure, rule, ptinciple, wisdom, mind, reason, thought, basis, and much much more. 
Also, we can find: X~L~O~LLYL = to calculate, to count. 
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There were (and still are) few different approaches to that notion. Namely, logarithms can be 
introduced and examined 
l numerically (as by their creator, Napier), 
l by power series (as by Mercator who, of course, was not looking for the convergence of 
these series), 
l as inverse functions to exponential functions, regardless the fact that there are multivalued 
mappings, and 
l as solutions of the functional equation f(sy) = f(x) + f(y). 
Each of these approaches has some advantages and disadvantages. When solving ordinary 
differential equations, there is used the so-called logarithmic derivative, i.e., the function v = 
,u’(t)/u(t). Clearly, this function satisfies the equation Dln~ = ‘LL-~Du, where D = 3. This 
equation with a linear operator D permits us to combine all the mentioned approaches for the 
classical derivation operator D = & and obtain some results unknown before. This method 
and its applications are exposed in detail in the author’s book [l] and may be treated as an 
introduction into the 21St century logarithmo-technia (according to the original meaning of this 
word). 
In the first section, there are given basic notions and facts of algebraic analysis (without 
proofs). The second section consists of the most important definitions and theorems (without 
proofs) concerning logarithms and antilogarithms. The third section is concerned with properties 
of multiplicative true shifts. In the last section, a generalization of the binomial theorem for 
harmonic logarithms will be given (cf. [4]). 
2. FOUNDATIONS OF ALGEBRAIC ANALYSIS 
We recall here some definitions and theorems (without proofs), which are fundamental for 
algebraic analysis (cf. [5]). 
Let X be a linear space (in general, without any topology) over a field F of scalars of the 
characteristic zero. We use the following denotations: 
l L(X) is the set of all linear operators with domains and ranges in X; 
l domA is the domain of an A E L(X); 
l kerA = {Z E domA : Az = 0) is the kernel of an A E L(X); 
l Lo(X) = {A E L(X) : domA = X}; 
l the set Z(X) of all invertible operators belonging to L(X). 
Here, the invertibility of an operator A E L(X) means that the equation Ax = y has a unique 
solution for every y E X. 
An operator D E L(X) is said to be right invertible if there is an operator R E Lo(X) such 
that RX c dom D and DR = I, where I denotes the identity operator. The operator R is called 
a right inverse of D. By R(X), we denote the set of all right invertible operators in L(X). For a 
D E R(X), we denote by RD the set of all right inverses for D; i.e., ‘Ro = {R E Lo(X) : DR = I}. 
We have 
domD = RX@kerD, independently of the choice of an R E RD. 
Elements of ker D are said to be constants, since by definition, Dz = 0 if and only if z E 
ker D. The kernel of D is said to be the space of constants. We should point out that, in 
general, constants are different than scalars, since they are elements of the space X. Clearly, if 
ker D # {0}, then the operator D is right invertible, but not invertible. If two right inverses 
commute each with another, then they are equal. Let 
3D = {F E L,,(X) : F2 = F; FX = ker D and 3RE77+ FR = O} . 
Postmodern Logarithmo-Technia 1145 
Any F E .FD is said to be an initial operator for D corresponding to R. One can prove that any 
projection F’ onto ker D is an initial operator for D corresponding to a right inverse R’ = R- F’R 
independently of the choice of an R E RD. 
If two initial operators comfnute each with another, then they are equal. Thus, this theory is 
essentially noncommutative. An operator F is initial for D if and only if there is an R E RD 
such that 
F=I-RD, on domD. (2.1) 
Further, write %i!D = {Ry}yer. Then, by (2.1), we conclude that %!D induces in a unique way 
the family 30 = {FY}7Er of the corresponding initial operators defined by means of the equality 
F-, = I - %D on dom D (y E I?). Formula (2.1) yields (by a two-line induction) the Taylor 
Formula 
n-1 
I = c RnFDn + RnDn, on dom Dn, n E N. (2.2) 
k=O 
It is enough to know one right inverse in order to determine all right inverses and all initial 
operators. A superposition (if it exists) of a finite number of right invertible operators is again a 
right invertible operator. 
The equation Da: = y (y E X) has the general solution IC = Ry +z, ,where R E RD is arbitrarily 
fixed and z E ker D is arbitrary. However, if we put an initial condition Fx = x0, where F E 30 
and x0 E ker D, then this equation has a unique solution x = Rx + xc. 
If T E L(X) belongs to the set A(X) of all left invertible operators, then kerT = (0). If 
D E Z(X), then 3~ = (0) and RD = (0-l). 
If P(t) E P[t] (i.e., P(t) is a polynomial with scalar coefficients), then all solutions of the 
equation 
P(D)z = Y, Y E X, (2.3) 
can be obtained by a decomposition of a rational function induced by P(t) into vulgar fractions. 
One can distinguish subspaces of X with the property that all solutions of equation (2.3) belong 
to a subspace Y whenever y E Y (cf. [6,7]). 
If X is an algebra over F with a D E L(X) such that x, y E dom D implies xy, yx E dom D, 
then we shall write D E A(X). The set of all commutative algebras belonging to A(X) will be 
denoted by A(X). If D E A(X), then 
fD(x, Y) = D(xY) - CD WY + (Dx)YI 1 for x, y E dom D, (2.4) 
where Co is a scalar dependent on D only. Clearly, fD is a bilinear (i.e., linear in each variable) 
form which is symmetric when X is commutative, i.e., when D E A(X). This form is called 
a non-Leibniz component. Non-Leibniz components have been introduced for right invertible 
operators D E A(X) (cf. [5]). If D E A(X), then the product rule in X can be written as follows: 
D(xY) = CD WY + (Dx)yl + fD(x, Y), for x, y E dom D. 
There are recurrence formulae, which permit us to calculate non-Leibniz components for D” 
and ctD (n E N, (u E IF). 
If D E A(X) and if D satisfies the Leibniz condition 
WY) = XDY + (Dx)Y, for x, y E dom D, 
then X is said to be a Leibniz algebra. It means that in Leibniz algebras, cg = 1 and fD = 0. 
The Leibniz condition implies that xy E dom D whenever x, y E dom D. If X is a Leibniz algebra 
with unit e, then e E ker D; i.e., D is not left invertible. 
Let D E A(X). We denote by I(X) the set of all invertible elements belonging to X. 
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3. LOGARITHMS AND ANTILOGARITHMS 
Suppose that D E A(X). Let R,, RI : dom D -+ 2dom D be multifunctions defined as follows: 
!&u = {x E dom D : Du = uDx}, @u, = {x E dom D : Du = (Dz)u} , (3.1) 
for u E dom D. The equations 
Du = uDx, for (u,x) E graph R,, Du = (Dx)u, for (u, x) E graph 01, (3.2) 
are said to be the Tight and lefl basic equations, respectively. Clearly, 
0;‘~ = {u E dom D : Du = uDz}, 0;‘s = {u E dom D : Du = (Dx)u} , (3.3) 
for 1: E dom D. The multifunctions R,, 01 are well defined, and dom R, n dom RL > ker D. 
Suppose that (uT,xT) E graph R,, (u~,Q) E graph RI, L,, Ll are selectors of Ot,, Q, respec- 
tively, and E,, El are selectors of 0, ‘, Cl,‘, respectively. By definitions, L,u, E dom RF’, 
E7.x1. E dam R,, Llul E domR;l, and Elxl E domR1, the following equations are satisfied: 
Du, = u,DL,u,, DE,x, = (ETxq-) Dx,; 
DW = (DLw) ~1, DElxl = (0x1) (EP~) . 
DEFINITION 3.1. (See [I].) A y n invertible selector L, of R, is said to be a right logarithmic 
mapping, and its inverse E, = L;l is said to be a right antilogarithmic mapping. If (ur , x,) E 
graph R, and L, is an invertible selector of R,, then the element L,u, is said to be a right 
logntithm of uT and Erx, is said to be a right antilogarithm of x,. By G[R,.], we denote the set 
of all pairs (L,. , ET), where L, is an invertible selector of R, and ET = L,l. Respectively, any 
invertible selector Ll of Q is said to be a left logarithmic mapping and its inverse El = LC1 is said 
to be a left antilogarithmic mapping. If (q, xl) E graph Rl alld Ll is an invertible selector of Q, 
then the element Llu is said to be a left logarithm of ul and Elxl is said to be a left antilogarithm 
of xl. By G[Q], we denote the set of all pairs (Ll, El), where Ll is an invertible selector of Rl 
and El = Ll’. 
If D E A(X), then R, = Q and we write R, = R and L, = Ll = L, ET = El = E, (L, E) E 
G[R]. Selectors L, E are said to be logarithmic and antilogarithmic mappings, respectively. For 
any (‘IL, x) E graph Q elements Lu, Ex are said to be logarithm of u and antilogarithm of x, 
respectively. I 
Clearly, by definition, for all (LT, ET) E G[R,], ( W,G) E graph %-, (&,&I E Whl, (w,xd E 
graph RI, we have 
E,-LTu, = uT, L,E,x, = x,; E~Lw = W, LIElxl = x1; (3.4) 
DE,x, = (ETxL.T) Ox?, Du, = u,DL,u,; (3.5) 
DElxl = (0x1) (EPQ) , Dul = (DL1,uI) 2~~. 
A right (left) logarithm of zero is not defined. If (LT,ET) E GIGI, (h,-G) E G[Gl, then 
L,(ker D \ (0)) c ker D, E,(kerD) c kerD, Ll(ker D \ (0)) c kerD, El(kerD) c kerD. In 
particular, E,(O), El(O) E ker D. 
If D E R(X), then logarithms and antilogarithms are uniquely determined up to a constant. 
These constants are additive for right (left) logarithms and logarithms and multiplicative for right 
(left) antilogarithms and antilogarithms. Let F be an initial operator for D corresponding to an 
R E RD. Then there are (L, E) E G[R], (L,., ET) E G[R,], (Ll, El) E G[Q] such that FDJL = 0 
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(FDiL, = 0, FDiLl = 0) (j = O,l,. . . ,m - 1; m E IV). If this is the case, then we say that 
(L, JV ((LT, ET), (LIT El)7 respectively) is m-normalized by R, and we write (L, E) E G~,~[fl] 
((L,, E,.) E GR,~ [S&l, (Ll , El) E GR,~ [Q], respectively). By definition, a l-normalized logarithm 
(right, left logarithm, respectively) has a fixed constant. 
If X is Leibniz algebra with unit e and D is right invertible, then e E ker D c doma,. ndomQ. 
If X is a Leibniz algebra with unit e and (L, E) E GR,~[R], u E I(X) n doma ((L,, E,.) E 
GRJ[S~,.], u E I(X) n dam!% or (Ll,El) E GRJ[!~~], u E I(X) n dom521), then 
L(4) = Lu, LT(_U) = LTU, LI(+_J) = LlU. 
If D E R(X), X is a Leibniz algebra with unit e, (L,,E,) E GRJ@.], (Ll,El) E GR,J[Q] for 
an R E 72~ and u E I(X) n dom D, then u E dom f12, n dom 01 and 
L&-l + LlU = 0, i.e., L,u-l = -Llu. 
Similarly, 
(&Ic) EI(-Z) = EI(-x)E,.x = e, i.e., El(-x) = (ETx)-l, 
whenever 
z E domfit,‘, -x E domR;l. 
In particular, if X is commutative and (L, E) E GR,~ [RI, then Lu-’ = -Lu for u E 1(X) ndom R 
and E(-x) = (Ex)-‘, whenever x,-x E doma-‘. 
A right logarithmic mapping L, (a left logarithmic mapping Ll) is said to be of the exponential 
type if LT(w) = L,u+L,v for u, TJ E doma,. (Ll(uv) = Llu+Llw for U,V E domar, respectively). 
If L, (Ll, respectively) is of the exponential type, then E,(x+y) = (E,x)(E,y) for x, y E domR;l 
(Ez(x + y) = (Elx)(Ezy) for x,y E domR;‘, respectively). We have proved that a logarithmic 
mapping L is of the exponential type if and only if X is a commutative Leibniz algebra. It means 
that, in general, not all antilogarithms are exponentials, i.e., eigenvectors of the operator D. 
In commutative Leibniz algebras with a right invertible operator D, a necessary and sufficient 
conditions for u E domR is that u E I(X). In the noncommutative case, this theorem is false, as 
is shown by the results of Di Bucchianico and this author, [8] and [l], respectively. 
BY Lg,(D) (Lgl(D), Lg(D), respectively), we denote the class of these algebras with unit 
e E doma for which D E R(X) and there exist invertible selectors of R, (Q, R, respectively); 
i.e., there exist (LT,E,.) E G[R,] ((Ll,El) E G[&], (L,E) E G[Z;2], respectively). 
By Lg++(D), we denote the class of these commutative algebras with a left invertible D for 
which there exist invertible selectors of at; i.e., there exist (L, E) E G(!l]. Clearly, if D is left 
invertible, then ker D = (0). Thus, the multifunction R is single-valued and we may write fl = L. 
On the other hand, if ker D = {0}, then either X is not a Leibniz algebra or X has no unit. 
Suppose that either X E Lg,(D) or X E Lgi(D) or X E Lg(D). If cg = 0 (in particular, 
if D is multiplicative), then intersections of the domains of multifunctions 52,, &, R with lines 
passing by zero consist of one point only. 
Denote by dD(a, c, d) the set of these commutative algebras with unit e E dom D and with 
D E R(X), ker D # (0) without zero divisors for which the product rule is of the form 
D(xy) = c(xDy + yDx) + d(Dx)Dy + axy, for x, y E dom D, 
where a,c,d E X depend on D only and do not vanish simultaneously. Clearly, for X E 
dD(a, c, d), the non-Leibniz component is of the form fD(Z, y) = (c-e)(xDy+yDx)+d(Dx)Dy+ 
axy and CD = 1. In do (a, c, d), there are three possibilities only: 
l D satisfies the Leibniz condition; 
l D can be reduced by a substitution to a multiplicative operator; 
l invertible selectors of fl do not exist (for instance, it is so if c = (1/2)e). 
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Suppose that either IF = Iw or F = Cc and D E A(X) with unit e is a complete linear metric space. 
Write x0 = e and 
e” = 
55) for x E X, (34 
n=O 
whenever this series is convergent. The function e” is said to be an exponential function. Observe 
that here we write e for the number Cr=o(l/n!) in order to distinguish between this number and 
the unit e of the algebra X. 
If X E Lg,(D) n Lgr(D) with unit e E Ei = domR;l n domRF1 is a complete linear metric 
space, then we write 
ED(X) = 
i 
cc xn 
II: E Ei = dom 0,’ n dom s2;’ : c 7 is convergent and 
?L=o lb. 
(3.7) 
xy = yz implies eZ+y = eZeY = eYeZ whenever these series are convergent 
1 
. 
By definition, e” = e. The same definition can be used for X E Lg# (D). 
Some properties of the operator function ehD will be given in the next section. Here we mention 
only that more detailed studies of that function lead to the Euler-Maclaurin formula for right 
invertible operators. 
Let X E Lg(D), (L,E) E G[R]. Write 
T’(0) = {(x,y) : x E domR, yLx E domR_‘}, 
2y = E(yLx), whenever (z, y) E ‘Y(n). 
(3.3) 
Then xY is said to be a power function. This function has all the properties of the classical power 
function. If, in particular, D E R(X), X is a Banach algebra, and Xe E ED(X) for all X E P 
(F = Iw or IF = c), then eXe = exe. 
If in Definition 3.1, we put D” with n 2 2 arbitrarily fixed instead of D, then we obtain right 
logarithmic (left logarithmic, logarithmic) and right antilogarithmic (left antilogarithmic, antilog- 
arithmic) mappings of order n. There are recurrence formulae which permit us to obtain some 
results for these mappings and corresponding elements of order n by means of mappings/elements 
of order n - 1. Note that any power n > 2 of an operator D satisfying the Leibniz condition does 
not satisfy that condition. This follows from the Leibniz formula for D’“(xy). 
Right (left) antilogarithms permit us to solve linear equations with coefficients belonging to 
the algebra under consideration. For instance, if X E Lg,(D) n Lgi(D) is a Leibniz algebra with 
unit e, D E R(X), (-&ET) E G[%l, (&,J%) E G[&l,‘a E X, and Ra E El = domR;l n dom521 
for an R E RD, then the equations of the first order 
Dx - ax = y, (Dx - xa = y), YE%, 
have general solutions of the form z = xi + x0, where 
xc = El(Ra)z, (x0 = z&(Ra), respectively), z E ker D is arbitrary, 
x1 = E~(Ra)R[E,(-Ra)y], (x1 = R[yEl(-Ra)]E,(Ra), respectively). 
Equations with polynomials in D of higher order are solved either by induction (if X is commu- 
tative and/or coefficients are scalar) or by means of right (left) antilogarithms of higher order. 
Right (left) logarithmic and antilogarithmic mappings can be used also in order to solve some 
nonlinear equations, periodic and exponential-periodic problems, problems with involutions of 
order n, in particular to solve a generalized Riemann-Hilbert problem, and equations with oper- 
ators of Carleman type. It should be pointed out that these mappings are applicable in several 
discrete cases (cf. [1,9]). 
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EXAMPLE 3.1. The space X = C[O, T] with the usual pointwise multiplication and with the 
operator D = 5 is a commutative Leibniz algebra with unit and with the logarithmic and 
antilogarithmic mappings defined in the standard way: Lu = In 2~ and Ex =.e2, provided (u, x) E 
G[fi]. Clearly, the operator D is right invertible, the operators F defined as (Fx)(t) = x(a) for 
all x E X, and an arbitrarily fixed a E [0, l] are initial operators for D (not all) corresponding 
to right inverses s,“, respectively. Elements of ker D are constant functions; hence, they are not 
scalars (cf. [5]). 
The same space X with the convolution: (x * y)(t) = s,” x(t - s)y(s) ds for x,y E X, as 
multiplication and with the operator D is a commutative algebra without the unit. However, in 
this case, instead of the Leibniz condition for the product rule, we have the Duhamel condition 
D(x * y)(t) = (x * Dy)(t) + x(O)y(t) - y(O)x(t) f or x, y E X, which by the commutativity yields 
the product rule D(x* y) = (1/2)(x * Dy + y * Dx). Since cg = l/2, we conclude that logarithmic 
and antilogarithmic mappings do not exist. 
Consider now the space X with the convolution as the multiplication and with the operator M 
of the multiplication by argument: (Mx)(t) = tx(t) for x E X. It is easy to verify that M satisfies 
the Leibniz condition; i.e., M(x * y) = x * My + y * Mx for 2, y E X. The basic equation for 
logarithmic mappings induced by the convolution * is Mu = u* Mx, where x = Lu. This equation 
can be written as tu(t) = s,” u(t - s)sx(s) ds. Under appropriate conditions imposed on 2~, the 
last equation has a unique solution. This solution x determines the logarithmic mapping, for 
2 = Lu by definition. Note that all algebras mentioned in this example have zero divisors. I 
EXAMPLE 3.2. Suppose that X E Lg(D), D E R(X) satisfies the Leibniz condition, F is an 
initial operator for D corresponding to an R E RD, d E I(X), and n E N is arbitrarily fixed. 
Then D’ = dnD E R(X), F’ = F is an initial operator for D’ corresponding to R’ = Rd-” E RD! 
and D’ satisfies the Leibniz condition. If (L, E) E G[S1], then logarithmic and antilogarithmic 
mappings induced by D’ are L’ = L and E’ = E. 
In particular, let X = C[l, co], D = 5, and let d = t. Then logarithmic and antilogarithmic 
mappings induced by the operator D’ = t 2 are defined as follows: L’u = In u, E’x = e” for 
(u,x) E graph 0. I 
4. MULTIPLICATIVE TRUE SHIFTS 
Write for A E L(X), 
VFA = (0 # X E F : I - XA is invertible}. (4.1) 
It means that 0 # X E VFA if and only if l/X is a regular value of A. 
By V(X), we denote the set of all Voltku operators belonging to L(X), i.e., the set of all 
operators A E L(X) such that I - XA is invertible for all scalars X. Clearly, A E V(X) if and 
only if WA = IF \ (0) (cf. formula (4.1)). 
Let X be a Banach space. Denote by QN(X) the set of all quasi-nilpotent operators belonging 
to L(X), i.e., the set of all bounded operators A E Lo(X) such that limn+oo $‘m = 0 for 
x E X. It is well known that QN(X) c V(X). If IF = Cc, then QN(X) = V(X) n B(X), where 
B(X) is the set of all bounded operators belonging to L(X). 
DEFINITION 4.1. (See 111.) Let X be a complete linear metric space over a field IF of scalars. Let 
A E L(X) be continuous. Let E c domA c X be a subspace. Let w be a nonempty subset of 
WA. The operator A E L(X) is said to be w-almost quasi-nilpotent on E if 
lim X”Anx = 0, 
71’00 
for all X E w, x E E. (4.2) 
The set of all operators w-almost quasi-nilpotent on the set E will be denoted by AQN(E; w). If 
w = v*A, then we say that A is almost quasi-nilpotent on E. The set of all almost quasi-nilpotent 
operators on E will be denoted by AQN( E) . I 
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THEOREM 4.1. (See l-l].) Let E be a subspace of a complete linear metric space X. over I@‘. If 
A E L(X), E c domA, and 8 # w C VFA, then the following conditions are equivalent: 
(i) A is w-almost quasi-nilpotent on E; 
(ii) for every X E w, x E E, the series CrCp=, X”A”x is convergent and 
(I - XA)-lx = 2 XnAnx, XEW, XEE; 
n=O 
(4.3) 
(iii) for every X E w, x E E, m E N, the series CrZo (“f,“-T’)XnAnx is convergent and 
rr;-;l)A”A”i. XEW, XEE, I~EN. (4.4) 
For given D E R(X) and an initial operator F for D corresponding to an R E RD, we shall 
consider 
l the space of smooth elements D, = nkENO dom D”, where dom Do = X; 
l the space of D-polynomials S = UnEW ker D”; S = P(R) = lin{R”z : z E ker D, I; E 
No> c Dm, which, by definition, is independent of the choice of an R E RD; 
l the space of exponentials E(R) = UXEvlr;RU~O~ ker(D-XI) = lin{(l-XR)-‘z : z E ker D, 
X E v~Ru{O}} c D,, which is independent of the choice of the right inverse R, provided 
that R is a Volterra operator; 
. the space of D-analytic elements in a complete linear metric space X (F = @ or P = I?.): 
AR(D) = {x E D, : z = C,“=, R”FD”x} = {x E D, : lim,,,, RnDnx = 0). 
Clearly, by definitions, we have S, E(R) C D,. If X is a complete linear metric space, then 
S c AR(D) c D,. 
DEFINITION 4.2. (See ill.) Suppose that X is a complete linear metric locally convex space 
(P = c or IF = Iw), D E R(X) is closed, ker D # {0}, and F is a continuous initial operator for D 
corresponding to a right inverse R almost quasi-nilpotent on ker D. Let A@) = Iw+ or Iw. If 
{S~}hEACIWj c Lo(X) is a family of continuous linear operators such that SO = I and for h E A@) 
either 
ShRkF = & _!??___@F, 
jxo (k - d! 
for k E NO, 
or 
Sh(l- XR)-lF = exh(l - XR)-lF, for X E VIFR, 
thell St, are said to be true shilfts. The family {Sh},Le~(~) is a semigroup (or group) with respect 
to the superposition of operators as a structure operation. I 
THEOREM 4.2. (See (11.) Supp ose that all conditions of Definition 4.2 are satisfied, {S,L}hE~(~) 
is a strongly continuous semigroup (group) of true shifts, and either P(R) = X or E(R) = X. 
Then D is an infinitesimal generator for {Sh},LE~(~), and hence, dom D = X and S/,D = DSh 
on dom D. Moreover, the canonical mapping K defined as 
6x = {x*W,,,(,) 1 where .x”(t) = F&x, 2 E x, 
is an isomorphism (hence, separate points) and for x E X, t, h E A@), 
(4.5) 
d t 
fiD=---K, and 
dt 
nR= K, 
.I 
KFX = nxltEO, (K&X) (t) = x”(t + h). 
0 
Note that the canonical mapping defined by (4.5) is a topological isomorphism. 
THEOREM 4.3. (See 
family of true shifts. 
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(I].) Let all conditions of Definition 4.2 be satisfied. Let {Sh}hEA(W) be a 
Then, for all h E A(R) and x E AR(D), the series 
px = gD-x 
n=O 
is convergent, ehD maps AR(D) into itself, and Shs = ehDx for x E AR(D). 
Theorem 4.3 yields the Lagrange-Poisson formula for a right invertible operator D (under 
assumptions of that theorem; cf. [l]), 
Ah = ehD - I, on AR(D), where Ah = Sh - I, h E A(R). (4.6) 
LEMMA 4.1. Let all conditions of Definition 4.2 be satisfied. Let {Sh}hE.+~) be a family of true 
shifts. Let AR(D) = {z, y E AR(D) : xy E AR(D)}. Then, for all x, y E AR(D), h E A(R), 
sh(xy) - (shx) (shy) = 2 $ 
n=O . 
D"(xY) - 2 (;) (D”x) (Dn-'"Y) 
k=O 1 
PROOF. Let 2, y E AR(D). By Theorem 4.3, we get 
Sh(xy) = ehD (XY) = c $WXY), 
n=O 
and 
(shz) (Shy) = (ehD 
x] [gky] 
= 2 $2 (;) (D”x) (D"-"y) . 
n=O ’ k=O 
I 
THEOREM 4.4. Let all conditions of Definition 4.2 be satisfied. Let {Sh}&A@) be a family of 
true shifts. Then Sh are mu&ipkative on AR(D) for all h E A(R) : sh(xg) = (shX)(sh?J) for all 
x, y E AR(D), if and only if D~A,(D) satisfies the Leibniz condition; i.e., D(xy) = xDy + yDx. 
PROOF. 
SUFFICIENCY. Since the Leibniz condition is satisfied on AR(D), then also the Leibniz formula 
D”(xy) = 2 (3 (D”x) (D”-“y), 
k=O 
12 E N, 
holds on dRD. This and Lemma 4.1 immediately imply that Sh are multiplicative on dR(D). 
NECESSITY. Let x,y E dR(D). Suppose that Sh are multiplicative for all h E A(R). Let h # 0. 
Lemma 4.1 implies that 
0 = ; [Sh(xy) - (shx) (Shy)] = ; 2 ;‘[D”(xy) - 2 (;) (D’x) (D..il)] 
n=O k=O 
1 
=- 
h D’(xy) - (0’~) (D’y) + h [D(xy) - xDy - yDx] 
+ g ; 
n=2 . 
D”(xY) - 2 (1) (D”x) (D”*Y)] ) 
k=O 
=D(xy)-xDy-yDx+hx Oc) 7 [D.(rl) - & (;) (Dkx> (D^*Y)] 
n=2 
-+ D(xy) - xDy - yDx, ash+O. 
Note that in Leibniz algebras, xy E AR(D) whenever x, y E AR(D). Thus, in this case, 
AR(D) = AR(D), and we have the following corollary. 
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COROLLARY 4.1. Let all conditions of Definition 4.2 be satisfied. Let {Sh}hE,qIW) be a family of 
true shifts. If DIA,,(D) satisfies the Leibniz condition, then Sh are multiplicative on AR(D) for 
all h E A@). 
THEOREM 4.5. Let all conditions of Definition 4.2 be satisfied. Let {Sh}hEA(~) be a family of 
multiplicative true shifts. Suppose that X E Lg(D), (L,E) E GR,~[Q] for an R E ‘RD, and 
g = Re E I(X) n domR. Then, 
ShLg = L(g -I- he), for all h E A(IW). (4.7) 
PROOF. By definition, e = DRe = Dg = gDLg. Since (L, E) E G~,l[fi], we get Lg = Rg-I. Let 
la E A@) be arbitrarily fixed. Since Sh is multiplicative, by Theorem 4.2, we find 
D(g + he) = DShg = Sf,Dg = Sh(gDLg) = (Shg) (ShDLg) = (g -I- he)DShLg, 
which implies (4.7). I 
Note that the element g = Re plays a role of argument in our subsequent considerations. 
Theorems 4.5 and 4.3 immediately imply the following corollary. 
COROLLARY 4.2. Let all conditions of Definition 4.2 be satisfied, and let {Sh}hEA(ag) be a family 
of true shifts. Suppose that X E Lg(D), (L, E) E GR,~[R] for an R E RD, and g = Re E 
I(X) f? domR. If Lg E AR(D), then ShLg = ehDLg. 
COROLLARY 4.3. Let all conditions of Definition 4.2 be satisfied, and let {Sh}&,J(W) be a family 
of true shifts. Suppose that X E Lg(D), (L, E) E GR,I[~] for an R E RD, and g = Re E 
I(X) n domR. 1f g-l E AR(D), then S&g = ehDLg. 
PROOF. If Lg E AR(D), then g-l E AR(D). Hence, Lg = Rg-l E AR(D). Then Corollary 4.2 
implies our conclusion. 
5. 
We shall use the so-called 
HARMONIC LOGARITHMS 
Roman factorial, defined as 
( n!, if n > 0, 
I 
[n]! = (-qn+1 r n E N, (-n - I)!’ if n < O, 
and Roman coeficients 
n 
[I 
[4 
k = [k]![n - k]!’ 
n,k E Z 
(cf. [lo]). I n p t ar icular, we have [i] = [-Ok] = (-l)“+‘/k! for k E No = N u (0). 
(5.1) 
(5.2) 
DEFINITION 5.1. Suppose that X E Lg(D) p = Iw or F = UZ), F is an initial operator for D 
corresponding to an R E 72~ such that there is (L, E) E G~,l[fl]. We admit the following 
convention: R-“L = D”L (n E IV) for FL = 0. Harmonic logarithms of order p E No are 
elements 
X?)(u) = [n]!Rn(Lu)P, for u E I(X) n domR, n E Z, p E NO. (5.3) I 
For instance, if g = Re E I(X) n dom R, then 
$?‘(g, = (Lg)“, P 6 No, V(g) = 
{ 
gn Lg- [ ( I+:+...+: >I e , if n E No; 
-n 
g 1 if -812 E N. 
Note that harmonic logarithms are not logarithms in the sense of Definition 3.1, although they 
are constructed with the use of logarithms. 
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THEOREM 5.1. Suppose that X is a complete linear metric locally convex space (lP = Cc or IF = H9), 
D E R(X) is closed, kerD # {0}, and F is a continuous initial operator for D corresponding to 
a right inverse R almost quasi-nilpotent on ker D. Suppose, moreover, that X E Lg(D), there 
are (L,E) E GRJ[~], g = Re E I(X) n dom D, 9-l E AR(D), and {Sh}hE~(~) is a family of 
multiplicative true shifts. Then, 
for n E Z, p E No. 
PROOF. Let n E Z, p E No. By our assumptions, Theorem 4.3, and Corollary 4.3, we find 
co 
c 
k=O 
(54 
03 
c 
k=O 
,$” k]!hk[n - k]!R” 
* 
-k (Lg)p 
= Ln]!Rn go &R-k(Lg)p = [nl!Rn (Lg)p 
= [n]!RnehD (Lg)P = [n]!RnSh(Lg)P = [n]!Rn (ShLg)’ 
= [n]!R” [L(g + he)lP = Xt)(g + he). I 
Theorem 5.1 is a generalization of the well-known binomial theorem with harmonic logarithms 
appearing in umbra1 calculus (cf. [lO,ll]) for harmonic logarithms induced by a right invertible 
operator D E L(X) and (L,E) E G[R]. 
Let X E J&D), (L,E) E GR,I[Q] (R E RD), and let g = Re E I(X) f~ domR. Consider the 
algebra 
X(&g) = lin {gn(Lg)P : n E Z, p E Wc}. 
Clearly, X(L; g) is a Leibniz algebra whenever X is a Leibniz algebra. 
THEOREM 5.2. Suppose that X E Lg(D) is a Leibniz algebra, (L, E) E GR,~ [a] for an R E Ro, 
and g = Re E I(X) n doma. Then, 
X(L; g) = lin {X:)(g) : n E Z, p E No} . (5.5) 
PROOF. Applying the formula of integration by parts in Leibniz algebras R(uDv) = uv - 
R[(Du)v] - F(W), h w ere U, v E dom D, F is an initial operator for D corresponding to R, 
we obtain by induction the following recurrence formulae for n E Z, p E N: 
X?‘(g) = e. I i+‘(g) = (Lg)P. 
nRX:r(g) +‘zp, 
Q(g) = gn; X?‘(g) = gLg - g - e. 7 (5.6) 
( ifn>O, 
P--l (_l)n+“+’ 
c k=O (-n - k - l)!’ -k-lD-“-“-1(Lg)P-l, if n < 0, 
where zp = -F[g(Lg)p] E kerD. Note that for a multiplicative F, all zp = 0, since Fg = 
FRg = 0. Formulae (5.6) immediately imply (5.5). I 
Now, there is a possibility to extend results obtained for algebras considered in umbra1 calculus 
to algebras X(L; g) induced by a right invertible operator D E L(X) and (L, E) E G[fit]. 
Concerning linear equations with scalar coefficients and with the right-hand side belonging to 
X(L; g), we have the following theorem. 
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THEOREM 5.3. Suppose that X is a complete linear metric space @F = IR or F = C) and a 
commutative Leibniz algebra with unit e, D E R(X), ker D # {0}, F is a multiplicative initial 
operator for D corresponding to an R E RD n AQN(ker D), X E Lg(D), (L, E) E G[R], and 
g E I(X) n dom52. Then every equation 
P(D)a: = Y, y E X(&g), P(t) E WI, (5.7) 
has all solutions belonging again to X(L; g). If in addition, g-l E AR(D), then X(L; g) c AR(D). 
SKETCH OF PROOF. By definition, 5’ = P(R) c X(L;g) c D,. Since X is a Leibniz algebra 
and F is multiplicative, we have 
Rnz = zRne = z$, forzEkerD, n~No 
(cf. [5]). By definition, DLg = g-‘Dg = g -‘. The algebra X(L; g) is invariant under D and R: 
DX(L;g), RX(L;g) c X(L;g). Since it is invariant under R, property (5.8) and Theorem 4.1 
together imply that X(L; g) is invariant under (I-AR)- 1 whenever X E VFR. By [7, Corollaryi.41, 
we get our conclusion for equation (5.7). If g-l E AR(D), then Lg = Rg-l + z E AR(D) 
(2 E ker D). Since X is a Leibniz algebra, a product of two elements belonging to AR(D) again 
belongs to AR(D). I 
Note that in the proof of Theorem 5.3, we have applied in an essential way properties of the 
so-called D-R hulls (cf. [6,7]). 
1. 
2. 
3. 
4. 
5. 
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