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Abstract
The Dirac equation in spherically symmetric fields is separated in two different tetrad
frames. One is the standard cartesian (fixed) frame and the second one is the diagonal
(rotating) frame. After separating variables in the Dirac equation in spherical coordinates,
and solving the corresponding eingenvalues equations associated with the angular operators,
we obtain that the spinor solution in the rotating frame can be expressed in terms of Jacobi
polynomials, and it is related to the standard spherical harmonics, which are the basis
solution of the angular momentum in the Cartesian tetrad, by a similarity transformation
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1 Introduction
The Dirac equation is a system of four coupled partial differential equation which describes
the relativistic electron and other spin 1/2 particles. Despite the remarkable effort made
during the last decades in order to find exact solutions for the relativistic electron in the
presence of external fields, the amount of solvable problems is relatively scarce, being the
Coulomb problem [1], the plane wave [2], and some electromagnetic configurations [3] the
most representative examples. The problem of finding exact solutions of the Dirac equation
is closely related to the possibility of accomplishing a complete separation of variables of
the Dirac equation.
During the last decades there have been different approaches to tackling the problem
of separating variables in the Dirac equation in the presence of external fields; we have the
Sta¨ckel spaces method developed by Bagrov and co-workers ([3] based on the experienced
acquired in separating variables in the Klein Gordon equation), the theory of R-separability
by Miller [4, 5], and matrix modification of the Sta¨ckel proposed by Cook [6] Recently an
algebraic method of separation of variables [9, 10]has been successfully applied in different
gravitational and electromagnetic configurations. The main idea of the algebraic method
of separation is to try to reduce the original Dirac equation, which in the presence of
electromagnetic fields takes the form
{D}Ψ = {γ˜µ(∂µ − Γµ − iAµ) + m}Ψ = 0 (1.1)
to a new equivalent equation according the following scheme
{D}Ψ = 0⇒ F{D}ΓΓ−1Ψ = (Kˆ1 + Kˆ2)Φ = 0 (1.2)
with
Ψ = ΓΦ (1.3)
where Kˆ1 and Kˆ2 are first-order commuting matrix differential operators
[
Kˆ1, Kˆ2
]
−
= 0 (1.4)
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depending each one on different space-time variables, Γ is a constant nonsingular matrix,
and F that we have to find (if they exist) in order to fulfill the condition (1.4). De-
pending on the problem to solve there are two different schemes of separation of variables
(1) Consecutive separation of variables when one variable is separated from the remaining
three variables, then one variable is separated from the other two variables, and finally,
the remaining two variables are separated. (2) Pairwise separation of variables, when two
space-time variables are separated from the another two ones, and the resulting operators
are also separated. In the present article we focus our attention to the Dirac equation in the
presence of a central field, like the Hydrogen Atom where a complete separation of variables
is possible. In this case, using a pairwise scheme of separation, the angular dependence is
completely separated from the other two variables. The article is structured as follows.
In Sec. II we separate variables in the Dirac equation. In Sec III. we solve the angular
equation in the local rotating frame in terms of Jacobi Polynomials In Sec. IV we establish
the relation between the spinor solution in the diagonal (rotating) tetrad gauge and the
fixed Cartesian one.
2 Separation of variables
In this section we proceed to separate variables in the Dirac equation (1.1), where γ˜µ are
the curved gamma matrices satisfying the relation,
{γ˜µ, γ˜ν}+ = 2gµν (2.1)
and Γµ are the spin connections [7].
Γλ =
1
4
gµα[(∂b
β
ν/∂x
λ)aαβ − Γανλ]sµν (2.2)
with
sµν =
1
2
(γ˜µγ˜ν − γ˜ν γ˜µ) (2.3)
and the matrices bβα , a
α
β establish the connection between the Dirac matrices (γ˜) on a
curved spacetime and the Minkowski space (γ) Dirac matrices as follows:
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γ˜µ = b
α
µγα γ˜
µ = aµβγ
β (2.4)
If we choose to work in the fixed Cartesian gauge, then spinor connections are zero and the
γ˜ matrices take the form
γ˜0 = γ0 = γ¯0, γ˜1 =
[
(γ1 cosϕ+ γ2 sinϕ) sinϑ+ γ3 cosϑ
]
= γ¯1,
γ˜2 =
1
r
[
(γ1 cosϕ+ γ2 sinϕ) cosϑ− γ3 sinϑ
]
=
γ¯2
r
, (2.5)
γ˜3 =
1
r sinϑ
(−γ1 sinϕ+ γ2 cosϕ) = γ¯
3
r sinϑ
and the Dirac equation in the fixed tetrad frame (2.5) takes the form
{
γ¯0(∂t + iV (r) + γ¯
1∂r +
γ¯2
r
∂ϑ +
γ¯3
r sinϑ
∂ϕ +m
}
Ψ˜ = 0 (2.6)
In order to separate variables in the Dirac equation, we are going to work in the diagonal
tetrad gauge where the gamma matrices γ˜d take the form
γ˜0d = γ
0, γ˜1d = γ
1, γ˜2d =
1
r
γ2, γ˜3d =
1
r sin ϑ
γ3 (2.7)
Since the curvilinear matrices γ˜µ matrices and γ˜d satisfy the same anticommutation rela-
tions, they are related by a similarity transformation, unique up to a factor. In the present
case we choose this factor in order to eliminate the spin connections in the resulting Dirac
equation. The transformation S can be written as [8]
S =
1
r(sinϑ)1/2
exp(−ϕ
2
γ1γ2) exp(−ϑ
2
γ3γ1)a = S0a (2.8)
where a is the constant non singular matrix given by the expression
a =
1
2
(γ1γ2 − γ1γ3 + γ2γ3 + I) (2.9)
which applied on the gamma’s acts as follows
aγ1a−1 = γ3, aγ2a−1 = γ1, aγ3a−1 = γ2, (2.10)
the transformation S acts on the curvilinear γ˜ matrices, reducing them to the rotating
diagonal gauge as follows
3
S−1γ˜µS = gµµγµ = γ˜µd (no summation) (2.11)
then, the Dirac equation in spherical coordinates, with the radial potential V (r), in the
local rotating frame reads
{
γ0∂t + γ
1∂r ++
γ2
r
∂ϑ +
γ3
r sinϑ
∂ϕ +m+ iγ
0V (r)
}
Ψ = 0 (2.12)
where we have introduced the spinor Ψ, related to Ψ˜ by the expression
Ψ˜ = SΨ = S0aΨ (2.13)
and γµ are the standard Dirac flat matrices. Applying the algebraic method of separation
of variables [9, 10], it is possible to write eq. (2.12) as a sum of two first order linear
differential operators Kˆ1 , Kˆ2 satisfying the relation
[
Kˆ1, Kˆ2
]
= 0,
{
Kˆ1 + Kˆ2
}
Φ = 0 (2.14)
Kˆ1Φ = λΦ = −Kˆ2Φ (2.15)
then, if we separate the time and radial dependence from the angular one, we obtain
Kˆ2Φ =
[
γ2∂ϑ +
γ3
sinϑ
∂ϕ
]
γ0γ1Φ = −iκΦ (2.16)
Kˆ1Φ = r
[
γ0∂t + γ
1∂r +m+ iγ
0V
]
γ0γ1Φ = iκΦ (2.17)
with
Ψ = γ0γ1Φ (2.18)
where we have made the identification iκ = λ. Notice that (2.16) is the angular momentum
Kˆ obtained by Brill and Wheeler [7]. Here it is necessary to remark that the operator Kˆ2
appearing in (2.16) is not singled valued and does not satisfy the properties of a ”good”
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angular momentum operator. The true angular operator should be obtained from Kˆ2 with
the help of the transformation S (2.8)
S
[
γ2∂ϑ +
γ3
sin ϑ
∂ϕ
]
γ0γ1S−1SΦ = −iκSΦ (2.19)
since SγµS−1 = γ¯µ, we obtain
[
γ¯2γ¯0γ¯1∂ϑ +
γ¯3γ¯0γ¯1
sin ϑ
∂ϕ + γ¯
2γ¯0γ¯1S∂ϑS
−1 +
γ¯3γ¯0γ¯1
sin ϑ
S∂ϕS
−1
]
Φ˜ = −iκΦ˜ (2.20)
where SΦ = Φ˜ using the explicit form of the transformation S given by (2.8) we have
S∂ϑS
−1 =
1
2
cotϑ+
1
2
(cosϕ− γ1γ2 sinϕ)γ3γ1 (2.21)
S∂ϕS
−1 =
1
2
γ1γ2 (2.22)
substituting (2.21) and (2.22) into (2.20)
[
γ¯0γ¯2γ¯1∂ϑ +
γ¯0γ¯3γ¯1
sinϑ
∂ϕ + γ¯
0
]
Φ˜ = iκΦ˜ (2.23)
expression that can be written as follows
Kˆ = γ0
[
(σLˆ)+1
]
(2.24)
The operator Kˆ satisfies the relation
Kˆ2 = Jˆ2 +
1
4
, Jˆ2 = (L+
1
2
σ)2 (2.25)
and the eigenvalue k is related to j as follows
k2 = j(j + 1) +
1
2
= (j +
1
2
)2 (2.26)
Now we proceed to decouple the equation (2.16) governing the angular dependence of the
Dirac spinor In order to simplify the resulting equations, we choose to work with the
auxiliary spinor Φ¯ related to Φ as follows
Φ¯ = aΦ (2.27)
5
then the equation (2.16) takes the form
[
γ1∂ϑ +
γ2
sinϑ
∂ϕ
]
γ0γ3Φ¯ = −iκΦ¯ (2.28)
In order to reduce the equation (2.28) to a system of ordinary differential equations, we
choose to work in the following representation for the gamma matrices, [11]
γi =

 0 σi
σi 0

 , γ0 =

 −i 0
0 i

 , (2.29)
Then, substituting (2.29) into (2.28) we obtain,
[
σ2∂ϑ − i σ
1
sin ϑ
m
]
Φ¯1 = −ikΦ¯1 (2.30)
[
−σ2∂ϑ + i σ
1
sin ϑ
m
]
Φ¯2 = −ikΦ¯2 (2.31)
with
Φ¯ =

 Φ¯1
Φ¯2

 (2.32)
3 Solution of the angular equations
In this section we are going to solve the systems of equations (2.30) and (2.31). It is not
difficult to see that the spinor Φ¯2 is proportional to σ
3Φ¯1, this property allows us to consider
only the system (2.30). Using the standard Pauli matrices , we have that (2.30) reduces to
k sinϑξ1 −mξ2 − sinϑdξ2
dϑ
= 0 (3.1)
k sinϑξ2 −mξ1 + sinϑdξ1
dϑ
= 0 (3.2)
with
Φ¯1 =

 ξ1
ξ2

 (3.3)
In order to solve the coupled system of equations (3.1)-(3.2) we make the following ansatz,
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ξ1 = i(sin
ϑ
2
)m(cos
ϑ
2
)m+1q(ϑ), ξ2 = (sin
ϑ
2
)m+1(cos
ϑ
2
)mf(ϑ) (3.4)
Substituting (3.4) into (3.1) and (3.2) we obtain,
ikq(x)− (m+ 1
2
)f(x) + (1− x)df(x)
dx
= 0 (3.5)
ikf(x) + (m+
1
2
)q(x) + (1 + x)
dq(x)
dx
= 0 (3.6)
where we have made the change of variable x = cosϑ, The normalizable solution of the
system (3.5)-(3.6) can be expressed in terms of Jacobi Polynomials P
(α,β)
k [12]
ξ1 = c0(sin
ϑ
2
)m(cos
ϑ
2
)m+1P (m−1/2,m+1/2)n (3.7)
ξ2 = c0(sin
ϑ
2
)m+1(cos
ϑ
2
)mP (m+1/2,m−1/2)n (3.8)
where c0 is an arbitrary constant, which can be fixed in order to normalize the angular
dependence of the spinor Φ according to the product
2pi
∫ 2pi
0
Φµ†k Φ
µ
k′ dϑ = δkk′ (3.9)
and n is given by the expression
n = −m− 1
2
+ k, n = 0, 1, 2.... (3.10)
then, using the orthogonality relation for the Jacobi polynomials [12]
∫ 1
−1
(1− x)α(1 + x)βP (α,β)n (x)P (α,β)m (x)dx =
2α+β+1
2n + α+ β + 1
Γ(n+ α + 1)Γ(n+ β + 1)
Γ(n+ 1)Γ(n+ α + β + 1)
δmn (3.11)
we obtain
c0 =
√
n!(n+ 2m)!
(n+m− 1/2)!√2pi (3.12)
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Now, we are going to solve the system of equation (2.17), governing the radial dependence
of the spinor Ψ solution of the Dirac equation. This equation can be written in the form,
(
−γ3∂t + γ0∂r +mγ0γ3 − iγ3V (r) + iκ
r
)
Φ¯ = 0 (3.13)
Using the representation for the gamma matrices given by (2.29), we obtain the following
system of equations
(
dr +
k
r
)
Φ¯1 − σ3(E − V (r)−m)Φ¯2 = 0 (3.14)
(
−dr + k
r
)
Φ¯2 − σ3(E − V (r) +m)Φ¯1 = 0 (3.15)
therefore, the general form of the spinor Φ¯ is given by the expression
Φ¯ = c0(sin
ϑ
2
)m(cos
ϑ
2
)mei(mϕ−Et)


c(cos ϑ
2
)P (m−1/2,m+1/2)n A(r)
c(sin ϑ
2
)P (m+1/2,m−1/2)n A(r)
(cos ϑ
2
)P (m−1/2,m+1/2)n B(r)
−(sin ϑ
2
)P (m+1/2,m−1/2)n B(r)


(3.16)
where c0 is given by (3.12), c is a constant, and A(r), B(r) satisfy the system of equations
(
dr +
k
r
)
A(r)− (E − V (r)−m)B(r) = 0 (3.17)
(
−dr + k
r
)
B(r)− (E − V (r) +m)A(r) = 0 (3.18)
obviously, the form A(r) and B(r) will depend on the potential V(r) . Among the solvable
problems we have the Coulomb case where the radial dependence can be expressed in terms
of confluent hypergeometric functions.[13]
Regarding the eigenvalues m of the projection of the angular momentum operator −i∂ϕ
we have that since
Sz(ϕ+ pi) = −Sz(ϕ) (3.19)
and the spinor Ψ˜ is single valued, then Ψ(ϕ + 2pi) = −Ψ(ϕ), and therefore m takes half
integer values
8
m = N +
1
2
, N = 0, ±1, ±2... (3.20)
4 Transformation of the spinor
In this section we proceed to show that the angular dependence of the spinor solution of
the Dirac equation (2.12), which is given by the expression (3.16), reduces to the standard
spherical spinors when we apply the transformation S given by (2.8) Since the spinor Ψ˜,
expressed in the Cartesian tetrad gauge, is related to the spinor solution Ψ in the local
rotating frame by means of (2.13), we have
S0γ
0γ3Φ¯ = Ψ˜ (4.1)
where we have used (2.18) and (2.10). Using the representation (2.29) and the spinor (3.16),
we obtain
Ψ˜ =

 Ψ˜+
Ψ˜−

− i c0√
2r
(sin
ϑ
2
cos
ϑ
2
)m−1/2Sϑ(ϑ)e
imϕ


(cos ϑ
2
)P (m−1/2,m+1/2)n B(r)
(sin ϑ
2
)P (m+1/2,m−1/2)n B(r)
−c(cos ϑ
2
)P (m−1/2,m+1/2)n A(r)
c(sin ϑ
2
)P (m+1/2,m−1/2)n A(r)


(4.2)
Sϕ(ϕ)Sϑ(ϑ) =


e−iϕ/2 0 0 0
0 eiϕ/2 0 0
0 0 e−iϕ/2 0
0 0 0 eiϕ/2




cos ϑ
2
sin ϑ
2
0 0
− sin ϑ
2
cos ϑ
2
0 0
0 0 cos ϑ
2
sin ϑ
2
0 0 − sin ϑ
2
cos ϑ
2


(4.3)
substituting (4.3) into (4.2) and taking into account the relations
(1− x)P (α+1,β)n (x) + (1 + x)P (α,β+1)n (x) = 2P (α,β)n (x) (4.4)
P (α,β−1)n (x) = P
(α−1,β)
n (x) + P
(α,β)
n+1 (x) (4.5)
we find that the upper two components of the spinor Ψ˜ (4.2) take the form
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Ψ˜+ = −i c0√
2r
(sin
ϑ
2
cos
ϑ
2
)1/2

 (sin ϑ2 cos ϑ2 )m−1/2P (m−1/2,m−1/2)n (cosϑ)ei(m−1/2)ϕB(r)
(sin ϑ
2
cos ϑ
2
)m+1/2P
(m+1/2,m+1/2)
n−1 (cosϑ)e
i(m+1/2)ϕB(r)


(4.6)
with the help of the relation
Yl.m(ϑ, ϕ) =
1
2ml!
√
2l + 1
4pi
(l −m)!(l +m)!(1− x2)m/2P (m,m)l−m (x)eimϕ (4.7)
and
P−ml (x) = (−1)m
(l −m)!
(l +m)!
Pml (x) (4.8)
we find that Ψ˜+ can be expressed in terms of spherical harmonics Yk,m(ϑ, ϕ) as follows
Ψ˜+ = −i1
r
(2k + 1)−1/2

 (k +m+ 1/2)1/2Y
m−1/2
k (ϑ, ϕ)B(r)
(k −m+ 1/2)Y m+1/2k (ϑ, ϕ)B(r)

 (4.9)
since the transformation S0 acting on the spinor Ψ has a block form, it is possible to write
it as follows
S0 =

 Sˆ0
Sˆ0

 , Sˆ0 = 1
r(sinϑ)1/2

 e−iϕ/2 0
0 eiϕ/2



 cos ϑ2 sin ϑ2
− sin ϑ
2
cos ϑ
2

 (4.10)
then, if we set c=-1, we have
Ψ˜− = Sˆ0Φ¯
− = Sˆ0σ3Φ¯
+ = Sˆ0σ
3Sˆ−10 Sˆ0Φ¯
+ = σ.eˆrΨ˜
+ (4.11)
and the lower components Ψ˜− of the spinor Ψ˜ read
Ψ˜− = i
1
r
(2k + 1)−1/2

 (k −m+ 1/2)1/2Y
m−1/2
k (ϑ, ϕ)A(r)
−(k +m+ 1/2)Y m+1/2k (ϑ, ϕ)A(r)

 (4.12)
the results (4.9) and (4.12) are in terms of the well known spherical spinors as in almost
all the textbooks on relativistic quantum mechanics. The basis solution in terms of Jacobi
Polynomials has been of utility in analyzing the Dirac spinor in the presence of a magnetic
monopole, also it can be of help in discussing non-central interactions.
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