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Abstract Several domain-specific assistants in the form of
chatbots have conquered many commercial and private
areas. However, there is still a limited level of systematic
knowledge of the distinctive characteristics of design elements for chatbots to facilitate development, adoption,
implementation, and further research. To close this gap, the
paper outlines a taxonomy of design elements for chatbots
with 17 dimensions organized into the perspectives intelligence, interaction and context. The conceptually grounded design elements of the taxonomy are used to analyze
103 chatbots from 23 different application domains.
Through a clustering-based approach, five chatbot archetypes that currently exist for domain-specific chatbots are
identified. The developed taxonomy provides a structure to
differentiate and categorize domain-specific chatbots
according to archetypal qualities that guide practitioners
when taking design decisions. Moreover, the taxonomy
serves academics as a foundation for conducting further
research on chatbot design while integrating scientific and
practical knowledge.
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1 Introduction
Chatbots as a form of conversational agents have been
developed for different applications. This is due to the
evolving of artificial intelligence (AI) and natural language
processing (NLP), which is changing the way artificial
assistants communicate and interact with people (Nguyen
and Sidorova 2018; Jain et al. 2018). By improving text-tospeech and speech-to-text communication, the use of
chatbots has become more convenient and common
(Bittner et al. 2019). For instance, new smart assistants,
such as Cortana, Alexa, Google Assistant and Siri, have
been designed with the intention of supporting users in
everyday life as voice-activated intelligent personal assistants. The proliferation of these assistants has contributed
to the popularity of chatbots worldwide (Di Prospero et al.
2017; Gnewuch et al. 2017; Jain et al. 2018; Diederich
et al. 2019). This in turn has also led to an increasing use of
domain-specific chatbots (Di Prospero et al. 2017). While
Di Prospero et al. (2017) argue that there are similarities
that unite all chatbots regardless of application purpose or
domain, other scientists claim that there are several aspects
in which chatbots differ (Følstad et al. 2019; Bittner et al.
2019; Diederich et al. 2019).
Although some elemental chatbot classification frameworks can be found in scientific literature, the research is
dispersed into different thematic axes and research areas.
Furthermore, the scientific and practical knowledge about
chatbots has also grown in a segregated manner given a
shortage of integrative perspectives to support chatbot
development and design processes (Følstad and Brandtzaeg
2017; Jain et al. 2018; Piccolo et al. 2018). For instance,
most scientific studies today concentrate on particular
aspects of chatbots, such as the personality of cognitive
chatbots, technical capabilities or their specific application
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purpose without providing a holistic view (Gnewuch et al.
2017; Di Prospero et al. 2017). Particularly, for domainspecific chatbots there are no classification schemes that
integrate scientific and practical knowledge of chatbot
design elements through the differentiation and categorization of domain-specific chatbots according to archetypal qualities.
Previous research has shown that the application
domains influence the design of chatbots (Bittner et al.
2019). Therefore, it is necessary to determine whether
chatbots differ in their structural representation according
to their application domain. The development of a classification scheme of domain-specific chatbots is a fundamental milestone to bridge the research to practice gap by
providing guidance to practitioners on design options for
the construction of chatbots. It would also supply academics with a foundation for further theory building processes regarding chatbot design and engineering. In view of
the foregoing, this paper addresses the following research
questions:
RQ1 What are conceptually grounded and empirically
validated design elements for domain-specific chatbots?
RQ2 Which chatbot archetypes can be empirically
identified across diverse application domains?
To answer these research questions, we develop a taxonomy of design elements for domain-specific chatbots based
on the scientific literature on chatbot design and empirical
data. For this purpose, the research approach of this paper
follows the taxonomy development framework of Nickerson et al. (2013). After five iterations involving a deductive
concept modeling approach based on prior research and the
iterative classification of 103 real-world domain-specific
chatbots, we present a conceptually and empirically
derived taxonomic structure of design elements for
domain-specific chatbots. We evaluate the proposed taxonomy in terms of both method and content by means of
three focus group discussions. Subsequently, in order to
demonstrate the applicability of our taxonomy and to
analyze the status quo of current chatbots, we further
deploy a cluster analysis and identify five chatbot archetypes. Lastly, our results and outline implications, recommendations, limitations and suggestions for further
research are discussed.

2 Overview of Related Chatbot Literature
Chatbots are conversational agents (CA) that enable users
to access data and services (Følstad et al. 2019) as well as
exchange information by simulating a human conversation
(Bittner et al. 2019; Diederich et al. 2019). This conversation is conducted in form of a natural language dialogue
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about a common topic (Følstad et al. 2019; Diederich et al.
2019). The text-based or speech-based conversation
resembles a human-to-human conversation in that the
chatbot responds to the input and keeps the conversation
going by analyzing single words, phrases and sentence
constructions (Nguyen and Sidorova, 2018; Følstad et al.
2019; Diederich et al. 2019). Chatbots are used in different
commercial and private situations, such as education, food,
travel, finance and mobility, which is also reflected in the
application purpose (Følstad et al. 2019).
Diverse scientific articles examine the design and
engineering of chatbots from different technical perspectives, e.g., emotional intelligence (e.g., Feine et al. 2019) or
anthropomorphic features (Kim et al. 2018), and others
focus on the study of chatbots in particular application
domains (e.g., Bittner et al. 2019). Gnewuch et al. (2017)
provide a basic classification of chatbots based on two
dimensions named as ‘‘context’’ and ‘‘primary mode of
communication’’. The first dimension categorizes chatbots
into general-purpose and domain-specific, while the second
dimension arranges them into text-based and speech-based.
Speech-based chatbots with general purpose, such as
Google Assistant, Cortana, Alexa and Siri are the most
widespread and frequently used chatbots (Di Prospero et al.
2017; Kepuska and Bohouta 2018). These voice-activated
assistant applications are usually installed directly by the
smartphone or smart device manufacturer and offer a large
variety of functionalities (Kepuska and Bohouta 2018).
Speech-based and domain-specific chatbots, on the other
hand, can be found, for instance, as in-vehicle assistants in
cars (Diederich et al. 2019). Domain-specific and textbased chatbots interact with humans primarily through text
messages about a specific topic (Gnewuch et al. 2017;
Diederich et al. 2019). These chatbots undertake different
tasks in countless application domains, such as customer
support, education, travel, finance and mobility (Følstad
et al. 2019), which makes domain-specific chatbots challenging for researchers. In the scientific literature, domainspecific chatbots have been analyzed and classified
according to certain criteria. For instance, Maedche et al.
(2016) state that differences between chatbots can mainly
be abstracted on the interaction and the intelligence levels.
Bittner et al. (2019) focus on the development of a ninedimensional classification for CA used in collaborative
work, in which they see the role of the CA as the key
dimension. Følstad et al. (2019) perform a chatbot classification by concentrating on two typology dimensions
‘‘duration of relation’’ and ‘‘locus of control’’ while classifying 57 chatbots. Diederich et al. (2019) classify 51
platforms of chatbots into eleven dimensions. Feine et al.
(2019) concentrate on building a taxonomy of social cues
of CA focused on verbal, visual, auditory and invisible
aspects. However, a comprehensive and empirically tested
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chatbot taxonomy for domain-specific chatbots, integrating
scientific and practical knowledge into different classes or
groups, is still missing.
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sixth step, we evaluated the taxonomic structure using three
focus group discussions. Below we provide a description of
the procedure executed in each individual iteration.
3.2 Iteration 1

3 Research Approach
3.1 Taxonomy Development Procedure
This paper develops a taxonomy of design elements for
chatbots based on scientific literature and empirical data in
order to provide a systematic representation of existent
scientific knowledge on chatbot design and to develop a
deeper understanding of the degree to which domainspecific chatbots integrate conceptually grounded characteristics in practice. Therefore, our taxonomy not only
provides a structure to differentiate domain-specific chatbots according to archetypal qualities, but also reflects the
extent of their current technological development and
allows to identify gaps between research and practice.
To develop our taxonomy, we followed the seven-step
framework of Nickerson et al. (2013). The first step begins
by the determination of a meta-characteristic, which
embodies a superordinate and abstract description of the
taxonomy’s focus (Nickerson et al. 2013). We defined the
meta-characteristic as the design elements for domainspecific chatbots. For the purpose of this analysis, the term
‘‘design elements’’ refers to the distinctive technical, situational and knowledge features that frame the structure of
chatbots and act as delimiting factors of the extent to which
domain-specific chatbots can maintain a human-like interactive communication process with awareness for and
understanding of the discussed topic. The second step
consists of determining the objective and subjective ending
conditions that define when the iterative development process can be considered as completed. To this end, we
adopted all the objective and subjective ending conditions
(see Table A.5 in the Appendix, available online via https://
doi.org/10.1007/s12599-020-00644-1) suggested by Nickerson et al. (2013, p. 344). In the third step, the process
provides the possibility to combine conceptual knowledge
and empirical findings either through an empirical-to-conceptual or a conceptual-to-empirical path (Nickerson et al.
2013), which can be applied alternately until all end conditions are met. For the development of our taxonomy for
design elements of chatbots, we have adopted a conceptualto-empirical path as a starting point. Hence in the fourth
step and through a deductive concept modeling approach
based on prior research, we abstracted a preliminary conceptual taxonomic structure, which we subsequently refined
in the fifth step through an iterative analysis of existing
domain-specific chatbots. After conducting five iterations,
we obtained a taxonomic structure. Subsequently, in the

In the first iteration, we conceptualized an initial collection
of dimensions and characteristics through deductive reasoning and extraction, using a set of English written, peerreviewed scientific articles published in high quality academic journals or conference proceedings belonging to the
field of information systems (IS). These articles were
identified by means of an explorative literature review. We
selected the electronic databases EBSCOhost Business
Source Premier, AISeL, ScienceDirect and ACM, which
cover relevant literature in both IS and computer science.
To consider various terms used to describe chatbots, we
first performed an explorative search to identify relevant
keywords. This explorative search formed the basis for the
creation of the search string (‘‘chatbot*’’ OR ‘‘conversational agent*’’ OR ‘‘dialog system*’’ OR ‘‘computer user
communication*’’ OR ‘‘conversational robot*’’), which we
used to search for relevant literature via titles and abstracts
search that yielded a total of 1076 hits in the four databases
which we reduced to 72 articles after excluding the literature that contains our search string, but is unrelated to
chatbot design. Additionally, through a full-text revision,
we further discarded articles that do not match our conception of ‘‘design elements’’ or provide elemental classification frameworks, narrowing our initial set to 24 relevant
scientific articles. This set was further reinforced by means
of a backward and forward reference search that led to the
identification of four additional scientific articles related to
the areas of computer science and software engineering
(i.e., Mittal et al. 2016; Saravanan et al. 2017; Wei et al.
2018), as well as language technology (i.e., McTear 2016).
This procedure led us to identify a final sample of 28
articles (see Table A.1 in online appendix) that concretely
deal with specific technical, situational and knowledge
structure features of chatbots.
Consistent with Nickerson et al. (2013), we applied a
deductive development approach to derive an initial set of
conceptually grounded dimensions and characteristics in
line with our meta-characteristic from the identified scientific literature on chatbot design. The taxonomy was
developed in a way that all characteristics of a dimension
are to be regarded as exclusive. This means that for a
chatbot only one characteristic can be true within one
dimension. A description of each characteristic from the
final taxonomy can be found in Table A.2 of the online
appendix.
In line with our working definition of ‘‘design elements’’, the dimensions were allocated to three overarching
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perspectives: (i) intelligence (knowledge structure features), (ii) interaction (technical features), and (iii) context
(situational features) to facilitate the comprehension of the
taxonomy. The adoption of these overarching perspectives
is in line with the primary aim for the development of
chatbots which is to emulate the process of human communication using AI. Here, the perspectives of intelligence,
interaction and context are envisioned as natural attributes
of the human communication process. As described by
Littlejohn and Foss (2010, p. 8), human communication is
‘‘[…] the primary process by which human life is experienced; communication constitutes reality. How we communicate about our experience [Intelligence] helps to shape
that experience. The many types of experience are the
result of many forms of communication [Interaction]. Our
meanings change from one group to another, from one
setting to another, and from one time period to another
because communication itself is dynamic across situations
[Context]’’. In this respect, the notions of interaction and
intelligence are two common levels of abstraction that have
been widely used in the IS scientific literature to describe
the structural characteristics of chatbots (see Maedche et al.
2016; Knote et al. 2019; Stoeckli et al. 2019). On the other
hand, the notion of context has been commonly used to
frame the extension of the mediated environment (i.e.,
general-purpose and domain-specific, see Gnewuch et al.
2017; Diederich et al. 2019) in which the chatbot is used
and hence has an influence on the chatbot construction
(Knote et al. 2018).
3.3 Iteration 2
In this iteration we chose to follow an empirical approach
to substantiate our conceptual taxonomic structure (T1)
(Nickerson et al. 2013). We distributed the empirical
investigation of all chatbots among the authors. To determine the characteristics of a sample of real-world chatbots,
we used the definitions provided in Table A.2 of the online
appendix and jointly determined selection criteria for nonself-explanatory dimensions. This empirical chatbot classification was achieved primarily through targeted interaction with the chatbot and secondarily partly through
available videos and reports, which we also consulted. To
this end, we classified an initial sample of 12 chatbot
interfaces (see Table A.3 in online appendix) within the
taxonomic structure (T1). This sample was composed of the
most popular chatbots in the areas of communication,
cryptocurrency, analytics and education according to the
ranking provided by the third-party database BotList.co
(2019).
Within this iteration, we removed all dimensions that
were important from a conceptual point of view but could
not be empirically determined from the outside by testing a
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chatbot, as detailed in Fig. A.1 in the online appendix. This
includes, e.g., type of artificial intelligent system (AIS),
memory, and sequentiality of process structure. After
reviewing the aforementioned chatbots, we systematically
readjusted our conceptual taxonomy by (i) removing the
characteristics that were not empirically observable in any
of the analyzed objects; (ii) merging redundant characteristics (i.e., conversational chatbots and interactive chatbots, (iii) disjoining characteristics that showed to have
individual descriptive power (i.e., the compound characteristic daily life and family was divided into the individual
characteristics daily life and family) and; (iv) adding the
new characteristics identified during the examination (i.e.,
utility into the dimension motivation for chatbot use).
Additional to the mentioned adjustments, we proceeded to
merge the dimensions of personality processing and sentiment detection because of their overlapping nature, as
well as to add to the taxonomy a new empirically observed
dimension named additional human support to reflect the
interactive design of those chatbots that enable a connection of the digital and physical world by means of integrating human support into its collection of interactive
capabilities.
3.4 Iteration 3
To obtain a sample composed of chatbots from different
application domains and platforms, we decided to search
for a database that allows us to include chatbots from
multiple domains. Accordingly, we analyzed five different
chatbot databases (botlist.co, chatbottle.co, chatbots.org,
50bots.com, botfinder.io). The most suitable database for
our purposes turned out to be the database chatbots.org,
given that it allows to filter a total of 1194 chatbots
according to 27 application domains. This feature enabled
us to view 10% of the chatbots from each area (chatbots.org, 2019). In this iteration we categorized a collection
of 66 chatbots (see Table A.3 in online appendix) composed by the ten percent of the total chatbots listed on the
third-party database chatbots.org (2019) within the areas
finance and legal (n = 15), social (n = 11), home and living
(n = 5), body health (n = 5), government (n = 5), education (n = 5), electronics and hardware (n = 4), career and
education (n = 3), cooking (n = 3), children (n = 2),
environmental (n = 2), fashion (n = 2), sport (n = 2), culture (n = 1) and beauty (n = 1).
During the development of this iteration, we merged the
characteristics of crowd setting and two or more humans of
the dimension number of participants due to their overlapping nature. Additionally, we identified the feature only
rule-based knowledge as additional descriptive characteristic of the intelligence quotient dimension; likewise the
characteristics of advice and customer support were added
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to the dimension motivation for chatbot use to enhance its
descriptive power.
3.5 Iteration 4
Subsequently, we analyzed additional 13 chatbots relating
to the areas of telecommunication and utilities (n = 6),
mobility (n = 2), mental and spirituality (n = 2), news and
gossip (n = 2), and leisure (n = 1) from the database
Chatbots.org (2019). In this iteration, we added a new
dimension named service provider integration, consisting
of the following characteristics: none, single integration
and multiple integration, to describe the capacity of different chatbots to integrate supplementary services.
3.6 Iteration 5
As the ending conditions were not fulfilled in the last
iteration due to the addition of one dimension, we proceeded then to carry out a further empirical iteration path.
In this iteration, we integrated into the taxonomy an
additional subset of chatbots interfaces consisting of in
total 12 chatbots of the areas of travel (n = 5), TV, visual
entertainment, creation and gaming (n = 4) and trade
(n = 3) indexed as well in Chatbots.org (2019) database.
As a result of this iteration, in the dimension motivation for
chatbot use, we changed the name of the characteristic
work support to work and career. Likewise, to enhance the
explanatory power of the taxonomy, we also modified the
name of the characteristic multiple to text understanding
plus further elements in the intelligence quotient
dimension.
3.7 Evaluation
To evaluate the taxonomy, we considered and answered
three questions: ‘‘who’’, ‘‘what’’ and ‘‘how’’ within the
framework for taxonomy evaluation by Szopinski et al.
(2019). With regard to the subject of evaluation (the
‘‘who’’), we decided to choose individuals who had no
previous contact with the development of the taxonomy.
For the evaluation of the taxonomy in terms of both method
and content, we involved three sets of participants within
three separated focus group discussions: practitioners with
domain knowledge about chatbots, academics with
methodological knowledge about taxonomy development,
and academics with chatbot domain knowledge. This
heterogeneity is supposed to avoid inconsistencies and to
ensure a broad applicability and usefulness for academic
and practical purposes. With regard to the object of evaluation (the ‘‘what’’), we determined ‘‘the design of a
chatbot’’ as the real-world problem to be investigated.
Focus group discussions were chosen as the method of
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evaluation (the ‘‘how’’), because hereby the taxonomy can
be analyzed jointly and new thoughts and ideas can be
discussed.
As mentioned above, we conducted three focus group
discussions, each of which began with a presentation of the
taxonomy and the delivery of a sheet of paper with the
taxonomy and all definitions. Then a worksheet was presented in which each participant was asked, as a first step,
to note on an individual basis which perspectives, dimensions and characteristics should be deleted, added, merged,
relocated or modified in wording, and their rationale for
each proposed change. This was followed by a discussion
on the fulfillment of the subjective ending conditions (see
Table A.5 in online appendix) and the criteria of comprehensiveness, understandability, wording, and extendibility
for the individual dimensions and characteristics explored
by Szopinski et al. (2019).
Group 1 consisted of five participants with an academic
background, all with methodological knowledge and two
with chatbot domain knowledge. As a result of the discussion, which lasted 40 min, the characteristic text
understanding and further abilities and the dimension intelligence quotient were renamed. The dimension socioemotional behavior was particularly discussed, since
emotional intelligence is currently gaining importance.
This dimension was assigned to the intelligence perspective. The descriptions of the dimensions and characteristics
were seen as appropriate and understandable.
Group 2 consisted of three participants with doctoral and
post-doctoral backgrounds, one with strong methodological
taxonomy knowledge and two with knowledge about the
introduction of chatbots within the context of a research
project on the development of a digital assistant for
e-learning. Within this discussion, which lasted 105 min,
we debated the results of the first group and placed a
special emphasis on the evaluation of the definitions of
dimensions and characteristics. The results were to rename
dimension D5 to service integration, to rewrite the corresponding definition, to rename D14 to relation duration and
to rename C15,1 to e-customer service. Furthermore, it was
suggested to change the order of the characteristics at D4,
D11, D13 and D14.
The third focus group discussion was held in an industrial company with four participants, each with previous
experience in the development and implementation of
domain-specific chatbots. The discussion lasted 75 min and
was aimed at evaluating the taxonomy in terms of its
comprehensibility for practitioners as well as the potential
applicability and usefulness of the taxonomy in practice.
Participants reported that the use of the taxonomy would
provide a great added value before and during the development of chatbots. It helps them as an overview, as it can
be used as a template for guiding the fundamental
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questions that every chatbot developer team should ask
itself before starting the process of chatbot design, such as
whether a chatbot should be better embodied or disembodied, whether socio-emotional behavior should be
incorporated into the chatbot architecture, or what role a
chatbot should play within the intended interaction with
users. Furthermore, the taxonomy was considered to provide a useful synthesis of design elements that is independent of chatbot design providers and industries.
Participants also stated that it would not only be helpful for
them to classify their own chatbots in the taxonomy, but
also to use this classification to analyze chatbots of competitors in a structured way, which in turn helps as a basis
for decision-making.
Since no more dimensions or characteristics were
merged, split, added or eliminated during the focus group
discussion with group 3, the ending conditions have been
fulfilled as shown in Table A.5 of the online appendix;
consequently, the taxonomy development process ended
after six iterations. The taxonomy development over iterations is shown in Fig. A.1 in the online appendix.

4 Chatbot Taxonomy
The overall results of the present taxonomy-based analysis
show that chatbots can be classified and categorized on the
basis of three taxonomy layers (see Table 1). Layer 1
comprises the types of design elements, which is divided
into three perspectives. Layer 2 comprises the design elements in the form of 17 dimensions. Layer 3 summarizes
the conceptually grounded characteristics of the design
elements. The division into three perspectives aims to
increase the comprehensibility and usability of the taxonomy. In each perspective there are between five and seven
dimensions. This fulfils the ‘7?-2 rule’ of Miller (1956),
which describes that a person can only grasp a certain
amount of information.
4.1 Intelligence
Chaves and Gerosa (2019) describe intelligence as the
ability of a chatbot to participate in a dialogue with an
awareness of the discussed topic, while Jain et al. (2018)
believe that the intelligence of a chatbot can be also
deduced from its ability to proactively ask suitable questions and to involve the participant in a meaningful and
human-like dialogue. At a holistic level, in line with the
proposed final taxonomy, the design elements for chatbots
related to specific intelligence features can be described
using 15 characteristics, which in turn can be categorized
into the following 5 dimensions: The intelligence framework D1 depicts the underlying cognitive system design
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delimiting the technical principles under which a chatbot
communicates, processes information, and/or selects an
action or response (Saravanan et al. 2017; Knote et al.
2018; Diederich et al. 2019). The intelligence quotient D2
indicates whether a chatbot is primarily based on simple
‘if-then’ pattern-matching rules, whether it understands
textual input or whether it has the capability to enhance its
responses through math calculation, inference or photo
recognition etc. (Wei et al. 2018; Knote et al. 2018). While
the intelligence framework classifies the entire conversation process, the intelligence quotient dimension describes
the intelligence in evaluating a single response. The personality processing D3 characterizes the capacity of the
chatbot to emphatically tailor its notation responses to the
specific personality and mood of the user by identifying the
personality trait of the counterpart (Di Prospero et al. 2017;
Yorita et al. 2019). The chatbot adapts to the real-time
identified personality trait of the user (Yorita et al. 2019).
The socio-emotional behavior D4 characterizes the resonance capacity of the chatbot to show affection or empathy
towards the individual needs and immediate feedback of
the user, which the user reveals through resonating emotions within a dialogue (Bittner et al. 2019; Yalçın 2019).
This is expressed by ‘‘text-based linguistic emotional
recognition and expression’’ (Yalçın 2019, p. 6). While a
distinctive personality processing of a chatbot can be recognized mainly by the adaptation of its language, a socioemotional behavior is shown by the alignment of the
chatbot’s answers to the user’s mood. The service integration D5 states the number of further integrated services
enabled by the chatbot, e.g., retrieving information from
external data sources (den Boer 2017).
4.2 Interaction
Kiousis (2002, p. 372) defines interaction as ‘‘the degree to
which a communication technology can create a mediated
environment in which participants can communicate […],
both synchronously and asynchronously, and participate in
reciprocal message exchanges.’’ In line with this, chatbots
allow people to interact with computer systems via written
and/or spoken natural language with the aim of leading the
interaction as naturally as possible to resemble a face-toface dialogue (Diederich et al. 2019). However, the key
design challenge at this abstraction level is to create natural
interactions with human-like elements to support the
interaction experience (Bittner et al. 2019; Gnewuch et al.
2018a, b). By integrating conceptual and empirical
insights, we identified 17 characteristics of interactive
features which enable chatbots to interact with their users.
These characteristics can be represented by means of the
next 7 dimensions: The multimodality D6 points toward the
capacity of the chatbot to receive input and respond
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Table 1 Final taxonomy of design elements for chatbots with all dimensions Di, characteristics Ci,j and perspectives
Layer 1:
Perspective

Layer 2: Dimensions Di

Layer 3: Characteristics Ci,j

Intelligence

D1 Intelligence framework

C1,1 Rule-based system

C1,2 Utility-based system

C1,3 Model-based system

C1,4 Goal-based system

C1,5 Self-learning system
D2 Intelligence quotient

C2,1 Only rule-based knowledge

C2,2 Text understanding

C2,3 Text understanding and further
abilities
D3 Personality processing

C3,1 Principal self

D4 Socio-emotional behavior

C4,1 Not present

C4,2 Present

D5 Service integration

C5,1 None

C5,2 Single integration

C3,2 Adaptive self

C5,3 Multiple integration
Interaction

D6 Multimodality

C6,1 Unidirectional

C6,2 Bidirectional

D7 Interaction classification

C7,1 Graphical

C7,2 Interactive

D8 Interface personification

C8,1 Disembodied

C8,2 Embodied

D9 User assistance design

C9,1 Reactive assistance

C9,2 Proactive assistance

D10 Number of participants

C10,1 Individual human participant

C10,2 Two or more human participants

D11 Additional human support

C11,1 No

C11,2 Yes

D12 Front-end user interface
channel

C12,1 App

C12,2 Collaboration and communication tools

C12,3 Social media

C12,4 Website

C12,5 Multiple
Context

D13 Chatbot role

C13,1 Facilitator

C13,2 Peer

C13,3 Expert
D14 Relation duration

C14,1 Short-term relation

C14,2 Long-term relation

D15 Application domain

C15,1 E-customer service

C15,2 Daily life

C15,3 E-commerce

C15,4 E-learning

C15,5 Finance

C15,6 Work and career

D16 Collaboration goal

C16,1 Non goal-oriented

C16,2 Goal-oriented

D17 Motivation for chatbot use

C17,1 Productivity

C17,2 Entertainment

C17,3 Social/relational

C17,4 Utility

through only one or various interaction modalities or
communication channels, e.g., text, voice, facial expression, etc. (Knote et al. 2018). The interaction classification
D7 typifies the human-computer interaction (HCI) method
used by the chatbot (den Boer 2017). The interface personification D8 illustrates the extent to which a chatbot
incorporates visual or physical anthropomorphic or personification features in the form of static, animated or
reactive avatars (Knijnenburg and Willemsen 2016; Bittner
et al. 2019). The user assistance design D9 denotes whether
the chatbot interacts with the user in a proactive or reactive
way (Sarikaya 2017; Jain et al. 2018; Følstad et al. 2019).
The number of participants D10 identifies whether one or
more humans are involved in the interaction (Bittner et al.
2019; Mittal et al. 2016). The additional human support
D11 specifies whether or not the chatbot offers the possibility to contact a human agent in case of open questions

(Zumstein and Hundertmark 2017). The front-end user
interface channel D12 indicates the respective platform
which the chatbot has been integrated into. (Sarikaya 2017;
Følstad et al. 2019).
4.3 Context
Context in general is the totality of all implicit and explicit
situational information about people, objects, time and
location within an interaction that can be used to describe a
situation (Abowd et al. 1999; Kim et al. 2018). The context
shows whether and in which domain the chatbot operates
(Gnewuch et al. 2017; Diederich et al. 2019). The characteristics of the environment in which interactions takes
place can be classified and categorized into 17 characteristics grouped into the 5 dimensions described below: The
chatbot role D13 designates the role that the chatbot plays
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during the interaction (Bittner et al. 2019). The relation
duration D14 describes the ability of the chatbot to
remember information from previous conversations to
influence future interactions (Wei et al. 2018; Følstad et al.
2019). The application domain D15 specifies the primary
application purpose for which the chatbot has been
designed (Zumstein and Hundertmark 2017; Knote et al.
2018). The collaboration goal D16 determines whether or
not the chatbot helps the user to accomplish a common goal
or task (Bittner et al. 2019). The motivation for chatbot use
D17 identifies the primary extrinsic motivation for the
chatbot use from the user perspective (Deci and Ryan
2000; Brandtzaeg and Følstad 2017).

5 Taxonomy Application
5.1 Distributions of the Analyzed Chatbots
With the 103 analyzed chatbots, which were already used
during the creation of the taxonomy, it is possible to show
an application of the taxonomy. The classification process
was based on the information detailed by the respective
chatbot directories and equally divided among the authors.
If the assignments were not clear, the respective chatbot
was discussed by the entire team of authors. Furthermore,
we performed an inter-coder reliability test by classifying
ten randomly selected chatbots again. This step was performed independently by all authors. As a result, we were
able to calculate the quality of the agreement with the
Fleiss’ (1971) kappa coefficient which is 0.63. Based on
Landis and Koch (1977), a ‘‘substantial’’ agreement can be
assumed for this value. We can therefore assume that there
was no bias caused by different coders. An overview of the
results of the classification process by perspective is shown
in Fig. 1.
In the intelligence framework dimension, which is
assigned to the perspective intelligence, the majority of the
chatbots investigated tend to function with a less intelligent
rule-based behavior (73%). This can also be seen in the
dimension personality processing, where principal self
(96%) strongly dominates the rather complex property
adaptive self. The presence of socio-emotional behavior
was only found in a few chatbots (12%). Most of the
examined chatbots use only one service (59%), while 18%
integrate multiple services. In the perspective Interaction
and the dimension number of participants almost all chatbots assume an individual partner (96%). About four fifths
(79%) react to the user, while one fifth can also proactively
send information to the user. Most of the analyzed chatbots
are not embodied (71%) and were categorized as interactive chatbots (77%). A connection to humans can be
offered by 20% of the chatbots. In the perspective Context
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there are some dimensions where one characteristic clearly
dominates, but also dimensions that are evenly distributed.
Many chatbots are designed for a short-term relationship
(84%). 47% of the chatbots have their application domain
in the daily life category, whereas 21% are used for customer service issues. Two thirds of the chatbots work
towards a specific goal (77%). Furthermore, we identified
utility (45%) and entertainment (29%) as the most common
motivations for using a chatbot.
5.2 Chatbot Archetypes
Based on the chatbots examined, a further step is to
determine whether certain archetypes can be identified. To
this end, we applied the Ward (1963) algorithm to the data
set. The Ward algorithm is often used for practical applications and is a hierarchical cluster algorithm which calculates the distances between all elements (Gimpel et al.
2017). In contrast to non-hierarchical partitioning algorithms such as the K-means algorithm, this has the
advantage that it can be used without having to predefine a
certain number of clusters. The combination of hierarchical
algorithms like the Wards’s (1963) and the k-means algorithm is a recommended approach to exploit advantages of
both algorithm types (Balijepally et al. 2011). We used the
Sokal and Michener (1958) matching coefficient to determine the distances between the clusters. After running the
Ward (1963) algorithm, the question arises which number
of clusters is appropriate for the further analysis. Gimpel
et al. (2017) have shown that quite different measures can
be applied to answer this question, but the number of
resulting clusters tend to vary depending on the measure
applied. Our data set also shows the completely different
results of the measures. The results of the algorithms can
be seen in the online appendix Table A.4. Hence, we have
graphically analyzed the dendrogram resulting from the
Ward (1963) algorithm (Täuscher and Laudien 2018). The
dendrogram is shown in Fig. 2. At the height of more than
3 the first splitting is visible. The next splits follow at
approx. 1.98 and approx. 1.95. After that the splits are
relatively close together. The distance of the groups here is
smaller than 1.5. Consequently, we have examined the
possibilities of two and five groups.
For the aim of identifying the groups, both hierarchical
cluster algorithms and partitioning algorithms can be used.
A partitioning algorithm suitable for cluster analysis of
taxonomies is the k-means (Täuscher and Laudien 2018).
We applied the k-means algorithm for two and five groups
to our data set. After examining the results, we concluded
that the division into five groups provides more plausible
results than a division into two groups. Hence, we analyzed
the clusters for five groups more closely.
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Utility-based Model-based
system *Others
system
6%
17%
4%

Rule-based
system
73%
Intelligence framework

I ntel ligence

Only rule-based
knowledge
41%

Text
understanding
42%

Text understanding
and further abilities
17%

Intelligence quotient
Adaptive self
4%

Principal self
96%
Personality processing

Present
12%

Not Present
88%
Socio-emotional behavior
Single integration
59%

None
22%

Multiple integration
18%

Service integration

Bidirectional
9%

Unidirectional
91%
Multimodality
Interactive
77%

Graphical
23%
Interaction classification

Embodied
29%

Interaction

Disembodied
71%
Interface personification
Reactive assistance
79%

Proactive assistance
21%

User assistance design
Individual human participant
96%

Two or more human participants
4%

Number of participants
Yes
20%

No
80%
Additional human support

Front-end user interface
channel

App Collaboration and communication tools Social media
7%
7%
34%

Facilitator
39%

Peer
3%

Website
39%

Multiple
14%

Expert
58%

Chatbot role
Long-term relation
16%

Short-term relation
84%

Co n t e x t

Relationship duration
Daily life
47%

E-customer service
21%

Work and
E-commerce E-learning Finance career
4%
13%
9%
7%

Application domain
Non goal-oriented
23%

Goal-oriented
77%

Collaboration goal
Productivity
19%

Entertainment
29%

Social/relational
7%

Utility
45%

Motivation for chatbot use

0%

25%

50%

75%

100%

*Others = Goal-based systems (2%) and self-learning systems (2%).
Note: Due to rounding inaccuracies, the sum of a column in a dimension is not always exactly 100%.

Fig. 1 Distribution of characteristics per perspective

123

220

A. Janssen et al.: Virtual Assistance in Any Context, Bus Inf Syst Eng 62(3):211–225 (2020)

Fig. 2 Result of the Ward clustering visualized by a dendrogram

Table 2 shows the distributions of the characteristics in
the five archetypes. We have named the five archetypes
goal-oriented daily chatbot (A), non goal-oriented daily
chatbot (B), utility facilitator chatbot (C), utility expert
chatbot (D) and relationship-oriented chatbot (E) to represent the focus of each archetype. These five archetypes
are intended to help developers to identify the relevant
characteristics and derive fields of action based on their
problem and area of application. Already in the first
dimension intelligence framework, a clear difference
between the archetype E and the other four archetypes is
recognizable. While 44% of chatbots in archetype E have
the ability to adapt to the end-user’s behavior during conversation (adaptive self), all other archetypes do not have
this ability. The chatbots in archetype E (e.g., Smarty
Simple Mind chatbot) are characterized by 89% showing a
high socio-emotional behavior and all chatbots being
proactive in the human-computer dialogue by asking
specific context-relevant questions. This can be associated
with the AI-based emotional intelligence of chatbots
described in the literature (e.g., Feine et al. 2019).
Here 56% aim at establishing a long-term relationship,
where the emotional bond can be helpful. There are two
archetypes that primarily unite daily life chatbots
(A = 83%; B = 95%). The main difference between these
two archetypes is that most of the chatbots in archetype A
are goal-oriented (96%), while 89% of the chatbots in
archetype B do not have a main goal. While half of A
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(54%) (e.g., Dinner ideas chatbot) act as a facilitator and
guide to help users reach a certain goal, most of B (79%)
(e.g., The Durian chatbot) are experts. It can be observed
that the chatbots in archetype A pursue a goal by integrating services, whereas the chatbots in archetype B
convince with their own skills like text understanding and
other abilities such as photo recognition or math calculation, which is often the purpose of using the chatbot.
Archetype C and D mainly include chatbots that pursue a
utility purpose (D = 93%; C = 55%), or a productivity
purpose (C = 32%). Archetype C (e.g., Pathology Lab
chatbot) mainly consists of chatbots who act as facilitators
and mostly have rule-based knowledge only. The chatbots
in archetype D (e.g., Neomy chatbot) are slightly more
interactive in that 86% communicate interactively, of
which three-quarters have the ability to read and evaluate
conversations while acting as an expert.

6 General Discussion
6.1 Theoretical and Practical Implications
We have developed a domain spanning taxonomy based on
the scientific literature and empirical data which allows to
classify chatbots according to 17 dimensions and 49
characteristics (i.e., design elements) organized into the
perspectives intelligence, interaction and context. While
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Table 2 Results of the cluster analysis

Due to rounding inaccuracies, the sum of a column in a dimension is not always exactly 100%

other scientists have so far only focused on the classification of diverse types of CA within specific domains, such
as collaborative work (Bittner et al. 2019), CA platforms

(Diederich et al. 2019) or customer service (Gnewuch et al.
2017), we have developed a domain-spanning taxonomy.
At the practical level, our examination of the degree and
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frequency in which the characteristics are distributed
throughout the taxonomy dimensions (Table 2) provides
insights into the current state of technological development
of chatbots that can help practitioners with the conception
of chatbots. Likewise the taxonomy, as well as the five
chatbot archetypes identified through it provide practitioners with a blueprint of the different design decisions
that can be made to develop a domain-specific chatbot.
Therefore, as reported by practitioners (Sect. 3), the
developed taxonomy can act as a supporting tool to systematically derive design decisions based on the 17
dimensions. In the same manner, the five archetypes help
practitioners to streamline the chatbot design process by
categorizing a chatbot which they plan to develop
according to sets of features described in Sect. 5 and
adopting the typical archetype design elements, which in
turn further facilitates decision making.
Nevertheless, each of the identified design elements in
the taxonomy has its relative advantages and disadvantages, therefore the most suitable combination of the design
elements depends on case-specific conditions such as the
user target group(s), the boundaries of the project, e.g.,
financial or other resources, and underlying value proposition behind the particular chatbot to be developed.
Accordingly, there is not a one-size-fits-all approach for the
design of a chatbot, but the analysis of empirically identified chatbot archetypes embodying real-world combinations of design elements serves practitioners by illustrating
overall directions for the chatbot to guide and simplify the
decision process. On this basis, e.g., the underlying cognitive system design delimiting the capacity of the chatbot
to process user utterances should match the chatbot application purpose. When the purpose of a chatbot is to support
the end-users with concise and predefined responses to
common questions in a non-complex application domain,
the chatbot can be configured as rule-based system using
artificial intelligence markup language (AIML) response
templates as a basis (Nuruzzaman and Hussain 2018). As
shown in our empirical analysis, four of the five identified
archetypes were predominantly designed as rule-based
systems. The disadvantages linked to this design decision
are the inability of such a chatbot to effectively respond to
user utterances that are out-of-domain or that contain
syntactic or lexical variations such as spelling errors or
colloquial language (McTear 2018; Nuruzzaman and
Hussain 2018). As a counteracting measure to these limitations on NLP capabilities, a chatbot can integrate
graphical elements, such as predefined buttons for selection
to interact with users, which enhances interaction efficiency not only by reducing typing effort, but also the input
errors (Jain et al. 2018). However, up to this point, the
chatbot is yet not able to rationalize textual input or to
identify the context during the interaction with the user
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(Nuruzzaman and Hussain 2018). To achieve this, the
intelligence quotient, instead of only being driven by rulebased knowledge, should incorporate text understanding
capabilities through the use of semantics, NLP and deep
neural networks (DRN) (Nuruzzaman and Hussain 2018).
As can been seen in the configuration of the archetype C,
chatbots acting as facilitators can be designed with a rulebase intelligence quotient, however, chatbots with the role
of experts, as in the case of archetype D, should incorporate
sufficient domain-specific linguistic knowledge to provide
more suitable and versatile human-like responses related to
a specific subject of a domain (Li et al. 2018).
Taking a look at the developed 17 dimensions, there are
large differences in the degree and frequency in which
characteristics are distributed within dimensions (Fig. 1).
This not only shows the current state of technological
development of chatbots, but also allows practitioners and
researchers to identify further lines of research, technological trends and areas of improvement for existing
chatbots (e.g., within the dimensions of intelligence quotient and multimodality). Additional areas of improvement
for existing chatbots can be found in the dimensions of
socio-emotional behavior and personality processing,
where most of the analyzed chatbots present limited
capabilities, while research has progressed significantly.
Users expect chatbots to have human-like communication
skills, which implies that not only chatbot personality, but
also conversational style and socio-emotional skillset need
to be adapted to the domain, end-user, and platform for
which a chatbot has been designed (Jain et al. 2018; Piccolo et al. 2018). The area of emotional processing is
currently being studied in the scientific community from
various perspectives. Hu et al. (2018) observed that a
passionate and empathetic tone, compared to six other
tones of a chatbot, increases the user experience, while
Yorita et al. (2019) concluded that the reaction of the user
depends strongly on the design of the socio-emotional
skillset of the chatbot. Therefore, various researchers (e.g.,
Yalçın 2019; Yorita et al. 2019; Rouast et al. 2019) focus
on automatic affect recognition of chatbot user’s personality and emotional state to adapt to it. The two design
elements socio-emotional behavior and personality processing are of great importance for the user experience and
acceptance of chatbots (Jain et al. 2018). These design
elements are particularly essential in domains where
emotional awareness is highly important due to the sensitivity of information being disclosed or because the emotions and feelings of the user are a fundamental axis for the
interaction. Under these conditions, the integration of
socio-emotional behavior and personality processing
design principles can lead to a decisive competitive
advantage, which is particularly important for practitioners
and ultimately for chatbot developers.
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6.2 Limitations and Further Research
The limitations of this study are mainly related to the
subjective nature of the selection procedure of the dimensions and ending conditions as well as to the reliance of the
taxonomy’s explanatory power on the comprehensiveness,
essence and maturity of the theoretical and empirical
knowledge underpinning it. However, these limitations,
which we will explain in more detail below, also give rise
to many open research directions (RD) which can be
addressed by IS and HCI researchers in the future.
To empirically determine the conceptually developed
taxonomy, we used two chatbot databases. Because chatbot
developers or people responsible for chatbots are free to
decide to publish information about a developed chatbot in
one of the two databases we consulted, the sample is
subject to a certain self-selection bias according to Olteanu
et al. (2019). This can also be related to the varying number
of chatbots per application area. We chatted with chatbots
that are open to the public. Chatbots that are, e.g., exclusively intended for internal use within companies were
excluded. However, there is no indication in the scientific
literature that we have not considered certain aspects or
application areas. Further research can adapt this taxonomy
to chatbots that are exclusively for internal usage, e.g.,
within a company (RD1). We suggest to carry out this
chatbot analysis regularly in the future, as the taxonomy
can be used to depict precise trends, e.g., in the direction of
emotion processing (RD2).
We currently cannot make any statements about the
success of the reviewed chatbots. However, these limitations can be mitigated by incorporating insights from
qualitative interviews at the users’ and experts’ level.
Further research needs to discuss characteristics which
describe a successful chatbot (RD3). In addition, the
determination of key performance measures is necessary to
make this success quantifiable (RD4).
Although our final sample integrates chatbot interfaces
belonging to 23 different application domains, it is not
possible to affirm completeness of the taxonomy since the
technological possibilities are subject to fast change. In a
few years, access to even more data sources will enable
much stronger individualization. This can then lead to
further dimensions. Therefore, it is recommendable to
regularly repeat the empirical examination of chatbots to
enhance the integration of conceptual and technological
developments into the taxonomy (RD5). Further dimensions show the difference between research and practice.
An example of this is the field of socio-emotional behavior
which was discussed in 6.1. Additional research can
investigate whether scientific literature is perhaps already
ahead of practice, sets other priorities that lack practical
viability or is largely not relevant in practice (RD6).
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Not all dimensions discussed at the conceptual level in
Iteration 1 can be empirically surveyed (Table A.1) which
does not mean that they do not exist in practice, e.g.,
memory and sequentiality of process structure. This circumstance shows that there is a difference between chatbot
design elements discussed in scientific research (Iteration
1) and dimensions observed in practice (Iterations 2–5).
However, this does not mean that the eliminated dimensions are less relevant. Further research can use additional
methods e.g., conducting interviews with chatbot developers, to obtain further expert information to, e.g., determine design principles and frameworks for the
development of long-term advance memory capabilities on
domain-specific chatbots (RD7). We further suggest
developing a taxonomy from a chatbot developer’s perspective providing valuable insights on practice-relevant
chatbot characteristics (RD8) or compare the result of this
study against the insights achieving from a taxonomy
emerging from an inductive approach using proof-of-concepts developed by theory-tool-makers in scientific literature, as the real-world object to be examined (RD9).
We conducted three focus group discussions to evaluate
the taxonomy, in which the twelve participants first evaluated the taxonomy on an individual basis and then discussed their results with other participants. Since mutual
influence cannot be completely discarded, a quantitative
survey can also be used to evaluate the taxonomy (RD10).
Likewise, a further evaluation of the usefulness of the
identified five archetypes in terms of applicability and
identifiability in practical settings can provide additional
insights for the development of design principles using the
identified archetypes as guidance (RD11). In the future, the
underlying business model of the chatbots in each archetype can be re-examined to assess the usefulness of the
archetype beyond a merely IS perspective (RD12).
Finally, we recommend to investigate the factors driving
the technological development of chatbots at the user,
organizational and industry level, as well as to reinforce the
investigation on chatbot implementation and adoption, for
which the dimensions of the proposed taxonomy can provide a common framework for chatbot developers and
practitioners to formulate design principles which guide the
further development of chatbots (RD13).

7 Conclusions
We have created a taxonomy following the framework of
Nickerson et al. (2013) to increase the existent knowledge
and conceptual understanding of the distinctive design
elements of chatbots across diverse application domains.
The overall results of the present taxonomy study indicate
that the design elements of chatbots can be classified and
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categorized into 17 dimensions and a total of 49 characteristics. Our taxonomy analysis shows that the majority of
the analyzed chatbots integrate by far not all the technical
possibilities from an intelligence and interaction
perspective.
By using the aforementioned taxonomy to analyze 103
chatbots from 23 different application domains, we provided a holistic representation of the degree to which realworld examples of chatbots integrate conceptually grounded design elements, which in turn enabled us to identify
five archetypes of chatbots by means of a clustering analysis. Such a classification can be used to provide an integrative base of knowledge for further theory building
processes and to guide chatbot developers when designing
domain-specific chatbots.
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