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CONTINUOUS TENSOR CATEGORIES FROM QUANTUM GROUPS I:
ALGEBRAIC ASPECTS.
GUS SCHRADER AND ALEXANDER SHAPIRO
Abstract. We describe the algebraic ingredients of a proof of the conjecture of Frenkel and
Ip that the category of positive representations Pλ of the quantum group Uq(sln+1) is closed
under tensor products. Our results generalize those of Ponsot and Teschner in the rank 1
case of Uq(sl2). In higher rank, many nontrivial features appear, the most important of
these being a surprising connection to the quantum integrability of the open Coxeter-Toda
lattice. We show that the closure under tensor products follows from the orthogonality
and completeness of the Toda eigenfunctions (i.e. the q-Whittaker functions), and obtain an
explicit construction of the Clebsch-Gordan intertwiner giving the decomposition of Pλ⊗Pµ
into irreducibles.
1. Introduction
A remarkable class of infinite-dimensional representations of the quantum group Uq(sl2)
has been studied by Bytsko, Ponsot, and Teschner, see [PT99, PT01, BT03]. These represen-
tations, which we refer to as positive representations, are defined for q = eπi~
2
, ~ ∈ R>0 \Q,
and are labelled by points s ∈ R>0 of a Weyl chamber of sl2. The positive representation
Ps is modeled on a dense subspace of the Hilbert space L
2(R), on which the Chevalley-Serre
generators E,F,K of Uq(sl2) act by positive, essentially self-adjoint operators. The positive
representations have several unusual features. Firstly, they possess a remarkable modular
duality property: setting q∨ = eπi/~
2
, the space Ps carries an action of Uq∨(sl2) commuting
with that of Uq(sl2). Thus, the positive representations can be regarded as representations of
the modular double of the quantum group introduced by Faddeev in [Fad99]. Furthermore,
the category of positive representations of Uq(sl2) turns out to be closed under taking tensor
products. More precisely, in [PT01] it was proved that the tensor product Ps1 ⊗ Ps2 admits
a direct integral decomposition
Ps1 ⊗ Ps2 ≃
∫ ⊕
R>0
Ps dm(s), (1.1)
where the integration measure dm on the Weyl chamber R>0 is given by
dm(s) = 4 sinh(2π~s) sinh(2π~−1s).
Thus, the positive representations of Uq(sl2) can be said to form a “continuous tensor cate-
gory”.
Subsequently, a definition of positive representations of the quantum group Uq(sln+1) was
proposed by Frenkel and Ip in [FI13], and later extended by Ip to the other finite Dynkin
types, see [Ip12a, Ip12b]. The positive representations Pλ of Uq(g) are again parameterized
by points λ ∈ C+ of a Weyl chamber, and have the property that all Chevalley generators
act by positive, essentially self adjoint operators. They also exhibit modular duality, in
complete analogy with the rank 1 case. Establishing that the categories of higher rank positive
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representations are closed under tensor product, however, has remained a challenging open
problem.
To give a sense of the difficulties involved, let us briefly recall how the decomposition
(1.1) was constructed by Ponsot and Teschner. Both for sl2 and in higher rank, the posi-
tive representations are defined by providing an explicit embedding of the quantum group
into a quantum torus algebra; that is, an algebra generated by symbols Xj subject to the
skew-commutativity relations qεjkXjXk = q
εkjXkXj for some skew-symmetric matrix ε. The
positive representations then arise as pullbacks of quantum torus algebra representations
where the generators Xj act by positive self-adjoint operators. Since the positive representa-
tions of Uq(sl2) are determined by their central character, the strategy of Ponsot and Teschner
is to analyze the action of the Casimir Ω of Uq(sl2) on Ps1⊗Ps2 , which is a dense subspace in
L2(R2). They exhibit an explicit unitary transformation of L2(R2) bringing ∆(Ω) to H ⊗ 1,
where H is the unbounded operator
H = e2π~x + e2π~p + e−2π~p, (1.2)
on L2(R), with p = 12πi
∂
∂x . This operator coincides with Kashaev’s geodesic length operator
from quantum Teichmu¨ller theory. In particular, it is self-adjoint with simple spectrum
[2,∞), and has eigenfunctions ψ(x|s) satisfying
H · ψ(x|s) = (e2π~s + e−2π~s)ψ(x|s), s ∈ R>0.
Moreover, the eigenfunctions ψ(x|s) are delta-function orthogonalized and complete in L2(R):∫
R
ψ(x|s)ψ(x|s′)dx = δ(s − s′), (1.3)∫
R>0
ψ(x|s)ψ(x′|s)dm(s) = δ(x − x′). (1.4)
Thus, the transformation of the form
f(x, y) 7→ fˆ(y, s) =
∫
R
f(x, y)ψ(x|s)dx
delivers an explicit unitary equivalence (1.1).
Let us consider the ingredients involved in extending this argument to the higher rank
positive representations. The first step is an essentially algebraic one. The center of Uq(sln+1)
is generated by n Casimir elements that can be taken, for instance, to be the quantum traces
Ωk of the fundamental representations of sln+1. One could hope to analyze the diagonal
action of these elements on Pλ ⊗ Pµ, and attempt to find a unitary transformation under
which they become the Hamiltonians Hk of some simpler and hopefully known quantum
integrable system, in the same way that Ponsot and Teschner arrive at Kashaev’s geodesic
length operator in the rank 1 case.
The second step is analytic in nature and involves determination of the joint spectrum
and eigenfunctions of the commuting quantum Hamiltonians Hk. Namely, one must prove
analogs of the orthogonality and completeness relations (1.3) and (1.4).
Unfortunately, for n > 1, the algebraic part of the problem appears to be highly nontrivial.
Indeed, even for n = 2 the fundamental quantum Casimirs Ω1,Ω2 acting on Pλ ⊗ Pµ both
become noncommutative polynomials with 192 terms when written in terms of Frenkel and
Ip’s original quantum torus realization. It seems unfeasible to analyze these operators by
direct calculation as was done by Ponsot and Teschner, and thus new ideas are needed.
In the present paper, we address this algebraic problem for g = sln+1 using the tools of
quantum cluster algebras and higher Teichmu¨ller theory. The general theory of quantum
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cluster X -varieties has been developed by Fock and Goncharov in [FG06a, FG06b, FG09].
The quantum analog of cluster mutation in direction k can be realized as the algebra automor-
phism of conjugation by the non-compact quantum dilogarithm Φ~(xk), where xk is related
to the cluster variable Xk by Xk = e
2π~xk . In particular, if xk acts in some representation
by a self-adjoint operator xˆk, then the operator Φ
~(xˆk) is unitary. Thus, quantum cluster
transformations provide a large supply of unitary equivalences, which we shall exploit in our
study of the positive representations of Uq(sln+1).
Our approach is based on the cluster realization of Uq(sln+1) obtained in [SS16]. In turn,
that realization is formulated in terms of the quantum cluster structure associated to moduli
spaces of framed PGLn+1-local systems on a marked surface, see [FG06a]. Cluster charts on
these varieties can be obtained from an ideal triangulation of the surface by ‘amalgamating’
certain simpler cluster charts associated to each triangle. In the case of moduli spaces of
PGLn+1-local systems, a flip of a triangulation corresponds to a sequence of
(n+2
3
)
cluster
mutations.
Taking a particular cluster chart on the moduli space associated to a triangulation of the
punctured disk D2,1 with two marked points on its boundary, we obtain a quantum torus
algebra Dn and an explicit embedding of Uq(sln+1) into Dn. Moreover, the representations of
Uq(sln+1) obtained by pulling back positive representations of Dn are precisely the positive
representations of Frenkel and Ip, see [Ip16].
Again following [SS16], a cluster realization of the tensor product Pλ⊗Pµ can be given by
considering a quantum cluster chart on the moduli space of framed PGLn+1-local systems on
a twice punctured disk D2,2 with two boundary marked points. Now, the basic geometric idea
behind our approach can be described as follows. As shown in Figure 1, the marked surface
D2,2 can be visualized as a pair of pants with two marked points on one of its boundary
components. Consider a loop γ in D2,2 winding once around each puncture. In Figure 1 it is
drawn in orange and is labelled by ν ∈ C+. In this geometric setting, the diagonal action of
the fundamental Casimirs of Uq(sln+1) on Pλ⊗Pµ is given by the operators Hk quantizing the
elementary symmetric functions of the eigenvalues of the local system’s monodromy around
γ.
λ
µ
ν
ν
ν
ν
λ
µ
Figure 1. Cutting out a pair of pants: D2,2 = D2,1 ∪γ S3.
The essential idea is that the decomposition of the tensor product Pλ⊗Pµ of two positive
representations arises from the isomorphism of quantum higher Teichmu¨ller spaces corre-
sponding to cutting along the simple closed curve γ as shown in Figure 1. The right hand
side of the figure corresponds to a “fiber product” of two quantum Teichmu¨ller spaces: the
diagonally acting copy of Uq(sln+1) represented by D2,1, a punctured disk with two marked
4 GUS SCHRADER AND ALEXANDER SHAPIRO
points on its boundary, and the quantum Teichmu¨ller space on a thrice-punctured sphere S3,
where the eigenvalues of two monodromies are specified to λ and µ respectively. The fiber
product is taken over the spectrum of the unspecified monodromy ν around the loop γ which
is associated to the remaining third puncture of the sphere, and parameterizes the central
characters of Uq(sln+1).
At the level of classical higher Teichmu¨ller spaces, the existence of such an isomorphism is
a theorem [FG06a, Theorem 7.6] of Fock and Goncharov. Its quantum counterpart is more
subtle, and can be viewed as a particular case of the “modular functor conjecture” of the
same authors, see [FG09].
Our first step towards establishing this isomorphism is to pass to a triangulation of D2,2
which is well-adapted to this cutting and gluing decomposition. We explain the sequence of
flips required to achieve this in Section 4.6; the upshot is that in the resulting cluster chart
the Hk are identified with the quantization of conjugation-invariant functions on the reduced
open double Bruhat cell PGLw0,w0n+1 /AdH .
Next, we observe that these operators can be simplified further by performing an additional
sequence of cluster transformations of a more refined nature than those corresponding to
flips of triangulation. These mutations, which we detail in Section 5, are related to the
combinatorics of factorization in the double Weyl group W × W . This being done, we
arrive at a cluster chart in which our monodromy operators are given by the Hamiltonians
of a genuine quantum integrable system, namely the quantum open Coxeter-Toda chain of
type An.
This completes the algebraic side of the story: the problem of decomposing the tensor
product Pλ ⊗ Pµ is now reduced to that of understanding the spectrum of the quantum
Coxeter-Toda Hamiltonians. The eigenfunctions of these operators, known as q-Whittaker
functions, have been determined and studied in [KLS02]. The only missing ingredient is the
general analog of the Plancherel inversion formula (1.4), established by Kashaev in the rank 1
case in [Kas01]. More precisely, in Section 9, we prove the following main theorem of the
paper:
Theorem 1.1. Suppose that the Plancherel inversion formula (6.5) for the q-Whittaker func-
tions holds. Then there is an isomorphism of Uq(sln+1)-modules
I : Pλ ⊗ Pµ −→
∫ ⊕
C+
Pν ⊗M
ν
λ,µ dm(ν),
where the measure dm(ν) on the Weyl chamber C+ is the Sklyanin measure defined in (6.6),
and Uq(sln+1) acts trivially on M
ν
λ,µ. In turn, the tensor factor M
ν
λ,µ is a positive represen-
tation of the quantum torus algebra associated to the moduli space of PGLn+1-local systems
on a thrice-punctured sphere, where eigenvalues of the three monodromies are specified to λ,
µ, and ν.
The analytic problem of establishing the Plancherel formula (6.5) will be addressed in the
sequel [SS17] to the present article. Let us conclude the introduction by mentioning some
interesting directions for future work suggested by our results.
• Modular functor conjecture. We hope to be able to establish the “cutting and gluing”
part of the modular functor conjecture of [FG09] by similar methods to the ones
described here. Indeed, as explained in [Tes05] in addition to the operation of cutting
a marked pair of pants we have already considered, one must also treat the case
of cutting a punctured torus along a non-separating cycle. We will return to this
problem in a future work.
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• Peter–Weyl theorem for the modular double. We believe that the techniques of this
paper, combined with the analytic ones developed by Ip in the sl2 case [Ip13], should
allow us to establish a positive analog of the Peter-Weyl theorem for the modular
double of Uq(sln+1).
• Relation with the results of Gekhtman–Shapiro–Vainshtein. The cluster chart on the
moduli space of PGLn+1 local systems on D2,2 whose quiver is illustrated in Figure 32
is remarkably similar to the one discovered in [GSV16] that determines the cluster
structure on the dual Poisson-Lie group PGL∗n+1. The precise connection between
the two cluster structures will be made explicit in a separate publication.
• 3j– and 6j– symbols for positive and finite dimensional representations. It was shown
in [Ip15] that the Clebsch-Gordon maps for finite-dimensional representations of
Uq(sl2) can be recovered from those of the positive representations. It is thus natural
to ask whether similar results can be obtained in higher rank using our construction
of the Clebsch-Gordan intertwiners for Uq(sln+1). Similarly, the results presented
here open the door to an explicit calculation of the Racah-Wigner coefficients (also
known as the 6j-symbols) for positive representations of Uq(sln+1). One could thus
hope to obtain those for finite-dimensional representations by a similar procedure to
that outlined in [Ip15].
• Quantum monodromies and higher rank AGT. Quantum monodromy operators simi-
lar to the ones corresponding to the action of the center of Uq(sln+1) on Pλ⊗Pµ have
recently emerged as an important tool in the program to extend the AGT correspon-
dence to class S theories of type An [CGT15]. We hope that the algebraic techniques
presented here can help elucidate this construction.
The paper is organized as follows. Sections 2 and 3 contain some background and technical
preliminaries that we shall use extensively. Section 2 presents the basic setup of quantum clus-
ter X -varieties and their representations following [FG09]. Section 3 describes the quantum
cluster algebras associated to moduli spaces of G-local systems on marked surfaces [FG06a].
We also recall the results of [SS16] on the cluster realization of Uq(sln+1), and give the pre-
cise definition of its positive representations Pλ. Section 4 gives an exposition of the cluster
combinatorics of directed networks on the disk and punctured disk. As far as we can tell,
the network formalism has not previously been applied to quantum cluster algebras in the
literature, so we provide self-contained proofs of various results that we use later in the paper.
We apply the network formalism to re-express the cluster embedding of Uq(sln+1) in different
cluster charts obtained from the initial one by flips of triangulation. Section 5 recalls the
Poisson geometry and cluster structure of double Bruhat cells Gu,v in a complex semisimple
Lie group of adjoint type, and presents several important mutation sequences that we use
extensively in the paper. Using these sequences, we analyze the action of Uq(sln+1) on the
tensor product Pλ ⊗ Pµ of two positive representations, and obtain combinatorial formulas
for the diagonal action of the Chevalley generators of the quantum group. In Section 6,
we review the definition of the q-deformed open Coxeter-Toda chain and its eigenfunctions,
and use the combinatorial formulas from Section 5 to express the action of the quantum
group generators in terms of the quantum Toda Hamiltonians. In Section 7 we explain how
completeness of the Toda eigenfunctions implies the fact that the tensor product Pλ ⊗ Pµ
decomposes as a direct integral of positive representations. Finally, in Section 8, we compare
our results with those obtained by Ponsot and Teschner in the case n = 1. Throughout the
paper, we illustrate our constructions via examples for n = 4.
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2. Quantum cluster algebras
2.1. Quantum cluster X -seeds and their mutations. In this section we recall a few
basic facts about cluster tori and their quantization following [FG09]. We shall only need the
quantum cluster algebras related to quantum groups of type A, and we incorporate this in
the definition of a cluster seed.
Definition 2.1. A cluster seed1 is a datum Θ = (Λ, (·, ·), {ei} , I0) where
• Λ is a lattice;
• (·, ·) is a skew-symmetric Z/2-valued form on Λ;
• {ei} is a basis of the lattice Λ;
• I0 is a subset of I = {1, 2, . . . , rank(Λ)}
and the following integrality conditions are satisfied:
εij = (ei, ej) ∈ Z unless (i, j) ∈ I0 × I0.
Notation 2.2. In what follows, given a graph Γ we denote the set of its faces by F (Γ), the
set of its edges by E(Γ), and the set of its vertices by V (Γ).
To a seed Θ, we can associate a quiver Q with vertices labelled by the set I and arrows
given by the adjacency matrix ε = (εij). Then, a vertex i ∈ V (Q) corresponds to the basis
vector ei, which gives rise to a lattice as i runs through I; the adjacency matrix defines the
form (·, ·); finally, we draw vertices i ∈ I \ I0 as circles, while vertices i ∈ I0 are depicted as
squares and are referred to as frozen vertices.
The pair (Λ, (·, ·)) determines a quantum torus algebra TΛ, which is the free Z[q
±1/2]-module
spanned by Xλ, λ ∈ Λ, with X0 = 1 and the multiplication defined
2 by
q(λ,µ)XλXµ = Xλ+µ. (2.1)
The seed also gives rise to a distinguished system of generators for the quantum torus algebra
TΛ, namely the elements Xi = Xei . The generators Xi for i ∈ I0 are called frozen variables.
Let Θ = (Λ, (·, ·), {ei} , I0) be a seed, and k ∈ I\I0 a non-frozen vertex of the corresponding
quiver Q. Then one obtains a new seed, µk(Θ), called the mutation of Θ in direction k, by
changing the basis {ei} while the rest of the data remains the same. The new basis {e
′
i} is
defined by
e′i =
{
−ek if i = k,
ei + [εik]+ek if i 6= k,
(2.2)
1Our definition differs from the general one by requiring the form (·, ·) to be Z/2-valued on frozen vectors
rather than just Q-valued, and by setting all multipliers di = 1.
2This definition gives the opposite algebra structure to the one defined in [FG09]
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where [a]+ = max(a, 0). We remark that bases the {ei} and
{
µ2k(ei)
}
do not necessarily
coincide, although the seeds Θ and µ2k(Θ) are isomorphic.
For each mutation µk we define an algebra automorphism of the skew field Frac(TΛ),
which by abuse of notation we call a quantum mutation and denote by the same symbol µk,
as follows. Recall the compact quantum dilogarithm function
Ψq(z) =
∞∏
k=0
1
(1 + q2k+1z)
. (2.3)
The quantum mutation µk is the automorphism of TΛ defined by
µk = AdΨq
(
Xe′
k
) . (2.4)
The fact that (ei, ej) is integral unless (i, j) ∈ I0 × I0 guarantees that conjugation by the
formal power series Ψq yields a genuine birational automorphism. For example,
µk (Xei) =
Xe′i
(
1 + qXe′
k
)
if εki = 1,
Xe′i
(
1 + qX−1
e′
k
)−1
if εki = −1.
Equivalently, for εki = 1 we have
µk(Xei) = Xe′i +Xe′i+e′k , (2.5)
while if εki = −1 we have
µk(Xei) = Xe′i+e′k
(
1 + q−1Xe′
k
)−1
. (2.6)
Let us remark that the quantum mutation (2.4) is inverse to that defined in [SS16], and
the change of basis (2.2) corresponds to the inverse of the monomial transformation µ′k in the
decomposition µk = µ
♯
k ◦ µ
′
k, see [SS16, Section 1]. Finally, we would like to recall that the
semi-classical limit of the quantum mutations (2.4) can be viewed as gluing maps between
cluster charts XΘ ≃ (C∗)
|I|, whose ring of regular functions is the quasi-classical limit of the
quantum torus algebra TΛ.
2.2. Positive representations of quantum tori. Suppose that TΛ is a quantum torus
algebra equipped with a choice of generators {Xj}, and ~ ∈ R. Then we can consider
an associated Heisenberg ∗-algebra HΛ. It is a topological ∗-algebra over C generated by
elements {xi} satisfying
[xj , xk] =
1
2πi
εjk and ∗ xj = xj . (2.7)
Then the assignments
Xj = e
2π~xj and q = eπi~
2
define an embedding of algebras TΛ →֒ HΛ. Write ΛR = Λ⊗ R, and let ZΛ ⊂ ΛR be the ker-
nel of the skew form (·, ·). The algebra HΛ has a family of irreducible ∗-representations VΛ,χ
parameterized by central characters χ ∈ Λ∗R, in which the generators xj act by unbounded
operators in a Hilbert space. To obtain an explicit realization of VΛ,χ one should pick a
symplectic basis (pj, qj) in the symplectic vector space ΛR/ZΛ; then the Hilbert space VΛ,χ
can be taken as the space of L2 functions on the Lagrangian subspace spanned by the qj,
where operators qj act by multiplication while operators pj act as ∂/∂qj . The realizations
corresponding to different choices of symplectic basis are all unitarily equivalent, the inter-
winers being provided by the action of the metaplectic group Mp (ΛR/ZΛ). The space VΛ,χ
8 GUS SCHRADER AND ALEXANDER SHAPIRO
is a positive representation of the quantum torus algebra TΛ, in the sense that the generators
Xj act by positive, essentially self-adjoint, unbounded operators.
2.3. Non-compact quantum dilogarithm. In order to extend the notion of mutation to
positive representations, one must replace the quantum dilogarithm (2.3) by its non-compact
analog Φ~. Let us introduce the quantities
c~ = ~+ ~
−1 and ρ~ = e
πi
(
~
2+~−2
6
+ 1
2
)
.
Consider the function G~(z) defined for 0 < Re(z) < c~ by
G~(z) := ρ~ exp
(
−
1
4
∫
C
eπtz
(eπ~t − 1)
(
eπ~−1t − 1
) dt
t
)
,
where the contour of integration C runs along the real axis, bypassing the pole of the integrand
at t = 0 from above. The non-compact quantum dilogarithm Φ~(z) is then defined as
Φ~(z) := G~
(c~
2
− iz
)
.
The functions G~ and Φ
~ can be analytically continued to meromorphic functions on C, and
have many remarkable properties, see [FG09, FK94, Kas01]. For us, the most important of
these are gathered in the following lemma.
Lemma 2.3. The non-compact quantum dilogarithm Φ~(z) has the following properties:
(1) (Modular duality) Φ~ is self-dual under the modular transformation ~ 7→ ~−1:
Φ~(z) = Φ~
−1
(z).
(2) (Difference equations) Φ~ satisfies the dual pair of difference equations
Φ~(z + i~) = (1 + qe2π~z)Φ~(z),
Φ~(z + i~−1) = (1 + qe2π~
−1z)Φ~(z).
(2.8)
(3) (Unitarity) If ~ ∈ R, then we have
Φ~(z) =
1
Φ~(z)
. (2.9)
Now suppose that Θ is a cluster seed, and Vχ,Λ is a positive representation of the corre-
sponding quantum torus algebra TΛ. Then the Heisenberg algebra generators {xk} from (2.7)
act by essentially self-adjoint operators on Vχ,Λ. Thus, by property (3) from Lemma 2.3, we
have unitary operators Φ~ (xj) acting on Vχ,Λ for each generator xj. Let us now consider
the quantum torus algebra generators Xj = e
2π~xj , which act on Vχ,Λ by positive essentially
self-adjoint operators. Then in view of the difference equations (2.8), for each non-frozen
variable Xk we have the equalities
µk (Xj) = AdΦ~(X−1k )
(Xj) .
Thus, the mutation in direction k is realized in the representation Vχ,Λ via the unitary
operator Φ~(xk). In particular, the positive representations of TΛ obtained from an initial
one by applying mutation automorphisms are all unitary equivalent. We will exploit this fact
extensively in the sequel, as we apply various mutation sequences to analyze the action of
Uq(sln+1) on its positive representations.
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2.4. Concatenation of representations. Suppose we have a direct sum decomposition of
lattices Λ = Λ−1 ⊕ Λ0 ⊕ Λ1, such that Λ−1 is orthogonal to Λ1 with respect to the form
(·, ·)Λ, and Λ0 is isotropic. Thus any λ ∈ Λ can be uniquely written λ = λ−1 + λ0 + λ1, with
(λ−1, λ1) = 0. Set
Λ60 = Λ−1 ⊕ Λ0, Λ>0 = Λ0 ⊕ Λ1.
Now consider the lattice Λ60 ⊕ Λ>0, equipped with the skew-form
((λ, µ), (λ′, µ′))Λ60⊕Λ>0 = (λ, λ
′)Λ + (µ, µ
′)Λ.
The positive representations of the corresponding Heisenberg algebra HΛ60⊕Λ>0 are Hilbert
space tensor products of positive representations of HΛ60 and those of HΛ>0 :
Vχ60⊕χ>0 ≃ Vχ60 ⊗ Vχ>0 .
There is an isometric embedding of lattices
Λ →֒ Λ60 ⊕ Λ>0, λ 7→ (λ−1 + λ0)⊕ (λ0 + λ1).
which induces an embedding of the corresponding Heisenberg algebras HΛ →֒ HΛ60⊕Λ>0 .
Then we have the following lemma, which is a simple exercise in linear algebra.
Lemma 2.4. Suppose that ZΛ = Λ ∩ ZΛ60⊕Λ>0 , and that the induced map
Λ/ZΛ →֒ Λ60/ZΛ60 ⊕ Λ>0/ZΛ>0
is an isomorphism. Then each positive representation VΛ,χ is isomorphic to the Hilbert space
tensor product
VΛ,χ ≃ VΛ60,χ60 ⊗ VΛ>0,χ>0 .
3. Cluster realization of Uq(sln+1) and its positive representations
3.1. Moduli spaces of framed local systems and their cluster structure. We now
recall some basics of the theory of quantum character varieties following [FG06a]. Let Ŝ be
a decorated surface — that is, a topological surface S with boundary ∂S, equipped with a
finite collection of marked points x1, . . . , xr ∈ ∂S and punctures p1, . . . , ps. In [FG06a], the
moduli space XŜ,PGLm of PGLm-local systems on S with reductions to Borel subgroups at
each marked point xi and each puncture pi, was defined and shown to admit the structure
of a cluster X -variety. In particular, suppose that T is an ideal triangulation of S: recall
that this means that all vertices of T are at either marked points or punctures. Then it was
shown in [FG06a] that for each such ideal triangulation, one can produce a cluster X -chart
on XŜ,PGLm . Moreover, the Poisson algebra of functions on such a chart admits a canonical
quantization, whose construction we shall now recall.
The first step is to describe the quantum cluster X -chart associated to a single triangle.
To do this, consider a triangle ABC given by the equation x + y + z = m, x, y, z > 0 and
intersect it with lines x = p, y = p, and z = p for all 0 < p < m, p ∈ Z. The resulting
picture is called the m-triangulation of the triangle ABC. Let us now color the triangles of
the m-triangulation in black and white, as in Figure 2 so that triangles adjacent to vertices
A, B, or C are black, and two triangles sharing an edge are of different color. We shall also
orient the edges of white triangles counterclockwise. Finally, we connect the vertices of the
m-triangulation lying on the same side of the triangle ABC by dashed arrows in the clockwise
direction. The resulting graph is shown in Figure 2. Note that the vertices on the boundary
of ABC are depicted by squares. Throughout the text we will use square vertices for frozen
variables. All dashed arrows will be of weight 12 , that is a dashed arrow vi → vj denotes the
commutation relation XiXj = q
−1XjXi.
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Figure 2. Cluster X -coordinates on the configuration space of 3 flags and 3 lines.
Now, let us recall the procedure of amalgamating two quivers by a subset of frozen variables,
following [FG06b]. Simply put, amalgamation is nothing but the gluing of two quivers by
identifying a number of frozen vertices. More formally, let Q1, Q2 be a pair of quivers, and I1,
I2 be certain subsets of frozen variables in Q1, Q2 respectively. Given a bijection φ : I1 → I2
we can amalgamate quivers Q1 and Q2 by the subsets I1, I2 along φ. The result is a new
quiver Q constructed in the following three steps:
(1) unfreeze vertices vi ∈ Q1 and vj ∈ Q2 for all i ∈ I1 and j ∈ I2;
(2) for any i ∈ I1 identify vertices vi ∈ Q1 and vφ(i) ∈ Q2 in the union Q1 ⊔ Q2;
(3) for any pair i, j ∈ I1 with an arrow vi → vj in Q1 labelled by εij and an arrow
vφ(i) → vφ(j) in Q2 labelled by εφ(i),φ(j), label the arrow between corresponding ver-
tices in Q by εij + εφ(i),φ(j)
Amalgamation of a pair of quivers Q1, Q2 into a quiver Q induces an embedding X → X1⊗X2
of the corresponding cluster X -tori:
Xi 7→

Xi ⊗ 1, if i ∈ Q1 \ I1,
1⊗Xi, if i ∈ Q2 \ I2,
Xi ⊗Xφ(i), otherwise.
An example of amalgamation is shown in Figure 3. There, the left quiver is obtained by
amalgamating a triangle ABC from Figure 2 with a similar triangle along the side BC (or
more precisely, along frozen vertices 15, 16, 17, and 18 on the edge BC).
As explained in [FG06a], in order to construct the cluster X -coordinate chart on XŜ,PGLm
corresponding to an ideal triangulation T of Ŝ, one performs the following procedure:
(1) m-triangulate each of the ideal triangles in T ;
(2) for any pair of ideal triangles in T sharing an edge, amalgamate the corresponding
pair of quivers by this edge.
In general, different ideal triangulations of Ŝ result in different quivers, and hence different
cluster X -tori. However, any triangulation can be transformed into any other by a sequence
of flips that replace one diagonal in an ideal 4-gon with the other one. Each flip corresponds
to the following sequence of cluster mutations that we shall recall in the m = 5 example
shown in Figure 3. There, a flip is obtained in four steps. First, mutate at vertices 15, 16,
17 18; second, mutate at vertices 11, 12, 13, 20, 21, 22; third, at vertices 7, 8, 16, 17, 25, 26;
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finally, mutate at 4, 12, 21, 29. Note, that the order of mutations within one step does not
matter. In general, a flip in an m-triangulated 4-gon consists of m − 1 steps. On the i-th
step, one should do the following. First, inscribe an i-by-(m− i) rectangle in the 4-gon, such
that vertices of the rectangle coincide with boundary vertices of the m-triangulation and the
side of the rectangle of length m − i goes along the diagonal of a 4-gon. Second, divide the
rectangle into i(m− i) squares and mutate at the center of each square. As in the example,
the order of mutations within a single step does not matter.
1
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Figure 3. A pair of triangles amalgamated by 1 side.
3.2. Cluster realization of Uq(sln+1). In what follows, we consider the complex simple
Lie algebra sln+1 = sln+1(C), equipped with a pair of opposite Borel subalgebras b± and
a Cartan subalgebra h = b+ ∩ b−. The corresponding root system ∆ is equipped with a
polarization ∆ = ∆+ ⊔∆−, consistent with the choice of Borel subalgebras b±, and a set of
simple roots {α1, . . . , αn} ⊂ ∆+. We denote by (·, ·) the unique symmetric bilinear form on
h∗ invariant under the Weyl group W , such that (α,α) = 2 for all roots α ∈ ∆. Entries of
the Cartan matrix are denoted aij = (αi, αj).
Let q be a formal parameter, consider an associative C(q)-algebra Dn generated by ele-
ments3 {
Ei, Fi,Ki,K
′
i | i = 1, . . . , n
}
,
subject to the relations
KiEj = q
aijEjKi, KiKj = KjKi,
K ′iEj = q
−aijEjK
′
i, K
′
iKj = KjK
′
i,
KiFj = q
−aijFjKi, K
′
iK
′
j = K
′
jK
′
i,
K ′iFj = q
aijFjK
′
i,
the relations
[Ei, Fj ] = δij
(
q − q−1
) (
K ′i −Ki
)
,
3The generators Ei and Fi that we consider here coincide with those in [SS16] multiplied by
√−1.
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and the quantum Serre relations
E2i Ei±1 − (q + q
−1)EiEi±1Ei + Ei±1E
2
i = 0,
F 2i Fi±1 − (q + q
−1)FiFi±1Fi + Fi±1F
2
i = 0,
[Ei, Ej ] = [Fi, Fj ] = 0 if |i− j| > 1.
The algebra Dn is a Hopf algebra, with the comultiplication
∆(Ei) = Ei ⊗ 1 +Ki ⊗Ei, ∆(Ki) = Ki ⊗Ki,
∆(Fi) = Fi ⊗K
′
i + 1⊗ Fi, ∆(K
′
i) = K
′
i ⊗K
′
i,
the antipode
S(Ei) = −K
−1
i Ei, S(Ki) = K
−1
i ,
S(Fi) = −FiKi, S(K
′
i) = (K
′
i)
−1,
and the counit
ǫ(Ki) = ǫ(K
′
i) = 1, ǫ(Ei) = ǫ(Fi) = 0.
The quantum group Uq(sln+1) is defined as the quotient
Uq(sln+1) = Dn/
〈
KiK
′
i = 1 | i = 1, . . . , n
〉
.
Note that Uq(sln+1) inherits a well-defined Hopf algebra structure from Dn. The subalgebra
Uq(b) ⊂ Dn generated by all Ki, Ei is a Hopf subalgebra in Dn. The algebra Uq(b) is
isomorphic to its image under the projection onto Uq(sln+1) and is called the quantum Borel
subalgebra of Uq(sln+1). The Hopf algebra Dn is nothing but the Drinfeld double of Uq(b).
Figure 4. Standard triangulation (left) and self-folded triangulation (right)
of D2,1, the punctured disk with a pair of marked points on its boundary.
Let us recall the results of [SS16] on the cluster algebraic realization of Uq(sln+1). We
denote by D2,1 a punctured disk with two marked points on its boundary, and consider the
quantized moduli space XPGLn+1,D2,1 of framed PGLn+1-local systems on D2,1. Let Θ
std
n be
the quantum cluster seed determined by the ideal triangulation of D2,1 consisting of a pair of
triangles glued by two sides; this triangulation is referred to as the standard one in Figure 4.
The resulting quiver for n = 4 is shown in Figure 5. We shall write Dstdn for the corresponding
quantum torus algebra.
Theorem 3.1. [SS16] There is an embedding of algebras
ι : Dn −→ D
std
n ,
such that for each Chevalley generator Ei, Fi,Ki and K
′
i of Dn, there exists a quantum cluster
chart, mutation-equivalent to Θstdn , in which that Chevalley generator is mapped under ι to a
cluster monomial.
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For a sequence of cluster variables (X1, · · · ,Xm) let us define
S(X1, . . . ,Xm) = X1(1 + qX2(1 + qX3(. . . (1 + qXm)))),
P (X1, . . . ,Xm) = q
m−1X1 . . . Xm.
Then the explicit formulas for ι in case n = 4 are as follows:
Ei 7−→ S[n2,n2+2n−1] and Ki 7−→ P[n2,n2+2n]
where
S[i,j] = S(Xi,Xi+1, . . . ,Xj), P[i,j] = P (Xi,Xi+1, . . . ,Xj).
Formulas for Fn+1−i and K
′
n+1−i are obtained respectively from those for Ei and Ki by
rotating the corresponding quiver 180◦, for example, we have
E1 7−→ S(X1,X2) K1 7−→ P (X1,X2,X3)
F4 7−→ S(X24,X25) K
′
4 7−→ P (X24,X25,X16).
1
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Figure 5. The quiver Qstd4 .
Remark 3.2. Figure 5 contains four rhombi: the first one with vertices 1, 2, 3, 28, the
second one with vertices 4, 6, 8, 27, the third one with vertices 9, 12, 15, 26, and finally the
fourth one with vertices 16, 20, 24, 25. Note that for each simple root αi, the image of the
corresponding sl2-triple depends only on cluster coordinates lying on the i-th rhombus.
3.3. Positive representations of Uq (sln+1). The positive representations of Uq(sln+1) are
obtained by restricting positive representations of the quantum torus algebra Dstdn . As ex-
plained in Section 2.2, positive representations of the algebra Dstdn are labelled by its central
characters. The center of Dstdn can be described as follows. The quiver Q
std
n contains n
distinguished counter-clockwise oriented cycles C1, . . . , Cn; in the notations of Figure 5 they
are
C1 = {2, 5, 10, 17, 25, 23, 14, 7} ; C3 = {12, 19, 27, 21} ;
C2 = {6, 11, 18, 26, 22, 13} ; C4 = {20, 28} .
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The 2-cycle Cn is a degenerate one: its arrows v → w and w → v are cancelled out when the
two triangles are amalgamated. For j = 1, . . . , n, we define cluster monomials Ωj ∈ D
std
n by
Ωj = X
∑
k∈Cj
ek . (3.1)
Lemma 3.3. The center of the quantum torus algebra Dstdn is the Laurent polynomial ring
generated by the elements
Ωj and ι
(
KjK
′
j
)
(3.2)
for all 1 6 j 6 n.
Proof. The statement of the lemma follows from counting the rank of the adjacency matrix of
the quiver Qstdn , and an observation that the monomials (3.2) are primitive and independent.

Definition 3.4. Let
hn =
{
(λ0, λ1, . . . , λn) ∈ R
n+1
∣∣∣∣ n∑
k=0
λk = 0
}
Then for λ ∈ hn, the positive representation Pλ of Uq(sln+1) is the restriction to Uq(sln+1)
of the positive representation of the quantum torus algebra Dstdn where for all 1 6 j 6 n we
have
Ωj 7−→ e
2π~(λj−λj−1), ι
(
KjK
′
j
)
7−→ 1.
3.4. Diagonally embedded quantum group. Let Dsqn ⊂ Dstdn ⊗D
std
n be the quantum torus
obtained by amalgamating two copies of Dstdn as shown in Figure 6. Consider a homomorphism
τ : Dn −→ D
std
n ⊗D
std
n defined by
τ = (ι⊗ ι)∆. (3.3)
As explained in [SS16], the image τ(Dn) lies in the subalgebra D
sq
n . Let us describe this
embedding
τ : Dn −→ D
sq
n
1
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Figure 6. Quivers Qsq4 .
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via the running example for when n = 4. In the notations of Figure 6 we have
Ei 7−→ S[2n2−n,2n2+3n−1] and Ki 7−→ P[2n2−n,2n2+3n]
Formulas for Fn+1−i and K
′
n+1−i are obtained respectively from those for Ei and Ki by
rotating the corresponding quiver 180◦, for example, we have
E1 7−→ S(X1,X2,X3,X4) K1 7−→ P (X1,X2,X3,X4,X5)
F4 7−→ S(X44,X45,X36,X49) K
′
4 7−→ P (X44,X45,X36,X49,X28).
Lemma 3.5. The center of the quantum torus algebra Dsqn is the Laurent polynomial ring
generated by the elements
Ω1j , Ω
2
j , and τ
(
KjK
′
j
)
for j = 1, . . . , n. Here Ω1j and Ω
2
k are the central elements (3.1) corresponding to the left and
right Qstdn -subquivers of the quiver Q
sq
n .
Proof. Again, the proof follows from calculating the rank of the adjacency matrix of Qsqn . 
Now let Pλ,Pµ be two positive representations of Uq(sln+1), see Definition 3.4. Then their
tensor product Pλ ⊗ Pµ is the restriction to Uq (sln+1) of the positive representation of D
sq
n
where for all 1 6 j 6 n we have
Ω1j 7−→ e
2π~(λj−λj−1), Ω2j 7−→ e
2π~(µj−µj−1), τ
(
KjK
′
j
)
7−→ 1.
4. Cluster combinatorics of directed networks
4.1. Planar directed networks. Let Dk be a closed disk with k boundary points removed.
Recall [Pos06, GSV12, GSV09] that a directed network inDk is a planar oriented graph drawn
in Dk with vertices of three types: black vertices of valency at least three, which have exactly
one incoming edge, white vertices of valency at least three, which have exactly one outgoing
edge, and terminal vertices of valency one, which we regard as lying on the boundary ∂Dk.
We will refer to terminal vertices as sources and sinks depending on the orientation of the
adjacent edge. Sometimes we will omit drawing terminal vertices, and simply draw hanging
edges instead. For example, Figure 11 shows a directed network without terminal vertices.
Here we only consider networks that satisfy the following two conditions, which we incorporate
in the definition of a network:
(1) there are no oriented cycles;
(2) a terminal vertex can only share an edge with a white vertex.
Given a directed network N , one can recover a quiver Q = Q (N ) in the following way:
• draw a vertex of the quiver Q inside each face of the network N that has vertices of
different colors;
• for each edge e ∈ E(N ) with vertices of different colors, draw an arrow of the quiver Q
that crosses e in such a way that the white vertex lies on the right.
• for each e ∈ E(N ) joining a terminal vertex with an interior (white) vertex, draw a
dotted arrow of weight 12 crossing e in such a way that the interior vertex lies on the
right.
The quiver Q obtained by this procedure is a planar directed graph in Dk with the property
that all of its faces are oriented either clockwise (those dual to white vertices) or counter-
clockwise (those dual to black ones). We regard the nodes of Q dual to faces that meet a
boundary component of Dk as being frozen. It is important to note that Q does not actually
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Figure 7. Network identities.
depend on direction of the edges of the network N , but only on the underlying bi-colored
graph. Moreover, the quiver Q is unchanged if we contract or create edges in N between
vertices of the same color, as shown on Figure 7. For this reason, we consider two networks
to be equivalent if they can be obtained from each other by applying such transformations.
Figure 8 shows a bi-colored graph (in black) whose dual quiver (in blue) coincides with the
one discussed in 3.1. Note, that the concatenation of such bi-colored graphs corresponds to
the amalgamation of quivers. Let us choose a triangulation of Dk. We turn the corresponding
bi-colored graph into a network N by orienting its edges. Let Q be the dual quiver, which we
assume is associated to a cluster seed Θ. By collapsing each component of the boundary ∂Dk
to a point, we obtain a network N . The construction of Q as the dual graph to N delivers
an isomorphism H1(N ,Z) → Λ. This isomorphism sends the (clockwise oriented) cycle γk
around the face Fk ∈ F (N ) corresponding to a vertex k ∈ V (Q), to the basis vector ek in
the seed Θ.
Suppose that (v,w) and (v0, w0) are two pairs vertices in N that both project to the same
pair of vertices (v¯, w¯) in the network N . Then for every pair of directed paths γ : v → w and
γ0 : v0 → w0 in the network N , the class [γγ
−1
0 ] defines an element of H1(N ,Z) ≃ Λ. Thus,
we can define the weighted path count
ZN (v,w; v0, w0) =
∑
γ,γ0
X[γγ−10 ]
, (4.1)
where the sum is taken over all pairs of directed paths γ : v → w and γ0 : v0 → w0 in the
network N .
Remark 4.1. In practice, the vertices v0, w0 will usually be chosen in such a way that there
is a unique directed path γ0 : v0 → w0 in the network N ; this path then serves as a “reference
path” used to define the weights of all directed paths γ : v → w.
Figure 8. PGL5-quiver in D3 and the dual bi-colored graph.
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In what follows, it will be useful to describe certain quiver mutations in the language of
directed networks. Namely, consider a directed network N with dual quiver Q and corre-
sponding cluster seed Θ. Let k ∈ V (Q) be a 4-valent vertex with alternating incoming and
outgoing arrows. Contracting or creating edges between vertices of the same color, as shown
in Figure 7, we can always make the corresponding face Fk ∈ F (N ) quadrilateral, with
vertices of alternating color and of valency 3. Consider the seed Θ′ = µk(Θ) obtained by
mutating Θ in direction k. Then the network N ′ corresponding to the mutated cluster seed
Θ′ is obtained from N by a simple local rule, shown in Figure 9.
k
a
b
c
d
µk
k′
a′
b′
c′
d′
Figure 9. Network mutation.
Proposition 4.2. Let N be a directed network, and let N ′ be the network obtained from N
by mutating at the face Fk ∈ F (N ) as shown in Figure 9. Then for any pairs (v,w) and
(v0, w0) that have the same image in N we have
µk (ZN (v,w; v0, w0)) = ZN ′(v,w; v0, w0).
Proof. The analogous statement for commutative cluster algebras is well-known, see for
example [Pos06, Lemma 12.2] or [GK11, Theorem 4.7]. In formula (4.1), each class [γγ−10 ] is
a sum of simple closed curves, so we may assume that [γγ−10 ] is a simple closed curve itself.
Here we will consider only the following two cases; all the other cases can be treated similarly:
(1) the cycle [γγ−10 ] enters the graph on the left-hand-side of Figure 9 through the bottom
left source, leaves through the bottom right sink, and is otherwise disconnected from
the faces of N shown in the Figure;
(2) the cycle [γγ−10 ] enters the graph on the left-hand-side of Figure 9 through the top
left source, leaves through the top right sink, and is otherwise disconnected from the
faces of N shown in the Figure.
Let us treat the first case. Then X[γγ−10 ]
= Xλ+ea for some λ ∈ Λ satisfying (λ, ek) = 0.
Every such path in the left network gives rise to two paths in the right one, with weights
Xλ+ea′ and Xλ+ea′+ek′ respectively. On the other hand, by (2.5), we find
µk (Xλ+ea) = Xλ+ea′ +Xλ+ea′+ek′
which proves the claim.
In the second case, there are two such paths in the left network, with weights Xλ+ec and
Xλ+ec+ek , and only one such path in the right network, with weight Xλ+ec′ . By (2.6) we have
µk(Xλ+ec +Xλ+ec+ek) = µk (Xλ+ec(1 + qXek)) = Xλ+ec(1 + q
−1Xek′ )
−1(1 + qXek).
Using the equalities ek′ = −ek and ec′ = ec + ek, we obtain
µk(Xλ+ec +Xλ+ec+ek) = qXλ+ecXek = Xλ+ec+ek = Xλ+ec′ .
The Proposition is proved.

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4.2. Zig-zag paths. The bi-colored graph in Figure 8 admits different network structures,
which can be described as follows. Recall that a zig-zag path in a bipartite graph is a path
which turns maximally right at white vertices and maximally left at black ones. Figure 10
shows all zig-zag paths on an the bipartite graph corresponding to the ideal triangle D3 with
n = 4 . In an ideal triangle, each zig-zag path goes along the direction of one of the three
sides. Thus, we can divide the zig-zag paths in the triangle into three types, which we label
by different colors as shown in Figure 10. Paths of the same type do not intersect, whereas
any two paths of different type intersect inside the triangle exactly once.
Figure 10. Zig-zag paths. Figure 11. Directed network.
Note that each edge of the bipartite graph has exactly two zig-zag paths passing through
it, traversing the edge in opposite directions. Thus, to choose a direction on each edge
in a triangle amounts to choosing a color for that edge. Now, suppose that we choose
one side of the triangle and orient all the corresponding boundary edges pointing outward.
Then, the network condition that each white vertex has exactly one outgoing edge while each
black vertex has exactly one incoming completely determines the orientation of all the other
edges. In particular, note that all other boundary edges are oriented inward, as illustrated
in Figure 11.
4.3. Quivers on the punctured disk and the quantum universal cover. In what
follows, we will need to work not only with quivers drawn on a disk but also with those on a
punctured disk. All quivers considered in this paper are of a very special kind – they arise
as (certain projections of) quivers dual to networks constructed in the following 4 steps:
(1) choose an ideal triangulation of a marked surface Ŝ;
(2) in every ideal triangle draw a bi-colored graph of the form shown in Figure 8;
(3) turn the resulting bi-colored graph into a network by orienting its edges;
(4) mutate the resulting network in a (possibly infinite) sequence of faces of the form
shown in Figure 9.
Given a quiver Q on the punctured disk one can draw a bi-colored graph Γ such that
Q is dual to Γ. Let Γ˜ be the lift of Γ to the universal cover of a punctured disk, and Q˜
be the planar quiver dual to Γ˜. We denote the cluster seeds associated to Q and Q˜ by Θ
and Θ˜ respectively. Part of the data of the seed Θ consists of the lattice Λ with basis {ei},
i ∈ V (Q). Let us choose a connected “fundamental domain” in Γ˜, so that the projection
from the universal cover onto a punctured disk establishes a bijection between Γ and the
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fundamental domain of Γ˜. Then, to the seed Θ˜ is associated a lattice Λ˜ and a basis {eni }
where i ∈ V (Q) and n ∈ Z. Here, vectors {e0i } correspond to the faces of the fundamental
domain, while vectors {eni }, for any fixed n, correspond to the faces of Γ˜ on the n-th sheet
of the universal cover. We denote by π : Λ˜→ Λ the lattice projection defined by π(eni ) = ei.
By an abuse of notation, the corresponding projections F (Γ˜)→ F (Γ) and V (Q˜)→ V (Q) are
denoted by the same symbol.
Let k ∈ V (Q) be such that (enk , e
m
k ) = 0 for all n,m ∈ Z, so that the mutations at all
vertices in the fiber π−1(k) commute. Let µ˜k be the infinite sequence of mutations at all
vertices in the fiber π−1(k). We denote the mutated cluster seed and quiver respectively
by Θ˜′ = µ˜k
(
Θ˜
)
and Q˜′ = µ˜k(Q˜). By construction, there is an action of the group of deck
transformations π1(S
1) = Z on Q˜′: we have π(µ˜k(e
n
i )) = π(µ˜k(e
m
i )) for all n,m ∈ Z and
i ∈ V (Q). One can therefore form a quiver Q˜′/Z as the quotient of Q˜′ by this action. We
caution the reader that the quiver Q˜′/Z need not coincide with the quiver Q′ = µk(Q). Let
us note that the quivers Q˜′/Z were previously considered in [FG06a] in the context of special
fatgraphs in higher Teichmu¨ller theory.
The following Lemma follows directly from the definition of quiver mutations and describes
the relation between quivers Q˜′/Z and Q′ in the two cases of interest for this paper.
Lemma 4.3. (1) Suppose k ∈ V (Q) is a 4-valent vertex with alternating incoming and
outgoing edges, such as for example vertices 2, 6, 12 in Figure 5. Then Q˜′/Z = Q′.
(2) Suppose i, j, k, l ∈ V (Q) are as follows: for every n ∈ Z there are exactly 4 basis
vectors ema ∈ Λ˜ such that (e
n
k , e
m
a ) 6= 0, namely
(eni , e
n
k ) = (e
n
k , e
n
j ) = (e
n−1
l , e
n
k ) = (e
n
k , e
n
l ) = 1.
In particular, this implies that the vertex k ∈ V (Q) is 2-valent with adjacent ar-
rows i → k and k → j. For example, in the notation of Figure 5 we can set
(i, j, k, l) = (19, 21, 20, 28). Denote the bases of Λ corresponding to the quivers Q′
and Q˜′/Z respectively by {e′a} and {eˆ
′
a}, where a ∈ V (Q). Then we have
e′l = el, eˆ
′
l = el + ek, and eˆ
′
a = e
′
a if a 6= l.
Describing the relation between the mutation automorphisms of the quantum torus alge-
bras T
Λ˜
and TΛ is a bit more subtle. The crucial point is that the projection map π does
not generally define a homomorphism of quantum torus algebras T
Λ˜
→ TΛ, for the simple
reason that a pair of non-adjacent faces of Γ˜ may project under π to a pair of adjacent faces
of Γ. Moreover, the automorphism µ˜k of TΛ˜ fails to descend to a well-defined automorphism
of TΛ under the naive projection π. To get around this problem, we introduce a map of
Z[q, q−1]-modules (although not a map of algebras)
pr: T
Λ˜
→ TΛ (4.2)
that can be regarded as the “quantum correction” of the covering map π.
Let us define a symmetric bilinear form 〈·, ·〉 : Λ˜× Λ˜→ C[q, q−1] by the assignment
〈
eni , e
m
j
〉
=

(eni , e
m
j )− (ei, ej) if n > m,
(eni , e
n−1
j − e
n+1
j ) if n = m,
(ei, ej)− (e
n
i , e
m
j ) if n < m.
(4.3)
The symmetry of the form 〈·, ·〉 is made manifest by using the deck group action to write〈
eni , e
n
j
〉
= (en+1i , e
n
j ) + (e
n+1
j , e
n
i ).
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The definition of the form 〈·, ·〉 is independent of our choice of fundamental domain for the
deck group and is invariant under cluster mutations, see Lemmas A.2 and A.3. Finally, we
define
pr : TΛ˜ −→ TΛ, Xλ 7−→ q
1
2
〈λ,λ〉Xπ(λ)
for all λ ∈ Λ˜.
The following Proposition allows us to use directed networks on the universal cover in order
to describe quiver mutations on a punctured disk. Its proof is given in the Appendix A.
Proposition 4.4. Suppose that k ∈ V (Q) is such that (enk , e
m
k ) = 0 for all n,m. Then we
have
pr ◦ µ˜k = µk ◦ pr.
4.4. Network for the standard triangulation. The embedding ι from Theorem 3.1 can
be described concisely using the language of directed networks on the punctured disk. The
quiver Qstdn , depicted in Figure 5 for n = 4, is obtained from the standard triangulation of
the marked punctured disk D2,1 shown in Figure 4. Let us consider the universal cover of
the punctured disk, equipped with the corresponding lifted triangulation. It consists of an
infinite sequence of triangles that share a common vertex, and such that any two adjacent
triangles are glued by one side. The dual bi-colored graph can be made it into a directed
network, by choosing an edge e of the triangulation that belongs to exactly one triangle, and
orienting outward all of the terminal edges of the bipartite graph that are adjacent to e.
Two of the networks that arise this way are denoted N
std±
n , and are shown in Figures 12
and 13. The color-coding of the networks is consistent with the one in Figure 10, and the
labelling of the faces is consistent with labelling of vertices in Figure 5. In Figure 12 we label
the sinks of the chosen boundary edge e with {h1, . . . , h5} and the sources of an adjacent
boundary edge by {t1, . . . , t5}. Figure 13 is drawn similarly, with the exception that the order
of the sources and sinks is chosen differently differently. Note that the dual quiver to the
underlying bi-colored graph of N
std±
n projects onto Qstdn under the action of the deck group.
In addition to these, we have the network N stdn depicted in Figure 14. It can be thought
of as a fundamental domain of N
std±
n with respect to the group of deck transformations. We
use it to describe the Casimirs Ωj of the quantum group Uq(sln+1).
The following proposition gives a combinatorial reformulation of the embedding ι from
Theorem 3.1.
Proposition 4.5. Let
M std±n (i, j; k, l) = pr
(
Z
N
std±
n
(ti, hj ; tk, hl)
)
be the boundary measurements in the networks N
std±
n . Then
ι(Ki) =M
std+
n (i+ 1, i+ 1; i, i), ι(Ei) =M
std+
n (i+ 1, i; i, i),
ι(K ′i) =M
std−
n (i, i; i + 1, i+ 1), ι(Fi) =M
std−
n (i, i + 1; i + 1, i+ 1).
Remark 4.6. The Casimir elements Ω1, . . . ,Ωn defined in (3.1) that determine the central
character of the positive representation Pλ also admit a simple interpretation in terms of the
network N stdn shown in Figure 14. Namely, we have
Ωj = pr
(
ZN stdn (tj+1, hj+1; tj , hj)
)
. (4.4)
Thus, the Casimirs Ωj can be regarded as computing the monodromies around the rows of
the network N stdn .
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Figure 14. Network N std4 .
4.5. Embedding ι and flips of triangulation. We now explain how to rewrite the em-
bedding ι from Theorem 3.1 with respect to different quantum cluster seeds. Let us start
by explaining how to produce a seed Θsfn corresponding to the self-folded triangulation of a
punctured D2,1 with 2 marked points shown on the right of Figure 4.
This triangulation is obtained from the standard one by performing a single flip, which is
realized by a sequence of
(n+2
3
)
cluster mutations as explained in Section 3.1. Since some of
these mutations occur at 2-valent vertices, some care must be taken in order to preserve the
dictionary with the network formulation. Namely, for each of the
(n+2
3
)
vertices of a quiver Q
at which we mutate, we perform mutations at each of the infinitely many 4-valent vertices
in its covering fiber in the quiver Q˜. The result of this procedure is a seed Θ˜sfn whose quiver
is dual to the bi-colored graph of the networks N
sf±
n , shown in Figures 16 and 17 for n = 4.
Finally, we arrive at the seed Θsfn = Θ˜
sf
n /Z by taking the quotient of Θ˜
sf
n by the action of the
deck group. The quiver Qsf4 corresponding to Θ
sf
4 is shown in Figure 15.
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Example 4.7. Let us spell out this procedure in our example when n = 4. In this case, one
mutates at each vertex in the fiber over the following 20 vertices of the quiver Qstd4 :
2, 6, 12, 20; 5, 11, 19, 7, 13, 21; 10, 18, 6, 12, 14, 22; 17, 11, 13, 23.
As mentioned in Section 3.1, these vertices are divided into n = 4 blocks in such a way that
the order of mutations within each block does not matter.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
Figure 15. Quiver Qsf4 .
Now, as explained in Section 2.3, the sequence of mutations passing from the seed Θstdn to
Θsfn yields a sequence of unitary operators on the positive representation Pλ, each given by a
non-compact quantum dilogarithm of a Heisenberg algebra generator. Let us denote by Φsf
the unitary operator on Pλ obtained as their composite. Then we have
Corollary 4.8. Let
M sf±n (i, j; k, l) = pr
(
Z
N
sf±
n
(ti, hj ; tk, hl)
)
be the boundary measurements in the networks N
sf±
n . Then as operators on Pλ, we have
AdΦsf ·ι(Ki) =M
sf+
n (i+ 1, i+ 1; i, i), AdΦsf ·ι(Ei) =M
sf+
n (i+ 1, i; i, i),
AdΦsf ·ι(K
′
i) =M
sf−
n (i, i; i + 1, i + 1), AdΦsf ·ι(Fi) =M
sf−
n (i, i+ 1; i + 1, i+ 1).
4.6. Embedding τ and flips of triangulation. Our goal now is to show how the diagonal
embedding τ : Dn → D
sq
n , defined in (3.3), can be rewritten in a cluster chart corresponding
to a different triangulation of the twice punctured disk D2,2. The seed Θ
sq
n arises from the
triangulation shown in the top left corner of Figure 18. The quiver Qfulln for the seed Θ
full
n
corresponding to the triangulation in the bottom left corner of the same figure is shown
in Figure 21. As explained in Figure 21, in order to obtain the seed Θfulln from the initial
seed Θsqn , one performs 6 flips of triangulation, which are realized by a total of n(n+1)(n+2)
cluster mutations.
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Example 4.9. We spell out this sequence of mutations explicitly for Qsq4 . The first two flips,
that lead to the middle triangulation in the top row of Figure 18, are as follows:
2, 8, 18, 32; 7, 17, 31, 9, 19, 33; 16, 30, 8, 18, 20, 34; 29, 17, 19, 35;
4, 12, 24, 40; 11, 23, 39, 13, 25, 41; 22, 38, 12, 24, 26, 42; 37, 23, 25, 43.
The next flip is given by the sequence
3, 10, 21, 36; 2, 9, 20, 4, 11, 22; 7, 8, 10, 21, 13, 12; 16, 9, 11, 26.
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Figure 18. Sequence of flips for a double quiver.
Now, we have to choose one of the two self-folded triangles and flip its arc. Choosing the
right one, we get the mutation sequence
37, 23, 25, 43; 36, 22, 12, 38, 24, 42; 20, 21, 23, 25, 39, 41; 8, 22, 24, 40.
Next, we flip the arc of the only self-folded triangle:
29, 17, 19, 35; 20, 36, 37, 30, 18, 34; 23, 38, 17, 19, 31, 33; 39, 36, 18, 32.
Then, the final flip is realized by mutation at the vertices
49, 50, 51, 52; 29, 30, 31, 35, 34, 33; 20, 17, 50, 51, 37, 19; 23, 30, 34, 38.
The quiver Qfulln is divided into three parts: the top part corresponds to the innermost self-
folded triangle in the bottom left disk in Figure 18; the middle one to the shaded annulus; and
finally the bottom one to the outer triangle. Now, we observe that the image τ(Dn) depends
only on cluster variables in the bottom two parts. This can be verified by inspecting the
corresponding networks. We remind the reader that so far we have only dealt with mutations
for quivers on a once-punctured disk, while here we have two punctures. To get around this
problem it suffices to observe that since flips of triangulation are local operations, we may
regard any such flip as taking place on an appropriate once punctured disk.
Now, we can regard the quiver obtained from the bottom two parts of Qfulln as a quiver
on an annulus; Figures 19 and 20 show two networks on the universal cover of an annulus
whose dual quivers project to Qfulln . Let us denote by Φ
top the unitary operator on Pλ ⊗ Pµ
obtained as the composite of the n(n + 1)(n + 2) quantum mutations taking Θsqn to Θfulln .
Then we have
Corollary 4.10. Let
M full±n (i, j; k, l) = pr
(
Z
N
full±
n
(ti, hj ; tk, hl)
)
be the boundary measurements in N
full±
n . Then as operators on Pλ ⊗ Pµ, we have
AdΦtop ·ι(Ki) =M
full+
n (i+ 1, i+ 1; i, i), AdΦtop ·ι(Ei) =M
full+
n (i+ 1, i; i, i),
AdΦtop ·ι(K
′
i) =M
full−
n (i, i; i + 1, i + 1), AdΦtop ·ι(Fi) =M
full−
n (i, i + 1; i+ 1, i+ 1).
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5. Combinatorics and Poisson geometry of quiver mutations
5.1. Factorization coordinates on double Bruhat cells. LetG be a semi-simple complex
Lie group endowed with the standard Poisson-Lie structure. For each element w ∈W of the
Weyl group, denote by w˙ its representative in the coset NG(H)/H, where NG(H) is the
normalizer of the torus H in G. Then the double Bruhat cells
Gu,v = B+u˙B+ ∩B−v˙B−
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Figure 21. Quiver Qfull4 .
are unions of symplectic leaves of G fibered over a certain torus, see [HKKR00]. It was
shown in [FZ99, BFZ05] that a double Bruhat cell in a simply-connected Lie group admits
the structure of a cluster variety. In [FG06b], a closely related construction was carried out
for groups of adjoint type. We shall now recall some results from the latter reference. For
the rest of this section we fix G = PGLn+1.
Let us consider a pair of alphabets A± = {±1, . . . ,±n}. We introduce the convenient
notation
j =
{
j − (n+ 1) if j ∈ A+,
j + (n+ 1) if j ∈ A−,
and j =
{
−j + (n+ 1) if j ∈ A+,
−j − (n+ 1) if j ∈ A−.
(5.1)
Note that A± = A± and A± = A∓. The Hecke semigroup of type An is the quotient of the
free monoid generated by A+ ⊔ A− by the following relations. For any letters α and β from
the same alphabet, we impose the relations
αβ = βα if |α− β| > 1,
αβ = βα if |α+ β| 6= n+ 1.
(5.2)
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In addition to these, we have
braid move αβα←→ βαβ |α− β| = 1 and α, β ∈ A±, (5.3)
shuffling αβ ←→ βα α+ β = 0 and α, β ∈ A±, (5.4)
2-1 move αα −→ α α ∈ A±. (5.5)
The length l(i±) of a word i± in the alphabet A± is the number of its letters. We say that
a word is irreducible if its length cannot be reduced by the relations (5.2) and moves (5.3) –
(5.5).
A double word i is a word in the alphabet A = A+ ⊔ A−. Clearly, for each double word i,
there exist a pair of words i± such that i is a shuffle of the letters of i+ through those of i−.
We define the length of the double word by l(i) = l(i+) + l(i−) and call i irreducible if both
i+ and i− are such.
Let i = (i1, . . . , ip) be a reduced double word, i+ = (j1, . . . , ja), and i− = (k1, . . . , kb) be
its positive and negative parts. Then following [FG06b], one can define a birational mapping
χi :
(
C×
)n+p
−→ Gu,v
where u = sk1 . . . skb and v = sj1 . . . sja are reduced decompositions of the elements u, v ∈W
and si ∈W is the reflection corresponding to a simple root αi. In order to describe the map
χi explicitly we shall need a few more notations.
Let (ei, fi, hi), i = 1, . . . , n be the Chavalley generators of the Lie algebra sln+1. We
consider a different set of Cartan elements hi, with the property that
[hi, ej ] = δ
i
jej and [h
i, fj] = −δ
i
jfj.
The two sets of Cartan generators are related by hi =
∑
j cijh
j where C = (cij) is the Cartan
matrix. Set
Ei = exp(ei), Fi = exp(fi), Hi(x) = exp(log(x)h
i).
Now, the map χi can be described as follows: given a point (x1, . . . , xn+p) ∈ (C
×)
n+p
, we
form the product H1(x1) . . . Hn(xn). Next, we read the word i left to right and multiply the
aforementioned product by EitHit(xt) if it > 0 and by FitHit(xt) if it < 0 as t runs from
n+ 1 to n+ p. We refer to variables xj , j = 1, . . . , n + p as factorization coordinates on the
double Bruhat cell Gu,v.
Example 5.1. If n = 2 and i = (1,−2,−1, 2) we get
χi(x1, x2, x3, x4, x5, x6) = H1(x1)H2(x2)E1H1(x3)F2H2(x4)F1H1(x5)E2H2(x6)
where
H1(x) =
x 0 00 1 0
0 0 1
 E1 =
1 1 00 1 0
0 0 1
 F1 =
1 0 01 1 0
0 0 1

H2(x) =
x 0 00 x 0
0 0 1
 E2 =
1 0 00 1 1
0 0 1
 F2 =
1 0 00 1 0
0 1 1

Remark 5.2. It is clear that one can define maps χi for arbitrary double words i, not
necessarily reduced, in a similar fashion. In general, these maps will have nontrivial fibers.
28 GUS SCHRADER AND ALEXANDER SHAPIRO
5.2. Cluster mutations. For each double word i, the mapping χi defines a chart on a
double Bruhat cell Gu,v, where elements of the Weyl group u and v are determined by the
words i±. Thus, transformations of the double words give rise to the gluing data between
the corresponding charts. Following [FG06b], we describe each of the relations (5.2) – (5.5)
in terms of generators of the group G.
The equalities (5.2) correspond to formulas
[Ei, Ej ] = [Fi, Fj ] = 0 if |i− j| > 1,
[Ei, Fj ] = 0 if i 6= j,
(5.6)
The braid moves are described by
EiHi(x)EjEi = Hi(1 + x)Hj(1 + x
−1)−1EjHj(x)
−1EiHi(1 + x
−1)−1EjHj(1 + x), (5.7)
FiHi(x)FjFi = Hi(1 + x
−1)−1Hj(1 + x)FjHj(x)
−1FiHi(1 + x)FjHj(1 + x
−1)−1 (5.8)
whenever |i− j| = 1. The shufflings of letters i and −i are realized as follows
EiHi(x)Fi = Hi−1(1 + x
−1)−1Hi(1 + x)FiHi(x)
−1EiHi(1 + x)Hi+1(1 + x
−1)−1, (5.9)
FiHi(x)Ei = Hi−1(1 + x)Hi(1 + x
−1)−1EiHi(x)
−1FiHi(1 + x
−1)−1Hi+1(1 + x). (5.10)
Finally, the 2-1 moves correspond to
EiHi(x)Ei = Hi(1 + x)EiHi(1 + x
−1)−1, (5.11)
FiHi(x)Fi = Hi(1 + x
−1)−1FiHi(1 + x). (5.12)
5.3. Poisson brackets and quivers. The torus (C×)
n+p
can be equipped with a nontrivial
log-canonical Poisson structure in such a way that χi becomes a morphism of Poisson varieties.
Following [FM16], we describe the Poisson brackets between the factorization coordinates
{x1, . . . , xn+p} with the help of quivers. In order to do so, we shall associate a quiver Qi to
any double word i.
We start by drawing n horizontal lines numbered 1 to n, and defining elementary quivers
Qi and Q−i for each letter of the alphabet A as shown in Figure 22. Note, that these quivers
have vertices at lines i−1, i, and i+1 if these lines exist. To associate a quiver to a word i, we
read it left to right and draw the quiver Qα whenever we encounter letter α ∈ A. Then, we
amalgamate (or glue together) adjacent vertices in each of the rows if they belong to different
Q1 1
2
Qi
i − 1
i
i + 1
Qn
n − 1
n
Q−1 1
2
Q−i
i − 1
i
i + 1
Q−n
n − 1
n
Figure 22. Quivers corresponding to single letters.
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quivers. For example, the full subquiver lying strictly below the dashed line in Figure 15
corresponds to the word (4, 3, 2, 1, 4, 3, 2, 4, 3, 4).
Note that the product χi(x1, . . . , xn+p) has the following properties:
• the sequence of E’s and F ’s reproduce the sequence of letters in the word i;
• every H depends on its own variable;
• there is at least one Ei or Fi between any pair of Hi’s.
• for any i ∈ A the number of Hi’s is 1 greater than the total number of Ei’s and Fi’s.
By construction, the number of right (respectively, left) arrows in the i-th row of the quiver
Qi coincides with the number of Ei’s (respectively, Fi’s) appearing in the factorization
χi(x1, . . . , xn+p). Similarly, the number of vertices in the i-th row coincides with the number
of Hi’s. Now, if we associate vertices of the quiver Qi with the factorization parameters on
the corresponding double Bruhat cell, the following theorem holds.
Theorem 5.3. [FG06b] Poisson brackets between the factorization parameters are deter-
mined by the quiver Qi. Namely, {xi, xj} = εijxixj where ε is the adjacency matrix of the
quiver, and each dashed arrow is counted as one half of a solid one.
i − 1
i
i + 1
i + 2
i − 1
i
i + 1
i + 2
Figure 23. Braid move: (i, i+ 1, i)↔ (i+ 1, i, i + 1).
Moves (5.3), (5.4), and (5.5) also admit an interpretation in terms of quivers. Namely,
each move can be realized via a quiver mutation. Indeed, Figure 23 shows a mutation
corresponding to the braid move (5.3) expressed by the formula (5.7) with j = i + 1. Here
and in the following two examples we always mutate at an orange vertex. Similarly, Figure 24
shows a mutation corresponding to the move (5.4), shuffling a letter i through a letter −i.
In terms of generators of the group G, this mutation is described by equation (5.9). One can
easily check that unless α+β = 0, shuffling of the letters α and β give identical quivers. As for
the move (5.5), in what follows we shall only apply it to the letters ±1 or ±n. Figure 25 shows
the cluster mutation for the case 11→ 1. Note that the orange vertex in the right quiver in
Figure 25 does not belong to any row. If we now erase that vertex, then the composition of
mutation and erasing corresponds to the formula (5.11) with i = 1.
i − 1
i
i + 1
i − 1
i
i + 1
Figure 24. Plus-minus move: (i,−i)↔ (−i, i).
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1
2
1
2
Figure 25. 2-1 move: (1, 1)→ (1).
To summarize, each double Bruhat cell Gu,v is a cluster Poisson variety, with a cluster
chart χi for any double reduced word i, and cluster mutations correspond to the moves (5.3)
and (5.4) with α+ β = 0.
5.4. Reduced double Bruhat cells. Consider the space Gu,v/AdH of H-orbits on the
double Bruhat cell Gu,v under the conjugation action. We refer to this set as a reduced
double Bruhat cell. We observe that in each chart χi on G
u,v, the ring of AdH -invariant
functions is generated by the products xlxr, where xl is the argument of the left-most Hi
and xr is the argument of the right-most Hi, together with the factorization coordinates xt
arising as arguments of Hi’s which are neither the left-most nor the right-most. Thus the
reduced double Bruhat cell Gu,v/AdH is also a cluster variety, and its cluster structure is
an amalgamation of that of Gu,v. We denote by χi the cluster chart on the reduced double
Bruhat cell Gu,v/AdH obtained by amalgamating the cluster chart χi on G
u,v.
The quiver Qi that defines the Poisson brackets between the factorization coordinates on
the chart χi is obtained from the quiver Qi by amalgamating its left-most and right-most
vertices in each row. For example, quiver in figure 26 coincides with Qi where i = (i−, i+)
and
i+ = (4, 3, 2, 1, 4, 3, 2, 4, 3, 4), (5.13)
i− = (4, 3, 2, 1, 4, 3, 2, 4, 3, 4), (5.14)
with j defined in (5.1). Similarly, after erasing all of its frozen variables, the D4-quiver in
Figure 5 coincides with the quiver Qi with i = (i−, i−) and i− as in (5.14).
5.5. Combinatorics of word transformations. In the next subsection we describe some
quiver mutation sequences that we will use to analyze the cluster realization of Uq(sln+1).
These mutations arise from certain transformations of double words that were explained to
us by M. Gekhtman. Consider the cyclic shift operators that take a word i = i1 = (i1, . . . , ip)
into its k-th cyclic shift ik = (ik, . . . , ip, i1, . . . , ik−1). If there exists a cyclic shift ik that is a
reducible word, we say that the original word i is cyclically reducible.
Recall that a Coxeter element c of the Weyl group W is one is given by a reduced word
in which each simple reflection appears exactly once. We shall now describe a particular
sequence of cyclic shifts and moves of types (5.3) – (5.5) that reduces a word ifull describing a
cluster chart on the big double Bruhat cell Gw0,w0 to the word icox describing a cluster chart
on the Coxeter cell Gc,c.
Let us introduce several words that we will use frequently in the sequel. First, for any
words i = (i1, . . . , ip) in A+ and j = (j1, . . . , jp) in A−, we set
i = (i1, . . . , ip) and j = (j1, . . . , jp)
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where i and i are defined in (5.1). We also define
i[i,j] =
{
(i, i+ 1, . . . , j) if i 6 j,
(i, i− 1, . . . , j) if i > j,
so that, for example, i[i,j] = i[j,i]. Now, let us consider words
ic = i[1,n], iw0 =
(
i[n,1], i[n,2], . . . , i[n,n]
)
and their conjugates ic and iw0 . For n = 4, the words iw0 and iw0 are given by formulas (5.13)
and (5.14) respectively.
We now describe word transformations
φ1 : ifull 7−→ ihalf , (5.15)
φ2 : ihalf 7−→ icox, (5.16)
φ3 : isf 7−→ isym. (5.17)
where
ifull =
(
iw0 , iw0
)
, ihalf =
(
iw0 , ic
)
, icox =
(
ic, ic
)
,
and
isf =
(
ic, ic, iw0
)
, isym =
(
ic, iw0
)
.
5.5.1. The transformation φ1. We factor the transformation φ1 into a composite of n − 1
“waves”, where the j-th wave consists of n − j steps. After performing the k-th step of the
(j + 1)-st wave of φ1, we shall obtain the word
i
(j,k)
full =
(
iw0 , 1, . . . , j, i[n−k,j+1], i[n,j+2], . . . , i[n,n]
)
.
Note that our conventions imply
i
(j−1,n−j)
full = i
(j,0)
full and i
(n−1,0)
full = ihalf .
Now, the (k + 1)-st step of the j-th wave is given as follows. Note that
i
(j,k)
full =
(
iw0 , 1, . . . , j, n − k, i[n−k−1,j+1], i[n,j+2], . . . , i[n,n]
)
.
First, we commute the letter n−k all the way to the left through the word iw0 . In particular,
we apply exactly k+1 shufflings of the form (k−n, n−k) 7→ (n−k, k−n). Then, we perform
the cyclic shift that erases the letter n − k on the very left and writes it on the far right, to
obtain (
iw0 , 1, . . . , j, i[n−k−1,j+1], i[n,j+2], . . . , i[n,n], n− k
)
. (5.18)
The part of the latter word which reads
(
i[n,j+2], . . . , i[n,n], n− k
)
can be rewritten as follows:(
i[n,j+2], . . . , i[n,n+1−k], i[n,n+2−k], . . . , i[n,n], n− k
)
=(
i[n,j+2], . . . , i[n,n+1−k], n − k, i[n,n+2−k], . . . , i[n,n]
)
(5.19)
We shall now restrict our attention to the subword(
i[n,n−k], i[n,n+1−k], n− k
)
. (5.20)
We rewrite it as (
i[n,n+1−k], i[n,n+2−k], n− k, n+ 1− k, n − k
)
,
and then apply a braid move to get(
i[n,n+1−k], i[n,n+2−k], n+ 1− k, n− k, n + 1− k
)
.
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The latter is a particular case of the word(
i[n,s], i[n,s+1], s, i[s−1,t−1], i[s,t]
)
for s = t = n+ 1− k. We can once again rewrite it as(
i[n,s+1], i[n,s+2], s, s + 1, s, i[s−1,t−1], i[s,t]
)
and use a braid move to get(
i[n,s+1], i[n,s+2], s+ 1, s, s + 1, i[s−1,t−1], i[s,t]
)
=
(
i[n,s+1], i[n,s+2], s+ 1, i[s,t−1], i[s+1,t]
)
.
Proceeding by induction on s we arrive at(
n, n− 1, n, n − 1, i[n−2,t−1], i[n−1,t]
)
,
use a braid move once again, to get(
n, n, n− 1, n, i[n−2,t−1], i[n−1,t]
)
=
(
n, n, i[n−1,t−1], i[n,t]
)
,
and finally, apply 2-1-move (n, n) 7→ n to obtain(
n, i[n−1,t−1], i[n,t]
)
=
(
i[n,t−1], i[n,t]
)
.
Recall that t = n+ 1− k and thus the word (5.20) has been reduced to
(
i[n,n−k], i[n,n+1−k]
)
.
Re-inserting it into the word (5.19) and then (5.18) we arrive at
i
(j,k+1)
full =
(
iw0 , 1, . . . , j, i[n−k−1,j+1], i[n,j+2], . . . , i[n,n]
)
.
To summarize, the (k + 1)-st step in each wave consists of
• k + 1 shufflings (k − n, n− k) 7→ (n− k, k − n);
• a cyclic shift (n− k, i) 7→ (i, n − k);
• k braid moves: (n− s, n+1− s, n− s) 7→ (n+1− s, n− s, n+1− s), s = k, . . . , 2, 1;
• a 2-1-move (n, n) 7→ n.
Example 5.4. Let us spell out φ1 : ifull 7−→ ihalf in case n = 4. Since the (k + 1)-st step of
each wave starts with shuffling the letter n − k through iw0 we will indicate the number of
moves (k − n, n− k) 7→ (n− k, k − n) by
k+1
7−→. Now, the first wave reads
Step 1: (iw0 , 4, 3, 2, 1, 4, 3, 2, 4, 3, 4)
1
7−→ (4, iw0 , 3, 2, 1, 4, 3, 2, 4, 3, 4)
7−→ (iw0 , 3, 2, 1, 4, 3, 2, 4, 3, 4, 4) 7−→ (iw0 , 3, 2, 1, 4, 3, 2, 4, 3, 4)
Step 2: (iw0 , 3, 2, 1, 4, 3, 2, 4, 3, 4)
2
7−→ (3, iw0 , 2, 1, 4, 3, 2, 4, 3, 4)
7−→ (iw0 , 2, 1, 4, 3, 2, 4, 3, 4, 3) 7−→ (iw0 , 2, 1, 4, 3, 2, 4, 4, 3, 4)
7−→ (iw0 , 2, 1, 4, 3, 2, 4, 3, 4)
Step 3: (iw0 , 2, 1, 4, 3, 2, 4, 3, 4)
3
7−→ (2, iw0 , 1, 4, 3, 2, 4, 3, 4)
7−→ (iw0 , 1, 4, 3, 2, 4, 3, 4, 2) 7−→ (iw0 , 1, 4, 3, 4, 3, 2, 3, 4)
7−→ (iw0 , 1, 4, 4, 3, 4, 2, 3, 4) 7−→ (iw0 , 1, 4, 3, 4, 2, 3, 4)
CONTINUOUS TENSOR CATEGORIES FROM QUANTUM GROUPS I 33
The second wave becomes
Step 1: (iw0 , 1, 4, 3, 4, 2, 3, 4)
1
7−→ (4, iw0 , 1, 3, 4, 2, 3, 4)
7−→ (iw0 , 1, 3, 4, 2, 3, 4, 4) 7−→ (iw0 , 1, 3, 4, 2, 3, 4)
Step 2: (iw0 , 1, 3, 4, 2, 3, 4)
2
7−→ (3, iw0 , 1, 4, 2, 3, 4)
7−→ (iw0 , 1, 4, 2, 3, 4, 3) 7−→ (iw0 , 1, 4, 2, 4, 3, 4)
7−→ (iw0 , 1, 4, 2, 3, 4)
And finally, the third wave is
Step 1: (iw0 , 1, 4, 2, 3, 4)
1
7−→ (4, iw0 , 1, 2, 3, 4)
7−→ (iw0 , 1, 2, 3, 4, 4) 7−→ (iw0 , 1, 2, 3, 4).
5.5.2. The transformation φ2. Similarly to φ1, we break the transformation φ2 into n − 1
waves, such that the j-th wave consists of n−j steps, although in φ2 we also include a prelim-
inary and a concluding step. The preliminary one is a cyclic shift that changes ihalf = (iw0 , ic)
into i
(0,0)
half = (ic, iw0). Now, after the k-th step of the (j + 1)-st wave of the transformation
φ2, we shall obtain the word
i
(j,k)
half =
(
ic, 1, . . . , j, i[n−k,j+1], i[n,j+2], . . . , i[n,n]
)
.
The steps of φ2 are similar to the ones of φ1 with the following minor alterations: letters
i ∈ U+ are replaced with i ∈ A−, and iw0 is replaced with ic. The latter also implies that
it takes just one shuffling to move the letter i through ic for any i = 1, . . . , n. Thus, the
(k + 1)-st step in each wave of φ2 consists of
• a shuffling (k,−k) 7→ (−k, k);
• a cyclic shift (−k, i) 7→ (i,−k);
• k braid moves: (−s− 1,−s,−s− 1) 7→ (−s,−s− 1,−s), s = k, . . . , 2, 1;
• a 2-1-move (−1,−1) 7→ −1.
Finally, we arrive at the word i
(n−1,0)
half = (ic, ic). The concluding step is simply one more
cyclic shift after which we obtain icox.
5.5.3. The transformation φ3. We break the transformation φ3 into a sequence of n waves
where the j-th wave consists of j steps. After the j-th wave we shall turn the word i
(0,0)
sf = isf
into
i
(j,0)
sf =
(
ic, 1, 2, . . . , n − j, iw0
)
.
Similarly, after the k-th step of the j-th wave, here 1 6 k 6 j, we obtain
i
(j,k)
sf =
(
ic, 1, 2, . . . , n − j − 1, n − j + k, iw0
)
Note that our notations imply
i
(n,0)
sf = isym.
The (k+1)-st step of the j-th wave looks as follows. Setting s = n−j+k, we first apply n+1−s
shufflings to move the letter s all the way to the right through iw0 . Next, we use a cyclic shift
to put s on the far left. Then, if k 6= j we apply the braid move (s, s+1, s) 7→ (s+1, s, s+1)
and arrive at i
(j,k+1)
sf , whereas if k = j we apply the 2-1-move (n, n) 7→ n and arrive at i
(j+1,0)
sf .
34 GUS SCHRADER AND ALEXANDER SHAPIRO
Example 5.5. Let us spell out the transformation φ3 for n = 2. We have
isf = (2, 1, 1, 2, iw0) where iw0 = (−1,−2,−1)
and the first wave becomes
Step 1: (2, 1, 1, 2, iw0)
1
7−→ (2, 1, 1, iw0 , 2)
7−→ (2, 2, 1, 1, iw0) 7−→ (2, 1, 1, iw0).
The second wave reads as
Step 1: (2, 1, 1, iw0)
2
7−→ (2, 1, iw0 , 1)
7−→ (1, 2, 1, iw0) 7−→ (2, 1, 2, iw0)
Step 2: (2, 1, 2, iw0)
1
7−→ (2, 1, iw0 , 2)
7−→ (2, 2, 1, iw0) 7−→ (2, 1, iw0).
5.6. Quiver mutations. Now we interpret the transformations (5.15) – (5.16) in terms of
quivers. By an abuse of notation, we denote transformations of quivers by the same symbols
as the transformations of the double words. We have already seen how braid moves, shufflings,
and 2-1-moves correspond to quiver mutations. Moreover, the cyclic quiver Qi evidently does
not change under cyclic shifts of the word i.
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Figure 26. Quiver Qbox4 .
5.6.1. Quiver mutations for φ1. We shall denote the cyclic quiver for the word ifull by Q
box
n ;
the quiver Qbox4 is shown in Figure 26. Note, that the nodes of Q
box
n are arranged into a square
grid with n rows and n+ 1 columns. After each step of φ1 we shall rearrange the nodes and
rename them so that the node in position (c, r) is denoted by Xrc . Now, the (k + 1)-st step
of the j-th wave of φ1 looks as follows:
• mutate consecutively at vertices Xn−kn+1 , X
n−k
n , . . . , X
n−k
n+1−k;
• mutate consecutively at vertices Xn−kn−k , X
n+1−k
n−k , . . . , X
n
n−k;
• shift the vertex Xnn−k to the position (n− k, 2n − j);
• shift vertices Xrn−k to the position (n− k, r + 1) for n− k 6 r 6 n− 1;
• shift vertices Xn−kc to the position (c− 1, n − k) for n+ 1− k 6 c 6 n+ 1;
• shift the vertex Xn−kj to the position (n+ 1, n − k);
• rename vertices according to their new position.
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Figure 27. Quiver Qcone4 .
After applying all n− 1 waves, we arrive at the quiver Qconen . We show the quiver Q
cone
4 in
Figure 27, in which we have shifted all vertices in the r-th row to the left by r−12 if 1 6 r 6 n
and by 2n−1−r2 if n 6 r 6 2n− 1.
Let us denote by Qw0,cn the cyclic quiver corresponding to the word ihalf . Note that the full
subquiver formed by the bottom n rows of Qconen coincides with the cyclic quiver Q
w0,c
n . At
the same time, the full subquiver formed by the top n − 2 rows of Qhalfn is the cyclic quiver
corresponding to the word
(
icox, iw0
)
where both icox and iw0 are written in an alphabet with
n− 2 letters. We denote this quiver by Q
c,w0
n−2 .
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Figure 28. Quiver Qw0,c4 .
5.6.2. Quiver mutations for φ2. We now apply φ2 to the quiver Q
w0,c
n , or equivalently to
the first n rows of Qconen . Let us arrange the vertices in the bottom n rows of Q
cone
n as in
Figure 28, where Y ii = X
i
n+1 for 1 6 i 6 n, and Y
i
j+1 = X
i
j for 1 6 i 6 j 6 n. After each step
of φ2 we shall rearrange the vertices and rename them, so that the vertex in position (c, r) is
denoted by Y rc . The k-th step of the j-th wave now reads as follows:
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• mutate at vertex Y kk ;
• mutate consecutively at vertices Y kk+1, Y
k−1
k+1 , . . . , Y
1
k+1;
• shift the vertex Y 1k+1 to the position (k + 1, j + 1− n);
• shift vertices Y rk+1 to the position (k + 1, r − 1) for 2 6 r 6 k;
• shift the vertex Y kk to the position (k + 1, k);
• shift the vertex Y kn+2−j to the position (k, k);
• rename vertices according to their new position.
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Figure 29. Quiver Qcandy4 .
Finally, we arrive at the quiver Qcandyn , which is shown in Figure 29 for n = 4. As before,
we applied horizontal shifts to each row of Qcandyn and relabelled its vertices: the top and
bottom n− 1 rows consist of vertices Xji and Y
i
j with 1 6 i 6 j 6 n− 1 respectively, vertices
in the middle n rows are labelled Ci1 and C
i
2, 1 6 i 6 n. The top and bottom n − 2 rows
of the quiver Qcandyn form identical quivers Q
c,w0
n−2 , the identification is given by X
j
i → Y
n−j
n−i .
Note that the middle n rows form a cyclic quiver corresponding to the word icox.
5.6.3. Quiver mutations for φ3. Let us consider factorization coordinates defined by the word
i = iw0 on the reduced double Bruhat cell G
w0,e/AdH, and let Qi be the corresponding cyclic
quiver. Recall that the quiver Qi is obtained from the non-cyclic quiver Qi by amalgamating
the first and the last vertex in each row. Therefore, Qi has a detached vertex, the one that
correspond to the product of the arguments xnxsn of the two Hn’s in the decomposition
H1(x1) . . . Hn(xn)
n∏
i=1
(FiHi(xsi+1) . . . F1H1(xsi+i)) where si = n+ i(i− 1)/2.
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However, we shall use slight modifications of the corresponding cluster chart and the quiver.
Namely, we shall replace the product xnxsn by xnxsn−1xsn , that is multiply it additionally by
the argument of the second Hn−1 in the above product. We shall denote the resulting quiver
by Qw0n ; it differs from Qi only in that the vertex under discussion is no longer detached but
has exactly the same arrows as the one corresponding to the factorization coordinate xsn−1 .
The quiver Qw04 is shown in Figure 30, and the vertex of interest is labelled X
4
4 there.
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Figure 30. Quiver Qw04 .
We are now ready to describe the quiver transformation φ3. We break it into a preliminary
step followed by n − 2 waves, where j-th wave consists of j steps. In turn, there are k + 1
mutations involved in the k-th step of the j-th wave. At the end of each step we as usual, shift
the vertices and relabel them according to their position, so that vertex Xrc has coordinates
(c, r). The preliminary step reads as follows:
• mutate at vertices Xii for i = 1, . . . , n− 1;
• move vertex Xn−1n−1 to the position (n, n+ 1) and relabel it accordingly.
Remark 5.6. Note that after applying this preliminary step, the full subquiver formed by the
bottom n−2 rows is the cyclic quiver corresponding to the double word isf =
(
ic, ic, iw0
)
, where
iw0 , ic, and ic are all written in the smaller alphabet {±1, . . . ,±(n − 2)}. This observation
suggests an existence of a non-trivial Poisson morphism between the reduced double Bruhat
cells PGLw0,en+1/AdH and PGL
w0,c
n−1/AdH . We do not investigate this subject here, leaving it
for a separate publication.
Now the remaining part of the transformation φ3 consists of n−2 waves, and the k-th step
of the j-th wave is as follows:
• mutate consecutively at vertices Xn−2−j+kn−1−j+k , . . . ,X
n−2−j+k
n ;
• move the vertex Xn−2−j+kn to the position (n− 1− j + k, n− 1− j + k) if k 6= j and
to the position (n, n+ 1 + j) if k = j;
• move vertex Xn−2−j+kc to the position (c+1, n−2−j+k) for n−2−j+k 6 c 6 n−1;
• relabel vertices according to their new position.
The final result is a quiver that we denote by Qmitren . Figure 31 shows the quiver Q
mitre
4 ,
where we again applied horizontal shifts in each row and relabelled the vertices to make the
quiver more readable. Note that the bottom n − 2 rows of Qmitren form the quiver Q
c,w0
n−2 ,
while the vertices Xcn−1 with n− 1 6 c 6 2n− 1 are attached to the rest of the quiver in an
identical way.
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Figure 31. Quiver Qmitre4 .
5.7. Symmetric cluster realization of Uq(sln+1). Let us now observe that the part of the
quiver Qsfn that sits above the dashed line in Figure 15 is identical to the quiver Q
w0
n , except
that the vertex 28 is disconnected instead of being 2-valent as in Figure 30. More precisely,
the two quivers are related by the simple basis change discussed in part (2) of Lemma 4.3.
We can thus perform the sequence of mutations described in Section 5.6.3 on the universal
cover of a punctured disk, thereby obtaining a new seed Θ˜symn and networks N
sym±
n . Note
that the bottom parts of N
sym±
n coincide with those of N
sf±
n . For n = 4, the top part of the
network N
sym−
n is shown in Figure 33, and the dashed line shows where it is glued to the
bottom part of N
sym−
n . Now, we can take the quotient of the seed Θ˜
sym
n by the deck group
and arrive at a seed Θsymn , whose quiver Q
sym
n is shown in Figure 32 for n = 4.
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Figure 32. Quiver Qsym4 .
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Figure 33. Top part of the network N
sym−
4 .
Denote by Dsymn the based quantum torus algebra corresponding to the quiver Q
sym
n . Let
us also denote by Φsym the unitary operator on Pλ given by the composite of all quantum
mutations taking us from the seed Θsfn to Θ
sym
n . Then the combinatorial description of ι given
in Corollary 4.8, together with Propositions 4.2 and 4.4, implies
Corollary 5.7. Let
M
sym±
n (i, j; k, l) = pr
(
ZN sym±n (ti, hj ; tk, hl)
)
be the boundary measurements in the networks N
sym±
n , and set
ιsym = AdΦsym◦Φsf ·ι.
Then we have
ιsym(Ki) =M
sym+
n (i+ 1, i + 1; i, i), ιsym(Ei) =M
sym+
n (i+ 1, i; i, i),
ιsym(K
′
i) =M
sym−
n (i, i; i + 1, i+ 1), ιsym(Fi) =M
sym−
n (i, i + 1; i + 1, i+ 1).
Let us order the disconnected nodes of the quiver Qsymn in the same way as the faces of
networks N
sym±
n , c.f. Figures 32 and 33. Now, we denote by ω0, . . . , ωn the quantum torus
algebra elements corresponding to the top n + 1 nodes of the quiver Qsymn counting bottom
to top. For example, in Figure 32 we get
ω0 = X19, ω1 = X21, ω2 = X27, ω3 = X20, ω4 = X28.
Note that ω0 comes from the only 2-valent vertex in the quiver Q
sym
n , while ω1, . . . , ωn come
from the disconnected ones. Then the central elements Ωj ∈ D
std
n defined in (3.1) take the
form
Ωj = ωj for j = 1, . . . , n.
This is most easily seen using the network description of Ωj given in Remark 4.6; one checks
that each of the “rows” ofN
std±
n described in the Remark becomes a single face of the mutated
network N
sym±
n .
Consider the subquiver Qsym†n of Q
sym
n obtained by forgetting all disconnected vertices.
Corollary 5.7 implies that the center of the corresponding quantum torus algebra Dsym†n is
the Laurent polynomial ring in the n generators
ι
(
K1K
′
1
) n∏
j=1
ωj−n−1j and ι
(
KiK
′
i
)
for i = 2, . . . , n.
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We denote by Vn the positive representation of D
sym†
n in which these generators act by the
identity. Choosing a polarization, we can identify Vn with L
2
(
R
n(n+1)
2
)
.
We also consider a subquiver Qcomn of Q
sym
n that consists of the only 2-valent vertex and
n disconnected vertices, so that there are n + 1 vertices in Qcomn and no arrows. The corre-
sponding subalgebra Dcomn ⊂ D
sym
n is commutative and is generated by ω0, ω1, . . . , ωn. For
any real numbers λ0, λ1, . . . , λn satisfying
∑n
k=0 λk = 0, we denote by Cλ the 1-dimensional
positive representation of Dcomn in which
ω0 7−→ e
2π~λ0 and ωk 7→ e
2π~(λk−λk−1) for k = 1, . . . , n. (5.21)
Given a quiver Q we abuse notation and write rank(Q) for the rank of its adjacency matrix.
Then
rank (Qsymn ) = rank
(
Qsym†n
)
+ rank (Qcomn ) ,
we can apply Lemma 2.4 and obtain
Pλ ≃ Vn ⊗ Cλ. (5.22)
One readily observes that the expressions for E1, . . . , En and F2, . . . , Fn given in Corollary 5.7
do not depend on the cluster variables in the commutative subalgebra Dcomn ⊂ D
sym
n , and
thus act by the identity on the second tensor factor in (5.22). The formula for F1, however,
does involve variables from Dcomn , and encodes all information about the central character of
the positive representation.
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Figure 34. Network B4.
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Figure 35. Network A4.
Let us break the network N
sym−
n into a pair of networks Bn and An shown in Figures 34
and 35 respectively; there An is glued to the bottom part of N
sf−
n along the dashed line. For
all 1 6 k 6 n + 1, let Bk be the set of paths γ : v0 → vk in Bn, and Ak be the set of paths
γ : vk → h2 in An. We also denote by A0 the set of all paths γ : t1 → h2 contained entirely
in An. Finally, we write γ1 and γ2 for the unique paths in An connecting t1 to v0 and t2 to
h2 respectively.
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Let us define
A
(n+1)
k = pr
∑
γ∈Ak
X[γ1γγ−12 ]
 and B(n+1)k = pr
∑
γ∈Bk
X[γ]
 (5.23)
where for a path γ, [γ] denotes the homology class of the projection of that path in the
network obtained by collapsing the boundary components of the punctured disk to points,
and collapsing all vertices v0, . . . , vn+1 to a single vertex v. Set B
(n+1)
0 = 1, then it follows
from Corollary 5.7 that
ιsym(F1) =
n+1∑
k=0
A
(n+1)
k ⊗B
(n+1)
k ,
where both sides of the equation are regarded as operators on Pλ ≃ Vn ⊗ Cλ.
Lemma 5.8. The elements B
(n+1)
k satisfy, and are determined by, the recurrence relation
B
(n+1)
k = ω
k
0
(
qδk,1−1B
(n)
k−1 +B
(n)
k
)
,
where δi,j is the Kronecker delta, and the initial conditions
B
(1)
0 = 1, B
(1)
1 = ωn, B
(1)
k = 0 if k 6= 0, 1.
Here B
(j)
i is regarded as a function of the variables ωn−j, . . . , ωn.
Proof. It is evident that the initial conditions are satisfied. To obtain the recurrence, we
write the set of paths Bk as a disjoint union of two subsets: B
 
k and B

k . These subsets are
defined as follows. Note that the last edge of any path γ ∈ Bk points down to vk, while the
one before last points either to the left, in which case we declare γ ∈ B k , or to the right,
then γ ∈ Bk . Now, one can check that
pr
 ∑
γ∈B 
k
X[γ]
 = ωk0B(n)k and pr
 ∑
γ∈B
k
X[γ]
 = qδk,1−1ωk0B(n)k−1,
and the statement of the Lemma follows. 
Corollary 5.9. Set ̟k =
∏
06j6k ωj. Then we have
B
(n+1)
k = q
1−kek(̟0, . . . ,̟n) for 1 6 k 6 n+ 1, (5.24)
where ek(̟0, . . . ,̟n) is the k-th elementary symmetric polynomial in the variables ̟j.
Note that under the specialization (5.21), we have
̟k = e
2π~λk for all 0 6 k 6 n.
Therefore combining (5.24) with Proposition 5.7, we obtain
Proposition 5.10. As an operator on Pλ ≃ Vn ⊗Cλ, we have
ιsym(F1) = A
(n+1)
0 ⊗ 1 +
n+1∑
k=1
q1−kA
(n+1)
k ⊗ ek
(
e2π~λ0 , . . . , e2π~λn
)
. (5.25)
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5.8. Coxeter embedding of ∆(Uq(sln+1)). The middle part of quiver Q
full
n in Figure 21
coincides with the quiver shown in Figure 26, which describes factorization coordinates on
Gw0,w0/AdH . Thus we may perform the sequence of mutations exaplined in 5.6.1 and 5.6.2
on Qfulln . We denote the resulting quiver Q
cox
n , see Figure 36, the corresponding seed Θ
cox
n ,
and the quantum torus algebra Dcoxn . We also denote by N
cox±
n the networks obtained from
N
full±
n under these mutations. The top part of the network N
cox−
4 is shown in Figure 37.
Let us denote by Φcox the unitary operator on Pλ ⊗ Pµ given by the composite of all
quantum mutations transforming the seed Θfulln into Θ
cox
n .
Corollary 5.11. Let
M cox±n (i, j; k, l) = pr
(
Z
N
cox±
n
(ti, hj ; tk, hl)
)
be the boundary measurements in the networks N
cox±
n , and set
τcox = AdΦcox◦Φtop ·τ.
Then we have
τcox(Ki) =M
cox+
n (i+ 1, i+ 1; i, i), τcox(Ei) =M
cox+
n (i+ 1, i; i, i),
τcox(K
′
i) =M
cox−
n (i, i; i + 1, i + 1), τcox(Fi) =M
cox−
n (i, i+ 1; i + 1, i + 1).
5.9. Pλ ⊗ Pµ as a concatenation of positive representations. By the results of the
previous section, the positive representation Pλ ⊗ Pµ of Uq (sln+1) is unitary equivalent to
one defined by the cluster seed Θcoxn in Corollary 5.11. Let us now divide the quiver Q
cox
n as
indicated in Figure 36, and analyze the corresponding subquivers.
Recall that the quiver Qstdn arises from the standard triangulation of a disk D2,1. The
quiver Qsymn is mutation equivalent to Qstdn , and Q
sym†
n is obtained from Q
sym
n by forgetting
the disconnected nodes. Now, let us glue the two open boundary components of D2,1 to get
a thrice punctured sphere S3. The corresponding quiver is obtained from Q
std
n by amalga-
mating pairs of frozen variables in the same row. Since we never mutate at frozen variables,
we can apply to the resulting quiver the same sequence of mutations that turns Qstdn into
Qsymn . Naturally, the resulting quiver is obtained from Q
sym
n by amalgamating pairs of frozen
variables in the same row; we denote it by Qsphn . Finally, we denote by Q
sph†
n the quiver
obtained from Qsphn by forgetting the disconnected nodes.
Having set up this notation, we see that the quiver Qcoxn is divided in the following three
parts:
(1) the quiver Qsph†n formed by the nodes on or above the top dashed line;
(2) the quiver Qchainn , formed by the nodes on or between the two dashed lines;
(3) the quiver Qsym†n formed by the nodes on or below the bottom dashed line.
Denote by Dsphn and D
sph†
n the based quantum torus algebras corresponding respectively
to the quivers Qsphn and Q
sph†
n . One can see that the elements ιsym(Kj) and ιsym(K
′
j) lie in
the subalgebra Dsph†n ⊂ D
sym
n . The following Lemma follows from calculating the ranks of
the aforementioned quivers.
Lemma 5.12. The center of the quantum torus algebra Dsph†n is the Laurent polynomial ring
generated by the elements
ιsym(Kj) and ιsym(K
′
j)
for all 1 6 j 6 n.
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Figure 36. Quiver Qcox4 .
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Figure 37. Middle part of the network N
cox−
4 .
Therefore, the quantum torus Dsph†n has positive representations Mλ,µ labelled by pairs
(λ, µ) of points in hn, in which for all 1 6 j 6 n
τcox(Kj) 7−→ e
2π~(λj−λj−1) and τcox(K
′
j) 7−→ e
2π~(µj−µj−1).
The quantum torus Dsphn is generated by its subalgebra D
sph†
n and central elements ω1, . . . , ωn
corresponding to the disconnected nodes of the quiver Qsphn . Thus, it has positive representa-
tions Mνλ,µ labelled by triples (λ, µ, ν) of points in hn where the central elements ω1, . . . , ωn
act via multiplication by the scalars
ωj 7→ e
2π~(νj−νj−1) for j = 1, . . . , n.
Note that we have isomorphisms of Hilbert spaces
Mλ,µ ≃M
ν
λ,µ ≃ L
2
(
R
n(n−1)
2
)
.
Finally, let us consider the quiver Qchainn . We divide its nodes into rows numbered top to
bottom, so that the top dashed line crosses the 0-th row, and the bottom one crosses the
(n+1)-st row. We denote the quantum torus generators corresponding to the vertices in the
0-th and (n+ 1)-st rows by α0 and αn+1 respectively, and those corresponding to vertices in
the j-th row by α1j and α
2
j , so that there is a double arrow from the vertex labeled (j, 1) to
the one labeled (j, 2). For example, in the notations of the Figure 36 we get
α0 = X37, α
1
1 = X41, α
1
2 = X35, α
1
3 = X47, α
1
4 = X49,
α5 = X43, α
2
1 = X29, α
2
2 = X22, α
2
3 = X46, α
2
4 = X42.
The quantum torus algebra associated to the quiver Qchainn has a positive representation
modeled on the space L2(Rn) of square-integrable functions in the variables xj −xj+1, where
j = 1, . . . , n, defined by
α0 7−→ e
−2π~p1 , α1j 7−→ e
2π~(xj+1−xj),
αn+1 7−→ e
2π~pn+1 , α2j 7−→ e
2π~(pj−pj+1+xj−xj+1).
(5.26)
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Proposition 5.13. We have an isomorphism of Hilbert spaces
Pλ ⊗ Pµ ≃ Vn ⊗ L
2 (Rn)⊗Mλ,µ. (5.27)
Proof. One can verify that the sequence of mutations taking the seed Θsqn to Θcoxn transforms
the central elements as follows
Ω1j 7−→ ιsym(Kj) and Ω
2
j 7−→ ιsym(K
′
j),
therefore the weights in the two sides of the equation coincide. Now, we calculate the ranks
of the quivers involved and obtain
rank (Qsqn ) = 2n(n + 1),
while
rank
(
Qsym†n
)
= n(n+ 1), rank
(
Qchainn
)
= 2n, rank
(
Qsph†n
)
= n(n− 1).
Therefore
rank (Qsqn ) = rank
(
Qsym†n
)
+ rank
(
Qchainn
)
+ rank
(
Qsph†n
)
,
so Lemma 2.4 applies and yields the desired isomorphism of Hilbert spaces. 
Inspecting the network N
cox−
n , see Figure 37, one can verify that the expressions τcox(Ei),
τcox(Ki), and τcox(Fj) for 1 6 i 6 n and 2 6 j 6 n depend only on the cluster variables
from the subalgebra Dsym†n ⊂ Dcoxn , and thus act by the identity on the second and the third
tensor factor in (5.27). Moreover, since the relevant parts of the networks N
cox−
n and N
sym−
n
are identical, we have the following equality of operators on Pλ⊗Pµ ≃ Vn ⊗L
2 (Rn)⊗Mλ,µ
τcox(Ej) = ιsym(Ej)⊗ 1⊗ 1, 1 6 j 6 n,
τcox(Kj) = ιsym(Kj)⊗ 1⊗ 1, 1 6 j 6 n,
τcox(Fj) = ιsym(Fj)⊗ 1⊗ 1, 2 6 j 6 n.
(5.28)
Once again the action of F1 must be treated separately, since the relevant boundary mea-
surement M
cox−
n (1, 2; 2, 2) involves cluster variables from the quiver Qchainn .
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Figure 38. Network C4.
Figure 38 shows, for n = 4, a part of the network N
cox−
n relevant to the quiver Qchainn . As
was mentioned above, the part of N
cox−
n lying below what is shown in Figure 38 coincides
with the bottom part of N
sf−
n glued by the dashed line to An, see Figures 17 and 35. For all
1 6 k 6 n+ 1, let Ck be the set of paths γ : v0 → vk in Cn. We then define
C
(n+1)
k = pr
∑
γ∈Ck
X[γ]
 for 1 6 k 6 n+ 1, (5.29)
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and declare C
(n+1)
0 = 1. Let us also recall the elements A
(n+1)
k defined by (5.26). Then
Corollary 5.11 implies
Corollary 5.14. As operators on Pλ ⊗ Pµ ≃ Vn ⊗ L
2 (Rn)⊗Mλ,µ, we have
τcox (F1) =
n+1∑
k=0
A
(n+1)
k ⊗C
(n+1)
k ⊗ 1.
6. q-deformed open Toda lattice
We now recall, following [KLS02], the definition of the quantum integrable system that
plays a central role in our story. Let p and x be generators of the Heisenberg algebra with
commutator [p, x] = (2πi)−1, and let z be an indeterminate. Then the Lax operator of the
q-deformed Toda lattice is the operator-valued matrix
L(z, p, x) =
(
z − z−1e2π~p e−2π~x
−e2π~(p+x) 0
)
.
Consider the trigonometric R-matrix
R(z, w) =
qz2 − q−1w2
z2 −w2
(e11 ⊗ e11 + e22 ⊗ e22) + (e11 ⊗ e22 + e22 ⊗ e11)
+
(
q − q−1
) zw
z2 − w2
(e12 ⊗ e21 + e21 ⊗ e12) ,
where ejk is the 2×2-matrix whose only nonzero entry is a 1 in position (j, k). Then we have
the fundamental commutation relation
R12(z, w)L1(z)L2(w) = L2(w)L1(z)R12(z, w),
where L1(z) = L(z) ⊗ 1, L2(z) = 1 ⊗ L(z), and we abbreviate L(z) = L(z, p, x). To obtain
the q-deformed Toda lattice associated to Lie algebra gln+1, one considers the Heisenberg
algebra with canonical generators {pi, xi} where i = 1, . . . , n+ 1, and forms the monodromy
matrix
T (n+1)(z) =
(
An+1(z) Bn+1(z)
Cn+1(z) Dn+1(z)
)
= L(z, p1, x1)L(z, p2, x2) · · ·L(z, pn+1, xn+1) (6.1)
Then the monodromy matrix also satisfies the fundamental commutation relation
R12(z, w)T
(n+1)
1 (z)T
(n+1)
2 (w) = T
(n+1)
2 (w)T
(n+1)
1 (z)R12(z, w). (6.2)
Definition 6.1. The q-deformed gln+1 open Toda Hamiltonians H
(n+1)
k , 1 6 k 6 n+ 1, are
the Heisenberg algebra elements defined by
An+1(z) =
n+1∑
k=0
(−q)k−2 zn+1−2kH
(n+1)
k .
By convention, we declare H
(n+1)
0 = 1.
The following Proposition easily follows from the relation (6.2).
Proposition 6.2. The q-deformed gln+1 open Toda Hamiltonians commute: one has[
H
(n+1)
j ,H
(n+1)
k
]
= 0 for any 0 6 j, k 6 n+ 1.
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The gln+1 open Toda Hamiltonians act naturally on the Hilbert space L
2(Rn+1), where
pj 7−→
1
2πi
∂j and xj 7−→ xj.
Note that H
(n+1)
n+1 = e
2π~(p1+...+pn+1), and consider the invariant subspace of functions f
satisfying
Hn+1f = f.
We refer to the operators H
(n+1)
k , 1 6 k 6 n + 1 acting on this subspace as the q-deformed
sln+1 open Toda Hamiltonians.
Using the Lax operator representation (6.1), it is straightforward to obtain the following
recursive definition of the quantum Toda Hamiltonians.
Lemma 6.3. The open Toda Hamiltonians H
(n+1)
k are determined by the recurrence relation
H
(n+1)
k = H
(n)
k + q
δ1,k−1
(
e2π~pn+1H
(n)
k−1 + e
2π~(pn+1+xn+1−xn)H
(n−1)
k−1
)
(6.3)
and initial conditions
H
(0)
0 = H
(1)
0 = 1, H
(1)
1 = e
2π~pn+1 , H
(j)
k = 0 unless 0 6 k 6 j.
Example 6.4. Consider the case n = 1, where the only non-trivial gl2 Toda Hamiltonian is
H
(2)
1 = e
2π~p1 + e2π~p2 + e2π~(p2+x2−x1).
The corresponding sl2 Hamiltonian H1 is obtained by restrictingH
(2)
1 to the space of functions
of the variable x = x2 − x1. We thus have
H1 = e
2π~p + e−2π~p + e2π~(p+x),
where p = 12πi
d
dx . Conjugating by the unitary transformation under which p 7→ p, x 7→ x+ p
brings H1 to the operator
H = e2π~x + e2π~p + e−2π~p,
which coincides with Kashaev’s geodesic length operator (1.2).
In the paper [KLS02], a set of common eigenfunctions of the q-deformed sln+1 Toda Hamil-
tonians was determined. In particular, the following is true.
Theorem 6.5. [KLS02, Theorem 3.1] For each vector ~ν = (ν0, . . . , νn) ∈ hn, there exists
a q-Whittaker function Ψ~ν (x1 − x2, . . . , xn − xn+1) which is a common eigenfunction of the
q-deformed sln+1 open Toda Hamiltonians: for 1 6 k 6 n+ 1, one has
H
(n+1)
k ·Ψ~ν (~x) = q
1−kek
(
e2π~ν0 , . . . , e2π~νn
)
Ψ~ν (~x) , (6.4)
where ek
(
e2π~ν0 , . . . , e2π~νn
)
is the k-th elementary symmetric polynomial in variables e2π~νj .
Explicit formulas for the q-Whittaker function Ψ~ν (~x) can be obtained via integrals of
Mellin-Barnes type, see [KLS02, Theorem 3.2].
Conjecture 6.6. The q–Whittaker functions are orthogonal and complete in L2 (Rn): one
has ∫
Rn
Ψ~λ (~x)Ψ~µ (~x)dx = δ
(
~λ− ~µ
)
,
as well as the Plancherel inversion formula∫
C+
Ψ~ν (~x)Ψ~ν (~y)dm(~ν) = δ (~x− ~y) , (6.5)
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where dm(~ν) is the Sklyanin measure
dm(~ν) =
∏
j<k
4 sinh
(
π~(νj − νk)
)
sinh
(
π~−1(νj − νk)
)
, (6.6)
and C+ is the positive Weyl chamber
C+ =
{
~ν ∈ hn
∣∣∣ νk − νk−1 > 0, 1 6 k 6 n+ 1} . (6.7)
For n = 1, Conjecture 6.6 was proven in [Kas01]. Its proof for n > 1 will be presented in
the forthcoming paper [SS17]. This conjecture implies that the integral transform
L : f (~x) 7−→ fˆ(~ν) =
∫
Rn
Ψ~ν(~x)f(x)dx
is an L2-isometry, that is
L : L2 (Rn) ≃ L2
(
C+, dm(~ν)
)
.
Let us now explain the relevance of the open Toda lattice to the problem of decomposing
the tensor product Pλ ⊗ Pµ. Recall from Section 5.9 the quantum torus algebra D
cox
n , and
its set of generators α0, αn+1, and α
1
i , α
2
i for i = 1, . . . , n. Note that there is an algebra
embedding
Dcoxn−1 −֒→ D
cox
n , (6.8)
such that
α0 7−→ α0, α
a
j 7−→ α
a
j , and αn 7−→ q
2α1nα
2
nαn+1
where 1 6 j 6 n− 1 and a = 1, 2. By means of this embedding, we may regard the quantum
torus algebras Dcoxk with k 6 n as subalgebras in D
cox
n . Finally, let us recall the quantum
torus algebra elements C
(n+1)
k ∈ D
cox
n defined by formula (5.29), which appear in the formula
for τcox (F1) given in Corollary 5.14. Then we have
Lemma 6.7. The algebra elements C
(n+1)
k are the unique solution of the recurrence relation
C
(n+1)
k = C
(n)
k + q
δk,1−1
(
αn+1C
(n)
k−1 + qαn+1α
1
nC
(n−1)
k−1
)
satisfying the initial conditions
C
(0)
0 = C
(1)
0 = 1, C
(1)
1 (α1) = α1, C
(j)
k = 0 unless 0 6 k 6 j.
Here we understand C
(n)
k , C
(n)
k−1, and C
(n−1)
k−1 as elements of D
cox
n by means of the system of
embeddings (6.8).
Proof. Let us write the set of paths Ck as a disjoint union of three subsets: C
 
k , C

k , and
C k . Note that the last edge of any path γ ∈ Ck points down to vk, while the one before last
may be directed to the left, in which case we declare γ ∈ C  k ; downward, in which case we
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declare γ ∈ C k ; or to the right, in which case we declare γ ∈ C

k . Now, one can check that
pr
∑
γ∈C 
k
X[γ]
 = C(n)k ,
pr
∑
γ∈C
k
X[γ]
 = qδk,1αn+1α1nC(n−1)k−1 ,
pr
∑
γ∈C
k
X[γ]
 = qδk,1−1αn+1C(n)k−1,
and the recurrence (6.3) follows. That the initial conditions are satisfied is evident. 
Now consider the action of Dcoxn act on L
2(Rn) given by the assignments (5.26). Then
Lemmas 6.3 and 6.7 imply
Corollary 6.8. As operators on L2(Rn), we have
C
(n+1)
k = H
(n+1)
k for n > 1 and 0 6 k 6 n+ 1.
Proof. This follows directly from Lemmas 6.3 and 6.7, after observing that in the represen-
tation (5.26) we have
αn+1 7→ e
2π~pn+1 and qαn+1α
1
n 7→ e
2π~(pn+1+xn+1−xn). (6.9)

Combining this with Corollary 5.14 yields
Proposition 6.9. As operators on Pλ ⊗ Pµ ≃ Vn ⊗ L
2 (Rn)⊗Mλ,µ, we have
τcox (F1) =
n+1∑
k=0
A
(n+1)
k ⊗H
(n+1)
k ⊗ 1. (6.10)
7. Construction of the intertwiner
Let us now explain how the ingredients presented in the previous sections can be combined
to obtain the decomposition of the tensor product of positive representations of Uq(sln+1).
7.1. A representation of Uq(sln+1). Let us fix λ, µ ∈ hn and recall the following isomor-
phisms of Hilbert spaces
Pν ≃ Vn ≃ L
2
(
R
n(n+1)
2
)
and Mνλ,µ ≃Mλ,µ ≃ L
2
(
R
n(n−1)
2
)
.
Consider the space
Vn ⊗ L
2
(
C+, dm(ν)
)
⊗Mλ,µ ≃ L
2
(
R
n(n+1)
2
)
⊗ L2
(
C+, dm(ν)
)
⊗ L2
(
R
n(n−1)
2
)
where the first and the third tensor factors are equipped with the standard Lebesgue mea-
sure, the second tensor factor carries the Sklyanin measure dm(ν) defined in (6.6), and C+
is the positive Weyl chamber (6.7). This Hilbert space carries an action of the quantum
torus algebra Dstdn ⊗ D
sph
n , such that the slice obtained by fixing ν ∈ C+ yields the positive
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representation Pν ⊗M
ν
λ,µ of D
std
n ⊗D
sph
n . By definition, this representation decomposes as a
direct integral
Vn ⊗ L
2
(
C+, dm(ν)
)
⊗Mλ,µ ≃
∫ ⊕
C+
Pν ⊗M
ν
λ,µdm(ν). (7.1)
Now, we can restrict the representation (7.1) to the subalgebra Uq (sln+1)⊗ 1 ⊂ D
std
n ⊗D
sph
n
and obtain a representation of Uq (sln+1), where the action on the second tensor factor of
each slice is trivial.
7.2. The intertwiner. Recall the statement of the Proposition 5.13:
Pλ ⊗ Pµ ≃ Vn ⊗ L
2 (Rn)⊗Mλ,µ.
Thus Pλ ⊗ Pµ can be modeled as the space of functions
f(x, y, z) with x ∈ R
n(n+1)
2 , y ∈ R
n(n−1)
2 , z ∈ Rn,
that are square-integrable with respect to the product of standard Lebesgue measures on all
three spaces. Similarly, the Hilbert space (7.1) consists of functions
fˆ(x, y, ν) with x ∈ R
n(n+1)
2 , y ∈ R
n(n−1)
2 , ν ∈ C+,
that are square-integrable with respect to the Sklyanin measure on C+ and the Lebesgue
measures on R
n(n+1)
2 and R
n(n−1)
2 .
Theorem 7.1. Suppose that Conjecture 6.6 holds. Then the integral transform
L : Pλ ⊗ Pµ −→
∫ ⊕
C+
Pν ⊗M
ν
λ,µ dm(ν), (7.2)
f(x, y, z) 7−→ fˆ(x, y, ν) =
∫
Rn
f(x, y, z)Ψν(z)dz,
is a Hilbert space isometry, and the map
I =
(
Φsym ◦ Φsf ⊗ 1
)−1
◦ L ◦ Φcox ◦ Φtop (7.3)
is an isomorphism of Uq(sln+1)-modules
I : Pλ ⊗ Pµ ≃
∫ ⊕
C+
Pν ⊗M
ν
λ,µ dm(ν). (7.4)
In particular, the category of positive representations of Uq(sln+1) is closed under tensor
product in the continuous sense.
Proof. The algebraic crux of the proof is to show that the map I intertwines the actions of
Uq(sln+1) on each side. As observed in formula (5.28), the actions of the Chevalley generators
Ei, Ki, and Fj for 1 6 i 6 n and 2 6 j 6 n already match on both sides. Thus, it remains
to show that the actions of the generator F1 are intertwined as well. By comparing formu-
las (5.25) and (6.10) we observe that the relevant boundary measurements M
sym−
n (1, 2; 2, 2)
and M
cox−
n (1, 2; 2, 2) become identical if the k-th Coxeter-Toda Hamiltonian H
(n+1)
k is re-
placed by its eigenfunction, see (6.4). By the self-adjointness of the Toda Hamiltonians, we
have ∫
Rn
(
H
(n+1)
k · f(x, y, z)
)
Ψν(z)dz =
∫
Rn
f(x, y, z)
(
H
(n+1)
k ·Ψν(z)
)
dz,
thus
L · f(x, y, z) = q1−kek
(
e2π~ν0 , . . . , e2π~νn
)
fˆ(x, y, ν),
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and the fact that I is an intertwiner for the Uq(sln+1) actions follows. The transformations
Φtop, Φcox, Φsf , and Φsym are unitary since they are products of noncompact quantum dilog-
arithms of self-adjoint Heisenberg algebra generators; the unitarity of L is the content of
Conjecture 6.6. 
8. Comparison with the results of Ponsot and Teschner for n = 1
We conclude by comparing our results with those obtained in [PT01] for the Uq(sl2)
Clebsch-Gordan maps
Cs1,s2 : Ps1 ⊗ Ps2 −→
∫ ⊕
R>0
Ps3 dm(s3).
Note that when n = 1, our formula (7.3) for the intertwiner I simplifies. Indeed, in the rank 1
case we have Φcox = Φsym = id, since Θsf1 = Θ
sym
1 and Θ
full
1 = Θ
cox
1 , and thus there is no need
to perform any additional Lie-theoretic mutations following those corresponding to flips of
triangulation. Moreover, the quantum torus algebra Dsph1 associated to the thrice-punctured
sphere is abelian, so that all representations Mνλ,µ appearing in (7.4) are 1-dimensional.
Ponsot and Teschner’s Clebsch-Gordan maps were reconsidered in [NT13] in the context of
quantum Teichmu¨ller theory. Let us first remark that realization of the positive representation
Ps ≃ L
2(R) referred to in [NT13] as the “Whittaker model” is nothing but the representation
of Uq(sl2) defined by the quantum torus embedding ιsf = AdΦsf ·ι, see Corollary 4.8. This
realization is the one associated to the self-folded triangulation of the punctured disk, which
in the case n = 1 is obtained from the standard one by applying a single cluster mutation.
Now, in [NT13] the Clebsch-Gordan intertwiner is factored into a product
Cs1,s2 = S1 ◦ C1 ◦ T
−1
12
of three unitary transformations S1, C1, and T
−1
12 . In our terms, these transformations can
be interpreted as follows. The action of Uq(sl2) on Ps1 ⊗ Ps2 considered in [NT13] is the
one associated to the triangulation of the twice punctured disk shown in the middle of the
top row of Figure 18. Let us denote the corresponding seed by Θfold1 . Then we require 4
flips of triangulation to pass from Θfold1 to the seed Θ
full
1 corresponding to the bottom left of
Figure 18, which translates to a total of 4 mutations since n = 1. Now, the transformation T−112
is nothing but the quantum mutation operator corresponding to the first of these flips. After
conjugating by T−112 , the action of ∆(E) on Ps1 ⊗ Ps2 is given by ιsf(E)⊗ 1.
The composite of the remaining three quantum mutation operators coincides with the
transformation C1. After conjugating by C1 ◦ T
−1
12 , the action of the quadratic Casimir of
Uq(sl2) on Ps1 ⊗ Ps2 is transformed to that of 1⊗H, where H is Kashaev’s geodesic length
operator
H = e2π~x + e2π~p + e−2π~p. (8.1)
Finally, the operator S1 is simply the n = 1 case of the integral transform (7.2), which
diagonalizes the operator H.
Appendix A. Proof of the Proposition 4.4
Let Γ be a bi-colored graph on a punctured disk, and N˜ be a network on the universal
cover that projects onto Γ. We choose a connected fundamental domain in N , and think of it
as lying on the 0-th sheet of the universal cover. For any fixed n ∈ Z we denote faces on the
n-th sheet of the cover by Fnk . Let Θ˜ = (Λ˜, (·, ·), {e
n
i } , I˜0) be the cluster seed corresponding
52 GUS SCHRADER AND ALEXANDER SHAPIRO
to the network N˜ where a vector enk corresponds to the face F
n
k . In this setup, it is evident
that
(eni , e
m
j ) = 0 for |m− n| > 1 and any i, j ∈ V (Q). (A.1)
In turn, the above property implies
(ei, ej) = (e
m
i , e
m−1
j + e
m
j + e
m+1
j ) (A.2)
for any m ∈ Z.
Definition A.1. We say that a network face Fi ∈ F (N˜ ) is left interior if (e
n
i , e
n−1
j ) = 0 for
all j. Similarly, the face Fi is said to be right interior if (e
n
i , e
n+1
j ) = 0 for all j.
A face may be both left and right interior – these are the network faces that do not touch
the boundary of the fundamental domain. Note also that if Fk is either left or right interior,
then (e
(n)
k , e
(m)
k ) = 0 for all n,m.
Lemma A.2. In all quivers under consideration, the definition of the form 〈·, ·〉 is indepen-
dent of the choice of fundamental domain. Namely, let eni satisfy (e
n
i , e
n±1
j ) = 0 for all j 6= i,
and set
e¯nj =
{
en±1i , if j = i,
enj , if j 6= i.
Denote by 〈〈·, ·〉〉 the bilinear form defined by (4.3) with respect to the basis {e¯ni }. Then we
have 〈〈
e¯ni , e¯
m
j
〉〉
=
〈
en±1i , e
m
j
〉
.
Proof. We consider the case in which eni satisfies (e
n
i , e
n+1
j ) = 0 for all j 6= i, the other is
treated similarly. By the symmetry of the form, it’s enough to show that for all i, j ∈ V (Q)
and m > n we have 〈〈
e¯ni , e¯
m
j
〉〉
=
〈
en+1i , e
m
j
〉
. (A.3)
Note, that the property (A.1) still holds for the basis {e¯ni }, thus for m > n + 1 the equal-
ity (A.3) is immediate. Now, if m = n+ 1, we have
〈〈e¯ni , e¯
m
j 〉〉 = (e¯
n
i , e¯
n−1
j + e¯
n
j ) = (e
n+1
i , e
n−1
j + e
n
j ) = (e
n+1
i , e
n
j ),
where we used the equality (A.2). On the other hand, we have〈
en+1i , e
m
j
〉
= {en+1i , e
n+1
j } = (e
n+1
i , e
n
j − e
n+2
j ) = (e
n+1
i , e
n
j ).
Finally, for m = n, we get
〈〈e¯ni , e¯
m
j 〉〉 = (e¯
n
i , e¯
n−1
j − e¯
n+1
j ) = (e
n+1
i , e¯
n−1
j − e¯
n+1
j ) = −(e
n+1
i , e
n+1
j ),
while
〈en+1i , e
n
j 〉 = (e
n+1
i ,−e
n+1
j − e
n+2
j ) = −(e
n+1
i , e
n+1
j ).

In this article we only consider mutations at faces of the network which are either left or
right interior. The following Lemma shows that the definition of the form 〈·, ·〉 is invariant
under such mutations.
Lemma A.3. Let {fni } be the basis of Λ˜ obtained by applying µ˜k to the basis {e
n
i }, where F
n
k
is either left or right interior. Denote by 〈·, ·〉k the bilinear form defined by (4.3) with respect
to the basis {fni }. Then for all λ, µ ∈ Λ˜ we have
〈λ, µ〉k = 〈λ, µ〉 .
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Proof. The proof is a straightforward verification. By Lemma A.2, we can shift the funda-
mental domain to ensure that the faces Fnk are right interior, so that (e
n
k , e
n+1
j ) = 0 for all j.
Then for j 6= k, we have
fnj = e
n
j + [ε
0
jk]+e
n
k + [ε
+
jk]+e
n+1
k ,
with
ε0jk = (e
n
j , e
n
k ), and ε
+
jk = (e
n
j , e
n+1
k ).
We also have
fnk = −e
n
k .
By the symmetry of the form 〈·, ·〉, it suffices to show that for m > n and all i, j ∈ V (Q) we
have
〈fni , f
m
j 〉k = 〈f
n
i , f
m
j 〉. (A.4)
The equality (A.4) is a tautology for m > n+1, thus it is left to consider the cases m = n+1
and m = n. Suppose that m = n+ 1 and i, j 6= k. Then〈
fni , f
m
j
〉
k
=
(
fni , f
n
j + f
n−1
j
)
=
(
eni + [ε
0
ik]+e
n
k + [ε
+
ik]+e
n+1
k , e
n
j + [ε
0
jk]+e
n
k + [ε
+
jk]+e
n+1
k
)
+
(
eni + [ε
0
ik]+e
n
k + [ε
+
ik]+e
n+1
k , e
n−1
j + [ε
0
jk]+e
n−1
k + [ε
+
jk]+e
n
k ]
)
.
The latter can be simplified to(
eni , e
n−1
j +e
n
j +[ε
0
jk]+e
n
k +[ε
+
jk]+(e
n
k +e
n+1
k )
)
+[ε0ik]+
(
enk , e
n−1
j +e
n
j
)
+[ε+ik]+
(
en+1k , e
n
j
)
. (A.5)
On the other hand, we have〈
fni , f
m
j
〉
=
〈
eni + [ε
0
ik]+e
n
k + [ε
+
ik]+e
n+1
k , e
n+1
j + [ε
0
jk]+e
n+1
k + [ε
+
jk]+e
n+2
k
〉
.
Unwrapping the right hand side we arrive at (A.5) once again. In case j = k we get〈
fni , f
n+1
k
〉
k
=
(
fni , f
n−1
k + f
n
k
)
=
(
fni , f
n
k
)
= −
(
eni , e
n
k
)
and 〈
fni , f
n+1
k
〉
=
〈
eni + [ε
0
ik]+e
n
k + [ε
+
ik]+e
n+1
k ,−e
n+1
k
〉
= −
(
eni , e
n−1
k + e
n
k
)
= −
(
eni , e
n
k
)
.
In case i = k we obtain〈
fnk , f
n+1
j
〉
k
=
(
fnk , f
n−1
j + f
n
j
)
= −
(
enk , e
n−1
j + e
n
j
)
and 〈
fnk , f
n+1
j
〉
= −
〈
enk , e
n+1
j + [ε
0
jk]+e
n+1
k + [ε
+
jk]+e
n+2
k
〉
= −
(
enk , e
n−1
j + e
n
j
)
.
The remaining case n = m is treated in a similarly tedious fashion. We have〈
fni , f
n
k
〉
k
=
(
fni , f
n−1
k − f
n+1
k
)
=
(
eni , e
n+1
k
)
,
while 〈
fni , f
n
k
〉
=
(
eni , e
n+1
k − e
n−1
k
)
=
(
eni , e
n+1
k
)
.
Finally, when i, j 6= k we get 〈
fni , f
n
j
〉
k
=
(
fni , f
n−1
j − f
n+1
j
)
which simplifies to(
eni , e
n−1
j − e
n+1
j − [ε
0
jk]+e
n+1
k + [ε
+
jk]+e
n
k
)
+ [ε0ik]+
(
enk , e
n−1
j
)
− [ε+ik]+
(
en+1k , e
n+1
j
)
. (A.6)
On the other hand,〈
fni , f
n
j
〉
=
〈
eni + [ε
0
ik]+e
n
k + [ε
+
ik]+e
n+1
k , e
n
j + [ε
0
jk]+e
n
k + [ε
+
jk]+e
n+1
k
〉
and the right hand side can be transformed to (A.6). 
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Before we move to the proof of the Proposition 4.4, let us establish a few preparatory
statements. Note that any λ ∈ Λ˜ can be written as
λ =
∑
i∈V (Q)
∑
n∈Z
cine
n
i
where cin ∈ Z. We set
λ<m =
∑
i∈V (Q)
∑
n<m
cine
n
i and λ
m =
∑
i∈V (Q)
cime
m
i .
Let us define
βk,m(λ) =
(
λ<m+1, emk
)
+
(
λm, em+1k
)
−
(
π(λ<m+1), ek
)
.
Let us emphasize once again that the map pr is not a homomorphism of algebras. The
following two lemma follow directly from the definitions of βk,m and the map pr.
Lemma A.4. We have
pr
(
Xλ ·X−emk
)
= q2βk,m(λ) · pr(Xλ) ·X−ek .
Lemma A.5. The quantity βk,m(λ) satisfies
βk,m+1(λ) = βk,m(λ) + (e
m
k , λ).
Fianlly, we are ready to prove Proposition 4.4.
Proof of Proposition 4.4. Choose λ ∈ Λ˜ and denote by r and s respectively the smallest and
largest integers n for which (λ, enk ) 6= 0. Then we have
µ˜k(Xλ) = Xλ ·
Ψq
(
q2(e
r
k
,λ)X−er
k
)
. . .Ψq
(
q2(e
s
k
,λ)X−es
k
)
Ψq
(
X−er
k
)
. . .Ψq
(
X−es
k
) .
Note that the factors within the fraction commute, since (enk , e
m
k ) = 0 for all m,n ∈ Z.
Applying Lemma A.4, we get
pr (µ˜k(Xλ)) = Xπ(λ) ·
Ψq
(
q2(e
r
k
,λ)+2βk,r(λ)X−ek
)
. . .Ψq
(
q2(e
s
k
,λ)+2βk,s(λ)X−ek
)
Ψq
(
q2βk,r(λ)X−ek
)
. . .Ψq
(
q2βk,s(λ)X−ek
) . (A.7)
Observe that βk,r(λ) = 0 and βk,s+1(λ) = (ek, π(λ)). Thus, by applying Lemma A.5 we see
that the product in (A.7) telescopes to yield
pr (µ˜k(Xλ)) = pr (Xλ)Ψ
q
(
q2(ek,π(λ))X−1k
)
Ψq
(
X−1k
)−1
= µk (pr(Xλ)) ,
as claimed. 
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