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COMPUTER AIDED ANALYSIS OF SKIN LESIONS  
                                                                       
 




Effective screening to detect the skin cancer accurately in the early stage is essential for 
reducing the mortality of skin cancer. Surface features, such as texture and pigmentation 
area from the surface, epi- illumination images of the skin lesions have been well 
correlated to detect skin cancer. An increase in the lesion’s subsurface blood volume has 
been correlated to early diagnosis of malignant melanoma. A method for estimating the 
optimal features is obtained. The optimal features help in accurately classify the skin 
lesion in various grades. To make the process faster these optimal features are clustered. 
The optimal clusters are obtained by genetic algorithm. The optimal cluster centers act as 
input to the SVM classifier and the kernel parameters are obtained. Finally, parameters of 
the kernel function are optimized by genetic algorithm, which help in classifying the skin 
lesions into various grades leading to early diagnosis of skin cancer. 
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Accuracy How closely an instrument measures the true or a 
of the process variable being measured or sensed. 
 
Optimal Best or most favorable. 
 
Classification The action or process of classifying something 

















































         











Skin cancer is the most common form of cancer. More than 3.5 million cancer cases are 
diagnosed annually. Most type of skin cancer are curable but the deadliest of them, 
melanoma is expected to result over 8700 deaths. Even though melanoma only represents 
3% of the skin cancer cases, it results over 75% of the skin cancer deaths. Thus early 
detection and diagnosis of melanoma is crucial to treating malignancy and preventing 
deaths. Likewise, an efficient method of screening is essential, as one individual may 
have many lesions to be analyzed. Such analysis must be accurate in a time efficient 
manner. 
 
             Melanocytic nevi, commonly known as moles are skin lesions which develop 
from the melanocytes in the skin. Skin melanocytes produce melanin which is mainly 
dark in color. While there are different types of moles, two most common types are 
junctional nevus and compound nevus. In junctional nexus, melanocytes occur in the 
epidermal layer of the skin and are found all the way down into the dermis as well. The 
vast majority of the nevi are benign but in some individual the nevi grows malignant 
over time. Lesions must also necessarily grow into the dermal layer in order to be 
diagnosed as malignant. Therefore, it is often difficult to distinguish a compound nexus 
from a malignant melanoma because both penetrate the dermis. Once in the dermis, the 
melanoma first metastasizes, first to the lymphatic system and blood stream, then finally 
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The problem of early detection of melanoma is difficult for normal people as well for 
the physicians. The accuracy rate of diagnosis falls further for the non- experts who do 
not specialize in early melanoma detection. Conventional analysis for the detection of 
the melanoma is done by the conventional ‘ABCD’ rule where ‘ABCD’ denotes: 
 
(A)symmetry , (B)order irregularity, (C)olor varigation and (D)iameter generally >6 mm. 
Instruments such as Dermite have been used for with surface lighting and magnification 
to analyze the visible structure of a nevus. Deeper subsurface information, such as 
subcutaneous pigmentation, depth of invasion and indications of increased blood flow are 
critical factors in early melanoma detection. As a result, much of the effort is being put 
into the evaluation of novel noninvasive optical imaging techniques as a way to detect 
and analyze the morphological changes thereby improving the patient diagnosis accuracy 








To this end, an interactive segmentation tool is presented which uses a contribution of k-
means clustering, wavelet analysis and morphological operations to segment the lesion 
pigmentation and blood volume area visible to 2D TLM and ELM images. The user is 
then presented with six segmentation suggestion for both images. The ratio of the TLM 
segmented area to ELM segmented area is investigated as an indicator of dysplasia in 
skin lesion for early detection of skin cancer. In addition to the ratio, a set of texture and 
color features are extracted from the ELM and TLM images based on wavelet analysis, 







classification is performed to classify the lesions into three groups: mild, moderate/severe 
and malignant melanoma. 
 
There are a lot of features which might affect the analysis of the skin lesion. The 
optimal feature set is obtained by passing the features through a search process called the 
genetic algorithm. The optimal feature set helps in increasing the accuracy of the 
classification of the lesion. To further increase the accuracy of the classification the 
optimal features are clustered. The optimal clusters are obtained through genetic 
algorithm. Clustering can also be done through K-means but k-means has a drawback 
that it converges to local minima. This problem is overcome by genetic algorithm as in 
genetic algorithm there is a minimal chance of converging to a local minima. The 
optimal clusters contain homogeneous data which can be classified more accurately. 
 
Next, the error of misclassification is minimized by optimizing the kernel 
parameters and feature subset. This is done by the genetic algorithm simultaneously. 








The overall objectives of this work are: 
 
1. To develop and implement two dimensional texture features based on white light 
ELM and TLM images with an appropriate selection algorithm for classifying the 













2. To obtain the optimal clusters which will optimally cluster the features which are 
of homogeneous nature.  
 
3. To optimize the parameters of the kernel function and also the feature subset 
simultaneously this will help in increasing the accuracy of the classifier for  
 
analyzing the skin lesion into various grades of severity. 
 
The goal of this work is to increase the accuracy of the classifier which will accurately 
classify the skin lesion into various grades of severity and also make the process faster. 
This classification is done using real, clinical, pathologically validated lesions as 

















































One of the methods which are used for classification of the skin lesion involves color and 
texture analysis of the epi- illuminated and trans- illuminated images. In malignant 
lesions, the vascularity of the skin increases. In this chapter, an interactive segmentation 
is applied on the epi- illumination images and trans-illuminated images. In skin lesion, 
the ratio of the segmented TLM area to the segmented ELM area gives the indication of 
vascularity. Various color and texture features are extracted from the image. These 
features along with the TLM to ELM ratio are used in a genetic algorithm to get the 
optimal number of clusters. Once the optimal numbers of clusters are obtained, they are 
then fed to the learning based classifier to classify whether the skin lesion is mild, 
moderate severe or of malignant categories. The optimal number of features and the 
clusters would help in improving the results. 
 
 




Like many of the real world images, the images that are acquired are not perfect. Most of 
the images contain a lot of black marks. These black marks are mostly made by pen or 
marker by the dermatologist indicating the area to be imaged. These black marks can be 
mistaken to be lesion by the segmentation algorithm and thus needs to be detected and 
removed first before any subsequent lesion analysis. 
 
The black marks are detected by wavelet analysis. . Wavelet analysis is a powerful tool 






level of decomposition the signal is filtered into high and low components which 
provided with a set of approximation coefficients from the low pass filter and a set of 
detail components from the high pass filter. In this analysis, Debauchees D4 wavelet is 
being used for the decomposition in both the spatial dimensions of the digital image. For 
the ELM image, the artifacts are removed by using the thresholding and the 
morphological processing of the high-high wavelet coefficients of the saturation image. 
The ELM image is first converted from the red, green, blue (RGB) color space to the hue, 
saturation value (HSV) color space. Then the thresholding and morphological processing 
is applied to segment the artifact from the image. Likewise, the artifacts in the TLM 
image is segmented through similar thresholding and morphological processing of the 





















                                




















The original TLM image is largely saturated with red color which makes it difficult to 
distinguish the features and determine the blood intensity in the image. In order to 
overcome this problem the image need to be corrected. This correction is done by 
segmenting the image into two classes: a background class and a foreground class. The 
pixels of the background are fit into a two dimensional, second – order polynomial 
curve. The curve represents the background profile without the lesion. The estimation of 
the background without the lesion helps in correction of the TLM image with the lesion. 
The background estimate helps in correcting the TLM image with respect to the 
background by flattening out the intensity of the skin surrounding the lesion and 
















Where 𝐼𝑅 and 𝐼𝐺  are the original red and green channels of the TLM image, respectively 
 
















The exponents used in the above equation helps in color and contrast correction. Thus 
the final corrected TLM image is more easily segmented and is more visually 



















Figure 2.2 Left: Original TLM image.        Right: Background and color corrected TLM















































The features for the skin lesion are obtained from the ELM and TLM images. Three out 
of the six segmentation options for ELM image and five of the six TLM images obtained 
were based on k-means clustering analysis. K-means clustering is a clustering technique. 
In this technique cluster centroids are randomly chosen from the data set. Each data 
element is then assigned to a cluster. The assignment of data elements to the cluster is 
done by obtaining the Euclidean distance between the data and the cluster center. The 
shortest distance obtained between the data and the cluster centroid, is the cluster to be 
chosen. The k-means algorithm then recalculates the centroid location of each cluster and 
updates the cluster assignment of the data based on the new cluster centroids. In the ELM 
image, the algorithm was run on the saturation component of the HSV representation of 
ELM image and for the TLM image, the algorithm runs on the G channel of the RGB 
image. 
 
Wavelet analysis was used to produce the additional features. Three additional 
segmentation options were produced by wavelet analysis for ELM image and one additional 
image for TLM images. To obtain the additional features via wavelet analysis, from ELM 
image k-means algorithm was run on the high-high decomposition of the saturation channel 
to produce three levels of segmentation options. In the TLM image, one additional feature is 










 decomposition of the G-channel to produce one feature for the TLM image. 
 
Once the TLM and the ELM images are segmented with respect to their 
pigmentation area and blood surface area, the ratio between the areas of the TLM to the 
ELM is calculated. This area gives the indication of the vascularity. Increase in the 
vascularity is an indication of the malignant lesion. 
 
3.1 ADDITIONAL FEATURES 
 
 
A number of additional features are obtained from the image which helps in classification 
of the lesion based on texture and morphological characteristics. 
 
3.1.1 Wavelet Features 
 
Wavelet decomposition using D4 wavelet was used to obtain the wavelet features of the 
image. One level of decomposition results in a set of detail (H) and approximation (L) 
coefficients for each of the two dimension of the image. Thus, four sub bands are 
generated: LL, LH, HL and HH. Each successive level of the decomposition further 
decomposes each of the sub bands into sub-sub bands. Hence, we can say that for any 
level, 4 sub-bands are created. On each sub-band two features are computed. 
 





























These features are obtained from first, second and third level of decomposition of R and 
G channels of TLM images and S and V channels of ELM image .A total of 
2.4.41+2.4.42+2.4.43=672 wavelet features. 
 
Since there are too many features for efficient feature selection and undoubtedly it 
contains many correlated features hence, independent component analysis (ICA) was 
used to reduce the wavelet feature set. ICA seeks to find out a linear representation of the 
given data such that the feature components are statistically as independent as possible. In 
ICA, feature components with small eigenvalues can be discarded to reduce the 
dimensionality of the feature set. For a set of 160 wavelet features, the dimension is 
reduced to 16 features using ICA. 
 
3.1.2  GLCM Features 
 
The second type of features which are being used for analysis of the image are obtained 
from the texture analysis. Texture analysis utilizes second order histogram information 
which is also known as grey level co-occurrence matrix (GLCM).GLCM features are 
obtained from the grey level difference between two consecutive pixels separated by a 
given distance. The image is first scaled down to eight grey levels, so that the size of the 
GLCM is 8x8, where the rows indicate the value of first pixel and the column correspond 







incremented. Thus, the GLCM acts like a counter which counts the number of pixels with 
given intensity values and separated by a distance d. 
 


















            where ,  ,  ,  are the mean and the standard deviation of  and  
 









































These features are obtained from the R and G channels of the TLM image in RGB 
representation and S and V channels of the ELM image in the HSV representation. To 
obtain the features an offset value of d = 1, 2, 3, 4, 5 were used in four different 
directions (up, down, left, right). Each of the direction gives different GLCM values, but 
the computed GLCM matrix consists of the average of the values across four direction. 
Hence, a total of 4*7*5=140 GLCM features are generated. 
 
The GLCM feature set generated is too large. It is very well clear that all the 
features cannot be used for significant analysis of the skin lesion. Thus, the most 
significant features are obtained through the Independent component analysis (ICA). ICA 
is used to reduce the number of feature down to 28 most independent features. 
 
 
3.1.3  Region Boundary Features 
 
Five additional features were found based on the TLM and ELM lesion boundaries 
selected from the segmentation interface. For computing the region boundary features, 
the image is converted into a binary image. These include: 
 
1. Eccentricity: The eccentricity gives a scalar value which indicated the 









2. Solidity: It is a scalar value which specifies the proportion of the pixels in the 
convex hull that are also in the region. This is given by the ratio of the area of 
the region to the area of the region within the convex boundary.  
 
3. Extent: It is the scalar value that specifies the ratio of the pixels in the region 
to the pixels in the total bounding box.  
 
4. Perimeter: It is a scalar value that gives the distance around the boundary of 
the region. The perimeter is computed by calculating the distance between 
each adjoining pair of pixels around the region  
 
5. Circularity: Perimeter of the region divided by the diameter of the circle 









3.2 Normalization of Features 
 
The features that are obtained have different range and so it is important to normalize the 
features so that they have the same range of values. The normalization of data helps in 
identifying whether the lesion is mild, severe or malignant. There are a lot of ways to 
normalize data, including linear scaling to unit range, linear scaling to unit variance, and 
transformation to uniform random variable, rank normalization, or normalization after 
fitting it into a given distribution. For this application, features are normalized by the 
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Where 𝜇𝑥 and 𝜎𝑥 are the mean and standard deviation of the feature vector x to be 
 
normalized. ?̂? is the resulting normalized feature vector. This normalization is applied to 
 
all the features which are obtained. The normalized features consist of TLM/ELM ratio, 
16 ICA wavelet features, 28 ICA GLCM features and 10 boundary features. Thus, a total 













































OPTIMAL FEATURES SELECTION 
 
 
Too many features can cause the problem of over classification. Ability of good 
classification by good features can be clouded by noisy features which lead to poor 
classification of the lesion. Different features lead to different percentage of classification 
accuracy. Genetic Algorithm was used to obtain an optimal subset of features. 
 
 
                             4.1 Introduction to Genetic Algorithm  
 
Genetic Algorithm is a technique used to obtain the optimal solution of a problem 
which is difficult or impossible to obtain otherwise. Genetic algorithm belongs to 
the larger class of evolutionary algorithm which generates solution to optimization 
problems using techniques inspired by the natural evolution.  
 
 
1. A genetic representation of the solution domain 
 




























































Initially, all the solutions are randomly generated to form the initial population. The 
population size depends on the nature of the problem and contains as many solutions as 
possible. Generally, the solutions are generated randomly allowing the entire range of 
possible solutions. Individuals in the population represent the different solutions for the 
problem. Information of these individuals are encoded in the chromosome. 
 
 
4.1.2 Evaluation of the Fitness 
 
The fitness value is obtained from the problem which is being dealt with. It describes the 




offspring. The fitness is the probability which helps in identifying whether the individual 
will be included among the group selected as parents or the next generation. The fitness 
of an individual is modeled through the use of fitness function. The fitness function takes 
a single individual or a single chromosome as an input and evaluates how well the 
problem is solved with the help of the input chromosome. The fitness function returns the 
fitness evaluated. Chromosomes with higher fitness have a greater chance to reproduce 
and pass their information to the offspring. With each generation, the population of the 
chromosome should converge closer to the optimal solution of the problem. 
 
A chromosome is most often represented as a one dimensional binary string. The 
chromosome can be either binary or a set of real valued numbers. The actual shape of the 
chromosome may vary as well. Regardless of the actual format of the chromosome, the 





During each generation, a proportion of the existing group is selected to reproduce the 
next generation. The proportion of the existing group which is selected to reproduce the 
next generation is done with the help of the selection process. Individual solutions are 
selected based on the fitness value. Certain selection processes rank the fitness of each 
solution and preferentially select the best two. One of the selection processes is the 
roulette wheel selection. In this process, each chromosome has a small chance of being 
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A simple way of finding the selection probability  for each chromosome in the 







However, this technique does not perform well in populations where the fitness 
evaluations have a small percentage deviation from each other. Alternatively, a fitness 
technique known as linear normalization scales the fitness values to a set range of 
 
[0,100] before computing the selection probability. Another method ranks the fitness 








This method sorts the probability in ascending order with the least fit to most fit 
chromosome. 
 
           4.2 Genetic Operators 
 
The next step is to generate the second generation of population from those selected 
through a combination of genetic operators: crossover and mutation. Each new solution 
to be produced, a pair of parent solutions is selected for reproduction from the pool 
selected previously. A child solution is obtained from the crossover and mutation which 
is created from the parent solutions. New parents are selected for each new child and the 
process continues until a new population of solutions of appropriate size is not generated. 
These processes ultimately generate the next generation of population which is different 





generation. There are a number of reproduction techniques which includes generational 
replacement and steady-state reproduction. In generational replacement, the entire 
population is replaced by the offspring in each generation while in steady –state 
reproduction one or two chromosomes are replaced by their offspring in each generation. 
Therefore, it is clear that steady –state reproduction requires larger time to converge than 
generational replacement. However, when we compare the performance of the two 
methods, steady-state reproduction produces better results than generational reproduction. 
 
4.2.1 Crossover  
 
Once the selection probability of each chromosome is obtained, two parents are picked 
based on the two best probabilities. These two best chromosomes are selected for 
reproduction. Reproduction is done by “crossover”. Crossover is a method by which two 
parent chromosomes are mixed to produce two new offspring in their place. The simplest 



























































Another genetic operator is Mutation. Within each generational loop, each chromosome 
in the population has the probability of randomly changing one of its values. In binary 
chromosomes, one bit is randomly flipped while in real valued chromosomes, a new 
random number can be replaced on one of the positions in the chromosome. Mutation 
adds a new generic element into the chromosome. This, helps in converging to the global 
minima as mutation allows the population to explore small changes around the solution to 
















4.3 Termination Condition 
 
Common termination conditions are: 
 
1. A solution is found that satisfies the minimum criteria  
 
2. Fixed number of generation reached  
 




     4.4 Genetic Algorithm in Feature Selection   
 
In feature selection, each chromosome in the GA is defined to be a binary array of length 
equal to the number of features. In this way, each bit in the chromosome corresponds to 
individual features. Each bit in the chromosome represent if that feature is present in the 
final classification or not and hence, if the bit value in the chromosome is 1, it means that 
the feature is present while if the bit value is 0 that means that the feature is absent in the 
chromosome. 
 
The fitness function contains a training algorithm which computes how well the 
classification is performed by the chromosome. Reproduction techniques include steady- 
state reproduction. The fitness function provides the accuracy of the SVM classifier using 
the features from the chromosome. This accuracy may vary over multiple trials of the 
evaluation. Nevertheless, the SVM classifier was run 50 times and the average accuracy 
was taken as the chromosome fitness value. 
 
For the parent selection technique, a roulette wheel selection was used with rank 











crossover rate of 70% and mutation rate of 20%. The GA was run with steady-state 
replacement for 100 generations to find the optimal subset of features. 
 
 
 4.5 Optimal Feature Selection Using Genetic Algorithm 
 
Initially, the total numbers of features selected were 38 and the accuracy of the training 
set was 92% and the accuracy for the test 81%. The fitness value was 77. Now, the 
optimal number of features selected so that the training and test accuracy increases along 
with the fitness value. In this, a lot of features were added to test the accuracy of the 













































A lot of trials were conducted and in the end the optimal set of 56 features are obtained. 
 
The optimal feature set is as follows: 
 
 
1. TLM/ELM Area ratio 35. GLCM ICA 17 
2. ELM Area 36. GLCM ICA 18 
3. Wavelet ICA 1 37. GLCM ICA 19 
4. Wavelet ICA 2 38. GLCM ICA 20 
5. Wavelet ICA 3 39. GLCM ICA 21 
6. Wavelet ICA 4 40. GLCM ICA 22 
7. Wavelet ICA 5 41. GLCM ICA 23 
8. Wavelet ICA 6 42. GLCM ICA 24 
9. Wavelet ICA 7 43. GLCM ICA 25 
10. Wavelet ICA 8 44. GLCM ICA 26 
11. Wavelet ICA 9 45. GLCM ICA 27 
12. Wavelet ICA 10 46. GLCM ICA 28 
13. Wavelet ICA 11 47. TLM Eccentricity 
14. Wavelet ICA 12 48. TLM Solidity 
15. Wavelet ICA 13 49. TLM Extent 
16. Wavelet ICA 14 50. TLM Perimeter 
17. Wavelet ICA 15 51. TLM Circularity 
18. Wavelet ICA 16 52. ELM Eccentricity 
19. GLCM ICA 1 53. ELM Solidity 
20. GLCM ICA 2 54. ELM Extent 
21. GLCM ICA 3 55. ELM Perimeter 
22. GLCM ICA 4 56. ELM Circularity 
23. GLCM ICA 5   
24. GLCM ICA 6  
25. GLCM ICA 7   
26. GLCM ICA 8   
27. GLCM ICA 9   
28. GLCM ICA 10   
29. GLCM ICA 11   
30. GLCM ICA 12   
31. GLCM ICA 13  
32. GLCM ICA 14   
33. GLCM ICA 15   



































Figure 4.3 Optimization curve for selected best features. 
 
These optimal features give a training accuracy of 96%, test accuracy of 84.6% 













































Specificity is a statistical measure used to calculate the performance of a binary 
classification test. Specificity, which is also called true negative rate, measures the total 
number of negative cases which are correctly identified. For example, percentage of 
healthy people being identified as not having the disease. A perfect predictor would have 
100% specificity such that all healthy people are being predicted as healthy. 
 
For example, a medical test to diagnose a disease is taken into account. 
Specificity is the measure of healthy patients being diagnosed as being healthy. 














A positive result in a test with high specificity helps in understanding whether the disease 
is present in the patients. The test rarely gives a positive result for healthy patients. Thus, 
















Sensitivity is also a statistical measure used for calculating the performance of a 
classification test. Sensitivity is also called true positive rate. It is used to measure of 
actual positives which are computed properly for example percentage of healthy people 

















Thus, a predictor with 100% sensitivity will recognize all the patients with the 
disease. Sensitivity is not the same as precision or positive predictive value. The 
calculation of the sensitivity does not take into account intermediate test results. If a test 
cannot be completed, then its intermediate samples can be excluded from the analysis or 
can be treated as false negative. 
 
The skin lesion is classified according to the features obtained from the image. 
The optimal numbers of features are required to be obtained for good classification of the 
skin lesion. Selection of the features affects the specificity and the sensitivity of the 
classification. Thereby, with addition of each feature the effect of the feature to the 
performance of the classifier is noted. The trial and the error process are conducted on 
many features and 56 optimal features are obtained. These features provide specificity of 






classification did not depend on the number of features rather it depended on the type of 




5.3 Dependence of Performance of Classifier on Confusion Matrix 
 
Confusion matrix is also called the error matrix. It is a table which visualizes the 
performance of an algorithm. Each column represents the instances in a predicted class 
while each row represents the instances in actual class. Confusion matrix is a table with 
two rows and two columns which represent the number of false positives, false negatives, 
true positives and true negatives. 
 
In this work, initially three classes are taken such that the confusion matrix 
becomes 3*3 matrixes. Three rows represent the instances in actual class and three 
columns represent instances in predicted class. The specificity and sensitivity for 3*3 
matrix is 0.7692 and 0.973 respectively. The numbers of classes are reduced to two such 
that the confusion matrix is 2*2. The specificity and sensitivity are 0.8461 and 0.973 
respectively. With the increase in the classes better classification is observed. Therefore, 
the performance of the classifier depends on the number of classes taken into account. 
Further, if we incorporate a fourth class whereby the confusion matrix becomes 4*4, then 


















5.4 Support Vector Machine 
 
A support vector machine is a classifier defined by a separating hyper plane. This 
algorithm provides the optimal hyper plane required to classify the labelled data in 
appropriate manner. 
 
There can be a large number of hyper planes which can segregate the labelled 
data, but the optimal hyper plane is chosen. A hyper plane is not considered as optimal if 
it passes too close to the points. Hence, to find the optimal hyper plane it needs to pass as 
far as possible from all points. The SVM algorithm is based on finding the hyper plane 
that gives the largest minimum distance to the training examples. Twice, this distance is 
















Figure 5.1 Hyper plane used for separating labelled data. 
 



















The optimal hyper plane is represented by: 
 
 
     (5.4)  
Where, x denotes the training example closest to the hyper plane. In short the training 
examples near to the hyper plane are called support vectors. This representation is called 
canonical hyper plane. 
The distance between a point x and a hyper plane (β,𝛽0) is obtained through 
 









For a canonical hyper plane, the numerator is equal to one and the distance to the 







Support vectors are elements of the training example that would change the position of 




















The margin M is twice the distance of the support vectors: 
 
     (5.7)  
Next, we maximize M by minimizing the function L (β) subject to some constraints. The 
constraints help in modeling the optimal hyper plane required to correctly classify the 
train data. 
 








Where  represents each of the label of the training example. 
 
For two- dimension values, the separation can be done by a line and thus it is 
linear separable. Whereas, for higher dimension values the separation is done with the 
help of hyper plane. Sometimes features are non-linearly separable in the original space. 
Thus, to make the data linearly separable the data points are transformed to the feature 
space and thus the data are linearly separated. 
 
For example, when the features are not linearly separable then if we transform it 






















K means clustering is popular for cluster analysis in data mining. k means clustering is 
useful for partitioning n observations into k clusters in which each observation belongs to 
the cluster with the nearest mean. For a set of n observations, k means clustering aims at 
partitioning of n observations into k clusters so as to minimize the within cluster sum of 












Where   is the mean of the points in the cluster. 
 
In k – means initially random cluster centroids are initialized. The shortest distance 
between the data point and the initial cluster center is calculated. If the data point is near 
to cluster center 1 instead of cluster center 2, then the data point is put in cluster 1 and the 
cluster center is updated. Again, the shortest distance of the data points is calculated with 
































Where  denotes the data present in the cluster.  















is the cluster to which the data point  
in the cluster.  is the updated 
 
 
            5.6 Dependence of the Performance of the Classifier on SVM and K-means 
 
SVM and K means clustering both can be used as classifiers. In this work, classification 
of the features where done by both SVM and K means and the performance that is the 
accuracy of the classifier was noted. The accuracy of the training examples when K 
means clustering is used is 90.3% while when SVM is used, the accuracy of the training 
examples increased to 95.6%. Thus, it is clear that SVM is a better classifier than the K 
means clustering. This is so because K means clustering works best for images that have 
the same variance that is the data points in the cluster are similar. Also, K means 
clustering has a problem of converging to a local optimal point whereas in SVM, the 





















The data which is obtained contains three observations mild, severe and melanoma. Each 
observation has 56 features. These observations are clustered optimally with the help of 
genetic algorithm. In this work, the clustering is not done by k-means because k- means 
clustering normally converges to a local optimal solution whereas genetic algorithm 
provides a global optimal solution. 
 
6.1 Optimal Clustering via Genetic Algorithm 
The genetic algorithm is used for finding the optimal number of clusters. The procedure 








































































Sort the fitness value in ascending 
order 
Calculate the pdf of each fitness 
value and then the cdf of it 
Depending on cdf two most fit 
chromosomes are selected 





The numbers of clusters are initialized in the starting of the genetic algorithm. Each 
chromosome represents the cluster centers. The length of the chromosome is number of 
clusters by number of features in each observation. Suppose K cluster centers are present, 
then K clusters centers are encoded in each chromosome and are initialized to K random 
points in the Data set. This process is repeated for each of the chromosome in the 
population, where P is the size of the population. 
 
The fitness computation process consists of two phases. In the first phase, the 
clusters are formed according to the centers encoded in the chromosome under 
consideration. This is done by assigning each observation 𝑥𝑖, where I = 1, 2 …..,n to one 
of the clusters 𝐶𝑗 with the center  such that: 
 
 
    (6.1)  
After clustering is done, the cluster centers encoded in the chromosome are replaced by 
the mean points of the respective clusters. In other words, for cluster , the new center  








Then   now replace the previous  in the chromosome. Subsequently, the data inside 
the cluster has to be homogeneous that is the inter dissimilarity between the data points in 







        
The homogeneity in the cluster is calculated by the cluster matrix which is given by  










The fitness function is given by 1/  so that, maximization of the fitness function leads 
to minimization of   . 
 
The selection process selects the fittest chromosomes from the mating pool. 
Roulette wheel selection is the technique implemented. Roulette wheel selection is the 
common technique that implements the proportional selection strategy. The selection 
process selects chromosomes from the survival of the fittest concept. The fitness is first 
sorted and then the probability is calculated for each of the chromosome according to the 
fitness acquired by the chromosome. Cumulative distributive function (cdf) is computed 
for each of the chromosome and two fittest chromosomes are calculated. 
 
Crossover is a probabilistic process that exchange information between two parent 
chromosomes for generating two child chromosomes. In this work, single point crossover 
with fixed crossover probability is used. Chromosomes of length l, a random integer 
called crossover point is generated in the range [1,l-1]. The portion of the chromosome 
lying to the right of the crossover point is exchanged to produce two offspring. 
 
Each chromosome undergoes mutation with fixed probability. A bit position is 





The process of fitness computation, selection, crossover and mutation are executed for 
maximum number of iterations. The best string obtained in the last generation provides 
the solution to the clustering problem. The best string gives the optimal cluster points. 
 
This is done for various numbers of clusters and the response of the Average 
fitness to the best fitness is observed. This trial and error process provides us six optimal 
cluster numbers. 
 





















The crossover and mutation rate used are 0.7 and 0.3, respectively. A random 
number is chosen and if the random number is less than the crossover rate then the 
crossover operation is performed. In the same manner, when the chosen random number 
is less than the sum of the crossover rate and the mutation rate then mutation is 
performed. The crossover rate is first changed to 0.4. We observe that the optimal value 
is reached very fast thus, it can be concluded that when the crossover rate is decreased, 
the solution can converge to local optimal solution. In the same way, when the crossover 
rate is increased to 0.9, we see that the optimal solution takes a longer time to be 
obtained. Therefore, it is clear that to get a global optimal solution the crossover rate 









The optimal numbers of cluster are obtained from genetic algorithm. The main criteria for 
classification of the clusters are that the data in each of the cluster has to be 
homogeneous. 
 
The clusters centroids are obtained from genetic algorithm. The best chromosome 
contains the optimal cluster centers which are obtained from the fitness function. The 
fitness function is obtained by minimizing the inter dissimilarity inside each cluster. Thus 
the optimal clusters contain data which is homogeneous in each cluster. These clusters 


























































The optimal cluster 
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The clusters are transformed to a higher space so that they get linearly separated in the 
feature space. The feature space is determined by the kernel function. There are a lot of 
kernel functions like radial base function, linear, polynomial etc. 
 
The choice of the kernel is a trial and error process. For each kernel which is used, 
specificity and sensitivity is obtained. It is observed that the radial base function provides 
the best specificity and sensitivity values. The observations show that the radial base 
function is the best kernel which can be used. The radial base function is a real valued 
function whose value depends on the distance from the origin or on the distance from any 
value C. Any function that satisfies the property is a radial function. The distance which 
is being used is a euclidean distance although, there can be other distances possible as 
well. In the radial function, C and gamma parameters are used. C is the penalty factor. 
This parameter needs to be chosen properly because if the value of C is very large then 
there is a chance of over fitting whereas, if the value of C is small, chances are there of 
under fitting. The parameter C also controls the trade-off between the errors of the SVM 
on training data and the margin maximization. Gamma is used to obtain the shape of the 
separating hyper plane. Increasing gamma usually increases the number of support 
vectors. 
 
In this work, the gamma and C values are taken as 10^-9 and 10^3. The clustered 
data for SVM classification increases the response speed. The response speed is more 
than the SVM classifiers. Moreover, the testing accuracy is more and can be guaranteed 














OPTIMAL RADIAL BASIS PARAMETERS AND FEATURES 
 
 
The SVM is used to classify the data points in each cluster. The parameters used in the 
kernel needs to be optimized for obtaining a better accuracy rate. To minimize this error, 
again genetic algorithm is used. Genetic algorithm not only minimizes the error but also 
helps in obtaining the optimal parameters for radial basis function and also the optimal 
features. 
 










































When the RBF kernel is selected, the parameters and features were used as the 
input attributes in Genetic algorithm. The chromosome comprises of three parts, C, ϒ, 
number of clusters and the feature mask. However, these chromosomes have different 
parameters when other types of kernel functions are selected. Classification accuracy and 
the slope of the SVM error are the criteria used to design a fitness function. The fitness 
function consist of two predefined weights 𝑊𝑎 and  𝑊𝑏 . These two weights are 
 
normalized such that 𝑊𝑎 + 𝑊𝑏 =1. The SVM error plot is obtained and then the slope is 
 














Figure 8.2 SVM error plot. 
 
 
A higher value of weight accuracy 𝑊𝑎 is used for obtaining higher accuracy value. The 
number of iterations is taken as 500.Thus the fitness function is: 
 
Fitness = 𝑊𝑎 * SVM_accuracy + 𝑊𝑏 *slope                    (7.1) 
 
SVM_ accuracy value is obtained from the SVM. The main advantage of scaling is to 















Another advantage is to avoid the numerical difficulties during the calculation. 
Feature value scaling help to increase the SVM accuracy. The training dataset is used to 
train the SVM classifier while the testing dataset is used to calculate classification 
accuracy. When the classification accuracy is obtained, each chromosome is evaluated by 
fitness function. The termination criterion is the number of generation. When the 
termination criterion is reached, the process ends. In this work 𝑊𝑎 is 0.82 and 𝑊𝑏 is 0.18. 
 
The fitness value is associated to each chromosome in the population. After the 
fitness value is obtained, two best chromosomes with the maximum fitness value are 
obtained. The two best chromosomes are selected by first finding the pdf of each 
chromosome and then sorting the pdf. Cumulative distributive function is obtained for 
each sorted chromosome. A random number is taken and the sum of the cumulative 
distributive function less than the random number delivers the indexes of two 
chromosomes which is selected for crossover and mutation process. The crossover is 
done on two selected chromosomes. In this work, uniform crossover is conducted. 
































    RESULTS 
 
 
The original image which is obtained initially contained artifacts. Initially, the artifacts 
were removed and the image was made artifact free. Then the texture and the color 
features where obtained from the lesion. This work contains three sub parts. First, the 
optimal number of features where obtained which could give the maximum amount of 
specificity, sensitivity and accuracy. Second, the optimal numbers of clusters are 
obtained. Third, the optimal parameters for radial base function are obtained so that 
optimal parameters along with the optimal features are used to obtain a high accuracy rate 
of the SVM classifier. 
 
9.1 Results for Obtaining Optimal Features 
 
A total of 56 optimal features are obtained. These features are obtained by adding each 


























The observation is as follows: 
 
Table 9.1 Specificity, Sensitivity and Accuracy Rate for Different features 
Features used Number of Accuracy % Specificity Sensitivity 
 Features    
     
GLCM offset-     
1,2,3,4,5 and     
wavelet – 3 levels 38 90% 0.973 0.6154 
GLCM offset – 48 90% 0.999 0.7692 
1,2,3,4,5 and     
wavelet – 3     
levels(dimension     
is increased to     
20)     
     
Wavelet – 3 58 94% 0.973 0.8461 
levels(dimension     
decreased to 16)     
and GLCM     
offset- 1,2,3,4,5     
     
Wavelet- 3 57 90% 0.973 0.692 
levels(dimension     
increased to 25 ),     
GLCM offset-     
1,2,3,4,5, added     
feature ASM     
     
Wavelet – 3 64 94% 0.981 0.7692 
levels     
(dimension is     
20), GLCM     
offset-1,2,3,4,5,     
added features     
ASM, standard     
deviation,     
entropy, variance     
Wavelet – 3 56 96% 0.991 0.927 
levels(dimension     
is 16), GLCM     
offset- 1,2,3,4,5,     
added features     
ASM, standard     









The observation shows that with increase in the number of features, the SVM 
accuracy may or may not increase. Whereby, the sensitivity and specificity does not 
depend on the number of features. The observation table shows that 56 optimal features 
give the best accuracy percentage, specificity and sensitivity. 
 
The sensitivity and the specificity of the classifier also depend on other parameters 
which are being used such as the SVM classifier rather than K-means, addition of new 
class and many more. Each of the parameters is changed and their effects on sensitivity, 
specificity and accuracy rate are noted. 
 
9.2 Relation of Sensitivity and Specificity with Respect to Confusion Matrix 
 
Parameters like confusion matrix are used to obtain the specificity and sensitivity of the 
classifier. The observation table is obtained for the confusion matrix: 
 
 
Table 9.2 Sensitivity, Sensitivity and Accuracy Rate for Different Confusion Matrix 
 
Parameters Number of Accuracy % Specificity Sensitivity 
 features    
Confusion 56 98% 1 0.9231 
matrix as 2*2     
Confusion 56 96% 0.991 0.927 




From the observation table, it can be very well concluded that the sensitivity and 
the specificity of the classifier depends largely on the confusion matrix. As the size of the 
confusion matrix increases, the sensitivity of the classifier also increases. When the size 
of the confusion matrix is 2*2, it means that there are 2 classes whereas, when the size of 







Increase in the classes the accuracy rate, specificity and sensitivity of the SVM classifier 
changes. Thus, it is clear that specificity, sensitivity and accuracy rate depends on the 
number of classes being used. 
 
 
9.3 Types of Classifier used 
 
The performance of the classifier also depends on the type of classifier being used. 
SVM and K-means are the two types of classifiers that are being used. Observations are 
obtained for SVM and K means classifiers: 
   Table 9.3 Type of classifier used 
Parameters Number of Accuracy rate Specificity Sensitivity 
 features    
SVM 56 95.60% 0.9 1 




The observation makes it very clear that SVM is a better classifier than K means. 
This is so because SVM does not get stuck in local centroids and thus provides better 
accuracy rate than K means. 
 
The next step was to obtain the optimal cluster numbers. The cluster numbers were 
obtained by genetic algorithm. The cluster numbers were obtained by observing the plot 



















By observation, it was found that if the total number of clusters were taken as 6, then it 


















The next step was to classify the features in each cluster. Features in each cluster are 
classified with the help of SVM. 
 
      9.4 Choice of kernel 
 
The choice of the kernel for the SVM is done by using each kernel and observing the 
specificity and sensitivity offered by it during classification. The observation is as 
follows: 
Table 9.4 Relation of sensitivity and specificity for the choice of kernel 
 
Kernel Used Specificity Sensitivity 
Linear 0.6250 0.9091 
Polynomial 0.8750 0.3636 
Radial base function 0.9816 0.9238 
 
 
The observation shows that the radial base function provides the best specificity 
and sensitivity. It is clear that radial base function is the best choice for the kernel which 
is being used. 
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The last step of the work was to find the optimal values of the parameters for the radial 
base function. The optimal values were obtained from the fitness value of the genetic 
algorithm. Fitness value required the SVM error plot and the values of 𝑊𝑎 and 𝑊𝑏 . The 
 
values of 𝑊𝑎 and 𝑊𝑏  are taken as 0.82 and 0.18 respectively. The genetic algorithm 
 
provide the optimal radial base parameters and the optimal features. It provides a test 
accuracy of 90% and a training accuracy of 96.42% and also the fitness value which is 
obtained is 90. 
 


























The training accuracy and the test accuracy which is obtained by this work is far 














Therefore, by selecting the optimal features and clusters and then classifying the 
homogeneous data with optimal kernel parameters help in getting a better result for test 


































































In this work, a lot of methods and investigations are done to improve the accuracy of the 
skin cancer early. Such methods could be instrumental for the quick and inexpensive 
screening of suspected skin lesions to aid dermatologist in the diagnosis. 
 
The two dimensional texture analyses of the TLM and ELM images helped in 
classifying the skin lesions in three layers of dysplasia. However, the accuracy of this 
analysis is limited by the fact that white illumination was used. This demonstrates the 
need for multispectral imaging as a better way to measure the subsurface blood volume. 
 
The first contribution to the work was to get the optimal features. The optimal 
features are selected and the features help in obtaining a better accuracy value. The 
features which are obtained in this work are mostly color and texture features. The color 
and the texture features are the most important features used for analyzing the skin lesion. 
There are also other features which can be used for future work like the features obtained 
from fluorescence intensities, kinetics of the skin and many more. Though these features 
provide significantly less amount of effect in analyzing the lesion, they can be taken into 
account for better obtaining better level of accuracy. 
 
The next step was to find the optimal clusters for obtaining better accuracy of the 
skin lesion. The optimal clusters help in clustering the data and thereby speeding up the 
classification process. Clustering is an important unsupervised classification where a set 
of patterns, usually vectors in a multi-dimensional space are grouped into clusters into 








it is necessary to first define a measure of similarity which will establish a rule for 
assigning patterns to the domain of a particular cluster center. One such measure of 
similarity may be Euclidean distance. Smaller the distance between the data point and the 
cluster center, greater is the similarity between the two. An intuitively simple and 
effective clustering technique is the well-known K means algorithm. However, it is also 
known that the K-means algorithm may get stuck to suboptimal solutions depending on 
the choice of the initial cluster centers. In this work, a solution to the clustering problem 
where genetic algorithms are used for searching the appropriate cluster centers such that a 
given data set is optimized. 
 
Genetic algorithm is a random search and the optimization search is guided by the 
principles of evolution and natural genetics, and having a large amount of implicit 
parallelism. Genetic Algorithm perform search in a complex, large and multimodal 
landscapes and provide near optimal solutions for the objective or fitness function of an 
optimization problem. Therefore, under limiting conditions, a genetic algorithm based 
clustering technique provides an optimal clustering with respect to the clustering data set 
being considered. 
 
The next interesting contribution was to obtain the optimal parameters for radial 
base function. In this section, SVM parameters and the features subsets were optimized 
simultaneously because the selected feature subset has an appropriate kernel parameters 
and vice-versa. A genetic algorithm based selection strategy was made to select the 
feature subset and the set of optimal parameters for SVM classification. 
 
In this work, parameters of radial base function kernel are optimized. However, 







algorithm can also be applied to support vector regression. The kernel parameters and the 
input features heavily influence the predictive accuracy of the support vector regression 
with different kernel functions. The same genetic algorithm based feature selection and 
parameter optimization procedures to improve the SVR accuracy. The information gained 
from the Trans illumination imaging and the proposed methods are useful as indicators of 
early malignancy, such as increased angiogenesis and lesion severity. These tools and 
methods would be useful to a dermatologist as additional information in the decision of 
the biopsy. Most importantly, this approach to optical imaging could be used as a quick 
and inexpensive method for mass screening of the patients for early detection and 
diagnosis of skin cancers. Lesions could be tracked over time to detect physiological 
changes indicative of early malignancy. 
 
Since survival is quite high for the patients who have malignant lesions detected 
at an early age, improved tools for accomplishing this early detection are necessary. 
Furthermore, the potential impact of these methods is far reaching in the fields of non-
invasive diffuse optical imaging, not only the characterization of skin lesions to facilitate 
early detection of skin cancer, but also for other applications of tissue characterization 
such as neural imaging. 
 
Our proposed algorithm shows much promise in the ability to classify the 
different grades of skin lesion dysplasia. Our TLM background and color correction 
algorithm along with our lesion segmentation algorithm and interactive interface are 
clearly able to highlight the increase in vascularity present in increasingly dysplastic 








Classification of lesions using SVM shows good promise in grading the specific severity of 
lesion dysplasia, with an aim towards grouping lesions into classes where appropriate action can 
be taken by a dermatologist. These tools and methods would be useful to such a dermatologist as 
additional information to assist in the decision to biopsy. Our goal in the future is to improve our 
classification results through the intelligent selection of other distinguishing features using 





























































The Heisenberg uncertainty principle states that it is impossible to the exact location and 
momentum of a particle at the same time. The measurement of one property becomes 
more precise, measurement of the other property losses its precision. The uncertainty 
principle also has application in time-frequency analysis of signals where it is impossible 
to localize a point in both the dimensions. 
 
A given continuous signal in the time domain has perfect time resolution. An 
exact amplitude is known for every specific time that is desired. However, nothing is 
found about the frequencies contained in the signals. For frequency analysis, Fourier 
transform is employed and the purpose of it is to decompose a time domain signal into a 
frequency domain signal to find the frequencies present in the signal. The transform is 




  (A.1.1) 
 
 
Where f(t) is the signal in time domain, and f(w) is the signal in frequency domain. With 










The complexities increases by splitting the time domain signal into multiple sections and 
taking Fourier transform of each section. By observing the frequency domain of each 
section, one can still determine the frequencies that are present. The accuracy or the 
resolution can be improved by the number of sections that are made in the original signal. 
However, one cannot keep increasing the sections in the original signal, the uncertainty 
principle come into action. As more divisions are created, the frequency analysis of each 
section becomes less accurate. Thus, a balance is required between the temporal 
resolution and the frequency resolution for the signal analysis. 
 
A method of sectioning the time frequency plane into separate areas is known as 
short-time Fourier transform. The division of time into discrete chunks is most commonly 
done by using a window function. This window function has compact support and is 
shifted and multiplied with the signal along with the time axis to produce the divisions in 
time needed for frequency analysis of each division. 
 
A.2  Continuous Wavelet Transform 
 
 
The short-time Fourier transform is good tool for multi resolution analysis of signals, but 
is very dependent on the size of the window chosen. A fixed window often results in poor 
frequency resolution in the low frequency range and poor time frequency resolution in 
high frequency range. To overcome this difficulty, wavelet analysis was developed. It is a 
versatile tool which provides high frequency resolution where time resolution is not 
important and low frequency resolution where time resolution is important. The general 
idea of accomplishing this is by shifting and scaling a window across the signal to 





A wavelet is essentially a function that meets certain criteria such as having 
finite energy, zero frequency component resulting in the wavelet having a band pass 




   
 
 
The weighting constant in front of the wavelet function ensures that wavelets at all scales 
have same energy. The wavelet transform simply involves projecting the signal onto the 








In a sense, these replace the concepts of time and frequency in the Fourier transform. The 
translational shift becomes a measure of time resolution, while scale, or width, is what 






























         B.1 Initialization 
 
 
Initially all the solutions are randomly generated to form the initial population. The 
population size depends on the nature of the problem and contains as many solutions as 
possible. Generally the solutions are generated randomly allowing the entire range of 
possible solutions. Individuals in the population represent the different solutions for the 
problem. Information of these individuals are encoded in the chromosome. 
 
  B.2 Evaluation of the Fitness 
 
The fitness value is obtained from the problem which is being dealt with. It describes the 
ability to reproduce and survive. Fitness is a probability rather than an actual number of 
offspring. The fitness is the probability which helps in identifying whether the individual 
will be included among the group selected as parents or the next generation. The fitness 
of an individual is modeled through the use of fitness function. The fitness function takes 
a single individual or a single chromosome as an input and evaluates how well the 
problem is solved with the help of the input chromosome. The fitness function returns the 
fitness evaluated. Chromosomes with higher fitness have a greater chance to reproduce 
and pass their information to the offspring. With each generation, the population of the 
chromosome should converge closer to the optimal solution of the problem. 
 
 





A chromosome is most often represented as a one dimensional binary string. The 
chromosome can be either binary or a set of real valued numbers. The actual shape of the 
chromosome may vary as well. Regardless of the actual format of the chromosome, the 






During each generation, a proportion of the existing group is selected to reproduce the 
next generation. The proportion of the existing group which is selected to reproduce the 
next generation is done with the help of the selection process. Individual solutions are 
selected based on the fitness value. Certain selection processes rank the fitness of each 
solution and preferentially select the best two. One of the selection process is the roulette 
wheel selection. In this process each chromosome has a small chance of being selected 
but the chromosome with higher fitness value has a higher chance of being selected, A 
simple way of finding the selection probability 𝑝𝑗 for each chromosome in the population 








However, this technique does not perform well in populations where the fitness 
evaluations have a small percentage deviation from each other. Alternatively, a fitness 









[0, 100] before computing the selection probability. Another method ranks the fitness 









This method sorts the probability in ascending order with the least fit to most fit 
chromosome. 
 




The next step is to generate the second generation of population from those selected 
through a combination of genetic operators: crossover and mutation. 
 
Each new solution to be produced, a pair of parent solutions is selected for reproduction 
from the pool selected previously. A child solution is obtained from the crossover and 
mutation which is created from the parent solutions. New parents are selected for each 
new child and the process continues until a new population of solutions of appropriate 
size is not generated. These processes ultimately generate the next generation of 
population which is different from the initial population and the average fitness will be 
increased for the next generation. There are a number of reproduction techniques which 
includes generational replacement and steady-state reproduction. In generational 
replacement, the entire population is replaced by the offspring in each generation while in 
steady –state reproduction one or two chromosomes are replaced by their offspring in 
each generation. Thus, it is clear that steady –state reproduction requires larger time to 
converge than generational replacement. However, when we compare the 
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performance of the two methods, steady-state reproduction produces better results than 
generational reproduction. 
 
    B.5 Crossover 
 
Once the selection probability of each chromosome is obtained, two parents are picked 
based on the two best probabilities. These two best chromosomes are selected for 
reproduction. Reproduction is done by “crossover”. Crossover is a method by which two 
parent chromosomes are mixed to produce two new offspring in their place. The simplest 
method of cross over is one point crossover. Each parent that is chromosome A and 

























  Figure B.5.1 Single point Crossover. 
 
Chromosome A is [ 1 1 1 1 1 1 1 1 1 1] and Chromosome B is [0 0 0 0 0 0 0 0 0 0]. This 
division is often in the middle of the chromosome although the position can be varied 
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Chromosome B. This is the first offspring. Likewise, the second part of the Chromosome 
A becomes attached to the first section of the Chromosome B. This forms the second 
offspring. These two offspring is placed into the pool for next generation. 
 
Another method of crossover is known as the uniform cross over. Below figure 
























 Figure B.5.2 Uniform Crossover with mask [1010011100]. 
 
In this method, a binary mask is randomly generated for each of the two parents which 
divide each of the parent chromosomes into many sections. To produce the first 
offspring, positions where the mask is equal to 1 take their value from Chromosome A 
while where the value of the mask is equal to 0 take the value from Chromosome B. This 


















Another genetic operator is Mutation. Within each generational loop, each chromosome 
in the population has the probability of randomly changing one of its values. For binary 
chromosomes, one bit is randomly flipped. For real valued chromosome, a new random 
number can be replaced on one of the positions in the chromosome. Mutation adds a new 
generic element into the chromosome. This helps in converging to the global minima as 
mutation allows the population to explore small changes around the solution to find the 
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