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THE PICARD GROUPS FOR UNITAL INCLUSIONS
OF UNITAL C∗-ALGEBRAS
KAZUNORI KODAKA
Abstract. We shall introduce the notion of the Picard group for
an inclusion of C∗-algebras. We shall also study its basic properties
and the relation between the Picard group for an inclusion of C∗-
algebras and the ordinary Picard group. Furthermore, we shall
give some examples of the Picard groups for unital inclusions of
unital C∗-algebras.
1. Introduction
In the previous paper [13] we introduced the notion of the strong
Morita equivalence for inclusions of C∗-algebras. Then in [13, Proposi-
tion 2.3], we showed that the strong Morita equivalence for inclusions
of C∗-algebras is an equivalence relation. Thus in the same way as in
Brown, Green and Rieffel [2], we can define the Picard group for an
inclusion of C∗-algebras. Also, in this paper we shall study its basic
properties as in [2] and [10]. In the last section, we shall give some ex-
amples of the Picard groups for unital inclusions of unital C∗-algebras.
For a unital C∗-algebra A, let Mn(A) be the n × n-matrix algebra
over A and In denotes the unit element in Mn(A). We identify Mn(A)
with A⊗Mn(C).
Let A and B be C∗-algebras and X an A−B-bimodule. We denote
its left A-action and right B-action on X by a · x and x · b for any
a ∈ A, b ∈ B, x ∈ X , respectively. Also, we denote by X˜ the dual
B − A-bimodule of X and we denote by x˜ the element in X˜ induced
by x ∈ X .
For each C∗-algebra A, let M(A) be its multiplier C∗-algebra and
for any automorphism α of A, let α be the automorphism of M(A)
induced by α.
2. Preliminaries
In this section, we give several notations and basic facts used in the
paper.
Let α be an automorphism of a C∗-algebra A. Following [2] but in a
slightly different way, we construct an A−A-equivalence bimodule Xα
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induced by α as following: Let Xα = A as C-vector spaces and the left
A-action on Xα and the left A-valued inner product are defined in the
usual way, but we define the right A-action on Xα by x ·a = xα(a) and
the right A-valued inner product by 〈x, y〉A = α
−1(x∗y) for any a ∈ A,
x, y ∈ Xα. We call Xα the A− A-equivalence bimodule induced by α.
Let A ⊂ C be a unital inclsion of unital C∗-algebras and EA a
conditional expectation from C onto A.
Definition 2.1. ([17, Definition 1.2.2 and Lemma 2.1.6]) A finite set
{(ui, u
∗
i )}
n
i=1 ⊂ C × C is called a quasi-basis for E
A if
n∑
i=1
uiE
A(u∗i c) = c =
n∑
i=1
EA(cui)u
∗
i
for any c ∈ C. Also, we say that EA is of Watatani index-finite type if
there exists a quasi-basis for EA and in this case we define IndW (E
A),
Watatani index of EA by
IndW (E
A) =
n∑
i=1
uiu
∗
i ∈ C.
By [17, Proposition 1.2.8], IndW (E
A) is an invertible element in C ′∩
C and it does not depend on the choice of quasi-bases.
Proposition 2.1. ([17, Proposition 1.4.1])With the above notation, we
suppose that EA is of Watatani index-finite type. If there is another
conditional expectation FA from C onto A, there is the unique element
h ∈ A′ ∩ C with EA(h) = 1 such that
FA(c) = EA(hc)
for any c ∈ C.
Under the same situation as above, we regard C as a right Hilbert
A-module as follows: We define the right A-action on C by x · a = xa
and the right A-valued inner product by 〈x, y〉A = E
A(x∗y) for any
a ∈ A, x, y ∈ C. Let BA(C) be the C
∗-algebra of all adjointable
right A-module operators on C and KA(C) the C
∗-algebra of all ad-
jointable right A-module “compact” operators on C. We regard EA as
an element in BA(C). We denote it by eA and we call eA the Jones
projection for EA. Also, we regard c ∈ C as an element in BA(C) by
the left multiplication in C.
Definition 2.2. ([17, Definition 2.1.2]) Let C1 be the closure of the
linear span of {ceAd ∈ BA(C) | c, d ∈ C}. We call the C
∗-algebra C1
the C∗-basic construction for EA.
By the definition of C1, C1 is strongly Morita equivalent to A with
respect to the equivalence bimodule C. By [17, Lemmas 2.1.3 and
2.1.6], C1 = KA(C) = BA(C) and C1 is the linear span of {ceAd ∈
BA(C) | c, d ∈ C}.
2
Definition 2.3. ([17, Definition 2.3.2]) Let EC be the linear map from
C1 onto C defined by
EC(ceAd) = IndW (E
A)−1cd
for any c, d ∈ C. Then EC is a conditional expectation from C1 onto
C and we call EC the dual conditional expectation of EA.
By [17, Proposition 2.3.4], EC is of Watatani index-finite type. Let
{(ui, u
∗
i )}
n
i=1 be a quasi-basis for E
A and we set wi = uieA(IndW (E
A))
1
2
for i = 1, 2, . . . , n. Then the finite set {(wi, w
∗
i )}
n
i=1 is a quasi-basis for
EC .
Definition 2.4. ([13, Definition 2.1]) Inclusions of C∗-algebras A ⊂ C
and B ⊂ D with AC = C and BD = D are strongly Morita equivalent
if there are a C − D-equivalence bimodule Y and its closed subspace
X satisfying the following conditions:
(1) a · x ∈ X , C〈x, y〉 ∈ A for any a ∈ A, x, y ∈ X and C〈X,X〉 = A,
C〈Y,X〉 = C,
(2) x · b ∈ X , 〈x, y〉B ∈ B for any b ∈ B, x, y ∈ X and 〈X,X〉D = B,
〈Y,X〉D = D.
Then we say that A ⊂ C is strongly Morita equivalent to B ⊂ D with
respect to the C −D-equivalence bimodule Y and its closed subspace
X . We note that X is regarded as an A−B-equivalence bimodule and
that if strong Morita equivalence inclusions A ⊂ C and B ⊂ D are
unital, we do not need to take the closure in Definition 2.4.
Let A ⊂ C and B ⊂ D be as above. Let EA and EB be conditional
expectations from C and D onto A and B, respectively. Let EX be a
linear map from Y onto X .
Definition 2.5. ([13, Definition 2.4]) We call EX a conditional expec-
tation from Y onto X with respect to EA and EB if EX satisfies the
following:
(1) EX(c · x) = EA(c) · x for any c ∈ C, x ∈ X ,
(2) EX(a · y) = a · EX(y) for any a ∈ A, y ∈ Y ,
(3) EA(C〈y, x〉) = C〈E
X(y), x〉 for any x ∈ X , y ∈ Y ,
(4) EX(x · d) = x · EB(d) for any d ∈ D, x ∈ X ,
(5) EX(y · b) = EX(y) · b for any b ∈ B, y ∈ Y ,
(6) EB(〈y, x〉D) = 〈E
X(y), x〉D for any x ∈ X , y ∈ Y .
With the above notation, we have the following by [13, Theorem 2.9].
Theorem 2.2. We suppose that inclusions A ⊂ C and B ⊂ D are
strongly Morita equivalent with respect to a C −D-equivalence bimod-
ule Y and its closed subspace X. If there is a conditional expectation
EA of Watatani index-finite type from C onto A, then there are a con-
ditional expectation of Watatani index-finite type from D onto B and a
conditional expectation EX from Y onto X with respect to EA and EB.
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Also, if there is a conditional expectation EB of Watatani index-finite
type from D onto B, then we have the same result as above.
Next, we mention on the upward basic construction of equivalence
bimodules. Let A ⊂ C, B ⊂ D and X ⊂ Y be as above. We suppose
that there are conditional expectation EA and EB from C and D onto
A and B, respectively and that they are of Watatani index-finite type.
We also suppose that there is a conditional expectation EX from Y
onto X with respect to EA and EB. Let C1 and D1 be the C
∗-basic
constructions for EA and EB, respectively. And let EC and ED be the
dual conditional expectations of EA and EB, respectively. We regard
C and D as a C1 −A-equivalence bimodule and a D1 −B-equivalence
bimodule, respectively. Let
Y1 = C ⊗A X ⊗B D˜.
Also, let EY be the linear map from Y1 onto Y defined by
EY (c⊗ x⊗ d˜) = IndW (E
A)−1c · x · d∗
for any c ∈ C, d ∈ D, x ∈ X . Furthermore, let φ be the linear map
from Y to Y1 defined by
φ(y) =
∑
i,j
ui ⊗ E
X(u∗i · y · vj)⊗ v˜j
for any y ∈ Y , where {(ui, u
∗
i )} and {(vj , v
∗
j )} are quasi- bases for E
A
and EB, respectively. By [13, Lemma 6.1 and Corollary 6.3], we obtain
the following:
Theorem 2.3. ([13, Lemma 6.1 and Corollary 6.3]) We can regard Y
as a closed subspace of a C1 − D1-equivalence bimodule Y1 using the
map φ and the inclusions C ⊂ C1 and D ⊂ D1 are strongly Morita
equivalent with Y1 and its closed subspace Y .
By [13, Lemma 6.4 and Remark 6.6], we can see that EY is a condi-
tional expectation from Y1 onto Y with respect to E
C and ED and it
is independent of the choice of quasi-bases for EA and EB.
Definition 2.6. ([13, Definition 6.5]) We call Y1 the upward basic con-
struction of Y for EX , and EY is called the dual conditional expectation
of EX .
3. Definitions and basic properties
Let A ⊂ C, B ⊂ D and K ⊂ L be inclusions of C∗-algebras with
AC = C, BD = D and KL = L, respectively. Let Y and W be a
C−D-equivalence bimodule and a D−L-equivalence bimodule and X
and Z their closed subspaces satisfying Conditions (1), (2) in Definition
2.4, respectively. That is, the inclusions A ⊂ C and B ⊂ D are strongly
Morita equivalent with respect to the C −D-equivalence bimodule Y
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and its closed subspace X and the inclusion B ⊂ D and K ⊂ L are
strongly Morita equivalent with respect to the D − L-equivalence bi-
module and its closed subspace Z. Let X ⊗D Z be the closure of the
linear span of the set
{x⊗ z ∈ Y ⊗D W | x ∈ X, z ∈ Z}.
Clearly X ⊗D Z is a closed linear subspace of Y ⊗D W and we can
regard X ⊗D Z as an A−K-equivalence bimodule.
Lemma 3.1. With the above notation, X⊗DZ is isomorphic to X⊗BZ
as A−K-equivalence bimodules, where X⊗DZ is regarded as an A−K-
equivalence bimodule.
Proof. Let (X ⊗D Z)0 be the linear span of the set
{x⊗ z ∈ Y ⊗D W | x ∈ X, z ∈ Z}
and let (X⊗BZ)0 be the algebraic relative tensor product of the A−B-
equivalence bimodule X and the B −K-equivalence bimodule Z. We
note that X ⊗B Z is the completion of (X ⊗B Z)0. Let π0 be the
map from (X ⊗B Z)0 to (X ⊗D Z)0 defined by π0(x ⊗B z) = x ⊗D z
for any x ∈ X , z ∈ Z. It is well-defined and surjective. By easy
computations, π0 preserves the left A-valued inner product and the
right K-valued inner product. Hence we obtain an A−K-equivalence
bimodule isomorphism π of X⊗BZ onto X⊗DZ. Therefore, we obtain
the conclusion. 
By Lemma 3.1, we identify X⊗BZ with X⊗DZ, the closed subspace
of Y ⊗D W under the above situations.
Let A ⊂ C be an inclusion of C∗-algebras with AC = C. Let Y
be a C − C-equivalence bimodule and X its closed subspace satisfy-
ing Conditions (1), (2) in Definition 2.4. Let Equi(A,C) be the set
of all such pairs (X, Y ) as above. We define an equivalence relation
“ ∼ ” as follows: For (X, Y ), (Z,W ) ∈ Equi(A,C), (X, Y ) ∼ (Z,W )
in Equi(A,C) if and only if there is a C −C-equivalence bimodule iso-
morphism Φ of Y onto W such that the restriction of Φ to X , Φ|X is
an A−A-equivalence bimodule isomorphism of X onto Z. We denote
by [X, Y ], the equivalence class of (X, Y ) in Equi(A,C). We remark
here that we have the following lemma:
Lemma 3.2. We suppose that inclusions of C∗-algebras A ⊂ C and
B ⊂ D are strongly Morita equivalent with respect to C−D-equivalence
bimodules Y and W and their closed subspaces X and Z, respectively.
If there is a C −D-equivalence bimodule isomorphism Φ of Y onto W
such that Φ|X is a bijection from X onto Z, then Φ|X is an A − B-
equivalence bimodule isomorphism of X onto Z.
Proof. Let a ∈ A, b ∈ B and x, y ∈ X . By Definition 2.4, a · x ∈ X
and since Φ|X is a bijection from X onto Z, Φ(a ·x) ∈ Z. Furthermore,
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since Φ is a C − D-equivalence bimodule isomorphism of Y onto W ,
Φ(a · x) = a · Φ(x). Similarly we obtain that Φ(x · b) = Φ(x) · b. Also
by Definition 2.4,
A〈Φ(x), Φ(y)〉 = C〈Φ(x) , Φ(y)〉 = C〈x, y〉 = A〈x, y〉
〈Φ(x), Φ(y)〉B = 〈Φ(x) , Φ(y)〉D = 〈x, y〉D = 〈x , y〉B.
Hence Φ|X is an A − B-equivalence bimodule isomorphism of X onto
Z. 
By Lemma 3.2, we can see that for (X, Y ), (Z,W ) ∈ Equi(A,C),
(X, Y ) ∼ (Z,W ) in Equi(A,C) if and only if there is a C−C-equivalence
bimodule isomorphism Φ of Y onto W such that Φ(X) = Z.
Let Pic(A,C) = Equi(A,C)/∼. We define the product in Pic(A,C)
as follows: For (X, Y ), (Z,W ) ∈ Equi(A,C)
[X, Y ][Z,W ] = [X ⊗A Z , Y ⊗C W ],
where the A − A-equivalence bimodule X ⊗A Z is identified with the
closed subspace X ⊗C Z of Y ⊗C W defined in the above. We note
that Y ⊗C W and its closed subspace X ⊗A Z satisfy Conditions (1),
(2) in Definition 2.4 by [13, Proposition 2.3]. By Lemma 3.1 and easy
computations, we can see that Pic(A,C) is a group. We regard (A,C)
as an element in Equi(A,C) in the evident way. Then [A,C] is the unit
element in Pic(A,C). For any element (X, Y ) ∈ Equi(A,C), (X˜, Y˜ ) ∈
Equi(A,C) and [X˜, Y˜ ] is the inverse element of [X, Y ] in Pic(A,C),
where X˜ and Y˜ are the dual A−A-equivalence bimodule of X and the
dual C − C-equivalence bimodule of Y , respectively. We note that X˜
can be a closed subspace of Y˜ . We call the group Pic(A,C) defined
in the above, the Picard group of the inclusion of C∗-algebras A ⊂ C
with AC = C.
Let A ⊂ C and B ⊂ D be inclusions of C∗-algebras with AC = C
and BD = D, respectively. We suppose that A ⊂ C and B ⊂ D are
strongly Morita equivalent with respect to a C−D-equivalence W and
its closed subspace Z. Let g be the map from Pic(A,C) to Pic(B,D)
defined by
g([X, Y ]) = [Z˜ ⊗A X ⊗A Z , W˜ ⊗C Y ⊗C W ]
for any (X, Y ) ∈ Equi(A,C), where Z˜ ⊗A X ⊗A Z is regarded as a
closed subspace of W˜ ⊗C Y ⊗C W in the same way as in Lemma 3.1.
Lemma 3.3. With the same notation as above, g is an isomorphism
of Pic(A,C) onto Pic(B,D),
Proof. The C −C-equivalence bimodule W ⊗D W˜ is isomorphic to the
C − C-equivalence bimodule C by the isomorphism
W ⊗D W˜ −→ C : z ⊗ w˜ 7→ C〈z, w〉
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for any z, w ∈ W . The restriction of the above isomorphism to Z⊗B Z˜
is an isomorphism of Z⊗B Z˜ onto A by Definition 2.4. Also, the C−C-
equivalence bimodule C ⊗C Y is isomorphic to the C − C-equivalence
bimodule Y by the isomorphism
C ⊗C Y −→ Y : c⊗ y 7→ c · y
for any c ∈ C, y ∈ Y . The restriction of the above isomorphism to
A⊗AX is an isomorphism of A⊗AX onto X by Definition 2.4. By the
above discussions, we can see that g is an isomorphism of Pic(A,C)
onto Pic(B,D). 
Let α be an automorphism of C such that the restriction of α to
A, α|A is an automorphism of A. Let Aut(A,C) be the group of all
such automorphisms. We construct an element in Equi(A,C) from
an element in Aut(A,C) as follows: Let α ∈ Aut(A,C). Let Yα be
the C − C-equivalence bimodule induced by α in the same way as in
Preliminaries. Let Xα be the A− A-equivalence bimodule induced by
α|A in the same way as above. Then clearly (Xα, Yα) ∈ Equi(A,C) and
for any α, β ∈ Aut(A,C),
[Xα◦β , Yα◦β] = [Xα , Yα][Xβ , Yβ]
in Pic(A,C). Let π be the map from Aut(A,C) to Pic(A,C) defined
by
π(α) = [Xα , Yα]
for any α ∈ Aut(A,C). By the above discussions, π is a homomor-
phism of Aut(A,C) to Pic(A,C). Let u be a unitary element in M(A).
Then Ad(u) is a generalized inner automorphism of A. Since AC = C,
by Izumi [7] u ∈ M(C). Thus Ad(u) is also a generalized inner auto-
morphism of C. Let Int(A,C) be the set of all such automorphisms in
Aut(A,C). We note that Int(A,C) = Int(A). Let ı be the inclusion
map of Int(A,C) to Aut(A,C).
Lemma 3.4. With the above notation, the sequence
1 −→ Int(A,C)
ı
−→ Aut(A,C)
pi
−→ Pic(A,C)
is exact.
Proof. Let u ∈ M(A). Then u ∈ M(C). We show that C ∼= YAd(u)
as C − C-equivalence bimodules. Let Φ be the map from C to YAd(u)
defined by Φ(x) = xu∗ for any x ∈ C. Then for any a ∈ C, x, y ∈ C,
Φ(a · x) = Φ(ax) = axu∗ = a · Φ(x)
Φ(x · a) = xu∗uau∗ = Φ(x) · a
C〈Φ(x),Φ(y)〉 = C〈xu
∗ , yu∗〉 = xy∗ = C〈x, y〉
〈Φ(x),Φ(y)〉C = 〈xu
∗, yu∗〉C = Ad(u)
−1(ux∗yu∗) = x∗y = 〈x, y〉C.
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Hence Φ is a C−C-equivalence bimodule isomorphism of C onto YAd(u).
Furthermore, since u ∈M(A), xu∗ ∈ XAd(u) for any x ∈ A. In the same
way as above, we can see that Φ|Ad(u) is an A−A-equivalence bimodule
isomorphism of A onto XAd(u). Thus
[XAd(u) , YAd(u)] = [A,C]
in Pic(A,C). Let α ∈ Aut(A,C) with [Xα, Yα] = [A,C] in Pic(A,C).
Then there is a C −C-equivalence bimodule isomorphism Φ of C onto
Yα such that Φ|A is an A− A-equivalence bimodule isomorphism of A
onto Xα. In the same way as the proof of [2, Proposition 3.1], we can
obtain unitary elements u1 ∈M(C) and u ∈M(A) such that
u1 = (Φ ◦ α
−1 , Φ) , u = ((Φ ◦ α−1)|A , Φ|A)
α = Ad(u∗1) , α|A = Ad(u
∗),
where (Φ ◦ α−1,Φ) and ((Φ ◦ α−1)|A, Φ|A) are double centralizers of
C and A, respectively. Then for any a ∈ A, u1a = (Φ ◦ α
−1)(a) =
ua. Since AC = C, u1 = u. Hence π([XAd(u∗) , YAd(u∗)]) = [A,C].
Therefore, we obtain the conclusion. 
Let A ⊂ C be an inclusion of C∗-algebras such that A is σ-unital
and AC = C. Let K be the C∗-algebra of all compact operators on a
countably infinite dimensional Hilbert space and let As = A ⊗K and
Cs = C ⊗K, respectively. Let (X, Y ) ∈ Equi(As, Cs). Let LX and LY
be the linking C∗-algebras induced by X and Y , respectively. Let
p =
[
1A ⊗ 1M(K) 0
0 0
]
, q =
[
0 0
0 1A ⊗ 1M(K)
]
in M(LX). Then p and q are full projections in M(LX). By easy
computations, we can see that LXLY = LY . Hence M(LX) ⊂ M(LY )
by Izumi [7]. Since p and q are full projections inM(LX), by Brown [1,
Lemma 2.5], there is a partial isometry w ∈M(LX) such that w
∗w = p,
ww∗ = q. Then we note that w ∈M(LY ). Let θ be the map from pLY p
to qLY q defined by
θ(
[
x 0
0 0
]
) = w
[
x 0
0 0
]
w∗
for any x ∈ Cs. By easy computations, we can see that θ is an iso-
morphism of pLY p onto qLY q. Identifying pLY p and qLY q with C
s,
we can regard θ as an automorphism of Cs. We also denote it by the
same symbol θ. Since w ∈M(LX), θ|As is an automorphism of A
s. Let
(Xθ, Yθ) be the element in Equi(A,C) induced by θ. Then we can see
that [Xθ, Yθ] = [X, Y ] in Pic(A,C) in the same way as in the proof of
[2, Theorem 3.4]. By the above discussions and Lemma 3.4. we obtain
the following proposition:
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Proposition 3.5. With the above notation and assumptions, the se-
quence
1 −→ Int(As, Cs)
ı
−→ Aut(As, Cs)
pi
−→ Pic(As, Cs) −→ 1
is exact.
4. Some lemmas
In this section, we shall prepare some lemmas for the next sections.
Let A ⊂ C, B ⊂ D and K ⊂ L be unital inclusions of unital C∗-
algebras. Let EA, EB and EK be conditional expectations from C, D
and L onto A, B and K, respectively. We suppose that they are of
Watatani index-finite type. Also, we suppose that A ⊂ C and B ⊂ D
are strongly Morita equivalent with respect to a C − D-equivalence
bimodule Y and its closed subspace X and suppose that B ⊂ D
and K ⊂ L are strongly Morita equivalent with respect to a D − L-
equivalence bimodule W and its closed subspace Z. Also, we suppose
that A′∩C = C1. Then B′∩D = C1 and K ′∩L = C1 by [13, Lemma
10.3].
Lemma 4.1. With the above notation and assumptions, there is the
unique conditional expectation EX from Y onto X with respect to EA
and EB.
Proof. By Theorem 2.2, we can see that there are a conditional expec-
tation FB of Watatani index-finite type from D onto B and a condi-
tional expectation EX from Y onto X with respect to EA and FB.
But FB = EB by Proposition 2.1 since A′ ∩ C = C1. Hence EX is a
conditional expectation from Y onto X with respect to EA and EB.
Next we show the uniqueness of EX . Let FX be another conditional
expectation from Y onto X with respect to EA and EB. Then by the
definitions of EX and FX , for any x ∈ X , y ∈ Y ,
〈x , EX(y)〉B = E
B(〈x, y〉D) = 〈x , F
X(y)〉B.
Hence EX(y) = FX(y) for any y ∈ Y . 
By Lemma 4.1, there is the unique conditional expectation EX˜ from
Y˜ onto X˜ with respect to EB and EA.
Lemma 4.2. With the above notation and assumptions, EX˜(y˜) =
E˜X(y) for any y ∈ Y .
Proof. This is immediate by Definition 2.5 and routine computations.

Also, by Lemma 4.1, there are the unique conditional expectations
EX and EZ from Y and W onto X and Z with respect to EA, EB and
EB, EK , respectively. Also, there is the unique conditional expectation
EX⊗BZ from Y ⊗D W onto X ⊗B Z with respect to E
A and EK . Let
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C1, D1 and L1 be the C
∗-basic constructions for EA, EB and EK ,
respectively. Let Y1 and W1 be the upward basic constructions of Y
and W for EX and EZ , respectively and let (Y ⊗DW )1 be the upward
basic construction of Y ⊗D W for E
X⊗BZ .
Lemma 4.3. With the above notation and asumptions, (Y ⊗D W )1 ∼=
Y1 ⊗D1 W1 as C1 −D1-equivalence bimodules.
Proof. By the definitions of Y1, W1 and (Y ⊗D W )1,
Y1 = C⊗AX ⊗B D˜ , W1 = D ⊗B Z ⊗K L˜,
(Y ⊗D W )1 = C ⊗A X ⊗B Z ⊗K L˜
Thus
Y1 ⊗D1 W1 = C ⊗A X ⊗B D˜ ⊗D1 D ⊗B Z ⊗K L˜.
Let Φ be the map from Y1 ⊗D1 W1 to (Y ⊗D W )1 defined by
Φ(c⊗ x⊗ d˜⊗ d′ ⊗ z ⊗ l˜) = c⊗ x⊗ EB(d∗d′) · z ⊗ l˜
for any c ∈ C, x ∈ X , d, d′ ∈ D, z ∈ Z, l ∈ L. By routine computa-
tions, Φ is a C1 −D1-equivalence bimodule isomorphism of Y1 ⊗D1 W1
onto (Y ⊗D W )1. Therefore, we obtain the conclusion. 
Let {(ui, u
∗
i )}, {(vi, v
∗
i )} and {(si, s
∗
i )} be quasi-bases for conditional
expectations EA, EB and EK , respectively. We recall that Y and W
are regarded as closed subspaces of Y1 and W1 by the linear maps φY
and φW defined by
φY (y) =
∑
i,j
ui ⊗E
X(u∗i · y · vj)⊗ v˜j ,
φW (w) =
∑
k,l
vk ⊗ E
Z(v∗k · w · sl)⊗ s˜l
for any y ∈ Y , w ∈ W , respectively.
Lemma 4.4. With the above notation and asssumptions,
EX⊗BZ(y ⊗ w) =
∑
j
EX(y · vj)⊗ E
Z(v∗j · w)
for any y ∈ Y , w ∈ W .
Proof. By Lemma 4.1, we have only to show the right hand side in the
above equation defines a linear map satisfying Conditions (1)-(6) in
Definition 2.5. They are proved in the routine computations. 
Also, we recall that Y ⊗D W is regarded as a closed subspace of
(Y ⊗D W )1 by the linear map φY⊗DW defined by
φY⊗DW (y ⊗ w) =
∑
i,l
ui ⊗E
X⊗BZ(ui · y ⊗ w · sl)⊗ s˜l
for any y ∈ Y , w ∈ W .
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Lemma 4.5. With the above notation, let Φ be the C1−L1-equivalence
bimodule isomorphism of Y1⊗D1W1 onto (Y ⊗DW )1 defined in Lemma
4.3. Then
φY⊗DW = Φ ◦ (φY ⊗ φW ).
Proof. For any y ∈ Y , w ∈ W ,
φY (y)⊗φW (w) =
∑
i,j,t,l
ui⊗E
X(u∗i · y · vj)⊗ v˜j ⊗ vt⊗E
Z(v∗t ·w · sl)⊗ s˜l.
By the definition of Φ,
Φ(φY (y)⊗ φW (w))
=
∑
i,j,t,l
ui ⊗ E
X(u∗i · y · vj)⊗E
A(v∗j vt) · E
Z(v∗t · w · sl)⊗ s˜l
=
∑
i,j,t,l
ui ⊗ E
X(u∗i · y · vj)⊗E
Z(EA(v∗j vt)v
∗
t · w · sl)⊗ s˜l
=
∑
i,j,l
ui ⊗ E
X(u∗i · y · vj)⊗ E
Z(v∗j · w · sl)⊗ s˜l.
On the other hand, by Lemma 4.4
φY⊗DW (y ⊗ w) =
∑
i,l
ui ⊗ E
X⊗BZ(u∗i · y ⊗ w · sl)⊗ s˜l
=
∑
i,j,l
ui ⊗ E
X(u∗i · y · vj)⊗ E
Z(v∗j · w · sl)⊗ s˜l.
Therefore we obtain the conclsuion. 
5. The C∗-basic construction
Let A ⊂ C be a unital inclusion of unital C∗-algebras. We suppose
that A′ ∩ C = C1 and that there is a conditional expectation EA of
Watatani index-finite type from C onto A. We denote its Watatani
index by IndW (E
A). Then IndW (E
A) ∈ C1. Let C1 be the C
∗-basic
construction for EA and eA the Jones projection for E
A. Let (X, Y ) ∈
Equi(A,C). Let Y1 be the upward basic construction of Y for E
X .
Then Y1 is uniquely determined by Lemma 4.1. We recall that Y is
regarded as a closed subspace of Y1 by the map, which is denoted by
φY , from Y to Y1 defined by
φY (y) =
∑
i,j
ui ⊗ E
X(u∗i · y · uj)⊗ u˜j,
where {(ui, u
∗
i )}i is a quasi-basis for E
A, which is independent of the
choice of a quasi-basis for EA (See Preliminaries). Let f be the map
from Pic(A,C) to Pic(C,C1) defined by
f([X, Y ]) = [Y, Y1]
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for any (X, Y ) ∈ Equi(A,C). Then by Theorem 2.3, (Y, Y1) ∈ Equi(C,C1).
Hence f is well-defined. In this section, we shall show that f is an iso-
morphism of Pic(A,C) onto Pic(C,C1). First we show that f is a
homomorphism of Pic(A,C) to Pic(C,C1).
Lemma 5.1. With the same notation as above, f is a homomorphism
of Pic(A,C) to Pic(C,C1).
Proof. Let (X, Y ), (Z,W ) ∈ Equi(A,C). Then
f([X, Y ][Z,W ]) = f([X ⊗A Z , Y ⊗C W ]) = [Y ⊗C W , (Y ⊗C W )1],
where (Y ⊗CW )1 is the upward basic construction of Y ⊗CW for E
X⊗AZ
where EX⊗AZ is the conditional expectation from Y ⊗CW onto X⊗AZ
with respect to EA and EA. By Lemmas 4.3, 4.5, we can see that there
is a C1−C1-equivalence bimodule isomorphism preserving the elements
in Y ⊗C W . Therefore, we obtain that
f([X, Y ][Z,W ]) = f([X, Y ])f([Z,W ]).

Let EC be the dual conditional expectation from C1 onto C. Let
eC and C2 be the Jones projection and the C
∗-basic construction for
EC , respectively. Then the unital inclusion C1 ⊂ C2 is strongly Morita
equivalent to the unital inclusion A ⊂ C with respect to the C2 − C-
equivalence bimodule C1 and its closed subspace C by [13, Lemma 4.2],
where C is regarded as a closed subspace of C1 by the linear map θC
defined by
θC(a) = IndW (E
A)
1
2aeA
for any a ∈ C. Let g be the map from Pic(A,C) to Pic(C1, C2) defined
by
g([X, Y ]) = [C ⊗A X ⊗A C˜ , C1 ⊗C Y ⊗C C˜1]
for any (X, Y ) ∈ Equi(A,C). Then g is an isomorphism of Pic(A,C)
onto Pic(C1, C2) by Lemma 3.3. Let f1 be the homomorphism of
Pic(C,C1) to Pic(C1, C2) defined by
f1([Y, Y1]) = [Y1, Y2]
for any (Y, Y1) ∈ Equi(C,C1), where Y2 is the upward basic construc-
tion of Y1 for E
Y and EY is the conditional expectation from Y1 onto
Y with respect to EC and EC .
Lemma 5.2. With the above notation, f1 ◦ f = g on Pic(A,C).
Proof. Let (X, Y ) ∈ Equi(A,C). By the definitions of f and f1,
(f1 ◦ f)([X, Y ]) = [Y1, Y2],
where Y1 = C ⊗A X ⊗A C˜ and Y2 = C1 ⊗C Y ⊗C C˜1. Also,
g([X, Y ]) = [C ⊗A X ⊗A C˜ , C1 ⊗C Y ⊗C C˜1]
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by the definition of g. We note that Y1 is regarded as a closed subspace
Y2 by the linear map φY1 from Y1 to Y2 defined by
φY1(c⊗ x⊗ d˜) =
∑
i,j
wi ⊗E
Y (w∗i · c⊗ x⊗ d˜ · wj)⊗ w˜j
for any c, d ∈ C, x ∈ X , where {(wi, w
∗
i )} is a quasi-basis for E
C
defined by wi = IndW (E
A)
1
2uieA. We also note that C ⊗A X ⊗A C˜
is regarded as a closed subspace of C1 ⊗C Y ⊗C C˜1 by the linear map
θC⊗AX⊗AC˜ from C ⊗A X ⊗A C˜ to C1 ⊗C Y ⊗C C˜1 defined by
θ
C⊗AX⊗AC˜
(c⊗ x⊗ d˜) = IndW (E
A)ceA ⊗ x⊗ d˜eA
for any c, d ∈ C, x ∈ X . In order to show that f1 ◦ f = g, we need to
prove that
φY1(c⊗ x⊗ d˜) = θC⊗AX⊗AC˜(c⊗ x⊗ d˜)
for any c, d ∈ C, x ∈ X . For any c, d ∈ C, x ∈ X ,
φY1(c⊗ x⊗ d˜)
= IndW (E
A)2
∑
i,j
uieA ⊗ E
Y (eAu
∗
i · c⊗ x⊗ d˜ · ujeA)⊗ u˜jeA
= IndW (E
A)2
∑
i,j
uieA ⊗ E
Y (EA(u∗i c)⊗ x⊗
˜EA(u∗jd))⊗ u˜jeA
= IndW (E
A)
∑
i,j
uieA ⊗ E
A(u∗i c) · x · E
A(d∗uj)⊗ u˜jeA
= IndW (E
A)
∑
i,j
uiE
A(u∗i c)eA ⊗ x⊗ [ujE
A(u∗jd)eA]
˜
= IndW (E
A)ceA ⊗ x⊗ d˜eA
= θC⊗AX⊗AC˜(c⊗ x⊗ d˜)
by the definition of EY (See Preliminaries). Therefore, we obtain the
conclusion. 
By Lemmas 3.3, 5.2, we can see that (g−1 ◦f1)◦f = id on Pic(A,C).
Next, we shall show that
f ◦ (g−1 ◦ f1) = id
on Pic(C,C1). Let (Y, Y1) ∈ Equi(C,C1). Then
(g−1 ◦f1)([Y, Y1]) = g
−1([Y1, Y2]) = [C˜⊗C1 Y1⊗C1 C , C˜1⊗C2 Y2⊗C2 C1],
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where Y2 is the upward basic construction of Y1 for E
Y . Thus Y2 =
C1 ⊗C Y ⊗C C˜1. Hence
(f ◦ g−1 ◦ f1)([Y, Y1])
= [C˜1 ⊗C2 Y2 ⊗C2 C1 , C ⊗A C˜ ⊗C1 Y1 ⊗C1 C ⊗A C˜]
= [C˜1 ⊗C2 C1 ⊗C Y ⊗C C˜1 ⊗C2 C1 , C ⊗A C˜ ⊗C1 Y1 ⊗C1 C ⊗A C˜].
By easy computations, C˜1 ⊗C2 C1 ⊗C Y ⊗C C˜1 ⊗C2 C1 is isomorphic to
Y as C −C-equivalence bimodules by the linear map ΦY from C˜1 ⊗C2
C1 ⊗C Y ⊗C C˜1 ⊗C2 C1 to Y defined by
ΦY (c˜1 ⊗ y2 ⊗ d1) = E
C(c∗1a1) · y · E
C(b∗1d1)
for any a1, b1, c1, d1 ∈ C1, y ∈ Y and y2 = a1⊗y⊗ b˜1. Also, C⊗A C˜⊗C1
Y1 ⊗C1 C ⊗A C˜ is isomorphic to Y1 as C1 − C1-equivalence bimodules
by the linear map ΦY1 from C ⊗A C˜ ⊗C1 Y1 ⊗C1 C ⊗A C˜ to Y1 defined
by
ΦY1(c⊗ a˜⊗ y1 ⊗ b⊗ d˜) = ceAa
∗ · y1 · beAd
∗
for any a, b, c, d ∈ C, y1 ∈ Y1. We note that C˜1⊗C2C1⊗CY ⊗C C˜1⊗C2C1
is regarded as a closed subspace of C ⊗A C˜ ⊗C1 Y1 ⊗C1 C ⊗A C˜ by the
linear map φ
C˜1⊗C2C1⊗CY⊗C C˜1⊗C2C1
from C˜1 ⊗C2 C1 ⊗C Y ⊗C C˜1 ⊗C2 C1
to C ⊗A C˜ ⊗C1 Y1 ⊗C1 C ⊗A C˜ defined by
φ
C˜1⊗C2C1⊗CY⊗CC˜1⊗C2C1
(c˜1 ⊗ a1 ⊗ y ⊗ b˜1 ⊗ d1)
=
∑
i,j
ui ⊗E
C˜⊗C1Y1⊗C1C(u∗i · c˜1 ⊗ a1 ⊗ y ⊗ b˜1 ⊗ d1 · uj)⊗ u˜j
for any a1, b1, c1, d1 ∈ C1, y ∈ Y , where E
C˜⊗C1Y1⊗C1C is the unique
conditional expectation from C˜1⊗C2 C1⊗C Y ⊗C C˜1⊗C2 C1 onto C˜⊗C1
Y1⊗C1 C with respect to E
A and EA, which satisfies Conditions (1)-(6)
in Definition 2.5 by Lemma 4.1.
Lemma 5.3. With the above notation,
EC˜⊗C1Y1⊗C1C(c˜1 ⊗ a1 ⊗ y ⊗ b˜1 ⊗ d1) = ˜EC(a∗1c1)⊗ y ⊗ E
C(b∗1d1)
for any a1, b1, c1, d1 ∈ C1, y ∈ Y .
Proof. Let y2 = a1⊗y⊗b˜1. Let {(ri, r
∗
i )} be the quasi-basis for E
C1 , the
dual conditional expectation of EC from C2 onto C1, which is defined
by ri = IndW (E
A)
1
2wieC , where eC is the Jones projection for E
C . Let
FC be the conditional expectation from C1, the C2 − C-equivalence
bimodule onto C, the C1 − A-equivalence bimodule with respect to
EC1 and EA, which is defined by
FC(ceCd) = cE
C(d)eC
14
for any c, d ∈ C. Also, let F C˜ be the conditional expectation from C˜1
onto C˜ induced by FC . Then by Lemmas 4.2, 4.4, and the definition
of EY1 (See Preliminaries),
EC˜⊗C1Y1⊗C1C(c˜1 ⊗ y2 ⊗ d1)
=
∑
i,j
F C˜(c˜1 · ri)⊗ E
Y1(r∗i · y2 · rj)⊗ F
C(r∗j · d1)
= IndW (E
A)2
∑
i,j
F C˜( ˜EC(w∗i c1))⊗ E
Y1(EC(w∗i a1)⊗ y ⊗
˜EC(w∗j b1))
⊗ FC(EC(w∗jd1))
= IndW (E
A)
∑
i,j
[FC(EC(w∗i c1))]
˜⊗ EC(w∗i a1) · y · E
C(w∗j b1)
∗
⊗ FC(EC(w∗jd1))
= IndW (E
A)
∑
i,j
[FC(EC(a∗1wiE
C(w∗i c1)))]
˜⊗ y
⊗ FC(EC(EC(b∗1wj)w
∗
jd1))
= IndW (E
A)[FC(EC(a∗1c1))]
˜⊗ y ⊗ FC(EC(b∗1d1)).
Here since we regard EC(a∗1c1) as an element in the C2−C-equivalence
bimodule C1,
FC(EC(a∗1c1)) =
∑
i
FC(EC(a∗1c1)wieCw
∗
i )
=
∑
i
EC(a∗1c1)wiE
C(w∗i )eC = E
C(a∗1c1)eC .
Since we regard the element EC(a∗1c1)eC in the C2 − C-equivalence
bimodule C1 as the element IndW (E
A)−
1
2EC(a∗1c1) in C, the C1 − A-
equivalence bimodule by [13, Section 4],
FC(EC(a∗1c1)) = IndW (E
A)−
1
2EC(a∗1c1).
Similarly, FC(EC(b∗1d1)) = IndW (A)
−
1
2EC(b∗1d1). Therefore, we obtain
the conclusion. 
Lemma 5.4. With the above notation, f ◦ g−1 ◦ f1 = id on Pic(C,C1).
Proof. Let ΦY be the isomorphism of C˜1⊗C2C1⊗CY⊗CC˜1⊗C2C1 onto Y
and ΦY1 the isomorphism of C⊗A C˜⊗C1 Y1⊗C1 C⊗A C˜ onto Y1 defined
in the above. Also, let φ
C˜1⊗C2C1⊗CY⊗C C˜1⊗C2C1
be the injective linear
map from C˜1⊗C2 C1⊗C Y ⊗C C˜1⊗C2 C1 into C⊗A C˜⊗C1 Y1⊗C1 C⊗A C˜
defined in the above. It suffices to show that
ΦY = ΦY1 ◦ φC˜1⊗C2C1⊗CY⊗CC˜1⊗C2C1
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in order to prove that f ◦g−1◦f1 = id on Pic(C,C1). Let a1, b1, c1, d1 ∈
C1, y ∈ Y and let y2 = a1 ⊗ y ⊗ b˜1. Then by Lemma 5.3,
φ
C˜1⊗C2C1⊗CY⊗CC˜1⊗C2C1
(c˜1 ⊗ y2 ⊗ d1)
=
∑
i,j
ui ⊗E
C˜⊗C1Y1⊗C1C(u∗i · c˜1 ⊗ a1 ⊗ y ⊗ b˜1 ⊗ d1 · uj)⊗ u˜j
=
∑
i,j
ui ⊗E
C˜⊗C1Y1⊗C1C(c˜1ui ⊗ a1 ⊗ y ⊗ b˜1 ⊗ d1uj)⊗ u˜j
=
∑
i,j
ui ⊗ [E
C(a∗1c1ui)]
˜⊗ y ⊗EC(b∗1d1uj)⊗ u˜j.
Hence
(ΦY1 ◦ φC˜1⊗C2C1⊗CY⊗CC˜1⊗C2C1
)(c˜1 ⊗ y2 ⊗ d1)
=
∑
i,j
uieAE
C(u∗i c
∗
1a1) · y · E
C(b∗1d1uj)eAu
∗
j
=
∑
i,j
uieAu
∗
iE
C(c∗1a1) · y · E
C(b∗1d1)ujeAu
∗
j
= EC(c∗1a1) · y · E
C(b∗1d1).
On the other hand,
ΦY (c˜1 ⊗ y2 ⊗ d1) = E
C(c∗1a1) · y · E
C(b∗1d1).
Therefore, we obtain the conclusion. 
Theorem 5.5. Let A ⊂ C be a unital inclusion of unital C∗-algebras.
We suppose that A′∩C = C1 and that there is a conditional expectation
EA of Watatani index-finite type from C onto A. Let C1 be the C
∗-basic
construction for EA. Then Pic(A,C) ∼= Pic(C,C1).
Proof. This is immediate by Lemmas 5.2, 5.4. 
6. The Picard groups for inclusions of C∗-algebras and
the ordinary Picard groups
In this section, we shall investigate the relation between the Picard
groups for inclusion of C∗-algebras and the ordinary Picard groups.
Let A ⊂ C be an inclusion of C∗-algebras with AC = C and let fC be
the homomorphism from Pic(A,C) to Pic(C) defined by
fC : Pic(A,C)→ Pic(C) : [X, Y ] 7→ [Y ],
where Pic(C) is the ordinary Picard group of C. In this section, we
suppose that AC = C for any inclusions of C∗-algebras A ⊂ C.
Let u be a unitary element in M(C) satisfying that uau∗, u∗au ∈ A
for any a ∈ A. We regard Au as an A − A-equivalence bimodule as
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follows: In the usual way, we regard Au as a vector space over C. We
define the left A-action and the right action by
a · xu = axu, xu · a = xua = x(uau∗)u
for any a, x ∈ A. We also define the left A-valued inner product and
the right A-valued inner product by
A〈xu, yu〉 = xuu
∗y∗ = xy∗, 〈xu, yu〉A = u
∗x∗yu
for any x, y ∈ A. Furthermore, Au is a closed subspace of C, the trivial
C −C-equivalence bimodule and we can see that [Au,C] is an element
in Pic(A,C) by easy computations. Let Aut(A,C) be the group of
all automorphisms of C such that α|A is an automorphism of A. Let
α ∈ Aut(A,C) and let [Xα, Yα] be the element in Pic(A,C) induced by
α, which is defined in Section 3
Lemma 6.1. With the above notation, let α ∈ Aut(A,C). Then the
following conditions are equivalent:
(1) [Xα, Yα] ∈ KerfC,
(2) There is a unitary element u ∈M(C) satisfying that uau∗, u∗au ∈
A for any a ∈ A and that [Xα, Yα] = [Au,C] in Pic(A,C).
Proof. (1)⇒ (2): We suppose that [Xα, Yα] ∈ KerfC . Then [Yα] = [C]
in Pic(C). Hence there is a unitary element u ∈ M(C) such that α =
Ad(u) on C. Since α|A is also an automorphism of A, we can see that
uau∗, u∗au ∈ A for any a ∈ A. Let Φ be the linear map from C to YAd(u)
defined by Φ(x) = xu∗ for any x ∈ C. Then by the proof of Lemma 3.4,
Φ is a C−C-equivalence bimodule isomorphism of C onto YAd(u). Also,
we can see that Φ|Au is an A − A-equivalence bimodule isomorphism
of Au onto Xα. Indeed, for any x ∈ A, Φ(xu) = xuu
∗ = x ∈ Xα. By
Lemma 3.2 Φ|Au is an A−A-equivalence bimodule isomorphism of Au
onto Xα.
(2)⇒ (1): It is clear by the definition of fC . 
Let K(M(C)) be the set of all unitary elements u inM(C) such that
uau∗, u∗au ∈ A for any a ∈ A. Then K(M(C)) is a subgroup of the
group of all unitary elements in M(C).
Lemma 6.2. With the above notation, for any u, v ∈ K(M(C)),
[Au,C][Av, C] = [Auv, C]
in KerfC.
Proof. By the definition of the product in Pic(A,C),
[Au,C][Av, C] = [Au⊗A Av, C ⊗C C]
in Pic(A,C). Hence we have only to show that
[Au⊗A Av, C ⊗C C] = [Auv, C]
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in Pic(A,C). Let Φ be the linear map from C ⊗C C to C defined by
Φ(x⊗ y) = xy
for any x, y ∈ C. Then clearly Φ is a C − C-equivalence bimodule
isomorphism of C ⊗C C onto C. Also, for any x, y ∈ A,
Φ(xu ⊗ yv) = xuyv = xuyu∗uv ∈ Auv.
Hence by Lemma 3.2, we can see that Φ|Au⊗AAv is an A−A-equivalence
bimodule isomorphism of Au ⊗A Av onto Auv. Therefore, we obtain
the conclusion. 
Lemma 6.3. With the above notation, let u ∈ K(M(C)). Then the
following conditions are equivalent:
(1) [Au,C] = [A,C] in Pic(A,C),
(2) There is a unitary element w ∈M(A) such that w∗u ∈ C ′∩M(C).
Proof. (1)⇒ (2): By the proof of Lemma 6.1, [Au,C] = [XAd(u), YAd(u)]
in Pic(A,C). Hence since [XAd(u), YAd(u)] = [A,C] in Pic(A,C), by the
proof of Lemma 3.4, there is a unitary element w ∈ M(A) such that
Ad(u) = Ad(w) on C. Hence w∗u ∈ C ′ ∩M(C) since M(A) ⊂ M(C).
(2)⇒ (1): Since w∗u ∈ C ′ ∩M(C), Ad(u) = Ad(w) on C. Thus
[Au,C] = [XAd(u), YAd(u)] = [XAd(w), YAd(w)] = [A,C]
in Pic(A,C) by the proofs of Lemmas 3.4 and 6.1. 
Let U(M(A)) be the group of all unitary elements in M(A). Then
U(M(A)) is a subgroup of K(M(C)) since M(A) ⊂ M(C) is a unital
inclusion.
Lemma 6.4. With the above notation, U(M(A)) is a normal subgroup
of K(M(C)).
Proof. Let u ∈ K(M(C)) and w ∈ U(M(A)). Let {wλ}λ∈Λ be a net in
A such that {wλ}λ∈Λ is strictly convergent to w ∈ M(A). Then since
uwλu
∗ ∈ A for any λ ∈ Λ, uwu∗ ∈ U(M(A)). Therefore we obtain the
conclusion. 
Let K be the C∗-algebra of all compact operators on a countably
inifinite dimensional Hilbert space. Let A ⊂ C be an inclusion of
C∗-algebras with AC = C and As ⊂ Cs the inclusion of C∗-algebras
induced by A ⊂ C, where As = A⊗K and Cs = C⊗K. Let S(As, Cs)
be the subgroup of Pic(Cs) defined by
S(As, Cs) = {[Yα] ∈ Pic(C
s) |α ∈ Aut(As, Cs)}.
Then by Proposition 3.5, S(As, Cs) = ImfCs , where fCs is the homo-
morphism of Pic(As, Cs) to Pic(Cs) defined in the same way as in the
above. By Lemma 6.1
KerfCs = {[A
su , Cs] ∈ Pic(As, Cs) | u ∈ K(M(Cs))}.
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Furthermore, we suppose that (Cs)′ ∩M(Cs) = C1. Then by Lemmas
6.2, 6.3, KerfCs ∼= K(M(C
s))/U(M(As)) as groups. Thus, we obtain
the following theorem:
Theorem 6.5. Let A ⊂ C be an inclusion of C∗-algebras such that
A is σ-unital and AC = C. Let As ⊂ Cs be the inclusion of C∗-
algebras induced by A ⊂ C, where As = A⊗K and Cs = C ⊗K. We
suppose that (Cs)′ ∩M(Cs) = C1M(Cs). Then we have the following
exact sequence:
1 −→ K(M(Cs))/U(M(As)) −→ Pic(As, Cs)
fs
C−→ S(As, Cs) −→ 1.
Again, we consider an inclusion of C∗-algebras, A ⊂ C with AC = C.
Let fA be the homomorphism of Pic(A,C) to Pic(A) defined by
fA : Pic(A,C)→ Pic(A) : [X, Y ] 7→ [X ],
where Pic(A) is the ordinary Picard group of A. Let Aut0(A,C) be the
group of all automorphisms α of C with α = id on A. Then by easy
computations, Aut0(A,C) is a normal subgroup of Aut(A,C).
Lemma 6.6. With the above notation, let α ∈ Aut(A,C). Then the
following conditions are equivalent:
(1) [Xα, Yα] ∈ KerfA,
(2) There is a β ∈ Aut0(A,C) such that [Xα, Yα] = [Xβ, Yβ] in Pic(A,C).
Proof. (1)⇒ (2): Since [Xα, Yα] ∈ KerfA, [Xα] = [A] in Pic(A). Hence
there is a unitary element u ∈M(A) such that α = Ad(u) on A. Since
[XAd(u∗), YAd(u∗)] = [A,C] in Pic(A,C),
[Xα , Yα] = [XAd(u∗) , YAd(u∗)][Xα , Yα] = [XAd(u∗)◦α , YAd(u∗)◦α]
in Pic(A). Let β = Ad(u∗) ◦ α. Then β ∈ Aut0(A,C).
(2)⇒ (1): Since Xβ = A, [Xβ , Yβ] ∈ KerfA. Hence [Xα, Yα] ∈ KerfA.

Let π be the homomorphism of Aut(A,C) to Pic(A,C) defined by
π(α) = [Xα, Yα]
for any α ∈ Aut(A,C). Let AutI(A,C) be the subset of Aut(A,C)
defined by
AutI(A,C) = {α ∈ Aut(A,C) |α|A ∈ Int(A)}.
Then clearly AutI(A,C) is a subgroup of Aut(A,C). Also, AutI(A,C)
is a normal subgroup of Aut(A,C). Indeed, let α ∈ AutI(A,C). Then
there is a unitary element u ∈ M(A) such that α(a) = uau∗ for any
a ∈ A. Hence for any β ∈ Aut(A,C) and a ∈ A,
(β ◦ α ◦ β−1)(a) = β(uβ−1(a)u∗) = β(u)aβ(u∗)
since β|A ∈ Aut(A), where β is an automorphism of M(C) induced by
β, whose restriction β|M(A) is also an automorphism of M(A). Thus
Aut(A,C) is a normal subgroup of Aut(A,C).
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Lemma 6.7. With the above notation, let α ∈ Aut(A,C). Then the
following conditions are equivalent:
(1) [Xα , Yα] ∈ KerfA,
(2) α ∈ AutI(A,C).
Proof. (1) ⇒ (2): By Lemma 6.6, there is a β ∈ Aut0(A,C) such
that [Xα , Yα] = [Xβ , Yβ] in Pic(A,C). Hence by Lemma 3.4, α ◦
β−1 ∈ Int(A,C). Thus there is a unitary element u ∈ M(A) such
that α ◦ β−1 = Ad(u), that is, α = Ad(u) ◦ β. Then for any a ∈ A,
α(a) = uβ(a)u∗ = uau∗. Hence α ∈ AutI(A,C).
(2)⇒ (1): Since α ∈ AutI(A,C), there is a unitary element u ∈M(A)
such that α(a) = uau∗ for any a ∈ A. Let β = Ad(u∗) ◦ α. Then β ∈
Aut(A,C) since M(A) ⊂ M(C) is a unital inclusion. Also, β(a) = a
for any a ∈ A. Hence β ∈ Aut0(A,C). Thus [Xα, Yα] = [Xβ , Yβ] in
Pic(A,C) by Lemma 3.4. Hence by Lemma 6.6, [Xα, Yα] ∈ KerfA. 
Lemma 6.8. With the above notations, let α ∈ Aut(A,C). Then the
following conditions are equivalent:
(1) [Xα] = [A] in Pic(A),
(2) α ∈ AutI(A,C).
Proof. (1) ⇒ (2): By [2, Proposition 3.1], there is a unitary element
u ∈M(A) such that α|A = Ad(u). Hence α ∈ AutI(A,C).
(2) ⇒ (1): Since α|A ∈ Int(A), we can see that [Xα] = [A] in Pic(A).

Let As ⊂ Cs be the inclusion of C∗-algebras induced by the inclu-
sion of C∗-algebras A ⊂ C with AC = C. We suppose that A is σ-
unital. Then by Proposition 3.5, the homomorphism π of Aut(As, Cs)to
Pic(As, Cs) is surjective. Hence
ImfAs = {[Xα] ∈ Pic(A
s) |α ∈ Aut(As, Cs)}
and by Lemma 6.6,
KerfAs = {[Xα, Yα] ∈ Pic(A
s, Cs) |α ∈ Aut0(A
s, Cs)}.
Also, we have the exact sequence
1 −→ KerfAs −→ Pic(A
s, Cs) −→ ImfAs −→ 1.
Since π is a surjective homomorphism of AutI(A
s, Cs) onto KerfAs by
Lemma 6.7, we can see that
KerfAs ∼= AutI(A
s, Cs)/Int(As, Cs)
by Proposition 3.5. Also, fAs ◦ π is a surjective homomorphism of
Aut(As, Cs) onto ImfAs, we can see that
ImfAs ∼= Aut(A
s, Cs)/AutI(A
s, Cs)
by Lemma 6.8. By the above discussions, we obtain the following
theorem:
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Theorem 6.9. Let A ⊂ C be an inclusion of C∗-algebras such that A
is σ-unital and AC = A. Let As ⊂ Cs be the inclusion of C∗-algebras
induced by A ⊂ C, where As = A⊗K and Cs = C⊗K. Then we have
the following:
1 −→KerfAs −→ Pic(A
s, Cs) −→ ImfAs −→ 1,
KerfAs ∼= AutI(A
s, Cs)/Int(As, Cs),
ImfAs ∼= Aut(A
s, Cs)/AutI(A
s, Cs).
7. Examples
In this section, we shall give some examples of the Picard groups for
unital inclusions of unital C∗-algebras obtained by routine computa-
tions. Some other examples can be found in [11, Corollary 6.7]. We
begin this section with a trivial example.
Example 7.1. Let A be a C∗-algebra. We regard A ⊂ A as an inclu-
sion of C∗-algebras by the identity map. Then Pic(A,A) ∼= Pic(A).
Proof. Let  be the map from Pic(A) to Pic(A,A) defined by
([X ]) = [X,X ]
for any [X ] ∈ Pic(A). Then clearly  is a monomorphism of Pic(A) to
Pic(A,A). Let [X, Y ] ∈ Pic(A,A). Since X is an A − A-equivalence
bimodule, A ·X = X = X · A by [3, Proposition1.7]. Also, since Y is
an A−A-equivalence bimodule, by [3, Proposition 1.7],
Y = A · Y = A〈X , X〉 · Y = X · 〈X , Y 〉A = X ·A = X.
Thus  is surjective. Therefore,  is an isomorphism of Pic(A) onto
Pic(A,A). 
Let A be a unital C∗-algebra and we consider the unital inclusion
of unital C∗-algebras C1 ⊂ A. Before we give the next example, we
prepare a lemma.
Lemma 7.2. Let A be a unital C∗-algebra satisfying the following se-
quence
1 −→ Int(A) −→ Aut(A) −→ Pic(A) −→ 1
is exact. Then we have the following exact sequence:
1 −→ KerfA −→ Pic(C1, A)
fA−→ Pic(A) −→ 1.
Furthermore,
KerfA = { [Cu,A] ∈ Pic(C1, A) | u ∈ U(A)},
where U(A) is the group of all unitary elements in A.
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Proof. By the assumptions, for any [X ] ∈ Pic(A), there is an automor-
phism α of A such that [X ] = [Xα] in Pic(A), where Xα is the A−A-
equivalence bimodule induced by α. Then C1 is a closed subspace of
Xα and by easy computations, we can see that [C1, Xα] ∈ Pic(C1, A)
and that fA([C1, Xα]) = [Xα]. Thus fA is surjective. Next, we show
that
KerfA = { [Cu,A] ∈ Pic(C1, A) | u ∈ U(A)}.
Let [X, Y ] ∈ KerfA. Then [Y ] = [A] in Pic(A). Hence there is an
A−A-equivalence bimodule isomorphism θ of Y onto A. Let Z = θ(X).
Then [Z,A] ∈ Pic(C1, A) and [Z,A] = [X, Y ] in Pic(C1, A) by easy
computations. Also, since Pic(C) = {[C]}, Z is a vector space over C
of dimension 1. Thus there is a unitary element u in A with ||u|| = 1
such that Z = Cu. We note that
C〈u, u〉 = A〈u, u〉 = uu
∗ ∈ C, 〈u, u〉C = 〈u, u〉A = u
∗u ∈ C.
Since uu∗, u∗u are positive numbers and ||u|| = 1, u is a unitary element
in A. Thus
KerfA ⊂ { [Cu,A] ∈ Pic(C1, A) | u ∈ U(A)}.
Furthermore, by Lemma 6.1 we can see that [Cu,A] ∈ KerfA for any
u ∈ U(A) . Hence
KerfA = { [Cu,A] ∈ Pic(C1, A) | u ∈ U(A)}.

Let  be the map from Pic(A) to Pic(C1, A) defined by
([Xα]) = [C1, Xα]
for any α ∈ Aut(A). Then by the proof of Lemma 7.2,  is a homomor-
phism of Pic(A) to Pic(C1, A) with fA ◦  = id on Pic(A). Also, let κ
be the map from U(A) to KerfA defined by
κ(u) = [Cu,A]
for any u ∈ U(A). Then by Lemma 6.3, Kerκ = U(A ∩ A′) and κ is
surjective. Hence we obtain the following example.
Example 7.3. Let A be a unital C∗-algebra satisfying the following
sequence
1 −→ Int(A) −→ Aut(A) −→ Pic(A) −→ 1
is exact. Then Pic(C1, A) is isomorphic to a semidirect product group
of U(A)/U(A ∩A′) by Pic(A), that is,
Pic(C1, A) ∼= U(A)/U(A ∩ A′)⋊s Pic(A).
We go to the next example. Let A be a unital C∗-algebra satisfying
the following sequence
1 −→ Int(A) −→ Aut(A) −→ Pic(A) −→ 1
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is exact. Let n be any positive integer with n ≥ 2. We consider the
unital inclusion of unital C∗-algebras
a ∈ A 7→ a⊗ In ∈Mn(A),
where In is the unit element in Mn(A).
Lemma 7.4. With the above notation, the homomorphism fA of
Pic(A,Mn(A)) to Pic(A) is surjective.
Proof. Let X be any A − A-equivalence bimodule. Then by the as-
sumptions, there is an automorphism α of A such that [X ] = [Xα] in
Pic(A), where Xα is the A−A-equivalence bimodule induced by α. Let
Xα⊗id be the Mn(A)−Mn(A)-equivalence bimodule induced by α⊗ id.
Then [Xα, Xα⊗id] ∈ Pic(A,Mn(A)) and
fA([Xα, Xα⊗id]) = [Xα] = [X ]
in Pic(A). Thus fA is surjective. 
Let  be the map from Pic(A) to Pic(A,Mn(A)) defined by
([Xα]) = [Xα, Xα⊗id]
for any α ∈ Aut(A). Then  is clearly a homomorphism of Pic(A) to
Pic(A,Mn(A)) with fA ◦  = id on Pic(A). Thus Pic(A,Mn(A)) is a
semidirect group of KerfA by Pic(A) by Lemma 7.4.
We compute KerfA. Let [X, Y ] ∈ KerfA. Since fA([X, Y ]) = [X ] in
Pic(A), there is an A − A-equivalence bimodule isomorphism θ of A
onto X . We prepare the following lemma.
Lemma 7.5. Let A ⊂ C be a unital inclusion of unital C∗-algebras.
Let (X, Y ) ∈ Equi(A,C) satisfying that there is an A− A-equivalence
bimodule isomorphism θ of A onto X. Then there is a β ∈ Aut0(A,C)
such that
[X, Y ] = [A, Yβ]
in Pic(A,C), where Yβ is the C − C-equivalence bimodule induced by
β.
Proof. By the discussions in [13, Section 2] and Rieffel [16, Proposition
2.1], there is an automorphism β of C defined by
β(c) = C〈θ(1) · c , θ(1)〉
for any c ∈ C since
C〈θ(1) , θ(1)〉 = A〈θ(1) , θ(1)〉 = A〈1 , 1〉 = 1
and also we have 〈θ(1) , θ(1)〉C = 1, where 1 is the unit element of A.
Then for any a ∈ A
β(a) = C〈θ(1) · a , θ(1)〉 = C〈θ(a) , θ(1)〉 = A〈θ(a), θ(1)〉 = A〈a, 1〉 = a.
Hence β ∈ Aut0(A,C). Let ρ be the linear map from Y to Yβ defined
by
ρ(y) = C〈y , θ(1)〉
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for any y ∈ Y . For any c ∈ C, c · θ(1) ∈ Y and
ρ(c · θ(1)) = C〈c · θ(1) , θ(1)〉 = c C〈θ(1) , θ(1)〉 = c.
Hence ρ is surjective. Also, for any y, z ∈ Y ,
C〈ρ(y) , ρ(z)〉 = C〈 C〈y , θ(1)〉 , C〈z , θ(1)〉〉 = C〈y , θ(1)〉 C〈θ(1) , z〉
= C〈 C〈y , θ(1)〉 · θ(1) , z〉 = C〈y · 〈θ(1) , θ(1)〉C , z〉
= C〈y · 〈1 , 1〉A , z〉 = C〈y , z〉,
〈ρ(y) , ρ(z)〉C = 〈 C〈y , θ(1)〉 , C〈z , θ(1)〉〉C
= β−1( C〈θ(1) , y〉 C〈z , θ(1)〉)
= β−1( C〈 C〈θ(1) , y〉 · z , θ(1)〉)
= β−1( C〈θ(1) · 〈y , z〉C , θ(1)〉)
= (β−1 ◦ β)(〈y , z〉C) = 〈y , z〉C .
Hence ρ is a C − C-equivalence bimodule isomorphism of Y onto Yβ.
Furthermore, for any a ∈ A,
ρ(θ(a)) = C〈θ(a) , θ(1)〉 = A〈θ(a) , θ(1)〉 = A〈a , 1〉 = a.
Therefore [X, Y ] = [A, Yβ] in Pic(A,C). 
We return to the unital inclusion of unital C∗-algebras a ∈ A 7→
a⊗ In ∈Mn(A). By Lemma 7.5,
KerfA = {[A, Yβ] ∈ Pic(A,Mn(A)) | β ∈ Aut0(A,Mn(A))}.
By Lemma 3.4
Ker π ∩ Aut0(A,Mn(A))
= {Ad(u) ∈ Aut0(A,Mn(A)) | u is a unitary element in A ∩ A
′},
where π is the homomorphism of Aut(A,Mn(A)) to Pic(A,Mn(A))
defined in Section 3. But Ker π ∩ Aut0(A,Mn(A)) = {1} since (u ⊗
In)a = a(u⊗ In) for any unitary element u ∈ A∩A
′, a ∈ Mn(A). Thus
we obtain the following example.
Example 7.6. Let A be a unital C∗-algebra satisfying the following
sequence
1 −→ Int(A) −→ Aut(A) −→ Pic(A) −→ 1
is exact. Let n be a positive number with n ≥ 2. Then Pic(A,Mn(A)) is
isomorphic to a semidirect product group of Aut0(A,Mn(A)) by Pic(A),
that is,
Pic(A,Mn(A)) ∼= Aut0(A,Mn(A))⋊s Pic(A).
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