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Statistical sufficiency formalizes the notion of data reduction. In the decision
theoretic interpretation, once a model is chosen all inferences should be based on
a sufficient statistic. However, suppose we start with a set of procedures rather
than a specific model. Is it possible to reduce the data and yet still be able
to compute all of the procedures? In other words, what functions of the data
contain all of the information sufficient for computing these procedures? This
article presents some progress towards a theory of “computational sufficiency”
and shows that strong reductions can be made for large classes of penalized
M -estimators by exploiting hidden symmetries in the underlying optimization
problems. These reductions can (1) reveal hidden connections between seem-
ingly disparate methods, (2) enable efficient computation, (3) give a different
perspective on understanding procedures in a model-free setting. As a main
example, the theory provides a surprising answer to the following question:
“What do the Graphical Lasso, sparse PCA, single-linkage clustering, and L1
penalized Ising model selection all have in common?”
1. Introduction
The extraction of information and the reduction of data are central concerns of statistics.
One formalization of these notions is the concept of statistical sufficiency introduced by
Fisher (1922) in his seminal article “On the Mathematical Foundations of Theoretical
Statistics”:
“A statistic satisfies the criterion of sufficiency when no other statistic which
can be calculated from the same sample provides any additional information as
to the value of the parameter to be estimated.”
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Implicit in Fisher’s definition is the specification of a statistical model and the sense in
which a sufficient statistic “contains all of the information in the sample.” In the decision
theoretic interpretation, once a model is specified all inferences should (or might as well) be
based on a sufficient statistic—for any procedure based on the data there is an equivalent
randomized procedure based on a sufficient statistic (see, e.g., Halmos and Savage, 1949,
Section 10). However, actual data analysis does not always begin with the specification
of a model, and it may not even make explicit use of a statistical model. Breiman (2001)
famously described two cultural perspectives on data analysis:
“One assumes that the data are generated by a given stochastic data model.
The other uses algorithmic models and treats the data mechanism as unknown.”
In the former case, the statistical model gives context to “information” and statistical
sufficiency can be seen as a criterion for separating the “relevant information” from the
“irrelevant information.” In the latter case, a statistical model is absent and statistical
sufficiency is of no use. Rather than positing a collection of probability distributions (a
statistical model), the data analyst might instead consider a collection of procedures or
algorithms. So how should we formalize data reduction and what is the proper context for
defining “relevant information” from an algorithmic perspective? This article proposes a
concept called computational sufficiency.
Computational sufficiency defines information in the context of a collection of procedures
that share a common input domain. It is motivated in part by the following questions.
1. Are there hidden commonalities between the procedures?
2. Are there parts of the data that are irrelevant to all of the procedures?
3. Can we reduce the data by removing the irrelevant parts?
4. Can we exploit this reduction for computation?
5. What is the most relevant core of the data?
Precise definitions will be given in Section 3, but the basic idea is simple: a statistic (or
reduction) is computationally sufficient if every procedure in the collection is essentially
a function of the statistic. The data itself is computationally sufficient, because every
procedure is already a function of the data. So the definition is only really useful if there are
nontrivial reductions. The main point of this article is to show that nontrivial reductions do
exist for large classes of procedures, and that by studying reductions within the framework
of computational sufficiency, interesting and insightful answers can be made to the above
questions. This provides a different perspective on understanding data analysis procedures
when a statistical model may not be present.
The article proceeds in a manner roughly paralleling the author’s own process of discovery.
Section 2 presents the main motivating example, where a commonality between three
seemingly disparate methods is demonstrated empirically on a real dataset. The connection
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between two of those is already known and discussed in Section 2.3, but what is surprising
(at least to me) is that the phenomenon generalizes to a large classes of procedures.
Section 3 gives precise definitions for computational sufficiency and related concepts, and
attempts to explain the parallels and differences with statistical sufficiency. The section
also begins the main arc of the paper, which is a theoretical framework for the construction
of computationally sufficient reductions. This includes defining a class of procedures that
generalize penalized maximum likelihood for exponential families (Section 4). Within
this class, the primary mathematical tool for finding commonalities is the exploitation of
symmetries via group invariance (Section 5). This allows us, in Section 6, to construct
nontrivial reductions that are computationally sufficient, and to return to the main example
in Section 7 with deeper insight. Additional extensions and discussion are given in Section 8.
2. A motivating example
Political polarization is a defining feature of 21st century American politics (Kohut et
al., 2012). One manifestation of this is in the clustering of voting patterns of political
representatives in the United States government. Figure 1 displays n = 502 senate roll call
votes from the 114th United States Congress (January, 2015 – January, 2017) for each of
the p = 100 senators.1 The votes are coded numerically as +1 for “yes”, −1 for “no”, and 0
if the vote was missed.
Relative agreement or disagreement between voting patterns of pairs of senators can
be summarized by taking the average of the product of the entries of their corresponding
vectors, i.e. we form a matrix X ∈ Rp×p with entries
xij =
1
n
n∑
t=1
vtivtj =
(# of agreements)− (# of disagreements)
n
, (2.1)
where vti is the vote of senator i on roll call t. This can be viewed as an uncentered sample
covariance: it is positive when the pair of senators tend to vote together, and it is negative
when they tend to vote against each other. The resulting matrix X is displayed in Figure 2.
There is no easily discernible pattern when the senators are sorted alphabetically by name
(Figure 2a), but when sorted by political party affiliation—all but 2 senators are affiliated
with either the Republican Party or Democrat Party—a clear pattern emerges: the voting
pattern of the senators appears to cluster according to political party (Figure 2b).
2.1. Single-linkage cluster analysis
To contrast with the nominal clustering provided by political party affiliation, the data
analyst might instead employ an intrinsic cluster analysis using the roll call votes alone.
One well-known technique is single-linkage clustering (Sneath, 1957), which is a hierarchical
clustering procedure that takes a similarity measure as input. The algorithm starts from the
1The data were collected by Lewis et al. (2017) and imported with the Rvoteview R package (Lewis, 2015).
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Figure 1: Senate roll call votes from the 114th U.S. Congress. Each row is the voting record
of a senator, arranged from earliest (left) to latest (right). Horizontal white stripes
indicate consecutively missed votes. The longest of these correspond to senators
who campaigned for the 2016 U.S. Presidential election.
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Figure 2: The sample covariance matrix of senators’ roll call votes. Positive entries indicate
relative agreement, while negative entries indicate relative disagreement. (a)
Senators sorted by name. (b) Senators sorted by political party affiliation (Demo-
crat, Independent, or Republican) with ties broken by name. The two diagonal
blocks correspond to Democrats (upper-left) and Republicans (lower-right). Two
Independent senators are placed in the middle at positions 45–46; they essentially
vote with the Democrats.
finest clustering, where each senator is placed in his/her own cluster, and iteratively merges
the most similar pairs of clusters until a single cluster remains. The similarity between
a pair of clusters is defined to be the maximum of the pairwise similarities between their
respective constituents, so with each merge there is always a “single link” that binds the
clusters together. The results of the process are encoded in a dendrogram: a tree whose
leaves are senators and internal vertices are merges. The height of a vertex corresponds to
the similarity between a pair of clusters just before merging. Cutting the dendrogram at
different heights induces different, but hierarchically arranged, clusterings. (See Appendix A
for a graph-theoretic description of single-linkage.)
Figure 3 shows the result of single-linkage clustering applied to the roll call data with
similarity measure |xij |. Though the choice of absolute sample covariance may seem odd,
the rationale for this choice will become clear later. Looking at the dendrogram (Figure 3a),
we see that the large gap between the merge heights of the Democrats (in the left branch of
the dendrogram) and the Republicans (in the right branch of the dendrogram) reflects the
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Figure 3: Single-linkage clustering applied to the roll call vote data with similarity measure
|xij |, i.e. magnitude of the sample covariance. (a) The leaves of the dendrogram
are labeled by political party affiliation. Note that the value of λ decreases
with increasing height in the tree. The main right branch of the tree consists
only of Republicans, while the left branch contains all of the Democrats and
two Independents. (b) The sample covariance matrix is sorted according to the
left-to-right ordering of leaves in the single-linkage dendrogram. The two diagonal
blocks again correspond to Democrats (upper-left) and Republicans (lower-right).
Two independent senators are mixed together with the Democrats.
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polarization of their voting patterns. Comparing the sample covariance matrix sorted by
political party (Figure 2b) and by single-linkage (Figure 3b), we see that single-linkage not
only recovers the party affiliation, but the relative smoothness of the gradients of diagonal
blocks suggests that single-linkage may have also discovered some finer structure in the
data.
2.2. Sparse multivariate methods
Continuing with a progression of technique, the data analyst may find himself enticed by
more recent and potentially more powerful multivariate methods employing sparsity. Two
such methods are sparse inverse covariance estimation and sparse principal components
analysis (or sparse PCA). Hastie, Tibshirani, and Wainwright (2015, Chapters 8.2 and 9)
give an excellent overview and bibliographic notes. These methods can be viewed as sparse
estimators of functionals of a population covariance matrix Σ. In one case, the functional
is simply the inverse Σ−1, while for PCA the functional is the projection matrix of the
subspace spanned by the k leading eigenvectors (or principal component directions). There
are many different formulations of these methods; here we consider two formulations based
on convex programming: Graphical Lasso (Banerjee, El Ghaoui, and d’Aspremont, 2008;
Friedman, Hastie, and Tibshirani, 2008; Yuan and Lin, 2006) and Sparse PCA via Fantope
Projection (d’Aspremont et al., 2007; Vu et al., 2013).
Graphical Lasso is a penalized maximum likelihood method based on the convex opti-
mization problem,
minimize − log det(θ) + 〈X, θ〉+ λ‖θ‖1 , (2.2)
where 〈, 〉 denotes the trace inner product, λ ≥ 0 is a tuning parameter, and ‖ · ‖1 is the `1
norm–the sum of the absolute values of the coordinates of its argument. (2.2) is a penalized
Gaussian log-likelihood. The `1 penalty encourages sparsity in the solution, with larger
values of λ yielding solutions with more zero entries. If θ is the inverse covariance matrix of
a multivariate Gaussian distribution, then the interpretation is that θij is 0 if and only if
variables i and j are conditionally independent, given the other variables.
Sparse PCA via Fantope Projection is also based on convex optimization, but more
specifically, it is based the semidefinite optimization problem,
maximize 〈X, θ〉 − λ‖θ‖1
subject to θ ∈ Fk , (2.3)
where
Fk := {θ | 0  θ  I, trace(θ) = k} . (2.4)
This can be viewed as an `1 penalized convex relaxation of the variance maximization
problem. The constraint set Fk consists of symmetric matrices with eigenvalues between 0
and 1 and whose trace is equal to k. This is called the Fantope and it is the convex hull of
rank-k projection matrices (Vu et al., 2013). The interpretation of λ and the `1 penalty are
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Figure 4: (a) The single-linkage clustering matrix and estimates of the (b) inverse covariance
matrix and (c) principal components projection matrix. These are all based on
the senator-senator sample covariance matrix, and in all three cases the tuning
parameters and dendrogram cut height are set to λ = 0.7.
similar to the Graphical Lasso—they influence the sparsity of the solution. Sparsity of a
projection implies that the principal components depend on a small number of variables.
There is, however, an additional user-chosen parameter k that specifies the desired rank of
estimated projection matrix and hence the number of principal components.
Figure 4 shows the results of Graphical Lasso and Sparse PCA via Fantope Projection2
applied to the senator-senator sample covariance matrix (2.1). The tuning parameter for
both procedures was set to λ = 0.7 and k = 5 was chosen for Sparse PCA. Figure 4a shows
the result of cutting single-linkage dendrogram at λ = 0.7 as a clustering matrix—a binary
matrix with 1 in entry i, j if and only if i and j are in the same cluster. Remarkably, the
block-diagonal structure is very similar across all three methods, and all three methods
capture large chunks of the two major political parties. In fact, the supports of both the
Graphical Lasso and Sparse PCA estimates are contained in the support of the single-
linkage clustering matrix, and this continues to hold for other choices of λ. One possible
summary of this phenomenon is that the Graphical Lasso and Sparse PCA seem to be
refinements of single-linkage. While single-linkage easily discovers the two big blocks, the
more sophisticated techniques reveal finer structure within the blocks.
2.3. Exact thresholding, the Graphical Lasso, and more
The similarity between Graphical Lasso and single-linkage clustering shown in Figure 4
is an instance of the “exact thresholding” phenomenon first observed by Mazumder and
Hastie (2012) and Witten, Friedman, and Simon (2011). In brief, they proved that the
2Software implementations are provided by the R packages glasso (Friedman, Hastie, and Tibshirani,
2014) and fps (Vu, 2014), respectively.
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graph formed by thresholding the entries of X at level λ—by setting to zero any entry with
|xij | ≤ λ—and the estimated inverse covariance graph produced by the Graphical Lasso
with tuning parameter λ have exactly the same connected components. In other words,
the thresholded matrix X and the Graphical Lasso estimate have exactly the same block-
diagonal structure. The proofs of Mazumder and Hastie (2012) and Witten, Friedman, and
Simon (2011) are similar; they are based on direct examination of the Karush–Kuhn–Tucker
(KKT) optimality conditions for (2.2) and exploit special properties of the log-determinant.
Building on the exact thresholding phenomenon, Tan, Witten, and Shojaie (2015) later
observed that the connected components of the Graphical Lasso correspond to the clusters
of single-linkage with similarity measure |xij |.
The connection between exact thresholding, the Graphical Lasso, and single-linkage
clustering has several implications, and two perspectives have emerged in the literature:
algorithmic and methodological. Mazumder and Hastie (2012) and Witten, Friedman, and
Simon (2011) showed that exact thresholding leads to faster algorithms for the Graphical
Lasso. For a p× p input X, generic solvers for the Graphical Lasso optimization problem
(2.2) have O(p3) time complexity per iteration. On the other hand, thresholding and
identifying the connected components has worst case time complexity O(p2). Once the
connected components are identified, the parameter space, i.e. the feasible set, of the
optimization problem can be reduced and decomposed to smaller, separate blocks. This
reduces the Graphical Lasso optimization problem into separate smaller problems that can
be solved in parallel and more quickly than the original problem. This algorithmic aspect
of phenomenon has been extended on a case-by-case basis to various generalizations of the
Graphical Lasso (Danaher, Wang, and Witten, 2014; Mohan et al., 2014; Qiao, Guo, and
James, 2017; Tan, London, et al., 2014; Zhu, Shen, and Pan, 2014).
On the methodological side, G’Sell, Taylor, and Tibshirani (2013) used the monotonicity
property implied by the exact thresholding phenomenon to develop adaptive sequential
hypothesis tests based on examining “knots” in the Graphical Lasso solution path—these
knots correspond to the merge events in single-linkage. Tan, Witten, and Shojaie (2015)
took a critical perspective by using the connection to motivate alternative estimators of the
inverse covariance matrix. They noted that Graphical Lasso could be viewed as a two-step
procedure. In the first step, it performs single-linkage clustering with similarity measure
|xij |. In the second step, it performs penalized maximum likelihood estimation on each
connected component. Focusing on the first step, they argue that single-linkage clustering
has an undesirable “chaining” effect (see, e.g., Hartigan, 1981), and propose to replace it
with an alternative clustering algorithm. They call the resulting two-step estimator “Cluster
Graphical Lasso,” and demonstrate empirically some of its advantages over the Graphical
Lasso.
The implications of exact thresholding discussed above add insight to our collective
understanding of the Graphical Lasso. Recalling the questions posed in the introduction, we
see that the exact thresholding phenomenon explains that there are hidden commonalities
between single-linkage clustering and the Graphical Lasso, and that this can be exploited for
reduction in computation. Yet there is much more to the phenomenon. In Section 7, we will
9
see that not only can the parameter space of the Graphical Lasso problem be reduced, but
that the input X to the Graphical Lasso optimization problem can essentially be replaced
by SLTλ(X), the single-linkage thresholding operator :
[SLTλ(X)]ij =
{
xij if i ∼λ j, and
0 otherwise,
where i ∼λ j means that i and j are in the same single-linkage cluster at level ≤ λ. This will
demonstrate that there are irrelevant parts of the data that can be removed, and perhaps
more surprisingly, Sections 6 and 7 will show that this type of phenomenon extends beyond
the Graphical Lasso and holds simultaneously for many other procedures.
3. Computational sufficiency
Given a collection of procedures that share a common input domain X , we would like
to be able to reduce the input and yet still be able to compute each procedure. So our
goal is to define concepts that identify the information that is sufficient and necessary for
computing all of the procedures. Some of the procedures considered in Section 2 are based
on optimization. Such estimators may not always be uniquely defined and they may not
even exist for some inputs. For example, optimization problem (2.3) may have more than
one solution, and (2.2) may not even have a solution if λ = 0. With these complications in
mind, we define a procedure to be a set-valued function on X . For example, let T (x) denote
the set of solutions of (2.3) when X = x. Then every element of T (x) achieves the same
value of the objective function. Defining a procedure to be a set-valued function provides a
convenient way to describe equivalent and/or possibly void results.
3.1. Definitions
Let M be a collection of set-valued functions on X . This is our collection of procedures.
The effective domain of a set-valued function T is defined to be
domT := {x ∈ X | T (x) 6= ∅} .
If the data analyst is content to obtain any singleton from T (x), whenever x ∈ domT , then
Definition 1. A function R on X is computationally sufficient for M if for each T ∈M,
there exists a set-valued function f such that f(T,R(x)) 6= ∅ for all x ∈ domT and
f(T,R(x)) ⊆ T (x) for all x ∈ X . (3.1)
When this is the case, we may refer to R as being a reduction.
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Criterion (3.1) says that every T ∈M is essentially a function of R—up to the equivalence
implied by the set-valuedness of T . If T is singleton-valued, then (3.1) becomes an equality.
The identity map is trivially computationally sufficient, but clearly provides no reduction.
So in the pursuit of reduction without loss of information, there is an obvious interest in
finding a maximal reduction. The following definitions parallel the definitions of necessary
and minimal sufficient statistics.
Definition 2. A function U is computationally necessary for M if for each R that is
computationally sufficient for M, there exists h such that
U(x) = h(R(x)) for all x ∈ X .
If U is computationally necessary and computationally sufficient, then we say that U is
computationally minimal.
By definition, every singleton-valued T ∈M is computationally necessary for M. This
simple observation leads to the following result and needs no proof.
Lemma 1. If R ∈M is singleton-valued and computationally sufficient for M, then R is
computationally minimal.
This seemingly trivial statement will turn out to be a useful device for establishing
computational minimality. An immediate consequence is that if any T ∈M is a bijection,
then the identity map is computationally minimal and no further reduction is possible. So
in order for a nontrivial reduction to exist, it is necessary that all of the procedures in M
be noninvertible.
3.2. Reductions and partitions
Nontrivial computationally sufficient reductions are only possible when the procedures
under consideration are themselves nontrivial reductions. Heuristically, this means that
the preimages of the results of different procedures should be large and coincide with one
another. If every T ∈M is singleton-valued, then the criterion of computational sufficiency
can be expressed more simply as
T (x) = f(T,R(x)) for all x ∈ domT . (3.2)
When this is the case, computational sufficiency can be stated in terms of the partitions of
X . For a function h on X , let
σ(h) :=
⋃
x∈X
{{u | T (u) = T (x)}} ,
i.e. σ(h) is the the partition of X induced by h. We can order the set of all partitions of X
by refinement, writing α  β if α refines β. Then R is computationally sufficient for M if
and only if
σ(R)  σ(T ) for all T ∈M .
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A function U on X is computationally necessary for M if and only if
σ(R)  σ(U)
for all computationally sufficient R. Since ordering by refinement turns the set of all
partitions of X into a complete lattice, there exists a coarsest partition that refines all of the
partitions σ(T ) induced by T ∈M. That greatest lower bound is the partition induced by
a computationally minimal reduction for M. This description of computational sufficiency
in terms of partitions is conceptually useful, but it seems practically impossible to reason
about specific procedures in terms of the partitions that they induce.
3.3. Computational sufficiency versus statistical sufficiency
Expression (3.2) bears a strong resemblance to the factorization criterion of the Fisher–
Neyman Theorem for statistical sufficiency. Suppose that P is a family of positive densities
on X . Then a statistic R is sufficient for P if and only if there exist g and h such that for
all q ∈ P
q(x) = g(q,R(x))h(x) for all x ∈ X .
Fixing any q0 ∈ P and dividing both sides, the above criterion is equivalent to the existence
of f such that for all q ∈ P,
q(x)
q0(x)
= f(q/q0, R(x)) for all x ∈ X
(c.f. Halmos and Savage, 1949, Corollary 2). Letting Q = {q/q0 | q ∈ P} we see immediately
that there is a clear computational interpretation of statistical sufficiency: R is statistically
sufficient for P if and only if it is computationally sufficient for the likelihood ratios q/q0.
The connection goes further. The following result is a straightforward consequence of
definitions.
Lemma 2. Let Λ be a function on X with values taking the form of a function on M. For
each x ∈ X define
(Λ(x))(T ) = T (x) for all T ∈M.
Then Λ is computationally minimal for M.
Applying this to Q, we see that that the likelihood ratios are computationally minimal,
and hence statistically sufficient. We can also deduce that they are statistically minimal
sufficient.
One way to view the philosophical difference between computational sufficiency and
statistical sufficiency is that definition of statistical sufficiency starts from conditional
probability and is in essence about isolating the information that is sufficient for computing
conditional expectation for any distribution in the model. In the measure-theoretic setting
this, unfortunately, entails substantial technical complications that preclude the conclusion
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of the Fisher–Neyman factorization theorem from always being true. Computational
sufficiency, on the other hand, starts from a definition that is analogous to the factorization
criterion, and that directly isolates the information that is sufficient for computing either
the procedures or the likelihood.
4. Expofam-type estimators
To demonstrate the general existence and feasibility of computationally sufficient reductions
we introduce a framework for procedures that are generalizations of penalized maximum
likelihood for exponential family models. Let X be a Euclidean space equipped with an
inner product 〈, 〉 which induces a norm ‖ · ‖. We say that a set-valued function T on X is
an expofam-type estimator if it has the form
T (x) = arg min
θ
A(θ)− 〈x, θ〉+ hC(θ) , (4.1)
where A : X → R ∪ {+∞} is the called the generator of T and and hC : X → R ∪ {+∞} is
the support function,
hC(θ) = max
z∈C
〈z, θ〉 ,
of a nonempty, closed and convex set C. We will assume that A is closed (lower semicontin-
uous), convex and proper (finite for at least one value in X ). The optimization problem in
(4.1) may possibly have multiple or no solutions depending on x, so it is important that we
view T as being a set-valued function on X .
There are several important features of this formulation. The objective function in (4.1)
should be viewed as being the sum of two parts: a loss, A(θ)− 〈x, θ〉, and a penalty, hC(θ).
Both parts are closed convex functions and so their sum is also a closed convex function.
The loss strictly generalizes the negative log-likelihood of an exponential family. We only
require that A be a closed, convex and proper function, so in general it may not be the
log-partition function of an exponential family of distributions. The penalty generalizes
seminorms, and in fact any closed sublinear function can be viewed as the support function
of some closed convex set (e.g. Hiriart-Urruty and Lemare´chal, 2001, Theorem 3.1.1). The
importance of viewing the penalty in this way is that it establishes a link between functions
and sets.
Many existing procedures fit into the framework of (4.1), and it is useful to organize
them according to their generator A and penalty support set C. Tables 1 and 2 gives some
examples. There are numerous others, but our main focus in this article will be on the
examples that follow.
4.1. Penalized least squares with constraints
The most basic example is obtained by taking
A(θ) = 12‖θ‖
2 ,
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Method A(θ)
Least squares 12‖θ‖2
Constrained least squares 12‖θ‖2 + ιK(θ)
Inverse covariance − log det(−θ)
PCA ιFk(θ)
Ising model log∑u∈{−1,+1}p exp(〈uuT , θ〉)
Table 1: Examples of generators A
Penalty C
Lasso (`1) {z | ‖z‖∞ ≤ λ}
Group Lasso (`1,2) {z |maxi‖zi‖ ≤ λ}
General norms (ν) {z | ν∗(z) ≤ λ}
Cone constraint (ιK) K◦ = {z | hK(z) ≤ 0}
Table 2: Examples of penalty support sets C
so that (4.1) becomes equivalent to penalized least squares:
T (x) = arg min
θ
1
2‖x− θ‖
2 + hC(θ) .
Sometimes it can be useful to put constraints on θ, say θ ∈ K for some closed convex set
K. We can incorporate this constraint into A by adding the convex indicator function
ιK(θ) =
{
0 if θ ∈ K, and
+∞ otherwise.
Then with
A(θ) = 12‖θ‖
2 + ιK(θ) ,
(4.1) becomes
T (x) = arg min
θ∈K
1
2‖x− θ‖
2 + hC(θ) .
4.2. L1 penalized estimators of symmetric matrices
Penalization by the `1 norm is a well-known method for inducing sparsity in estimates. It
corresponds to taking the penalty support set to be an `∞ ball, i.e.
C = {z | ‖z‖∞ ≤ λ} ,
with λ ≥ 0. Combining this with the least squares leads to a special case of the estimator
known as the Lasso (Tibshirani, 1996). Here we give four further examples that involve
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estimating a symmetric matrix from a symmetric matrix input:
X ∈ X = Symp := {x ∈ Rp×p | x = xT } .
In all four cases, the set C is taken to be
C = {z ∈ Symp | ‖z‖∞ ≤ λ} ,
which makes hC = ‖ · ‖1 the entrywise `1 norm of a symmetric matrix. Alternatively, we
could consider a weighted version
C = {z ∈ Symp | |zij | ≤ λij for all i, j} ,
with λij ≥ 0. For example, this could be used to avoid penalizing the diagonal by setting
λii = 0.
Example 1 (Graphical Lasso). The Graphical Lasso (2.2) corresponds to selecting
A(θ) =
{
− log det(−θ) if −θ  0
+∞ otherwise.
Note that we have reversed the sign of θ in this formulation so that
T (X) = arg min
θ
− log det(−θ)− 〈X, θ〉+ λ‖θ‖1 ,
but we could have instead replaced X by −X in (2.2).
Example 2 (Sparse PCA via Fantope Projection). Sparse PCA via Fantope Projection
(2.3) corresponds to choosing A to be the convex indicator function of the Fantope,
A(θ) = ιFk(θ) =
{
0 if 0  θ  I and trace(θ) = k,
+∞ otherwise.
As mentioned in Section 2, Fk is the convex hull of rank-k projection matrices and
the optimization problem can be viewed as a convex relaxation of `1 penalized variance
maximization.
Example 3 (Sparse covariance estimation with eigenvalue constraints). Sparse covariance
estimation by minimizing an `1 penalized Gaussian log-likelihood does not lead to a convex
optimization problem. As an alternative, Liu, Wang, and Zhao (2014) and Xue, Ma, and
Zou (2012) have proposed using least squares with a constraint on the smallest eigenvalue
to ensure positive definiteness. Their estimator fits into our framework by taking
A(θ) = 12‖θ‖
2 +
{
0 if θ  I, and
+∞ otherwise,
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were  > 0 is a lower bound on the smallest eigenvalue of the estimate to ensure positive
definiteness. The resulting procedure takes a sample covariance matrix X as input and is
equivalent to
T (X) = arg min
θI
1
2‖X − θ‖
2 + λ‖θ‖1 .
This is a special case of Section 4.1, and can be viewed as an `1 penalized projection of X
onto a closed subset of the positive semidefinite cone.
Example 4 (`1 penalized Ising model selection). The Ising model is an attractive exponen-
tial family model for multivariate binary data, but the `1 penalized likelihood approach has
largely been avoided due to the computational intractability of its log-partition function,
A(θ) = log
∑
u∈{−1,+1}p
exp(〈uuT , θ〉) .
Instead, there have been proposals of alternative methods such as pseudo-likelihood (Ho¨fling
and Tibshirani, 2009), composite conditional-likelihood (Xue, Zou, and Cai, 2012), and
local conditional-likelihood (Ravikumar, Wainwright, and Lafferty, 2010). Leaving aside the
computational issue for now, we recognize that the penalized maximum likelihood estimator
based on the above A falls into our framework.
4.3. Group Lasso and other norms
The group Lasso (Yuan and Lin, 2007) is a block-structured generalization of the Lasso. It
imposes sparsity on blocks of entries of θ rather than on individual entries. For example,
suppose that the entries of θ are partitioned into m blocks as θ = (θB1 , θB2 , . . . , θBm). The
group Lasso penalty is defined as
m∑
j=1
λj‖θBj‖ .
This corresponds to the penalty support set
C =
{
z
∣∣∣ ‖zBj‖ ≤ λj for all j} . (4.2)
The group Lasso penalty is itself a norm and more generally, if ν is a norm, then
ν(θ) = max{〈z, θ〉 | ν∗(z) ≤ 1} ,
where
ν∗(z) = max{〈y, z〉 | ν(y) ≤ 1}
is the dual norm. So ν is the support function of the unit ball of its dual norm.
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4.4. Cone constraints
Methods that employ order restrictions such as isotonic regression (Barlow et al., 1972) or
those that employ positivity constraints can be viewed as special cases of requiring that θ lie
in a closed convex cone K. For example, Lauritzen, Uhler, and Zwiernik (2017) and Slawski
and Hein (2015) studied the estimation of the inverse covariance matrix of a multivariate
Gaussian under the assumption that its off-diagonal elements are all nonnegative. This
corresponds to the cone of symmetric matrices with nonnegative off-diagonal entries:
K≥0 = {u ∈ Symp | uij ≥ 0 for all i 6= j} .
To incorporate a closed convex cone constraint into (4.1), we could add the convex indicator
of the cone to A. For the inverse covariance estimator with the Gaussian log-likelihood, we
reverse the sign of θ as in Example 1, take K = −K≥0 and
A(θ) = − log det(−θ) + ιK(θ) ,
This induces a nonnegativity constraint on the off-diagonals of −θ. We could also incorporate
this constraint into C. In general, the convex indicator of a closed convex cone K is equal
to the support function of its polar,
K◦ = {u | 〈u, v〉 ≤ 0 for all v ∈ K} ,
i.e. ιK = hK◦ (Hiriart-Urruty and Lemare´chal, 2001, Example C.2.3.1). Then using the
fact that the sum of support functions is the support function of the sum of the sets
(Hiriart-Urruty and Lemare´chal, 2001, Proposition C.2.2.1,Theorem C.3.3.2),
ιK(θ) + hC(θ) = hK◦(θ) + hC(θ) = hK◦+C(θ) .
So there is some flexibility in how constraints are represented in this framework.
5. Group invariance and convexity
The generators of expofam-type estimators often have symmetries. For example, Graphical
Lasso (Example 1), Sparse PCA via Fantope Projection (Example 2), and the sparse
covariance estimator in Example 3 all satisfy
A(θ) = A(UθU−1)
whenever U is an orthogonal matrix. Least squares satisfies
A(θ) = A(Uθ)
for all orthogonal matrices U . The generator of the Ising model (Example 4) is invariant
under conjugation by diagonal sign matrices:
A(θ) = A(DθD−1)
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for all diagonal matrices D with entries ±1 along their diagonal. Since these matrices are
orthogonal, this invariance holds for the previously mentioned examples as well. These
symmetries are important, because they tell us about the contours of A. We can express
such symmetries in terms of a group of transformations. Let G be a compact subgroup of
the orthogonal group O(X ) of X acting linearly on X .3 A function f on X is G-invariant if
it is invariant under the action of G on X , i.e. f(g · x) = f(x) for all x ∈ X and g ∈ G.
5.1. Lower level sets, orbitopes, and group majorization
An expofam-type estimator T with generator A and penalty support set C can be computed
by minimizing the sum of three terms: A(·), −〈x, ·〉, and hC(·). Let us focus temporarily on
the first term and suppose that A is G-invariant. Fix any u ∈ X ; think of it as a candidate
for the optimization problem. Note that the lower level sets of A are also G-invariant:
{v |A(v) ≤ A(u)} = {v |A(g · v) ≤ A(u)} = g−1 · {v |A(v) ≤ A(u)}
for all g ∈ G. In particular, the orbit of u under G satisfies
G · u ⊆ {v |A(v) ≤ A(u)} .
Since A is closed and convex, its lower level sets are also closed and convex, and hence
conv(G · u) ⊆ {v |A(v) ≤ A(u)} . (5.1)
The left-hand side of (5.1) is the convex hull of the orbit of θ under G, and is called the
orbitope of G with respect to θ (Sanyal, Sottile, and Sturmfels, 2011). It is compact, because
G is compact. The inclusion (5.1) is remarkable, because the orbitope depends only on G
and θ, so (5.1) holds simultaneously for all G-invariant A.
We can improve the value of A by moving from u to any point in the orbitope, but to do
this we need to be able to identify elements of the orbitope. That is, given u, v ∈ X , we
need to be able to determine if
v ∈ conv(G · u) .
This relation is known as G-majorization (Eaton and Perlman, 1977) and it induces a
preorder (reflexive and transitive) on X :
v G u ⇐⇒ v ∈ conv(G · u) ⇐⇒ conv(G · v) ∈ conv(G · u) .
The rightmost equivalence follows from the G-invariance and convexity of the orbitope.
When the above holds, we say that u G-majorizes v. Consequently, (5.1) implies that A is
G-monotone:
v G u =⇒ A(v) ≤ A(u) .
3The restriction to G ⊆ O(X ) ensures that the inner product is G-invariant, i.e. 〈g · x, g · y〉 = 〈x, y〉.
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To find a point in the orbitope, suppose that there is a map Q : X → X satisfying
Qu G u for all u ∈ X . (5.2)
Then A(Qu) ≤ A(u). So if we have such a map, then it “solves” the problem of improving
the value of A, but to apply Q to (4.1) we will need to consider the other terms.
5.2. Reduction of the parameter space
Expressing (4.1) in saddle point form,
min
θ
A(θ)− 〈x, θ〉+ hC(θ) = min
θ
max
z∈C
A(θ)− 〈x− z, θ〉 , (5.3)
we would like to replace θ by Qθ but in such a way that the objective does not increase.
With this foresight, suppose that Q is linear and that its adjoint satisfies
Q∗(x− C) ⊆ x− C . (5.4)
Then by (5.2) and (5.4),
max
z∈C
A(θ)− 〈x− z, θ〉 ≥ max
z∈C
A(Qθ)− 〈Q∗(x− z), θ〉
= max
z∈C
A(Qθ)− 〈x− z,Qθ〉
≥ min
θ
max
z∈C
A(θ)− 〈x− z, θ〉 ,
because QX ⊆ X . Now if θ∗ ∈ T (x), then we can substitute it for θ above to obtain an
equality,
min
θ
max
z∈C
A(θ)− 〈x− z, θ〉 = max
z∈C
A(Qθ∗)− 〈x− z,Qθ∗〉 .
This implies that Qθ∗ ∈ T (x), and we have proven the following theorem.
Theorem 1. Let T be an expofam-type estimator with a generator A that is closed, convex,
proper and G-invariant and penalty support set C. Fix x ∈ X . If Q : X → X is a linear
map satisfying
1. (averaging) Qu G u for all u ∈ X , and
2. (dual feasibility) Q∗(x− C) ⊆ x− C,
then QT (x) ⊆ T (x). Moreover, if T is at most singleton-valued, then QT (x) = T (x).
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5.3. Consequences
The power of Theorem 1 is that it applies generically to expofam-type estimators—it
depends only on symmetries of their generator and the penalty support set. So rather
than starting from a specific T , we could instead start from a compact subgroup G of the
orthogonal group and a closed convex set C. Then Theorem 1 immediately leads to the
following corollary.
Corollary 1. Let G ⊂ O(X ) be a compact subgroup, C ⊆ X be a nonempty closed convex set,
and consider the collection M of all expofam-type estimators with a G-invariant generator
and penalty support set C. Fix x ∈ X . If Q : X → X is a linear map satisfying the
averaging and dual feasibility conditions of Theorem 1, then for all T ∈ M we have that
QT (x) ⊆ T (x) and with equality if T (x) is a singleton.
Corollary 1 has several consequences. A practical consequence is that given an input x, if
we can construct a Q satisfying the conditions above, then we can reduce the optimization
problem underlying every T ∈ M. Each such T has a solution in the range of Q, so we
can construct Q once and then optimize over its range rather than the entirety of X for
each T ∈ M. A theoretical consequence of Corollary 1 is that it provides a new way to
reason about the solutions of an optimization problem. For example, it is often of interest
to determine conditions on x that ensure T (x) lies in some subspace, e.g. model selection
consistency. This perspective relates Corollary 1 to the primal-dual witness technique
(Wainwright, 2009) which has been succesfully applied to the analysis of a large variety
of sparse estimators. The advantage of Corollary 1 is that it relies only on symmetry
properties of the generator and so it holds simultaneously for all T ∈M.
6. Computationally sufficient reductions
The previous section shows that it may be possible to reduce the parameter space of
procedures that are expofam-type estimators. In this section we will show how to build
on Theorem 1 to reduce the input space as well. The main results are Theorem 2 and its
corollary below; the theorem gives additional conditions for strengthening the result of the
previous section to
QT (x) = QT (Qx) ⊆ T (x) ∩ T (Qx) .
The result reveals a sort of duality between reducing the parameter space and reducing the
input space for expofam-type estimators. Corollary 2 then shows how to exploit this to
construct a computationally sufficient reduction. As with Theorem 1, this hinges on being
able to construct suitable maps Q. So the last part of the section is devoted to discussing a
strategy and some examples.
Theorem 2 (Reduction by projection). Let T be an expofam-type estimator with penalty
support set C, and a generator A that is closed, convex, proper and G-invariant. Fix x ∈ X .
If Q : X → X is an orthogonal projection satisfying
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1. (averaging) Qu G u for all u ∈ X ,
2. (dual feasibility) Q(x− C) ⊆ x− C, and
3. (dual invariance) Q(x− C) ⊆ Qx− C,
then
QT (x) = QT (Qx) ⊆ T (x) ∩ T (Qx)
In particular, if T (x) is a singleton, then
QT (x) = QT (Qx) = T (x) = T (Qx) .
The proof is contained in Appendix B, but to give some motivation, let us go completely
through the saddle point formulation (5.3) from the primal problem to the (Fenchel) dual
problem,
min
θ
A(θ)− 〈x, θ〉+ hC(θ) = − min
w∈x−C
A∗(w) .
A∗ is the convex conjugate of A. If A is G-invariant, then so is A∗. So we can try to exploit
G-monotonicity. Although the proof of the theorem does not explicitly use the dual, the
gist of it is that we want to ensure that feasible set, x − C, of the dual problem can be
replaced by Qx− C. That is the rationale behind the dual invariance condition. The next
lemma gives some simpler conditions to ensure that dual invariance holds. Its proof is in
Appendix B.
Lemma 3. In Theorem 2, if QC ⊆ C, then dual invariance is satisfied. If C is G-invariant,
then dual invariance is implied by averaging.
6.1. A computationally sufficient reduction
Theorem 2 guarantees that for each fixed x, if we can construct an orthogonal projection
Qx satisfying the conditions of the theorem, then QxT (x) = QxT (Qxx) ⊆ T (x). If we
let S(x) = (Qx, Qxx), then S is clearly computationally sufficient. However, this is not
too useful, because Qx can depend on x in a nontrivial way and it is not clear if Qx is a
meaningful reduction of x. We would rather have that R(x) = Qxx alone be computationally
sufficient. The main difficulty with applying Theorem 2 is that QxT (R(x)) ⊆ T (x), but
given T (R(x)) how do we find an element of QxT (R(x)) without relying on Qx? The
following proposition shows that this can be done by finding the minimum norm element.
Proposition 1. Let B be a nonempty closed convex set and P be an orthogonal projection
that leaves B invariant. Then B has a unique minimum norm element θ∗ and Pθ∗ = θ∗.
Proof. Since B is a nonempty closed convex set, it has a unique minimum norm element
θ∗—this is the metric projection of 0 onto B (see, e.g., Bauschke and Combettes, 2017,
Theorem 3.16). Now Pθ∗ ∈ B and ‖Pθ∗‖ ≤ ‖θ∗‖, because P is an orthogonal projection.
Since θ∗ is the unique minimum norm element of B, it follows that Pθ∗ = θ∗.
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Corollary 2. Let G ⊂ O(X ) be a compact subgroup, C ⊆ X be a nonempty closed convex set,
and consider the collection M of all expofam-type estimators with a G-invariant generator
and penalty support set C. For each x ∈ X , suppose that Qx : X → X is an orthogonal
projection satisfying the conditions of Theorem 2. Then the function R(x) = Qxx is
computationally sufficient for M.
Proof. Let T ∈ M. Note that T (y) is closed and convex for each y ∈ X , because T (y) is
the set of minimizers of a closed convex function. So the set-valued function
f(T, y) = arg min
θ∈T (y)
‖θ‖
is at most singleton-valued. For each x ∈ X , Qx satisifies the conditions of Theorem 2.
Thus,
QxT (R(x)) = QxT (x) ⊆ T (x) ∩ T (R(x)) .
T (R(x)) is nonempty if and only if T (x) is nonempty, so
f(T,R(x)) 6= ∅ ⇐⇒ T (x) 6= ∅ .
Moreover, T (R(x)) is closed convex and invariant under Qx, so Proposition 1 implies that
f(T,R(x)) = Qxf(T,R(x)) ⊆ QxT (R(x)) ⊆ T (x) .
Thus, R is computationally sufficient for M.
6.2. Constructing a reduction
Corollary 2 gives sufficient conditions for constructing a computationally sufficient reduction.
We first need to identify a group G and penalty support set C. Then there are three
conditions: averaging, dual feasibility, and dual invariance. Lemma 3 gives cases where
dual invariance is automatically satisfied. So given a collection of expofam-type estimators
M, we take the following steps.
1. Identify the orbitopes of G. This will help us determine when averaging holds and
may suggest the form of the projections Qx.
2. For each x, determine projections Qx such that Qxu ∈ conv(G · u) for all u. This is
averaging.
3. Verify that Qx(x− C) ⊆ x− C. This is dual feasibility.
4. Dual invariance is automatically satisfied if C is G-invariant or if QxC ⊆ C. Otherwise,
verify that Qx(x− C) ⊆ Qxx− C.
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Each of these steps can be very involved and may require luck. Even the first step of
identifying the orbitopes can be challenging. Many orbitopes are known, but due to
limitations of space and scope we will not list any beyond those used in the examples. The
existing literature on G-majorization (see Eaton and Perlman, 1977) and Sanyal, Sottile,
and Sturmfels (2011) are good starting points for further exploration. See also Negrinho
and Martins (2014).
6.3. Examples
In this section we will work through three simple examples to demonstrate the strategy
enumerated above. In all three cases we will keep the group G fixed to be the group of sign
symmetries. The application of the machinery developed in the preceding sections may
seem like overkill for these examples, but the main point is to understand how different
penalties interact with the group, because we will see similar patterns return in a more
sophisticated form when we work on our main example in Section 7.
Example 5 (L1 penalties). Let X = Rn andM be the collection of expofam-type estimators
with generators A satisfying
A(Dθ) = A(θ)
for all diagonal sign matrices D and with penalty support set
C = {z ∈ Rn | |zi| ≤ λi, for i = 1, . . . , n}
with λi ≥ 0 for all i. In this case, hC is a weighted `1 norm, and M includes the Lasso:
arg min
θ
1
2‖x− θ‖
2 +
∑
i
λi|θi| . (6.1)
The group G acts on u ∈ X by multiplying each entry by ±1, e.g.
g · u = g ◦ u ,
where g ∈ {−1,+1}n and ◦ denotes entrywise multiplication. The orbitope is easily seen to
be
conv(G · u) = conv{d ◦ u | ‖d‖∞ ≤ 1} .
So
v G u ⇐⇒ v = d ◦ u with ‖d‖∞ ≤ 1 .
The map u 7→ d ◦ u is linear and self-adjoint. It is idempotent if and only if d ∈ {0, 1}n. So
we will consider maps Q of the form
Qu = d ◦ u
with d ∈ {0, 1}n. For each coordinate i, the dual feasibility condition reduces to
di = 0 =⇒ |xi| ≤ λi .
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There is some flexibility here. At one extreme we could take di = 1 for all coordinates, but
that would not provide any reduction. Instead, we make the dual feasibility condition tight
by setting di = 0 ⇐⇒ |xi| ≤ λi. The resulting map is the hard-thresholding operator,
[R(x)]i =
{
xi if |xi| > λi
0 otherwise.
The last condition to check is dual invariance. Since C is G-invariant, dual invariance is
automatically satisfied (Lemma 3. So we have successfully shown that R is computationally
sufficient for M.
We can also establish computational minimality of R. Let U be computationally sufficient
for M and let T be the Lasso (6.1). Since T ∈M, T (x) is essentially a function of U(x).
So it is enough for us to show that R(x) can be computed from T (x). In this simple setting,
the Lasso is actually the same as the soft-thresholding operator:
[T (x)]i =
{
xi − λi sign(xi) if |xi| > λi
0 otherwise.
Then clearly,
[R(x)]i =
{
[T (x)]i + λi sign([T (x)]i) if [T (x)]i 6= 0
0 otherwise.
So R is computationally minimal for M. Notice however that this argument also shows
that T is computationally sufficient. Since T ∈M, it follows from Lemma 1 that T must
also be computationally minimal. So every procedure in M can simply be viewed as a
refinement of hard-thresholding or, equivalently, soft-thresholding.
Example 6 (Group Lasso). This next example extends the previous by considering expofam-
type estimators on X = Rn with the Group Lasso penalty. Let B1, . . . , Bm be a partition
of [n] = {1, . . . , n}. We continue to assume that the generators of M satisfy
A(Dθ) = A(θ)
for diagonal sign matrices, but now we take the penalty support set to be
C = {z ∈ Rn | ‖zBi‖ ≤ λi, for i = 1, . . . ,m}
with λi ≥ 0. This corresponds to the Group Lasso penalty. We have already discussed the
group G and orbtiope in Example 5. We will again consider maps of the form
Qu = d ◦ u ,
with d ∈ {0, 1}n. For a block of indices Bi, the dual feasibility condition holds if
dBi = 0 =⇒ ‖xBi‖ ≤ λi .
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To make this tight, we set
dBi = 0 ⇐⇒ ‖xBi‖ ≤ λi .
Since the penalty support set C for the Group Lasso is also G-invariant, dual invariance
holds automatically. Thus, the blockwise hard-thresholding operator
[R(x)]Bi =
{
xBi if ‖xBi‖ > λBi
0 otherwise
is computationally sufficient. This is essentially the same as the previous example. Using
exactly the same technique as before, it can be shown that R is computationally minimal.
Example 7 (Positivity constraints). In this final example consider expofam-type estimators
on X = Rn with positivity constraints. We will incorporate this by taking the penalty
support set to be the polar of the nonnegative cone, i.e.
C = {z ∈ Rn | zi ≤ 0 for i = 1, . . . , n}
so that
hC(θ) =
{
0 if θi ≥ 0 for all i
+∞ otherwise. (6.2)
We will once again assume that the generators A are sign symmetric, i.e. A(Dθ) = A(θ)
for all diagonal sign matrices. Note that in this example, the penalty support set C is
not G-invariant. That is the main point of this example. We have already determined the
orbitope and the form of the projection Qu = d ◦ u in the previous two examples. The dual
feasibility condition reduces to
di = 0 =⇒ xi ≤ 0 .
To make it tight we will choose di = 0 ⇐⇒ xi ≤ 0. To verify dual invariance, note that
d ∈ {0, 1}n and
d ◦ C ⊆ C .
Then dual invariance holds, and the computationally sufficient reduction that we have found
is the positive part operator:
[R(x)]i = max(xi, 0) .
We can easily demonstrate the minimality of R by considering the nonnegative least squares
estimator,
T (x) = arg min
θ≥0
1
2‖x− θ‖
2 .
This is an expofam-type estimator with a sign symmetric generator. Since T is singleton-
valued, Theorem 2 tells us that T (x) = T (R(x)), i.e.
arg min
θ≥0
1
2‖x− θ‖
2 = arg min
θ≥0
1
2‖R(x)− θ‖
2 .
Since R(x) ≥ 0, it follows that T (x) = R(x). Then Lemma 1 implies that T is computa-
tionally minimal.
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7. Single-linkage and switch symmetry
Equipped with the tools from Sections 4 to 6, we are finally ready to return to our main
example: the hidden connection between single-linkage clustering and the sparse multivariate
methods shown in Section 2. Let X = Symp. The first step is to identify a group. In
analogy with the examples from the previous section, consider the group G of diagonal
sign matrices acting on X by conjugation. Then let M be the collection of expofam-type
estimators on X with generators A satisfying
A(DθD−1) = A(θ)
for all diagonal sign matrices and with penalty support set
C = {Z ∈ Symp | |Zij | ≤ λ for all i, j} ,
such that λ ≥ 0. This includes all of the `1 penalized symmetric matrix estimators presented
in the earlier sections: Graphical Lasso, Sparse PCA via Fantope Projection, the sparse
covariance estimator with eigenvalue constraints, and `1 penalized Ising model selection. We
will show that using the computational sufficiency reduction techniques developed earlier,
we inevitably arrive at single-linkage clustering.
7.1. Cut orbitope
The first step is to identify the orbitopes and the G-majorization. This is related to the
following set,
Cutp = conv({yyT | y ∈ {−1,+1}p})
which is called the cut polytope (Laurent and Poljak, 1995). The following lemma describes
the orbitope. Its proof is in Appendix B.
Lemma 4. Let G be the group of diagonal sign matrices acting on U, V ∈ Symp by
conjugation, i.e.
g · U = DUD−1
with g ∈ G represented by a diagonal matrix D whose diagonal entries are ±1. Then
conv(G · U) = {B ◦ U |B ∈ Cutp} ,
and hence V ≺G U if and only if V = B ◦ U for some B ∈ Cutp.
For any B ∈ Cutp, the map U 7→ B ◦ U is linear and self-adjoint and, by Lemma 4,
U G B ◦ U .
So it satisfies the averaging condition of Theorem 2. To ensure it is an orthogonal projection
we will also require idempotence: B ◦ (B ◦ U) = B ◦ U for all U . This holds if and only if
B is a binary matrix. The following proposition helps us identify such B. Its proof is also
in Appendix B.
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Proposition 2. Let
K =
{
(2/pi) arcsin[Σ]
∣∣ Σ  0,diag(Σ) = 1} ,
where arcsin[·] means that the function is applied entrywise. Then conv(K) = Cutp.
Note that if Σ is a binary correlation matrix, then so is arcsin[Σ]. Then it follows from
Proposition 2 that Cutp contains all p × p binary correlation matrices. This leads us to
consider projections of the form U 7→ B ◦ U for B that is a binary correlation matrix.
7.2. Dual feasibility, ultrametrics, and single-linkage
Dual invariance is automatically satisfied by Lemma 3, since C is invariant under conjugation
by diagonal sign matrices (Lemma 3). So all that remains is for us to verify dual feasibility.
For a fixed input X ∈ Symp, the dual feasibility condition is
|Xij | > λ =⇒ Bij = 1 . (7.1)
Setting Bij to 0 everywhere else is not possible, because that could result in B that is not
a binary correlation matrix. To maximize the reduction we should minimize the number
of nonzero entries of B subject to the dual feasibility condition (7.1) and the constraint
that B is a binary correlation matrix. This turns out to be related to ultrametric matrices
(Dellacherie, Martinez, and San Martin, 2014). These are symmetric matrices U that satisfy
the ultrametric inequality
Uij ≥ min(Uik, Ujk) for all i, j, k .
The connection with symmetric binary correlation matrices is established in the following
lemma, which is proved in Appendix B.
Lemma 5. A symmetric binary matrix B with ones along the diagonal is positive semidef-
inite if and only if it satisfies the ultrametric inequality.
In other words, a symmetric binary matrix with ones along the diagonal is a correlation
matrix if and only if it is ultrametric. Therefore, to maximize the reduction we should
minimize the number of nonzeroes among all B that are ultrametric binary matrices with
ones along the diagonal and that satisfy the dual feasibility criterion (7.1):
minimize
∑
ij
Bij
subject to B is a binary ultrametric matrix, Bii = 1, and
|Xij | > λ =⇒ Bij = 1 for all i, j .
(7.2)
This is related to the problem of finding a maximal subdominant ultrametric distance, which
is well-studied in the fields of numerical taxonomy (Jardine, Jardine, and Sibson, 1967) and
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phylogenetics (Semple et al., 2003, Theorem 7.2.9). The solution is given by single-linkage
clustering which can be interpreted as producing both an ultrametric distance (Johnson,
1967) and a binary ultrametric matrix—the clustering matrix. The latter point of view will
be established below. First, let us define single-linkage in a more convenient way. For a
symmetric matrix W and τ ∈ R, let
[SLCτ (W )]ij :=
{
1 if i = j or maxP minuv∈P Wuv > τ , and
0 otherwise,
where the maximum is taken over all paths between i and j in the complete undirected
graph on [n]. This is equivalent to the procedure described in Section 2. To see this, the
maxi-min criterion puts i and j in the same cluster if and only if there exists a sequence of
links between i and j with weights |Xij | all larger than τ . So the pair are connected by
single links.
Proposition 3. SLCλ(|X|) is the unique solution of (7.2).
Proof. Let Y = SLCλ(|X|). Clearly, Y is dual feasible, symmetric and binary. To establish
that Y is a binary ultrametric, we only need to check the ultrametric inequality. Say that
a path is admissible if the weights |Xij | of the edges along the path are all strictly larger
than λ. Suppose that the ultrametric inequality is violated for a triplet i, j, k. Then Yij = 0
and Yik = Yjk = 1. So there are admissible paths from i to k and from j to k and hence
there is an admissible path from i to j. This contradicts the assumption that Yij = 0. So
SLCλ(|X|) must be an ultrametric matrix.
Next, let U be any other binary ultrametric matrix satisfying the constraints of (7.2) and
suppose that there is i, j such that Uij = 0, but Yij = 1. If this is the case, then there must
be an admissible path between i and j, say i = i1, i2, . . . , im = j. Those corresponding
entries of U must be 1 (by the constraints of (7.2)) and if Uij = 0, then by repeatedly
applying the ultrametric inequality,
0 = Uij
≥ min(Ui1i2 , Ui2im)
≥ min(Ui1i2 , Ui2,i3 , Ui3im)
...
≥ min(Ui1i2 , . . . , Uim−1im) = 1 ,
which is a contradiction. So Uij = 1 whenever Yij = 1, and hence∑
ij
Uij ≥
∑
ij
Yij .
If equality is attained then we must have that U = Y .
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Now let
SLTτ (W ) = SLCτ (|W |) ◦W .
This is the single-linkage thresholding operator and we have shown in the above discussion
that it is computationally sufficient. Thus, the phenomenon illustrated in Section 2 is
explained completely by the following theorem.
Theorem 3. LetM be a collection of expofam-type estimators on X ∈ Symp with generators
A that are invariant under conjugation by a diagonal matrix and suppose that their penalties
are hC = λ‖ · ‖1. Then SLTλ(X) is computationally sufficient for M, and moreover every
T ∈M satisfies
SLCλ(|X|) ◦ T (X) ⊆ T (X) .
The “moreover” part of the theorem is Theorem 1. The rest follows from our preceding
discussion and Corollary 2. We have thus far not been able to determine whether or not
SLTλ(X) is computationally minimality. The only result towards the direction of minimality
is Proposition 3.
7.3. Single-linkage and positivity constraints
There is one more connection between symmetric matrix estimation and single-linkage
clustering that we can point out. Lauritzen, Uhler, and Zwiernik (2017) studied maximum
likelihood estimation of the inverse covariance matrix of a multivariate Gaussian distribution
under a positivity restriction on its off-diagonal entries. They pointed out numerous
connections with single-linkage clustering. Their use of ultrametrics inspired this author to
do the same, but the most relevant connection to this article is their Proposition 3.6, which
essentially establishes an exact thresholding phenomenon for their MLE. Here we try to
explain this connection in a more general setting.
We continue the setup from the first part of the section, but replace the penalty support
set by the cone
C = {Z ∈ Symp | Zii = 0, Zij ≤ 0 for all i, j} .
Let M be a collection of expofam-type estimators on Symp with generators invariant to
conjugation by diagonal sign matrices and penalty set C as above. This induces a positivity
constraint on the off-diagonal entries of T ∈M. The group and orbitope remain the same
as before: diagonal sign matrices and cut orbitope. The only difference is that we will
need to construct some different projections, then re-establish dual feasibility and dual
invariance. Since the orbitope remains the same, we continue examining projections of the
form U 7→ B ◦U for B a binary correlation matrix. Note that the cone C is invariant under
this map, so dual invariance holds (Lemma 3). This leaves us to verify dual feasibility,
which for the positivity constraint becomes
Xij > 0 =⇒ Bij = 1 .
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Arguing as before, B must be a binary ultrametric metrix with ones along its diagonal, so
B = SLC0(X) is the best possible choice. Thus,
SLT+(X) := SLC0(X) ◦X
is computationally sufficient for M. Moreover, we can also conclude that
SLC0(X) ◦ T (X) ⊆ T (X) .
So for any T ∈M, the set T (X) has elements that are supported on SLC0(X). The positive
constrained Gaussian MLE studied by Lauritzen, Uhler, and Zwiernik is unique and so
there is actually equality for that particular T above.
8. Discussion
There is much that has been left out and not covered by this article. Here we point out
some of those things, open problems, and previews of work that may closely follow.
We have only discussed a relatively small number of examples in terms of groups and
penalty support sets. However, any single collection of expofam-type estimators with
generators obeying such group invariances must be fairly large and seemingly diverse—the
main example in Section 7 includes PCA and the Ising model in the same collection. There
may also be some criticism about the focus on sparsity. We would argue that sparsity or at
least nondifferentiability of hC is an important contributor to the existence of nontrivial
reductions.
There are, however, immediate and important extensions of the examples given. For
example, the extension of Section 7 to the case of asymmetric matrix estimators is fairly
straightforward, but involved. It has implications for methods such as sparse singular value
decomposition and biclustering. This will be addressed in a follow-up paper.
Linear modeling procedures such as ordinary least squares regression and generalized
linear models also fit into the expofam-type framework, but it so far seems unlikely that
considerations of group invariance will be useful in obtaining computationally sufficient
reductions. There is already a large body of literature on so-called “safe screening rules”
for regression procedures such as the Lasso (see, e.g., El Ghaoui, Viallon, and Rabbani,
2010; Liu, Zhao, et al., 2013; Tibshirani et al., 2012; Wang et al., 2013). This area is highly
relevant, but it has focused exclusively on reducing the parameter space rather than the
input space.
The main example showed a deep connection between single-linkage clustering and
estimators of symmetric matrices. There is clearly a monotonicity phenomenon in the the
tuning parameter λ. This can be seen by direct examination, but it is not part of the
general machinery. This article establishes a fair amount of machinery, and much of it
remains to be exploited. The concept of computational minimality is appealing, but so
far has been elusive to prove. A deep and interesting question that is left by Section 7 is
whether or not single-linkage thresholding is computationally necessary.
30
Acknowledgments This work was supported by the National Science Foundation under
Grant No. DMS-1513621. Parts of this research were completed and inspired by visits of
the author to different institutions. The author would like to thank Kei Kobayashi and the
statistics group in the Mathematics Department at Keio University for their hospitality,
conversations, and pointers. The author would also like to thank the Isaac Newton Institute
for Mathematical Sciences for its hospitality during the Statical Scalability programme.
Thanks also to Jing Lei and Yoonkyung Lee for comments and encouragement.
A. More on single-linkage
Let K be the complete undirected graph on vertices {1, . . . , p} with weights given by |xij |.
Gower and Ross (1969) showed that the single-linkage dendrogram can be recovered from
any maximal spanning tree (MST) of K—a subgraph of maximum weight connecting all of
the vertices. Indeed, the steps of the single-linkage clustering algorithm, as described in
Section 2.1, are equivalent to Kruskal’s algorithm for finding an MST (Kruskal, 1956). The
algorithm proceeds by maintaining a forest to which it iteratively adds edges of maximum
weight such that a cycle is not formed. The connected components of the intermediate
forests correspond to cutting the dendrogram at successively smaller values of λ. Thus,
i and j are in the same single-linkage cluster at level ≤ λ
⇐⇒ there is a path from i to j consisting of edges with weights > λ, (A.1)
and the connected components induced by thresholding X at level λ correspond exactly to
cutting the single-linkage dendrogram at height λ. Given an MST of K, we can reconstruct
the single-linkage dendrogram from top to bottom by successively removing the smallest
weight edges from the MST.
B. Additional proofs
B.1. Proof of Theorem 2
Proof. Q is an orthogonal projection so it is self-adjoint and idempotent. We will use this
fact repeatedly in the proof. The dual invariance condition and G-invariance of A imply
that
A(θ)− 〈Qx, θ〉+ hC(θ) = max
z∈C
A(θ)− 〈Qx− z, θ〉
≥ max
z∈C
A(θ)− 〈Q(x− z), θ〉
≥ max
z∈C
A(Qθ)− 〈x− z,Qθ〉
= A(Qθ)− 〈x,Qθ〉+ hC(Qθ)
(B.1)
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for all θ and hence
min
θ
A(θ)− 〈Qx, θ〉+ hC(θ) ≥ min
θ
A(Qθ)− 〈x,Qθ〉+ hC(Qθ) (B.2)
≥ min
θ
A(θ)− 〈x, θ〉+ hC(θ) . (B.3)
We will use these chains of inequalities for each direction of the proof. Let θ∗ ∈ T (x).
Theorem 1 guarantees that Qθ∗ ∈ T (x) and so
min
θ
A(θ)− 〈x, θ〉+ hC(θ) = A(Qθ∗)− 〈x,Qθ∗〉+ hC(Qθ∗)
= A(Qθ∗)− 〈Qx,Qθ∗〉+ hC(Qθ∗)
≥ min
θ
A(θ)− 〈Qx, θ〉+ hC(θ) .
Appending (B.2) and (B.3) to this chain yields the equality,
min
θ
A(θ)− 〈Qx, θ〉+ hC(θ) = A(Qθ∗)− 〈Qx,Qθ∗〉+ hC(Qθ∗) ,
and hence Qθ∗ ∈ T (Qx). This proves that
QT (x) ⊆ T (Qx) . (B.4)
Now let θ∗ ∈ T (Qx). Theorem 1 implies that
min
θ
A(θ)− 〈x, θ〉+ hC(θ) = min
θ
A(Qθ)− 〈x,Qθ〉+ hC(Qθ)
= min
θ
A(Qθ)− 〈Qx,Qθ〉+ hC(Qθ)
≥ A(θ∗)− 〈Qx, θ∗〉+ hC(θ∗) .
Now we apply (B.1) and then (B.3) to conclude that
min
θ
A(θ)− 〈x, θ〉+ hC(θ) = A(Qθ∗)− 〈x,Qθ∗〉+ hC(Qθ∗)
and hence Qθ∗ ∈ T (x). This proves that QT (Qx) ⊆ T (x). Now apply Q to both sides of
(B.4) to conclude that
QT (x) ⊂ QT (Qx) ⊆ T (x) . (B.5)
Applying Q to both sides above once more yields
QT (x) = QT (Qx) .
Combining this equality with (B.4) and (B.5), we have that
QT (x) = QT (Qx) ⊆ T (x) ∩ T (Qx) .
If T (x) is a singleton, then clearly QT (x) = T (x) and QT (Qx) = T (Qx) so
QT (x) = QT (Qx) = T (x) = T (Qx) .
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B.2. Proof of Lemma 3
Proof. Let z ∈ C. Suppose that QC ⊂ C. Then
Q(x− z) = Qx−Qz ∈ Qx− C .
So dual invariance holds. Now suppose that C is G-invariant. Averaging implies that
Qz G z and so
Qz ∈ conv(G · z) ⊆ C .
Then QC ⊆ C and dual invariance holds.
B.3. Proof of Lemma 4
Proof. Since both conv(G · u) and {I ◦B |B ∈ Cutp} are closed convex sets, it is enough
to show that they have the same support function. Let d be the vector of diagonal entries
of D. Then g · U = U ◦ ddT . So for any Z ∈ Symp,
max
g∈G
〈g · U,Z〉 = max
d∈{−1,+1}m
〈U ◦ ddT , Z〉
= max
d∈{−1,+1}m
〈U ◦ Z, ddT 〉
= max
B∈Cutm
〈U ◦ Z,B〉
= max
B∈Cutm
〈U ◦B,Z〉 .
Above we have used the fact that the support function of a set is the same as that of
its closed convex hull (Hiriart-Urruty and Lemare´chal, 2001, Proposition C.2.2.1). Thus,
conv(G · U) = {U ◦B |B ∈ Cutm}.
B.4. Proof of Proposition 2
Proof. Since sin(pi/2) = − sin(−pi/2) = 1, it follows that K contains the rank-1 correlation
matrices {xxT | x ∈ {−1,+1}p}. Therefore,
Cutp = conv{xxT | x ∈ {−1,+1}p} ⊆ conv(K) .
In order to show the reverse conclusion, it is enough for us to show that K ⊆ Cutp. Let
Z and Y be i.i.d. Gaussian random vectors with correlation matrix Σ. For i, j ∈ [p], it is
well-known that
E{sign(Zi − Yi) sign(Zj − Yj)}
= P{(Zi − Yi)(Zj − Yj) > 0} − P{(Zi − Yi)(Zj − Yj) < 0}
= 2
pi
arcsin(Σij)
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(see, e.g., Kruskal, 1958, p. 827). Since
sign(Z − Y ) sign(Z − Y )T ∈ {yyT ∣∣ y ∈ {−1,+1}p}
almost surely, it follows that
2
pi
arcsin[Σ] = E{sign(Z − Y ) sign(Z − Y )T }
∈ conv({yyT ∣∣ y ∈ {−1,+1}p})
= Cutp .
B.5. Proof of Lemma 5
Proof. Suppose that the ultrametric inequality were violated so that
Uik < min(Uij , Ujk)
for some i, j, k. Then Uik = 0 and Uij = Ujk = 1 and the corresponding principal submatrix1 1 01 1 1
0 1 1

is indeterminate, so U cannot be positive semidefinite. Conversely, suppose that the
ultrametric inequality is satisfied. Then B is ultrametric and hence positive semidefinite
(Dellacherie, Martinez, and San Martin, 2014, Theorem 3.5).
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