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Entanglement entropy of low-lying excitation in localized interacting system:
Signature of Fock space delocalization
Richard Berkovits
Department of Physics, Bar-Ilan University, Ramat-Gan 52900, Israel
The properties of the entanglement entropy (EE) of low-lying excitations in one-dimensional dis-
ordered interacting systems are studied. The ground state EE shows a clear signature of localization,
while low-lying excitation shows a crossover from metallic behavior at short sample sizes to localized
at longer length. The dependence of the crossover as function of interaction strength and sample
length is studied using the density matrix renormalization group (DMRG). This behavior corre-
sponds to the presence of the predicted many particle critical energy in the vicinity of the Fermi
energy. Implications of these results to experiments are discussed.
PACS numbers: 73.20.Fz,03.65.Ud,71.10.Pm,73.21.Hb
Many body localization (MBL) has drawn growing in-
terest in recent years [1–20]. The Anderson localization
transition [21, 22] is a zero-temperature quantum phase
transition, which for the non-interacting case is mani-
fested in the properties of the single-particle eigenstates
and eigenvalues [23]. For one and two dimensional sys-
tems all the single-particle state are localized for any
amount of disorder, while for three dimensional systems
at a given disorder there exists a critical energy (mobility
edge) below which all states are localized.
For a many-particle system, as long as no particle-
particle interactions are present, the properties of a
many-particle excited state are determined by the prop-
erties of the single-particle states. Thus, as long as all the
particles occupy localized single-particle states the many-
particle states should exhibit localized behavior. For ex-
ample, the entanglement entropy (EE) between any sub-
region A of the system and the rest of it should saturate
(i.e., SA ∝ ξ
d−1, where d is the dimensionality of the
system and ξ is the single-electron localization length).
While if some of the extended single-particle states are
occupied the usual volume law for the EE (SA ∝ L
d
A,
where LA is the length of region A) is observed [17].
Physically, the difference between the localized and ex-
tended many-particle states is manifested in the dynam-
ics of a particle tunneling into some particular region of
the system, or a particle excited by a confined external
perturbation in the region. In the localized phase it will
remain there (i.e., will have a very long lifetime – sharp
level), while in the extended case it will leave the region
(short lifetime – broad level).
What is the influence of particle-particle interaction on
the above picture? A cursory consideration may lead to
the conclusion that since particles now interact with each
other, any localized excitation will eventually spread all
over the system. Thus, the rest of the system acts as a
thermal bath for any excited sub-system [24–26]. Surpris-
ingly, Basko, Aleiner and Altshuler [2] have shown that
if all the single-electron states are localized, an excita-
tion will remain localized even in the presence of particle-
particle interactions up to a critical temperature or exci-
tation energy. This behavior is known as the MBL.
One can expect to see a signature of this behavior also
in the EE between a sub-region and the rest of the sys-
tem. For excitations below the the MBL mobility edge
the EE should follow its localized behavior. This was
numerically demonstrated for the ground state of inter-
acting electrons in a 1D disordered system [27], where
repulsive interactions only bolsters the localization be-
havior. On the other hand, for excited states above the
mobility edge the EE should follow the volume law ex-
pected from thermalized states.
Let us examine the parametric dependence of TC on
the interaction strength more carefully. The critical tem-
perature TC ∼ ∆ξ/λ| lnλ| [2] where ∆ξ is the single
level spacing in a region of size ξ, and λ is the dimen-
sionless interaction strength proportional to Umax/∆ξ,
where Umax is the maximal matrix element between two
many-particle states proportional to U(a/ξ)d. Here U is
the strength of the nearest-neighbor interaction, a is the
range of interaction and d the dimensionality. The level
spacing in the localization volume ∆ξ = 1/(νξ
d) , where
ν is the density of states. When the critical temperature
is translated to a critical excitation energy high in the
excitation spectra, EC = ndTC , where n is the number of
particles excited. At a constant filling n ∝ Ld, where L is
the system size, and therefore EC is extensive. Thus, for
a given system size, EC decreases as U increases, while
EC increases as L increases.
Probing the transition at low excitation energies is ad-
vantageous both for experimental and numerical reasons.
Experimentally, at lower excitation energies the influence
of electron-phonon scattering (which will thermalize even
in the MBL regime) is weaker, while numerically it is pos-
sible to used the accurate DMRG method only close to
the ground state. Of course, strictly speaking finite sys-
tems do not exhibit a true phase transition, but they can
nevertheless show a signature of such a transition and
reveal its properties.
For a finite system of length L the spacing between the
2ground state and the first many-particle excited state is
∆1 = 1/νL
d. At low energies only a few (order of one)
quasi-particles are excited and EC ∼ dTC , thus intensive.
One expects a crossover in the behavior of the low-lying
excitations from a metallic behavior once ∆1 > EC to
localized when ∆1 < EC . Thus, for a finite disordered
system all low lying excited states will exhibit localization
as long as L > (λ| ln(λ)|)1/dξ. Of course, localization will
only occur on length scales larger than L > ξ. Since in
all these considerations one assumes λ ≤ 1 one would
expect that the length scale for which the excited state
will exhibit localization behavior (L > ξ) is of order of
the single-electron localization length.
The above consideration leaves out an important fact
regarding the ground-state, namely that the ground-state
many-particle localization length of a typical disordered
system is strongly suppressed by repulsive interactions.
For example, a spinless 1D wire of length L, with on-site
disorder and nearest neighbor interactions described by
the following Hamiltonian:
H =
L∑
j=1
ǫj cˆ
†
j cˆj − t
L−1∑
j=1
(cˆ†j cˆj+1 + h.c.) (1)
+ U
L−1∑
j=1
(cˆ†j cˆj −
1
2
)(cˆ†j+1 cˆj+1 −
1
2
),
where ǫj is the random on-site energy, taken from a uni-
form distribution in the range [−W/2,W/2], U is the
interaction strength, and t = 1 is the hopping matrix el-
ement. cˆ†j is the creation operator of a spinless electron
at site j in the wire, and a neutralizing background is
included in the interaction term. This model is local-
ized for non-interacting as well as any repulsive U > 0
interactions [29, 30], and has a metallic regime for at-
tractive interaction in the vicinity of U = −1 and not to
strong disorder [28, 31–33]. For the non-interacting case
close to half-filling the single-particle localization length,
ξ(W,U = 0) ≈ 105/W 2 [34]. Once particle-particle in-
teractions are included, properties of the system such
as transport (and entanglement) are determined by the
many-particle wave function and the many-particle lo-
calization length deviates from the single-particle local-
ization length. The many-particle localization length
is related to the single-particle localization length by
[29, 30] ξMP = ξ(W,U) = (ξ(W,U = 0))
1/(3−2g(U)),
where g(U) = π/[2 cos−1(−U/2)] is the Luttinger param-
eter [35]. Thus, for the non-interacting case g = 1 and
ξMP = ξ while for U = −1, g = 3/2 and ξMP diverges.
For repulsive interactions ξMP < ξ since g(U > 0) < 1,
and the length scales for which the ground state of a finite
system will exhibit metallic behavior becomes shorter
(L < ξMP < ξ). This has been verified by analyzing
the behavior of the EE of the ground state [27]. On
the other hand, for the low-lying excitations according
to Basko, Aleiner, and Altshuler’s argument [2] the exci-
tations are expected to remain metallic for L < O(ξ).
Thus, for interacting systems a significant range of L
(roughly estimated as ξMP < L < ξ) for which all low
lying excited states will exhibit metallic behavior while
the ground state is localized may be expected.
In this letter we study the behavior of low-lying exci-
tations of a one-dimensional finite interacting disordered
system and demonstrate the existence of a size-regime for
which the system ground state is localized while any ex-
cited state is metallic. Unlike when studying high excita-
tions for which there are no efficient numerical methods
and one is reduced to treating small systems, simplify
the system or making other assumptions regarding the
solutions [4, 5, 8–13], the density matrix renormalization
group (DMRG) numerical method is very accurate for
low-lying excitations and can handle large systems.
In order to identify whether an excited state is metal-
lic or localized we shall use its EE, which for the ground
state has been shown to be a very accurate way to de-
termine the localization length [27] and metal-insulator
transitions point [28], for interacting disordered system.
Nonetheless, unlike the ground state EE (GSEE) which is
well understood, the EE behavior of low lying-excitations
needs further clarification [36–39]. We shall begin by
studying the EE of low lying-excitations in the metallic
regime before proceeding to the localized regime.
The EE of a pure state |Ψ〉 in a sample partitioned into
two sections A and B of length LA and LB = L − LA is
given by
SA/B = −TrρA/B ln ρA/B, (2)
where the reduced density matrix ρA/B = TrB/A|Ψ〉〈Ψ|.
The ground-state and the three lowest excited states are
calculated. As usual in DMRG, the reduced density ma-
trix for each state at each length LA is calculated and
diagonalized, thus obtaining the EE does not involve any
additional numerical overhead. First we present the EE
in the metallic regime, i.e., ξMB → ∞ for W = 0.7
(ξ ∼ 210), and U = −1. The median EE S(LA, L) for all
four states over 100 realizations of disorder are plotted as
function of LA in the upper panel of Fig. 1, for system
length L = 100,200,300,500 and 700.
It is clear that the ground state in the metallic regime
follows the expected logarithmic behavior [42–45]
Sgs(LA, L) =
1
6
ln (sin (πXA)) + cg, (3)
where XA = LA/L and cg is a non-universal constant.
Using Eq. (3) results in a perfect fit for GSEE. The ex-
cited state EE (ESEE) has a different functional form.
Nevertheless, the only relevant scale remains XA =
LA/L, and therefore we expect the ESEE to follow:
S(i)(LA, L) = S
(i)(XA) + c
(i)(L). (4)
The superscript (i) denotes the excitation number. As
can be seen in the lower panel of Fig. 1, this scaling
3leads to a collapse of S(i)(XA) on the same curve for
different values of L. The constant c(i)(L) is chosen so
S(i)(XA = 0.2) is equal for different L. As can be seen
from the inset in Fig. 1, where S(i)(LA = 0.2L,L) for
different values of L is plotted, c(i)(L) = c(i)+(1/6) ln(L),
where c(i) depends only on the excitation number.
Unlike the GSEE, for the ESEE there is no established
functional form for the behavior of S(i)(XA). Neverthe-
less, using the form of the typical EE of several excited
particles in a clean system [40] as a guide, one may try
to fit the ESEE to
S(i)(XA) = −n0(XA lnXA + (1 −XA) ln(1−XA)) + c
(i),(5)
where, n0, for a clean system is the number of excited
particles, while here it is treated as a fitting parameter.
One might understand this functional form by consid-
ering that the ESEE should follow the volume law (up
to logarithmic corrections appearing also in the ground
state). For the second and third excitation this crude
analogy gives a reasonable description with n0 = 1.82 of
the EE.
How does disorder change the low-lying ESEE? For
the ground state the logarithmic correction saturates on
the scale of ξMP , resulting in a clear signature of many
particle localization[27]. Indeed, this is seen in the be-
havior of the GSEE depicted in Fig. 2, where the EE for
systems with different single-electron localization length,
but equal many-particle localization length fall on top
each other for L > ξMP . On the other hand, the ESEE
shows a different behavior. For short length scales (albeit
longer than ξMP ) the low-lying excitations behave differ-
ently than the ground state and continue to follow the
volume law typical for the ESEE in the metallic regime
(Fig. 1). Only for larger system sizes does the low-lying
ESEE begin to resemble the GSEE.
We expect the volume law to be strongly affected by
localization. For system sizes much shorter than the lo-
calization length the EE should not be seriously affected,
while for sizes larger than the localization length it should
saturate and resemble the GSEE. Indeed, this crossover
in the behavior of the ESEE is clearly seen in Fig. 2.
For the weak disorder case (ξMP ∼ 100), the EE shows
the volume law to hold up until L = 300 (even up to
L = 500, for the third excited state of strong interactions
U = 1.8), while crossing over to the GSEE behavior at
L = 700. For stronger disorder (ξMP ∼ 50), the volume
law behavior is seen up to L = 200, while at L = 500 the
ESEE is already closer to an area law. Thus, the GSEE
shows localized behavior corresponding to ξMP , while the
low-lying ESEE show volume law (metallic) behavior on
larger length scales. Moreover, the crossover to local-
ized behavior occurs at larger sample sizes for higher U
and higher excitations, as expected from the many-body
localization scenario.
Let us examine the behavior of the ESEE more care-
fully. As we have seen, for the clean case the ESEE scales
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FIG. 1: (Color online) Upper panel: The EE of a metallic
system as function of LA, for different system sizes L. The
symbols correspond to the DMRG results, where the different
sample length are represented by different symbols ©, L =
100; , L = 200; ♦, L = 300; △, L = 500; and ▽, L = 700.
The colors correspond to the excitation number (continuous
black - ground state, dashed red - first excitation, long dashed
green - second excitation, dot-dashed blue - third excitation).
The thick dashed line correspond to Eq. (3). Lower panel:
The EE scaled as function of the ratio XA = LA/L. The thick
line correspond to Eq. (5) with n0 = 1.82. Inset: The EE of
the ground state and the low lying excitations for LA = 0.2L
as function of L. The symbols correspond to the numerically
calculated EE, while the lines to a fit to c(i) + (1/6) ln(L),
where c(i) depends only on the excitation number.
as XA = LA/L. and follows a volume law behavior
(Eq. (5)), while the ground state follows the area law
(Eq. (3)). For L ≪ ξ(i) (where ξ(i) is the localization
length of the i-th excited state) the ESEE is expected
to follow the volume law. Deep in the localized regime
(L ≫ ξ(i)) there should be no difference between the
ESEE and the GSEE. Thus, contrary to the situation for
the GSEE where ξ plays the role of a saturation length in
the area law, for the ESEE it also changes the functional
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FIG. 2: (Color online) The EE of a weakly disordered sys-
tem (upper panel, ξMP ∼ 100) and strongly disordered sys-
tems (lower panel, ξMP ∼ 50) as function of LA, for dif-
ferent system sizes L. The symbols represent DMRG re-
sults for different sample length as in Fig. 1. The differ-
ent excitations are indicated by color and line-shape. Up-
per panel: The full symbols correspond to U = 0.6 and
W = 0.5 (ξ ∼ 400, ξMP ∼ 100), while empty symbols to
U = 1.8 and W = 0.15 (ξ ∼ 4500, ξMP ∼ 100). Lower
panel: The full symbols correspond to U = 0.6 and W = 0.7
(ξ ∼ 200, ξMP ∼ 50), while empty symbols to U = 1.8 and
W = 0.25 (ξ ∼ 1600, ξMP ∼ 50).
form of the EE. This is clearly seen in Fig. 3, where the
behavior of the 3rd excited state for the weak disorder is
depicted. For L = 100 the behavior for both interaction
strength fit a volume law. At larger length a crossover
toward an area law behavior is seen. This crossover has
two distinct features. There is saturation of the EE at
large XA, which is clear for L = 700 for both U = 1.8
and U = 0.6. At weak interaction U = 0.6 this satura-
tion is clear also for shorter sample sizes (L = 500). This
saturation is similar to the ground state EE saturation,
but for the ESEE it is accompanied by a change in the
behavior at small values of XA. Again, for L = 700 for
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FIG. 3: (Color online) The third ESEE for the weakly dis-
ordered system (ξMP ∼ 100) depicted in the upper panel of
Fig. 2 as function of XA. Again, the symbols correspond to
the DMRG results as in Fig. 1. For comparison the EE of the
ground state of L = 700 is depicted by black X symbols. The
arrows indicate the point of saturation of the EE for L = 700.
(Left panel) Strong interactions (U = 1.8). The dashed green
curve corresponds to Eq. (5) with n0 = 2.1 and c
(i) = 0.18,
while the red curve corresponds to Eq. (3) with cg = 1.22.
(Right panel) Weak interactions (U = 0.6) The dashed green
curve corresponds to Eq. (5) with n0 = 1.8 and c
(i) = 0.3,
and the red curve corresponds to Eq. (3) with cg = 1.22.
both U = 1.8 and U = 0.6 the ESEE is indistinguishable
for small values of XA from the GSEE. Thus, unlike for
the GSEE, the effect of the localization crossover is seen
on length scale smaller than ξ, and involve a change in
the functional behavior of the ESEE.
It is obvious from Fig. 3 that the description of the
EE in the crossover regime is not trivial, and there is
no straight forward way to extract the excited state lo-
calization length, ξ(i). When ξ(3) is larger than L, The
ESEE follows metallic behavior (Eq. (5)), and therefore
its clear that ξ(3) > 500 as long as L < 500 for U = 1.8
and ξ(3) > 300 as long as L < 300 for U = 0.6 (com-
pared to ξMP = 100). As the samples are longer, ξ
(3)
becomes shorter. At sample length for which the ESEE
behaves similar to the GSEE for small values of XA, one
may roughly extract the the localization length by iden-
tifying the saturation of the ESEE. For sample length of
L = 700, ξ(3) is indicated by an arrow and corresponds to
ξ(3) ∼ 175 for U = 1.8 and ξ(3) ∼ 140 for U = 0.6. Thus
even at sample length of L = 700, the the 3rd excited
state localization is significantly larger than the ground
state localization length ξMP = 100.
How could this enhancement of the localization length
of the low-lying excited states be experimentally verified
for small finite samples? In order to distinguish between
the ground state and the low lying excitations one should
have systems small enough so the energy gap between the
ground state and low lying excited states is larger than
5other experimental energy scales such as temperature or
source-drain voltage (∆1 > T, VSD), but larger than the
many-particle localization length. By using photons to
excite the low-lying excited states one could hope to ob-
serve a strong (even orders of magnitude) enhancement
of the photoconductivity for these small samples, or to
probe the conductance optically [46]. In order to rule out
other effects which may enhance the photoconductivity
such as heating, the effect should strongly decrease for
larger samples.
In conclusion, For short samples, low lying excited
states may show metallic behavior although the sam-
ple is much longer than the ground state localization
length and the ground state is strongly localized. Only
for longer systems crossover to the localized regime oc-
curs. This is a clear signature of the MBL mobility edge
which can approach the Fermi energy for short systems.
The behavior of the low lying excitation for short systems
may be probed using optical techniques.
I would like to thank Z. Ovadyahu and I. L. Aleiner
for useful discussions. Financial support from the Israel
Science Foundation (Grant 686/10) is gratefully acknowl-
edged.
[1] B. L. Altshuler, Y. Gefen, A. Kamenev, and L. S. Levitov,
Phys. Rev. Lett. 78, 2803 (1997).
[2] D. M. Basko, I. L. Aleiner, and B. L. Altshuler, Ann.
Phys. (N.Y.) 321, 1126 (2006).
[3] I. V. Gornyi, A. D. Mirlin, and D. G. Polyakov Phys.
Rev. Lett. 95, 206603 (2005).
[4] R. Berkovits and Y. Avishai, Phys. Rev. Lett. 80, 568
(1998); R. Berkovits and B. I. Shklovskii, J. Phys. Con-
dens. Matter 11, 779 (1999).
[5] V. Oganesyan and D. A. Huse, Phys. Rev. B 75, 155111
(2007); V. Oganesyan, A. Pal, and D. A. Huse, ibid. 80,
115104 (2009).
[6] M. Znidaric, T. Prosen, and P. Prelovsek, Phys. Rev. B
77, 064426 (2008).
[7] M. Aizenman, and S. Warzel, Comm. Math. Phys., 290
903 (2009).
[8] C. Monthus and T. Garel, Phys. Rev. B 81, 134202
(2010).
[9] T. C. Berkelbach and D. R. Reichman, Phys. Rev. B 81,
224429 (2010).
[10] A. Pal and D. A. Huse, Phys. Rev. B 82, 174411 (2010).
[11] E. Canovi, D. Rossini, R. Fazio, G. E. Santoro, and A.
Silva, Phys. Rev. B 83, 094431 (2011).
[12] E. Cuevas, M. Feigel’man, L. Ioffe and M. Mezard. Na-
ture Communications 3, 1128 (2012).
[13] J. H. Bardarson, F. Pollmann, and J. E. Moore, Phys.
Rev. Lett. 109, 017202 (2012).
[14] M. Serbyn, Z. Papic´ and D. A. Abanin, Phys. Rev. Lett.
110, 260601 (2013).
[15] R. Vosk and E. Altman, Phys. Rev. Lett. 110, 067204
(2013).
[16] S. Iyer, V. Oganesyan, G. Refael, and D. A. Huse, Phys.
Rev. B 87, 134202 (2013).
[17] D. A. Huse, R. Nandkishore, V. Oganesyan, A. Pal, and
S. L. Sondhi, Phys. Rev. B 88, 014206 (2013).
[18] D. A. Huse and V. Oganesyan, arXiv:1305.4915.
[19] M. Serbyn, Z. Papic´ and D. A. Abanin, Phys. Rev. Lett.
111, 127201 (2013).
[20] B. Bauer and C. Nayak, J. Stat. Mech. P09005 (2013).
[21] P.W. Anderson, Phys. Rev., 109, 1492 (1958).
[22] For a review see: P. A. Lee and T. V. Ramakrishnan,
Rev. Mod. Phys. 57, 287 (1985).
[23] B. I. Shklovskii, B. Shapiro, B. R. Sears, P. Lambrianides,
and H. B. Shore, Phys. Rev. B 47, 11487 (1993).
[24] J. M. Deutsch, Phys. Rev. A 43, 2046 (1991).
[25] M. Srednicki, Phys. Rev. E 50, 888 (1994).
[26] M. Rigol, V. Dunjko, and M. Olshanii, Nature 452, 854
(2008).
[27] R. Berkovits, Phys. Rev. Lett. 108, 176803 (2012).
[28] R.-L. Chu, A. Zhao, S.-Q. Shen, Phys. Rev. B 87, 205140
(2013).
[29] W. Apel, J. Phys. C 15, 1973 (1982); W. Apel and T.
M. Rice, Phys. Rev. B 26, 7063 (1982).
[30] T. Giamarchi and H. J. Schulz, Phys. Rev. B 37, 325
(1988).
[31] P. Schmitteckert , T. Schulze, C. Schuster, P. Schwab,
and U. Eckern, Phys. Rev. Lett. 80, 560 (1998); P.
Schmitteckert, R. A. Jalabert, D. Weinmann, and J. L.
Pichard, Phys. Rev. Lett. 81, 2308 (1998).
[32] C. Schuster, R. A. Ro¨mer, and M. Schreiber, Phys. Rev.
B 65,115114 (2002).
[33] J. M. Carter and A. MacKinnon, Phys. Rev. B 72,
024208 (2005).
[34] R. A. Ro¨mer and M. Schreiber, Phys. Rev. Lett. 78, 515
(1997).
[35] F. Woynarovich and H. P. Eckle, J. Phys. A 20, L97
(1987); C. J. Hamer, G. R. W. Quispel, and M. T. Batch-
elor, ibid. 20, 5677 (1987).
[36] F. C. Alcaraz and M. S. Sarandy, Phys. Rev. A 78 032319
(2008).
[37] L. Masanes, Phys. Rev. A 80 052104 (2009).
[38] M. I. Berganza, F. C. Alcaraz, and G. Sierra, Phys. Rev.
Lett. 106, 201601 (2011); J. Stat. Mech. P01016 (2012).
[39] L. Taddia, J. C. Xavier, F. C. Alcaraz and G. Sierra,
Phys. Rev. B 88, 075112 (2013).
[40] R. Berkovits Phys. Rev. B 87, 075141 (2013) .
[41] V. Alba, M. Fagotti and P. Calabrese, J. Stat. Mech.
P10020 (2009).
[42] C. Holzhey, F. Larsen, and F. Wilczek, Nucl. Phys. B
424, 443 (1994).
[43] G. Vidal, J. I. Latorre, E. Rico, and A. Kitaev, Phys.
Rev. Lett. 90, 227902 (2003); J. I. Latorre, E. Rico, and
G. Vidal, Quant. Inf. Comp. 4, 048 (2004).
[44] P. Calabrese and J. Cardy, J. Stat. Mech. P06002 (2004).
[45] V. E. Korepin, Phys. Rev. Lett. 92 096402 (2004).
[46] Z. Ovadyahu, Private communication.
