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ABSTRACT
GOES soft X-ray light curves are used to measure the timing and duration of solar flare emission. The timing and duration
of the magnetic reconnection and subsequent energy release which drives solar flares are unknown, though the light curves
are presumably related. It is therefore critical to understand the physics which connects the two: how does the time scale of
reconnection produce an observed GOES light curve? In this work, we model the formation and expansion of an arcade of loops
with a hydrodynamic model, which we then use to synthesize GOES light curves. We calculate the FWHM and the e-folding
decay time of the light curves and compare them to the separation of the centroids of the two ribbons which the arcade spans,
which is representative of the size scale of the loops. We reproduce a linear relation between the two, as found observationally
in previous work. We show that this demonstrates a direct connection between the duration of energy release and the evolution
of these light curves. We also show that the cooling processes of individual loops comprising the flare arcade directly affect the
measured time scales. From the clear consistency between the observed and modeled linearity, we conclude that the primary
factors that control the flare time scales are the duration of reconnection and the loop lengths.
Keywords: Sun: corona, sun: flares, sun: X-rays
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1. INTRODUCTION
The Geostationary Operational Environmental Satellites
(GOES), first launched in 1975 and most recently with
GOES-16 in November 2016, are a series of satellites main-
tained by the National Oceanic and Atmospheric Adminis-
tration (NOAA). Since GOES-8 in 1986 and with previous
NOAA satellites, they have carried two X-ray sensors (XRS)
which continuously monitor the solar X-ray flux in the wave-
length bands 1-8 A˚ (≈ 1.5-12 keV) and 0.5-4 A˚ (≈ 3-24 keV).
The emission in these bands is primarily due to dense plasma
at temperatures exceeding 10MK, and therefore the light
curves are used to track the timing and evolution of solar
flares.
Observational relationships between flare evolution and
geometry are often discussed since they might be the
key to accessing the physics behind flare eruptions (see
reviews by Priest & Forbes 2002; Fletcher et al. 2011;
Shibata & Magara 2011). In a recent paper, Toriumi et al.
(2017) measured the full-width-at-half-maximum (FWHM)
and the e-folding decay time of 1-8 A˚ GOES light curves in
51 flares larger than M5 and correlated them with the dis-
tance between the centroids of the two flare ribbons dribbon,
as measured in the 1600 A˚ bandpass with the Atmospheric
Imaging Assembly (AIA, Lemen et al. 2012) onboard the So-
lar Dynamics Observatory (SDO, Pesnell et al. 2012). The
distance dribbon was measured over the duration of each event,
rather than at one single instant, as detailed in that paper (see
Figure 1 of that work). For both time scales, there was a
strong linear correlation with the separation of the ribbon
centroids. They found similar correlations between the time
scales and the magnetic flux as well as the ribbon area.
A few processes drive the thermal evolution of coronal
loops. Initially, after heating begins, the temperature rises
sharply while the density is approximately unchanged, driv-
ing a strong conductive flux out of the corona. As evapora-
tion carries plasma into the loop and the density rises signif-
icantly, radiation comes to dominate the energy losses while
conduction becomes significantly less efficient (Antiochos
1980; Cargill et al. 1995). An enthalpy flux of plasma flow-
ing out of the corona begins to power the transition region at
later times, which leads to a scaling law that relates the
temperature and density in the cooling phase, T ∝ nδ
(Bradshaw & Cargill 2005), where δ relates the relative
strength of radiation to enthalpy flux (Bradshaw & Cargill
2010). Once it falls below a critical temperature, the loop
is unable to sustain the cooling, and undergoes “catas-
trophic cooling”where the temperature falls drastically while
the density remains nearly constant (Reale & Landi 2012;
Cargill & Bradshaw 2013).
Not much attention has been paid so far to the facts that the
coronal flux system involved in a flare is composed of mul-
tiple individual, elementary loops, and that the loops start to
get heated impulsively (probably due to magnetic reconnec-
tion) with a certain delay, as is obvious from the expansion
of flare ribbons (Dodson 1949; Bruzek 1964; Grigis & Benz
2005). One of the earliest attempts to model this was made
by Hori et al. (1997, 1998), who found that single loops were
unable to explain observed blue-shifted Ca XIX line profiles
with a large stationary component, whereas a bundle of loops
naturally does so. Reeves et al. (2007) employed a recon-
nection model to drive the heat input into a multi-threaded
simulation in order to reproduce emissions seen by multiple
instruments, and found that the reconnectionmodel predicted
the correct magnitude of energy release.
In this work, we model the evolution of flare loops by in-
troducing not only the thermal processes (radiation, conduc-
tion, and enthalpy drainage) but also the effect of successive
reconnection, and synthesize the GOES light curves. With
these simulations, we test the relation directly: why is the
separation of the ribbon centroids dribbon correlated with the
FWHM and e-folding decay time? Assuming that the emis-
sion comes from many different loops of varying lengths,
we synthesize a total GOES light curve, determine the time
scales, and measure how they compare with dribbon. We re-
produce the linear correlations, and confirm that the loop
lengths play an important role in determining the FWHM and
decay time. Since the duration of reconnection and subse-
quent expansion of the arcade determine the separation of
the ribbon centroids, this relation demonstrates the direct
connection between the duration of energy release and light
curves in flares.
2. OBSERVATIONS
To further motivate this work, we briefly present GOES
observations that can be later contrasted with the model that
we have developed. We employ two time scales to mea-
sure the rate of decay of the GOES SXR light curves. The
first, τFWHM, is the standard full-width-at-half-maximum of
the light curve, and the time tend past the peak with flux at
half maximum is referred to as the “GOES end time.” The
second time scale, τdecay, measures the e-folding decay time
at the GOES end time:
τdecay = −
FSXR(t)
dFSXR(t)/dt
∣∣∣∣
t=tend
(1)
The GOES flux is primarily due to thermal emission
(bremsstrahlung and spectral lines) from dense, hot plasma,
which is most sensitive to temperatures exceeding 10
MK (Garcia 1994; White et al. 2005; see Figure 1 of
Warren & Antiochos 2004 for a plot of the temperature de-
pendence of each channel). These two time scales therefore
contain information about the rates at which the flaring loops
heat to and cool from high temperatures. The information
is obscured, though, since many loops comprise the system
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at any given time, and because there is a finite non-thermal
component that does not strongly depend on the plasma tem-
perature. The FWHM τFWHM measures both the rising and
falling time of the light curve, and so is determined by the
rate at which plasma heats and then cools. The e-folding
decay time τdecay more directly measures the rate at which
the light curve falls, and therefore is determined primarily by
the cooling of the flaring loops.
In Figure 1, we show example GOES light curves for three
flares: the X3.9 flare on 5 November 2013, the X5.4 on
6 March 2012, and the M6.6 on 22 June 2015. The top
plots show the light curves in each channel, 1-8 A˚ in red,
0.5-4 A˚ in blue, with the calculated time scales (measured
in seconds) shown at top right. The bottom plots show the
time derivatives of each channel, calculated numerically (x
marks), and with a Savitzky-Golay smoothing filter of degree
4 with 33 points (yellow/cyan lines, Savitzky & Golay 1964;
Press et al. 1986). We have also marked the times of peak
emission and the GOES end times tend with diamonds. Be-
low tend, we have drawn thin dashed lines to show the times
at which the derivatives are used to calculate τdecay. The total
durations of these flares range from roughly 20 minutes to
well over 3 hours, reflected in each respective FWHM. For
each case, we note the value of dribbon.
There are a few important features. The GOES class has
no bearing on either of the two time scales or the separa-
tion of the ribbon centroids dribbon. The time scales in the
1-8 A˚ channel are systematically larger than those of the 0.5-
4 A˚ channel, likely due to the differences in sensitivity to
different temperatures, and because non-thermal emission is
a relatively larger component of the high energy channel.
There is considerably more oscillatory behavior in the light
curves for the longer duration events (particularly noticeable
in the derivatives), which may be due to wave fluctuations
(Mariska 2006) or due to the variations of plasma tempera-
ture and density on individual threads (Rubio da Costa et al.
2016). These oscillations may be related to quasi-periodic
pulsations (Nakariakov & Melnikov 2009), which have been
reported in GOES observations (Dennis et al. 2017). Finally,
there is generally a correlation between the magnitude of all
of the time scales and dribbon, though there is considerable
scatter.
We present the empirical relationship in Figure 2 between
the time scales of GOES 1-8 A˚ light curves and separa-
tion of the ribbon centroids for 50 of the 51 flares studied
by Toriumi et al. (2017), excluding event 12 which does not
have a well-defined FWHM. We use their values for dribbon,
and independently have recalculated all time scales. We have
extended the analysis to include the high energy 0.5-4 A˚
channel, and find similar results: there is an approximately
linear correlation, though the magnitudes of the time scales
are lower than those in the low energy channel. The fits, also
shown on the plot, are:
log τFWHM, 1-8 A˚ = (0.94± 0.09) log dribbon + (1.70± 0.13)
log τdecay, 1-8 A˚ = (0.87± 0.12) log dribbon + (1.67± 0.17)
log τFWHM, 0.5-4 A˚ = (0.89± 0.09) log dribbon + (1.59± 0.14)
log τdecay, 0.5-4 A˚ = (0.92± 0.10) log dribbon + (1.39± 0.14)
(2)
The trend is approximately linear in all four cases, though it
is unclear why. We now turn our focus towards explaining
this result: how does this correlation arise?
3. RIBBON EXPANSION MODEL
In order to test the relation between ribbon separation and
the time scales, we synthesize GOES light curves for bun-
dles of loops with varying separations between the ribbon
centroids dribbon. We first synthesize light curves of indi-
vidual loops, which we then use to construct a composite
light curve assuming a bundle of loops with ever-increasing
lengths as the reconnection event proceeds. Figure 3 illus-
trates the scheme we use to construct the bundles and inte-
grated light curves.
The separation between centroids dribbon for a bundle can
be found from simple geometry since we assume that the
loops are all semi-circular. We take the centroid of a bun-
dle to be the the foot-point separation of a loop with the me-
dian length of the loops in the bundle. In other words, dribbon
is the diameter of a loop with length
(2L)max+(2L)min
2 , so it is
straight-forward to find that dribbon =
(2L)max+(2L)min
π .
We define a reconnection time scale τrec as
τrec =
ζribbon
Vribbon
=
1
π
(
(2L)max − (2L)min
)
Vribbon
(3)
which simply says that the time to expand outwards is de-
termined by the distance ζribbon =
1
π
(
(2L)max − (2L)min
)
from the initial reconnection site to the maximum extent of
the ribbon, as well as by the ribbon expansion speed Vribbon.
Assuming that the reconnection starts from a low altitude, i.e.
in the limit Lmin → 0, we have
τrec =
1
π (2L)max
Vribbon
≈
dribbon
Vribbon
(4)
or that τrec ∝ Lmax ∝ dribbon, which demonstrates the rela-
tion between the duration of reconnection and dribbon. As-
suming a constant ribbon speed of Vribbon = 20 km s
−1 =
0.02Mms−1, we have
τrec ≈ 50× dribbon (5)
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Figure 1. GOES light curves (top) and time derivatives (bottom) for three large flares. The 1-8 A˚ channel is shown in red, 0.5-4 A˚ channel in
blue. The calculated time scales, measured in seconds, are shown at the top right. The derivatives have been calculated numerically (x marks),
and with a Savitzky-Golay smoothing filter (yellow/cyan lines). On the light curves, we have marked the times of peak emission and tend with
diamonds. We have drawn lines below tend to denote the times at which the derivative is used to calculate τdecay.
Figure 2. The empirical results for 50 large flares. We show the
time scales for both GOES channels. We have recalculated all time
scales independently. The red plus signs (blue asterisks) show the
measured FWHM for the 1-8 (0.5-4) A˚ channel, while the black
diamonds (purple triangles) show the measured decay times. The
lines show the linear fits to the data. The linear regression fits with
1-sigma uncertainties are shown for each time scale.
with distances measured in Mm and time scales in s. Obser-
vationally, we have found
log τFWHM, 1-8A˚ = 0.94× log dribbon + 1.70 (6)
→ τFWHM, 1-8A˚ = 10
1.70
× (dribbon)
0.94
≈ 50× dribbon
The striking agreement between the ribbon expansion sce-
nario and the observational results points to the possibility
that the duration of reconnection is one of most important pa-
rameters controlling the flare time scales. We therefore test
this directly with hydrodynamic simulations, from which we
synthesize the SXR emission as might be seen by GOES.
3.1. Hydrodynamic modeling
To test the cause of the correlations, we have run nu-
merical experiments with the HYDrodynamics and RADi-
ation code (HYDRAD, Bradshaw & Mason 2003). The code
solves the equations of conservation for mass, momentum,
electron and ion energy along a one-dimensional magnetic
flux tube (Bradshaw & Cargill 2013). HYDRAD employs
adaptive mesh refinement to properly resolve the transition
region (TR), which is vitally important for determining accu-
rate coronal densities (Bradshaw & Cargill 2013). The code
accounts for radiative losses calculated with CHIANTI ver-
sion 8 (Dere et al. 1997; Del Zanna et al. 2015), which in-
cludes full non-equilibrium ionization of various ion species,
which is important for cooling rates (Bradshaw et al. 2004;
Bradshaw & Raymond 2013). In this work, we assume all
loops are semi-circular, oriented vertically relative to the so-
lar surface.
THE EVOLUTION OF GOES LIGHT CURVES 5
Time
In
te
n
sit
y
Integrated light curve
Light curves 
of individual 
loops
(b)
(a)
(2L)min
(2L)max
Successive reconnection
Ribbon expansion
dribbon
Figure 3. A schematic cartoon illustrating the method by which
we create bundles of loops that are used to synthesize the integrated
GOES light curves. (a) As the reconnection event proceeds and
the ribbons expand, new loops of increasing lengths form and are
energized successively. (b) The intensity from each light curve con-
tributes to the total observed light curve of the flare, which is then
used to calculate the two time scales. We synthesize the light curves
for many bundles with various separations between the ribbon cen-
troids dribbon.
We assume that the primary heating mechanism is a beam
of non-thermal electrons that deposit their energy through
Coulomb collisions in the upper chromosphere (Emslie
1978). We have assumed an injected electron spectrum of
the form (electrons s−1 cm−2 keV−1):
F(E0, t) =
F0(t)
E2c
(δ − 2)×


0 if E0 < Ec(
E0
Ec
)
−δ
if E0 ≥ Ec
(7)
where F0(t) is the initial energy flux of the beam, Ec is the
low-energy cut-off, δ is the spectral index.
We have run simulations of loops with coronal lengths
2L =[3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 30, 35, 40, 50, 75,
100, 125, 150, 175, 200]Mm (and a chromospheric depth of
2.2 Mm). We heat each loop with the same energy flux car-
ried by the electron beam, F0 = 10
11 erg s−1 cm−2, and a
spectral index δ = 4. We have run three sets of simulations,
one with a low energy cut-off Ec = 20 keV and 30 seconds
of total heating, one with Ec = 10 keV for 30 seconds of
heating, and one with Ec = 20 keV for 60 seconds of heat-
ing. The cooling of individual loops depends only weakly on
the heating rate (∝ Q−1/6, Cargill 1994), so the assumption
of constant energy flux should not drastically affect the mea-
sured time scales. We also assume that the cross-sectional
area of the loops grows with time (equivalently, that the rib-
bon area grows with time), reaching its maximum value at
the time of peak SXR emission (see Fig. 2 of Toriumi et al.
2017).
We calculate the X-ray emissions as a sum of thermal
and non-thermal components for a given loop as follows.
The thermal components are evaluated with CHIANTI ver-
sion 8 (Dere et al. 1997; Del Zanna et al. 2015), using the
“isothermal” routine to generate tables of spectra as a func-
tion of temperature and emission measure, which includes
contributions from continuum processes and line emission.
In each grid cell, we calculate the local emission measure
EM = n2A∆s, where n is the density,A the assumed cross-
sectional area, and∆s the width of the grid cell. We then use
the local emission measure and temperature to calculate the
spectrum of that grid cell, which we sum across all the grid
cells and at each time step to create a composite spectrum
since GOES XRS is not spatially resolved.
We then add the non-thermal emission to the spectra as-
suming a thick-target (Brown 1971). Free-free emission can
be written (Kontar et al. 2011; Reep et al. 2013)
Ithick =
A
4πR2
∫
∞
ǫ
nH v Q(ǫ, E) dE
dE/dt
∫
∞
E
F(E0, t)dE0
(8)
where R = 1AU = 1.497× 1013 cm, ǫ is the photon energy
(keV), nH the hydrogen density (cm
−3), v the electron ve-
locity (cm s−1), Q(ǫ, E) the cross-section of the interaction
(cm2 keV−1), and dEdt the energy lost by the electron per unit
time (keV s−1). The inner integral is analytic for the assumed
form of the injected electron spectrum. For the outer integral,
we use a fully relativistic Bethe-Heitler cross-section with the
Elwert correction factor (Bethe & Heitler 1934; Elwert 1939;
Koch & Motz 1959), which is then evaluated using Gauss-
Laguerre quadrature of at least 100th order.
Although expected to be small, we include non-thermal
free-bound emission using the formulation of Brown & Mallik
(2008, 2009), with corrections given by Brown et al. (2010)
and Reep & Brown (2016). We assume only recombination
onto iron ions of ionization stage above Fe XX, which are
the most significant contribution to this emission process
(Reep & Brown 2016).
Once all the emission has been summed, we then fold the
spectra through the GOES response at the appropriate energy
ranges to calculate light curves. The observed flares were all
measured with GOES-15, so we use the response functions
for that satellite (White et al. 2005).
In order to create composite light curves, we must add to-
gether the emission from many loops. We follow the basic
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scenario outlined in Figure 3. Using a typical ribbon expan-
sion speed of ≈ [10, 20, 30] km s−1 (e.g. Asai et al. 2004),
we assume that each new loop reconnects and is energized
with a given time lag past the previous one. We use a sub-set
of the simulations to form the bundles, e.g. with lengths [3,
4, 5]Mm, [3, 4, 5, 6]Mm, [3, 4, 5, 6, 7]Mm, etc..
To reduce the number of required simulations, and to en-
sure reasonably smooth light curves, at each time we lin-
early interpolate the X-ray emission between these simula-
tions as if a new loop were to form at regular intervals of
1
3 Mm. For example, between the loops with 2L = 3 and
4Mm, we have 2 interpolated loops of lengths 3.33 and
3.66Mm. For the first loop, we calculate its X-ray inten-
sity I3.33Mm(t) =
2
3I3Mm(t) +
1
3I4Mm(t), and for the second,
we similarly have I3.66Mm(t) =
1
3I3Mm(t) +
2
3I4Mm(t). We
similarly interpolate between each successive simulation in
the bundle.
For all bundles, using the composite light curves, we cal-
culate the FWHM and decay time for both GOES channels.
We then plot these values against the separation distance of
the ribbon centroids dribbon for each bundle, and fit a linear
regression to measure any correlation. Finally, we compare
the measured correlations against the observations in Section
2.
4. RESULTS
4.1. Synthesized light curves
We begin by showing a few example synthesized GOES
light curves, along with the plasma evolution of the emit-
ting threads. Figure 4 shows three bundles of loops, with
minimum length (2L)min = 3Mm, and (respectively) max-
imum lengths (2L)max =[10, 125, 200]Mm, corresponding
to dribbon =[4.1, 40.7, 64.6]Mm. The top row shows the syn-
thesized GOES light curves in 1-8 A˚ (red) and 0.5-4 A˚ (blue),
along with the measured FWHM τFWHM and e-folding de-
cay time τdecay for both channels (in seconds). The bottom
row shows the apex electron temperature and electron num-
ber density in each individual thread as a function of time
(excluding the interpolated loops). These light curves were
synthesized assuming a ribbon speed of Vribbon = 20 km s
−1.
The evolution of the plasma follows a similar path for any
individual loop. Shortly after the onset of heating, the tem-
perature rises sharply to over 20MK, causing the thermal
emissions (primarily bremsstrahlung) to begin to rise, though
the emission measure (EM) is initially small. As the non-
thermal electrons deposit their energy in the chromosphere,
the pressure there expands as the temperature rises, which
causes an expansion of material back into the corona, thus
raising the EM and significantly increasing the thermal emis-
sions. As the coronal density rises, thermal conduction be-
comes significantly less effective, and radiative losses begin
to dominate. The density remains approximately constant
while the temperature slowly falls during this time, which
causes a reduction in the thermal emissions. Eventually, the
loop begins to catastrophically collapse, and the temperature
plummets to chromospheric temperatures in a short time, so
that the loop effectively disappears in SXRs.
The total GOES emissions are spatially unresolved, so the
light curves follow the evolution of many individual loops
at any given time. Both GOES channels are sensitive to
high temperature emission (with significant overlap), but the
0.5-4 A˚ channel’s sensitivity falls off more rapidly at lower
temperatures (see Fig. 6 of White et al. 2005 and Fig. 1
of Warren & Antiochos 2004). Therefore, as the tempera-
ture decreases on the hottest loop, the light curve in 0.5-4 A˚
falls off more rapidly than in the 1-8 A˚ channel. This in turn
causes both the FWHM and decay time to be lower in the 0.5-
4 A˚ channel (which also remains true in the observed flares).
All four time scales are higher for larger centroid separa-
tions dribbon, though the shapes of the light curves are similar.
After the reconnection ceases and new loops are no longer
being heated, plasma above 10MK becomes scarce, signifi-
cantly reducing the thermal bremsstrahlung which dominates
the emission in the two channels. The duration of reconnec-
tion, therefore, appears critical in determining the evolution
of the GOES light curves.
There is no late phase heating in these simulations, so
the cooling proceeds rapidly once heating ceases, which
causes the sharp decrease in intensity. There are, how-
ever, indications that late phase heating occurs in flares, both
in the TR (Doschek et al. 1977) and corona (Petrasso et al.
1979). This is clear from the sustained high temperatures
(Sˇvestka et al. 1982), high densities (Moore et al. 1980), and
evaporative up-flows (Czaykowska et al. 1999, 2001). Mod-
eling efforts were able to quantify the energy release, and
show that the heating is consistent with sustained reconnec-
tion (Cargill & Priest 1982, 1983; Pneuman 1982). There
have recently been efforts to include late phase heating into
multi-threaded modeling of flares (Qiu & Longcope 2016),
though the magnitude, temporal envelope, and duration of
that heating require further study, a point which we plan to
address in future work.
There is another important factor: the time scales also
strongly depend on the lengths of the loops within a bundle.
To show this, we examine bundles of loops with an equal re-
connection time scale, but variable dribbon. τrec measures the
duration of time between the formation of the first and last
loop in the bundle, and therefore depends on the distance be-
tween them and the speed at which the ribbon spreads.
In Figure 5, we compare five bundles of loops with equal
reconnection time scale τrec = 318 s but variable dribbon. The
bundles consist of lengths (2L)min = [10, 15, 20, 25, 30]Mm
and respectively (2L)max = [20, 25, 30, 35, 40]Mm, which
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Figure 4. At top, synthesized GOES light curves for three sets of loop bundles. Each bundle has a minimum length (2L)min = 3Mm, and
maximum lengths of (2L)max =[10, 125, 200]Mm, corresponding to dribbon =[4.1, 40.7, 64.6]Mm. These assume a ribbon speed Vribbon =
20 km s−1. At bottom, the apex electron temperatures and densities in each loop comprising the arcade as a function of time.
corresponds to dribbon = [9.5, 12.7, 15.9, 19.1, 22.3]Mm, and
we assume a slow ribbon speed Vribbon = 10 km s
−1 in order
to emphasize the differences. Respectively, from shortest to
longest, the bundles are shown as solid, dotted, dashed, dot-
dashed, and triple dot-dashed lines.
The differences between the individual bundles clearly
show that while the rising phase of the light curves are simi-
lar, the time scales differ in both GOES channels. The longer
bundles take longer to decay in both channels (monotoni-
cally). In other words, the lengths of the loops which com-
prise the bundle influence the values of the time scales, as
one might expect from many previous loop cooling studies.
It is therefore clear that both the duration of reconnection and
the lengths of the loops directly affect the GOES light curves.
4.2. The modeled correlation
In Figure 6, we summarize the results of many numer-
ical experiments for different loop bundles with 9 scatter
plots, showing the time scales as a function of separation of
the ribbon centroids dribbon. We include the data from both
GOES channels. The red plus signs (blue asterisks) show the
FWHM τFWHM for the 1-8 (0.5-4) A˚ channel, and the black
diamonds (purple triangles) show the decay time τdecay. The
lines show the linear fit to each. The top row synthesized the
light curves with a ribbon speed Vribbon = 10 km s
−1, while
the center and bottom used 20 and 30 km s−1. The simula-
tions in the first column used a cut-off energy Ec = 10 keV,
while the latter two columns used 20 keV. Finally, the third
column assumed a heating duration of 60 s, and the first two
columns 30 s.
All 9 cases reproduce the approximately linear relation in
all four time scales, though there is some variance. For exam-
ple, we find that there is reasonably good agreement between
the observations and the case with Vribbon = 20 km s
−1,
Ec = 20 keV, and heating duration of 60 s. For that case,
the linear regression fits with 1-sigma uncertainties, also in-
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Figure 5. Five bundles of loops with an equal reconnection time
scale τrec = 318 s, but different dribbon. Respectively, from short-
est to longest, the bundles are shown as solid, dotted, dashed, dot-
dashed, and triple dot-dashed lines. It is clear that the rising phase
of each bundle is similar, but the cooling phase differs in each case
in both GOES channels, where longer bundles take longer to decay.
dicated on the plot, are:
log τFWHM, 1-8 A˚ = (0.95± 0.01) log dribbon + (1.63± 0.01)
log τdecay, 1-8 A˚ = (0.93± 0.01) log dribbon + (1.33± 0.01)
log τFWHM, 0.5-4 A˚ = (1.01± 0.00) log dribbon + (1.42± 0.01)
log τdecay, 0.5-4 A˚ = (0.86± 0.01) log dribbon + (1.27± 0.01)
(9)
In both channels, there is an approximately linear relation
between both time scales and dribbon, with both the slopes
and absolute values comparable to those measured from the
observed light curves (Figure 2). dribbon is directly related
to the duration of the energy release due to reconnection τrec
in this model (see Section 5). The separation between the
centroids continues to grow as reconnection proceeds, which
further implies that the time scale of reconnection τrec is also
connected with the time scales of the GOES light curves. To
wit, the longer new loops are energized in a flare, the longer
the SXR emission lasts.
There is little scatter in the calculated fits as compared
to the observed trends, however. We have made a number
of simplifying assumptions that effectively reduce the scat-
ter. Though we have assumed it constant, the ribbon ex-
pansion speed generally varies with time (Asai et al. 2004),
with field strength (Xie et al. 2009), and from flare to flare
(Toriumi et al. 2017), which would affect the rate at which
loops are energized in the arcade model. As each flare in
the observational sample had different field strengths and oc-
curred in different active regions of various sizes and types, it
is clear that this assumption effectively reduces the variance
in the calculated time scales. Due to the different sizes of the
active regions, our assumption that (2L)min = 3Mm for all
bundles is perhaps flawed, though it is not clear what value(s)
would be more appropriate.
We have also assumed that each loop has the same heat-
ing parameters, i.e. that the electron beam parameters do
not vary from loop to loop, or evolve with time. We know
from observational studies that the beam parameters do vary
with time (e.g. Holman et al. 2003; Milligan et al. 2014),
but because HXR spatial resolution is limited, it is not clear
how they change amongst individual loops. How the pa-
rameters vary from loop to loop is an on-going area of re-
search that is at present poorly understood, because of this
difficulty of resolving individual loops in a flare, even with
high-resolution extreme ultraviolet satellites (Warren 2006;
Warren et al. 2016; Reep et al. 2016). Another potential is-
sue is that we have assumed only one source of heating of
the plasma, whereas there is good reason to suspect that other
mechanisms contribute to energy transport, including shock
heating (Longcope et al. 2009, 2016), magnetic wave damp-
ing (Reep & Russell 2016; Kerr et al. 2016), and in situ heat-
ing driving thermal conduction fronts (Longcope 2014).
5. DISCUSSION
A clear linear correlation has been found between the sep-
aration of ribbon centroids and the FWHM and e-folding de-
cay times of GOES light curves, which has been tested for
large (above M5) flares. It was not clear how the correla-
tion arises, or what mechanisms are involved. Flare models
consisting of a single loop cool significantly faster than the
observed trends, and therefore we developed an expanding
arcade model to examine them. The model reproduces the
linear trend: the FWHM and decay times are longer for larger
centroid separations dribbon. dribbon is determined primarily by
the duration of reconnection, while the rate at which individ-
ual loops cool is determined primarily by their lengths (e.g.
Cargill et al. 1995).
As the reconnection event proceeds, forming new loops
and causing the expansion of the arcade, the ribbons of the
flare continue to separate. For a constant ribbon expansion
speed, the duration of reconnection determines the centroid
separation dribbon, and therefore is connected directly to the
time scales. In general, though, the ribbon expansion speed
is not constant, which is one cause of scatter in the observed
trends.
Coronal loops cool primarily through three processes:
thermal conduction (τC ∝ L
2), radiation (τR independent
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Figure 6. 9 scatter plots showing the FWHM and decay times as a function of separation between the ribbon centroids dribbon as found from the
numerical experiments, using a variety of parameters (see the text). Compare these results against Figure 2.
of length), and a draining enthalpy flux (τV ∝ L), each
successively dominating the cooling of an individual loop
(Bradshaw & Cargill 2010), which causes the total cooling
time to depend strongly on length (∝ L5/6, Cargill et al.
1995). In a flare bundle with many loops, however, it is un-
clear which of these dominates the apparent cooling in light
curves. We have found numerically that the FWHM and de-
cay times increase for bundles of longer loops, even when
the reconnection time scale remains constant. This demon-
strates that both the reconnection time scale and the cooling
of the individual loops determine the total time scales, and
therefore we conclude that both cause the observed linear
relation.
There are still a few open questions. Saint-Hilaire et al.
(2008) found a weak quadratic correlation between the HXR
burst duration and the HXR foot-point separation in a sample
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of 53 large flares seen with RHESSI: τHXR ∝ d
2
HXR. Under
the presumption that the HXR separation dHXR is approxi-
mately the same as dribbon, then we would have τHXR ∝ τ
2
(where τ could be either time scale). This is a relation that
should be carefully checked in the future, as there would be
important implications regarding heating durations, the num-
ber of strands in a flare, and the reconnection process itself.
We plan a more extensive parameter survey, where we
allow many other beam parameters to vary from loop to
loop, as well as a time-varying ribbon expansion speed, as
each parameter has an effect on the GOES light curve (e.g.
Reep et al. 2013). We also will examine two-phase heating,
where it appears that all loops comprising the flare are heated
both impulsively and by a gradual and significantly weaker
heat source (e.g. Qiu & Longcope 2016).
To more accurately model a given flare, it is important to
determine the loop lengths, as demonstrated in Section 4.1.
We therefore would like to incorporate a method to obtain
the loop length distribution more directly, rather than mak-
ing assumptions. In practice, this could be accomplished
with a loop tracing algorithm (Aschwanden 2010), non-linear
force-free field modeling (Wiegelmann & Sakurai 2012), or
flaring active region modeling (Toriumi & Takasao 2017). It
would also be an important test to confirm observationally
that dribbon, the distance between the centroids of the two
ribbons, is representative of the distribution of loop lengths
within a flare.
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