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ABSTRACT 
To solve the real nonsingular linear system Ax = b on parallel and vector 
machines, multisplitting methods and m-step preconditioners are considered. In this 
work, in particular: (1) We extend Adams and Ong’s idea and theory of the m-step 
additive preconditioners and Ruggiero and Galligani’s method of the arithmetic mean, 
and we generalize the corresponding convergence results. (2) We determine suitable 
relaxed m-step preconditioners and solve the problem of minimizing the related 
condition number, with respect to the relaxation (extrapolation) parameter involved. 
(3) Finally, we complete the theoretical solution of the problem of determining the 
optimum SOR additive iterative method for 2-cyclic positive definite matrices. 
1. INTRODUCTION 
For solving the large nonsingular linear system of equations 
Ax=b, (1.1) 
where A E: !I?“,“, b E R”, parallel iterative methods, called multisplitting 
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methods, were introduced in [17]. According to [17], given a multisplitting of 
A 
A= Pk - Qk, det(Pk) # 0, k = l(l)p, (1.2) 
the corresponding multisplitting method is defined by 
.(m+l) = 
it Vi-'Qk x cm)+ ; DkPilb, m = 0,1,2 )...) (1.3) 
k=l k=l 
where D, is a diagonal matrix with Dk > 0, k = l(l)p, and CP= 1Dk = 1. 
Setting 
G = i D,P,-lQ, and H = i DkPF1, (1.4) 
k=l k=l 
(1.3) takes the form 
X(m+l) = Gx'"' + c, m = 0, 1,2,. . . , 
where c = Hb. Moreover we have 
G = Z - HA. (1.6) 
According to [24, Theorem 2.6, p. 681, (1.5) is consistent with (l.l), i.e., 
the solution of (1.1) is also a solution of HAx = Hb; furthermore, (1.5) is 
completely consistent with (Ll), i.e., the solution of (1.1) is the only solution 
of HAx = Hb, iff H is nonsingular. From now on we assume that (1.5) is 
completely consistent with (1.1); hence it is obvious that (1.5) can be obtained 
using the splitting 
A=M-N, M = H-‘, N = MG. (1.7) 
It is well known that (1.5) converges to A-lb for any starting vector x(O) 
iff p(G) < 1, where p(e) denotes spectral radius. Convergence results for 
(l.S), under various assumptions, can be found in the literature (see, e.g., [6, 
7, 9, 10, 13, 14, 16, 17, 19, 21-23, 251). (Note: Some discussions and results 
regarding the nonsingularity of the matrix H, when A is a singular M-matrix, 
can be found in [14].) 
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In [l, 81 for the linear system (l.l), where A is positive definite (cf. [24, p. 
21]), a splitting A = M - N, det(M) # 0, is considered, where M is positive 
definite and p(M-‘N) < 1, and the associated preconditioning matrix or 
m-step preconditioner is defined by 
M, = M( Z + G + G2 + ... +G’“-l)-l, m > 1, (l-8) 
where G = M-IN. If A = M, then M, is an improved approximation to A 
and is used instead of M for accelerating the rate of convergence of 
Chebyshev and conjugate-gradient methods. Also in [2], for the same pur- 
pose, m-step additive preconditioners are defined, which are connected with 
the multisplitting method (1.5) for p = 2 and D, = D, = +I. In particular, 
in [2] the SOR additive preconditioner is defined and an optimal value mopt 
for the parameter w of the e-cyclic SOR additive iterative method is also 
determined. 
In the present paper we give in Section 2 two theorems concerning the 
convergence of the method (I.5), w h en: (1) A in (1.1) satisfies A-’ > 0 and 
(I..21 are weak regular splittings (cf. [3]), and (2) A is positive definite and 
(I..21 are P-regular splittings (see [18]). Next, we extend the procedure given 
in [2] for defining m-step additive preconditioners and give in a theorem 
sufficient conditions for determining suitable additive preconditioners. Also 
we extend the two-splitting method treated in [I91 and prove some theorems 
which generalize Theorems 1, 2, 3 in [19]. In Section 3 we give a method for 
finding a suitable m-step preconditioner M,, m >, 1, for the system (1.1). 
The given preconditioner contains a parameter o, and we determine the 
optimal value of w so that the condition number of M,;‘A is minimized. 
Finally, in Section 4 we complete the theoretical solution of the problem of 
determining the optimal w of the SOR additive iterative method studied in 
[2] to include all possible theoretical cases too. 
2. CONVERGENCE RESULTS 
We consider the linear system (1.1) and the multisplitting method (1.5). 
Then we obtain the following results which are useful in the sequel (see also 
Theorem l(a), (b) in [17] and Theorem 1 and Corollary 1 in [22]). 
THEOREM 2.1. In (1.1) let A-’ > 0, and let (1.2) be weak regular 
splitting of A. Then (1.7) is also a weak regular splitting of A; hence (1.5) 
converges ( p(G) < 1). 
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Proof. It follows from Theorem 1 and Corollary 1 in [22] n 
THEOREM 2.2. Let A in (1.1) be positive definite, (1.2) be P-regular 
splittings of A, and D, = ak I with ak 2 0, C[=lak = 1. Then (1.7) is also a 
P-regular splitting of A; hence (1.5) converges. 
Proof. See Theorem l(b) in [17] or Theorem 2.2 in [12]. n 
REMARK. The proof in [12] parallels that in [17]. However, it is simpler 
because it is based on Theorem 5.3, p. 79 of [24], instead of on the more 
complicated one used in [17]. 
The idea in [2] for defining m-step additive preconditioners of (1.1) 
where A is positive definite, can be extended. For this we consider the 
multisplitting (1.2) and the corresponding multisplitting method (1.3) with 
D, = uk I, k = l(l)p. Thus (1.4) will become 
G = 5 akPFIQk, H := M-l = i akP;l, (2.1) 
k=l k=l 
and the m-step additive preconditioner is defined by 
Mm = M(Z + G + G2 + ... +Gm-l)-‘, m 2 1, (2.2) 
provided that M, is positive definite (and A = M,). We note that the 
m-step additive preconditioner is an m-step preconditioner (see Section 3 
below) related to the splitting defining a multisplitting method. Certainly, if 
M is positive definite and p(G) < 1, then M,,, is also positive definite and 
A = M,. In the following theorem we give sufficient conditions for M, to be 
positive definite. 
THEOREM 2.3. Let A in (1.1) be positive &jnite and 
A = Pi - Qi, i = 1(1)2q, 
where 
P q+k = pkr> k = l(l)q. 
(2.3) 
(2.4 
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Let the splittings (2.31, i = l(l)q, be P-regular splittings of A. Then the 
m-step additive preconditioner (2.21, where 
-1 
, a,=’ k=l(l)29, 
29 ’ 
G = 2 akPFIQk, 
k=l 
(2.5) 
is positive definite. 
Proof. Since (2.3) for i = l(l)9 are P-regular splittings and (2.4) hold, it 
follows that (2.3) for i = 9 + l(l)29 are also P-regular splittings of A. Thus 
P, + Qi + (P, + Qi)’ = 2(Pi + Pjr - A) is positive definite, i = l(l)29. 
Consequently P, + P,’ is positive definite, i = l(l)29. Using (2.4), we find 
= &kc1 [(P#(P: + Pk)P,_‘]. (2.6) 
Since P, + Pr is positive definite, k = l(l)y, and M-l is a sum of positive 
definite matrices, M-l and hence M is positive definite. Moreover, it is 
p(G) < 1 by Theorem 2.2. Now, using Theorem 3.1 of [S], we obtain the 
desired result. W 
NOTES. 
(i) In [I31 related results are given using a preconditioner different from 
(2.21, based on a multisplitting method (see (17) in [13]). For m = 1, the 
preconditioner in [13] coincides with Ml in (2.2). 
(ii) In [4] an additive polynomial preconditioner is constructed, based on 
a multisplitting of A obtained by means of the incomplete Choleski factoriza- 
tions of A. Moreover, sufficient conditions for the preconditioner in question 
to be positive definite are given, when A is a positive definite or a symmetric 
M-matrix. 
(iii) Results related to those in Theorem 2.3 are also given in [5]. 
In the following an extension of the method (of the arithmetic mean) of 
[19] is suggested. Our extension is mainly twofold: (1) Instead of a forward- 
backward Gauss-Seidel type process, we propose a forward-backward SOR 
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type one, and 2) Instead of having a two-processor MIMD machine in mind 
and after each complete iteration taking the arithmetic mean of the two 
iterates as the next iteration, which is sent back to the two processors, a 
2q-processor machine is considered and a convex combination of the 2q 
iterates is taken as the next iteration (see, e.g., [25]). 
Let A = D - L - U, D = diagi A), and L, U be strictly lower and 
upper triangular matrices, respectively. Consider the multisplitting of A 
A=P,-Q,, det(Pk)#O, k = 1(1)2q, (2.7) 
where 
Pk = lD + W, - L, 
w 
Qk = k = l(l)q, 
(2-f-9 
Pk=lD+Wk-U, Qk= 
w 
k = q + 1(1)2q. 
(2.9) 
In (2.8), (2.9) W, (> 0) is a diagonal matrix with positive diagonal entries, 
and o a real positive parameter. For the corresponding multisplitting method 
(1.5), where p = 2q and Pk is given by (2.8), (2.91, k = 1(1)2q, we prove 
the theorems below, which generalize Theorems 1, 2, 3 in [19]. We simply 
mention that in [19], p = 2, w = 1, W, = W,, and D, = D, = +I. 
THEOREM 2.4. Let A in (1.1) be an irreducibly diagonally dominant 
L-matrix [20, p. 23; 24, p. 421. Pk be given by (2.81, (2.9), k = 1(1)2q, with 
0 < w Q 1, and D, = ak I. Then the m&splitting method (1.51, where 
p = 29, converges. 
Proof. The matrix Pk is nonsingular, since D > 0, W, > 0, and o > 0, 
k = 1(1)2q. According to the hypothesis (see [20, Corollary 1, p. 851) A is a 
nonsingular M-matrix with A-’ > 0. Obviously Pk is a strictly diagonally 
dominant L-matrix, k = 1(1)2q; hence Pk is an M-matrix, and therefore 
PL1 2 0, k = 1(1)2q. We also have Qk > 0, k = 1(1)2q. Consequently, (2.7) 
are regular splitting of A and hence weak regular splittings of A. Now, by 
Theorem 2.1 we have p(G) < 1. n 
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REMARK. Theorem 2.4 holds true for any choice of the nonnegative 
diagonal matrices D, in (1.3) and holds, therefore, also for the multiproces- 
sor model considered in [6]. 
THEOREM 2.5. Let A in (1.1) be a positive real matrix. Let Pk be given 
by (2.8), (2.9), with W = 1. Let f&O wk = YkI, Dk = akI, k = 1(1)2q = p, 
and 
1 max(0, -~,/A,] for k = l(l)q, yk ’ max{O, -8,/A,} for k = q + l(l)2q, (2.10) 
where h, is the smallest eigenualue of A -I- AT and TV, 0, are the smallest 
eigenualues of the matrices (D - Lx D - L)T - UUT and (D - UX D - 
UjT - LLT, respectively. Then the multisplitting method (1.5) converges. 
Proof. Since A is positive real, we have that A is nonsingular, B 3 A + 
14T is positive definite, and D > 0. Consequently Pk is nonsingular, k = 
l(l)29, since yk > 0. Moreover we have A, > 0. The matrices C, = (D - 
Lx D - L>T - UUT and C, = (D - UX D - U jT - LLT are symmetric, and 
for any z E R”, z # 0, we have 
ZT(YkB + C,)Z 
ZTZ 
2 YkAm + %,> 
zT(ykB + C,)z 
T 2 ykh, + 0,. 
Z” 
(2.11) 
Because of (2.10), the inequalities (2.11) imply that the matrices Yk B + C,, 
k = l(l)q, and yk B + C,, k = 9 + 1(1)29, are positive definite. Setting 
G, = P;‘Qk, k = 1(1)2q, it can be shown that 
YkB + C, = &.(I - GkG;)P:, k = Wq, (2.12) 
Yk B + C, = Pk( 1 - GkG;)Pf, k = q + l(l)29. (2.13) 
From (2.12), (2.13) we have that I - G,Gi, k = 1(1)2q, are positive deli- 
nite; hence the eigenvalues of GkGl belong to [O, 11, k = 1(1)2q. Thus we 
obtain IJG,IIz = [ p(GkG~>I’/’ < 1, k = l(lI29, and 
IlGllz = z akGk 
II /I 
2q 
< c akllGkllz < 2 
k=l 2 k=l 
k=iak = ‘2 
implying that the method converges. n 
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REMARK. From the proof of Theorem 2.5 one may observe that the 
assumption D, = ak I, k = l(l)p, in Theorem 2.5 could be replaced by 
C[=iIIDkllz Q I. However, it can be shown that Cl=il1 D,llz < 1 is not 
consistent with Cl, i D, = I, while C[= ill D, II2 = 1 is equivalent to D, = 
akZ, k = l(l)p. 
THEOREM 2.6. Let A in (1.1) be a positive definite matrix, Pk be given 
by (2.81, (2.91, D, = ak I, p = 29, and 0 < w < 2. Then the m&splitting 
method (1.5) converges. 
Proof. In this case we have U = LT and A = D - L - LT, D > 0. The 
splittings (2.81, (2.9) are P-regular splittings, since Pk is nonsingular and 
k = 1(1)29. 
Thus by Theorem 2.2 we obtain the desired result, n 
3. m-STEP PRECONDITIONERS 
We consider the linear system (l.l), where A is positive definite. If 
A=M-N, det( M) f 0, (3.1) 
then using the iterative method 
Mx(m+l) = Nx’“’ + b, m = 0, 1,2,. . . , 
we solve in every iteration a linear system of the form 
My = c. (3.2) 
It is known that M is chosen so that it approximates A as well as possible 
(A = M) and p(G) < 1, where G = M-lN. Choosing a positive definite M 
(A = M) with p(G) < 1, we can find improved approximations to A using 
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the Neumann expansion (see, e.g., [l, 2, 81) 
A-l = (1 - G)-‘M-l = (1 + G + G” + . ..)M-‘. (3.3) 
Thus we have 
A = M,, = M(Z + G + G’ + -1. +G"'-I)-', m > 1. (3.4) 
It can be shown (see Theorem 3.1 of [B]) that under the above assumptions 
M,, is also positive definite, and therefore ML' is usually used to accelerate 
the convergence of the conjugate gradient method. The matrix M, is the 
preconditioning matrix or m-step preconditioner. One comment here: In 
Theorem 1 of [l], it was proved that for m odd the hypothesis “A and M are 
positive definite” is sufficient for M, to be positive definite. However, this 
hypothesis does not guarantee that M,, will be a better approximation to A 
than M is, since then 
M,lN,, = M-' 
“, 
(M, - A) = 1 - (I + G + ... +G”-l)( Z - G) = G”. 
Therefore the condition p(G) < 1 should be included in our assumptions for 
all m (odd or even). 
Taking into consideration the theory mentioned previously (see also [ 1511, 
in order to find suitable m-step preconditioners for (l.l), we can work as 
follows: We choose some positive definite matrix M and write A = M - tv’. 
Then G = M-'N has real eigenvalues hi < 1, i = l(l)n, since M-IA = I 
-- G has positive eigenvalues (M- ' and A are positive definite). If the 
eigenvalues vi = 1 - A, of Z - G are ordered as 
then A, < A, < ... < A, < 1. 
We consider now the splitting 
A=&ti, (3.5) 
where M = (l/w)M. As is known, the splitting (3.5?defines the extrapolated 
method based on the original splitting. Obviously M is positive definite for 
iti > 0, and we have p(M’6) < 1 iff 0 < w < 2/v,. Hence an m-step 
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preconditioner, which is positive definite and approximates A well, is given 
bY 
-1 
~,=~(z+d+~2+...+~01-1) ) m B 1, (3.6) 
where 6 = &‘I’? and o E (0,2/v,>. Certainly fi,,, depends on o, and the 
problem arises how to choose o for a fured m so that the condition number 
KC&?& ‘A) of $,‘A is as small as possible. It is easy to show that 
Z - Ai,‘A = 6m = [I - ~(1 - G)]“; (3.7) 
hence 
where P$~), i = l(l>n, are the eigenvalues of GilA. The eigenvalues of 6 
are ordered as follows: 
So, because of (3.7), Equation (3.8) becomes 
.@%?,‘A) = 
maxi[l - (1 - oV~)~] 
min, 1 - (1 - WV~)“] ’ 
It can be shown, as in [ll, that for w E (0,2/v,> 
1 - (1 - OVJrn 
1 - (1 - WVJ” 
1 - (mini11 - WV~[)~ 
1 - (maxi11 - wViI)” 
- 6Jvn < 1. 
m > 1. 
if m is odd, 
if m is even. 
(3.9) 
(3.10) 
(3.11) 
In the sequel, we solve the problem of determining min, ~(ii?;lA) 
completely, first for any even m 2 2 and then for any odd m >, 3. The 
results are given in Theorems 3.2 and 3.4. In these theorems it is assumed 
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that V, < vi (or A, < A,,), for if vi = v”, then K(&?,~A) = 1 for all m and 
all admissible values of w. 
To derive the optimal results for even m > 2 first, we introduce the 
notation “a N b” to denote that the quantities a and b are of the same sign, 
and then state and prove the lemma below, a basic key to the proof of two of 
our main results. 
LEMMA 3.1. For any even m z 2 the function 
Xm- 1 
(pm E +Jx) := --Xm) 
1 -xXm 
x E (-l>l>> (3.12) 
is a strictly increasing function (If x in ( - 1,l). For any odd m > 3 the 
function 4, strictly decreases for x E (- 1,0] and strictly increases for 
x E [o, 1). 
Proof. In the case m even, differentiating (3.12) with respect to x, we 
obtain 
Mn 
--(m-1)-mx+xm= 
dx 
(711 - l)(l -x) -x(1 - Xmpl). (3.13) 
If r E (- IO], the rightmost member of (3.13) is positive, since 1 - x > 0, 
--x > 0, and 1 -1~“-’ > 0, implying that 4, strictly increases in (- IO]. 
For x E [0, 1) let 
z=z(x) :=(m-1) -mx+r”‘, x E [o, 1). (3.14) 
Then on differentiation we have dz/dx = -m(l - xm-‘) < 0, and there- 
fore .z( x) strictly decreases in [0, 1) with lim x --4 1 z(r) = 0 and z(O) = m - 
1 > 0. Hence z(x) takes on positive values, only and by virtue of (3.14) and 
(3.13) so does a&,/ax. Consequently 4, strictly increases in [0, 1). In the 
case m odd, the proof is similar and is omitted. n 
In the sequel we state and prove two theorems that solve the problem of 
determining the optimal extrapolation parameter for all even m > 2. 
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THEOREM 3.1. Let the eigenvalues vi, i = l(l>n, of Z - G in (3.7) 
satisfy 
0 < V” < ‘.. < v2 < v1 = 2 - V” (VI < 4. (3.15) 
Then the condition number- K, = K,(O) of &?,lA, given by (3.11) fir even 
m > 2, is minimized with respect to w E (0,2/v,) for 
(3.16) 
Proof. Let 1 - vj and 1 - vi+ r, i E { 1,2, . . . , n - l}, be the absolutely 
smallest nonpositive and nonnegative eigenvalues of G, respectively. Two 
cases are distinguished, depending on the sign of 2 - vi - vi+ r. 
CuseZ. Let vi+ vi+r > 2. (The subcase vi + vi + 1 = 2 can be trivially 
examined after the analysis is complete.) We subdivide the interval for w, 
(0,2/v,), into a number (at most 2n + 1) of subintervals. For continuity 
arguments to apply, all of them are taken to be closed, except the first and 
the last ones. The subdivision points are 
1 2 1 2 1 2 1 2 
- --- - ,I, - 
Vl ’ v1 + v2 ’ v2 ’ v2 + vg ‘***’ vi ’ vi + vi+1 ‘i+l’ ‘i+l + ‘i+Z 
,... * 
The last point is either l/vj for some j E (i + 1, i + 2, . . . , n] iff I/VJ < 
2/v, < 2/(vj + vi+r), or 2/(vj_, + vj) for some j E Ii + 2,i + 3 ,..., n] 
iff 2/(vj_r + vj> < 2/ V~ Q l/vj. Let Zr, I,, I,, . . ., Zzi, Izi+l, Zsi+z> ..- be 
the successive subintervals of (0,2/v,> defined by these points. Let also 
hk( w) := 1 - WVk ) k = l(l)n. (3.17) 
The ordering of the eigenvalues hk( w) of G = G, is that in (3.9). We then 
claim that K, = K,(W) is a strictly decreasing function of w in each 
subinterval I,, 1 = 1(1)2i + 1, and a strictly ‘increasing one in each 4, 
1 > 2i + 2. The proof of our claim will prove (3.16). For this we shall 
distinguish four cases: (a) o E Zr, I = 2(2)2i, (b) o E Zl, I = 1(2)2i + 1, (c> 
w E I,, 1 = 2i + 2, 2i + 4,. . . , and (d) w E I,, 1 = 2i + 3, 2i + 5,. . . . In 
case (a>, w E U/Q, 2/(vk + vk+l >], k = Z/2. It can be readily checked that 
hk( w) and A,, 1(w> are, respectively, the absolutely smallest nonpositive and 
nonnegative eigenvalues of G, with 0 < - Ak( w) < A, + 1( 0). On the other 
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hand 0 < - A,(w) < A,( 0). So K,(W) will be given by the expression 
%dW) = 
1 - Ay(w) 
1 - /q(w). 
(3.18) 
Since m is even, and both A,( o> and A,( W) strictly decrease with increasing 
W, it is concluded that the numerator and the denominator of the expression 
in (3.18) decrease and increase, respectively, making K,(O) a strictly decreas- 
ing function of w E I,. In case (b), o E D/(v,_, + v,J l/v,], k = (I + 
L)/2. [I, is open on the left with bound 0, and Zsi + 1 is closed on the right 
with bound 1.1 Now - A,_ i(o) > Ak( W> > 0, so that K~( o) will be given 
again by (3.18). However, this time both terms of the fraction strictly increase 
with w. Thus, differentiating with respect to w, one obtains 
dw - [l - A;(w)]~~h;;)l-‘(~) - [l - hr(w)]~~A;~~(w) 
_ AF-‘(w)[l - A&41 _ A;-‘@)[1 - A,(w)] 
1 - A;-II( w) 1 - A;(w) 
= &,,(A,(o)) - h(A,h)), (3.19) 
because of wvj = 1 - Aj( w), j = k, n, and in view of (3.12). Since o varies 
in Zzk_ i c (0, l] and Ak( w) < A,(w), Lemma 3.1 applies, implying that 
d~,,/dw < 0, with equality concerning limiting cases only. Therefore K,,,(W) 
strictly decreases in Zzk 1. In case (c), where I,, 1 = 2i + 2,2i + 4, . . . , is 
of the general type [B/(v,- 1 + I+), l/vk], k = Z/2, except the first and 
maybe the last interval, we have a similar situation to that in case (a). This 
time K,(W) is given by the expression 
K,,,(W) = 
1 - A;;“(w) 
1 - A’,“(w) ’ 
(3.20) 
Since Ak( w> > 0 > h,(w) and both A,(w) and A,(w) decrease with increas- 
ing o, K~( o) strictly increases with w. In case Cd) we have a similar situation 
to that in case (b). The interval I,, 1 = 2i + 3, 2i + 5,. . . , is of the general 
type [l/ vk, 2/( vk + vk + ,I], k = (1 - 1)/2, except maybe the last one, and 
K, is given by (3.20), where this time 0 > Ak( W) > A,( w>, so both terms of 
the fraction in (3.20) decrease with increasing o. On differentiation we have 
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a series of relationships similar to those in (3.19), but this time 
dw - hhw9) - 4n(G4)- (3.21) 
Based now on Lemma 3.1, we have again the desired result, namely that 
K,(W) strictly increases on 4. Summarizing the conclusions of cases (a)-(d) 
leads to (3.16). 
Case ZZ. In case vi+ i + vi < 2 we work as in case I. This time 
1E 1 
[ 
1 
vi ’ vi + vi+ 1 I 
and we have 2i subintervals to the left and at most 2(n - i) + 1 ones to the 
right of 1. The function K~( w) behaves in exactly the same way as before in 
the subintervals which are to the left and to the right of 1, as is readily 
checked. Consequently we arrive at exactly the same conclusion. n 
Suppose now that the eigenvalues of Z - G in (3.7) satisfy only 
0 < vn < *** < vs Q vi, (3.22) 
that is, without the further assumption vi = 2 - V~ of Theorem 3.1. Sup- 
pose also that we extrapolate G using any parameter w E (0,2/v,). The 
answer to the question “What is the value of mopt in this case?’ can be given 
immediately. This is because “The extrapolation with a parameter o2 of an 
extrapolation with parameter wi is also an extrapolation with parameter 
0 = wswi, ” which can be checked (see [llJ>, leads us to writing w as 
w = wswi, where oi = 2/(v, + v,). But the eigenvalues v[ = wivi, a = 
l(l)n, of Z - Go, satisfy all the assumptions of Theorem 3.1. Specifically, 
0 < v; < *a. <v;<v;=2-VA. (3.23) 
So extrapolation of Gw, becomes optimal iff w2 = 1. Thus we have just 
proved: 
THEOREM 3.2. Let the eigenvalues vi, i = l(l)n, of I - G in (3.7) 
satisfy (3.22). Then the condition number K, = K,(W) of M,‘A, given by 
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(3.11) for even m > 2, is minimized with resped to o E (0,2/v,) for 
(3.24) 
As an immediate corollary we have: 
COROLLARY 3.1. Let A be real symmetric positive definite and point (or 
block) 2-cyclic consistently ordered, and M, in the splitting A = M - N, be 
the diagonal (or the block diagonal part corresponding io the block partition- 
ing) of A. Then the condition number K, = K,(W) of Ml ‘A, given by (3.11) 
for even m > 2, is minimized for uopt = 1. 
NOTE. If the only information available on the spectrum of G is its 
spectral radius p(G) = A, < 1, then w,rt should be taken to be 1. 
In Theorem 3.2 it was proved that the optimal value of o(w,~~) is 
independent of m. This makes easy to examine how K,(Oopt), given by 
behaves when m increases. The behavior is a consequence of the statement 
below. 
LEMMA 3.2. Let 0 < x < y < 1. Then the sequence 
1 _ * r’l 
a, = ~ 1 _ y’” ’ m = 1,2,3 ,..., 
strictly decreases, with 
(3.26) 
lim a, = 1. 
rn+= 
(3.27) 
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Proof. (3.27) trivially holds. N OW, {u,}~ = 1 strictly decreases iff 
1 -xXm 
> 
l-y” 
1 _ Xm+l 1 - ym+l (3.28) 
holds. Since (0 <) x < y ( < l), to prove (3.28) is equivalent to proving that 
the function f(x) := (1 - xm)/(l - LX m+l) strictly decreases in [0, 1). One 
readily finds out that 
f’(X) - --rm+r + (m + 1)x -m =: g(x) 
and g’(x) N 1 - rrn > 0. Since g(O) = -m and limz,,~ g(x) = 0, it is 
implied that f’(r) < 0 and the strictly decreasing nature of the sequence in 
(3.26) is proved. n 
Based on Lemma 3.2, we immediately obtain 
THEOREM 3.3. Under the assumption of Theorem 3.2, K,,,(w,~~), given 
by (3.25), strictly decreases us a function of m, with lim m ~ m K,( uopt) = 1. 
We turn now our attention to the determination of min, K, in case m 
(2 3) is odd, where K, = K,(W) is given by the first expression in (3.11). 
After some simple manipulation we obtain 
%? 
dw- u,[l - (1 - ovJfl](l - OV,)m-l 
-vJl - (1 - wv,)m](l - WvJm-l =:x(w). (3.29) 
On differentiation of the function x(w) in (3.29) and after simple 
operations, one obtained 
+v;[1 - (1 - ovJn](l - WVJm-2 =: 4(w). (3.30) 
Based on the expressions for the functions x(o) and JI(w) in (3.29) and 
(3.30), respectively, we prove the validity of the following statement. 
THEOREM 3.4. Let the eigenvalues vi, i = l(l>n, of I,- G in (3.7) 
satisfy (3.22). Then the condition number K, = K,,,(W) of M,‘A given by 
(3.11) for odd m 2 3 is minimized with respect to w E (0,2/v,) for 
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w = w$‘. The optimal value wj,pm is the unique real root, in the interual 
(l/v,,2/(v, + u,)>, ofthe (2 m - 4)th degree polynomial equation 
(3.31) 
where x(w) was defined in (3.29). 
NOW. 2m - 4 = 2,6, 10, . . . , for m = 3,5,7,. . . . 
Proof. For w E (0, l/v,] we have that 
0 < h,(W) = 1 - WV, < A,,( W) = 1 - WV,> < 1. (3.32) 
A careful inspection of (3.29) and (3.32) reveals that the present situation is 
similar to that in case I(b) of Theorem 3.1. Therefore, by virtue of the second 
part of Lemma 3.1, K,,, strictly decreases. 
For w E (l/v,, min{2/v,, l/v,,}) we have 
-1< /qw) = 1 - WV1 < 0 < A,,( 0) = 1 - “V,, < 1. (%3.33) 
In this case one has to appeal to the expression for +(w> in (3.30). It is 
readily checked that in view of (3.331, 9(w) > 0 for all o in the interval of 
interest. This implies that x(w) strictly increases. On the other hand, it is 
found out that 
- 
2 1 
if - < -, 
VI ‘/,, 
(3.34) 
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Therefore, K, strictly decreases for w increasing from l/v, up to a certain 
value, and then, for w increasing up to min(Z/v,, l/v,), K, strictly in- 
creases. 
One more case remains to be examined: the one where w E [l/v,, 2/ vl). 
This time 
-1 <h,(w) = l- WY1 < Vn( 0) = 1 - WV” Q 0. (3.35) 
Evidently, this case exists iff v1 < 2v,,. Again we have a situation similar to 
that in Case I(d) of Theorem 3.1. Consequently, from the second part of 
Lemma 3.1, we have what K, strictly increases in the interval in question. 
Summarizing our partial conclusions so far regarding the monotonic 
behavior of K,, we obtain the desired result by observing that l/v, < 2/(v, 
+ v,) < min(2/ v~, l/v,} and that 
2 
i 1 (v1 - V”), X - = Vl + % (VI + v”)2m-2 k Vl + vJ-l - (VI - v”)m-l] > 0, 
(3.36) 
while simple manipulation of X(w) results the expression for r,(w) in (3.31). 
H 
As is obvious from the degree 2m - 4 of the polynomial equation 
r,,,(o) = 0 in (3.29), the only odd value of m > 3 for which w:p” can be 
found explicitly is m = 3. In all other cases w$) can only be found 
computationally from the values of v1 and v,,. Specifically, for m = 3 we 
have: 
COROLLARY 3.2. Under the assumptions of Theorem 3.4 with m = 3, the 
optimal value o$ is given by 
"(3) = 
1 
opt 
(3.37) 
VI + v_ + v1” + v,” - Vlv, 
Proof. Using (3.29) and (3.31) it can be found out that 
r3( W) := VI vn W2 - 2( v1 + V”) w + 3. 
Of the two zeros of ~~(0) = 0, the one in the interval (l/ vl, 2/( vl + v,,)) is 
that given in (3.37). W 
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REMARKS. 
(i) For m = 1, we note from (3.11) that ~~(0) = v~/v,,, which is inde- 
pendent of w. So, if o is kept fwed during the iterations, 120 improvement 
over the original preconditioner should be expected. 
(ii) It must be noted that in [15] the m-step preconditioner given in (3.6) 
was used in conjunction with the block Jacobi iteration matrix (damped or 
underrelaxed Jacobi preconditioner), and some experimental results from 
using parallel computers and m = 2 were given (without giving the optimal 
value of the extrapolation parameter). 
(iii) Under the assumptions of Corollary 3.1 or in case the only informa- 
tion available on the spectrum of G is its spectral radius p(G) = h, < 1, 
‘Theorem 3.4 and Corollary 3.2 should be applied with or = 1 - A, = 1 + 
p(G) and v,, = 1 - A, = 1 - p(G). 
As in the previous case of even m > 2, it is possible to find out how 
K ( wan’) for odd m > 3 behaves. This can be done despite the fact that w$) 
isma unction of m and therefore not the same for all odd m. More P 
.specifically, we have: 
THEOREM 3.5. Under the assumptions of Theorem 3.4, K,,,(w$)) strictly 
decreases as a function of the odd m ( > 31, with lim n, ~ m Km( w$‘> = I. 
Proof. Recall that o$) E (l/v,, 2/C v1 + v,>), so the relationships 
(3.33) hold for any f=ed w in this interval, But then, it is easy to see, because 
of the signs of A,( > w and h,(w) and the fact that m is odd, that as m 
increases the numerator in K~( w) strictly decreases while the denominator 
strictly increases, making K,(W) a strictly decreasing function of m for any 
fixed w E (l/ vl, 2/( vl + v,)). Consequently the following inequalities hold: 
K,,( W$‘) > K,+e( ,:pmt’) > K,,ie( W:;+‘))> m = 3,5,7,. . . > 
proving that our assertion holds true. Also, the limiting value of K,(o.$‘> is 
trivially obtained, which concludes the proof. n 
So far we have found not only the optimal values of w(w$)), and 
therefore K nl <a$$)>, for any integer m > 2, but also that as m increases, 
296 A. HADJIDIMOS AND A. K. YEYIOS 
taking on only even or only odd values, the corresponding K,( w$‘) strictly 
decrease. This theoretical result may not be of much practical value, because 
of the additional number of matrix-vector multiplications introduced as m 
increases. On the other hand, a straightforward comparison between any two 
successive values K~( w$)) and K,+ 1( ,+ wcrn+ “) even under the simplified , 
assumptions considered in [l], needs a numerical solution of algebraic equa- 
tions of degree 2m - 4 for various A, = -h, = p(G). In Table 1 we present 
for selected value of p(G) the optimal condition numbers for m = 2, 3, and 
4. It can be proved that for all p(G) E (0, 11, the inequalities ~~(1) > 
K~(w$) > ~~(1) hold. As can be seen from the table, K~ is slightly better 
than K~, while K~ is much better than Kg, tending to half of it as p(G) 
approaches 1. 
The limiting ratio ~~(l)/~~(l) of 0.5 b o served in the table is a particular 
case of a more general result as p(G) approaches 1. In fact it can be checked 
that lim,(o) + i- K,+~ (1)/~,(l) = m/(m + 2) for even m, which becomes 
0.5 when m = 2. Also, for p(G) approaching 1 it can be proved that 
lim P(o)- 1 wc3) = 0 75. As one may have noticed, in the simplified case opt . 
examined above the only information we can have about w$) for odd m as 
p(G) + l- is that it lies in the limiting interval (0.5,l). This lack of 
knowledge is the main reason we cannot theoretically compare, in the general 
case, two optimal condition numbers corresponding to two consecutive values 
of the integer m for a given p(G) < 1. 
TABLE 1 
OPTIMAL VALUES OF THE CONDITION NUMBERS FOR m = 2,3,4, A, = -A, = p(G), 
AND hj = 0 FOR SOME j (j = 1,2, . . ..n) 
p(G) K#) Kg( IiP) oL?t Kz# 
0.1 1.01010 1.00199 1.00010 
0.2 1.04167 1.01569 1.00160 
0.3 1.09890 1.05239 1.00817 
0.4 1.19048 1.12464 1.02627 
0.5 1.33333 1.25098 1.06667 
0.6 1.56250 1.46677 1.14890 
0.7 1.96078 1.85455 1.31596 
0.8 2.77778 2.66346 1.69377 
0.9 5.26316 5.14272 2.90782 
0.95 10.2564 10.1335 5.39102 
0.99 50.2513 50.1265 25.3782 
0.995 100.250 100.126 50.3766 
0.999 500.230 500.109 250.365 
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,4. OPTIMUM SOR ADDITIVE ITERATIVE METHOD 
We again consider the system (Ll), where 
A=D-L-L7 (4.1) 
and A is positive definite. Given in splittings A = Pk - Qk, k = 1,2, with 
P, = ;(D - wL), P, = P; = A( D - wLT) (4.2) 
and o E [w \ (0) a parameter, it can be shown that A = P, - Q, is a 
P-regular splitting of A if 0 < w < 2. Hence Theorem 2.3 for q = 1 (see also 
Theorem 2.2) implies that the SOR two-splitting or SOR additive method 121 
where 
X(,n+l) = G’(“‘) + (;, ?rI = 0, 1,2,. . . ) (4.3) 
G = G(w) = $(G, + G2), c = $(P;’ + P,‘)h, 
(4.4) 
G, = PiPIQ1, i = 1,2, 
converges. Under the assumption that A has the 2-cyclic form 
A= (4.Fi) 
(E,, E, are diagonal matrices), it was proved in [2] that if A is an eigenvalue 
of G. then 
A = +[ 0,&L, + w(2 - w)/_L + 2(1 - o)], (4.6) 
where /_L is an eigenvalue of the Jacobi iteration matrix J = I - Dm I.4 for A. 
It is noted that J has real eigenvalues, which occur in + pairs, and 
p(J) < 1. Moreover it was shown in [2] that min,, < w < 2 p(G( w)) = 
P(G( %pt )), where 
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Here is should be pointed out that the analysis in [2] was done to cover 
cases of practical importance where p(J) is close to 1. Then the advantage of 
using the SOR method appears, since it has much better convergence rates 
than those of the Jacobi method. 
However, we can observe that IimP_ ~ a+ /_L = 0 for all the eigenvalues /.L 
of J, and from (4.6) we obtain limp_ ~ ,,+ h = 1 - w, which means that the 
optimum w satisfies limPm --t ,,+ ~,,,,i = 1. On the other hand, (4.7) for /_L,,, = 0 
gives 
0 
opt 
= 0.9282 # 1. (4-S) 
This observation suggests that the determination of the optimum w-value 
must be completed to cover all possible theoretical cases too. In the following 
theorem we give the complete solution. 
THEOREM 4.1. Let A in (1.1) be positive definite, A = D - L - LT, 
and have the form (4.5). Then the optimum value tiopt for w (0 < w < 2) of 
the SOR-additive method defined by (4.3) is given by 
if 
if 
where p,,, = p(J) and] = I - D-lA. 
Proof. The problem we solve is: Find min, max,l Al, where h is given 
by (4.6), 0 -C w < 2, p E [ - pm, p,], and p,,, < 1. For this we have that 
~A/&_L = 0 iff p = (w - 2)/2 0 3 p*. Moreover, r_~* E L-p,,,, pm1 iff o* 
= 2/(1 + 2/..&) < 6J < 2. 
With h = A(p) we find 
y = y(w) +I( &)I = +2& + 42 - w)/J, + 2(1- @)I, 
2 =z(w) +(-/_&)I = $I+; - 42 - W)& + 2(1- w)I, 
v = V(W) =/A( /_L*u*)I = 
i 
$(w2+4bJ-4) if 2(fi - 1) < w < 2, 
i(4 - 413 - w”) if 0 < w < 2(& - 1). 
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Hence maxPI Al = max{ y, .z, 0). It can be proved that 
(1) If 0 < j& < G/2 and 0 < w < w1 = (1 - 4x)/&, or 
.a/2 < IL,,, < 1 and O < w < 2, then 
2 < y = +[ C&L; + 42 - 0)/J., + 2(1 
(2)IfO<~.,<~/2andol~o<2,then 
y < z = $[ 42 - W)& - w$L; - 2(1 
41. 
41. 
‘Thus, we distinguish the following cases: 
Case 1: G/2 < CL, < 1. Then it can be shown that o* < S(& - 1) 
and 
m=( y, -,u} = 
i 
Y if 0 < w < ps, 
2, if p,<w<2, 
where 
Now, we find that dy/dw < 0 and do/dw > 0, implying min,,, y = y( pe) 
and min, o = v( pz) = y( pz). Hence we obtain w,,,~ = p2 and 
min, max,lhl = y(pz) = u(pz) = +( pt + 4p, - 4. 
Case II: 0 < p,,, < a/2. Then it can be shown that 
(1) If 0 < p,,, Q l/ 6, then 2(6 - 1) < w, < w*. 
(2) If l/ 6 G CL,,, < G/2, then 2(v’? - 1) < o* < w,. 
Therefore we must distinguish the following subcases: 
Case IZa: 0 < pm ,< l/ fi. Then we find 
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minv( 0) = u( kJ*> = z( w*) > z(q). 
0 
Hence, we have mopt = o1 and min, max,lhl = y(wl> = z(w,>. 
Case Ilb: l/ fi < CL,,, < G/2. Then it can be proved that 
0 < 2(&Y - 1) < w* < & < wr < 2 
and 
max{y,.z,~) = 
i 
Y if O< @Q&, 
2) if p,,<W<2. 
As in case I, we find that mopt = pz and min, max,l Al = y( pz) = d pz) 
= +( p2” + 4p, - 4). 
Combining the above results of cases I, IIa, IIb, we obtain (4.9). W 
The authors would like to express their sincere thanks to the referees for 
their constructive criticism. 
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