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Abstract
The adaptive perturbation method decomposes a Hamiltonian to a solvable
part and a perturbation part. The solvable part contains all diagonal elements
of the Fork state. We calculate the exact solutions of the spectrum in quantum
mechanics by only using the solvable part. Then we do the exact diagonalization
of the Hamiltonian to get the numerical solution of the spectrum. The comparison
to the numerical solutions exhibits a quantitative comparison in the strongly
coupled quantum mechanics when the energy level is high enough. The exact
solution in a weakly coupled region is quite close to the numerical solution when
the frequency does not vanish. Other cases also give a non-bad comparison. In
the final, we use the powers of variables to discuss why the adaptive perturbation
method works better than before.
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1 Introduction
The spectrum of the black-body radiation does not have a precise matching from clas-
sical physics. Until people know that the energy of a light packet is the integer multiple
of ~, the spectrum cannot have an interpretation. This first introduced the discrete en-
ergy levels in a physical system and established quantum mechanics for the atomic scale.
Because the spectrum is only solvable in a few systems, people use a perturbation
method to study quantum physics in a weakly interacting system. The spectrum in a
non-interacting theory is solvable and then do the weak-coupling perturbation. This is
the standard procedure of the perturbation. A quantum system without any interaction
can be classified by particle numbers (Fock state). Since the coupling constant is weak,
the perturbed eigenstates can be expressed by the Fock state. Although the pertur-
bation method is systematic, it is hard to apply the perturbation study to a strongly
coupled system [1]. Even for the weak coupling expansion in zero-dimensional quantum
field theory or λx4 theory, the perturbation series is only asymptotically convergent.
To obtain complete information about a physical system, modifying the perturbation
method is necessary.
The adaptive perturbation method is one improved way for studying a strong cou-
pling regime from the perturbation [2]. This perturbation first separates a Hamiltonian
into a solvable part and a perturbation part [2]. The solvable part has the usual non-
interacting sector and also the diagonal elements of the Fock space from the interacting
terms. One also introduced a variable without changing the commutation relation be-
tween the momentum and position operators [2]. This variable is determined by the
minimized expectation value of the energy with the Fock state [2]. The solvable part
can be different from the non-interacting sector in general. This is the main trick of this
method. In the final, we apply the variable and the Fock state to the time-independent
perturbation [2]. The central question that we would like to address in this letter is the
following: Why the adaptive perturbation method is good?
In this letter, we obtain the exact solution in the solvable part and analyze the
deviation of the spectrum between the solvable part and numerical solution with respect
to different parameters because the unperturbed state plays the most important role of
any perturbation method. Then we discuss why the perturbation series is convergent
from the powers of variables.
1
2 Adaptive Perturbation Method
in Bosonic Quantum Mechanics
We first demonstrate how to determine the leading-order term from the Hamiltonian
H1 = p
2/2+ λ1x
4/6+ λ2x
6/120, where p and x are the momentum and position opera-
tors, and λ1 and λ2 are coupling constants. The p and x satisfy the usual commutation
relation [p, x] = −i. Now we introduce the A†γ and Aγ as that [2]: x = (A†γ +Aγ)/
√
2γ
and p = i
√
γ/2(A†γ−Aγ). The commutation relation between Aγ and A†γ is [Aγ , A†γ] = 1.
The additional variable γ does not modify the commutation relation. Hence we need to
fix the variable for choosing an unperturbed state. The operators acting on a quantum
state gives that [2]: Nγ |nγ〉 = nγ |nγ〉 and Aγ |0γ〉 = 0, where Nγ ≡ A†γAγ.
We first decompose the Hamiltonian to a solvable part and a perturbation part
[2]. The solvable part has the additional terms from the diagonal elements of the
Fock space of the interacting sector [2]. In other words, these additional terms in the
solvable part of the Hamiltonian H0(γ) can be written in terms of the Nγ , which is
γ(2Nγ+1)/4+λ1(N
2
γ +Nγ+1/2)/(4γ
2)+λ2(N
3
γ/12+29N
2
γ/240+Nγ/6+1/16)/(4γ
3).
The expectation value of the energy is
En(γ) ≡ 〈nγ |H1(γ)|nγ〉
= 〈nγ |H0(γ)|nγ〉
=
γ
4
(2nγ + 1) +
λ1
4γ2
(
n2γ + nγ +
1
2
)
+
λ2
4γ3
(
1
12
n3γ +
29
240
n2γ +
1
6
nγ +
1
16
)
.
(1)
We still have an undetermined variable γ. To fix this variable, we choose the mini-
mized expectation value of the energy to determine [2]. The minimized expectation
value of the energy occurs when γ > 0 satisfies γ4− 2λ1
(
(n2γ +nγ +1/2)/(2nγ +1)
)
γ−
3λ2(n
3
γ/12 + 29n
2
γ/240 + nγ/6 + 1/16)/(2nγ + 1) = 0. Then we choose the minimized
expectation value of the energy as the unperturbed spectrum. To know how close be-
tween the unperturbed spectrum and the eigenenergies, we compare the exact solution
of the unperturbed spectrum to the numerical solution.
We use the naive discretization for the kinematic term p2ψ → −(ψj+1 − 2ψj +
ψj−1)/a
2, where ψj is the eigenfunction for the lattice, and a is the lattice spacing. The
lattice index is labeled by j = 1, 2, · · · , n, where n is the number of lattice points. We
do the exact diagolization to obtain the eigenenergies. In the numerical solution, we
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choose the lattice size and the number of lattice points:
L = 8 ≡ na
2
; n = 256. (2)
We first turn off the λ2. Then we observe that the En(γ)min deviates the numerical
result within one percent when n > 1 and λ1 = 8 and 16 in Table. 1 and 2. We also
observe that the deviation becomes larger when λ1 = 0.25 and 0.5 in Table. 3 and
4. Then we turn on the λ2 and also observe the same result in Table. 5, 6, 7, and 8.
Hence we conclude that the difference between the En(γ)min and the numerical solution
is smaller when the coupling constant and the quantum number is larger.
n En(γ)min Numerical Solution
0 0.75 0.734
1 2.667 2.631
2 5.156 5.158
3 8.024 8.048
4 11.189 11.226
5 14.602 14.643
6 18.231 18.266
7 22.053 22.069
Table 1: The comparison between the En(γ)min and the numerical solutions for the λ1 = 8.
n En(γ)min Numerical Solution
0 0.944 0.925
1 3.361 3.314
2 6.496 6.496
3 10.11 10.132
4 14.098 14.128
5 18.398 18.4229
6 22.97 22.972
7 27.785 27.744
Table 2: The comparison between the En(γ)min and the numerical solutions for the λ1 = 16.
3
n En(γ)min Numerical Solution
0 0.236 0.231
1 0.84 0.829
2 1.624 1.627
3 2.527 2.54
4 3.524 3.546
5 4.599 4.63
6 5.742 5.781
7 6.946 6.991
Table 3: The comparison between the En(γ)min and the numerical solutions for the λ1 = 0.25.
n En(γ)min Numerical Solution
0 0.297 0.291
1 1.058 1.045
2 2.046 2.049
3 3.184 3.2
4 4.44 4.466
5 5.795 5.831
6 7.235 7.279
7 8.752 8.802
Table 4: The comparison between the En(γ)min and the numerical solutions for the λ1 = 0.5.
3 Mass Term
Because we observed a larger deviation in the weak coupling region and small quan-
tum number than a strongly coupled region with a high quantum number, we want
to introduce a mass term to decrease the difference. When the mass term is intro-
duced, the small quantum number and coupling constant should give a result close
to the harmonic oscillator. Therefore, we expect that the non-vanishing mass term
can give a better effect on the infrared regime. The Hamiltonian becomes H2 =
p2/2+ω2x2/2+λ1x
4/6+λ2x
6/120, where ω is the frequency. We choose the unit mass
in the H2. The expectation value of the energy is En(γ) = γ(2nγ + 1)/4 + ω
2(2nγ +
1)/(4γ) + λ1(n
2
γ + nγ + 1/2)/(4γ
2) + λ2(n
3
γ/12 + 29n
2
γ/240 + nγ/6 + 1/16)/(4γ
3). The
minimized expectation value of the energy occurs when the γ > 0 satisfies γ4 − ω2γ2 −
4
n En(γ)min Numerical Solution
0 1.044 1.011
1 3.764 3.681
2 7.389 7.369
3 11.69 11.726
4 16.551 16.628
5 21.901 21.999
6 27.689 27.783
7 33.879 33.936
Table 5: The comparison between the En(γ)min and the numerical solutions for the λ1 = 16 and
λ2 = 128.
n En(γ)min Numerical Solution
0 1.117 1.074
1 4.047 3.941
2 7.993 7.963
3 12.724 12.764
4 18.109 18.203
5 24.067 24.189
6 30.54 30.657
7 37.486 37.555
Table 6: The comparison between the En(γ)min and the numerical solutions for the λ1 = 16 and
λ2 = 256.
λ1
(
(2n2γ + 2nγ + 1)/(2nγ + 1)
)
γ − (λ2/80)
(
(20n3γ + 29n
2
γ + 40nγ + 15)/(2nγ + 1)
)
= 0.
We first turn off the λ2. Then we observe the smaller deviation (within one percent)
between the En(γ)min and the numerical solution in the λ1 = 0.25 and 0.5 from Table.
9 and 10. The result of Table. 9, 10, 11, and 12 also exhibits that the deviation still
remain small as before in the strong coupling regime with a large quantum number.
We also observed the similar conclusion with the λ2 6= 0 in Table. 13, 14, 15, and 16.
Hence we conclude that the mass term can improve the deviation for the small coupling
constant without sacrificing others.
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n En(γ)min Numerical Solution
0 0.343 0.326
1 1.258 1.218
2 2.512 2.504
3 4.039 4.072
4 5.795 5.87
5 7.753 7.869
6 9.892 10.048
7 12.197 12.391
Table 7: The comparison between the En(γ)min and the numerical solutions for the λ1 = 0.25 and
λ2 = 4.
n En(γ)min Numerical Solution
0 0.393 0.372
1 1.445 1.394
2 2.894 2.883
3 4.669 4.707
4 6.716 6.805
5 9.003 9.14
6 11.505 11.688
7 14.205 14.43
Table 8: The comparison between the En(γ)min and the numerical solutions for the λ1 = 0.25 and
λ2 = 8.
4 Time-Independent Perturbation
Now we use the time-independent perturbation of the H1 with λ2 = 0 to discuss why
the adaptive perturbation method [2] is better than before. The eigenenergy calculated
by the time-independent perturbation is
En = E
(0)
n + λ〈n(0)|V |n(0)〉+ λ2
∑
k 6=n
|〈k(0)|V |n(0)〉|2
E
(0)
n −E(0)k
+ · · · , (3)
where E0n is the n-th unperturbed eigenenergy, |n(0)〉 is the n-th unperturbed eigenstate,
λ is the coupling constant. When we use the adaptive time-independent perturbation,
the V is defined by H1 ≡ H0 + λ1V/(24γ2), and the E(0)n is defined by the En(γ)min,
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n En(γ)min Numerical Solution
0 0.529 0.527
1 1.632 1.63
2 2.826 2.819
3 4.109 4.081
4 5.446 5.404
5 6.839 6.783
6 8.284 8.213
7 9.776 9.688
Table 9: The comparison between the En(γ)min and the numerical solutions for the λ1 = 0.25.
n En(γ)min Numerical Solution
0 0.554 0.55
1 1.747 1.732
2 3.08 3.054
3 4.523 4.485
4 6.058 6.006
5 7.627 7.607
6 9.359 9.277
7 11.111 11.011
Table 10: The comparison between the En(γ)min and the numerical solutions for the λ1 = 0.5.
n En(γ)min Numerical Solution
0 0.877 0.859
1 2.997 2.945
2 5.638 5.597
3 8.637 8.599
4 11.92 11.878
5 15.444 15.388
6 19.177 19.098
7 23.097 22.984
Table 11: The comparison between the En(γ)min and the numerical solutions for the λ1 = 8.
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n En(γ)min Numerical Solution
0 1.049 1.026
1 3.629 3.566
2 6.886 6.846
3 10.605 10.571
4 14.688 14.648
5 19.076 19.015
6 23.732 23.633
7 28.626 28.471
Table 12: The comparison between the En(γ)min and the numerical solutions for the λ1 = 16.
n En(γ)min Numerical Solution
0 0.564 0.56
1 1.821 1.805
2 3.313 3.303
3 5.027 5.035
4 6.942 6.975
5 9.039 9.1
6 11.305 11.393
7 13.726 13.841
Table 13: The comparison between the En(γ)min and the numerical solutions for the λ1 = 0.25 and
λ2 = 4.
and λ ≡ λ1/(24γ2). Then we can show that each term is at the same order of the
coupling constant λ
1/3
1 . This is not a bad result and gives the consistency to the spec-
trum because we can do the transformations, x → x/λ1/61 and p → λ1/61 p, to show
that the H1 or its spectrum must be proportional to λ
1/3
1 . In the final, we also find
that |〈k(0)|V |n(0)〉|2 contributes n2γ and E(0)n −E(0)k also contribute so when a quantum
number is large enough. Hence no divergence comes from a summation of the quantum
numbers. Indeed, it is also due to using the En(γ)min because it includes informa-
tion about the coupling constant. When we include the mass term in the standard
time-independent perturbation, the unperturbed part is the harmonic oscillator. The
unperturbed eigenenergy is proportional to a quantum number. Hence the divergence
must appear when the quantum number becomes large. When we go to the higher-
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n En(γ)min Numerical Solution
0 0.59 0.582
1 1.941 1.916
2 3.594 3.58
3 5.527 5.541
4 7.708 7.756
5 10.112 10.196
6 12.72 12.84
7 15.518 15.669
Table 14: The comparison between the En(γ)min and the numerical solutions for the λ1 = 0.25 and
λ2 = 8.
n En(γ)min Numerical Solution
0 1.129 1.101
1 3.976 3.902
2 7.689 7.666
3 12.061 12.086
4 16.984 17.044
5 22.388 22.464
6 28.226 28.292
7 34.462 34.487
Table 15: The comparison between the En(γ)min and the numerical solutions for the λ1 = 16 and
λ2 = 128.
order of the time-independent perturbation, we can find more multiplications of the
E
(0)
n −E(0)k . Even for the unperturbed ground-state, the calculation of the higher-order
term will be suppressed by the multiplications of the E
(0)
n −E(0)k .
5 Outlook
We analyzed the deviation between the En(γ)min and the numerical solution from dif-
ferent parameters. Because En(γ)min is the leading-order result of the adaptive pertur-
bation method [2], how the perturbation works well relies on a suitable choice of the
leading order. We also discuss why the adaptive perturbation method is better than
9
n En(γ)min Numerical Solution
0 1.195 1.158
1 4.242 4.146
2 8.266 8.232
3 13.059 13.089
4 18.498 18.575
5 24.503 24.603
6 31.019 31.109
7 38.005 38.042
Table 16: The comparison between the En(γ)min and the numerical solutions for the λ1 = 16 and
λ2 = 256.
before from the explicit Hamiltonian H1 with the λ2 = 0. This example can be easily
extended to other bosonic quantum mechanical systems. One interesting application of
quantum mechanics is to observe whether the spectrum can have a universal rule when
the phase transition occurs. This can teach us how to probe the problems of critical
points in quantum chromodynamics (QCD). Now we only focus on checking the bosonic
quantum mechanics, but the perturbation problem and theoretical formulation should
be similar in bosonic quantum mechanics and quantum field theory. Extending our
study to the bosonic quantum field theory should be the first step for studying QCD
in a strongly coupled regime.
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