) , where the second and fifth feature values are missing. The fuzzy -means (FCM) algorithm is a useful tool for clustering real -dimensional data, but it is not directly applicable to the case of incomplete data. Four strategies for doing FCM clustering of incomplete data sets are given, three of which involve modified versions of the FCM algorithm. Numerical convergence properties of the new algorithms are discussed, and all approaches are tested using real and artificially generated incomplete data sets.
I. INTRODUCTION

W E ARE interested in clustering a set of objects
represented by a numerical object data set into clusters, . The numerical data describes the objects by specifying values for particular features. For example, if the th component of each datum corresponds to the feature of weight, then the th component of , denoted by , gives the weight of object . In some situations, feature vectors in can have missing components [1] , [2] . Any datum with some (but not all) missing feature values is referred to as an incomplete datum. An example of an incomplete datum is , where and are missing. A data set with at least one incomplete datum is referred to as an incomplete data set; otherwise, it is called complete.
A. Previous Work
The problem of doing pattern recognition with incomplete data is certainly not new. Theoretically-oriented approaches based on probabilistic assumptions date back to at least 1962 [3] . An important empirically-oriented study was done in 1979 [1] , and those results are summarized in [2] . It may be the case that predicted values of the missing data are desired [4] , [5] (or even predicted values of new data, as in [6] ), but often the goal is to simply use the available data to perform some analysis [7] , [8] . The goal of the new clustering approaches introduced later is to partition the data set into fuzzy clusters and provide estimates of their cluster centers. Two of our approaches produce predicted values of the missing data, as a byproduct of the calculations.
There is an important, general statistical method for handling incomplete data based on the expectation-maximization (EM) algorithm [9] , [10] . In essence, this approach iteratively produces maximum likelihood estimates using a two-part iteration. The first part (E-step) uses current distributional parameter estimates to calculate expected values for the missing features. The second part (M-step) uses the current expected values to complete the available data and then calculates improved (complete data) maximum-likelihood parameter estimates. The two-part EM iteration continues using the improved parameter estimates, until convergence is achieved. An important connection between EM and pattern recognition arises through its use to calculate parameter estimates for mixture distributions, which are used in one approach to probabilistic clustering [11] . Two other useful sources of information for statistical approaches to analysis of incomplete data are [12] and [13] .
B. Geometry of Missing Data
We begin with a discussion of visualization of incomplete data sets. In the special case that , it is possible to accurately represent both complete and incomplete data sets via scatter diagrams. To do this, we represent an incomplete datum as a vertical line with horizontal component and as a horizontal line with vertical component . (Of course the null datum (?,?) can not be usefully represented in such a plot.) In higher dimensions, an incomplete datum could correspond to a line, plane, etc., depending on the number of missing feature values. The left scatter diagram [ Fig. 1(a) ] corresponds to a complete data set. The right plot [ Fig. 1(b) ] depicts an incomplete version of the data, where 25% of the (20) feature values are missing. In this example, three values of the first feature and two of the second feature are missing. Notice the increased difficulty in visually identifying the presence (and location) of the two clusters when a substantial percentage of feature values is missing.
There is an interesting extreme case of the visual difficulty demonstrated in Fig. 1 that involves what we will call "virtual clusters." To make this phenomenon clear, we consider the most extreme case of incompleteness. We will refer to a data set X as maximally incomplete if each datum in has exactly one known feature value. In the case of a maximally incomplete data set , exactly 50% of the feature values are missing. For this case a plot such as the right side of Fig. 1 will contain no points; instead, it will consist entirely of a lattice of n horizontal/vertical lines such as in Fig. 2 . More generally, a maximally incomplete data set is missing exactly % of its feature values. It is generally impossible to find good estimates for the cluster centers if is maximally incomplete; we demonstrate this using the examples in Fig. 2 .
Each of the two plots in Fig. 2 depicts a maximally incomplete two-dimensional (2-D) data set, which, if complete, would have two visual clusters. These maximally incomplete data sets were obtained by starting with complete data, whose general positions are indicated by the circles; and then for each datum, designating one of its two feature values as "missing." If we know that , then is it possible to recover reasonable estimates of the original (complete) data cluster centers from the maximally incomplete data set? This is one goal of cluster analysis in an incomplete data set. The answer is yes for the data underlying the left view in Fig. 2 , but is no for the right view, where two additional "virtual clusters" are indicated. (In fact, each of the two plots in Fig. 2 is consistent with certain other complete data sets having more than two clusters.) Clustering is difficult, and this example illustrates an additional difficulty inherent in clustering incomplete data.
C. Organization of Paper
The purpose of this paper is to introduce four strategies for clustering incomplete data sets. Three of these consist of new adaptations of the fuzzy -means (FCM) algorithm [14] , and all four provide estimates of the locations of cluster centers and fuzzy partitions of the data. The next section fixes our notation, gives a quick review of FCM, gives the new algorithms, and discusses their theoretical convergence properties. In Section III, the four approaches are compared using several artificially generated data sets and the IRIS data [15] . We examine the accuracy of the computed cluster centers and the correctness of the clusterings produced by each of the methods. The final section summarizes the results of this paper, adds some relevant discussion, and identifies several problems that are deserving of future consideration.
II. FOUR FCM-BASED STRATEGIES FOR CLUSTERING INCOMPLETE DATA
The notation that will be used throughout follows. Let -dimensional data vector, for
feature value of the data vector, for
is a complete datum the whole -data subset of (1d) . In this sense, and contain more "information" than . The FCM clustering algorithm is widely used to cluster (whole) object data sets , and is used in a pure or modified form for all four approaches given in this section. FCM attempts to simultaneously produce a description of the (fuzzy) cluster substructure of along with exemplars (or prototypes) for each of the clusters via an iterative scheme for solving (2) where is the fuzzification parameter, is the vector -norm (3) and (4) When , , the Euclidean norm. The elements of the membership matrix represent the (relative) degrees of membership of each datum in each cluster; i.e., the degree to which belongs to the th cluster. Minimizing values of (2) are less fuzzy for values of near 1 and fuzzier for large values of . The choice of is widely accepted as a good choice of fuzzification parameter. The set in (3) is referred to as the set of nondegenerate (meaning each cluster is nonempty) fuzzy partition matrices. The vector is the prototype or center of the th cluster.
The FCM approach has been widely used, adapted, and generalized [16] - [19] . The FCM algorithm for solving (2) alternates optimizations of over the and variables. This method of alternating optimization has been well studied [20] , [21] and typically provides iterate sequences that converge -linearly to local (and sometimes global) minimizers. 
A. Whole Data Strategy (WDS)
If the proportion of incomplete data is small, then it may be useful to simply delete all incomplete data and apply FCM to the remaining complete data. We will refer to this as the whole data strategy (WDS). Although we have not studied this issue carefully, it seems reasonable to set a fairly stringent limit on the number of vectors that are cast out of because they have one or more missing values. Our supposition is that the WDS should be used only if , where and . In the notation introduced at the beginning of the section, this simply amounts to applying FCM to the data subset . The WDS approach may provide good estimates of the prototypes , but it will not directly provide cluster membership information for feature vectors in , since data in this set are not represented by columns in the corresponding reduced version of . Nonetheless, cluster membership can be estimated for the incomplete data using a nearestprototype classification scheme based on the partial distances (described in the next subsection) from each incomplete datum to each of the computed cluster centers. In the following we will represent this approach as WDSFCM. This approach enjoys all the standard numerical convergence properties of FCM since it is exactly FCM.
B. Partial Distance Strategy (PDS)
The top strategy recommended by Dixon [1] for the case that is sufficiently large that the WDS cannot be justified consists of calculating partial (squared Euclidean) distances using all available (i.e., nonmissing) feature values, and then scaling this quantity by the reciprocal of the proportion of components used. We will call this the partial distance strategy (PDS) and illustrate the PDS form of the calculation in (5) using the example (7) The general formula for the partial distance calculation of is given by The PDS version of the FCM algorithm, referred to here as PDSFCM, is obtained by making two modifications of the FCM algorithm given earlier for the special case of . They are 1) calculate in (5) for incomplete data according to (8) and 2) replace the calculation of in (6) with (9) It is interesting to notice that the scaling factor in is completely irrelevant, since it has no direct or indirect effect on in (9) . The scaling factor also has no effect on because it appears in both the top and bottom, so will cancel in from (5) . This approach enjoys all the standard convergence properties of FCM because it is an instance of alternating optimization [20] . Specifically, using the techniques originally applied for FCM in [14] , it is straightforward to establish that and of PDSFCM satisfy (10a) and (10b) for (10c) The global convergence theory of Zangwill [22] is applicable, as is the local alternating optimization convergence theory [20] . In a nutshell, the global result states that any limit point of a PDSFCM iteration sequence will either be a local minimizer, or at worst a saddle point of . The local result states that if we initialize the iteration sequence sufficiently near a local minimizer of satisfying the second-order sufficiency conditions for a minimizer, then the iteration sequence will converge q-linearly to that minimizer. (This is the standard FCM theory.)
We mention that another seemingly reasonable modification of FCM based on the distance in (8) is to replace the FCM alternating optimization of with a similar optimization of . [Note that this differs with (10c) in that the scaling factor is included.] However the scaling factor has the effect of giving extra weight to components of missing data, compared with components from , in the calculation of cluster means, and we see no justification for such an inequity.
C. Optimal Completion Strategy (OCS)
The third approach to FCM clustering of incomplete data is based on what we will call the optimal completion strategy (OCS). In this approach we view the missing components as additional variables over which we optimize in order to get the smallest possible value of the FCM functional . That is, our strategy is to complete the missing part of the data set in the way that leads to the smallest possible value of given the available data . This modification of FCM, referred to here as OCSFCM, is obtained by adding an additional optimization step over the "variables" during each iteration. We state the new algorithm next.
Optimal 
Now set and return to step OCSFCM-2. Equation (13) is the first-order necessary condition for unconstrained minimization of the function . Zeroing the gradient of with respect to the missing features values of leads to (13) . Examination of steps OCSFCM-2, 3, and 5 demonstrates that OCSFCM is a trilevel alternating optimization of . As such, it has the numerical convergence properties of trilevel alternating optimization which are given in [23] and which are similar to those for the original FCM algorithm. Any limit point of an OCSFCM iteration sequence will be a minimizer of , or at worst will be a special type of saddle point that is optimal in each of the three variables while holding the other two fixed. This global result holds for virtually any initialization of the missing part of the data . In our implementation, we obtained from using step NPSFCM-5 given later in (14) . The iteration sequence will always converge -linearly to any minimizer of satisfying the second-order sufficiency conditions if initialized sufficiently near it.
D. Nearest Prototype Strategy (NPS)
The final approach uses the nearest prototype strategy (NPS) and can be described as a simple modification of OCSFCM. We call this approach NPSFCM and define it as OCSFCM with Step OCSFCM-5 replaced by NPSFCM-5 Calculate for all using partial distances in (8) by where (14) Now set and return to step OCSFCM-2. In the rare case that an incomplete datum is equidistant to two or more prototypes, a tiebreaking rule must be used in defining . While NPSFCM terminated in all numerical tests, we have not established theoretically that this procedure must converge.
III. NUMERICAL EXAMPLES
In this section we compare the WDS, PDS, OCS, and NPS versions of FCM using artificially generated incomplete data sets. The scheme for artificially generating an incomplete data set is now described. First a complete data set is chosen. Then is modified to obtain an incomplete data set by randomly selecting a specified percentage of its components to be designated as missing. The random selection of missing feature values is constrained so that C1) each original feature vector retains at least one component; C2) each feature has at least one value present in the incomplete data set . The initialization used in all cases is the set of (globally) optimal FCM prototypes obtained using the original (complete) data. The additional initialization needed for the OCS and NPS versions is obtained using in NPSFCM-5 (14) . The stopping criterion that we used is for and (15)
A. IRIS Data Example
The IRIS data [15] consists of 150 four-dimensional feature vectors (so 600 feature values), with 50 vectors for each of three physically labeled classes. The maximum possible percentage of missing feature values (for ) subject to constraints C1) and C2) is 75%. In this case the whole-data subset is empty and is maximally incomplete. ( can also be empty with proportions of missing values less than 75%.) We noticed significant variation in the results from trial to trial, so Table I represents the averages obtained over 50 trials. In particular, 50 trials are generated for each row in the table; and the same sample is used in each trial for each of the four approaches so that the results can be correctly compared.
The second through fifth columns of Table I give the average number of iterations required for (15) to terminate each of the four schemes. Note that for 0% missing data, all approaches reduce to regular FCM, and they therefore terminate after one iteration since the initialization is a set of optimal FCM prototypes. The middle columns of Table I give the average number of misclassifications (resubstitution or training error) obtained when the terminal is used to reclassify each of the The smallest entries in each row (i.e., the "best" values in this study) are highlighted by shading. The accuracy of prototype estimation by OCS is always at least as good as the other approaches, based on the errors in the last four columns. The simplest strategy, WDS, provides good testing errors for percentages up to 20%. While the general accuracy and misclassification errors of PDS, OCS, and NPS are quite similar in all but the worst (75%) case, the PDS approach almost always requires fewer iterations than the other three methods. Testing errors for the WDS are reasonable for 0.9 and 0.8, but at 0.7 (30% missing), the error rate jumps to 19.00, and increases thereafter. For IRIS then, we can throw away about 20% of the data and maintain decent resubstitution errors for the prototype estimates.
B. Artificial Two-Dimensional (2-D) Clusters
We now report experiments involving four artificially labeled two-dimensional (2-D) data sets. These experiments are structured in exactly the same way as those for the IRIS data. The complete data sets are shown in Figs. 3-6 , respectively. Incomplete data sets DS, DL, HS, and HL are generated from each of these four sets using the same procedure that we described earlier for the IRIS experiment. Since our data are now from , maximally incomplete data sets occur when the percentage of missing data is 50%. As with IRIS, the initial set of prototypes is always taken to be , the globally optimal FCM prototypes for the original (complete) data. The last four columns of each table use in determining the Frobenius norm error in the terminal prototypes . We chose four cases involving small and large clusters, and horizontal and diagonal cluster placement. The problem of virtual clusters (e.g., Fig. 2 ) never occurs for diagonal placement of clusters because we use good initialization . The full data FCM prototypes are represented by in the following scatter diagrams for each of the four complete data sets (Figs. 3-6 ). The number of data in each of the four (complete) artificial data sets is , evenly divided between the two clusters. For the purpose of evaluating resubstitution errors, we labeled points in each data set as 1 or 2, using the obvious visual clusters.
The visually apparent structure of the two small clusters in DS (Fig. 3) is well characterized by all four methods. This is evident in the middle set of columns in Table II , which show perfect (zero) resubstitution errors for all methods and all incomplete data sets. Although the mean prototype error in Table II increases with the percentage of data values missing, there is little to distinguish any of the four methods, by this criterion-they are essentially equal (row by row). Thus, when the data are clearly well structured, all four methods are fairly equal, and the best choice in this case might be to pick WDS or PDS, which both terminate more rapidly than OCS and NPS.
We offer several observations regarding the two experiments involving diagonally placed clusters. The OCS version produces the most accurate terminal prototypes , seen by comparisons among the last four columns of Tables II and III. The simple WDS approach consistently requires the fewest number of iterations to converge, and OCS and NPS are the most expensive in this respect. For DL, the lowest misclassification errors are consistently obtained by NPS.
For the two experiments with horizontally-placed clusters, WDS continues to converge most quickly. NPS and OCS are the overall best performers in terms of misclassification errors. PDS and WDS did well in terms of terminal prototype accuracy, as measured by the last four columns of Tables IV and V. It is interesting that throughout all the experiments the approach with the smallest mean prototype error does not necessarily produce the smallest number of misclassifications. Another point worth mentioning is that the training error rates for the horizontal clusters (Tables IV and V) are much higher with all four methods than the corresponding error rates for the two sets of diagonally placed clusters. For example, the maximum error rate from Tables II and III is 5 .28%, committed by OCS on data set DL with half of its values missing. On the other hand, this error rate (5.28%) is exceeded by all four methods for both HS and HL when only 20% of their values are missing. And the maximum error rate for the horizontally aligned clusters in Tables IV and  V is 21.26% (OCS, 50% row of Table V); this is more than four  times the maximum for Tables II and III . So, while "diagonal" clusters can be "harder" than "horizontal" clusters in the sense illustrated by Fig. 2 , the numerical evidence is (expectedly) to the contrary when good initializations are used. 
C. Artificial Five-Dimensional Clusters
Our final experiment uses a data set consisting of two clusters, each consisting of 500 points in . The first cluster's points are randomly distributed according to a Gaussian (normal) distribution with mean and identity covariance; the second cluster's points are also Gaussian with identity covariance, but with mean . The MATLAB function mvnrnd was used to generate the data. We include this larger example to be sure that the observations made earlier about the various approaches "scale up" for more realistically sized problems.
These experiments are structured in a similar way as those for the earlier tests except that only 25 trials are done. For this data set we include a comparison with a general data completion strategy called imputation which is based on the regularized EM approach described in [24] . The interested reader is referred to [24] for details on that particular EM approach and to the web site: http://www.math.nyu.edu/~tapio/imputation/ for the MATLAB routine (called regem) that we used to do this completion. For convenience and consistency in the table and discussion below, we will use EMS (EM strategy) to refer to this additional approach of completing data using regem (using default program parameter choices) and then clustering the completed data using the (regular) FCM algorithm. We do not assert that regem is the most appropriate EM-based scheme for use as a clustering tool. We include EMS here as means for comparison of our approaches with an existing alternative for data completion on a larger problem such as this.
Incomplete data sets from the mixed Gaussian data are generated using the same procedure described for earlier experiments. Since our data are now from , maximally incomplete data sets occur when the percentage of missing data is 80%, but we economized somewhat in the study by only considering missing percentages up to 50%. As done earlier, the initial set of prototypes is always taken to be , the globally optimal FCM prototypes for the original (complete) data. The first group of five columns of Table VI gives the mean number of misclassifications, using the same reclassification scheme as the earlier experiments. For the purpose of evaluating resubstitution errors, we labeled points in each data set as 1 or 2, depending on whether they were generated from the Gaussian with mean or . The last group of five columns gives the Frobenius norm error in the terminal prototypes as compared to . Notice that even with 0% missing data, there are 15 misclassifications, which means 15 of the 1000 generated points are probably slightly nearer the other distributional mean than their own. We see from Table VI that EMS is virtually indistinguishable in misclassification performance from all other approaches except WDS. In terms of mean prototype error, EMS is consistently fourth and significantly inferior to PDS, NPS, and especially OCS. While columns for iteration numbers are not given in this table, the overall mean number of iterations required for the five approaches with the mixed Gaussian data are:
2) WDS(8.5); 3) PDS(7.8); 4) OCS(20.6); 5) NPS(12.5); 6) EMS(7.8). For the first four strategies, this is fairly consistent with iteration requirements on earlier, smaller examples. The low value of 7.8 for EMS does not accurately reflect its total computational cost because considerable time is required to do the data completion using the MATLAB function regem. For example, timings collected for one trial at the level of 10% missing data showed that 300.88 s were required for data completion and only 0.17 s required for the subsequent application of FCM (seven iterations) to the completed data.
IV. CONCLUSION
We considered four different approaches for doing FCM clustering of incomplete data sets. The PDS FCM uses an approach recommended by Dixon to alter the calculations in a way that uses all available information. The OCS FCM treats the missing data as variables that are to be optimized in order to obtain the smallest possible value of the FCM functional . The NPS FCM dynamically estimates the missing data values based on component values of the nearest current prototype. The convergence properties of PDSFCM and OCSFCM exactly parallel those for standard FCM, and they follow from existing alternating optimization [20] , [23] and Zangwill's [22] general theory. In practice, all techniques terminated in all cases, but theoretical convergence results for NPSFCM are missing. An important implication of our numerical experiments is that although the simple approach of deleting incomplete data (WDSFCM) works fine for small percentages of missing data (less than, say 15-20%), the other approaches are generally superior if a larger proportion of data is incomplete. Without exception, OCS produced the most accurate terminal prototypes in the case of maximally incomplete data sets.
Several interesting questions and possible areas of generalization are apparent. There are incomplete forms of data other than the case of missing feature values discussed here. For example, it may be that the exact value is unknown but that it is known to satisfy . This type of data could arise in an aborted experiment that had attempted to record the time required for some event to occur for object . In this case, the PDS and NPS adaptations are not obvious, but a reasonable OCS approach is to simply add the constraint to the optimization over . (These constraints are easily implemented and add very little computational overhead to what is already required in the missing feature value case.) Because of examples such as this, we view the generalization potential of OCS to be greater than that of the other strategies. In addition to studying generalizations involving different types of incomplete data, we are interested in examining various PDS, OCS, and NPS versions of other pattern recognition techniques such as possibilistic clustering [16] , noise clustering [17] , and relational data clustering [18] .
Finally, we plan future work aimed at understanding the relationship between OCS and the EM algorithm for computing statistical maximum-likelihood estimates in the case of incomplete data. Both EM and the obvious extensions of OCS are general approaches that essentially replace some missing part of the data with estimates. The OCS as applied to FCM can be interpreted in two ways. Here we have emphasized that it estimates the missing data in a way that leads to the smallest possible value for . Another interpretation, based on examination of Step OCSFCM-5, is that we are replacing unknown data with an estimate corresponding to a fuzzy mean. (A somewhat similar estimation technique was employed in [6] .) This second interpretation is provocatively similar to the EM approach of replacing unknown data with expected values. Is there a real connection here? Is there a general computational approach for fuzzy models that is analogous to the EM approach for statistical models? If yes, is such an approach amenable to very general analysis and application in the same way that EM is? These questions are the subject of our current work.
