A fundamental algorithm for selecting ranks from a finite subset of an ordered set is Radix Selection. This algorithm requires the data to be given as strings of symbols over an ordered alphabet, e.g., binary expansions of real numbers. Its complexity is measured by the number of symbols that have to be read. In this paper the model of independent data identically generated from a Markov chain is considered.
Introduction
In the probabilistic analysis of algorithms the complexity of fundamental algorithms is studied under models of random input. This allows to describe the typical behavior of an algorithm and is often more meaningful than the worst case complexity classically considered in computer science. In this paper we study the algorithm Radix Selection on independent strings generated by a Markov source. . The data are assigned to these buckets according to their values. Note that this just corresponds to group the data according to the first symbols of their b-ary expansions. If the bucket containing the datum with rank to be selected contains further data, the algorithm is recursively applied by decomposing this bucket equidistantly using the integer b. The algorithm stops once the bucket containing the sought rank contains no other data. Assigning a datum to a bucket is called a bucket operation, and the algorithm's complexity is measured by the total number of bucket operations required. An illustration of this procedure is given in Figure 1 .
Radix Selection is especially suitable when data are stored as expansions in base (radix) b, the case b = 2 being the most common on the level of machine data. For such expansions a bucket operation breaks down to access a digit (or bit).
In this paper we study the complexity of Radix Selection in the probabilistic setting that n data are modeled independently with b-ary expansions generated from a Markov chain on the alphabet {0, . . . , b − 1}. For the ranks to be selected we use three models. First, all possible ranks are considered simultaneously. Hence, we study the stochastic process of the complexities indexed by the ranks 1, . . . , n. We choose a scaling in time and space which asymptotically gives access to the complexity to select quantiles from the data, i.e., ranks of the size tn with t ∈ [0, 1]. We call this model for the ranks the quantile-model. Second, we consider the complexity of a random rank uniformly distributed over {1, . . . , n} and independent from the data. This is the model proposed and studied (for independent, uniformly over [0, 1] distributed data) in Mahmoud, Flajolet, Jacquet and Régnier [17] . The complexities of all ranks are averaged in this model and, in accordance with the literature, we call it the model of grand averages. Third, we study the worst rank complexity. Here, the data are still random and the worst case is taken over the possible ranks {1, . . . , n}. We call this worst case rank.
The main results of this work concern the asymptotic orders of mean and variance as well as limit laws for the complexity of Radix Selection for our Markov source model for all three models of ranks. The organisation of the paper is roughly as follows: For the quantile-model in Section 2, we find Gaussian limit processes for the uniform model (defined below) for the data as well as for the asymmetric Bernoulli model (defined below). Throughout the present paper, convergence towards a Gaussian process takes place in the space D[0, 1] of càdlàg functions endowed with the Skorokhod topology. For the general Markov source model with b = 2, we identify the first asymptotic term of the mean complexity and show that process convergence in D[0, 1] does not hold. We discuss grand averages in Section 3. For uniform data it was shown in Mahmoud et al. [17] that the normalized complexity is asymptotically normal. We find that for Markov sources (with b = 2) other than uniform the limit distribution is no longer normal, and the complexity is less concentrated. Finally, Section 4 covers the worst case rank model. For the uniform model and the asymmetric Bernoulli model we find limit laws for the worst case rank complexity. For general Markov sources the linear growth order of the complexity is identified.
A general reference on bucket algorithms is Devroye [5] . A large body of probabilistic analysis of digital structures is based on methods from analytic combinatorics, see Flajolet and Sedgewick [8] , Knuth [14] and Szpankowski [19] . For an approach based on renewal theory see Janson [12] and the references given therein. Our Markov source model is a special case of the model of dynamical sources, see Clément, Flajolet and Vallée [4] as well as [10, 3] . A related important model is the density model studied in Devroye [6] .
We close this introduction defining the Markov source model explicitly, fixing some standard notation and stating corresponding results for the related Radix Sorting algorithm.
The Markov source model: We model data strings over the alphabet Σ = {0, . . . , b − 1} with a fixed integer b ≥ 2 generated by a homogeneous Markov chain. A data string s = (s i ) i≥1 is also interpreted as b-ary expansion of a real number s ∈ [0, 1] via the identification
Conversely, if to s ∈ [0, 1) a b-ary expansion s = (s i ) i≥1 is associated, to avoid ambiguity, we require the expansion to satisfy s i < b − 1 for infinitely many i ∈ N. (For s = 1, we use the expansion where s i = b − 1 for all i ∈ N.) The most important case is b = 2 where the data are binary strings. In general, a homogeneous Markov chain on Σ is given by its initial distribution µ = b−1 =0 µ δ on Σ and the transition matrix (p ij ) i,j∈Σ . Here, δ x denotes the Dirac measure in x ∈ R. Hence, the initial state is with probability µ for = 0, . . . , b − 1. We have µ ∈ [0, 1] and b−1 =0 µ = 1. A transition from state i to j happens with probability p ij , i, j ∈ Σ. Now, a data string is generated as the sequence of states taken by the Markov chain. In our Markov source model assumed subsequently, all data strings are independent and identically distributed according to the given Markov chain.
We always assume that p ij < 1 for all i, j ∈ Σ. Note that we do not require the Markov chain to converge to a stationary distribution nor that it starts in a stationary distribution.
The case p ij = µ i = 1/b for all i, j ∈ Σ is the case where all symbols within all data are independent and uniformly distributed over Σ. Then the corresponding numbers on [0, 1] associated as in (1) are independent and uniformly distributed over [0, 1] . We call this the uniform model. For b = 2, the uniform model is also called symmetric Bernoulli model. The asymmetric Bernoulli model for b = 2 is the case in which p i1 = µ 1 = p for i = 0, 1 and p ∈ (0, 1) with p = Some results of the present paper have been announced in the extended abstract [15] .
Notation. We write d −→ for convergence in distribution and d = for equality in distribution. By B(n, p) with n ∈ N and p ∈ [0, 1] the binomial distribution is denoted, by B(p) the Bernoulli distribution with success probability p, by N (µ, σ 2 ) the normal distribution with mean µ ∈ R and variance σ 2 > 0. Furthermore, X s := (E[|X| s ]) 1/s denotes the s-norm, s ∈ [1, ∞), of a real-valued random variable X. We also use the abbreviations x ∧ y = min{x, y} and x ∨ y = max{x, y} for real numbers x, y. Finally, the Bachmann-Landau symbols are used.
Radix Sorting. The Radix Sorting algorithm starts by assigning all data to the buckets as for Radix Selection. Then it recurses on all buckets containing more than one datum. Clearly, this leads to a sorting algorithm. The complexity of Radix Sorting is measured by the number of bucket operations. It has been analyzed thoroughly in the uniform model with precise expansions for mean and variance involving periodic functions and a central limit law for the normalized complexity, see Knuth [14] , Jacquet and Régnier [11] , Kirschenhofer, Prodinger and Szpankowski [13] and Mahmoud et al. [17] .
For the Markov source model (with b = 2 and 0 < p ij < 1 for i, j = 1, 2) the orders of mean and variance and a central limit theorem for the complexity of Radix Sorting were derived in Leckey, Neininger and Szpankowski [16] .
The quantile-model
The quantile model is the most refined model for the ranks and the most difficult model to analyze. The results and proofs are organized as follows: Section 2.1 contains the uniform model with general b ≥ 2 where we obtain a Gaussian limit process in Theorem 2.1. Another Gaussian limit law holds in the asymmetric Bernoulli model (with b = 2) which is stated later in Theorem 2.5. The discussion of all other Markov sources is contained in Section 2.2. Here, we find the first order growth of the process and that limit laws in the spirit of Theorems 2.1 and 2.5 do not hold for these Markov sources.
The uniform model
In this section the data is sampled independently with the uniform distribution on [0, 1]. We fix b ≥ 2 and consider Radix Selection using b buckets in each step. The number Y n ( ) of bucket operations needed to select rank ∈ {1, . . . , n} in a set of n data is studied as a process in 1 ≤ ≤ n. We write Y n := (Y n ( )) 1≤ ≤n . For a refined asymptotic analysis we normalize the process in space and time and consider X n = (X n (t)) 0≤t≤1 defined for n ≥ 1 and t ∈ [0, 1] by
Here, we set Y n (n + 1) := Y n (n). The process X n has càdlàg paths and is considered as a random variable in D[0, 1] endowed with the Skorokhod metric d sk , see Billingsley [1, Chapter 3] . Subsequently, we use prefixes of b-ary expansions. For s, t ∈ [0, 1] based on their b-ary expansions
with s i , t i ∈ {0, . . . , b − 1} with the conventions stated in the introduction, we denote the length of the longest common prefix by j(s, t) := max{i ∈ N | (s 1 , . . . , s i ) = (t 1 , . . . , t i )}.
Here, and subsequently, we apply the conventions max ∅ := 0 and max N := ∞. We have the following functional limit theorem:
Consider Radix Selection using b buckets on a set of independent data uniformly distributed on [0, 1]. For the process X n = (X n (t)) 0≤t≤1 of the normalized number of bucket operations Y n ( ) as defined in (2) we have weak convergence, as n → ∞, in
Here, G = (G(t)) t∈[0,1] is a centered Gaussian process with covariance function
where j(s, t) is the length of the longest common prefix defined in (3) and b −∞ := 0.
An alternative characterization of the limit process G is given in Proposition 2.2 below. We first give a rough outline of our proof of Theorem 2.1.
Outline of the analysis: To set up a recurrence for the process Y n := (Y n ( )) 1≤ ≤n we denote by I n = (I n 1 , . . . , I n b ) the numbers of elements in the b buckets after distribution of all n elements in the first partitioning stage. We abbreviate F n 0 := 0 and
Note that we have F n b = n. After the first partitioning phase, the element of rank is in bucket r if and only if F n r−1 < ≤ F n r . This implies the recurrence
where (Y From the underlying probabilistic model it follows that the vector I n has the multinomial M (n;
) almost surely as n → ∞ and 
For the normalized processes X n in (2) we thus obtain
with conditions on independence and identical distributions as in (5) . To associate to recurrence (8) a limit equation in the spirit of the contraction method, we introduce a family of parameter transformations: for 0 ≤ a < b ≤ 1, let
Here, and subsequently, to simplify notation, we set [a, 1) := [a, 1] for 0 < a < 1.
Moreover, we define B :
Then we associate the limit equation (again with convention (9))
where X 1 , . . . , X b , N are independent and X 1 , . . . , X b are distributed like X. Further, N has the centered multivariate normal distribution with covariance matrix Υ given in (7) .
Our proof of the convergence in Theorem 2.1 below relies on a contractive argument for the distance between X n and an accompanying sequence Q n connecting X n to G. In the context of the contraction method, one uses the same idea to infer that G is the unique solution (in distribution) to (10) with càdlàg paths under the condition E G 3 < ∞. In fact, we have the following stronger result.
Proposition 2.2. The process G in Theorem 2.1 is the unique càdlàg process (in distribution) satisfying (10).
The remaining part of this section is devoted to the proofs of Theorem 2.1 and Proposition 2.2.
Proof of Theorem 2.1. The proof follows the approach developed in [18] leading to Theorem 1.1 there. The starting point is a family of independent and identically distributed random variables {(I n,ϑ ) n≥0 , N ϑ : ϑ ∈ T } where T = n≥0 {1, 2, . . . , b} n denotes the complete b-ary tree, I n,ϑ has distribution M (n; ) and N ϑ has the distribution given in (6) with
almost surely for all ϑ ∈ T .
The limit process. Setting G ϑ 0 := 0 for all ϑ ∈ T , we recursively construct random variables G ϑ n , n ≥ 1, ϑ ∈ T , by (with convention (9))
It follows that, for any p ∈ N,
From here, choosing p > 2, standard arguments (compare e.g. the proof of Lemma 2.1 in [18] ) show that, almost surely, G ϑ n is uniformly Cauchy. By the completeness of the càdlàg space endowed with the supremum norm, G ϑ n is uniformly convergent. The limit denoted by G ϑ satisfies
In particular, G ϑ satisfies (10) since G ϑ , ϑ ∈ T is a family of identically distributed random variables and G ϑ1 , . . . , G ϑb are independent. From (12) , it follows that
Inductively, one can easily show that G ϑ n is a Gaussian process with zero mean for all n ≥ 1. Hence, the same follows for G ϑ . Denoting σ(s, t) = E G ϑ (t)G ϑ (s) , using the b-ary expansions t = t 1 t 2 . . . , s = s 1 s 2 . . ., and (10), we find
This yields the expression for the covariance function in (4) for s = t. The variance then follows by right continuity of G ϑ .
Construction of the discrete process. We continue with the construction of suitable versions of X n based on the distributional recurrence (8) . Let X ϑ 0 := X ϑ 1 := 0 for all ϑ ∈ T and recursively, for n ≥ 2 and with convention (9),
Here, F
Note that this definition is more subtle than the corresponding one in [18] , since, with positive probability, we have I n,ϑ r = n for some r = 1, . . . , b. To resolve this issue, let
and note that P (M ) = 1. On M , the definition (13) only involves a finite (but random) number of recursions on the right hand side, thus it defines the family of càdlàg functions (X ϑ n ), n ≥ 2, ϑ ∈ T . For convenience, we set X ϑ n := 0 for all n ≥ 2, ϑ ∈ T on the event M c . Next, again by induction on n, we prove that X ϑ n is measurable for each n ≥ 2, ϑ ∈ T . Assume it was correct for all m < n and ϑ ∈ T . Then, for a measurable set B ⊆ D[0, 1] with 0 / ∈ B, recalling the set M defined in (14) , we have
Iterating the argument and using the induction hypothesis, there exist a sequence of increasing measurable sets (A k ) k≥1 and a sequence of decreasing sets (B k ) k≥1 , such that, for any k ≥ 1, we have
where
Using the same ideas for the case B = {0}, it follows that X ϑ n is measurable.
To show that X ϑ n has the desired distribution, note that, for the sequence of random variables X n satisfying (8), we have
Using the analogous formula for the process X ϑ n and assuming that X
Here, we use the total variation distance
, where
n for all ϑ ∈ T finishing the inductive proof. Convergence of the discrete process. We continue with the definition of an accompanying sequence Q ϑ n by replacing the coefficients in the discrete recurrence by their limits. With Q ϑ 0 = Q ϑ 1 := 0 for all ϑ ∈ T and convention (9), let
Again, on the event M , this defines a family of càdlàg processes. By arguments similar to the verification of X ϑ n d = X n for all n ≥ 2, ϑ ∈ T above, one can show that, for all n ≥ 2, the distributions of Q ϑ n and X ϑ n − Q ϑ n do not depend on ϑ. The proof of ∆ n := E X ϑ n − Q ϑ n 3 → 0 is standard in the context of the contraction method. We have
By construction,
showing that all moments of the sequence Q ϑ n are bounded. As I n,ϑ r /n → b −1/2 with respect to all moments, it follows that all moments of the supremum over t ∈ [0, 1] of the summand in (16) vanish as n → ∞. The same is true for the term in (17) since the almost sure convergence in (11) gives rise to convergence of arbitrary moments. Thus, upon applying Hölder's inequality to deal with mixed moments, there exists a sequence ε(n) → 0, such that,
From here, using E I n,ϑ r n 3/2 → b −3/2 < 1, a simple induction on n shows that ∆ n is bounded.
In a second step, by the same contractive argument, one can show that ∆ n → 0. We omit the details which are standard in the framework of the contraction method. Finally, the convergence Q ϑ n → G ϑ in probability with respect to the Skorokhod topology is obtained by aligning the points of discontinuity of Q ϑ n to those of G ϑ n . This can be worked out in the same way as in [18] , see the proof of Proposition 3.5 there.
Proof of Proposition 2.2. Assume X (more precisely, its distribution) solves (10) . Then, we have
where X(0) and N 1 are independent and N 1 has the distribution N (0, (b − 1) −2 ). Classical results from the theory of perpetuities, see, e.g. Theorem 1.5 in [20] , show that this identity uniquely determines the distribution of X(0). Thus, X(0) has the normal distribution
2 ) =: µ. By the same argument, X(1) has distribution µ. Next, for k = 1, . . . , b − 1, we obtain
with conditions as in (18) . Thus, for all k = 1, . . . , b − 1, X(kb −1 ) has distribution µ. Inductively, one shows that X(t) has distribution µ for any b-adic t. By right continuity, the same holds for all t ∈ [0, 1].
Next, let n ≥ 2, ≤ t 1 < t 2 < . . . < t n ≤ 1 and j * = max{j(t k , t k+1 ) : 1 ≤ k ≤ n − 1}. Denote by ε j i the j-th digit of the b-ary expansion of t i and ϑ
be a family of independent random variables where each (6) . Here,T denotes the b-ary tree based on the digits {0, . . . , b − 1}. Independently of this family, let X 1 , . . . , X n be independent copies of X. Then, developing (10) for j * levels, there exist deterministic 0 ≤ s 1 , . . . , s n ≤ 1 such that, for any α 1 , . . . , α n ∈ R, we have
By construction, the right hand side of this display has a normal distribution with zero mean. Thus, X is a Gaussian process. The covariance function is uniquely determined by (10) which proves the claim.
The last proof relied on the fact that the marginal distributions of any solution of (10) are Gaussian. An alternative proof which also extends to non-Gaussian solutions to fixed-point equation of type (10) , where for each t ∈ [0, 1], only of the processes X 1 , . . . , X b on the right hand side contributes, can be given following the arguments applied in the proof of Lemma 4.2 in [7] .
The Markov source model
In this and all remaining paragraphs of Section 2, we study the Radix Selection algorithm in the Markov source model with restriction to b = 2 buckets. The analysis is considerably more involved as in the last section; in particular, a result analogous to Theorem 2.1 does not hold in the most general model. The main results of the section are presented in Section 2.2.2: we prove a law of large numbers and an expansion of the mean for Y µ n ( tn + 1), t ∈ [0, 1], under the general set-up. We also state a functional central limit theorem comparable to Theorem 2.1 in the asymmetric case when p 00 = p 10 . We start by introducing a family of càdlàg functions m µ which play an important role subsequently. Throughout the section, we abbreviate
and recall p + < 1. 
For
and note that this definition is consistent with (20) 
The functions m 0 and m 1 have the following properties:
iii) If p 00 = p 10 then m i is continuous at t if and only if t / ∈ C i ∞ . At points of discontinuity, left and right limits exist and we have
We deduce that there is at most one bounded solution of the fixed-point equation. Thus, ii) follows from verifying that the term in ii) satisfies the fixed-point equation which is elementary. Next, note that, for t < p i0 , we have
The analogous statement for t > p i0 proves iv). iii) follows easily from the definitions of m 0 , m 1 .
Main results in the Markov source model
We have the following asymptotic behavior of the average complexity: 
with convergence in
The distributional behavior of the normalized sequences(a) p 00 =0.2.8(c) p 00 =0.6, p 10 =0.7(d) p 00 =0.3, p 10 =0.7 Theorem 2.5. Consider Radix Selection using b = 2 buckets on a set of n independent data generated from the asymmetric Bernoulli model with success probability p := p 00 = p 10 ∈ (0, 1)\{ (n) and
we have weak convergence, as
Here, G asyB = (G asyB (t)) t∈[0,1] is a centered Gaussian process with covariance function 
We leave it as an open problem to decide whether the one-(or finite-) dimensional marginal distributions of the processes (X 0 n ) n≥1 , (X 1 n ) n≥1 converge weakly in the general case p 00 = p 10 . All results in this section rely on the distributional recurrence for the complexity Y i n similar to (5): for n ≥ 2, the design of the algorithm yields 
n , K n are independent and K n has the binomial B(n, µ 0 ) distribution.
Proofs of Theorems 2.3, 2.4 and 2.5
In addition to the distributional recurrences (27) and (28), our approach towards Theorem 2.3 uses a direct construction of a version of the random variables Z Analogously to the sequence of sets (D i n ) n≥0 , we now define a nested decomposition of the set {0, . . . , n}. We set (I The random variables in the last display depend only on (I r, −1 , I r, , I r, +1 ). For simplicity, we may assume that the vector (I r, −1 , I r, , I r, +1 ) converges almost surely after rescaling; in particular, (I r, − nt)/ √ n → N for a random variable N having the normal distribution N (0, t(1 − t)). Obviously, lim inf n→∞ {I r, −1 ≤ tn < I r, } = {N > 0} ∪ A, with a P-null set A. Almost surely, on the event in the last display, tn − I r, −1 I r, − I r, −1 → 1, n −1 (I r, − I r, −1 ) → λ i r−1 (t)p ε i r−1 0 .
In particular, using (25) for t = 1, almost surely, Using Theorem 4.5, the theorem of dominated convergence gives convergence of the mean in the last statement. The second term summand in (35) is handled analogously finishing the proof using (29), (34) and the definition of m i (t) in (21). Following the same argument on a distributional level, it is easy to see that there is no convergence in probability to a deterministic limit for Z E i r (t,n) Λ i r (t,n) h i r (t, n) . Thus, there is no convergence in L 1 in (23). Finally, (24) and (25) for general measures µ follow by similar arguments based on (28) again using the theorem of dominated convergence relying on (24), (25) for µ = µ 0 and µ = µ 1 and Theorem 4.5. We omit the details.
Since t/p ∈ C 0 ∞ , the function m has a double jump at t/p. It follows that |T n (t)|n −1/2 remains bounded away from zero almost surely. In particular, we have T n → ∞ almost surely. Using (36), this shows lim inf n→∞ P( X 0 n ≥ K) ≥ 1 − ε contradicting the tightness of ( X 0 n ) n≥1 . The analogous proof applies to the sequence ( X 1 n ) n≥1 . Note that the proof can be generalized to show that, for any sequence α n = o(n), the càdlàg processes α 
where (Y In n (t)
with conditions on independence and identical distributions as in the last display. In distribution, as n → ∞,
where N has distribution N (0, p(1 − p)). Thus, we arrive at the limiting equation 
where X 1 , X 2 , N are independent, X 1 , X 2 have the distribution of X and N has distribution N (0, p(1 − p)). The formal verification of the convergence X n → X in distribution in the Skorokhod topology, where X is a centered Gaussian process with the given covariance structure satisfying the stochastic fixed-point equation (39), can be worked out as in the proof of Theorem 2.1.
The model of grand averages
We now consider the complexity of Radix Selection with b = 2 buckets assuming the Markov source model for the data and the model of grand averages for the rank. Let ξ be a random variable with the uniform distribution on [0, 1] and independent of all remaining quantities. 
The distribution of Z µ is given by
where B µ0 , Z 0 , Z 1 are independent and B µ0 has the Bernoulli distribution B(µ 0 ). Grincevičjus [9] , it is well-known that, under very mild conditions, perpetuities such as L(Z 0 ) and L(Z 1 ) are either absolutely continuous, singularly continuous or discrete. It is easy to see that both laws are non-atomic, and we leave a more elaborate discussion of their properties for future work.
with the convention M p i0 ) a < 1. Since P(I i n ∈ {0, n}) is exponentially small in n, a simple induction over n shows that d(n), n ≥ 1 is a bounded sequence. Again by induction over n, we now show that, for some large C > 0 and all n ≥ 1, we have d(n) ≤ Cn −1/2 . To this end, assume that the statement was correct for all m < n. Then, since d(n) is bounded and P(I 
