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Abstract
To classify human activities a Human Activity Recognition (HAR) system recurs to typical ma-
chine learning (ML) techniques that assume the input data characteristics, more specifically its
distribution, will never change contrary to reality. For instance, users’ tend to perform activities
differently over time, and even sensors are prone to misplacement. Furthermore, building classi-
fiers requires users’ to label considerable quantities of data, making it impractical and nonsense in
this era of Big Data with effortless access to public repositories. As such, we propose surpassing
these two limitations by exploring the application of Transfer Learning within HAR systems.
We here commit to exploring HAR based on wearables only and to a specific scenario of
TL, named Unsupervised Domain Adaptation, that is frequent in HAR, where the source dataset
has similar feature and label spaces as the target one, but both differ only in marginal distribu-
tions. Our experiments address distribution mismatch caused by three circumstances: different
sensor positions; different user’s physiology due to age; and different environments. As for the
TL techniques, we recur to two feature representation approaches, Transfer Component Analy-
sis (TCA) and Subspace Alignment (SA), and two more instance-weighting approaches, Kernel
Mean Matching (KMM) and Nearest Neighbour Weighting (NNeW). From these four techniques,
we also apply a majority voting ensemble composed of three of those (KMM, NNeW, SA). As
baseline methods, we employ both supervised, and semi-supervised techniques.
In total, from two HAR datasets, we devise twenty-seven unique experiments grouped into
five different scenarios. The yielded results in most tests reveal a useful transfer of knowledge
and more importantly the convenience of TL within HAR. Apart from the delineated experiments,
our work also contributes to the field of TL in general through an exhaustive survey of TL works
within HAR based on wearables, and a complete taxonomy.
Keywords: Human Activity Recognition, Transfer Learning, Unsupervised Domain Adaptation.
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Resumo
Para classificar atividades humanas um sistema de reconhecimento de atividades humanas (HAR)
recorre a técnicas de Machine Learning (ML) que assumem que as características dos dados, mais
especificamente a sua distribuição, nunca se altera ao contrário da realidade. Por exemplo, os
utilizadores tendem a realizar atividades de maneira diferente ao longo do tempo, e até mesmos
os sensores são propensos a derrapagens. Além disso, o treino de classificadores implica que os
utilizadores etiquetem quantidades consideráveis de sinais ao ponto de se tornar impraticável, e de
não fazer sentido no atual contexto de Big Data com acesso, sem dificuldades, a vastos repositórios
públicos. Como tal, nós propomos ultrapassar estas limitações explorando a utilização de TL em
sistemas de HAR.
Comprometemo-nos aqui a explorar HAR, com base apenas em wearables, e um cenário es-
pecífico de TL, denominado de Unsupervised Domain Adaptation, que é frequente em HAR, em
que o conjunto de dados de origem possui semelhantes espaços de etiqueta e de feature em relação
aos do alvo, mas ambos diferem nas distribuições marginais. As experiências realizadas abordam
a diferença de distribuição causada por três circunstâncias: diferentes posições de sensores; difer-
ente fisiologia dos utilizadores devido à idade; e diferentes ambientes de treino. Em relação às
técnicas de TL, recorremos a duas abordagens de feature-representation, Transfer Componenent
Analysis (TCA) e Subspace Alignment (SA), e mais duas abordagens de importance-weighting,
Kernel Mean Matching (KMM) e Nearest Neighbour Weighting (NNeW). A partir destas qua-
tro técnicas, também desenvolvemos um ensemble por maioria de votos composto por três destas
(KMM, NNeW, SA). Como métodos de controlo, aplicamos técnicas supervisionadas e semi-
supervisionadas.
No total, a partir de dois repositórios HAR, concebemos vinte e sete experiências únicas agru-
padas em cinco cenários diferentes. Os resultados obtidos, na sua maioria, revelam a transferência
útil de conhecimento e, mais importante, a conveniência de TL no HAR. Além das experiências
delineadas, o nosso trabalho também contribui para o campo de TL em geral através de uma ex-
austiva pesquisa de trabalhos de TL no domínio de HAR baseado em wearables apenas e de uma
taxonomia completa.
Keywords: Reconhecimento de Atividades Humanas, Transfer Learning, Unsupervised Domain
Adaptation
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Chapter 1
Introduction
A Human Activity Recognition (HAR) system to classify human activities recurs to typical ma-
chine learning (ML) techniques that assume the data distribution will never change contrary to
reality. For instance, users’ tend to perform activities differently over time, and even sensors are
prone to misplacement. Furthermore, each problem requires high quantities of training data and
takes significant time to build the ML model, making it impractical and nonsense in this era of
Big Data with effortless access to public repositories. As such, we propose exploring Transfer
Learning (TL) to leverage the performance and the efficiency of HAR systems.
1.1 Context
HAR has the potential to help revolutionise human-machine interaction by providing the ability to
comprehend the context in which a person is involved. Just like humans comprehend when others’
need help, it is a goal of this field to replicate this comprehension mechanism to an artificial
machine. Though researchers have been exploring the field since the 1990s, only with the mass
utilisation of smartphones and wearables the field gained a new momentum. The considerable
technological advancements in smartphones, shortly after 2005, made it as a valuable rich data
source, equipped with a wide variety of sensors and considerable processing power.
Furthermore, the diverse applicability of HAR proves that the field has the potential to in-
crease, in a significant manner, everyone’s quality of life. For instance, in Healthcare HAR can
alleviate health-care costs by monitoring patients. With sensing technologies, physiological char-
acteristics, such as Heart Rate, offer a better insight into the patient’s context and provide a better
understanding of his health condition.
1.2 Motivation and Goals
However, HAR still has challenges to overcome, including the subject sensitivity and weak model
adaptability. The performance of human activities is profoundly influenced by the physiological
features of each person, for instance, a young person performs ambulating activities differently
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than older people or even disabled people [1]. Though an obvious solution would be developing
a specialised model for each individual, this is unpractical, making it necessary to create models
as most user generic as possible. Another significant limitation is that traditional ML techniques
assume that the distribution of the data is the same between the training and testing samples.
Considering that the higher the physiological user features are, the more different is the dataset
distribution between users, a model trained with a specific group of users will not accurately
classify the activities of other different users. Therefore, the problem facing here is a combination
of two considerable limitations, the difficulty of collecting labelled data and the limitation of ML
techniques of not being able to avail datasets of different users to leverage the performance of a
model.
For surpassing these limitations, we here commit to exploring Transfer Learning (TL) within
HAR. TL is a ML sub-area that focuses on the re-utilisation of knowledge between ML tasks,
because it allows the dataset distributions, and even their tasks used in training and testing be
different. The learning paradigm behind TL is motivated by the fact people while performing
tasks, not only learn from it, but they learn how to generalise it and apply in related tasks. For
instance, we naturally assume that having two persons learning the piano the one with violin
experience will outperform the other with no musical background. Although TL is not widely
utilised in Industry, its research dates back to the 1980s and, nowadays, it remains as a research
topic [2].
The goals we expect to achieve by applying TL in HAR are the following:
1. Reducing the effort of capturing labelled data: by re-utilising knowledge from previous
experience it is no longer required to capture high quantities of labelled data.
2. Leveraging different, but related, datasets to boost performance: from the re-utilisation
of knowledge of previous experiences improve the performance of the target domain
1.3 Outline
This work is structured into five additional chapters:
Chapter 2: “Human Activities Recognition” chapter provides an overview of the field, de-
scribes its application in four domains, explains each of the three stages that compose a typical
HAR system, and, finally, concludes by listing the challenges the field still has to overcome.
Chapter 3: “Transfer Learning” chapter starts by explaining the basic terminologies nec-
essary to understand TL along with a comparison between TL and similar fields, sometimes mis-
comprehended in literature. Then, it delineates a taxonomy resorting to related works, and, finally,
concludes with an extensive survey of HAR works, based on wearables, applying TL.
Chapter 4: “Methodology” chapter focuses on unsupervised domain adaptation, a specific
category of TL. It firstly explains its four different approaches to then concluding with a descrip-
tion of each of the four selected techniques for the experiments.
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Chapter 5: “Experiments” chapter describes how the experiments were delineated, with
what datasets it resorted to, and the data pre-processing techniques applied. It concludes with an
analysis of the yielded results per implemented experiment scenario, and with an overall results
discussion.
Chapter 6: “Conclusions” chapter provides an insight of the work performed throughout the
dissertation, its limitations, and the envisioned future works.
4 Introduction
Chapter 2
Human Activities Recognition
An artificial system that recognises human activities and comprehends the context in which a per-
son is involved, understanding when help is needed, is the next step in human-machine interaction
[3]. The field of Human Activities Recognition (HAR) has a crucial role in allowing these techno-
logical advancements through the recognition of human activities. Hence, researchers have long
been exploring this field and experimenting with real scenarios, including in Healthcare.
This chapter starts by describing HAR, proceeding to its applications in real and potential use-
cases. Afterwards, it explains how typical HAR systems are designed, providing an overview of
three sequential stages: Data Acquisition, Data Manipulation, and Machine Learning. Finally, this
chapter ends by describing four challenges that remain to be overcome in HAR.
2.1 Overview
Researchers have actively studied the field of HAR since the 1990s [4]. The focus of HAR is to
collect, and detect real-life activities being performed by one human or a group, and to understand
the environmental context surrounding humans. Just like humans comprehend when others’ need
help, HAR tries to replicate this comprehension mechanism to an artificial machine.
Since HAR has the potential to help revolutionise how humans nowadays interact with com-
puters, it is considered as one promising branch of the Human-Computer Interaction field [5][6].
In order to make computers’ look like humans and interact alike, it is necessary that computers
become aware of the context of humans, and act accordingly.
HAR relies on the deployment of pervasive but non-intrusive sensors in the environment sur-
rounding humans, which is also the focus of another field, Ubiquitous Computing. Ubiquitous
Computing is also widely researched, however, the fact that sensors need to be almost non-
noticeable and not disruptive during activities performance constituted severe challenges during
the 1990s when the field of Ubiquitous Computing was in its infancy [4]. Only two decades after,
with the technological advancements in processing power, wireless communications, and energy
storage [7] mobile devices rapidly became integrated into each person’s daily life. People now
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spend more time on the phone than other device [8], and are equipped with a wide variety of elec-
tronic devices, such as smartphones, smartwatch, and laptop, that offer an opportunity to HAR
researchers of efficiently extracting context-aware data from sensors in a non-intrusive manner.
Having captured the data, HAR also benefits from the integration of activity patterns discovery
techniques. Pattern discovery is useful for finding unknown patterns and can help to define activi-
ties that can be later tracked during activity recognition.
2.2 Human Activities Recognition Applications
The diverse applicability of HAR proves that the field has the potential to increase, in a significant
manner, the quality of life of people. This chapter presents the applications of HAR that we
consider the most relevant to a wide range of people and could impact health-related domains and
other public-related issues, such as authentication, and smart-Homes. However, it should be noted
that one current popular applicability of HAR is in fitness, where it significantly helps the workout
effectiveness by monitoring fitness activities performance [9]. Though fitness is essential for every
person’s quality of life, it focuses on a smaller target audience compared to other public-related
issues, such as health, and therefore it is not described in detail in this subchapter.
2.2.1 Biometric Authentication
Conventional authentication relies mostly on unique identifiers such as a passcode, something a
person knows and might forget, or tokens, something a person has and might lose. Though easy
to configure, these authentication mechanism lack enough accuracy to avoid identity theft (e.g.
four-pin passcode has an accuracy of 1/103). Therefore, biometric authentication, as an alternative
method, is starting to gain momentum due to its inherent high accuracy recognition (e.g. Apple’s
1 Facial Recognition has an accuracy of 1/106 [10].
Biometrics as the science that studies the capability to identify a person based on human char-
acteristics can make use of HAR recognition techniques to capture unique behavioural properties
of a user, like motion capture signatures [11], to prevent unauthorised access of a device. To-
day’s biometric authentication is based mainly on physiological features of individuals, however,
physiological features pose severe concerns regarding privacy and HAR could be seen as a viable
alternative, acting only as a behavioural biometric mechanism.
2.2.2 Health Assistance
The current world population has a better quality of life and a higher life expectancy that continues
to rise decade after decade, resulting in an increased number of senior citizens (it is estimated
that in 2030 the proportion of the population, in the US, over sixty-five years old will increase
from 12.4%, in 2000, to 19.6% [12]). This constitutes a challenge to medical institutions that are
responsible for providing care to patients because the senior citizens are the most vulnerable to
1https://www.apple.com/en/
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diseases and disability conditions. Furthermore, considering that the health-care costs of senior
citizens are expensive, it is estimated to be three to five times greater compared with citizens
under sixty-five years old [13], health-care institutions must necessarily self-adapt by finding cost-
effective solutions.
HAR has the potential to alleviate health-care costs, and already active research works are ap-
plying HAR in health-care institutions. The integration of HAR can be performed in two different
sub-domains: health-care staff monitoring (e.g. medics, nurses, surgeons); and patient monitoring.
The former domain focuses on the interaction between medical staff through the inference of their
activities to improve the efficiency of hospital processes and staff allocation. For instance, the
work done by Osmani et al. [14] studies the efficiency of doctor-nurse collaboration by monitor-
ing and recognising the activities performed by both. The latter domain focuses on the automation
of health monitoring of patients, providing health-staff rapid guidance during emergencies. With
sensing technologies, physiological characteristics, such as heart rate, offer a better insight into
the patient’s context and provide a better understanding of health condition [15].
2.2.3 Smart Homes
The next generation of households will, inevitably, be smart and automated able to monitor and
control different appliances. The idea behind smart homes is to decrease costs by improving
the efficiency of consumption of energy, and water and at the same time provide a secure and
comfortable environment to its dwellers [16]. Moreover, a smart home should be able to learn and
adapt itself to its users’ habits. For instance, by learning the time when its habitant arrives from
work, the house could provide a more comfortable environment increasing the house’s temperature
(when its cold) and even prepare the kitchen for meals cooking.
Therefore, if the future house must be able to understand its habitants’ context, it necessarily
has in its system an embedded HAR feature that recognises real human activities. In this regard,
MIT 2 has already been researching this subject under laboratory and semi-naturalistic environ-
ments studying human typical household activities, such as cooking, and sleeping [17].
2.2.4 Government Surveillance
Countries such as China and the United States, nowadays, use activity recognition in their video
surveillance systems recurring to non-intrusive biometric technologies in crowded public-spaces
[18]. Non-intrusive means that the user cannot detect the technology and no permission is re-
quired, and these non-intrusive biometric technologies are becoming more common within smart
surveillance systems, widely adopted at public spaces, and private areas. Indeed, surveillance
systems permit not only perform identity tracking, with facial recognition but also activity recog-
nition, providing the ability to authorities react rapidly and accordingly in specific contexts (e.g.
riots).
2Massachusetts Institute of Technology , http://web.mit.edu/
8 Human Activities Recognition
2.3 Human Activities Recognition Systems
Though each HAR system follows different approaches, all systems have in common three se-
quential stages, the data acquisition, data manipulation and ML stage. Therefore, the following
sections describe these three stages.
1. Data Acquisition (see Chapter 2.4): this stage involves the extraction, in short (real-time)
or long-time intervals, of sensor data. From the sensors, the data is forward, via wireless
communications or wire, to a single device that has more powerful hardware capabilities.
2. Data Manipulation (see Chapter 2.5): this stage includes an analysis and manipulation
of the data to guarantee there no invalid values that could compromise the learning stage.
This stage usually begins by removing noise values, proceeded by a segmentation of the
dataset into time windows to apply then feature selection and extraction that extrapolate
more valuable data. The techniques applied during this stage have a profoundly influential
role in the performance of the following stage.
3. Machine Learning (see Chapter 2.6): this stage comprehends a training mechanism (either
offline or online) to help build a classifier model with labelled or unlabeled data. Eventually,
several different classification models could be used, even ensembled, and for determining
what’s the most accurate solution performance evaluation mechanisms are used.
2.4 Data Acquisition
To acquire real data when an individual performs activities it is necessary to deploy sensors mea-
suring both the individual and the scenario surrounding him. Therefore, sensors in HAR systems
can be classified into two categories:
1. External: sensor deployed outside the monitoring target, usually deployed in a fixed po-
sition (e.g. ceiling, building entrance). This category is advantageous when monitoring
multiple individuals, but is restricted to a limited area in which the target must be present.
2. Wearables: sensor attached to the monitoring target, body-worn or internally, from which
directly measures signals. Sensors of this category behave as portable devices with energy
batteries, consequently having a finite, sometimes inadequate, execution duration. It is nec-
essary that these devices must be as less intrusive as possible to avoid any disturbance during
activities performance.
2.4.1 Sensor Taxonomy
Each sensor has different specificities, and each one has to deal with different noise agents. As an
example, accelerometers are affected by gravity. Therefore, when deploying various sensors, it is
essential to understand each sensor to extract as much valuable data as possible. Next, the most
utilised sensors for motion, location, and external data capture for HAR systems are described.
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2.4.1.1 Accelerometer
An accelerometer sensor measures the physical acceleration in three axes of an object. The ac-
celerometer data of each axis is represented in units of g-force usually with a corresponding times-
tamp of the internal clock of the sensor. Being a wearable device, it is convenient for recognising
body motion activities and as research shows, it is the most widely used sensor for this type of ac-
tivities [19]. However, the gravitational earth’s field, thought constant, interferes with the streamed
data that makes it necessary applying filtering techniques, during Data Manipulation stage, to re-
move it.
2.4.1.2 Gyroscope
A gyroscope sensor measures the orientation of an object in angular speed (rad/s) by detecting its
roll, pitch, and yaw motions. Thus, it is commonly employed in aerial applications, such as nav-
igation systems, as a wearable device. Unlike accelerometer sensors, the earth’s gravity does not
contaminate the gyroscope data, and researchers recommend its use combined with accelerome-
ters to compensate the accelerometer’s limitations (e.g. a gyroscope is useful when recognising as-
cending and descending activities since the accelerometer performs poorly in these situations)[19].
2.4.1.3 Barometer
A barometer sensor measures the atmospheric pressure (in atmosphere units) and has the ability to
assist localisation systems since air pressure varies regarding different earth’s locations. Thus, it
is most useful in situations of altitude variation and weather prediction. Since it only collects data
regarding the environment, this sensor can be utilised as a wearable device, or as an external one.
2.4.1.4 Light
A light sensor measures the illumination level of the environment surrounding the sensor. The data
is usually represented in lux units and determines if the sensor is in a dark or bright environment.
It is useful for the recognition of outside activities or even activities such as sleeping, usually
performed in dark environments. Since it only collects data regarding the environment, this sensor
can be utilised as a wearable device, or as an external one.
2.4.1.5 Compass
A compass or magnetic sensor measures its position relative to the north Earth’s pole. The sensor
data is in degrees units ranging from 0o to 360o, considering the absolute north points to 0o. This
sensor is vital for situations requiring geo-location of the user since it aids when orienting maps.
It is utilised as a wearable device.
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2.4.1.6 Video Camera
A camera captures visual data, and it is usually deployed in fixed positions with a direct line of
vision to a monitoring target. The captured data is processed recurring to image processing tech-
niques to perform vision-based activity recognition. Depending on the image’s capture frequency
and the image processing techniques, it can be very accurate in situations like intrusion detection.
However, the main issue is concerning privacy since not everyone is willing to be continuously
monitored by cameras [4]. It is typically utilised as an external device.
2.4.1.7 Global Positioning System
The global positioning system measures the geographical location of the sensor in latitude and
longitude. Though it is very accurate in outdoor environments, it has low accuracy underground
and inside buildings. The GPS is useful when determining the context of the user since human
activities can be associated with locations (taking a walk or running are more probably in parks).
Like video cameras, the constant localisation monitoring of a user has privacy issues related, which
makes it mandatory for the encryption of the streamed data. It is utilised as a wearable device.
2.4.2 Smartphone as a Wearable
Since the first mobile phone in the 1970s [20], there has been a considerable technology evolution
that made phones more than a messaging device also becoming a working and personal device. We
consider that there are three main reasons why mobile phones are a reliable and rich data source:
• Hardware Capabilities: The first mobile phones offered only elementary telephony ser-
vices such as short and multimedia messaging services and had a limited battery. However,
with the increase of processing power chips, benefiting from Moore’s Law [21], and bat-
tery duration, enabled by the introduction of Li-Ion batteries of high energy density, mobile
phones began to offer a wide range of services, the same as the desktop with more embedded
devices and sensors. Nowadays, mobile phones are capable of dealing with high complex-
ity 3D games, high image quality capture and video recording, and fast accessibility to web
pages.
• Ubiquity: Statistics show that almost everyone has a mobile device, and there is a clear
trend of people spending more and more time using mobile devices [22]. Therefore, the
ubiquity of mobile phones provides a perfect opportunity to HAR systems by providing
valuable and rich data source of how, when, and where a user carries his daily activities.
• Diverse collection of sensors: Considering that most applications on mobile phones re-
quire the use of sensors to enhance user experience (games usually require an accelerometer
and a gyroscope), phones had to adapt and necessarily integrated a considerable number of
embedded sensors. The most common sensors on a mobile phone are the accelerometer,
gyroscope, light sensor, and compass.
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2.5 Data Manipulation
The raw data streamed from the sensors if not adequately analysed and validated can do more
harm than good to the overall performance of a HAR system. Therefore, it is vital to comprehend
how each sensor works and apply proper techniques that extract knowledge, remove the effect
of orientation and sensor position, or even select the most valuable data features to reduce noisy
data and take as much valuable data as possible. Additionally, there are other techniques than the
previously referred that are specific to the HAR domain, such as Data Segmentation.
2.5.1 Feature Extraction and Feature Selection
In machine learning the concept of data feature is related to the input attributes that compose the
data streamed from sensors. Feature Extraction and Selection techniques are designed to change
the representation of the data obtained from the sensors in order to improve the performance of
models. Thus these two techniques are most necessary when resolving machine learning prob-
lems. However, every machine learning problem has a specific domain and requires different data
representations applying appropriate Feature Extraction and Selection techniques [23].
Feature Extraction:
Feature Extraction, also known as Feature Construction, is a key process that constructs new
features from the sensor raw data. Its goal is extracting more instructive values from the raw data,
whether recurring to human expertise (e.g. from a date attribute it is possible to extract more
valuable information such as holiday, weekend, season) or even by recurring to automatic Feature
Extraction techniques as the following:
• Principal Component Analysis: reduces multidimensional data to a lower-dimensional
space while retaining the same information. This is useful to avoid increasing the complex-
ity of the learning model and its performance [24].
• Time-Domain Features: consists in the applications of basic statistical techniques that
process value variation within time (Mean, Maximum, Minimum, Variation, Standard Vari-
ation, Correlation) [25].
• Frequency-Domain Features: consists in the application of statistical techniques, based on
Fourier Transformation technique that calculate the periodicity of signals (Energy, Entropy,
Time Between Peak, Binned Distribution) [25].
Feature Selection:
Feature Selection techniques are designed to tackle problems like data redundancy and dimen-
sionality complexity by only selecting relevant features. For instance, standard features like name,
and identifiers can negatively affect ML models by increasing its complexity unnecessarily.
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• Wrappers: the selection of features is conceived by combining all data features into dif-
ferent subsets and assigning to each one a score based on how the model performed with
the corresponding subset. Recursive Feature Elimination [26] can be used as a wrapper
technique.
• Filters: ranks each data feature with a score and suppresses the least ranked features inde-
pendently of the selected ML model. The Chi-Squared Test [27] can be used as a filtering
technique.
2.5.2 Data Segmentation
Data segmentation consists in dividing the continuous data streamed from the sensors into time
windows segments. The selection of the time windows has a significant impact on the overall
system accuracy, and should take into consideration various factors, including the typical duration
of the activities to be recognised, the attributes measured, and the capabilities of the system. Se-
lecting short time windows triggers more frequently the HAR system transmitting more overhead
and could not provide sufficient data to describe the performed activity. On the other side, with
a long-time window, there’s a chance that a single window has more than one performed activity.
Furthermore, research works show that the accuracy decreases as the window size increases [28].
Data Segmentation in HAR can be categorised into two different categories:
• Segmentation with overlapping: two or more segmentation windows can be activated
at the same time sharing the same sensor events. This category handles more accurately
activities transitions and reduces the error caused by transition state noise [29].
• Segmentation without overlapping (disjoint): each segmentation window corresponds to
different non-overlapping time intervals. It is commonly used in HAR systems due to its
reduced computational complexity compared to the overlapping category [29].
Furthermore, besides each category, in data segmentation there are two different segmentation
scenarios regarding the size of the time windows:
• Fixed Time Slots: every time windows consist of an equal and fixed size. With equal time
windows, there is less computational complexity however it is vital to define an optimal
windows size to avoid prejudicing the performance of the HAR system.
• Dynamic Time Slots: the time windows length is defined during run-time depending on dif-
ferent factors, such as activity inference and sensors events. There are different approaches,
some scenarios shrunk and expand the time windows at run-time, while others use variable-
sized time windows in which the length of each window is sequentially multiple of the initial
window [30].
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2.5.3 Orientation-Independency
When recurring to sensors, such as accelerometer or gyroscope, the orientation of the device sig-
nificantly affects the output of these sensors. For instance, signals collected when a user is lying
can be similar in a standing position if the sensor is placed in a different orientation. Also, consid-
ering that it is very intrusive obligating users to place the sensor device in a specific orientation, it
becomes necessary applying techniques that automatically suppress the orientation effect.
Research works have been exploring two different manners of obtaining orientation-independent
values. The first is by selecting data obtained from orientation-independent features, for instance
using only the accelerometer magnitude and ignoring the three-axis values or even by utilising
the standard deviation value of the accelerometer magnitude [31]. The other solution is by trans-
forming signal values to orientation-independent values. One standard technique is converting the
coordinate system of the capturing device into a global Earth coordinate system [32].
2.5.4 Position-Independency
The data streamed from motion sensors, such as the accelerometer, significantly depends on the
position of the sensor. If the sensor is placed on a wrist, the captured data is different than if placed
inside a pocket, mainly because the pocket limits the sensor movements, consequently capturing
less motion than on the wrist. Though the most effective solution is to lock the sensor on a specific
position of the user’s body, commonly the pocket or the wrist, it is intrusive and burdensome
to guarantee that the sensor is correctly placed. Therefore, the ideal solution is one that works
independently regarding the location of the sensor.
Research works have been exploring different techniques, such as applying a generalised clas-
sifier trained using data from all positions [31] [33] (thought very utilised it is not recommended
because it requires significant effort when collecting training data), or even by recurring to magne-
tometer sensors. The data from the magnetometer can be used to help converting the accelerometer
data to the Earth coordinating axes [34].
2.6 Machine Learning
After manipulating the data captured from the sensors, the final stage is applying ML techniques
that learn from the data and shape a mathematical model capable of identifying correctly hu-
man activities. In this stage, HAR systems can adopt different approaches, such as Supervised
Learning, Unsupervised or Semi-Supervised and depending on the context, the learning process
can either be Offline Learning or Online Learning. For supervised classification, there are avail-
able many ML algorithms to select from, like Hidden Markov Model, Decision Trees, Support
Vector Machine. While supervised learning is commonly adopted within this domain, unsuper-
vised learning is significantly less utilised. And as such we here focus only on supervised and
semi-supervised learning. Furthermore, after the model is created, it is essential to evaluate its
performance, having available in ML literature many metrics to opt from.
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2.6.1 Supervised Learning
Supervised Learning is a type of a learning process that recurs only to labelled training data. La-
belled means that the training data is composed of two elements, the input vector (observation
values) paired with the target element (outcome). Both elements can be represented in quanti-
tative and qualitative values. If the labelled data is represented quantitatively, the learning prob-
lem is considered as a regression problem (e.g. temperature forecasting). On the other hand, if
represented qualitatively, the learning problem consists in a classification problem (e.g. activity
recognition) [35].
Undeniably, the core of a supervised learning system is the ML algorithm. The algorithm
receives all the training labelled data to shape a mathematical function that classifies or predicts an
outcome for each data instance. The learning process works by estimating a relationship between
the input data and the target label, which during learning, is continuously modified by always
evaluating its performance between the original and the algorithm generated output. At the end
of the learning process, the shaped relationship should be accurate enough for its classification of
prediction problem.
A typical scenario where supervised learning is applied is email spam identification. In this
scenario, the training data consists in a collection of labelled emails, in which the input vector
is represented by email information, such as text and the sender, paired with a categorical label,
spam or no-spam, that represents the target element.
Though very useful, the process of data labelling is very costly since it involves the presence
of an artificial or human agent that labels the data according to a pre-defined labelling procedure.
Moreover, in some scenarios the acquisition of labelled data is merely impossible, motivating the
utilisation of other techniques that are more adapted to these conditions such as unsupervised and
semi-supervised learning.
2.6.2 Semi-Supervised Learning
The main idea behind semi-supervised learning is replicating how human learning works since it
is experimentally proved that humans when learning work with also labelled and unlabelled data
[36]. During the learning process, there is, usually, a higher amount of unlabelled data along with
a much lower amount of labelled data, since in some scenarios the labelling task is not feasible.
The process of labelling data is complicated in many different scenarios, including in HAR sys-
tems, because it requires the presence of a person responsible for annotating data whenever each
activity is performed. Indeed, the labelling task requires a considerable level of effort and user’s
cooperation, and it is even more difficult whenever the ML system has a high heterogeneity of
target labels.
2.6.3 Offline Vs. Online Learning
ML models have two different approaches regarding the learning process, in an offline manner or
online.
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Offline Learning induces a learning model in a non-incremental manner. The learning model
receives a static batch of instances only once and after the capturing task is done. The model is
created based on the collected instances and, usually, afterwards is not improved. Offline learn-
ing systems are designed for non-real-time operations recurring to computationally demanding
algorithms that require significant processing time. Most HAR studies have an offline learning ap-
proach however it is not recommended because human activities tend to be performed differently
over time [37].
On the other hand, online learning is based on the process of creating a learning model incre-
mentally, by iteratively reshaping itself with data instances. Online learning systems are intended
for scenarios where there is a short time constraint, requiring real-time outcome feedback from the
model. Furthermore, considering that in HAR systems people perform activities in different man-
ners over time, online learning is seen as a potential robust solution for these possible alterations
of data distribution [38].
2.6.4 Performance Evaluation
As the final stage of ML systems, the model predictive performance evaluation is a necessary
stage, no less relevant than the other referred previous stages. Through the experimental data, it
provides feedback on how the model correctly predicts or classifies the target label. The ability
to assess the performance is vital for guiding the Model Selection phase, which is the process
of selecting the algorithm and the values of its parameters. It primarily consists in a “trial-and-
error” strategy, training different algorithms with different parameters. Each created model must
be evaluated and compared with others. In the end, the highest accurate model is chosen based on
estimative values, such as the generalisation error [39] which provides a sense of how the model
performs with unseen data.
When estimating the performance, it is important to avoid overfitting, which can occur using
the same data instances used during the model training, or else the evaluation becomes “biased”.
Meaning that, an overfitted model is only fit to its training data but incapable of correctly predicting
future observations. The recommended approach for model evaluation is to separate the data into
three sets:
• Training Set: used only for the model creation (usually is the largest set of the three,
consisting of more than 50% of all dataset);
• Validation Set: used only to estimate prediction error;
• Test Set: used only to estimate the generalization error.
However, in scenarios where the data available is scarce, it is preferable than dividing into three
sets to utilise techniques like cross-validation. Cross-Validation divides the data into two segments
only, the training data and validation data. It performs successive rounds of validation, in a way
that both segments cross over validating against each other [40]. Performing cross-validation also
16 Human Activities Recognition
has the advantage of providing an indication of how well the model will generalise to an unseen
dataset reducing the problem of overfitting.
For the comparison and evaluation of ML models, many performance metrics are available
however one must ponder which metric is best for his problem. As such, we here present some of
the most basic and commonly utilised metrics:
• True Positive (TP): number of instances correctly accepted, or predicted/classified as posi-
tive.
• True Negative (TN): number of instances correctly rejected, or predicted/classified as neg-
ative.
• False Positive (FP): number of instances incorrectly accepted, or predicted/classified as
positive.
• False Negative (FN): number of instances incorrectly rejected, or predicted/classified as
negative.
• Accuracy: proportion of true results (both positive and negative)
T P+T N
T P+T N+FP+FN
(2.1)
• Sensitivity/Recall: true positive rate
T P
T P+T N
(2.2)
• Specificity: true negative rate
T N
T N+FP
(2.3)
• ROC AUC: known as Area Under the Receiver Operating Characteristic Curve, it is the
probability that a classifier will rank a randomly chosen positive example higher than a
randomly chosen negative example [41].
• Balanced F1 Score: harmonic mean of precision and recall
2× Precision×Recall
Precision+Recall
(2.4)
2.6.5 Machine Learning Algorithms
Selecting which algorithm to classify the activities is of vital importance to the success of the
work since some are prone to a different type of problems. However, we here confine to some
typical algorithms in HAR [4]: K-Nearest Neighbour; Hidden Markov Model; Decision Tree; and
Support Vector Machine.
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2.6.5.1 K-Nearest Neighbours
It is a supervised deterministic learning approach, based on distance measurements between data
points. It works by searching in the dataset for the k closest samples to decide the outcome of a
given sample [42]. The selection of the value of k depends on the problem domain and the dataset,
for instance, a model with a high value of k has very low noise but distinguishes fewer classes. On
the other hand, when k is 1, the technique becomes a 1-nearest neighbour algorithm essentially
searching only for the closest data point. KNN is capable of working in both classification and
regression problems. In classification problems, the technique recurs to vote majority to assign
the target class. In regression problems, the target class is calculated by doing an average of the k
nearest neighbours’ data points.
2.6.5.2 Hidden Markov Model
Hidden Markov Model consists in a generative probabilistic model, based on the Markov Chain
model, in which human activities are represented as hidden events, and the sensor streamed data
as the observed events. It is used in a wide range of working fields, including speech recognition,
bioinformatics, and text processing [43]. In HAR systems it has the advantage of efficiently cap-
turing the transition states between activities, though it has difficulties in scenarios where there is
concurrency of activities.
2.6.5.3 Decision Tree Induction Algorithm
Decision Trees induction algorithms induce a model by a decision tree, which is represented by hi-
erarchical rules, easily interpretable, composed of two elements: decision nodes and branches. Ac-
tivities are represented by the nodes, decided by the input data that is represented by the branches.
A considerable advantage of using decision trees is the simple and straightforward interpretation
of its learned rules from its structure. For an online learning approach, Yang et al. [44] have pro-
posed a very fast decision tree that incrementally reads the dataset, self-adjusting its decision tree
per incoming data.
2.6.5.4 Support Vector Machine
Support Vector Machine is a deterministic supervised learning approach that is capable of solving
both classification and regression problems. The technique works by plotting each data instance
as a coordinate point to then design a frontier, called hyperplane, to distinguish all the task classes.
Moreover, the technique’s purpose is maximising the distance between the hyperplane to the near-
est instances, to diminish the generalisation error of the classifier. Regarding the field of HAR,
SVM is one of the most utilised ML algorithms.
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2.7 Human Activities Recognition Challenges
Finally, based on the research done, we conclude that it is necessary to overcome four particular
challenges within HAR to facilitate its mass utilisation: activity complexity; energy constraint;
user’s privacy; and subject sensitivity and adaptability.
2.7.1 Activity Complexity
One of the fundamental concerns when designing HAR systems is the categorisation of human
activities. Currently, there is no standard or even research consensus guiding on how human
activities should be categorised. One factor that adds even more complexity is the fact humans
are multi-task agents being able to perform many activities at the same time. This creates an
interpolation of human activities that difficult even more the recognition process [45].
When categorising human activities, there are many factors to consider, including activity du-
ration, number of participants, cyclic actions, motion gestures, environment context. For instance,
the work [37] categorises concerning the activity’s duration, and complexity (Short Events, Basic
Activities; and Complex Activities). Other works consider the transition states, like sitting-to-
standing positions, as usual activities, like sitting or standing [46]. Thus, considering that research
works tend to adopt different approaches when categorising human activities, it creates the obsta-
cle of difficulting analysing these works and comparing them to determine which has the effective
approach.
2.7.2 Energy Constraint
Mobile phones offer a vast and rich data-source to HAR systems, but some challenges limit the
extraction potential. One major challenge is the limited battery life of phones. Since HAR systems
consist of continuous sensing applications, if not properly design could rapidly drain the energy of
the battery making the system unusable. Therefore, HAR systems must be energy efficient capable
of operating as long as possible.
One significant factor when designing a HAR system is the sampling frequency. A low-
frequency sampling system consumes less energy than a with high-frequency sampling. However,
there is a less quantity of training data that can jeopardise the system becoming unusable. There-
fore, there is a stand-off between system accuracy and energy efficiency that must be taken into
account when designing a HAR systems [47].
Subsequently, research works have been proposing energy efficiency strategies such as Dy-
namic and Adaptive Sensor Selection. This strategy is designed to enhance energy consumption
efficiency, turning off and on sensors regularly in real-time, to only utilise the most useful ones
in specific contexts. For instance, since the GPS is not accurate in indoor scenarios, this strategy
proposes that the GPS sensor is dynamically turned off when a user is performing indoor activities
[48].
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2.7.3 Users Privacy Constraint
HAR systems’ performance dramatically improves when working with a vast and diverse de-
ployment of sensors, especially with biometric sensors, that directly measure physiological data.
However, biometric sensors as camera sensors and location sensors, inevitably, raise serious pri-
vacy concerns.
With physiological information, it is possible to infer user health information, which is sensi-
tive and dangerous in the wrong hands of particular individuals. Security reports have been show-
ing that health profiles are more valuable than credit-cards [49] and consequently this incentives
professional hackers to obtain possession of it. Indeed, physiological features have the disadvan-
tage of providing further information, non-relevant for HAR, about the health, religion, race of its
users which has the dangerous potential of resulting in discrimination and racism situations.
Since it is essential to guarantee the privacy of its users, HAR systems must apply security
techniques that guarantee the privacy of sensitive data in storage and communication. As such,
techniques like encryption, obfuscation and anonymisation can avoid these malicious actions. It
should be noted that even when applying techniques that try to suppress user identity, these are
weak in situations where a malicious user has a priori knowledge of its victim. Already knowing
the victim movements’ patterns, it is trivial to deanonymize the data [50]. Thus in these scenarios
encryption techniques become a necessary security technique.
Nonetheless, applying too many security techniques increases complexity and overhead in
data prejudicing the system’s performance. Thus, it is essential to have a balanced application of
security techniques.
2.7.4 Subject Sensitivity and Model Adaptability
The performance of human activities depends on the physiological features of each person, further-
more, time, age and culture are primary factors that shape each person physiology. It is expected
that a young person performs differently motion activities than older people or even disabled peo-
ple. Therefore HAR systems must be flexible enough for each person.
Currently, typical HAR systems are unable to accurately recognise activities when the spatial
data distribution alters, meaning that if the user starts to perform his activities differently, the
system will not be able to adapt itself and correctly recognise his activities. This is a considerable
limitation because people tend to perform activities differently over time, some more others less,
due to ageing, or disabilities.
Though an immediate solution to this problem is training specific models to each person, it
is a costly task for the user. As such, research works have been focusing on developing subject-
independent models, some suggest collecting a highly diverse training data from different people
with different ages and body types, while others propose cross-person activity recognition models
[29].
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Chapter 3
Transfer Learning
Transfer Learning (TL) is a sub-area of ML that focuses on the re-utilisation of knowledge between
ML tasks. Research in this area has increased with the advent of Big Data, which allows the use of
the wide availability of public repositories to boost the performance of classifiers, and diminishing
the effort in each ML tasks of capturing data and the time necessary to build the ML model.
This chapter provides an overview of this sub-area, explains the basic terminologies necessary
to understand TL and similar ML fields that are in some way similar to TL. Afterwards, consid-
ering the relevance of dataset shift within TL as the root cause for the mismatch of distribution
between datasets, we categorise its possible causes and classify its different genres. Next, we
pose a taxonomy of TL complemented with the recent researching works for each classification.
Finally, we explain how TL has been applied in the domain of HAR with a survey analysis on
wearables.
3.1 Transfer Learning Overview
Typical ML models assume that both training and test datasets have the same distribution and
feature space, hence given any sort of mismatch the models stop working effectively and have to
be retrained from scratch. For instance, a model trained with a specific category of books and
tested with another category has worse performance, since each category is characterised by a
particular set of words and sentences [51]. This assumption is indeed a significative limitation
since its proven [52] that real problems suffer distribution mismatch over time and the test error is
in proportion to the given difference.
Our biological learning process inspires the learning paradigm behind TL. The more experi-
ence we have better prepared are we when confronting novel conditions [53]. For instance, we
naturally assume that having two persons learning the piano the one with violin experience will
outperform the other with no musical background. As such, humans, while performing tasks, not
only learn from it, but they learn how to generalise it and apply in related tasks. It is intended the
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same with algorithms that become capable of learning, improving their performance with their ex-
perience [54]. Hence, as a solution to this limitation of conventional ML algorithms, TL pretends
to replicate this learning paradigm mathematically.
Besides, the utilisation of knowledge more than helping increase the model’s performance, it
decreases the effort of continually capturing high quantities of training data. Thus, it can prove
very useful in scenarios where training data are insufficient, due to the associated costs of collect-
ing it or where it is just impossible to obtain it.
With today’s advent of Big Data, TL has been an especially attractive field since more and
more datasets of various domains are becoming abundantly available. One can now leverage the
knowledge of similar domains to boost the target domain performance, whether through the re-
utilisation of data instances or even through the model’s parameters. Past difficulties when building
ML systems such as capturing labelled data can with TL be overcome by merely re-utilising the
knowledge of different but related domains.
The following section addresses the scientifical meaning of TL, what it means, along with
some ML terms that are mutually referred with TL within the literature, sometimes causing some
misconceptions. Afterwards, an overview of TL is presented, by first presenting its history and the
field founding researchers, concluding with the present challenges the field still faces.
3.1.1 Background and Notations
The field since its beginning has been identified with different names, such as knowledge con-
solidation, knowledge transfer, learning to learn. However, in this work its always referred as
TL.
TL implies that both source and target datasets must be different because transferring knowl-
edge from same datasets makes it a case of simple ML problem and not a TL scenario. Hence it
is essential to know how to distinguish between datasets and acknowledge when they are equal
and when are different. A dataset is a collection of data characterised by a specific domain and a
specific task. In a TL scenario, the source and target dataset have to be different whether regarding
the source and target domains or both tasks, and the respective cause of the difference is essential
to know since it dictates what approach of TL can be applied.
The domain, as represented in 3.1, consists of two elements, feature space and a marginal
probability distribution. The feature space is related to the variables that compose the dataset, ex-
cept the target variable if present. These variables, also called features, when all combined define
an n-dimensional feature space, n being the number of variables. Regarding the marginal proba-
bility distribution, the literature, in unison, defines it as the probability distribution of the variables
contained in the datasets. In a way, while the feature space is about the features of the dataset, the
marginal distribution concerns the value of each feature. For instance, in a document classifica-
tion scenario, the feature space could be the language of the documents (e.g. English, Portuguese,
Spanish) and the marginal probability distribution the topic approached by the document (e.g.
politics, science, product reviews).
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The task, as represented in 3.2, consists of two elements, a label space and an objective pre-
dictive function. The label space is composed of the target variables of the dataset, namely the set
of labels. The objective predictive function consists of a mathematical function learned from the
training data. For instance, in a binary classification scenario, the label space consists of all possi-
ble label values, “True” or “False”, and the predictive function learned from the training sample,
predicts the label value for each test instance.
On a more scientific point of view, we relied the formal definition of Transfer Learning on the
research survey of Pan and Yang [2] represented in 3.3.
Domain: D; Feature Space: X; Marginal Probability Distribution: P(X);
then,D = {X ,P(X)} (3.1)
Task: T; Label Space: Y; Objective Predictive Function: f(.);
then,T = {Y, f (.)} (3.2)
Definition of Transfer Learning: Given a source domain Ds and learning
task Ts, a target domain Dt and learning task Tt , transfer learning aims to help
improve the learning of the predictive function f (.) in Dt using the knowledge
in Ds and Ts, where Ds 6= Dt , or Ts 6= Tt [2].
(3.3)
Having then at least one source domain, TL can leverage the experience to boost the perfor-
mance of the target domain. By sharing similarities, both source and target datasets have familiar
concepts that when isolated from the particular concepts can help the target domain’s task. For
instance, regarding the computer vision domain, the recognition of edges is considered as a gen-
eral concept. Hence, the rule is the more similarities both datasets share more useful knowledge is
utilised and even higher is the performance of the target domain’s task.
TL, as described above, is a relatively vast field which consequently diverges into different
sub-fields and it is often used interchangeably with other terms, sometimes incorrectly. Many ML
terms are similar but not equal to TL while others are a branch of it. Therefore we call the atten-
tion to a couple of ML terms that can be easily confused with TL by explaining the fundamental
similarities and differences.
Multitask Learning:
Multitask learning is a ML field that works by learning the knowledge acquired in different,
but related, tasks to simultaneously leverage the performance of all these same tasks. This field is
appropriate in scenarios where there are slight distribution differences that make it worth instead
of building a generalised model, building a set of separate models which combined improve the
overall performance.
For instance, it has been studied the application of multitask learning in web search ranking do-
main [55] where search queries traditionally have been treated independently, building specialised
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region-based models, due to different specificities in queries across regions. Since some of these
queries are nevertheless region-insensitive sharing some commonalities, with multitask learning
its models can be enhanced working cooperatively.
Though TL and multitask learning fields are similar in the sense that both are bias-driven
methods, they differ because TL focuses on only leveraging the performance of a specific task, the
target task, while multitask learning focuses on all tasks.
Self-Taught Learning:
This recent ML field was introduced in 2007 [56] to address the problems of acquiring labelled
training data, like TL does, but also, and more importantly, tackle large-scale problems where
traditional algorithms cannot parallelise the processing tasks taking significant time to resolve
these problems. For instance, some works in this field address the processing problem by utilising
parallel algorithms, namely sparse coding, that reduces the learning time significantly from weeks
to days [57].
The ideal scenario where this field is most appropriate is when there is very few labelled data
of the desired target class and having at the same time fewer difficulties obtaining different, but
related, unlabelled data. Essentially, this field leverages the similarities of these various target
classes to enhance the model performance given all these limitations.
In the domain of computer vision, where this field has been more applied, one appropriate
scenario is when trying to recognise pine trees with few images of pine trees. One solution is to
randomly select unlabelled pictures of another type of tree or in the worst case any other domain.
Since all these pictures contain basic visual patterns, they can be used to enhance the model’s
performance.
This field is similar to semi-supervised learning because it works with labelled and unlabeled
data. However, it does not assume that both datasets have identical distributions and the same
task’s class labels. In a way, self-taught learning can be considered as a genre of both semi-
supervised learning and TL, where it is only available, though limitedly, the target domain labels,
making its founding researchers naming it also as “unsupervised inductive transfer learning” [56].
Domain Adaptation:
Domain adaptation is a branch of TL where it is assumed a distribution mismatch between the
source and target domain, both with the same task. In a way, this field is similar to semi-supervised
learning in the sense of dealing with both labelled and unlabeled data.
Domain adaptation diverges into two different approaches: supervised domain adaptation,
where it is available labelled data from both source and target domain; and unsupervised domain
adaptation, where it is available labelled data only from the source domain.
When tackling the distribution mismatch, the literature about domain adaptation presents two
distinct approaches, conservative domain adaptation and non-conservative. The former tries to
build a model capable of performing well in both target and source domains, the latter approach
focus only on performing well in the target domain.
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Domain adaptation is widely used in various domains, one of which is sentiment analysis
since classification performance is significantly influenced by the topic of discussion (e.g. movie
reviews, product reviews, book critic). For instance, a person that reviews DVDs will utilise dif-
ferent words than when talking about kitchen compliances. In each domain, a specific set of words
is more frequent than others (e.g. “dramatic”, “boring” in the former and “reliable” and “spacy”
in the latter) that cause a distribution mismatch between domains. Hence, domain adaptation is
a reliable solution since it discovers intermediate abstractions shared across all these domains to
enhance the model’s performance [58].
Zero-Shot Learning:
Zero-Shot learning is a ML sub-area that focuses on classifying unseen classes through the
utilisation of semantic embedding space, that is, recurring to high-level descriptions of these un-
observed classes. Through this intermediate level, new classes can be recognised without any
training example, the same way humans can recognise unseen objects by just reading a descrip-
tion of it [59].
This problem is prevalent in domains where new classes are always being introduced, like in
e-commerce where there is a constant introduction of new products that can’t be captured in train-
ing time. In recent years, zero-shot learning has been extensively applied in computer vision, for
instance, Ding et al. [60] explored within the domain of animal recognition, where new species
are always being introduced. Their solution links visual features with a respective semantic repre-
sentation to capture features across different observed classes, and for handling unseen classes, an
ensemble strategy is applied. Experiments show that their model can reasonably capture unseen
categories, and outperforms human manual categorisation.
Zero-Shot learning relates to the TL field since both utilise the knowledge acquired in the
source domain to leverage the target domain function performance. However, Zero-Shot learning
differs by not having available any target instance, whether labelled and unlabelled.
Continuous Learning:
Continuous Learning focuses on addressing the problems of distribution mismatch between
different domains and of concept drift, that is the change of distribution of the target variable over
time. The goal is using the knowledge of different domains to leverage the performance of the
model and over time continuously adapt the model through incremental learning.
This research field is far from mature, and it is known by various names such as lifelong learn-
ing, incremental learning, and never-ending learning [61]. However, there are already available
some research studies focusing on deep-learning strategies. For instance, Kirkpatrick et al. [62]
developed a neural-network-based algorithm that is capable of learning new tasks sequentially
without forgetting older ones in contrast to traditional deep-learning approaches. Seff et al. [63]
and Zenke et al. [64] utilise a similar approach but for digit recognition, where the model learns
digits, from zero to ten, in a sequential manner. Indeed, this field has broad applicability and poten-
tial to revolutionise AI but still faces some challenges that need to be overcome like guaranteeing
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efficient knowledge retention, an effective learning process, and flawless knowledge transfer [61].
Comparing with TL, the only considerable difference is that continuous learning is restricted
to scenarios with a constant variation of distribution of the target variable over time. As such, CL
can be considered as a specific type of TL, one that is more focused on adaptability over time.
3.1.2 Transfer Learning History
Research on TL dates back from the 1980s with the work of Mitchell [65] and Utgoff [66]. Utgoff
worked on the induction of bias in ML, highlighting that it is a significant part of the learning task.
The work is based on the human learning mechanism and states that bias must guide programs’
learning process. Like humans learn concepts from examples, guided not only by the example
that they observe but also by bias and having the ability to determine which concept is to be
considered as best from the observations, bias must also guide programs. Later in 1997, Thrum
and Lorien surveyed the field of TL, providing a collection of algorithms that “learn to learn”. Both
demonstrated just as humans often generalise correctly after a small number of training examples
by transferring knowledge acquired in other tasks, the presented algorithms also often produce
superior results to those that are not given extra information that comes from other tasks [54].
Nowadays, TL has been actively researched, for instance, since 2005 [67] it has been widely
discussed in the Advances in Neural Information Processing Systems (NIPS) Workshop until now.
Nevertheless, with almost 30 years of research, the field of TL still has no sufficient maturity to be
massively utilised in the Industry. Furthermore, other ML areas have gained more research focus,
such as Unsupervised and Reinforcement Learning, contributing to slower field advancements and
breakthroughs. However, because of the current Industry success and massive utilisation of ML
researchers predict that TL could benefit from it and become an essential technique in the future
[68].
3.1.3 Transfer Learning Challenges
One significant challenge that currently has not been actively researched in TL is correctly decid-
ing when and what knowledge should be transferred, to avoid negative learning transfer. This term
is based on scenarios where TL instead of increasing the performance of the predictive model, it
prejudices even more.
In fact, there have been researching studies [69] [70] empirically proving that though TL often
helps in many cases, when having a significant dissimilarity between the source and target data TL
hinders the performance. Therefore, to prevent the occurrence of negative transfer, there must be
techniques that can give an insight on how similar the knowledge transferred is to the target and
indicate whether the utilised TL approach has an adverse effect. The technique, in the form of a
mathematical function, must compare and measure the similarities between the source and target
data to pre-determine, in a quantifiable manner, how likely the transfer of knowledge will have
positive or negative consequences on the performance. Ideally, the indicator should be domain-
independent making it generic enough for any domain and should also be able to discriminate the
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knowledge into parts, to determine which parts are useful, instead of transferring the complete
source knowledge [2].
3.2 Dataset Shift
To better comprehend TL it is necessary to understand what dataset-shift is about. Therefore, this
section focuses specifically on the topic of dataset-shift in machine learning. First, it describes the
causes of it by categorising into two: by design; by a dynamic environment. Afterwards, based
on the literature this section describes three main variations to which dataset-shift can diverge to:
covariate-shift, prior-probability-shift, and domain-shift.
3.2.1 Causes
Of the various causes of dataset shift, some can be categorised by design causes, which take
place in the design process of training data sampling. Others can be categorised as environmental
causes since the cause of shift is due to the inevitable changes over time of the environment’s
characteristics.
3.2.1.1 By Design
Dataset shift caused by ML system design is the most commonly analysed in the literature [71],
where the captured training sample does not accurately represent the environment of study. This
problem can be due to an unintentional flawed data capturing, making it a sample selection bias
problem, or it can be due to the constraints of the environment imposed to the developers, making
it an imbalanced data problem.
Sample Selection Bias
This type of shift occurs when the selected training sample does not accurately represent the
distribution of the test sample.
This type of shift is very related to survey designs, where specific groups of subjects are left
out, accidentally, of the experience, and hence, the survey becomes biased. For instance, a survey
performed only in work-hours will probably address groups of people that are not working, like
retired persons and therefore it is biased against typical working class people.
Another typical cause is during the pre-processing of data, for instance in character recog-
nition, the cleaning of unintelligible characters makes the model accurate only for recognising
intelligible characters. However, this approach makes the model useless, since typically charac-
ters are written in a non-intelligible way.
Imbalanced Data
Imbalanced Data is similar to sample selection bias since both refer to the problem of models
becoming biased due to the distribution of the training sample. However, the difference is that in
28 Transfer Learning
imbalanced data this bias is already known and is related to severe class distribution skew, which
according to the literature, typically surpasses the order of 100:1 [72].
This scenario is very typical in many domains, where some classes, considered as rare events,
appear a lot less than other domain remaining classes. In health-care, mainly in detecting cancer,
this problem is recurrent since most datasets have a significative number of non-cancerous patients.
To even complicate this situation, the consequence of incorrectly classifying cancerous people as
non-cancerous is worse than the other way around [73] making it a critical problem.
3.2.1.2 By Dynamic Environments
A dynamic environment is one where its characteristics change over time, causing a mismatch in
the distribution between the training sample and the future sample. It should be noted that these
changes are particular to each domain. However, some of the most common are related to the drift
of sensors’ calibration, seasonality effects, and market trendings.
One typical example of applying ML in a dynamic environment is of recommendation sys-
tems. The problem here is that users’ interest and behaviours continuously change over time, due
to personal needs, group trends, amongst others, [74]. Therefore, to address the environmental
characteristics, the recommendation system must continuously adapt itself to its users, since a
model built for a user is useless given a period if it does not adapt to its user [75].
3.2.2 Taxonomy
The taxonomy here described is based on the research work of Moreno-Torres et al. [71] and the
book of Lawrence et al. [76]. Both documents are relevant research studies that address the topic
of dataset shift in ML and are widely cited, especially the latter. To understand the differences
between each type of dataset shift, it is relevant first to present the basic terminologies from which
the utilised definitions are based on:
• X→ Y Problem: the input values determine the value of the class label. One example, of
this kind of problem, is the detection of credit fraud, where the users’ behaviour determine
if there is fraud;
• Y→ X Problem: the class label determines the input feature values. One example of this
kind of problem is the medical diagnosis of patients, where the diseases, as the class label,
determine the symptoms, as the input values;
• Joint Distribution P(y,x): represents the relationship between two variables, it is defined
as P(y|x)P(x) in X → Y problems, on the other hand, in Y → X problems it is defined as
P(x|y)P(y).
Based on these terminologies, we can now define the following three types of dataset shift:
covariate shift; prior probability shift; and domain shift.
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Covariate Shift: as one of the most studied types of shift in the literature [71] it is related
with the change of distribution of the input between the training and the test samples while the
conditional probability remains the same, as depicted in 3.4. Meaning that it happens when the
domain characteristics change affecting the input values distribution.
To better demonstrate this type of shift, we provide the following example based on medicine
drugs discovery. To predict chemical properties of interest researchers build learning systems to
aid this process. However, covariate-shift is common during this process since researchers, on the
beginning focus on particular chemical series, and as the project progresses, focus on newer and
different chemical series. This mismatch of distribution between chemical series prejudices the
prediction performance [77].
Covariate Shift: Occurs only in X → Y problems where
Psource(y|x)=Ptarget(y|x) and Psource(x) 6= Ptarget(x). (3.4)
Prior Probability Shift: this type of shift occurs when sampling is dependent on the class la-
bel and independent of the feature space [78], on other words, whenever there are class distribution
changes between training and test samples, as depicted in 3.5.
Prior Probability Shift: Occurs only in Y → X problems where
Psource(x|y)=Ptarget(x|y) and Psource(y) 6= Ptarget(y). (3.5)
Domain Shift: also known in the literature as Concept-Drift [71], it is related to changes in the
measurement process. This happens when there is a change of the conditional probability between
the training and test samples and can take place when sampling is dependent on the class label
and the contrary also, as depicted in 3.6. In other words, this type of shift happens when it is the
process of decision itself that has changed, and not the input values.
Domain Shift: Occurs in Y→ X problems whenever Psource(x|y) 6=Ptarget(x|y)
and Psource(y) = Ptarget(y). It can also occur in X → Y problems whenever
Psource(y|x)6=Ptarget(y|x) and Psource(x)=Ptarget(x).
(3.6)
3.3 Transfer Learning Taxonomy
This section starts by describing five categories of knowledge that can be transferred between the
source and target domains. Then, it concludes with the different classifications of TL according
to four criteria: similarity of feature space and label space, and characteristics of the source and
target data samples.
3.3.1 What To Transfer
An essential question of TL is what to transfer, and based on the work of Weiss et al. [79] we
categorise five types of transferable knowledge:
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1. Instance-Based Knowledge Transfer: In this scenario, the source data instances are re-
utilised in the target domain recurring to instance reweighting techniques, importance sam-
pling, and other similar techniques that measure the source instances to decide which are
more useful for the target domain.
2. Feature-Representation Knowledge Transfer: In this scenario, the source data features
representation is transferred to the target domain in order to learn a common feature structure
between both datasets. The feature representation can be accomplished by mapping the
source features to the target features or in other cases, firstly introducing meta-features into
the feature space proceeding to the mapping representation [80].
3. Parameter Knowledge Transfer: In this scenario, it is assumed that both source and target
tasks share model parameters or prior distributions of the models’ hyperparameters. Hence
the knowledge transferred across tasks is encoded into the shared model parameters.
4. Relational-Knowledge Transfer: This scenario assumes there is some level of relationship
between the source and target domains, and therefore the transferred knowledge is in the
form of relational patterns. To better describe this type of transfer we present the example of
the work by Mihalkova et al. [81] in the domain of sentiment analysis. Here the transferred
knowledge is based on grammatical and sentence structure patterns in order to boost the
target domain performance. However, the only problem ingrained in this type of transfer,
especially in this work, is that the developed algorithms are tightly coupled to the respective
domains of application.
5. Hybrid-Base Knowledge Transfer: This scenario is different from the above since the
transfer performed is of various types of knowledge and not one only. Though this approach
is least common amongst the literature, we can explain it better by describing the work
by Xai et al. [82] that proposes the transfer of knowledge based on instances and feature
representation. This research study focuses on domain adaptation in the domain of senti-
ment analysis in four different areas: book; movies; electronic products; and kitchen. The
transfer of instances is done through a sample selection process in which there is a selec-
tion of a specific subset of the source domain whose distribution is most close to the target
domain. Then, this subset is utilised as training data. On the other hand, the transfer of
feature representation knowledge is done through a feature-ensemble architecture consisted
of four individual classifiers. Each classifier is assigned to one of four different features that
correspond to the users’ speech (adverbs, verbs, nouns, and others). Experiments show the
effectiveness of this approach.
3.3.2 Transfer Learning Classification
The literature classifies TL into various categories in different manners [2] [83], as such, we de-
cided to restrict to only four different taxonomy criteria, the ones we considered the most relevant,
which are feature space, label space, source data and target. The first two criteria we compare
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Table 3.1: Transfer Learning Taxonomy
Feature Space Label Space Source Data Target Data Scenario
Same Same Labelled Labelled
Supervised
Domain Adaptation
Same Same Labelled
Labelled and
Unlabelled
Semi Supervised
Domain Adaptation
Same Same Labelled Unlabelled
Unsupervised
Domain Adaptation
Same Same Labelled Unavailable Domain Generalisation
Different Same Labelled Labelled
Heterogeneous Supervised
Domain Adaptation
Different Same Labelled
Labelled and
Unlabelled
Heterogeneous
Semi Supervised
Domain Adaptation
Different Same Labelled Unlabelled
Heterogeneous Unsupervised
Domain Adaptation
Same Different Labelled Labelled Few-Shot Learning
Same Different Labelled Unlabelled
Unsupervised
Transfer Learning
Same Different Labelled Unavailable Zero-Shot Learning
Same Different Unlabelled Labelled Self-Taught Learning
Different Different Labelled Labelled
Heterogeneous
Transfer Learning
them between the source and target dataset to verify if they are the same or different. The latter
criteria depict if the datasets are: labelled, unlabelled, labelled and unlabelled, or unavailable.
Therefore, based on the established criteria, we traced twelve different classifications, depicted
in Table 3.2 that already had research studies exploring it.
3.3.2.1 Supervised Domain Adaptation
This scenario is characterised by identical feature spaces and label spaces between the source and
target datasets, both differing only in the marginal distributions. Regarding the data availability,
there are available labelled from the two datasets. However, the target sample only is not sufficient
for an accurate classification task hence the need for the utilisation of the source datasets.
For this scenario, various techniques have been proposed such as the hybrid-knowledge trans-
fer TrAdaBoost [84], and the parameter-based transfer adaptive structural SVM (A-SSVM) [85].
3.3.2.2 Semi-Supervised Domain Adaptation
This scenario is characterised by identical feature spaces and label spaces between the source and
target datasets, both differing only in the marginal distributions. Regarding the data availability,
there are available only labelled from the source dataset and both labelled and unlabelled data
from the target dataset.
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For this scenario, various techniques have been proposed such as the self-training framework
named CODA (Co-training for domain adaptation) [86] and the work of Csurka et al. [87] for
object recognition which proposes a generic adaptive learning technique.
3.3.2.3 Unsupervised Domain Adaptation
This scenario is characterised by identical feature spaces and label spaces between the source and
target datasets, both differing only in the marginal distributions. Regarding the data availability,
there are available labelled from the source dataset and only unlabelled data from the target dataset.
For this scenario, various techniques have been proposed such as the feature-representation
knowledge transfer named Transfer Component Analysis, or TCA, by Pan et al. [88], the instance-
based transfer technique by Gong et al. [89] that automatically locates latent domain from multiple
sources. There is also the hybrid knowledge transfer work by Hsu et al. which re-weights instances
and maps features to a shared space to reduce domain divergence [90].
3.3.2.4 Domain Generalisation
This scenario is characterised by identical feature spaces and label spaces between the source and
target datasets, both differing only in the marginal distributions. Regarding the data availability,
there are available labelled data from the source dataset and none from the target dataset. Hence,
the goal here is to capture a wide variety of source datasets to be able to learn generalised invariant
knowledge.
Given the characteristics of this scenario, the proposed works focus on only feature-representation
transfer from multiple sources, such as the work of Li et al. [91] and the work of Ghifary et al.
[92] that develops a Scatter Component Analysis method.
3.3.2.5 Heterogeneous Supervised Domain Adaptation
This scenario is characterised by identical label spaces and different feature spaces and marginal
distributions between the source and target datasets. Regarding the data availability, there are
available data labelled from both source and target datasets.
For this scenario, various techniques have been proposed, the most recent are the parameter-
based transfer techniques by Zhou et al. [93] and the feature-representation transfer work by
Sukhija et al. [94] that learns shared label distributions and relationships among feature spaces.
3.3.2.6 Heterogeneous Semi-Supervised Domain Adaptation
This scenario is characterised by identical label spaces and different feature spaces and marginal
distributions between the source and target datasets. Regarding the data availability, there are
available labelled data from the source dataset and both labelled and unlabelled data from the
target dataset.
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For this scenario, only the following techniques have been proposed: the hybrid knowledge
transfer technique by Tsai et al. [95] recurring to data instances and feature knowledge transfer
among different datasets; and the feature-representation based transfer by Xiao and Guo [96].
3.3.2.7 Heterogeneous Unsupervised Domain Adaptation
This scenario is characterised by identical label spaces and different feature spaces and marginal
distributions between the source and target datasets. Regarding the data availability, there are
available labelled data from the source dataset and both labelled and unlabelled data from the
target dataset.
For this scenario, various techniques have been proposed. The most recent are the feature rep-
resentation transfer techniques by Gupta et al. [97] and Yang et al. [98]. The former focuses on
computer vision problems, mainly on unlabelled RGB images, the latter, of more general applica-
bility, recurs to Markov Chain Monte Carlo method where each node corresponds to the domain
and each edge weight the conditional dependence from one domain to another.
3.3.2.8 Few Shot Learning
This scenario is characterised by identical feature spaces and different label spaces and marginal
distributions between the source and target datasets. Regarding the data availability, there are
available labelled data from the source dataset and very few labelled data from the target dataset,
typically one sample per category. This type of scenario is also called in the literature as one-shot
learning [99].
For this scenario, various techniques have been proposed, the most recent are the works by
Larochelle et al. [100] and Snell et al. [101]. Both works recur to parameter-based knowledge
transfer. The former proposes a meta-learning approach and the latter through the use of a neural
network learns non-linear mapping of the input into an embedding.
3.3.2.9 Unsupervised Transfer Learning
This scenario is characterised by identical feature spaces and different label spaces and marginal
distributions between the source and target datasets. Regarding the data availability, there are
available labelled data from the source dataset and only unlabelled data from the target dataset.
For this scenario, the proposed techniques restrict to feature representation-based transfer, the
most recent are the work of Saligrama et al. [102] and Li et al. [103]. Both focus on object
recognition problems, though the former develops a max-margin framework to learn the similarity
between source and target. While the latter’s framework tackles the target prediction function
directly without introducing intermediate prediction, being also capable of working with semantic
label information from the sources datasets.
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3.3.2.10 Zero Shot Learning
This scenario is characterised by identical feature spaces and different label spaces and marginal
distributions between the source and target datasets. Regarding the data availability, there are
available labelled data from the source dataset and only auxiliary information, such as semantic
information [104], from the target dataset to help classify unseen categories.
For this scenario, various techniques have been proposed, some of the most recent are the
works of Reed et al. [105], Gan et al. [106] and Bucher et al. [107]. All the three focus on object
recognition problems and leverage the semantic embedding of images so that the classifiers can
make inference on this auxiliary information.
3.3.2.11 Self Taught Learning
This scenario is characterised by identical feature spaces and different label spaces and marginal
distributions between the source and target datasets. Regarding the data availability, there are only
available unlabelled data from the source dataset and labelled data from the target dataset.
For this scenario various techniques have been proposed, the most recent are the works of
Kumagai et al. [108], and Kuen et al. [109]. Both focus on object recognition, though the former
utilises parameter knowledge-based transfer, where only suitable parameters of feature mapping
are learned to the objective task. While the latter work utilises the same type of knowledge recur-
ring to a logistic regression classifier which distinguishes target object from the background, and
is self-adaptive to any sort of concept-drift, such as the change of user appearance, through online
learning.
3.3.2.12 Heterogeneous Transfer Learning
This scenario is characterised by different feature spaces, label spaces and marginal distributions
between the source and target datasets. Regarding the data availability, there are available labelled
data from both source and target dataset.
For this scenario, only two different approaches have been researched, feature representation-
based transfer, and hybrid knowledge transfer. Regarding the former approach, the work of Jia et
al. [110] employs a latent low-ranking tensor transfer learning to recognise human action from
video frames. Regarding the latter approach, the work of Yang et al. [111] addresses this type of
problem on sensor networks.
3.4 Transfer Learning in Human Activities Recognition
TL as a sub-field of ML has the same broad applicability as ML. Nonetheless, there is one main
application where TL is being intensively applied. The healthcare domain, where it TL proves
useful in helping improve the accuracy of medical diagnosis and, consequently, everyone’s quality
of life. HAR as inherently associated with human health-care proves to be an exciting field for
applying TL.
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A fundamental step towards understanding how TL has been utilised in HAR is surveying the
literature. However, by studying the literature, one realises at the very first moment that research
works diverge into three different sensor modalities: camera sensors; house network sensor; wear-
ables. Given that our work focuses only on wearables, we restricted the survey on wearables
only.
Hence, we gathered fourteen research studies, and categorised them based on the researched
scenario and learning approach, if online or offline, as depicted in Table 3.2. From the analysis
made, we first notice the need for research in TL approaches due to its low number of research
studies. Furthermore, the surveyed works are considerably widespread through nine different
scenarios.
This sub-chapter starts by differentiating the possible shift causes in a HAR system making
use of the surveyed works. Then it proceeds by describing three possible types of transferable
knowledge - instance, feature, and parameter-based - in the HAR domain. Since no work applying
relational or even hybrid knowledge could be found, these categories were discarded.
Table 3.2: Existing work in HAR with TL approaches using wearables
Scenario Online/Offline Learning Paper
Heterogeneous Supervised Domain Adaptation Offline [112]
Heterogeneous Supervised Domain Adaptation Online [113]
Heterogeneous Unsupervised Domain Adaptation Online [114]
Few-Shot Learning Offline [115] [116]
Unsupervised Transfer Learning Offline [117]
Supervised Domain Adaptation Online [118] [119]
Unsupervised Domain Adaptation Online [120] [121] [122]
Unsupervised Domain Adaptation Offline [123] [124] [125]
3.4.1 Possible Shift-Causes
Before pondering what dataset shift causes there may be in a HAR system, one must first discrim-
inate its agents that have a considerable role in this type of system. As such, we delineate two
agents: the sensor; and the user.
A system to recognise activities it must first capture user data through one or a network of
sensors. Then, considering the characteristics and the functioning of signal sensors, such as ac-
celerometers, we realise that various possible sensor related shift causes are prevalent. One is the
sensor placement. A sensor if positioned differently than the training position causes a different
sample distribution making more difficult the task of classifying activities. This situation is likely
to happen since sensor placement can sometimes be intrusive to the user causing him to change
the position voluntarily. On the other hand, if even the sensor is placed in a comfortable position,
it can be misplaced involuntarily during the activities, especially the ambulant ones. Furthermore,
another shift cause can be related to the modification of the sensing infrastructure, for instance
through the addition of new sensors or even the disconnection of sensors for an energy-saving
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purpose. Indeed various works have been addressing these type of problems, and based on the
performed survey, depicted in Table 3.2, we can highlight the works by Calatroni et al. [112],
Khan et al. [116], Rokni [114], Krishnan [119], Kurz et al. [113], Roggen et al. [120], and Zhao
et al. [125].
Then, having captured the data, the classifier must recognise the activities performed by the
user. The problem here is that the more composed are the activities more likely is that users
perform it differently, difficulting the process of generalising the model to a wide range of users.
For instance, an injured person may likely perform ambulating activities differently than a non-
injured person, or even a young person compared to a much older person. Hence, the physiology
of users must be thought of when designing a HAR system, to prevent training a model with users
different than the target user. One solution might be developing a specialised model for each
subject, but this requires significative effort that in many cases is just impractical. Other shift-
causes are also prevalent such as the effect of ageing, more related to long-term models, and the
proficiency of tasks by users, that is likely to change over time also, though it has a higher effect
on highly composite activities, as studied in the work of Winter et al. [126]. For user-related shift
problems, many works have been proposed, such as the works of Deng et al. [122], Zhao et al.
[124], Chen et al. [117], Hachiya et al. [123], Diethe et al. [118], and Fallahzadeh [121].
Though we consider the last shift causes the most relevant in HAR, it should be noted that there
are many others. For instance, one is the environment itself, typical in smart homes HAR, where
models are trained with laboratory data that do not accurately represent a real-world scenario.
As research works have shown, laboratory environments generally restrict and influence subject
activity patterns [127].
3.4.2 Instance-Based Transfer
The work of Hachiya et al. [123] explores an instance-based transfer approach under a covariate
shift problem to recognise motion activities using only accelerometers from a mobile device.
The proposed method, named Importance-Weighted Least-Squares Probabilistic Classifier
(IWLSPC), consists in new importance weighted variant of the least-squares probabilistic clas-
sifier combined with a sample re-weighting approach. The importance weights are controlled with
flattening parameters that allow weight smoothness contributing to the accuracy of the model.
Thought the proposed method has the limitation of relying on the assumption that the class-
posterior probability does not change between training and test phases, experiments on real-
scenarios illustrated the usefulness of the method.
3.4.3 Feature-Based Transfer
The work of Rashidi and Cook [128] explores a feature-based transfer approach to recognise
human activities in smart environments. The work’s approach consisted in collecting data from
six smart houses during a three month period for three houses and a six month period for the other
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three. Each house has a different layout, for instance, some have two bedrooms, while others have
only one, with different residents’ daily routines.
Regarding the sensing equipment, every house has a wide variety of sensors, including motion
sensors to monitor doors’ status, scattered throughout all the house. So in total, the work experi-
ments and compares six different TL scenarios, one for each house, considering that for each case
the knowledge is transferred from the rest five houses (source domain) to the target house (target
domain). Due to the houses different layouts, sensors inevitably have different location positions
and different properties than the target sensors. Therefore the work maps between the target and
source domain the activities and sensors based on their similarity.
As a solution, two matrices are created, one for the activities similarity and other for the sensor
similarity. In both matrices, the similarity is measured in probabilistic value, from 0 to 1. The final
work’s phase is labelling target activities based on activity mapping probabilities, in which only
the label with the highest weighted vote is selected.
The work successfully reduces the differences between the source and target feature spaces
recurring to mapping techniques. Though the proposed method is not capable of handling with
multi-resident scenarios, the results prove the method can successfully recognise activities in target
domains where there is no labelled data.
3.4.4 Parameter-Based Transfer
The work of Kasteren et al. [129] explores a parameter-based transfer approach to recognise the
daily activities of elderly people, such as bathing and cooking, to automate the monitoring of
health care tasks. The capturing of data is done only by external sensors scattered throughout all
the house that measure the interaction of the person with the houses, that detect if doors are being
opened, measure the flushing of toilets and temperature of the house and much more.
Since the labelling of the data is very expensive, the developed work proposes a method us-
ing labelled data from source domains with unlabelled data from the target domain, to learn the
parameters of the activity model of the target domain without labelling the captured data. The
researchers of this work utilise the Hidden Markov Model (HMM) because it allows incorporat-
ing the labelled data with unlabelled data and the model, being a probabilistic temporal model,
successfully handles noisy data.
The work first task is mapping the source and target domain data into a matrix because the
source houses have a different layout than the target house and could prejudice the model’s per-
formance if no measures are taken. Then, both unlabelled and labelled data are combined into a
single dataset, applying semi-supervised learning to find the maximum-likelihood parameters for
the target model. The proposed method achieved an accuracy higher than 90% when recognising
daily activities such as drinking, sleeping, showering and toileting.
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Chapter 4
Methodology
Having surveyed the literature to understand how researchers have been addressing TL in HAR,
we decided to explore from the twelve different scenarios presented in Section 3.3.2 Unsupervised
Domain Adaptation. The main reason that underlies this choice is related to the fact that it consti-
tutes a frequent scenario when designing HAR systems. It is impractical requiring users to label
their data and, at the same time, is nonsense when having easy access to repositories with a consid-
erable amount of labelled data. These two conditions impulse the utilisation of TL techniques to
leverage this past-knowledge, or in other words, experience, to boost the task of accurately classify
our target’s activities. Furthermore, this thesis is part of a more extensive research project with
other co-workers, one that focuses on exploring novelty detection in HAR systems. As such, this
forces the dissertation to explore a scenario where the target dataset is composed only of unlabeled
data, hence unsupervised domain adaptation.
This chapter has the goal to explore the field of unsupervised domain adaptation in machine
learning comprehensively. Therefore, the first section presents the four approaches that techniques
of this field tend to diverge into (instance-weighting, self-labelling, feature representation, and
cluster-based). For each of these approaches, we specify some implementations proposed by
researchers. The final section focuses on the four selected techniques we selected to explore TL in
HAR: Transfer Component Analysis, Subspace Alignment, Nearest Neighbour-Based Importance
Weighting, Kernel Mean Matching.
4.1 Unsupervised Domain Adaptation
Unsupervised domain adaptation assumes the availability of labelled data only from the source
domain, and unlabelled data from the target domain. The two domains have the same feature
space and label space but differ regarding the marginal distributions (e.g. different users, sen-
sor’s positions, surrounding environments). Notice that semi-supervised and unsupervised domain
adaptation are not very different since both deal with both labelled and unlabeled data. However,
unsupervised domain adaptation assumes a distribution mismatch between the unlabelled data
(target domain) and labelled (source domain), while semi-supervised assumes an equality.
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This section objective is to perceive how researchers have been addressing unsupervised do-
main adaptation by briefly describing some of the techniques proposed by researchers. Hence,
based on the survey work of Margolis [130], we firstly notice four different approaches to tackle
this field: instance-weighting; self-labelling, feature representation; cluster-based. An instance
weighting approach assigns weights to the source samples depending on their similarity with the
target samples. A self-labelling approach focuses on adapting classifiers trained from the source
samples to the new target domain. An approach of feature representation constructs an abstract
representation of the data, while a cluster-based one assumes that from high-density regions we
can perceive the similarity between the two domains. As a concluding note, from the available
research works, we notice that researchers have been focusing more on the feature representation
and instance weighting approaches due to a more significant number of available research works.
4.1.1 Self-Labelling Approach
A self-labelling approach, also known as classifier adaptation, addresses domain adaptation by
adapting a pre-trained classifier from the source to the desired target domain. Typically consists in
an iterative method that trains an initial model based on the labelled source data only, use that to
estimate labels on target data, and then use the estimated labels for building another model [130].
There are various techniques available in the literature such as the work of Yang et al. [131] in-
troduce a method called Adaptive Support Vector Machine (A-SVM) that adapts a SVM classifier
to a target dataset. For instance, the work of Jiang et al. [132] also proposes a similar technique
named cross-domain SVM that is based on support vector machines. It adapts previously learned
support vectors from a source domain to aid the classification of the target domain. Rastrow et al.
[133] proposes a method based on entropy stability combined with conditional entropy minimisa-
tion, helping in selecting parameters settings corresponding to stable decision boundaries. Duan
et al. [134] introduce a method named FastDam which employes a sparsity regularizer to learn a
sparse target classifier with the support vectors only from the target domain, making the prediction
very fast.
4.1.2 Instance Weighting Approach
An instance Weighting approach reweights the source instances that are more similar to the target
instances. Determined by statistical methods the weights are to be assigned to a loss function
minimising the expected loss over the distribution of data [130].
By surveying the literature, we can notice many research works proposing various instance
weighting techniques. For instance, Bickel et al. [135] introduce a discriminative technique de-
riving from a Newton gradient descent procedure. One characteristic of their technique is that
it tackles the distribution mismatch by characterising the existing divergence between the source
and target domain without the intermediate step of estimating training and test distribution. On the
other hand, Schapire et al. [136] propose three techniques that incorporate sample selection bias
in a common density estimation based on the principle of maximum entropy - it is related with the
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estimation of probability distribution from data, meaning that the distribution should be as uni-
form as possible, that is, have maximal entropy [137]. Sugiyama et al. [138] introduce a variant of
the Cross Validation selection technique called importance weighted CV (IWCV) that specifically
addresses the problem within model selection under covariate-shift. The same authors proposed
another method called Kullback-Leibler Importance Estimation Procedure (KLIEP) based on the
minimisation of the Kullback-Leibler divergence metric. Tsuboi et al. [139] introduce a new vari-
ation of KLIEP more computationally efficient which reformulates the optimisation problem as an
unconstrained convex problem and also modifies the function for modelling the importance func-
tion to a log-linear model instead of a linearly one. Loog [140] introduces a nonparametric estima-
tor based on a Voronoi tessellation of the space, named Nearest Neighbour Weighting (NNeW). As
such, the weights are determined through a nearest-neighbours search for every target data point
among the source data points. Huang et al. [141] propose the Kernel Mean Matching (KMM)
method, which consists in a weighted estimator based on the Maximum Mean Discrepancy - the
distance between the mean of two sets of samples. Without performing density estimation, the
weights are assigned to the instances in a reproducing kernel Hilbert space.
4.1.3 Feature Representation Approach
A feature representation approach implies an alteration of the feature representation of the data
because it assumes specific original features are domain-specific. As such, this approach assumes
the existence of hidden features (latent features) from the original features that contain common
knowledge shared between the source and target domains. A mapping is then created, through
matrix factorisation, from the original feature space to a latent one.
The literature is overwhelmed with a considerable number of feature representation works.
Therefore we here only highlight some of the most utilised by researchers. Such as the work of
Gong et al. [142] introduces a novel kernel-based method, named geodesic flow kernel, which
constructs a set of subspaces that characterise changes in geometric and statistical properties from
the source to the target domain. Then, the method extracts only the subspaces that are domain in-
variant. Sun et al. [143] propose an elementary method, named Correlation Alignment (CORAL),
developed to be easily integrated into applications without requiring any specialised knowledge
about domain adaptation. The method aligns the marginal distributions of the source and target
domains by minimising their second-order statistics difference. Baktashmotlagh et al. [144] intro-
duces a technique that is able to work without and with labels of both domains during the training
process. Regardless, the technique projects the data to a low-dimensional latent space where the
dissimilarity between the source and target distribution is measured recurring to the Maximum
Mean Discrepancy. Long et al. [145] proposes a sparse representation method, name Transfer
Sparse Coding (TSC), that focuses on cross-distribution image classification problems. It uses
the nonparametric Maximum Mean Discrepancy to minimise the difference of distributions be-
tween the domains. Furthermore, this metric is also incorporated into the objective function of
sparse coding to make new representations of the source and target images. The same authors also
[146] developed another method named Joint Distribution Adaptation, which focuses on jointly
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adapting the marginal and conditional distributions of both domains in a principled dimensional-
ity reduction procedure. The technique extends the Maximum Mean Discrepancy to measure the
distribution differences and integrates with the Principal Component Analysis to construct a new
feature representation of the data. Jordan et al. [147] introduce a method, named Deep Adaptation
Network (DAN), based on deep convolutional neural networks. The method’s approach focuses
on enhancing the feature transferability in the task-specific layers of the network by reducing the
domains’ discrepancy. Tzeng et al. [148] proposes a method, named Deep Domain Confusion
(DDC), composed by a convolutional neural network architecture that can work not only on un-
supervised domain adaptation but also on a supervised scenario with available labelled training
data. One of the layers composing the method consists of an adaptation layer based on the Maxi-
mum Mean Discrepancy metric, that automatically learns a representation that is both semantically
meaningful and domain invariant. Pan et al. [88] introduce the Transfer Component Analysis tech-
nique which tries to learn some components across domains in a reproducing kernel Hilbert space
using maximum mean discrepancy. Fernando et al. [149] propose an algorithm where the source
and target domains are represented by subspaces spanned by eigenvectors. This technique, named
Subspace Alignment, focuses on learning a mapping function to align the source subspace to the
target one.
4.1.4 Cluster-Based Approach
Cluster-based methods determine the labels of data points based on the density regions, that is,
two data points are likely to have the same label in the condition that between them exists a high-
density path. This assumption is similar to semi-supervised clustering which the data is partitioned
into a group of subsets, named clusters, such that observations within a cluster are more similar to
one another than observations in other clusters [150]. However, the cluster based approach here
discussed differs from semi-supervised clustering since it assumes a distribution mismatch within
the data.
Regarding any published implementation, we only found one proposal by Dai et al. [151]. It
introduces a co-clustering method that focuses on learning text data across domains in an iterative
manner. It starts by propagating label information to define the class structure from the source
domain data. Then co-clustering is extended for the target domain data to constrain domain-
invariant data shared among the two domains.
4.2 Employed Techniques
The thesis goal is to explore TL in HAR in a general manner, that is, to utilise as much TL tech-
niques as possible and not a specific one. We were able to utilise two feature representation TL
techniques, Transfer Component Analysis, and Subspace Alignment. And two instance-weighting
techniques, Nearest Neighbour Weighting, and Kernel Mean Matching. Though we had access to
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other techniques, such as GFK and DIP, the selected were the only ones available whose imple-
mentation language was the same as the one used in the pre-processing of the datasets, Python1.
This section is composed of four subsections, each one dedicated to one of the TL tech-
niques used. The four selected techniques are thoroughly described with the support of a pseudo-
algorithm illustrating its steps. To get a sense of the prevalence of each technique within re-
searchers, we complement the descriptions with the research works where the techniques were
utilised.
4.2.1 Transfer Component Analysis
Transfer Component Analysis (TCA) is an unsupervised domain adaptation technique with a
feature-representation based approach. It assumes that there exists a transformation that can equal
the marginal distributions of the source and target domains. Hence, the fundamental goal here is
finding a transformation mapping that minimises the distance between the marginal distributions,
and at the same time, preserving essential properties of the source and target domains. To better
understand how TCA operates a pseudo-algorithm is depicted in Algorithm 1.
Algorithm 1 Transfer Component Analysis Algorithm
Input: source domain dataset, Ds={(xsi ,ysrci)}nSi=1, and target domain dataset, Dt={(xt j)}nTj=1 .
Output: transformation matrix W .
1: procedure TCA(Ds,Dt)
2: embed both the source and target domain into a shared low-dimensional latent space, KS,T .
3: learn a nonlinear transformation, W, that maps the source subspace to the target one as
close as possible using the divergency-metric Maximum Mean Discrepancy.
4: return transformation matrix W .
To minimise the distributions distances, the technique, instead of explicitly finding a transfor-
mation mapping, it recurs to a dimensionality reduction method, Maximum Mean Discrepancy
Embedding (MMDE)[152], that learns a low-dimensional latent space common to both domains.
This way, it embeds both source and target domains into a shared low-dimensional latent space us-
ing a nonlinear mapping function to learn then a corresponding kernel matrix portrayed in equation
4.1. The kernel matrix is defined on all data by minimising the distance, measured with Maximum
Mean Discrepancy metric, between the projected two domains while maximising the embedded
data variance. Having found a transformation matrix, a classifier can finally be trained with it to
predict the target domain accurately.
W =
∣∣∣∣∣WS,S WS,TWT,S WT,T
∣∣∣∣∣ ∈ R(nS+nT )×(nS×nT ) (4.1)
By reviewing the literature to determine the usability of TCA amongst researchers, we can
notice that there is a considerable number of works that utilise TCA as a domain adaptation tech-
nique. Besides, since its introduction in 2011, TCA has been widely used in many domains,
1Python 3.0 release, https://www.python.org/download/releases/3.0
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including human behaviour prediction [153], diagnosis of gearbox fault [154], object detection
[155], and sentiment classification [82].
4.2.2 Subspace Alignment
Subspace Alignment (SA) is an unsupervised domain adaptation technique with a feature-representation
based approach. As represented in Algorithm 2 two main steps compose the technique’s approach,
the first is the generation of subspaces by representing the source and target domains into sub-
spaces spanned by eigenvectors. The final step is the alignment of the two subspaces to decrease
the discrepancy between both source and target domains.
Algorithm 2 Subspace Alignment Algorithm
Input: source domain dataset, Ds={(xsi ,ysrci)}nSi=1, and target domain dataset, Dt={(xt j)}nTj=1 .
Output: transformation matrix, W .
1: procedure SA(Ds,Dt)
2: project each source, { xsi}nSi=1, and target data, { xt j}nTj=1, to its respective subspaces, XS and
XT .
3: learn a linear transformation, W, that maps the source subspace to the target one as close
as possible using the divergency-metric Bregman.
4: return transformation matrix W .
Rather than manipulating the original source and target data, the technique represents both
domains in a more robust manner via subspaces. The subspaces are first created by transforming
every data to a D-dimensional z-normalised vector. Then, using PCA, the d eigenvectors corre-
sponding to the d largest eigenvalues are selected to be used as vector bases of the source and
target subspaces ( XS,XT ∈ RD×d ). As for the alignment of the subspaces, the goal is to align the
source data to a target aligned source subspace (XA) and the target data to the target subspace. This
is achieved by learning a linear transformation that through a transformation matrix M maps the
vector bases of the source subspace to the target ones. The technique for measuring the distance
between the subspaces uses the Bregman divergence metric, essential to the minimisation of sub-
spaces divergency. Finally, after aligning the subspaces, a classifier can be trained with the source
data projected into the target aligned source subspace and the target data into the target subspace.
By surveying the literature, we explicitly observe that the majority of research studies using
SA focus on the domain of computer vision, such as the work of Fernando et al. [156] which
annotates old photographs with the respective correct location label given a set of labelled recent
photos. There are also the works of Mittal et. [157], Cao et al. [158], and Gupta et al. [159] that
focus on particular visual domain shifts, such as illumination, image blurring, and specific type of
optical devices (spectroscopic, photometric) respectively. However, there are other domains where
the SA technique has also been used, including wifi localisation through the work of Fernando et
al. [156].
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4.2.3 Nearest Neighbour Weighting
Nearest Neighbour Weighting (NNeW) is an unsupervised domain adaptation technique with an
importance weighting based approach. As represented in Algorithm 3, the technique applies a
Voronoi tessellation of the space to help to determine the weights for each source sample. Hence,
the weight on each sample is dependent on the number of target neighbour samples. As the
final step, it is then applied Laplace smoothing for regularising the weights to avoid some getting
exaggeratedly biased towards the test set.
Algorithm 3 Nearest Neighbour Weighting Algorithm
Input: source domain dataset, Ds={(xsi ,ysrci)}nSi=1, and target domain dataset, Dt={(xt j)}nTj=1 .
Output: source domain weights, {ŵSi}nSi=1.
1: procedure NNEW(Ds,Dt)
2: employ a Voronoi tessellation to estimate weights of every source sample, xSi , by counting
the number of target samples, xTj , that are whithin its associated Voronoi cell.
3: return source domain weights {ŵSi}nSi=1 .
For estimating a weight function, w, NN performs data interpolation through Voronoi tessel-
lation to determine the influence of the target samples on the source samples. As such, the idea is
to create a schema of Voronoi cells that represent regions of influence associated with the source
samples. Each weight is then estimated by counting the number of target samples that are within
its respective cell, Vi, as depicted in equation 4.2. The advantage of adopting a Voronoi tessellation
is that it guarantees no target data is wasted as the cells cover the whole space and every target data
is helpful in the decision of the weight of at least one source sample. Finally, in order to avoid the
existence of too many empty Voronoi cells and an exaggerated bias of the weight function towards
the sample set, the reached tessellation is regularised with Laplace Smoothing by adding one to
each cell.
ŵ(xSi) = |Vi∩{xTj}NTj=1| (4.2)
Since importance weighting techniques are widely applicable in machine learning [140], there
is a considerable number of different approaches proposed by researchers regarding domain adap-
tation. This makes the adoption of NN in research studies shyer comparing to the feature repre-
sentation techniques. As such we can only highlight the work of Kouw et al. [160] in the domain
of healthcare, more specifically in the diagnosis of heart diseases in patients. Here, the NN is
essential to address the problem of covariate-shift caused by geographically biased sampling of
patients.
4.2.4 Kernel Mean Matching
Kernel Mean Matching (KMM) is an unsupervised domain adaptation technique with an impor-
tance weighting based approach. It directly gives estimates of the source weights without per-
forming density estimation as most algorithms in this type of scenario [141]. As represented in
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Algorithm 4, the technique recurs to the technique Maximum Mean Discrepancy to help to define
the weights in a way that the divergence between the source and target domain is minimised.
Algorithm 4 Kernel Mean Matching Algorithm
Input: source domain dataset, Ds={(xsi ,ysrci)}nSi=1, and target domain dataset, Dt={(xt j)}nTj=1 .
Output: source domain weights, {ŵSi}nSi=1.
1: procedure KMM(Ds,Dt)
2: estimate weights of every source sample such that the means of the the source and target
points in a reproducing kernel Hilbert space are close.
3: return source domain weights {ŵSi}nSi=1 .
To overcome the divergence of the marginal distribution between the source and target domain,
KMM firstly transposes the data points in a reproducing kernel Hilbert space. Then, the weights
for the source samples are defined by minimising the distances to the target samples measured with
the Maximum Mean Discrepancy metric. Finally, the reweighted samples can then be incorporated
into a classifier algorithm.
By surveying the literature, we observe the broad applicability of the KMM technique in vari-
ous domains. For instance, in the work of Hassan et al. [161] the technique is used for addressing
the problem of covariate-shift within the domain of speech emotion recognition. In the work of
Feng et al. [162] it is used to address JPEG mismatched steganalysis while in the work of Zhu et al.
[163] it is used in the diagnosis of Alzheimer’s Disease due to the existing distribution mismatch
between the training data collected in laboratory and the samples collected in real clinic setting.
As proven, KMM is indeed utilised in a wide range of domains.
Chapter 5
Experiments
Having determined four different TL techniques (TCA, SA, KMM, NNeW), we intended to ex-
plore scenarios where there is a mismatch of distribution between the source and target datasets
caused by three motives: user’s age (section 5.4); sensor misplacement (section 5.5); and environ-
ment (section 5.6). In order to perform these scenarios, we employed two HAR datasets, described
in section 5.2, here named as PAMAP2 [164] and ANSAMO [165], collected by researchers and
made publicly available. After preparing the data (section 5.3) we constructed twenty-two dif-
ferent approaches (section 5.1), sixteen TL-based, four supervised, and two semi-supervised. The
supervised and semi-supervised approaches serve as baseline methods to help understand the pres-
ence of negative transfer within the TL approaches. The sixteen different TL approaches were
implemented because for each TL approach we employ four different classifiers to minimise the
classifier’s influence. This also allowed us to understand with which classifier the TL techniques
worked better, for instance, KMM has, in overall, superior accuracy with decision trees while SA
and NNeW work better with logistic regression. Since each TL technique has its unique char-
acteristics, we also developed a majority voting ensemble composed by the TL techniques with
the highest overall performance along the experiments (KMM with a decision tree, SA with lo-
gistic regression, and NNeW with logistic regression). Finally, we conclude the experiments by
analysing the obtained results through analytical tests (section 5.7).
5.1 Overall Design
In total, we delineated twenty-seven unique experiments grouped into five different scenarios (AA-
AGE, AA-POS, AP-ENV, PA-ENV, PP-POS). The name given to a scenario is based on the ini-
tial letter of the employed datasets, for instance, a scenario named AA-AGE utilises the dataset
ANSAMO as both source and target while AP-ENV utilises as source the ANSAMO dataset and
PAMAP2 as target one. The AA-AGE scenario explores the influence of age on the performance of
human activities. It makes use of labelled data of young individuals (with less than 30 years old),
to help identify the activities of older people (more than 50 years old). The AA-POS and PP-POS
scenarios are for exploring the misplacement of sensors by employing labelled data of a particular
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position (e.g. wrist) and unlabelled data of another location (e.g. chest). Finally, the AP-ENV and
PA-ENV scenarios apply two datasets, PAMAP2 and ANSAMO, collected by similar users and
sensors but collected in different environments. While labelled data of ANSAMO dataset com-
pose AP-ENV source dataset, PA-ENV uses PAMAP2 as the source dataset and ANSAMO as the
target one.
Figure 5.1: Overall design of the experiments.
In each experiment besides employing transfer learning techniques, we also utilise two more
different learning approaches as baseline methods as depicted in Figure 5.1. One is semi-supervised
learning where it trains a model with the labelled source and unlabelled target samples. The other
is supervised learning where a model is taught only with the source and tested with the target
sample. These two approaches are necessary to help identify negative transfer in the TL results.
Regarding the TL techniques, it should be noted that these methods only manipulate the source
and target data to conjugate their distributions, and do not make the classifications itself. As such,
a classifier technique is also necessary to make the classifications with the data outcome of the
TL techniques. To minimise the influence of the classifier on the accuracy we employed four
different ones, Logistic Regression [166], Bernoulli Naive Bayes [167], Decision Tree [168], and
Linear Support Vector Machine [169]. From these four classifiers, we then select the one with the
highest accuracy to determine the TL’s accuracy for each experiment, making it best-case scenario
approach. Therefore, by combining with each TL technique four classifiers we implemented, in
total, sixteen unique TL approaches. Furthermore, the same classification techniques are applied
in the supervised approach, and regarding the semi-supervised learning, we adopt two methods,
Label Propagation [170], and Label Spreading [171]. As such, for each experiment we developed
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twenty-two unique approaches, sixteen are TL-based, four supervised, and two semi-supervised.
After analysing the results yielded by the TL techniques, we decided to employ a majority
voting ensemble composed by the three most accurate TL approaches, KMM with Decision Tree,
NNeW with Logistic Regression, and SA with Logistic Regression. It should be noted that the
TCA technique was not employed given that in the majority of the experiments it experienced
negative transfer.
5.2 Datasets
In order to devise the experiments, we firstly performed a survey of HAR datasets made publicly
available by researchers. We then selected two, PAMAP2 [165] and ANSAMO [164], that had a
set of similar activities and made use of accelerometer, gyroscope, and magnetometer sensors, as
depicted in Table 5.1. Since one scenario we committed to required creating distribution mismatch
by age, we necessarily had to select a dataset that had a wide age range, from 14 to 55 years
old, hence ANSAMO. While regarding the PAMAP2 dataset, it was selected a-posteriori since
it was very similar to the ANSAMO with similar sensors, activities, and user’s physiological
characteristics.
Regarding the ANSAMO dataset, it was designed to determine the importance of wearable
mobility sensors’ position and network for discriminating human falls from activities of daily
living (ADL). The dataset data for every user was captured in the same domestic environment,
more specifically in an apartment block. The seventeen tested users, six females and eleven males,
had ages from 14 to 55 years old, with weights between 50 and 93 kilograms and heights from
155 to 195 cm. Of all subjects, two had more than 50 years old while the remaining had an
age below 30. In overall, the dataset includes nine different ADLs, walking, jogging, bending,
hopping, ascending stairs, descending stairs, lying down, getting up, and sitting down. Every
subject executed these activities at least three times, expect two (those older than 50 years) that did
not perform jogging. Regarding the utilised sensors, every subject when performing the activities
transported a network of five sensors. Four had a chip composed by a triaxial accelerometer,
gyroscope, and magnetometer and were attached through elastic bands at the ankle, ankle, wrist,
and chest of the subjects. Additionally, a smartphone located in the pocket was responsible for
Table 5.1: Description of the employed datasets.
Name Year Users Characteristics Activities Type of Sensors Sensors Placement
PAMAP2 2012
08M 01F
24-32 years-old
169-194 cm
65-92 Kg
12
acc,
gyro,
magn,
heart-rate
chest,
wrist,
ankle
ANSAMO 2016
11M 06F
14-55 years-old
155-195 cm
50-93 Kg
9
acc,
gyro,
magn,
chest,
waist,
wrist,
ankle
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activating the four wearables and receiving the wearables data via Bluetooth low energy. As for
the sampling rate, in the smartphone was 200 Hz while in the wearable due to hardware limitations
was 20 Hz.
Regarding the PAMAP2 dataset, it was designed to capture a wide range of activities, including
sports and household, and help study complex activities. Young 9 individuals comprise the dataset,
8 males and 1 female, with similar physiological characteristics ageing from 24 to 32 years old,
with heights ranging from 169 to 194 cm, and weight values between 65 and 92 kilograms. In
total the dataset contains 18 different activities, some are more basic (walking, running, cycling,
ascending stairs, and descending stairs,), some posture-related (lying, sitting, and standing), a few
more of everyday sort (ironing, vacuum cleaning), others more physical-related (rope jumping,
Nordic Walking, rope jumping). Most of these activities were performed following a protocol
which the users had to execute with a duration of approximately 3 minutes for each activity. As for
the hardware setup, each user had attached 3 wearables onto the chest, ankle, and wrist, composed
by three-axial accelerometer, gyroscope, and magnetometer sensors. Additionally, on the chest
was attached a heart-rate monitor, especially useful for intensity estimation when distinguishing
activities with similar movements. The data was sampled at 100 Hz in the three wearables while
the heart-rate sensor provided values with approximately 9 Hz.
5.3 Data Preparation
From the employed datasets we have access only to raw signal data of three type of sensors,
accelerometer, gyroscope, and magnetometer. Each data instance is therefore composed of three
type of signals distributed within three axes and the time instance from when it was captured.
As any HAR system, the first necessary step here is to apply signal segmentation to allocate
the data in time windows. The problem is that signal segmentation is of crucial importance for
the performance of a HAR system, and there is no clear consensus among researchers of the best
approach. By resorting to the literature studies addressing this problem we, based on the work of
Banos et al. [172], decided to apply a non-overlapping fixed sliding window of three seconds. A
sliding window approach proves to be the most useful for the recognition of periodic (e.g. walking)
and static activities (e.g. sitting).
After segmenting the data, we proceed to its normalisation and then its feature extraction. For
all signals, we apply twelve time-domain techniques (average, maximum, minimum, variance,
centroid, standard deviation, root mean square, interquartile range, mean absolute deviation, auto-
correlation, skewness, and kurtosis). Finally, to avoid class imbalance, we apply the oversampling
technique SMOTE [173] which will create synthetic samples for the minority classes. Finally,
only on the approaches using Naive Bayes (five from the twenty-two), we utilise the dimension
reduction PCA to decorrelate features.
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Figure 5.2: Data preparation design.
5.4 Age as shift cause
We intend in this scenario to explore the age as the leading cause for distribution mismatch between
datasets. It is expected that a young person performs activities differently, maybe quicker than
older people. As such, we resorted to the ANSAMO dataset since it has both young (<30 years
old) and older subjects (>50 years old). Because the dataset has a limited number of subjects with
more than 50 years old, only two, we could only implement a scenario where we would use these
two subjects as target dataset only. This meant younger users would compose the scenario’s source
dataset to help classify the activities of the older people, as the target unlabelled dataset. In total
we implemented 3 scenarios, each trying to classify within different positions (ankle, chest, and
wrist) 6 activities (bending, hopping, sitting, ascending stairs, and walking).
We applied the 22 approaches and evaluated their performance with two metrics, accuracy and
f1-score, the latter for a more realistic result in situations with an imbalanced test set. In overall,
as illustrated in Table 5.2, the ensemble approach had the highest average score while the semi-
supervised the worst. From the individual TL techniques, TCA was the only one suffering from
negative transfer since the supervised approach had a higher score by 19 percentage points. The
remaining TL techniques had a higher score than the supervised approach but with less than 10
percentage points of difference.
Table 5.2: Overall results (accuracy, and f1-score) of the different employed approach types in the
AA1-AGE scenario.
ACC F1
SUP 0,52 0,52
SEMI 0,3 0,31
KMM 0,58 0,58
NNeW 0,57 0,57
SA 0,54 0,53
TCA 0,35 0,33
ENSEM 0,6 0,6
Figure 5.3 illustrates even in more detail the accuracy per activity of the ensemble and the
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baseline approaches. We can notice right away that the activities TL leveraged the most in all three
experiments were ascending stairs, descending stairs, and walking. In fact, of all six activities these
are the more dynamic while the others are static (hopping, bending) or posture related (sitting).
Figure 5.3: Accuracy obtained in each three experiments composing the AA1-AGE scenario of
the supervised, semi-supervised, and transfer learning approach (ensemble).
5.5 Position as shift cause
We intended in this scenario to explore the misplacement of sensors as the leading cause for
distribution mismatch between datasets. Each experiment consists of using a source dataset with
data of a certain position (e.g. wrist) to help identify the activities of a target dataset captured
from a different position (e.g. ankle). We devised two scenarios, one using the ANSAMO, named
AA4-POS, and the other the PAMAP2 dataset, named PP1-POS. Since the ANSAMO dataset
had data captured from four different positions (ankle, chest, waist, wrist), and the PAMAP from
three (ankle, chest, wrist), we devised 18 unique experiments. The former scenario comprehends
12 experiments while the latter 6. As for the activities, the AA4-POS scenario had 7 (bending,
hopping, running, sitting, ascending stairs, descending stairs, and walking) and PP1-POS had 8
(lying, rope jumping, running, sitting, ascending stairs, descending stairs, standing, and walking).
Table 5.3 illustrates both accuracy and f1 scores per approach. Though in scenario AA1-POS
the ensemble technique had the highest score in the other scenario suffered from negative transfer
with less six percentage points than the supervised approach. Regarding the TL techniques indi-
vidually, TCA obtained in PP1-POS scenario the worst performance with a significant difference,
and in scenario PP1-POS none TL technique achieved an effective knowledge transfer (only SA
had a similar performance with the supervised approach).
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Table 5.3: Overall results of the different employed approach types in the AA4-POS and
PP1-POS scenarios.
AA4-POS PP1-POS
ACC F1 ACC F1
SUP 0,25 0,19 0,57 0,55
SEMI 0,24 0,22 0,33 0,32
KMM 0,35 0,29 0,5 0,46
NNeW 0,34 0,3 0,55 0,52
SA 0,24 0,19 0,57 0,55
TCA 0,27 0,21 0,19 0,13
ENSEM 0,36 0,34 0,54 0,49
Tables 5.4 and 5.5 discriminate the performance of the ensemble and baseline methods for
each experiment (also including the ones with the same source and training positions). In all AA4-
POS experiments (excluding the ones with the same source and training positions) the ensemble
technique is able to leverage, though not significantly, the performance by having higher accuracy
than the baseline methods. As for the PP1-POS scenario, the ensemble technique in the majority
of the experiments suffered from negative transfer, mainly when the ankle samples were utilised
as source dataset.
Table 5.4: AA4-POS scenario accuracy results of the supervised, semi-supervised, and transfer
learning approaches.
Target
Ankle Chest Waist Wrist
SUP SEMI ENSEM SUP SEMI ENSEM SUP SEMI ENSEM SUP SEMI ENSEM
Source
Ankle 0,89 0,39 0,83 0,23 0,19 0,31 0,08 0,11 0,21 0,22 0,38 0,47
Chest 0,19 0,17 0,24 0,94 0,37 0,8 0,39 0,31 0,52 0,46 0,27 0,5
Waist 0,13 0,16 0,24 0,25 0,32 0,43 0,88 0,37 0,8 0,24 0,36 0,36
Wrist 0,2 0,32 0,36 0,29 0,13 0,31 0,33 0,2 0,4 0,87 0,37 0,69
Table 5.5: PP1-POS scenario accuracy results of the supervised, semi-supervised, and transfer
learning approaches.
Target
Ankle Chest Wrist
SUP SEMI ENSEM SUP SEMI ENSEM SUP SEMI ENSEM
Source
Ankle 0,84 0,6 0,78 0,42 0,3 0,37 0,65 0,34 0,56
Chest 0,67 0,21 0,64 0,76 0,43 0,73 0,61 0,31 0,59
Wrist 0,57 0,54 0,47 0,49 0,25 0,58 0,68 0,47 0,7
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5.6 Environment as shift cause
Here, the goal was to explore the environment as the primary cause for distribution mismatch be-
tween datasets. We delineated two scenarios, AP1-ENV and PA1-ENV, in which the former uses
the ANSAMO dataset and PAMAP2 as source and target datasets, respectively. The latter employs
the PAMAP2 dataset to leverage the activity recognition in the ANSAMO dataset. Every imple-
mented experiment classifies 5 activities (running, sitting, ascending stairs, descending stairs, and
walking) in 3 different positions (ankle, chest, wrist). Therefore, in total there are 6 experiments,
3 in AP1-ENV and 3 in PA1-ENV.
Table 5.6 demonstrates the average obtained accuracy and f1 score per approach in the two
scenarios. The ensemble approach obtained the highest score in the PA1-ENV with a gap of 11
percentage points between the supervised. However, in the other scenario KMM approach was the
TL technique that leveraged the most with a 7 percentage points difference than the supervised
approach. TCA suffered from negative transfer in both scenarios.
Table 5.6: Overall results (accuracy, and f1-score) of the different employed approach types in
the AP1-ENV and PA1-ENV scenarios.
AP1-ENV PA1-ENV
ACC F1 ACC F1
SUP 0,65 0,64 0,71 0,7
SEMI 0,49 0,44 0,46 0,43
KMM 0,72 0,71 0,77 0,75
NNeW 0,68 0,67 0,78 0,77
SA 0,68 0,65 0,76 0,76
TCA 0,27 0,17 0,25 0,1
ENSEM 0,65 0,6 0,83 0,82
Figures 5.4 and 5.5 discriminate the results obtained by the ensemble and baseline approaches
per activity. In AP1-ENV the ensemble approach had the highest performance in the ankle exper-
iment where outperformed all activities compared with the baseline methods. Furthermore, from
the AP1-ENV three experiments, we can notice that the activities from which the TL technique
leveraged the most were ascending stairs, descending stairs, and sitting. As for the PA1-ENV
scenario, the ensemble obtained a similar performance in the three positions, with higher accuracy
than the baseline methods in the activities descending and ascending stairs.
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Figure 5.4: AP1-ENV scenario accuracy results of the supervised, semi-supervised, and transfer
learning approach (only ensemble).
Figure 5.5: PA1-ENV scenario accuracy results of the supervised, semi-supervised, and transfer
learning approach (only ensemble).
5.7 Discussion
Altogether, we tested twenty-two different approaches in twenty-seven unique experiments grouped
into five scenarios. The goal now is to focus on analysing the performance of the ensemble method
comprehensively, that was composed of three different TL techniques, comparing to the baseline
approaches, the supervised and semi-supervised ones. In three of the five scenarios, the ensem-
ble approach had a significant transfer of knowledge gaining 8 percentage points in AA1-AGE,
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15 in AA4-POS, and 12 in PA1-POS comparing with the supervised approach. In fact, looking
at the obtained performance per activity we can notice that TL leveraged the most especially in
ambulating activities, such as ascending and descending stairs and running. However, in PP1-POS
and AP1-ENV the ensemble suffered negative transfer, having an inferior performance by 7 and 4
points, in f1-score, than the supervised approach.
To statistically understand if there is a significant difference regarding the obtained results,
depicted in Table 5.7, between the ensemble and baseline methods, we resorted to the Friedman
hypothesis test [174]. Having performed the test, the results indicated a significant difference
(Friedman chi-squared = 28.43, df = 2, p-value = 6.707e-07, p-value < 0.01). We then proceeded
to the application of the Nemenyi post-hoc test [175] to identify the existing differences among
the performances of the three approaches. As such, according to test, there is a highly significant
difference between the ensemble and semi-supervised approach (p = 3.3e-07, p < 0.01) and a
significant difference (p = 0.022, p < 0.05) between the ensemble and supervised approach.
Furthermore, with Figure 5.6, which compares the performance variation between ensemble
and supervised, and between ensemble and semi-supervised, we notice a positive median vari-
ance in the two comparisons. While the ensemble has a median positive variance relative to the
semi-supervised of about 23 percentage points, it has a minor variation relative to the supervised
approach with 9 percentage points. In overall, the results show the usefulness of applying TL in
scenarios where there is a considerable distribution mismatch.
Figure 5.6: Accuracy’s variation between the ensemble technique and the supervised approach,
and between the ensemble technique and the semi-supervised approach.
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Table 5.7: Accuracy obtained from the ensemble, and baselines methods per experiment.
SUP SEMI ENSEM
AA1-AGE
Ankle 0,48 0,21 0,58
Chest 0,6 0,4 0,64
Wrist 0,5 0,31 0,59
AA4-POS
Ankle-Chest 0,23 0,17 0,31
Ankle-Waist 0,08 0,11 0,21
Ankle-Wrist 0,22 0,38 0,47
Chest-Ankle 0,19 0,17 0,24
Chest-Waist 0,39 0,31 0,52
Chest-Wrist 0,46 0,27 0,5
Waist-Ankle 0,13 0,16 0,24
Waist-Chest 0,25 0,32 0,43
Waist-Wrist 0,24 0,36 0,36
Wrist-Ankle 0,2 0,32 0,36
Wrist-Chest 0,29 0,13 0,36
Wrist-Waist 0,33 0,2 0,4
AP1-ENV
Ankle 0,71 0,31 0,89
Chest 0,92 0,58 0,86
Wrist 0,67 0,5 0,76
PA1-ENV
Ankle 0,87 0,31 0,89
Chest 0,66 0,58 0,86
Wrist 0,67 0,5 0,76
PP1-POS
Ankle-Chest 0,42 0,3 0,37
Ankle-Wrist 0,65 0,34 0,56
Chest-Ankle 0,67 0,21 0,64
Chest-Wrist 0,61 0,31 0,59
Wrist-Ankle 0,57 0,54 0,47
Wrist-Chest 0,49 0,25 0,58
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Chapter 6
Conclusions
In overall, we accomplished the dissertation delineated objectives. Our work not only contributes
to unsupervised domain adaptation field but to TL as well through the extensive performed sur-
vey. As for future work, we envision the study of this same domain but with an online learning
approach.
This chapter starts with section 6.1 by describing, in overall, the work performed throughout
the dissertation along with the accomplished objectives. It concludes with section 6.2 by stating
the limitations and the envisioned future work.
6.1 Accomplished objectives
We undertook this dissertation to explore TL in the HAR domain with two objectives in mind:
reducing the effort of capturing labelled data; and utilise different, but related, datasets to boost
performance. We started by studying the crucial topics within HAR, from the different sensor ar-
chitecture approaches to the typical ML techniques responsible for the classification of activities.
Then, we proceed to research the field of TL, firstly studying its basic terminologies, fundamental
to understand the existence of dataset shift, and its extensive taxonomy. We conclude state of the
art with an extensive survey of the HAR research works applying TL. As for the methodology,
we determined to delve into unsupervised domain adaptation since it constitutes as a common
HAR scenario, one where we have unlabelled data from target user/s and effortless access to con-
siderable labelled data sample/s of different distributions. Through another survey, we selected
four techniques, TCA, KMM, NNeW, and SA to experiment with both individually and through
a majority-voting ensemble (composed with KMM, NNeW, and SA) in series of 5 different ex-
periments scenarios. One scenario, AA1-AGE explores the user’s age as the central cause of dis-
tribution mismatch, AA4-POS and PP1-POS explore the sensor’s misplacement while AP1-ENV
and PA1-ENV explore the environment. Each scenario is composed of a series of experiments,
making in total 27 unique experiments we implemented. For each experiment, we compare the
performance of the TL techniques with supervised and semi-supervised approaches, both serv-
ing as baseline methods. The yielded results indicate a highly significant difference between the
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TL ensemble approach with the semi-supervised approach and a less but significant difference
with the supervised approach. While the performance variation between the ensemble and semi-
supervised is around positive 23 percentage points, with the supervised is of 9. Nevertheless, the
obtained results show clearly the usefulness of TL within HAR.
Since the literature is scarce in research works (14) applying TL in HAR using wearables, the
dissertation’s content is of great relevance to the field. In general, we highlight the most significant
work’s contributions:
• A comprehensive study on unsupervised domain adaptation: while a typical research
work focuses only on a single distribution mismatch, our work focuses on three different
ones.
• An extensive survey on HAR works applying TL: we performed an intensive survey, col-
lecting in total 14 research studies which we analysed and categorised them according to five
different criteria (feature and label space similarity, source and target data characteristics,
and learning approach - if online or offline). This information is significantly useful to un-
derstand the literature tendencies within this specific domain and for newcome researchers
since it takes considerable time to execute it.
6.2 Limitations and Future Work
Having obtained in experiments negative transfer by some TL techniques, especially with TCA, it
would be better to use multiple datasets as source instead of using one dataset. This multi-source
dataset approach would likely have higher success since it increases the chance of discovering
useful transferable knowledge between the source and target datasets. Furthermore, since the ap-
plied data pre-processing techniques, such as the sliding window and feature extraction techniques,
have a significant influence regarding the model’s outcome it would be interesting to adopt deep
learning approaches. This is because with a deep learning approach there is no need to hand-craft
features, removing any possible negative influence from the pre-processing techniques.
Since we explored unsupervised domain adaptation with an offline learning approach, we con-
sider as the next work’s phase shifting it to an online learning approach. This would be interesting
to investigate because the system would instantly classify the data and update itself over time. It
is expected, initially, a low accuracy but after a sufficient time period, the system could obtain a
high performance just like an offline approach.
Appendix A
Experiments’ Results
Figure A.1: AA4-POS scenario accuracy results of the supervised, semi-supervised, and transfer
learning approaches.
Table A.1: AA1-AGE scenario accuracy results of the supervised, and transfer learning
techniques per utilised classifier.
Ankle Chest Wrist
DT LR NB SV DT LR NB SV DT LR NB SV
SUP 0,4 0,48 0,32 0,21 0,6 0,6 0,5 0,3 0,39 0,5 0,26 0,13
SA 0,27 0,46 0,21 0,44 0,28 0,63 0,3 0,35 0,26 0,52 0,25 0,3
TCA 0,26 0,31 0,31 0,25 0,63 0,41 0,32 0,39 0,23 0,33 0,28 0,32
KMM 0,62 0,38 0,32 0,35 0,61 0,56 0,5 0,35 0,51 0,38 0,25 0,35
NN 0,4 0,57 0,3 0,43 0,8 0,64 0,29 0,38 0,46 0,51 0,25 0,36
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Figure A.2: PP1-POS scenario accuracy results of the supervised, semi-supervised, and transfer
learning approaches.
Table A.2: AA4-POS scenario accuracy results of the transfer learning techniques.
Source
Ankle Chest Waist Wrist
TCA SA NNeW KMM TCA SA NNeW KMM TCA SA NNeW KMM TCA SA NNeW KMM
Target
Ankle 0,56 0,93 0,81 0,73 0,27 0,19 0,28 0,17 0,9 0,13 0,21 0,37 0,14 0,21 0,33 0,28
Chest 0,16 0,23 0,33 0,29 0,39 0,94 0,95 0,86 0,16 0,25 0,38 0,58 0,15 0,28 0,4 0,38
Waist 0,25 0,08 0,29 0,22 0,22 0,31 0,45 0,61 0,43 0,88 0,89 0,91 0,22 0,32 0,4 0,38
Wrist 0,24 0,22 0,14 0,26 0,18 0,49 0,4 0,24 0,2 0,23 0,42 0,41 0,41 0,87 0,88 0,72
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Table A.3: AA1-AGE scenario accuracy results of each transfer learning technique per activity.
Ankle Chest Wrist
TCA SA NNeW KMM TCA SA NNeW KMM TCA SA NNeW KMM
Bending 0,47 0,55 0,6 0,59 0,44 0,71 0,53 0,58 0,36 0,39 0,31 0,4
Hopping 0,31 0,17 0,5 0,81 0,74 0,86 0,93 0,69 0,33 0,62 0,57 0,66
Sitting 0,17 0,86 1 0,75 0,19 0,5 0,58 0,64 0,12 0,56 0,67 1
Ascending
Stairs 0,5 0,62 0,79 0,46 0,33 0,55 0,68 0,58 0,67 0,81 0,93 0,58
Descending
Stairs 0,12 0,17 0,41 0,81 0,43 0,56 0,55 0,58 0,25 0,4 0,4 0,54
Walking 0,39 0,61 0,58 0,73 0,29 0,69 0,72 0,68 0,38 0,62 0,69 0,4
Total 0,31 0,46 0,57 0,62 0,41 0,63 0,64 0,61 0,33 0,52 0,51 0,51
Table A.4: AA4-POS scenario average accuracy results of the supervised, and transfer learning
approaches per utilised classifier.
DT LR NB SV
SUP 0,36 0,41 0,41 0,31
SA 0,28 0,41 0,25 0,3
TCA 0,25 0,29 0,19 0,26
KMM 0,46 0,36 0,39 0,24
NN 0,47 0,35 0,18 0,24
Table A.5: AP1-ENV scenario accuracy results of each transfer learning technique per activity.
Ankle Chest Wrist
TCA SA NNeW KMM TCA SA NNeW KMM TCA SA NNeW KMM
Running 0,31 0,87 0,71 0,91 0 0,79 0,84 0,91 0 0,99 0,68 0,89
Sitting 0,46 0,76 0,63 0,73 0,32 0,53 0,79 0,77 0,02 0,81 0,81 0,79
Ascending
Stairs 0 0,69 0,6 0,77 0 0,57 0,55 0,57 0,26 0,41 0,69 0,46
Descending
Stairs 0 0,72 0,89 0,68 0 0,53 0,67 0,83 0 0,91 0,65 0,94
Walking 0 0,86 0,43 0,83 0,17 0,36 0,69 0,62 0,39 0,75 0,88 0,13
Total 0,37 0,77 0,61 0,76 0,24 0,59 0,69 0,72 0,21 0,67 0,73 0,68
Table A.6: AP1-ENV scenario average accuracy results of the supervised, and transfer learning
approaches per utilised classifier.
Ankle Chest Wrist
DT LR NB SV DT LR NB SV DT LR NB SV
SUP 0,67 0,62 0,51 0,68 0,64 0,66 0,51 0,66 0,61 0,66 0,57 0,53
SA 0,5 0,6 0,3 0,77 0,6 0,49 0,26 0,59 0,67 0,68 0,26 0,67
TCA 0,27 0,21 0,2 0,37 0,3 0,23 0,2 0,24 0,2 0,15 0,11 0,21
KMM 0,76 0,58 0,47 0,52 0,72 0,6 0,39 0,67 0,68 0,62 0,42 0,58
NN 0,61 0,54 0,2 0,51 0,69 0,59 0,2 0,59 0,73 0,6 0,2 0,57
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Table A.7: AP1-ENV scenario results of the supervised, semi-supervised, and transfer learning
approaches.
Ankle Chest Wrist
SUP SEMI ENSEM SUP SEMI ENSEM SUP SEMI ENSEM
Running 0,94 0,72 0,94 0,84 0,73 0,68 0,76 1 0,54
Sitting 0,69 0,58 0,76 0,69 0,43 0,63 0,61 0,4 0,9
Ascending
Stairs 0,58 0,29 0,68 0,5 0,39 0,61 0,66 0,41 0,49
Descending
Stairs 0,38 0,33 0,45 0,78 0,46 0,62 0,57 0,92 0,92
Walking 0,48 0 0,57 0,46 0,5 0,38 0,75 0,65 0
Total 0,62 0,48 0,68 0,66 0,48 0,63 0,66 0,52 0,65
Table A.8: PA1-ENV scenario results of the supervised, semi-supervised, and transfer learning
approaches.
Ankle Chest Wrist
TCA SA NNeW KMM TCA SA NNeW KMM TCA SA NNeW KMM
Running 0,11 0,74 1 1 0,37 0,94 0,83 0,83 0,23 0,9 0,86 0,8
Sitting 0,12 0,71 0 0 0,03 1 0,5 0 0,06 0,09 0 0
Ascending
Stairs 0,38 0,96 0,86 0,87 0,14 0,94 0,83 0,83 0,19 0,94 0,72 0,77
Descending
Stairs 0,28 0,74 0,78 0,88 0,19 0,75 0,76 0,62 0,11 0,79 0,79 0,68
Walking 0,21 1 0,73 0,71 0,32 0,84 0,76 0,73 0,26 0,61 0,69 0,73
Total 0,15 0,81 0,83 0,86 0,3 0,87 0,77 0,76 0,3 0,61 0,73 0,7
Table A.9: PA1-ENV scenario average accuracy results of the supervised, and transfer learning
approaches per utilised classifier.
Ankle Chest Wrist
DT LR NB SV DT LR NB SV DT LR NB SV
SUP 0,68 0,84 0,46 0,62 0,52 0,68 0,46 0,44 0,56 0,63 0,23 0,43
SA 0,53 0,53 0,32 0,81 0,79 0,71 0,16 0,87 0,62 0,66 0,3 0,61
TCA 0,23 0,23 0,15 0,24 0,21 0,12 0,3 0,16 0,15 0,05 0,3 0,1
KMM 0,65 0,86 0,53 0,67 0,74 0,76 0,37 0,79 0,7 0,7 0,37 0,43
NN 0,64 0,83 0,06 0,73 0,72 0,77 0,27 0,71 0,71 0,73 0,1 0,38
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Table A.10: PA1-ENV scenario results of the supervised, semi-supervised, and transfer learning
approach (only ensemble).
Ankle Chest Wrist
SUP SEMI ENSEM SUP SEMI ENSEM SUP SEMI ENSEM
Running 0,71 0,27 0,65 0,92 0,8 0,84 0,75 0,77 0,83
Sitting 0,83 0 1 0,77 0,5 1 0,23 0 0
Ascending
Stairs 0,85 0,46 0,9 0,4 0,53 0,68 0,55 0,11 0,89
Descending
Stairs 0,9 0,4 1 0,58 0,46 0,88 0,61 0,21 0,72
Walking 1 0 0,86 0,57 0,46 0,84 0,76 0,71 0,77
Total 0,84 0,37 0,86 0,68 0,49 0,85 0,63 0,51 0,8
Table A.11: PP1-POS scenario accuracy results of the transfer learning techniques.
Source
Ankle Chest Wrist
TCA SA NNeW KMM TCA SA NNeW KMM TCA SA NNeW KMM
Target
Ankle 0,27 0,81 0,81 0,83 0,21 0,7 0,67 0,48 0,24 0,57 0,58 0,65
Chest 0,2 0,44 0,37 0,25 0,15 0,74 0,71 0,73 0,17 0,45 0,53 0,59
Wrist 0,19 0,71 0,52 0,49 0,16 0,58 0,61 0,52 0,22 0,6 0,61 0,69
Table A.12: PP1-POS scenario average accuracy results of the supervised, and transfer learning
approaches per utilised classifier.
DT LR NB SV
SUP 0,52 0,63 0,49 0,59
SA 0,31 0,62 0,28 0,58
TCA 0,15 0,2 0,2 0,15
KMM 0,51 0,58 0,43 0,46
NN 0,52 0,6 0,23 0,5
Table A.13: Pairwise comparisons between ensemble, supervised, and semi-supervised
approaches using Nemenyi multiple comparison test.
SUP SEMI
SEMI 0.022 -
ENSEM 0.022 3.3e-07
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