Summary. We investigate the high resolution coding problem for solutions of stochastic differential equations in the L p [0, 1]-and the C[0, 1]-space. Tight asymptotic estimates are found under weak regularity assumptions. The main technical tool is a decoupling method which allows us to relate the complexity of the diffusion process to that of the Wiener process in certain random Banach spaces.
Introduction
In this article, we study the high resolution quantization problem for R dvalued stochastic processes X that are solutions of stochastic differential equations. We let C([0 
where the infimum is taken over all discrete, E-valued random vectorsX (reconstructions) with | range (X)| ≤ e r . The main objective is to provide sharp estimates for the asymptotic quantization error. Apart from the quantization problem, the new methods prove to be useful also when considering entropy constrained coding. Until the end of the past century, research was mainly focused on source signals X in finite dimensional spaces. An extensive overview on this theory is contained in the monograph by Graf and Luschgy (2000) . For a general absolutely continuous measure µ on R d , the asymptotic quantization error is related to that for the uniform distribution on the unit cube; essentially, one obtains an additional factor depending on the quantity dµ dλ d L q , where q > 0 is a parameter depending on the studied moment (see Graf and Luschgy (2000) , Theorem 6.2). In Fehringer (2001) and Dereich et al. (2003) , the asymptotic quantization problem was treated for Gaussian measures on separable (typically infinite dimensional) Banach spaces. In this setting, the quantization error can be estimated against the inverse of the small ball function. Results from the theory of small ball probabilities then lead to good estimates for many important examples. Moreover, in Dereich and Scheutzow (2004) it is found that for the d-dimensional Wiener process W considered in C([0, 1], R d ), there exists a constant K ∈ (0, ∞) independent of the moment index p > 0 such that the quantization error satisfies
as the rate r tends to infinity. The constant K is related to the principal eigenvalue of the Dirichlet problem on the unit disc. In particular, one obtains for d = 1 that K ∈ [ π √ 8
, π].
Here and elsewhere we write f ∼ g iff lim f g = 1, while f g stands for lim sup f g ≤ 1. Finally, f ≈ g means
When the underlying space of the original process X is a Hilbert space, a detailed analysis of the problem is possible: For any moment p > 0 the asymptotic quantization error is equivalent to the distortion-rate function for the second moment norm-based distortion (mean squared error). The statement requires only mild conditions on the asymptotics of the eigenvalues of the corresponding covariance operator (see Dereich (2003) , Theorem 6.2.1; Luschgy and Pagès (2004b) ). By a result of Kolmogorov (see Ihara (1993) , Theorem 6.9.1) the distortion-rate function is given by some implicit formula and the explicit asymptotics can be computed in many cases. In particular, if the sequence of ordered eigenvalues (λ n ) is regularly varying with index −α < −1, then for any moment index p > 0,
as r → ∞ (see Luschgy and Pagès (2004b) ). In particular, the
Let us now focus on the coding complexity of solutions (X t ) t∈[0,1] of stochastic differential equations. Luschgy and Pagès (2004a) considered 1-dimensional diffusions with continuously differentiable diffusion coefficients. Their coding strategy is based on the Lamperti transform which maps the original (X t ) onto a process (X t ) which is a Brownian motion plus drift term. Approximating the processX by some close processX and inverting the Lamperti transform forX leads to a "good" reconstruction of the original. Under a regularity assumption on the Lamperti transform (assumption (3.8)) and the assumption that the diffusion coefficient is strictly bounded away from 0, they are able to prove that
for any q ∈ [1, ∞) and p ∈ [1, ∞). The same estimate is valid when the L q -norm is replaced by the supremum norm. In contrast to Luschgy and Pagès (2004a) , we use the Doob-Meyer decomposition and a time change to approximate the original. Our approach leads to the strong asymptotics in the quantization problem when the underlying norm is the supremum norm. Moreover, we obtain an upper bound for the L q -norm which we conjecture to be asymptotically tight. Our analysis requires only mild regularity assumptions for the drift and diffusion coefficients. Moreover, the multi-dimensional case with scalar diffusion coefficient is included in our approach. We shall see that the coding problem for diffusions is tightly connected to that for the Wiener process, and this link will be the main tool in the proofs of the present results. Beyond the quantization problem, this fact seems to be useful as well when considering the entropy constrained coding problem. Let us now fix the notation. Let (Ω, F, (F t ) t≥0 , P) be a complete filtered probability space that satisfies the usual hypotheses, i.e. F 0 contains all Pnull sets of F and (F t ) is right continuous. Let (W t ) t≥0 be a d-dimensional (F t )-Wiener process. We denote by σ :
, and assume that (X t ) t≥0 is an (F t )-adapted semimartingale solving the integral equation
For ease of notation, we abridge b t := b(X t , t) and σ t := σ(X t , t) for t ≥ 0.
(X t ) t∈ [0, 1] represents the original process which will be approximated by some discrete r.v.X, the reconstruction. Our analysis requires the introduction of the quantization error under random distortion measures. In the setting of a supremum norm-based distor-
where the infimum is taken over all discrete, E-valued r.v.Ẑ with
This is the p-th moment quantization error for the rate r, source Z and distortion ρ. An E-valued r.v.Ẑ is called a regular reconstruction for Z, if
for all ω ∈ Ω. Condition (2) is satisfied, if, for instance,Ẑ is a reconstruction induced by a codebook containing the zero function 0. The quantization quantity obtained when confining oneself to regular reconstructions is denoted by D (q,0) (r|Z, ρ, p). Our analysis is based on a technical assumption:
Moreover, we assume that the process (σ t ) t∈[0,1] is not indistinguishible from the constant 0-function. Note that assumption (C) does neither ensure existence nor uniqueness of the solution of the stochastic differential equation (1). A useful consequence of assumption (C) is that E[ X
] is finite for any p ≥ 1. Our main objectives are the following two theorems:
Theorem 1.3. Let p ≥ 1 and K < ∞ be such that
In order to approximate the process (X t ) t∈[0,1] , we write (X t ) in its DoobMeyer decomposition X t = M t + A t , where
We shall see that the dominant term in the quantization problem is the continuous martingale M . As is well known, we can represent M as a time change of a Wiener process. Let
By changing the drift and diffusion coefficients outside the time window [0, 1] we can ensure that lim t→∞ ϕ(t) = ∞ without changing the process
We roughly sketch the idea of the coding scheme for M . It can be decomposed in the following two steps:
1. approximate the real time transform ϕ by some random monotone functionφ ∈ C[0, 1], and
ThenM =Ŵφ (·) is considered as the reconstruction, and the coding error can be controlled by
In the setting of L p -norm based distortion, the corresponding estimate is then
Denoting by ν the random measure induced byφ, i.e. ν :
We shall see that, in both cases, the first term in the sum is asymptotically negligible so that the asymptotics are governed by the second terms. So we need strong estimates for the second term, whereas weak estimates suffice for the first term. The article is outlined as follows. The proofs of the theorems are based on a representation of the diffusion (Theorem 7.1) which will be given in Section 7. The proof of this statement requires a couple of preliminary results: We start in Section 2 by providing an upper bound for the quantization error based on entropy numbers of compact embeddings. These yield weak asymptotic estimates which enable us to control the asymptotically negligible terms. Next, we prove an estimate for the moments of the Hölder norm of continuous martingales. Based on this estimate, we then show that the time transform ϕ lies in a Hölder-Zygmund space, and that all its moments are finite. This leads to estimates for the quantization problem for ϕ. The next section is devoted to an upper bound for
In the following section, results of the theory of enlargements of filtrations are used to show that roughly speaking the martingale W can be assumed to be independent of the time transformφ without changing the coding complexity. Putting all these results together leads to the proof of the main representation (Theorem 7.1). With this theorem, the problems of coding the diffusion are equivalent to coding W in random L p (ν) and C[0, τ ]-spaces, respectively. Solving the optimal rate allocation problems leads to the main theorems.
Entropy numbers and the quantization problem
Let (E, · E ) and (F, · F ) denote normed vector spaces such that E is compactly embedded into F . We denote by e n = e n (E, F ) the entropy numbers of the embedding, i.e.
We assume that E is endowed with a σ-field such that both norms and the vector space operations are measurable. In this section we write f g iff lim sup
Lemma 2.1. Let α > 0, and suppose that E is compactly embedded into F with
Proof. Fixp > p > 0. Notice that it suffices to prove the existence of a constant c < ∞ such that for any E-valued r.v.
since the general statement then follows by a scaling argument.
Notice that e n = e n (E, F ) is bounded by the norm id : E → F =: ξ. Consequently, using assumption (5), there exists c 1 < ∞ with
Let U = B E (0, 1) and
Then one has log N (2e n , U ) ≤ (n − 1) log 2, and hence:
By the monotonicity of ε → N (ε, U ), it now follows that log N (ε,
and, consequently,
for every s, ε > 0. We fix η > 0 such that (1 + η)p <p, let ε > 0 arbitrary and consider
and s −1 := 0. We use ε i -nets of the sets s i U to generate an appropriate codebook. Note that ε i ≥ ξs i , if
Since ξ x E ≥ x F for x ∈ E, the set {0} is an optimal ε i -net of r i U for i ≥ M . We consider the codebook
where
Sincep > (1 + η)p, the previous sum converges. Consequently, there exists a constant c 3 < ∞ not depending on Z and such that
It remains to compute an upper bound for the size of C(ε). If ε ≥ ξ, then M = 0 and |C(ε)| = 1. On the other hand, for ε < ξ equation (7) implies
Combining both estimates, we conclude that there exists a constant c 4 < ∞ such that for all ε > 0,
for ε > 0 and, hence, choosing r > 0 arbitrary and ε = (r/c 4 ) −1/α yields
is uniformly bounded by ξ, we finally conclude that there exists a constant c 6 < ∞ such that
where (σ t ) is an (F t )-adapted process such that the integral is well defined. In this section we do not require that (σ t ) be given by σ t = σ(X t , t).
Based on the GRR inequality (see Garsia et al. (1970 Garsia et al. ( /1971 ) we derive an upper bound for the moments of |M | α :
The constant c does not depend on the martingale M .
Proof. Fix α ∈ (0, 1/2). Let f : [0, 1] → R be a continuous function and let β, γ > 0 with α = γ − 2/β. We consider Ψ(x) = |x| β and p(x) = |x| γ , x ∈ R. Then the GRR lemma states that for
one has
ξ 2 dp(ξ) = 8
|s−t| 0 (4B) 1/β ξ 2/β dp(ξ)
Now fix i ∈ {1, . . . , d} and consider the i-th coordinate of M (denoted by M i ) instead of f . We define B := B(M i ) in analogy to (8), and estimate the κ-th moment of |M i | α for κ ≥ β ∨ 2. Using Jensen's inequality and the Burkholder-Davis-Gundy (BDG) inequality, we conclude that there exists some constant c 1 = c 1 (κ) < ∞ such that
Applying again the Jensen inequality leads to
By elementary analysis, one can show that the inner two integrals satisfy, for δ ∈ (0, 1):
Consequently,
Thus if −κγ + κ/2 > −1, then there exists a constant c 2 < ∞ depending on κ and γ with
Now we need to study for which κ ∈ R + there exist appropriate values for β and γ admitting an estimate (9) with finite c 2 : β and γ need to satisfy
When choosing γ ∈ (1/2, ∞), conditions (i) to (iii) are equivalent to
Elementary analysis implies the existence of an estimate like (9) for each
The general assertion of the lemma is obtained via applications of the triangle inequality.
Remark 3.2. The condition that κ > 2/(1−2α) is necessary for the validity of the lemma. If the condition is not satisfied, a counterexample is obtained as follows: fix ε ∈ (0, 1] and let σ t := 1 [0,ε] (t)ε −1/κ (t ∈ [0, 1]); then the right hand side of the inequality is equal to c, whereas E[|M | κ α ] tends to infinity when letting ε to zero.
Regularity of ϕ and its coding complexity
We assume again the setting of section 1. Let m ∈ N, α ∈ (0, 1] and
denote the s-th Hölder-Zygmund norm and denote by
the corresponding Banach space. Owing to Kolmogorov, the space C s is compactly embedded into C[0, 1] and the corresponding metric entropy numbers satisfy
Thus Lemma 2.1 immediately implies:
Lemma 4.1. Letp > p > 0 and s > 0. There exists a constant c = c(p,p, s) such that for all C s -valued random variables Z and all r ≥ 0
We use this fact to prove the following lemma.
Lemma 4.2. For p > 0 and α ∈ (0, β/2), there exists a constant c < ∞ such that
Proof. Recall that ϕ(t) = t 0 σ 2 s ds. Thus, in view of Lemma 4.1, it suffices to prove that for p ≥ 1 and α ∈ (0, β/2),
Note that by assumption (C): ] ] is finite for all p ≥ 1. It remains to consider E[|σ 2 | p α ]. By Theorem 3.1, it is true that for every α ′ ∈ (0, 1/2) and p ≥ 1
Since in general |σ 2 | α ≤ 2 σ [0,1] |σ| α , one also has: 
where n := ⌈T /ε 1 ⌉.
Proof. Let T, ε 1 , ε 2 and n as in the lemma. Set t i = iε 1 , i = 0, . . . , n − 1, and t n = T . It holds sup {s,t∈[0,T ]:
Note that the random variables M 0 , . . . , M n−1 are independent and, therefore,
We compute
where Ψ(t) := (2π) −1/2 ∞ t exp{−x 2 /2} dx (t ∈ R). By assumption, the last term is less than 1 and 
Lemma 5.3. For any A ∈ F and p > 0, it holds
Proof. Due to Ledoux and Talagrand (1991) (p. 99 ) (see also Ledoux (1996), p. 202, 210) it holds
where C * ε 1 ,T is the topological dual of C ε 1 ,T . As a consequence of the isoperimetric inequality, one obtains
Therefore, we can find a standard normal random variable N on a sufficiently large probability space such that
where N + = N ∨ 0. Consequently,
Lemma 5.4. For p > 0 there exists a constant c = c(p) such that for all A ∈ F, T, ε 1 > 0 one has
where q := P(A).
Proof. By elementary analysis one obtains
and thus
Consequently, there exists some constant c 1 = c 1 (p) < ∞ such that for all ε ∈ (0, 1]
An application of the previous two lemmas yields
where q := P(A) and c 2 = c 2 (p) is a constant only depending on p.
Lemma 5.5. Suppose thatφ (r) (r ≥ 0) are reconstructions for ϕ such that
Then for any p ≥ 1,
Proof. Consider the r.v.'s ε 1 := ε 1 (r) := ϕ−φ (r)
[0,1] and τ := sup t∈[0,1] ϕ(t).
Let now I := {e i : i ∈ N 0 },
ε 1 andτ are discrete r.v.'s dominating ε 1 and τ and satisfyinḡ
Denote by (p ε,t ) the probability weights of (ε 1 ,τ ). Then the triangle inequality and Lemma 5.4 yield
for some appropriate constant c 1 = c 1 (p). Notice that the second term is dominated by
where c 2 = c 2 (p) < ∞ is a universal constant and H p−1 denotes the generalized entropy
/2 e i and t = e j (i, j ∈ N 0 ). If i, j ∈ N, one obtains with (11) and the Cauchy-Schwarz inequality
If i = 0 and j ∈ N, then
whereas for i ∈ N and j = 0, one obtains
Note that the above estimates for p ε,t do not depend on the rate r ≥ 0 and decrease sufficiently fast to zero in order to provide the finiteness of H p−1 (ε 1 ,τ ). Therefore, H p−1 (ε 1 ,τ ) is uniformly bounded for all r ≥ 0 by some constant c 3 < ∞ depending only on E[(τ + 1) 2 ] 1/2 . Consequently, Σ 2 is uniformly bounded. It remains to consider the first expression Σ 1 . Using (11) and the inequalitȳ τ ≥ 1 we arrive at
An application of the Cauchy-Schwarz inequality then yields that
and the assertion follows.
6 Coding (W t ) t∈ [0,τ ] We need some more notations. For
Moreover, for T > 0 and ] if f is weakly differentiable on [0, T ] and f H T = ∞, otherwise. The corresponding Hilbert spaces are denoted by H and H T . We recall some results of the theory of enlargements of filtrations (see Jeulin and Yor (1985) , Ankirchner et al. (2004) ). Let (F W t ) be the filtration generated by the Wiener process (W t ) and denote by Z a discrete random variable with probability weights (p x ). We consider the enlarged filtration G t = F W t ∨σ(Z) (t ≥ 0) and assume that for some fixed p ≥ 1 the generalized entropy
is finite. Then the process (W t ) is a (G t )-semimartingale, and its DoobMeyer decomposition W t =W t +Ā t comprises a (G t )-Wiener process (W t ) and a process of bounded variation (Ā t ) satisfying
Here, the constant κ p depends only on p.
We recall that H 1 is compactly embedded into C([0, 1], R d ) and that its entropy numbers satisfy
Proof. By Lemma 2.1, the statement holds for fixed time T = 1 for an appropriate constant c > 0. Notice that for T > 0 the maps
are isometric isomorphisms. Consequently,
.
Main representation of the diffusion
In this section we derive a representation of the diffusion which allows us to relate the coding complexity of the diffusion process to that of the Wiener process. This will lead to the main theorems.
•W (r) is a Wiener process that is independent ofφ (r)
Proof. 
2.) Let W =W (r) +Ā (r) be the Doob-Meyer decomposition of W under the side informationφ (r) . We want to apply Lemma 6.3: Let τ (r) :=φ (r) (1).
Due to the regularity ofφ (r) it holds ϕ −φ (r)
[0,1] ≤ ϕ [0, 1] and, hence,
is uniformly bounded for all r ≥ 0. Recall that | range (φ (r) )| ≤ exp{r γ 1 }. Moreover, for γ 2 := (3 + γ 1 )/4 < 1 it holds
Therefore Lemma 6.3 implies that
and there exist a constant c 3 < ∞ and continuous reconstructionsÂ (r) such that
Finally notice that by Lemma 6.1, there exists a constant c 4 < ∞ and reconstructionsÂ (r) for A such that for all r ≥ 0
where δ 3 := 1 6 and γ 3 = 2 3 . 3.) We rewrite X in terms of the new r.v.'s:
Due to (17), (18) and (19) it follows that the processX
whereφ −1 (t) := inf{s ≥ 0 :φ(s) ≥ t}. SinceW t = Xφ−1 (t) −Xφ−1 (t) forProposition 9.2. Letp > p ≥ 1 and m ∈ N. There exists a constant c < ∞ such that for all R m -valued random variables Z and all r ≥ 0,
Proof of Lemma 9.1. First consider the case where ν is a probability measure on [0, T ). For t ∈ [0, T ) let
denote the measure induced by the map θ t . Now let W be a r.v. attaining at most e r different values with
Using the Jensen inequality we arrive at
where A 1 and A 2 denote R d -valued r.v.'s which still need to be fixed appropriately. Then the coding error can be controlled by
] is finite and due to Proposition 9.2 there exists a constant c 1 = c 1 (p) < ∞ only depending on p ≥ 1 such that for all ∆r ≥ 0
Notice that E[|Z| 2p ] 1/2p ≤ c 2 √ T for some constant c 2 = c 2 (p) < ∞ only depending on p. Choose now A 1 , A 2 such that the random variable (A 1 , A 2 ) has range of size e ∆r and satisfies
where c := 2 c 1 c 2 . ThenŴ ′ as defined in (22) has range of size e r+∆r and by (23) it holds
For a general finite measure ν ∈ M[0, T ) there exists a probability measure ν 1 ∈ M[0, T ) such that ν = ν[0, T ) · ν 1 , and one has
The assertion follows immediately.
10 The quantization complexity of X in L p [0, 1] For fixed p ∈ [0, ∞), we consider asymptotic upper bounds for
We denote by K = K(p) < ∞ a constant with the property that
Due to Dereich et al. (2003) such a constant exists.
Theorem 10.1.
Proof. LetX =X (r) ,X =X (r) ,φ =φ (r) andW =W (r) be as in Theorem 7.1. Recall that the time changeφ =φ (r) and the Wiener processW = W (r) are independent. We fix n ∈ N and denote τ i := τ i (r) :=φ (r) (i/n) (i = 0, . . . , n) and τ := τ (r) :=φ (r) (1). Moreover, let for t ∈ [τ i−1 , τ i ), 
It remains to combine all estimates to control the quality and complexity of the reconstructionX :=X (r) :=X +Ŵφ (·) .
One has:
log | range (X)| ≤ log | range (X,Ŵ ,φ)| ≤ r + (2dn + 1)∆r + log | range (X,φ)| = (1 + o(1)) r.
Moreover, notice that
hence:
The statement is valid for all n ∈ N and it remains to show that lim n→∞ Z n = E[ σ p L 2p/(p+2) [0, 1] ] 1/p . Let for fixed n ∈ N and for i = 1, . . . , n and t ∈ [(i − 1)/n, i/n),σ Then we can rewrite Z n in terms ofσ 2 :
As n tends to infinity,σ 2 converges pointwise to σ 2 . Hence, the result follows by the dominated convergence theorem.
