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Abstract
New approaches to the study of stability of solutions of Set Differen-
tial Equations (SDEs) based on convex geometry and the theory of mixed
volumes are proposed. The stability of the forms of program solutions of
linear SDEs with a stable operator is proved. We consider the orbit of the
action of homotheties group on the space of nonempty convex compacts
(conv Rn) as the form of a convex compact. For equations with periodic
operator in the two-dimensional space the asymptotic stability conditions
are established.
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1 Introduction
Differential equations with Hukuhara derivative (Set Differential Equations
(SDEs)) were first considered in [1]. Further development of the theory of
differential equations with Hukuhara derivative has been summarized in
the monograph [2], where the conditions of existence and uniqueness of
solutions of the Cauchy problem, the convergence of successive approxima-
tions including the principle of comparison and the theorems of Lyapunov’s
2direct method have been formulated. In papers [5, 6] the results and meth-
ods of geometry of convex bodies, developed in the classical works of H.
Minkowski and A.D. Alexandrov [3, 4], were used for the study of stability
of solutions for dynamical systems in the space of convex compact sets
in Rn. In this paper, these ideas are applied to the study of stability of
solutions for Set Differential Equations.
Let (conv Rn, dH) be a metric space of nonempty convex compact sets
in Rn and dH is the Hausdorff metric.
This work is devoted to the study of the properties of solutions for SDEs
of the form
DHX(t) = AX, (1.1)
whereX(t) ∈ conv Rn, A ∈ L(Rn). Here and later, if (X, ‖.‖X) is a Banach
space, then L(X) is a Banach algebra of bounded linear operators on X.
We note that the dynamic properties of the differential equation (1.1) are
significantly different from the properties of the similar ordinary differential
equation (ODE)
dx
dt
= Ax, (1.2)
where x ∈ Rn, A ∈ L(Rn).
Consider the following simple example [2]. Consider the ODE
dx
dt
= −x, (1.3)
x ∈ R. A similar equation in conv R is of the form
DHX(t) = JX(t), (1.4)
where X ∈ conv R, J is a reflection operator, i.e.,
JX = {−x | x ∈ X}.
Let X(t) = [x1(t), x2(t)] ∈ conv R, x1(t) ≤ x2(t) is a solution of differential
equation (1.4) with the initial condition X0 = [x10, x20], x10 ≤ x20. Then
3the Cauchy problem for (1.4) is equivalent to Cauchy problem for the
system of differential equations
dx1
dt
= −x2, x1(0) = x10, dx2
dt
= −x1, x2(0) = x20.
By integrating this system we obtain the solution of the Cauchy problem
(1.4)
X(t) = [x10 cosh t− x20 sinh t, x20 cosh t− x10 sinh t], t ≥ 0.
We note that diam X(t) = et diam X0 and the solution x = 0 of ODE (1.3)
is asymptotically stable in the sense of Lyapunov.
Consider the stability problem of the solutionX ≡ 0 of (1.4) with respect
to the Hausdorff metric. It is easy to see that dH(X, θ) = max[|x1|, |x2|]
and dH(X(t), θ)→∞ for t→∞, provided that X(0) = X0 is not a single
point. Thus, the solution X = 0 is unstable.
The use of Hausdorff metric as a measure does not lead to a meaningful
problem statement about stability of solutions of SDEs. This is due to the
fact that the nondecreasing of function diam X(t) is necessary condition
for Hukuhara differentiability of mapping X(t).
This example shows that a meaningful problem statement about stability
of solutions of SDEs is a non-trivial task and is concerned with an adequate
choice of measures with respect to which we can consider the stability
problem.
In this paper, the problem of choosing an appropriate measures with
respect to which we investigate stability is solved on the basis of geometrical
considerations.
We introduce the space of shapes of convex bodies as the quotient set
of the space conv Rn on action of group of homotheties in space Rn. Then
in a conventional manner the quotient metric for Hausdorff metric dH is
introduced. The geometric meaning of quotient metric is the deviation of
4the convex bodies shapes. The stability problem is considered with respect
to this quotient metric.
We note that stability of shapes of attainable sets for linear impulsive
systems was considered in [7]. Here, the space of shape of convex compact
sets is considered as a quotient space of conv Rn on the action of the general
affine group.
2 Problem statement
Let G be a certain affine group in the space Rn, then its action naturally
extends to the space conv Rn
gX = {gx |x ∈ X}, X ∈ conv Rn, g ∈ G.
The orbit of X, under the action of the group G is defined as a subset
Or G(X) = {gX | g ∈ G} ⊂ conv Rn.
The set of all orbits is denoted by conv Rn/G. This quotient space is
endorsed with the following metric
ρ[Or G(X),Or G(Y )] = inf{dH(g1X, g2Y ) | gi ∈ G, i = 1, 2}.
Depending on the choice of the group G, we get different classification
of elements of the space conv Rn. If, for example, G = GL(Rn) \ Rn
is a general affine group of the space Rn, then we obtain a more rough
classification and if G = Rn is a group of translations of the space Rn then
we obtain a thinner classification.
In this paper, G is a group of homotheties namely the semidirect product
of the group of dilations and group of translations of the space Rn.
We introduce a subset
C = {X ∈ conv Rn | int X 6= ∅}.
5If X ∈ C, then we set X˜ def= X
n
√
V [X ]
, where V [X] is a volume of a convex
compact X. Then Or G(X) = Or G(X˜) and if Y ∈ C, then we get
ρ[Or G(X),Or G(Y )] = inf{dH(X˜, Y˜ +x) |x ∈ Rn} = ρ[Or Rn(X),Or Rn(Y )].
In the space conv Rn we consider the Cauchy problem for SDEs
DHX(t) = AX(t), X(0) = X0, X0 ∈ C, (2.1)
where DH is a Hukuhara derivative operator, X(t) ∈ conv Rn, t ∈ R+,
A ∈ L(Rn) is an orthogonal operator, that is A∗A−1 = I, A∗ is the adjoint
operator.
Since X0 ∈ C we have X(t) ∈ C for all t ≥ 0.
Let X∗(t) be a program solution of the Cauchy problem (2.1) with the
initial value X∗(0) = X∗0 ∈ C.
Next we give the definition of Lyapunov stability of solutions of the
Cauchy problem (2.1).
Definition 2.1 Program solution X∗(t) is said to be
1) Lyapunov stable if for any ε > 0 there exists a positive number δ =
δ(ε,X∗0) such that, for all X0 ∈ C the condition ρ[Or G(X0),OrG(X∗0)] < δ
implies ρ[Or G(X(t)),OrG(X
∗(t))] < ε for all t ≥ 0;
2) conditionally asymptotically stable with respect to the set M ⊂ C, if
it is stable and there exists a scalar σ0 > 0 such that, for all X0 ∈ M if
ρ[Or G(X0),OrG(X
∗
0)] < σ0 then we have
lim
t→∞ ρ[Or G(X(t)),OrG(X
∗(t))] = 0.
In this paper, we investigate the stability and asymptotic stability of
solutions of the Cauchy problem (2.1) in the sense of the above definition.
63 Auxiliary results
For X, Y ∈ C we define the functional
∆[X, Y ] =
V n1 [X, Y ]
V n−1[X]V [Y ]
− 1.
Here V1[X, Y ] is the first mixed volume of convex compacts X and Y .
Based on Brunn–Minkowski inequality [4], we get ∆[X, Y ] ≥ 0, and
∆[X, Y ] = 0 if and only if Y ∈ Or G(X). It is obvious that the func-
tional ∆[X, Y ] depends only on the orbits Or G(X) and Or G(Y ). This
functional will be used as an analogue of the Lyapunov function.
The study of stability of solutions of the Cauchy problem (2.1) is based
on the Theorem 1.2, proved in [8] on the basis of more accurate Brunn–
Minkowski inequality established by V.I. Discant.
For X ∈ C, let RX , rX be the radii of the circumscribed and in-
scribed balls for convex compact X respectively. Let X(t) and Y (t)
be one-parameter families of sets from C. It should be noted also that
dH((X˜)
′, Y˜ ) = ρ(Or G(X),OrG(Y )), whereX ′ is a shift of setX ∈ conv Rn.
Lemma 3.1 Assume that
R = sup
t≥0
{RX˜(t), RY˜ (t)} <∞, r = inft≥0{rX˜(t), rY˜ (t)} > 0.
Then there exist the positive constants ε0, C1 and C2 which depend only on
n, R and r such that
∆[X, Y ] ≤ C2̺[Or G(X),Or G(Y )] (3.1)
and if ∆[X, Y ] < ε0 we have
C1̺
n2[Or G(X),Or G(Y )] ≤ ∆[X, Y ]. (3.2)
Proof. Inequality (3.2) is a direct consequence of the reasoning in the
proof of Theorem 1.2 from [8]. Next, we will prove the inequality (3.1).
7By definition of the metric, we get
(Y˜ (t))′ ⊂ X˜(t) + ̺B1(0), ̺ = ̺[Or G(X(t)),OrG(Y (t))] = dH(X(t), (Y (t))′),
where B1(0) ⊆ Rn is an open unit ball with center at x = 0. By monotony
of functional V1[X, Y ] and using Brunn-Minkowski inequality, we obtain
1 ≤ V1[X˜(t), Y˜ (t)] = V1[X˜(t), (Y˜ (t))′] ≤ V1[X˜(t), X˜(t) + ̺B1(0)]
= 1 + ̺V1[X˜(t), B1(0)] ≤ 1 + ̺V1[RX˜(t)B1(0), B1(0)]
= 1 + ̺RX˜(t)υ ≤ 1 + ̺[Or G(X˜(t)),OrG(Y˜ (t))]Rυ,
where υ = V [B1(0)]. Thus, we get the equality
∆[X(t), Y (t)] = V1[X˜(t), Y˜ (t)]−1 ≤ C2̺[Or G(X(t)),OrG(Y (t))], C2 = Rυ.
The lemma is proved.
In order to estimate the changes of functionals V [X] and V1[X,X
∗] along
the solutions of the Cauchy problem, we shall use the comparison method
[2].
Let k = {k1, . . . , kn−1} be a certain unordered set of indices, where
ki ≥ 0, and K be the set of all such index sets.
Define the auxiliary functionals
Ξk[X,X
∗] = V [Ak1X,Ak2X, . . . ,Akn−1X,X∗]
and the functions ζk(t) = Ξk[X(t), X
∗(t)].
Using the continuity of the functional of mixed volume, it is easy to show
that for the sets k = (k1, . . . , kp, 0, . . . , 0), kj ≥ 1, j = 1, . . . , p we have the
formula
dζk(t)
dt
= ζk1+1,k2,...,kp,0,...,0(t)+....+ζk1,k2,...,kp+1,0,...,0(t)+(n−p)ζk1,k2,...,kp,1,0,...,0(t),
(3.3)
and for the sets k ∈ K in which kj ≥ 1, j = 1, . . . , n− 1, we have
dζk(t)
dt
= ζk1+1,k2,...,kn−1(t) + ....+ ζk1,k2,...,kn−1+1(t) + ζk1−1,k2−1,...,kn−1−1(t).
(3.4)
8Define the set
l∞ = {{xk}k∈K | sup
k∈K
|xk| <∞} (3.5)
and the norm ‖x‖l∞ = sup
k∈K
|xk|.
On the set l∞ the operations of addition and nonnegative scalar multi-
plication are defined in a natural way.
It is easy to see that (l∞, ‖.‖∞) is a Banach space. Let us show that
{Ξk[X,X∗]}k∈K ∈ l∞. In fact,
X ′ ⊂ RXB1(0), (X∗)′ ⊂ RX∗B1(0),
Ξk[X,X
∗] = Ξk[X ′, (X∗)′] = V [Ak1X ′,Ak2X ′, . . . ,Akn−1X ′, (X∗)′]
≤ Rn−1X RX∗V [Ak1B1(0),Ak2B1(0), . . . ,Akn−1B1(0), B1(0)] ≤ Rn−1X RX∗υ.
Therefore, differential equations (3.3) and (3.4) can be represented in an
abstract form
dζ
dt
= Ωζ,
where ζ ∈ l∞, Ω: l∞ → l∞ is a linear operator. It is obvious that Ω ∈ L(l∞)
and ‖Ω‖L(l∞) = n.
Hence it follows that
V1[X(t), X
∗(t)] =
∑
k∈K
akΞk[X0, X
∗
0 ], (3.6)
where ak are the coefficients that do not depend on the operator A. Op-
erator Ω is positive relative to the cone l+∞ = {{xk}k∈K ∈ l∞ | xk ≥ 0} and
therefore the coefficients ak are nonnegative.
Assuming that X∗0 = X0 in formula (3.6), we get
V [X(t)] =
∑
k∈K
akMk[X0], (3.7)
where Mk[X0] = Ξk[X0, X0].
Let us prove that ∑
k∈K
ak = e
nt. (3.8)
9Let X0 = B1(0), then as the linear operator A is orthogonal, we get
AB1(0) = B1(0). It is obvious that X(t) = e
tB1(0) is a unique solu-
tion of the Cauchy problem (2.1) with initial conditions X(0) = B1(0) and
Mk[B1(0)] = V [B1(0)]. From (3.7) we obtain
entV [B1(0)] = V [e
tB1(0)] =
∑
k∈K
akMk[B1(0)] =
∑
k∈K
akV [B1(0)],
and we get (3.8).
Lemma 3.2 For the volume V [X(t)] of solution X(t), X(0) = X0 of linear
differential equation (2.1) the following estimate holds for all t ≥ 0
V [X0]e
nt ≤ V [X(t)] ≤M [X0]ent, (3.9)
where M [X0] = max
k∈K
Mk[X0].
Proof. Applying the Brunn-Minkowski inequality, we obtain
dV [X(t)]
dt
= nV1[X(t),AX(t)] ≥ nV [X(t)].
Hence the inequality V [X(t)] ≥ entV [X0] is valid for t ≥ 0.
V [X(t)] ≤ ‖ζ(t)‖l∞ ≤ ‖etΩ‖L(l∞)‖ζ0‖l∞ ≤ et‖Ω‖L(l∞)M [X0] = entM [X0].
The Lemma is proved.
Lemma 3.3 Assume that X(t), X∗(t) are solutions of differential equation
(2.1), X(0) = X0, int X0 6= ∅, X∗(0) = X∗0 , int X∗0 6= ∅. Then there
exist the positive constants ε0, C1, C2 that depend on X
∗
0 , such that, from
inequality
̺[Or G(X0),OrG(X
∗
0)] < σ0
for all t ≥ 0 we have
∆[X(t), X∗(t)] ≤ C2̺[Or G(X(t)),OrG(X∗(t))].
Moreover, for t ≥ 0 if ∆[X(t), X∗(t)] ≤ ε0, then we have
C1̺
n2[Or G(X(t)),OrG(X
∗(t))] ≤ ∆[X(t), X∗(t)].
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Proof. As a result of the assertion of Lemma 3.1, it suffices to prove that
R = sup
t≥0
{RX˜(t), RX˜∗(t)} ≤ R(X∗0) <∞, r = inft≥0{rX˜(t), rX˜∗(t)} ≥ r(X
∗
0) > 0,
for all X0 for which ρ[Or G(X0),Or G(X
∗
0)] ≤ σ0, σ0 is a sufficiently small
positive constant.
Let T be any positive number. For the Cauchy problem (2.1), we con-
sider the successive approximations for t ∈ [0, T ]
X0(t) = X0, Xm(t) = X0 +
t∫
0
AXm−1(s) ds.
Let hX(t)(p) be a support function for convex compact set X(t). Without
loss of generality, we can assume that the origin of coordinates is at the
center of inscribed ball, then hX0(p) ≥ rX0 for p ∈ ∂B1(0). Next, we prove
by mathematical induction the inequality
hXm(t)(p) ≥
m∑
k=0
tk
k!
rX0. (3.10)
For m = 0 this inequality is obvious. Suppose that it is true for m = k−1,
then
hXk(t)(p) = hX0(p) +
t∫
0
hAXk−1(s)(p) ds = hX0(p) +
t∫
0
hXk−1(s)(A
∗p) ds
≥ rX0 +
t∫
0
k−1∑
l=0
sl
l!
rX0 ds =
k∑
l=0
tk
k!
rX0.
(3.11)
It is known [2], that the successive approximations Xk(t) converge uni-
formly with respect to t ∈ [0, T ] to the solution X(t) of the Cauchy prob-
lem (2.1) and therefore ‖hXk(t) − hX(t)‖C(∂B1(0)) → 0 for k → ∞. Thus,
from inequality (3.10), it follows that hX(t) ≥ etrX0 for all t ∈ R+. Hence,
inf
t≥0
rX˜(t) = inft≥0
rX(t)
n
√
V [X(t)]
≥ inf
t≥0
etrX0
et n
√
M [X0]
=
rX0
n
√
M [X0]
.
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Similarly, we can show that hX(t) ≤ etRX0 for all t ≥ 0, and therefore
sup
t≥0
RX˜(t) = sup
t≥0
RX(t)
n
√
V [X(t)]
≤ sup
t≥0
etRX0
et n
√
V [X0]
=
RX0
n
√
V [X0]
.
Thus,
r ≥ min
[ rX0
n
√
M [X0]
,
rX∗0
n
√
M [X∗0 ]
]
and
R ≤ max
[ RX0
n
√
V [X0]
,
RX∗0
n
√
V [X∗0 ]
]
.
By the continuity of the functionals RX , rX , V [X] andM [X], there exists a
positive constant ε0 < σ0 such that, the inequality ρ[Or G(X0),OrG(X
∗
0)] <
ε0 implies the estimates∣∣∣ RX0
n
√
V [X0]
− RX∗0
n
√
V [X∗0 ]
∣∣∣ < RX∗0
2 n
√
V [X∗0 ]
,∣∣∣ rX0
n
√
M [X0]
− rX∗0
n
√
M [X∗0 ]
∣∣∣ < rX∗0
2 n
√
M [X∗0 ]
.
So, we get
R ≤ 3RX∗0
2 n
√
V [X∗0 ]
, r ≥ rX∗0
2 n
√
M [X∗0 ]
.
The Lemma is proved.
Consider the particular case of the Cauchy problem (2.1) when n = 2
and for some positive integer m the equality Am = I is valid.
Lemma 3.4 Assume that X(t) and X∗(t) are solutions of the Cauchy
problem (2.1) with initial conditions X(0) = X0, X
∗(0) = X∗0 . Then for
odd m, m ≥ 3 we have the formula
S[X(t), X∗(t)] =
1
m
(e2t + 2
[m/2]∑
q=1
e2t cos
2piq
m )S[X0, X
∗
0 ]
+
1
m2
m−1∑
p=1
(
(m− p)e2t + 2
[m/2]∑
q=1
[(m− p) cos 2πpq
m
+2t sin
2πpq
m
sin
2πq
m
]e2t cos
2piq
m
)
(S[X0,A
pX∗0 ] + S[X
∗
0 ,A
pX0]).
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For even m, m ≥ 4 we have the formula
S[X(t), X∗(t)] =
1
m
(e2t + e−2t + 2
(m−2)/2∑
q=1
e2t cos
2piq
m )S[X0]
+
1
m2
m−1∑
p=1
(
(m− p)(e2t + (−1)pe−2t) + 2
(m−2)/2∑
q=1
[(m− p) cos 2πpq
m
+2t sin
2πpq
m
sin
2πq
m
]e2t cos
2piq
m
)
(S[X0,A
pX∗0 ] + S[X
∗
0 ,A
pX0]).
Proof. Let S[X, Y ] be a functional of Minkowski mixed area, then the
auxiliary functions
ξk(t) =
1
2
(S[X(t),AkX∗(t)] + S[X∗(t),AkX(t)]), k = 0, . . . , m− 1,
satisfy the system of differential equations of m -th order (comparison
system)
dξ
dt
= Ωξ(t),
where ξ(t) ∈ Rm, Ω ∈ Rm×m is the matrix, the non-zero elements of which
have the form ω12 = 2, ωij = ωm1 = 1, |i− j| = 1, (i, j) 6= (1, 2).
It is known [9] that the solution of comparison system has the form
ξ(t) = − 1
2πi
∮
Γ
eλtRΩ(λ) dλξ(0). (3.12)
Here RΩ(λ) is the resolvent of matrix Ω, Γ is the circuit consisting of a
finite number of closed Jordan curves, oriented in the positive direction,
covering the spectrum of σ(Ω) of matrix Ω.
Next, we find the spectrum σ(Ω) and resolvent RΩ(λ) of matrix Ω. Let
f = (f0, . . . , fm−1) ∈ Cm, x = (x0, . . . , xm−1) ∈ Cm and consider the linear
equation
(Ω− λE)x = f. (3.13)
Equation (3.13) is equivalent to the boundary value problem for finite-
difference equation of second order
xk−1 + xk+1 − λxk = fk, k = 1, . . . , m− 1
13
with the boundary conditions
2x1 − λx0 = f0, xm = x0.
If f = 0 and equation (3.13) has only the trivial solution, then λ ∈ ̺(Ω),
where ̺(Ω) is the resolvent set of matrix Ω. Moreover, σ(Ω) = C \ ̺(Ω).
The general solution of the homogeneous difference equation has the form
xk = c1q
k
1 + c2q
k
2 ,
where q1 and q2 are the roots of a quadratic equation q
2+1 = λq, c1 and c2
are an arbitrary constants. From the boundary conditions it follows that
2x1 − λx0 = (c1 − c2)(q1 − q2) = 0,
c1q
m
1 + c2q
m
2 = x0.
There are two cases: c1 = c2 or q1 = q2. In the first case c1(q
m
1 +q
m
2 −2) =
0, and if (qm1 + q
m
2 − 2) 6= 0, then there is only the trivial solution of the
equation (3.13). In the second case, the condition q1 = q2 implies that
q1 = q2 = 1 or q1 = q2 = −1. If q1 = q2 = 1, then xk = c is a solution of
(3.13) for any c, i.e., 2 /∈ ̺(Ω). If q1 = q2 = −1, then xk = (−1)k(c1 + c2),
and for k = m we get (1+(−1)m+1)(c1+ c2) = 0, and if (1+(−1)m+1) 6= 0,
then there is only the trivial solution of the equation (3.13). Thus, if m is
the odd number then −2 ∈ ̺(Ω), otherwise it is obvious that −2 /∈ ̺(Ω).
So, for matrix spectrum we have
σ(Ω) =
{
2 cos
2πq
m
| q = 0, 1, ...,
[m
2
]}
.
Next, we consider the equation (3.13) in the general case when f 6= 0.
It is easy to show that the general solution of the inhomogeneous finite-
difference equation has the form
xk =


c1 + c2, k = 0,
c1q
k
1 + c2q
k
2 +
k−1∑
p=0
qk−p1 −qk−p2
q1−q2 fp, k ≥ 1.
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Taking into account the boundary conditions,
2x1 − λx0 = f0, xm = x0
we obtain:
c1 − c2 = f0
q2 − q1 ,
(1− qm1 )c1 + (1− qm2 )c2 =
qm1 − qm2
q1 − q2 f0 +
m−1∑
p=1
qm−p1 − qm−p2
q1 − q2 fp.
Since x0 = c1 + c2, we get
x0 =
qm1 − qm2
(q1 − q2)(2− qm1 − qm2 )
f0 + 2
m−1∑
p=1
qm−p1 − qm−p2
(q1 − q2)(2− qm1 − qm2 )
fp.
Similarly, we can find all xk, k = 1, . . . , m− 1.
For qi = qi(λ), i = 1, 2 from (3.12), we can get the equality for mixed
area S[X(t), X∗(t)] of solution of the Cauchy problem (2.1)
S[X(t), X∗(t)] = − 1
2πi
∮
Γ
(qm1 (λ)− qm2 (λ))eλt
(q1(λ)− q2(λ))(2− qm1 (λ)− qm2 (λ))
dλ S[X0, X
∗
0 ]
−
m−1∑
p=1
1
2πi
∮
Γ
(qm−p1 (λ)− qm−p2 (λ))eλt
(q1(λ)− q2(λ))(2− qm1 (λ)− qm2 (λ))
dλ (S[X∗0 ,A
pX0] + S[X0,A
pX∗0 ]).
(3.14)
Thus, further calculations are reduced to finding the corresponding inte-
grals in formula (3.14). The contour of integration can be represented
as
Γ =
[m/2]⋃
q=0
Γq, Γq = {λ ∈ C :
∣∣∣λ− 2 cos 2πq
m
∣∣∣ = ε}, q = 0, . . . , [m
2
]
,
where ε is a sufficiently small positive number.
Consider the integral Iq =
∮
Γq
(qm1 (λ)−qm2 (λ))eλt
(q1(λ)−q2(λ))(2−qm1 (λ)−qm2 (λ)) dλ for q 6= 0, m/2.
Then λ = 2 cos 2piqm + εe
iϕ, ϕ ∈ [0, 2π]. In this case, for sufficiently small ε
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the small parameter power series expansions are valid:
2− (qm1 (λ) + qm2 (λ)) = −
m2ε2(sinϕ− i cosϕ)2
4 sin2 2piqm
+ o(ε2),
q1(λ)− q2(λ) = 2i sin 2πq
m
+ o(1).
So, we get
Iq =
2pi∫
0
2mε(sinϕ−i cosϕ)
2 sin 2piq
m
εieiϕe2t cos
2piq
m
−m2ε2(sinϕ−i cosϕ)2
4 sin2 2piq
m
2i sin 2piq
m
dϕ+ o(1) = −4πi
m
e2t cos
2piq
m + o(1).
(3.15)
Similarly, we obtain
Jq =
∮
Γq
(qm−p1 (λ)− qm−p2 (λ))eλt
(q1(λ)− q2(λ))(2− qm1 (λ)− qm2 (λ))
dλ = −4iπ(m− p) cos
2pipq
m
m2
e2t cos
2piq
m
−8πi
m2
t sin
2πpq
m
sin
2πq
m
e2t cos
2piq
m + o(1), q 6= 0, q 6= m/2.
(3.16)
If q = 0, then
I0 = e
2t
2pi∫
0
2meiϕ/2
√
εiεeiϕ
2eiϕ/2
√
ε(−m2εeiϕ) dϕ + o(1) = −
2πie2t
m
+ o(1). (3.17)
Similarly, we obtain
J0 = e
2t
2pi∫
0
2(m− p)eiϕ/2√εiεeiϕ
2eiϕ
√
ε(−m2εeiϕ) dϕ + o(1) = −
2πi(m− p)
m2
e2t + o(1).
(3.18)
If the number m is even, then it is necessary to calculate the integrals Im/2
and Jm/2. In this case we get
Im/2 = −2πi
m
e−2t + o(1). (3.19)
Jm/2 = (−1)p2πi(m− p)
m2
e−2t + o(1). (3.20)
Substituting the calculated integrals (3.15)—(3.20) in (3.12), we obtain
the assertion of Lemma. This completes the proof.
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4 Main result
In this section, we aim to establish stability conditions of the program
solutions of differential equation (2.1).
Theorem 4.1 Assume that A is an orthogonal operator, then any program
solution X∗(t), X∗(0) = X∗0 , int X
∗
0 6= ∅ is Lyapunov stable.
Proof. Define the function
ϕ(t) = ∆[X(t), X∗(t)] =
V n1 [X(t), X
∗(t)]− V n−1[X(t)]V [X∗(t)]
V n−1[X(t)]V [X∗(t)]
.
By formulas (3.6) and (3.7), the numerator of ϕ(t) can be represented as
V n1 [X(t), X
∗(t)]− V n−1[X(t)]V [X∗(t)]
=
(∑
k∈K
akΞk[X0, X
∗
0 ]
)n
−
(∑
k∈K
akMk[X0]
)n−1∑
k∈K
akMk[X
∗
0 ]
=
∑
k1∈K
...
∑
kn∈K
(Ξk1[X0, X
∗
0 ]...Ξkn[X0, X
∗
0 ]−Mk1[X0] . . .Mkn−1[X0]Mkn[X∗0 ])ak1 . . . akn.
Therefore, taking into account Lemma 3.2, we obtain the estimate
ϕ(t) ≤ e−n2t
∑
k1∈K
...
∑
kn∈K
(Ξk1[X˜0, X˜
∗
0 ]...Ξkn[X˜0, X˜
∗
0 ]
−Mk1[X˜0] . . .Mkn−1[X˜0]Mkn[X˜∗0 ])ak1 . . . akn .
By the definition of the metric,
(X˜0)
′ ⊂ X˜∗0 + ρ0B1(0), ρ0 = ρ[Or G(X˜0),Or G(X˜∗0)].
By the monotony of the mixed volume functional, we obtain
Ξk[X˜0, X˜
∗
0 ] = Ξk[(X˜0)
′, X˜∗0 ] ≤ Ξk[X˜∗0 , X˜∗0 ] +
n−1∑
k=1
Ckn−1ρ
k
0R
n−k
X˜∗0
υ
=Mk[X˜
∗
0 ] +
n−1∑
k=1
Ckn−1ρ
k
0R
n−k
X˜∗0
υ.
From the inclusion
(X˜∗0)
′ ⊂ X˜0 + ρ0B1(0)
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and the monotony of the mixed volume, it follows the inequality
Mk[X˜
∗
0 ] ≤Mk[X˜0] +
n−1∑
k=1
Ckn−1ρ
k
0(RX˜∗0
+ ρ0)
n−kυ.
Choose a positive number ε1 so that for all ρ, 0 < ρ < ε1 the following
inequalities hold
n−1∑
k=1
Ckn−1ρ
k(RX˜∗0
+ ρ)n−kυ ≤ 2(n− 1)ρRn−1
X˜∗0
υ,
n−1∑
k=1
Ckn−1ρ
kRn−k
X˜∗0
υ ≤ 2(n− 1)ρRn−1
X˜∗0
υ,
ε1 <
M [X∗0 ]
2(n− 1)Rn−1
X˜∗0
υ
.
Then for all X0 such that ρ0 < ε1 the following inequality holds
ϕ(t) ≤ e−n2t
∑
k1∈K
...
∑
kn∈K
[
(Mk[X˜
∗
0 ] + 2(n− 1)ρ0Rn−1X˜∗0 υ)
n
−(Mk[X˜∗0 ]− 2(n− 1)ρ0Rn−1X˜∗0 υ)
n−1Mk[X˜∗0 ]
]
ak1 . . . akn.
Applying Lagrange’s theorem on finite increments for function
f(ρ) = (Mk[X˜
∗
0 ] + 2(n− 1)ρRn−1X˜∗0 υ)
n
−(Mk[X˜∗0 ]− 2(n− 1)ρRn−1X˜∗0 υ)
n−1Mk[X˜∗0 ]
we get the following estimate
ϕ(t) ≤ e−n2tAρ0
∑
k1∈K
...
∑
kn∈K
ak1 . . . akn = e
−n2tAρ0
(∑
k∈K
ak
)n
,
where
A = 2(n− 1)RX˜∗0υ(M [X
∗
0 ] + 2(n− 1)Rn−1X˜∗0 υε1)
n−1(M [X∗0 ]
+2n(n− 1)Rn−1
X˜∗0
υε1).
By formula (3.8), we get
ϕ(t) ≤ Aρ0.
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From the assertion of Lemma 3.1 it follows that there exists ε0 > 0 such
that for ρ[Or G(X0),Or G(X
∗
0)] < εm, εm = min[ε0, ε1] the estimate holds
ρ[Or G(X(t)),OrG(X
∗(t))] ≤
(C2A
C1
)1/n2
ρ1/n
2
[Or G(X0),Or G(X
∗
0)].
For ε > 0 we choose δ(ε) = min
{
εm, ε
n2
(
C2A
C1
)−1/n2}
, then for all t ≥ 0 the
inequality ρ[Or G(X(t)),OrG(X
∗(t))] < ε is fulfilled. This completes the
proof.
Remark. The assertion of Theorem 4.1 is valid if the orthogonality
condition for operator A is replaced by the condition sup
k∈Z
‖Ak‖ <∞.
Indeed, in this case, by Theorem 6.1 about stable operators [9], there is
an orthogonal operator A1 and a nonsingular operator T such that, A1 =
T−1AT. In the Cauchy problem (2.1) we make the change of variables
X = TY , then this problem is of the form
DHY (t) = AY (t), Y (0) = Y0. (4.1)
Thus, it is obvious that Or G(TX) = TOr G(X) and the stability problem
of solution X∗(t) of the Cauchy problem (2.1) is equivalent to the stability
problem of solution Y ∗(t) = T−1X∗(t) of the Cauchy problem (4.1).
Theorem 4.2 Assume that n = 2 and there exists a positive integer num-
ber m such that, operator Am = I, then any solution X∗(t) is conditional
Lyapunov asymptotically stable relative to the set
M =
{
X0 | int X0 6= ∅,
m−1∑
p=0
ApX0 ∈ Or G
(m−1∑
p=0
ApX∗0
)}
.
Proof. Stability of solutionX∗(t) is the consequence of Theorem 4.1. Let us
prove the condition of attraction of X∗(t) relative to the set M. Consider
the function
ϕ(t) = ∆[X(t), X∗(t)] =
S2[X(t), X∗(t)]
S[X(t)]S[X∗(t)]
− 1.
19
As a result of the assertion of Lemma 3.4 we get
S[X(t), X∗(t)] = e2t
( 1
m
S[X0, X
∗
0 ] +
1
m2
m−1∑
p=1
(m− p)(S[ApX0, X∗0 ]
+S[X0,A
pX∗0 ]
)
+ o(e2t) =
e2t
m2
S
[m−1∑
k=0
AkX0,
m−1∑
k=0
AkX∗0
]
+ o(e2t), t→∞.
S[X(t)] = e2t
( 1
m
S[X0] +
2
m2
m−1∑
p=1
(m− p)S[ApX0, X0]
)
+ o(e2t)
=
e2t
m2
S
[m−1∑
k=0
AkX0
]
+ o(e2t), t→∞.
Then we have
ϕ(t) =
e4t
m4
(
S2
[m−1∑
k=0
AkX0,
m−1∑
k=0
AkX∗0
]
− S
[m−1∑
k=0
AkX∗0
]
S
[m−1∑
k=0
AkX0
])
+ o(e4t)
e4t
m4S
[m−1∑
k=0
AkX∗0
]
S
[m−1∑
k=0
AkX0
]
+ o(e4t)
.
By Lemma 3.1 ρ[Or G(X(t)),OrG(X
∗(t))] → 0 for t → ∞ if and only if
when ϕ(t) → 0 for t → ∞. It’s obvious that ϕ(t) → 0 for t → ∞ if and
only if when
S2
[m−1∑
k=0
AkX0,
m−1∑
k=0
AkX∗0
]
− S
[m−1∑
k=0
AkX∗0
]
S
[m−1∑
k=0
AkX0
]
= 0.
By Brunn–Minkowski theorem, the last equality is valid if and only if when
m−1∑
k=0
AkX0 ∈ Or G
(m−1∑
k=0
AkX∗0
)
.
The Theorem is proved.
5 Example
Assume that the operator A is the rotation operator in the positive direc-
tion by the angle 2pim . Then, the matrix A of the linear operator A in the
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canonical basis has the form
A =

cos 2pim − sin 2pim
sin 2pim cos
2pi
m

 .
Let hX(p) be a support function of a convex compact X ∈ conv R2,
HX(θ) = hX(cos θ, sin θ). Then
Hm−1∑
k=0
AkX0
(θ) =
m−1∑
k=0
HAkX0(θ) =
m−1∑
k=0
HX0
(
θ − 2πk
m
)
.
For function HX0(θ) we can obtain the Fourier series expansion
HX0(θ) =
∞∑
p=−∞
Hpe
ipθ.
Hence, we obtain
Hm−1∑
k=0
AkX0
(θ) =
m−1∑
k=0
∞∑
p=−∞
Hpe
ip(θ− 2pik
m
) =
∞∑
p=−∞
Hpe
ipθ
m−1∑
k=0
e
2piipk
m
=
∞∑
p=−∞
Hpme
ipmθ.
By Theorem 4.2 from conditions
2pi∫
0
(HX0(θ)−HX∗0 (θ))e−mpθdθ = 0, p ∈ Z+
it follows that
lim
t→∞ ρ[Or G(X(t)),OrG(X
∗(t))] = 0,
provided that ρ[Or G(X0),OrG(X
∗
0)] is the sufficiently small positive num-
ber.
Thus, for each solution of the Cauchy problem X∗(t), X∗(0) ∈ C there
is an infinite dimensional variety of solutions X(t), that are attracted to
the solution X∗(t).
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6 Conclusion
By Theorem 4.1 we can conclude that the solution of the Cauchy problem
(2.1) has a stable form. Theorem 4.2 strengthens this result for the case
of two-dimensional space and a periodic operator. It suggests that for
each solution there is an infinite-dimensional variety of solutions that are
attracted to the program solution. For further study it is of interest to
generalize the Theorem 4.2 for spaces of dimension greater than 2, and
also for stable nonperiodic operators A. The main hypothesis concerning
this case is that the forms of all solutions of the Cauchy problem (2.1)
asymptotically tend to a ball shape.
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