Recently, great progress has been made in virtual reality(VR) research and application. However, virtual reality faces a big problem since its appearance, i.e. discomfort (nausea, stomach awareness, etc).
Introduction
1 Virtual reality has made great progress recently.
Many kinds of implementations appeared.
Among them, Head Mounted Display (HMD) is an important device. Users can get satisfactory 3D immersion by using HMD. However, many users have reported discomfort due to the prolonged use of HMD. This discomfort may lead to stronger effects, such as nausea, eyestrain, headache, and vertigo (Kennedy et al. 1993) . It is crucial to ensure that the VR application does not drop frames or produces delays. It's possible to reduce latency by increasing sensor/display speed, but this lead to higher cost. Consequently, many scholars try to solve the problem by other means.
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Email：mwanghui@163.com 1 Henan University of Chinese Medicine, Zhengzhou, (Kijima and Ojika 2002) . This allows the rendering of visible image to be based on very up-to date tracking information, but has limited quality as only basic adjustments may be made so late in the rendering process. David J. Zielinski et al. try to mitigate the effects of low frame rates (Zielinski et. al. 2015) . In their technique, the low frame rate simulation images are displayed with low persistence by blanking out the display during the extra time such image would be displayed. Although helpful for low frame rate, adding black frames may lead to eyestrain. The collective set of symptoms associated with the perception of motion when no physical motion exists is known as cybersickness (Kim et al. 2005) or Visually Induced Motion Sickness (Howarth and Hodder 2008 (Kim et al. 2005 ) .
The view of control loop
Many factors can cause discomfort in VR environment. Among them, latency and simulation motion are two main causes that are difficult to deal with. But the discomfort caused by these two factors can be explained in a view of control theory. Fig.1 is the structure of general control system, which includes sensor, main processor, actuator, object to be controlled. The principle of the system is very simple: the sensor measures a quantity of the object to be controlled, the processor compare the quantity with a desired value. The processor then calculates an order and sent it to the actuator. This way, the quantity of the object is kept on a desired value.
The perception and action of human being also conform to this pattern. For a human being, the brain is the processor, the muscle that can move the head is actuator, the head is the object to be controlled, and the eyes are sensor. Generally speaking, if the brain wants to change view, it will give order to muscles to rotate the head (or move the eye). At last, the scenes eye perceived should be the same as desired. Moreover, the scene perceived should coincide with the scene expected during the process of head rotating. hardwares. This is also the method used in our research.
3 Hardware and experiment design 3.1 Hardware Since liquid crystal is used to disturb feedback loop when head is moving/rotating, the display as a whole can be blurred when head motion is detected. So a sheet that is larger than smartphone is used. This kind of sheet is used to blur glasses between rooms and outside spaces, so there's no pixels matrix in it. There is only one lead plate on each side of the sheet. Obviously, this kind of liquid crystal sheet is very cheap, and easy to control. However, the display is not vague enough when liquid crystal is not driven by square wave. So a glass whose thickness is 3mm
is added between liquid crystal and smartphone screen. In this way, a more vague display can be gotten. Fig. 3 shows the corresponding results.
Fig.3 The blurred and clear smartphone display
The display devices used is a Samsung S6
smartphone. The VR glasses is a simple one like Google cardboard. But the focus of two lens and pupillary distance can be adjusted separately.
There's no circuit/sensor in the simple VR glasses.
Obviously, this is a much cheaper platform compared with some advanced VR HMD (like Oculus Rift).
In this platform, by adding some simple sensor/processor circuit outside smartphone based VR, the feedback loop can be obstructed in less than 2ms after human head motion. This way, nothing (hardware/software) in the smartphone needs to be changed, and discomfort encountered in VR environment may be relieved at much lower cost.
Software and Experiment Process
The software used during experiment is a VR teaching software designed by Google:
Expeditions. This software is different from VR After that, the participant is asked to answer SSQ in table 1. 
Experimental results and analysis
Experimental results
The results of the responses to the SSQ in both the experimental and control conditions were analyzed using the parametric matched samples t-test. The results for the Matched Samples t-test can be viewed in Table 2 cannot be used, so there's no precise match between VR glass profile and profile used in smartphone. In fact, it has been reported that many factors can lead to discomfort in VR environment (Thiago et al. 2017) . We believe that all kinds of discomfort can be eliminated by using our method and eliminating other factors.
Conclusion
The discomfort felt in VR environment can be The implementation method used in this paper can be used on low-cost smartphone since it is very cheap. This may increase the chance of VR application in teaching greatly. Note, however, that the principle can also be used in many other VR applications. For example, users need to walk or fly in VR games. In those games, the view may be changed but there's no corresponding physical movement. It's less likely that the discomfort caused may be relieved by using better hardware or decreasing latency. But the principle proposed in this paper may be useful at that time. This is also the area being explored now.
