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Abstract
Orthosymplectic Lie superalgebras are fundamental symmetries in modern physics,
such as massive supergravity. However, their representations are far from being
thoroughly understood. In the present paper, we completely determine the struc-
ture of their various supersymmetric polynomial representations obtained by swap-
ping bosonic multiplication operators and differential operators in the canonical
supersymmetric polynomial representations. In particular, we obtain certain new
infinite-dimensional irreducible representations and new composition series of inde-
composable representations for these algebras.
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1 Introduction
Lie superalgebras were introduced by physicists as the fundamental tools of studying the
supersymmetry in physics (e.g., cf. [2-4], [7], [26], [29]). For instance, orthosymplectic Lie
superalgebras are symmetries of massive supergravity (cf. [3], [4]). Kac [13] gave a classifi-
cation of finite-dimensional Lie superalgebras. Unlike Lie algebra case, finite-dimensional
modules of finite-dimensional simple Lie superalgebras may not be completely reducible
and the structure of finite-dimensional irreducible modules is much more complicated due
to the existence of so-called atypical modules (cf. [14], [15]). Serganova [25] gave a nice
survey on characters of irreducible representations of simple Lie superalgebras. Indeed,
representations of orthosymplectic Lie superalgebras are the most complicated among all
the classical Lie superalgebras and people could so far only get partial information of
them.
Palev [24] found the para-Bose and para-Fremi operators as generators of orthosym-
plectic Lie superalgebras. Farmer and Javis [9] constructed irreducible representations
of osp(3|2) and osp(4|2) by superfield techniques. Moreover, they [10] enumerated finite-
dimensional graded tensor representations of orthosymplectic Lie superalgebras via stan-
dard Young diagrams. Van der Jeugt [27] investigated representations of osp(3|2) by
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means of the shift operator technique. Gould and Zhang [12] determined all the finite-
dimensional unitary representations of osp(2|2n). Nishiyama [21] studied unitary repre-
sentations of orthosymplectic Lie superalgebras via supersymettric Heisenberg algebras.
He [22] also obtained the characters and super-characters of discrete series representations
for orthosymplectic Lie superalgebras. Furthermore, he [23] investigated representations
of the superalgebras via super dual pairs.
Lee Shader [16] investigated certain typical representations of orthosymplectic Lie su-
peralgebras. Moreover, Benkart, Lee Shader and Ram [1] studied the tensor product
representations of orthosymplectic Lie superalgebras over the canonical represenations.
Lee Shader [17] obtained certain characteristics of representations for Lie superalgebras
of type C. Cheng and Zhang [6] found a combinatorial character formula for orthosym-
plectic Lie superalgebras via Howe duality. Dobrev and Zhang [8] classified the positive
energy unitary irreducible representations of superalgebras osp(1, 2n,R). Furthermore,
Cheng, Wang and Zhang [5] presented a Fock space approach to representation theory of
osp(2|2n).
Lievens, Stoilova, and Van der Jeugt [18] got unitary irreducible representations of the
Lie superalgebra osp(1|2n) via the paraboson Fock space. Moreover, they [19] found a
class of unitary irreducible representations of the Lie superalegbra osp(1|2n). Zhang [29]
investigated the Schro¨dinger equation on the superspace Rm|2n which involved a poten-
tial that varied as an inverse power of the osp(m|2n)-invariant distance from the origin
and lead to interesting results regarding the infinite-dimensional representations of the
orthosymplectic Lie superalgebra osp(2, m+1|2n). In the appendix, he also presented the
structure of a canonical supersymmetric polynomial representation for osp(m|2n) when
m− 2n > 1.
In this paper, we completely determine the structure of various supersymmetric poly-
nomial representations of orthosymplectic Lie superalgebras obtained by swapping bosonic
multiplication operators and differential operators in the canonical supersymmetric poly-
nomial representations. In particular, certain new infinite-dimensional irreducible repre-
sentations and new composition series of indecomposable representations for these alge-
bras are obtained. Below we give a technical introduction to our results.
Denote by Z the ring of integers and by N the set of nonnegative integers. For conve-
nience, we also use the following notation of indices:
i, j = {i, i+ 1, ..., j}, (1.1)
where i ≤ j are integers. Moreover, we also use {0, 1} to denote Z2 = Z/2Z when the
context is clear. Let Ei,j be the square matrix whose (i, j)-entry is 1 and the others are
zero. The general linear Lie superalgebra of (m + 2n) × (m + 2n) matrices gl(m, 2n) =
gl(m, 2n)0 ⊕ gl(m, 2n)1 with
gl(m, 2n)0 =
m∑
i,j=1
CEi,j+
2n∑
s,t=1
CEm+s,m+t, gl(m, 2n)1 =
m∑
i=1
2n∑
s=1
(CEi,m+s+CEm+s,i) (1.2)
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and the Lie superbracket:
[u, v] = uv − (−1)ι1 ι2vu for u ∈ gl(m, 2n)ι1 , v ∈ gl(m, 2n)ι2 . (1.3)
Assume thatm = 2m1 is an even integer. The orthosymplectic Lie superalgebra osp(m, 2n)
is the subalgebra of gl(m, 2n) consisting of the matrices of the form

A B H H1
C −AT K K1
KT1 H
T
1 D E
−KT −HT F −DT

 (1.4)
where A, B and C are m1×m1 matrices such that B = −B
T , C = −CT ; D, E and F are
n× n matrices such that E = ET , F = F T ; H , H1, K and K1 are m1 × n matrices. Let
A = C[x1, · · · , xm, θ1, · · · , θ2n] be the polynomial algebra in bosonic variables x1, · · · , xm
and fermionic variables θ1, · · · , θ2n, i.e.
xixj = xjxi, θpθq = −θqθp, xiθp = θpxi, i, j ∈ 1, m, p, q ∈ 1, 2n. (1.5)
Taking r ∈ 0, m, we have the following supersymmetric polynomial representation of
gl(m|2n):
Ei,j|A =


−xj∂xi − δi,j if i, j ∈ 1, r,
∂xi∂xj if i ∈ 1, r, j ∈ r + 1, m,
−xixj if j ∈ 1, r, i ∈ r + 1, m,
xi∂xj if i, j ∈ r + 1, m,
Ei,m+p|A =
{
∂xi∂θp if i ∈ 1, r, p ∈ 1, 2n,
xi∂θp if i ∈ r + 1, m, p ∈ 1, 2n,
Em+p,j|A =
{
−θpxj if j ∈ 1, r, p ∈ 1, 2n
θp∂xj if j ∈ r + 1, m, p ∈ 1, 2n,
Em+p,m+q|A = θp∂θq if p, q ∈ 1, 2n,
(1.6)
which is obtained from the canonical supersymmetric polynomial representation (r = 0)
by swapping ∂xi and −xi for i ∈ 1, r. In particular, we have the restricted representation
of osp(m, 2n) on A.
For k ∈ N, we define
Ark = Span {x
αθi1 · · · θit ∈ A
r | 0 ≤ t ≤ 2n; i1, · · · , it ∈ 1, 2n; α ∈ N
m;
t−
r∑
i=1
αi +
m∑
j=r+1
αj = k}. (1.7)
Then subspaces Ark form osp(m, 2n)-submodules. We can assume r ≤ m1 by symmestry.
Denote
∆ = −
r∑
i=1
xi∂xm1+i +
m1∑
i=r+1
∂xi∂xm1+i +
n∑
j=1
∂θj∂θn+j , (1.8)
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η =
r∑
i=1
xm1+i∂xi +
m1∑
i=r+1
xixm1+i +
n∑
j=1
θjθn+j . (1.9)
Set
Hrk = {f ∈ A
r
k | ∆(f) = 0}. (1.10)
Denote by 〈F 〉 the osp(m, 2n)-submodule generated by a subset F .
Theorem 1. We have the following conclusions:
1) Assume r = 0. If k > 2(n−m1 + 1) or k ≤ (n−m1 + 1), then A
0
k = H
0
k ⊕ ηA
0
k−2
and the subspace H0k is an irreducible osp(m, 2n)-submodule. When (n −m1 + 1) < k ≤
2(n−m1 + 1),
H0k ⊃ η
k−(n−m1+1)H02(n−m1+1)−k ⊃ {0} (1.11)
is a composition series.
2) Suppose r = m1. We always have A
m1
k = H
m1
k ⊕ ηA
m1
k−2. If k > n, H
m1
k = {0}.
When k ≤ n, the subspace Hm1k is an irreducible osp(m, 2n)-submodule.
3) Assume 0 < r < m1. If k ≤ n − m1 + r + 1, then A
r
k = H
r
k
⊕
ηArk−2 and the
submodule Hrk is irreducible. When k > n−m1+ r+1, we have the following composition
series
Hrk ⊃ η
k−n+m1−r−1Hr−k+2(n−m1+r+1) ⊃ {0} if r < m1 − 1; (1.12)
Hm1−1k ⊃ 〈x
k
m1
〉 ⊃ ηk−nHm1−1−k+2n ⊃ {0}. (1.13)
Take a subset T of 1, 2n. Denote T¯ = 1, 2n \ T . Let osp(m, 2n) act on A′ =
C[x1, · · · , x2n; θ1, · · · , θm] via
Ep,q|A′ = θp∂θq if p, q ∈ 1, m,
Em+i,m+j |A′ =


−xj∂xi − δi,j if i, j ∈ T,
∂xi∂xj if i ∈ T, j ∈ T¯ ,
−xixj if i ∈ T¯ , j ∈ T,
xi∂xj if i, j ∈ T¯ ,
Em+i,p|A′ =
{
∂xi∂θp if i ∈ T, p ∈ 1, m,
xi∂θp if i ∈ T¯ , p ∈ 1, m,
Ep,m+j |A′ =
{
−θpxj if j ∈ T, p ∈ 1, m,
θp∂xj if j ∈ T¯ , p ∈ 1, m.
(1.14)
Then we obtain another supersymmetric polynomial representation of osp(m, 2n), which
is obtained from the corresponding canonical one (T = ∅) by swapping ∂xi and −xi for
i ∈ T . The subspace
A′k = Span {x
αθi1 · · · θit ∈ A
′ | t ∈ 0, m; i1, · · · , it ∈ 1, m; α ∈ N
2n;∑
i∈T¯
αi −
∑
i∈T
αi = k − t} (1.15)
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forms an osp(m, 2n)-submodule for k ∈ N. Denote
S1 = {i ∈ 1, 2n | i ∈ T¯ , n + i ∈ T¯}, T1 = {i ∈ 1, 2n | i ∈ T, n+ i ∈ T}. (1.16)
Theorem 2. The following statements hold:
1) The submodule A′k is irreducible when S1 ∪ T1 6= ∅. In particular, A
′
k is not highest
weight type if S1 6= ∅ and T1 6= ∅.
2) Suppose S1 = ∅ and T1 = ∅. We may assume T = 1, n by symmetry.
a) The submodule A′k is irreducible when k 6= m1.
b) The submodule A′m1 = 〈θ1 · · · θm1 〉 ⊕ 〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉 is a direct sum
of two irreducible submodules.
Suppose that m = 2m1 + 1 is an odd integer. The orthosymplectic Lie superalgebra
osp(m, 2n) is the subalgebra of gl(m, 2n) consisting of the matrices of the form

A B U H H1
C −AT V K K1
−V T UT 0 M M1
KT1 H
T
1 M
T
1 D E
−KT −HT −MT F −DT

 (1.17)
where A, B and C are m1×m1 matrices such that B = −B
T , C = −CT ; D, E and F are
n×n matrices such that E = ET , F = F T ; H , H1, K and K1 are m1×n matrices; U and
V are m1×1 matrices; M and M1 are 1×n matrices. Similarly, we have a representation
of osp(m, 2n) on A = C[x1, · · · , xm, θ1, · · · , θ2n] via (1.6), (1.17) and a representation of
osp(m, 2n) on A′ = C[x1, · · · , x2n; θ1, · · · , θm] via (1.14), (1.17).
Theorem 3. All the osp(2m+ 1, 2n)-submodules Hrk and A
′
k are irreducible.
In addition to the results given in the above, we have also constructed a basis for the
module Hrk, and the submodules 〈θ1 · · · θm1 〉 and 〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉 in b) of
2) in Theorem 2.
In Section 2, we prove Theorem 1. Moreover, Theorem 2 is proved in Section 3. We
give a proof of Theorem 3 in Section 4.
2 Proof of Theorem 1
In this section, we discuss the polynomial representations of osp(2m1, 2n) (m1 > 0, n > 0)
defined via (1.6).
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Recall the Lie superalgebra osp(2m1, 2n) given (1.4). The even part of osp(2m, 2n)
osp(2m1, 2n)0 =
m1∑
i,j=1
[
C(Ei,j − Em1+j,m1+i) + C(Ei,m1+j −Ej,m1+i)
+C(Em1+i,j − Em1+j,i)
]
+
n∑
p,q=1
[
C(E2m1+p,2m1+q − E2m1+n+q,2m1+n+p)
+C(E2m1+p,2m1+n+q + E2m1+q,2m1+n+p)
+C(E2m1+n+p,2m1+q + E2m1+n+q,2m1+p)
]
(2.1)
is a subalgebra isomorphic to o(2m1,C)⊕ sp(2n,C) and the odd part is
osp(2m1, 2n)1 =
m1∑
i=1
n∑
p=1
[
C(Ei,2m1+p −E2m1+n+p,m1+i) + C(Ei,2m1+n+p + E2m1+p,m1+i)
+C(Em1+i,2m1+p − E2m1+n+p,i) + C(Em1+i,2m1+n+p + E2m1+p,i)
]
. (2.2)
Take
H =
m1∑
i=1
C(Ei,i −Em1+i,m1+i) +
n∑
j=1
C(E2m1+j,2m1+j −E2m1+n+j,2m1+n+j) (2.3)
as a Cartan subalgebra of osp(2m
1
, 2n). Let λ1, · · · , λm1 , ν1, · · · , νn be the fundamental
weights of o(2m1,C)⊕ sp(2n,C). Let
osp(2m1 , 2n)
+ =
∑
1≤i<j≤m1
(
C(Ei,j − Em1+j,m1+i) + C(Ei,m1+j − Ej,m1+i)
)
+
∑
1≤p<q≤n
C(E2m1+p,2m1+q − E2m1+n+q,2m1+n+p)
+
∑
1≤p≤q≤n
C(E2m1+p,2m1+n+q + E2m1+q,2m1+n+p)
+
∑
1≤i≤m1 ,1≤q≤n
(
C(Ei,2m1+q −E2m1+n+q,m1+i)
+C(Ei,2m1+n+q + E2m1+q,m1+i)
)
, (2.4)
and osp(2m1 , 2n)
+
σ = osp(2m1 , 2n)σ ∩ osp(2m1 , 2n)
+ for σ = 0, 1. A weight vector f ∈ Ar
is called a highest weight vector if osp(2m1 , 2n)
+(f) = 0, and the corresponding weight is
called the highest weight.
We first quote a useful lemma found by Xu [28].
Lemma 2.1 Suppose A is a free module over a subalgebra B generated by a filtrated
subspace V =
⋃∞
r=0 Vr (i.e., Vr ⊂ Vr+1). Let T1 be a linear operator on A with a right
inverse T −1 such that
T1(B), T
−
1 (B) ⊂ B, T1(η1η2) = T1(η1)η2, T
−
1 (η1η2) = T
−
1 (η1)η2 (2.5)
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for η1 ∈ B, η2 ∈ V , and let T2 be a linear operator on A such that
T2(Vr+1) ⊂ BVr, T2(fζ) = fT2(ζ) for 0 ≤ r ∈ Z, f ∈ B, ζ ∈ A. (2.6)
Then we have
{g ∈ A | (T1 + T2)(g) = 0}
= Span {
∞∑
i=0
(−T −1 T2)
i(hg)|g ∈ V, h ∈ B; T1(h) = 0},
(2.7)
where the summation is finite under our assumption.
Below we discuss the osp(2m
1
, 2n)-module structure of Ark case by case.
Case 1. r = 0
In this case,
∆ =
m1∑
i=1
∂xi∂xm1+i +
n∑
j=1
∂θj∂θn+j , η =
m1∑
i=1
xixm1+i +
n∑
j=1
θjθn+j . (2.8)
The subspaces A0k (k ∈ N) are all finite dimensional and A
0
k = 0 when k < 0. Moreover,
A0k = H
0
k ⊕ ηA
0
k−2 when m1 = 0 or n = 0.
Theorem 2.2 If k > 2(n−m
1
+ 1) or k ≤ (n−m
1
+ 1), then A0k = H
0
k ⊕ ηA
0
k−2 and the
subspace H0k is an irreducible osp(2m1 , 2n)-submodule with highest weight vector x
k
1 and
the corresponding highest weight kλ1. When (n−m1 + 1) < k ≤ 2(n−m1 + 1),
H0k ⊃ η
k−(n−m1+1)H02(n−m1+1)−k ⊃ {0} (2.9)
is a composition series. Moreover,
{
∑
r1,··· ,rm1−1
∈N,
l1,··· ,ln∈{0,1}
(−1)
m1−1∑
i=1
ri+
n∑
j=1
lj
αm1 !α2m1 !
m1−1∏
i=1
ri!
(
αi
ri
)(
αm1+i
ri
)
n∏
j=1
δlj ,1(−1)
βjβjβn+j
(αm1 +
m1−1∑
i=1
ri +
n∑
j=1
lj)!(α2m1 +
m1−1∑
i=1
ri +
n∑
j=1
lj)!
×x
αm1
+
m1−1∑
i=1
ri+
n∑
j=1
lj
m1
x
α2m1
+
m1−1∑
i=1
ri+
n∑
j=1
lj
2m1
m1−1∏
i=1
xαi−rii x
αm1+i
−ri
m1+i
n∏
j=1
θ
βj−lj
j β
βn+j−lj
n+j
| α1, · · · , α2m1 ∈ N, l1 · · · , l2n ∈ {0, 1}; αm1α2m1 = 0;
2m1∑
i=1
αi +
2n∑
j=1
lj = k} (2.10)
is a basis of H0k (k > 0).
Proof. We divide our arguments as the following steps.
(1) The submodule H0k is generated by x
k
1 for k > 0.
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It is well known that H0k = 〈x
k
1〉 when n = 0. Now assume k ≥ 2. Take induction on
n. For any 0 6= f ∈ H0k, we can write
f = f0 + f1θn + f2θ2n + f3θnθ2n, (2.11)
with
fi ∈ C[x1, · · · , x2m1 ; θ1 · · · , θn−1, θn+1, · · · , θ2n−1]. (2.12)
We denote
∆′ =
m1∑
i=1
∂xi∂xm1+i +
n−1∑
j=1
∂θj∂θn+j (2.13)
and get
0 = ∆(f) = ∆′f0 + (∆
′f1)θn + (∆
′f2)θ2n + (∆
′f3)θnθ2n − f3. (2.14)
Hence
∆′(f1) = ∆
′(f2) = ∆
′(f3) = 0, ∆
′(f0)− f3 = 0. (2.15)
By induction,
f1 = X
′(xk−11 ), f2 = X
′′(xk−11 ), f3 = X(x
k−2
1 ) (2.16)
for some X ′, X ′′, X ∈ U(osp(2m
1
, 2(n− 1))). Thus
f1θn =
1
k
X ′(Em1+1,2m1+2n + E2m1+n,1)(x
k
1), (2.17)
f2θ2n =
1
k
X ′′(E2m1+2n,1 −Em1+1,2m1+n)(x
k
1). (2.18)
Moreover,
f3 = X(x
k−2
1 ) = ∆
′
( 1
k − 1
X(xk−11 xm1+1)
)
(2.19)
because [∆′, X ] = 0. So
0 = ∆′(f0)− f3 = ∆
′(f0)−∆
′
( 1
k − 1
X(xk−11 xm1+1)
)
= ∆′(f0 −
1
k − 1
X(xk−11 xm1+1)), (2.20)
which implies
f0 −
1
k − 1
X(xk−11 xm1+1) ∈ U(osp(2m1 , 2(n− 1)))(x
k
1). (2.21)
Note
1
k − 1
xk−11 xm1+1 + x
k−2
1 θnθ2n
=
1
k(k − 1)
(Em1+1,2m1+n − E2m1+2n,m)(Em1+1,2m1+2n + E2m1+n,1)(x
k
1). (2.22)
Thus
f = (f0 −
1
k − 1
X(xk−11 xm1+1)) + f1θn + f2θ2n
+X(
1
k − 1
xk−11 xm1+1 + x
k−2
1 θnθ2n) ∈ 〈x
k
1〉. (2.23)
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(2) The submodule H0k is irreducible if k ≤ (n−m1 + 1) or k > 2(n−m1 + 1).
Denote
ηx =
m1∑
i=1
xixm1+i, ηθ =
n∑
j=1
θjθn+j . (2.24)
Then η = ηx + ηθ. By direct calculation, we get all the weight vectors in A
0
k annihilated
by osp(2m, 2n)+0 are scalar multiples of the following elements
l∑
i=0
aix
k−2l−t
1 η
l−i
x η
i
θθ1 · · · θt (2.25)
with l − 2l − t ≥ 0, l ≥ 0, 0 ≤ t ≤ n and ai = 0 for i > n − t. Suppose
l∑
i=0
aix
k−2l−t
1 η
l−i
x η
i
θθ1 · · · θt ∈ H
0
k. Then
0 = ∆(
l∑
i=0
aix
k−2l−t
1 η
l−i
x η
i
θθ1 · · · θt)
=
l−1∑
i=0
ai(l − i)(k − l − t +m1 − 1− i)x
k−2l−t
1 η
l−i−1
x η
i
θθ1 · · · θt
−
l∑
i=1
aii(n− t− i+ 1)x
k−2l−t
1 η
l−i
x η
i−1
θ θ1 · · · θt (2.26)
by (4.31) in [28]. So
ai(l − i)(k − l − t+m1 − 1− i)− ai+1(i+ 1)(n− t− i) = 0 (2.27)
for 0 ≤ i < n − t and l ≤ n − t. Thus up to a scalar multiple, all the weight vectors in
H0k annihilated by osp(2m1 , 2n)
+
0 are
fl,t =
l∑
i=0
(n− t− i)!
i!(l − i)!(k − l − t +m1 − 1− i)!
xk−2l−t1 η
l−i
x η
i
θθ1 · · · θt, (2.28)
for 0 ≤ t ≤ n and 0 ≤ l ≤ min{n− t, 1
2
(k − t)}.
Note
f0,t−1 = (−1)
t−1 n− t + 1
k − t+m
1
(E1,2m1+t − E2m1+n+t,m1+1)(f0,t) (2.29)
for 0 < t ≤ n and
(E1,2m1+n+t+1 + Et+1,m1+1)(fl,t) = (−1)
t−1(k +m
1
− n− 1− l)fl−1,t+1 (2.30)
for 0 < l ≤ min{n− t, 1
2
(k − t)}. If k ≤ (n−m1 + 1), then
k +m1 − n− 1− l ≤ −l < 0. (2.31)
When k > 2(n−m1 + 1),
k +m1 − n− 1− l ≥ k +m1 − n− 1−
1
2
(k − t) ≥
1
2
k − (n−m1 + 1) > 0. (2.32)
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Thus xk1 is the only highest weight vector in H
0
k up to a scalar multiple, which implies H
0
k
is irreducible by (1).
(3) A0k = H
0
k ⊕ ηA
0
k−2 when k ≤ (n−m1 + 1) or k > 2(n−m1 + 1).
Since xk1 /∈ ηA
0
k−2, we get H
0
k ∩ ηA
0
k−2 = 0. Now we still have to show that A
0
k =
H0k + ηA
0
k−2. Note that A
0
k is a finite-dimensional osp(2m1 , 2n)0-module in this case. It is
sufficient to check
xk−2l−t1 θ1 · · · θtη
l−p
x η
p
θ ∈ H
0
k + ηA
0
k−2 for all 0 ≤ t ≤ n; p ≤ l ∈ N. (2.33)
Observe
xk−2l−t1 θ1 · · · θtη
l−p
x η
p
θ = η
n−t−p∑
i=0
(−1)ixk−2l−t1 θ1 · · · θtη
l−p−i−1
x η
p+i
θ (2.34)
if l > n− t. When l ≤ n− t, we have
∆
( l∑
s=0
(n− t− s)!
s!(l − s)!(k − l − t + n− s− 1)!
xk−2l−t1 θ1 · · · θtη
l−s
x η
s
θ
)
= 0, (2.35)
xk−2l−t1 θ1 · · · θtη
l−p
x η
p
θ = η
(∑
i=0
(−1)ixk−2l−t1 θ1 · · · θtη
l−p−i−1
x η
p+i
θ
)
+(−1)s−pxk−2l−t1 θ1 · · · θtη
l−s
x η
s
θ (2.36)
for s > p and
xk−2l−t1 θ1 · · · θtη
l−p
x η
p
θ = η
( p−s−1∑
i=0
(−1)ixk−2l−t1 θ1 · · · θtη
l−p+i
x η
p−i−1
θ
)
+(−1)p−sxk−2l−t1 θ1 · · · θtη
l−s
x η
s
θ (2.37)
for s < p. Thus
( l∑
s=0
(−1)p−s(n− t− s)!
s!(l − s)!(k − l − t+ n− s− 1)!
)
xk−2l−t1 θ1 · · · θtη
l−p
x η
p
θ
=
l∑
s=0
(n− t− s)!
s!(l − s)!(k − l − t+ n− s− 1)!
xk−2l−t1 θ1 · · · θtη
l−s
x η
s
θ
+η
( p−1∑
s=0
p−s−1∑
i=0
(−1)p−s+ixk−2l−t1 θ1 · · · θtη
l−p+i
x η
p−i−1
θ
+
l∑
s=p+1
∑
i=0
(−1)i+s−pxk−2l−t1 θ1 · · · θtη
l−p−i−1
x η
p+i
θ
)
, (2.38)
which implies (2.33) holds.
(4) H0k has only one nonzero proper submodule η
k−(n−m1+1)H02(n,m1+1)−k
when (n −
m1 + 1) < k ≤ 2(n−m1 + 1).
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According to (2.28), we have
H0k =
⊕
0≤t≤n,
0≤l≤min{n−t, 1
2
(k−t)}
U(osp(2m1 , 2n)0(fl,t). (2.39)
Since
fk−(n−m1+1),0 =
1
(k − n+m1 − 1)!
ηk−n+m1−1x
2(n−m1+1)−k
1 ∈ H
0
k (2.40)
and H02(n−m1+1)−k
= 〈x
2(n−m1+1)−k
1 〉, we have
ηk−(n−m1+1)H02(n−m1+1)−k = η
k−(n−m1+1)〈x
2(n−m1+1)−k
1 〉 ⊂ H
0
k. (2.41)
Note
∆
( l−k+(n−m1+1)∑
i=0
(n− i)!η
l−k+n−m1+1−i
x ηiθ
i!(l − k + n−m1 + 1− i)!(n− l − i)!
xk−2l1
)
= 0, (2.42)
which implies
ηk−(n−m1+1)(
l−k+(n−m1+1)∑
i=0
(n− i)!η
l−k+n−m1+1−i
x ηiθ
i!(l − k + n−m1 + 1− i)!(n− l − i)!
xk−2l1 )
∈ ηk−(n−m1+1)〈x
2(n−m1+1)−k
1 〉 ⊂ H
0
k (2.43)
for l ≥ k − (n−m
1
+ 1). Observe
osp(2m1 , 2n)
+
0 η
k−(n−m1+1)(
l−k+(n−m1+1)∑
i=0
(n− i)!η
l−k+n−m1+1−i
x ηiθ
i!(l − k + n−m
1
+ 1− i)!(n− l − i)!
xk−2l1 ) = 0.
(2.44)
Thus we get
ηk−(n−m1+1)
( l−k+(n−m1+1)∑
i=0
(n− i)!η
l−k+n−m1+1−i
x ηiθ
i!(l − k + n−m1 + 1− i)!(n− l − i)!
xk−2l1
)
= clfl,0 (2.45)
for some cl ∈ C by (4.14). Hence fl,0 ∈ η
k−(n−m1+1)H02(n−m1+1)−k
. Consequently, fl,t ∈
ηk−(n−m1+1)H02(n−m1+1)−k
by (2.30) for all l > k − (n−m
1
+ 1).
Suppose that W is a nonzero submodule of H0k. If there exists fl,t ∈ W for some
l < k − (n − m1 + 1), then f0,l+t ∈ W by (2.30), which implies x
k
1 ∈ W by (2.29);
otherwise W ⊂ ηk−(n−m1+1)H02(n−m1+1)−k
, which means W = ηk−(n−m1+1)H02(n−m1+1)−k
since ηk−(n−m1+1)H02(n−m1+1)−k
is an irreducible osp(2m1 , 2n)-submodule. 
Remark. In the appendix of [29], Zhang presented the structure of a canonical
supersymmetric polynomial representation for osp(m|2n) when m − 2n > 1. Our above
theorem give a complete answer to the structure of the representation.
Case 2. r = m1 .
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In this case,
∆ = −
m1∑
i=1
xi∂xm1+i +
n∑
j=1
∂θj∂θn+j , η =
m1∑
i=1
xm1+i∂xi +
n∑
j=1
θjθn+j . (2.46)
Furthermore, H
m1
k = 0 when k ≥ n.
By similar arguments as those in Case 1, we can obtain that H
m1
k is irreducible and
A
m1
k = H
m1
k ⊕ ηA
m1
k−2 when k ≤ n. Set
h(~k,~l, ~s) =
m1∏
t=1
xktt
∏
1≤i<j≤m1
(xixm1+j − xjxm1+i)
ki,j
n∏
j=1
θ
lj
j θ
ln+j
n+j
∏
1≤i<j≤n
(θiθn+i
−θjθn+j)
li,j
∏
1≤p≤m1 ,1≤q≤n
(xm1+p − xpθqθn+q)
sp,q (2.47)
where
~k = (k1, · · · , km1 ; k1,2, k1,3, · · · , k1,m1 , k2,3 · · · , km1−1,m1 ) ∈ N
m1 (m1+1)
2 , (2.48)
~l = (l1, · · · , ln; l1,2, · · · , l1,n, l2,3, · · · , l2,n, · · · , ln−1,n) ∈ {0, 1}
n(n+1)
2 , (2.49)
~s = (s1,1, · · · , s1,n, · · · , sm1 ,n) ∈ {0, 1}
m1n. (2.50)
Denote
I = {(~k,~l, ~s) | lt + ln+t +
∑
1≤i<t
li,t +
∑
t<j≤n
lt,j +
m1∑
p=1
sp,t ≤ 1 for t ∈ 1, n;
ki,jkt = 0 for i < j < t; ki,jki′,j′ = 0 for i > i
′ and j < j′;
ktli,j = 0 for t ∈ 1, m1 , 1 ≤ i < j ≤ n; ktsp,q = 0 for t < p;
ki,jsp,q = 0 for i < j < p; sp,qsp′,q′ = 0 for p > p
′ and q < q′;
li,j = 0 if lt = ln+t =
m1∑
p=1
sp,t =
∑
i′<t
li′,t +
∑
j′>t
lt,j′ = 0 for some i < t < j;
li,jli′,j′ = 0 if i < i
′ < j < j′; li,jsp,q = 0 if i < j < q}. (2.51)
Theorem 2.3 If k ≤ n, the subspace H
m1
k is an irreducible highest weight submodule.
The highest weight is −2λm1 +νk (resp. kλm1−1− (k+2)λm1 ) if k > 0 (resp. k ≤ 0) and a
corresponding highest weight vector is θ1 · · · θk (resp. x
−k
m1
). Moreover, A
m1
k = H
m1
k ⊕ηA
m1
k−2
and
{h(~k,~l, ~s) | (~k,~l, ~s) ∈ I;
n∑
t=1
(lt + ln+t) + 2
∑
1≤i<j≤n
li,j +
∑
1≤p≤m1 ,1≤q≤n
sp,q −
m1∑
t=1
kt = k; }
(2.52)
forms a basis for H
m1
k .
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Proof. Denote by V the subspace spanned by (2.52). It is easy to check H
m1
k ⊃ V . For
the reverse inclusion, we prove it by induct on n. Take any 0 6= f ∈ H
m1
k . We write
f = f0 + f1θn + f2θ2n + f3θnθ2n (2.53)
where
fi ∈ C[x1, · · · , x2m1 ; θ1, · · · , θn−1, θn+1 · · · , θ2n−1]. (2.54)
Let
∆′ = −
m1∑
i=1
xi∂xm1+i +
n−1∑
j=1
∂θj∂θn+j . (2.55)
Since
∆(f) = 0 = ∆′(f0) + ∆
′(f1)θn +∆
′(f2)θn +∆
′(f3)θnθ2n − f3, (2.56)
we get
∆′(f0)− f3 = ∆
′(f1) = ∆
′(f2) = ∆
′(f3) = 0. (2.57)
Thus by inductive assumption, we obtain f1θn, f2θ2n ∈ V . We may assume f3 = h(~k,~l, ~s)
with (~k,~l, ~s) ∈ I and
n∑
t=1
(lt + ln+t) + 2
∑
1≤i<j≤n
li,j +
∑
1≤p≤m1 ,1≤q≤n
sp,q −
m1∑
t=1
kt = k − 2, (2.58)
ln = l2n = l1,n = · · · = ln−1,n = s1,n = · · · = sm1 ,n = 0. (2.59)
Suppose that there exists some t ∈ 1, m
1
such that kt > 0. Let
t0 = min{t | kt > 0}, f
′
0 = −x
−1
t0
xm1+t0f3. (2.60)
We have
∆′(f ′0) = f3 (2.61)
and
0 = ∆(f0 + f3θnθ2n) = ∆
′(f0 − f
′
0) + (∆
′(f ′0)− f3). (2.62)
So f0 − f
′
0 ∈ V by inductive assumption and
f ′0 + f3θnθ2n = ∆
′(f0)− f3 = −x
−1
t0
f3(xm1+t0 − xt0θnθ2n) ∈ V. (2.63)
Thus f ∈ V .
Now we assume kt = 0 for all t ∈ 1, m1 . Then there must exist j ∈ 1, n− 1 such that
lj = ln+j =
∑
1≤i<j
li,j =
∑
j<t≤n
lj,t =
m1∑
p=1
sp,j = 0 (2.64)
because
n−1∑
t=1
(
lt + ln+t +
∑
1≤i<t
li,t +
∑
t<j≤n
lt,j +
m1∑
p=1
sp,t
)
= k − 2 < n− 1. (2.65)
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Set
j0 = max{j | lj = ln+j =
∑
1≤i<j
li,j =
∑
j<t≤n
lj,t =
m1∑
p=1
sp,j = 0} (2.66)
and f ′′0 = −f3θj0θn+j0. We have ∆
′(f ′′0 ) = f3 and
0 = ∆(f0 + f3θnθ2n) = ∆
′(f0 − f
′
0) + ∆
′(f ′′0 )− f3. (2.67)
So
f0 − f
′′
0 ∈ V, f
′′
0 + f3θnθ2n = −f3(θj0θn+j0 − θnθ2n) ∈ V, (2.68)
which implies f ∈ V .
Next we check the linear independence of (2.52). Again induct on n. Suppose
∑
(~k,~l,~s)∈I
n∑
t=1
(lt+ln+t)+2
∑
1≤i<j≤n
li,j+
∑
1≤p≤m1 ,1≤q≤n
sp,q−
m1∑
t=1
kt=k
a~k,~l,~sh(
~k,~l, ~s) = 0. (2.69)
We write
h(~k,~l, ~s) = h′(~k,~l, ~s)(θiθn+i − θnθ2n) if li,n = 1, (2.70)
h(~k,~l, ~s) = h′′(~k,~l, ~s)(xm1+p − xpθnθ2n) if sp,n = 1. (2.71)
Thus (2.69) becomes
∑
(~k,~l,~s)∈I;ln=1
a~k,~l,~sh(
~k,~l, ~s) +
∑
(~k,~l,~s)∈I;l2n=1
a~k,~l,~sh(
~k,~l, ~s) +
∑
(~k,~l,~s)∈I;
ln=l2n=
∑
li,n=
∑
sp,n=0
a~k,~l,~sh(
~k,~l, ~s)
+
n−1∑
i=1
∑
(~k,~l,~s)∈I;li,n=1
a~k,~l,~sh
′(~k,~l, ~s)(θiθn+i − θnθ2n)
+
m1∑
p=1
∑
(~k,~l,~s)∈I;sp,n=1
a~k,~l,~sh
′′(~k,~l, ~s)(xm1+p − xpθnθ2n) = 0. (2.72)
We get
a~k,~l,~s = 0 if ln = l2n =
∑
li,n =
∑
sp,n = 0 or ln = 1 or l2n = 1, (2.73)
and
n−1∑
i=1
∑
(~k,~l,~s)∈I;li,n=1
a~k,~l,~sh
′(~k,~l, ~s) +
m1∑
p=1
∑
(~k,~l,~s)∈I;sp,n=1
a~k,~l,~sxph
′′(~k,~l, ~s) = 0. (2.74)
Since h′(~k,~l, ~s) and xph
′′(~k,~l, ~s) are linearly independent by inductive assumption, we get
a~k,~l,~s = 0 for li,n = 1 or sp,n = 1. 
Case 3. 0 < r < m
1
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This case is a little more complicated. To study the structure of the submodules Ark
and Hrk, we first introduce some subalgebras of osp(2m1 , 2n). Set
L1 =
∑
r+1≤i,j≤m1
C(Ei,j −Em1+j,m1+i) +
∑
r+1≤i<j≤m1
(
C(Ei,m1+j −Ej,m1+i)
+C(Em1+j,i − Em1+i,j)
) (2.75)
and
L′1 =
∑
r+1≤i,j≤m1−1
C(Ei,j −Em1+j,m1+i) +
∑
r+1≤i<j≤m1−1
(
C(Ei,m1+j −Ej,m1+i)
+C(Em1+j,i −Em1+i,j)
)
.
(2.76)
Denote L+1 = osp(2m1 , 2n)
+ ∩ L1 and L
′+
1 = osp(2m1 , 2n)
+ ∩ L′1. We treat L
′
1 = 0 when
r = m1 − 1. Let
L2 =
r∑
i,j=1
(
C(Ei,j − Em1+j,m1+i) + C(Ei,m1+j −Ej,m1+i)
+C(Em1+i,j − Em1+j,i)
)
+
n∑
p,q=1
(
C(E2m1+p,2m1+q − E2m1+n+q,2m1+n+p)
+C(E2m1+p,2m1+n+q + E2m1+q,2m1+n+p) + C(E2m1+n+p,2m1+q + E2m1+n+q,2m1+p)
)
+
∑
i∈1,r;p∈1,n
(
C(Ei,2m1+p −E2m1+n+p,m1+i) + C(Ei,2m1+n+p + E2m1+p,m1+i)
+C(Em1+i,2m1+p −E2m1+n+p,i) + C(Em1+i,2m1+n+p + E2m1+p,i) (2.77)
and
L+2 = L2 ∩ osp(2m1 , 2n)
+
0 +
∑
1≤i≤m,1≤p≤n
(
C(Em1+i,2m1+n+p + E2m1+p,i)
+C(Ei,2m1+n+p + E2m1+p,m1+i)
)
. (2.78)
We have the following result:
Theorem 2.4 When 0 < r < m
1
and k ≤ n−m
1
+ r+1, the submodule Hrk is irreducible
and Ark = H
r
k
⊕
ηArk−2. If k > n−m1 + r + 1, we have the following composition series
Hrk ⊃ η
k−n+m1−r−1Hr−k+2(n−m1+r+1) ⊃ {0} if r < m1 − 1; (2.79)
H
m1−1
k ⊃ 〈x
k
m1
〉 ⊃ ηk−nH
m1−1
−k+2n ⊃ {0}. (2.80)
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The subspace Hrk (k ∈ Z) has a basis
{
∑
r1,··· ,rm1−1
∈N;
l1,··· ,ln∈{0,1}
(−1)
m1−1∑
i=r+1
ri+
n∑
j=1
lj r∏
i=1

 αm1+i
ri


m1∏
i=r+1

 αi
ri



 αm1+i
ri

 n∏
j=1

 βj
lj



 βn+j
lj




αm1 +
m1−1∑
i=1
ri +
n∑
j=1
lj
αm1




α2m1 +
m1−1∑
i=1
ri +
n∑
j=1
lj
α2m1




m1−1∑
i=1
ri +
n∑
j=1
lj
r1, · · · , rm1−1


r∏
i=1
ri!
×
r∏
i=1
xαi+rii x
αm1+i
−ri
m1+i
m1∏
i=r+1
xαi−rii x
αm1+i
−ri
m1+i
n∏
j=1
(−1)βj ljθ
βj−lj
j θ
βn+j−lj
n+j x
αm1+
m1−1∑
i=1
ri+
n∑
j=1
lj
m1
×x
α2m1
+
m1−1∑
i=1
ri+
n∑
j=1
lj
2m1
| αi ∈ N, βj ∈ {0, 1};
2n∑
j=1
βj −
r∑
i=1
αi +
2m1∑
i=r+1
αi = k;αm1α2m1 = 0}.
(2.81)
Proof. (1) The subspace H
m1−1
k is generated by
fl,p,s =
l∑
i=0
l!(l + p)!
i!(l − i)!(l + p− i)!
xpm1 (xm1x2m1 )
l−ixs−im1−1x
i
2m1−1
θ1 · · · θn (2.82)
and
gl,p,s =
l∑
i=0
l!(l + p)!
i!(l − i)!(l + p− i)!
xp2m1 (xm1x2m1 )
l−ixs−im1−1x
i
2m1−1
θ1 · · · θn (2.83)
as an (L1 + L2)-submodule with l, p, s ∈ N, p+ 2l − s = k and l ≤ s.
Using Lemma 2.1, we obtain that the subspace H
m1−1
k is spanned by
∞∑
i=0
(−
∫
(m1 )
∫
(2m1 )
)ixαmm1 x
α2m1
2m1
(−
m1−1∑
j=1
xj∂xm1+j +
n∑
j=1
∂θj∂θn+j )
i(g), (2.84)
where
αm1α2m1 = 0, g ∈ C[x1, · · · , xm1−1, xm1+1, · · · , x2m1−1; θ1, · · · , θ2n] (2.85)
and ∫
(t)
xα =
xtx
α
αt + 1
for t = m1 , 2m1. (2.86)
According to Theorem 2.3, we can write g =
∑
lXl(x
s−l
m1−1
xl2m1−1θ1 · · · θn), where Xl ∈
U(L2), 2l − s+ αm1 + α2m1 + n = k. Thus H
m1−1
k is spanned by
Xl
l∑
i=0
p!l!
i!(l − i)!(p + l − i)!
xpm1 (xm1x2m1 )
l−ixs−im1−1x
i
2m1−1
θ1 · · · θn = Xl
p!
(l + p)!
fl,p,s (2.87)
and
Xl
l∑
i=0
p!l!
i!(l − i)!(p+ l − i)!
xp2m1 (xm1x2m1 )
l−ixs−im1−1x
i
2m1−1
θ1 · · · θn = Xl
p!
(l + p)!
gl,p,s, (2.88)
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where 2l + p + n − s = k. Consequently, H
m1−1
k is generated by (2.82) and (2.83) as an
L2-submodule.
(2) As an (L1 + L2)-submodule, H
r
k (r < m1 − 1) is generated by
hl,p,s =
l∑
i=0
l!(l + p+m1 − r − 1)!
i!(l − i)!(l + p+m1 − r − 1)!
xpr+1(
m1∑
j=r+1
xjxm1+j)
l−ixs−ir x
i
m1+r
θ1 · · · θn (2.89)
for 2l + p+ n− s = k and l ≤ s.
Again by Lemma 2.1, we obtain that Hrk (r < m1 − 1) is spanned by
Xl,p,s,t
l∑
i=0
(−
∫
(m1 )
∫
(2m1 )
)ix
αm1
m1
x
q−αm1
2m1
(−xr∂xm1+r +
m1−1∑
j=r+1
∂xj∂xm1+j)
i(x
αr+1
r+1 x
p−αr+1
m1+r+1
×u′l−txs−tr x
t
m1+r
θ1 · · · θn), (2.90)
where
u′ =
m1−1∑
j=r+1
xjxm1+j, αm1 ∈ {0, q}, αr+1 ∈ {0, p}, 2l + p+ q − s + n = k (2.91)
and Xl,p,s,t ∈ U(L
′
1 + L2). So H
r
k is generated by
gp,q,s,t,αr+1,αm1 =
l∑
i=0
(−
∫
(m1 )
∫
(2m1 )
)ix
αm1
m1
x
q−αm1
2m1
(−xr∂xm1+r +
m1−1∑
j=r+1
∂xj∂xm1+j )
i
(x
αr+1
r+1 x
p−αr+1
m1+r+1
u′l−txs−tr x
t
m1+r
θ1 · · · θn) (2.92)
as an (L′1 + L2)-submodule. Denote by λp,q,s,αr+1,αm1 the weight of gp,q,s,t,αr+1,αm1 . Note
L′
+
1 (gp,q,s,t,αr+1,αm1 ) = L
+
2 (gp,q,s,t,αr+1,αm1 ) = 0. (2.93)
Hence
Hrk =
∑
U(L′1 + L2)(gp,q,s,t,αr+1,αm1 ) (2.94)
and
(Hrk)λp,q,s,αr+1,αm1
∩ Span{gθ1 · · · θn | g ∈ C[xr+1, xm1+r+1, u
′, xm1 , x2m1 ]}
= Span{gp,q,s,t,αr+1,αm1 | 0 ≤ t ≤ min{s, l}}.
(2.95)
Note
dim Span {gl,p,s,t,αr+1,αm1 | 0 ≤ t ≤ min{s, l}} =
{
l + 1 if l ≤ s,
s+ 1 if l > s.
(2.96)
On the other hand,
(
m1∑
t=r+1
∂xt∂xm1+t)
( d∑
j=0
(−1)j
j!(d− j)!(d+ p+m1 − r − 2− j)!(q + j)!
x
αr+1
r+1 x
p−αr+1
m1+r+1
×x
αm1
m1
x
q−αm1
2m1
u′d−j(xm1x2m1 )
j
)
= 0, (2.97)
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which means
d∑
j=0
(−1)j
j!(d− j)!(d+ p+m1 − r − 2− j)!(q + j)!
x
αr+1
r+1 x
p−αr+1
m1+r+1
×x
αm1
m1
x
q−αm1
2m1
u′d−j(xm1x2m1 )
j ∈ U(L1)(x
p+q+2d
r+1 ). (2.98)
So we get
l−d∑
i=0
l!(l + d+ p+m
1
− r − 1)!
i!(l − d− i)!(l + d+ p+m1 − r − 1)!
( d∑
j=0
(−1)j
j!(d− j)!(q + j)!(p+ d+m1 − r − 2− j)!
×u′d−j(xm1x2m1 )
j
)
x
αr+1
r+1 x
p−αr+1
m1+r+1
x
αm1
m1
x
q−αm1
2m1
(u′ + xm1x2m1 )
l−d−ixs−ir x
i
m1+r
θ1 · · · θn
∈ U(L1)(hl−d,p+q+2d,s) ∩ Span {gl,p,s,t,αr+1,αm1 | 0 ≤ t ≤ min{s, l}}, (2.99)
where 0 ≤ d ≤ min{l, s}. Thus
dim
(min{l,s}⊕
d=0
U(L1)(hl−d,p+q+2d,s) ∩ Span {gl,p,s,t,αr+1,αm1 | 0 ≤ t ≤ min{s, l}}
=
{
l + 1 if l ≤ s,
s+ 1 if l > s.
(2.100)
Therefore, we have
min{l,s}⊕
d=0
U(L1)(hl−d,p+q+2d,s) ∩ Span {gl,p,s,t,αr+1,αm1 | 0 ≤ t ≤ min{s, l}}
= Span {gl,p,s,t,αr+1,αm1 | 0 ≤ t ≤ min{s, l}}, (2.101)
which implies
gl,p,s,t,αr+1,αm1 ∈
min{l,s}⊕
d=0
U(L1)(hl−d,p+q+2d,s). (2.102)
Hence we are done.
(3) We claim that
Hrk =


〈x−kr 〉 if k ≤ 0,
〈xkr+1〉 if k > 0, r < m1 − 1,
〈xkm1 〉+ 〈x
k
2m1
〉 if k > 0, r = m1 − 1.
(2.103)
When r = m1 − 1, we have
fl,p,s =
l∑
i=0
l!(l + p)!
i!(l − i)!(l + p− i)!
xpm1 (xm1x2m1 )
l−ixs−im1−1x
i
2m1−1
θ1 · · · θn
= (E2m1−1,m1 −E2m1 ,m1−1)
l(xs−lm1−1x
p+l
m1
θ1 · · · θn) (2.104)
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and
gl,p,s =
l∑
i=0
l!(l + p)!
i!(l − i)!(l + p− i)!
xp2m1 (xm1x2m1 )
l−ixs−im1−1x
i
2m1−1
θ1 · · · θn
= (E2m1−1,2m1 −Em1 ,m1−1)
l(xs−lm1−1x
p+l
2m1
θ1 · · · θn). (2.105)
It is straightforward to check
xs−lm1−1x
p+l
m1
θ1 · · · θn, x
s−l
m1−1
xp+l2m1θ1 · · · θn ∈
{
〈xkm1 〉+ 〈x
k
2m1
〉 if k > 0,
〈x−km1−1〉 if k ≤ 0.
(2.106)
Now we assume r < m1 − 1. Then h0,p,p+n−k ∈ 〈x
k
r+1〉 (or 〈x
−k
r 〉). Note
l(p+ 1)hl,p,s =
m1∑
j=r+2
(Em1+j,r+1 − Em1+r+1,j)(−Ej,r + Em1+r,m1+j)(hl−1,s−1,p+1)
+(m
1
− r)(Em1+r,r+1 −Em1+r+1,r)(hl−1,p+1,s−1).
(2.107)
So hl,p,s ∈ 〈x
k
r+1〉 (or 〈x
−k
r 〉) by inductive assumption. Therefore, (2.103) holds.
(3) When k ≤ n−m1 + r+1, the submodule H
r
k is irreducible and A
r
k = H
r
k ⊕ ηA
r
k−2.
We may assume r < m
1
−1 and k > 0. The proof for r = m
1
−1 or k ≤ 0 is similar. For
any submodule W ⊂ Hrk, there should be some weight vector g ∈ W such that L
+
1 (g) = 0
and L+2 (g) = 0. Thus g =
l∑
i=0
aix
p
r+1u
l−ixs−ir x
i
m1+r
θ1 · · · θn for some ai ∈ C. Since
0 = ∆(g) = −
l∑
i=1
aiix
p
r+1u
l−ixs−i+1r x
i−1
m1+r
θ1 · · · θn
+
l−1∑
i=0
xpr+1u
l−ixs−ir x
i
m1+r
θ1 · · · θn (2.108)
we get
ai+1(i+ 1) = ai(l − i)(p + l +m1 − r − i− 1). (2.109)
Thus g is a scalar multiple of
hl,p,s =
l∑
i=0
l!(l + p+m1 − r − 1)!
i!(l − i)!(l + p+m
1
− r − 1− i)!
xpr+1u
l−ixs−ir x
i
m1+r
θ1 · · · θn. (2.110)
If l > 0, we have
(Er,m1+r+1 −Er+1,m1+r)(hl,p,s) = −l(l + p+m1 − r − 1− s)hl−1,p+1,s−1, (2.111)
and
l +m1 − r − 1 + p− s = k − n− l +m1 − r − 1 ≤ −l < 0, (2.112)
which implies hl−1,p+1,s−1, · · · , h0,p+l,s−l ∈ W . It is easy to see x
k
r+1 ∈ 〈h0,p+l,s−l〉. Hence
W = Hrk.
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By the similar arguments as those in (3) of the proof of Theorem 2.2, we obtain
Ark = H
r
k ⊕ ηA
r
k−2.
(4)(2.79) and (2.80) are composition series.
According to (2),
H
m1−1
k =
∞⊕
l,p,s=0,p+2l−s=k,l≤s
(U(L2)fl,p,s ⊕ U(L2)gl,p,s) (2.113)
and
Hrk =
∞⊕
l,p,s=0,p+2l−s=k,l≤s
U(L1 + L2)hl,p,s. (2.114)
Again by the similar arguments as those in (4) of the proof of Theorem 2.2, we can get
the composition series. 
3 Proof of Theorem 2
In this section, we discuss the osp(2m1 , 2n)-module A
′
k defined in (1.14) and (1.15). The
following facts will be used.
Proposition 3.1 If n = 0, then the subspace A′k (k 6= m1) is an irreducible so(2m1 ,C)-
submodule and A′m1 = 〈θ1 · · · θm1 〉 ⊕ 〈θ1 · · · θm1−1θ2m1 〉.
If m1 = 0, then the subspace A
′
k is an irreducible sp(2n,C)-submodule when S1∪T1 6= ∅
or k 6= 0. When S1 ∪ T1 = ∅, we can assume T = 1, n by symmetry. In this case,
A′0 = 〈1〉 ⊕ 〈xn−1x2n − xnx2n−1〉. (cf. [20])
Now let us deal with the general case with m1 > 0 and n > 0.
In fact, if S1 6= ∅, we can take a j0 ∈ S1 and 0 6= f ∈ A
′
k. Since
E2m1+j0,2m1+n+j0 |A′= xj0∂xn+j0 , (3.1)
we can assume ∂xn+j0 (f) = 0. Applying
(Em1+i,2m1+n+j0 + E2m1+j0,i) |A′= θm1+i∂xn+j0 + xj0∂θi (3.2)
and
(Ei,2m1+n+j0 + E2m1+j0,m1+i) |A′= θi∂xn+j0 + xj0∂θm1+i (3.3)
(i ∈ 1, m
1
), we get a nonzero element f ′ = f ′(x1, · · · , ˆxn+j0, · · · , x2n) ∈ 〈f〉. Since
Span {xα | xα ∈ A′k} (3.4)
is an irreducible sp(2n,C)-submodule according to Proposition 3.1, we obtain
Span {xα | xα ∈ A′k} ⊂ 〈f〉. (3.5)
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Observe
(Ei,2m1+j0 − E2m1+n+j0,m1+i)|A′ = θi∂xj0 − xn+j0∂θm1+i (3.6)
and
(Em1+i,2m1+j0 − E2m1+n+j0,i)|A′ = θm1+i∂xj0 − xn+j∂θi . (3.7)
Thus by induction on t, we can obtain xαθi1 · · · θit ∈ 〈f〉 for all i1, · · · , it ∈ 1, 2m1 and∑
i∈T¯
αi −
∑
j∈T
αj = k − t. So 〈f〉 = A
′
k, which implies that A
′
k is irreducible. It can be
similarly proved when T1 6= ∅.
Theorem 3.2 1) The submodule A′k is irreducible when S1 ∪ T1 6= ∅. In particular, A
′
k
is not highest weight type if S1 6= ∅ and T1 6= ∅.
2) If S1 = ∅ and T1 = ∅, we may assume T = 1, n by symmetry.
a) The submodule A′k is irreducible and of highest weight type when k 6= m1. A highest
weight vector is x
m1−k
n θ1 · · · θm (resp. x
k−m1
2n θ1 · · · θm) if k > m1 (resp. k < m1).
b) The submodule A′m1 = 〈θ1 · · · θm1 〉 ⊕ 〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉 is a sum of two
irreducible submodules.
Proof. Assume T = 1, n.
a) We claim that A′k = 〈x
m1−k
n θ1 · · · θm1 〉 when k < m1 .
In fact, we have
xl−kn θ1 · · · θl =
(l − k)!
(m1 − k)!
m1∏
t=l+1
(−1)t−1(Em1+t,2m1+2n + E2m1+n,t)(x
m1−k
n θ1 · · · θm1 ) (3.8)
for l ∈ 1, m1 . Thus we get
Span {xαθi1 · · · θil | i1, · · · , il ∈ 1, 2m; l +
∑
i∈T¯
αi −
∑
i∈T
αi = k} ⊂ 〈x
m1−k
n θ1 · · · θm1 〉 (3.9)
for k < l < m1 and θi1 · · · θik ∈ 〈x
m1−k
n θ1 · · · θm1 〉 by applying so(2m1 , ,C) and sp(2n,C) to
xl−kn θ1 · · · θl (We treat θ1 · · · θk = 0 if k ≤ 0). Since
(E2m1 ,2m1+2n + E2m1+n,m1 )(−E2m1+2n,2m1+n)(x
m1−k
n θ1 · · · θm1 )
= x
m1−k+1
n θ2m1θ1 · · · θm1 + (−1)
m1−1(m1 − k + 1)x
m1−k
n x2nθ1 · · · θm1−1, (3.10)
we get x
m1−k+1
n θ1 · · · θm1θ2m1 ∈ 〈x
m1−1
n θ1 · · · θm1 〉. Now we have
x
m1−k
n θ1 · · · θm1−1θ2m1
=
(−1)m1−1
m1 + 1− k
(E2m1 ,2m1+2n + E2m1+n,m1 )(x
m1+1−k
n θ1 · · · θm1θ2m1 ). (3.11)
Applying
(Em1+t,2m1+n − E2m1+2n,t)|A′ = −xnθm1+t − x2n∂θt (3.12)
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and taking induction on l, we obtain
Span {xαθi1 · · · θil | i1, · · · , il ∈ 1, 2m; l+
∑
i∈T¯
αi−
∑
i∈T
αi = k} ⊂ 〈x
m1−k
n θ1 · · · θm1 〉 (3.13)
for l ≥ m1 . Since
(xn−1x2n − xnx2n−1)θ1 · · · θk
= (−1)k(Em1+k+1,2m1+n−1 − E2m1+2n−1,k+1)(xnθ1 · · · θk+1)
−(−1)k(Em1+k+1,2m1+n −E2m1+2n,k+1)(xn−1θ1 · · · θk+1), (3.14)
we get
Span {xαθi1 · · · θil | i1, · · · , il ∈ 1, 2m; l+
∑
i∈T¯
αi−
∑
i∈T
αi = k} ⊂ 〈x
m1−k
n θ1 · · · θm1 〉 (3.15)
for l = k. Now by induction on k − l for l ≤ k and (3.12), we attain
Span {xαθi1 · · · θil | i1, · · · , il ∈ 1, 2m; l+
∑
i∈T¯
αi−
∑
i∈T
αi = k} ⊂ 〈x
m1−k
n θ1 · · · θm1 〉 (3.16)
for 0 ≤ l < k. Hence A′k = 〈x
m1−k
n θ1 · · · θm1 〉.
Note that all the weight vectors annihilated by osp(2m1 , 2n)
+
0 are scalar multiples of
x
m1−k
n θ1 · · · θm1−1θ2m1 , x
i−k
n θ1 · · · θi (k ≤ i ≤ m1), x
k−l
2n θ1 · · · θl (0 ≤ l < k) and (xn−1x2n −
xnx2n−1)θ1 · · · θk. Since
k∏
t=l+1
(Et,2m1+2n + E2m1+n,m1+t)(x
k−l
2n θ1 · · · θl) = (−1)
l(k−l)(k − l)!θ1 · · · θk, (3.17)
(Em1 ,2m1+2n + E2m1+n,2m1 )(x
m1−k
n θ1 · · · θm1−1θ2m1 )
= (−1)m1−1(m
1
− k)x
m1−k−1
n θ1 · · · θm1−1, (3.18)
(Ek+1,2m1+2n−1 + E2m1+n−1,m1+k+1)
(
(xn−1x2n − xnx2n−1)θ1 · · · θk
)
= (−1)k+1xnθ1 · · · θk+1 (3.19)
and
m1∏
j=i+1
(−1)j(Ej,2m1+n − E2m1+2n,m1+j)(x
i−k
n θ1 · · · θi) = x
m1−k
n θ1 · · · θm1 , (3.20)
we get that up to a scalar multiple, A′k has only one highest weight vector x
m1−k
n θ1 · · · θm1
and thus it is irreducible.
It can be similarly proved that A′k = 〈x
k−m1
2n θ1 · · · θm1 〉 is irreducible when k > m1 .
b) Assume k = m
1
. We claim that for any nonzero submodule V of A′m1 , we have
θ1 · · · θm1 ∈ V or (xn−1x2n − xnx2n−1)θ1 · · · θm1 ∈ V. (3.21)
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In fact, there should be at least one weight vector f ∈ V such that osp(2m1 , 2n)
+
0 (f) =
0. Thus we can assume that f is of the form
(xn−1x2n − xnx2n−1)
lθ1 · · · θm1−1θ
lm1
m1
θ
l2m1
2m1
(3.22)
with l, lm1 , l2m1 ∈ {0, 1} such that lm1 l2m1 = 0 or
ax
m1−i
n θ1 · · · θm1θm1+i+1 · · · θ2m1 + bx
m1−i
2n θ1 · · · θi (3.23)
with 0 ≤ i < m1 and a, b ∈ C.
i) If
f = ax
m1−i
n θ1 · · · θm1θm1+i+1 · · · θ2m1 + bx
m1−i
2n θ1 · · · θi, (3.24)
then
f1 =
m1−1∏
j=i+1
(Ej,2m1+2n + E2m1+n,m1+j)(f)
= a′xnθ1 · · · θm1θ2m1 + b
′x2nθ1 · · · θm1−1 ∈ 〈f〉. (3.25)
If a′ 6= b′, then
(Em1 ,2m1+2n + E2m1+n,2m1 )(f1) = (−1)
m1 (a′ − b′)θ1 · · · θm1 ∈ V. (3.26)
Otherwise, a′ = b′ and
(Em1 ,2m1+2n−1 + E2m1+n−1,2m1 )(f1) = (−1)
m1a′(xn−1x2n − xnx2n−1)θ1 · · · θm1 ∈ V. (3.27)
ii) If f = θ1 · · · θm1−1θ2m1 , then
(Em1 ,2m1+2n−1 + E2m1+n−1,2m1 )(Em1 ,2m1+n − E2m1+2n,2m1 )(f)
= (−1)m1 (Em1 ,2m1+2n−1 + E2m1+n−1,2m1 )(xnθ1 · · · θm1θ2m1 + x2nθ1 · · · θm1−1)
= (xn−1x2n − xnx2n−1)θ1 · · · θm1 ∈ V. (3.28)
iii) When f = (xn−1x2n − xnx2n−1)θ1 · · · θm1−1θ2m1 , we have
(Em1 ,2m1+2n + E2m1+n,2m1 )(Em1 ,2m1+2n−1 + E2m1+n−1,2m1 )(f)
= (−1)m1 (Em1 ,2m1+2n + E2m1+n,2m1 )(xnθ1 · · · θm1θ2m1 − x2nθ1 · · · θm1−1)
= −2θ1 · · · θm1 ∈ V. (3.29)
Using Lemma 3.1, we get
xαθ1 · · · θm1 ∈ 〈θ1 · · · θm1 〉+ 〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉 (3.30)
for α ∈ N2n such that
m1∑
i=1
αi =
m1∑
i=1
αm1+i. Now it is straightforward to check
A′m1 ⊂ 〈θ1 · · · θm1 〉+ 〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉. (3.31)
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We can get basis for 〈θ1 · · · θm1 〉 and 〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉 by the following
way. Set
∆ = −
n∑
i=1
xi∂xn+i +
m1∑
j=1
∂θj∂θm1+j (3.32)
and
η =
n∑
i=1
xn+i∂xi +
m1∑
j=1
θjθm1+j . (3.33)
Let L be the subalgebra of osp(2m1 , 2n) consisting of the matrices of the form

A 0 0 H1
0 −AT J 0
0 HT1 D 0
−JT 0 0 −DT

 . (3.34)
It is straightforward to check
g∆ = ∆g, gη = ηg for g ∈ L. (3.35)
Set
As,t = Span {x
α
2m1∏
j=1
θ
lj
j | α ∈ N
2n; lj ∈ {0, 1};
m1∑
j=1
lm1+j −
n∑
i=1
αi = s,
m1∑
j=1
lj +
n∑
i=1
αn+i = t} (3.36)
for s ∈ Z, t ∈ N and
Hs,t = {f ∈ As,t | ∆(f) = 0}. (3.37)
We have
As,t = Hs,t ⊕ ηAs−1,t−1 =
t⊕
l=0
ηt−lHs−t+l,l. (3.38)
Thus
A′m1 =
∞⊕
l=0
Am1−l,l =
∞⊕
l=0
l⊕
q=0
ηl−qHm1−2l+q,q =
∞⊕
t,q=0
ηtHm1−2t−q,q. (3.39)
By similar arguments as those in 1) of the proof of Theorem 2.2, we get
Hm1−2t−q,q =
{
U(L)
(
x2tn θ1 · · · θqθm1+q+1 · · · θ2m1
)
if q ≤ m
1
,
U(L)
(
x2tn (xn−1x2n − xnx2n−1)
q−m1θ1 · · · θm1
)
if q > m1 .
(3.40)
Since
ηt(x2tn θ1 · · · θqθm1+q+1 · · · θ2m1 ) =
(2t)!
t!
xtnx
t
2nθ1 · · · θqθm1+q+1 · · · θ2m1
=
(2t)!
t!
(−E2n,n)
t(θ1 · · · θqθm1+q+1 · · · θ2m1 )
∈
{
〈θ1 · · · θm1 〉 if m1 − q is even,
〈θ1 · · · θm1−1θ2m1 〉 = 〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉 if m1 − q is odd
(3.41)
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when q ≤ m1 and
ηt(x2tn (xn−1x2n − xnx2n−1)
q−m1θ1 · · · θm1 )
=
(2t)!
t!
xtnx
t
2n(xn−1x2n − xnx2n−1)
q−m1θ1 · · · θm1
∈
{
U(sp(2n,C))(1)θ1 · · · θm1 if m1 − q is even,
U(sp(2n,C))(xn−1x2n − xnx2n−1)θ1 · · · θm1 if m1 − q is odd
(3.42)
when q > m1 (cf. [20]), we get
ηtHm1−2t−q,q ⊂
{
〈θ1 · · · θm1 〉 if m1 − q is even,
〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉 if m1 − q is odd.
(3.43)
Therefore,
〈θ1 · · · θm1 〉 =
⊕
q∈N; m1−q is even
ηtHm1−2t−q,q (3.44)
and
〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉 =
⊕
q∈N; m1−q is odd
ηtHm1−2t−q,q. (3.45)
Like in Theorem 2.3, we denote
h(~k,~l, ~s) =
n∏
t=1
xktt
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j
m1∏
j=1
θ
lj
j θ
lm1+j
m1+j
∏
1≤i<j≤m1
(θiθm1+i
−θjθm1+j)
li,j
∏
1≤p≤n,1≤q≤m1
(xn+p − xpθqθm1+q)
sp,q (3.46)
where
~k = (k1, · · · , kn; k1,2, k1,3, · · · , k1,n, k2,3 · · · , kn−1,n) ∈ N
n(n+1)
2 , (3.47)
~l = (l1, · · · , lm1 ; l1,2, · · · , l1,m1 , l2,3, · · · , l2,m1 , · · · , lm1−1,m1 ) ∈ {0, 1}
m1 (m1+1)
2 , (3.48)
~s = (s1,1, · · · , s1,m1 , · · · , sn,m1 ) ∈ {0, 1}
m1n. (3.49)
Set
I = {(~k,~l, ~s) | lt + lm1+t +
∑
1≤i<t
li,t +
∑
t<j≤m1
lt,j +
n∑
p=1
sp,t ≤ 1 for t ∈ 1, m1 ;
ki,jkt = 0 for i < j < t; ki,jki′,j′ = 0 for i > i
′ and j < j′;
ktli,j = 0 for t ∈ 1, n, 1 ≤ i < j ≤ m1 ; ktsp,q = 0 for t < p;
ki,jsp,q = 0 for i < j < p; sp,qsp′,q′ = 0 for p > p
′ and q < q′;
li,j = 0 if lt = lm1+t =
n∑
p=1
sp,t =
∑
i′<t
li′,t +
∑
j′>t
lt,j′ = 0 for some i < t < j;
li,jli′,j′ = 0 if i < i
′ < j < j′; li,jsp,q = 0 if i < j < q}. (3.50)
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Then the subspace Hm1−2t−q,q has a basis
Bt,q = {h(~k,~l, ~s) |
m1∑
j=1
lm1+j +
∑
1≤i<j≤m1
li,j −
n∑
i=1
ki −
∑
1≤i≤j≤n
ki,j = m1 − 2t− q;
m1∑
j=1
lj +
∑
1≤i<j≤m1
li,j +
n∑
p=1
m1∑
j=1
sp,j +
∑
1≤i≤j≤n
ki,j = q; (~k,~l, ~s) ∈ I}. (3.51)
Note
{f ∈ As,t | η(f) = 0} = 0 (3.52)
when s+ t < m1 . Hence we have:
Theorem 3.3 The set ⋃
t,q∈N;m1−q is even
ηtBt,q (3.53)
forms a basis for 〈θ1 · · · θm1 〉 and the set⋃
t,q∈N;m1−q is odd
ηtBt,q (3.54)
forms a basis for 〈(xn−1x2n − xnx2n−1)θ1 · · · θm1 〉.
4 Proof of Theorem 3
Recall the Lie superalgebra
osp(2m1 + 1, 2n) = osp(2m1 + 1, 2n)0 ⊕ osp(2m1 + 1, 2n)1 (4.1)
where
osp(2m1 + 1, 2n)0 =
m1∑
i,j=1
(
C(Ei,j − Em1+j,m1+i) + C(Ei,m1+j − Ej,m1+i)
+C(Em1+i,j −Em1+j,i)
)
+
m1∑
i=1
(
C(Ei,2m1+1 −E2m1+1,m1+i) + C(Em1+i,2m1+1 −E2m1+1,i)
)
+
n∑
p,q=1
(
C(E2m1+1+p,2m1+1+q − E2m1+1+n+q,2m1+1+n+p) + C(E2m1+1+p,2m1+1+n+q
+E2m1+1+q,2m1+1+n+p) + C(E2m1+1+n+p,2m1+1+q + E2m1+1+n+q,2m1+1+p)
)
(4.2)
and
osp(2m1 + 1, 2n)1 =
∑
i∈1,m1 ;p∈1,n
(
C(Ei,2m1+1+p −E2m1+1+n+p,m1+i)
+C(Ei,2m1+1+n+p + E2m1+1+p,m1+i) + C(Em1+i,2m1+1+p −E2m1+1+n+p,i)
+C(Em1+i,2m1+1+n+p + E2m1+1+p,m1+i)
)
+
n∑
p=1
(
C(E2m1+1,2m1+1+p − E2m1+1+n+p,2m1+1)
+C(E2m1+1,2m1+1+n+p + E2m1+1+p,2m1+1)
)
. (4.3)
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Take
H =
m1∑
i=1
C(Ei,i − Em1+i,m1+i) +
n∑
j=1
C(E2m1+1+j,2m1+1+j −E2m1+1+n+j,2m1+1+n+j) (4.4)
as a Cartan subalgebra of osp(2m1 +1, 2n). We still denote by λ1, · · · , λm1 , ν1, · · · , νn the
fundamental weights. Let
osp(2m1 + 1, 2n)
+ =
∑
1≤i<j≤m
(
C(Ei,j − Em1+j,m1+i) + C(Ei,m1+j −Ej,m1+i)
)
+
∑
1≤p<q≤n
C(E2m1+1+p,2m1+1+q − E2m1+1+n+q,2m1+1+n+p)
+
∑
1≤p≤q≤n
C(E2m1+1+p,2m1+1+n+q + E2m1+1+q,2m1+1+n+p)
+
∑
1≤i≤m,1≤q≤n
(
C(Ei,2m1+1+q − E2m1+1+n+q,m1+i)
+C(Ei,2m1+1+n+q + E2m1+1+q,m1+i)
)
+
m1∑
i=1
C(Ei,2m1+1 − E2m1+1,m1+i)
+
n∑
p=1
C(E2m1+1,2m1+1+n+p + E2m1+1+p,2m1+1), (4.5)
and osp(2m1 + 1, 2n)
+
σ = osp(2m1 + 1, 2n)σ ∩ osp(2m1 + 1, 2n)
+ for σ = 0, 1. We redefine
∆ and η by
∆x = −2
r∑
i=1
xi∂xm1+i + 2
m1∑
i=r+1
∂xi∂xm1+i + ∂
2
x2m1+1
, (4.6)
∆θ =
n∑
j=1
∂θj∂θn+j , ∆ = ∆x + 2∆θ, (4.7)
ηx = 2
r∑
i=1
xm1+i∂xi + 2
m1∑
i=r+1
xixm1+i + x
2
2m1+1
, (4.8)
ηθ =
n∑
j=1
θjθn+j , η = ηx + 2ηθ. (4.9)
Recall the notions in (1.7) and (1.10).
Theorem 4.1 The subspace Hrk (0 ≤ r ≤ m1) is an irreducible highest weight osp(2m1 +
1, 2n)-module with highest weights and corresponding vectors are listed as follows:
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r k vector weight
r = 0 k > 0 xk1 kλ1
r < m1 k > 0 x
k
r+1 −(k + 1)λr + kλr+1
k ≤ 0 x−kr kλr−1 − (k + 1)λr
r = m1 k ≤ 0 x
−k
m1
kλm1−1 − (k − 1)λm1
0 < k ≤ n θ1 · · · θk
νk if k < n
2νn if k = n
n < k ≤ 2n
k−n−1∑
i=0
(k−n−1−i)!
2ii!(2k−2n−1−2i)!
x2k−2n−1−2i2m1+1 η
i
θθ1 · · · θk−n−1
2νn if k = n + 1
νk−n−1 if k > n + 1
k > 2n
n∑
j=0
k−2n−1∑
i=0
1
i!(k−2n−1−i)!(2k−2n−1−2i−2j)!!j!
×xk−2n−1−im1 x
i
2m1
x2k−2n−1−2i−2j2m1+1 η
j
θ
(2n− k + 1)λm1−1
+(k − 2n− 2)λm1
Moreover, Ark = H
r
k ⊕ ηA
r
k−2.
Proof. (1) Assume r = 0.
First we can get H0k = 〈x
k
1〉 by induction on n. If
osp(2m1 + 1, 2n)
+
0 (g) = 0, (4.10)
then up to a scalar multiple, g must be of the form
l∑
i=0
aix
k−2l−t
1 η
l−i
x η
i
θθ1 · · · θt (4.11)
with l − 2l − t ≥ 0, l ≥ 0, 0 ≤ t ≤ n and ai = 0 for i > n− t. Since
0 = ∆(
l∑
i=0
aix
k−2l−t
1 η
l−i
x η
iθ1 · · · θt)
= 2
l−1∑
i=0
ai(l − i)(2k − 2l − 2t+ 2m1 − 1− 2i)x
k−2l−t
1 η
l−i−1
x η
iθ1 · · · θt
−2
l∑
i=1
aii(n− t− i+ 1)x
k−2l−t
1 η
l−i
x η
i−1θ1 · · · θt
(4.12)
we get that
ai(l − i)(2k − 2l − 2t+ 2m1 − 1− 2i) = ai+1(i+ 1)(n− t− i) (4.13)
for 0 ≤ i < l and l ≤ n − t. Thus all the vectors satisfying (4.10) should be a scalar
multiple of
fl,t =
l∑
i=0
(n− t− i)!
i!(l − i)!(2k − 2l − 2t+ 2m1 − 1− 2i)!
xk−2l−t1 η
l−i
x η
i
θθ1 · · · θt, (4.14)
where 0 ≤ t ≤ n and 0 ≤ l ≤ min{n− t, 1
2
(k − t)}.
Take any 0 6= f ∈ H0k. Then there should be some fl0,t0 ∈ 〈f〉. If l0 = 0, then
xk1 =
t∏
i=1
(−1)t−1(E1,2m1+1+i − E2m1+1+n+i,m1+1)(f0,t0), (4.15)
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and so H0k = 〈x
k
1〉 ⊂ 〈f0,t0〉 ⊂ 〈f〉. Now assume l0 > 0. Observe that
(E1,2m1+n+t+1+E2m1+1+t+1,m1+1)(fl,t) = (−1)
t−1
(
2(n−t−k+ l+t−m)+1
)
fl−1,t+1 (4.16)
for 0 < l ≤ min{n − t, 1
2
(k − t)}. Since 2(n − t − k + l + t − m) + 1 is odd, we obtain
fl0−1,t0+1, · · · , f0,l0+t0 ∈ 〈f〉 by (4.16). Hence H
0
k = 〈f0,l0+t0〉 ⊂ 〈f〉.
(2) Suppose r < m1 .
Taking induction on n, we obtain that the submodule Hrk is generated by x
k
r+1 if k ≥ 0
or x−kr if k < 0.
Let W be a nonzero submodule of Hrk. Then W should contain some weight vector f
annihilated by osp(2m1 + 1, 2n)
+
0 . Indeed, f should be of the form
l∑
i=0
aiη
l−i
x x
k−2l−t
r+1 η
i
θθ1 · · · θt (4.17)
or
l∑
i=0
aiη
l−i
x x
2l+t−k
r η
i
θθ1 · · · θt (4.18)
because osp(2m1 + 1, 2n)0 = so(2m1 + 1)⊕ sp(2n), where 0 ≤ t ≤ n and 0 ≤ l ≤ n− t.
If
f =
l∑
i=0
aiη
l−i
x x
k−2l−t
r+1 η
i
θθ1 · · · θt, (4.19)
then by the similar argument as in (1), we obtain xkr+1 ∈ 〈f〉 ⊂W , which impliesW = H
r
k.
Now we assume
f =
l∑
i=0
aiη
l−i
x x
2l+t−k
r η
i
θθ1 · · · θt. (4.20)
Since
0 = ∆(f) =
l−1∑
i=0
2(l − i)(2l − 2p+ 2m1 − 2r − 1− 2i)aiη
l−i−1
x x
p
rη
i
θθ1 · · · θt
−
l∑
i=1
2i(n− t− i+ 1)aiη
l−i
x x
p
rη
i−1
θ θ1 · · · θt, (4.21)
we get
ai+1(i+ 1)(n− t− i) = ai(l − i)(2l − 2p+ 2m1 − 2r − 1− 2i). (4.22)
So f is a scalar multiple of
fl,t =
l∑
i=0
(n− t− i)!(2l − 2p+ 2m1 − 2r − 1)!!
i!(l − i)!(2l − 2p+ 2m1 − 2r − 1− 2i)!!
ηl−ix x
2l+t−k
r η
i
θθ1 · · · θt, (4.23)
where
(2l − 2p+ 2m1 − 2r − 1)!!
(2l − 2p+ 2m1 − 2r − 1− 2i)!!
=
i−1∏
j=0
(2l − 2p+ 2m
1
− 2r − 1− 2j). (4.24)
29
Note
(Er,2m1+1+n+t+1 + E2m1+1+t+1,m1+r)(fl,t)
= (−1)t+1(2l + t− k)(2l − 2p+ 2m− 2r − 1− 2n+ 2t)fl−1,t+1 (4.25)
for 2l + t > k, t < n and l > 0. Thus we have fl−1,t+1, fl−2,t+2, · · · , f0,l+t ∈ W when
k ≤ l + t ≤ n or fl−1,t+1, fl−2,t+2, · · · , fk−l−t,2(l+t)−k ∈ W when l + t < k. For the later
case, we can get xkr+1 ∈ W . Now suppose f0,l+t ∈ W . Applying
Er,2m1+1+q −E2m1+1+n+q,m1+r)|Ark = ∂xr∂θq − θn+q∂xm1+r (4.26)
to f0,l+t, we obtain x
−k
r ∈ W or θ1 · · · θk ∈ W . Applying
(Er+1,2m1+1+q − E2m1+1+n+q,m1+r+1)|Ark = xr+1∂θq − θn+q∂xm1+r+1 (4.27)
to θ1 · · · θk, we get x
k
r+1 ∈ W . Thus W = H
r
k.
(3) Assume r = m
1
.
Denote
gp,q =
q∑
s=0
1
s!(q − t)!(p+ q − 2s)!!
xp+q−2s2m1+1 xm
q−t
1
xs2m1 (4.28)
for p > q ≥ 0. By induction on n, we can obtain
H
m1
k =
{
〈xm
n−k
1
θ1 · · · θn〉 if k ≤ n,
〈gk−n,k−n−1θ1 · · · θn〉 if k > n.
(4.29)
Let W be a nonzero submodule of Hrk. Then W should contain some weight vector f
annihilated by osp(2m1 + 1, 2n)
+
0 . Indeed, f should be of the form
l∑
i=0
aiη
l−i
x xm
2l+t−k
1
ηiθθ1 · · · θt (4.30)
or
l′∑
i=0
biη
l′−i
x gk−2l′−t′,k−2l′−t′−1η
i
θθ1 · · · θt′ (4.31)
because osp(2m1 + 1, 2n)0 = so(2m1 + 1) ⊕ sp(2n), where 0 ≤ t, t
′ ≤ n, 0 ≤ l ≤ n − t,
0 ≤ l′ ≤ n− t′, 2l + t ≥ k and 2l′ + t′ < k.
(i) Suppose f =
∑l′
i=0 biη
l′−i
x gk−2l′−t′,k−2l′−t′−1η
i
θθ1 · · · θt′ . Since
0 = ∆(f) =
l′−1∑
i=0
2bi(2k − 2t
′ − 2l′ − 1− 2i)(l − i)ηl
′−i−1
x gk−2l′−t′,k−2l′−t′−1η
i
θθ1 · · · θt′
−
l′∑
i=1
2bii(n− t
′ − i+ 1)ηl
′−i
x gk−2l′−t′,k−2l′−t′−1η
i−1
θ θ1 · · · θt′ , (4.32)
we get
bi+1(i+ 1)(n− t
′ − i) = bi(l
′ − i)(2k − 2t′ − 2l′ − 1− 2i). (4.33)
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Thus f should be a scalar multiple of
hl,t =
l∑
i=0
(n− t− i)!(2k − 2t− 2l − 1)!!
i!(l − i)!(2k − 2t− 2l − 1− 2i)!!
ηl−ix gk−2l−t,k−2l−t−1η
i
θθ1 · · · θt. (4.34)
Note
(Em1 ,2m1+1+n+t+1 + E2m1+1+t+1,2m1 )(hl,t) =
(−1)t(n− t− l)
(2k − 4l − 2t− 1)(2k − 2t− 2l + 1)
hl,t+1
(4.35)
if l + t < n and k − 2l − t > 1. So we can assume l + t = n or k − 2l − t = 1.
(a) If l + t = n, then
hn−t,t =
n−t∑
i=0
(2k − 2n− 1)!!
i!(2k − 2n− 1− 2i)!!
ηn−t−ix gk−2n+t,k−2n+t−1η
i
θθ1 · · · θt. (4.36)
We have
(E2m1 ,2m1+1+n+t+1 + E2m1+1+t+1,m1 )(hn−t,t)
= (−1)t+1(k − 2n+ t)(2k − 4n+ 2t+ 1)hn−t−1,t+1. (4.37)
Thus hn−t−1,t+1, hn−t−2,t+2, · · · , h0,n ∈ W . Since h0,n = gk−n,k−n−1θ1 · · · θn, we get W =
H
m1
k by (4.29).
(b) Assume k − 2l − t = 1 and l + t < n. Then
hl,t = hl,k−2l−1 =
l∑
i=0
(n− k + 2l + 1− i)!(2l − 1)!!
i!(l − i)!(2l − 1− 2i)!!
x2l−2i+12m1+1 η
i
θθ1 · · · θk−2l−1. (4.38)
Now we take induction on l. When l = 0, we have
(E2m1+1,2m1+1+n+k + E2m1+1+k,2m1+1)(h0,k−1) = (−1)
k−1θ1 · · · θk (4.39)
and
xm
n−k
1
θ1 · · · θn = (−1)
(k+1)(n−k)
n∏
j=k+1
(E2m,2m1+1+n+j + E2m1+1+j,m1 )(θ1 · · · θk). (4.40)
Thus W = H
m1
k .
Now we assume l > 0. Observe that k − 2l = t+ 1 ≤ t+ l < n and
(E2m1+1,2m1+1+n+k−2l+1 + E2m1+1+k−2l+1,2m1+1)(E2m1+1,2m1+1+n+k−2l
+E2m1+1+k−2l,2m1+1)(hl,k−2l−1)
= −(n− k + l + 1)(2l − 1)(2n− 2k + 2l − 1)hl−1,k−2l+1. (4.41)
Since n − k + l + 1 = n − l − t > 0, we get hl−1,k−2l+1 ∈ W . Therefore W = H
m1
k by
inductive assumption.
31
(ii) Assume f =
∑l
i=0 aiη
l−i
x xm
2l+t−k
1
ηiθθ1 · · · θt. Then
0 = ∆(f) =
l−1∑
i=0
2ai(2k − 2t− 2l − 1− 2i)(l − i)η
l−i−1
x x
2l+t−k
m1
ηiθθ1 · · · θt
−
l∑
i=1
2aii(n− t− i+ 1)η
l−i
x xm
2l+t−k
1
ηi−1θ θ1 · · · θt. (4.42)
Thus we get that f should be a scalar multiple of
fl,t =
l∑
i=0
(n− t− i)!(2k − 2t− 2l − 1)!!
i!(l − i)!(2k − 2t− 2l − 1− 2i)!!
ηl−ix xm
2l+t−k
1
ηiθθ1 · · · θt, (4.43)
where we treat
(2k − 2t− 2l − 1)!!
(2k − 2t− 2l − 1− 2i)!!
= (2k−2t−2l−1)(2k−2t−2l−3) · · · (2k−2t−2l+1−2i). (4.44)
We will showW = H
m1
k by induction on l. When l = 0, we have f0,t = x
t−k
m1
θ1 · · · θt ∈ W
and
xm
n−k
1
θ1 · · · θn = (−1)
(k+1)(n−k)
n∏
j=k+1
(E2m,2m1+1+n+j + E2m1+1+j,m1 )(fl,k−2l). (4.45)
Thus W = H
m1
k because of (4.29). Now assume l > 0. Note
(Em1 ,2m1+1+n+t+1+E2m1+1+t+1,2m1 )(fl,t) = (−1)
t(2l+t−k)(2n−2k+2l+1)fl−1,t+1. (4.46)
If 2l+ t 6= k, then we get fl−1,t+1 ∈ W , which implies W = H
m1
k by inductive assumption.
If 2l + t = k, then
fl,t = fl,k−2l =
l∑
i=0
(2l − 1)!!(n− k + 2l − i)!
i!(l − i)!(2l − 1− 2i)!!
x2l−2i2m1+1η
i
θθ1 · · · θk−2l. (4.47)
When k − 2l = n− 1, we have l = 1, k = n+ 1 and
(E2m1+1,2m1+1+2n + E2m1+1+n,2m1+1)(f1,n−1)
= (−1)kx2m1+1θ1 · · · θn. (4.48)
Therefore, W = H
m1
k due to (4.29).
Now we assume k − 2l < n− 1. Observe that
(E2m1+1,2m1+1+n+k−2l+2 + E2m1+1+k−2l+2,2m1+1)(E2m1+1,2m1+1+n+k−2l+1
+E2m1+1+k−2l+1,2m1+1)(fl,k−2l)
= −(2n− 2k + 2l + 1)(2l − 1)(n− k + l)fl−1,k−2l+2. (4.49)
We get W = H
m1
k by inductive assumption if n− k + l 6= 0.
32
When k = n+ l, we have
fl,t = fk−n,2n−k =
k−n∑
i=0
(2k − 2n− 1)!!
i!(2k − 2n− 1− 2i)!!
x
2(k−n−i)
2m1+1
ηiθθ1 · · · θ2n−k (4.50)
and
(E2m1 ,2m1+1+3n−k+1 + E2m1+1+2n−k+1,m1 )(fk−n,2n−k) = hk−n−1,2n−k+1. (4.51)
Thus we get hk−n−1,2n−k−1 ∈ W , which implies W = H
m1
k by (i). 
Let us go for the submodule A′k (cf. (1.15)). We know that the submodule A
′
k is
irreducible when n = 0. Thus it is not difficult to check the irreducibility of A′k.
Theorem 4.2 The osp(2m1 + 1, 2n)-submodules A
′
k are irreducible.
Proof. (1) Assume S1 6= ∅. Take i ∈ S1 and 0 6= f ∈ A
′
k. If f is not independent of
θ2m1+1, we apply
E2m1+1+i,2m1+1+n+i|A′ = xi∂xn+i (4.52)
to f and get some 0 6= f1 ∈ 〈f〉 satisfying ∂xn+i(f1) = 0. If f1 is not independent of θ2m1+1,
we have
f2 = (E2m1+1,2m1+1+n+i + E2m1+1+i,2m1+1)|A′(f1) = xi∂2m1+1(f1). (4.53)
Anyway there is some nonzero f ′ = f ′(x1, · · · , x2n; θ1 · · · , θ2m1 ) ∈ 〈f〉. By Theorem 3.2,
we obtain
Span {xαθi1 · · · θit ∈ A
′
k | 0 ≤ t ≤ 2m1 ; i1, · · · , it ∈ 1, 2m1} ⊂ 〈f〉. (4.54)
Now for any xαθi1 · · · θitθ2m1+1 ∈ A
′
k, we have
xαθi1 · · · θitθ2m1+1 =
(−1)t
αi + 1
(E2m1+1,2m1+1+i − E2m1+1+n+i,2m1+1)(xix
αθi1 · · · θit) ∈ 〈f〉.
(4.55)
Therefore 〈f〉 = A′k.
It can be similarly proved when T1 6= ∅.
(2) Suppose S1 ∪ T1 = ∅. We can assume T = 1, n by symmetry. We claim that
A′k = 〈x
m1−k
n θ1 · · · θm1〉 when k ≤ m1 .
Using Theorem 3.2, we get
Span {xαθi1 · · · θit ∈ A
′
k | 0 ≤ t ≤ 2m1 ; i1, · · · , it ∈ 1, 2m1} ⊂ 〈x
m1−k
n θ1 · · · θm1〉 (4.56)
when k < m1. Since
xαθi1 · · · θitθ2m1+1 =
(−1)t
αn+i + 1
(E2m+1+1,2m1+n+i + E2m1+1+i,2m1+1)(xn+ix
αθi1 · · · θit),
(4.57)
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we obtain A′k = 〈x
m1−k
n θ1 · · · θm1〉 when k < m1 . Now we assume k = m1. Since
(E2m1+1,2m1+1+n − E2m1+1+2n,2m1+1)(E2m1+1,2m1+n − E2m1+2n,2m1+1)(θ1 · · · θm1)
= xn−1x2nθ1 · · · θm1 (4.58)
and
(E2m1+1,2m1+n −E2m1+2n,2m1+1)(E2m1+1,2m1+1+n − E2m1+1+2n,2m1+1)(θ1 · · · θm1)
= xnx2n−1θ1 · · · θm1 , (4.59)
we have
Span {xαθi1 · · · θit ∈ A
′
m1
| 0 ≤ t ≤ 2m1 ; i1, · · · , it ∈ 1, 2m1} ⊂ 〈x
m1−k
n θ1 · · · θm1〉. (4.60)
Again by (4.57), we get A′m1 = 〈θ1 · · · θm1〉.
Now for any 0 6= f ∈ A′k, we can write f = f0 + f1θ2m1+1 with f0, f1 independent of
θ2m1+1. Applying osp(2m1 , 2n)
+ to f , we get some 0 6= g = g0 + g1θ2m1+1 ∈ 〈f〉 satisfying
osp(2m1 , 2n)
+(g0) = 0 and osp(2m1 , 2n)
+(g1) = 0.
(i) k < m1. According to Theorem 3.2, we can write
g = axm1−kn θ1 · · · θm1 + bx
m1−k+1
n θ1 · · · θm1θ2m1+1 (4.61)
where a, b ∈ C. Thus xm1−kn θ1 · · · θm1 ∈ 〈f〉 or x
m1−k+1
n θ1 · · · θm1θ2m1+1 ∈ 〈f〉 because they
have different weights. If xm1−k+1n θ1 · · · θm1θ2m1+1 ∈ 〈f〉, we have
xm1−kn θ1 · · · θm1 =
(−1)m1
m1 − k + 1
(E2m1+1,2m1+1+2n+E2m1+1+n,2m1+1)(x
m1−k+1
n θ1 · · · θm1θ2m1+1).
(4.62)
Anyway xm1−kn θ1 · · · θm1 ∈ 〈f〉, which implies 〈f〉 = A
′
k.
(ii) k = m1. We can write
g = aθ1 · · · θm1 + b(xn−1x2n − xnx2n−1)θ1 · · · θm1 + cxnθ1 · · · θm1θ2m1+1, (4.63)
where a, b, c ∈ C. Thus θ1 · · · θm1 ∈ 〈f〉 or (xn−1x2n − xnx2n−1)θ1 · · · θm1 ∈ 〈f〉 or
xnθ1 · · · θm1θ2m1+1 ∈ 〈f〉. If xnθ1 · · · θm1θ2m1+1 ∈ 〈f〉, we have θ1 · · · θm1 ∈ 〈f〉 by (4.62).
If (xn−1x2n − xnx2n−1)θ1 · · · θm1 ∈ 〈f〉, we have
(E2m1+1,2m1+2n + E2m1+n,2m1+1)((xn−1x2n − xnx2n−1)θ1 · · · θm1)
= −(−1)m1xnθ1 · · · θm1θ2m1+1. (4.64)
Thus θ1 · · · θm1 ∈ 〈f〉. 
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