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On the Identifiability of Finite Mixtures of Finite Product Measures
Behrooz Tahmasebi, Seyed Abolfazl Motahari, and Mohammad Ali Maddah-Ali
Abstract
The problem of identifiability of finite mixtures of finite product measures is studied. A mixture
model withK mixture components and L observed variables is considered, where each variable takes its
value in a finite set with cardinalityM . The variables are independent in each mixture component. The
identifiability of a mixture model means the possibility of attaining the mixture components parameters
by observing its mixture distribution. In this paper, we investigate fundamental relations between the
identifiability of mixture models and the separability of their observed variables by introducing two
types of separability: strongly and weakly separable variables. Roughly speaking, a variable is said
to be separable, if and only if it has some differences among its probability distributions in different
mixture components. We prove that mixture models are identifiable if the number of strongly separable
variables is greater than or equal to 2K−1, independent formM . This fundamental threshold is shown
to be tight, where a family of non-identifiable mixture models with less than 2K−1 strongly separable
variables is provided. We also show that mixture models are identifiable if they have at least 2K
weakly separable variables. To prove these theorems, we introduce a particular polynomial, called
characteristic polynomial, which translates the identifiability conditions to identity of polynomials and
allows us to construct an inductive proof.
Index terms−Identifiability, mixture models, characteristic polynomial, separable variables.
1 Introduction
Statistical analysis of samples from mixtures of subpopulations is usually carried out by assuming that the
underlying probability law is governed by a mixture model. There exists a large number of applications
where mixture models are central part of the data analyses [2–5]. An important one is in population
genetics, where the mixed population datasets are modeled by finite mixture models [4]. A finite mixture
model can be represented by
Pθ =
K∑
k=1
wkPk,
where Pk and wk are, respectively, the probability law governing and the relative population size of the
kth subpopulation. θ encapsulates all the latent parameters used to specify the model including wks.
In a common setting, a mixture model with latent parameters is assumed to be the law governing a
given dataset. Then, latent parameters are estimated by various methods such as maximum likelihood
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estimation. However, before starting the parameter estimation one needs to answer a very important
and fundamental question: is the model identifiable? Identifiability means that there is a one to one map
between the latent parameter θ and the probability law Pθ (up to permutations of the subpopulations
which will be discussed later.) [6–9].
In this paper, we consider finite mixture models with L observed variables which have the condi-
tional independence property. This means that L variables are distributed in each mixture component
according to a product probability measure, i.e., Pk =
⊗
ℓ∈[L] Pkℓ for any k ∈ [K] (see Section 2 for
more explanations). In addition, we assume that the observed variables are discrete random variables
and take values in a finite set with cardinality M . This finite set is also refereed to as the state space in
the literature. This class of mixture models are called finite mixtures of finite product measures. In this
paper, by mixture models we mean this class of distributions.
Studying identifiability of statistical models has a long history [6–9]. For finite mixtures of finite
product measures the problem has been studied in various articles (see for instance [10, 11]). It is well
known that there are some Bernoulli Mixture Models (BMMs) which are not identifiable [12,13]. We note
that, as mentioned in [11], only counting the dimensionality of the set of the latent parameters and then
comparing it to the dimension of the mixture distribution is not sufficient to establish an identifiability
argument. A novel method has been used in [10], based on the seminal result of Kruskal [14,15], where the
authors show that the parameters of a finite mixture of finite product measures are generically identifiable
if L ≥ 2⌈logM (K)⌉ + 1. This means that if L ≥ 2⌈logM (K)⌉ + 1, then the measure of the parameters
that make the problem non-identifiable is zero.
In many applications, such as population genetics [4], after modeling the drawn dataset by mixture
models, the next step is to cluster the given dataset into subpopulations (called population stratification
in the population genetics literature). The key observation is that many observed variables are not useful
for clustering, which means their probability distributions (pmfs) are (exactly) same in the different
mixture components. This means the set of possible parameters for this type of mixture models has a
zero measure. On the other side, a small fraction of the observed variables are useful for clustering, which
means that they have enough separation among their pmfs to make the reliable clustering possible [16].
A fundamental (and also theoretical) question is that what is the number of required separable variables
for a mixture model to be identifiable? We note that, for this case, we can not use the result of generic
identifiability because the parameters are in a zero measure set. In this paper we establish connections
between identifiability of the parameters of a mixture model and the separability of its variables. In this
way, two notions of separability are introduced: strongly and weakly separable variables, which will be
defined in the next two paragraphs. We note that our studies in this paper can be taught as a worst-case
analysis of the identifiability of the finite mixtures of finite product measures.
In a strongly separable variable, the probability distributions (pmfs) of the variable in the K mixture
components are strictly different from each other, for each element of the state space. This is a natural
definition for good variables, as the strongly separable variables are essentially useful for clustering the
datasets drawn by mixture models. In [16], a mathematical analysis of the problem of reliable clustering
of datasets drawn by mixture models based on the separability of mixture components is presented.
However, the identifiability of mixture models based on the separability conditions is not explored in [16].
We establish a condition on the number of strongly separable variables that results the identifiability of
the parameters of the corresponding mixture model. In particular, we find a sharp threshold that the
identifiability is guaranteed, if the number of strongly separable variables is greater than or equal to it.
The threshold is 2K − 1, where K is the number of mixture components. We note that this threshold is
independent of M , the size of the state space of the variables, which is in contrast to the result of the
generic identifiability. Also we show that this threshold is tight by introducing a family of non-identifiable
2
mixture models with less than 2K − 1 strongly separable variables.
We note that for a strongly separable variable, the number of conditions which are needed to be
satisfied scales by M . To study the effect of this scaling on identifiability we introduce weakly separable
variables. In a weakly separable variable, the probability distributions (pmfs) of the variable in the K
mixture components are strictly different from each other, for at least one (not necessarily all) state space
element. This means that for any weakly separable variable, the number of required conditions does not
scale withM . Observe that by definitions any strongly separable variable is also weakly separable. There-
fore, naturally we expect that the number of required weakly separable variables for the identifiability
would be very larger than 2K − 1, due to the order-wise fewer number of conditions. However, we prove
that if a mixture model has at least 2K weakly separable variables, then it is identifiable. This means
that the penalty of considering weakly separable variables instead of strongly separable variables is at
most one.
We notice that the threshold of 2K − 1 is also observed in the identifiability of the other problems,
like the Latent Block Models (LBMs) [17], the binomial mixture models [18], the mixture models from
grouped samples [19, 20] and also the topic modeling problem [21]. However, the model of this paper is
essentially different from them and their proofs ideas are also very different from what we develop in this
paper. For the case of binomial mixture models, the result of 2K − 1 can be followed as a special case of
our results, when the mixture components have i.i.d. variables.
To prove the sufficiencies in both 2K − 1 strongly and 2K weakly separable variables, we introduce a
multi-variable polynomial, called the characteristic polynomial representing a mixture model. Then, we
prove that the identifiability of the mixture model is equivalent to the identifiability of its characteristic
polynomial in the polynomials space. This allows us to exploit properties of polynomials to proof the
identifiability argument. For the converse, we introduce a family of non-identifiable mixture models that
have less than 2K − 1 strongly separable variables for arbitrary K,L and M .
The rest of the paper is organized as follows. In Section 2, we define the problem. In Section 3, we
describe the main results of the paper. Finally, Sections 4 and 5 contain the proofs of the main theorems
of the paper.
Notation. In this paper all vectors are columnar and they are denoted by bold letters, like x.
For any positive integer N , we define [N ] := {1, 2, . . . , N}. The transpose operator is denoted by
(.)T . The polynomial identity is denoted by ≡ which is used when two polynomials have the same
coefficients. We use the notation x⊗y for the Kronecker product of two vectors x and y. For any vector
x = (x1, x2, . . . , xn)
T ∈ Rn, we define ‖x‖0 :=
∑n
i=1 1{xi 6= 0}. Let us define
∆M =
{
x = (x1, x2, . . . , xM )
T ∈ RM
∣∣∣ M∑
m=1
xm = 1,∀m ∈ [M ] : xm > 0
}
.
Also ∆M denotes the closure of ∆M .
2 Problem Statement
We consider a finite mixture model with K mixture components and L observed variables where each
observed variable takes its value in a finite set (finite state space) with cardinality M . For any mixture
component, we have a generative model that the observed variables attain their realizations based on
that. In this model, the ℓth variable in the kth mixture component is generated from a finite probability
measure denoted by fkℓ ∈ ∆M (we call fkℓ the frequency vector of the ℓ
th variable in the kth mixture
component). We assume the conditional independence structure in the mixture model, which means
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that the observed variables are independent in each mixture component. Let us denote the frequency
of the ℓth variable, in the kth mixture component, for any m ∈ [M ], by fkℓm, as it is also denoted by
fkℓ(m). We denote the collection of the frequencies specifically for the k
th mixture component by a matrix
Fk = (fk1|fk2| . . . |fkL)
T = (fkℓm)L×M ∈ [0, 1]
L×M . Let F1:K := (F1, F2 . . . , FK) denotes the collection of
the frequencies in the mixture model in a specific order.
In our model, each data instance is generated from one of the mixture components according to a
sampling distribution with pmf w = (w1, w2, . . . , wK)
T ∈ ∆K . Let us denote the latent parameters of
the mixture model by θ = (F1:K ;w). We also denote the set of all possible latent parameters of the
mixture models (as defined above) by ΘK,L,M . Also let ΘK,L,M denotes the closure of ΘK,L,M . Here,
θ ∈ ΘK,L,M ⊆ ΘK,L,M
1.
In this paper, our objective is to attain the latent parameters θ = (F1:K ;w), using the mixture
distribution. The formal definition of the mixture distribution is as follows.
Definition 1. The mixture distribution f ∈ ∆ML of a mixture model with latent parameters θ = (F1:K ;w)
is defined as
f :=
K∑
k=1
wk × (fk1 ⊗ fk2 ⊗ · · · ⊗ fkL).
In other words, for any (m1,m2, . . . ,mL) ∈ [M ]
L, we define
f(m1,m2, . . . ,mL) :=
K∑
k=1
wk
L∏
ℓ=1
fkℓ(mℓ).
Here f is the vector containing all f(m1,m2, . . . ,mL) for any (m1,m2, . . . ,mL) ∈ [M ]
L in a specific order.
In the following definitions, we define the notion of the identifiability of a mixture model.
Definition 2. For any (F1:K ;w) ∈ ΘK,L,M and any permutation π on [K], we define (F
π
1:K ;w
π) ∈
ΘK,L,M as follows.
F π1:K := (Fπ(1), Fπ(2), . . . , Fπ(K)),
and
wπ := (wπ(1), wπ(2), . . . , wπ(K))
T .
Definition 3. For any (F1:K ;w), (G1:K ; z) ∈ ΘK,L,M , if there exists a permutation π on [K] such that
(F1:K ;w) = (G
π
1:K ; z
π), then we write (F1:K ;w) ≈ (G1:K ; z).
Definition 4. A mixture model with latent parameters θ = (F1:K ;w) ∈ ΘK,L,M and mixture distribution
f is said to be identifiable, iff for any (G1:K ; z) ∈ ΘK,L,M with mixture distribution g, such that f = g
(they have the same mixture distributions), we have (F1:K ;w) ≈ (G1:K ; z). In other words, a mixture
model is identifiable, iff its latent parameters θ = (F1:K ;w) can be identified from its mixture distribution
f , up to a label swapping.
1 The main difference of ΘK,L,M and ΘK,L,M is that in the first, the probability of sampling from each mixture component
is positive, but in the second, it may be zero.
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For the identifiability of a mixture model it is essential that the mixture components separate in some
measures. In this paper, first we define the notion of strongly separable variables as the measure of
difference among mixture components. In our definition, the ℓth variable is said to be strongly separable,
if and only if the frequencies of it are different for any distinct mixture components and also for any state
space element. In what follows, we mathematically define the notion of the strongly separable variables
of a mixture model.
Definition 5. Consider a mixture model with latent parameters θ = (F1:K ;w) ∈ ΘK,L,M . In this mixture
model, the ℓth variable is said to be strongly separable, iff for any m ∈ [M ] and any distinct k1, k2 ∈ [K],
we have fkℓm 6= fk′ℓm. In other words, the ℓ
th variable is strongly separable, iff for any k1, k2 ∈ [K] we
have ‖fkℓ − fk′ℓ‖0 = M . Also the number of strongly separable variables of a mixture model with latent
parameters θ = (F1:K ;w) is denoted by Ls(F1:K ;w).
Remark 1. We note that strongly separable variables are global. In other words, in a strongly separable
variable, any pair of mixture components have different frequencies.
We note that the number of conditions that must be satisfied for the strong separability of a variable
scales with the state space size M . For studying the effect of this scaling on identifiability, we define
weakly separable variables in this paper. The definition of the weakly separable variables is as follows.
Definition 6. Consider a mixture model with latent parameters θ = (F1:K ;w) ∈ ΘK,L,M . In this mixture
model, the ℓth variable is said to be weakly separable, iff there is an m ∈ [M ], such that for any distinct
k1, k2 ∈ [K] we have fkℓm 6= fk′ℓm
2. Also the number of weakly separable variables of a mixture model
with latent parameters θ = (F1:K ;w) is denoted by Lw(F1:K ;w) .
Remark 2. Observe that any strongly separable variable is also weakly separable. This means that we
have the inequality Lw(F1:K ;w) ≥ Ls(F1:K ;w) for any latent parameters (F1:K ;w) ∈ ΘK,L,M . Specially
for the case of binary state spaces (M = 2) the definitions of the weakly separable variables and the
strongly separable variables are same, resulting Lw(F1:K ;w) = Ls(F1:K ;w) for any (F1:K ;w) ∈ ΘK,L,2.
In the next section, we analyze the problem of identifiability of the mixture models and its relation
to the number of separable variables (strong or weak). In particular, we show that there is a sharp
threshold on the number of separable variables (strongly or weak), that implies the identifiability of the
corresponded mixture model.
3 Main Results
The main result of this paper for the strongly separable variables is summarized in the following theorem.
Theorem 1. (Necessary and sufficient condition for the identifiability based on the strongly separable
variables) Any mixture model with latent variables θ = (F1:K ;w) ∈ ΘK,L,M , such that Ls(F1:K ;w) ≥
2K − 1, is identifiable. Conversely, for any Ls(F1:K ;w) ≤ 2K − 2, there is a mixture model with
latent variables θ = (F1:K ;w) ∈ ΘK,L,M , which has Ls(F1:K ;w) strongly separable variables and is not
identifiable.
Remark 3. The theorem states that if Ls(F1:K ;w) ≥ 2K − 1 then the identifiability of the parameters
from the mixture distribution is guaranteed. On the other hand, if Ls(F1:K ;w) ≤ 2K − 2 there is no
guarantee that the problem is identifiable. Hence, in the worst-case analysis, the identifiability is possible
if and only if we have at least 2K − 1 strongly separable variables.
2 Note that in this case, for any distinct k1, k2 ∈ [K], we have ‖fkℓ − fk′ℓ‖0 ≥ 1.
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Remark 4. Our threshold depends only on the number of mixture components K, and it is independent
of M . Naturally, we expect that our threshold varies with the size of the state space, similar to the
generic identifiability result, which is 2⌈logM (K)⌉+ 1. Also, the threshold is Θ(K), while in the generic
identifiability, the threshold is Θ(logM (K)). This means that by relying on strongly separable variables
order-wise more variables are required in comparison with generic identifiability.
Remark 5. For the proof of the theorem, first we introduce a multi-variable polynomial which is made
up by the parameters of the problem. We show that the identifiability of a mixture model follows by
the identifiability of its characteristic polynomial in the class of polynomials. Then, by exploiting the
properties of the polynomials, we prove the sufficiency part of the theorem. For the necessary part, we
introduce a family of non-identifiable mixture models that shows the necessity of the condition in the
worst-case regime.
The result for the weakly separable variables is also provided in the next theorem.
Theorem 2. (Sufficient condition for the identifiability based on the weakly separable variables) Any
mixture model with latent variables θ = (F1:K ;w) ∈ ΘK,L,M such that Lw(F1:K ;w) ≥ 2K is identifiable.
Remark 6. The theorem states that although the weakly separable variables satisfy order-wise less
conditions, but to use them, it suffices to have just one extra variable, in comparison with the strong
separability measure.
Remark 7. It is easy to see that in a more general model, if the observed variables have state spaces
with (possibly) different sizes denoted by
{
Mℓ
}
ℓ∈[L]
, then the notion of weakly separable variables can be
defined for them similarly and also the sufficiency of 2K weakly separable variables for the identifiability
of them holds. For this matter, it just suffices to set M = maxℓ∈[L]Mℓ and then consider each observed
variable as an instance with state apace of cardinality M , by setting M −Mℓ frequencies to be zero in
the ℓth variable.
The proofs of the theorems are available in the next two sections.
4 Proof of Theorem 1
The proof consists of three steps. First we prove the sufficiency part of theorem for the binary state
space, i.e., the case M = 2. Then we extend the proof for non-binary state spaces. The necessity part of
theorem is also proved via providing a class of non-identifiable mixture models. This three steps of the
proof are available in the next three subsections.
4.1 Proof of the sufficiency part of Theorem 1 for M = 2
In this part, we use the notation fkℓ instead of fkℓ1. Note that we have fkℓ1 + fkℓ2 = 1 in the binary
case. Also, we use ΘK,L and ΘK,L instead of ΘK,L,2 and ΘK,L,2, respectively. First we need to define the
characteristic polynomial of the latent parameters.
Definition 7. The characteristic polynomial of latent parameters (F1:K ;w) ∈ ΘK,L is an L-variable
polynomial that is defined as follows.
C(F1:K ;w)(x1, x2, . . . , xL) :=
K∑
k=1
wk
L∏
ℓ=1
(xℓ − fkℓ).
We also denote the characteristic polynomials by C(F1:K ;w)(x1:L) in a brief way.
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The characteristic polynomial of latent parameters (F1:K ;w) ∈ ΘK,L has an important role in our
proofs. In particular, in the next lemma, we prove that the identifiability of the characteristic polynomial
of a mixture model implies the the identifiability of the corresponding mixture model.
Lemma 1. For any (F1:K ;w) ∈ ΘK,L, the following propositions are equivalent.
(i) A mixture model with the latent parameters (F1:K ;w) ∈ ΘK,L is identifiable.
(ii) For any (G1:K ; z) ∈ ΘK,L satisfying the polynomial identity C(G1:K ,z)(x1:L) ≡ C(F1:K ;w)(x1:L), we
have (F1:K ;w) ≈ (G1:K ; z).
Proof. See appendix A.
Remark 8. Lemma 1 shows that the identifiability of mixture models of products of Bernoulli measures
is equivalent to the identifiability of a class of multi-variable polynomials. This connection makes it
possible to prove an identifiability result in the class of multi-variable polynomials and use it to prove
the identifiability of mixture models.
Now, we state the following theorem which concludes the proof of the sufficiency part of Theorem 1
for binary case.
Theorem 3. Let (F1:K ;w) ∈ ΘK,L with Ls(F1:K ;w) ≥ 2K − 1. Then, for any (G1:K ; z) ∈ ΘK,L the
identity C(G1:K ;z)(x1:L) ≡ C(F1:K ;w)(x1:L) implies (F1:K ;w) ≈ (G1:K ; z).
Remark 9. Observe that the sufficiency part of Theorem 1 for binary state spaces follows by Theorem
3 and Lemma 1. Also, note that Theorem 3 establishes an identifiability argument for a class of multi-
variable polynomials, named by characteristic polynomials.
Proof. To prove Theorem 3, we establish an stronger argument. We relax the condition w ∈ ∆K in the
definition of ΘK,L to ‖w‖0 = K and form a new set of latent parameters, denoted by Θ
∗
K,L. Note that we
have ΘK,L ⊆ Θ
∗
K,L. Also Θ
∗
K,L denotes the closure of Θ
∗
K,L. Now we prove the statement of the theorem,
for the cases that (F1:K ;w) ∈ Θ
∗
K,L and (G1:K ; z) ∈ Θ
∗
K,L, which is stronger than the theorem
3. The
reason that we use this modification is that this allows us to establish an inductive proof.
The proof is based on an induction onK. The caseK = 1 is trivial. Assume that the theorem is proved
for any K < K˜. We will prove the theorem for K = K˜. Assume that for some (F1:K˜ ;w) ∈ Θ
∗
K˜,L and
(G1:K˜ ; z) ∈ Θ
∗
K˜,L, we have the identity C(F1:K˜ ;w)(x1:L) ≡ C(G1:K˜ ;z)(x1:L) and also Ls(F1:K˜ ;w) ≥ 2K˜− 1.
We will show that (F1:K˜ ;w) ≈ (G1:K˜ ; z). Note that we have
K˜∑
k=1
wk
L∏
ℓ=1
(xℓ − fkℓ) ≡
K˜∑
k=1
zk
L∏
ℓ=1
(xℓ − gkℓ). (1)
Without loss of generality, assume that the variable ℓ = L is strongly separable in (F1:K˜ ;w). Letting
xL = fK˜L in (1) results
K˜−1∑
k=1
wk(fK˜L − fkL)
L−1∏
ℓ=1
(xℓ − fkℓ) ≡
K˜∑
k=1
zk(fK˜L − gkL)
L−1∏
ℓ=1
(xℓ − gkℓ). (2)
3 Note that all of the prior definitions for (F1:K ;w) ∈ ΘK,L naturally extend to the elements of Θ
∗
K,L.
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Note that the term k = K˜ in LHS of (1) becomes zero by choosing xL = fK˜L. Also notice that for any
k ∈ [K˜ − 1], fK˜L 6= fkL, because the variable ℓ = L is strongly separable. Now two cases may happen.
Case one. First assume that the RHS of the summation in (2) has less than K˜ non-zero terms4, i.e.,
there is a k ∈ [K˜], such that zk(fK˜L−gkL) = 0. Without loss of generality, assume that zK˜(fK˜L−gK˜L) =
0. In this case, we can use the induction hypothesis on the identity in (2). More precisely, since we have
set zK˜(fK˜L − gK˜L) = 0, the identity (2) can be written as
K˜−1∑
k=1
wk(fK˜L − fkL)︸ ︷︷ ︸
w′
k
L−1∏
ℓ=1
(xℓ − fkℓ) ≡
K˜−1∑
k=1
zk(fK˜L − gkL)︸ ︷︷ ︸
z′
k
L−1∏
ℓ=1
(xℓ − gkℓ). (3)
We note that w′k 6= 0, since the variable ℓ = 1 has been assumed to be strongly separable and wk 6= 0.
Now we consider two sets of latent parameters corresponded to the two sides of (3). Observe that the
number of strongly separable variables in the corresponding problem of the LHS of (3) is at least 2K˜−2,
which is greater than 2(K˜ − 1)− 1. This shows that we can use the induction hypothesis in this case.
Hence, by using the induction hypothesis, we conclude that there is a permutation π1 on [K˜−1], such
that for any k ∈ [K˜−1] and ℓ ∈ [L−1], we have fkℓ = gπ1(k)ℓ. Now let 1 ≤ ℓ1 < ℓ2 < . . . < ℓ2K˜−2 ≤ L−1
be some strongly separable variables of (F1:K˜ ;w). The existence of them is guaranteed by the assumption
of the induction. Now if we let xℓk = fkℓk for any k ∈ [K˜ − 1] in (1), we have
wK˜
( K˜−1∏
k=1
(fkℓk − fK˜ℓk)
)
︸ ︷︷ ︸
w′
( ∏
ℓ∈[L]\{ℓ1,ℓ2,...,ℓK˜−1}
(xℓ − fK˜ℓ)
)
≡
zK˜
( K˜−1∏
k=1
(fkℓk − gK˜ℓk)︸ ︷︷ ︸
z′
)( ∏
ℓ∈[L]\{ℓ1,ℓ2,...,ℓK˜−1}
(xℓ − gK˜ℓ)
)
. (4)
We notice that the above polynomial identity holds due to the fact that each term in the summation in
the LHS of (1), which corresponds to some k ∈ [K˜− 1], becomes zero, since we have set xℓk = fkℓk . Also,
for the RHS of (1), the kth term in the summation, for any k ∈ [K˜ − 1] becomes zero, due to the fact
that we have set xℓk′ = fk′ℓk′ = gkℓk′ in (1), where k
′ = π−11 (k).
Since the variable ℓk has been assumed to be strongly separable in (F1:K˜ ;w), for any k ∈ [K˜ − 1],
we conclude that w′ := wK˜
∏K˜−1
k=1 (fkℓk − fK˜ℓk) 6= 0. This shows that (4) is a non-zero polynomial.
Hence by the identity of two (non-zero) polynomials in (4), we conclude that fK˜ℓ = gK˜ℓ for any ℓ ∈
[L] \ {ℓ1, ℓ2, . . . , ℓK˜−1} and also w
′ = z′.
A similar argument can be established to show that we have fK˜ℓ = gK˜ℓ for any ℓ ∈ [L]\{ℓK˜ , ℓK˜+1, . . . , ℓ2K˜−2}.
Combining the results shows that fK˜ℓ = gK˜ℓ for any ℓ ∈ [L], since we have
[L] = ([L] \ {ℓ1, ℓ2, . . . , ℓK˜−1})
⋃
([L] \ {ℓK˜ , ℓK˜+1, . . . , ℓ2K˜−2}). (5)
By applying this fact to (4) and using the identity w′ = z′, we conclude that that wK˜ = zK˜ . Hence,
4 Note that the LHS of (2) contains K˜ − 1 terms, which means that the number of distinct non-zero polynomials in the
summation is K˜ − 1. This is due to the strong separability of the the variable ℓ = 1.
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the term k = K˜ in the summation in (1) can be canceled from two sides. This yields that
K˜−1∑
k=1
wk
L∏
ℓ=1
(xℓ − fkℓ) ≡
K˜−1∑
k=1
zk
L∏
ℓ=1
(xℓ − gkℓ). (6)
By applying the induction hypothesis to (6), we conclude that there is a permutation ψ on [K˜ − 1] with
the following property 5. For any k ∈ [K˜−1] and ℓ ∈ [L], we have wk = zψ(k) and fkℓ = gψ(k)ℓ. Combining
the results shows that for the permutation π on [K˜], which is defined as
π(k) =
{
ψ(k) if k ∈ [K˜ − 1]
K˜ if k = K˜
we have (F1:K˜ ;w) = (G
π
1:K˜
; zπ). This shows that (F1:K˜ ;w) ≈ (G1:K˜ ; z) and completes the proof.
Case two. Now assume that the RHS of the summation in (2) has exactly K˜ non-zero terms. We
notice that the proof of the case one does not depend on the location of the first chosen strongly separable
variable. In other words, if for some ℓ ∈ [L] and some k ∈ [K˜], where ℓ is the location of a strongly
separable variable in (F1:K˜ ;w), it is possible to set xℓ = fkℓ in (1), such that the assumption in the case
one holds, then the proof is completed. Hence, we assume that for any ℓ, which is the location of a strongly
separable variable of (F1:K˜ ;w), and for any k ∈ [K˜], if we set xℓ = fkℓ in (1), then the RHS of the result
has exactly K˜ non-zero terms, i.e., fkℓ 6= gk′ℓ for any k
′, k ∈ [K˜] and zk 6= 0 for any k ∈ [K˜]. Denote the
locations of some strongly separable variables in (F1:K˜ ;w) by 1 ≤ ℓ1 < ℓ2 < . . . < ℓ2K˜−2 ≤ L− 1. Note
that we still assumed that the variable ℓ = L is strongly separable. Without loss of generality, assume
that ℓ2K˜−2 = L− 1. Following by these assumptions, we set xL−1 = g(K˜−1)(L−1) in (2) and conclude that
K˜−1∑
k=1
wkak︸ ︷︷ ︸
w′′
k
L−2∏
ℓ=1
(xℓ − fkℓ) ≡
∑
k∈[K˜]\{K˜−1}
zkbk︸︷︷︸
z′′
k
L−2∏
ℓ=1
(xℓ − gkℓ), (7)
where ak := (fK˜L − fkL)(g(K˜−1)(L−1) − fk(L−1)) and bk := (fK˜L − gkL)(g(K˜−1)(L−1) − gk(L−1)) for any
k ∈ [K˜]. Note that because of the discussed considerations, two sides of the summation in (7) have
exactly K˜ − 1 terms in two sides, i.e., ak 6= 0 for any k ∈ [K˜ − 1] and bk 6= 0 for any k ∈ [K˜] \ {K˜ − 1}.
Also, the number of the residual strongly separable variables of the corresponding problem of the LHS
of (7) is at least 2K˜ − 3. Hence, using the induction hypothesis, we conclude that there is a bijection
mapping φ : [K˜ − 1]→ [K˜] \ {K˜ − 1} such that for any ℓ ∈ [L− 2] and k ∈ [K˜ − 1] we have fkℓ = gφ(k)ℓ.
Observe that because K˜ ≥ 2, we have ℓ1 ∈ [L − 2]. This shows that fkℓ1 = gφ(k)ℓ1 for any k ∈ [K˜ − 1].
Note that this is contradiction with the assumption that we make for the case two, where now if we set
xℓ1 = f1ℓ1 in (1), then the RHS of the result has less than K˜ terms. This shows that it is impossible that
the first case does not happen. This completes the proof.
4.2 Proof of the sufficiency part of Theorem 1 for M ≥ 3
In this part, we focus on larger state spaces than binaries. The main idea for the proof is that by
introducing some auxiliary binary mixture models, we can use the result of Theorem 3. The auxiliary
5 Actually the permutation ψ is equal to the permutation π1, which is defined previously. However, we do not use this
identity and so it is not needed to prove it.
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binary mixture models are generated based on the projection of the variables into binary spaces. This
allows us to use Theorem 3.
Consider latent variables (F1:K ;w) ∈ ΘK,L,M , where Ls(F1:K ;w) ≥ 2K − 1 and M ≥ 3. Also assume
that (G1:K ; z) ∈ ΘK,L,M and f = g. Note that f ,g are the mixture distributions of the problems. We want
to show that (G1:K ; z) ≈ (F1:K ;w). We introduce two auxiliary binary mixture models (F˜1:K ;w) ∈ ΘK,L,2
and (G˜1:K ; z) ∈ ΘK,L,2 as follows. For any k ∈ [K] and ℓ ∈ [L], let f˜kℓ1 = fkℓ1 and g˜kℓ1 = gkℓ1. Also let
f˜kℓ2 = 1− fkℓ1 and g˜kℓ2 = 1− gkℓ1. Note that by the definition of the strongly separable variables, they
do not waste by this transformation. In other words, if the ℓth variable is strongly separable in (F1:K ;w),
then it is strongly separable in (F˜1:K ;w), too. Hence, we have Ls(F˜1:K ;w) ≥ Ls(F1:K ;w) ≥ 2K − 1.
Lemma 2. C(F˜1:K ;w)(x1:L) ≡ C(G˜1:K ;z)(x1:L).
Proof. See appendix B.
Using Lemma 2 and Theorem 3, we conclude that (F˜1:K ;w) ≈ (G˜1:K ; z). This implies that there is a
permutation π on [K] such that (F˜1:K ;w) = (G˜
π
1:K ; z
π). This shows that for any ℓ ∈ [L] and any k ∈ [K]
we have f˜kℓ1 = g˜π(k)ℓ1. Using the definitions of the auxiliary problems, we conclude that fkℓ1 = gπ(k)ℓ1
for any ℓ ∈ [L] and k ∈ [K]. It is also concluded that wk = zπ(k) for any k ∈ [K].
Now we claim that (F1:K ;w) = (G
π
1:K ; z
π) and this completes the proof. For this purpose, we need
to show that for any ℓ ∈ [L], k ∈ [K] and m ∈ [M ] \ {1} we have fkℓm = gπ(k)ℓm. Using the symmetry in
the problem, it suffices to prove that f112 = gπ(1)12.
Again, we introduce two auxiliary binary mixture models (F ′1:K ;w) ∈ ΘK,L,2 and (G
′
1:K ; z) ∈ ΘK,L,2
as follows. For any k ∈ [K] and ℓ ∈ [L] \ {1}, let f ′kℓ1 = fkℓ1 and g
′
kℓ1 = gkℓ1. For any k ∈ [K], let
f ′k11 = fk12 and g
′
k11 = gk12. Also, let f
′
kℓ2 = 1− f
′
kℓ1 and g
′
kℓ2 = 1− g
′
kℓ1 for any k ∈ [K] and ℓ ∈ [L].
Similarly, we have Ls(F
′
1:K ;w) ≥ Ls(F1:K ;w) ≥ 2K − 1.
Lemma 3. C(F ′1:K ;w)(x1:L) ≡ C(G′1:K ;z)(x1:L).
Proof. See appendix C.
Using Lemma 3 and Theorem 3, we conclude that (F ′1:K ;w) ≈ (G
′
1:K ; z). This yields that there is
a permutation ψ on [K], such that we have (F ′1:K ;w) = (G
′ψ
1:K ; z
ψ). Hence, for any ℓ ∈ [L] and any
k ∈ [K], we have f ′kℓ1 = g
′
ψ(k)ℓ1. Thus, we conclude that fkℓ1 = gψ(k)ℓ1 for any ℓ ∈ [L] \{1} and k ∈ [K].
Choose ℓ ∈ [L] \ {1} such that the ℓth variable is strongly separable in (F1:K ;w). This is possible due to
the assumption of the existence of at least 2K − 1 strongly separable variables 6 in (F1:K ;w). We claim
that ψ = π. Note that for any k ∈ [K] we have fkℓ1 = gπ(k)ℓ1 = fψ−1(π(k))ℓ1. Note that because of the
strong separability of the ℓth variable, the set {fkℓ1 ∈ [0, 1]|k ∈ [K]} has exactly K elements. This shows
that ψ−1(π(k)) = k or ψ(k) = π(k) for any k ∈ [K]. Hence we have ψ = π.
Now using (F ′1:K ;w) = (G
′ψ
1:K ; z
ψ) = (G′π1:K ; z
π), we conclude that f ′111 = g
′
π(1)11. It is also assumed
that f ′111 = f112 and g
′
π(1)11 = gπ(1)12. Hence, we have f112 = gπ(1)12. Similarly, we can conclude that
(F1:K ;w) = (G
π
1:K ; z
π) and hence, the proof is completed.
4.3 Proof of the necessary part of Theorem 1
In this part, for any L ∈ [min(2K − 2, L)] ∪ {0} we introduce a problem (F1:K ;w) ∈ ΘK,L,M such
that Ls(F1:K ;w) = L and (F1:K ;w) is not identifiable. In particular, we introduce two problems
6For the case K = 1, this assumption may be incorrect. However, the proof for the case K = 1 is trivial and can be done
directly.
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(F1:K ;w), (G1:K ; z) ∈ ΘK,L,M , where Ls(F1:K ;w) = Ls(G1:K ; z) = L, such that f = g (they have
the same mixture distributions) and (F1:K ;w) 6≈ (G1:K ; z).
For any positive constants α and β, we introduce two problems (F1:K ;w), (G1:K ; z) ∈ ΘK,L,M as
follows7. First we set wk =
(
2K−1
2k−2
)
/22K−1 and zk =
(
2K−1
2k−1
)
/22K−1 for any k ∈ [K]. Note that
∑K
k=1wk =∑K
k=1 zk = 1. Then, for any k ∈ [K], ℓ ∈ [L] and m ∈ [M − 1], we define fkℓm = α(2k − 2) + βm and
gkℓm = α(2k − 1) + βm. Also for any k ∈ [K], ℓ ∈ [L] \ [L] and m ∈ [M − 1], we set fkℓm = gkℓm = 1/M .
The values of fkℓM and gkℓM are determined by the condition
∑
m∈[M ] fkℓm =
∑
m∈[M ] gkℓm = 1. Note
that in this definition, (F1:K ;w), (G1:K ; z) ∈ ΘK,L,M if we choose α and β positive and small enough.
Now we claim that these two problems work for the proof of the necessary part of Theorem 1.
First we notice that Ls(F1:K ;w) = Ls(G1:K ; z) = L. Second, it is obvious that (F1:K ;w) 6≈ (G1:K ; z),
because the frequencies of two problems in the first ℓ ∈ [L] variables are essentially different from each
other. Hence, for completing the proof, it remains to show that we have f = g. In particular, we are inter-
ested to show that for anym = (m1,m2 . . . ,mL) ∈ [M ]
L, we have f(m1,m2 . . . ,mL) = g(m1,m2 . . . ,mL),
or equivalently,
∑K
k=1wk
∏L
ℓ=1 fkℓmℓ =
∑K
k=1 zk
∏L
ℓ=1 gkℓmℓ . First we state the following lemma about
the defined problems (F1:K ;w) and (G1:K ; z).
Lemma 4. If for any I ⊆ [L] and m = (mℓ)ℓ∈I ∈ [M − 1]
|I| we have 8
∑K
k=1wk
∏
ℓ∈I fkℓmℓ =∑K
k=1 zk
∏
ℓ∈I gkℓmℓ, then f = g.
Proof. See appendix D.
Using Lemma 4, for the proof of f = g, it suffices to prove that for any I ⊆ [L] and m = (mℓ)ℓ∈I ∈
[M − 1]|I|, the identity
∑K
k=1wk
∏
ℓ∈I fkℓmℓ =
∑K
k=1 zk
∏
ℓ∈I gkℓmℓ holds. Observe that
K∑
k=1
wk
∏
ℓ∈I
fkℓmℓ −
K∑
k=1
zk
∏
ℓ∈I
gkℓmℓ =
K∑
k=1
(
2K−1
2k−2
)
22K−1
∏
ℓ∈I
(α(2k − 2) + βmℓ) (8)
−
K∑
k=1
(2K−1
2k−1
)
22K−1
∏
ℓ∈I
(α(2k − 1) + βmℓ)
=
2K−1∑
i=0
(
2K−1
i
)
22K−1
(−1)i
∏
ℓ∈I
(αi + βmℓ). (9)
We want to show that (9) is equal to zero. Let us define an M − 1 variable real function h(x1:M−1) as
h(x1:M−1) := exp(β ×
M−1∑
m=1
mxm)(1− exp(α×
M−1∑
m=1
xm))
2K−1. (10)
Lemma 5. For any t = (t1, t2, . . . , tM−1)
T ∈ {0, 1, . . . , 2K − 2}M−1, such that t =
∑M−1
m=1 tm ≤ 2K − 2,
we have
∂th
∂xt11 ∂x
t2
2 · · · ∂x
tM−1
M−1
(0, 0, . . . , 0) = 0. (11)
7The case L = 0 is trivial. Note that if two mixture components have the same frequencies, then L = 0 and (F1:K ;w) is
not identifiable, where the probability of sampling from each of that two mixture components can not be determined from
the mixture distribution. Hence, we assume that L ≥ 1.
8If I = ∅, we define
∏
ℓ∈I fkℓmℓ = 1.
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Proof. See appendix E.
Using Lemma 5, we aim to prove that (9) is equal to zero. Note that if we define tm := |{ℓ ∈ I : mℓ =
m}| ∈ [2K − 2] ∪ {0} for any m ∈ [M − 1] and t :=
∑M−1
m=1 tm = |I| ≤ L ≤ 2K − 2, then we have
2K−1∑
i=0
(2K−1
i
)
22K−1
(−1)i
∏
ℓ∈I
(αi+ βmℓ) =
2K−1∑
i=0
(2K−1
i
)
22K−1
(−1)i
M−1∏
m=1
(αi + βm)tm (12)
(a)
=
∂th
∂xt11 ∂x
t2
2 · · · ∂x
tM−1
M−1
(0, 0, . . . , 0), (13)
which is equal to zero based on Lemma 5. Note that (a) follows from the expansion of the function
h(x1:M−1) as follows
h(x1:M−1) = exp(β ×
M−1∑
m=1
mxm)(1− exp(α×
M−1∑
m=1
xm))
2K−1
=
2K−1∑
i=0
(
2K−1
i
)
22K−1
(−1)i exp((αi+ βm)× (
M−1∑
m=1
xm)).
We are done.
5 Proof of Theorem 2
In this section, we prove the sufficiency of 2K weakly separable variables for the identifiability. First we
note that for the binary state spaces two notions of weakly separable variables and strongly separable
variables are equivalent. Therefore, according to the proof of Theorem 1, we conclude the desired result
for M = 2. Hence we consider the cases that M ≥ 3.
We establish a proof based on introducing the auxiliary binary mixture models, which is very similar
to the proof of Theorem 1 for the case M ≥ 3. Consider latent variables (F1:K ;w) ∈ ΘK,L,M , where
Lw(F1:K ;w) ≥ 2K − 1 and M ≥ 3. Also assume that (G1:K ; z) ∈ ΘK,L,M and f = g. This means that
the two problems have the same mixture distributions. We aim to prove that (G1:K ; z) ≈ (F1:K ;w).
Without loss of generality, assume that the variables 1 ≤ ℓ1 < ℓ2 < . . . < ℓ2K ≤ L are weakly separable
in (F1:K ;w). This means that for any r ∈ [2K], there is an mr ∈ [M ] such that fkℓrmr 6= fk′ℓrmr for any
distinct k, k′ ∈ [K]. Without loss of generality, assume that mr = 1 for any r ∈ [2K]. Let us define the
set I = {ℓr|r ∈ [2K]}.
Similar to the proof of Theorem 1 for M ≥ 3, we introduce two auxiliary binary mixture models
(F˜1:K ;w) ∈ ΘK,L,2 and (G˜1:K ; z) ∈ ΘK,L,2 as follows. For any k ∈ [K] and ℓ ∈ [L], let f˜kℓ1 = fkℓ1 and
g˜kℓ1 = gkℓ1. Also let f˜kℓ2 = 1 − fkℓ1 and g˜kℓ2 = 1 − gkℓ1. Note that by the definition of the weakly
separable variables, all of the variables ℓ ∈ I are strongly separable in (F˜1:K ;w). This means that
Ls(F˜1:K ;w) ≥ 2K.
Using Lemma 2 and Theorem 1, we conclude that (F˜1:K ;w) ≈ (G˜1:K ; z). This means that there is a
permutation π on [K] such that (F˜1:K ;w) = (G˜
π
1:K ; z
π). This shows that for any ℓ ∈ [L] and any k ∈ [K]
we have f˜kℓ1 = g˜π(k)ℓ1. Using the definitions of the auxiliary problems, we conclude that fkℓ1 = gπ(k)ℓ1
for any ℓ ∈ [L] and k ∈ [K]. It is also concluded that wk = zπ(k) for any k ∈ [K].
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Now we claim that (F1:K ;w) = (G
π
1:K ; z
π) and this completes the proof. For this purpose, we need
to show that for any ℓ ∈ [L], k ∈ [K] and m ∈ [M ] \ {1} we have fkℓm = gπ(k)ℓm. Using the symmetry in
the problem, it suffices to prove that f112 = gπ(1)12.
Again, we introduce two auxiliary binary mixture models (F ′1:K ;w) ∈ ΘK,L,2 and (G
′
1:K ; z) ∈ ΘK,L,2
as follows. For any k ∈ [K] and ℓ ∈ [L] \ {1}, let f ′kℓ1 = fkℓ1 and g
′
kℓ1 = gkℓ1. For any k ∈ [K], let
f ′k11 = fk12 and g
′
k11 = gk12. Also, let f
′
kℓ2 = 1− f
′
kℓ1 and g
′
kℓ2 = 1− g
′
kℓ1 for any k ∈ [K] and ℓ ∈ [L].
Now two cases may occur. First assume that 1 6∈ I. In this case, we have the inequality Ls(F
′
1:K ;w) ≥
2K, due to the weak separability of the variables of the set I.
For the second case, assume that 1 ∈ I. This shows that when we project the first variable into the
specific binary space, which is defined, the first weakly separable variable may waste. However, the other
weakly separable variables of (F1:K ;w) hold in (F
′
1:K ;w). Thus, we conclude that Ls(F
′
1:K ;w) ≥ 2K−1.
Hence, for the two cases we conclude that Ls(F
′
1:K ;w) ≥ 2K − 1. The rest of the proof is exactly
similar to the sufficiency proof of Theorem 1 for the case M ≥ 3 and so it is omitted. We are done.
Remark 10. In the worst-case regime, our counterexample for the identifiability of mixture models with
less than 2K − 1 strongly separable variables is also valid for studying the weakly separable variables. In
other words, there are mixture models with less than 2K − 1 weakly separable variables which are not
identifiable. Hence, the optimal threshold for the weakly separable variables is achieved in this paper
within at most one variable.
References
[1] B. Tahmasebi, A. S. Motahari, and M. A. Maddah-Ali, “On the identifiability of parameters in the
population stratification problem: A worst-case analysis,” 2018 IEEE International Symposium on
Information Theory (ISIT), pp. 1051–1055, Jun. 2018.
[2] B. G. Lindsay, Mixture Models: Theory, Geometry and Applications. Institute of Mathematical
Statistics, 1995.
[3] G. McLachlan and D. Peel, Finite Mixture Models. New York: Wiley, 2000.
[4] J. K. Pritchard, M. Stephens, and P. Donnelly, “Inference of population structure using multilocus
genotype data,” Genetics, vol. 155, pp. 945–959, Feb. 2000.
[5] Y. Ji, C. Wu, P. Liu, J. Wang, and K. R. Coombes, “Applications of beta-mixture models in
bioinformatics,” Bioinformatics, vol. 21, no. 9, pp. 2118–2122, 2005.
[6] S. J. Yakowitz and J. D. Spragins, “On the identifiability of finite mixtures,” The Annals of Mathe-
matical Statistics, vol. 39, no. 1, pp. 209–214, 1968.
[7] H. Teicher, “Identifiability of finite mixtures,” Ann. Math. Statist., vol. 34, pp. 1265–1269, 12 1963.
[8] T. C. Koopmans and O. Reiersol, “The identification of structural characteristics,” The Annals of
Mathematical Statistics, vol. 21, no. 2, pp. 165–181, 1950.
[9] T. C. Koopmans, Statistical Inference in Dynamic Economic Models. John Wiley and Sons, Inc.,
New York, 1950.
[10] E. S. Allman, C. Matias, and J. A. Rhodes, “Identifiability of parameters in latent structure models
with many observed variables,” The Annals of Statistics, pp. 3099–3132, Dec. 2009.
13
[11] R. Elmore, P. Hall, and A. Neeman, “An application of classical invariant theory to identifiability
in nonparametric mixtures,” Ann. Inst. Fourier (Grenoble), pp. 1–28, 2005.
[12] L. A. Goodman, “Exploratory latent structure analysis using both identifiable and unidentifiable
models,” Biometrika, vol. 61, no. 2, pp. 215–231, 1974.
[13] M. Gyllenberg, T. Koski, E. Reilink, and M. Verlaan, “Non-uniqueness in probabilistic numerical
identification of bacteria,” Journal of Applied Probability, vol. 31, no. 2, pp. 542–548, 1994.
[14] J. B. Kruskal, “More factors than subjects, tests and treatments: An indeterminacy theorem for
canonical decomposition and individual differences scaling,” Psychometrika, vol. 41, pp. 281–293,
Sep. 1976.
[15] J. B. Kruskal, “Three-way arrays: rank and uniqueness of trilinear decompositions, with application
to arithmetic complexity and statistics,” Linear Algebra and Appl., no. 2, pp. 95–138, 1977.
[16] A. Najafi, S. A. Motahari, and H. R. Rabiee, “Reliable learning of bernoulli mixture models,” arXiv
preprint: arXiv:1710.02101, 2017.
[17] C. Keribin, V. Brault, G. Celeux, and G. Govaert, “Estimation and selection for the latent block
model on categorical data,” Statistics and Computing., vol. 25, pp. 1201–1216, Nov. 2015.
[18] W. R. Blischke, “Estimating the parameters of mixtures of binomial distributions,” Journal of the
American Statistical Association, vol. 59, no. 306, pp. 510–528, 1964.
[19] R. A. Vandermeulen and C. D. Scott, “On the identifiability of mixture models from grouped sam-
ples,” arXiv preprint: arXiv:1502.06644, 2015.
[20] R. A. Vandermeulen and C. D. Scott, “An operator theoretic approach to nonparametric mixture
models,” arXiv preprint: arXiv:1607.00071, 2016.
[21] Y. Rabani, L. J. Schulman, and C. Swamy, “Learning mixtures of arbitrary distributions over large
discrete domains,” Proceedings of the 5th Conference on Innovations in Theoretical Computer Sci-
ence, pp. 207–224, Dec. 2014.
A Proof of Lemma 1
In order to prove, it suffices to show that for any (F1:K ;w), (G1:K ; z) ∈ ΘK,L with mixture distributions
f and g, the identity f = g implies C(F1:K ;w)(x1:L) ≡ C(G1:K ;z)(x1:L) and vice versa. This is due to the
definitions of the paper.
First assume that we have the identity C(F1:K ;w)(x1:L) ≡ C(G1:K ;z)(x1:L). Note that
C(F1:K ;w)(x1:L) =
K∑
k=1
wk
L∏
ℓ=1
(xℓ − fkℓ)
=
K∑
k=1
wk
{ ∑
I⊆[L]
(−1)|I|
( ∏
ℓ∈[L]\I
xℓ
)(∏
ℓ∈I
fkℓ
)}
=
∑
I⊆[L]
(−1)|I|
( ∏
ℓ∈[L]\I
xℓ
)( K∑
k=1
wk
∏
ℓ∈I
fkℓ
)
. (14)
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This implies that for any I ⊆ [L] we have
K∑
k=1
wk
∏
ℓ∈I
fkℓ =
K∑
k=1
zk
∏
ℓ∈I
gkℓ. (15)
For any m = (m1,m2, . . . ,mL) ∈ {1, 2}
L, define Im := {ℓ ∈ [L] : mℓ = 1}. Observe that
f(m1,m2, . . . ,mL) =
K∑
k=1
wk
( L∏
ℓ=1
fkℓmℓ
)
=
K∑
k=1
wk
( ∏
ℓ∈Im
fkℓ
∏
ℓ∈[L]\Im
(1− fkℓ)
)
=
K∑
k=1
wk
( ∑
Im⊆I⊆[L]
(−1)|I|−|Im|
∏
ℓ∈I
fkℓ
)
=
∑
Im⊆I⊆[L]
(−1)|I|−|Im|
( K∑
k=1
wk
∏
ℓ∈I
fkℓ
)
. (16)
Using (15) and (16), we conclude that f(m1,m2, . . . ,mL) = g(m1,m2, . . . ,mL) for anym = (m1,m2, . . . ,mL) ∈
{1, 2}L. This shows that f = g and concludes the desired result.
Now for the other side, assume that f = g. We will show that C(F1:K ;w)(x1:L) ≡ C(G1:K ;z)(x1:L). Using
the identity in (14), it suffices to show that for any I ⊆ [L] we have
K∑
k=1
wk
∏
ℓ∈I
fkℓ =
K∑
k=1
zk
∏
ℓ∈I
gkℓ. (17)
Note that for any I ⊆ [L] we have
K∑
k=1
wk
∏
ℓ∈I
fkℓ =
K∑
k=1
wk
( ∑
m∈{1,2}L:I⊆Im
L∏
ℓ=1
fkℓmℓ
)
=
∑
m∈{1,2}L:I⊆Im
( K∑
k=1
wk
L∏
ℓ=1
fkℓmℓ
)
=
∑
m∈{1,2}L:I⊆Im
f(m1,m2, . . . ,mL). (18)
This shows that if f = g, then for any I ⊆ [L] we can conclude (17). Hence, we have C(F1:K ;w)(x1:L) ≡
C(G1:K ;z)(x1:L) and this completes the proof.
B Proof of Lemma 2
Using (14), it suffices to prove that for any I ⊆ [L] we have
K∑
k=1
wk
∏
ℓ∈I
f˜kℓ1 =
K∑
k=1
zk
∏
ℓ∈I
g˜kℓ1. (19)
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For any m = (m1,m2, . . . ,mL) ∈ [M ]
L, define Im := {ℓ ∈ [L] : mℓ = 1}. Note that for any I ⊆ [L] we
have
K∑
k=1
wk
∏
ℓ∈I
fkℓ1 =
K∑
k=1
wk
( ∑
m∈[M ]L:I⊆Im
L∏
ℓ=1
fkℓmℓ
)
=
∑
m∈[M ]L
I⊆Im
( K∑
k=1
wk
L∏
ℓ=1
fkℓmℓ
)
=
∑
m∈[M ]L
I⊆Im
f(m1,m2, . . . ,mL).
Hence, using the assumption f = g, for any I ⊆ [L] we have
∑K
k=1wk
∏
ℓ∈I fkℓ1 =
∑K
k=1 zk
∏
ℓ∈I gkℓ1,
which implies (19). Thus, the proof is completed.
C Proof of Lemma 3
Similar to the proof of lemma 2, it suffices to show that for any I ⊆ [L] we have
K∑
k=1
wk
∏
ℓ∈I
f ′kℓ1 =
K∑
k=1
zk
∏
ℓ∈I
g′kℓ1. (20)
If 1 /∈ I, similar to the proof of Lemma 2, we conclude (20). For any m = (m1,m2, . . . ,mL) ∈ {1, 2}
L,
define Im := {ℓ ∈ [L] : mℓ = 1}. Assume that 1 ∈ I. We have
K∑
k=1
wk
∏
ℓ∈I
f ′kℓ1 =
K∑
k=1
wk
( ∑
m∈[M ]L
I\{1}⊆Im
m1=2
L∏
ℓ=1
f ′kℓmℓ
)
=
∑
m∈[M ]L
I\{1}⊆Im
m1=2
( K∑
k=1
wk
L∏
ℓ=1
f ′kℓmℓ
)
=
∑
m∈[M ]L
I\{1}⊆Im
m1=2
f(m1,m2,...,mL).
Hence, using the assumption f = g, for any I ⊆ [L] we have
∑K
k=1wk
∏
ℓ∈I f
′
kℓ1 =
∑K
k=1 zk
∏
ℓ∈I g
′
kℓ1.
This completes the proof.
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D Proof of Lemma 4
For the proof of the lemma, it suffices to show that for any m = (m1,m2 . . . ,mL) ∈ [M ]
L, we have
f(m1,m2 . . . ,mL) = g(m1,m2 . . . ,mL). Let us define Bm := {ℓ ∈ [L] : mℓ 6=M}. We write
f(m1,m2 . . . ,mL) =
K∑
k=1
wk
L∏
ℓ=1
fkℓmℓ
=
K∑
k=1
wk
L∏
ℓ=1
fkℓmℓ × (
1
ML−L
)
=
K∑
k=1
wk(
1
ML−L
)
{ ∏
ℓ∈Bm
fkℓmℓ ×
∏
ℓ∈[L]\Bm
(1−
∑
m∈[M−1]
fkℓm)
}
= (
1
ML−L
)
K∑
k=1
wk
{ ∑
Bm⊆I⊆[L]
(nℓ)ℓ∈I∈[M−1]
|I|
∀ℓ∈Bm:nℓ=mℓ
(−1)|I|−|Bm|
∏
ℓ∈I
fkℓnℓ
}
= (
1
ML−L
)
∑
Bm⊆I⊆[L]
(nℓ)ℓ∈I∈[M−1]
|I|
∀ℓ∈Bm:nℓ=mℓ
(−1)|I|−|Bm|
K∑
k=1
wk
∏
ℓ∈I
fkℓnℓ.
Hence, if
∑K
k=1wk
∏
ℓ∈I fkℓnℓ =
∑K
k=1 zk
∏
ℓ∈I gkℓnℓ for any I ⊆ [L] and (nℓ)ℓ∈I ∈ [M − 1]
|I|, then
f(m1,m2 . . . ,mL) = g(m1,m2 . . . ,mL) for any m ∈ [M ]
L. This completes the proof.
E Proof of Lemma 5
First define the two functions
f(x1:M−1) := exp(β ×
M−1∑
m=1
mxm)
and
g(x1:M−1) := (1− exp(α×
M−1∑
m=1
xm))
2K−1.
Observe that h(x1:M−1) = f(x1:M−1)× g(x1:M−1). Now we write
∂th
∂xt11 ∂x
t2
2 · · · ∂x
tM−1
M−1
(0, 0, . . . , 0) =
∑
u,v∈{0,1,...,2K−2}M−1
u+v=t
C(u,v)×
∂uf
∂xu11 ∂x
u2
2 · · · ∂x
uM−1
M−1
(0, 0, . . . , 0)×
∂vg
∂xv11 ∂x
v2
2 · · · ∂x
vM−1
M−1
(0, 0, . . . , 0),
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where u =
∑M−1
m=1 um and v =
∑M−1
m=1 vm. Also C(u,v) ∈ N is a positive integer constant, which is
independent of xms.
For completing the proof, it suffices to show that
∂vg
∂xv11 ∂x
v2
2 · · · ∂x
vM−1
M−1
(0, 0, . . . , 0) = 0,
for any v ∈ {0, 1, . . . , 2K − 2}M−1 such that v =
∑M−1
m=1 vm ≤ 2K − 2. Note that we have
∂vg
∂xv11 ∂x
v2
2 · · · ∂x
vM−1
M−1
= C(v)× (1− exp(α×
M−1∑
m=1
xm))
2K−1−v ,
for some constant C(v). We conclude the desired result as we have v ≤ 2K − 2 < 2K − 1.
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