Aim To quantify whether species distribution models (SDMs) can reliably forecast species distributions under observed climate change. In particular, to test whether the predictive ability of SDMs depends on species traits or the inclusion of land cover and soil type, and whether distributional changes at expanding range margins can be predicted accurately.
INTRODUCTION
Species distribution models (SDMs) are the most widely used tool to assess the relationship between climate variables and species distributions and to forecast changes in species distribu-whether SDMs can credibly be used to inform future conservation planning depends on a number of methodological uncertainties Elith et al., 2010; Sinclair et al., 2010; Yates et al., 2010) . Importantly, there have been very few assessments of the performance of SDMs in one of their most common applications, i.e. forecasting changes in species distributions from one time period to another with a different climate (Araújo et al., 2005; Hijmans & Graham, 2006; Kharouba et al., 2009; Yates et al., 2010) .
Most evaluations of the predictive performance of SDMs come from space-for-time substitution tests, i.e. resubstitution and data splitting Mitikka et al., 2008) . In particular, spatial interpolative (within-area) tests have shown that such commonly used model validation approaches often yield overly positive assessments of the models' predictive performance (Araújo et al., 2005 ; but see Roberts & Hamann, 2012) . Moreover, good accuracy in model calibration does not guarantee equally good extrapolative performance (i.e. when the model is transferred to a new area or time period) (Araújo & Rahbek, 2006; Heikkinen et al., 2012 and the references therein). Hence, generating robust predictions for future climates is likely to be challenging, not only because predicting species distributions often requires fitting models into novel climatic conditions (Fitzpatrick & Hargrove, 2009; Yates et al., 2010) , but also because several other factors affect the accuracy of model projections and species' ability to colonize new climatically suitable areas (see Heikkinen et al., 2006; Sinclair et al., 2010; Yates et al., 2010) . For instance, the inclusion of land cover can improve the predictive power of SDMs at both fine (Pearson et al., 2004) and broad spatial scales (Heikkinen et al., 2007; Luoto, 2007) . Similarly, the physical properties of soil may critically affect the suitability of the habitat (Raynaud, 2004) . A species' ability to track changing climates further depends on ecological traits, such as mobility, specialization and prevalence (Pöyry et al., 2009; Angert et al., 2011) , and mismatches between predicted and realized distributions are likely to occur if such traits are not taken into account. However, these limitations are still insufficiently understood because of the shortage of validation studies based on temporal extrapolations of SDMs under climate change (but see Coudun et al., 2006; Pöyry et al., 2008; Algar et al., 2009; Kharouba et al., 2009; Titeux et al., 2009) .
The responses of species to changing climates can be readily observed at range margins (Gaston, 2003) , particularly in the form of range expansions or spatial changes of local populations and formation of new populations at the colonization front, i.e. the 'leading edge' (Hewitt, 2000) . Poleward range shifts as a response to climatic warming have been reported for numerous taxa (Parmesan et al., 1999; Pöyry et al., 2009; Devictor et al., 2012) , with species characterized by short generation times and high mobility (e.g. butterflies) responding more rapidly to climatic warming than other taxa (e.g. birds or plants) (Prentice et al., 1991; White & Kerr, 2006; Devictor et al., 2012) . However, recent studies suggest that the northward shifts of European species have been exceeded by the speed of climatic shifts, resulting in large climatic debts for many taxa (Menéndez et al., 2006; Devictor et al., 2012) . Under such non-equilibrium conditions, predictions of range shifts are particularly challenging because species may be absent from suitable environments (due to migration limitation or too few and stochastic long-range migration events, e.g. Mitikka et al., 2008) causing biases for niche estimates and distribution modelling (Schurr et al., 2012) . Range dynamics at the expanding northern range margin might therefore be particularly well suited to test the ability of SDMs to predict changes at range boundaries under global warming.
Butterflies have been an important model group for studying the distributional responses of organisms to global warming (Parmesan et al., 1999; White & Kerr, 2006; Pöyry et al., 2009; Devictor et al., 2012) . A few studies dealing with the impact of climate change on butterfly distributions have tested the capacity of SDMs to project distributional shifts through time by using historical and present-day data Kharouba et al., 2009; Pöyry et al., 2009) . In addition to improving our understanding of the predictive performance of SDMs (Luoto et al., 2005; Kharouba et al., 2009; Pöyry et al., 2009) , some studies have also investigated the role of certain biotic and abiotic variables in predicting butterfly richness patterns (Menéndez et al., 2006; White & Kerr, 2006 , 2007 Algar et al., 2009) . However, advances in our understanding of conditions under which SDMs provide a reliable predictive framework for climate change research are still needed. Particularly, the importance of species traits for model performance and models' predictive ability in non-equilibrium conditions (e.g. expanding range margins) have rarely been tested.
In this study, we used national scale data documenting distributions of Finnish butterflies (Saarinen et al., 2003) gathered over a recent period of climatic warming to perform a test of SDMs' capability to forecast the effects of climate change on species distributions. Our use of high latitude species was motivated by the rapid climate change experienced in polar and sub-polar ecosystems, compared with global means (Kattsov et al., 2005) . We divided the data into two periods (1992-99 and 2002-09) characterized by a significant increase in summer and winter temperatures. We then compared model performance using a temporally independent validation dataset versus the more commonly used non-independent split-sample validation, and investigated whether the predictive ability of SDMs depended on species characteristics or the inclusion of land cover and soil type variables. Finally, we also specifically tested if distributional changes at expanding range margins could be predicted accurately. In contrast to some earlier studies, we control for the potentially confounding effects stemming from the fitting of the models into novel climate conditions by excluding areas in the second time period that have nonanalogue climatic conditions.
MATERIALS AND METHODS

Species data
We used data from the National Butterfly Recording Scheme in Finland (NAFI). The NAFI is based on observations made by voluntary amateur and professional lepidopterists using a uniform 10-km grid system for the whole country (Saarinen et al., 2003) , matching the grid system used for all abiotic variables included in this study. Species data were divided into the two time periods, 1992-99 (t1) and 2002-09 (t2). There were 2092 adequately sampled 10-km grid cells available in the NAFI data consisting of presence records for 113 species, of which 77 species with 12 or more records in both periods were used for the analyses. Because butterfly observations were based on several recording days accumulated over two 8-year periods, we made the assumption that the absence of a record from a sampled grid cell corresponded to a true absence of the species. Due to a recent poleward shift of isotherms, model predictions for some parts of southern Finland would have required extrapolation outside the model calibration space and thus introduced unknown amount of uncertainty in model performance. We therefore opted to exclude those 'non-analogue' 10-km grid cells where the mean annual growing degree-days above 5°C (GDD 5) in t2 exceeded the absolute maximum GDD5 in t1 from our analyses (only GDD5 was used here as non-analogue areas because direct measures of temperature showed very similar patterns, and for precipitation, corresponding changes were non-significant; see Results).
Four species characteristics, which have previously been shown to have a significant effect on modelling accuracy of butterfly distributions, were included in our analysis (Pöyry et al., 2009 ). These were (1) mobility measured as a continuous index (0-10) based on expert evaluation (Komonen et al., 2004) , (2) body size measured as the average total wing span (in millimetres) of female butterflies, (3) duration of the flight period presented as the mean time (in days) between the first and the last annual observation of adult butterflies made at a number of locations in southern Finland (Komonen et al., 2004) , and (4) prevalence measured as the ratio between the number of grid cells that the species occurred in at time t 1 and the total number of cells used for the study.
Abiotic data
Climate data at a 10-km grid scale was obtained from the Finnish Meteorological Institute (Venäläinen & Heikinheimo, 2002; Tietäväinen, 2010) . Three variables, which are among the principal limiting factors to butterfly growth and survival, were employed here: GDD5, mean temperature of the coldest month (TEMPC), and precipitation (PRE) (Hill et al., 2003) . For each 10-km grid cell, data for these variables were averaged within two time periods, 1991-99 and 2001-09. Climate data from 1 year preceding each period, i.e. 1991 and 2001, was included because climatic conditions during the larval stage may be of importance.
Land cover data at 10-km resolution was obtained from the European land cover and land use classification, CORINE (Coordination of Information on the Environment), which interprets satellite images covering extensive regions (European Environment Agency, 1994) . The CORINE data comprises six principal classes of land cover: arable land, deciduous forest, coniferous forest, wetland, alpine and built-up areas. The proportions of land cover types were calculated for each 10-km grid cell using the ArcView Spatial Analyst (Version 3.2; ESRI, Redland, CA, USA). Due to their low importance for butterfly distribution, the deciduous and coniferous forest categories were excluded from the analyses .
The soil variables used in the analysis were rock, till, sand, clay and peat. The percentage cover of these soil types in each 10-km grid cell was calculated for each grid cell from digital maps of Quaternary deposits (Atlas of Finland, 1988) using ArcGIS software. The inclusion of soil data in the models enables identification of areas with suitable climatic conditions but unsuitable combinations of vegetation and soil types (Titeux et al., 2009) .
Species distribution models
Two statistical methods were used to model butterfly species distributions: generalized additive models (GAMs) and boosted regression trees (BRTs). Both techniques have performed well in a number of model comparison studies (e.g. Elith et al., 2006; Heikkinen et al., 2012) , are increasingly used to model species distributions, and can accommodate non-linear relationships (Elith et al., 2006) . GAMs are non-parametric extensions of generalized linear models that use smoothers to estimate the form of the relationship between response and predictor variables (Yee & Mitchell, 1991) . GAMs were fitted using the mgcv package (Wood, 2006) in R under the assumption of a quasibinomial distribution of errors, applying a logit link function and setting the initial degrees of smoothness for each univariate term at four. BRT is a machine learning method that estimates the form of the relationship between a response variable and its predictors without a priori specification of a data model (Elith et al., 2008) . This technique estimates a large number of simple models, which are combined to form a final model optimized for prediction, using cross-validation for model building. We used the software R with functions from the gbm and dismo packages (Ridgeway, 2006; Elith et al., 2008) to fit BRTs, setting interaction depth to six, learning rate to a maximum of 0.001 (lower for species where inadequate trees were calculated) and bagging fraction to 0.75.
Prior to modelling, the t 1 dataset was randomly split into calibration (i.e. training; 75% of records) and validation (i.e. testing; remaining 25% of records) datasets. Four sets of models were run for each of the 77 butterfly species, with the first one consisting only of climate variables as predictors ('climate only'). The three more complex sets of models comprised climate and soil type predictors ('climate-soil'), climate and land cover predictors ('climate-land-cover'), and climate, soil type and land cover variables ('climate-soil-land-cover'). All models were first developed using the t1 calibration data, and then employed to predict the occurrence of species in the t1 validation data set (i.e. 'non-independent validation'). In a second step, all models were re-calibrated using the entire t1 dataset, and employed to predict species presences and absences in the t2 data set (i.e. 'independent validation') (cf. Araújo et al., 2005) . The predictive power of the models was determined by calculating the area under the curve of a receiver operating characteristic Fielding & Bell, 1997) and the true skill statistic (TSS; Allouche et al., 2006) . A non-parametric Wilcoxon's matched pairs test was used to test whether the explanatory power and predictive accuracy differed significantly between the baseline climate-only models and each of the three sets of more complex models. Furthermore, the relationship between species characteristics and modelling accuracy was investigated using Spearman rank correlation tests.
For evaluation of AUC values we used the approach recommended by Swets (1988) : excellent AUC > 0.90; good 0.80 < AUC < 0.90; fair 0.70 < AUC < 0.80; poor 0.60 < AUC < 0.70; and fail 0.50 < AUC < 0.60. For evaluation of TSS values, we used the approach recommended by Landis & Koch (1977) : excellent TSS > 0.75; good 0.40 < TSS < 0.75; and poor TSS < 0.40.
The relative importance of predictor variables was assessed from models calibrated on all data from t 1. In GAM models, variable importance was calculated as each variable's drop contribution (i.e. change in deviance associated with exclusion of a given variable from a model containing all the other variables).
In the BRT models, the relative importance of predictors based on the frequency of variable selection during model building and the reduction in deviance associated with each variable's inclusion in models was calculated. For both methods variables' contributions were scaled to sum to 100, with higher numbers indicating stronger influence on the response variable.
Range margin shifts during climatic warming
To compare observed and modelled shifts at northern range margins, we used the mean latitude of the five northernmost records in t 1 and t2 to estimate species' northern range limits. Modelled distributions were obtained from our simple climate model and the full climate-soil-land-cover models, which were calibrated with 100% of data from time t1. Due to missing information about species whose range margins in time t2 may have exceeded the northernmost border of Finland, only species with a poleward range limit more than 100 km south of Finland's northern border in t1 were used in the analysis. Furthermore, four migratory species (Pieris brassicae, Pieris rapae, Colias hyale and Vanessa atalanta) were excluded. Thus, the analysis included 56 species. We used Spearman's rank correlations between observed and predicted range margins to quantify the ability of SDMs to predict distributional changes at expanding range margins.
RESULTS
Evidence of observed climate change
The two periods, 1991-99 and 2001-09, differed significantly in growing degree-days (mean GDD5 Ϯ SE: t1 = 910.9 Ϯ 24.3, t2 = 1032.1 Ϯ 25.6; Wilcoxon's signed rank test, W < 0.1, P < 0.001) and mean temperature of the coldest month (mean TEMPC Ϯ SE: t1 = -8.80 Ϯ 0.31°C; t2 = -8.69 Ϯ 0.28°C; W = 2423, P = 0.002). No significant change was observed for mean annual precipitation between the two periods (mean PRE Ϯ SE: t 1 = 594.9 Ϯ 3.0 mm; t2 = 588.3 Ϯ 4.7 mm; W = 4050, P = 0.071).
Validation of SDM performance using independent and non-independent data
On average, models validated using t1 occurrence data (i.e. nonindependent validation) showed fair to good AUC values (0.77 Յ AUC Յ 0.80) and good TSS values (0.46 Յ TSS Յ 0.51). Mean AUC values derived from models validated using t2 occurrence data (i.e. independent validation) also showed fair to good results (i.e. 0.72 Յ AUC Յ 0.76), while average TSS values sometimes showed poor results (0.37 Յ TSS Յ 0.43) ( Table 1) . Overall, models with non-independent validation yielded significantly higher predictive accuracies than model validations with independent t2 data (Table 1; Wilcoxon's signed rank test, P < 0.001 for all).
Adding land cover and soil information
For models validated with non-independent t1 data, the inclusion of soil type variables did not lead to model improvement when evaluated by AUC and performed significantly poorer when evaluated by TSS. The inclusion of land cover variables only resulted in significantly higher AUC values for GAM and BRT models (Table 1 ). For models validated with independent t2 data, model performance was significantly improved compared with the simple climate-only models for all models except for the GAM models including soil type and land cover, as evaluated by TSS (Table 1 ). In the latter case, the models performed significantly poorer than the climate-only model. In nonindependent model tests, the inclusion of land cover yielded consistently higher predictive accuracies than the inclusion of soil (Table 1) . However, in independent model tests with t2 data, there was no clear difference in model accuracy for either soil type or land cover independently. For non-independent model tests, the joint inclusion of land cover and soil type variables led to significant improvement of GAM and BRT models evaluated by AUC, compared with the climate-only model, while GAM models evaluated by TSS performed significantly poorer (Table 1 ). In contrast, for independent model tests, significant improvement of performance was observed for all model types, except for GAM models evaluated by TSS (Table 1) .
When considering the average effect of environmental variables on species distributions across all species, growing degree days contributed most strongly, followed by mean temperature of the coldest month, cover of built-up areas and cover of pastures (Fig. 1) . Soil types and other land cover classes generally made rather small contributions to explain species distributions (Fig. 1) , but their integration considerably improved model predictions (Table 1) .
Overall, the predictive accuracies of climate-only and climate-soil-land-cover SDMs were fairly strongly correlated (0.54 Յ r Յ 0.78, P < 0.001 for all) (see Figure S1 ). Interestingly, there was a drop in correlation coefficients between the A. Eskildsen et al.
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climate-only GAM model and the combined climate, soil and land cover GAM model, indicating that some species distributions are better predicted when using independent validation in combination with more complex models (see Appendix S1).
Species characteristics and modelling accuracy
Species characteristics showed low (r < 0.20) to high (r > 0.60) correlations with SDM accuracy for the independent data using the full BRT model, including climate, soil and land cover variables (Fig. 2) . Because species characteristics were only weak predictors of model accuracy in combined climate-soil-land cover GAMs, only BRT models were considered for this analysis. Of the four species characteristic variables, highly significant negative effects on modelling accuracy were found for mobility, length of flight period and prevalence (Spearman's rank correlation and P-values given in Fig. 2) . Removal of the five outlying species with the longest flight periods (Fig. 2c ) resulted in slightly stronger correlations (r = -0.50 for AUC and r = -0.53 for TSS).
Changes at northern range margins
Observed range margin shifts tended to be greater for species occurring at higher latitudes (Fig 3a) . On average, the observed northwards range margin shift across all species between t 1 and t2 was 54.5 km (Ϯ 15.0), with a maximum observed range shift of 454 km (silver-washed fritillary, Argynnis paphia Linnaeus, 1758). Predicted shifts in range margins varied more widely than observed range shifts, with a tendency for over-prediction for species occurring at lower latitudes (Fig 3b) . Predicted range margin shifts tended to be larger than the observed shifts, with GAMs predicting values closer to observed shifts (59.8 Ϯ 13.9 km for the simple climate-only model, and 73.3 Ϯ 10.5 km for the combined climate-soil-land-cover model) while BRTs considerably over-predicted range margin shifts (106.5 Ϯ 17.8 km for the simple climate-only model, and 165.5 Ϯ 25.4 km for the combined climate-soil-land-cover model). Correlations between observed and predicted range shifts were generally weak ( Fig. 3c and d) , indicating that range dynamics at leading edges were not well predicted. The only significant positive correlation was found for the combined climate-soil-land-cover GAM model (Spearman's rank correlation given in Fig. 3d , P < 0.05). Predictions of northern range margins for three example species, the highly mobile blackveined white (Aporia crataegi Linnaeus, 1758) and peacock (Nymphalis io Linnaeus, 1758) and the less mobile Chestnut heath (Coenonympha glycerion Borkhausen, 1788), showed high accuracy in time t 1 (Fig. 4a,c,e) . However, when models were used to predict the species' distributions and range shifts in time t2, satisfactory results were only obtained for the Chestnut heath, which showed no range shift, and peacock, which showed an obvious range shift (Fig. 4d,f) . In contrast, the large observed range shift of the black-veined white butterfly at the expanding northern range edge was not adequately captured by the SDM (Fig. 4b) .
Table 1
The predictive accuracy of generalized additive models (GAM) and boosted regression trees (BRT) models validated using non-independent observations from 1992 to 1999 and independent observations from 2002 to 2009. 
DISCUSSION
Our study provides a real-world test of the capacity of SDMs to forecast range shifts of high latitude species under global change. Our results offer new insights into the predictive performance of SDMs, especially their limited performance in predicting range dynamics at the expanding edge. Our findings further support earlier suggestions (Araújo et al., 2005) that model validation with non-independent data from the same time period (t1) provides overly optimistic assessments of predictive accuracy compared with validation based on independent data from another time period (t2). However, our results broaden the previous knowledge because data stem from two periods characterized by a significant increase in summer and winter temperatures, allowing us to directly test the performance of SDMs under observed climate warming (cf. Kharouba et al., 2009) . SDMs obtained strong model fits when using nonindependent validations, but model fits became weaker when tested with independent datasets. The importance of climatic and other abiotic variables is likely to be scale dependent (Wiens, 1989; Pearson et al., 2004; Luoto, 2007) , with climate thought to play the most important role at broad spatial scales and other factors becoming increasingly relevant at finer spatial scales (Pearson & Dawson, 2003) . For species distribution data recorded at a resolution of 10 or 20 km, previous work has shown that the integration of soil type and land cover variables may significantly improve spatial prediction (Pearson et al., 2004; Coudun et al., 2006; Luoto et al., 2006; Heikkinen et al., 2007; Titeux et al., 2009) . Our results support this idea, showing that significant improvements of model performance can be obtained when soil type and land cover variables are included into SDMs. As a consequence, correlations between the accuracy of models (for both GAMs and BRTs) validated with independent versus non-independent data were high for simple climate-only models, but the discrepancy between independent and non-independent validation became larger when using the full climate-soil-land-cover models. This shows that, at least for some species, the predictive potential of SDMs may be considerably improved when adding land cover and soil, and that non-independent validation might underestimate this potential increase compared with independent validations. The main drivers of Finnish butterfly distributions at 10-km resolution are growing degree-days, average temperature of the coldest month, cover of built-up areas and cover of pastures -land cover thus appear to have a larger effect on species distributions than soil type. In ecological terms, growing degreedays is related to the developmental threshold for larvae and the mean temperature of the coldest month to over-wintering survival (Hill et al., 2003) , while land cover variables can be seen as a surrogate for the occurrence of potential breeding habitats Luoto et al., 2006) . Overall, these results underline that broadscale data recorded at a coarse spatial resolution are able to capture the effects of climate, land cover and soil type on species distributions, all of which contribute to improving model fit and predictive power.
Ecological traits can be important in determining the distributional responses of species to climate change (Pöyry et al., 2009; Angert et al., 2011) . In our study, the modelling accuracy of butterfly distributions was negatively correlated with three species characteristics, namely mobility, flight period and prevalence. This is consistent with previous findings (Luoto et al., 2005; Pöyry et al., 2008) and indicates that species with large distributions and the ability to fly long distances over a short period of time are inherently difficult to model. The mobility index used in our study was significantly correlated with both prevalence (Pearson's correlation, r = 0.638, P < 0.001) and flight period (Pearson's correlation, r = 0.591, P < 0.001), suggesting that the effects of these three parameters on modelling accuracy may be to some extent confounded (Pöyry et al., 2009) . Overall, these results draw attention to the importance of species characteristics for influencing the capacity of different species to track rapid climate change, and to the need of identifying key traits that could confound model predictions.
We documented an average northbound range shift of 54.5 km for 56 species of Finnish butterflies between the periods 1992-99 and 2002-09, indicating a strong and rapid overall response to climatic warming among high-latitude butterfly species (see also Pöyry et al., 2009) . However, some species (19%) were observed to show slight range contractions. A small number of species had very large range shifts, whereas other species only showed minimal responses, with the observed range margin shifts tending to be stronger for species occurring at higher latitudes. With respect to modelling success, our results suggest that while SDMs may provide credible predictions of the changes in the overall distribution of some species over short time periods (e.g. 10 years), they may fail to provide accurate predictions for other species, especially at their expanding northern range margins. These findings have important implications for SDM modelling under climate change and suggest that SDMs ability to predict the exact locations of new populations at expanding range margins is at best weak, possibly because of the exclusion of important parameters, such as demographic rates and/or dispersal (Schurr et al., 2012) . Our illustrative examples of the observed and predicted range shifts of three species of Finnish butterflies, the highly mobile blackveined white and peacock and the more sedentary Chestnut heath, show that mobility and dispersal behaviour play an important role in determining species responses to changing Figure 4 Observed and predicted distributions of the highly mobile black-veined white (Aporia crataegi) (a, b) and peacock (Nymphalis io) (c, d) and the less mobile Chestnut heath (Coenonympha glycerion) (e, f). Observed occurrences of the three species are indicated by black dots, while predicted occurrences based on full-boosted regression tree (BRT) models calibrated on 100% of t1 data using climate, soil type and land cover are indicated by grey grid cells. Model performance (area under the curve of a receiver operating characteristic plot (AUC) and true skill statistic (TSS) for the three species was found to be highly similar in time t1 (left column), while model performance in time t2 (right column) was markedly better for the low-mobility Chestnut heath and peacock. RSO = range shift observed (km) and RSP = range shift predicted (km). Range shift estimates are based on the mean of the five northernmost cells in t1 and t2. Projection: Finnish National Coordinate System (Gauss-Krüger with central longitude 27°). environmental conditions. Mismatches between observed and predicted range shifts may thus be related to species-specific traits and among-species variation in demographic (birth and death) rates.
Novel implementations, such as dynamic range models (DRMs), could potentially overcome such problems for specific species (Schurr et al., 2012) . Another option to reduce mismatches between observed and predicted range margins in highly mobile species could be to separate the extreme outlying and temporally sporadic local occurrences with no permanent populations (established for 1 or 2 years under exceptionally favourable weather conditions as in the case of A. crataegi in northern Finland in 2004) from those occurrences at the range margins with more permanent populations. However, this would require the availability of spatially comprehensive butterfly atlas survey data recorded on an annual basis, which are both expensive and difficult to collect.
In conclusion, SDMs assessed with non-independent splitsample validations show good model fits, but their potential for predicting range dynamics in non-equilibrium conditions, such as climate change, might be limited. The inclusion of land cover and soil types can improve SDM predictions as suggested by our independently validated models, and species characteristics may account for why predictions are more reliable for some species than for others. However, even after the inclusion of these additional factors, poor predictions of changes at species range margins are typical, suggesting that range dynamics cannot be fully captured even in more complex SDMs. Thus, our results suggest that SDMs have limitations in their ability to predict species distributional responses to climate change at expanding range margins, and we propose that incorporation of dynamic processes, such as demographic rates and dispersal, might strengthen the predictive power of the models. There is a clear need for more studies testing the potential of SDMs to predict distributional changes between two or more time periods and understanding what determines the discrepancy in accuracy between non-independently and independently validated models. Future work should also include collecting and compiling spatially and temporally comprehensive datasets on the changes in species distributions and making them available for such model testing.
Figure S1
Relationships between the accuracy of generalized additive models (GAM) and boosted regression tree (BRT) models validated with independent and non-independent observations, evaluated with area under the curve of a receiver operating characteristic plot (AUC) and true skill statistic (TSS).
Figures in the left column are based on climate-only models, while figures in the right column are based on combined climate-soil-land-cover models. Rho (r) values for Spearman's rank correlations (P < 0.001 for all), as well as linear regression fits are shown. Dotted lines indicate the 1:1 relationship. A drop in r values between climate-only models (left) and combined climate-soil-land-cover models (right) indicates that some species distributions are better predicted when using independent validation in combination with more complex models. 
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