In this paper we present a new method for lossy compression of volumetric data that is based on data dependent triangulation. We have extended an approach that has previously been successfully applied in the case of two dimensional images. In our method we first select significant points in the data, and using them, a three dimensional Delaunay triangulation is created. The tetrahedrons existing in the triangulation are used as cells for a linear interpolation spline that gives an approximation of the original image. The compression is done by storing the positions and values of the nodes of the tetrahedrons instead of the entire data set. We compare our compression technique to JPG 2000 3D which is a de-facto standard for compression of volumetric data. Tests are done on different classes of data sets, on which we compare the bits per voxel needed to achieve the same level of peak signal to noise ration.
Introduction
The use of volumetric data sets has significantly increased in the recent years due to the appearance of more powerful computers. This type of data sets is more frequently generated using computer simulations or by different scanners like CT (Computed Tomography) or MRI (Magnetic Resonance Imaging) in medicine. The problem with volumetric data is that it is of great size. For an example, storing a three dimensional data set whose every dimension is equal to 1024, and voxels are bytes we need one gigabyte. This shows us the necessity of compression for volumetric data.
The simplest way of compressing volumetric data is by using a two dimensional compression algorithm, like JPG or CALIC [1] on each of the two dimensional slices separately. This approach compresses the data but not to the full extent because it does not exploit the correlation that exists between neighboring slices. More sophisticated 3D methods are developed to achieve this.
There are two main approaches to data compression: lossless and lossy. In the case of lossless compression, all of the information inside the data has been preserved and can be restored in the decompression stage. This type of method usually has a compression ratio of around 2, but can go higher depending on the properties of data. For an example when standard 3D lossless compression algorithms are applied to medical data compression ratios of 2-10 have been achieved [2] .
In the cases of lossy compression, the original data cannot be fully recovered but only with a certain level of error. For many applications this is sufficient. In some cases even the original data has a level of noise acquired during the scanning process that could be excluded. The advantage of this type of compression is that it can achieve much greater compression ratios even up to 100. In this article we shall present a lossy 3D compression for volumetric images.
Previously the Discrete Cosine Transform (DCT) has been extended to be used for the compression of volumetric data [3, 4] . The most effective algorithms for compression of volumetric data implement the extension of wavelets to three dimensions [5] [6] [7] . Wavelet compression of volumetric data has been standardized and is in part 10 of JPG2000 [8] .
A new approach to compression of two dimensional images is the use of data dependent triangulations [9] [10] [11] [12] . The idea of this technique is finding significant points of the image in the sense that they represent the geometry. In the second stage these points are used to create a triangulation, and a corresponding linear spline that calculates an approximation of the image viewed as a two dimensional function. In the cases where very high compression ratios are needed, the use of these types of methods give results that are equivalent or even better than the standard JPG2000 [13] .
978-1-4577-0005-7/11/$26.00 ©2011 IEEE In this paper we introduce an extension of compression using data dependent triangulations to the third dimension. In 3D instead of using triangles for creating linear splines, we use tetrahedrons. We show that this approach applied to volumetric data compression gives results that are comparable and in some cases even better that the 3D version of JPG 2000.
The paper is organized in the following way. In the second section we give an introduction to two dimensional compression using data dependent triangulation. In the next section we give details of its extension to three dimensions. In the forth section we compare the compression ratios and peak signal to noise ratios of our method to the three dimensional version of JPG2000.
Outline of the Algorithm for 2D Images
When using data dependent triangulations for compression of images we need to achieve two goals. First we need to select significant points of the image in the sense that they represent the geometry. Secondly we need to create a triangulation, and a corresponding linear spline that calculates the approximation for the image viewed as a two dimensional function.
There is a wide range of possible triangulation for a given set of points E(X,Y,Value) [14] out of which the Delaunay Triangulation(DT) is most commonly used. The DT has the property that every point P in the triangulation is not inside the circumcircle of any other triangle in DT. One important property of DT is that it is unique for a set of points in which no four belong to one circle. Even in the case that there are more than three points on a circle, with some constraints concerning point ordering it can be made unique. [10] This is of great convenience when this triangulation is used for data compression since the topography (connections) does not have to be stored.
Finding the best triangulation, or in other words the best selection of significant points, for creating the optimal approximation spline is a non-linear optimization problem. Because of this algorithms have been developed for finding find near optimal solutions.
There are two main concepts for achieving this. Refinement, in which we start with a simple triangulation containing a very small number of points to which we iteratively add new points to improve the quality of the approximation. Opposite to this is the decimation approach in which we start with a very fine triangulation containing all points of the image and at each step we remove the point that decreases the quality of the approximation the least. Each of these approaches can be combined with a method that modifies point locations, adds or removes points, changes connectivity in the triangulation to improve the quality of the approximation.
Refinement techniques in general achieve results of lower quality but are significantly faster. In the case our problem is extended to the third dimension the data that needs to be processed jumps from the size of n 2 to n 3 which means that the calculation time will be greatly increased. Because of this we chose to extend the faster refinement approach. We shall give the outline of this algorithm given by [15] .
Initially we start with a triangulation that holds the entire image (I: N 
Using the error from Eq.1. at each refinement step a new point with the largest approximation error is selected. We add this point to the significant points, and a new DT is generated and an appropriate linear spline L i is created. This process is repeated until the needed approximation quality is archived or the maximum number of significant points is reached.
The direct greedy algorithm is improved in its application for mammographic digital images [12] . They also take into account the total error of a triangle using the L 2 norm as in Eq.2 (2) They introduce the concept of switching between the triangle with the worst error and the globally worst approximated point. At even numbered iterations, the global worst approximated point is added to the triangulation. In the case of odd iteration the point with the worst approximation is selected from the triangle that has the biggest error. We can see an example of an approximation, and corresponding triangulation created using this algorithm in figure 2 ( ) | 
Application to Volumetric data
In this section we give a detailed explanation of the extension of the previously explained 2D algorithm to the third dimension. First we point out that a direct extension of the two dimensional DT can be done to the third dimension. In it instead of using triangles we use tetrahedrons as basic cells. DT now has a specific empty sphere property, that is, the circumscribing sphere of each cell of such a triangulation does not contain any other vertex of the triangulation in its interior. These triangulations are uniquely defined except in degenerate cases where five points are cospherical. Even in this case with point ordering restriction it can be made unique.
For the volumetric image (V: N 3 N) we wish to create an approximation spline (L i : N 3 N), to do this it is necessary to define a linear interpolation tetrahedron(figure 1). We adopt the formulation proposed by Mallet [16] which we give in detail.
For a tetrahedron Δ (α 1 , α 2 , α 3 , α 4 ) with points α ι (x i ,z i ,y i ) we have a value of the image(function) corresponding to each point V(α i ). We wish to create function φ (x, y, z) that is linear inside Δ and is equal to V(x, y, z) at points α ι . We can represent φ for a point α(x, y, z) as linear function as in equation 3:
The coefficients a i depend on both values φ(α i ) and on the node positions (x i ,y i , z i ) of Δ. The coefficients a i must satisfy the following equation (4) Now we can derive from equation 4, in the case that M is invertible or in other words Δ is not degenerate, the general form for calculating the value of φ for any point (x * ,y * ,z * )
With φ we can define the refinement algorithm for creating the appropriate triangulation. Initialy we start with a triangulation containing the 8 vertexes of the image we wish to triangulate. In the case of volumetric data we shall also use the refinment approach proposed by [12] just instead of choosing the triangle with the biggest error we choose the tetrahedron with the worst error. To do this we need to define an error function for a tetrahedron and it is given in equation 6.
(6)
The error function in equation 6 represents the sum of squares of errors over all the points inside the tetrahedron. We use the square of the error instead of its absolute value because we are trying to minimaze the peak signal to noise ratio, and in our test we achived better results in this case.
Tests and results
In this section we evaluate the effectiveness of using the previously given triangulation algorithm for compression of volumetric data. We have created our software in C++ which implements the presented algorithm. In it the calculation of the DT is done using the CGAL (Computational Geometry Algorithms Library) which is an open source project that provides efficient and reliable geometric algorithms in the form of a C++ library [17] . The compression is achieved by storing only the significant vertex positions and values corresponding to them instead of the entire data for the volume.
We have conducted our tests on data sets that are a part of The Volume Library assembled by Stefan Roettger[18] . This library is a collection of CT Scans, MRI Scans, Laser scanning microscopy and computer generated data sets which have been taken from several industry and academic sources. We compare our algorithm to JPG2000 3D (Part 10 -JP3d) which is an extension of JPG 2000 for three dimensional data. We use the implementation for it created by the Pegasus Imaging Corporation which is a part of their PicTools Medical package [19] .
The comparison has been done using the following system. A data set would be compressed using our algorithm to 0.2 or 0.1 bits per voxel depending on data size. In our experiments we choose high compression ratios due to the fact that methods of this type were most effective in this case in the two dimensions version of the algorithm. [13] The compressed data would have a certain value of PSNR α. We would than compress the same data set using JPG 2000 3D to achieve the 
Example of interpolated image and corresponding triangulation using the 2D algorithm comparison value α for PSNR. We see the results in Table 1 . We first notice that the results are not consistent in the sense that a constant proportion doesn't exist between the bits per voxel for our method and JPG 2000 3D. We can see that the results in fact significantly vary. In case of the file Fuel, our method needs a fifth of the amount of bits for storage of JPG 2000. Contrary to this in the case of the files monkey-t1, monkey-t1, which represent a MRI scan of a monkeys head, we have the opposite situation. In the case of the file Baby the two algorithms achieve an equivalent compression ratio. We can observe the data sets in figure 3 .
From figure 3 we notice that the image Fuel is highly continuous. While the data in the file monkey-t1 is highly discontinuous more precisely it has very sharp edges and also has a significant number of isolated peaks. The file Baby has a medium level of discontinuities compared to these two data sets. The correlation of effectiveness of our method and the continuity of the data is also evident in the other tested files.
Conclusion
In this paper we have presented a novel approach to lossy compression of volumetric data using data dependent triangulation.
This triangulation is constructed by first selecting significant points in the data in the sense that they hold the geometry. Using these points we create a three dimensional Delaunay Triangulation. Further, we create the corresponding interpolation tetrahedrons which together give an approximation of the original image. The compression is done by storing the positions and values of the significant points.
We have compared our compression technique to the JPG 2000 3D which is a de-facto standard for compression of volumetric data. The tests have been done on a wide range of different classes of data sets. In our tests we have compared the needed number of bits per voxel to achieve the same peak signal to noise ration. We have observed that the new algorithm performs significantly different than wavelet based compression, as in the implementation of JPG 2000. In the case of highly continuous data the triangulation based compression would achieve results that would be 2-5 times better.
Opposite to this in the case of discontinuous data, our method would be greatly outperformed by JPG 2000. This shows that for a wide range of data sets, like for instance data generated by computer simulation, this type of compression technique could be used very efficiently.
In the future we wish to improve the quality of selected significant points by extending one of the more advanced methods that have been applied in the two dimension version of the problem. We also wish to increase the compression ratio achieved by this method by adding an efficient way of storing (compressing) positions and values corresponding to significant points.
