We examine the annual returns based on auction data for two groups of artists (Surrealists and Impressionists) and two individual artists (Picasso and Renoir) using hedonic pricing models in combination with a wild bootstrap statistical technique. This approach allows us to estimate confidence intervals for such returns. In addition, we estimate confidence intervals for several figures of merit based on these returns, such as correlations with returns of other type of assets, and risk-return metrics.
Introduction
Paintings, notwithstanding their artistic merits, are valuable financial assets. Consequently, many authors have studied the returns of the art market, as well as their correlation with the returns of more conventional assets such as stocks and bonds, in order to assess the potential benefits of investing in art vis-à-vis such alternatives.
A key challenge to study returns in this market is that the relevant prices are not as clearly defined as in other markets. Consider stocks for example: the return r on a stock between t 1 and t 2 , is simply (P 2 /P 1 ) − 1, where P 1 and P 2, the corresponding stock prices, are well-defined quantities. A return computed with such expression is the real (true or actual) return; it is not an estimate, for P 1 and P 2 are known quantities: observed prices at the times of interest. Hence, there is no error associated with r.
However, if we wish to compute the return on Picasso paintings between t 1 and t 2 , the calculation is not that straightforward for P 1 and P 2 are not clearly defined (unless we are referring to a specific painting that has been sold twice, and at precisely those two times). Picasso paintings, despite the fact that come from the same artist, are essentially different objects: they may be similar, but they are not identical. Therefore, to compute r we need to rely on representative prices at t 1 and t 2 that should somehow capture the existing price information regarding what are actually a group of heterogeneous objects. Evidently, these representative prices are just proxies for P 1 and P 2 , and as such, will have an error associated with them.
Hence, several techniques have been developed to estimate representative prices, and in turn, returns. It should be noted, however, that the r obtained in these cases, unlike the return computed in the case of stocks, is only an approximation to some elusive ideal return. Therefore, r should be characterized in terms of a point estimate or average, plus a confidence interval. The first issue (how to estimate P 1 and P 2 ) has been treated in detail in the academic literature, as we will see in the next section. The second point, however, has been ostensibly neglected in previous art market research. That is, previous studies about the art market have based their conclusions on calculations carried out with single-point estimates of r, disregarding the uncertainty around those estimates.
In short: in the art market there is no such thing as a correct or true return; thus, we need to acknowledge that we are dealing with an estimate of what we hope is a representative return and consequently there is a margin of error involved. Therefore, any computation we carry out based on those return estimates must incorporate some measure of their dispersion, and should not be based only on a single-point estimate. Otherwise, it is impossible to assess the relevance of the figure of merit computed.
Previous work
2.1 Returns Anderson (1974) appears to be the first researcher who explored the art market from an econometric viewpoint. Using sales data for the period 1643-1970 he concluded that paintings had offered a return that was about fifty percent the return offered by common stocks. He also suggested that sales of paintings in recent years had done better in terms of approaching the returns offered by stocks, but emphasized that there were important differences depending on the artists and the type of school or movement. Baumol (1986) , in other widely cited paper, challenged the notion that there could be anything approaching an equilibrium price in the market for paintings. He contrasted the market for paintings with the stock market and highlighted that in the case of stocks the "true" or equilibrium price is known whereas in the art market such concept is imprecise. Finally, analyzing data from 640 painting transactions between 1652 and 1961, he concluded that returns offered by paintings did not compare favorably with those of government securities and exhibited a remarkable degree of variability. His main conclusion (captured succinctly by his paper's title "Art Investment as a Floating Crap Game") was that if predicting stock prices was difficult, predicting art market prices was probably a hopeless task.
More recently, a number of authors have expressed, with different degree of emphasis and with different caveats, a somewhat uniform verdict: risk-adjusted returns associated with paintings do not appear attractive when compared with stocks and bonds. For instance, Renneboog and Spaenjers (2013) , using data covering the period 1957-2007, built an art index that exhibited a modest 3.97% real annual return expressed in U.S. dollars. That is, a performance similar to that of corporate bonds but with much higher risk. Mandel (2009) also found similar results for the period 1950-1999, namely, that art exhibited returns lower than both the S&P 500 and the Dow Jones industrial index, but with higher volatility. Worthington and Higgs (2004) , using data of some specific art market segments (old masters, surrealists, impressionists, 19th century European, etc.) found that returns on paintings showed lower rates and higher volatility when compared with more conventional assets. Other authors that have arrived at similar conclusions are Renneboog and Van Houte (2002) , Ashenfelter and Graddy (2003) and Agnello (2002) . Campbell (2008) summarizes art market returns obtained by different authors for different segments and time-periods. A comprehensive literature review regarding returns can be found in the paper by Renneboog and Spaenjers (2013) .
Correlation
The findings regarding correlation between art returns and the returns experienced by more traditional assets are more ambiguous. For example, Mandel (2009) , as well as Goetzmann (1993) and Stein (1977) before, found that the art market and equities were highly correlated. This is in contrast with Mei and Moses (2002) who concluded that paintings were lowly correlated with equities (S&P 500), as well as treasuries and corporate bonds. Campbell (2008) also found low correlation between art returns in general and both, stocks (MSCI world stock index), and bonds (treasuries and corporates). Worthington and Higgs (2004) detected a 16% correlation between art and large-company stocks and a -31% correlation between art and small caps. Renneboog and Spaenjers (2013) reported a -3% correlation between art and the S&P 500 index, a 20% value with respect to global stocks, and somewhat higher values (in the 30%-45% range) when referencing commodities and real estate indexes.
Clearly, some of these discrepancies can be attributed, in principle, to having examined different time-periods, different art market segments, and the use of different techniques to estimate returns. However, it is safe to say that it is difficult to make sweeping statements regarding the correlation between the art market (or some segments of it) and broader market indexes.
Estimating returns in the art market
The difficulties associated with estimating returns in the art market are the result of dealing with groups of heterogeneous goods. There are two established methods to estimate price variations (and therefore returns) in such situations: (i) repeat-sales regressions (RSRs); and (ii) hedonic pricing models (HPMs).
RSR-methods estimate returns based on price information regarding paintings that have been sold at least twice (e.g., Anderson 1974; Baumol 1986; Goetzmann 1993) . This way the problem of dealing with heterogeneous goods is circumvented. Nevertheless, this method has two disadvantages: a potential selection bias and the fact that it only employs a small subset of the available information, typically, below 25%. This is a characteristic of the art market. In the U.S. real estate market, for example, where the Case-Shiller index (a RSR-based index) is the standard, repeat sales account for more than 90% of total sales.
HPMs -the approach favored by most researchers and the method on which the bulk of previous conclusions regarding the art market are based-are better suited to manage product variety and have the advantage that they use all the available data (e.g., Chanel et al. 1994 Chanel et al. , 1996 de la Barre et al. 1994; Edwards 2004; Spaenjers 2011, 2013; Renneboog and Van Houtte 2002) . The idea behind this method is to employ a regression in which the natural logarithm of a painting's selling price is the dependent variable. The independent variables are linear or higherorder polynomial expressions based on the age of the artist at the time the painting was executed and variables associated with the characteristics of the painting and auction-related information, plus a set of time-dummies linked to the year the painting was sold. The general HPM characterization is discussed in more detail later in the paper.
Additionally, a few studies have also explored the benefits of using simpler metrics such as the geometric mean of the prices observed on a given year (Chanel et al. 1996; Worthington and Higgs 2004) . More recently, Charlin and Cifuentes (2014) proposed another approach to estimate returns based on the price per unit of area or APV (a normalized price that homogenizes the paintings sales data by controlling for the area). This metric, which has several appealing features beyond its simplicity, has not yet been widely used in return-related studies.
In summary, previous studies (most of them based on HPMs) have concluded that the art market does not offer attractive risk-adjusted returns when compared with more conventional assets, while conclusions regarding the correlation between art and other markets are somewhat less clear. We should note that these findings were based on point estimates of returns; whether these conclusions would hold if the confidence intervals of such estimates had been considered is unknown.
A handful of authors have computed average returns by simply averaging the year-to-year return estimates based on the HPM-regression coefficients and then they calculate the corresponding standard deviation of those returns in an attempt to have a sense of the dispersion associated with such average. This approach is not satisfactory for it fails to address the fact that those estimates are biased as a result of the log-transformation (a subject treated in a subsequent section). As far as we know, Renneboog and Spaenjers (2013) are the only authors who have corrected their point return estimates for such bias. In that sense, their computations marked an improvement compared to previous studies. However, they failed to calculate confidence intervals associated with their estimates. We should also mention that Chanel et al. (1996) , in a study to investigate the merits of RSRs versus conventional HPMs, estimated confidence intervals for the time dummy coefficients of the HPM regression. Nevertheless, they did not perform the additional step of employing these intervals to assess how they impacted the accuracy of the return estimates.
With that background the goals of our paper are: (i) assess how the time-dummy coefficients' standard errors influence the errors in the art return estimates when using hedonic models; (ii) then, in turn, assess how the errors in such returns translate into errors in the correlation estimates between the art market and other assets (namely, the U.S. stock market as described by the S&P 500 index); and (iii) demonstrate the effectiveness of a wild bootstrap technique to estimate confidence intervals for several figures of merit.
Data
We employ four data sets in this study: The databases were built based on information provided by artnet (www.artnet.com) and supplemented by auction data provided by the Blouin Artinfo website (www.artinfo.com).
We adjusted all prices to January 2010 U.S. dollars (using the U.S. CPI index) and expressed them in terms of premium prices (we modified hammer prices and expressed them in terms of equivalent premium prices when appropriate). In addition, we eliminated all observations where the selling price was below US$ 10,000 or less than 1 US$/cm 2 . Sotheby's and Christie's dominate the data sets, as together they account for 77% of the sales.
The selection of painters was somewhat arbitrary and with no consideration to artistic merits.
The idea was to have data sets pertaining to individual artists as well as group of artists. The chief consideration was to select artists that had enough information over a reasonable time-period. Table 1 summarizes the key features of the four data sets. Table 2 includes some additional information specific to the artists included in data sets A and B.
Method of analysis

General framework
Let P i t be the observed auction price of the i th painting at time t. We consider a general HPM, whose structure can be described as follows: Notwithstanding their popularity, HPMs exhibit a shortcoming: even though the estimates of the β's provided by the HPMs are unbiased, the return estimates are not. This is a direct consequence of the log-transformation. This topic has been discussed in detail by Dalen and Bode (2004) in the context of HPMs applied to price indexes. The existence of this bias, in more general settings, had been detected and analyzed before (Goldberger 1968; Teekens and Koerts 1972) .
Accordingly, our analyses proceeded in three steps:
(1) We estimated, using a HPM, point estimates of the year-to-year returns based on the β coefficients resulting from the HPM regression, as well as some derived quantities from such estimates, namely, the risk profile of such returns and their correlation with the S&P 500. We define the risk profile (RR) of returns as the standard deviation of such returns divided by their mean value.
(2) We recalculated the figures of merit described in (1) based now on point return estimates corrected for the log-transformation bias using the correction employed by Renneboog and Spaenjers (2013) and detailed by Triplett (2004) and Silver and Heravi (2007) .
The correction works as follows: the conventional (biased) year-to-year return estimate between two consecutive periods, based on the HPM time-dummy coefficients, is (P v+1 /P v ) -1 where 
Wild bootstrapping resampling method
Bootstrapping refers to taking many samples with replacement from the original data to create a large number of plausible data sets (Efron and Tibshirani 1993) . This way, we can improve the accuracy of the initial return point estimates derived from the regression time-dummies (in this case, corrected for the bias) by averaging from these simulated samples. The confidence intervals are obtained non-parametrically by determining, in this case, the 2.5% and 97.5% cutoff points from the resulting distributions.
There are several ways to carry out bootstrapping simulations in the context of regressions. The three most common methods are known as case-based resampling, model-based resampling, and wild bootstrap (Liu 1988) .
In this study we used a wild bootstrap technique since it has the advantage of being more suitable to overcome the difficulty presented by heteroskedastic errors. This method was developed by Liu (1988) and further advanced by Davidson and Flachaire (2008) . The wild bootstrap is similar to the model-based resampling method except for one difference: in the model-based approach, the predictors in the regression are treated as fixed, and therefore resampling is done from the residuals generated by the regression based on the original sample. And then, for each observation, a new price is created by adding the selected residual to the price predicted by the regression model. These issues have been discussed in detail by Beer (2007) , Dalen and Bode (2004) , and Stine (1989) . In Beer (2007) it is recommended that the raw residuals ̂ be modified following Davison and Hinkley's (1997) formula to make sure their variances matched those of the random errors. Thus, the modified residuals * are:
̂ is the i th diagonal element of the hat matrix ̂ of the regression model at time t. Thus, ̂= ( ′ ) − , where X is the design matrix.
In the wild bootstrap method a difference with the conventional model-based approach is introduced: the residuals * , before being added to the values predicted by the regression to create the new sample, are modified again, this time, using a random number drawn from the Rademacher distribution.
The Rademacher distribution is defined as
Thus, we multiply the modified residual by a discrete random variable having the value 1 or −1 with equal probability. And such re-modified residual is then added to the value predicted by the regression to generate a new price-observation. This method is explained in detail in Beer (2007) . Its main advantage is that it has the ability to incorporate heteroscedastic error terms, and according to Flachaire (2005) the wild bootstrap performs better than the case-based bootstrap.
We generated 2,000 wild bootstrap replications. This number of replications was deemed appropriate based on the marginal improvements observed with 5,000 replications.
Results and discussion
The results were fairly consistent for all four data sets, thus, we present in detail the results based on the surrealists, and in summary fashion those of the other three data sets.
The surrealists under the eye of the HPM
The HPM fitted had an adjusted R 2 =0.72. The most relevant characteristics, with significant α's using HC2 as the heteroskedasticity consistent covariance matrix estimator (HCCME) that was proposed in MacKinnon and White (1985) , were: whether the painting was painted by Matta (t=−35.11, p<.0001); the natural logarithm of the area of the painting (t=20.59, p<.0001),whether the painting was painted by Magritte (t=15.17, p<.0001); and whether the painting was sold in an evening sale (t=14.30, p<.0001). Table 3 displays the results. The first five columns correspond to the information typically presented in most art market analyses. The sixth column shows the estimated year-to-year return after applying the bias correction. It is obvious that the log-transformation bias has an important effect and cannot be ignored. As mentioned before, most previous analyses only report the single-point estimate without applying the bias correction, with Renneboog and Spaenjers (2013) being the only exception.
A far more important observation refers to the β's standard errors: they are not small. This should serve as a warning regarding the accuracy of the single-point return estimates. Curiously, even though some researchers do report the standard errors, they do not use them for any further calculation or accuracy assessment. We suspect this is due to the fact that there is no analytical expression to link the β's standard errors and some dispersion-related metric associated to the return estimates. This takes us to the bootstrap results reported on columns 7 through 10. Two interesting features: (i) the necessity of employing the bootstrap technique (or other suitable approach) to improve the accuracy of the return single-point estimates becomes apparent when we compare the results reported in columns 6 and 7. The discrepancy between these two columns is noticeable. In other words, the bootstrap estimate represents an important improvement in comparison with the estimate provided solely based on the HPM; and (ii) the widths of the return confidence intervals are so wide (columns 9 and 10) that is almost impossible to even conclude if the return for some periods was positive or negative. This situation shows clearly the danger of attempting to derive any conclusion from analyses based only on single-point estimates of returns. Table 3 , the confidence intervals estimated by the bootstrap statistical technique, for all metrics, are sizable. It is also clear that any conclusion regarding returns based on the 2.48% value (the single-point estimate before applying the bias correction) even if one computes the corresponding standard deviation, gives a very incomplete if not misleading picture in terms of the returns. The fact that the risk-return (RR) metric shows less variability is probably attributable to the fact that the errors in the numerator and denominator have the same sign and their effects tend to cancel out.
The existence of a bias when one estimates returns through the HPM's β coefficients has been reported by previous authors in other applications not related to the art market; see, for instance, Goldberger (1968) , Triplett (2002) , and Dalen and Bode (2004) . It has been observed that it is more pronounced when dealing with price changes over a long period of time, say, one-year intervals, than shorter periods (e.g., hours, days, weeks, etc.) In many applications, such as month-to-month inflation indexes based on pooled data this consideration is rather academic, as most characteristics do not change dramatically between two consecutive periods and the bias is negligible. However, in art market studies, where most research is conducted in one-year periods, and this bias is usually associated with violent changes in both characteristics and prices, ignoring this bias might be ill-advised, as our results indicate.
Briefly, the results underscore that it is not possible to derive any conclusions from a simple hedonic regression without further refining the initial estimates via a bootstrapping method −or other suitable algorithm− since the effects of the regression coefficients' standard errors in the subsequent calculations are huge and cannot be ignored.
Unfortunately, the majority of the conclusions reported in the literature regarding art returns and correlations are derived from computations based on point estimates of the β coefficients; they rely on the type of information displayed in the third column of Table 3 . See for instance, Agnello (2006) , Bakhouche and Thebault (2011), Campos and Barbosa (2009) , Kraeussl and Lee (2010) , Lazzaro (2006) , Lucinska (2015 , Onofri (2009 ), Pesando and Shum (1999 ), Renneboog and Spaenjers (2013 , and Sproule and Valsan (2006) . Note that some authors such as Renneboog and Spaenjers (2013) , or Pesando and Shum (1999) , have reported the standard errors associated with the time-dummy regression coefficients--and in the case of Renneboog and Spaenjers (2013) they have even attempted to correct for the bias in the return estimates--however, they have failed to estimate confidence intervals for the average returns or the correlations with other assets. Thus, the validity of any conclusions stemming from these findings should be taken with a fair amount of skepticism. Table 5 summarizes the overall results regarding the four data sets. The results reinforce the tendencies already described in Tables 3 and 4, We can speculate that for databases with many more observations, perhaps--and this is only a hope--the confidence intervals might be narrower. However, most investors are interested in assessing the performance of an individual artist--or at most, a distinctive school of artists--and therefore, the corresponding data sets will be comparable in sizes to what we have in this study.
All four data sets
The results regarding the correlation between the artists considered and the S&P 500 are even more disturbing (and in part they might explain the lack of consistency in terms of the findings by previous studies). In two of the four cases (Impressionists and Picasso) we are not even sure of the correlation sign (the confidence interval includes the zero). Under these circumstances it is difficult to say if adding these assets to a portfolio of stocks could add or not to its diversity or can help to mitigate its overall risk. We are not aware of any previous study that had looked at the correlation between art and stocks considering the error in the correlation estimates.
Conclusions
Art return estimates, and other metrics based on the β coefficients of HPMs, should be taken with The good news is that the bootstrapping technique demonstrated here is a useful tool to estimate such confidence intervals. The bad news is that the resulting confidence intervals can be quite wide. In other words, our results show that it is almost impossible to make even mildly reliable −or interesting− statements regarding the returns offered by art investments or the correlation between such returns and the returns of more conventional assets such as stocks and bonds.
It is important to realize that studies dealing with infrequently traded assets such as paintings (especially if the analysis refers to only one artist as opposed to a group of artists) and other collectibles (stamps, musical instruments, or classic cars, for instance), are likely to have a limited number of observations. In fact, in all probability, fewer observations than in the examples discussed herein. In these instances, the importance of estimating the confidence intervals of the relevant figures of merit is even more critical as the errors associated with the single-point estimates are likely to be larger.
Additionally, a number of authors have applied the CAPM-model in the context or art returns (for instance, Stein 1977; Chanel et al., 1994; Hodgson and Vorkink 2003; Kraeussl and Lee 2010) .
The fact that they performed their computations without taking into account how the errors in the return estimates impacted the accuracy of the CAPM-model coefficients should be taken as a warning against accepting their conclusions at face value.
Finally, back to Baumol (1986) and his landmark pronouncement: "Art Investment as a Floating Crap Game." Ironically, almost thirty years later, it is still one of the few absolutes in the art market. When all is said and done, making definite statements about art returns might well prove to be as contentious as deciding who the best artist is. The more things change, the more they remain the same. 1988-2014 1985-2012 1985-2014 1985-2014 1 Estimates based on the HPM coefficients before applying the log-transformation bias correction 2 Estimates based on the HPM coefficients after applying the log-transformation bias correction 3 The bootstrap algorithm results are based on the HPM return estimates once the bias correction has been applied; CL refers to the confidence interval limits
