Several models for the quantitative analysis of myocardial blood flow (MBF) at stress and rest and myocardial flow reserve (MFR) with 13 N-ammonia myocardial perfusion PET have been implemented for clinical use. We aimed to compare quantitative results obtained from 3 software tools (QPET, syngo MBF, and PMOD), which perform PET MBF quantification with either a 2-compartment model (QPET and syngo MBF) or a 1-compartment model (PMOD). Methods: We considered 33 adenosine stress and rest 13 N-ammonia studies (22 men and 11 women). Average age was 54.5 6 15 y, and average body mass index was 26 6 4.2. Eighteen patients had a very low likelihood of disease, with no chest pain, normal relative perfusion results, and normal function. All data were obtained on a PET/CT scanner in list mode with CT attenuation maps. Sixteen dynamic frames were reconstructed (twelve 10-s, two 30-s, one 1-min, and one 6-min frames). Global and regional stress and rest MBF and MFR values were obtained with each tool. Left ventricular contours and input function region were obtained automatically in system QPET and syngo MBF and manually in PMOD.
The analysis of myocardial blood flow (MBF) at stress and rest from PET images is an important tool for clinicians and provides information complementary to relative perfusion analysis (1) . Recent advances in PET image reconstruction allow dynamic data, perfusion and gated data to be obtained from the same list-mode file with single injection of the radiopharmaceutical and without additional imaging time (2) . For the routine clinical use of dynamic data, robust automated quantitative tools are required. Several such tools are now emerging as add-ons to standard quantitative packages or stand-alone tools (1) . In addition, each tool employs different methods of segmenting the left ventricle and sampling the counts in the myocardium and blood pool to obtain input curves. Absolute blood flow results can be obtained rapidly and automatically from PET studies, but little is known about the intercomparison of these new tools. In this study, we aimed to compare 3 approaches that have been clinically implemented for the quantitative analysis of MBF and myocardial flow reserve (MFR) with 13 N-ammonia myocardial perfusion PET. These methods include QPET (Cedars-Sinai), syngo MBF (Siemens Medical Solutions), and PMOD (PMOD Technologies) (3), each of which performs MBF quantification with different implementations of a 1-compartment model (PMOD (3)) or a 2-compartment model (QPET (4) and syngo MBF (5)) and different methods of segmenting the left ventricle and sampling the counts in the myocardium and blood pool. We include in these comparisons reference-limit values for patients with a very low likelihood of coronary artery disease.
MATERIALS AND METHODS

Patients
This was a retrospective study of patients referred for myocardial perfusion imaging with 13 N-ammonia PET for the evaluation of suspected ischemic disease. We considered 2 consecutive groups of patients: a group with a very low likelihood of coronary artery disease and an ischemic group. Patients in the very low likelihood group had less than a 5% likelihood of coronary artery disease within 10 y as defined by the Framingham Heart Study Group (6) and visually normal relative perfusion results obtained from static data. Patients in the ischemic group had evidence of ischemia on the ammonia static perfusion study (as visually assessed). No correlating invasive angiography information was available for these studies.
Thirty-three (22 men and 11 women) adenosine stress and rest 13 N-ammonia studies satisfied these criteria in the 2 groups (18 in the very low likelihood group and 15 in the ischemic group). The average age for participants was 54.6 6 14.6 y, and the average body mass index was 26 6 4.0. Eighteen of the patients were asymptomatic and had a very low likelihood of coronary artery disease. Patient demographics are presented in Table 1 . The hemodynamic information at stress and rest is presented in Table 2 .
Data Acquisition
All images were acquired on a whole-body 64-slice PET/CT scanner (Biograph True Point; Siemens Medical Solutions) in 3-dimensional (3D) list mode. Patients were studied after an overnight fast, and all refrained from caffeine-containing beverages or theophylline-containing medications for 24 h before the study. Myocardial perfusion was assessed at rest and during vasodilator stress with adenosine and 13 N-ammonia as a blood flow tracer. Two CT-based transmission scans (140 kVp; 20-30 mA; pitch of 1.35) were obtained before the rest perfusion studies and after the stress perfusion studies, for correction of photon attenuation. The registration of the CT attenuation map with the PET images was verified visually by an experienced technologist, and alignment was corrected if necessary by manual 3D translation. Regional myocardial perfusion was first assessed during rest using 740 MBq of 13 N-ammonia. Rest imaging extended for 10 min and began a few seconds before the 13 N-ammonia injection. The 13 N ammonia was administered as a single peripheral intravenous bolus (3-5 s), followed by a 10-mL saline flush. Thirty minutes later, a pharmacologic stress test was performed, beginning with the injection of adenosine during a 6-min period (140 mg/kg/min). A second dose of 740 MBq of 13 N-ammonia was injected at the third minute of the adenosine infusion. Stress image acquisition was started a few seconds before the radiotracer injection.
All images were acquired in 3D list mode. During both the CT and the PET acquisitions, the patients were instructed to breathe normally. Sixteen dynamic frames were reconstructed (twelve 10-s, two 30-s, one 1-min, and one 6-min frames, for a total of 10 min). Standard reconstruction (2-dimensional attenuation-weighted ordered-subsets expectation maximization) was used with 3 iterations and 14 subsets and 3D postfiltering with a 5-mm gaussian kernel. Transverse data were reformatted to a 168 · 168 · 47 matrix with 2-mm pixels for each dynamic frame. Late perfusion images were reconstructed using 7 min of the acquisition after a 2-min delay to allow for blood-pool clearance. The reconstruction parameters were identical to the dynamic reconstruction.
Myocardial Perfusion Analysis
Two experienced nuclear cardiologists analyzed the perfusion images in standard cardiac orientations using the 17-segment model. Myocardial perfusion was described as normal uptake, mild defect, moderate defect, or severe defect. Moreover, each segment was scored using a 5-point scoring system, where 0 is normal uptake, 1 is mildly reduced uptake, 2 is moderate reduced uptake, 3 is severely reduced uptake, and 4 is absence of radiotracer uptake. For each rest and stress image, the segmental scores were summed to derive the summed rest score and the summed stress score. The scan findings were considered normal if the summed stress score was less than 4, mildly abnormal if between 4 and 7, moderately abnormal if between 8 and 11, and severely abnormal if 12 or more.
MBF Analysis
Global and regional MBF values in mL/g/min and MFR values were obtained with each tool. Left ventricular (LV) contours and input function region were obtained automatically with minimal operator intervention in QPET and syngo MBF and manually in PMOD. Each tool was analyzed independently by 3 different expert operators (1 for each software tool) who were blinded to the MBF quantification results.
QPET Analysis. The cases were processed in batch mode. LV contours were positioned automatically with a recently described improved QPET algorithm (7). The LV contour was determined from the summed dynamic image data, skipping the first 2 min using the QPET algorithm (7), which is based on the original quantitative gated SPECT contour detection principles (8) but takes into account the better valve definition of attenuation-corrected high-resolution PET. The 3D region for the LV input function was automatically placed in the middle of the valve plane and was cylindric with a 1-cm radius and 2-cm length, with its long axis oriented along the long axis of the heart. The dynamic myo- cardial samples were obtained from the polar map by analyzing all time frames within the fixed LV contour boundaries. Kinetic modeling followed the approach proposed by Choi et al. (4) . Briefly, a 2-compartment model is used with 13 N-ammonia activity in the freely diffusible compartment (vascular and extravascular) and metabolically trapped 13 N-ammonia in the second compartment. The conversion of freely diffusible 13 N-ammonia to metabolically bound 13 N-ammonia glutamine (forward, K 1 ), the clearance constant of 13 N-ammonia, and the spillover fraction from blood to myocardium are computed by numeric optimization. An irreversible model was assumed (no reverse clearance from the metabolically trapped compartment). The distribution volume of free ammonia in the myocardium was assumed to be 0.8. Other specific assumptions have been previously described (4) . Only the first 2 min of the dynamic acquisition are considered during the curve fitting. No metabolite correction was performed, assuming metabolites are not sufficiently present in the blood in the first 2 min (9). The uniform recovery coefficient of 0.76 to correct for partial-volume effects in the myocardium was computed for the Biograph PET/CT scanner by assuming average myocardial thickness of 1 cm, respiratory motion of 5 mm (10), average cardiac motion of 7.5 mm as established from our data, and intrinsic scanner spatial resolution of 4.8 mm (11) .
Stress and rest flow values in mL/g/mL were computed for each sample on the polar map. To reduce noise in the curves, the interpolation was used and computations were performed in 70 myocardial regions with equal surface areas. For each of these regions, regional flows were computed. These calculations were then interpolated using a surface-area-weighted bicubic method to determine flow values for each polar map sample. MFR was computed by dividing each stress polar map sample by the rest samples at each point. The total MFR stress and rest flow was computed within the whole LV region bounded by the LV plane. The regional flow was then obtained by dividing the polar map into 3 regions (left anterior descending artery, left circumflex coronary artery, and right coronary artery) obtained from the standard 17-segment American Heart Association model (group option in QPET). Regional or segmental values were then provided to the user.
Syngo MBF Analysis. The cases were processed with some manual corrections of the contours as assessed by an experienced observer. Dynamic curves and polar maps were obtained for each sample of the polar map. A 1 · 1 · 1 cm volume of interest was automatically placed on the mitral valve plane to determine the LV input function. A previously developed model by Hutchins et al. (5) is used in syngo MBF. This is a 2-compartment model with 4 parameters. Similar to QPET, this model is considered irreversible since it assumes there is no reverse transport from metabolically bound compartment to the extravascular compartment. Partial-volume correction was performed internally within the model. Distribution volume was one of the parameters and was not assumed constant. All 10 min of the data were used for fitting. This model is described by first-order differential equations (5). The 4 parameters include vascular volume and 3 transport coefficients, which were computed by numeric optimization with the Levenberg-Marquardt method. Results were presented in polar map format for perfusion uptake, in mL/g/min for stress and rest flow values, and as MFR. Regional values for flow and MFR were provided for the 3 main coronary artery territories. The allocation of vascular territories was based on geometric division of the polar map, with a 150°portion including the anterior and apical American Heart Association segment regions designated as the left anterior descending artery territory and 2 consecutive clockwise 105°seg-ments designated as the left circumflex coronary artery and right coronary artery territories (excluding the apical American Heart Association segment).
PMod Analysis. The PMod analysis required more manual operations, including volume-of-interest placement for the myocardium. After the images had been reoriented along the heart axis to form vertical long-axis, horizontal long-axis, and short-axis slices, regions of interest were drawn within the left ventricle on 6 consecutive image planes. These regions of interest were projected both onto the dynamic 13 N-ammonia images to generate blood time-activity curves (input function) and onto the right ventricle to correct for spillover of the septum. Similarly, myocardial regions of interest were drawn on the short-axis slices within the LV myocardium and were projected onto the dynamic images to obtain tissue activity curves. Time-activity curves were used to calculate mean MBF from the short-axis slices after 3 midventricular-slice myocardial regions of interest were assigned to the myocardial territories of the left anterior descending artery, left circumflex coronary artery, and right coronary artery. Both arterial and tissue activity curves were fitted to a previously validated tracer kinetic model to correct for spillover of activity from the blood pool into the left myocardium, providing values of regional and global MBF (mL/min/g). We used the standard kinetic modeling option in the PMod software, which assumes 1 compartment model when it is assumed that there is no metabolic trapping (3). Only the first 4 min after injection were used for the curve fitting. Figure 1 shows linear regression results for QPET versus syngo MBF, QPET versus PMOD, and syngo MBF versus PMOD for flow values in mL/g/min combining stress and rest values (n 5 66), with Bland-Altman plots. We noted that the outliers in this analysis have a high spillover fraction primarily in the right coronary artery. High spillover fractions may result in generally unreliable data, and they are accounted for differently in QPET (12) . Therefore, we evaluated regressions and SEs after excluding cases with increasing spillover fractions. The spillover fractions are reported in the output of QPET (Table 3 ). The ranges of spillover fractions were 0.18-0.62 for the left anterior descending artery, 0.11-0.59 for the left circumflex coronary artery, and 0.16-0.73 for the right coronary artery. On the basis of this analysis, we excluded the cases with a high spillover fraction (.65%) in the right coronary artery region (n 5 5: 4 stress and 1 rest in 4 patients). Three of these patients belonged to the very low likelihood group, and hence the final nonischemic population consisted of 15 patients and the final ischemic population consisted of 14 patients. Figure 2 shows the corresponding linear regression results, with Bland-Altman plots for the remaining 61 studies with an acceptable spillover fraction (29 stress and 32 rest).
RESULTS
On the basis of these findings, further analysis was performed with studies in which the spillover fraction was below 65%. Figure 3 shows regression and Bland-Altman plots for MFR values for QPET, syngo MBF, and PMOD. When rest scans were analyzed separately using the Bland-Altman methods, the 95% confidence limits for the resting flow were 20.22 to 0.21 mL/g/min (bias 5 0.03) for QPET versus syngo MBF, 20.28 to 0.24 mL/g/min (bias 5 20.02) for syngo MBF versus PMOD, and 20.27 to 0.24 mL/g/min (bias 5 20.02) for QPET versus PMOD. In addition, in Table 4 we summarize the mean absolute differences between the 3 methods for rest flow, stress flow, and MFR values. Figure 4 shows the regression plots and SEs between each of these methods in each of the vascular territories.
Because these 3 tools were evaluated by different observers, we also evaluated the interobserver reproducibility for each tool. The results are presented in Table 5 . We separately evaluated the findings in the very low likelihood group (n 5 15) and in the ischemic group (n 5 14). Global stress flow, rest flow, and MFR values were consistent among all 3 methods (P 5 not statistically significant, 1-way ANOVA of repeated measures) in the very low likelihood and ischemic groups. In addition, 1-way ANOVA of repeated measures did not show any differences between values in any of the vascular regions. Mean values and ranges for global stress-rest flow and MFR are shown separately in Table 6 for the very low likelihood and ischemic groups. Mean normal MFR values were similar for QPET, syngo MBF, and PMOD (3.39 6 1.22, 3.41 6 0.76, and 3.66 6 1.19, respectively) by 1-way ANOVA (P 5 0.74). The reference ranges agree with previous reference ranges published for this tracer (4). In Figure 5 , we show the regional stress-rest flow (Fig. 5A ) and MFR values (Fig. 5 B) in each of the vascular territories for very low likelihood and ischemic patients. 
DISCUSSION
Obtaining absolute flow measurements from dynamic PET studies is of considerable interest since it can potentially overcome the problems related to the relative normalization of static perfusion images, which can mask significant coronary artery disease (13) . In addition, dynamic flow can be used to study other diseases such as microvascular dysfunction (14, 15) . For clinical use, reliable tools for the fully automated computation of global and regional blood flow are needed (16) . Several tools for absolute flow quantification have recently been developed and are available for clinical or research use (2) . They combine advances in the automated detection of the myocardium with established kinetic modeling techniques and allow rapid and automated analysis of dynamic scans. Furthermore, recent advances in PET/CT systems provide acquisition of list-mode data (1), allowing reformatting of PET scan data into dynamic, static, or gated frames as required and obviating multiple acquisitions. Therefore, the capabilities of absolute flow measurements have the potential of becoming more widely utilized in clinical practice and not just in academic centers (17) . Invariably, for clinical use, the results obtained at different laboratories with different methods will need to be compared, and appropriate reference limits will need to be established. To provide a basis for such comparisons, we directly evaluated 3 existing clinical implementations of the kinetic modeling packages for the computation of regional stress and rest flow and myocardial perfusion reserve for 13 N-ammonia. Each method uses a distinct kinetic model, either 1 or 2 compartments. In addition, the samples obtained from the myocardium and blood pool as input to the model are derived with different approaches. QPET and syngo MBF are automated and PMOD relies on more time-consuming operator delineation of myocardium and blood pool. Although the kinetic modeling methods used in these tools were validated in separate studies for stand-alone PET, previous research in this area focused on the development of kinetic modeling without automated detection of the left ventricle and blood pool (9) . Furthermore, previous evaluations of the kinetic 13 N- ammonia software were performed for stand-alone PET scanners (18) , and no such comparisons have been obtained to date for PET/CT data. In addition, comparisons were not previously performed for PET/CT data acquired in 3D mode. Despite different assumptions in the models, different methods of finding and segmenting the myocardium and blood pool automatically by QPET and syngo MBF and manually by PMOD, and different methods of extracting the input and myocardial curves, the results demonstrate excellent agreement among the methods (Fig. 1) . We did identify a reason for the discrepancies, namely a significant spillover of blood-pool activity into the myocardium. Eliminating the 5 datasets with high spillover decreased the confidence limits significantly (Fig. 2) . Regional agreement was also good in all territories (Fig. 4) . Regionally, the 95% confidence limits decreased significantly in the right coronary artery territory after elimination of the high-spillover cases. This decrease is most likely due to the fact that the spillover is modeled differently in these packages and that, above certain thresholds, these models become unreliable. In addition, patient motion could make these spillover assessments inconsistent through the frames. Patient motion during a dynamic scan could also result in attenuation correction errors for some of the frames and, consequently, incorrect blood flow measurements (19) . This effect, however, requires additional study.
In this study, we have experimentally established a threshold of 65% as a reasonable cutoff for the regional spillover fraction of counts from blood pool to myocardium. High spillover fractions were observed mostly in the right coronary artery territory (4/5 patients). The remaining patient had a spillover higher than 65% in the left circumflex coronary artery territory. The reason for the high spillover fraction in the observed patients was likely the variable location of the myocardium during the dynamic scan due to patient motion and consequently contamination of the myocardium with blood-pool activity as visually observed. In phantom evaluations of spillover fractions, much lower values were obtained (20) . In practical terms, the high spillover fraction remains a limitation for clinical analysis since the results may not be reliable in such cases, as demonstrated here. Although all 3 packages correct for spillover, the models seem to diverge at this high-spillover fraction. Ideally, a better spillover correction method should be designed to avoid such discrepancies. However, for the time being, even flagging of such questionable cases by the quantitative software (by providing spillover fraction values) can provide a warning to the clinicians. Though not an ideal solution, it is a step toward identifying the potential problem.
Motion correction software could potentially eliminate this effect. However, such software would have to also eliminate motion between the PET and the CT scans to avoid attenuation correction errors on some frames due to PET/CT misregistration (21) . To date, none of the packages studied in this work provide such a capability. Furthermore, there is currently no evidence that such algorithms would actually improve the quantitative flow results.
Despite a good correlation of stress and rest flow values and MFR among the 3 implementations, the 95% confidence limits and SE estimates remain somewhat high (Figs.  2 and 3) . However, as is evident from the Bland-Altman plots, the discrepancies occur for the higher values (above reference values), and there is no evident bias; hence, they are not likely to be clinically important. As shown in Table  5 , interobserver reproducibility within each tool is not negligible, and a significant component of the intersoftware variability could be attributed to interobserver variability since data were analyzed by different observers for each tool. When SE estimates are compared, this interobserver variation can account for 30%-46% of the variability in intersoftware comparisons. The interobserver reproducibility reported here is consistent with previously reported results (2) . As seen in Table 6 , the mean reference ranges of stress and rest flow, as well as for myocardial perfusion reserve, are not significantly different for the 3 different tools. The results obtained by QPET and PMOD show more heterogeneity at the upper level of stress flows and MFR, likely because of internal constraints used by syngo MBF. This variation does not affect the lower reference ranges for these tools, which are comparable. Furthermore, regional analysis of reference values reveals no significant differences between any of these tools in any region (Fig. 5) , despite the fact that regional definitions were slightly different among the methods. In addition, there are no differences between the regions for each of the tools. The mean reference ranges for all 3 tools agree with previously published data for normal flows (9, 22) . The previously established lower normal limit of 2.0-2.5 mL/g/min for stress flow of 15 O water (23) agrees with the results obtained in this study for 13 N-ammonia. Therefore, it should be possible to establish absolute (tool-and regionindependent) reference limits for the stress and rest flows and values, greatly simplifying interpretation of the dynamic finding for clinicians. Further refinement, however, may be needed for precise absolute normal flow limits, with the correction of resting rate-pressure product or age of the subject, since these factors are known to influence the resting blood flow and coronary flow reserve (24) .
This study had several limitations. The gold standard for MBF was unavailable. The goal, however, was to compare the results from the clinical implementations of the kinetic modeling software tools. In this work, we studied only ammonia blood flow. A separate study will be needed for the more prevalent 82 Rb dynamic flow analysis, which uses other methods of kinetic modeling. However, current implementations of 82 Rb analysis methods have been calibrated by definition to the 13 N-ammonia results (22) . Although QPET and syngo MBF performed automated analysis of the dynamic flow, some user intervention (contour adjustment) was still required in a minority of cases, and consequently some variability of the results occurs as shown in our results in Table  5 . Although we have evaluated the data analyzed with different software tools, the data were obtained with 1 scanner and 1 imaging and reconstruction protocol. It is possible that there may be discrepancies in reference ranges due to the scanner type, reconstruction, and dynamic protocols applied; this will require further study. The sample size in our study was relatively small. Future studies should have a larger sample size with more precisely defined and known cardiovascular risk factors. Patients within our ischemic group included those with several risk factors. These risk factors may affect MFR values. However, the main goal of this study was to compare the clinical tools for both normal and abnormal flows. The actual clinical value of the MFR and flow measurements will need to be established in a separate study.
CONCLUSION
Different implementations of 1-and 2-compartment models for dynamic 13 N-ammonia PET demonstrate excellent correlation in MBF and MFR for each vascular territory, with similar mean MFR values and similar flow values. Reference limits for stress and rest flow and MFR were established for the 3D PET/CT scanner. These reference limits appear to be interchangeable between different methods of analysis. Blood-to-myocardium spillover fraction, especially in the right coronary artery territory, should be monitored during the quality control of the dynamic data.
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