Abstract Streamflow data are essential for the calibration of continuous rainfall-runoff (RR) models. The quantity and quality of streamflow data can significantly influence parameter calibration and thus model robustness. Most existing sensitivity analysis studies on the role of streamflow data have used continuous periods to calibrate model parameters, with a minimum of one year, though ideally much longer periods are generally advised. However, in practical model applications, streamflow data series available for model calibration may be rather short or non-continuous. This study aims at assessing the sensitivity of continuous RR models to the quantity of information used during model calibration when it is randomly sampled in the observed hydrograph, i.e. using non-continuous calibration periods. This sampling provides less auto-correlated streamflow information for model calibration than continuous records. Two daily RR models with four and six free parameters were tested on a sample of 12 basins in the USA to obtain more general conclusions. The results showed that, in general, 350 calibration days sampled out of a longer data set including dry and wet conditions are sufficient to obtain robust estimates of model parameters. The more parsimonious model requires fewer calibration data to obtain stable and robust parameter values. Stable parameter values prove more difficult to reach in the driest catchments.
INTRODUCTION
This paper focuses on continuous rainfall-runoff (RR) models, i.e. models that simulate streamflow throughout the year. To some extent, RR models all require calibration to adapt their free parameters to a study basin and reproduce its hydrological behaviour as satisfactorily as possible. Hydrologists have designed many RR models worldwide over the past decades (see, for example, the review by Singh & Woolhiser, 2002) , and model calibration has been the subject of intensive research (see Sorooshian & Gupta, 1995; Gan & Biftu, 1996; Bastidas et al., 2002; Duan et al., 2002) . In spite of these efforts, very few recommendations or guidelines exist in hydrological handbooks or scientific papers on how long a streamflow record should be for effective model calibration. It is rightly considered that "the longer, the better", or that two to ten years of streamflow data are needed. For example, in the case of the NWSRFS-SMA model tested on the Leaf River basin in the USA, Yapo et al. (1996) concluded that eight years of daily streamflow data are needed to obtain a reliable calibration of the Sacramento Soil Moisture Accounting model (SAC-SMA) . For the HBV model, Harlin (1991) indicates that beyond two years of calibration data, the improvements gained in model performance were limited and that beyond six years, the improvements were not significant. The general rule is to have climatic and flow conditions sufficiently diverse to give a representative picture of their natural variability, thus allowing for an exhaustive activation of the hydrological processes at work in the basin.
Unfortunately, this is only theory. In practical modelling studies, hydrologists have to cope with data scarcity. In a few lucky cases, a gauging station may exist at the location of interest, with long streamflow records against which model parameters can be calibrated. But in most cases, modellers face the problem of ungauged basins with no streamflow measurements available. In these cases, the model cannot be calibrated, and it becomes very difficult to use. Indeed estimating model parameters from basin and climate characteristics remains an unsolved problem of modern hydrology (Sivapalan, 2003; Sivapalan et al., 2003) .
Between these two extreme configurations of abundance and absence of streamflow data, there are many cases in which only a few streamflow measurements exist, recorded during low-flow seasons or flood events. It may be the case, for example, when water is periodically sampled at a given location to check water quality, with a point flow measurement to estimate instantaneous pollutant load. Existing streamflow records may also cover only a short period (say a few months), or be flawed by gaps or large measurement uncertainty related to the extrapolation of the rating curve, leaving only limited reliable information on streamflow values. Though limited, all this information can be valuable for modellers. In fact, provided that continuous rainfall time series are available to feed the model, the calibration of continuous RR models is technically possible, even if only a few sparse streamflow observations are available: model errors used to compute the objective function to be optimized will cover only the time steps for which observed streamflow exists. There is obviously a risk of too few streamflow measurements being taken into account during the optimization process. The identified parameters may not be representative of the actual catchment hydrological behaviour and the model may therefore lack robustness.
How can one assess the actual impact of limited (less than one continuous year of data) streamflow knowledge on RR models? So far, there have been very few investigations studying the impact of using sparse streamflow data for model calibration on model robustness and parameter values. Most existing studies considered a minimum of one year of streamflow data, as if having one full hydrological cycle was an agreed minimum requirement, as suggested by Sorooshian et al. (1983) . Note that these authors also suggest having as much variability as possible in the calibration record.
Here we address the question of the impact of limited streamflow information on RR model calibration. We study how the availability of streamflow data affects model efficiency and model parameter values. We use a sample of 12 basins in the USA, collated by the Model Parameter Estimation Experiment (MOPEX) group (http://www.nws.noaa.gov/oh/mopex/), for which 39 years of continuous, high-quality streamflow data are available. With these series, we simulate different levels of data availability by randomly sampling the total streamflow series. With this kind of sensitivity analysis, we can learn how RR models react to a progressive reduction of streamflow data availability in terms of optimized parameter values and model robustness.
We first review the scientific literature on the topic of streamflow data necessary for model calibration. Then we present a sample of 12 basins, the two RR models used, and the methodology followed for streamflow data sampling. In the next two sections, we analyse and discuss the results in terms of both model efficiency and parameter values. Last, we provide conclusions on how our results can be used for further investigations.
RELEVANT LITERATURE
Most studies on the role of streamflow data in model calibration belong to the domain of sensitivity analysis, which is defined by Saltelli et al. (2000) as "the study of how the variation in the output of a model (numerical or otherwise) can be apportioned, qualitatively or quantitatively, to different sources of variation, and of how the given model depends upon the information fed into it". However, the role of streamflow data also relates to the issue of their information content. Both aspects are reviewed in the following sections.
Sensitivity analysis of rainfall-runoff models to the amount of streamflow data
In the context of RR modelling, sensitivity analysis is a widely-used approach at the successive steps of the modelling process (data selection, model construction, parameter estimation, uncertainty assessment, etc.; see, for example, Jakeman & Letcher, 2003; Refsgaard et al., 2005) . Existing sensitivity analysis studies, involving various RR models, mostly deal with: (a) the sensitivity to rainfall input data (see, for example, the review by Andréassian et al., 2001 ); (b) the sensitivity to potential evapotranspiration input data (see Andréassian et al., 2004; Oudin et al., 2005) ; and (c) the sensitivity to model structure and parameter values (see Kim & Delleur, 1997; Kumar et al., 2002; Butts et al., 2004; Merritt et al., 2005; Sieber & Uhlenbrook, 2005) . This issue of sensitivity was also tackled in the context of model calibration, e.g. by Vrugt et al. (2005) , who proposed a combined parameter and state estimation framework to reduce the interaction between model/input errors and optimized parameter values. The sensitivity of model results to the quality and availability of streamflow data used to calibrate the model has been comparatively less studied. A few authors (Ibbitt, 1972; Borah & Haan, 1991) have studied the impact of poor streamflow data quality by introducing errors in streamflow time series during calibration. Their conclusions differ and are difficult to generalize. Most studies concentrated on the impact of the length of the calibration period. In each case, the authors start from a 1-year calibration period and analyse the sensitivity of model results to the progressive increase of the length of the calibration period. Allred & Haan (1991) tested the impacts of using 1-, 2-and 5-year periods to calibrate a three-parameter version of the PRMS model on a basin in the USA. Their results indicate that parameter variability was not reduced when the length of the calibration period increased. This unexpected behaviour was attributed to the presence of a year with "anomalously" high flow within the study period. Yapo et al. (1996) tested the NWSRFS-SMA model (13 free parameters) on a 40-year record of the Leaf River basin near Collins, Mississippi, USA. They calibrated the model using 1-, 3-, 5-, 8-and 11-year sub-periods and tested the model on the entire record in validation mode each time. Model performance improved when calibration length increased. However, no significant improvement could be observed for calibration periods greater than eight years.
Similar tests were carried out by Anctil et al. (2004) , who studied the impact of the length of observed records on the performance of an artificial neural network (ANN) and the parsimonious GR4J RR model (four free parameters) for 1-day-ahead flow forecasting. They used sub-series of 1, 3, 5, 9 and 15 years from a 24-year record to calibrate the models and validated them on an independent 7-year period. The results showed that the prior knowledge existing in the conceptual RR model structure allowed it to make much better use of 1-year training sets than the ANN. This trend was reversed for long training sets, since the ANN continued to improve its results for calibration (training) periods longer than five years, while the performance of the conceptual model did not show significant improvements for periods longer than five years. The authors attributed this better behaviour of the ANN to its higher versatility.
In the context of sediment flux modelling, Lidén et al. (2001) tested the HBV-SED model on a basin in Zimbabwe. The hydrological component of the model was calibrated using 1-to 5-year periods. In validation, they found that the model gave satisfactory volume predictions even with a single year of calibration. Previously, Harlin (1991) had found on three Swedish basins that the calibration of the HBV model (12 parameters) required between two and six years of data to reach optimal performances. Xia et al. (2004) applied the Chameleon surface model (CHASM, version with seven free parameters) to a basin in Russia. When using monthly runoff observations for model parameter calibration, they concluded that at least three years of data were needed to identify parameter values independent of the selected period.
From these studies, it seems difficult to get an overall idea of the minimum requirements for model calibration, or of the maximum length beyond which no simulation improvement can be gained. One reason is that most studies were carried out with a single model on a single basin, which obviously limits the possibility of generalizing the conclusions.
Models with different levels of complexity may also have different requirements. One can mention the study by Mathevet (2005) , who tried to obtain more general conclusions. He carried out an extensive assessment of 20 models (three to ten free parameters) at the hourly time step on 70 basins. He calibrated the models on 1-to 4-year periods and validated them on independent 4-year periods. He concluded that all models benefited from longer calibration periods with improved results in validation, but that this improvement was slightly larger for more complex models.
All these studies considered a minimum of one year of continuous data for model calibration. To our knowledge, only Brath et al. (2004) report tests using calibration periods shorter than one year. They studied the impact of limited streamflow information for the calibration of a continuous distributed model on a 1050-km 2 mountainous basin in Italy. They calibrated the model using single flood events and continuous periods ranging from 1.5 to 12 months. In validation mode over 14 independent flood events, they found that the best results were obtained using the parameters calibrated on the 12-month period, but that three months seems to be a minimum requirement. Consequently, model calibration seems possible on periods shorter than one year.
The information content of streamflow time series
The issue of the impact of streamflow data quantity on calibrated model parameters and simulation efficiency can also be viewed from an information content perspective. A 10-year daily streamflow record contains 3652 observations against which model simulations can be compared to calibrate model parameters. Given the autocorrelation of streamflows and their usual variation range over several orders of magnitude, it is likely that all these measurements are not equally informative and that some parts of the hydrograph contain more information for the estimation of some model parameters, because model functions may not be all activated continuously and not all at the same time. Only a few authors have investigated this question. We mention here the two main approaches that were developed to locate the most informative parts of the hydrograph for the calibration of model parameters. (a) Wagener et al. (2001; 2003) proposed a framework for the dynamic identifiability analysis (DYNIA) of models and a better use of the available streamflow information. The methodology aims at identifying the most informative parts of the hydrograph for the calibration of each model parameter. The method is based on the use of a Monte Carlo sampling of the parameter space and the use of the distribution of a satisfaction measure (objective function) to characterize the quality of parameters. Using a sliding window to calculate the objective function along the entire recorded hydrograph, each time step can thus be characterized by its usefulness in identifying parameter values. The temporal identifiability of each parameter can therefore be "mapped", i.e. linked to the flow sequence. Using a five-parameter RR model, the authors show that some parts of the hydrograph (recession limbs, rainy periods, etc.) contain more information for the identification of some parameters. So the method can be used to identify which type of conditions (periods) are the most advantageous to calibrate each model parameter. (b) With a similar objective, Vrugt et al. (2002) proposed a method to identify the location and the type of measurements that are most informative for the model parameters. The approach combines: (i) a generalized sensitivity analysis to generate a set of models (parameter sets); (ii) a Bayesian recursive estimation algorithm to calculate the likelihood of each parameter and diagnose the information content of individual measurements; and (iii) the Metropolis algorithm for parameter uncertainty estimation by resampling parameter space in the most promising regions. Using this procedure, it is possible to locate the time steps with the highest information content for each parameter on the hydrograph. The authors apply their approach to a simple five-parameter RR model. They show that using approximately ten highly informative measurements in a 1-year record sufficiently narrows the posterior distribution of most parameters to reach a good estimation of parameter values. These two approaches indicate that a limited number of streamflow measurements should be sufficient to obtain reliable estimates of model parameters, provided that these measurements are well chosen in the streamflow sequence. They also show that streamflow measurements that are useful to clearly identify model parameters belong to different parts of the hydrograph and that streamflow outside flood events also provide useful information.
This literature review indicates that, although most existing sensitivity analysis studies used continuous periods for model calibration, it may be possible to benefit from non-continuous streamflow records, which in practice are common. This would open ways to calibrate models on a limited number of data, which would be very interesting in the case of poorly gauged basins. However, the way continuous models can be calibrated using sparse streamflow information has not really been investigated as yet. So here, we propose to study the sensitivity of model behaviour when the streamflow information is limited in quantity and spread out over time.
BASINS, MODELS AND METHOD

Study basins
We used a sample of 12 basins situated in the United States (see location in Fig. 1 ), which were the test sites of the second MOPEX Workshop held in Tucson, Arizona, USA, in 2002. The RR models tested here have limited data requirements. They only need daily rainfall and potential evapotranspiration series as inputs, while daily streamflow series are used to calibrate and assess the models. These data were assembled from several sources. Precipitation data were processed by the NWS Hydrology Laboratory. Potential evapotranspiration data (long-term averages) were derived from the NOAA Evaporation Atlas (Farnsworth et al., 1982) . Streamflow data were obtained from the US Geological Survey National Water Information System (NWIS).
The 12 basins are spread over several states in the south-eastern United States, so that various hydrological and climatic conditions are represented in this sample. They range from semi-arid to very wet (Table 1 ). The variability of conditions from one year to another in each basin can be quite high, since the ratio of maximum to minimum annual rainfall varies between 1.6 and 2.9, and the ratio of maximum to minimum annual streamflow varies between 2.8 and 28 over the 12 basins. Mean runoff yield ranges from 15 to 63% of precipitation value on the basin sample. Note that the interannual variabilities of streamflow and yield coefficient are closely related: the basins with the largest variability of streamflow are also those with the lowest runoff Table 1 ).
yield. Basin size ranges from 1021 to 4421 km 2 . Thirty-nine-year records were available for all the basins. We believe that the number and the diversity of basins and climatic conditions will help draw more general conclusions in this study.
Rainfall-runoff models
Two continuous conceptual RR models (GR4J and TOPMO) were used. They were applied with the same daily inputs and tested in the same conditions. A detailed presentation of the model structures is out of the scope of this article, only a succinct description is provided here.
The GR4J model has four free parameters and has been applied and tested in various conditions (see, for example, Andréassian et al., 2004; Oudin et al., 2005) .
The TOPMO model is a six-parameter version derived from the TOPMODEL (Beven & Kirkby, 1979; Michel et al., 2003) . In this version, the distribution of the topographic index was not computed using a DEM, but parameterized, as suggested by the results of Franchini et al. (1996) . The parameter of this distribution is optimized along with the other model parameters. This was found to have limited impact on model efficiency and this eases model application when it is tested on several basins.
Both models are sketched in Fig. 2 and the meaning of their parameters is given in Table 2 . Again, we consider that using two models will make our conclusions more general. Fig. 2 Schemes of (a) the GR4J and (b) the TOPMO rainfall-runoff models (PE: potential evapotranspiration; P: precipitation; Q: streamflow; Xi: ith model parameter; other letters are internal state variables).
Table 2
Parameters of the GR4J and TOPMO models.
Parameter
Meaning X1
Capacity of the production store (mm) X2
Water exchange coefficient (mm) X3 Capacity of the nonlinear routing store (mm) GR4J
X4
Unit hydrograph time base (day) X1
Recession coefficient of the exponential store (mm) X2 Capacity of the interception store (mm) X3 Topographic index distribution parameter (mm) X4 Pure time delay (day) X5 Capacity of the routing store (mm) TOPMO
X6
Evapotranspiration parameter (mm)
Method
To assess the impact of limited streamflow knowledge on model results, we simulated different levels of streamflow data availability for model calibration. For each test, the entire period was randomly sampled to extract n streamflow values, as illustrated in Fig. 3 . This data sampling provides more independent streamflow values than if we had continuous periods of n days. In this study, we did not introduce any constraint on the random sampling, so the n days can be taken from any part of the hydrograph (during both high and low flows). Models were calibrated by optimizing an objective function computed on the sums of model errors on the n selected time steps. After model calibration, validation tests were made on the whole 39-year record, excluding the days used for calibration. Given that the number of time steps (n) used for calibration remains limited in comparison with the total length of the records (14 245 days), we believe that this does not introduce any bias in the comparison of model performances obtained in validation.
In our tests, we successively used the values of 10, 50, 100, 250, 350, 400, 500, 750 and 1000 for n. Since sampling was random for each value of n, we repeated it and model calibration 100 times and took the mean to obtain more general results.
In calibration, the Nash & Sutcliffe (1970) criterion computed on square root transformed streamflow (referred to here as NSsqrtQ) was used as the objective function. Model parameters were calibrated by the automatic steepest descent optimization procedure used by Edijatno et al. (1999) . Several studies (Nascimento, 1995; Perrin, 2000; Mathevet, 2005) showed that this optimization method gives satisfactory results for models with up to ten free parameters, provided that the starting point of calibration is well-chosen in the parameter space. As a starting point, we used here the median parameter set found by Perrin et al. (2003) on a large set of basins. They show that this starting point provides good results on average. To keep similar sensitivity to the research step for all parameters, the optimization procedure uses transformed parameter values (logarithmic or linear transformations were used). Transformed parameters vary within the interval (-10, +10) and were used in the next section to present results.
In validation, model performance was assessed using two variants of the NashSutcliffe criterion: one calculated on streamflow values (NSQ) and the other on logarithmic transformed streamflow values (NSlnQ). The second criterion puts more emphasis on low-flow simulation and therefore gives a picture of model performances complementary to that provided by the Nash-Sutcliffe criterion calculated on streamflow values, which puts more emphasis on floods. Table 3 gives the mean and standard deviation of the efficiencies obtained by the two models in calibration on the 12 basins. Figure 4 illustrates the changes in model efficiency for each basin in calibration. It can be seen that when the number of time steps used for calibration increases, the efficiency progressively decreases. This is logical, since it is easier for the model simulation to match a lower number of time steps. However, results stabilize when n reaches 350. This indicates that, on average, the difficulty of the calibration exercise stabilizes as soon as a few hundreds of time steps are used. The evolution of the standard deviation values also indicates that the variability of model performances decreases when n increases, as expected.
HOW DOES THE AVAILABILITY OF STREAMFLOW DATA AFFECT MODEL EFFICIENCY?
Results in calibration
Both models show a similar behaviour and similar levels of performance. The slightly higher performance obtained by TOPMO when n is low is probably due to its higher number of parameters and thus its greater versatility. The evolution of model performance follows quite a similar pattern from one catchment to another. Table 3 gives the mean and standard deviation of the efficiencies obtained by the two models in validation over the entire basin sample. Figures 5 and 6 illustrate the evolution of model efficiency for each basin in validation for the two assessment criteria (NSQ and NSlnQ), respectively. The results of both models show the same trend. The performance tends to improve when the number of time steps used for calibration increases. This logically indicates that the model better identifies catchment hydrological behaviour when the information content of the calibration set increases. For values of n greater than 350, model performance reaches a plateau. This means that the information brought by additional measurements does not provide significant added value, perhaps because this additional information becomes redundant. Both models reach about the same level of performance when n is large, with slightly better results for GR4J, which indicates that it is more robust on this set of basins. When n is low, TOPMO does not reach robust calibration easily, especially for three basins (codes 5455500, 8167500 and 8172000) which receive the lowest amount of rainfall among the studied basins. This is all the more true when the NSlnQ criterion, which puts emphasis on low flows, is considered. This means that it is more difficult for the six-parameter TOPMO model than for the four-parameter GR4J model to reach robust parameter sets when the level of information is low, especially under drier climatic conditions. In these tests, model parsimony seems to be an advantage when streamflow information is scarce. 
Results in validation
HOW DOES THE AVAILABILITY OF STREAMFLOW DATA AFFECT MODEL PARAMETER VALUES?
Figures 7 and 8 show the evolution of GR4J and TOPMO parameter values when the number of time steps, n, used for calibration increases. Figures 9 and 10 similarly show the evolution of parameter standard deviations calculated on the 100 runs for each value of n. In these figures, to ease comparison, prior transformations (logarithmic or linear) on parameters were made, so they all vary within the (-10, +10) interval. For both models, all parameter values are stable when n is greater than 350. A general conclusion is that this represents the average number of data sufficient to obtain reliable parameter estimates when the streamflow values are chosen randomly. When n is below this value, parameter estimates depend on the number of time steps used for calibration. However, different behaviours can be observed and some parameter values become stable more quickly than others when n increases. Except for the driest basins, the estimation of GR4J parameters seems to require only around 100 time steps. The GR4J model therefore seems to be less demanding in terms of quantity of information for calibration than TOPMO. This is probably a consequence of the parsimony of GR4J. Although some of the TOPMO parameters show behaviour similar to those of GR4J (e.g. in TOPMO X3 and X4, except for the driest basins), most of them are quite sensitive to the quantity of information. The lower robustness of TOPMO mentioned above may be related to this instability. When looking at parameter standard deviation over the 100 calibrations (Figs 9 and 10), one can see that it generally reduces when n increases. This logically means that the uncertainty in the estimation of the parameter values reduces and this corroborates the fact that the models become more robust.
Here also, the features of the driest catchments appear singular. For these basins, the standard deviation of some model parameters (e.g. X1 and X2 in TOPMO) remains large; thus, these parameters seem to remain poorly defined even for high values of n. Note that the poor definition of the X1 TOPMO parameter, which partly controls lowflow simulation, may be linked to the poor robustness of the model when evaluated against the NSlnQ criterion. The problem of parameter estimation may indicate that the model structures tested here are not well-adapted to these dry catchments. However, it is not straightforward to know which modifications in model structures would be necessary to obtain better simulations on these dry catchments. This is the topic of intensive research (see e.g. Jothityangkoon et al., 2001; Mwakalila et al., 2001; Servat et al., 2003) and the validity of such modifications should be assessed on a large number of catchments.
DISCUSSION AND CONCLUSION
This study aimed at assessing the sensitivity of continuous RR models to the quantity of information used during model calibration. In contrast to existing studies, we chose to use non-continuous calibration periods to have more independent streamflow data for model calibration. We randomly sampled the 39-year-long records and, during calibration, the objective function was computed only on the selected time steps. Two models with four and six free parameters were tested on a sample of 12 basins to obtain more general conclusions.
The results showed that, in general, 350 calibration days chosen randomly within a longer period of time are sufficient to obtain robust estimates of model parameters. It was also shown that the more parsimonious model requires fewer calibration data to reach stable and robust parameter values.
The case of the driest catchments proved to be specific. It was more difficult to get robust parameter estimates on these catchments and a higher number of calibration days was required to reach stable performances. This may be due to the fact that the model structures tested here are not the best suited for these catchments. Michaud & Sorooshian (1994) and Ye et al. (1997) had already noted the specificity of semi-arid catchments.
Except for the singularity of these driest catchments, we could not find links between our results (level of performance, minimum values of n, etc.) and physical descriptors, such as climate. Our basin sample was too small to draw convincing conclusions on this aspect.
Our results are difficult to compare to those obtained by other authors with continuous calibration periods. However, they confirm the results provided by Brath et al. (2004) that model calibration may yield acceptable results using less than one year of data. Good performances could be obtained even with 50 calibration points, at least with the most parsimonious model.
In this study, the sampling of the entire streamflow record was done randomly regardless of the streamflow level. The results of several authors (Sorooshian et al., 1983; Yapo et al., 1996; Lidén & Harlin, 2000; Anctil et al., 2004) agree that when short continuous periods are used (say one year), the calibration of model parameters provides more robust results with wet years (i.e. years with high flow values). However, the approaches developed by Vrugt et al. (2002) and Wagener et al. (2003) indicate that information on low flows can be valuable to optimize some of the model parameters. Thus we can only conclude that further research is needed on this aspect.
We showed that a few hundred measurements taken randomly out of a long period of time are sufficient for robust model calibration. The results of Vrugt et al. (2002) and Wagener et al. (2003) indicate that, when streamflow measurements are not sampled randomly but carefully chosen in the hydrograph, this number may be greatly reduced. In our test, the results obtained with only 10 streamflow measurements for parameter calibration were still acceptable in some cases.
When one looks at the case of ungauged basins, these results may have interesting implications. First, they show that collecting ten values of historical data (for example recorded during floods or low flows), which may be considered as randomly sampled information, may be useful to estimate model parameters. This may yield better results than just using parameter values estimated from regionalization studies. Second, these results suggest that measurement strategies may be defined to obtain streamflow measurements that are the most informative to calibrate the model. This is a wide area of research. The fourth author of this paper is investigating this aspect (Rojas-Serna, 2005; Rojas-Serna et al., 2006) and results will be reported in due course.
