The purpose of this paper is to introduced a new clustering methodology. This paper is divided into three parts. In the first part we have developed the axiomatic theory for the average silhouette width (ASW) index. There are different ways to investigate the quality and characteristics of clustering methods such as validation indices using simulations and real data experiments, model-based theory, and non-model-based theory known as the axiomatic theory. In this work we have not only taken the empirical approach of validation of clustering results through simulations, but also focus on the development of the axiomatic theory. In the second part we have presented a novel clustering methodology based on the optimization of the ASW index. We have considered the problem of estimation of number of clusters and finding clustering against this number simultaneously. Two algorithms are proposed. The proposed algorithms are evaluated against several partitioning and hierarchical clustering methods. An intensive empirical comparison of the different distance metrics on the various clustering methods is conducted. In the third part we have considered two application domains-novel single cell RNA sequencing datasets and rainfall data to cluster weather stations.
Introduction
Cluster analysis has gain the radical importance for the exploratory analysis of multivariate data in many fields. The core intention of the analysis is to pursue the natural underlying data structures. The application areas are diverse including public health, artificial intelligence, machine learning, natural language processing, text analytics, information retrieval, pattern recognition, computer vision, and network analysis among others. In virtue of numerous clustering applications, a wide range of clustering procedures and algorithms have been proposed in literature. The classification of the clustering methods is not straightforward and different authors classify them in different categories based on different aspect, see for instance Handl et al. (2005) , Kleinberg (2003) , and Berkhin (2006) . Among the challenges in the field, the difficulty of estimation of number of clusters and the selection of the appropriate algorithm for the problem at hand remains pre-eminent. While there can be agreement on the general purpose of clustering, but not on how to achieve this. Usually it is expected that the user should not only have the knowledge of clustering techniques and related issues, but also the knowledge of the application domain.
For instance in what situation these techniques perform best, what kinds of clusters each of these techniques are good in finding, and what are their limitations, also as well as what clustering characteristics are sensible to apply for a data application. It is crucial for users to identify what is the purpose of clustering and what types of clusters they are aiming for.
While some experts have guided users to think about their clustering needs, and why they want to cluster data, and what they want to achieve from the results afterwards, for instance see Von Luxburg et al. (2012) , where they argue that it is meaningless to view clustering as a domain independent mathematical task. Also, in reality there is no universally acceptable definition of true clusters, because cluster analysis has been applied with very different aims in various domains. Since every application is unique, Hennig (2015) argues that the definition of a good clustering depends heavily on the context and intent for clustering.
On the other hand axiomatic approach can bring some clarity in the identification of homogeneities between clustering approaches, and systematically design generic concepts to select a suitable algorithm among diverse approaches to help the community using these techniques. The development of the foundational theoretical properties for the clustering task is an ambitious endeavour and for a long time the study of theoretical properties of clustering algorithms and functions was under-explored.
The development of the fundamental properties for clustering methods aim at the characterization of the clustering methods by identifying the mathematical properties which are reasonable to claim as the axioms for clustering. It is vital to bring some clarity and system to identify homogeneities between clustering approaches and systematically design generic concepts to select a suitable algorithm among these diverse approaches to help the users in selection of these techniques. Once a user has decided what properties they are looking for to solve a clustering problem, they can associate these requirements with clustering methods. These properties defined by a set of axioms also allow to compare the performance of the clustering methods or their quality, and to speak about the unique advantages that come with each of them.
The aim of developing a general theory for clustering is not new and various approaches have been introduced in the literature. Among the earlier attempts in this direction is the work by Rubin (1967) . Later Jardine and Sibson (1968) outlined properties that any clustering function should satisfy based on dissimilarities among data points and showed many common clustering functions failed to fulfil these. See references therein for earlier work on a theoretical framework for clustering. Following this work, Fisher and Ness (1971) gave a set of nine properties for admissibility of clustering methods based on decision theory. Other attempt in this area are by Wright (1973) , Puzicha et al. (2000) , and Pollard et al. (1981) .
This line of research revived by the work of Kleinberg (2003) , and more recently by the advancement in developing a general theoretical framework for clustering functions, algorithms, and clustering quality functions by Ben-David and Ackerman (2009) . Usually the work in this direction is began by defining some reasonable requirements also known as rules or axioms that every clustering methods should follow, for instance, the set of admissibility criteria by Fisher and Ness (1971) , and then classifying the clustering methods according to these rules.
In this work we have considered the average silhouette width index proposed by and have proved the axiomatic framework for it. We took the approach of Ben-David and Ackerman (2009) and showed that the three axioms, namely scale invariance, consistency, and richness holds for the ASW index. We have then developed a full clustering methodology by introducing a clustering objective function using the ASW index. The clustering function optimizes the ASW index to decide upon the cluster membership of the observations. This gives us an advantage of natural estimation of number of clusters by the same objective function from which clustering is being produced.
Organization We begin by first defining the notational setting up and have reviewed the work of Kleinberg (2003) and Ben-David and Ackerman (2009) , which is closely related to work we have done. We have then establishing the proofs of the axioms for the ASW in §6. We have then developed the methodology ( §6) for the ASW based clustering and have proposed two algorithms. This is then followed by the experiments, results presentations and discussion ( §7). We have then analysed the effect of use of different distance metric on the proposed methodology and other existing clustering methods ( §8). The last section of the paper considers two novel application areas for clustering. Finally before closing the article we present a formal time complexity of the algorithm's R code in §10.
Related theoretical work
Recently Kleinberg (2003) defined three axioms for any reasonable clustering function to obey. The axioms are appealing and sensible to demand from clustering functions but yet he showed that no clustering method can fulfil all three rules. On contrary, Ben-David and Ackerman (2009) claim that Kleinberg's impossibility result is due to their specific formulation, and that these axioms can be serve as a consistent set of axioms by redefining them for clustering quality measures instead of clustering functions.
Similar approaches to Kleinberg (2003) are Correa-Morris (2013) and Zadeh and Ben-David (2009) , where they further extend this work in similar way. Correa-Morris (2013) has mentioned some key factors ignored in Kleinberg (2003) formulation. They made some adjustment to Kleinberg (2003) formulation by introducing three types of consistency. All of their axioms were strongly linked to robustness of the clustering functions. Zadeh and Ben-David (2009) also followed the notion of Kleinberg (2003) and introduced a relaxation to consistency axiom of the paper mentioned latter, to make the set of axioms consistent. Carlsson and Mémoli (2013) focused mainly on the hierarchical clustering setup, in particular on single linkage. They modified Kleinberg (2003) 's axioms to show that all of the three axioms are satisfied within their formalism. Ben-David and Ackerman (2009) proposed a consistent set of axioms, for clustering quality measures, namely scale-invariance, consistency and richness. In this work we have followed their work and have shown that ASW satisfies this set of axioms. We now define notations and review in detail Kleinberg (2003) and Ben-David and Ackerman (2009) before proving the axioms proposed by the latter authors to the ASW index.
Preliminaries
Let X = x 1 , · · · , x n be the data with n observation taken over p variables of interest.
Definition 1 A distance function d is defined over X as a mapping of each pair in X to the positive real domain R + i.e., d : X × X → R + satisfying the symmetry and reflexivity properties ∀ x i , x j ∈ X .
Definition 2 For a distance function d over X and a positive real η, the scalar multiplication of d with η is defined for every pair
We call a clustering function a k-free clustering function when the number of clusters is not needed to be fixed a prior to clustering function.
Definition 3 A k-free clustering function f takes a pair (X , d) as an input and returns a possible partitioning C ∈ S(X ) of X , where S(X ) denotes a set of all possible partitions of X .
Definition 4 A k-clustering function f takes a triplet (X , d, k) where 1 ≤ k ≤ X , and outputs a clustering C k having k clusters of X .
A k-free clustering function does not need k in advance to be provided to perform clustering, and it can return any number of clusters, whereas a k-clustering function will need a predefined k a priori to pass to the function to return a clustering for that chosen number of clusters.
A k-clustering is denoted as C k = {C 1 , . . . , C k }, where C r , r ∈ N k denotes the clusters in C k . Since the number of clusters do not need to be fixed in advance for these axioms, we will work with a clustering say C which can have any number of clusters. Let x i ∼ C x j , if observation x i and x j for i = j ∈ N n belong to the same cluster in a partition C and x i C x j , otherwise.
Let d and d be two distance functions on a partition C of X . d is defined by shrinking distances within clusters and expanding distances between clusters.
Definition 5
Kleinberg (2003) suggested three properties for any standard clustering function (CF) f . Let S(X ) represent the collection of all possible partitions of X . The clustering function takes the data set in form of pair (X , d) as input and returns the clustering C as an output (f (X , d) = C ∈ S(X )). The first property requires that the output of a clustering function should not be affected by the measurement units of (X , d). CF Scale Invariance: For all η > 0, a function f is invariant to uniform scaling if f (X , d) = f (X , η · d).
The second property states that a clustering function should be capable of yielding any partition C of X from S(X ) by constructing a distance function d on X .
CF Richness:
A CF is rich if for every possible partition C ∈ S(X ), there exists a corresponding d on X such that f (X , d) = C.
A CF is consistent if the clusterings it produces on X are same using d and d .
Kleinberg then shows the impossibility theorem stating that there is no clustering function that satisfies all of the above three properties. Ben-David and Ackerman (2009) identify that the three desired properties can be achieved if we modify them for clustering quality measures instead of clustering functions. They have discussed that the Kleinberg (2003)'s impossibility result occurs mainly because of the consistency property on clustering functions, which requires that the original clustering remains the same after consistent changes to the distances. The consistency property basically states that if consistent changing (i.e., C-transformation) is made to the distances, the clustering function should not nominate some other clustering as the best clustering than what it gave before. However through Ctransformation there could be many possibilities to get some other clustering whose quality is better than the original clustering while also maintain the quality of the original clustering. In fact C-transformation allows much flexibility to redefine the within and between clusters distances in such a way that some other clustering can be even better contestant than the original clustering. For instance one can introduced bigger between cluster gaps for only few clusters using C-transformation to create some better clustering instead of introducing same between cluster gaps for all clusters. Once the restriction of getting the same clustering quality after C-transformation is replaced with the same or better quality for the CQMs rather than CF the impossibility theorem no longer exists.
The process of clustering quality assessment tells us about the goodness and usefulness of the clustering structure obtained from any algorithm. A clustering quality measure (CQM) Π takes the pair (X , d) and a clustering C over (X , d) and returns a non-negative real number. In addition, a CQM can also satisfy additional properties. We now give Ben-David and Ackerman (2009) 's three requirements for CQMs: CQM Scale Invariance: A CQM Π is scale invariant if for all η > 0, and every C of (X , d), Π(C, (X , d)) = Π(C, (X , η · d)).
CQM Consistency:
A CQM Π is consistent measure if for every clustering C over (X , d), Π(C, (X , d )) ≥ Π(C, (X , d)) holds, provided that d is a C-transformation of d.
CQM Richness:
A CQM Π is rich for every possible non-trivial clustering C ∈ S(X ) of X there exist a distance function d over X such that C = arg max C Π(C, (X , d)). Richness is defined only for non-trivial clusterings. There are two cases which are considered trivial. This is when every observation forms a cluster such that there are n singleton clusters for a data set of size n. The other trivial clustering case is when all the observations are in one cluster.
Theorem 6 Scale-invariance, richness and consistency for clustering-quality measures form a consistent set of axioms - Ben-David and Ackerman (2009) .
Consistency is a rather intuitive requirement based on a view that one wants to have clusters that are at the same time homogeneous (low distances) and separated (large distances to other clusters). Consistency is about decreasing within-cluster distances and increasing between-cluster distances. This states that the consistent changes to distance does not change the clustering output. If a method doesn't fulfil this, a practitioner interested in this kind of clustering may not want to use that method. Richness is relevant in practice insofar that if this is not fulfilled, certain clusterings are impossible to achieve, and the practitioner needs to keep in mind that these clusterings were not ruled out properly by the data but were not possible for any data to achieve in the first place. So the data was not the reason why such a clustering wasn't found.
Characterization of the ASW
We now state and prove the three requriments given in Ben-David and Ackerman (2009) for the ASW index.
Definition 7 Let X = x 1 , . . . , x n be the data set of n objects and d be a distance function over X and C be some clustering characterized on X . Let the clustering labels be l(1), . . . , l(n) ∈ N k determined by l(i) = r, i ∈ N n and cluster sizes are determined by n r = n i=1 1(l(i) = r), r ∈ N k . The silhouette width for a data index i ∈ N n is
where
Definition 8 The Average Silhouette Width (ASW) of a clustering C is defined as
Theorem The ASW is a Scale Invariant CQM.
Proof.
For any η > 0 and any distance function
is always true. Thus for any η > 0 and any clustering C of (X , d), we have, Π(C, (X , η · d)) = Π(C, (X , d)).
Theorem The ASW is a consistent CQM. Proof. Let d be a C-transformed distance function of d and a (i), b (i), S i (C, d ),S (C, d ) be based on d . The following two inequalities hold by Definition 5:
For consistency we need to prove,
There can be four possible cases:
Case IV:
We will now check whether the inequality given in (4) will hold for each of these cases.
where L = b (i) a (i) and L = b(i) a(i) . Note that (9) will be always true if L is smaller than L . Since b (i) > b(i), the numerator of L is bigger than the numerator of L. Also, the denominator of L is smaller than the denominator of L because a (i) > a(i). Thus (9) will always hold. Case II: We have a(i) ≥ b(i) and b (i) ≥ a (i). Using (6) in (4) we need to show,
(10) will always hold due to (6) because both ratios on left hand side of (10) are less than one.
, which is a contradiction to (2), hence this case will never exist.
Case IV: We have b(i) ≥ a(i) and b (i) ≥ a (i). Using (8) in (4) we need to show,
where L = a(i) b(i) and L = a (i) b (i) . For (11) to be true, L ≤ L should hold always. Now the numerator of L is greater than numerator of L and denominator of L is less than denominator of L . The relationships between these quantities are of such kind that (11) will always hold.
Recall that ASW is the average of S i (C, d) over all i ∈ N n , from above results it follows thatS(C, d) ≤S (C, d) always true. Thus, Π(C, (X , d )) ≥ Π(C, (X , d)) always holds.
Theorem The ASW is a Rich CQM. Proof In order to prove that the ASW is a rich CQM, we need to consider every possible non-trivial clustering C and construct a distance function d for it such that no other clustering C is a better opponent i.e., no other clustering can give improved ASW value beyond C. There exist two possibilities for the clustering C to consider in this proof because ASW is defined differently for clusters having only one points. To prove the theorem for each of these possibilities we will divide the proof in two cases. We define the cases now. Case 1: C is a non-trivial clustering where all clusters have more than one object, Case 2: C is a clustering where there is at least one one-point cluster.
Case 1: Given C, construct a distance function d such that d(
Note that for all points x i ∈ X , a(i) = (n r * −1)×1 (n r * −1) = 1 and b(i) = (n r † )×2 n r † = 2, where n r * and n r † is the number of objects in some clusters C r * and C r † of C. This gives S i (C, d) = 0.5 for all i ∈ X , such that S(C, d) = 0.5. We claim that this is the only optimal clustering of X and for any other clustering C of X ,S(C , d) will be smaller thanS(C, d), which we show now.
There is more than one possibility for clusterings C . First assume that C is a clustering in which there is no single point cluster. Note that since C is some clustering other than C therefore some points in some clusters of C will now be in some other clusters in C . Because of the points that are now in different clusters theS(C , d) will reduce from 0.5 due to the change in the S i (C , d), which we will show now.
Since C is some other clustering than C, one of the following two possibilities must hold: (a) there is at least one pair of points that are together in C but not in C or there is at least one pair of points that are not together in C but in C . First, due to the definition of d, in C the distances can be either 1 or 2, which implies that 1 ≤ a (i) ≤ 2 and 1 ≤ b (i) ≤ 2 for any i ∈ C . This implies S i (C , d) ≤ 0.5 for any i ∈ C . This will hold for both (a) and (b) as shown now. Consider (a) now. There are two possibilities for S i (C, d) for all i ∈ C which are (a.1) for i ∈ C , S i (C, d) can be either less or (a.2) equal to 0.5. While these two conditions may or may not occur together or just (a.1) can occur for all i's but note that only (a.2) can't occur for all i ∈ C . This is because of (a). Now under (a.1) there will be at least one i in C for which d(x i , x j ) = 2, for x i ∼ C x j because there is at least one such pair that is not together in C but was in C. Now since all the within cluster distances are either 1 or 2 in C , 1 < a (i) ≤ 2. Next we look at b (i) for these i ∈ C . Note that there is at least one i for which d(x i , x j ) = 1, for x i C x j , which implies 1 ≤ b (i) < 2. Note that max{a (i), b (i)} can be either a (i) or b (i) but will be only from [1, 2] . Since b (i) = 2 but less than it and a (i) = 1 but greater than 1 for at least one i in C therefore, b (i) < b(i) and a (i) > a(i). Under (a.2) which is to include the possibility some clusters remain same in both clusterings C and C , for such i's S i (C , d) = S i (C, d). Hence for at least one i, S i (C , d) < S i (C, d) and for no i ∈ C , S i (C , d) can be greater than 0.5 which implies thatS(C , d) <S(C, d).
Next assume that C is a clustering such that there is at least one single point cluster in it. Let the member of a one-point cluster be denoted by i, such that S i (C , d) = 0 by definition. Also for the remaining (n − 1) points,
Since there are t clusters which contain just one point, the ASW for this clustering will beS(C,
We will now consider all the possible non-trivial clustering C and show that they will not give better value of ASW than (n − t) × 0.5/n.
There are two possibilities to consider for C . As a first possibility assume that C is such a clustering that there is no one-point cluster in it i.e., all clusters have more than one point. In such a situation t one-point clusters have merged into other clusters. The S i (C , d) for the points that were forming one-point cluster will remain 0 even if they now move to other clusters. This is because b (i) = a (i) for these points. For these points b (i) = b(i) = 2 but now a (i) = 2 instead of 1. In the other hand the clusters which got the points that were previously one-point clusters the a (i)'s for the remaining values in these clusters will increase. This is because these clusters have now at least one such pair of points that has d(x i , x j ) = 2, if x i ∼ C x j which were all previously 1. Hence b (i) − a (i) < b(i) − a(i) where i represents the index for the points that are in those clusters that are merged with one-point clusters ans S i (C , d) cannot become better for any point. Therefore, it is clear thatS(C , d) <S (C, d) .
Note that C can be also a clustering such that there is at least single one-point cluster in it, but the number of single point clusters in C is smaller than the number of single point clusters in C. In such a situation there will be t * < t clusters in C that have been merged into other clusters. For such a case the logic given in previous paragraph holds as well.
As a second possibility assume that the number of one-point clusters in C is greater than the number of one-point clusters in C. Let there are t ∈ N, for t < n one-point clusters in C and t † ∈ N, for (t † < n, t † > t). In such a situation there will be t † points
, which will be always less than S(C, d) = (n−t)×0.5 n due to t † > t and no S i (C , d) can become better than 0.5.
Related work to methodology development
Among the distance based methods we have partitioning and hierarchical methods. The later class of methods is based on a concept that builds a series of partitions in bottom-up or top-down hierarchy. The number of clusters are not needed to be fixed in advance, however, if the desired number of clusters k is known already the partitioning can be stopped when the required clusters are obtained. These methods need to measure proximities between clusters to merge or split the clusters, commonly known as linkage methods, for instance, the average linkage by Sokal and Michener (1958) or the Ward's minimum variance method by Ward Jr (1963) .
On the other hand, the crisp partitioning methods divide the data into k non-overlapping groups by optimizing a criterion function. They usually utilize the concepts of separation and homogeneity to perform clustering (Han et al. (2011) ), i.e., objects within a group are closely located (intra -cluster compactness) and have cohesive structure, and they are well separated from the objects in other clusters (inter -cluster separation). Mostly, a clustering criterion functions are prototype-based, meaning that they try to capture the closeness of the data to some particular point or set of points known as prototype(s) of the cluster. A prototype defines a cluster and can be a centroid for instance, the mean or the medoid. Perhaps, under this clustering domain k-means is one of the most popular and widely used clustering method (Lloyd (1982) , Hartigan and Wong (1979) ). The kmedoids clustering method was proposed by Kaufman and Rousseeuw (1987) . It tries to find k representative members from the data set to reflect the structure of the data. The algorithm that implements this methodology is PAM (Partitioning Around Medoids) that consists of two phases, build and swap, available through the R package "cluster" (Maechler et al. (2017) ). A PAM like algorithm that maximize the ASW using the medoids is proposed in Van der Laan et al. (2003) named as PAMSIL. The PAMSIL algorithm first runs the PAM algorithm to get a clustering, i.e., it first chooses a set of k medoids using the PAM build phase, and then consider all possible swaps to further improve the values of objective function obtained in the build phase.
Model-based clustering is a probabilistic approach for clustering that allows to define clusters through probability distributions. This class of methods is known for their flexibility in modeling data and statistical interpretation of the partition. Many authors have developed these clustering methods, for instance, see Edwards and Cavalli-Sforza (1965), Symons (1971), Binder (1978) , Geary (1989), Fraley (1998), or Fraley and Raftery (2002) .
Spectral clustering can be viewed as an approach to partition similarity based graphs. It is based on a connectivity concept to cluster data, rather than on compactness. It clusters the data with the notion that intra-cluster similarity should be high and intercluster similarity should be low. It does not apply any specific assumptions on the clusters a priori and can find non-convex clusters. To have a comprehensive overview on this method, Von Luxburg (2007) , Filippone et al. (2008) and (Meila, 2015, §7) can serve as good reference points to start. The properties and discussions on various clustering methods can be found in Mohar et al. (1991) and Chung (1997).
A clustering method based on ASW
In this section we will present a new clustering method based on the optimization of the ASW index. We will here only consider flat clustering. Also, every object will belong to one cluster only and there will be no overlapping between clusters.
Notational setup and a naive algorithm
Suppose that the aim is to cluster a data X of size n where n ≥ 2 into k ≥ 2 clusters, where n ∈ N, and k ∈ N n . Each object to cluster is a p dimensional vector, where p ∈ N.
Let the number of clusters be estimated from the range 2, · · · , K, where K ∈ N n .
Let P(X ) be the set of all non-trivial partitions on X . Let C k ∈ P(X ) such that C k = {C 1 , C 2 , . . . , C k } be a clustering with any size k characterised by any clustering method.
A cluster assignment function l(i) = r; r ∈ {1, . . . , k}, i ∈ {1, . . . , n} determines the cluster membership of each observation in X . Let l(X , k) be a brief notation for the vector of labels (l(1), . . . , l(n)) of the clustering C k .
The Optimum Average Silhouette Width (OASW) clustering of X is defined by maximizing the ASW function given as follows, over all C k ∈ P(X ), where P(X ) represents the set of all possible non-trivial clusterings C k on X .
Since a clustering C k is determined by its label set i.e., an identification of cluster membership for each object in the data, replacing C k by l(X , k) in above equation gives:
The OASW clustering objective function is defined as follows:
where L represents a set of all possible label vectors l * (X , k) for all possible non-trivial clusterings C k ∈ P(X ). As shown in (14) the OASW clustering function needs a clustering label vector to start the optimization process. This is because ASW is originally an index which is computed for a given clustering. We call this label vector as the initial clustering solution (ICS). The ICS can be obtained from some other clustering method, for instance, random initialization, kmeans, PAM, or agglomerative hierarchical clustering (AHC) methods. In a separate study we have evaluated several clustering methods as an initialization of the OASW clustering. Based on the conclusion there we choose the five clustering methods namely, k-means, partitioning around medoids (PAM), average linkage AHC, Ward's method and the modelbased clustering as the initialization of the OASW clustering algorithm named as OSil (Optimum average Silhouette width clustering algorithm).
Let l j (X , k) = (l j (1), · · · , l j (n)) represents the clustering label vector for j ∈ {1, 2, 3, 4, 5}, where each value of 'j' represents a clustering method namely, k-means, PAM, average linkage, Ward's method, and model-based clustering, respectively. We now present the OSil algorithm.
OSil algorithm
Set number of clusters k = 2 and maximum number of clusters K. Initialize
2. Calculate the clustering using k-means, PAM, average linkage, Ward's method and modelbased clustering and initialize the five clustering label vectors obtained from these methods with k clusters as l j (X , k) = (l j (1), . . . , l j (n)), j ∈ {1, · · · , 5}, respectively.
3. Calculate f (0) = arg max j f l j (X , k), d , j = {1, · · · 5} as defined in (14).
.
Repeat
Repeat all steps from Initialize-(ii) to Repeat until k = K.
Return k, f (k) and l (k) (X , k).
An efficient approximation algorithm
OSil is a combinatorial algorithm that directly assigns each observation to a cluster in an attempt to solve the optimization problem given in (14), and it only returns a local optimum. OSil algorithm is expensive because it considers all possible combinations of clusters and observations swap for each iteration. To reduce the computational burden of the algorithm we purpose a fast version and then compare both algorithms in the next section. The idea behind proposing a fast version of OSil is not to run the OSil algorithm on the entire data set directly, but to run it instead on a sample from the actual data. Therefore a random sample of size s is first drawn from the data and clustered by OSil, which we refer to as the partial clustering of the data. The final data clustering is obtained using OSil partial clustering result. The remaining data points are then assigned to the partially clustered data based on the maximum ASW value. For each data point, k clusterings are defined by assigning each data point to all clusters. ASW is calculated for these k clusterings and point's membership is chosen based on maximum ASW. We call this clustering as FOSil clustering, where 'F' stands for fast. We don't just take one random sample from the data set, but several of these to calculate the partial clustering solution using OSil. One out of these partial clustering is chosen based on the best OASW value to perform full clustering.
We now recall some notation to present the FOSil algorithm. Let X = {x 1 , . . . , x n } be the data set with n points and C k = {C 1 , . . . , C k } is a k-clustering identified by some clustering function f k on X as usual. Let the clustering labels be l(1), . . . , l(n) ∈ N k determined by l(i) = r, r ∈ N k , i ∈ N n . Let us define (12) for the five initialization methods separately as:S
for j = 1, 2, 2, 4, 5, where each value of j represents k-means, PAM, average linkage, Ward's method, and model-based clustering methods, respectively, and C (k,j) denote the clustering from each of the j methods.
Rewriting (15) for the label vector l(X , k) instead of clusterings set C k , to get the equivalent representation of (13) for j methods, gives:
where l j (X , k) is the clustering label vector for each j .
Let δ ∈ R denote the proportion of the actual data to sample, such that the sample size(number of points) is s = δ × n. Further assume that the sampled data is denoted by S and remaining data by S . Let the number of clusters k be to be estimated from the range 2 to K, where K is the maximum number of clusters allowed for estimation. Let the number of random samples of size s be denoted by M ∈ N. Let m be an index for the M samples such that m ∈ {1, · · · , M }. Let l (S, k) denotes the clustering label vector for the best clustering selected from the five initialization clustering methods based on the maximum ASW for each m. Let l (m) (S, k) representation the clustering label vector corresponding to each sample M . Let l (S, k) represent the best clustering label vector obtained from l (m) (S, k) from M samples.
The number of data points in S will be (n − s). Let x h ∈ S , where h = 1, · · · , (n − s) and c(S , k) = (c(x 1 ), · · · , c(x (n−s) )), where c(h) = r , r ∈ {1, · · · , k} and h ∈ S be the clustering label vector for S . Let X represents the new ordering of the data set as X = (S, S ).
FOSil algorithm
Choose K, M and δ. Set k = 2 and m = 1. Sampling Take a random samples of size s from X . Let sample data be S and remaining data be S . Initialize 1. Calculate the pairwise dissimilarities d(xi, x h ), between all pairs of objects (xi, x h ) ∈ S.
2. Calculate the clustering of S using k-means, PAM, average linkage, Ward's method and modelbased clustering, and initialize the five clustering label sets with k clusters as lj(S, k) = (lj (1), . . . , lj(s)), j ∈ {1, · · · , 5} for each of the five clustering methods, respectively.
Repeat all steps from
Partial clustering
. Let the resulting clustering be denoted by C k = {C1, · · · , C k }. Note that the full label vector is written as l (S,k) = (l (1), · · · , l (s)).
Remaining Cluster Labels
To calculate the cluster membership for the points in S using maximum ASW. Let c * (h) denotes a candidate label for a data point h in S . Find the clustering label vector c(S , k) = (c(x 1 ), · · · , c(x (n−s) )) for S as:
1. For each pair (h, r ), where h ∈ {1, · · · , (n − s)} and r ∈ {1, · · · , k}, assign c * (h) = r . Generate a label vector for (s + 1) points as l * (h,r ) ((S, h), k) = (l (1), · · · , l (s), c * (h)).
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4. Assign the label as c(h * ) = r * . 5. Return c(S , k) = (c(x 1 ), · · · , c(x (n−s) )).
Final Clustering
1. Assign X = (S, S ) and l(X , k) = (l (S,k), c(S ,k)).
2. Calculate f k = f (l(X , k), d), with f (·) as defined in (??).
3. k = k + 1, repeat all the steps from Sampling up to now until k = K.
Return k, f (k) and l(X ,k).
Simulation design
The purpose of the simulation is multifold. First simulation allows us to compare the ASW index across various clustering methods. Second, we can compare how the values of ASW is compared with the corresponding ARI values. Third, simulation allows us to compare the performance of clustering methods for the estimation of number of clustering using the ASW index. Fourth, to judge how the performance of the OASW based clustering methods (PAMSIL, OSil, FOSil) is compared with the existing methods. We have considered this comparisons always for both, i.e., the fixed and estimated number of clusters. Fifth, especially the comparison of the OSil and it's fast approximation FOSil. Several data generating process (DGPs) were designed to compare the performance of OSil with the existing methods. Each DGP has certain kinds of clustering problem(s) to solve. These DGPs cover a range of clustering characteristics-clusters with different variations among observations; equal and unequal sized clusters; clusters from different distributions assuming every individual cluster is coming from a single distribution. For instance, clusters from Gaussian, Student's t, Gamma or Beta distributions; clusters from skewed distributions; different types of clusters for instance, spherical/non-spherical; close and far away clusters, i.e., the distance between the means of clusters are varied; clusters with correlated variables within clusters; different number of clusters; different number of variables/dimensions; and combinations of these.
Note that we have only used R p for the simulation of the data X in experiments, however the proposed algorithms works with the data from other spaces i.e., we don't need to assume that data is from R p . The proposed algorithms also work with general distances, thus, specifying X belongs to some space S characterised by distances d : S × S → R + , such that X , the data is a subset of S is enough for the formalism.
The DGPs and the parametric values used for simulation are listed in Table 1 . The observations are independently and identically distributed among dimnesions unless otherwise stated. We expect from the algorithms to retrieve the clustering as defined by the DGPs. Through comparisons we will learn either the proposed clustering algorithm is good in reproducing the certain kinds of clusters. The simulations were run in R Language (R Core Team, 2019). For k-means clustering we have used the Hartigan (1975) implementation available through the R base package stats. For PAM (Kaufman and Rousseeuw (1987) ), average linkage (Sokal and Michener (1958) ) and Ward's methods (Ward Jr (1963) ) we have used their implementation available through the package cluster (Maechler et al. (2017) ). For PAMSIL we have used the standalone C code written by the authors Van der Laan et al. (2003) . For spectral clustering we have used the algorithm by Ng et al. (2001) which is available through R package kernlab (Zeileis et al. (2004) ). For model-based clustering (Fraley and Raftery (1998) ) R package mclust (Scrucca et al. (2017) ) was used.
For all the clustering methods their R functions with the default parametric choices were used except for k-means where the random centres was fixed at (nstart = 100). This is because, we wanted to compare with the best results of k-means and the performance of k-means improves if one allows the algorithm to optimize the objective function by taking several set of cluster centres. For the ASW calculations of the clustering solutions obtained from the clustering methods other than OSil the 'silhouette()' function in the R package 'cluster' was used. Table 1 : Parameters used in the simulations. Simulations include clusters with Gaussian, skew Gaussian, t, non-central t, uniform, F, exponential, non-central Beta, and Weibull distributions. Dimensions are generated independently and identically. k is number of clusters, p is number of dimensions, and n is total number of observations in the data sets.
DGP
k p Distributions Cluster size n DGP1 2 2 N((0, 5), 0.1I 2 );N((2, 5), 0.7I 2 ) 50 150 DGP2 3 2 N((−2, 0), 0.1I 2 ); N((0, 0), 0.7I 2 );N((2, 0), 0.1I 2 ) 50 150 DGP3 4 2 t 7 (10), t 7 (30); U(10, 15); 50 200 N((2, 2), (2, 0, 0, 4)); N((20, 80), (1, 0, 0, 2)) DGP4 5 2 F (2,6) (4), F (5,5) (4); χ 2 7 (35), χ 2 10 (60); N((100, 0), 2I 2 ); 50 250 t 40 (100), t 35 (150); t 40 (100) SN(200, 2, 3, 6) DGP5 6 2 U(−6, −2);Exp(10); W(10, 4);Gam(15, 2), Gam(15, 0); 50 300 SN(5, 0.6, 4, 5), SN(0, 0.6, 4, 5) NBeta(2, 3, 220), NBeta(2, 3, 120) DGP6 5 5 N(µ i , Σ i ); i = 1, · · · , 5 50 250 µ 1 = (0, 0, 0, 0, 0); µ 2 = (50, 10, 30, 70, 6); µ 3 = (15, 70, 50, 55, 80); µ 4 = (70, 80, 70, 70, 70); µ 5 = (55, 55, 55, 55, 55); see table footnotes DGP7 10 500 µ ·,500 = −21, −18, −15, −9, −6, 6, 9, 15, 18, 21 50 500 randomly chosen one for each cluster from 0.05I 500 ,0.1I 500 , 0.15I 500 ,0.175I 500 ,0. For all the clustering methods, the known number of clusters from the corresponding DGPs were used. Clusterings were performed using all clustering methods just mentioned. For the performance evaluation, the aggregated results (averages) of the ASW and ARI values together with their SE for all clusterings are reported. Adjusted rand index (Hubert and Arabie (1985) ) is an external criterion for matching similarities between two clustering was also used to evaluate performance. Each clustering was matched with the true known DGPs labels. ARI index ranges between 0 and 1 inclusive and a higher value is better.
Results and discussion
Results of the simulations for the DGPs 1-5 are in Tables 2 and for DGPs 6-9 are in Tables 3. The first thing to note from Tables 2 and 3 is that the optimum average silhouette based clustering methods have retrieved the higher values of ASW as compared to other methods. Since FOSil is an approximation, it is not surprising that it gave OASW and ARI values slightly smaller than OSil. OSil has shown better performance, as compared to PAMSIL, for the estimation of the number of clusters, for DGPs 2 and 5, whereas for DGP 8, PAMSIL outperforms. For all the other DGPs both methods has performed on par. In addition, note that FOSIL has performed better than OSil and PAMSIL for DGPs 2 and 5, and only from OSil for DGP 8. For all the other DGPs it performed on par with PAMSIL and OSil.
It is also apparent form the Table 2 that none of the methods was able to estimate 4 as number of clusters for DGP 3. In fact, most of the methods have estimated 3 as the optimal number of clusters by combining the t and Uniform clusters together. An unusual result to note here is that model-based clustering with ASW was able to estimate 4-cluster solution in 56% simulation runs. Before leaving these tables one should also note that the higher value of ASW do not lead to higher values of ARI.
We have experimented with several other data structures not presented here. OSil and FOSil can handle well separated clusters of different sizes. They can capture Two diamonds and tetra data from FCPS suit (Ultsch (2005) ), Four shapes and Smiley from mlbench package (Leisch and Dimitriadou (2010) ) correctly. The OASW based clustering methods including PAMSIL are not good in capturing the overlapping clusters. For instance they can't capture data structures like Lsun ((Ultsch (2005) )), Aggregation (Gionis et al. (2007) ). More data structures are presented that OSil/FOSil can identify correctly in supplementary file to this article.
We experimented with several value of K, M and δ. We recommend use of m = 25. We have tried several options for 25, 50, 75, 100, and 500 samples and found that m = 25 is reasonable. We did not observe significant improvement in results from other values of m. We observed that s between 2% to 20% of the the actual size of data gave good performance.
From experiments it was observed for data sets that have well separated clusters, that there will be no difference between ASW values obtained from OSil and FOSil, and also that multiple sampling is not needed. Multiple sampling is good for the data sets that have overlapping, close clusters or widespread clusters.
It is advisable to keep 's' much smaller than n to keep the time complexity as low as possible, but the smaller size could work fine only for the data sets that have compact and well separated clusters, for the identification of correct number of clusters.
Distance metric comparison
The clustering results are sensitive to the distance metric used. The choice of appropriate distance metric for a given data is important because with various metric used to cluster data the results can differ substantially (Jain and Dubes (1988) (2015)). The distance metric has an impact on the clustering algorithm's output and not all the metrics can handle all data structures. For instance Euclidean distance can capture the spherical and compact clusters present in the data but are not suitable for the complex or irregular shaped data sets (Newton et al. (1992) ). Some metric are known for the data sets from a specfic domain, for instance, Pearson's correlation coefficient, cosine angle distance or Spearman's rank-order correlation coefficient for the gene expression clustering (see Jiang et al. (2004) ). Mimmack et al. (2001) conducted a study to analysis the effect of two distance metrics on climate data sets and concluded that the clustering of station data or grid points is highly sensitive to the distance metric used. This section is devoted tounderstand the influence of various clustering methods on the algorithms proposed in the current thesis.
Simulation scenario
We have done experiments with two different clustering structures. One of these structures have equal number of observations in clusters, the clusters have same within cluster variations, and the cluster' means are equally distant from each other. However, the other data structure is opposite to this. We now define the data structures and their results one by one below. Consider model definition as: Model A: The clusters were generated from Gaussian distributions each with 50 observations and 0.2I 2 covariance matrix. The clusters were centred at (1, 1), (1, 2), (2, 1), and (2, 2). We have considered the three distance metrics namely Manhattan, Euclidean and Minkowski to observe the differences in the clustering results obtained by the proposed algorithms together with the existing methods. The Minkowski distance was run with the power 3. Each cluster contains 50 observations and 50 data sets were generated and clustering were calculated from k-means, PAM, average, Ward, modelbased, spectral, PAMSIL, OSil , and FOSil . The results are reported in Table 4 . All the values reported in the table are for the estimated k.
Results and discussion
Overall, from all the methods the optimization performance gained from Minkowski metric is the highest. The ASW values obtained for all the methods showed same trend and the values obtained from the Minkowski metric were greater than the Euclidean metric and the values obtained from the Euclidean metric were greater than the Manhattan metric. The overall best ASW value obtained among all the clustering methods was from PAMSIL with Minkowski metric.
There is no clear trend for one distance metric in terms of the clustering performance. For different clustering methods different metrics gave the highest ARI values. The best ARI for PAM, Ward, model-based, PAMSIL and OSil was obtained from Manhattan distance. However, the best ARI values for k-means, average and HOSil was obtained from Minkoswki distance among the three metric. The overall best ARI among all clustering methods and three distance were achieved by PAMSIL with Manhattan distance. For the estimation of number of clusters all metric performed same. Spectral clustering has the lowest PPR among all clustering methods including all of the three metrics. It performed relatively better with the Euclidean distance as compared to other two.
However, these results are not generalisable as the performance of the distance metrics depend upon the clustering structures. This is evident from the results calculated for the next DGP. Consider the model definition as: Model B Three Gaussian clusters of unequal sizes having different variations along dimensions were generated independently in two dimensions. The clusters were randomly chosen to have 25, 50 and 75 observations without replacement such that the total sample size is 150 always. The clusters are centred at (0, 5), (2, 5), (-2, 5) respectively. The first cluster has covariance matrix as 0.5I 2 , the other two clusters have common covariance matrix defined as Σ = 0.1 0 0 0.7 . The result is one spherical cluster located between two clusters having wider spread across one dimension as compared to the others. The simulation setup was same as described above except that the data structure now contains 3 clusters of unequal sizes and different within cluster variations. The clusters are also not equally distant from each other. For this model the largest clustering optimization values were obtained from Manhattan distance for all the methods except for k-means and model-based clusterings where the Euclidean metric outperforms. The best ASW value among all the clustering method was obtained from OSil clustering with Manhattan distance. In terms of clustering performance Manhattan metric gave the largest ARI values among the three distance metrics for all the clustering methods always. The best ARI value among all the clustering methods was obtained from OSil clustering using Manhattan distance. For the estimation of number of clusters Manhattan metric outperforms the other two and Minkowski metric performed the lowest among the three.
Applications

Identification of cell population by clustering scRNA-seq
The development of the novel clustering methods for scRNA-seq data is of vital importance. scRNA-seq data clustering is of interest at its own or can be of interest to be used as first step for further analysis. Since much of the downstream analysis is based on clustering the final conclusions may be strongly affected by clustering. Definition or discovery of a new cell type via clustering is an important area of research in the field. Many different studies have already been conducted on various organs either during development or at fixed time to discover several new putative cell sub-populations using novel clusters. For instance, in early embryonic development (Biase et al. (2014) , Goolam et al. (2016) ) or various regions of brain (Zeisel et al. (2015) ). There are various technical steps involved through out the sequencing process (see Hwang et al. (2018) , Shapiro et al. (2013) and Mardis (2008) for the pipeline). Specific clustering methods has been designed for scRNA-seq data. A list of some of these can be found in the Table 1 of Kiselev et al. (2019) . Each of these suffers from some kind of limitations. Some of them are specifically designed for a purpose, example includes identfication of rare cell types. Many of them are not scalable to big data sets or for the estimation of large number of clusters. For instance, "SC3" (Kiselev et al. (2017) ) is not scalable to big data sets and "Seurat" (Butler et al. (2018) ) can handle big data sets but it performs poorly for small data sets as reported in Kiselev et al. (2017) .
There are a few challenges while clustering scRNA-seq data (Kiselev et al. (2019) ). One of these is the high dimensionality. The total number of genes measured in the experiment is known as dimensionality, that is often at least a few thousands. The two main approaches to deal this issue is to use only a subset of genes or to project the data to some low dimensional space.
We now consider the scRNA-seq data clustering from the proposed method for already published data sets for which the true cell types are originally identified by the authors. The data sets reported in Table 5 were considered for analysis. The quality control (QC) and normalization were performed using "scater" library in R with default settings, for all data sets considered in this section. We have used "runPCA()" function of "scater" for Table 6 for all clustering methods considered earlier in the study. Three principal components were used for clustering. The PCA plot of the data is shown in Figure 1a . The 1st, 2nd and 3rd components define 53%, 26% and 3% variances respectively. The ASW using the known classification was calculated using the distance between the data obtained from principal components. Only Wards and PAM clustering methods have estimated correct number of clusters. Average linkage, PAMSIL, and OSil have shown the same performance. Biase et al. (2014) have studied the cell fate decision during early embryo development.
There are 1-cell (9 samples), 2-cell (20 samples), and 4-cell(20 samples) embryos. The first two principal components were used that defines 37% and 14% variance respectively. The data is plotted in Figure 1b with colours representing the true cell types classification by the authors. FOSil was not applied due to small number of cells. The performance for PAMSIL and OSil is same. These methods have estimated correct number of clusters but have miss classified one cell. Average linkage and spectral clustering methods has also performed equivalent to these methods. However, PAM, Ward's and Model-based (with ASW) clustering gave the best results. They have not only estimated the correct number of clusters but also do not miss classified any points. The performance of k-means was poor among all methods for this data. Figure 1c . The principal components covered 39%, 7%, and 6% variance respectively. Table 6 shows the results for this data. PAMSI, OSil, average linkage and Wards clustering methods estimated correct number of clusters and gave the highest ARI value. Kolodziejczyk et al. (2015) have studied mouse embryonic stem cell growth under different culture conditions. The three culture conditions are serum (250 cells), 2i(295 cells) and 2ai(159 cells). The number of clusters are three, where each cluster correspondence to a culture condition. There are sub-populations within each culture condition. The serum grown cells have 3 sub-populations, cell grown under 2i has 4 sub-populations and lastly cell grown under a2i has 2 sub-populations. The data was projected onto 3 principle components shown in Figure 1d . The 1st, 2nd and 3rd components defined 14%, 9%, and 4% variance respectively. Table 6 shows the clustering results. The ARI values and true ASW reported in the tables were calculated using data labels for three clusters. There is strong separation between the sub-populations of clusters/cell-types therefore, the methods have estimated number of clusters more than 3. We have also done all calculations using number of clusters as 9. The ARI values were higher with k=9 as compared to k=3. None of the methods estimated number of clusters as 3 here. 
France rainfall data clustering
Finding spatial or temporal patterns in climate data sets based on statistical techniques is of crucial importance for climatologists. For instance, clustering of earth regions based on similar climate attributes can provide insight about the physical environmental changes, or clustering maxima can provide insight for understanding the causes of the occurrence of extreme rainfall events in weather. Heavy rainfall is a well known extreme weather event. Not all the clustering algorithms can be applied straight away to climate applications. For instance, since k-means makes use of clusters' means for minimizing sum of squares of within cluster distances, it's not suitable for the applications where arithmetic means are not applicable. Bernard et al. (2013) proposed a clustering algorithm based on a combination of PAM algorithm and a distance measure for geostatistics data called the F-madogram for the clustering French weather stations based on maxima of rainfall data. F-madogram is a distance measure for calculation of the pairwise distance among time series of maxima proposed in Cooley et al. (2006) . We have considered the data used in Bernard et al. (2013) for the clustering of french weather into climate regions based on rainfall precipitation maxima observed at the stations. The data is for 92 French weather stations for the three months of fall, from September to November for 19 years. The weekly maxima of hourly precipitation from 1993 to 2011 were considered. The length of each time series used was 288. The purpose of clustering is to find the pattern among stations i.e., spatial clustering. The OSil clustering results for the French weather station data are given in the Figure  2 (a)-(f). OSil has put together Bastia and Perpignan together in one cluster and all other stations in other cluster for number of clusters k=2. For the number of clusters k=3, the north-east region is separated from the rest of the north. The north-east region with three mountain ranges of Aedennes, Vosges and Jura was separated from the north-west region. Bastia in the north-east of the Corscia island is mapped together with the north-east climate region of France and Ajacco at the west coast of the island is put together with the west and south region of France. For the number of clusters k=4, Corscia island is clustered together with the north-east cluster of France instead of the south cluster. For k=5, k=6, and k=7 the clustering solutions were coherent with the geographical locations. For instance, the 5-cluster solution is coherent with the local mountain regions. OSil classified the Armorican mountain series in the north-west together (blue cluster in Figure 2d ), the Aedennes, Vosges and Jura in the north-east together (purple cluster), the central mountain series Morvan (with its northern extension) together (yellow cluster), the Alps and the Medeterian coastal region together (red cluster), and separated Pyrenees in the south (green cluster). In terms of the number of clusters, the best ASW was obtained for k=2(with ASW at 0.1865). The second best is k=3(with ASW at 0.1581) and the third best is obtained for k=7(with ASW at 0.1253). The clustering produced by OSil for the number of clusters k=2 does not look much convincing, whereas the clustering obtained for either 5, 6 or 7 number of clusters appear more coherent with the rainfall patterns in the country.
The PAMSIL clustering results for the numbers of clusters 2 to 7 are plotted in Figure  2 (g)-(l). It's hard to find a climate justification for the clusters produced by PAMSIL. For instance for the numbers of clusters two, Bastia is put together with Perpignan and Carcassonne rather than Nice or Toulon and the upper Alps region is put together with the northern cluster rather than the southern cluster. In terms of the estimation of the number of clusters PAMSIL gives the highest ASW at k=2(0.1684). The second best is k=3(0.1281) and third best is k=4(0.1224). PAMSIL has consistently separated the Alps regions into two parts. For 4-cluster clustering the upper Alps are put together with the north-eastern region and the lower Alps with the Mediterranean region. The east part of France with the Alps must be together with the Nice, Toulon and Corsica or the south cluster rather than with the north cluster. For a number of clusters higher than 4 similar inconsistencies can be observed.
Time complexity of algorithms
OSil takes as an input the data matrix of size n × p, where n is number of points in pdimensional space. The first step is to calculate the pair wise distance matrix between observations. There are n(n − 1)/2 uniqure entries in the proximity matrix, which gives the complexity as O(pn(n−1)/2). We begin calculating the complexity of the algorithm for fixed k case. The OSil algorithm can be divided into two parts where the first part is comprised of the Initilize step and second part is comprised of Swap, Stop, Repeat steps. In the Initilize phase the five clusterings of the data sets are computed to initialize the algorithm. These 5 clusterings are k-means, PAM, average, Ward, Model-based clustering. The kmeans algorithm by Lloyd (1982) or Kaufman and Rousseeuw (1987) has time complexity O(nkpq), where k is number of clusters and q is the number of iteration for convergence. The PAM by Kaufman and Rousseeuw (1987) has the time complexity of O(k(n − k) 2 q) (Schubert and Rousseeuw (2018) ). The hierarchical clustering algorithms has O(n 3 ) time complexity (Day and Edelsbrunner (1984) ). The EM algorithm for model-based clustering has the complexity O(npq). The total complexity from the 5 initialization is O(nkpq) + O(k(n − k) 2 q) + 2O(n 3 ) + O(npq). One best out of these 5 clusterings is chose to pass to the second part.
The second part of the OSil algorithm is implemented using two functions named as sil lab swap() and clustyanlys(). They second function is invoke once the first has finished. The final complexity of the algorithm will be decided by adding the complexity of these two functions. We now give the expression for the complexity of each of these as follows. The function sil lab swap() calls another function named sil lab(). This function further calls two functions named as grab() having O(1) complexity, hpsort() is sorting of a vector of length n from smallest to largest having O(n 2 ) (quadratic) complexity. Thus the complexity of sil lab() is given as under: 
where q is the number of iteration taken by the algorithm to converge. The complexity of clustyanlys() is:
The total complexity of the algorithm is O(n(n − 1)/2p) + O(nkpq) + O(k(n − k) 2 q) + 2O(n 3 ) + O(npq) + L 2 + L 3 . Solving this by considering the superior bound gives the complexity of the OSil algorithm as O(qn 4 k 2 ) where q is the number of iterations, n is number of data points, and k are number of clusters. For the estimation of number of clusters the complexity raise to O(qn 4 k 2 K), where K is the maximum number of clusters tried out.
The complexity for FOSil was calculated in the similar manner. The major difference is the Sampling phase. The computational complexity of the Sampling phase is as under: The random sampling is done without replacement using the "sample()" function in R. The sample of size d < n is taken without replacement. This has the O(d log d) quasilinear complexity (Walker (1974) , Becker et al. (1988) ). The random sampling is not done only once but several times. Let M represents the number of times the random sampling is done. This gives the Sampling complexity as O (M d log d) . The rest being same as OSil. The overall complexity of FOSil algorithm is:
. This simplifies to O(qd 4 k 2 ), where M represents the number of times the random sampling is done and d denotes the sample size. Sampling is done without replacement. For the estimation of k this complexity becomes: O(qd 4 k 2 K).
Software
The algorithms designed in this work are implemented through C++ and integrated with R using Rcpp package. The R package is available at the author's github site at https: //github.com/bfatimah.
Supplementary material
Definition of DGPs
N p (µ p , Σ p×p ) represent the p-variate Gaussian distribution with mean µ p and covariance matrix Σ p×p . SN (ζ, ω, α, τ ) represent a skew Gaussian univariate distribution with ζ, ω, α, τ as location, scale, shape and hidden mean parameters of the distribution respectively. U(a, b) represent the uniform distribution defined over the continuous interval a and b. t v represent Student's t distribution with v degrees of freedom. t r (ν) represent the non-central t distribution with r degrees of freedom and ν be the non-centrality parameter. Gam(α, β) represent Gamma distribution where α and β are shape and rate parameters, respectively. NBeta(v 1 , v 2 , λ) represents the non-central Beta distribution of Type-I with v 1 , v 2 be two shape parameters and λ being the non-centrality parameter. Exp(λ) represent the Exponential distribution with λ being the rate parameter. F (v 1 ,v 2 ) (λ) represent the non-central F distribution with v 1 , v 2 degrees of freedom and λ be the non-centrality parameter. W(τ, ζ) represent the Weibull distribution with τ, ζ as shape and scale parameter, respectively. I p represents identity matrix of order p. Model 1: 2 clusters in 2 dimensions: 50 observations each were generated from two independent Gaussian random variables, to form two spherical clusters in two dimensions, of unequal variations. One cluster has mean (0, 5) with covariance matrix as 0.1I 2 and the other cluster has mean (2, 5), where t represents the transpose, with covariance matrix as 0.7I 2 . The result is one bigger spherical cluster with wider spread lying next to a compact spherical cluster. Model 2: 3 clusters in 2 dimensions: The observations in each of the three clusters were generated from independent Gaussian random variables centred at (-2, 0) and covariance matrix 0.1I 2 for cluster 1, mean (0, 0) and covariance matrix 0.7I 2 for cluster 2, and mean (2, 0) and covariance matrix 0.1I 2 for cluster 3. The cluster contains 50 observations each. The clusters are of such nature that the cluster with greater observational variation is located between the two clusters having less variations among observations. Model 3: 4 clusters in 2 dimensions: Cluster one was generated from two independently distributed non-central t variables with parameters t 7 (10) and t 7 (30). Cluster two was generated from U(10, 15) along both dimensions independently. Cluster 3 was generated from independent Gaussian distribution having mean (2, 2) with covariance matrix Σ = 2 0 0 4 .
Cluster four was also generated from independent Gaussian distributions with mean (20, 80) and covariance matrix Σ = 1 0 0 2 respectively. Each cluster contains 50 observations.
Model 4: 5 clusters in 2 dimensions: the clusters are parametrized from F, Chi-squared, Gaussian, skewed Gaussian and t distributions respectively as: F (2,6) (4) along first dimension and F (5,5) (4) along second dimension, χ 2 7 (35) and χ 2 10 (60), N (100, 2) and N (0, 2), SN (20, 2, 2, 4) and SN (200, 2, 3, 6) , t 40 (100) and t 35 (150) respectively. The clusters contains 50 observations each and were generated independently along both dimensions. Model 5: 6 clusters in 2 dimensions: the clusters 1 and 2 are generated from Uniform and exponential distributions as U(−6, −2), Exp(10) in both dimensions. The cluster 3 is NBeta(2, 3, 220) along one dimension and N Beta(2, 3, 120) across the other dimension. Cluster 4 is from SN (5, 0.6, 4, 5) and SN (0, 0.6, 4, 5). Cluster 5 is W(10, 4) across both dimensions. Cluster 6 is Gam(15, 2) and Gam(15, 0) along first and second dimension respectively. The clusters contains 50 observations each and were generated independently along both dimensions. Model 6: 5 correlated dimensions within 5 clusters are generated from multi-variate Gaussian distributions each containing 50 observations. The clusters are formed as follows:
Cluster 1 is centred at (0, 0, 0, 0, 0) with Σ = -21, -18, -15, -9, -6, 6, 9, 15, 18, 21. The clusters are in 100 dimensions such that the 100 dimensional mean vectors of these values were generated for all clusters. The number of observations for these ten clusters are 20, 40, 60, 70, and 50 each for six of the remaining clusters. The number of observations for the means of clusters were not fix. Any cluster can take any number of observations from these such that any six clusters have equal number of observations i.e., 50 and the remaining four has different observations each, which is one out of 20, 40, 60, 70 values. The total size of the data is always 490 observations. The covariance matrix for each of these clusters is one out of 0.05I 100 , 0.1I 100 , 0.15I 100 , 0.175I 100 , 0.2I 100 matrices. The covariance matrix for each cluster was chosen randomly with replacement out of these, such that as a result, all the clusters can have same covariance matrix, two or more clusters can have same covariance matrix or all of the 10 clusters can have different same covariance matrices. The motivation for including this dataset is specifically the estimation of k case. Since the clusters are of unequal sizes and variations the intuition is most of the existing clustering methods to estimate number of clusters will fail in estimating the correct number of clusters majority of times. Model 8: 7 clusters in 60 dimensions with 500 observations: This is a data structure designed by Van der Laan et al. (2003) to simulate gene expression profiles like structure for three distinct types of cancer patients' populations. Suppose that in reality there are 3 distinct groups 20 patients each corresponding to a cancer type. Three multivariate normal distributions were used to generate 20 samples each having different mean vectors. For the first multivariate distribution (first cancer type) the first 25 dimensions(genes) are centred at log 10 (3), dimensions 26-50 are centred at (− log 10 (3)) the remaining 450 dimensions are centred at 0. For the second multivariate distribution (second cancer type) the first 50 dimensions(genes) are centred at 0, the next 25 dimensions (51-75) are centred at log 10 (3), dimensions 76-100 are centred at (− log 10 (3)) and the remaining 400 dimensions are also centred at 0. For the third multivariate distribution (third cancer type) the first 100 dimensions(genes) are centred at 0, dimensions 101-125 are centred at log 10 (3), dimensions 126-150 are centred at (− log 10 (3)) and dimensions 151-500 are also centred at 0. The three multivariate distributions has diagonal covariance matrix with diagonal elements as (log(1.6)) 2 . Note that the described data has 20 samples each of 3 types of cancer patients each containing 500 genes. The purpose here is to cluster genes not patients. Therefore, the transpose of the data is required to transfer it to the standard format and the number of clusters to seek are 7 in 60 dimensions of 500 observations. Model 9: 3 clusters in 1000 dimensions. Each cluster contains 40 realizations from standard Gaussian distributions with each of first 100 coordinates centred at -3, 0, and 3 respectively. The remaining coordinates of all clusters have mean 0. All the clusters have I 1000 covariance matrices.
More Data Structures
The algorithms are capable of handling the data structures presented in Figure ? ?. 
