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PERIODS OF MODULAR FORMS AND IDENTITIES BETWEEN
EISENSTEIN SERIES
KAMAL KHURI-MAKDISI AND WISSAM RAJI
Abstract. Borisov and Gunnells observed in 2001 that certain linear rela-
tions between products of two holomorphic weight 1 Eisenstein series had the
same structure as the relations between periods of modular forms; a similar
phenomenon exists in higher weights. We give a conceptual reason for this
observation in arbitrary weight. This involves an unconventional way of ex-
panding the Rankin-Selberg convolution of a cusp form with an Eisenstein
series. We also prove a partial result towards understanding the action of a
Hecke operator on a product of two Eisenstein series.
1. Introduction
Let N ≥ 3. In a series of articles [BG01a, BG01b, BG03], L. Borisov and
P. Gunnells introduced the concept of a toric modular form on Γ1(N), defined
in terms of lattices and polytopes. They proved that toric modular forms were
polynomials in certain Eisenstein series of weight 1, and identified the cuspidal
part of the algebra generated by these polynomials in weight 1 Eisenstein series:
the cuspidal part contained everything in weights ≥ 3, and contained precisely the
span of Hecke eigenforms in weight 2 with nontrivial central L-value.
In [KM12], the first named author of this article investigated a different way
of producing modular forms on Γ(N) coming from Laurent expansions of elliptic
functions and the moduli problem of elliptic curves with N -torsion, and showed that
this also led to a ring of modular forms generated by Eisenstein series of weight 1.
In full level Γ(N), this ring contains every modular form of weight 2 and above.
In both approaches, a key fact underlying the proofs is an identity between
products of pairs of Eisenstein series. For weight 1 Eisenstein series, this identity
states that if λ+µ+ ν = 0, then E1,λE1,µ+E1,µE1,ν +E1,νE1,λ ∈ E2, the space of
weight 2 Eisenstein series. (The precise definition of the Eisenstein series is given
below, in (1.1) and (1.2).) By Remark 3.12 of [BG01b], this relation is parallel
to Manin’s three-term relation (see (1.7) below) between modular symbols. For
Eisenstein series of higher weight, the analogous result is in Section 6 of [BG03].
The parallelism between Manin’s relations on modular symbols on one hand, and
linear relations between products of pairs of Eisenstein series on the other hand,
was extended and codified by Pas¸ol in [Pas¸06]. But this parallelism still remained
an experimental observation, despite the feeling that it was not just coincidental.
In this article, we explain this parallelism conceptually, based on an interest-
ing expression that we derive in Proposition 2.5 for the Petersson inner product
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〈f, Eℓ,λEm,µ〉 between a cusp form f of weight k = ℓ +m, and a product of two
Eisenstein series. Our result expresses the inner product in terms of pairings be-
tween f and certain modular symbols (i.e., in terms of periods of f). This makes
the connection with relations between modular symbols transparent, and gives a
direct way to understand the above parallelism, which we describe in Theorem 2.8;
the resulting identity, however, can include nonholomorphic Eisenstein series, due
to the presence of terms like E2,λ in various products. In Section 3, we translate
the identity of Theorem 2.8 to the setting of holomorphic Eisenstein series, so that
every Eisenstein series of weight 2 appears as a difference, as in E2,λ − E2,µ. We
also make the connection with the results of [Pas¸06] and with classical identities
involving elliptic functions. Finally, in Section 4, we include a partial result related
to the Hecke action; Section 7 of [BG01b, BG03] in fact shows that their homomor-
phism from the space of modular symbols to the cuspidal space of toric modular
forms respects the Hecke action (the fact that the homomorphism is well-defined in
the first place is due to the parallelism with the Manin relations). We do not know
whether the methods there extend to Γ(N). What we are able to accomplish in
this article is to follow a proof in Section 4 of [KM12] that yields good behavior of
only certain traces from higher level Γ(NM) to Γ(N). That result, combined with
a certain “subtle symmetry” in the space of weight 1 Eisenstein series on Γ(N),
was sufficient to deduce the result for all traces in weights 2 and 3 in [KM12], but
would need an extra idea in order to work for higher weights.
It is reasonable to expect that 〈f, Eℓ,λEm,µ〉 should be related to periods of f .
For instance, if f is a newform of weight k, then as is well known from Theorem 2
and equation (4.3) of [Shi76], for many choices of Dirichlet characters χ1, χ2 and in-
tegers ℓ+m = k, it is possible to find suitable Eisenstein seriesGℓ ∈ Eℓ, Gm ∈ Em for
which 〈f,GℓGm〉 = L(ℓ, f ⊗ χ1)L(m, f ⊗ χ2). This is the usual method of Rankin-
Selberg, which involves unfolding the integral along the sum of one Eisenstein series,
while using the Fourier (q-) expansions of f and the second Eisenstein series. More-
over, the special values of the twisted L-function of f can be expressed as periods.
However, there is no way for such an identity to hold for arbitrary f that is not a
Hecke eigenform: most notably, the inner product 〈f,GℓGm〉 is linear in f , while
the product L(ℓ, f⊗χ1)L(m, f⊗χ2) of special values is quadratic in f . Instead, we
unfold the inner product along the simultaneous sums of both Eisenstein series, and
obtain an infinite sum of integrals of the form
∫
H f(z)(az + b)
−ℓ(cz + d)−myk dHz.
These integrals have already been related to periods of f , by work of H. Cohen as
cited in pp. 204–205 of [KZ84]. In our setting, we actually need to evaluate the re-
sult after replacing (az+ b)−ℓ by (az+ b)−ℓ|az + b|−s, and similarly for (cz+d)−m;
this is due to convergence issues with the Eisenstein series. We do not believe that
the integral has been carried out in precisely this form before, and hope that the
computation will be of independent interest.
We speculate that the parallelism between the structure of the Manin relations
and the structure of some relations between Eisenstein series might lead to a dif-
ferent way to produce spaces of modular forms, once a space of modular symbols
has been computed.
Notation. In the rest of the introduction, we fix notation and recall various stan-
dard facts.
We first recall the definition of the Eisenstein series on Γ = Γ(N). This works
for any level N ≥ 1, although at various places we assume N ≥ 3, to avoid the
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minor inconvenience of having
(
−1 0
0 −1
)
belong to Γ. The Eisenstein series will be
parametrized by an element λ = (λ1, λ2) ∈ N−1Z2; in fact, only the image of λ in
Q2/Z2 matters, but the level definitely depends on the denominator of λ. We then
define as usual an Eisenstein series of weight ℓ ≥ 1 by
(1.1) Eℓ,λ(z, s) =
∑
(a,b)≡λ (mod Z2)
(a,b) 6=(0,0)
(az + b)−ℓ|az + b|−sys/2.
As usual, z = x+iy ∈ H, the complex upper half plane. The series in (1.1) converges
absolutely for Re s+ ℓ > 2, and has an analytic continuation for all s ∈ C. It is well
known that, in fact, Γ((s/2)+ ℓ)Eℓ,λ(z, s) is an entire function of s; see for example
Theorem 9.7 of [Shi07] (note that s there corresponds to s/2 here). We write
(1.2) Eℓ,λ(z) = Eℓ,λ(z, 0).
The Eisenstein series of (1.2) are holomorphic functions of z except when ℓ = 2,
in which case they have the form E2,λ(z) = −πy−1 + holomorphic function. Thus
E2,λ − E2,µ is actually a holomorphic function of z. In general, we have used the
notation Eℓ above to refer to the space of (holomorphic) forms in the span of all
Eℓ,λ, as λ varies in N
−1Z2; the holomorphy is automatic except in weight 2.
For precision, we normalize the action of an element γ =
(
a b
c d
)
∈ GL(2,R)+ on a
function f : H → C so that it factors through PGL(2), or more accurately through
GL(2,R)+/Z0, where Z0 ∼= R+∗ is the connected component of the identity in the
center Z of GL(2,R):
(1.3) (f |kγ)(z) = f(γz)(cz + d)
−k(det γ)k/2.
Thus, for example, an element f ∈ Sk, the space of holomorphic cusp forms of
weight k and level N , will satisfy f |kγ = f for all γ ∈ Γ(N); similarly for Ek.
However, we will frequently need to use this notation for all sorts of functions f
onH, and the matrix γ can have any positive determinant in many occasions below.
We also distinguish notation for various pairings. For f, g transforming with the
same weight k under a congruence subgroup Γ, the Petersson inner product is
(1.4) 〈f, g〉Γ =
∫
z∈F
f(z)g(z)yk dHz
whenever the integral converges, where F is a fundamental domain for Γ\H, and
the GL(2,R)+-invariant measure on H is as usual dHz = y−2 dxdy, with z = x+iy.
As usual, the spaces Sk and Ek are orthogonal with respect to the Petersson inner
product.
In the above definition, unlike the beginning of the introduction, we have included
a subscript Γ in the Petersson inner product. This is so as to accentuate the
difference between the Petersson inner product and the full integral over H, which
makes several appearances in this article:
(1.5) 〈f, g〉H =
∫
z∈H
f(z)g(z)yk dHz.
Finally, we define the period pairing for f ∈ Sk and P (z) a polynomial of degree
≤ w, where we always write w = k − 2:
(1.6) [f(z), P (z)] =
∫ i∞
z=0
f(z)P (z) dz.
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The Manin relations, which follow from the Cauchy integral theorem, state that
(1.7) [f, P ] + [f |kσ, P |−wσ] = 0, [f, P ] + [f |kτ , P |−wτ ] + [f |kτ
2, P |−wτ
2] = 0,
where
(1.8) σ =
(
0 −1
1 0
)
, τ =
(
0 1
−1 −1
)
.
The Manin relations are usually stated in terms of an identity between symbols, as
in [Mer94] for example, but we will only need the period pairing with cusp forms
in this article.
2. Main computation
Let ℓ,m ≥ 1 such that ℓ+m = k. Take λ, µ ∈ N−1Z2, and take a weight k cusp
form f ∈ Sk(Γ) where we fix the notation Γ = Γ(N). Our goal in this section is to
relate the Petersson inner product 〈f(z), Eℓ,λ(z, p)Em,µ(z, q)〉Γ to periods of f . As
a first step, we study the integrals that arise when we expand the Eisenstein series.
Definition 2.1. Let ℓ,m, k, p, q be as above (in particular, ℓ +m = k), and take
a cusp form f ∈ Sk. Let a, b, c, d ∈ Z and write M =
(
a b
c d
)
. (The matrix M is
allowed to be singular.) Let S ⊂ H be a measurable subset — typically, S is either
H or a fundamental domain for a congruence subgroup. We then define
IM,S,f,ℓ,m,p,q,k = IM,S,f
=
∫
z∈S
f(z)(az + b)−ℓ|az + b|−p(cz + d)−m|cz + d|−qyp/2+q/2+k dHz,
(2.1)
whenever the integral converges absolutely.
Two particular values of the matrixM will play a prominent role in what follows:
(2.2) I =
(
1 0
0 1
)
, N =
(
0 1
1 0
)
.
The names stand for “identity” and “negative determinant”, respectively.
Proposition 2.2. The integrals IM,S,f have the following properties:
(1) For γ ∈ GL(2,R)+, we have
(2.3) IMγ,S,f = (det γ)
−(p+q+k)/2IM,γS,f |kγ−1 .
(2) If M = I, then
(2.4)
II,H,f = i
ℓπ2−k−p/2−q/2+2
Γ(k + p/2 + q/2− 1)
Γ(p/2 + ℓ)Γ(q/2 +m)
∫ ∞
y=0
f(iy)ym−1−p/2+q/2 dy.
In the special case p = q = s, this yields
(2.5) II,H,f = i
k−2π2−k−s+2
Γ(k + s− 1)
Γ(s/2 + ℓ)Γ(s/2 +m)
[f, (−z)m−1].
(3) If M = N , then
(2.6)
IN ,H,f = i
mπ2−k−p/2−q/2+2
Γ(k + p/2 + q/2− 1)
Γ(p/2 + ℓ)Γ(q/2 +m)
∫ ∞
y=0
f(iy)yℓ−1+p/2−q/2 dy.
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In the special case p = q = s, this yields
(2.7) IN ,H,f = i
k−2π2−k−s+2
Γ(k + s− 1)
Γ(s/2 + ℓ)Γ(s/2 +m)
[f, (−z)ℓ−1].
Proof. Statement (1) is straightforward, and statements (2) and (3) are equivalent.
We therefore prove statement (2). Due to analytic continuation, it suffices to prove
identity (2.4) under the assumption that Re q ≫ Re p ≫ 0. Let us first show
that the integral in II,H,f converges absolutely under this assumption; later on,
in Remark 2.3, we will in fact show that we have absolute convergence under the
weaker condition Re p,Re q ≫ 0. This will imply that (2.5) is meaningful for
Re s≫ 0, and will complete the proof.
To show that II,H,f converges absolutely for Re q ≫ Re p ≫ 0, note that, uni-
formly in x, yk/2|f(z)| is bounded as y → 0 and decreases exponentially as y →∞.
Integrating the absolute value first over x (with the substitution x = yξ) and
then over y shows that sufficient conditions for convergence are Re p + ℓ > 1 and
Re q − Re p+ k − 2ℓ > 0. The right hand side of (2.4), on the other hand, is holo-
morphic for 2k + Re p+ Re q − 2 > 0, since the Mellin transform of f is entire, as
usual, using exponential decay of f(iy) as y → 0 through real values of y.
We can now evaluate the original integral for II,H,f . Make again the substitution
x = yξ, so z = iy(1− iξ) and dHz = y−1dydξ. This yields
(2.8) II,H,f = i
ℓ
∫
ξ∈R
(1 + iξ)−ℓ|1 + iξ|−p
∫ ∞
y=0
f(iy(1− iξ))y−p/2+q/2+m−1 dy dξ.
In the inner integral over y, we can substitute u = y(1 − iξ) and shift the contour
of u so that u goes from 0 to +∞ along real values. (This uses the estimates on
yk/2|f(z)| mentioned above, as well as the assumption Re q ≫ Re p. A related
alternative way is to expand f(z) =
∑
n≥1 cne
inHz for some H depending on the
width of the cusp at ∞, bearing in mind that the cn grow at worst like a power of
n.) Our desired result (2.4) then boils down to evaluating
(2.9)
∫
ξ∈R
(1 + iξ)−α(1− iξ)−β dξ, where α = p/2 + ℓ, β = q/2 +m.
This (standard) integral can be evaluated for Re p,Re q ≫ 0 by considering the
following function and its Fourier transform hˆ(u) =
∫
t∈R
h(t) exp(−2πitu) dt:
(2.10) hb(t) =
{
e−2πttb−1 if t > 0,
0 otherwise,
hˆb(u) = (2π(1 + iu))
−bΓ(b),
as well as the fact that the Fourier transform preserves the L2 inner product:
(2.11)
∫
t∈R
hα(t)hβ(t) dt =
∫
u∈R
hˆα(u)hˆβ(u) du.
Putting all this together completes the proof, except for the comment on conver-
gence for Re p,Re q ≫ 0, which we deal with in the following remark. 
Remark 2.3. In this remark, we show by a more careful analysis that the integral
in II,H,f converges absolutely when Re p + ℓ,Re q + m > 2. This will follow, as
we shall see, from the assertion that the inner product 〈f(z), Eℓ,λ(z, p)Em,µ(z, q)〉Γ
converges absolutely in this range of (p, q), even after one replaces the sums in
the Eisenstein series Eℓ,λ, Em,µ by sums over the absolute values of their terms.
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This good convergence of the integral of the sums will justify all our subsequent
manipulations in Proposition 2.5.
Let us first explain why good behavior of 〈f, Eℓ,λEm,µ〉Γ implies the same for
II,H,f . Let F ⊂ H be a fundamental domain for Γ = Γ(N). (The following
implicitly assumes thatN ≥ 3, so that
(
−1 0
0 −1
)
/∈ Γ; otherwise, a minor change fixes
the proof.) We can decompose the integral for I into II,H,f =
∑
γ∈Γ(N) II,γF ,f =∑
γ Iγ,F ,f , where we used (2.3) in the last step, as well as the fact that f transforms
under Γ(N). Putting absolute values into all the sums gives the following expression
as a bound for II,H,f :
(2.12)
∫
z∈F
|f(z)|
∑
γ=
(
a b
c d
)
|az + b|−ℓ−Re p|cz + d|−m−Re qyRe p/2+Re q/2+k dHz.
In this bound, the choice of γ =
(
a b
c d
)
∈ Γ(N) in the sum runs over a proper subset
of all {(a, b, c, d) ∈ Z4 | (a, b) 6= (0, 0) 6= (c, d)}, so we see that we can (wastefully)
bound this by including all the other (a, b, c, d) terms in the sum. This yields (an
absolute value version of) the integral of f against the product Eℓ,0Em,0. For the
application to Proposition 2.5, we will show convergence more generally for the
integral of f against Eℓ,λEm,µ.
We thus want to study convergence of the expression (2.12) when
(
a b
c d
)
ranges
over the larger set Xλ,µ of elements where (a, b) ≡ λ mod Z2, (c, d) ≡ µ mod Z2,
and (a, b) 6= (0, 0) 6= (c, d) (see (2.13) below). We note that the fundamental
domain F is contained in a finite union of translates (under GL(2,Q)+) of Siegel
domains of the form SC = {z | |x| ≤ C, y ≥ C−1} for some C > 0. Using (2.3),
we see that it is sufficient to show good convergence of (2.12), with F replaced by
SC , where for each translate we replace both the cusp form f and the Eisenstein
series by translates, so f, λ, µ may be slightly different for each of these finitely
many integrals over SC . However, it is standard that for z ∈ SC , there exists
a constant K (depending only on C, and independent of z or (a, b)) for which
|az + b| ≥ K|ai+ b|; a similar remark holds for (c, d). Hence the above integral can
be compared to the product of
∑(
a b
c d
)
∈Xλ,µ
|ai+ b|−ℓ−Re p|ci+ d|−m−Re q with the
integral
∫
z∈SC
|f(z)|yRe p/2+Re q/2+k dHz. The sum converges as usual as soon as
Re p+ ℓ,Re q +m > 2, and the integral converges because f is a cusp form.
Definition 2.4. Let λ = (λ1, λ2), µ = (µ1, µ2) ∈ N−1Z2. We define the following
sets of matrices:
Xλ,µ = {M =
(
a b
c d
)
∈M2(Q) |
(a, b) ≡ λ mod Z2, (c, d) ≡ µ mod Z2, (a, b) 6= (0, 0) 6= (c, d)}
X+λ,µ = {M ∈ Xλ,µ | detM > 0}
X−λ,µ = {M ∈ Xλ,µ | detM < 0}
X0λ,µ = {M ∈ Xλ,µ | detM = 0}
(2.13)
We will occasionally write X•λ,µ to refer to any of the above, where • can be the
empty string or one of +,−, 0. The group Γ = Γ(N) acts on any of these sets by
right multiplication: if M ∈ X•λ,µ and γ ∈ Γ, then Mγ ∈ X
•
λ,µ. We also denote
(2.14) Y •λ,µ = X
•
λ,µ/Γ = any set of representatives for the Γ-orbits on X
•
λ,µ.
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Note that the sets X0λ,µ and Y
0
λ,µ may be empty. Roughly speaking, nonemptiness
requires λ and µ to be parallel vectors modulo Z2.
Proposition 2.5. Let ℓ,m, k, p, q, f be as above, and write ℓ = 1 + ℓ′,m = 1 +m′
so that ℓ′+m′ = w = k−2. Assume that the level N satisfies N ≥ 3 (this is minor;
otherwise, one needs an extra factor of 2 arising from the presence of −I ∈ Γ).
Then the following identity holds for Re p + ℓ,Re q + m > 2, and each integral
IM ′,H,f ′ in the sum below converges absolutely, as does the sum itself:
〈f(z), Eℓ,λ(z, p)Em,µ(z, q)〉Γ
=
∑
M∈Y +
λ,µ
(detM)−(p+q+k)/2II,H,f |kM−1 +
∑
M∈Y +
µ,λ
(detM)−(p+q+k)/2IN ,H,f |kM−1 .
(2.15)
In case p = q = s with Re s+min(ℓ,m) > 2, the value of this expression is
〈f(z), Eℓ,λ(z, s)Em,µ(z, s)〉Γ = i
wπ2−w−sGw,ℓ′,m′(s)×
×
[ ∑
M∈Y +
λ,µ
(detM)−s−k/2[f |kM
−1, (−z)m
′
] +
∑
M∈Y +
µ,λ
(detM)−s−k/2[f |kM
−1, (−z)ℓ
′
]
]
.
(2.16)
where
(2.17) Gw,ℓ′,m′(s) =
Γ(s+ w + 1)
Γ(s/2 + ℓ′ + 1)Γ(s/2 +m′ + 1)
.
Note for future use that Gw,ℓ′,m′(0) =
(
w
ℓ′
)
=
(
w
m′
)
.
Proof. The assertions regarding convergence follow from redoing the proof that
we are about to present with absolute values everywhere, and invoking the argu-
ments in Remark 2.3. We leave the details to the reader, and proceed with the
actual computation. This uses a standard unfolding argument to evaluate the in-
ner product. Let F be a fundamental domain for Γ. From the disjoint union
Xλ,µ = X
+
λ,µ ∪X
−
λ,µ ∪X
0
λ,µ, we obtain
(2.18) 〈f(z), Eℓ,λ(z, p)Em,µ(z, q)〉Γ = T
+ + T− + T 0, T • =
∑
M∈X•
λ,µ
IM,F ,f .
For any M in the above sum, write ΓM = {γ ∈ Γ | Mγ = M} for the stabilizer
of M . If M ∈ X+ ∪ X−, then ΓM = {I}, but elements of X
0 have nontrivial
stabilizers that are parabolic subgroups. Write FM for a fundamental domain of
ΓM\H. Then, using part (1) of Proposition 2.2, the invariance of f under Γ, and
the fact that IM,S,f is countably additive in S, we obtain as usual
T • =
∑
M∈Y •
λ,µ
IM,FM ,f (for • ∈ {+,−, 0})
=
∑
M∈Y •
λ,µ
IM,H,f (only for • ∈ {+,−}).
(2.19)
From the above and another use of Proposition 2.2(1), we obtain that T+ is equal
to the first term on the right hand side of (2.15). With a little more work, we
obtain that T− is equal to the second term on the right hand side of (2.15); the
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point is that we have a bijection M ∈ X+µ,λ 7→ NM ∈ X
−
λ,µ that descends to a
similar bijection from Y +µ,λ to Y
−
λ,µ.
It remains to show that T 0 = 0. In principle, this can be shown directly
by showing that the sum of the terms coming from singular M in the product
Eℓ,λ(z, p)Em,µ(z, q) is an Eisenstein series; indeed, detM = 0 occurs precisely when
(c, d) = (κa, κb) for some κ 6= 0, and in that case we essentially obtain a sum over
(a, b) of (az+b)−ℓ−m|az + b|−p−q, including some annoyance from factors involving
κ. We prefer to argue instead using the stabilizer ΓM , in the style of “negligible
orbits” appearing in the Rankin-Selberg method on higher rank groups.
For M ∈ Y 0λ,µ, we have detM = 0; hovever, both rows of M are nonzero, hence
their span is a one-dimensional Q-rational subspace of Q2. This subspace contains
a primitive integral vector (c′, d′) ∈ Z2 with gcd(c′, d′) = 1. Choose a′, b′ ∈ Z so
that γ :=
(
a′ b′
c′ d′
)
∈ SL(2,Z); then
(2.20) M =M∞γ, where M∞ =
(
0 δ1
0 δ2
)
, for some δ1, δ2 ∈ N
−1Z− {0}.
(In fact, the ith row of M is (δic
′, δid
′), and δi is essentially the gcd of the entries
of that row.) Using the fact that γ normalizes Γ, we obtain that
γΓMγ
−1 = ΓM∞ =
{(
1 Nt
0 1
) ∣∣∣ t ∈ Z},
γFM = FM∞ = {z | 0 ≤ x < N, y > 0}.
(2.21)
It is then a simple matter to conclude from the cuspidality of f that
(2.22) IM,FM ,f = IM∞,FM∞ ,f |kγ−1 = 0.
This concludes the proof of (2.15). Invoking parts (2) and (3) of Proposition 2.2
now yields (2.16). 
We now use the Manin relations between the period symbols in (2.16) to deduce
relations between the Eisenstein series. The relations involving σ follow easily from
the facts that Eℓ,−λ = (−1)ℓEℓ,λ and that powers of z transform nicely under σ. We
state them for the record; they are trivial to see directly (the reader is encouraged
to make the connection with the reasoning in Theorem 2.8 or (2.27) below):
(2.23) Eℓ′+1,λ(z, s)Em′+1,µ(z, s) + (−1)
ℓ′Em′+1,µ(z, s)Eℓ′+1,−λ(z, s) = 0.
The relations involving τ are the interesting ones. However, if we immediately
apply τ to the powers of z and insist on expanding all polynomials we encounter
into linear combinations of powers of z, the computation becomes messy. A better
way is to use wth powers of linear polynomials; linear combinations of these give all
polynomials of degree ≤ w. The following elementary observation gives the (nice)
behavior of such wth powers under τ , and as a side benefit highlights the fact that
τ has order 3.
Lemma 2.6. Let a, b, c ∈ C satisfy a+ b+ c = 0. Then
(2.24) (−az + b)w|−wτ = (−bz + c)
w, (−az + b)w|−wτ
2 = (−cz + a)w.
The binomial coefficients in the expansion of (−az + b)w also echo the values of
Gw,ℓ′,m′(0), especially since we eventually want to evaluate the Eisenstein series at
s = 0. We therefore introduce the following notation for various linear combinations
of Eisenstein series.
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Definition 2.7. Fix the value of w = k − 2 ≥ 0. For a, b ∈ C, λ, µ ∈ N−1Z2, and
s ∈ C, define the antiholomorphic function of a, b, s (and “weight k” function of
z ∈ H) using the functions Gw,ℓ′,m′ of (2.17):
(2.25)
Lλ,µ,a,b(z, s) =
∑
ℓ′+m′=w
ℓ′,m′≥0
(
w
ℓ′
)(
Gw,ℓ′,m′(s)
)−1
aℓ
′
b
m′
Eℓ′+1,λ(z, s)Em′+1,µ(z, s).
The above function is anti-meromorphic in s, and in fact is anti-holomorphic for all
s ∈ C since Γ(s/2 + ℓ)Eℓ,λ(z, s) is entire. In particular, we have
(2.26) Lλ,µ,a,b(z, 0) =
∑
ℓ+m=k
ℓ,m≥1
aℓ−1b
m−1
Eℓ,λ(z)Em,µ(z).
We note here an easy symmetry in L with respect to either exchanging λ and µ
or changing their sign(s):
(2.27) Lλ,µ,a,b(z, s) = Lµ,λ,b,a(z, s) = −L−λ,µ,−a,b(z, s).
We are ready to state our main result.
Theorem 2.8. Fix k and w, as before. Let λ, µ, ν ∈ N−1Z2 satisfy λ + µ + ν ≡
(0, 0) mod Z2, and let a, b, c ∈ C satisfy a + b + c = 0. Then for all cusp forms
f ∈ Sk(Γ), and for all s, we have
(2.28) 〈f(z), Lλ,µ,a,b(z, s) + Lµ,ν,b,c(z, s) + Lν,λ,c,a(z, s)〉Γ = 0.
In particular, taking s = 0, we obtain that the following expression is orthogonal to
all cusp forms f ∈ Sk(Γ): ∑
ℓ+m=k
ℓ,m≥1
aℓ−1b
m−1
Eℓ,λ(z)Em,µ(z)
+
∑
ℓ+m=k
ℓ,m≥1
b
ℓ−1
cm−1Eℓ,µ(z)Em,ν(z)
+
∑
ℓ+m=k
ℓ,m≥1
cℓ−1am−1Eℓ,ν(z)Em,λ(z).
(2.29)
Proof. It is enough for us to prove (2.28) when Re s > 2. By taking linear combi-
nations of (2.16), we obtain the following identity
〈f(z), Lλ,µ,a,b(z, s)〉Γ = i
wπ2−w−s×
×
[ ∑
M∈Y +
λ,µ
(detM)−s−k/2[f |kM
−1, (−bz + a)w]
+
∑
M∈Y +
µ,λ
(detM)−s−k/2[f |kM
−1, (−az + b)w]
]
= iwπ2−w−s
[
S(λ, µ, (−bz + a)w, I) + S(µ, λ, (−az + b)w, I)
]
.
(2.30)
Here we temporarily introduce the notation
(2.31) S(α, β, P (z), g) =
∑
M∈Y +
α,β
(detM)−s−k/2[f |kM
−1g, P (z)].
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A similar identity to (2.32) holds for the inner products of f with Lµ,ν,b,c and
Lν,λ,c,a. All these identities share the common factor i
wπ2−w−s, which we can
ignore since our goal is to show that the sum is zero.
The Manin relations (1.7), combined with (2.24), imply that
S(λ, µ, (−bz + a)w, I) + S(µ, λ, (−az + b)w, I)
+S(λ, µ, (−az + c)w, τ) + S(µ, λ, (−bz + c)w, τ)
+S(λ, µ, (−cz + b)w, τ2) + S(µ, λ, (−cz + a)w, τ2)
= 0.
(2.32)
We now claim that
S(λ, µ, (−az + c)w, τ) = S(ν, λ, (−az + c)w, I),
S(µ, λ, (−bz + c)w, τ) = S(ν, µ, (−bz + c)w, I),
S(λ, µ, (−cz + b)w, τ2) = S(µ, ν, (−cz + b)w, I),
S(µ, λ, (−cz + a)w, τ2) = S(λ, ν, (−cz + a)w, I).
(2.33)
To prove this claim, we observe that the first two identities in (2.33) there follow
easily from the fact that M 7→ τ−1M is a determinant-preserving bijection from
Y +α,β to Y
+
γ,α whenever {α, β, γ} = {λ, µ, ν}. Similarly, the last two identities hold
because M 7→ τ−2M is a determinant-preserving bijection from Y +α,β to Y
+
β,γ .
The above claim, combined with (2.30) and (2.32), easily implies the desired
result (2.28), thereby completing our proof. Note that we “diagonally” combine
terms from the second and third lines of (2.32) to obtain the inner products with
Lµ,ν,b,c and Lν,λ,c,a. 
3. Relation to holomorphic Eisenstein series
Our result in Theorem 2.8 says that the expression (2.29) is orthogonal to all
cusp forms. Since this is true for arbitrary choices of a and b (with c = −a− b), we
can expand everything into a polynomial in a and b, and obtain an expression for
the coefficient of each term aibj ; each such expression will be orthogonal to Sk(Γ).
It is tempting to conclude that these expressions must therefore be Eisenstein
series on Γ. However the non-holomorphic weight 2 Eisenstein series, such as E2,λ,
cause problems. We will therefore take linear combinations, so as to obtain holomor-
phic modular forms orthogonal to all holomorphic cusp forms; these new expressions
will be genuine holomorphic Eisenstein series.
We introduce the following lighter notation for Eisenstein series in this section:
Aλ = E1,λ, Bλ = E2,λ, Cλ = E3,λ, Dλ = E4,λ,
Zλ = Ek−1,λ, Yλ = Ek−2,λ.
(3.1)
We recall that Eℓ,−λ = (−1)ℓEℓ,λ, so the expressions Aλ and Cλ are odd functions
of λ, and in particular A0 = 0 = C0; similarly, Bλ and Dλ are even functions of
λ. We also remark that any difference Bλ(z)−Bµ(z) is a holomorphic function of
z. In particular, as is classical, Bλ − B0 is equal to the value of the Weierstrass
℘-function (see for example (3.5) in [KM12], as well as the proof of Proposition 2.4
in that article):
(3.2) Bλ(z)−B0(z) = ℘(zλ;Zz + Z), zλ := λ1z + λ2.
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In the notation of (3.1), Theorem 2.8 then states the following, after replacing
a, b, c with their complex conjugates. Recall that λ+ µ+ ν ≡ 0 mod Z2.
awZλAµ + a
w−1bYλBµ + · · ·+ ab
w−1BλYµ + b
wAλZµ
+bwZµAν + b
w−1(−a− b)YµBν + · · ·+ b(−a− b)
w−1BµYν + (−a− b)
wAµZν
+(−a− b)wZνAλ + (−a− b)
w−1aYνBλ + · · ·+ (−a− b)a
w−1BνYλ + a
wAνZλ
∈ Sk(Γ)
⊥.
(3.3)
Before discussing the general situation, we work out the identities for some small
weights directly, and relate them to elliptic functions.
Weight k = 2: Here w = 0 and we have AλAµ + AµAν + AνAλ ∈ S
⊥
2 . This
expression is already holomorphic, and is hence a holomorphic Eisenstein series
of weight 2. This result appears in Borisov-Gunnells (Propositions 3.7 and 3.8
of [BG01b]) and is reproved as equation (4.10) of [KM12]. An important special
case is when µ = 0 and ν = −λ. We then have Aµ = 0 and Aν = −Aλ, and conclude
that A2λ is a holomorphic Eisenstein series (actually, this fact was used in proving the
more general result in [BG01b] and [KM12]). Combining these, we see that under
our standing assumption λ+ µ+ ν ≡ 0 mod Z2, the expression (Aλ +Aµ +Aν)2 is
a holomorphic weight 2 Eisenstein series. Let us assume that moreover λ, µ, ν are
all nonzero, and choose specific representatives modulo Z2 for which λ+µ+ ν = 0.
Let ζ and ℘ denote the standard Weierstrass elliptic functions with respect to the
lattice Zz + Z; then our assertion about (Aλ +Aµ +Aν)
2 is in fact a consequence
of the classical identity (ζ(zλ) + ζ(zµ) + ζ(zν))
2 = ℘(zλ) + ℘(zµ) + ℘(zν). For a
recent treatment, see for example equation (3.8) and Corollary 3.13 of [KM12], as
well as the treatment in [Pas¸06].
Weight k = 3: When w = 1, we obtain from (3.3) that aBλAµ + bAλBµ +
bBµAν + (−a − b)AµBν + (−a − b)BνAλ + aAνBλ ∈ S
⊥
3 . The coefficient of a
says that BλAµ − AµBν − BνAλ + AνBλ ∈ S⊥3 . The coefficient of b gives an
equivalent identity upon exchanging the roles of λ and µ. We also note the identity
arising from the special case µ = 0, ν = −λ, which implies that AλBλ ∈ S⊥3 .
(The other case, µ = −λ, ν = 0, also implies this fact, since the terms ±AλB0
cancel; this phenomenon is specific to weight 3.) Thus any nonholomorphic product
AλBµ is congruent modulo S⊥3 to the holomorphic modular form Aλ(Bµ − Bλ).
Combining this with our previous assertion implies that (Aλ +Aµ +Aν)(Bλ −Bν)
is a holomorphic weight 3 Eisenstein series; it is in fact equal to Cλ − Cν . In the
context of our remark for weight 2, this is the classical identity
(3.4) (ζ(zλ) + ζ(zµ) + ζ(zν))(℘(zλ)− ℘(zµ)) = −2
−1(℘′(zλ)− ℘
′(zµ)).
See also [KM12], Introduction and equation (4.39).
Weight k = 4: The coefficient of a2 in (3.3) shows that CλAµ+AµCν+CνAλ−
BνBλ + AνCλ ∈ S
⊥
4 ; the coefficient of b
2 yields the same, upon exchanging λ and
µ. Moreover, the coefficient of ab is BλBµ−BµBν+2AµCν+2CνAλ−BνBλ ∈ S⊥4 .
By taking the special case µ = 0, ν = −λ, we deduce from either assertion above
that 2AλCλ + B
2
λ ∈ S
⊥
4 (once again, terms with B0 cancel). On the other hand,
the special case ν = 0, µ = −λ yields AλCλ +B0Bλ ∈ S⊥4 and B
2
λ − 2BλB0 ∈ S
⊥
4 .
(This last fact can alternatively be deduced from the previously computed elements
of S⊥4 . Note also that specializing to λ = 0, ν = −µ yields no new elements of S
⊥
4 .)
We deduce in particular that B20 ≡ A0C0 ≡ 0 mod S
⊥
4 ; this can also be seen because
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B20 is invariant under the full group SL2(Z), whence the inner product of B
2
0 with
any cusp form f on Γ is essentially the inner product with the trace trΓSL(2,Z) f ∈
S4(SL(2,Z)) = 0. It follows that (Bλ−B0)2 = B2λ−2BλB0+B
2
0 ∈ S
⊥
4 , a fact that
can be seen directly from the classical identity 6Dλ = ℘
′′(zλ) = 6℘(zλ)
2 − 30D0.
To wrap up the case of weight k = 4, we construct holomorphic modular forms
that are congruent (modulo S⊥4 ) to the nonholomorphic products of the form BλBµ.
One way to do this is to write BλBµ = (Bλ−B0)(Bµ−B0)+BλB0+BµB0−B20 ≡
(Bλ−B0)(Bµ−B0)−AλCλ−AµCµ(+0). Using this congruence, we obtain from the
coefficients of a2 and ab in the previous paragraph the statement that the following
two expressions are holomorphic Eisenstein series of weight 4: (Aλ+Aµ+Aν)(Cλ+
Cν)− (Bλ−B0)(Bν −B0) and (Bλ−B0)(Bµ−B0)− (Bλ−B0)(Bν −B0)− (Bµ−
B0)(Bν−B0)+2(Aλ+Aµ+Aν)Cν . We leave it to the reader to verify that it would
have sufficed to prove that either one of the above expressions was an Eisenstein
series (for all permutations of (λ, µ, ν)) in order to deduce the same about the other
expression.
The situation for general weight k: Here we shall content ourselves with
showing that every potentially nonholomorphic term in (3.3), such as YλBµ, can
be modified by an appropriate element of S⊥k to obtain a holomorphic form. To do
this, consider the coefficient of aw in (3.3) in the special case µ = 0, ν = −λ. This
coefficient is
ZλA0 + (−1)
wA0Z−λ [both these terms are zero]
+ (−1)wZ−λAλ + (−1)
w−1Y−λBλ + · · ·+ (−1)B−λYλ +A−λZλ
= −(ZλAλ + YλBλ + · · ·+BλYλ +AλZλ) ∈ S
⊥
k .
(3.5)
After dividing by −2, we obtain that BλYλ is congruent modulo S⊥k to a holomor-
phic expression in terms of the other products such as AλZλ. This allows us to
rewrite any general product such as YλBµ as Yλ(Bµ−Bλ)+BλYλ ≡ Yλ(Bµ−Bλ)+
something holomorphic. The careful reader will note that our discussion above
seems to be restricted to k ≥ 5, because we implicitly assumed that the terms
YλBλ and BλYλ were distinct; moreover, when k = 4, the Y s are actually Bs, and
Bλ(Bµ −Bλ) is not holomorphic. However, it turns out upon more careful investi-
gation that the above technique still works for 2 ≤ k ≤ 4, and in any case, we have
already written down explicit formulas for these small weights.
The cleanest way to find holomorphic relations in all weights is to do so on the
level of (3.3), instead of teasing out each coefficient of aibj separately. The result is
even better expressed on the level of a generating series, in which setting it becomes
a different proof of the main result in [Pas¸06] (see most notably the top of p. 16).
We shall go back to writing the result in terms of a, b, c where a+ b+ c = 0, instead
of substituting c = −a− b.
Theorem 3.1. Take k, w, λ, µ, ν, a, b, c, be as in Theorem 2.8. Then the following
expression is a holomorphic Eisenstein series of weight k:
(Aλ +Aµ +Aν)(a
wZλ + b
wZµ + c
wZν)
+(aBλ + bBµ + cBν)(a
w−1Yλ + b
w−1Yµ + c
w−1Yν)
+ · · ·
+(aw−1Yλ + b
w−1Yµ + c
w−1Yν)(aBλ + bBµ + cBν)
+(awZλ + b
wZµ + c
wZν)(Aλ +Aµ + Aν).
(3.6)
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Assume furthermore that |a|, |b|, |c| are sufficiently small. Define power series
(3.7) Fλ(a) = Aλ + aBλ + a
2Cλ + · · · , similarly for Fµ(b), Fν(c).
Then (3.6) says that the power series expansion of (Fλ(a) + Fµ(b) + Fν(c))
2 in a
neighborhood of zero in the hyperplane a + b + c = 0 has as its degree w term a
holomorphic Eisenstein series of weight w + 2. In the special case when λ, µ, ν are
all nonzero modulo Z2 and satisfy λ+ µ+ ν = 0 (not just congruence modulo Z2),
we can see this from the fact ([Pas¸06], Theorem 3.1 and Observation 4.2.5) that
Fλ(a) + Fµ(b) + Fν(c) = ζ(zλ − a) + ζ(zµ − b) + ζ(zν − c),
(Fλ(a) + Fµ(b) + Fν(c))
2 = ℘(zλ − a) + ℘(zµ − b) + ℘(zν − c)
= Bλ +Bµ +Bν − 3B0 + 2(aCλ + bCµ + cCν)
+3(a2Dλ + b
2Dµ + c
2Dν) + · · · .
(3.8)
In other words, in this special case, the expression in (3.6) is equal to the holomor-
phic Eisenstein series (w+1)(awEw+2,λ+ b
wEw+2,µ+ c
wEw+2,ν) when w ≥ 1. For
the case w = 0, the value is E2,λ + E2,µ + E2,ν − 3E2,0.
Remark 3.2. The case where one or three of λ, µ, ν are zero modulo Z2 is also
proved in [Pas¸06], Proof of Theorem 0.1 (pp. 15–17), and one can obtain in principle
explicit values for the expression of (3.6) for those cases as well.
Proof of Theorem 3.1. We originally obtained the first assertion as the result of
taking twice the expression in (3.3) and replacing each possibly nonholomorphic
term such as YλBµ by something holomorphic congruent to it modulo S⊥k , as de-
scribed in the discussion following (3.5). But now that we have found the ex-
pression (3.6), the easiest way to show that it is orthogonal to all cusp forms
is to expand each line of (3.6) into nine terms, which we index by the ordered
pairs {(λ, λ), (λ, µ), (λ, ν), (µ, λ), . . . , (ν, ν)}. The sum of all terms corresponding
to (µ, λ), (ν, µ), and (λ, ν) is equal to the expression in (3.3), which belongs to
S⊥k . Similarly, the terms corresponding to (λ, µ), (µ, ν), and (ν, λ) add up to a
rearrangement of (3.3) (read each row of (3.3) from right to left). We are left with
the sums of terms corresponding to each of (λ, λ), (µ, µ), and (ν, ν), each of which
yields a multiple of an expression like (3.5). Thus we obtain that (3.6) is orthog-
onal to all holomorphic cusp forms. To see that it is holomorphic (and hence an
Eisenstein series), it suffices to observe that the only potentially nonholomorphic
part of (3.6) comes from the expression
(3.9) aBλ + bBµ + cBν = aBλ + bBµ + (−a− b)Bν = a(Bλ −Bν) + b(Bµ − Bν),
which is holomorphic, after all.
As for the second assertion, namely (3.8), it boils down in light of (3.4) to
verifying (i) the series expansion in terms of (a, b, c) near 0 of the holomorphic
function ζ(zλ− a)+ ζ(zµ− b)+ ζ(zν − c), and (ii) the holomorphic series expansion
℘(zλ−a) = Bλ−B0+2aCλ+3a2Dλ+ · · · . The expansion (ii) is a straightforward
application of Taylor’s theorem; since ζ′ = ℘, we deduce (i), possibly up to a
constant, by integration. It remains to observe that Aλ + Aµ + Aν = ζ(zλ) +
ζ(zµ) + ζ(zν), which follows from Corollary 3.13 of [KM12]. 
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4. Partial results on Hecke operators
In this final section, we prove a result that is related to taking the trace of a
product Eℓ,λEm,µ of two Eisenstein series from a higher level Γ(NM) to a lower
level Γ(M). This is also related to the question of how Hecke operators act on a
product of two Eisenstein series. The results we obtain are somewhat indirect, but
of interest; they generalize both the statement and proof of Proposition 4.6 and the
first half of Proposition 4.11 in [KM12], which basically deal with the cases ℓ = 1
and m ∈ {1, 2} of the general result in this section.
As mentioned in [KM12], most particularly Proposition 4.6 there, a key case of
such a trace is to be able to express the sum
(4.1)
∑
τ∈N−1Z2/Z2
Eℓ,λ+τEm,µ−Sτ
as a suitable linear combination of products of Eisenstein series. Here λ, µ ∈
M−1Z2, and S ∈ Z; without loss of generality, 0 ≤ S < N . The expression τ ∈
N−1Z2/Z2 means that τ = (τ1, τ2) ranges over any set of representatives of these
cosets: for example, τ1, τ2 can vary independently in {0, 1/N, 2/N, . . . , (N−1)/N}.
Thus our notation (λ, µ, τ,N,M, S) here corresponds to (A,B, T, n, ℓ, s) in Propo-
sition 4.6 of [KM12]. Note that each individual term Eℓ,λ+τEm,µ−Sτ can have level
up to MN , but the sum transforms according to Γ(M). Our main result is that
the sum in (4.1) can be written (up to elements orthogonal to cusp forms) in terms
of a linear combination of products of two Eisenstein series on the lower level M ,
each product being of the form Eℓˆ,pλ+qµEmˆ,rλ+sµ, with (p, q, r, s) taking the role
of (a, b, c, d) from our earlier article.
It turns out to be simpler to state the result using the linear combinations
Lλ,µ,a,b(z, s) from (2.25), where a, b ∈ C are arbitrary parameters; then, taking
the coefficient of aℓ−1b
m−1
in any such expression below gives us the value of (4.1).
Proposition 4.1. Fix k ≥ 2 and w = k − 2 as usual. Let (λ, µ, τ,N,M, S) be
as in the preceding discussion. Then there exist finitely many matrices ( pi qiri si ) ∈
M2(Z) and constants ci ∈ Z, all depending only on N and S but not on any other
parameters, such that we have a congruence modulo S⊥k of the form:
(4.2)
∑
τ∈N−1Z2/Z2
Lλ+τ,µ−Sτ,a,b ≡ N
s+1
∑
i
ciLpiλ+qiµ,riλ+siµ,pia+qib,ria+sib.
Here s is the complex parameter in the Eisenstein series; we mainly care about the
case s = 0. The matrices ( pi qiri si ) all satisfy
(4.3) det ( pi qiri si ) = N, pi − Sqi ≡ ri − Ssi ≡ 0 (mod N).
Proof. In the above sum, the value of S matters only modulo N , so, as already
noted, we may assume that 0 ≤ S < N . The proof is then by induction on S, and
follows closely the technique of Proposition 4.6 in [KM12]. The base case S = 0 is
easy to dispose of, since the definition of Eisenstein series immediately implies that∑
τ∈N−1Z2/Z2 Eℓ,λ+τ (z, s) = N
ℓ+sEℓ,Nλ(z, s). This implies that
(4.4)
∑
τ∈N−1Z2/Z2
Lλ+τ,µ,a,b(z, s) = N
s+1LNλ,µ,Na,b(z, s).
So here there is only one matrix, ( p qr s ) = (
N 0
0 1 ).
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The next case, S = 1, uses the relationLλ+τ,µ−τ,a,b(z, s)+Lµ−τ,−λ−µ,b,−a−b(z, s)+
L−λ−µ,λ+τ,−a−b,a(z, s) ≡ 0 (mod S⊥k ), which is essentially (2.28). Adding up over
all τ , and using (4.4), we obtain
(4.5)
∑
τ∈N−1Z2/Z2
Lλ+τ,µ−τ,a,b ≡ N
s+1
(
−LNµ,−λ−µ,Nb,−a−b−L−λ−µ,Nλ,−a−b,Na
)
.
Thus the matrices are ( pi qiri si ) =
(
0 N
−1 −1
)
,
(
−1 −1
N 0
)
. Note that the second term
above is the result of combining (4.4) with (2.27).
For larger S, we transform the sum involving Sτ into one involving just τ , at the
expense of introducing a sum over σ ∈ S−1Z2/Z2; this uses (4.4), with S instead
of N , as follows. (Using −σ instead of σ is more convenient for later.)
(4.6) ∑
τ∈N−1Z2/Z2
Lλ+τ,µ−Sτ,a,b =
∑
τ∈N−1Z2/Z2
S−s−1
∑
σ∈S−1Z2/Z2
Lλ+τ,µ/S−τ−σ,a,b/S.
At this point, we can carry out the sum over τ first, using (4.5). The result is
congruent (mod S⊥k ) to
(4.7)
(N/S)s+1
∑
σ∈S−1Z2/Z2
(
−LNµ/S−Nσ,−λ−µ/S+σ,Nb/S,−a−b/S−L−λ−µ/S+σ,Nλ,−a−b/S,Na
)
.
We first address the sum over σ of the second L in the above expression. Taking
into account the factor (N/S)s+1, this yields −Ns+1L−Sλ−µ,Nλ,−Sa−b,Na; the cor-
responding matrix is ( p qr s ) =
(
−S −1
N 0
)
. We next deal with the sum over σ of the
first L in (4.7). This sum is of the same type as our original sum over τ , but with
the roles of N and S reversed. However, the term Nσ can be replaced by N ′σ,
where N ′ = N mod S. Since N ′ < S, we can use induction to conclude that this
last sum, combined with the external factor (N/S)s+1, is congruent (mod S⊥k ) to
an expression of the form
(4.8)
(N/S)s+1 · Ss+1
∑
i
ciLpˆiλˆ+qˆiµˆ,rˆiλˆ+sˆiµˆ,pˆi(Nb/S)+qˆi(−a−b/S),rˆi(Nb/S)+sˆi(−a−b/S),
where λˆ = Nµ/S and µˆ = −λ − µ/S; moreover, for each i in the sum, we
have det
(
pˆi qˆi
rˆi sˆi
)
= S and −N ′pˆi + qˆi ≡ −N ′rˆi + sˆi ≡ 0 (mod S). Now each
term above in the sum over i can be rewritten in terms of the original λ, µ as
Lpiλ+qiµ,riλ+siµ,pia+qib,ria+sib, where
(
pi qi
ri si
)
=
(
−qˆi (pˆiN − qˆi)/S
−sˆi (rˆiN − sˆi)/S
)
. We leave
it to the reader to check that these matrices are integral and that they satisfy (4.3).
Our proof by induction is now complete. 
Corollary 4.2. Consider a sum as in (4.1), except that if ℓ = 2 or m = 2 we
replace every nonholomorphic expression such as E2,λ+τ , wherever it appears, with
the holomorphic expression E˜2,λ+τ = E2,λ+τ − E2,0. Then the resulting sum is
a holomorphic modular form, and is congruent (modulo holomorphic Eisenstein
series) to a linear combination of products of two holomorphic Eisenstein series of
level M .
Proof. Write each E˜2 as a difference of two E2’s, and take the sum over τ of
each product using the result of Proposition 4.1. (Sums such as
∑
τ E2,λ+τE2,0 or∑
τ E2,0Em,µ−Sτ , which only involve τ in one factor, are easy to simplify.) This
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involves taking coefficients of some monomials like aℓb
m
in the result of the previous
proposition. This shows that the final answer, which is holomorphic, is congruent
modulo S⊥k to some linear combination of products of pairs of (possibly nonholo-
morphic, if weight 2) Eisenstein series of level M . But now modify the result by
suitable combinations of expressions like (3.5) to obtain a new holomorphic expres-
sion, expressed in terms of level M , that is congruent to our desired sum modulo
S⊥k . Then the difference between our original desired sum and the new holomorphic
expression is both holomorphic and orthogonal to cusp forms, so must be in the
desired Eisenstein space of level M . 
We conclude this article by raising the question of whether one can also generalize
the proofs of Proposition 4.8 and the second half of Proposition 4.11 in [KM12];
these results show that more general traces of products of Eisenstein series, not
just those in (4.1), can again be written as combinations of such products at lower
level. Generalizing our earlier proofs appears to require a better understanding
of the effect of a certain “Fourier transform” on spaces of Eisenstein series, along
the lines of Proposition 4.3 of that article, alongside a similar theory of relations
between products of Eisenstein series in the image of this Fourier transform. With
our current state of knowledge, the stronger results in Section 4 of [KM12] can be
proved directly only for weights 2 and 3, as is done in that article. The reason for
this is that any product of two Eisenstein series in such low weight must include
one Eisenstein series of weight 1; this saves us in our earlier article, because the
Fourier symmetry on weight 1 Eisenstein series is essentially the identity transform.
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