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a b s t r a c t
We propose a convex relaxation technique for computing global solutions for the noncon-
vex multiplicative noise model. The method is based on functional lifting by introducing
an additional dimension. We employ a primal–dual-based gradient-type algorithm in nu-
merical implementations to overcome the nondifferentiability of the total variation term.
Numerical results show that our algorithm is highly efficient. Furthermore, global solutions
of the original model can be obtained with no dependence on the initial guess.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Image denoising is an important task in image processing and computer vision. Many total variation regularized
variational models for image denoising have been proposed; see, e.g., [1–3]. For Gaussian additive noise removal, most
variational models are convex [1,2]. The main advantage of convex problems is that simple and reliable numerical methods
can be employed to compute the global optimum. Therefore, a variety of effective techniques have been proposed, such as
the gradient descent [1], primal–dual formulation [4,5], min-cut/max-flowmethod [6] and graph cuts [7], etc. Multiplicative
noise also exists in many imaging systems, such as ultrasound imaging, synthetic aperture radar and laser imaging
ones [8–14]. However, the multiplicative noise model has not yet been as well studied.
We consider the following restoration problem. LetΩ ⊂ R2 be an open bounded domain. Given a noisy image f :Ω → R,
we are interested in recovering the true image u satisfying
f = uη. (1)
Without loss of generality, we suppose that f > 0 and u > 0. Assume that we have some prior information about the
multiplicative noise η: the mean of the noise equals 1 and the variance equals σ 2, i.e.,
1
Ω
dx

Ω
η dx = 1 (2)
and
1
Ω
dx

Ω
(η − 1)2 dx = σ 2. (3)
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In [15], Rudin et al. used two Lagrange multipliers λ1 and λ2 to deal with the constraints (2)–(3) and obtained the
following nonconvex minimization functional:
Ω
|∇u|dx+ λ1

Ω
f
u
dx+ λ2

Ω

f
u
− 1
2
dx, (4)
where the TV-seminorm of u is defined as
Ω
|∇u|dx = sup
ξ∈X

Ω
u(x)div ξ(x)dx

(5)
with
X := {ξ(x) ∈ C1(Ω,R) : |ξ(x)| 6 1 ∀x ∈ Ω}. (6)
By the gradient projection method, the minimization of (4) was realized by solving the following PDE for the steady state:
∂u
∂t
= div
 ∇u
|∇u|

+ λ1 fu2 + λ2
f 2
u3
. (7)
The two Lagrange multipliers can be updated alternately by using the projection method.
Multiplicative noise is often not Gaussian noise. In the speckle noise model, the noise is treated as Gamma noise with
mean 1. In [3], a nonconvex minimization functional was derived by using a maximum a posteriori (MAP) approach. They
proved the existence of a minimizer and gave a sufficient condition for ensuring uniqueness. They proposedminimizing the
following energy functional, which is referred to as the Aubert–Aujol (AA) model:
λ

Ω
|∇u|dx+

Ω

log u+ f
u

dx, (8)
where the positive constant λ balances the regularization term and the fidelity term. They used the gradient method and
solved the following equation for the steady state:
∂u
∂t
= λdiv
 ∇u
|∇u|

+ f − u
u2
. (9)
However, it cannot be ensured that the computed solution is globally optimal. The solution is sensitive to the initialization,
as demonstrated in [9].
We can see that both of the above mentioned multiplicative noise models (4) and (8) are nonconvex, which makes the
computation of a global solution extremely difficult. Recently, several methods have been suggested for finding the global
solutions in image denoising and segmentation [16–19]. In [16], Chan et al. relaxed the nonconvex binary constraint of
the labeling function such that the binary labeling problem became convex. Furthermore, they proved that thresholding
the solution of the relaxed problem yields a globally optimal solution to the original problem. Inspired by Chan et al. [16],
Bresson et al. [17] developed three global minimization models for the active contour model. Recently, a convex relaxation
method based on the functional lifting technique was used to solve the multi-phase Chan–Vese model [18]. Besides that,
Bae et al. [19] presented a direct approach for dealing with the labeling problem. They proposed a novel dual model and
then built up a duality-based approach.
In this paper, we propose a convex relaxation method for computing the global solution for the following rather general
multiplicative noise model [20]:
min
u

λ

Ω
|∇u|dx+

Ω

a
f
u
+ b
2

f
u
2
+ c log u

dx

, (10)
where a, b and c are nonnegative constants. The model (10) contains both of the above models (4) and (8).
As far as we know, the only current method for dealing with the nonconvexity of this model is to let ω = log(u) and
utilize the monotonicity of the mappingω→ exp(ω) [8,9,20]. In [8,9,20], the authors replaced the total variation (TV) term
TV(exp(ω)) by TV(ω) to simplify the model. Therefore, the following convex model was proposed in [9,20]:
min
ω

λ

Ω
|∇w|dx+

Ω

af exp(−ω)+ b
2
f 2 exp(−2ω)+ (a+ b)ω

dx

.
As demonstrated in [20], the modified model has a stronger regularizing effect on low intensity regions of the image and a
weaker regularizing effect on higher intensity regions, which is undesirable. Therefore, we use a convex relaxation method
to compute the global solution of the original nonconvex model (10) in this paper.
The rest of this paper is organized as follows. In the following section, we review the convex relaxation method based
on a functional lifting technique. In Section 3, we apply the method to the general multiplicative noise model (10). The
original nonconvex model is rewritten in a convex form in terms of a new variable with one more dimension. Then we
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Fig. 1. (a) The original ‘‘Lena’’ image. (b) The original ‘‘Cameraman’’ image.
use a primal–dual algorithm to compute the global solution of the nonsmooth convex problem. In Section 4, numerical
implementation details are elaborated on. Then numerical results are presented in Section 5, allowing us to analyze the
performance of our algorithm from various aspects, such as the influence of the number of discretization points and the
independence of initial guesses. Finally, concluding remarks are given in Section 6.
2. The convex relaxation method
Let us first review the convex relaxation methods based on the functional lifting technique [18,21–23]. With motivation
from the discrete approach of Ishikawa [24], the convex relaxation method was first proposed in a continuous form with
application to stereo benchmark problems [23]. Then relaxation was used on the multi-phase Chan–Vese model with the
optimal constant intensity value of each region being known a priori [18]. In [21], Goldstein et al. generalized the technique
to vector-valued problems. Then, on the basis of the approach of [21], the Chan–Vese model with both the segmentation
and the constants unknown was globally solved by using the variable splitting technique [22].
Suppose u(x) : Ω → Γ := [γmin, γmax] is a bounded function with γmin and γmax being real numbers. We aim to solve
minimization problems of the following form:
min
u

F (u) = λ

Ω
|∇u(x)|dx+

Ω
ρ(x, u(x))dx

, (11)
where ρ(x, u(x)) : Ω × Γ → Rmay be nonconvex in u. Define φ(γ , x) : Γ ×Ω → {0, 1} as the super-level set function
of u, which is defined by
φ(γ , x) =

1 if γ < u(x),
0 otherwise.
(12)
There are three basic steps in the convex relaxation methods.
• The first step is to transform the nonconvex minimization problem with respect to u into an equivalent convex problem
with respect to the discontinuous super-level set function φ ∈ {0, 1}. Two important tools in this process are the co-area
formula and the Delta function. The minimization problem is still nonconvex because of the binary constraint on φ.
• The second step is a relaxation on φ by allowing φ ∈ [0, 1], to make the minimization problemwith respect to φ convex.
Then a variety of convex optimizationmethods can be employed to compute a globally optimalminimizerφ∗.Meanwhile,
we can prove that the relaxation is exact, i.e., the solution of the original binary minimization problem can be recovered
from the solution of the relaxed problem.
• Finally, we recover the solution of the original problem u∗ from φ∗ by using the layer-cake formula.
For clarity, we denote as ∇x and ∂γ respectively the original spatial gradient operator ∇ and the derivative with respect
to the new variable γ in the following.
Nowwe present the relaxationmethod in detail. We first rewrite the original objective functional of (11) in an equivalent
form in terms of φ. By the co-area formula of Fleming and Rishel [25], the TV regularization term can be rewritten in terms
of φ as follows:
Ω
|∇u(x)|dx =

Ω

Γ
|∇φ(γ , x)|dγ dx. (13)
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Fig. 2. Restoration of the noisy image with different values of Nγ . (a) The noisy ‘‘Lena’’ image; the variance is 0.01. (b) The denoised image with Nγ = 10.
(c) The denoised imagewithNγ = 20. (d) The denoised imagewithNγ = 30. (e) The denoised imagewithNγ = 50. (f) The denoised imagewithNγ = 100.
From the definition of φ(γ , x), we obtain easily
|∂γφ(γ , x)| = δ (γ − u(x)) , (14)
where δ(·) is the Delta function defined by
δ(x) =
∞ if x = 0,
0 otherwise. (15)
Then by the property of the Delta function, we have
ρ(x, u(x)) =

Γ
ρ(x, γ )δ (γ − u(x)) dγ
=

Γ
ρ(x, γ )|∂γφ(γ , x)|dγ ∀x ∈ Ω. (16)
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Putting (13) and (16) together leads to an equivalent energy functional with respect to φ, which is denoted as J(φ(γ , x)).
Then we solve the following minimization problem instead of the original (11):
min
φ∈{0,1}

J(φ) = λ

Ω

Γ
|∇φ|dγ dx+

Ω

Γ
ρ(x, γ )|∂γφ(γ , x)|dγ dx

. (17)
However, the minimization problem (17) is still nonconvex since the admissible set of φ is nonconvex. The next step is to
allow φ ∈ [0, 1] to solve
min
φ∈D

J(φ) = λ

Ω

Γ
|∇φ|dγ dx+

Ω

Γ
ρ(x, γ )|∂γφ(γ , x)|dγ dx

, (18)
where the admissible set D is defined as
D = {φ(γ , x) : Γ ×Ω → [0, 1] | φ(γmin, x) = 1, φ(γmax, x) = 0} . (19)
Problem (18) is convex and hence can be globally optimized by many efficient algorithms such as graph-cuts and gradient
descent methods. Furthermore, we can show that the relaxation is exact by the following theorem [18].
Theorem 1. The relaxed convex problem (18) has the same minimum as the original nonconvex one (17). Moreover, suppose φ∗
is the global solution of (18); then the binary thresholding χ{φ∗>t} corresponds to a global minimizer of (17) for any t ∈ (0, 1].
Proof. Wegive our proof following [18,21]. Assume that φˆ is a globalminimizer of (17); thenJ(φˆ) > J(φ∗) holds obviously,
due to the relaxation.
Let us define φt := χ{φ∗>t}. By the co-area formula, we have
J(φ∗) =
 1
0
J(φt)dt. (20)
Since φˆ is a global minimizer of (17) and φt ∈ {0, 1}, we hence have J(φt) > J(φˆ) ∀t ∈ (0, 1]. Therefore, we have
J(φ∗) =
 1
0
J(φt)dt >
 1
0
J(φˆ)dt = J(φˆ) > J(φ∗), (21)
from which we can obtain the first part of the conclusions in Theorem 1.
Suppose for a contradiction that there exists a function φ˜ with J(φ˜) < J(φt). Then
J(φ˜) =
 1
0
J(φ˜)dt <
 1
0
J(φt)dt = J(φ∗), (22)
which is in contradiction to the optimality of φ∗. Therefore, we conclude that χ{φ∗>t} is a global minimizer of (17). 
Oncewehave obtained the global solutionφ∗ of (18), we can recover a solution u∗ of (11) by using the layer-cake formula:
u∗(x) = γmin +

Γ
χ{φ∗>γ }dγ . (23)
3. The convex relaxation method for the multiplicative noise model
In this section, we first apply the convex relaxation method introduced in Section 2 to the general model (10). Then we
propose a primal–dual-based algorithm for solving the nondifferentiable convex model obtained.
3.1. Convex relaxation for the multiplicative model
We first point out that the boundedness condition on u is reasonable for image processing problems. Suppose that
φ(γ , x) is the super-level set function of u; then applying the formulations in Section 2 to (10) leads to the following energy
functional:
λ

Ω

Γ
|∇φ|dγ dx+

Ω

Γ

a
f
γ
+ b
2

f
γ
2
+ c log γ

|∂γφ|dγ dx. (24)
C. Liu, S. Zhu / Journal of Computational and Applied Mathematics 238 (2013) 144–155 149
a b
c d
Fig. 3. Restoration of the 35th line of the ‘‘Lena’’ image. (a) The 35th line of the noisy ‘‘Lena’’ image. (b) The denoised slice with Nγ = 10. (c) The denoised
slice with Nγ = 20. (d) The denoised slice with Nγ = 100. Here the blue lines in (b), (c) and (d) correspond to the 35th line of the original image and the
red lines correspond to the 35th lines of the denoised images for different values of Nγ . (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
In [21], the authors proposed to use the condition−∂γφ∗ > 0 to guarantee that the optimal solutionφ∗ decaysmonotonically
in the γ direction. Therefore, using this condition, the above model has the following simplified form:
λ

Ω

Γ
|∇φ|dγ dx−

Ω

Γ

a
f
γ
+ b
2

f
γ
2
+ c log γ

∂γφdγ dx
= λ

Ω

Γ
|∇φ|dγ dx+

Ω

a
f
γmin
+ b
2

f
γmin
2
+ c log γmin

dx (25)
+

Ω

Γ

−a f
γ 2
− b f
2
γ 3
+ c
γ

φdγ dx, (26)
where we have used the fact that φ(γmin, x) = 1 and φ(γmax, x) = 0 ∀x ∈ Ω . Dropping the second term that is not related
to φ, the minimization problem finally takes the form
min
φ∈D¯

λ

Ω

Γ
|∇φ|dγ dx+

Ω

Γ

−a f
γ 2
− b f
2
γ 3
+ c
γ

φdγ dx

, (27)
where the admissible set D¯ is defined as
D¯ = φ(γ , x) : Γ ×Ω → [0, 1] | φ(γmin, x) = 1, φ(γmax, x) = 0,−∂γφ(γ , x) > 0 . (28)
This model is convex with respect to φ. A variety of effective optimization methods can be employed to obtain a global
solution φ∗. In the next section, we will present a primal–dual-based gradient-type algorithm to solve (27). Once we obtain
φ∗, the solution of (10) is given by (23).
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a b
c d
Fig. 4. Restoration of the 200th line of the ‘‘Lena’’ image. (a) The 200th line of the noisy ‘‘Lena’’ image. (b) The denoised slicewithNγ = 10. (c) The denoised
slice with Nγ = 20. (d) The denoised slice with Nγ = 100. Here the blue lines in (b), (c) and (d) correspond to the 200th line of the original image and
the red lines correspond to the 200th lines of the denoised images for different values of Nγ . (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
3.2. The algorithm
In this part, a numerical algorithm for solving (27) is presented. As we know, TV-based models suffer from
nondifferentiability and nonlinearity, which makes the numerical computation difficult. A straightforward method is to
replace the original nondifferentiable TV-seminormby the smoothed version
|∇u|2 + εwith ϵ > 0 being a small constant.
However, there is a trade-off between the accuracy and the speed of convergence, which makes the proper choice of ε
difficult. Many effective methods have been proposed (see, e.g., [4,5,26–28]). Primal–dual-based algorithms can avoid the
regularization and give accurate solutions.
The primal–dual formulation of (27) can be written as
min
φ∈D¯
max
ξ∈X
L(φ, ξ), (29)
with
L(φ(γ , x), ξ(x)) :=

Ω

Γ

λdiv ξ − a f
γ 2
− b f
2
γ 3
+ c
γ

φdγ dx. (30)
By the minimax theorem [29], we can switch the min and the max to use equivalent formulations. We apply an alternating
iterative algorithm to compute a saddle point of (29). With initial guesses φ0 and ξ 0, we get φk+1 and ξ k+1 alternately from
φk and ξ k by projected gradient-type methods.
First, for fixed φk, we update ξ by solving the following maximization problem with respect to ξ :
max
ξ∈X
L(φk, ξ). (31)
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Fig. 5. Restoration of the ‘‘Cameraman’’ image with different variance values. (a) The noisy image with variance 0.01. (b) The image denoised by our
algorithm. (c) The noisy image with variance 0.03. (d) The image denoised by our algorithm.
Fig. 6. (a) The degraded ‘‘Lena’’ image with variance 0.05. (b) The degraded ‘‘Cameraman’’ image with variance 0.05.
The ascent direction of ξ is given by
∂L
∂ξ
(φk, ξ) = −λ∇φk. (32)
The projected gradient ascent method for problem (31) reads as follows:
ξ k+1 = PX

ξ k − λτ k∇φk , (33)
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Fig. 7. Restoration of the degraded image Fig. 6(a) with different initial guesses. (a) The image restored using the data image as the initial guess.
SNR = 12.45. (b) The image restored using the mean image as the initial guess. SNR = 12.53. (c) The difference image for (a) and (b).
where τ k > 0 is the time step. The projection operator PX is the projection onto the set X , which can be simply computed
in a straightforward way as
PX (x) =

x1
max{|x1|, 1} ,
x2
max{|x2|, 1} , . . . ,
xd
max{|xd|, 1}

, (34)
for x = (x1, x2, . . . , xd).
Second, for fixed ξ k+1, we solve the following minimization problem to update φ:
min
φ∈D¯
L(φ, ξ k+1). (35)
The corresponding gradient descent direction reads as follows:
∂L
∂φ
= λdiv ξ − a f
γ 2
− b f
2
γ 3
+ c
γ
. (36)
For the admissible set D¯ ofφ, we find from thenumerical experiments that similar results are obtainedwith orwithout the
constraint−∂γφ(γ , x) > 0. In our numerical approach,we use a projectionmethod to enforce the constraint for comparison.
Specifically, in the γ directionwith x being fixed, if the value φ(γi, x) of φ(γ , x) at a grid point γ = γi is larger than the value
φ(γi−1, x) of φ(γ , x) at the former point γ = γi−1, we set φ(γi−1, x) = φ(γi, x). Otherwise, we keep the values unchanged.
Therefore, we use the following iteration scheme for updating φ with time step σ k > 0:
φk+1 = PD

φk − σ k

λdiv ξ k+1 − a f
γ 2
− b f
2
γ 3
+ c
γ

, (37)
where PD is the Euclidean projection onto the convex set D defined by (19). Then
PD(φ) = min(1,max(0, φ)). (38)
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Now we are ready to present Algorithm 1:
Algorithm 1 Convex relaxation primal–dual algorithm for the AA-model
Choose time steps τ k and σ k; Initialization: Choose u0 and initialize φ0 as the super-level set function of u0; ξ 0 = 0; k = 0.
• Step 1. Update ξ by using (33).
• Step 2. Update φ by using (37).
• Step 3. Compute u by using (23).
• Step 4. Test for convergence. If the stopping criterion is satisfied, the algorithm is stopped. Otherwise, set k = k+ 1 and
go to Step 1.
Remark. In the functional lifting process, we have introduced an additional variable γ , which may increase our
computational effort. However, our formulations are simplified by the condition −∂γφ∗ > 0. From (33) and (37), we
can see that the computation relevant to γ is not updated in each iteration. In other words, we can compute the term
−a f
γ 2
−b f 2
γ 3
+ c
γ
in advance and fix it during the iteration in coding. Therefore, our computational effort is moderate. For an
image of 256× 256, it takes about 30–40 s to restore the noisy image on a PC with an Intel Core 2 Duo 2.33 GHz processor
and 2.0 GB RAM.
4. Implementation issues
In the numerical implementation, we represent a gray-scale image as an M × N matrix. In our algorithm, we have just
used two difference operators ∇ and div, both of which are with respect to the spatial variable x but not γ . Denote as D−x ,
D−y (resp. D+x , D+y ) the backward (resp. forward) difference operators with the periodic boundary condition defined by
(D−x φ)i,j =

φ1,j − φM,j i = 1, 1 6 j 6 N,
φi,j − φi−1,j 2 6 i 6 M, 1 6 j 6 N, (39)
(D−y φ)i,j =

φi,1 − φi,N j = 1, 1 6 i 6 M,
φi,j − φi,j−1 2 6 j 6 N, 1 6 i 6 M, (40)
(D+x φ)i,j =

φi+1,j − φi,j 1 6 i 6 M − 1, 1 6 j 6 N,
φ1,j − φM,j i = M, 1 6 j 6 N, (41)
and
(D+y φ)i,j =

φi,j+1 − φi,j 1 6 j 6 N − 1, 1 6 i 6 M,
φi,1 − φi,N j = N, 1 6 i 6 M. (42)
We use the approximations
(∇φ)i,j =

(D−x φ)i,j, (D
−
y φ)i,j

,
(div ξ)i,j = (D+x ξ 1)i,j + (D+y ξ 2)i,j
(43)
for ξ = (ξ 1, ξ 2), 1 6 i 6 M, 1 6 j 6 N . The variable γ is discretized uniformly byΓ = [γ1, γ2, . . . , γNγ ]with γi = γmin+ihγ
for i = 1, 2, . . . ,Nγ and hγ = (γmax − γmin)/Nγ . The introduced variable γ actually represents the range of the original
minimization variable u. Therefore, it is expected that using more discretization points will yield recovery of more intensity
information and hence give better restoration.We find from numerical experiments that a too smallNγ can lead to a serious
staircasing effect. We will illustrate this in the following section.
We terminate the iteration if the following stopping condition is satisfied for some prescribed tolerance δ > 0:
∥uk+1 − uk∥2
∥uk∥2 < δ. (44)
In order to quantify the denoising effect, we define the signal-to-noise ratio (SNR) in dB as
SNR = 10 · log10

Variance of Data
Variance of Noise

. (45)
5. Numerical results
In this section, we present numerical results obtained by our algorithm for the AA-model (i.e., a = c = 1, b = 0). The
stopping tolerance δ is chosen to be 5 × 10−3 in all the experiments. We carry out some experiments by using the images
of ‘‘Lena’’ and ‘‘Cameraman’’ as shown in Fig. 1.
First, we investigate the influence of Nγ on the restoration results in Fig. 2. The original noise-free image in Fig. 1(a) is
corrupted bymultiplicative noise of mean 1 and variance 0.01. The noisy image is shown in Fig. 2(a). We observe from Fig. 2
154 C. Liu, S. Zhu / Journal of Computational and Applied Mathematics 238 (2013) 144–155
Fig. 8. Restoration of the degraded image Fig. 6(b) with different initial guesses. (a) The image restored using the data image as the initial guess.
SNR = 14.26. (b) The image restored using the mean image as the initial guess. SNR = 14.31. (c) The difference image for (a) and (b).
Fig. 9. Restoration of the degraded image with L = 4. (a) The degraded image. (b) The restored image.
that the staircasing effect, which is the intrinsic disadvantage of the TV-based models, is alleviated as Nγ increases. When
Nγ = 10 (Fig. 2(b)) and 20 (Fig. 2(c)), the staircasing is serious.WhenNγ = 30 (Fig. 2(d)), the staircasing is alleviated but still
obvious. When Nγ = 50 (Fig. 2(e)), the restoration is visually pleasant and almost the same as that for Nγ = 100 (Fig. 2(f)).
Therefore, we use Nγ = 50 in all of our experiments rather than using Nγ = 100 to reduce the computational cost while
ensuring the restoration quality simultaneously. The restoration quality is also improved as Nγ increases, which can be seen
from the SNR values reported in Table 1.
We now provide 1D examples. We show the restoration of two lines of the original image with different values of Nγ
in Figs. 3 and 4. It is clear that the staircasing effect is alleviated as Nγ increases for the 35th and 200th slice. In Fig. 5, our
algorithm with Nγ = 50 gives satisfactory restoration results for the ‘‘Cameraman’’ image with different variance values
0.01 and 0.03.
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Table 1
SNR values of the restored ‘‘Lena’’
image with different values of Nγ .
Nγ SNR
10 13.52
20 15.38
30 15.95
50 16.31
100 16.50
It is demonstrated in [3] that the solving of the AA-model by the gradient descentmethod is sensitive to the initial guesses
of images. Herewe show that our algorithm is insensitive to the initial guess. As in [3], we use the data image f and themean
image of f as the initial guesses, respectively. The degraded images with higher variance value 0.05 are shown in Fig. 6. The
noisy images are restored with the two different initial guesses in Figs. 7 and 8. We can see from the difference images in
Figs. 7 and 8 that the restorations fromdifferent initial guesses are almost the same visually. There are onlyminor differences
for the SNR values of the restored images from different initial guesses.
Finally, we present the results for multiplicative Gamma noise with L = 4 in Fig. 9.
6. Concluding remarks
We have solved the nonconvexmultiplicative noise model by a convex relaxation method based on the functional lifting
technique. Global convexmodels are obtained by increasing the dimension of the problem.Moreover, the relaxation is exact.
The model obtained containing the nondifferentiable TV term is solved by a primal–dual algorithm. Numerical experiments
for the AA-model are provided to demonstrate the performance of the algorithm. Our algorithm is independent of initial
guesses and obtains globally optimal solutions of the original model.
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