Unconventional band structure for a periodically gated surface of a
  three dimensional Topological Insulator by Mondal, Puja & Ghosh, Sankalpa
Unconventional band structure for a periodically gated surface of a three dimensional
Topological Insulator
Puja Mondal and Sankalpa Ghosh
Department of Physics, Indian Institute of Technology Delhi, New Delhi-110016, India
The surface states of the three dimensional (3D) Topological Insulators are described by two-
dimensional (2D) massless dirac equation. A gate voltage induced one dimensional potential barrier
on such surface creates a discrete bound state in the forbidden region outside the dirac cone. Even for
a single barrier it is shown such bound state can create electrostatic analogue of Shubnikov de Haas
oscillation which can be experimentally observed for relatively smaller size samples. However when
these surface states are exposed to a periodic arrangement of such gate voltage induced potential
barriers, the band structure of the same got nontrivially modified. This is expected to significantly
alters the properties of macroscopic system. We also suggest that in suitable limit the system may
offer ways to control electron spin electrostatically which may be practically useful.
PACS numbers: 73.23.-b, 72.25.-b, 73.43.-f,71.20.-b
The discovery of two-dimensional quantum spin Hall
insulator commonly known as two dimensional topologi-
cal insulators (2DTI)1–3 and the subsequent discovery of
their three dimensional generalization dubbed as three
dimensional topological insulators (3DTI)4–6 led to a
large amount of experimental and theoretical work in this
direction7,8. The surface electronic states of the 3DTI are
described by the two dimensional massless dirac equa-
tion and this has been demonstrated by spin and angle
resolved photoemission spectroscopy6,9. Such massless
dirac fermions (MDF) with ultra relativistic dispersion
relation have fundamentally different transport proper-
ties from in comparison to the non-relativistic electron
gas (NREG) in ordinary metal or semiconductor.
One such peculiar properties of these surface MDF is
the formation of bound states in a one dimensional po-
tential barrier10,11 created through a gate voltage outside
the dirac cone, namely in the forbidden region. This sit-
uation should be contrasted with the prototype bound
state and quasi-bound states formation in presence of
quantum well in non-relativistic quantum mechanics (
for example see12) as well as for the case of MDF in
Graphene13–15. Particularly in the later case ( for ex-
ample see15) these bound states formed by the quantum
wells are within the dirac cone which are in proximity
with scattering states having linear dispersion.
In this paper, we report such bound state induced sig-
nificant modification of band structure for surface MDF
in presence of a periodic array of such barriers. This
modification of band structure occurs outside the dirac
cone which is otherwise a forbidden zone and in a non-
trivial manner changes the band structure of such sur-
face states. We start by showing in presence of such
bound states in a potential barrier the DOS of MDF in
the surface of a 3DTI oscillates purely through electro-
static means creating electrostatic analogue of Shubnikov
de Haas (SdH)oscillation of NREG in a magnetic field16.
Such DOS oscillation leads to sharp oscillation in the con-
ductance in the linear response regime. However, since
the DOS scales with the relative size of the gated barrier
FIG. 1: (color online) (a) Schematic of the potential bar-
rier and the bound state wavefunction(red) on the surface
of a 3DTI (b) Schematic figure of periodic arrangement
of such potential barrier. Here V = V0 in both figures.
region for macroscopic sample such conductance oscil-
lation is hard to observe. To observe the effect of such
bound states in the macroscopic sample we therefore con-
sider a periodic array of such barriers on the surface of
3DTI in this paper. We show that the resulting band
structure is unique for such MDF and consists of two
distinct part, one inside the dirac cone formed out of
continuum scattering states and the other outside the
dirac cone originating from the bound states. When we
consider the potential barrier in the δ-function limit, the
corresponding bound states are one dimensional helical
states with spin and momentum locked. In a periodic
set-up of such δ-function potentials bands formed by he-
lical states may provide methods to control spin through
electrostatic means.
The effective hamiltonian describing surface states of
3DTI can be written as
Htot = vF (σ . p) +
λ
2
σz(k
3
+ + k
3
−) (1)
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2Here vF and λ are the Fermi velocity and wrapping pa-
rameter. σ = σxiˆ + σy jˆ is the Pauli matrix vector de-
scribing the real spin of the electron and k± = kx ± iky.
The first term in the hamiltonian corresponds to that
for two dimensional MDF giving circular shaped energy
contour for ungated 3DTI surface states centered artound
the Dirac point and dominates upto certain energy value
(eg. in the case of Bi2Te3 it is up to 150 meV and in
case of Bi2Se3 it is up to 100 meV). The contribution
to the Hamiltonian due to hexagonal wrapping (HW) ef-
fect is given by the second term λ2σz(k
3
+ + k
3
−) which
becomes more effective as one move away from the Dirac
point17,18 and shows deviation from the circular energy
plot. Therefore in the vicinity of the Dirac point within
the above mentioned energy range the surface states of
3DTI have same Dirac like Hamiltonian as Graphene,
namely
H = vF (σ . p) (2)
but without valley degeneracy like the later.
The other approximation that is included in the hamil-
tonian 2 is that the anisotropy in the Fermi velocity is
ignored17. This is again valid in the close vicinity of
Dirac point. We also consider here a single Fermi corss-
ing for the surface states as opposed to more number(odd
number higher than one) of fermi crossing of the surface
states19. Thus we model the surface states of the 3DTI
with the the hamiltonian (2) assuming that the height
of the potential barrier (3) is within the stipulated limit
satisfying the above mentioned conditions.
It may be also noted that such surface states can
alternatively be described by the effective hamiltonian
H ′ = (vfσ × k)z17 which can be obtained from (2)
through a unitary transformation. We consider such sur-
face states in a scalar potential barrier (Fig. 1 (a))
V (x) =
{
V0 if | x |< d/2
0 if | x |> d/2 (3)
which only varies along the x-direction. We chose the
height of the potential barrier should be less than the
bulk gap of a 3DTI so that it does not create bulk exci-
tation in the system. As known from the experimental
work, the 3DTI has lagre bulk band gap of the order of
0.3 eV for Bi2Se3
20 and 0.15 eV for Bi2Te3
21. It may be
also noted that such potential respects the time reversal
symmetry of these surface states.
Several comments are in order to justify the use of
the effective hamiltonian (2) to model the surface states
of a 3DTI and to decide about the typical value of the
potential barrier (3) for which the effect described in
the current work can be observed for a realistic 3DTI
surface. The model hamiltonian (2) describes massless
dirac fermions with zero chemical potential which is
strictly valid only at (or in the immediate neighborhood
of ) the dirac point.
Writing the stationary solutions of the Schro¨dinger
equation with energy E as ψ(x, y) = ψ(x) eiqyy e−iEt
for a given V0,  =
E
~vF , the x-component of the wave
vector is given by
qx =
√
2 − q2y, |x| ≥
d
2
=
√
(
E − V0
~vF
)2 − q2y, |x| <
d
2
(4)
We define κ = iqx, α = tanh
−1( κqy ), qx =√
−q2y + (vg/d− )2, vg = V0d/~vF as the effective bar-
rier strength, θ = tan−1( qyqx ). Eq. (4) shows that apart
from the usual scattering solutions with  > |qy|, there
exist bound state solutions in otherwise forbidden zone
 < |qy|. For such solutions the x-component of the wave
vector is imaginary outside the barrier regime, whereas
it is real inside the barrier region and such solutions ex-
ist if  < |qy| < |vg/d − |. This condition can only be
staisfied with linear dispersion for the MDF. Such type
of bound states can not be created in case of 2D NREG
with quadratic dispersion. The wavefunctions for such
solutions are
ψ(x) =

Aeκ(x+d/2)
(
1
exp(i(pi2 + iα))
)
, x < −d/2
Be−κ(x−d/2)
(
1
exp(i(pi2 − iα))
)
, x > d/2
(5)
ψ(x) = Ceiqxx
(
1
eiθ
)
+De−iqxx
(
1
−e−iθ
)
, | x |< d/2
(6)
A schematic profile of such bound state wave function
is given in Fig.1(a). The continuity of the wave func-
tion at x = ±d/2 determines A,B,C,D whose nontrivial
solutions gives the quantization condition
tan
√
(ε− vg)2 − q¯y2 +
√
q¯y2 − ε2
√
(ε− vg)2 − q¯y2
q¯y2 + ε(vg − ε) = 0.
(7)
Here q¯y = qyd and ε = d are dimensionless. Eq.(7) can
be solved numerically to yield the bound states solutions,
bounded between two parallel lines from ε = ±|q¯y| to
ε = vg ± |q¯y| (Fig.2 (a)). These bound state solutions
have real energy and exists outside the dirac cone. The
situation is contrasted with the bound state formation
for massless dirac fermions inside a potential well ( see
Fig. 2(b)) ( for details see22). The quantized energy
values for a given value of the gate voltage is given by
εn =
vg
2
− n
2pi2
2vg
.
Such gate voltage tunable discrete number of bound
states in the energy spectrum profoundly effects the DOS
and consequently other properties. Here vF = 5 × 105
m/s of Bi2Si3 for our calculation
23. For the continuum
3FIG. 2: (Color online) (a) Bound states (blue) for po-
tential barrier outside the dirac cone ( black lines) in be-
tween ε = ±|q¯y| (black) to ε = vg ± |q¯y| (magenta) for a
potential barrier (b) For comparison bound states inside
the dirac cone ( black line) for the potential well prob-
lem for MDF ( see the discussion in22 sec.I ) are plotted.
(c) relative DOS due to bound states as a function of
vg. In the inset similar DOS for a a NREG in a uniform
magnetic field Bzˆ (ωc =
eB
mc ) is shown (d) Conductance
oscillation due to bound states as a function of vg
states of MDF on the surface of a 3DTI obeying (q) =|
q |, DOS ρc is
ρc() =
2LxLy
4pi2
∫
d2qδ(E − E(q)) = ρ0|ε| (8)
with ρ0 =
LxLy
pid~vF , Lx,y is the sample length along x, y.
The contribution to the DOS due to the discrete bound
states (ρb) can be calculated from Eq. (7) as
ρb(ε) = 2ρ0
d
Lx
∑
n
| dq¯y
dεn
|εn(q¯y)=ε (9)
where
dq¯y
dε
= q¯y
vg − 2ε+ (vg − ε)
√
q¯y2 − ε2
ε(vg − ε)− q¯y2 − q¯y2
√
q¯y2 − ε2
(10)
ρb scales with d and its variation with vg is plotted in
Fig.2(c). When for a given energy the condition ε = εn is
satisfied for a given vg, a jump occurs in DOS as expected
from Eq. (9). From Fig.2 (c) one finds that the behavior
of ρb as a function of the gate voltage is very similar to
that of the DOS of a NREG in presence of a magnetic
field. To show how such DOS influences the transport,
we calculate the conductance in presence of such bound
states.
Since the DOS receives contribution both from the free
massless dirac fermions as well as the bound states, either
of these states contribute to the conductivity tensor. The
conductance of free 2D MDF was already studied24–26.
Briefly, in terms of energy eigen states the expression for
the frequency (ω) dependent conductivity tensor at finite
temperature (T )
σµν(ω, β) =
i
ω
∫
dε
∫
drdr′
LxLy
∑
m,n
〈m|jˆµ(r)|n〉〈jˆv(r′)|m〉
δ(ε− εm) f(ε)− f(εn)
ε− εn + ~(ω + iδ′) (11)
where f(ε) = 1exp(βε)+1 is the Fermi-Dirac distribution at
temperature T = kB(β)
−1 and zero chemical potential.
By taking Lx,y → ∞, then δ′ → 0 and ω → 0 in (11)
expression for d.c. conductivity can be obtained.
In this paper our main purpose is to see change in the
conductivity due to presence of bound states. Therefore
the contribution to the conductivity by the scattering
electrons is used as a overall scale factor for such bound-
ate induced conductivity calculated upto the leading or-
der. To this purpose we have only considered the first
term in Kubo formula in the linear response regime to
calculate conductivity for continuum and bound states
without considering any vertex correction. Scattering
of surface electrons are intrinsically anisotropic because
of the fact that surface states |ψ(~k)〉 and |ψ(−~k)〉 form
Kramers pair and they are orthogonal. In this case trans-
port time of surface electrons is not equal to scattering
time of ordinary electron in presence of disorder. Trans-
port time is equal to the twice of the scattering time
of conventional electrons for scalar isotropic disorder i.e
τtr = 2τe.
The next leading correction to the conductivity calcu-
lated here is the vertex correction. This will add another
term to the classical conductivity which will be from cor-
rection due to ladder diagram or diffusion. In this case
re normalized vertex current is proportional to the bare
current. The contribution of diffusion to the conductiv-
ity will be the same order of bare current. Corresponding
calculation for surface states of 3DTI was performed in
literature27. Contribution to the conductivity from dif-
fusion is of the form
σx =
~
2pi
tr
[
JxΓ
(d)Jx
]
where Γ(d) and Jx are diffusion structure factor and re
normalized vertex current. Here we have not included
such contributions. Within the above mentioned apprxi-
mations the expression of zero temperature d.c. conduc-
tance for MDF due to the continuum of the scattering
states is obtained as ( details in22)
σcyy(ω → 0) =
e2Lxpi
Ly~
[
F τtr
~
+
1
pi
(1−F τtr
~
tan−1(~/F τtr))]
(12)
where τtr = 2τe is the transport time of surface electron
in presence of disorder. Similarly the expression of the
4conductance in the ω → 0 and T → 0 limit due to the
bound states can be calculated as (details in22)
σbyy =
4e2d
piLy~
∑
n
|dq¯y
dε
|εn(q¯y)=εF
χ(εF )
η
(13)
where χn(ε) = |
∫
x
ψ
qy†
n (x)σyψ
qy
n (x)|2. The ratio of the
free particle and bound state contribution to σyy (we
drop common yy),
σb
σc
=
4d
piLxεF
|dq¯y
dε
|εn(q¯y)=εFχ(εF ) (14)
which oscillates with the changing vg. This is plotted in
Fig. 2 (d). As expected this oscillation is similar to the
SdH oscillation in presence of magnetic field due to the
the discrete nature of the bound states. As the current
oscillation suggest, a gated surface of the 3DTI can there-
fore be used for switching purpose28. However, unlike in
the case of SdH oscillation, here σb scales with the
d
Lx
,
the relative width of the barrier. Therefore whereas for
a mesoscopic sized sample, such single barrier induced
oscillation may be observed29, in a macroscopic sample
such effect will vanish.
Even though local measurement such as local DOS30,31
can detect such bound state formation by single bar-
rier, creating a global effect on macroscopic sample will
be more desirable for application. An obvious way to
achieve this is to tile the surface with a periodic array
of such gate voltage induced potential barriers. Such
tunable superlattice structure of periodic potential have
recently been realized for massless dirac fermions in the
case of Graphene32,33 and recently in the case of Topolog-
ical insulators34. Very recently persistent optical gating
of Topological Insualtor is acheived through which such
gated structure35 can also be acheived. We consider a pe-
riodic array of the potential barrier (see Fig.1(b)) given
as
V (x) =
∑
n
V0Θ(x+
d
2
− nL)Θ(nL+ d
2
− x), n ∈ I (15)
where Θ(x) is the Heaviside step function. Here L is unit
cell size, b = L− d is the inter-barrier separation. In the
n− 1 th unit cell the wave functions in the region I and
II are respectively given by
ψI(x) = Cn−1eiqx(x−(n−1)L)
(
1
±eiθ
)
+Dn−1e−iqx(x−(n−1)L)
(
1
∓e−iθ
)
ψII(x) = An−1eikx(x−(n−1)L)
(
1
±eiφ
)
+Bn−1e−ikx(x−(n−1)L)
(
1
∓e−iφ
)
(16)
The wave function in the n-th cell is given by
ψ(x) = Cne
iqx(x−nL)
(
1
±eiθ
)
+Dne
−iqx(x−nL)
(
1
∓e−iθ
)
(17)
Matching the boundary conditions in the interfaces x =
L(n − 1) − b and x = (n − 1)L we get ( for details
of the method see36,37)
(
Cn−1
Dn−1
)
= M
(
Cn
Dn
)
where
M =
(
M11 M12
M21 M22
)
is unimodular transfer matrix that
connects equivalent unit cell. However in a periodic po-
tential Bloch equation demands(
Cn
Dn
)
= eiKL
(
Cn−1
Dn−1
)
.
Equating these two relations one gets the eigenvalue con-
dition as det|Mtotal − λI| = 0 whose solution gives the
Bloch vector as
λ1 + λ2 = e
−iKL + eiKL ⇒ K = 1
L
cos−1[
1
2
Tr(Mij)]
(18)
Eq. (18) when explicitly written in terms of the matrix
element takes the usual Kronig-Penny form ( kx = iκ)
cosKL = cos(kxb) cos(qxd) + sin(kxb) sin(qxd)[tanθ tanφ− 1
cosθcosφ
] ε > q¯y (19)
cosKL = cosh(κb) cos(qxd) + sinh(κb) sin(qxd)[tanθ cothα− 1
cosθsinhα
], ε < q¯y (20)
5FIG. 3: (color online) (a)-(d) Band structure for sur-
face states of 3DTI for different potential barrier strength
V0, different barrier width(d) and barrier separation(b).
Bands from the continuum states inside the dirac cone
are colored blue. Bands outside the dirac cone due to
bound states are colored magenta. Circle enclose the
E=V point. The bound states in a single potential bar-
rier (green) are superimposed on the band structure.
The band structures corresponding to Eq. (19) and Eq.
(20) belongs two distinct region of bands in the E − qy
plane, one within the dirac cone due to the presence of
scattering states ( blue in Fig.3) and the other region out-
side the dirac due to the bound states (magenta in Fig.3),
separated by ε = q¯y. Such band structure is unique to the
MDF because of the formation of bound states in a po-
tential barrier and constitutes one of the most important
results in this paper. The band structure that is formed
within the dirac cone can again be analyzed to extract
information for a number of interesting properties such
as additional dirac points38–40, miniband formation41,42
which was already studied for dirac fermions in other
contexts.
Here we only explain bands in the region ε < q¯y using
the tight-binding approximation. These bands arise in a
similar way like in a generic tight binding model due to
the lifting of degeneracy of the bound states formed in
each barrier by hopping amplitude. A typical example is
that of the Landau bands in Hofstadter butterfly43 where
the degeneracy of Landau levels are lifted by the intro-
duction of a lattice potential However now they co-exist
with the bands formed out of scattering states within
the dirac cone which set them apart from the Hofstadter
problem. When the barrier separation (b) relative to the
barrier width (d) is increased, the hopping amplitude is
decreased. This leads to the shrink of the band width and
can be clearly seen by comparing the band structure in
the left and right column of the Fig. 3. Since the number
of bound states and their position changes with V0, so do
the band properties such as band gap, band position etc.
Because of the discreteness of the resulting band struc-
ture over a wide range of barrier strength, it is expected
that the DOS in presence of such periodic potential will
oscillate in a similar manner like ρb in Eq. (9). This will
in turn effect various properties of a system.
It may be noted that in the band structure depicted
in Fig. 3 a special situation arised when E = V within
the dirac cone. This is because at that particular point
the solution of dirac equation is different. Such point
represents zero modes solution which has been discussed
in number of works38,39 earlier. Briefly, at E = V , the
dirac equation have the form[
∂2x − k2y
]
ψ1,2(x) = 0 (21)
The solution of Eq. (21) will have the form
ψ(x) = Cekyx
(
1
0
)
+De−kyx
(
0
1
)
, |x| < d/2 (22)
We have obtained transcendental equation for E = V
point by using the same transfer matrix method for scat-
tering states solution within the dirac cone, namely
cosKL = cos(kxb) cosh(kyd)
+ tanφ sin(kxb)sinh(kyd), ε > q¯y (23)
To explore further the non-trivial effects due to the bound
state formation we consider the limit d→ 0 and V0 →∞
such that Z = V0d constant. Substitution of this in (4)
gives qxd =
Z
~vF = vg such that Eq. (7) gives tan(vg) =−κ . The dispersion relation of the corresponding states
are  = ±qy cos(vg). Substitution of these results in Eq.
(19) and Eq. (20) gives
cosKb = cos(kxb) cos(vg) + sin(kxb) sin(vg)
(

kx
)
, ε < q¯y (24)
cosKb = cosh(κb) cos(vg) + sinh(κb) sin(vg)
( 
κ
)
, ε > q¯y (25)
The band structure generated by the bound states in this limit given by Eq. (25) are plotted in Fig. 4. Each band
6FIG. 4: (Color online) The formation of bands by one
dimensional helical modes for four different values of Z
or vg. with corresponding dispersion of the helical states
(lines) for a single δ-function barrier superposed. Color
of legends same as the color of bands. For two vg’s the
direction for spin for the helical states are indicated
corresponds to a given value of Z. It is known11,31 that in
this limit the bound states corresponding to the helical
edge modes on the surface of a 3DTI at the interface
of each potential barrier forming Tomonoga-Luttinger
states44. For such states the momentum is locked with
the spin whose sign (up/down) is determined by the Z.
By changing electrostatic potential V0 and thereby Z one
can flip the spin of such helical states. The bands showed
in Fig. 4 by such helical modes can therefore play very
important role in spintronics45.
To summarize we show that band structure of MDF in
a periodic array of potential barrier is distinguished from
conventional band structure due to the existence of bands
formed out of bound states that exist outside the dirac
cone. They can create experimentally observable effect
and in suitable limit may lead to possibility of interesting
application. We thank K. Sengupta and D. Kumar for
helpful discussion. PM is supported by a UGC fellowship
and SG is partially supported by a UGC grant under
UGC-UKIERI thematic partnership.
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