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Abstract
This study focuses on a suspension of non-colloidal buoyant particles dispersed in a
continuous fluid. All particles are assumed to be of equal size and both constituents
of the mixture are assumed to be incompressible. Phase separation takes place under
the influence of centrifugal or gravitational force fields, resulting in a segmentation
of the flow field into regions of pure fluid, mixture and sediment. Continuum theory
is used to describe the macroscopic motion of the suspension. A "mixture model" is
formulated in terms of volume averaged velocities. The equations of motion resemble
a Navier-Stokes system with a generalized stress tensor and are supplemented by a
conservation law for the dispersed phase and a heuristic closure for the relative motion
between the two phases. A collision model is incorporated in parts of the analysis.
The main emphasis of this thesis has been on developing efficient computer codes
to solve the mixture model equations in complex geometries. The final implementa-
tion combines a variety of discretization schemes. Temporal splitting and projection
methods are used to enhance the performance. The projection methods have been
modified for implicit treatment of the Coriolis term, which is desirable when simulat-
ing strongly rotating flows. The Stokes part of the momentum equation is spatially
discretized using a Galerkin finite element method and the advective part is discretized
using a high-order upwind finite difference scheme. For the numerical treatment of
discontinuities (kinematic shocks) associated with interfaces between regions of pure
fluid, mixture and sediment, an upwind finite volume scheme was developed. The var-
ious numerical sub-schemes have been combined into an efficient code which has the
geometric flexibility of the finite element method, while using high-order upwinding
(for the advective term) and giving reasonably good shock resolution. Implementa-
tions of the code support numerical simulations for arbitrary two-dimensional and
axisymmetric geometries on unstructured grids.
The code is tested against analytical results from asymptotic theory for a few
problems, chosen to elucidate its ability to handle a variety of phenomena occurring
in basic mixture flows. In addition to the existing asymptotic solutions used for
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validation of the code, a set of nonlinear traveling wave solutions was derived in a
"long cylinder" configuration, and was used for the same purpose. Some of these
solutions were numerically found to be unstable due to viscous effects.
Thesis Supervisor: Harvey P. Greenspan
Title: Professor of Applied Mathematics
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Chapter 1
Introduction
Hydrodynamics of suspensions is a growing theoretical and experimental field of study
essential to researchers working in areas associated with mixture separation, process-
ing and transport. Recent advances in supercomputing have made direct numerical
simulation of multiphase flow a feasible tool for resolving complex design and cali-
bration problems. In a multitude of industrial processes, mixture separation is more
efficiently achieved by applying a centrifugal force-field. A concomitant understanding
of the fundamental phenomena in rotating flows (see Greenspan [16]) is therefore vital
in analyses of separating mixtures. This study focuses on the numerical modeling of
a suspension comprised of non-colloidal buoyant particles dispersed in a continuous
fluid. Both constituents of the mixture are assumed to be incompressible. The parti-
cles are taken to be solid spheres and will in most of the applications be subjected to
a body force (gravitational or centrifugal) resulting in phase separation. In general,
this leads to a segmentation of the flow field into regions of pure fluid, mixture and
sediment.
A continuum approach is used to describe the macroscopic motion of the mixture.
Since this method relies on some type of averaging, its applicability is restricted to
time and length scales which are large compared to fluctuations associated with the
individual particles. A discussion on the use of continuum models for mixtures is given
by Ishii [23]. These models have been successfully applied to analyses of mixtures
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separating under both gravitational and centrifugal force fields. A comprehensive
collection of the advances in mixture separation over the last decades can be found
in Ungarish [37]. There are primarily two different continuum models for suspen-
sions. The "two-fluid" model consists of two coupled sets of conservation laws for the
dispersed and continuous phases. The "mixture" or "diffusion" model instead treats
the combined system as a single fluid with constitutive quantities dependent on the
local concentration. Both models rely on closure assumptions. The latter model is
used in this study. In Chapter 2, a set of conservation laws amenable to numerical
discretization is presented. These equations resemble a Navier-Stokes system with a
generalized Newtonian stress tensor and are supplemented by a conservation law for
the dispersed phase and a heuristic closure for the relative motion between the two
phases.
The numerical discretization of the mixture model equations is discussed in Chapter
3. The object of the current study was to develop a framework for numerical studies of
separating suspension flows in arbitrary multidimensional configurations. To achieve
a high degree of geometric flexibility, the spatial discretization is based on an h-type
finite element method (see for example Strang & Fix [32]). This method is combined
with a local finite difference scheme for the advective derivative in the momentum
equation and a finite volume scheme for conservation of the dispersed phase, both
of which employ the finite element grid for their implementation. Time derivatives
are exclusively discretized using finite difference methods. Splitting and projection
methods are used to circumvent time-step restrictions and nested iterative solves.
In Chapter 4, the numerical code is used to solve a set of test problems, chosen
to elucidate its ability to handle the wide range of parameters usually encountered
in rotating and non-rotating mixture flows. Where available, asymptotic solutions
are presented for qualitative comparisons. The problem of spin-up from rest of a
mixture (see Amberg & Ungarish [2]) is studied to validate the numerical treatment
of nonlinear boundary layers and separation interfaces in a rotating suspension. The
9
Boycott effect is a fundamental phenomenon in gravity settling and, it is therefore
important that this effect appears without any additional constraints in the numerical
simulations. A study of the inertia-buoyancy balance limit of the Boycott effect (see
Schneider [31]) is thus included in Chapter 4. Separation in a centrifugal spectrom-
eter (see Greenspan & Christodoulou [14]) and vorticity generation by concentration
gradients (see Greenspan [11]) are also studied. The chapter is concluded with a
section on shear induced migration (see Leighton & Acrivos [25]).
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Chapter 2
Mathematical Formulation
In this chapter, conservation laws for an incompressible suspension are presented. The
suspension is made up of two constituents; a dispersed phase comprised of equally
sized, non-colloidal spherical particles and a continuous phase which is taken to be an
incompressible fluid. There is no heat or mass transfer between the two phases, and
their densities therefore remain constant. Continuum models have successfully been
applied in analyses of the macroscopic motion of suspensions. These models rely on
averaging techniques and are only able to resolve length and time scales much larger
than those associated with the motion of a single particle. There are currently two
competing "physico-mathematical" continuum formulations. The "two-fluid" model
considers the continuity and momentum balance of each phase separately. The two
sets of equations are coupled by momentum interactions which have to be specified.
In addition, the separate viscosities of each fictitious phase-fluid have to be specified.
The "mixture" model considers the suspension as a single fluid with an effective
macroscopic viscosity and relies on a heuristic closure for the relative motion between
the two phases. This study focuses on the mixture model. For more details on
the two-fluid model, and for a discussion on the interchangeability between the two
models, see Ungarish [37].
The contents of this chapter are not to be seen as a strict derivation of the con-
servation laws for a suspension, but rather as a motivation for choosing a particular
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mathematical model. The equations will be expressed in terms of volume averaged
flux densities, which in short will be referred to as velocities. In order to distin-
guish between volume averaged flux densities and mass averaged flux densities, the
former are denoted by j:s and the latter by v:s. Subscripts C, D and R refer to
the continuous phase, the dispersed (solid) phase and to the relative motion between
the two phases. Mixture quantities are written without a subscript. All dependent
variables are considered to be functions of space x and time t. The volume fraction
(concentration) of particles in the mixture is represented by the variable a. Before
the equations of motion are presented, a few kinematic relationships for the mixture
are stated. The density of the mixture is given by
P aPD + (1- a)pc (1 + --a)pc, (2.1)
where
S=PD - PC6 PD~c(2.2)
PC
is the relative density difference between the two phases. The volume flux for each
phase is given by
jD aVD, (2.3)
jC (1 - a)vC. (2.4)
The volume averaged and mass averaged flux densities of the mixture can then be
expressed as
j = D +jC, (2.5)
_ aPDVD (1 - a)PCC (2.6)
P
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Flow quantities describing the relative motion between the two phases are defined by
the following relationships:
VR VD - VC, (2.7)
jR = a(1 - a)VR. (2.8)
Note that since the relative motion is not associated with any single phase, jR and
VR are not simply related by a factor corresponding to the volume fraction of one of
the phases. Expression 2.8 is merely a convenient definition and jR will henceforth
be referred to as the "relative flux". A useful relationship between the relative flux
and the particle and mixture fluxes is
.JD = jR +aj. (2.9)
In the following sections, a set of conservation laws and a heuristic closure for the
relative flux jR are presented.
2.1 Continuity Relations
The conservation laws are presented using a fixed control volume V with surface S
and outward surface normal ft shown in figure 2-1. Since there are no sources or sinks
for the particles, the volume fraction of the dispersed phase in V changes only due to
the flux of particles through the surface S:
0J adV = - avD ' f dS (2.10)
-Ot V s
Applying the divergence theorem and using the fact that V is arbitrary, equation 2.10
simplifies to
Oa
+V jD = 0. (2.11)
13
AFigure 2-1: Fixed control volume.
Similarly, continuity of the continuous phase requires that
(1 - o) dV =-(1- a)vC ft dS, (2.12)
which may be written in the following differential form:
Olc + V -jc 0. (2.13)at
Adding equations 2.11 and 2.13 gives an expression for the conservation of total
mixture volume:
V (jD -jC) 0- V j - . (2.14)
Hence, j is solenoidal. Because of 2.14, j was chosen as the principal unknown variable
in the momentum equation rather than v. The advantage of this is that the no-flux
condition on solid boundaries is specified directly for j, which simplifies the numerical
treatment of equation 2.14.
2.2 Conservation of Mixture Momentum
Returning to figure 2-1, the total momentum in the control volume V changes due
to the flux of momentum through the surface S and due to the action of surface and
14
body forces:
S(PDOaVD + PC(l - a)VC) - DaVDVD - PC l - a)VCVC) dS
at is PaDD+P ) C id
+ _S=- AdS + (piaa-pc(1 -a))f dv. (2.15)
Here, E is the surface stress acting on S, and f is the body force acting on both
constituents of the mixture. Applying the divergence theorem and using the kinematic
relationships given in 2.3, 2.4, 2.5 and 2.9 yields the following differential form of the
momentum equation:
(ju+EjD) V- j AR + EDD _ ( 1  E + (1 + Ea)f. (2.16)at Ii a(1 - a) a PC -
A generalized Newtonian relationship is specified for the stress tensor:
__ = ±-PI + c() [Vj + (Vj)T. (2.17)
Here, P is the pressure and p(a) is the effective suspension viscosity. The degree
of approximation incurred by an expression like 2.17 does not motivate exact use of
the additional stress associated with the relative flux in the momentum equation (the
second term within the bracket on the left hand side of equation 2.16). However,
because of the ease with which this term can be incorporated into the numerical
discretization, it is kept, in order to see whether or not any effects observed in the
simulations can be attributed to this term. A dilute limit expression for P(a) was
first obtained by Einstein ([7] and [8]), whose calculations were later repeated by
Batchelor [4]. The expression used here for the effective viscosity is a semi-empirical
correlation of the type suggested by Krieger [24]:
- K am
p(a) = 1 - -- . (2.18)
am)
am is the maximum packing and is taken to be 0.68. K = 2.5 is used everywhere in
the analyses, except when specifically stated otherwise. For this value, equation 2.18
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agrees with the original results of Einstein in the dilute limit. Substituting 2.17 into
2.16 and rearranging the terms yields the final form of the momentum equation:
at - IVP + VCV - [(a)(Vj + (Vj)T)J - - RRPc 
- a(1 - a)J
- O 8D + .(DjD _a]+f
at a
(2.19)
In most of the applications considered here, the body force is conservative and the
last term in equation 2.19 may be eliminated by introducing the reduced pressure
p = P - pc<D, where f= V<D.
2.3 The Closure for the Relative Flux
In many gravitationally and centrifugally driven flows, the particles are in creeping
motion relative to the fluid. Assuming that this also applies to the flows studied here,
a closure for the relative flux is sought in terms of modified Stokes flow. An expression
for the relative velocity can be obtained from a balance between the viscous force and
the buoyancy force acting on a particle in creeping motion:
67ryc1p(a)avR = (PD - P) 4ra3 G. (2.20)
Here, a is the particle radius. The effect of the surrounding particles is taken into ac-
count by using the effective viscosity M(a) and the effective density difference (PD - P)
of the mixture. G is the effective particle acceleration which replaces the gravitational
force:
1 [OjDG =f - 1 D+
a . t
Thus, through jD, G depends on jR. Using
expressed in terms of j and jR according to
jD =R -+ C. V( TDsD _V i
(a )
V. ( .D)] (2.21)
a
2.9, the nonlinear term in 2.21 can be
RIR +jjR 
-j 'V(aj 
-jR)-
aI
(2.22)
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Hence, the inertial contribution to the total particle acceleration can be written as
vj(JDSD) a - 'jD)a ( aj V) ±[R -hh]j.R (2.23)
at ae a t a t a t a
=0
Combining equations 2.20, 2.21 and 2.23 together with the kinematic relationships
2.1, 2.2 and 2.8 gives a model equation for the relative flux:
2Ea2 (1- a)2 OJR (jRjR 2ea 2 a(1 a)2 [Oj f1
9vC p (a) Iat a 9vC p(a) Lat (.4
Since 2Ea 2 /(9vc) < 1, the second term in equation 2.24 is neglected. This eliminates
the need to specify an initial condition for jR and the following transient motion will
not be resolved by the model. The closure then reduces to
2ea 2 a(1 -a) 2 [O 2.5jR = E Zl_02a + j -vj - f ,(2.25)9VC p(a) lat
which is valid for non-interacting particles in quasi-steady creeping motion relative
to the fluid.
For concentrated suspensions undergoing inhomogeneous shear flows, particle-particle
interactions result in nonuniform volume fraction distributions even when the par-
ticles are neutrally buoyant. A mechanism for shear induced particle migration has
been proposed by Leighton & Acrivos [25]. Irreversible displacements due to two-body
interactions are made possible by allowing for a finite particle surface roughness. As-
suming that these displacements are induced by gradients in constitutive quantities
such as particle volume fraction, shear rate and effective viscosity, the drift velocity
caused by these interactions is proportional to
1. The rate of particle-particle interactions: ac;
2. The magnitude of irreversible displacements: a;
aVF
3. The relative variation in the constitutive quantity F: F
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where is the magnitude of the local shear rate. The particle migration is observed
to be down-gradient, resulting in diffusive fluxes. For each constitutive quantity F,
the drift velocity can be expressed as
2 VF
VF VFKFa F7 (2.26)
The corresponding flux is then given by
VFjF = -KFa 2a2 Y F (2.27)F
and a general expression for the relative flux induced by collisions resulting from
gradients in volume fraction, shear rate and effective viscosity is given by the following:
*cII 2ai'K0 Va Vi Vya(a)~joll = -a 2 a2 Ka -a + K . + Ktt .* (2.28)
a ,u(a)
In the numerical simulations, an expression due to Phillips et al. [28] was adopted.
This model uses K = Ka, which results in
-coll 2 .[ Va 1 Vi"' .Vy(a)1Col - -2a 2 K ' -+. + KttJR -a a [ a J()
= -Ka 2 a 2 Vi - Kaa2ai + K,,a2a 2 '_1 dp Va. (2.29)p(a) da
In [28], the constants K, and K,, were determined by fitting predictions of the model
for Couette flow to experimental measurements of the particle distribution. The
numerical values determined this way are
K0 = 0.41, K, = 0.62. (2.30)
The effect of the collision terms is investigated in section 4.5.
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2.4 The Complete Model
Summarizing the results of this chapter, the complete model to be used in the nu-
merical simulations is now presented:
_j -Vj = v Vp + vcV - [(a)(Vj + (Vj))] - V-1t PC
.a( - a)]
[Oj8D (D.D 1[at +±V.y~j)afJ (2.31)at a
V j=0, (2.32)
ae+ V-jD = 0, (2-33)
at
jD jR +aj, (2-34)
.R 2ea2 a(1 -a) 2 [iV 1jR - +E 3 )2[j Vj - f]9vc p(a) [at
- a2 Kaa2V(+ Ka'y+K,a2 I dp Va. (2.35)
1 ~p(a) da)
The factor a in the denominators of the extra stress terms in equation 2.31 does not
introduce a singularity as the volume fraction approaches zero, since both jR and jD
contain a factor a (see equations 2.34 and 2.35). The effective viscosity and the local
shear rate are given by
-Kam
S= ,2(tr(_y))2 -tr(_I/.-)L, (2.37)1 am (2.38)
- = -(Vj + (Vj) T ). (2.38)
=2
The numerical values of the parameters used in the simulations are given by
am = 0.68, and K = 2.5 (K = 2.6765 in section 4.5),
K, = 0.41, and K, = 0.62. (2.39)
Boundary and initial conditions have to be specified for the mixture velocity j. The
standard no-flux and no-slip conditions are applied in most of the computations. In
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section 4.5, the normal stress components are instead specified on parts of the bound-
ary. For models using the mass averaged mixture velocity v, the no-flux condition is
specified for this variable instead. This causes no problem for the analytic treatment
of the equations, but because of artificial diffusion introduced in the numerical dis-
cretization scheme (see Chapter 3), there will be an initial transient for which volume
conservation cannot be satisfied in the numerical treatment. Initial conditions are
also specified for the volume fraction a, and inflow conditions are specified for the
particle flux jD. On solid boundaries, the normal component of the total particle flux
is set equal to zero. The numerical discretization of this model is discussed in the
next chapter.
20
Chapter 3
Numerical Discretization of the
Mixture Model Equations
In order to obtain an efficient numerical solution method for irregular grids a va-
riety of discretization schemes have been combined. For convenience the equations
will be presented in non-dimensional form. The way the equations have been non-
dimensionalized is representative for some, but not all of the numerical studies pre-
sented in Chapter 4. Since the numerical treatment of the Coriolis acceleration in
some cases needs special attention, the equations are expressed in a frame of reference
rotating with angular velocity Q* (asterisks are used to denote dimensional quantities)
around the k-axis:
+j - Vj + 2k x j -Vp + EV - [p(oz)(Vj + (Vj)T)] + F, (3.1)
at
V-j =0, (3.2)
a+VjD 
- 0, (3.3)
at
_R E/3a(1 - a)2 [a j
p(a) Lat (
jD jR + a. (3.5)
Here, F represents the extra stress due to the relative motion and the forcing induced
by the density difference between the two phases. f is the body force. The gradient-
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diffusion part of jR will be treated separately. E= v4/(Q*L*2) and Q = 2Q*a*2 /(9z4)
are the Ekman number and particle Taylor number respectively. v is the kinematic
viscosity of the continuous phase, L* is a typical length-scale of the geometric con-
figuration and a* is the radius of the particles. The equations are solved in a region
R with boundary aR for times 0 < t < T. The following initial and boundary
conditions are specified to ensure the well-posedness of the problem:
j(x, 0) = j'(x), and a(x, 0) = a&(x) in R, (3.6)
j(x, t) = jb(x, t) on 07?, (3.7)
jD(X .t) - D (x, t) ii on 07? (3.8)
jD(X, t) - = 0 on OR \ (aRin U aRut)- (3-9)
aRin and O?,,t refer to the in- and outflow parts of the boundary. For the purpose
of describing the numerical discretization schemes, Dirichlet boundary conditions are
specified for the velocity field. Alternatively stress conditions may be specified. The
mixed initial/boundary value problem defined in 3.1-3.9 is treated by a method of
lines approach, which separates the spatial and temporal discretizations. This re-
quires the region R to be independent of time. The temporal discretizations are
exclusively accomplished by finite difference methods while the spatial discretizations
use a combination of finite elements, finite differences and finite volumes. These ba-
sic discretizations are presented in sections 3.1 and 3.2, followed by section 3.3 on
projection methods for accelerated performance. The last section, 3.4, describes the
algebraic system solvers used in the numerical code.
3.1 Temporal Discretization
This section describes the temporal discretization of equations 3.1 and 3.3. Starting
with equation 3.1, the viscous term is treated implicitly to avoid unnecessarily se-
vere restrictions on the time-step. The Coriolis term is treated either explicitly or
implicitly depending on whether or not the dominating balance in the momentum
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equation is geostrophic. In this section it will be treated explicitly. The time-step is
restricted by a CFL-type (Courant-Friedrichs-Lewy [5]) condition due to the explicit
treatment of the nonlinear term. An Operator-Integration-Factor technique by Ma-
day, Patera and Ronquist [26] splits the problem into an advective part and a Stokes
part. The motivation for this is to decouple the CFL-limited advection steps from
the Stokes solver. This way a larger time-step may be used for the computationally
expensive Stokes problem. Using second-order backwards differentiation, the OIF
splitting yields the following subproblems:
j" - EV- [p(a")(Vj, + (Vjn)T)] + Vp" = 2 * 1 + F", (3.10)2At At 1 2At2
V -j = 0, (3.11)
where j" ji(X, t" ) are obtained from the advection/Coriolis problem
aj-
a +j -Vj + 2k x - 0, (3.12)
ji(X, t"-7) j(x, t-). (3.13)
Similarly, the volume fraction is updated at each time-step from
a +V-jD 0, (3.14)
at
a(x, tn- 1) - al-1(X). (3.15)
The temporal discretization of problems 3.12-3.13 and 3.14-3.15 is accomplished by a
fourth-order Runge-Kutta scheme with a time-step which satisfies the CFL condition.
The values of j in 3.12 and 3.14 (note that jD depends on j) are interpolated from the
velocity fields at previous time-steps, (jn-, jn 2 , jn-3). Interpolation is also used in
evaluating the terms comprising F" in equation 3.10. The accuracy of the combined
problem 3.10-3.11 and 3.12-3.13 is O(At 2). Problem 3.14-3.15 has a temporal dis-
cretization error of O(At'). In the numerical code the three subproblems are solved
in reverse order. Hence, a", jn and j" are updated first and then used in the Stokes
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problem (3.10-3.11) to update jf and p.
3.2 Spatial Discretization
In this section, discrete spatial operators are developed for the three subproblems
presented in section 3.1. The particular class of problems of interest here is multi-
dimensional incompressible flow problems in complex geometries with expected irreg-
ularities in some of the dependent variables. These irregularities are due to discon-
tinuities associated with interfaces between pure fluid, mixture and sediment. Dis-
continuities are treated numerically by either "shock fitting" or "shock capturing"
schemes. In the former method, the shock is treated as a real discontinuity across
which appropriate jump conditions need to be satisfied. The shock capturing scheme
instead smears the discontinuity, reducing it to a thin region with large gradients,
which can be resolved on the spatial grid. Shock fitting methods are more accurate
but much more complicated for multi-dimensional problems. They are also unable to
deal with problems where the discontinuities are not initially present but develop as
the flow evolves. For this reason a shock capturing method was chosen in the numer-
ical discretization. This method introduces a discretization error of order h, where
h is the grid parameter (typical distance between neighboring grid points). Hence,
low-order schemes are preferable and resolution is improved by reducing h.
3.2.1 The Stokes Problem
Since the volume averaged flux density j is continuous across shocks, the only require-
ment on the spatial discretization of the Stokes problem is the generality of being able
to handle arbitrarily complex geometries. A Galerkin finite element method was cho-
sen for the spatial discretization of equations 3.10-3.11. In addition to being able
to discretize arbitrarily complex configurations, it provides easy use of unstructured
grids with high local resolution in regions with large gradients. It also allows for a
natural extension to adaptive methods. The Stokes problem is recast in an equivalent
variational form.
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Find jf C Xv, p G Xp such that:
3
2 3 n(jn, v) + E([t(C") [Vj + (Vjn)T , Vv) - (p"l, V v) = (fn, v), (3.16)
-(q, V -j") = 0, (3.17)
Vv E X 0 and Vq C XP.
f" includes all terms on the right hand side of equation 3.10, and the inner product
in 3.16-3.17 is defined for all square integrable functions in R as
Vo, E L 2(1R): (0, ) J q(x)o(x) dx. (3.18)
Proper subspaces for jfn and p" have been given by Girault & Raviart [9]:
{j" : jn E h(1Z), i 1,..., d, jf = jb on alZ}, (3.19)
X ={v: vi E (1), i =1, ..., d, v= 0 on aR}, (3.20)
XP L 2(1R). (3.21)
Here, d is the spatial dimension (d < 3) and 1 (R) is the space of all square integrable
functions whose first derivatives are also in L 2(1R). Spatial discretization of 3.16-3.17
is achieved by restricting j", v, p and q to finite dimensional subspaces X' C X"
and XK C XP. The choice of these finite dimensional subspaces is what distinguishes
between different types of finite element methods. Before restating 3.16-3.17 in terms
of the new subspaces, jn is divided into two parts jn = jg0 +jn, where jn0 = 0 on aR
and jhb is the prescribed boundary condition at time tn.
Find jnO G X,, pn E XP such that:
3
2At(jo, v) + E( n(a") [Vjn0 + (Vjo)TJ , VV) V - (3.22)
-(q, V . jn) = (q, V Jhb (3-23)
Vv E X0 and Vq EX.
fhb which now includes the boundary forcing is restricted to the subspace X'. aC was
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also chosen to lie in X'. Since j'0 and v belong to the same subspace, the method
is of the Galerkin type. The finite element bases for Xv and X' are defined by
partitioning the region R into K non-overlapping triangular elements, R = U_ 1 ZRk,
and representing functions within each element as tensor-product polynomials on a
reference element 7? defined as the isosceles triangle with vertices at (0, 0), (1, 0) and
(0, 1). The subspaces used in the finite element discretizations are
Xlh {vJ k E pl(Rk)} n ?l(R), (3.24)
X0 -- -R N G Epl R)} n W'(R), (3.25)
X2h - {V-Rk C P2(k) I n 1 (R), (3.26)
X2h {v-Rk G EP 2 (k)} n WH(R), (3.27)
where sub/superscript 0 refers to homogeneous Dirichlet boundary conditions. 1P' is
the set of tensor-product polynomials of degree i. Discretization errors in terms of
the L 2-norm are O(h 2) for X1h and 0(h3 ) for X2h. Two different combinations of
subspaces were used in the numerical simulations:
P, x P 1 x P : X =X , X = X1h and X = X1h, (3.28)
lP 2 xP 2 xP 1 : X2= Xh2h, Xh = X2h and X = Xlh. (3.29)
The combination in 3.29 is the divergence stable Taylor-Hood formulation [21], which
uses second order polynomials for jn0 and first order polynomials for pn. The concept
"divergence stable" refers to the method's ability to successfully eliminate spurious
pressure modes and will be further commented on at the end of this section. Combi-
nation 3.28 uses first order polynomials for both jn0 and pn. This one is not divergence
stable in the classical sense, but it can still be used together with one of the projection
schemes presented in section 3.3. The inner products in 3.22-3.23 are evaluated using
quadrature formulas. Both discretizations result in algebraic systems of the following
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form:
qn - DT p" = M fK, (3.30)
-Dojn = e_" (3.31)
3
where underlined quantities correspond to nodal values. W = M + EA, DT and2At
M are the discrete Helmholtz- (mass + viscous), gradient- and mass-matrices:
H1 H 12 H 13 1
2 H22 H23 (3.32)
1 H2 H33
M 0 0
M = 0 M 0 , (3.33)
L0 0 M.
[Al A 1 2 A 1 3 1
A = A A 22 A 23 , (3.34)
A A A 33 .
D = [D 1 D 2 D3 ], (3.35)
fhb n 3 ]T  (3.36)
7H, A and M are sparse, symmetric positive definite matrices which are efficiently
solved using iterative methods. Applying the Uzawa algorithm (block LU factoriza-
tion) to the system 3.30-3.31 yields the Schur complement equation for p":
Sp" = Df-(1DTp" = -(gM + DW-Mfeb). (3.37)
The numerical discretization is divergence stable if the Schur operator S is positive
definite. This ensures uniqueness of the computed solution (eliminates spurious pres-
sure modes). Since the Schur operator contains the factor W -1, equation 3.37 requires
nested iterative solves. More time efficient projection schemes for solving the system
3.30-3.31 are presented in section 3.3.
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3.2.2 Advection of Momentum
For the spatial discretization of the advection problem, 3.12-3.13, a third-order accu-
rate upwind, finite difference formula of the type studied by Tabata & Fujima [34] has
been implemented. At each grid point the advective derivative is discretized along the
direction of the local velocity vector using three additional points, one downwind and
two upwind. The additional discretization points are here chosen to be the points
at which a line in this direction crosses element boundaries (see figure 3-1). The
'2
3
Figure 3-1: Finite difference discretization points for advection of momentum.
finite difference discretization is based on the following expansion of the advective
derivative for a scalar function #(x):
j(Xi)| [c14(xi + hi + co#(4x) +
j(xi) -
c2#(xi - -h( h +(C0 + O(h , 2,3). (3.38)
Here hl, 1 = 1, 2, 3 is the distance from xi to discretization point 1 and the coefficients
c1, 1 = 0, 1, 2, 3 are given by
h2h3hi(h, + h2)(h1 + h3)'
hih3
C2  h1  h3  (3.39)h2( h1 + h2 )( h3 - h2 )'
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- - h1h2
h3(hi + h3)(h3 - h2)'
CO = -C 1 - C2 - C3 -
The values of #(xi) at the discretization points are computed from the finite element
basis functions. The spatial discretization of problem 3.12-3.13 is readily obtained
from 3.38-3.39 by substituting the components of j, and j2 for 0. Upwinding stabilizes
the scheme in the sense that it allows for a larger cell Peclet number (in terms of the
Ekman number E and the grid parameter h, Pe = h/E) to be used in the simulations.
The stability of symmetric (centered) discretizations requires that Pe = 0(1) which is
unnecessarily restrictive since the boundary layer thickness is O(E 1/2) and five to ten
points usually suffice to resolve the details of the viscous boundary layers. Because
the spatial discretization of the advection problem is decoupled, only diagonal solves
are needed for 3.12-3.13 in the Runge-Kutta evaluations.
3.2.3 Advection of the Dispersed Phase
This section is concerned with the pure advection problem 3.14-3.15 and the numer-
ical treatment of the associated discontinuities. In the absence of diffusion, induced
by the collision terms, the Peclet number becomes infinite. For centered discretiza-
tion schemes such as the Galerkin finite element method or centered finite difference
methods the leading order error term is dispersive, which leads to uninhibited growth
of spurious oscillations (wiggles). Wiggles can be eliminated by making the leading
order error term diffusive. The easiest way to accomplish this is to use first-order
upwinding, which adds an O(h) diffusive error term to the equation. For the problem
considered here, it is desirable to find a scheme which is easy to use on unstructured
finite element grids. It is also important that the scheme is conservative, since no
particles are created or annihilated anywhere in the flow field. For this reason, an
upwind finite volume scheme has been developed.
By averaging a over each element R', local fictitious discontinuities are created
across the element boundaries. Within each element, fluxes jk, i are evaluated from
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3.4-3.5 for each finite element basis function i on element lZk using the average value
tk . Hence, the elemental fluxes ji are represented by piecewise polynomials which
are discontinuous across element boundaries alZk. Equation 3.3 is then integrated
over each element:
V -Zk jD -f dS, (3.40)Ot k
where Vk and &Rk are the volume and surface of the element, ft is the outward sur-
face normal and d k is the average value of the volume fraction on element Rk. In order
to obtain a stable scheme, the fluxes jD are replaced by upwind fluxes determined
from the elemental fluxes jk, '. The upwind directions are given by the directions
of propagation of the created discontinuities across element boundaries. Using the
notation of figure 3-2, the upwind flux for basis function i is given by
.k, i .1, i
jD AD
Figure 3-2: Evaluation of upwind fluxes.
jupwind, i - =Ii - + H (jk i - ji) ftn (3.41)JD n JD -- n + .a i, )(3.41)
where H is the Heaviside function. Note that j and j"' are piecewise polynomials
and therefore the value of H may change along the boundary segment. This is taken
into account in the evaluation of the surface integrals in equation 3.41. jPwind, is
a low-order polynomial along each boundary segment since it is represented by the
local finite element basis functions. Hence, the surface integrals are easily evaluated
analytically. On a regular one-dimensional grid, the artificial diffusion that is being
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added through the use of upwind fluxes is equal to the optimal artificial diffusion
(the minimum amount of artificial diffusion needed to eliminate wiggles). This can
be shown by considering a simple test problem. Assume that jD is of the form f(a)S
as in one-dimensional gravity settling. Conservation of the dispersed phase yields
+ V (f(oj 0) =  => + f'(a) =x 0. (3.42)
The upwind finite volume discretization of 3.42 gives
at
±A + ad) - f(AI_1) = 0--->
+ f'(i) f'(d) ax + O(A 2) (3.43)
The O(Ax) term is the numerical diffusion added by the upwind scheme. It contains
the optimal factor Axf'(i)/2, which is necessary for the complete elimination of
spurious wiggles.
Since the scheme is upwind, no additional unphysical boundary conditions need
to be specified. Because the diffusion is added by the discretization, there are no
free parameters in the problem. Only diagonal solvers are needed in the Runge-
Kutta evaluations for this problem. Once dk has been updated, the function a is
interpolated back onto the finite element subspace. The method is easy to use with
unstructured grids.
3.2.4 Discretization of the Collision Terms
Because of the factor a*2 /L*2 (the square of the non-dimensional particle radius)
appearing in front of the collision terms, the effect of these terms is expected to be
small on the time scale of a separating mixture. However, some regions of the flow field
will always be modified by the inclusion of these terms. Kinematic shocks representing
interfaces between regions of pure fluid, mixture and sediment will be smoothed by
collision effects when the suspension undergoes a shearing motion. Viscous boundary
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layers will be affected due to the high shear rate next to the wall. The collision
terms are also needed to accurately describe the motion of a sediment sliding down
an inclined wall. In the simulations, the collision terms were only included in the
examples intended to specifically study this effect. When these terms are resolved, a
central scheme is used for the spatial discretization of problem 3.14-3.15 so as not to
cloud the results by artificial diffusion. Given a volume fraction field a a"v" obtained
from the pure advection problem 3.14-3.15 and a relative flux j(inertia) evaluated
nodally from 3.4, the effect of the collision terms is included by making the following
modifications.
By projecting jnertia) onto the FEM velocity subspace, the variational problem
for jh which includes the collision term can be stated.
Find jnh c XX such that:
(v, jn) - (v, jiertia)) -- ( 2(V K(oadv)n)2Vn)
{*) ( 7 K ea d v~nh + K ,( z(a d v ) n \ 2 . n ( 1 d p ) (dI 10 a ) n) ( . 4
, (adv)n n + h h pd h } hv (.
VV E Xv.
The volume fraction is modified using a scheme which is first-order accurate in time.
Because the collision effects are small (a*2/L*2 < 1), the truncation error is not
expected to influence the overall accuracy of the discretized model.
Find n4 C Xv such that:
, ) + ( 2 (V, Ka4a (adv)n + K ,((adv)n)2 n(1 p) (a}v)nc )
I(V a "dv)n) - (Vv, Kc( (adv)n)2Vfn) (3.45)
Vv E XX.
Note that the second term on each side of equation 3.45 has been integrated by parts
and the no-flux condition has been applied. The square of the strain rate is obtained
from the following problem.
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Find ('n 2 )h E Xh such that:
(V, (-n 2 )) =(v, 21(tr{ (jn)}) 2 - tr{ (j") . _(jn)}|) (3.46)
VV E Xg.
Since an is updated before jn in the numerical code, the mixture velocity has to be
interpolated from the values at previous time levels for the evaluation of (fn 2 )h from
equation 3.46. The square root of ( n2 )h is evaluated nodally.
The extra computational work required at each time-step for the inclusion of the
collision terms comprises one mass-matrix inversion for each component of j, one
Helmholtz solver for a n and an additional mass-matrix inversion for ('Y 2 )h.
3.3 Projection Methods
This section deals with projection methods or pressure correction methods, which
are used as faster alternative methods for solving the system 3.30-3.31 without using
nested iterations (3.37).
3.3.1 Traditional Projection Schemes
Projection methods for FEM applications have been suggested by Gresho & Chan [17].
They introduce the concept of nearly consistent mass by using mixed mass-matrices.
The scheme is here presented for second order backward differentiation:
+ EA j*0 = MM 1D T Pn + M+ m , (3.47)
_2A t-h L h 2hb
n= j* + 2 3 OM1DT 6 , (3.48)
-- 92n = f_ , (3.49)
P = P - ± - , (3.50)
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where ML is the diagonal, lumped mass-matrix. Combining 3.48 and 3.49 yields an
equation for 
_
6 Ph:
2 tDM- DTp - + Djg). (3.51)3-
Since the inversion of ML is trivial, nested iterations are no longer required. Elimi-
nating j* between 3.47 and 3.48 gives the error term for the projection method:
3 +A j" - MM 1 D Tp = Mfb + 2AtE AMj-ID T pa. (3.52)
2At M+E 0 m-h -b 3 L _Ph
The second term on the right hand side is the projection error. Since 
_Ph is 0(At),
the projection error is O( 6 phAt) = O(At 2). It is important to note that there is an
additional error due to lumping. This error may be as large as O(h) where h is the
mesh parameter. The method is divergence stable for the mixed formulation 3.29.
An alternative approach to projection methods is to start from a system which is
continuous in space:
3
j* - EV.- [P(an)(Vj* + (Vj*)T)] -V"- 1 ± f", (3.53)
22At jn =lj* vp, (3.54)
3
V -j = 0, (3.55)
p" = p" + 6p. (3.56)
The next step is to introduce subspaces for j, p and a and to discretize equations 3.53,
3.54 and 3.55 by a Galerkin method. Then equation 3.54 is discretized a second time
but now the gradient of the basis-function for p is used as the test-function instead
of the basis-function for j:
+ EA j* = DT=f-l ± M+ b, (3.57)2At)-h-fb
Mj"0 = Mj*o + 2zt pT , (3.58)
j+ 2z h, (3.59)
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-DO = g", (3.60)
L," = P"n- + JP . (3.61)
Equation 3.59 is the new contribution, and Ap, is the discrete Laplacian operator for
the pressure subspace. This formulation is consistent for Dirichlet boundary condi-
tions but not for normal-stress conditions. Combining 3.59 and 3.60 gives
2At3 Ampp -(eh+Dj 0 ). (3.62)
The error term for this scheme is obtained by eliminating j* between 3.57 and 3.58:
( M + EA) o = DTP + Mfn + 2 tEAM-DpT (3.63)2At -h -b 3 6h
Hence, this scheme is also O(At 2 ). There is no lumping error, and the additional
error introduced by discretizing equation 3.54 two different ways is of the same order
as the spatial discretization error for the chosen subspaces. Since p is obtained by
inverting the discrete Laplacian operator A, which is positive definite, this method
is divergence stable for both formulations 3.28, 3.29. In the numerical simulations,
this method gave a smaller error than the mixed mass method.
3.3.2 Projection Methods for Rapidly Rotating Flows
In rapidly rotating systems, the dominating balance in the momentum equation is
often geostrophic. For stability reasons one would then like to treat the Coriolis force
implicitly. Using an appropriate new scaling for this problem leads to the following
non-dimensional form of the Stokes problem:
3 + + 2 Mc x jn 4DpTp = Mfn, (3.64)2At M+Re A n. Ro -o Ro -h
= gh. (3.65)
Here, Re = U*L*/v* is the Reynolds number and Ro = U*/(Q*L*) is the Rossby
number which is assumed to be small. The mixed mass formulation of a projection
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method with implicit treatment of the Coriolis force is given by
3 2 k 1
2At Ro k ) Re h
l n
!hO
n
where
( 3 2 T2Z6t Ro /
1
= R MM- 1 D T P- + Mf, (3.66)Ro L h-b
KO1 3 1+2 k T)1 - 1,
-h o (2zt Ro L MjDhTp
(3.67)
- n", (3.68)
pl-1 + 6 P, (3.69)
3
2At
2
Ro
2 3
_I I
Ro 2At
0
0 (3.70)
0 0 3
2At
(3 2
and I is the identity matrix. The matrix 3AT' + 2 k x I) is only used in com-(2At Ro
bination with the other matrices and is never explicitly formed in the computations.
Note that this matrix is trivial to invert analytically. Combining 3.67 and 3.68 yields
1 D 3 _E 2 k 1 ' -( e + D j 0 ).
Ro D 2At Rok x ,P M=lDTop= (3.71)
32Since the inversions of both ML and I k x I are trivial, nested iterations
2At Ro
are not required for this case either. However, the systems for K* and J are no longer
symmetric. So far, this scheme has only been tested on axisymmetric problems for
which the pressure operator in equation 3.71 becomes symmetric. Eliminating j*
between 3.66 and 3.67 gives the error term for the modified projection method:
3 2 Min 1 1i ±Mfp bI+ 2 kx Mjo Aj = MM-LDT +Mh h2At Ro Re hRo
1 A 3 T 2 kx -1
+ IA3A1 + 2 k X / MilDT ph .RoRe 2At Ro (3.72)
36
Hence, this scheme is also O(At 2 ) provided Ro = o(At). Note that 6Ph is O(Ro At)
Ro_here. For cases when h2 Re = o(1) a better conditioned system for j* can be obtained(3 2by multiplying equation 3.66 analytically by the factor 3At' + o T hi(2At Ro
scheme suffers from the same lumping errors as the original mixed mass projection
scheme.
Again, an alternative formulation without mixed mass-matrices can be obtained,
starting from a system which is continuous in space:
Xi*-1 V
x j* VRe - [p(an)(Vj* + (Vj*)T )]
3
2At
2 X jn
Ro
= VP "-1 + f",Ro
3
2At
2 -
Ro
V - j n
p" = p"-1 + 6p.
(3.75)
(3.76)
Discretizing this system by the Galerkin method and then discretizing 3.74 a second
time using the gradient of the basis-function for p results in
)Mj0 +± 1Re hO
,"In
MjahOa
= e, n
where the pressure operator A(At Ro) is given bypp
A(At, Ro) ='7q 1 3 +
3
jA* +2At
2
Ro k (3.73)
V6pRo
(3.74)
3 
2At
2
Ro k
- lTp1f~
Ro ( + MtR ,p
Mi +1 3 1
hO Ro 2At
= j*+ A(A R)
-12R
Ro
(3.77)
DIT6ph,
(3.78)
(3.79)
(3.80)
(3.81)
kx
Ro Vq) Vq E XP. (3.82)
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Adding 3.79 and 3.80 yields an equation for p h:
At,Ro) - + Dj*9). (3.83)
A(At, Ro) becomes symmetric for axisymmetric problems. Eliminating j*0 between 3.77
and 3.78 gives the error term for this scheme:
3 2 D1pn3 2 x ) Mj" + 1Aj = D +Mf"
2At I+Ro k J ho Re hO Ro -h -h
13 2 - -
+ 1RA ( 3 12+ 2tkx) M-1DT p. (3.84)RoRe 2At Ro
Thus, the error is O(At 2) provided Ro = o(At). Preconditioning by multiplying
i3 2 ~ 4-
equation 3.77 by 3 + 2 x I is applicable under the same conditions as
\2At Ro
for the mixed-mass formulation.
Both of the formulations presented here have been successfully applied to strongly
rotating mixture flows. The mixed-mass scheme was used together with the mixed
discretization 3.29 while the second scheme was used together with the equal order
discretization 3.28. Both methods had a stabilizing effect in terms of allowing for a
larger time-step to be used in the simulations. The results of one such simulation are
presented in section 4.3.
3.4 Numerical Solution of the Algebraic Equa-
tions
The large, sparse matrices obtained from the spatial discretizations in this chapter
are inverted using iterative methods. The symmetric systems are solved using pre-
conditioned conjugate gradient iterations. Incomplete Cholesky factorization is used
for the preconditioner. The non-symmetric systems are solved using the Stabilized
Bi-Conjugate Gradient Method (van der Vorst [38]) with Jacobi preconditioning.
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Chapter 4
Applications of the Numerical
Code
In this chapter some of the numerical applications are presented. The results were
obtained using the code described in Chapter 3. Where available, analytical solutions
are presented for comparison.
4.1 Spin-up from rest of a mixture
The problem of spin-up from rest of a mixture of light particles was originally analyzed
by Amberg & Ungarish [2]. A cylindrical container filled with an initially uniform
mixture of light particles (particles which have a lower density than the suspending
fluid) is instantaneously set into rotation. Uniform non-rotating mixture is sucked in
by the von Kirmin layers on the horizontal boundaries where it gets spun-up and
expelled radially outwards. The rotating mixture emerges from the boundary layers
at the corners and thereby returns to the interior as spun-up fluid. At the same time
the particles separate radially inward due to local centrifugal forces. The combination
of these two effects gives the mixture-pure fluid interface an hour-glass-like shape.
The results in [2] provide an excellent standard to verify the numerical code. In
order to illuminate the agreement between their results and the present study, the
39
mathematical formulation and asymptotic approach presented in [2] is reproduced
here. A straight circular cylinder of height H* and radius r* is initially filled with
a stationary mixture of light particles with volume fraction a(O). Asterisks are here
used to denote dimensional quantities. At time t* = 0, the container is impulsively
brought to a constant angular velocity Q* around its axis of symmetry. Effects of
gravity are neglected in the analysis. The equations are made non-dimensional by
the following scales: r* for length, 1/Q* for time, Q*r* for flux densities, p* for density
and p*(Q*r*)2 for pressure:
+j-Vj -Vp+EV-[p(a)(Vj+(Vj) T)]-V -
at la(1 - a)I
at a 
(411
V-j = 0, (4.2)
+ V JD 0, (4-3)
at
.R Eoa(1 - a) 2 a -v 44
p(a) at(45
jD = jR + aj, (4.5)
where the non-dimensional numbers
E = 2, =D PC and 3i 2Q*a* (4.6)
are the Ekman number, the relative density difference and the particle Taylor number
respectively.
4.1.1 Analytic Approach
In the limit of small E, 3 and ljEa(0), solutions have been found by Ungarish [35],
[36] to an asymptotically equivalent system. These analyses conveniently introduce
the effective Ekman number
e M 2E, (4.7)
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wherepAd(-)(4.8)
and the reduced spin-up time coordinate
(4.9)T H t,
where H is the aspect ratio of the container. Inserting the effective Ekman number
and the reduced spin-up time coordinate into equations 4.1-4.5 results in the following
system:
= -Vp+EV-
E1/2 i D
H aT
i(a (Vj
P(0(0))
+ (iD)]
a
V-j = 0,
E61/2 a
_O+ V - D 0,H aT
sS1/2 a(1 - a) 2 [1/2 aj
JR = AMH p(a) H OT
jD jR + a,
+ j -Vi
A=
A is the ratio of the separation time scale to the spin-up time scale. In what follows,
it will be assumed that ljEa < O(g1/2). Introducing the scaling
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U H ui(r, z, T),
gl/2
UR = H UR1(r, Z, T),
V = rwo(r, Z, r),
VR = H 2 vR2(r, Z, T),
w - S1/2W1 (r, z, r), (4.16)
S3/2
WR = H 2 wR3(r, z, T),
(4.17)
the leading order system for the motion in the inviscid interior becomes:
2
w0
Op
Or'
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E1/2 aj
H +j - jH &T a(1 - a)I
where
(4.10)
(4.11)
(4.12)
(4.13)
(4.14)
(4.15)
(4.18)
where (4.8)
+ (,7j)T)] - V -
a a a(rro) + u, (rO) + wi z(rwo) + uiwo 0, (4.19)
0 = z, (4.20)iz
1 a aw 0(421
-(rui) + = 0, (4.21)r Br Dz
Da ia a
T+ (r Un + al + a(awi) - 0, (4.22)aT r ar az
s a(1- a) 2 2
URi = ) w r. (4.23)AM p(a)
Combining equations 4.21, 4.22 and 4.23 gives an equation for the volume fraction:
a+ ( s d [a(1- a)2l Da 02a s a(1 - a) 2 I a
+Ui + -- - r) + w-= -(o~r2DT AM da L (a) 0  Dr ± z AM p(a) r c )r
(4.24)
Equation 4.20 implies that p - p(r, T) which in turn through 4.18 implies that wo -
wo(r, T). This eliminates the third term in equation 4.19 and on multiplying the
equation through by r the remaining terms can be rearranged to yield
a a
a-(r 2wo) + ui 0 (r 2wo) = 0, (4.25)
which also implies that ul = ui(r, T). The radial velocity u1 can be eliminated from
4.25 using a method introduced by Wedemeyer [40] for spin-up from rest of a single-
phase fluid. The von Kirman layers form within the first few revolutions and remain
essentially steady throughout the transient fluid motion. By considering the global
mass conservation, the mass transport in the inviscid interior can be connected to the
transport in the steady boundary layers. This results in a relation between u1 and
wo. The net radial volume flux across a cylindrical control surface must be zero at
any position r = constant:
[gl/2 H
27rrIH j ul(r, T)dz + QT + QB = 0. (4.26)
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For a straight cylindrical container the boundary layer fluxes QT and QB are equal,
QT = QB =1/2 j ii(r, (, T)dC, (4.27)
where ft is the radial velocity in the boundary layers on the top and bottom plates
and ( = z/Ei/2 is the stretched boundary layer coordinate. The von Ka'rman layers
on the top and bottom plates extract mixture fluid from the non-rotating core and
expel it radially outward on a time scale much faster than the separation time scale.
Hence, to lowest order the volume fraction in these layers remains constant and equal
to its initial value, az(0). A scaling appropriate for the boundary layer analysis is now
introduced:
u = f(r, (, T), V = '(r, (, T), w = E1/ 2 ,(r, (, r), (4.28)
S1/2 g1/2
UR= H R(r, (, T), VR = HVR(r, (, T), WR = -wR(r, (, T). (4.29)
H H H
To lowest order, the boundary layer problem is steady:
-8 Of, a L )2 ap a2f,
u- +W7 - -- = -+ 2 (4.30)
Or O( r ar ((2,
U_ + zwv + -- =g2 (4.31)(9r i9( r 82
0 (4.32)
1 a a1C
- (rft) + = 0. (4.33)
In order to obtain analytic results it will be assumed that the fluid far away from the
plate has a rotation rate of (1 - E). Thus, the non-rotating core corresponds to C = 1.
Time dependent nonlinear spin-up (E ~ 1) in general axisymmetric geometries has
been analyzed by Greenspan & Weinbaum [15]. The boundary layer problem for an
infinite rotating flat plate can be reduced to a set of ordinary differential equations
by making a similarity assumption:
ii(r, () = r U(), 5(r, () = r(1 - w(()), (r, () = W((), (4.34)
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p(r, () p(r) = '(1 - E)2r2
The resulting nonlinear system takes the following form:
U" - 2w + 2c
w" + 2U
= U2 -w2 + U'W + E2,
= 2wU + w'W,
(4.36)
(4.37)
(4.38)W' = -2U.
These equations can be further simplified by introducing the complex dependent
variable
y=U + iW. (4.39)
Inserting 4.39 into 4.36-4.38 gives two complex nonlinear ordinary differential equa-
tions for the two dependent variables y and W:
y" + 2iy + 2E = y2 +y'W+ 2 ,
WI = -2R~y}.
The boundary conditions for this problem are no-slip and no-flux on the plate. As (
goes to infinity, U and w approach zero and c respectively. In terms of y and W this
translates to
y(O) = 0, W(0) = 0, y(oo) = iE.
The system is solved using a perturbation expansion in terms of E:
y = Cy1((, ) + E2Y2((, ) + 6 3 (, ) . .
W = CW 1((, C) + E2W2((, C) + E3W3(C, ()- ,
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(4.35)
(4.40)
(4.41)
(4.42)
(4.43)
(4.44)
(4.45)
Following the method presented in [40] for analyzing spin-up of a homogeneous fluid,
only the first order solution is retained:
it(r, r) U(() = r3R{y} ~ r R{6y1((, 0)} = re-C sin (,
i9(r, () r(1 - w(C)) = r(1 - {y1r( - acy((, 0)})
r(1 - 6 + EeeC cos (),
ziD(r, () = W() ~~ CW1((, 0) = f(e-C[cos C + sin (] 1).
(4.46)
(4.47)
(4.48)
Hence, this solution is just the linear Ekman layer solution. Inserting 4.46 into 4.27
and replacing E by its local value (1 -wo(r, T)) leads to an expression for the boundary
layer fluxes:
S1/ 2
QT =QB ~r(-wo)2 (4.49)
The desired relation between ui and wo can now be found from 4.26 and 4.49:
ui(r, r) = -r(1 - wo(r, r)). (4.50)
Using this expression for u1 , the mixed initial/boundary value problem for wo takes
the following form:
02 12a(r2 WO) - -(r 2
09T r{wo(r, 0) = 0
wo(1, T) = 1
(r2wo)) (r 2Wo)
0 < r < 1,
0 < T.
The solution to this problem is obtained by the method of characteristics:
wo(r, T) =
0
r2 e-2r
r2(I_ e-27)
0 < r < e-'
e-' < r < 1.
Here, r = e-r is the analytic spin-up front. ui and w1 are found from equations 4.50
and 4.21:
ui(r, T) = { -r 0 < r < e-r(r2 - 1)e-2 e7 K rr(1 - e-27) - 1, (4.54)
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(4.51)
(4.52)
(4.53)
W(2z - H) 0 < r < e-(
wi(r,(2z - H)e _ (
-
2 T e rr<1. (.5
These expressions for the velocity components are now inserted into 4.24, yielding
two decoupled equations for the conservation of the dispersed phase in the regions
separated by the spin-up front:
Oa Da 1a
-r + (2z-H) =0 0<r<e-', (4.56)
ar ior az
Oa 1 (2 -2  s (r 2 _ er) 2 d a(1-a) 2  Oa
+ ( 
-2-r)e+
OT r(1 - e-2) AM r 2 (1 _e-27) da p (a) Jr
(2z - H)e 2T Oa 2s a(1 - a)2 (1 - e- 4r /r 4 )
1 - e-2  Oz AM p(a) (1 - e-2r2 .
In the first region (the non-rotating core) the solution is a = a(0). The expressions for
ui and w1 in this region describe a flow from the interior towards the top and bottom
boundaries. At the plates the fluid is absorbed by the boundary layers where it gets
spun up and expelled radially outwards. When the spun-up fluid reaches the corners
of the container, r = 1, z = 0, H, it emerges from the boundary layers into the second
region (the region behind the spin-up front). Hence, the fluid which enters into this
region has an initial particle volume fraction of a(O). The solution for the dispersed
phase in this region is readily found by the method of characteristics resulting in a
set of ordinary differential equations;
da 2s a(1 - a)2 (1 _ e-4,/r 4)
- = (4.58)dT AM p(a) (1 - e-7)2
dre 1 s (r - e- 2 ) 2 d [a(1 - )2(2 _ -2-, r + C 4.9
dT rc(1 - e-2r) ((rc Ie AM r2(1 - e- 2r) da [ (a) '(459)
dz (2z - H)e 2  (4.60)
dT 1 - e-2-r
subject to the boundary conditions
e-rinit < re(Tinit) K 1 0 < Tinit < T
a(Tinit) = aO for (4.61)
z c(rinit) = 0 and Zc(Tinit) H.
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interface
r
Figure 4-1: Qualitative description of the mixture-pure fluid interface during spin-up
from rest of a light particle mixture.
The solution at -r = ri is most easily found by solving equation 4.60 analytically for
rinit < r < r1. Then, choosing a value for ze, the solution can be inverted to find Tiit.
Using this value for rinit, the radial distribution of the volume fraction at the chosen
axial position z, can be found from 4.58, 4.59 and 4.61. For s = -1 (light particles),
characteristics originating on the vertical boundary r = 1, 0 < z < H carry the vol-
ume fraction a = 0. These characteristics have a higher radial propagation velocity
than the ones originating on the horizontal boundaries. Hence, a kinematic shock,
describing the interface between a pure fluid region next to the vertical boundary and
a mixture region in the interior, appears at the onset of rotation. This interface prop-
agates radially inwards and develops a characteristic shape qualitatively reproduced
in figure 4-1. The position of the kinematic shock is given by
dr, 1 2 s (r2 _ e-2) 2 (1 - a(r,, z,, 7)) 2(r - 21) + (462
dTr r,(1 - e-2r) Kkr- 1)e AM r2(1 - e-27) p(a(r,, zs, r)) '(462)
dz, (2zs - H)e-27
d- - 2 T(4.63)d-r 1 - e-2,r
The difficulty in finding the shock position lies in the evaluation of a(r,, z,, r) on
the shock. Again, 4.63 can be solved analytically and then be inverted to find 'rini
for a chosen value of zs. The problem then reduces to finding the radial position
at which the characteristic reaching the shock at time T originated from. Since the
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position of the shock at time r is unknown this has to be done using some type of
shooting method. Keeping in mind that z, can be eliminated from the computation
of the shock position, the right hand side of 4.62 can be written as f(r,, T) and the
algorithm for finding the radial shock position can be summarized as
estimate new position: r * = r + Arf (rn, T");
use bisection to find: a(r*, Tn+1 );
8 (4.64)
compute: f(r*, T )n+1)
update shock position: rn+1 = rn + 2(f(r", T) + f(r, n+1 )).2
The foregoing analysis predicts non-physical behavior at the mid-plane, z = H/2,
and the solution must therefore be discarded in a thin layer around this plane. The
results of the asymptotic theory are presented together with the numerical results in
section 4.1.2.
4.1.2 Numerical Approach and Results
The numerical discretization of 4.1-4.5 was discussed in Chapter 3. The following
parameters were used in the simulation: aspect ratio H = 0.5, Ekman number E =
10-4, particle Taylor number 3 = 4 x 10-2, reduced density difference E = -0.5 and
initial volume fraction a(0) = 0.1. These parameters make the ratio of the separation
to spin-up time-scales, A equal to 1. The simulation was carried out up to t = 150
(corresponding toT r-1-1 3.43 or about 24 revolutions of the container) on a regularly
triangulated grid with 128 radial boundary points and 64 axial boundary points. The
time-step was chosen to be At = 2.5 x 10-2. Figure 4-2 shows the volume fraction
field obtained from the simulation at time t 50 (corresponding to r 1.14). The
results agree with the qualitative description given in figure 4-1. A region of pure
fluid develops next to the vertical wall. The volume fraction in the non-rotating core
and in the boundary layers on the horizontal walls is essentially equal to the initial
volume fraction, OZ = (0). Enclosed between the pure fluid region, the non-rotating
core and the horizontal boundary layers there is a region of increased particle volume
fraction, a = a(r, z, T).
48
0.5
0.45
0.4
0.35
0.3
z0.25
0.2
0.15
0.1
0.05
00 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
r
0.05 0.1 0.15 0.2 0.25
Figure 4-2: Volume fraction obtained from the numerical simulation at time t = 50.
Figure 4-3 shows contours of constant volume fraction at t = 25, 50, 75, 100 (cor-
responding to r = 0.572, 1.14, 1.72, 2.29). Also shown are the asymptotic spin-up
front and kinematic shock. Only the region 0 < z < H/2 is displayed because of
symmetry. In the non-rotating core there is no centrifugal force and therefore no
separation takes place in this region. According to the analytic results presented in
section 4.1.1 the extent of the non-rotating core diminishes asymptotically with time
and the spin-up front remains sharp. More advanced analyses on spin-up of a pure
fluid (Venezian [39] and Leslie, Fowlis & Hyun [22]) show that the front is actually
smeared by viscous effects. This is also observed in the numerical results. At t = 50,
the region where the volume fraction varies with spatial position extends significantly
beyond the theoretically predicted spin-up front. Already at t = 100, the fluid is in
solid-body rotation and the interface separating the mixture from the pure fluid has
become almost cylindrical. The subsequent motion is of a different nature and the
analytic analysis of Greenspan [12] becomes more relevant. At t = 150 (the end of the
simulation), the final state of a solid particle core has not yet been reached. Hence,
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there is still a positive radial gradient in the volume fraction.
The assumption that a = a(0) in the boundary layers was made in the asymptotic
analysis. The radial outflow in the Ekman-layer solution is proportional to 1 -wo (r, T),
which decays with both r and r. As the mixture gets spun up, there is a radial position
where the inward flow due to the local centrifugal force becomes stronger than the
outward radial boundary layer flow. Note that this critical value also varies with
vertical distance from the horizontal boundary according to the local boundary layer
profiles. For radii larger than the critical value, centrifugal settling occurs, resulting
in an increase in volume fraction. The volume fraction in the part of the boundary
layers beneath and above the non-rotating interior only differs slightly from a(0),
with deviations being less than 5% in this region. At t = 25, the volume fraction in
the part of the boundary layer adjacent to the rotating part of the mixture increases
with about 20%. At t = 50, the deviations are 50% and at t = 75, they are 100%,
which corresponds to a 38% increase in the effective viscosity. At this time spin-up
is essentially complete.
The theoretical shock position is in good agreement with the numerical results
throughout the spin-up process. Quantitative comparisons between the numerically
and analytically predicted radial distributions of the volume fraction at time t = 50
and at two different axial positions z = 0.225, 0.05 are given in figure 4-4. The
theoretical shock is sharp while the numerical shock is smeared over two or three grid
point due to artificial diffusion inherent in the discretization scheme. At the lower
axial position, which is close to the edge of the horizontal shear-layer, viscous effects
have become apparent on the numerically obtained radial volume fraction profile. The
results obtained here are in excellent agreement with those presented in [2], where
experimental results also were provided for qualitative comparison with asymptotic
theory and numerical simulation. This agreement confirms the consistency of the
numerical discretization schemes used in the code.
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A simulation with heavy particles (E > 0, s = 1) was also carried out for the
same parameter values. Figure 4-5 shows the volume fraction field obtained from the
simulation at time t = 50 (corresponding to -r 1.14). Only the interval 0 < a < 0.25
is resolved in the figure in order to enhance the variation of a in the interior. The
numerically obtained shock (mixture-sediment interface) is unstable and therefore
decays into a weaker shock followed by an expansion fan (a region within which a
varies continuously) up to maximum packing. Since the boundary layers extract
mixture from the non-rotating interior, the sediment is thicker close to the top and
bottom boundaries where the mixture-side is constantly supplied with fluid having a
volume fraction a = a(0).
The mixture emerging from the von Karmhn layers into the rotating region sep-
arates due to local centrifugal forces. As the efflux reaches the mid-plane its volume
fraction has already been significantly reduced. Hence, the concentration decreases
monotonically with axial distance from the von Kirmin layers and radial distance
from the spin-up front. There is also a strong squeezing effect (see [12]) in the ro-
tating interior. Although the resulting volume fraction makes the mixture unstably
stratified in the radial direction, no transition was observed in the simulation. The
spin-up front is smeared by viscous effects in this case as well. No numerical results
are available for comparison in this case. Experimental observations are complicated
due to the presence of the sediment on the vertical wall and due to the uniform
concentration prevailing in the horizontal boundary layers.
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Figure 4-3: Contours of constant a for various t. The levels are 0.025, 0.050, 0.075,
0.095, 0.105, 0.125,...(0.025). Also shown are the asymptotic spin-up front (dash-
dotted) and kinematic shock (dashed).
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Figure 4-5: Volume fraction obtained from the numerical simulation at time t = 50
(heavy particles).
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4.2 The Boycott Effect
In 1920 A.E. Boycott discovered that the sedimentation rate of corpuscles in a nar-
row tube containing blood is highly increased if the tube is tilted with respect to
the vertical. Due to its importance in achieving enhanced settling performance in
separation processes, this phenomenon has become the subject of numerous studies
including Acrivos & Herbolzheimer [1], Rothfus, Kun & Hill [20], Probstein & Hicks
[30], Schneider [31] and Herbolzheimer & Acrivos [18]. When a mixture of heavy
particles settles under gravity away from an inclined wall, a thin layer of pure fluid
develops next to the wall. This layer remains thin for the duration of the sedimenta-
tion process due to a balance between buoyancy forces and inertial or viscous forces.
The mainly hydrostatic pressure balance in the mixture bulk is upset by the pro-
duction of a thin pure-fluid layer underneath the inclined wall as the particles start
settling. Being unable to adjust across the thin layer, the vertical pressure gradient
drives a strong up-flow of pure fluid along the wall. Volume conservation requires
that this fluid must be replaced by pure fluid from the mixture bulk. The flow into
the pure fluid region counteracts the gravitational force on the particles and thus
prevents the layer from growing. The persistence of a thin pure-fluid layer leads to an
increase in the area of the mixture-pure fluid interface (figure 4-6). Because the rate
of separation is proportional to the horizontal projection of the mixture-pure fluid
interface, this effect reduces the total separation time.
A uniform mixture of volume fraction a(0) contained in a slanted rectangle of height
H*, width L*, thickness d* and inclination - = 450 is inserted into a gravitational
field g* at time t* = 0. The geometry together with some (dimensional) parameters
used in the analysis is shown in figure 4-7. Here, ZF denotes the vertical location
of the horizontal separation front (the horizontal section of the mixture-pure fluid
interface). The equations are made non-dimensional by the following scales: H* for
length, U,*,f = 2|ela*2 g*/(9v ) for velocity, H*/U,*,e for time, p* for density and
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Figure 4-6: Sedimentation in slanted versus straight geometries. Also shown are the
relevant projected surface areas.
Isla(O)p* g*H* for pressure:
- VPred [
Re 
-V - jRjR
a(1 - a)]
=0,
= 0,
a(0) +
(D +J
at
Rsa(1 - a)2 Je a(0)Re (Op(a) A at
jD jR +al
1 V
Re
[ M(a)(V + (Vj)T )]
JDJD (4.65)
(4.66)
(4.67)
(4-68)
(4-69)
+ il
where the reduced pressure p = z + Pred has been introduced. The non-dimensional
parameters are given by
U,*efH*Re- 2|61a*2g*H*
9v6
A = a(O),2 a* (4.70)s= .
4.2.1 Analytic Approach
The asymptotic analysis presented here is based on the work in [1] and [31] but first
the kinematic analysis of Ponder [29] and Nakamura & Kuroda [27] (PNK theory) for
predicting the enhanced settling rate will be presented. The case of interest here is
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Figure 4-7: Geometric set-up for the inclined settling problem.
s = 1. For all practical applications A/Re > 1 and the first term inside the bracket of
equation 4.68 may be neglected. The variation of the volume fraction in the mixture
region is described by the following equation:
a a (j_-d [c(1 - a)2-
+ j d (1 ) Va = 0. (4.71)
at da P(a)
Hence, inside the mixture region the particles are only subject to an advective motion
and therefore the initially homogeneous volume fraction will remain unchanged:
a (x, t) = a (0). (4.72)
It is important to realize that the boundaries of this region change continuously
according to the local kinematic shock conditions prevailing on the mixture-pure
fluid interface and mixture-sediment interface respectively. The mixture-pure fluid
interface propagates at a rate equal to the velocity of the particles on the interface:
VD =iD/aj (1 - a(R))2 +4.73)
P(a(0))
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Denoting the volume of pure-fluid bulk in the container by Vp, the volumetric pure-
fluid production-rate can be expressed as
dV j vD-dA- (l-'(0)) 2 d P2 i -'ds + j- ftdA, (4.74)
dt e :p [0(0)) - f0 P,
=o
where EP is the mixture-pure fluid interface, d is the thickness of the container and
the points P0 and P 2 are defined in figure 4-7. The last integral on the right hand
side of 4.74 vanishes because of volume conservation. Since - ft ds is the projection
of ds on the x-axis, the integral fe2 2 - ds can be replaced by 2 - :
dVp (1 - a(0))2d (- a(O)) d(X2 - XO). (4.75)
This shows that the instantaneous pure-fluid production-rate is proportional to the
instantaneous horizontal projection of the mixture-pure fluid interface. Any aggre-
gation of particles forming a sediment on the upward-facing inclined wall above the
horizontal mixture-pure fluid interface has been neglected. The volumetric pure-fluid
production-rate is equal to the area of the horizontal front times its vertical velocity:
dVy dzF
dt - d(x 2 - X1 ) dt. (4.76)
Combining the two expressions 4.75 and 4.76 for the volumetric production-rate yields
an equation for the locus of the horizontal front ZF:
dZF (1 - a(O)) 2 X 2 - XO (4.77)
dt p(a(O)) X2 - X1
The second fraction on the right hand side of 4.77 is an amplification factor due to the
tilted geometry. For a straight container x0 and x1 coincide giving an amplification
factor of 1. An expression for the amplification factor in terms of ZF can be obtained
from figure 4-7 resulting in the following 1 " order equation for zF(t):
dZF (1 - a o))2 L/ cos y + ZF tan-y = -A(1 + CZF), (4.78)
dt A(040)) Ll cos -y
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where A = (1 - a(0)) 2//p(a(0)) and C = sin 7/L are constants. The solution is then
readily found to be
ZF(t) = (1 + C)eACt - C-1. (4.79)
In order to show the persistence of the thin layer throughout the separation process,
a necessity for 4.79 to hold, the dynamics of the flow field need to be analyzed. For
this purpose a new coordinate system is introduced (figure 4-8). Considering the
Z
x
Figure 4-8: New coordinate system.
case where buoyancy is balanced by inertia in the pure fluid layer, which requires
A1/ 3 < Re < A, the following scaling is appropriate:
( = (Re/A)1/2, U = (A/Re)1/ 2 U, V =V , Ped = (Re/A)1/2P.
Here, the velocity field is given by
j = U +VC = RU+YC. (4.81)
This scaling yields a set of equations describing the motion in the pure fluid layer:
ReO U ~T + T 
A at 06 0(
ReOP
= cos? - A
1 Q2(
+ , &2
+ R 2
Re3 492
(4.82)
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(4.80)
4=0
e e O
A _a t
~ V\1
of)
CfT a1
~ +
ap 1 027
- - sin _- + 0( Re &(2
1 02fr
±A a 2'
- 0.
The location of the mixture-pure fluid interface is given by
r
at + VD V P0 -0
(4.85)
Using 4.73 and the fact that the volume flux is continuous across the interface ([j
ti] = 0), equation 4.85 can be written as
a t + j -V E p = A (cos y 4 - sin 7) - V E , (4.86)
where the + and - signs refer to the mixture and pure-fluid sides of the interface. In
the new coordinate system the mixture-pure fluid interface is given by
EP e
- A_( ( 7t)=
Re . (4.87)
Hence, on the interface ( S( , t) the following equation must be satisfied:
Re5
A at V A(sin - + e cos 7).:A - a
(4.88)
The term within the brackets in equation 4.88 can be further simplified using the
continuity equation:
t)= ~ d=fo
S(, t), ) (4.89)
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(4.83)
(4.84)
+ U ~
(9E
~ +U(,
+ U ~
where Q fo U d is the total volume flux in the pure fluid layer. Inserting 4.89 into
4.88 gives
e [a5 a5sReA t+ ~ Acosy =Asiny- (4.90)
To lowest order 4.90 yields an expression for the total volume flux in the pure fluid
layer:
Q = A sin -y. (4.91)
Henceforth, all higher order terms, except for the one necessary to satisfy the no-slip
condition, will be dropped from the analysis. The system 4.82-4.84 then reduces to
the following simplified, although still nonlinear, system:
aU aU ~ A a2UU + V - = cos R W ~_ (4.92)
a 09( e3 a 2
0 = -sin-y- (4.93)
( + -= 0. (4.94)
To this order the system is steady, which agrees with the observations described in the
beginning of this section. Equation 4.93 states that the pressure variation across the
pure fluid layer is hydrostatic. The boundary conditions which have to be satisfied
on the solid boundary ( 0 and on the interface S = are:
U( , 0) = U(, S()) = 0, V( , 0) = 0. (4.95)
In addition, the integral constraint 4.91 has to be satisfied. Equation 4.94 motivates
the introduction of a stream-function:
V (4.96)
Equations 4.92 and 4.94 are equivalent to the classical boundary layer equations and a
similarity solution is therefore attempted. The specific form of the similarity solution
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used here has been chosen in order to minimize the algebraic manipulations:
=) S() 2 cos' y/ f (n) where n 7  /S(f). (4.97)
In terms of the similarity function f the boundary conditions translate to
f(0) = f'(0) = f'(1) = 0. (4.98)
The integral constraint 4.91 can be expressed in terms of the stream-function:
( ,(6)) = S() 2 cos - N f(1) = A sin. (4.99)
This constraint requires that S(s) ~ r, something that will pose a problem later on
in the analysis. Inserting 4.97 into 4.92 leads to
2cos-y f'" ±cos y + 2 )f f" + 1 - f2 = 0. (4.100)
Re 3  S
The only possible choice for the similarity variable is to have 5( ) ~ (1/4. This
however contradicts the previous requirement that S(6) ~ N, which is necessary to
satisfy 4.99. A way around this problem is to assume that (A/Re 3) 1/2 is asymptoti-
cally small. Neglecting the first term in 4.100, an outer, inviscid solution satisfying
4.99 can be found. Then an inner, viscous solution of equation 4.100, satisfying the
no-slip condition on the solid boundary is computed. The two solutions are then
matched asymptotically as the inner similarity variable approaches infinity and the
outer similarity variable approaches zero.
The inviscid problem
2ff" + 1 - f' 2 = 0, (4.101)
f (0) = f'(1) = 0, (4.102)
S(s) 2 cos- y rf(1) = A sin-y. (4.103)
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The solution to this problem can be found analytically:
( ) A sin y(2,q - q 2)
a n S ( f ) = 2 A s i n y .
dS() v/2 cos y
f"' + f f" + 2(1 _ f12)
f(0) = f'(0)
f'(oo)
with 5(~)
= 0,
= 0,
= 1,
= 2/(3 2 cos Y)1/2 3 1/4.
4.108 states that the viscous solution approaches the inviscid solution as q -± oc. This
problem is of the Falkner-Skan type and must be solved numerically. Its solution is
shown in figure 4-9. From 4.109, the viscous sub-layer scales as (A/Re )4. Hence,
0.5 1 1.5 2 2.5
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Figure 4-9: Falkner-Skan solution for the viscous sub-layer
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where
(4.104)
The viscous problem
(4.105)
(4.106)
(4.107)
(4.108)
(4.109)
f
f'
f"
0
1
0.5|
as long as this parameter is small the solution method works well. Because of the
1/4-power, it is hard to make this parameter asymptotically small in the numerical
simulations. The volume flux in the pure fluid layer is entirely accounted for by the
inviscid solution. If (A/Re3) is not asymptotically small, a finite volume flux is added
by the viscous solution. Due to the difference in i dependencies in the inviscid and
viscous similarity variables, there is no way to correct for this additional volume flux.
Therefore, a different approach was used to solve the problem. A common technique
in boundary layer theory is to represent the solution by a polynomial which satisfies
the boundary conditions and the momentum equation at the boundary. Satisfying
the momentum equation at the solid boundary, however, leads to a viscous scaling for
the boundary layer thickness. The pure fluid layer modeled here is mainly inviscid
and the correct scaling for the layer thickness is therefore obtained by satisfying the
momentum equation at some other point away from the solid boundary. Due to the
difference in dependencies, predicted in the two-layer analysis, this is only possible
if the velocity component parallel to the wall has an inflexion point i.e. a 2 U /8 2 = 0
for some value of . Hence, no less than a fourth order polynomial may be postulated
for the stream-function:
, + (a+b7 3 + cj 2 + dn + e), (4.110)
where U= ~, V (4.111)
S(, s)) = A6sin y; (4.112)
U(6, 0) V(6, 0) U(, S()) = 0; (4.113)
~U a~U A &2g bU ~ +V ~- = cos y + ~ at 7 -- (4.114)
a6 C3 (e9(a2 4a'7
a4a
- 0 at =S(6). (4.115)
4.114 requires that the momentum equation is satisfied at the inflexion point, which
is located at 7 = -b/(4a) for a fourth order polynomial. Condition 4.115 is only
approximately true, but becomes more accurate as Re increases. The surface stress on
the mixture-pure fluid interface is smoothed by shear layers on each side of thickness
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~ 1/Re. The thickness of these shear layers becomes asymptotically small compared
to the thickness of the pure fluid layer when A1 /3 < Re, which is satisfied for the
inertia-buoyancy balance. Thus, the approximation in 4.115 is justified. The solution
to problem 4.110-4.115 is
= Alsin 7(3q4 - 8q3 + 6772), (4.116)
with S() = 20 Asin 1/ 2  (4.117)81 gcosy
Note that the thickness of the pure fluid layer scales inviscidly.
The motion in the interior of the mixture region was first analyzed in [31]. The
analysis is kinematic and is carried out in the original coordinate system. Although,
so far -y has been assumed to be general, this part will be restricted to the case
- = 450, which was used in the numerical simulation. Following the work in [31], the
vertical velocity is assumed to be of the form
w = w(z, t). (4.118)
Then from the continuity equation
u(x, z, t) = -x + f(z, t). (4.119)
az
The normal component of the velocity must be continuous on the boundaries of the
mixture region. It will be assumed that the particles aggregating on the upward facing
inclined wall instantly slide down to the bottom of the container where a horizontally
homogeneous sediment forms. The boundary conditions can thus be expressed as
j ft = 0 on the upward facing inclined wall, (4.120)
j ft = 0 on the mixture-sediment interface, (4.121)
_ Aj -An = on the mixture-pure fluid interface. (4.122)
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Here, the surface normals have been chosen to point toward the interior of the mixture
region. The surfaces and their normals in the order defined by 4.120-4.122 are given
by
X= z + -FL with (1 = (4.123)
z = S,(t) with h = (0, 1), (4.124)
(- z - ,t) -1 - z--S()
Xz=Z+C z-S 8 (t) with = 4 S(4 , (4.125)
where S,(t) denotes the mixture-sediment interface and only first order terms in the
small parameter
e 4ORe A (4.126)81A
have been kept. The solution to this problem is given in terms of a stream-function
having zero value on the solid boundary:
A (z - S, (t) + -'Vz - S, (t)) (x - z - v/2-L)
_ =2 
. (4.127)
,F L - e fz - S, (t )
The solution given in [31] corresponds to c = 0. S,(t) is obtained by integrating the
shock velocity on the mixture-sediment interface:
a(0) 2/_a(0) KQM-1
S() = a (1 - a(O) )2 1 - a()Km1t. (4.128)
aM aM )
The solution 4.127 is valid in the interior of the mixture region and corresponds to
a downward motion. It also joins the motion in the pure fluid layer in a continuous
manner. The solutions in the two regions indicate that the flow changes its vertical di-
rection in the pure fluid region above the horizontal mixture-pure fluid interface. The
details of this part of the flow field are currently beyond the reach of analytic theory,
but a qualitative picture can be obtained using a vortex patch of the type introduced
by Batchelor [3]. The maximum velocity, tangential to the downward facing inclined
wall, in the pure fluid layer is reached at the edge of the viscous sub-layer at the verti-
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cal position of the mixture-pure fluid interface. Following the streamline carrying this
maximum velocity into the pure fluid region above the horizontal mixture-pure fluid
interface, it has to turn around to match the downward flow in the mixture region.
As it turns around it encloses an inviscid region, thereby generating a vortex patch.
It is here assumed that this constant-vorticity region is circular with a maximum
radius limited by the half-width of the container. The initial formation of the vortex
will not be resolved here. When the horizontal interface reaches zF(t) = 1 - L, the
vortex is fully developed and stays at the position (xc, zC) for the remainder of the
separation process. The stream-function describing this motion is then given by
2Uma (L) X C2_ Z
c max - (x - XC) 2 - (z - zc)2, (4.129)
2L - ()-S3 2
where
16 vA \1/2
Umax = (zF(t) - S,(t) + -ZF(t) - s (t)), (4.130)9 IE 6
XC = L - L /+ 2 (4.131)
,r2 - 1
zC =1 - L/2, (4.132)
and zF(t) is given by 4.79. The stream-function given by 4.129 has been made equal
to zero on the solid boundary. In order to connect the solution in the pure fluid layer
with the solution in the mixture region, the pure fluid solution has to be corrected
for the presence of the sediment. This is achieved by replacing with - x/2Ss(t)
in 4.116 and 4.117. A correction of this type will undoubtedly lead to a quantitative
error in the pure fluid layer solution, (since the geometry of the container does not
allow for a horizontally homogeneous sediment to form), but is necessary in order
to join the solutions. An alternative approach is to neglect the thickness of the
sediment in the analysis. The velocity distribution on the mixture-pure fluid interface
is extended throughout the region between the interface and the vortex since no
information is available about this part of the flow field. A qualitative picture of
67
the closed circulation obtained using this method is given in figure 4-10. The figure
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Figure 4-10: Streamlines and volume fraction (gray-scale) at time t = 0.4.
displays a region just outside the vortex where the slope of the streamlines changes
discontinuously. This thin transition region would in a real situation be smoothed by
viscosity. The suggested way of closing the circulation with a vortex patch is by no
means unique. At moderate Reynolds numbers the vortex is not expected to occupy
the full region between the inclined walls. Instead a localized vortex at the top of
the pure fluid layer is anticipated. The relevance of a vortex closure can be verified
if a critical Reynolds number can be determined such that the vortex appears above
this value. In section 4.2.2, the numerical results are presented and comparisons are
made with the analytic solution.
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4.2.2 Numerical Approach and Results
The numerical computation was carried out for a container with aspect ratio (thick-
ness to height) L - 0.5. The parameters in the simulation were chosen to be:
Reynolds number Re - 10', "Acrivos number" A - 105, reduced density difference
E = 10-2 and initial volume fraction a(0) = 0.1. In order to obtain high resolution in
the pure fluid layer an irregular grid with a higher concentration of grid points close
to the downward facing inclined wall was used. Figure 4-11 shows a close-up of the
grid used in the computations. The total number of grid points was 23938 and the
total number of elements was 47019. The time-step was chosen to be At = 2.0 x 104
and the results were saved at time levels t = 0.1, 0.2, ..., 1. The flow field and volume
fraction at time t = 0.4 is shown in figure 4-12. The results are in good qualitative
agreement with the analytic solution shown in figure 4-10. They reveal a thin pure
fluid layer with a strong up-flow beneath the downward-facing inclined wall. The
flow changes directions in the pure fluid region where it forms a strong vortex and
then joins the downward flow in the mixture region. The position of the center of
the vortex changes only slightly throughout the separation process. In addition to
these main characteristics of the flow field, a few new features can be observed in the
numerical results. The horizontal mixture-pure fluid interface has been deformed by
the strong vortex in the pure fluid region above the interface. In this region vortex
shedding has also initiated. The mixture-sediment interface has decayed into a weaker
shock followed by a region of continuously varying volume fraction within which a
wave motion has set in.
Figure 4-13 shows a comparison between the location of the interface obtained from
the numerical computation and from equation 4.79. The vertical bars represent the
difference between the lowest and highest points on the mixture-pure fluid interface.
The largest deformation occurs at t = 0.4, when the vortex obtains its maximum
size. For the last two bars the mixture-pure fluid interface and the mixture-sediment
interface are partly in contact with each other. The reason why the numerically
obtained location of the interface lags behind is that in the derivation of 4.79, the total
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volumetric production-rate of pure fluid was set equal to the area of the horizontal
mixture-pure fluid interface times its vertical velocity. Initially however, some of
the pure fluid production is needed for the formation of the thin layer beneath the
downward facing inclined wall. Figure 4-14 shows a comparison between the velocity
profiles tangential to the downward facing inclined wall obtained from the numerical
computation and from equations 4.116-4.117. The comparison is made at time t = 0.4
at a distance = 1/v/2 from the lower left corner of the container. The overall
qualitative agreement between the analytic results and the numerical computation
is fairly good. Considering the high level of nonlinearity involved in the flow, the
quantitative agreement seen in figure 4-14 is more than what can be expected from
such a simplified analysis.
A series of simulations were conducted to determine a critical Reynolds number
above which a closure in terms of a vortex patch is applicable. Thus, the Reynolds
number was varied as all other parameters were kept fixed. Because of the complicated
behavior of the transitional flow it was hard to determine a sharp limit for Re,. The
numerical experiments indicated that a vortex occupying the full region between
the inclined walls, after having been fully developed, remains for the duration of
the separation process for Reynolds numbers above 200. Based on these results the
critical Reynolds number is taken to be Rec = 200.
The Boycott effect is a fundamental phenomenon in separation theory. It is there-
fore essential that the basic flow scales are accurately reproduced in the numerical
simulations. It should be noted that no additional constraints were necessary to
obtain the quasi-steady pure fluid layer in the simulations presented in this section.
70
Figure 4-11: Detail of the finite element grid beneath the downward facing inclined
surface.
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Figure 4-12: Streamlines and volume fraction (gray-scale) at time t = 0.4.
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Figure 4-13: Location of the horizontal mixture-pure fluid interface. The solid curve
represents the analytic solution while the vertical bars represent the numerical results
and display the difference between the lowest and highest points on the interface.
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Figure 4-14: Tangential velocity at t = 0.4 halfway up along the inclined wall. The
solid curve represents the analytic solution and the stars represent the numerical
results.
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4.3 Flow in a Centrifugal Spectrometer
Centrifugal spectroscopy has been studied by Dahlkild, Amberg & Greenspan [6] and
Greenspan & Christodoulou [14]. In the latter of these, actual experiments were car-
ried out on a prototype, designed and patented by Greenspan [10]. This prototype
provides a means for measuring the efficiency of centrifugal spectroscopy by analyz-
ing the particle size distribution in the efflux. The object of the work presented in
this section is to simulate the flow of a mono-disperse mixture through the part of
the spectrometer where separation takes place. A series of well conducted numerical
experiments of this type would be valuable for determining optimal operating con-
ditions for the spectrometer. The availability of quantitative experimental results is
also essential for assessing the validity of the mathematical model and the numerical
solver used in the analysis.
4.3.1 Analytic Preparations
In order to simulate the flow in the centrifugal spectrometer, appropriate inflow con-
ditions have to be determined. The geometric setup of the problem is shown in figure
4-15. The container is axisymmetric and its axis of rotation coincides with the z-axis
(not shown in the figure). Mixture fluid enters the top of the inner channel while pure
fluid enters the top of the outer channel. In the simulation, a rotation rate is chosen
such that all particles are expected to pass through the slot between the inner and
outer channels. The fluid is extracted at the bottom of each channel. It is assumed
that the inlet and outlet fluxes of each channel can be controlled individually. The
analysis is carried out in the rotating frame of reference. For the parameters used in
the simulation, the Rossby number (the ratio between the inertial and Coriolis accel-
erations) is small and the Ekman number based on the channel width is of order one.
Hence, the pressure gradient along the channel is balanced by the Coriolis and vis-
cous forces. Furthermore, the mixture is dilute and the relative density difference e is
small. Under these conditions the equations for momentum and volume conservation
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Figure 4-15: Conical spectrometer channels joined by a slot at center height.
simplify to
21? x j = -Vp + EV2j, (4.133)
V.j 0. (4.134)
A new coordinate system (see figure 4-16) with one axis in the direction along the
channel is introduced. The origin of the new coordinate system is located on the
axis of rotation and the system is also cylindrical. Far away from the slot the flow is
assumed to be orthogonal to the (-axis. This motivates looking for a solution of the
following form:
(u, v, w, p) = (UM , , 0 -G ln( )). (4.135)
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Figure 4-16: New coordinate system.
To lowest order in the small parameter 6 = H*/L*, where H* is the half-width of the
channel and L* is the radius of the inlet, equation 4.133 reduces to
2 v=GU" + V = (4.136)El El'
V - U = 0. (4.137)EF
Here, E1 contains the orthogonal projection of Q onto the (-axis. U and V have to
satisfy the no-slip and no-flux conditions on the solid boundaries ± 1:
U(±1) = V(t1) = 0. (4.138)
On introducing the complex dependent variable
W() = U() - iV((), (4.139)
equations 4.136-4.137 and boundary conditions 4.138 take the following compact form:
2i G
W"-+ W = F (4.140)E E
W(±1) = 0. (4.141)
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The solution to 4.140-4.141 is
iG cosh[(1 - i)(/]E
W(() =- 1 -L. (4.142)2 cosh[(1 - i)/ E ]
The solution is completed by relating G to the flux
Q =R 27r W()r( , () d( = R27r W(() sin(7) d(, (4.143)
where -y is the inclination angle of the channel with the vertical, and r( , ()
Ssin(y) + 0(6). Inserting 4.142 into 4.143 and carrying out the integration gives
the desired relation between G and Q:
2Q [cosh 2(1/ ) cos2 (1/ /E) + sinh2 (1/ E-) sin2 (1/-E)1
r E sin(7) sinh(2/ F1 ) - sin(2/ F1 ) 1(4.144)
Figure 4-17 shows U(() for two different Ekman numbers. For the smaller Ekman
number the interior region is geostrophic, and the volume transport is confined to the
Ekman layers at the boundaries. For the larger Ekman number, which is closer to the
case of interest here, the velocity profile is almost parabolic. The velocity components
1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
Figure 4-17: Rotating channel flow.
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in the (r, 0, z) system can now be expressed in terms of the derived quantities:
ur(r, z) = sin(O)R { ( '(r, z)) (4.145)
r/ sin(-y)
uo(r, z) = -{ ,r ))) (4.146)
(W(( (r, z))
UZ = cos()R ' . (4.147)
r / sin (-y)
Here, W(() is given by 4.142 and 4.143. The part of the spectrometer preceding the
conical channels shown in figure 4-15 was constructed so that the particles entering the
inner channel only occupy the lower part of the entrance to the channel. Hence, the
volume fraction a has to be adjusted for this. If the mixture enters the spectrometer
with a uniform volume fraction of a(O), assuming that a uniform distribution of
particles enters the inner channel between ( = -1 and ( h, the following expression
gives the adjusted volume fraction in the inflow:
ainf low = a (0) . (4.148)
R 27r f W(() sin(-) d(
The relative motion between the particles and the suspending fluid is to lowest order
given by the centrifugal term,
a(1 - a)2 - a(1 - a)2
iR = T =Ta r(f, I)(sin(')i + cos(y)C). (4.149)
Here, T is a non-dimensional parameter given by the scaling of the problem. Combin-
ing the relative flux with the channel flux leads to an equation for the particle volume
fraction:
Oa /U( ) 2 d [a(1 - a)2~ a
+~~ + sin2()at y da p(a) J 6
d [a(1- a) 2 - Oa 2a(1 - a)2
+ sin(y) cos(y) r (4.150)
da p(a) a( p(a)
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Equation 4.150 can easily be solved using the method of characteristics (compare
section 4.1.1). It describes the evolution of the particle volume fraction field for
the flow in a rotating channel. In the region of the slot the flow is no longer given
by 4.142 and equation 4.150 is not expected to hold there. Given the inlet volume
fraction distribution, equation 4.150 is used to aim the particles through the slot by
determining the ratio between T and Q to be used in the numerical simulation. Figure
4-18 shows the solution of equation 4.150 for a given set of inflow parameters. Here
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Figure 4-18: Volume fraction field for flow in a rotating channel. The length scales
have been non-dimensionalized with H*, the half width of the channel. The solid line
represents a kinematic shock separating the mixture from the pure fluid and the dashed
lines represent an expansion fan.
the flux Q was determined such that the shock would hit the trailing edge of the
slot for the configuration shown in figure 4-15. The inflow conditions derived in this
subsection were used in the numerical simulation. Some further modifications have
to be made before entering these expressions into the code, since the scaling of the
simulated equations was different from the one presented here.
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4.3.2 Numerical Approach and Results
The geometry shown in figure 4-15 was discretized uniformly for the numerical sim-
ulation. The grid consists of 13924 elements and has 7504 nodes. A velocity scale is
determined from the volume flux Q* and the length scales L* (corresponding to the
radius of one of the inflow boundaries) and H* (corresponding to the half-width of
the channel) resulting in U* 4rL*H* Time is scaled by L*/U* and the pressure
by p* Q*L*U*. This leads to the following non-dimensionalized system:
oj21 1 jRR
-+j -Vj + 2 kxj = Vp + 1V - [f(a)(j + (7j) V -
at Ro Ro Re a(l - a)
-E [&i +,V (jDjD+ kxjD 1 clrf ,(4.151)
at Ca Ro Ro2
V j =0, (4.152)
aa+ V JD 0, (4.153)
at
e'3a(1 -a) 2 [aj 2 -. 1
jR = -+j-Vj+ kxj- rri ,(4.154)
P(a) at Ro Ro2  (
jD jR+aj, (4.155)
where the non-dimensional parameters are:
U* Re U*L* 2 U*L* a*2
Ro== ic 9 = . (4.156)Q* L*' I3 V 9 v L* 2
The following parameters were used in the numerical simulation: Rossby number
Ro = 4.22 x 10-4, Reynolds number Re = 1.06, relative density difference E =
9.62 x 10- and ' = 8.07 x 10-. All three velocity components were specified on
the in- and outflow boundaries. a(0) = 10-2 and h = -1/3 were used in 4.148 to
determine the particle flux on the inflow boundary of the inner channel. For these
inflow parameters a non-dimensional flux of Q = 1.95 x 10-1 was determined from
equation 4.150. Although the Coriolis term is treated implicitly, the time-step is
severely restricted by the centrifugal term on the right hand side of the momentum
equation (4.151). Thus, At was chosen to be 3.0 x 10-4 in the simulation and the
computation was carried out until t = 3.0.
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Figure 4-19 shows the volume fraction field at time t = 3.0. Particles aggregating
on the solid inclined boundaries form a sediment, which slowly slides down along the
walls. Most of the particles are diverted through the slot, but some are swung back
into the inner channel, aggregating on the wall downstream of the slot. Figures 4-20
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Figure 4-19: Volume fraction field
resolves the interval [0, 0.01]
in the slot at t = 3. Note that the gray-scale only
and 4-21 show the velocity field in the slot. The Coriolis coupling induces a strong
swirling motion in this region. This effect, which was also seen in the computations
presented in [6] for a vertical configuration, has a negative impact on the separation
process. The retrograde rotation appearing in the gap diminishes the centrifugal
force on the particles and thereby prevents them from crossing over to the outer
channel. By integrating the volume fraction in each channel downstream of the slot
at consecutive time levels, an estimate for the efficiency of the separation process
can be obtained. The steady-state percentage of particles in the outer channel is
evaluated by extrapolating an asymptote from the computed values. This way the
percentage of particles passing through the slot was estimated to be 75 - 80%.
A second simulation was performed with the same parameters except that 20% of
the volume flux from the inner channel was diverted through the slot in this simu-
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Figure 4-20: Velocity vectors in the rz-plane in the region of the slot at t = 3.
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Figure 4-21: Contour lines of the azimuthal velocity at t = 3. The lines correspond
to the values -1.16, -1.06, ..., -0.06.
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lation. This was accomplished by applying different flux conditions at the inlet and
outlet of each channel. The results are shown in figures 4-22 through 4-24. Figure
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Figure 4-22: Volume fraction field in the slot at t = 3 with a 20% diversion through
the slot. Note that the gray-scale only resolves the interval [0, 0.01]
4-22 shows that the separation effect is enhanced by the flow through the slot. Al-
most all particles end up in the outer channel. Using the same method as for the
first simulation to estimate the efficiency of the separation process gives a value of
90 - 95%. Figure 4-24 also shows that the azimuthal swirl is weaker in this case.
Another way to eliminate the azimuthal swirl is to increase the Ekman number by
changing the viscosity or the rotation rate.
To optimize operating conditions and to improve on the basic design of the spec-
trometer centrifuge, a set of carefully conducted numerical simulations needs to be
performed. The ratio between the centrifugal and channel fluxes must be determined
such that only particles larger than a chosen minimum size flow through the slot. Nu-
merical simulations of the flow in the region upstream of the channels are necessary
for determining the particle distribution at the inlet of the conical section. In order to
achieve a high level of purity when separating particles of different sizes, it is desirable
to minimize the divergence of the particle paths upstream of the slot. Since this effect
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Figure 4-23: Velocity vectors in the rz-plane in the region of the slot at t = 3 with a
20% diversion through the slot.
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Figure 4-24: Contour lines of the azimuthal velocity at t = 3 with a 20% diversion
through the slot. The lines correspond to the values -1.06, -0.96,..., -0.06.
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grows stronger with the streamwise distance from the inlet, the position and width
of the slot can be adjusted to obtain better performance. Once all parameters have
been determined a full simulation of the final design should be conducted.
The results in this section show the potential use of numerical simulations of sus-
pension flows to industrial design and operating problems in separation technology.
The configuration studied here was especially simple, but the geometric limitations
are almost nonexistent when using conforming finite elements. The only problems
faced at the present time are those concerned with computational execution times
and memory handling.
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4.4 Vorticity Generation by Concentration Gra-
dients
Vorticity generation in a rotating suspension has been studied by Greenspan [13]. In
addition to the usual mechanisms of vorticity generation by stretching and tilting he
found a baroclinic mechanism caused by gradients in concentration (volume fraction).
In a later study by Greenspan [11], a set of nonlinear solutions to a first order system
were found. These solutions describe steady circulations of a suspension in a long
circular cylinder. In this section, it will be shown how the method used in [11] can
be extended to find a set of nonlinear traveling waves, of which the steady solutions
comprise a subset. Once the solutions have been derived, they will be inserted into
the numerical code in order to study the influence of higher order terms.
4.4.1 Analytic Approach
A long circular cylinder of radius R* rotating at an angular velocity of Q* is being
considered. In [11], the velocity scale U* = Q*R* was considered for the steady
nonlinear problem. The appropriate time-scale to use for the traveling waves problem
is 1/( Q*). Length is scaled by R* and pressure by p*Q* 2 R*2 . This leads to the
following set of non-dimensionalized equations:
j -2
at +jv+
i9a
at
Si
1 VP E V - [P(a)(Vj + (Vj)T )] - V -[AR
F1 __ I FIE I a(1 - a)I
F &.D /'D \ ~
-E +V at + 2x k XjDJ + sakri, (4.157)
0 (4.158)
jD = 0, (4.159)
sOE1a(1 
- a)2 - i+jjR (a) 1E +t jVj) + 2 k x j - rj,
(4.160)
JD jR + a, (4.161)
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where the non-dimensional parameters are given by:
s = , E = c 2|E| Q* R*0'
2 Q*a*2
9 v1
The following assumptions are made about the parameters:
E < 1, 16« < 1, /3< 1 and E< 0.
The long cylinder approach neglects axial variations. Hence, all dependent variables
are functions of r and 0 only. The lowest order equation yields
12k x j = -Vp -- > j = - kx Vp.
2 (4.164)
Thus, to lowest order the flow is geostrophic. On introducing a new variable W in
place of the pressure in equation 4.164, the velocity field and the vorticity can be
expressed in terms of this variable according to
p = 2(p -- j = k x vp a wk- = X j = V 2 pfk. (4.165)
The system is closed by the next order equations:
aw+j 
-VW
at
aa+j 
- Va
at
Oa
-80 (4.166)
(4.167)
Collecting equations 4.165-4.167 yields a closed nonlinear system of PDEs for the
dependent variables a, w and o:
a 1OWa 1OWaa
at rar9o raoOr
1 a 2
r 2 ag2
OW 1 OWw 
at rOr
1 a 
__
rOr r
r Or Or /
(4.168)
(4.169)
(4.170)
a
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(4.162)
(4.163)
0(1):
Only the no-flux boundary condition can be imposed on this system since the vis-
cous terms have been neglected, and a must be restricted to positive values below
maximum packing:
= 0 at r = 1
r a0
0 < a < aM.
(4.171)
(4.172)
In the following analysis, the case s = 1 will be considered. Traveling waves solutions
are sought for the system 4.168-4.172:
a = a(r, ), w = w(r, ), p = cp(r, ),
Inserting 4.173 into 4.168 and 4.169 gives
J(p - cr 2 /2, a)
j( - cr 2 /2, w) =
where J is the Jacobian operator. According to
0 = 0- cr 2 /2,
where = 0 - ct.
0,
(4.173)
(4.174)
(4.175)
equation 4.174, a is a function of
(4.176)
Equation 4.175 is now rewritten in terms of the new dependent variable # and the
Jacobian is expanded to show the explicit r-dependence on the left hand side of the
equation:
1040w 10q5w 
_ F(#)
r-r - - - - r - . (4.177)r ir a r a r a
Solutions to equation 4.177 are sought by eliminating the explicit r-dependence on
the left hand side. The simplest way of achieving this without eliminating the (
dependence in # is to choose
W = -Ar 2 ==. F(#) = a(0) - A02, (4.178)
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where A and a(0) are positive constants. Inserting 4.178 into 4.170 and substituting
back for W gives the equation for the stream-function:
1 011P 22V cr 4
2r 2 +Ar A
r Or \\Or/ r2 2
(4.179)
The solution of equation 4.179 can be divided into a homogeneous part and a partic-
ular part. The particular solution is found through the method of a Greens function,
1 a (r G\
r Or Or/
1 a 2 G
2 +Ar 2 G
1
= -5(r - r')6(( - '
r
= 7 6(r - r') ei --d')2irr m -
The following expansion is introduced for the Greens function:
G(r, r', (, ') 100
=7 E gm(r, r')e"m-E')2rM=--0
Equation 4.180 is now rewritten using expression 4.181 together with the appropriate
boundary and matching conditions:
I d dgm (Ar2
r dr dr M gmr2
9.(0, r') 7
gm(1, r')
[gm(r, r')]+
dgm I
dr _
1
-J(r - r'),
r
00,
0 at r = r',
1 at r = r'.
The Greens function defined in 4.181 with gm given by 4.182-4.186 can be expanded
in Bessel functions:
1 00 (Yjm/ 2(v/A/2)
8 E_ Jim/2v/ /2 V
- - .Q(k Jj j/2 ( /A/2)Im/(A{jmj/ 2 (v/Ir' 2/2)Jm/ 2 (/Ir2/2)
JIMI/2 (V/Arl 2 /2)Ymj/2(v Ar 2 /2)
0 < r K r',
eim(-6 ). (4.187)
r< r< 1)
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(4.180)
(4.181)
(4.182)
(4.183)
(4.184)
(4.185)
(4.186)
G(r, r', , ') 2' /2)Jjmj/2(Vrr2/2)
Now, the particular solution can be found by carrying out the integration
p2,r f1 Cr'
W (r, 1) = 7r 1G(r, ' , (')A r' dr' '. (4.188)
Since m is an integer, the only surviving contribution from the integral comes from
m = 0. Hence, the particular solution does not depend on
c [2 _Jo(V5r 2 /2) 7r (Yo(x//2) v/
,op(r) = - [r + Jo(Vr 2 ) Jo(x) dx
2 J0(v/2) v/A Jo(v/N/2) / o
-Yo(vTIr 2 /2) ] 2 Jo(x) dx - Jo(VAr2/2) Yo(x) dx). (4.189)
Since there is no dependence in the particular solution, the boundary condition 4.171
is trivially satisfied. Therefore the homogeneous solution must also satisfy 4.172. A
separable solution can be found to the homogeneous part of 4.179 with boundary
condition 4.172:
00
WH(r, E) m o amJm/2(vr2/2) cos(m ), where A = 4(m2n. (4.190)
Here, (mn is the n'th zero of Jm/2. Combining the homogeneous and particular parts,
the following expression is obtained for the stream-function in terms of its original
independent variables r, 0 and t:
(pmn(r, 0, t) [ r2 _ -((mnr2) + r YO((mn) A 2) m Jo(x) d2 J((mn) 2(mn A((mn) j fo
-Yo((mnr 2 ) CnrJo() dx - Jo((mnr 2 ) J Yo(x) dx
+2amn Jm/2 ((mnr 2 ) cos [m(0 _ ct)] (4.191)
The value of amn determines the relative importance of the homogeneous and partic-
ular parts of the solution. The corresponding expressions for the vorticity and the
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volume fraction are given by equations 4.176 and 4.178:
wmn(r, 0, t)
amn(r, 0, t)
- 2c(2nr 2 [Jo(r') _ YO(mn) J ((Mr2) ( Jo(x) d
JO((mn) 2(mn KJO((mn) o
-Yo((mnr 2 ) Jo(x) dx - Jo((mnr 2 ) J Yo(x) dx
- 2amn Jm/ 2 ((mnr 2 ) COS [m(O 
- Ct)]],
C
- a()- C2~ 2[Jo((n r 2 ) 7r YO(( mn)J 2) CmnJ(
I JO((mn) 2 (m JO((mn) o
-Yo((mnr 2 ) jrnr Jo(x) dx - Jo(Cmnr2 ) j Yo(x) dx
- 2amn J/2((r 2 ) cos [m(O 
- Ct)] 
.(
From 4.193, it is possible to determine within what range the parameters of the prob-
lem are allowed to vary without violating the requirement given in 4.173. Streamlines
and volume fraction fields are shown in figures 4-25 and 4-26 for m = n = 1 and
a chosen set of values for the ratio amn/c. The modes with two separate vortices
have stagnation points on the solid circular boundary. Due to the direction of the
circulations, the flow is toward the wall at the stagnation point in the upper half-
plane and away from the wall at the stagnation point in the lower half-plane. By
analogy with the Hiemenz [19] problem, the thickness of the viscous boundary layer
at the stagnation point in the lower half-plane is expected to grow, resulting in an
instability.
4.4.2 Numerical Approach and Results
The time evolution of the mode with amn= c/2 for m = n = 1 was studied in the
numerical simulations. The full system of equations 4.157-4.161 was solved in the
unit circle on a grid discretized by 4148 nodes and 8044 elements. A higher concen-
tration of grid points was used in the region next to the circular boundary in order
to better resolve the viscous boundary layers. Initial velocity, volume fraction and
pressure distributions were obtained from equations 4.191 and 4.192. The parame-
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Figure 4-25: Streamlines for m = n 1 and amn/c = 1/16, 1/8, 1/4, 1/2, 1, 2, 4, 8,
16 from the upper left corner to the lower right. Circulations are clockwise for single
and right-shifted vortices.
ters in the initial conditions were chosen to be a(0) = 0.2 and c = 0.0324. The other
non-dimensional parameters were chosen according to the following; relative density
difference e = 1.0 x 10-4, Ekman number 1.0 x 10- 5 and particle Taylor number
1.0 x 10-2. The time-step was chosen to be At = 2.5 x 10-3 (restricted by the ex-
plicit treatment of the Coriolis term) and the simulation was carried up to t = 150.
Figure 4-27 and 4-28 show the numerically and analytically obtained evolutions of
the traveling wave. Already at time t = 5 the viscous region (represented by the
white region next to the boundary) is observed to be thicker in the lower half-plane.
At later times, multiple vortices are seen to grow and decay alternately. The viscous
instability anticipated from the analytic solution is thus confirmed by the numerical
simulation. Figure 4-29 shows the decay of the wave (the maximum amplitude of
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Figure 4-26: Volume fractions for m = n = 1 and amn/c
-0.5
-1
-1
-1/16, 1/8, 1/4, 1/2, 1, 2,
4, 8, 16 from the upper left corner to the lower right. Dark represents high volume
fraction and light represents low volume fraction.
the stream-function divided by its initial value as a function of time). The curve
e-t (E/V-)" 2 represents the decay of the geostrophic mode in a long cylinder.
scaling is obtained from the linear problem,
6 + 2/c x j
V-j
= -Vp + EV2j
= 0,
This
(4.194)
(4.195)
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0.5-
01
by introducing a stretched boundary layer coordinate x (1 - r)/(E/F )a and
using the following quasi-steady expansion:
j = jo(r,96,T) +jo(x,96,r) + E~ 2(j 2 (r,90,T)-I+j2 (x,96,T))±+..
2a
E "FEE2I
E E \2a
S= E at. (4.196)
Here, tildes denote viscous corrections. The solvability condition for the zeroth order
correction requires that a = 1/4, which determines the decay rate for the geostrophic
mode. Although the traveling wave solutions derived here are difficult to realize
experimentally, extended analytical and numerical studies of them may increase the
understanding of secondary circulations generated by volume fraction inhomogeneities
in rotating mixtures.
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Figure 4-27: Numerically obtained evolution of the traveling wave solution correspond-
ing to amn = c/2.
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Figure 4-29: Decay of traveling wave solution (solid)
e-t (E/V/g)1 /2 (dashed).
Also shown is the line
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4.5 Shear-Induced Migration
In this section, the phenomena associated with gradient fluxes are investigated. The
diffusive part of the relative flux is now incorporated into the numerical simulations.
The two examples studied here have previously been studied experimentally, numer-
ically and analytically by Phillips et al. [28]. The benchmark examples are Couette
flow between concentric rotating cylinders and Poiseuille flow (pipe-flow) of a neu-
trally buoyant mixture. These flows only depend on one spatial coordinate and allow
for steady-state solutions to be found analytically. In [28], the transient motion was
studied numerically using a one-dimensional finite difference scheme. Recently, Subia
et al. [33] studied these examples in two-dimensional and axisymmetric configurations
using a Galerkin, finite element solver. The transient motion is easier to study for the
Couette case, since there are no inflow parameters to consider. For the Poiseuille flow,
however, the inflow conditions are essential to the development of the downstream
velocity and volume fraction profiles. In [33], a parabolic velocity profile of a ho-
mogeneous mixture was applied as the inlet condition for the Poiseuille case and the
downstream motion was studied. Here, a slightly different approach will be taken, the
details of which are discussed under the numerical treatment of the problem. First,
the analytical approach to the steady-state solutions is presented.
4.5.1 Analytic Approach
The steady-state solutions in [28] for Couette and Poiseuille flow of a neutrally buoy-
ant mixture subjected to gradient diffusion are presented in this section. In order to
make comparisons easier, the expression for the effective viscosity used in [28] is also
being used here. This expression uses the exponent -2.6765aM instead of - 2 .5 aM.
For both the Couette flow and the Poiseuille flow, all variables depend on only one
spatial coordinate r, and the flows are orthogonal to this direction. Hence, the oper-
ator j - V is identically zero in the analysis. Under these conditions conservation of
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the dispersed phase simplifies to
V [Ka2V + (Ka + Kpa 2  1 dy)Va 0. (4.197)
1 M p(a) doz)
This equation must satisfy a no-flux condition on solid boundaries. Thus, the term
within the brackets in equation 4.197 must be zero everywhere. On writing the
derivatives in terms of the only independent coordinate r and dividing equation 4.197
through by Kaa 2  , an integrable expression is obtained:
id1 di da 1K, 1 d p1 + 1 a+ =I d 0. (4.198)
A dr a dr Ka 1 dr
Integrating equation 4.198 yields
S_ =( A ) -K/Ka (4.199)
where subscript w refers to values at the wall (solid boundaries). Specifying a0 de-
termines the average volume fraction. Inserting the expression for A(a) into equation
4.199 gives
11- a/aM )2.6765aMK,/Ka
____ 
= )(4.200)
Ywam - aW/aM
Equation 4.200 applies to both the Couette and Poiseuille flows. The difference be-
tween the two problems lies in the strain rate -.
Couette Flow
For Couette flow between concentric rotating cylinders, an expression for the strain
rate can be found from the azimuthal component of the momentum equation:
108la(r2(a) 0. (4.201)
r 2 Or
Integrating this equation yields
C
C = . (4.202)r'Y a
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Here, C is a constant which can be evaluated by writing i in terms of the azimuthal
velocity v:
d C
2 = =(4.203)dr r rpa
Integrating equation 4.203 gives
V Vi r I
VC 3 dr, (4.204)
r Ri R t (a)
where Ri and Vi are the radius and velocity of the inner boundary. By imposing the
no-slip condition on v at the outer boundary r = R, the constant C can be evaluated
from equation 4.204:
C = .o~ jR (4.205 )C O 1/(r3p(a)) dr(f o
Here, V is the velocity of the outer boundary. In the experiments presented in [28]
the outer cylinder was stationary. Thus, V = 0 henceforth in the analysis. Inserting
4.202 into 4.200 yields an equation for a(r):
a r 2 1-a/am 2.6765aM(Kj,/Ka-1)
= - .(4.206)
aw Ri I aw/aM
This nonlinear equation for a(r) is easily solved by Newton's method. After a has
been evaluated, the azimuthal velocity can be computed from 4.204 and 4.205:
v(r) r (1 f 1/(r3,u(a)) dr (4.207)
Ri f 1, 1/ (r3a d
In equation 4.207, length has been scaled with the outer radius RO, and velocity
has been scaled with the velocity of the inner cylinder V. Figures 4-30 and 4-31
show the steady-state volume fraction and velocity profiles obtained for aw = 0.283
corresponding to a = 0.55. Ri was chosen to be 0.2689, and the empirical constants
are K, = 0.62 and Ka= 0.41.
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Figure 4-30: Steady-state radial volume fraction
dashed line corresponds to the average value d.
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Figure 4-31:
corresponds
Steady-state azimuthal velocity profile for Couette flow. The dashed line
to the azimuthal velocity profile for a pure fluid.
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Poiseuille Flow
For pipe-flow, the strain rate is found from the axial component of the momentum
equation:
1ld ( = -G, (4.208)
r dr
where G is the constant applied pressure gradient in the axial direction. Integrating
equation 4.208 yields
dw _ Gr
d w - 2~(4.209)dr 21L(a)
Inserting 4.209 into 4.200 gives the steady-state radial volume fraction distribution
for the Poiseuille case:
a 1-a/aM )2.6765am (KM/Ka -1)
aw r a~l. (4.210)
In equation 4.210, r has been scaled by the radius of the pipe. Integrating 4.209 and
applying the no-slip condition at r = 1 gives the axial velocity:
w(r) = 1 - .r/u(a) dr (4.211)
fol r/p(a) dr
Here, w(r) has been scaled by the maximum velocity in the pipe (at r = 0). Figures
4-32 and 4-33 show the steady-state volume fraction and velocity profiles obtained
for a, = 0.318 corresponding to a = 0.40. The other parameters are the same as for
the Couette case.
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Figure 4-32: Steady-state radial volume fraction distribution for Poiseuille flow. The
dashed line corresponds to the average value 6.
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Figure 4-33: Steady-state axial velocity profile for Poiseuille flow. The dashed line
corresponds to the axial velocity profile for a pure fluid.
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4.5.2 Numerical Approach and Results
For both the Couette flow and the Poiseuille flow, the full axisymmetric equations were
used in the numerical simulations. Since the mixtures are neutrally buoyant in both
cases (E = 0), the only two parameters entering the problem are the Reynolds number
Re and the square of the non-dimensional particle radius a*2/L*2 . The equations are:
+±j Vj = ±-VP + I V -[(a)(V + M)) - V [ RiR (4.212)
at Re a(1 - a)]
V-j 0, (4.213)
, + V JD 0 (4.214)
jD R + aj, (4.215)
a *2 - v +2 1 dz y~jR = [K,2V + (Kaoz + K, 1(a d. (4.216)
In order to obtain a better (higher order) representation of the strain rate J, the
mixed formulation 3.29 was used in the numerical simulations. Thus, the pressure
subspace was discretized using first degree polynomials while all other variables were
discretized using second degree polynomials. In both of the simulations, normal stress
conditions were specified on some of the boundaries and therefore the mixed mass
projection schemes were applied to these problems. For the Couette flow problem, the
parameters were taken from the experiments by Phillips et al. [28]. The velocity scale
was chosen as the velocity of the inner cylinder and the length scale was chosen to be
the radius of the outer cylinder. This yields a Reynolds number of Re = 0.4456 and
the square of the non-dimensional particle radius becomes a*2/L* 2 = 2.029 x 10-4.
The region (r, z) c [0.2689, 1] x [0, 0.125] was discretized using 567 elements with a
total of 333 pressure nodes and 1232 velocity nodes. The simulation was initiated with
a uniform mixture at rest and an impulsively started rotation of the inner cylinder.
No-slip conditions were specified on the boundaries r = 0.2689, r = 1 and free-slip
conditions on the boundaries z = 0, z = 0.125. No-flux conditions were specified
on all four boundaries. The simulation was carried out up to 1600 revolutions of
the inner cylinder. The results are shown in figures 4-34 and 4-35 together with the
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analytic steady-state profiles. The agreement is excellent.
For the Poiseuille flow problem the parameters were arbitrarily chosen to be Re =1
and a*2/L* 2 = 10-2. The region (r, z) E [0, 1] x [0, 8] was discretized using 8192 ele-
ments with a total of 4241 pressure nodes and 16673 velocity nodes. The simulation
was initiated with Poiseuille flow of a uniform mixture. At the inlet (z = 0), a
paraboloidal profile was specified for the mixture velocity and at the outlet (z = 8),
a no normal stress condition was applied. In order to conserve the average volume
fraction, the particle flux was made periodic in the z-direction. This idea of using
a relatively short pipe section with a periodic particle flux is intended as an alter-
native to discretizing the full region of length O(L*2/a*2) to obtain the steady-state
profiles. The transient motion obtained this way should be considered artificial. The
simulation was carried out up to t = 150. The results are shown in figures 4-36 and
4-37 together with the analytic steady-state profiles. There is a notable difference
between the numerically and analytically obtained volume fraction distributions for
values close to maximum packing. The numerical treatment becomes complicated
when the effective mixture viscosity approaches infinity. The velocity profiles are
again in excellent agreement.
The analysis presented in this section demonstrates how a collision model can be
incorporated into the numerical simulations with only a few minor modifications. In
both of the problems studied here, the particles were chosen to be neutrally buoyant.
When collision models are included in studies of separating mixtures, the interfaces
between pure fluid, mixture and sediment will be smoothed. The numerical treatment
of separating mixtures therefore becomes easier when the collision terms are resolved.
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Figure 4-34: Numerically obtained radial volume fraction distribution for Couette
flow after 1600 revolutions of the inner cylinder (solid). Analytic steady-state radial
volume fraction distribution (dash-dotted). Average volume fraction a (dashed).
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Figure 4-35: Numerically obtained azimuthal velocity profile for Couette flow after
1600 revolutions of the inner cylinder (solid). Analytic steady-state azimuthal velocity
profile (dash-dotted). Azimuthal velocity profile for a pure fluid (dashed).
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Summary
In this thesis, an attempt was made to find a useful numerical discretization for
simulating suspension flows in complex geometries. A mixture model, describing the
macroscopic motion of a suspension, was presented in Chapter 2. The equations
were formulated in terms of volume averaged velocities because this was anticipated
to facilitate the numerical treatment of the incompressibility condition. All inertial
stress terms were kept for the numerical discretization.
In Chapter 3, the numerical discretization of the complete mixture model equa-
tions was presented. An Operator-Integration-Factor technique [26] was used to split
the advective part of the momentum equation from the computationally expensive
Stokes part to avoid severe time-step restrictions for the latter part. The spatial dis-
cretization combines the geometric flexibility of the finite element method [9] with a
third-order accurate upwind finite difference scheme [34] for the advective derivative,
thereby allowing for a larger cell Peclet number to be used in the simulations. Two
different finite element spaces were tested for the velocity field in the Stokes prob-
lem: piecewise second degree polynomials, resulting in third-order spatial accuracy
and piecewise first degree polynomials, resulting in second-order spatial accuracy. A
first-order accurate upwind finite volume scheme was developed for the spatial dis-
cretization of the dispersed phase conservation equation. The method employs the
finite element grid and requires no additional boundary conditions. Nor has it any
free parameters to be determined. Finite difference methods were used for the tem-
poral discretization: fourth-order accurate Runge-Kutta methods for the advective
problems and second-order accurate backward differentiation for the Stokes prob-
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lem. In order to avoid nested iterations when solving the Stokes problem, projection
methods [17] were applied. The projection methods were also modified for implicit
treatment of the Coriolis term. The discretizations were implemented for simulations
in two-dimensional and axisymmetric configurations, discretized on non-uniform un-
structured grids. Since the spatial discretization error is governed by the first-order
finite volume scheme, it is preferable to use the low degree finite element space in the
numerical simulations. A copy of the code can be obtained from the Department of
Mathematics at MIT.
In Chapter 4, a set of problems were simulated in order to test the utility of the
numerical codes. Spin-up from rest of a mixture was studied to validate the numer-
ical treatment of strongly nonlinear effects and the resolution of shocks representing
interfaces between mixture, pure fluid and sediment. The results were found to be
in excellent agreement with previous numerical simulations [2]. The Boycott effect
was studied for the inertia-buoyancy balance, and the phenomenon occurred in the
simulations without having to specify any additional constraints. Comparisons with
results from the asymptotic theory showed qualitative agreement in the mixture re-
gion [31] and in the Boycott layer. A different approach was taken in the analysis
of the Boycott layer. The velocity profile was approximated by a polynomial satis-
fying the boundary and flux conditions. A closure for the flow above the horizontal
mixture-pure fluid interface at high Reynolds numbers was suggested. The critical
Reynolds number, above which the closure is applicable, was estimated from a set of
numerical simulations. The potential use of the code in design problems related to
separation technology was shown by simulating the flow and separation through a slot
between two conical channels in a spectrometer centrifuge [10]. By diverting some
of the volume flux from the inner channel through the slot, a significant improve-
ment in separation efficiency was observed. Vorticity generation by concentration
gradients [13] was studied both analytically and numerically. A set of nonlinear trav-
eling wave solutions were derived in a "long cylinder" configuration. Some of these
solutions were numerically found to be unstable due to viscous effects. Finally, the
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straight-forward inclusion of a collision model [28] in the numerical code was tested
by simulating two "benchmark" examples and comparing the results to steady-state
analytic solutions. When resolving the collision terms, a central scheme should be
used for the discretization of the dispersed phase equation, since artificial diffusion
then becomes redundant. It was also found that the finite element space using second
degree polynomials gave a significantly better representation of the strain rate.
No effects observed in the numerical simulations could be attributed to the ad-
ditional stress associated with the relative flux in the momentum equation. This
implies that the term may be neglected except in strongly nonlinear flows with a
"large" density difference between the phases.
Many of the problems presented here were only briefly studied and are thus in need
of further analysis. There is also a large number of problems which have received lit-
tle or no attention due to their inherent complexity. On the modeling side there are
essentially two immediate extensions. The first one is to expand the existing model
for taking into account particles of different sizes. In addition to finding constitutive
relations for a multi-disperse mixture and specifying closures for the relative motion
of each constituent, this also requires nontrivial extensions of the collision model.
Secondly, turbulence modeling should be introduced for the mixture equations. The
equations of motion would be replaced by the corresponding Reynolds-averaged equa-
tions. The relevance of different closures for the turbulent stresses and particle trans-
port terms could then be investigated. These two extensions will not only enhance the
general understanding of mixture dynamics but will also furnish important tools for
direct application to design problems in the manufacturing and processing industries.
The numerical code will be extended to general three-dimensional simulations,
while keeping the existing features intact. This will enable studies of general three-
dimensional flow structures, stability and transition. In order to minimize the compu-
tational cost, an extension of the code to three dimensions should be accompanied by
the introduction of adaptive methods. It is desirable to obtain a higher level of control
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over the artificial diffusion introduced by the upwind finite volume scheme. When
the collision terms are partially resolved, the artificial diffusion should be reduced to
the level necessary for stabilization of the numerical scheme. A higher level of control
over the artificial diffusion is also required for the minimization of undesired cross-
stream diffusion. In order to accommodate the multitude of scales which need to be
resolved in simulations of three-dimensional mixture flows, the code must be paral-
lelized so that it can be run on multi-processor machines or in a shared work-station
environment.
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