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ENTROPY OF SEMICLASSICAL MEASURES OF THE
WALSH-QUANTIZED BAKER'S MAP
NALINI ANANTHARAMAN AND STÉPHANE NONNENMACHER
Abstrat. We study the baker's map and its Walsh quantization, as a toy model of a
quantized haoti system. We fous on loalization properties of eigenstates, in the semi-
lassial régime. Simple ounterexamples show that quantum unique ergodiity fails for
this model. We obtain, however, lower bounds on the entropies assoiated with semilas-
sial measures, as well as on the Wehrl entropies of eigenstates. The entral tool of the
proofs is an entropi unertainty priniple.
1. Introdution
In the semilassial (highly-osillatory) framework, one an generally express the solu-
tion of the time-dependent Shrödinger equation as an ~-expansion based on the lassial
motion. Classial mehanis is then the 0-th order approximation to wave mehanis.
However, suh expansions are not uniform in time, and generally fail to apture the
innite-time evolution of the quantum system, or its stationary properties. Unless the
system is ompletely integrable, the instabilities of the lassial dynamis will ruin the
semilassial expansion beyond the Ehrenfest time, whih is of order | log ~|.
Nevertheless, the domain dubbed as quantum haos" expresses the belief that strongly
haoti properties of the lassial system indue ertain typial patterns in the stationary
properties of the quantum system, like the statistial properties of the eigenvalues (the
Random Matrix onjeture [4℄), or the deloalization of the eigenfuntions over the full
aessible phase spae [3, 40℄.
The rst rigorous result in this frame of ideas is the Quantum Ergodiity Theorem [37℄:
it states that, if the lassial system is ergodi on the aessible phase spae (the energy shell
for a Hamiltonian system, respetively the full phase spae for an ergodi sympleti map),
then, in the semilassial régime, almost all the eigenstates beome uniformly distributed
on that phase spae. This stands in sharp ontrast to the ase of ompletely integrable
systems, where eigenstates are known to be loalized near well-presribed Liouville-Arnold
tori, due to a maximal number of invariants of the motion. Quantum Ergodiity has rst
been proven for the eigenstates of the Laplaian on surfaes of negative urvature [8, 43℄,
then for general Hamiltonians [15℄, ergodi Eulidean billiards [13, 46℄, quantized ergodi
maps [7, 45℄ or C∗-dynamial systems [44℄.
The Quantum Unique Ergodiity onjeture goes further in this diretion: originally
expressed in the framework of geodesi ows on ompat manifolds of negative urvature
[33℄, it predits that, for a strongly haoti system, all the eigenstates should be uniformly
distributed on the aessible phase spae, in the semilassial limit.
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This onjeture has been tested on a number of models. If the lassial system admits a
unique invariant measure, then it boils down to a proof of the quantum-lassial orrespon-
dene; Quantum Unique Ergodiity has thus been proven for several families of uniquely
ergodi maps on the torus [7, 28, 32℄.
On the opposite, Anosov systems admit a vast variety of invariant measures. Applied to
these systems, the onjeture states that quantum mehanis singles out a unique measure
out of the set of invariant ones. So far, the onjeture has only be proven for Anosov
systems enjoying an arithmeti struture, in the form of a ommutative algebra of Heke
operators: this allows to dene a preferred eigenbasis of the quantum system, namely the
joint eigenbasis of all Heke operators. Number theory omes to the resue of dynamis
to understand these eigenstates [33, 42, 6℄. E. Lindenstrauss proved the semilassial
equidistribution of all Heke eigenstates of the Laplaian on ompat arithmeti surfaes
[25℄; in that ase, the eigenstates of the Laplaian are believed to be nondegenerate, whih
would make the Heke ondition unneessary.
Studying the quantized automorphisms of the 2-torus (or quantum at maps), Kurlberg
and Rudnik had exhibited suh a ommutative Heke algebra, and proven that all joint
eigenstates beome equidistributed as ~ → 0 [20℄. However, the eigenvalues of quantum
at maps an be highly degenerate when Plank's onstant belongs to a ertain sparse
sequene (~k → 0): imposing the Heke ondition then strongly redues the dimensions
of the eigenspaes. In partiular, it was shown in [11℄ that, along the same sequene
(hk), ertain non Heke eigenstates an be partly loalized near a lassial periodi orbit,
therefore disproving Quantum Unique Ergodiity for the quantum at maps. Still, the
loalized part of the eigenstate annot represent more that one half of its total mass [5, 12℄.
Very reently, Kelmer obtained interesting results about quantized sympletomorphisms
of higher-dimensional tori [18℄: if the lassial automorphism admits a rational isotropi
invariant subspae, he exhibits a family of Heke eigenstates (he alls supersars), whih
are fully loalized on a dual invariant submanifold.
In the present paper we study another toy model, the baker's map dened in terms of
an integer parameter D ≥ 2 (we will sometimes all this map the D-baker). It is a well-
known anonial map on the 2-torus, whih is uniformly hyperboli (Anosov) with uniform
Liapounov exponent λ = logD. Its Weyl quantization [2, 34℄ has been a popular model of
quantum haos in the last twenty years. We will use here a dierent quantization, based
on the Walsh-Fourier transform [31℄: this hoie makes the quantum model amenable to
an analyti treatment. The map and its quantization will be desribed in more detail in
Setions 2-3. The loalization in phase spae of an eigenfuntion ψ~ will be analyzed using
its Walsh-Husimi measure WHψ~ , whih is a probablity measure on the torus, assoiated
with the state ψ~. For any sequene of eigenfuntions (ψ~)~→0 of the quantized map, one
an extrat a subsequene of
(
WHψ~j
)
~j→0 whih weakly onverges towards a probability
measure µ. We all suh a limit µ a semilassial measure. From the quantum-lassial
orrespondene, µ is invariant through the lassial baker's map. Like any Anosov system,
the baker's map admits plenty of invariant measures: for instane, eah periodi orbit
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arries an invariant probability measure; we will also desribe some (multi)fratal invariant
measures.
Sine the baker's map is ergodi with respet to the Lebesgue measure, we an easily
prove Quantum Ergodiity for the Walsh-quantized map, stating that the limit measure µ
is almost surely the Lebesgue measure (Theorem 3.4).
Yet, in Setion 4 we will exhibit some examples of semilassial measures dierent from
the Lebesgue measure, thereby disproving Quantum Unique Ergodiity for the Walsh-
quantized baker. We notie that, as in the ase of the quantum at map, the presene of
partially loalized eigenstates is aompanied by very high spetral degeneraies.
Our goal is to haraterize the possible semilassial limits µ among the set of invariant
measures. The tools we will use for this aim are the various entropies assoiated with
invariant measures [17℄ (we will reall the denitions of these entropies). Our rst theorem
haraterizes the support of µ.
Theorem 1.1. Let µ be a semilassial measure of the Walsh quantized D-baker, and
supp µ its support. The topologial entropy of that support must satisfy
htop(suppµ) ≥ logD
2
=
λ
2
.
The theorem implies, in partiular, that the measure µ annot be entirely onentrated
on periodi orbits (for any periodi orbit O, htop(O) = 0); it still allows its support to
be thinner than the full torus (htop(T
2) = logD). This theorem was proved in [1℄ for
the eigenstates of the Laplaian on ompat Riemannian manifolds with Anosov geodesi
ows. The proof of Theorem 1.1 presented below uses the same strategy, but is made
muh shorter by the simpliity of the partiular model (see Setion 6). In fat, we present
Theorem 1.1 mostly for pedagogial reasons, sine we an prove a stronger result:
Theorem 1.2. Let µ be a semilassial measure of the Walsh quantized D-baker. Then its
Kolmogorov-Sinai entropy satises
hKS(µ) ≥ logD
2
=
λ
2
.
Theorem 1.2 is stronger than 1.1, beause of the Ruelle-Pesin inequality, hKS(µ) ≤ htop(supp µ)
[17, Theorem 4.5.3℄. For instane, the ounterexamples to Quantum Unique Ergodiity
onstruted in [11℄ for the quantum at map satisfy htop(supp µ) = λ (the support of µ is
the full torus), but hKS(µ) =
λ
2
, showing that the above lower bound is sharp in that ase
(here, λ is the positive Liapounov exponent for the at map). In the ase of the Walsh-
baker's map, we will exhibit examples of semilassial measures µ whih saturate the lower
bound
logD
2
for both the metri entropy hKS(µ) and the topologial entropy htop(suppµ)
(see Setion 4). The lower bound of Theorem 1.2 is somehow half-way between a om-
pletely loalized measure (hKS(δO) = 0 if δO is the invariant measure arried on a periodi
orbit O) and the equidistribution (hKS(µLeb) = logD).
One an deompose any semilassial measure into its pure point, singular ontinuous
and Lebesgue parts
(1.1) µ = βppµpp + βscµsc + βLebµLeb, with β∗ ≥ 0, βpp + βsc + βLeb = 1 .
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Beause the funtional hKS is ane, Theorem 1.2 straightforwardly implies the inequality
βpp ≤ βsc+βLeb. Atually, one an also adapt the methods of [12℄ to the Walsh-baker, and
obtain a sharper inequality between these weights:
Theorem 1.3. Let µ be a semilassial measure of the Walsh quantized D-baker. The
weights appearing in the deomposition (1.1) must satisfy:
βpp ≤ βLeb .
In [12℄, the analogous result had raised a question on the existene of semilassial
measures of purely singular ontinuous nature, in the ase of the quantum at map. For
the Walsh quantized baker, we answer this question by the armative, by onstruting
expliit examples of suh semilassial measures, with simple self-similarity properties (see
Setion 4).
In the ourse of the proof of Theorem 1.2, we obtain a lower bound for the Walsh-
Wehrl entropies assoiated with the individual eigenstates (these entropies are dened
in Setion 5.2). The standard Wehrl entropy [41℄ has been used to haraterize the
loalization of eigenstates in quantum haoti systems [47, 30℄. For the present model,
the Walsh-Wehrl entropies of any eigenstate are equal to its Shannon entropy, another
indiator of loalization [16℄.
Theorem 1.4. The Wehrl and Shannon entropies of any eigenstate ψ~ of the Walsh quan-
tized baker are bounded from below as follows:
hWehrl(ψ~) = hShannon(ψ~) ≥ | log 2π~|
2
.
One more, this lower bound is situated half-way between the ase of maximal loal-
ization (hWehrl = 0) and maximal equidistribution (hWehrl = | log 2π~|). A typial state
ψ~, drawn from one of the ensemble of Gaussian random states desribed in [30, Setion
5.1℄, will have a Wehrl entropy of order hWehrl(ψ~) = | log 2π~| − C ± ~1/2 | log ~|, where
the last term denotes the standard deviation (the onstant C = 1− γEuler was rst derived
in [47℄). The lower bound
| log 2π~|
2
is far outside this typial interval. We an onstrut
eigenstates of the Walsh-baker whih saturate this lower bound: they are quite dierent
from typial states.
The proof of the above theorem relies on an Entropi Unertainty Priniple [19, 26℄,
whih is a variation around the Heisenberg Unertainty Priniple. It gives some onsisteny
to the belief that the Unertainty Priniple (the entral property of quantum mehanis),
ombined with the mixing properties of the Anosov dynamis, leads to some degree of
deloalization of the eigenfuntions.
Another essential ingredient of the proof is the ontrol of the quantum evolution up to
the Ehrenfest time
| log ~|
λ
, whih is the time where the quantum-lassial orrespondene
breaks down. For the Walsh-baker, this evolution an be desribed in a simple algebrai
way, without any small remainders, whih makes the analysis partiularly simple.
In a forthoming paper we plan to generalize Theorem 1.2 along the following lines. Our
aim is to deal with arbitrary Anosov anonial maps on a ompat sympleti manifold,
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respetively arbitrary Anosov Hamiltonian ows on some ompat energy shell. Quantiz-
ing suh systems à la Weyl and studying their eigenstates in the semilassial limit, we
onjeture the following lower bound for the semilassial measures µ:
Conjeture 1.5. Let µ be a semilassial measure for an Anosov anonial map (resp.
Hamiltonian ow) on a ompat sympleti manifold (resp. a ompat energy shell) M .
Then its Kolmogorov-Sinai entropy should satisfy
hKS(µ) ≥ 1
2
∫
M
| log Ju(x)| dµ(x) ,
where Ju(x) is the unstable Jaobian [17℄ of the system at the point x.
In the ase of an Anosov geodesi ow, this lower bound is lose to the one proven by
the rst author for htop(supp µ) [1℄. For a quantized hyperboli sympletomorphism of
T2d, this lower bound takes the value
1
2
∑
|λj |>1 log |λj|, where one sums over the expanding
eigenvalues of the lassial map. The supersars onstruted in [18℄ do indeed satisfy
this lower bound. The proof of that onjeture will neessarily be more tehnial than in
the present paper, due to the presene of small remainders, and also the more ompliated
nonlinear lassial dynamis.
Let us now outline the struture of the paper. In Setion 2 we desribe the model of
the lassial baker's map. Its Walsh quantization is presented in Setion 3, and some
of its properties are analyzed. Some partiular eigenstates with interesting loalization
properties are exhibited in Setion 4. In Setion 5 we prove Theorems 1.2 and 1.4 using
the Entropi Unertainty Priniple. Setion 6 is devoted to the proof of Theorem 1.1, using
the strategy of [1℄. Finally, in Setion 7 we sketh the proof of Theorem 1.3, adapted from
[12℄.
2. The baker's map and its symboli dynamis.
2.1. The baker's map on the torus. The phase spae we onsider is the 2-dimensional
torus T2 = (R/Z)2 ≡ [0, 1) × [0, 1), with position (horizontal) and momentum (vertial)
oordinates x = (q, p). We selet some integer D > 1, and dene the D-baker's map B as
follows:
(2.1) ∀(q, p) ∈ T2, B(q, p) = (Dq mod 1, p + ⌊Dq⌋
D
) ∈ T2 .
Here ⌊x⌋ denotes the largest integer smaller or equal to x ∈ R.
This map is invertible on T2, pieewise ane with disontinuities along the segments
{p = 0} and {q = j/D}, j = 0, . . . , D−1. In Fig. 2.1 we shematially represent the map in
the ase D = 3. The map preserves the sympleti form dp∧dq. It is uniformly hyperboli,
with onstant Liapounov exponent λ = logD. The stable (resp. unstable) diretions are
the vertial (resp. horizontal) diretions.
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      
Bp
1q
1
0
Figure 2.1. Shemati representation of the baker's map (2.1) for D = 3.
The arrows show the vertial ontration and horizontal dilation.
2.2. Symboli dynamis. The map B an be easily expressed in terms of the D-nary
representation of the oordinates (q, p). Indeed, let us represent the position q ∈ [0, 1) and
momentum p ∈ [0, 1) of any point x = (q, p) ∈ T2 through their D-nary sequenes
q = 0.ǫ1ǫ2 . . . , p = 0.ǫ
′
1ǫ
′
2 . . . , where the symbols ǫi, ǫ
′
i ∈ {0, . . . , D − 1} ≡ ZD .
We then assoiate with x = (q, p) the following bi-innite sequene
x ≡ . . . ǫ′2ǫ′1 · ǫ1ǫ2 . . . .
Symboli sequenes will be shortly denoted by ǫ = ǫ1ǫ2 . . ., without preising their lengths
(either nite or innite), and from there x ≡ ǫ′ · ǫ.
More formally, we all Σ+ = {0, . . . , D − 1}N∗ the set of one-sided innite sequenes,
and Σ = Σ+×Σ+, the set of two-sided innite sequenes. The D-nary deomposition then
generates a map
J : Σ −→ [0, 1)× [0, 1)
ǫ
′ · ǫ 7−→ x = (0.ǫ, 0.ǫ′) .
The map J is one-to-one exept on a denumerable set where it is two-to-one (for instane,
. . . 00 · 100 . . . is sent to the same point as . . . 11 · 011 . . .). Let us equip Σ with the distane
(2.2) dΣ(ǫ
′ · ǫ, α′ ·α) = max(D−n′0, D−n0) ,
where n0 = min {n ≥ 0 : ǫn+1 6= αn+1} and similarly for n′0. The map J is Lipshitz-
ontinuous with respet to this distane.
J gives a semionjugay between, on one side, the ation of B on the torus, on the other
side, the simple shift on Σ:
(2.3) B
(
J(ǫ′ · ǫ)) = J(. . . ǫ′2ǫ′1ǫ1 · ǫ2ǫ3 . . .) .
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This is a very simple example of symboli oding of a dynamial system. The ation of B
on Σ is Lipshitz-ontinuous, as opposed to its disontinuous ation on T2 equipped with
its standard topology. As long as we are only interested in haraterizing the entropies of
invariant measures, it is harmless to identify the two systems. In the following disussion
we will go bak and forth between the two representations.
2.3. Topologial and metri entropies. Let (X, d) be a ompat metri spae, and
T : X → X a ontinuous map. In this setion, we give the denitions and some properties
of the topologial and metri entropies assoiated with the map T on X . We then onsider
the partiular ase of the map B, seen as the shift ating on Σ.
2.3.1. Topologial entropy. The topologial entropy of the dynamial system (X, T ) is de-
ned as follows: for any n > 0, dene the distane
dTn(x, y)
def
= max
m=0,...,n
d(Tmx, Tmy) .
For any r > 0, let NT (r, n) be the minimal ardinal of a overing of X by balls of radius r
for the distane dTn . Then the topologial entropy of the set X with respet to the map T
is dened as
htop(X, T )
def
= lim
r→0
lim sup
n→∞
1
n
logNT (r, n) .
In many ases, it is not neessary to let r → 0: there exists r0 > 0 suh that, for any
0 < r ≤ r0, the topologial entropy is equal to lim supn→∞ 1n logNT (r, n).
In the ase X = Σ (equipped with the metris dΣ given in (2.2)), the topologial entropy
an be expressed using ylinder sets. Given two sequenes ǫ, ǫ
′
of nite lengths |ǫ| = n,
|ǫ′| = n′, we dene the ylinder set [ǫ′ ·ǫ] ⊂ Σ as the set of sequenes starting with ǫ on the
right side and with ǫ
′
on the left side. If n = n′, it is a ball of radius D−n for the distane
dΣ. The image of [ǫ
′ · ǫ] on the torus is the retangle
J([ǫ′ · ǫ]) = [ j
Dn
,
j + 1
Dn
]× [ j
′
Dn′
,
j′ + 1
Dn′
] , where
j
Dn
= 0.ǫ1 · · · ǫn, j
′
Dn′
= 0.ǫ′1 · · · ǫ′n′ .
In the following we will often identify ylinders and retangles.
Sine we are interested in the ation of the shift, we an fous our attention to one-
sided ylinder sets, of the form [·ǫ], orresponding on the torus to vertial retangles
[ j
Dn
, j+1
Dn
]× [0, 1]. The set of ylinders [·ǫ] of length n = |ǫ| will be alled Σn.
Let now F be a losed subset of Σ, invariant under the ation of B. Call NB(n, F ) the
minimal number of ylinder sets [·ǫ] of length n neessary to over F . The topologial
entropy htop(F,B), also denoted by htop(F ), is then given by
(2.4) htop(F ) = lim sup
n→∞
1
n
logNB(n, F ) .
Examples. If F = O is a periodi orbit, we nd htop(O) = 0. If F = T2, we nd
htop(T
2) = logD. It is also useful to note that, if F and G are two losed invariant subsets,
then htop(F ∪G) = max(htop(F ), htop(G)).
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2.3.2. Metri entropy. Going bak to the general framework, we onsider a T -invariant
probability measure µ on the metri spae X .
If P = (P1, ..., Pn) is a nite measurable partition of X (meaning that X is the disjoint
union of the Pis), we dene the entropy of the measure µ with respet to the partition P
by
(2.5) hP(µ) = −
∑
i
µ(Pi) logµ(Pi) .
For P = (P1, ..., Pn) and Q = (Q1, ..., Qm) any two partitions of X , we an dene a new
partition P∨Q as the partition omposed of the sets Pi∩Qj . The entropy has the following
subadditivity property:
(2.6) hP∨Q(µ) ≤ hP(µ) + hQ(µ) .
We may now use the map T to rene a given partition P: for any n ≥ 1 we dene the
partition
P(n) = P ∨ T−1P ∨ ... ∨ T−(n−1)P .
By the subadditivity property, they satisfy
hP(n+m)(µ) ≤ hP(n)(µ) + hT−nP(m)(µ) .
If the measure µ is T -invariant, hT−nP(m)(µ) = hP(m)(µ). The subadditivity of the sequene(
hP(n)(µ)
)
n≥1 implies the existene of the limit:
(2.7) lim
n→∞
1
n
hP(n)(µ) = inf
n≥1
1
n
hP(n)(µ)
def
= hP(µ, T ) .
This number hP(µ, T ) is the entropy of the measure µ for the ation of T , with respet
to the partition P. The Kolmogorov-Sinai entropy of the triplet (X, T, µ), denoted by
hKS(µ, T ), is the supremum of hP(µ, T ) over all nite measurable partitions P.
2.3.3. Generating partition for the baker's map. In the ase we will be interested in, namely
the shift B ating on Σ, this supremum is reahed if we start from the partition P made
of the ylinder sets of length one, that is of the form [.ǫ1] for ǫ1 ∈ ZD. Eah suh ylinder
is mapped on the torus into a vertial retangles [ ǫ1
D
, ǫ1+1
D
] × [0, 1). Obviously, the rened
partition P(n) is made of the ylinder sets [.ǫ] of length n, representing vertial retangles
[ j
Dn
, j+1
Dn
] × [0, 1). For any B-invariant measure µ on T2, the metri entropy hKS(µ,B) =
hKS(µ) is given by
(2.8) hKS(µ) = inf
n≥1
1
n
hP(n)(µ) = lim
n→∞
1
n
hP(n)(µ) .
Examples. If µ = δO is an invariant measure arried on a periodi orbit, we nd
hKS(δO) = 0. Another lass of interesting examples are Bernoulli measures : given
some probability weights p0, ..., pD−1 (pǫ ≥ 0,
∑
ǫ pǫ = 1), the innite produt measure
µBer =
(∑D−1
ǫ=0 pǫδǫ
)⊗Z
on Σ is invariant under the shift. On T2, it gives a B-invariant
probability measure, with simple self-similarity properties. Its Kolmogorov-Sinai entropy
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is hKS(µBer) = −
∑
ǫ pǫ log pǫ. The Lebesgue measure orresponds to the ase pǫ ≡ D−1
and has maximal entropy, hKS(µLeb) = logD. It is also useful to know that the funtional
hKS is ane on the onvex set of invariant probability measures.
Let us now desribe the quantum framework we will be working with.
3. Walsh quantization of the baker's map
3.1. Weyl quantization of the 2-torus. The usual way to quantize the torus phase
spae T2 onsists in periodizing quantum states ψ ∈ S ′(R) in both position and momentum;
the resulting vetor spae HN is nontrivial if and only if Plank's onstant ~ = (2πN)−1,
N ∈ N, in whih ase it has dimension N . An orthonormal basis of HN is given by
the position eigenstates
{
qj , j = 0, . . . , N − 1
}
loalized at positions qj = j/N . The
momentum eigenstates are obtained from the latter by applying the inverse of the Disrete
Fourier Transform FN ,
(3.1) (FN)jk = 1√
N
e−2iπkj/N , j, k = 0, . . . , N − 1 .
This Fourier transform was the basi ingredient used by Balazs and Voros to quantize the
baker's map [2, 34℄. Preisely, in the ase where N is a multiple of D, the (Weyl) quantum
baker is dened as the following unitary matrix in the position basis:
(3.2) BBVN = F−1N

FN/D 0 00 . . . 0
0 0 FN/D


These matries have been studied in detail [35℄, but little rigorous is known about their
spetrum. They suer from diration eets due to the lassial disontinuities of B (the
Egorov property is slightly problemati, but still allows one to prove Quantum Ergodiity
[9℄). It was reently observed [29℄ that some eigenstates of the 2-baker in the ase N = 2k,
(k ∈ N) have an interesting multifratal struture in phase spae. These eigenstates were
analyzed using the Walsh-Hadamard transform.
3.2. Walsh quantum kinematis. In the present work, we will use the Walsh transform
as a building blok to quantize the baker's map. As we will see, the resulting Walsh
quantization of B respets its D-nary oding, and allows for an exat spetral analysis. It
has already been used in [31℄ in the ase of open baker's maps.
Before quantizing the map B itself, we must rst desribe the Walsh quantum setting on
the 2-dimensional torus, obtained by replaing the usual Fourier transform by the Walsh-
Fourier transform. The latter was originally dened in the framework of signal proessing
[24℄. More reently, it has been used as a toy model in several problems of harmoni
analysis (see e.g. the introdution to the Walsh phase spae in [38℄).
3.2.1. Walsh transform. We will use a Walsh transform adapted to the D-baker (2.1). The
values of Plank's onstant we will be onsidering are of the form
{
~ = ~k = (2πD
k)−1, k ∈ N},
so the semilassial limit reads k → ∞. The quantum Hilbert spae is then isomorphi
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to CD ⊗ · · · ⊗ CD (with k fators). More preisely, if we all {e0, . . . , eD−1} an orthonor-
mal basis of C
D
, and identify eah index j ∈ {0, . . . , Dk − 1} with its D-nary expansion
j ≡ ǫ1 · · · ǫk, then the isomorphism HDk ≃ (CD)⊗k is realized through the orthonormal
basis of position eigenstates:
(3.3) qj = eǫ1 ⊗ eǫ2 ⊗ · · · ⊗ eǫk .
Eah fator spae CD is alled a quantum Dit, or quDit, in the quantum omputing
framework. We see that eah quDit is assoiated with a partiular position sale.
The Walsh transform on HDk , whih we denote byWDk , is a simpliation of the Fourier
transform FDk . It an be dened in terms of the D-dimensional Fourier transform FD (see
(3.1)) through its ation on tensor produt states
(3.4) WDk(v
(1)⊗. . .⊗v(k)) = FDv(k)⊗FDv(k−1)⊗. . .⊗FDv(1), v(i) ∈ CD, i = 1, . . . , k .
The image of position eigenstates through W ∗Dk yields the orthonormal basis of momen-
tum eigenstates. To eah momentum pl = l/D
k = 0.ǫ′1 . . . ǫ
′
k, l = 0, . . . , D
k − 1 is
assoiated the state
pl =
Dk−1∑
j=0
(
W ∗Dk
)
lj
qj = F∗Deǫ′k ⊗ F∗Deǫ′k−1 ⊗ · · · ⊗ F∗Deǫ′1 .
Therefore, eah quDit also orresponds to a partiular momentum sale (in reverse order
with respet to its orresponding position sale).
From now on, we will often omit the subsript D on the Fourier transform, and simply
write F = FD.
3.2.2. Quantum retangles and Walsh oherent states. Given any integer 0 ≤ ℓ ≤ k, two
sequenes ǫ = ǫ1 . . . ǫℓ ∈ Σℓ, ǫ′ = ǫ′1 . . . ǫ′k−ℓ ∈ Σk−ℓ dene a retangle [ǫ′ · ǫ] of area
∆q∆p = D−k = hk: for this reason, we all it a quantum retangle (in the time-frequeny
framework [38℄, suh retangles are alled tiles). To this retangle we assoiate the Walsh
oherent state |ǫ′ · ǫ′〉 dened as follows:
(3.5) |ǫ′ · ǫ〉 def= eǫ1 ⊗ eǫ2 ⊗ . . . eǫℓ ⊗ F∗eǫ′k−ℓ ⊗ . . .⊗F∗eǫ′1 .
For eah hoie of ℓ, 0 ≤ ℓ ≤ k, we onsider the family of quantum retangles
(3.6) Rk,ℓ def= {[ǫ′ · ǫ] : ǫ ∈ Σℓ, ǫ′ ∈ Σk−ℓ} .
The orresponding family of oherent states
{|ǫ′ · ǫ〉 : [ǫ′ · ǫ] ∈ Rk,ℓ} then forms an or-
thonormal basis of HDk , whih we will all the ℓ-basis, or basis of ℓ-oherent states. The
state |ǫ′ · ǫ〉 is stritly loalized in the orresponding retangle [ǫ′ · ǫ], in the following sense:
∀j ≡ α1 . . . αk,
{
|〈qj|ǫ′ · ǫ〉| = D−ℓ/2 if α1 = ǫ1, . . . , αℓ = ǫℓ, 0 otherwise
|〈pj|ǫ′ · ǫ〉| = D−(k−ℓ)/2 if α1 = ǫ′1, . . . , αk−ℓ = ǫ′k−ℓ, 0 otherwise .
This property of strit loalization in both position and momentum is the main reason why
Walsh harmoni analysis is easier to manipulate than the usual Fourier analysis (where
ENTROPY OF SEMICLASSICAL MEASURES 11
suh a loalization is impossible). Obviously, for ℓ = k (resp. ℓ = 0) we reover the position
(resp. momentum) eigenbasis.
Eah ℓ-basis provides a Walsh-Husimi representation of ψ ∈ HDk : it is the non-negative
funtion WHk,ℓψ on T
2
, onstant inside eah retangle [ǫ′ · ǫ] ∈ Rk,ℓ, where it takes the
value:
(3.7) WHk,ℓψ (x)
def
= Dk |〈ψ|ǫ′ · ǫ〉|2 , x ∈ [ǫ′ · ǫ] .
The standard (Gaussian) Husimi funtion of a state ψ ontains all the information about
that state (apart from a nonphysial phase prefator) [21℄. On the opposite, the Walsh-
Husimi funtion WHk,ℓψ only ontains half the information on ψ (namely, the moduli of
the omponents of ψ in the ℓ-basis). This important dierene will not bother us in the
following.
In the ase of a tensor-produt state ψ = v(1)⊗ v(2)⊗· · ·⊗ v(k) (eah v(i) ∈ CD) relevant
in Setion 4.2, we have :
WHk,ℓψ (x) = D
k
∣∣v(1)ǫ1 ∣∣2 . . . ∣∣v(ℓ)ǫℓ ∣∣2 ∣∣(Fv(k))ǫ′1∣∣2 . . . ∣∣(Fv(ℓ+1))ǫ′k−ℓ∣∣2 , x ∈ [ǫ′ · ǫ] .
If ψ is normalized, WHk,ℓψ denes a probability density on the torus (or on Σ). For any
measurable subset A ⊂ T2, we will denote its measure by
WHk,ℓψ (A) =
∫
A
WHk,ℓψ (x) dx .
In the semilassial limit, a sequene of oherent states {|ǫ′ · ǫ〉} an be assoiated with
a single phase spae point x ∈ T2 only if both sidelengths D−ℓ, Dk−ℓ of the assoiated
retangles derease to zero. This is the ase if and only if the index ℓ = ℓ(k) is hosen to
depend on k, in the following manner:
(3.8) ℓ(k)→∞ and k − ℓ(k)→∞ as k →∞ .
Therefore, to dene semilassial limitmeasures of sequenes of eigenstates
(
ψk ∈ HDk
)
k→∞,
we will onsider sequenes of Husimi representations
(
WHk,ℓ
)
satisfying the above ondi-
tions. For instane, we an onsider the symmetri hoie ℓ = ⌊k/2⌋.
3.2.3. Anti-Wik quantization of observables. In standard quantum mehanis, oherent
states may also be used to quantize observables (smooth funtions on T2), using the anti-
Wik proedure. In the Walsh framework, a similar (Walsh-)anti-Wik quantization an
be dened, but now it rather makes sense on observables f on T2 ≃ Σ whih are Lipshitz-
ontinuous with respet to the distane (2.2), denoted by f ∈ Lip(Σ). The reason to
hoose this funtional spae (instead of some spae of smooth funtions on T2) is that we
want to prove Egorov's theorem, whih involves both f and its iterate f ◦B. It is therefore
onvenient to require that both these funtions belong to the same spae (we ould also
onsider Hölder-ontinuous funtions on Σ).
The Walsh-anti-Wik quantization is dened as follows. For any k, one selets a family
of quantum retangles (3.6), suh that ℓ = ℓ(k) satises the semilassial ondition (3.8).
12 N. ANANTHARAMAN AND S. NONNENMACHER
The quantization of the observable f is the following operator on HDk :
(3.9) Opk,ℓ(f)
def
= Dk
∑
[ǫ′·ǫ]∈Rk,ℓ
|ǫ′ · ǫ〉〈ǫ′ · ǫ|
∫
[ǫ′·ǫ]
f(x) dx =
∑
[ǫ′·ǫ]∈Rk,ℓ
|ǫ′ · ǫ〉〈ǫ′ · ǫ| f [ǫ
′·ǫ]
.
Here and in the following, we denote by f
R
the average of f over the retangle R. For
eah ℓ, the above operators form a ommutative algebra, namely the algebra of diagonal
matries in the ℓ-basis. The quantization Opk,ℓ is in some sense the dual of the Husimi
representation WHk,ℓ :
(3.10) ∀f ∈ Lip(Σ), ∀ψ ∈ HDk , 〈ψ|Opk,ℓ(f)|ψ〉 =
∫
T2
WHk,ℓψ (x) f(x) dx .
The following proposition shows that this family of quantizations satisfy a ertain number
of reasonable properties. We reall that the Lipshitz norm of f ∈ Lip(Σ) is dened as
‖f‖Lip def= sup
x∈Σ
|f(x)|+ sup
x 6=y∈Σ
|f(x)− f(y)|
dΣ(x, y)
.
Proposition 3.1. i) For any index 0 ≤ ℓ ≤ k and observable f ∈ Lip(Σ), one has
Opk,ℓ(f
∗) = Opk,ℓ(f)
∗, tr
(
Opk,ℓ(f)
)
= Dk
∫
T2
f(x) dx .
ii) For any 0 ≤ ℓ ≤ k and observables f, g ∈ Lip(Σ),
(3.11) ‖Opk,ℓ(f g)−Opk,ℓ(f) Opk,ℓ(g)‖ ≤ ‖f‖Lip ‖g‖LipD−min(ℓ,k−ℓ) .
iii) For any pair of indies 0 ≤ ℓ′ ≤ ℓ ≤ k, the two quantizations Opk,ℓ, Opk,ℓ′ are related
as follows:
∀f ∈ Lip(Σ), ‖Opk,ℓ(f)−Opk,ℓ′(f)‖ ≤ 2 ‖f‖LipD−min(ℓ
′,k−ℓ) .
The rst two statements make up the orrespondene priniple for quantum observables
of Marklof and O'Keefe [27, Axiom 2.1℄, whih they use to prove Quantum Ergodiity (see
Theorem 3.4 below).
The third statement implies that if ℓ′ ≤ ℓ (depending on k) both satisfy the semilassial
ondition (3.8), then the two quantizations are asymptotially equivalent.
Proof. The statement i) is obvious from the denition (3.9) and the fat that ℓ-oherent
states form an orthonormal basis.
To prove ii) and iii) we use the Lipshitz regularity of the observables. The variations
of f ∈ Lip(Σ) inside a retangle R = [α′ ·α] are bounded as follows:
∀x, y ∈ R, |f(x)− f(y)| ≤ ‖f‖Lip dΣ(x, y) ≤ ‖f‖Lip diam(R) ,
where the diameter of the retangle R for the metris dΣ is diam(R) = D
−min(|α|,|α′|)
. As
a onsequene,
(3.12) ∀x ∈ R,
∣∣∣f(x)− fR∣∣∣ ≤ ‖f‖Lip diam(R) .
ENTROPY OF SEMICLASSICAL MEASURES 13
To show ii), we expand the operator in the left hand side of (3.11):
Opk,ℓ(f g)−Opk,ℓ(f) Opk,ℓ(g) =
∑
[ǫ′·ǫ]∈Rk,ℓ
|ǫ′ · ǫ〉〈ǫ′ · ǫ|
(
(fg)
[ǫ′·ǫ] − f [ǫ
′·ǫ]
g[ǫ
′·ǫ]
)
.
Using (3.12) for R = [ǫ′ · ǫ] ∈ Rk,ℓ, we easily bound the terms on the right hand side:
∀[ǫ′ · ǫ] ∈ Rk,ℓ ,
∣∣∣(fg)[ǫ′·ǫ] − f [ǫ′·ǫ] g[ǫ′·ǫ]∣∣∣ ≤ ‖f‖Lip ‖g‖LipD−min(ℓ,k−ℓ) .
Sine the ℓ-oherent states are orthogonal, Pythagore's theorem gives the bound (3.11).
To prove the statement iii), we need to onsider mesosopi retangles of the type
R = [α′ · α] where |α| = ℓ′, |α′| = k − ℓ. Suh a retangle R supports Dℓ−ℓ′ quantum
retangles of type Rk,ℓ, and the same number of retangles of type Rk,ℓ′. We want to
analyze the partial dierene
(3.13) ∆Op(f)|R
def
=
∑
[ǫ′·ǫ]∈Rk,ℓ
[ǫ′·ǫ]⊂R
|ǫ′ · ǫ〉〈ǫ′ · ǫ| f [ǫ
′·ǫ] −
∑
[ǫ′·ǫ]∈Rk,ℓ′
[ǫ′·ǫ]⊂R
|ǫ′ · ǫ〉〈ǫ′ · ǫ| f [ǫ
′·ǫ]
.
Both terms of the dierene at inside the same subspae
VR = span
{|ǫ′ · ǫ〉 : [ǫ′ · ǫ] ∈ Rk,ℓ, [ǫ′ · ǫ] ⊂ R} .
We then use (3.12) to show that the average of f over any quantum retangle [ǫ′ · ǫ] ⊂ R
satises ∣∣∣f [ǫ′·ǫ] − fR∣∣∣ ≤ ‖f‖Lip diam(R) .
Inserted in (3.13), this estimate yields the upper bound:
‖∆Op(f)|R‖ ≤ 2 ‖f‖Lip diam(R) .
Finally, sine the subspaes VR, V
′
R assoiated with two disjoint retangles R 6= R′ are
orthogonal, Pythagore's theorem implies the statement iii). 
3.3. Walsh-quantized baker. We are now in position to adapt the Balazs-Voros quanti-
zation of the D-baker's map (2.1) to the Walsh framework, by mimiking (3.2). We dene
the Walsh quantization of B by the following unitary matrix Bk in the position basis:
(3.14) Bk
def
= W−1
Dk

WDk−1 0 00 . . . 0
0 0 WDk−1

 .
This operator ats simply on tensor produt states:
(3.15) Bk(v
(1) ⊗ . . .⊗ v(k)) = v(2) ⊗ v(3) ⊗ . . .⊗ v(k) ⊗ F∗Dv(1) .
Similarly, a tensor-produt operator on HDk will be transformed as follows by the quantum
baker:
(3.16) Bk(A
(1) ⊗ . . .⊗A(k))B−1k = A(2) ⊗ A(3) ⊗ . . .⊗A(k) ⊗ F∗DA(1)FD .
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These formulas are learly reminisent of the shift (2.3) produed by the lassial map.
The main dierene lies in the fat that quantum sequenes are of nite length k, the
shift ating ylially on the sequene, and one needs to at with F∗D on the last quDit.
This quantization of the baker's map has been introdued before, as the extreme member
among a family of dierent quantizations [36℄, and some of its semilassial properties have
been studied in [39℄. In partiular, it was shown that, within the standard Wigner-Weyl
formalism, this family of quantum propagators does not quantize the baker's map, but a
multivalued version of it.
On the other hand, in this paper we will stik to the Walsh-anti-Wik formalism to
quantize observables, and in this setting we prove in the next proposition that the quantum
baker (3.14) quantizes the original baker's map.
Proposition 3.2 (Egorov theorem). Let us selet a quantization Opk,ℓ satisfying the semi-
lassial onditions (3.8). Then, for any observable f ∈ Lip(Σ), we have in the semilas-
sial limit
‖B−1k Opk,ℓ(f)Bk −Opk,ℓ(f ◦B)‖ ≤ 2 ‖f‖LipD1−min(ℓ,k−ℓ−1) .
For the symmetri hoie ℓ = ⌊k/2⌋, the right hand side is of order D−k/2 ∼ ~1/2.
Proof. The ruial argument is the fat that, for any index 0 < ℓ ≤ k, the Walsh-baker
maps ℓ-oherent states onto (ℓ−1)-oherent states. This fat is obvious from the denition
(3.5) and the ation of Bk on tensor produt states (3.15):
(3.17) ∀[ǫ′ · ǫ] ∈ Rk,ℓ, Bk|ǫ′ · ǫ〉 = |B(ǫ′ · ǫ)〉 = |ǫ′k−ℓ . . . ǫ′2ǫ′1ǫ1 · ǫ2 . . . ǫℓ〉 .
Notie that the shifted retangle B([ǫ′ · ǫ]) ∈ Rk,ℓ−1. As a result, the evolved operator
B−1k Opk,ℓ(f)Bk will be a sum of terms of the form
|B−1(ǫ′ · ǫ)〉〈B−1(ǫ′ · ǫ)| f [ǫ
′·ǫ]
= |B−1(ǫ′ · ǫ)〉〈B−1(ǫ′ · ǫ)| fB
−1([ǫ′·ǫ])
,
whih implies the exat formula
(3.18) B−1k Opk,ℓ(f)Bk = Opk,ℓ+1(f ◦B) .
The third statement of Proposition 3.1 and the inequality ‖f ◦B‖Lip ≤ D ‖f‖Lip yield the
estimate. 
Remark 1. The exat evolution (3.17) is similar with the evolution of Gaussian oherent
states through quantum at maps [11℄. It is also the Walsh ounterpart of the oherent
state evolution through the Weyl-quantized baker BBVN , used in [9℄ to prove a weak version
of Egorov's property. In that ase, the oherent states needed to be situated far away from
the disontinuities of B, whih implied that Egorov's property only held for observables
vanishing in some neighbourhood of the disontinuities. In the present framework, we do
not need to take are of disontinuities, sine B is ontinuous in the topology of Σ.
Remark 2. The integer k satises k = | log h|
logD
, where h = hk = D
−k
is Plank's onstant,
and logD the uniform Liapounov exponent of the lassial baker's map: k is the Ehrenfest
time for the quantum baker. As in the Weyl formalism [9℄, the Egorov property an be
extended to iterates (Bk)
n
up to times n ≈ (1− δ)k
2
, for any xed δ > 0.
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The exat evolution of oherent states (3.17) also implies the following property, dual of
Eq. (3.18):
∀ψ ∈ HDk , WHk,ℓBkψ = WH
k,ℓ−1
ψ ◦B−1 .
In partiular, if ψ is an eigenstate of Bk, one has
WHk,ℓψ = WH
k,ℓ−1
ψ ◦B−1 ,
meaning that the lassial map sends one Husimi representation to the next one.
The Egorov estimate of Proposition 3.2 leads to the following
Corollary 3.3 (Invariane of semilassial measures). Consider a semilassial sequene
(ψk ∈ HDk)k∈N∗ suh that eah ψk is an eigenstate of Bk. It indues a sequene of Husimi
measures
(
WHk,ℓψk
)
, where ℓ = ℓ(k) is assumed to satisfy (3.8). Up to extrating a subse-
quene, one an assume that this sequene onverges to a probability measure µ on Σ.
Then the measure µ is invariant through the baker's map B.
This measure µ projets to a measure on T2, whih we will also (with a slight abuse)
all µ. The proof of Quantum Ergodiity [7, 45℄, starting from the ergodiity of the
lassial map with respet to the Lebesgue measure, is also valid within our nonstandard
quantization. Indeed, as shown in [27℄, the statements i), ii) of Proposition 3.1 and the
Egorov theorem (Prop. 3.2) sue to prove Quantum Ergodiity for the Walsh-quantized
baker:
Theorem 3.4 (Quantum Ergodiity). For any k ∈ N∗, selet an orthonormal eigenbasis
(ψk,j ∈ HDk)j=0,...,Dk−1 of the Walsh-quantized baker Bk.
Then, for any k ≥ 1, there exists a subset Jk ⊂
{
0, . . . , Dk − 1} suh that
• limk→∞ ♯JkDk = 1 (almost all eigenstates)• if ℓ(k) satises (3.8) and j(k) ∈ Jk for all k ≥ 1, then the sequene of Husimi
measures (WH
k,ℓ(k)
ψk,j(k)
) weakly onverges to the Lebesgue measure on T2.
Remark 3. In the following setion we will be working with partitions into the vertial
retangles [·α], |α| = n, whih make up the partition P(n) (see setion 2.3.3). For any
state ψ ∈ HDk , the measure WHk,kψ assigns the weight |〈qj |ψ〉|2 to eah vertial quantum
retangle [·ǫ], |ǫ| = k. With respet to the partition P(n), all Husimi measures WHk,ℓψ ,
n ≤ ℓ ≤ k are equivalent: for any ylinder [·α] ∈ P(n), we indeed have
(3.19) ∀ℓ, n ≤ ℓ ≤ k, WHk,ℓψ ([·α]) = WHk,kψ ([·α]) .
4. Some expliit eigenstates of Bk
The interest of the quantization Bk lies in the fat that its spetrum and eigenstates an
be analytially omputed.
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4.1. Short quantum period. The ruial point (derived from the identity (3.15) and the
periodiity of the Fourier transform) is that this operator is periodi, with period 2k (when
D = 2) or 4k (when D ≥ 3):
D = 2 =⇒ ∀k ≥ 1, (Bk)2k = I2k
D ≥ 2 =⇒ ∀k ≥ 1, (Bk)4k = IDk .
More preisely, (Bk)
2k
is the involution
(4.1) (Bk)
2k = Π⊗ Π · · · ⊗Π ,
where Π is the parity operator on CD, whih sends eǫ to eǫ¯, with ǫ+ ǫ¯ ≡ 0 mod D.
As we notied above, k = | logh|
logD
is the Ehrenfest time of the system, so the above
periodiity an be ompared with the short quantum periods of the quantum at map [5,
11℄, whih allowed one to onstrut eigenstates with a partial loalization on some periodi
orbits. The rst onsequene of this logarithmi period is the very high degeneray of the
eigenvalues
{
e2iπr/4k, r = 0, . . . , 4k − 1}: eah of them is approximately Dk
4k
-degenerate.
In the ase of the at map, this huge degeneray gives suient freedom to onstrut
eigenstates whih are partially sarred on a periodi orbit [11℄. In the Walsh-baker ase,
although 4k is the double of what was alled a short period in [11℄, (Bk)
2k
sends a oherent
state |ǫ′ · ǫ〉 to another oherent state |ǫ¯′ · ǫ¯〉, and we are still able to onstrut half-sarred
eigenstates. Due to (4.1), a state sarred on the periodi orbit indexed by the periodi
sequene (ǫ1ǫ2 . . . ǫp) is also sarred, with the same weight, on the mirror orbit (ǫ¯1ǫ¯2 . . . ǫ¯p).
4.2. Tensor-produt eigenstates. A new feature, ompared with the quantum at map,
is that we straightforwardly obtain eigenstates ofBk whih are not sarred on any periodi
orbit, but still have a nontrivial phase spae distribution: the assoiated semilassial
measure is a singular Bernoulli measure. These states are onstruted as follows: take
any eigenstate w ∈ CD of the inverse Fourier transform F∗D. Then, for any k ≥ 1, the
tensor-produt state
(4.2) ψ = w ⊗ · · · ⊗ w ∈ HDk
is an eigenstate of Bk. From (3.7), its Husimi measure WH
k,ℓ
ψ has the following weight on
a quantum retangle [ǫ′ · ǫ] ∈ Rk,ℓ:
(4.3) WHk,ℓψ ([ǫ
′ · ǫ]) = |wǫ1|2 . . . |wǫℓ|2 |wǫ′1|2 . . . |wǫ′k−ℓ|2 .
This shows that WHk,ℓψ is the produt of a measure νℓ on the horizontal interval by a
measure νk−ℓ on the vertial interval. νℓ (resp. νk−ℓ) an be obtained by onditioning a
ertain self-similar measure ν on subintervals of type [ j
Dℓ
, j+1
Dℓ
) (resp. [ j
Dk−ℓ
, j+1
Dk−ℓ
)). This
measure ν is onstruted by iteration: the rst step onsists in splitting [0, 1) into D
subintervals [ ǫ
D
, ǫ+1
D
), and alloating the weight pǫ = |wǫ|2 to the ǫ-th subinterval. The
next step splits eah subinterval, et. In other words, for any nite sequene ǫ ∈ Σn, the
measure of the interval [·ǫ] is given by
ν([·ǫ]) = pǫ1pǫ2 . . . pǫn .
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Figure 4.1. Eigenstates of Bk for D = 2. The grey sale orresponds to
a logarithmi representation of WHk,ℓψ (x) (blak=large; white=small). Top
left: eigenstate half-sarred at the origin, k = 10, ℓ = 5. Top right: tensor
produt eigenstate (4.2), k = 11, ℓ = 6. Bottom: eigenstate (4.6) with a
fratal support, k = 11, ℓ = 6 (white=zero).
In the symboli representation [0, 1) ∼ Σ+, ν is a Bernoulli measure.
The Husimi measure WHk,ℓψ is therefore the measure
µ = ν(dq)× ν(dp), onditioned on the retangles [ǫ′ · ǫ] ∈ Rk,ℓ .
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Assuming that ℓ satises the ondition (3.8) (so that the diameters of the retangles vanish
as k →∞), we get
lim
k→∞
WHk,ℓψ = µ ,
where the limit should be understood in the weak sense.
The measure µ is obviously a Bernoulli invariant measure, of the type shown in the
Examples of Setion 2.3.3. Let us desribe some partiular ases, forgetting for a moment
that the state w is an eigenstate of F∗D, and taking for w any normalized state in CD.
• if the oeients pǫ are all equal, pǫ = 1/D, then µ = dx is the Lebesgue measure.
• if there is a single ǫ ∈ {0, . . . , D − 1} suh that pǫ = 1 and the others vanish, then
µ = δxo , where xo ≡ . . . ǫǫ · ǫǫǫ . . . is a xed point of B. Obviously, this is impossible
if w an eigenstate of F∗D.
• in the remaining ases, µ is a purely singular ontinuous measure on T2, with simple
self-similarity properties.
Topologial entropy of tensor produt eigenstates. An eigenstate w of F∗D an have a ertain
number of vanishing oeients. Call S ⊂ {0, . . . , D − 1} the set of non-vanishing oe-
ients, and d = ♯S its ardinal. If d < D, the orresponding measure µ is then supported
on a proper invariant subset Fµ of T
2
, orresponding to the sequenes ǫ
′ · ǫ ∈ Σ with all
oeients ǫi, ǫ
′
i ∈ S. One an easily hek that the topologial entropy of Fµ is given by
htop(Fµ) = log(d) .
Now, beause all the matrix elements of F∗D are of modulus D−1/2, the number d of non-
vanishing omponents of w is bounded as
(4.4) d ≥
√
D , so that htop(Fµ) ≥ logD
2
.
This proves that semilassial measures µ obtained from sequenes of tensor-produt eigen-
states (4.2) satisfy the general lower bound of Theorem 1.1.
The simplest example of suh eigenstates seems to be forD = 4: F∗4 admits the eigenstate
w = (1, 0, 1, 0)/
√
2. The orresponding limit measure µ is supported on a subset Fµ whih
saturates the lower bound (4.4): htop(Fµ) = log 2 =
log 4
2
.
Metri entropy of tensor produt eigenstates. For a normalized state w ∈ CD, the Kolmogorov-
Sinai entropy of the measure µ an be shown to be
hKS(µ) = −
D−1∑
ǫ=0
pǫ log pǫ = −
D−1∑
ǫ=0
|wǫ|2 log |wǫ|2 def= h(w).
A priori, this funtion ould take any value between 0 and logD, the topologial entropy
of T2 with respet to the baker's map. However, as in the ase of the topologial entropy,
imposing w to be an eigenstate of F∗D restrits the possible range of h(w). Indeed, the
following Entropi Unertainty Priniple, rst onjetured by Kraus [19℄ and proven in
[26℄, direly provides the desired lower bound for h(w).
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Theorem 4.1 (Entropi Unertainty Priniple [26℄). For any M ∈ N∗, let U be a unitary
M ×M matrix and c(U) def= supi,j |Uij|. Then, for any normalized state ψ ∈ CM , one has
h(ψ) + h(Uψ) ≥ −2 log c(U) ,
where the entropy is dened as h(ψ) = −∑i |ψi|2 log |ψi|2.
The proof of this theorem (whih is the major ingredient in the proof of Theorem 1.2,
see Setion 5) is outlined in the Appendix.
Applying this theorem to the matrix U = F∗D, and using the fat that w is an eigenstate
of that matrix, we obtain the desired lower bound
(4.5) hKS(µ) = h(w) ≥ logD
2
.
The above example of tensor-produt eigenstates of the 4-baker, onstruted from w =
(1, 0, 1, 0)/
√
2, also saturate this inequality: hKS(µ) = htop(Fµ) =
log 4
2
.
4.3. A slightly more ompliated example. In the ase of D = 2, although none of
the eigenvetors of F2 has any vanishing omponent, one an still onstrut eigenstates
onverging to a fratal measure supported on a proper subset of T2. Indeed, we notie that
F2 e0 = e0+e1√2
def
= e+, and F22 = I2. As a result, in the ase k is odd, the state
(4.6) ψ =
1√
2
(e0 ⊗ e+ ⊗ e0 ⊗ . . . e+ ⊗ e0 + e+ ⊗ e0 ⊗ e+ ⊗ . . . e0 ⊗ e+)
is an eigenstate of Bk. It beomes normalized in the limit k →∞, and one an hek that
the assoiated semilassial measure is µ = 1
2
(ν1(dq)× ν2(dp) + ν2(dq)× ν1(dp)), where
ν1 (resp. ν2) is the self-similar measures on [0, 1) obtained by splitting [0, 1) in 4 equal
subintervals, whih are alloated the weights (1/2, 1/2, 0, 0) (resp. (1/2, 0, 1/2, 0)), and so
on. One an easily show that this semilassial measure µ saturates both lower bounds:
hKS(µ) = htop(Fµ) =
log 2
2
.
5. Proof of Theorem 1.2: Lower bound on the metri entropy
Applying Theorem 4.1 in a more lever way, we an generalize the lower bound (4.5)
to any semilassial measure µ, thereby proving Theorem 1.2. In this setion we give
ourselves a sequene
(
ψk ∈ HDk
)
of eigenstates of Bk, and assume that the assoiated
Husimi measures onverge to an invariant probability measure µ.
5.1. Quantum partition of unity. The denition of metri entropy given in Setion 2.3.2
starts from the oarse partition P (made of D retangles [·ǫ]), whih is then rened into
a sequene of partitions P(n) using the lassial dynamis. A natural way to study the
Kolmogorov-Sinai entropy of quantum eigenstates is to transpose these objets to the
quantum framework. For any anti-Wik quantization Opk,ℓ satisfying the ondition (3.8),
the harateristi funtions 1l[·ǫ] are quantized into the orthogonal projetors
(5.1) Pǫ = πǫ ⊗ (I)⊗k−1 , ǫ = 0, . . . , D − 1 .
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Here, πǫ is the orthogonal projetor on the basis state eǫ ∈ CD, and I = ID is the identity
operator on CD. This family of projetors make up a quantum partition of unity:
D−1∑
ǫ=0
Pǫ = (I)
⊗k = IDk .
Like its lassial ounterpart, this partition an be rened using the dynamis. To an
evolved retangle B−l([·ǫ]) orresponds the projetor
Pǫ(l)
def
= B−lk PǫB
l
k .
From there, the quantum ounterpart of the rened partition P(n) = {[·ǫ], ǫ ∈ Σn} is
omposed of the following operators:
(5.2) Pǫ
def
= Pǫn(n− 1) ◦ . . . ◦ Pǫ2(1) ◦ Pǫ1 .
Using the formula (3.16), we nd that
(5.3) n ≤ k =⇒ Pǫ = πǫ1 ⊗ πǫ2 ⊗ . . . πǫn ⊗ (I)⊗k−n .
This shows that Pǫ is an orthogonal projetor assoiated with the retangle [·ǫ]. It is equal
to Opk,ℓ(1l[·ǫ]) if n ≤ ℓ. In the extreme ase n = k, these operators projet on single position
eigenstates:
∀j = ǫ1 . . . ǫk ∈
{
0, . . . , Dk − 1} , Pǫ = |qj〉〈qj| .
Using Remark 3, we see that these projetors an be direly used to express the weight of
the Husimi measures on retangles. Indeed, if n ≤ ℓ ≤ k and [·ǫ] ∈ Σn, then
(5.4) WHk,ℓψk ([·ǫ]) = ‖Pǫψk‖2 .
From there, we straightforwardly dedue the:
Lemma 5.1. Provided n ≤ ℓ ≤ k, the entropy (2.5) of the Husimi measure WHk,ℓψk , relative
to the rened partition P(n), an be written as follows:
(5.5) hP(n)(WH
k,ℓ
ψk
) = −
∑
|ǫ|=n
‖Pǫψk‖2 log
(‖Pǫψk‖2) .
For some values of the indies, this quantity orresponds to well-known quantum en-
tropies.
5.2. Shannon and Wehrl entropies. By setting n = ℓ = k in the above Lemma, we
obtain a quantum entropy whih has been used before to haraterize the loalization
properties of individual states [16℄. It is simply the Shannon entropy of the state ψ ∈ HN ,
when expressed in the position basis
{
qj, j = 0, . . . , N − 1
}
:
(5.6) hShannon(ψ)
def
= hP(k)(WH
k,k
ψ ) = −
N−1∑
j=0
|〈qj |ψ〉|2 log
(|〈qj|ψ〉|2) .
This entropy obviously selets a preferred diretion in phase spae: one ould as well
onsider the Shannon entropy in the momentum basis. To avoid this type of hoie, it has
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beome more fashionable to use a quantum entropy based on the Husimi representation
of quantum states, introdued by Wehrl [41℄. In the Weyl framework, it is given by the
integral over the phase spae of η(|〈x|ψ〉|2), where η(s) = −s log s, and {|x〉 : x ∈ T2} is a
ontinuous family of Gaussian oherent states.
In the Walsh framework, the oherent states form disrete families, so the integral is
eetively a sum. For any index ℓ, we dene the Walsh-Wehrl entropy of ψ ∈ HDk as:
(5.7) hk,ℓWehrl(ψ) = −
∑
[ǫ′·ǫ]∈Rk,ℓ
|〈ǫ′ · ǫ|ψ〉|2 log (|〈ǫ′ · ǫ|ψ〉|2) .
Notie that the Shannon entropy (5.6) is a partiular ase of the Wehrl entropy, obtained
by setting ℓ = k. Eq. (3.17) implies that all quantum entropies of eigenstates are equal:
Proposition 5.2. If ψk ∈ HDk is an eigenstate of the Walsh-baker Bk, then its Wehrl and
Shannon entropies are all equal:
∀ℓ ∈ [0, k], hk,ℓWehrl(ψk) = hShannon(ψk) .
As in the ase of Gaussian oherent states [41, 23℄, loalized states have a small Wehrl
entropy: the minimum of hk,ℓWehrl(ψ) is reahed for ψ = |ǫ′ · ǫ〉 a oherent state in the
ℓ-basis, where the entropy vanishes. On the opposite, the entropy is maximal when ψ is
equidistributed with respet to the ℓ-basis, and the entropy then takes the value logN =
| log 2π~|. Notie that the extremal properties of the entropy hk,ℓWehrl of pure quantum states
are muh easier to analyze than those of the Gaussian Wehrl entropies on the plane, the
torus or the sphere [23, 22, 30℄.
The Shannon or Wehrl entropies an be now bounded from below using the Entropi
Unertainty Priniple, Theorem 4.1. Indeed, ψk is an eigenstate of the iterate (Bk)
k
, whih
is the tensor produt operator
(5.8) (Bk)
k = F∗D ⊗ F∗D ⊗ . . .⊗ F∗D .
The matrix elements of this operator in the position basis are all of modulus D−k/2. Thus,
Theorem 4.1 implies that
(5.9) hShannon(ψk) = hP(k)(WH
k,k
ψk
) ≥ k
2
logD .
Using the property that the Wehrl entropies (5.7) of an eigenstate are all equal to eah
other (see Proposition 5.2), this proves Theorem 1.4.
In the expression for the Shannon entropy, both the Husimi measure WHk,ℓψk and the
partition P(n) depend on the semilassial parameter k in a rigid way, namely ℓ = n = k.
On the other hand, if we want to understand the entropy of the semilassial measure
µ, we should rst estimate the entropy of some k-independent partition P(n), then take
the semilassial limit (k → ∞) of the Husimi measures WHk,ℓψk with the ondition (3.8)
satised, and only send n to innity afterwards. In other words, we need to ontrol the
entropies (5.5) for a xed n ∈ N while sending k, ℓ→∞.
In the following setions, we present two dierent approahes to realize this program,
both yielding a proof of Theorem 1.2.
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5.3. First method: use of subadditivity. The rst approah onsists in estimating the
entropy (5.5) of the partition P(n) for some xed n, starting from the lower bound (5.9)
on the entropy of P(k). Both these entropies are taken on the measure µk def= WHk,kψk . This
estimation uses the subadditivity property (2.6).
Using Eulidean division, we an write k = qn+r with q, r ∈ N, r < n. The subadditivity
of entropy implies that
(5.10) hP(k)(µk) ≤ hP(n)(µk) + hB−nP(n)(µk) + . . .+ hB−(q−1)nP(n)(µk) + hB−qnP(r)(µk).
The very last term, being the entropy of a partition of Dr elements, is less than r logD.
Using the fat that ψk is an eigenstate of Bk, we prove below that the Husimi measure
µk is invariant under B until the Ehrenfest time :
Lemma 5.3. For any n-retangle [·ǫ] of the partition P(n), for any index 0 ≤ l ≤ k − n,
we have
µk(B
−l[·ǫ]) = µk([·ǫ]) .
This straighforwardly implies the following property:
l ≤ k − n =⇒ hB−lP(n)(µk) = hP(n)(µk) .
Injeting this equality in the subadditivity (5.10), and using the lower bound (5.9) for
hP(k)(µk), we obtain a lower bound for the entropy of the xed partition P(n):
(5.11) hP(n)(µk) ≥
1
q
(
hP(k)(µk)− r logD
)
≥ 1
q
(
k
logD
2
− r logD
)
.
From the identity (3.19), and assuming that ⌊k/2⌋ > n, the left hand side is also the
entropy of the Husimi measure WH
k,⌊k/2⌋
ψk
, whih onverges to µ in the semilassial limit.
On the right hand side, k/q → n and r/q → 0 as k →∞, so in the limit,
hP(n)(µ) ≥
n
2
logD .
We an nally let n→∞, and get Theorem 1.2. 
Proof of Lemma 5.3. For any n-retangle [·ǫ] of the partition P(n), we have
µk([·ǫ]) =
∥∥πǫ1 ⊗ . . . πǫn ⊗ (I)⊗k−nψk∥∥2
=
∥∥(Bk)−l (πǫ1 ⊗ . . . πǫn ⊗ (I)⊗k−n) (Bk)lψk∥∥2 ,
where we have used the fats that ψk is an eigenfuntion of Bk, and that Bk is unitary.
Now, using (3.16), the last line an be transformed into
∥∥(I)⊗l ⊗ πǫ1 ⊗ . . . πǫn ⊗ (I)⊗k−n−l ψk∥∥2 = D−1∑
α1,...,αl=0
∥∥πα1 ⊗ . . . παl ⊗ πǫ1 ⊗ . . . πǫn ⊗ (I)⊗k−n−l ψk∥∥2
=
∑
α1,...,αl
‖Pαǫψk‖2 =
∑
α=(α1,...,αl)
µk([·αǫ]) = µk(B−l[·ǫ]) .
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The last equality is due to the fat that the set B−l[·ǫ] is the disjoint union
(5.12) B−l[·ǫ] =
D−1⋃
α1,...,αl=0
[·αǫ] .

5.4. Seond method: vetorial Entropi Unertainty Priniple. The seond ap-
proah to bound (5.5) from below is to diretly apply to that sum the vetorial version of
the Entropi Unertainty Priniple, given in Theorem A.3 in the Appendix.
Indeed, for any n ≤ k, the family of orthogonal projetors {Pǫ, |ǫ| = n} satisfy PǫPǫ′ =
δǫǫ′Pǫ, and the resolution of unity ∑
|ǫ|=n
Pǫ = I .
Any state ψ ∈ HDk an be deomposed into the sequene of states {ψǫ = Pǫψ, |ǫ| = n},
in terms of whih the entropy (5.5) an then be written as
(5.13) hP(n)(µk) = −
∑
|ǫ|=n
‖ψǫ‖2 log ‖ψǫ‖2 def= hn(ψ) .
The vetorial Entropi Unertainty Priniple (Theorem A.3), speialized to this family of
orthogonal projetors, reads as follows :
Theorem 5.4. For a given n ≤ k, and any normalized state ψ ∈ HDk , let us dene the
entropy
hn(ψ) = −
∑
|ǫ|=n
‖ψǫ‖2 log ‖ψǫ‖2 .
Let U be a unitary operator on HDk . For any sequenes ǫ, ǫ′ of length n, we all Uǫ,ǫ′ =
PǫUPǫ′, and cn(U) = sup|ǫ|=|ǫ′|=n ‖Uǫ,ǫ′‖.
Then, for any normalized state ψ ∈ HDk , one has
hn(ψ) + hn(Uψ) ≥ −2 log cn(U).
We apply this theorem to the eigenstates ψk ∈ HDk , using the operator U = (Bk)k. It
gives a lower bound for the entropy of the Husimi measure µk :
hP(n)(µk) ≥ − log cn(U).
To ompute cn(U), we expand the operators Uǫ,ǫ′ as tensor produts, using (5.3,5.8):
Uǫ,ǫ′ = Pǫ(Bk)
kPǫ′ = πǫ1F∗πǫ′1 ⊗ πǫ2F∗πǫ′2 ⊗ . . .⊗ πǫnF∗πǫ′n ⊗ F∗ ⊗ . . .⊗ F∗ .
Eah of the rst n tensor fators an be written as
πǫiF∗πǫ′i = F∗ǫiǫ′i |eǫi〉〈eǫ′i| ,
where we used Dira's notations for states and linear forms on CD. The norm of suh
an operator on CD is |F∗ǫiǫ′i| = D
−1/2
. The norm of a tensor produt operator is the
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produt of the norms, so for any ǫ, ǫ
′
of length n, one has ‖Uǫ,ǫ′‖ = D−n/2. We thus get
cn(U) = D
−n/2
, so that
(5.14) hP(n)(µk) ≥
n
2
logD .
This lower bound is slightly sharper than the one obtained in the previous paragraph,
Eq. (5.11). However, the rst approah seems more suseptible to generalizations, so we
deided to present it. The rest of the proof follows as before. 
6. Lower bound on the topologial entropy
In this setion, we prove the lower bound for the topologial entropies of supports of
semilassial measures (Theorem 1.1), using the same strategy as for Anosov ows [1℄.
Although, for the ase of the Walsh-baker, this theorem is a onsequene of Theorem 1.2,
we deided to present this proof, whih does not use the Entropi Unertainty Priniple,
but rather an interplay of estimates between long logarithmi times, short logarithmi
times and nite times. As in the previous setion, we are onsidering a ertain sequene(
ψk ∈ HDk
)
of eigenstates of Bk, the Husimi measures of whih onverge to a semilassial
measure µ, supported on an invariant subset of T2.
To prove Theorem 1.1, we onsider an arbitrary losed invariant subset F ⊂ T2, whih
has a small topologial entropy. Preisely, we assume that
htop(F ) <
logD
2
.
Our aim is then to prove that µ(F ) < 1, implying that F annot be the support of µ.
6.1. Finite-time overs of F . The assumption on htop(F ) implies that there exists δ > 0,
xed from now on, suh that
(6.1) htop(F ) <
logD
2
− 10 δ .
Given an integer no, we say that the set Wo ⊂ Σno of no-ylinders overs the set F if and
only if
F ⊂
⋃
ǫ∈Wo
[·ǫ] .
In the limit of large lengths no, the topologial entropy of F measures the minimal ardinal
of suh overs. Preisely, let Nno(F ) be the minimum ardinal for a set of no-ylinders
overing F . For the above δ > 0, there exists nδ suh that
(6.2) ∀no ≥ nδ, Nno(F ) ≤ exp
{
no(htop(F ) + δ)
}
.
Using the notations of Setion 5, the semilassial measure of suh a olletion of no-
ylinders is
(6.3) µ(Wo) = lim
k→∞
µk(Wo) .
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On the other hand, from (5.4) we have, as long as k ≥ no,
(6.4) µk(Wo) =
∥∥∥ ∑
ǫ∈Wo
Pǫψk
∥∥∥2 = ∑
ǫ∈Wo
〈ψk, Pǫψk〉 .
To show that µ(Wo) < 1, we would like to bound eah term in the above sum. Sine the
Pǫ are orthogonal projetors, a trivial bound for eah term is |〈ψk, Pǫψk〉| ≤ 1. This is
learly not suient for our aims. We therefore need a less diret method to bound from
above µk(Wo).
The next setion presents the rst step of this method. We show there that the norm of
the operators Pǫ satisfy exponential upper bounds for large logarithmi times n, namely
when n > k (we reall that k = | log h|/ logD is the Ehrenfest time of the system).
6.2. Norms of the operators Pǫ. The major ingredient in the proof of Theorem 1.1 is an
exponentially deaying upper bound for the norms of the operators Pǫ, for arbitrarily large
times n = |ǫ|. In the ase of Anosov ows, suh bounds require a heavy mahinery [1℄. In
the present ase, we are able to ompute these norms exatly, in a rather straightforward
manner:
Proposition 6.1. For any sequene ǫ of length |ǫ| = n, the norm of the operator Pǫ is
given by
(6.5) ‖Pǫ‖ = D−max(0,n−k)/2 .
We see that the norm shows a transition at the Ehrenfest time n = k: it is onstant
for n ≤ k, and dereases exponentially for n > k.
Proof. For n ≤ k, Pǫ is an orthogonal projetor, so the proposition is trivial in that ase.
To deal with times n > k, we need to analyze the evolved projetors Pǫ(l) oming into
play in (5.2) (ǫ = 0, ..., D − 1). Using (3.16) and the division l = qk + r, r < k, they an
be written as:
Pǫ(l) = (I)
⊗r ⊗F q πǫ F−q ⊗ (I)⊗k−r−1 .
Hene, two evolved projetors Pǫ1(l1), Pǫ2(l2) will ommute with eah other if r1 6= r2 : they
at on dierent quDits. As a result, within the produt (5.2), we may group the fators
Pǫl(l − 1) aording to the equivalene lass of l modulo k, indexed by r = 0, . . . , k − 1.
Eah lass ontributes a produt of q′ + 1 operators, of the form
Pǫr+q′k+1(r + q
′k) · · ·Pǫr+k+1(r + k)Pǫr+1(r) = (I)⊗r ⊗Ar+1 ⊗ (I)⊗k−r−1,(6.6)
where Ar+1 = F q′ πǫr+1+q′k F−1 πǫr+1+(q′−1)k F−1 · · ·πǫr+1+k F−1 πǫr+1 .
Here q′ depends on r, it is the largest integer suh that r + 1 + q′k ≤ n. Using Dira's
notations for states and linear forms on C
D
, the operator Ar+1 reads
Ar+1 = γr+1F q′|eǫr+1+q′k〉〈eǫr+1| ,
where the prefator γr+1 is the produt of q
′
entries of the matrix F∗. Sine eah entry has
modulus D−1/2, we obtain ‖Ar+1‖ = |γr+1| = D−q′/2.
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There remains to ount the number q′ +1 of fators appearing in (6.6), for eah equiva-
lene lass in the produt 5.2. If we set n = n1k + n2, with n1 ≥ 1 and n2 < k, then eah
of the rst n2 lasses (that is, suh that 0 ≤ r ≤ n2 − 1) ontains q′ + 1 = n1 + 1 fators,
while the remaining k − n2 lasses eah ontain n1 fators. Sine eah equivalene lass
ats on a dierent quDit, the norm of Pǫ is given by
‖Pǫ‖ =
k−1∏
r=0
‖Ar+1‖ = (D−n1/2)n2(D−(n1−1)/2)k−n2 = D(−n+k)/2 .

The estimate (6.5) starts to be interesting only for times n > k, that is beyond the
Ehrenfest time. On the other hand, the operators Pǫ have a lear semilassial meaning
(they projet on the retangles [·ǫ]) only when n ≤ k. We need to onnet these two
disjoint time domains.
6.3. Conneting long and short logarithmi times. In this setion we onnet
short logarithmi times n ≈ ck, 0 < c ≤ 1 to long logarithmi times n ≈ Ck, with C
onstant but arbitrary large. To this aim, we x θ ∈ (0, 1) and onsider, for any n ∈ N,
the sets Wn ⊂ Σn of n-ylinders satisfying the following ondition:
(6.7)
∥∥∥ ∑
ǫ∈Σn\Wn
Pǫψk
∥∥∥ ≤ θ .
Suh a set is alled a (k, 1 − θ, n)-over of the state ψk. Intuitively, the inequality (6.7)
means that the omplement of Wn in Σn, denoted by ∁Wn in the sequel, has a small
measure for the state ψk. We all Nk(n, θ) the minimal ardinal of a (k, 1 − θ, n)-over.
Using the estimate (6.5), we an easily bound from below this ardinal for large times:
Lemma 6.2. For any time n > k, the minimal ardinal of a (k, 1− θ, n)-over satises
(6.8) Nk(n, θ) ≥ D(n−k)/2 (1− θ) .
Notie that the above lemma does not use the fat that ψk is an eigenstate of Bk.
The next lemma is the ruial ingredient to onnet the long times desribed by the
lower bound (6.8), to the shorter times n ≈ ck (0 < c ≤ 1). This lemma uses the fat that
ψk is an eigenstate of Bk.
Lemma 6.3 (Submultipliativity). For any 1 ≤ n ≤ k, 1 ≤ ℓ and 0 < θ < 1,
Nk(ℓn, θ) ≤ Nk(n, θ/ℓ)ℓ .
Proof. Assume W = Wn is a set satisfying (6.7) with θ/ℓ instead of θ. Dene W
ℓ
as the set
of sequenes of length nℓ, formed of ℓ bloks of length n, ǫ(1) ǫ(2) . . . ǫ(ℓ), with all ǫ(i) ∈ W .
Obviously, ♯(W ℓ) = (♯W )ℓ. To prove the lemma, it sues to show that W ℓ satises (6.7).
To do so, we deompose the set ∁(W ℓ) = Σℓn \W ℓ in the disjoint union:
(6.9) ∁(W ℓ) =
ℓ−1⊔
j=0
Σn · · ·Σn︸ ︷︷ ︸
j
∁W W · · ·W︸ ︷︷ ︸
ℓ−j−1
.
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In other words, for a sequene of length nℓ to belong to the omplement ∁(W ℓ), there must
exist 0 ≤ j ≤ ℓ− 1 suh that the j + 1-th blok of length n does not belong to W , the j
rst bloks are arbitrary and the ℓ− j − 1 last ones are in W .
In the sum
∑
ǫ∈∁(W ℓ) Pǫψk, eah term in the union (6.9) ontributes(∑
ǫ∈W
B
−(ℓ−1)n
k PǫB
(ℓ−1)n
k
)
· · ·
(∑
ǫ∈W
B
−(j+1)n
k PǫB
(j+1)n
k
)( ∑
ǫ∈∁W
B−jnk PǫB
jn
k
)
×
( ∑
ǫ∈Σn
B
(1−j)n
k PǫB
(j−1)n
k
)
· · ·
( ∑
ǫ∈Σn
B−nk PǫB
n
k
)( ∑
ǫ∈Σn
Pǫ
)
ψk .
Eah sum on the seond line yields the identity operator. Beause ψk is an eigenstate of
B, and using the assumption on W , applying the last sum in the rst line to ψk gives a
state of norm: ∥∥∥ ∑
ǫ∈∁W
B−jnk PǫB
jn
k ψk
∥∥∥ = ∥∥∥ ∑
ǫ∈∁W
Pǫψk
∥∥∥ ≤ θ/ℓ .
Finally, from the fat that the Pǫ are orthogonal projetors for |ǫ| = n ≤ k, the previous
sums in the rst line are ontrating operators:
∥∥∥∑
ǫ∈W Pǫ
∥∥∥ ≤ 1. As a result, eah term of
the union (6.9) orresponds to a state of norm ≤ θ/ℓ. Finally summing over j, the triangle
inequality leads to
∥∥∥∑
ǫ∈∁(W ℓ) Pǫψk
∥∥∥ ≤ θ. 
Taking n ≈ ck, 0 < c ≤ 1 and ℓ > 1/c, we an now exploit both lemmas 6.2 and 6.3, to
get a lower bound for the ardinals of (k, 1− θ/ℓ, n)-overs:
Nk(n, θ/ℓ) ≥ D ℓn−k2ℓ (1− θ)1/ℓ .
Taking ℓ > (cδ)−1, and ℓ large enough so that (1 − θ)1/ℓ > 1/2, this an be reast in the
form:
(6.10) Nk(n, θ/ℓ) ≥ 1
2
exp
(n logD
2
(1− δ)
)
.
This lower bound shows that a (k, 1− θ/ℓ, n)-over of the state ψk annot be too thin.
6.4. Conneting short logarithmi to nite times. We need to use another trik to
relate the time n ≈ ck, 0 < c ≤ 1, to the xed time no onsidered in setion 6.1. This will
nally yield an upper bound for µk(Wo), where Wo is the union of no-ylinders overing F
desribed in Setion 6.1.
The trik onsists in using the following sets of n-ylinders, dened relatively toWo, and
depending on a parameter ρ ∈ (0, 1):
Σn(Wo, ρ)
def
=
{
ǫ ∈ Σn : ♯ {0 ≤ j ≤ n− no, ǫj+1 · · · ǫj+no ∈ Wo}
n− no + 1 ≥ ρ
}
.
This set is made of n-ylinders whih will spend a fration of time larger than ρ inside
Wo, when evolved by the lassial map. A purely ombinatorial argument (whih we won't
reprodue) yields the following lemma:
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Lemma 6.4. Taking any 0 < ρ < 1, Wo ⊂ Σno xed and n > no, the ardinal of Σn(Wo, ρ)
is bounded from above by
♯Σn(Wo, ρ) ≤
(⌊n/no⌋
n
)2
× (♯Wo)[n/no] ×D(1−ρ)non+no.
Let us take no large enough suh that, in the limit n → ∞, the rst binomial fator is
less than eδn. Then, take for Wo ∈ Σno a over of F , with its ardinal bounded from above
by (6.2). For n large enough, the above upper bound then beomes :
(6.11) ♯Σn(Wo, ρ) ≤ e2δn en(htop(F )+δ) e{(1−ρ)non+no} logD ≤ en{htop(F )+(1−ρ)no logD+4δ} .
Let us take ρ suiently lose to 1, suh that (1 − ρ)no logD + 4δ ≤ 5δ. In that ase,
omparing the growth rate with (6.10) and the assumption (6.1) on htop(F ), we see that
the sets Σn(Wo, ρ) are too small to over ψk:∥∥∥ ∑
ǫ∈∁Σn(Wo,ρ)
Pǫψk
∥∥∥ ≥ θ/ℓ.
Beause the operators Pǫ are orthogonal projetors, this inequality an be written
µk
(
∁Σn(Wo, ρ)
)
=
∑
ǫ∈∁Σn(Wo,ρ)
〈Pǫψk, ψk〉 =
∥∥∥ ∑
ǫ∈∁Σn(Wo,ρ)
Pǫψk
∥∥∥2 ≥ (θ/ℓ)2,
so that
(6.12) µk
(
Σn(Wo, ρ)
) ≤ 1− (θ/ℓ)2 .
We are now ready to ompute µk(Wo):
µk(Wo) = 〈ψk,
( ∑
ǫ∈Wo
1
n− no + 1
n−no∑
j=0
B−jPǫBj
)
ψk〉
=
∑
α∈Σn
〈ψk, Pαψk〉
(
♯ {0 ≤ j ≤ n− no, αj+1 · · ·αj+no ∈ Wo}
n− no + 1
)(6.13)
In the rst line, we used the fat that ψk is an eigenstate of Bk. To get the seond line, we
have written B−jPǫBj as
B−jPǫBj =
∑
α∈Σn,αj+1=ǫ1,··· ,αj+no=ǫno
Pα ,
and rearranged the sum.
By denition, an n-ylinder [.α] belongs to Σn(Wo, ρ) if and only if its orresponding
oeient
♯{0≤j≤n−no, αj+1···αj+no∈Wo}
n−no+1 is greater than ρ. As a onsequene, (6.13) is bounded
from above by
µk(Wo) ≤ µk
(
Σn(Wo, ρ)
)
+ ρ µk
(
∁Σn(Wo, ρ)
)
.
Using the upper bound (6.12) for the measure of Σn(Wo, ρ), we obtain
µk(Wo) ≤ (1− ρ)
(
1− (θ/ℓ)2)+ ρ.
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Finally, we may send k →∞, and use (6.3) to get the required upper bound:
µ(F ) ≤ µ(Wo) ≤ (1− ρ)
(
1− (θ/ℓ)2)+ ρ < 1 .
This ends the proof of Theorem 1.1.
7. Proof of Theorem 1.3
Sine the proof of the theorem is the same as for the at map [12℄, we will only explain
the strategy for a sequene of eigenstates (ψk) onverging towards an invariant measure µ
of the following form:
(7.1) µ = βδ(0) + (1− β)ν ,
where δ(0) is the delta measure on the xed point (0)
def
= . . . 000 · 000 . . . of Σ (whih maps
to the origin of the torus), and ν is any invariant probability measure on Σ whih does not
harge (0). We will prove the
Proposition 7.1. A semilassial measure µ of the form (7.1) neessarily ontains a
Lebesgue omponent of weight larger or equal to β.
The same statement holds (with a similar proof) if we replae δ(0) by a nite ombination
of Dira measures on periodi orbits, and diretly gives Theorem 1.3.
Proof. To loalize on (0), we will onsider the retangles Rℓ
def
= [0ℓ · 0ℓ], where 0ℓ is the
sequene of length ℓ only made of zeros. As long as ℓ ≤ ⌊k/2⌋, the harateristi funtion
on Rℓ is quantized into an orthogonal projetor:
Opk,⌊k/2⌋(1lRℓ) = (π0)
⊗ℓ ⊗ (I)⊗k−2ℓ ⊗ (F∗Dπ0FD)⊗ℓ def= PRℓ .
Beause the sequene of eigenstates (ψk) onverges towards µ, it is possible to nd a
sequene ℓ(k)→∞ suh that
(7.2) 〈ψk,Opk,⌊k/2⌋(1lRℓ(k))ψk〉 k→∞−→ β .
The divergene of the sequene ℓ(k) an be taken arbitrarily slow, so we an assume that
ℓ(k) < k/2 for all k. Equipped with suh a sequene, we deompose ψk into ψk = ψk,(0)+ψk,ν
with
ψk,(0)
def
= PRℓ(k) ψk, ψk,ν
def
=
(
1− PRℓ(k)
)
ψk .
Equation (7.2), together with the assumptions on µ, show that the Walsh-Husimi measures
of ψk,(0), resp. ψk,ν , onverge to the measure βδ(0), resp. (1− β)ν.
The observables we will use to test the various measures are harateristi funtions on
retangles R = [ǫ′ · ǫ] of lengths n′ + n. For k large enough, suh a xed retangle is
quantized into the orthogonal projetor
PR = πǫ1 ⊗ . . .⊗ πǫn ⊗ I ⊗ . . . I ⊗ F∗πǫ′
n′
F ⊗ . . .⊗F∗πǫ′1F .
To prove the theorem, we will onsider the matrix elements 〈ψk, PR ψk〉, whih by assump-
tion onverges to µ(R) as k →∞.
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Sine ψk is an eigenstate of Bk, we an replae PR by P
′
R
def
= Bk
−k PRBk
k
in this matrix
element, and then split the eigenstate:
(7.3) 〈ψk, PR ψk〉 = 〈ψk,(0), P ′R ψk,(0)〉+ 〈ψk,ν , P ′R ψk,ν〉+ 2ℜ
(〈ψk,(0), P ′R ψk,ν〉) .
Using (5.8), we easily ompute P ′R:
P ′R = Fπǫ1F∗ ⊗ . . .⊗ FπǫnF∗ ⊗ I ⊗ . . . I ⊗ πǫ′
n′
⊗ . . .⊗ πǫ′1 .
In the rst term on the right hand side of (7.3), this operator is sandwihed between two
projetors PRℓ(k) . By taking k large enough, we make sure that ℓ = ℓ(k) ≥ max(n, n′).
Under this ondition, PRℓ P
′
R PRℓ is a tensor produt operator, with eah of the n rst
tensor fators of the form
π0FπǫiF∗π0 = |F0ǫi|2 π0 = D−1 π0 .
Similarly, eah of its n′ last fators reads D−1F∗π0F , while the remaining k−n−n′ fators
inbetween make up
(7.4) Acenter
def
= (π0)
⊗(ℓ−n) ⊗ (I)⊗(k−2ℓ) ⊗ (F∗π0F)⊗(ℓ−n′) .
As a result, PRℓ P
′
R PRℓ = D
−n−n′ PRℓ . From the denition of ψk,(0), this implies that
(7.5) lim
k→∞
〈ψk,(0), P ′R ψk,(0)〉 = β D−n−n
′
= β µLeb(R) .
This identity shows that the states Bk
k ψk,(0) are semilassially equidistributed, as in the
ase of the at map [12, Prop. 3.1℄. Due to the positivity of the operator P ′R, the seond
term on the right hand side of (7.3) is positive.
The last term in (7.3) is dealt with in the following lemma, analogous to [12, Prop. 3.2℄:
Lemma 7.2. With the above notations, we have
lim
k→∞
〈ψk,(0), P ′R ψk,ν〉 = 0 .
With this lemma, (7.3) and (7.5), we dedue that
µ(R) = lim
k→∞
〈ψk, PR ψk〉 = lim
k→∞
〈ψk, P ′R ψk〉 ≥ lim
k→∞
〈ψk,(0), P ′R ψk,(0)〉 = β µLeb(R).
This shows that the Lebesgue omponent of µ neessarily has a weight ≥ β. 
Proof of Lemma 7.2. We want to prove that 〈ψk, PRℓP ′R(1− PRℓ)ψk〉 vanishes as k →∞.
We start by expanding the operator PRℓP
′
R. Its rst n tensor fators are of the type
(7.6) π0FπǫiF∗ = D−1 π0 +
D−1∑
α=1
F0ǫiF∗ǫiα |e0〉〈eα|
The subsequent k − n− n′ fators make up the operator Acenter desribed above, and the
last n′ fators have the form
(7.7) F∗π0Fπǫ′i = D−1F∗π0F +
D−1∑
α=1
F0ǫ′iF∗ǫ′iα F
∗|e0〉〈eα|F .
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In (7.6,7.7) we voluntarily separated from the sum the term appearing in the tensor de-
omposition of D−n−n
′
PRℓ . As a onsequene, the operator PRℓP
′
R an be written as the
sum of Dn+n
′
operators of the form
(7.8) D−n−n
′
Aα⊗ Acenter ⊗ A′α′ ,
where we use (7.4) and the tensor produts
Aα = e
iϕ(ǫ,α) (|e0〉〈eα1 |)⊗. . .⊗(|e0〉〈eαn |), A′α′ = eiϕ
′(ǫ′,α′) (F∗|e0〉〈eα′
n′
|F)⊗. . .⊗(F∗|e0〉〈eα′1 |F) .
The phase prefators are not important, so we omit their expliit expression. The sequenes
α
′ ·α = α′n′ . . . α′1 · α1 . . . αn an take all values in (ZD)n
′+n
.
The term A0n ⊗Acenter ⊗A′0n′ exatly equals the projetor PRℓ , so that PRℓP ′R(1− PRℓ)
is the sum of the terms (7.8) over all sequenes α
′ ·α 6= 0n′ · 0n. Our last task onsists in
proving that for any suh sequene,
(7.9) 〈ψk, Aα⊗ Acenter ⊗ A′α′ ψk〉 k→∞−→ 0 .
From the struture of Aα and A
′
α
′ , this salar produt is unhanged if we replae the
state ψk on the right by its projetion on the retangle R˜ℓ = [0ℓ−n′α′ · α0ℓ−n]. Beause
the above operator has norm unity and ψk is normalized, the left-hand side of (7.9) is
bounded from above by ‖PR˜ℓ ψk‖. For any m ≥ max(n, n′), the retangle R˜ℓ is ontained
in R˜m = [0m−n′α′ · α0m−n] as soon as ℓ = ℓ(k) ≥ m, so that ‖PR˜ℓ(k) ψk‖ ≤ ‖PR˜m ψk‖. On
the other hand, we know that ‖PR˜m ψk‖2 onverges to µ(R˜m) as k →∞.
We nally use the fat that µ is an invariant probability measure to show that µ(R˜m)
m→∞−→ 0.
Indeed, in this limit, the retangles R˜m shrink to the point . . . 00α
′ ·α00 . . ., whih is ho-
molini to the xed point (0). If µ were harging that point, it would equally harge all
its iterates, whih form an innite orbit: this would violate the normalization of µ. Finally,
we an nd a sequene m(k) → ∞ suh that m(k) ≤ ℓ(k) and ‖PR˜m(k) ψk‖ → 0, whih
proves (7.9). The lemma follows by summing over the nitely many sequenes α
′ · α of
length n′ + n. 
Appendix A. The Entropi Unertainty Priniple
Let us reall the statement of the Riesz interpolation theorem (also alled Riesz on-
vexity theorem), in the basi ase when it is applied to a linear operator T ating on CN .
We denote lp(N) the Banah spae obtained by endowing C
N
with the norm
‖ψ‖p =
(
N∑
j=1
|ψj |p
)1/p
,
where (ψj)j=1,...,N is the representation of ψ in the anonial basis. We also denote
‖ψ‖∞ = max{|ψj |, j = 1, . . . , N}.
We are interested in the norm ‖T‖p,q of the operator T , ating from lp to lq, for 1 ≤ p, q ≤
∞. The following theorem holds true [10, Setion VI.10℄:
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Theorem A.1 (Riesz interpolation theorem). The funtion log ‖T‖1/a,1/b is a onvex fun-
tion of (a, b) in the square 0 ≤ a, b ≤ 1.
From this theorem, we now reprodue the derivation of Maassen and Unk [26℄ to obtain
nonstandard unertainty relations. We denote (Tjk) the matrix of T in the anonial basis.
In the ase a = 1, b = 0, we have for any ψ
‖Tψ‖∞ = sup
j
|(Tψ)j| ≤ sup
j,k
|Tj,k|
∑
k′
|ψk′ | = sup
j,k
|Tj,k| ‖ψ‖1 ,
whih an be written as ‖T‖1,∞ ≤ supj,k |Tj,k| def= c(T ).
Let us assume that T is ontrating on l2 : ‖T‖2,2 ≤ 1. We take t ∈ [0, 1] and at = 1+t2 ,
bt =
1−t
2
to interpolate between (1/2, 1/2) and (1, 0); the above theorem implies that
‖T‖1/at,1/bt ≤ c(T )t .
This is equivalent to the following
Corollary A.2. Let the N × N matrix T satisfy ‖T‖2,2 ≤ 1 and all c(T ) def= supj,k |Tj,k|.
Then, for all t ∈ [0, 1], for all ψ ∈ CN ,
‖Tψ‖ 2
1−t
≤ c(T )t ‖ψ‖ 2
1+t
.
Keeping the notations of [26℄, we dene for any r > 0 and −1 < r < 0 the moments
Mr(ψ)
def
=
(∑
j
|ψj |2+2r
)1/r
.
The above orollary leads to the following family of unertainty relations:
(A.1) ∀t ∈ (0, 1), ∀ψ ∈ CD, M t
1−t
(Tψ)M −t
1+t
(ψ) ≤ c(T )2 .
In the ase ‖ψ‖2 = 1, we notie that the moments onverge to the same value when r → 0
from above or below:
lim
r→0
Mr(ψ) = e
−h(ψ) , where h(ψ) = −
∑
j
|ψj |2 log |ψj |2 .
If furthermore ‖Tψ‖2 = 1, in partiular if T = U is unitary, then the limit t → 0 of the
inequalities (A.1) yield the Entropi Unertainty Priniple stated in Theorem 4.1.
Vetorial Entropi Unertainty Priniple. This theorem an be straightforwardly
generalized in the following way. Let (H, ‖.‖) be a Hilbert spae, and suppose we are given
a family of orthogonal projetors (Pj)j=1,...,N on H, satisfying
(A.2) PiPj = δij Pi,
N∑
j=1
Pj = IH .
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Using these operators, we deompose any Ψ ∈ H into the states Ψj def= PjΨ. The above
identity implies that
‖Ψ‖2 =
∑
j
‖Ψj‖2 .
Using this deomposition, the vetor spae H an be endowed with dierent norms, all
equivalent to the Hilbert norm ‖.‖ sine N is nite :
‖Ψ‖p def=
(
N∑
j=1
‖Ψj‖p
)1/p
, ‖Ψ‖∞ = max{‖Ψj‖, j = 1, . . . , N} .
Notie that ‖Ψ‖2 = ‖Ψ‖.
Given a bounded operator T on H, we dene the operators Tjk = PjTPk, in terms of
whih T ats on Ψ ∈ H as follows:
(TΨ)j =
∑
k
TjkΨk.
Let us denote c(T ) = maxj,k ‖Tjk‖. The Riesz interpolation theorem still holds in this
setting, and yields, provided ‖T‖ = ‖T‖2,2 ≤ 1,
(A.3) ∀t ∈ [0, 1], ∀Ψ ∈ H, ‖TΨ‖ 2
1−t
≤ c(T )t ‖Ψ‖ 2
1+t
.
This implies the following vetorial Entropi Unertainty Priniple, whih we use in Se-
tion 5.4 :
Theorem A.3. Let U be a unitary operator on H, and, using a partition of unity (A.2),
dene c(U)
def
= maxj,k ‖Ujk‖ and, for any normalized Ψ ∈ H, the entropy
h(Ψ) = −
∑
j
‖Ψj‖2 log ‖Ψj‖2 .
This entropy satises the following inequality:
h(UΨ) + h(Ψ) ≥ −2 log c(U) .
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