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Part A – Migration Decision Model 
1 Introduction 
1.1 The role of risk-attitudes in determining migration decisions 
The World Bank estimates that in 2010 approximately 214 million people lived outside their country 
of birth, 92% of them moved for economic reasons.1 Economic migration is always associated with a 
considerable amount of risk due to a new environment, a depreciation of skills in the destination 
region, or the danger of being unemployed.2 Given the great number of migrants and their 
tremendous effect on the economies of the sending and receiving countries, it is important to 
understand the migration decision in the face of uncertainty. This requires, in particular, that the risk-
attitudes of migrants when taking the migration decision is characterized. 
This ĐhaƌaĐteƌizatioŶ of ŵigƌaŶts͛ ƌisk-attitudes has one immediate practical application that 
translates into an additional research question. In the ongoing debate on labor migration in 
industrialized countries it has often been argued that young and well-educated migrants are needed 
in order to reduce the demographic pressure and the shortage of skilled labor. This raises the 
question of how the desired group of migrants can be attracted. Since migration is associated with 
risk, this question can only be answered if the relation between socio-economic characteristics and 
risk-attitudes in the migration context is known. 
1.2 Gap in the migration literature regarding risk-attitudes 
Migration literature can be divided into three categories. The first strand of literature relates to 
theoretical and empirical studies that fully neglect risk fƌoŵ the ŵigƌaŶt͛s peƌspeĐtiǀe. Instead, these 
                                                          
1 World Bank (2011), p. 268. The remaining 8% are refuges or asylum seekers. The numbers are in line with 
those reported by the United Nations online data tool (see United Nations, Department of Economic and Social 
Affairs, Population Division (2009)). Numbers refer to the year 2010. 
2 See for example, Todaro (1969), p. 140, Harris and Todaro (1970), p. 127, Smith (1979), p. 31, Stark and 
Levhari (1982), p. 191 f., Stark (1984), p. 207, Burda (1995), p. 4 f., Rotte and Vogler (1999), p. 4, Bosco (2000), 
p. 3, Chen, Chiang, and Leung (2001), p.1, Locher (2001), p.2, Epstein (2002), p. 6, Epstein and Gang (2002), 
p. 1, Khwaja (2002), p. 3, Mahmood and Schömann (2003), p.4, Anam, Chiang, and Hua (2008), p. 238, 
Ruangsiri (2004), p. 2, Constant and Zimmermann (2005), p. 2, Moretto and Vergalli (2005), p. 2, Vergalli 
(2006), p. 5, Krupka and Donaldson (2008), p. 7, Demiralp (2009), p. ϭϮ, d͛Haultfoeuille aŶd Mauƌel ;ϮϬϬϵͿ, p. 2, 
Gibson and McKenzie (2009), p. 21, Umblijs (2012), p. 4. 
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papers either argue under certainty3 or focus on uncertainty regarding the quality of migrants from 
the perspective of the receiving countries4. 
The second strand of literature relates to theoretical papers that incorporate risk in their migration 
decision models. Unfortunately, the great majority of these papers simplify the analysis by assuming 
either risk-neutral5 or risk-averse migrants6 without providing any proof regarding the assumed risk-
attitude.7 These simplifications might result in misleading predictions concerning migration behavior 
for the following reasons: First, there is no consensus concerning the risk-attitude of migrants. While 
it has often been argued that migrants are risk-seeking or at least less risk-averse than their non-
moving counterparts,8 other authors find the opposite effect in their empirical studies.9 Second, it 
has been shown that people are very heterogeneous concerning their attitudes towards risk.10 
Consequently, they cannot be considered to be homogeneously risk-neutral or risk-averse. The only 
theoretical papers on migration that explicitly account for all types of risk-attitudes (i.e., risk-
aversion, risk-neutrality, and risk-seeking) are those of Ruangsiri (2004) and Heitmüller (2005). 
Unfortunately, both migration models are not applied to real world data. Hence, they cannot 
contribute to the characterization of migrants͛ tƌue ƌisk-attitudes in the migration context. 
                                                          
3 See for example, Stark (1984) in his second and third migration model. Empirical papers that fully neglect risk 
are, for example, Peridy (2006) and Liebig and Sousa-Poza (2004). 
4 See literature on self-selection going back to the Roy-Model (1951) such as Borjas (1987, 1994, 1999a), Borjas, 
Bronars, and Trejo (1992), Bauer (2002), Sheldon (2002), Brücker and Trübswetter (2004), Brücker and Defoort 
(2006), Peridy (2006). And most contributions concerned with welfare migration like Wildasin (1991, 1994), 
Sinn and Werding (2001), Sinn (2004), Sinn and Ochel (2004). 
5 Migration models assuming risk-neutral migrants are, for example, Todaro (1969), Harris and Todaro (1970), 
Burda (1995), Giannetti (1999), Bosco (2000), Davies, Greenwood, and Li (2001), Locher (2001), Epstein (2002), 
Mahmood and Schömann (2003), Pedersen, Pytlikova, and Smith (2004), Vergallo and Moretto (2005), Dostie 
aŶd Légeƌ ;ϮϬϬϲͿ, Veƌgalli ;ϮϬϬϲͿ, KeŶŶaŶ aŶd Walkeƌ ;ϮϬϬϴͿ, Deŵiƌalp ;ϮϬϬϵͿ, d͛Haultfoeuille aŶd Mauƌel 
(2009), Mitze and Reibowski (2010), Dequiedt and Zenou (2011).  
6 Migration models assuming risk-averse migrants are, for example, Smith (1979), Stark and Levhari (1982), 
Stark (1984) in his first migration decision model of the paper, Dustmann (1996, 2001), Daveri and Faini (1999), 
Chen, Chiang, and Leung (2001), Halliday (2008), Otrachshenko and Popova (2012).  
7 Some authors analyze  the migration decision separately for assumed risk-neutrality and risk-aversion like 
Stark (1981), Khwaja (2002), Anam, Chiang, and Hua (2008), Bayer and Juessen (2008), Guler, Guvenen, and 
Violante (2010). 
8 For example, Katz and Stark (1986) argue that one explanation for people moving in the presence of a 
negative income differential is that migrants are risk-seeking (see Katz and Stark (1986), p. 135). This 
perspective is supported by Heitmüller (2005). Using a utility framework for the migration decision under risk, 
he shows in his theoretical model that people having the lowest level of risk-aversion (usually those being risk-
seeking) are the first to migrate (see Heitmüller (2005), p. 8). Other authors find empirical evidence that a 
higher level of self-reported willingness to take risk raises the probability of migrating (see for example, Kan 
(2003), p. 585, Jaeger, Dohmen, Falk, Huffman, Sunde, and Bonin (2008), p. 7, or Gibson and McKenzie (2011), 
p. 25). 
9 For example, Bonin, Constant, Tatsiramos, and Zimmermann (2006) find that migrants are more risk-averse 
than natives (see Bonin, Constant, Tatsiramos, and Zimmermann (2006), p. 4). 
10 See for example, Barsky, Juster, Komball, and Shapiro (1997), p. 545, Dohmen, Falk, Huffman, Sunde, Schupp, 
and Wagner (2009), p. 8, Ding, Hartog, and Sun (2010), p. 10. 
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The third strand of literature relates to empirical papers that introduce risk-attitudes as an 
explanatory variable to the migration decision.11 For example, Dohmen, Falk, Huffman, Sunde, 
Schupp, and Wagner (2005) and Jaeger, Dohmen, Falk, Huffman, Sunde, Bonin (2008).12 Both papers 
use data of the 2004 wave of the German Socio-Economic Panel (SOEP) to explain the probability of 
migrating from Eastern and Western Germany by self-assessed willingness to take risks. While 
Jaeger, Dohmen, Falk, Huffman, Sunde, Bonin (2008) only apply general willingness to take risks, 
Dohmen, Falk, Huffman, Sunde, Schupp, and Wagner (2005) additionally use several non-migration 
domain-specific willingnesses to take risks. Both approaches are afflicted with three problems: First, 
they do not contribute to the characterization of risk-attitudes but use it as an explanatory variable. 
Second, risk-attitudes are not based on actual choices but on hypothetical questions. Since risk-
attitudes derived from choices actually taken have shown to be most predictive for future behavior, 
results from hypothetically asked questions about willingness to take risks might be misleading.13 
Third, risk-attitudes have been proven to be domain-specific14, i.e., the risk-attitude of one and the 
same person usually varies with context.15 For example, a person can be risk-averse concerning 
investment decisions but risk-seeking when doing sports. It is therefore necessary to restrict the 
analysis to the domain of migration if migration behavior is of interest, rather than employing 
general risk-attitudes. 
1.3 Research questions 
Given the relevance of economic migration and the identified gaps in the migration literature, I 
formulate three research questions: First, ǁhat aƌe ŵigƌaŶts͛ iŶdiǀidual ƌisk-attitudes in the context 
of economic migration? Second, does risk actually plays a significant role in the economic migration 
decision, i.e., are economic migrants significantly different from being risk-neutral. Third, how are 
eĐoŶoŵiĐ ŵigƌaŶts͛ risk-attitudes related to their socio-economic characteristics such as gender, age, 
and education? 
                                                          
11 Studies belonging to the third strand of literature must be distinguished from those studies that simply 
compare self-assessed willingness to take risk of the native and migrant population like Bonin, Constant, 
Tatsiramos, and Zimmermann (2006). 
12 An earlier version of this paper is Jaeger, Bonin, Dohmen, Falk, Huffman, and Sunde (2007). 
13 Holt and Laury (2002) compare behavior in a hypothetical lottery and a real-payoff lottery and conclude that 
behaviors are very different (see Holt and Laury (2002), p. 1654). 
14 See for example, empirical findings of Weber, Blais, and Betz (2002), p. 282, Blais and Weber (2006), p. 41, 
Ding, Hartog, and Sun (2010), p. 5, Dohmen, Falk, Huffman, Sunde, Schupp, and Wagner (2005), p. 33. 
Nicholson, Soane, Fenton-O'Creevy, and Willman (2005) also find domain-specific risk-attitudes, but not for all 
individuals with some being strictly risk-seeking or risk-avoiding in all domains (see Nicholson, Soane, Fenton-
O'Creevy, and Willman (2005), p. 170). 
15 For an empirical proof based on a large and representative sample see Dohmen, Falk, Huffman, Sunde, 
Schupp, and Wagner (2005), p. 30, and Dohmen, Falk, Huffman, Sunde, Schupp, and Wagner (2009), p. 23. 
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1.4 Methodology 
All research questions will be addressed empirically. Since I am interested in economic migration risk, 
non-economic determinants influencing the migration decision must be eliminated. To be able to 
isolate the effect of economic risk, U.S. interstate migration is considered for the empirical analysis. 
Within the U.S., other sources of risk like lingual and cultural barriers, differences in the political 
systems etc. do not exert a distorting influence and, hence, can be neglected. Investigating U.S. 
interstate migration, the following methodology is applied: To answer the first research question of 
my dissertation, ŵigƌaŶts͛ ƌisk-attitudes are estimated by calibrating a mean-variance decision model 
to the true migration decision among 321 U.S. interstate migrants. The calibration is performed by 
non-linear minimization of predictive errors that are measured by   -norms one, two, and infinity. 
The second research question, whether risk actually plays a significant role in the migration decision, 
is answered by applying two alternative statistical tests, namely a simple mean difference test and a 
binomial test. For the third research question of my dissertation, the analysis of the relation of socio-
economic characteristics and risk-attitudes in the migration context, an extreme bounds analysis 
using binary logistic regression is run.  
1.5 Results 
The empirical results of my dissertation can be briefly summarized as follows: Concerning the first 
research question, I find that the 321 migrants of my sample include both risk-averse and risk-
seeking migrants. Consequently, economic migrants cannot be considered to be homogeneously risk-
neutral or risk-averse. 
Concerning the second research question, I find that, first, risk actually plays a significant role in the 
economic migration decision and second, migrants are significantly risk-averse. 
Concerning the third research question, I conclude that the relation between socio-economic 
characteristics and risk-attitudes of economic migrants crucially depends on the way risk-attitudes 
are estimated.  
1.6 Contribution to the literature 
In view of the existing studies on migration, my dissertation contributes to the literature in four 
ways: First, my theoretical model is the first migration decision model that accounts for all types of 
risk-attitudes (risk-aversion, risk-neutrality, and risk-seeking) and is applied to real data at the same 
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time. To the best of my knowledge, only Heitmüller (2002, 2005) and Ruangsiri (2004) have 
developed a migration decision framework under which all types of risk-attitudes were possible. Yet, 
both models have not been applied to real data. Second, I am the first to empirically estimate risk-
attitudes in the context of migration. In comparison to the empirical literature that relates risk-
attitudes to the migration decision like Jaeger, Dohmen, Falk, Huffman, Sunde, and Bonin (2008) and 
Dohmen, Falk, Huffman, Sunde, Schupp, and Wagner (2005) my approach has two advantages: it is 
empirically estimated based on real migration choices rather than only a self-assessed willingness to 
take risks, and it is directly related to the context of economic migration rather than the general 
willingness to take risks in other non-migration domains such as finance, career, sports or leisure. 
Third, my empirical analysis is the first to accurately differentiate between risk-averse, risk-neutral, 
and risk-seeking individuals in the context of migration rather than giving only a tendency of 
willingness to take risk. The migration decision model of Heitmüller (2002, 2005) is potentially able to 
do the same thing, however, he does not perform an empirical analysis. Instead, he arbitrarily 
chooses values for variables of his model to derive tendencies of migration behavior. Therefore, he 
does Ŷot ĐoŶtƌiďute to the ĐhaƌaĐteƌizatioŶ of ŵigƌaŶts͛ ƌisk-attitudes. Fourth, socio-economic 
characteristics on migration-specific risk-attitudes are investigated for the first time. This is due to 
the fact that risk-attitudes of migrants have not been estimated in the migration domain so far.  
1.7 Organization of the dissertation 
The remainder of this dissertation is organized as follows: In Part A a migration decision model under 
risk that accounts for individual risk-attitudes is developed. Part B documents the amount of data 
cleaning that is necessary to create a data set which is suitable for the empirical analysis. Part C 
estimates individual risk-attitudes, tests whether risk plays a significant role in the migration 
decision, and relates risk-attitudes to socio-economic characteristics of migrants. 
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2 Theoretical migration decision model under risk 
To model the economic migration decision, I develop a decision model that accounts for all types of 
risk-attitudes (i.e., risk-aversion, risk-neutrality, and risk-seeking). The model reads as follows: A 
person has to choose one out of many possible destination locations in order to improve his income. 
To formalize the idea of income improvement, a more detailed analysis of the decision problem is 
required, i.e., the decision-maker, the decision field, and the objective function must be specified. 
2.1 Decision-maker 
Generally, migration decisions might affect several people. For that reason, it is by no means clear 
who takes the migration decision. 
In my model, the decision-maker is assumed to be a single person. His decision can either cover only 
himself moving on his own or a group of people moving together as a family. In the latter case the 
decision-maker is taking the decision on behalf of the whole family. In other words, no collective 
decision-making as in social choice theory is modeled. 
2.2 Decision field 
The decision field comprises the time of decision-making, the planning period, the set of alternatives, 
the outcome of the decision, and the states of nature. 
2.2.1 Time of decision-making 
This analysis considers a static model, i.e., the migration decision is taken only once. Moreover, the 
point in time at which the migration-decision is taken is assumed to be identical to the moving date 
(i.e., when the migration actually takes place). The intuition behind the correspondence of migration 
decision date and moving date is as follows: The decision-maker seeks to obtain the best information 
in the sense of the latest information available. Hence, he decides about where to move not before 
the decision actually must be taken, i.e., the time of the move. 
2.2.2 Planning period  
As a static one-period model is considered in this study, the planning period is defined to be the next 
period only. Nevertheless, the length of this single period can be arbitrarily chosen. While a period of 
one year seems plausible at first sight, a longer planning period seems reasonable. First, individuals 
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usually do not decide about migration every single year but rather stay for several years – sometimes 
until they die. To account for the different perspectives, I consider three different planning periods: 
(i) the period of one year; (ii) the period until reaching full retirement age; (iii) the period until 
reaching life expectancy. 
2.2.3 Set of alternatives: geographical locations 
The set of alternatives the decision-maker faces are the possible destination locations, including the 
null alternative of staying in the home location. 
2.2.4 Outcome: total income net of migration costs 
Outcomes are consequences of migration decisions. Since this analysis is restricted to economically 
motivated migration, outcome is defined as total income net of migration costs. Generally, non-
monetary outcome determinants are also possible. They are neglected, however, in this analysis 
because for economically motivated migration it is reasonable to assume that the driving force of 
migration can be expressed in terms of total income net of migration costs. 
According to Borjas (1999b) migration costs include three types of costs: (i) direct costs for 
transportation of persons and belongings, (ii) opportunity costs of foregone earnings during 
migration, and (iii) psychic costs, resulting from displeasure felt from leaving the familiar 
environment of family, friends and social networks.16 Additionally, a fourth type of migration cost is 
often mentioned in the literature: costs arising from differences in culture and language barriers 
since this may affect the transferability of human capital.17 Except for psychic costs, migration costs 
can be at least approximately measured in monetary terms and thus be incorporated in the income 
parameters in the sense of total income net of migration costs. 
In general, for the migration decision both (i) decision-ŵakeƌ͛s iŶdiǀidual iŶĐoŵe aŶd (ii) total family 
income could be relevant. The latter definition is due to the existence of so called tied-movers, i.e., 
people that ͞paƌtiĐipate iŶ ŵoǀes that ƌesult iŶ a Ŷet loss foƌ theŵselǀes ďut positiǀe Ŷet ƌetuƌŶs foƌ 
the faŵilǇ͟.18 Net loss means, an alternative is chosen that is not optimally from an individual͛s, but 
from the family͛s perspective. For example, assume the decision-maker earns 1,000 U.S. Dollars in 
location A and 1,500 U.S. Dollars in location B, while the second person moving with him earns 
                                                          
16 See Borjas (1999b), p. 1711 for the first three types of migration costs and Sjaastad (1962), p. 85 for psychic 
costs of migration. 
17 See for example, Mayda (2005), p. 13. 
18 Compton and Pollak (2004), p. 6. The same contents can also be found in Mincer (1978), p. 751. 
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2,000 U.S. Dollars in location A and 1,300 U.S. Dollars in location B. If the decision-maker decides 
based on his own income, he would decide to move to location B where he earns most. In contrast, if 
the migration decision was taken based on family income, location A would have been chosen 
because family income is higher there (3,000 U.S. Dollars compared to 2,800 U.S. Dollars). In this 
example, the decision-maker is the tied mover because for him a net loss of 500 U.S. Dollars occurs. 
Neglecting the existence of tied movers would mean that each decision-maker only considers his 
own income. In contrast, family income must be considered to account for the existence of tied 
movers. In order to account for both perspectives, the decision problem is analyzed for individual 
and family income separately. 
Total income on the family and individual level includes all types of income, i.e., earned income, 
welfare income, retirement income and income from capital investments. 
2.2.5 Decision under risk 
The migration decision is risky if and only if (i) deciding for one and the same alternative can result in 
more than one outcome depending on the state of nature where (ii) the probability of each state is 
known.  
In my context, the state of nature is the job someone gets, which includes unemployment as one 
potential state of nature. While income is certain for each job, it is never certain which job and, 
therefore, income someone gets in any location. Hence, income is stochastic. To better understand 
this argument, consider two scenarios. In the first scenario, the decision-maker moves without 
having a job in the new location. Clearly, the migrant cannot be sure about which job he gets or 
whether he will get any job at all. Income will be stochastic. In the second scenario, the decision-
maker has a job acceptance for the destination location before the move takes place. In this case it 
can still happen that he loses his job and falls into welfare. Of course, it is also possible that he gets 
promoted to a better job. Consequently, here again, the outcome of the migration decision (i.e., 
income) is stochastic. 
Since income for a given job is certain, the probability distribution for income and jobs coincide for 
the decision-maker. 
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2.3 Objectives and their weighting 
It is assumed that the decision-maker pursues two goals when taking the migration decision: The first 
goal is concerned with maximizing the opportunities of migration. This can be expressed by expected 
value of total income net of migration costs. The second goal is concerned with the variations in total 
income net of migration costs, i.e., the risk aspect. It can be captured by a risk-measure, here its 
variance.  
These two objectives can be conflicting, neutral, or complementary depending on the iŶdiǀidual͛s 
risk-attitude. While all people try to maximize their expected value a ceteris paribus higher variance 
is only appreciated by risk-seeking individuals. Risk-averse people try to minimize variance for any 
given level of expected value. Therefore, a parameter on risk-attitude is introduced to weight the 
two goals.  
2.4 Formal decision model 
2.4.1 General model 
A model that is principally able to formalize mean     -variance      trade off is the so-called hybrid 
model, which can be formalized in the general form of  
               (1) 
where     denotes the preference value,   mean,    variance, and   risk-preference parameter.  
Since the actual risk-attitude of the decision-maker is not known yet, the model incorporates all 
types of risk-attitude: A risk-averse person would have a positive value of  , while a risk-seeker 
would have a negative value in the same variable. Risk-neutrality can be modeled by assuming    .19  
The risk-parameter is specific to decision-maker   (or the respective family), the time the decision is 
taken  , and the planning period      . The reasons for this are as follows: First, it seems 
reasonable to assume that risk-attitudes depend on the socio-economic characteristics of the 
decision-maker. Second, risk-attitude is time variable because one and the same individual might 
have a changing risk-attitude as he turns older and gains more experience. Third, the risk involved in 
                                                          
19 For a proof that the preference function of Equation (1) is indeed capable of dealing with risk-
averse and risk-seeking individuals please refer to the Appendix, p. 365. 
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a lifetime decision may be different compared to the decision about moving to another place only for 
the next year. Risk-attitude is therefore attributed to the planning period. 
The same logic holds for income parameters mean and variance. They are specific to decision-maker   (or the respective family), the location  , the time of decision-making  , and the length of the 
planning period      . The rationale behind these specifications is as follows: First, mean and 
variance of total income net of migration costs depend on socio-economic characteristics of the 
decision-maker (or the respective family members of the migrating family; note that family income 
results from the sum of personal income over all family members). For example, a well-educated 
individual usually earns more than a less educated individual all other things being equal, while the 
variance of income might be higher for the latter. To account for all socio-economic characteristics of 
the decision-maker (or the respective family members) that affect income parameters, income must 
be indexed  . Second, it could be that one and the same person faces different income parameters in 
different locations, for example, due to a different relation of labor demand and supply for 
individuals with these very socio-economic characteristics. Third, income parameters might vary over 
years due to the current economic situation. Forth, income parameters depend on the length of the 
time period for which the migration decision is taken. Clearly mean and variance of annual income 
are not identical to mean and variance of the present value of lifetime income. To account for 
different planning periods,   is specified to be either next year, the time when full retirement age is 
reached, or the time when life expectancy is reached. 
Given these specifications, the general hybrid decision model of Equation (1) can be formalized as 
follows 
                                                                          (2) 
where          denotes the different locations with     being the home location,   the decision-
maker,   the time index for the time the migration decision is taken,   the time index for the time the 
planning period ends with    {t+1, time when full retirement age is reached, time when life 
expectancy is reached},            the present value of total income net of migration costs of decision-
maker   in location   at time   concerning planning period      ,       the expected value operator 
at time  , and         the variance operator at time  .20 
                                                          
20 Note that the preference value of the optimal destination location does not necessarily have to be positive to 
trigger migration. Imagine an individual with a negative risk-adjusted expected income in the home location              . For such a person moving would pay-off as long as the preference function of the chosen 
destination location is less negative than the one of the home location.  
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Verbally, Equation (2) describes the preference value          decision-maker   maximizes by choosing 
one out of many possible destination locations          at the time of the migration decision   
considering income parameters over the planning period      .  
2.4.2 Estimating income parameters for different planning periods 
The true income parameters mean and variance of decision-makers and their respective families 
cannot be directly observed but must be estimated. Because family income is the sum of family 
ŵeŵďeƌs͛ iŶdiǀidual iŶĐoŵe, the folloǁiŶg seĐtioŶ is ĐoŶĐeƌŶed ǁith the estiŵatioŶ of iŶdiǀidual͛s 
income parameters only. Arguments and derivations can be analogously applied to families͛ income 
parameters. 
The income parameters                and                  of individual   with a certain set of socio-
economic characteristics can be estimated based on income parameters observable at the time of 
the move   among all residents of the respective location   that share the same socio-economic 
characteristics. This approach can be chosen because the income of people having the same socio-
economic characteristics can be interpreted as realizations of the random variable job of that specific 
individual. Concerning the planning period       for which income must be estimated, three 
different time periods are considered in my study. 
Usually income is measured in terms of annual income                   because a period of 
one year includes not only monthly payments but also additional payments like Christmas allowance 
and other bonus payments. Statistics on annual income from which mean and variance can be 
estimated are publicly available as cross-section data. For longer planning periods (working life and 
lifetime) the available annual income parameters must be transformed to a period of more than a 
year. The approach chosen in this analysis argues as follows exemplary for lifetime income, but can 
be applied to working life income analogously:  
Lifetime income 
Decision-maker   considers his time until reaching his life expectancy    not as a random variable but 
as a constant which equals the data given in the mortality table. This is consistent with decision-
makers being risk-neutral concerning mortality risk. Furthermore, the decision-maker expects his 
annual income given a certain job in a certain location   to stay constant over his remaining lifetime 
so that for each job it holds 
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                                                     (3) 
where   denotes the year of the move,     the next year,    the time until decision-maker   reaches 
his life expectancy as reported in the mortality table, and        the constant total annual income net 
of migration costs of decision-maker   in destination state  . 
Lifetime income as present value of future cash-flows  
Consequently, lifetime income of individual   at time   equals the present value of the cash-flow from 
income over his remaining lifetime. Analogously to the planning period of one year where a state of 
nature is defined as having a certain job, a state of nature for longer planning periods is having a 
certain job over several years. This means for each job (i.e., state of nature) lifetime income is 
deterministic (see Equation (3)) so that the present value of lifetime income can simply be computed 
by discounting the income stream by means of the risk-free term structure at the time of the move  : 
                                                                      (4) 
where    denotes the time index with             and      the risk-free spot rate per annum for 
capital tie-up     . 
Estimation of mean and variance of lifetime income 
Here again, the related income parameters mean and variance can be estimated based on 
observable realizations of lifetime income among         residents of location   having the same 
socio-economic characteristics like the migrant at time  . 
Since income parameters are estimated by a sample of people belonging to the same cohort as the 
migrant, they have the same life expectancy so that 
                     (5) 
where         denotes the index for residents with the same socio-economic characteristics like 
the decision-maker. 
The estimation of expected value of lifetime income from the sample can be written as mean of all 
lifetime incomes observable 
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                                    (6) 
Given that lifetime income can be written as risk-free discounted annual income (Equation (4)) and 
life expectancy is constant within the sample (Equation (5)), the expected value of lifetime income 
reads 
                                                 (7) 
which can further be simplified to 
                                                                                            (8) 
where       denotes the risk-free discount factor that discounts cash-flows at time    to the time the 
migration decision is taken  . 
Obviously the expected value of lifetime income can be derived from the expected value of annual 
income           multiplied by a risk-free discount factor      .  
The second parameter to be estimated from the sample of         residents of location   is 
variance of lifetime income. The sample estimator can be written as 
                                                            (9) 
Using Equation (4) (lifetime income equals the present value of lifetime cash-flows from annual 
income) and Equation (8), Equation (9) can be written as 
 
                 
         
                                                     
                     
       (10) 
and further simplified to 
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                                                                                  . (11) 
The lifetime income parameters of individual   given in Equations (8) and (11) can thus be derived 
from the annual income parameters                           observable among the   residents of 
location   having the same socio-economic characteristics like individual   by multiplying the annual 
estimators with the risk-free discount factor       specific to the decision-ŵakeƌ͛s plaŶŶiŶg peƌiod       . 
  
Page 15 
 
3 Empirical analysis 
3.1 Empirical application: U.S. interstate migration 
To isolate the effect of economic risk, the theoretical migration decision model is applied to U.S. 
interstate migration. Within the U.S., other sources of risk like language and cultural barriers, 
differences in the political systems etc. do not exert a distorting influence and, hence, can be 
neglected.  
For the empirical analysis, an object of investigation must be found that comes closest to the 
assumptions of the decision model. The crucial assumption, which makes the analysis difficult, is the 
measurement of migration costs in monetary terms. This assumption relates to direct costs for 
transportation of persons and belongings, opportunity costs of foregone earnings during migration, 
and costs due to reduced transferability of human capital arising from cultural differences and 
language barriers.  
These assumptions and the focus on monetary determinants in the migration decision model result 
in two requirements for the perfect object for the empirical analysis: First, the income parameters in 
different locations must be different in order to trigger migration. Second, different locations should 
be identical concerning all other characteristics in order to keep migration costs constant for all 
locations. If this was the case, the incorporation of migration costs in the income parameters can be 
neglected without distortions because they would not alter the rank of the preference values 
assigned to a certain location. 
In reality, such conditions cannot be found. While locations would be relatively similar when a small 
area is considered, they may not possess very different income possibilities. When greater territories 
such as continents are considered, locations may have greater differences in their income 
parameters, but differences in other characteristics such as culture or language will also be greater.  
To solve this trade-off U.S. interstate migration is considered. This results in several advantages: First, 
income parameters of U.S. states differ quite a lot (see Figure 11, p. 109). Second, direct migration 
costs for transportation of persons and belongings are composed of fixed and variable costs. Fixed 
costs are, for example, costs for packing, loading and unloading of the household (eventually with 
help of professionals), the one-time rent for a moving truck, furniture blankets, a doll and further 
equipment. They can be assumed to be comparable across U.S. states. Variable costs include costs 
for gas and wages for eventually hired professionals driving the truck. They get smaller in relation to 
fixed costs the smaller the distance of the move is. Restricting the analysis to U.S. interstate 
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migration also restricts the maximum distance between states, thus restricting the maximum amount 
of variable costs in relation to fixed costs. If it is assumed that direct migration costs are at large fixed 
costs, which are comparable between U.S. states, direct migration costs can be neglected in case of 
U.S. interstate migration. Furthermore, both variable costs and fixed costs are relatively small in 
comparison to total working life income or total lifetime income. Third, within the U.S. the education 
system is comparable, differences in culture and language are relatively small compared to 
international migration, e.g., from a rural Mexican area to New York City. It can therefore be 
assumed that migration costs due to reduced transferability of human capital are negligible.  
3.2 Risk-measures: variance versus semi-variance 
The theoretical migration decision model derived in Part A, Section 2 is able to account for all types 
of risk-attitudes (i.e., risk-aversion, risk-neutrality, and risk-seeking). This is possible because the risk-
measure variance contains both positive and negative deviations from the expected value. That way 
the needs of risk-averse decision-makers are captured by the negative deviation whereas those of 
risk-seeking decision-makers are captured by the positive deviations. However, integrating positive 
deviations might not adequately capture the risk for a risk-averse decision maker. For that reason, an 
alternative risk-measure is considered as well, namely semi-variance. Semi-variance accounts only for 
the downside-risk in that it considers solely negative deviation from the expected income.21 
Since my dissertation is concerned with an empirical analysis of economic migration where it is not 
clear which risk-ŵeasuƌe is aĐtuallǇ applied ďǇ ŵigƌaŶts͛ ǁheŶ takiŶg the ŵigƌatioŶ deĐisioŶ, I applǇ 
semi-variance as an alternative risk-measure in my empirical analysis.  
3.3 Data requirements and data creation 
In order to empirically analyze the migration decision based on the migration decision model derived 
above, a suitable data set is needed. Unfortunately, no single data set exists that meets the 
requirements for the empirical analysis of U.S. interstate migration. To illustrate the complexity of 
finding a suitable data set, the data requirements are outlined below: 
1) It must be possible to identify U.S. interstate migrants and 
2) to restrict the analysis to economically motivated migration. This means, the reason to move 
must be indicated. 
3) Family members must be clearly defined in order to estimate family income. 
                                                          
21 Note that semi-variance is equivalent to Lower Partial Moment Two with reference value expected value. 
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4) To control for other determinants that may interfere with pure economic reasons to migrate, 
family ties of the decision-maker before and after the move must be available. For example, 
it could be that someone reports economic reasons for his move but at the same time he has 
decided to leave his old partner and children. In this case it could be that the family 
composition change interferes with the reported (economic) reason to move and even may 
contradict it. This would bias the risk-attitude derived from the migration decision observed. 
In order to account for these potentially interfering constellations, family ties before and 
after the move must be available. 
5) The data ŵust iŶĐlude iŶdiǀidual͛s socio-economic characteristics gender, age, and 
education.  
6) It must be possible to estimate the income parameters these migrants face in each possible 
destination state depending on their socio-economic characteristics. 
There are data sets which partially meet these requirements, but unfortunately, a single data set 
meeting all requirements does not exist. 
The only solution possible is to create a new data set by merging various data sets. In case of U.S. 
interstate migration, two data sets are needed: 
1) The Panel Study of Income Dynamics (PSID) meets requirements one to five (i.e., it is possible 
to identify US-interstate migrants, the reason to move is included, and eaĐh iŶdiǀidual͛s 
socio-economic characteristics and family ties are included). Although income is reported for 
eaĐh peƌsoŶ, the saŵple size is Ŷot laƌge eŶough to estiŵate iŶdiǀidual͛s iŶĐoŵe parameters 
in each U.S. state depending on gender, age, and education. Furthermore, data from 1999 to 
2009 is only available every second year. 
2) The American Community Survey (ACS), which the U.S. Census Bureau recommends for 
income studies, contains detailed demographic characteristics on the subnational level like 
U.S. states.22 It has a much higher sample size, is available for every year from 1999 to 2009, 
and meets all above mentioned requirements with only one exception: the reason to move 
(requirement two). 
Hence, it must be put special emphasis on obtaining the required data set. This can be done by 
merging two types of data from two different sources. First, migrants with their family ties, socio-
economic characteristics (gender, age, and education), and their reason to move can be identified 
with help of the Panel Study of Income Dynamics (PSID). Second, the income parameters that these 
                                                          
22 See U. S. Census Bureau (2010). 
Page 18 
 
migrants face in each possible destination state depending on their socio-economic characteristics 
can be estimated from the American Community Survey (ACS). Third, the data sets from the first two 
steps must be merged in order to obtain the data set including all the above mentioned 
requirements.  
All steps are afflicted with multiple and complex problems that result from (i) different data 
structures of the different data sets, (ii) changing data structures over years of data within the same 
source and (iii) missing information that must be brought forward from earlier waves of data.  
These problems can be solved by separate data cleaning of both types of data sets, namely the Panel 
Study of Income Dynamics and the American Community Survey. The cleaning of both data sets and 
the merging is documented and discussed in detail in Part B. The next section presents both data sets 
and its key characteristics important to understand the need for data cleaning, and they provide key 
definitions of my dissertation. 
3.4 Description of data sets 
3.4.1 Panel Study of Income Dynamics 
3.4.1.1 Objective and history 
The initial wave of this household panel was conducted in 1968 as a representative longitudinal 
sample of U.S. individuals.23 The study is run under the supervision of the Survey Research Center at 
the Institute for Social Research (University of Michigan) and is sponsored by government agencies, 
foundations, and other organizations.24 The central focus of the survey is on income, employment, 
family composition changes, and demographic events.25 Over the years the sample size has grown 
from almost 5,000 families in 1968 to roughly 8,900 families and 71,000 individuals in 2009.26 This 
was possible because of high wave-to-wave response rates of 96%-98%27 and the success in following 
family split-offs, i.e., when young adults establish their own economic family unit or other family 
members leaving the household.28 
                                                          
23 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 21, 
Paragraph 1. 
24 See Institute for Social Research, Survey Research Center, University of Michigan (2011e). 
25 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 21, 
Paragraph 1. 
26 See Institute for Social Research, Survey Research Center, University of Michigan [No date b], p.2. 
27 See Institute for Social Research, Survey Research Center, University of Michigan [No date a], p. 6. 
28 See Institute for Social Research, Survey Research Center, University of Michigan [No date b], p.2 and Panel 
Study of Income Dynamics, public use dataset (2011). 
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3.4.1.2 File structure29 
The Panel Study of Income Dynamics consists of two types of data files: (i) several Single-Year Family 
Files giving annual cross-sectional information on families and (ii) one Cross-Year Individual File 
including panel data on individuals.30 Both data sets of the Panel Study of Income Dynamics are 
needed and must be merged to gain all information needed for my analysis as the following sections 
show. In order to understand the need for data cleaning and the problems confronted with when 
data sets are merged, Figure 1, p. 20 gives the stylized file structure of these two types of data sets, 
exemplary for waves 2007 and 2009. Additionally, Table 1, p. 21 gives an overview of the variables 
included in both data sets. The following subsections explain how to read Figure 1, p. 20 and Table 1, 
p. 21. 
                                                          
29 See Institute for Social Research, Survey Research Center, University of Michigan (2011d). 
30 See Institute for Social Research, Survey Research Center, University of Michigan (2011d), Paragraph A. 
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Single-Year Family File 2007 Single-Year Family File 2009  Cross-Year Individual File 1968-2009 
HOUSING        1968     
  ER36002 2007 FAMILY INTERVIEW (ID) NUMBER ER42001 2009 FAMILY INTERVIEW (ID) NUMBER    ER30000 RELEASE NUMBER 
  ER36003 PSID STATE OF RESIDENCE ER42002 PSID STATE OF RESIDENCE    ER30001 1968 INTERVIEW NUMBER 
  … … … …    ER30002 PERSON NUMBER    68 
  ER36016 NUMBER OF PEOPLE IN FAMILY UNIT ER42001 NUMBER OF PEOPLE IN FAMILY UNIT    ER30003 RELATIONSHIP TO HEAD    68 
  ER36017 AGE OF HEAD ER42002 AGE OF HEAD    ER30004 AGE OF INDIVIDUAL    68 
  ER36018 SEX OF HEAD ER42001 SEX OF HEAD    ER30005 MARR PAIRS INDICATOR    68 
  ER36104 MONTH MOVED ER42133 MONTH MOVED    ER30009 IN SCHOOL    68 
  ER36105 YEAR MOVED ER42134 YEAR MOVED    ER30010 YRS SCHL COMPL    68 
  ER36106 WHY MOVED ER42135 WHY MOVED    … … 
  … … … …  1969 - … - 2007   
BACKGROUND AND EDUCATION OF HEAD        … … 
  ER40527 WHETHER NEW HEAD IN FAMILY UNIT ER46504 WHETHER NEW HEAD IN FAMILY UNIT    … … 
  ER40573 WHETHER HEAD EDUCATED IN US ER46551 WHETHER HEAD EDUCATED IN US  2009     
  ER40574 WHETHER GRADUATED HIGHSCHOOL-HEAD ER46552 WHETHER GRADUATED HIGHSCHOOL-HEAD    ER34001 2009 INTERVIEW NUMBER 
  ER40582 GRADE OF SCHOOL FINISHED-HEAD ER46560 GRADE OF SCHOOL FINISHED-HEAD    ER34002 SEQUENCE NUMBER    09 
  ER40585 WHETHER ATTENDED COLLEGE-HEAD ER46563 WHETHER ATTENDED COLLEGE-HEAD    ER34003 RELATION TO HEAD    09 
  ER40588 HIGHEST YEAR COLLEGE COMPLETED-HEAD ER46566 HIGHEST YEAR COLLEGE COMPLETED-HEAD    ER34004 AGE OF INDIVIDUAL    09 
  ER40589 WHETHER RECORDED COLLEGE DEGREE-HEAD ER46567 WHETHER RECORDED COLLEGE DEGREE-HEAD    ER34005 MONTH INDIVIDUAL BORN    09 
  ER40590 HIGHEST COLLEGE DEGREE RECORDED-HEAD ER46568 HIGHEST COLLEGE DEGREE RECORDED-HEAD    ER34006 YEAR INDIVIDUAL BORN    09 
  ER40593 YEARS FOREIGN EDUCATION-HEAD ER46571 YEARS FOREIGN EDUCATION-HEAD    ER34007 MARITAL PAIRS INDICATOR    09 
  ER40594 FOREIGN DEGREES-HEAD ER46572 FOREIGN DEGREES-HEAD    … … 
  … … … …    ER34016 EMPLOYMENT STATUS    09 
BACKGROUND AND EDUCATION OF WIFE        ER34017 MONTH LAST IN SCHOOL    09 
  ER40438 WHETHER NEW WIFE IN FAMILY UNIT ER46410 WHETHER NEW WIFE IN FAMILY UNIT    ER34018 YEAR LAST IN SCHOOL    09 
   … saŵe ǀaƌiaďles like Head …   … saŵe ǀaƌiaďles like Head …    ER34019 WHETHER STUDENT    09 
  ER40501 FOREIGN DEGREES-WIFE ER46478 FOREIGN DEGREES-WIFE    ER34020 YEARS COMPLETED EDUCATION    09 
  … … … …    … … 
   5,069 variables on 8,289 families   5,012 variables on 8,690 families    1,446 variables on 71,285 individuals 
Table 1: Stylized structure of Single-Year Family Files and the Cross-Year Individual File.  
Source: Own diagram based on the Panel Study of Income Dynamics, public use dataset (2011).
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3.4.1.2.1 Single-Year Family Files 
Single-Year Family Files are released as cross-sectional data for each year of the study from 1968 to 
ϮϬϬϵ. ͞EaĐh Single-Year Family File contains one record for each family interviewed in the specified 
Ǉeaƌ ;…Ϳ ΀aŶd, iŶseƌtioŶ ďǇ authoƌ΁ ĐoŶtaiŶs all of the faŵilǇ-level variables collected in that wave. 
The records in each file are identified by the Family Interview Numbers of that Ǉeaƌ͟31 (see Figure 1, 
p. 20 and Table 1, p. 21). 
As can be seen in Figure 1, p. 20 the Single-Year Family File contains data of 8,289 families in 2007 
and 8,690 families in 2009. Each row in the dataset stands for one single family. It contains 
information on the family level such as their current state of residence, the number of people 
residing in the family, their housing situation, their income and other family level variables. 
3.4.1.2.2 Cross-Year Individual File and Sequence Numbers32 
The Cross-Year Individual File is released as panel data and contains one record for each person ever 
in the Panel Study of Income Dynamics. It includes all individual-level variables from 1968 through 
2009. The file also contains Family Interview Numbers of the family with which the person was 
associated in each wave. The history of Family Interview Numbers for each person makes it possible 
to identify one and the same person over the different waves of Single-Year Family Files. The Cross-
Year Individual File also includes the Sequence Number of that person within his current family. The 
Sequence Number ranks people according to their position within the family hierarchy.33 The head of 
a family is always numbered 1, the second person, usually the wife, is numbered 2 and so on. In 2009 
the Cross-Year Individual File contained 71,285 individuals and their personal data (see Table 1, 
p. 21). 
3.4.1.2.3 Family interview numbers 
It is important to note that Family Interview Numbers identify families within a certain wave of data, 
but are time inconsistent. This means, they most certainly change from year to year for one and the 
same family.34 The reason for this is that annual interview numbers are assigned based on receipts of 
the interview; the first interview coming in from field is numbered 1, the second 2, and so on.35 This 
means, if family data from the Single-Year Family Files of consecutive waves is merged by Family 
                                                          
31 See Institute for Social Research, Survey Research Center, University of Michigan (2011d), Paragraph A.1. 
32 See Institute for Social Research, Survey Research Center, University of Michigan (2011d), Paragraph A.2. 
33 See Institute for Social Research, Survey Research Center, University of Michigan (2011d), Paragraph C. 
34 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 3. 
35 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 3. 
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Interview Numbers, its time inconsistency results in merging different families. For example, family X 
may have a Family Interview Number of 10 in 2001, while the same Family Interview Number may be 
given to family Y in 2003. If Single-Year Family Files of 2001 and 2003 would be merged by the Family 
Interview Number, family X and family Y would be falsely considered as one and the same family.  
To account for the time inconsistency of the Family Interview Numbers, it is therefore necessary to 
make a detour when merging family data: First, data from the Single-Year Family File and the Cross-
Year Individual File can be merged by the Family Interview Number of the respective year. Second, 
when Single-Year Family Files of different waves (i.e., years) must be merged, Family Interview 
Numbers of all waves must be available. They can be found in the Cross-Year Individual File.  
3.4.1.2.4 Background information 
In the Panel Study of IŶĐoŵe DǇŶaŵiĐs ͞ďaĐkgƌouŶd iŶfoƌŵatioŶ͟ ƌefeƌs to all ǀaƌiaďles oŶ Head͛s 
aŶd Wife͛s peƌsoŶal ďaĐkgƌouŶd. It is of gƌeat ƌeleǀaŶĐe to this studǇ ďeĐause it also iŶĐludes ǀeƌǇ 
detailed information on socio-economic characteristics of Heads and Wives. Unfortunately, questions 
on socio-economic characteristics are not asked again every wave, but only once when Head/Wife 
first became Head/Wife of that family.36 Families that have the same Head/Wife as last wave will not 
be asked again and background information variables have missing values. For that reason, data must 
be brought forward from previous waves.  
3.4.2 American Community Survey 
3.4.2.1 Objective and history 
The American Community Survey (ACS) is a nationwide high-density household survey conducted by 
the United States Census Bureau to replace the U.S. Decennial Census long-form questionnaire on an 
annual rather than decennial basis.37 It is designed to provide communities with up-to date data on 
demographics, education, income, housing etc. of the U.S. population38 in order to help legal 
authorities to plan investments and services and decide on the spending of more than $400 billion in 
federal and state funds each year.39 Therefore, data is collected continuously over the year nearly 
every day and aggregated over a specific time period (1, 3, and 5 years).40  
                                                          
36 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 85. 
37 See U.S. Census Bureau (2009c), p. 2-1 and U.S. Bureau of Labor Statistics (2011), Question 1. 
38 See U.S. Census Bureau (2008), p.1. 
39 See U.S. Census Bureau (2012a). 
40 See U.S. Census Bureau (2009a), p. A-1. 
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While the first test period of the American Community Survey started in 1994 including only a few 
cities, it was only in 2000 when the U.S. Census Bureau carried out a large-scale, nationwide survey 
that can be used for nationwide research.41 From the year 2000 on, the sample size was successively 
increased till the American Community Survey was finally fully implemented in 2005 including 2.5% 
of the U.S. population.42 
3.4.2.2 Data availability: Integrated Public Use Microdata Sample 
The raw and full sample of the American Community Sample is not available to the public.43 Among 
the publicly available Public Use Microdata Samples (PUMS) of the American Community Survey, the 
most comfortable on, namely the Integrated Public Use Microdata Sample Series (IPUMS) created 
under the supervision of the Minnesota Population Research Center at the University of Minnesota, 
is chosen for the analysis. The advantage of IPUMS files is that it ͞assigŶs uŶifoƌŵ Đodes aĐƌoss all the 
saŵples aŶd ďƌiŶgs ƌeleǀaŶt doĐuŵeŶtatioŶ iŶto a ĐoheƌeŶt foƌŵ͞.44 This spares most effort usually 
needed to clean the data of several waves, such as standardizing possible answers and their coding. 
In contrast to the full American Community Survey which capture 2.5% of U.S. population, the IPUMS 
ACS files only cover 1% of the population.45 Still, the IPUMS ACS files are high-density samples with 
around 3 million respondents each year.46 Furthermore, all data sets are available as weighted 
samples where personal and household weights can be applied to perform analysis representative on 
the national level as well as geographically smaller subareas. Therefore, the IPUMS ACS files rather 
than any other U.S. household survey are recommended by the U.S. Census Bureau for cross-section 
estimates of income on the state level by detailed demographic characteristics.47 As this is exactly 
what is needed for my analysis, the IPUMS ACS files are the first choice type of data for my 
dissertation. 
  
                                                          
41 See U.S. Census Bureau (2009c), p. 2-1. 
42 See U.S. Census Bureau (2009c), pp. 2-1 and 12-6. 
43 See U.S. Census Bureau (2012b). 
44 Minnesota Population Center, University of Minnesota [No date a]. 
45 See U.S. Census Bureau (2009a), p. 2. 
46 See Integrated Public Use Microdata Sample Series files of the American Community Survey by Ruggles, 
Alexander, Genadek, Goeken, Schroeder, and Sobek (2011). 
47 See U.S. Census Bureau (2010), p.1. 
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4 Key definitions: family, decision-maker, and migrant 
In the theoretical migration decision model it was assumed that a decision-maker exists who decides 
on behalf of the whole family based on (i) his own income or (ii) family income. So far, no clear 
definition of family and decision-maker exists. Because individual migrants as well as migrating 
families are identified in the Panel Study of Income Dynamics, the definitions in my dissertation 
follow the definitions applied in the Panel Study of Income Dynamics. Part A, Section 4.1 defines 
family, Part A, Section 4.2 defines the decision-ŵakeƌ ǁithiŶ the faŵilǇ ;͞head of faŵilǇ͟Ϳ aŶd Part A, 
Section 4.3 defines the resulting definition of migrants applied for this analysis. 
4.1 Definition of family – Family Unit versus Household Unit  
WithiŶ the PaŶel “tudǇ of IŶĐoŵe DǇŶaŵiĐs theƌe is Ŷo defiŶitioŶ of ͞faŵilǇ͟. IŶstead the suƌǀeǇ 
concentrates on family units (FU) since families are made up of individuals and the composition of 
those iŶdiǀiduals ŵaǇ ĐhaŶge fƌoŵ ǁaǀe to ǁaǀe. The faŵilǇ uŶit is defiŶed ͞as a gƌoup of people 
liǀiŶg togetheƌ as a faŵilǇ. TheǇ aƌe alŵost alǁaǇs ƌelated ďǇ ďlood, ŵaƌƌiage, oƌ adoptioŶ͟48, but 
uŶƌelated peƌsoŶs ĐaŶ ďe paƌt of a faŵilǇ uŶit if theǇ aƌe ͞peƌŵaŶeŶtlǇ liǀiŶg togetheƌ aŶd shaƌe ďoth 
iŶĐoŵe aŶd eǆpeŶses͟.49 Thus, an individual living on his own can form his own family unit with one 
person only. As the Panel Study of Income Dynamics is about family unit members only,50 my analysis 
also concentrates on family units. 
To avoid a misunderstanding of family unit, the household unit (HU) is defined as the physical 
boundary, such as a house or apartment, where members of the Panel Study of Income Dynamics 
family units reside.51 Note, that ͞Ŷot eǀeƌǇoŶe liǀiŶg iŶ a household uŶit is autoŵatiĐallǇ paƌt of the 
faŵilǇ uŶit.͟52 Household units are irrelevant to my study. 
The study at hand follows the convention of the Panel Study of Income Dynamics where ͞faŵilǇ͟ 
alǁaǇs ƌefeƌs to the faŵilǇ uŶit aŶd ͞faŵilǇ ŵeŵďeƌ͟ alǁaǇs ƌefeƌs to ŵeŵďeƌs of the faŵilǇ uŶit. 
                                                          
48 Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 80, Paragraph 
1. 
49 Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 80, Paragraph 
2. 
50 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 80, 
Paragraph 5. 
51 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 80, 
Paragraph 4. 
52 Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 80,  
Paragraph 5. 
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4.2 The decision-maker: head of family 
Of all family members the head of family (simply called Head) is of particular importance for my 
study. He is the representative of the whole family unit and is therefore the only one being asked 
about his reason to move. As migration in my analysis is restricted to economic migration, this means 
Heads in the Panel Study of Income Dynamics are equivalent to the decision-maker in my theoretical 
model. Other family members cannot be decision-makers because for them the reason to move is 
not know. 
The PaŶel “tudǇ of IŶĐoŵe DǇŶaŵiĐs defiŶes Head as folloǁs: IŶ eaĐh ǁaǀe of faŵilǇ data ͞eaĐh ;..Ϳ 
family unit has one and oŶlǇ oŶe ĐuƌƌeŶt Head.͟53 Depending on the time when Head first became 
Head, two different types of rules are applied by the Panel Study of Income Dynamics:  
ϭ.Ϳ ͞OƌigiŶallǇ, if the faŵilǇ ĐoŶtaiŶed a husďaŶd-wife pair, the husband was arbitrarily designated 
the Head to ĐoŶfoƌŵ ǁith CeŶsus Buƌeau defiŶitioŶs iŶ effeĐt at the tiŵe the studǇ ďegaŶ.͟54 
Ϯ.Ϳ A Ŷeǁ Head is seleĐted ǁheŶ ͞last Ǉeaƌ's Head ŵoǀed out of the ;..Ϳ faŵilǇ uŶit, died oƌ ;…Ϳ 
ďeĐaŵe iŶĐapaĐitated; oƌ a feŵale Head has gotteŶ ŵaƌƌied;͟55 or when the interviewed family is a 
split-off family56 that is one or more individuals who broke away from their previous family unit and 
formed a new economically independent family unit.57 IŶ this Đase the folloǁiŶg ƌules ;…Ϳ applǇ: ͞The 
head of the FU [family unit, insertion by author] must be at least 16 years old and the person with 
the most financial responsibility for the FU. If this person is female and she has a husband in the FU, 
then he is designated as Head. If she has a boyfriend with whom she has been living for at least one 
year, then he is Head. However, if the husband or boyfriend is incapacitated and unable to fulfill the 
fuŶĐtioŶs of Head, theŶ the faŵilǇ ǁill haǀe a feŵale Head.͟58 Furthermore, it is possible that the 
female half of a pair insists on being the Head.59 
  
                                                          
53Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 83,  
Paragraph 1. 
54 Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 83,  
Paragraph 1. 
55 Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 5. 
56 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 5. 
57 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 3. 
58 Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 83,  
Paragraph 2. 
59 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 84. 
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4.3 Definition of migrant 
4.3.1 Definition of migrants in the empirical analysis 
The aďstƌaĐt teƌŵ „ŵigƌaŶt͞ used iŶ the theoƌetiĐal ŵodel of Part A must be defined precisely for the 
empirical analysis. Given the limitations and definitions of the Panel Study of Income Dynamics, 
migrants in my empirical analysis are defined as people who move for economic reasons together 
with the Head of the next wave between U.S. states between two consecutive waves of the Panel 
Study of Income Dynamics between 2000 and 2009. 
The first part of the definition of economic motivated moves results from my research interest in 
economically motivated migration. 
The second part of the definition, that the Head of the next wave must be part of the moving family, 
is closely related to the first requirement. First, only Heads are asked about their reason to move. 
Second, this is only done after the move actually took place. Therefore, Head of next the period is 
relevant. This means, if people move without next period͛s Head, it is iŵpossiďle to get iŶfoƌŵatioŶ 
about their reason to move. If the reason to move is not available, migration cannot be restricted to 
economic migration.  
An example may illustrate the problem: Consider mother and child that move in with the Đhild͛s 
step-father who is head of the family after the move. In the first case, the step-father himself did not 
move and, therefore, ǁoŶ͛t ďe asked aďout his ƌeasoŶ to move. Hence, the reason why mother and 
child moved is not available. In the second case, the step father moved too, but not initially with 
mother and child. Then he might have had another reason for his move than mother and child had. 
Here again, it is not clear whether mother and child moved for economic reasons or not. In the third 
case, the step father moved together with mother and child, i.e., meets the requirement of the 
definition. In this case, he is asked for his reason to move and economically motivated moves can be 
isolated. 
The third part of the definition, namely U.S. interstate migration, is due to methodology which can 
best be applied for U.S. interstate migration (see Part A, Section 3.1 for a detailed discussion). 
The fourth part of the definition of consecutive waves results from data availability, where a new 
wave of data is released only every two years. Consequently, only those migrants are surveyed who 
have a different state of residence between two consecutive waves of data. A time interval of two 
years has two drawbacks. First, people who move to another place but return to their former place 
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of residence within the two year period are not recognized as migrants. For example, when someone 
lives in Ohio in 2001, moves to New York in 2002, but moves back to Ohio in 2003. These moves 
cannot be identified as migration and, thus, reduce the number of observations. The second 
drawback is more critical: The migration decision of people who move more often than every two 
years will be misspecified. For example, if someone lives in Idaho in 2001, moves to Alabama in 2002 
and finally to California in 2003, is falsely identified as a person moving from Idaho to California. This 
results in uncontrollable biases because the migration decision which is shown in the data (moving 
from Idaho to California) actually never took place. Unfortunately, there is no way to rule out these 
cases as the data does not include such information. 
The fifth and last part of the definition is the period of investigation which is restricted from 2000 to 
2009 for three reasons: First, more recent waves have not been released yet at the time the 
empirical analysis of my dissertation was run. Second, the American Community Survey from which 
the income parameters in each year are estimated is not available before 2000. Other high density 
samples60 for years earlier than 2000 do not exist. Without an estimation of the income parameters, 
the migration decision model of this study cannot be implemented empirically. Third, going back to 
earlier waves would make it more probable that the general structure of risk-attitudes in the 
population changes. 
4.3.2 Migrant versus mover 
The terms migrants and movers are often used synonymously.61 Other authors like Rogers and Castor 
(1983) differentiate between (i) movers who must have been moving at least once during a given 
period and (ii) migrants who have a different place of residence at the end of the period.62 In this 
definition every migrant is a mover, but not every mover is a migrant.  
In the Panel Study of Income Dynamics only people moving between two consecutive waves of data 
can be identified because there is no information available about where people lived between two 
waves of data. This means, they are migrants and movers at the same time. Consequently, the terms 
migrant and mover can be used synonymously in my analysis even if the very narrow definition is 
applied. The reminder of my analysis employs the term migrant. 
                                                          
60 High density samples do not only have a large sample size but also capture a high percentage of the 
population. 
61 See Farley (1998), p. 279. 
62 See Rogers, Andrei, and Luis J. Castro (1983), p. 2. 
 
Page 29 
 
Part B – Data Set and Data Cleaning 
Since a data set to perform the empirical analysis does not exist, Part B is concerned with its creation. 
This requires extensive data cleaning and multiple merging of different data sets which is afflicted 
with multiple complex problems discussed and solved in this part of my study including details on the 
technical implementation of the solutions. 
The reminder of Part B is organized as follows: Part B, Section 1 gives an overview of the data 
cleaning process and presents the final data set of all migrants. Part B, Sections 2 to 4 give details on 
the data cleaning process. More precisely, Part B, Section 2 identifies migrants and their moving 
families together with their socio-economic characteristics gender, age, and education from the 
Panel Study of Income Dynamics. In Part B, Section 3 annual income parameters are estimated for 
each migrant and its particular socio-economic characteristics from the American Community Survey. 
Part B, Section 4 creates the final data set by merging cleaned data from Part B, Sections 2 and 3 and 
adding risk-free discount factors needed to model migration decisions based on planning periods 
longer than a year. 
1 Overview of data cleaning and characteristics of the final sample 
All steps of the data cleaning process are afflicted with multiple complex problems that are 
summarized together with their solutions in this section (Part B, Sections 1.1 to 1.3). Finally, the 
resulting data set on migrants and its characteristics are discussed (Part B, Section 1.4). 
1.1 Overview of PSID-cleaning 
This section summarizes the main problems and solutions to identify economic migrants and their 
socio-economic characteristics from the Panel Study of Income Dynamics (for details on this issue 
please refer to Part B, Section 2). 
PSID-Problem 1 and solution: Identifying migrants (for details see Part B, Section 2.2) 
The Panel Study of Income Dynamics consists of several Single-Year Family Files which only include 
the current state of residence. To identify migrants by their changing state of residence, consecutive 
waves of Single-Year Family Files have to be merged. Unfortunately, a variable linking one and the 
same family in all Single-Year Family Files does not exist. This makes merging difficult. 
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The solution to following migrants over time can be found in another data set, the Cross-Year 
Individual File. It includes a time series of annual Family Interview Numbers.63 The latter uniquely 
identifies each family within each Single-Year Family Files. By merging step by step all Single-Year 
Family Files with the Cross-Year Individual File by the respective Annual Interview Number, changing 
states of residence can be identified. 
PSID-Problem 2 and solution: Restricting the analysis to economic migrants (for details see Part B, 
Sections 2.2 and 2.3) 
The reason to move is not available for all migrants, but only for those who are head of the family in 
the wave after the move. 
This problem can only be solved first, by restricting the analysis to Heads moving for economic 
reasons and second, by defining the Head to be the decision-maker who maximizes his preference 
function based on (i) his individual income or on (ii) family income. 
PSID-Problem 3 and solution: Identifying socio-economic characteristic education (for details see 
Part B, Section 2.3) 
In contrast to gender and age, education information is usually not available in the year the move 
took place. The reason is that individuals are asked about their education only once when they first 
enter the Panel Study of Income Dynamics. In addition, a second more complex problem results from 
the variety of education variables which are partially scattered in different data files (Single-Year 
Family Files and Cross-Year Individual File), follow different coding schemes, relate to different 
questions and, thus, partially contradict each other. Therefore, this step of data cleaning is the most 
complex one. 
The problem of missing education information can be solved by bringing forward data from earlier 
waves of data. This can be done by multiple merging of Single-Year Family Files and Cross-Year 
Individual File. The more complex problem of inconsistent education information is solved in five 
steps: First, coding schemes of all waves of data are made comparable. Second, inconsistencies of 
several variables relating to different questions in the same year are detected and corrected. An 
eǆaŵple is a ƌepoƌted ďaĐheloƌ͛s degƌee, ǁhile aŶotheƌ ǀaƌiaďle iŶdiĐates the peƌsoŶ did Ŷot atteŶd 
college at all. Third, an algorithm is defined that summarizes partial information of different 
education variables in the Single-Year Family Files in one single variable. Problems to be solved by the 
algorithms relate to incomparable variables on foreign and U.S. education, sorting medical, law, and 
                                                          
63 Note that Annual Interview Numbers of one and the same family most certainly change every year. 
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honorary degrees into the Bachelor-Master system applied in all other variables, unspecified answer 
possiďilities like ͞otheƌ Đollege degƌees͟, aŶd Ǉeaƌs of Đollege atteŶdaŶĐe ǁithout a ƌepoƌted degƌee. 
Fourth, the summarized variable of the Single-Year Family Files is made comparable to the education 
variable in the Cross-Year Individual File. Fifth, six different ways to define education at the time of 
the move are applied in order to account for different ways to interpret the data and run a 
robustness check in the final analysis. 
PSID-Problem 4 and solution: Identifying family ties (for details see Part B, Section 2.4.) 
Family ties are needed to empirically analyze the migration decision based on family income and to 
detect family constellations (like getting divorced) that may interfere with pure rational behavior 
assumed by the decisionmodel. As the family composition often changes in the course of the move 
(e.g., young adults leave their parents to form their own family), a dynamic approach on family ties is 
needed rather than the static approach offered by the Panel Study of Income Dynamics which only 
contains the status before and after the move.  
To solve this problem, a single variable called Move Context is created which classifies each person 
into a system of family ties with four different types of moving constellations: Single-moves, pair-
moves, family-moves, and other moves; all of which are further categorized depending on the family 
ties before and after the move. The Move Context Variable takes into account all information 
available, such as relation by blood and adoption, step-relations, foster children, son/daughter-in-
law, being a pair etc. 
PSID-Problem 5 and solution: Unique identification of individuals and families (for details see 
Part B, Section 2.5) 
The final data set should include all individuals and families who moved between 2000 and 2009. 
Unfortunately, the raw data set includes only annual identifiers which repeat themselves every year. 
For example, the family identifier is assigned based on receipts of the interview in a certain year, with 
the first responding family getting number 1, the second number 2 and so on.64 Consequently, there 
are families numbered 1, 2 and so on in every wave. The variable that uniquely identifies each 
individual and family among all migrants between 2000 and 2009 is needed but missing. 
A straight forward solution to this problem is to sort all migrants in ascending order by year of the 
move, their annual Family Interview Number and their Sequence Number and assign consecutive 
numbers. 
                                                          
64 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 3. 
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1.2 Overview of ACS-cleaning 
This section first, presents the main problems and solution in cleaning data of the American 
Community Survey (for details on this issue please refer to Part B, Section 3), and second, gives a 
stylized overview of income parameters estimated from the American Community Survey (for 
detailed data please refer to data file „\American Community Survey\(12) Table of all Income 
Measures in all years\12_All Income Measures in all years.sav͟ on the data storage that comes along 
with this dissertation). 
ACS-Problem 1 and solution: Quantification of income (for details see Part B, Section 3.2) 
To estiŵate iŶĐoŵe paƌaŵeteƌs, the teƌŵ ͞iŶĐoŵe͟ ŵust ďe put iŶ ĐoŶĐƌete teƌŵs. GiǀeŶ data 
availability and definitions of income applied by the American Community Survey, income 
possibilities foƌ eaĐh U.“. state aƌe estiŵated ďased oŶ ͞total pƌe-tax personal income or losses from 
all souƌĐes foƌ the pƌeǀious Ǉeaƌ͞65 of all residence of that state. Family income is estimated based on 
the two main earners of the family, usually Head and Wife. 
ACS-Problem 2 and solution: Reducing socio-economic groups (for details see Part B, Section 3.4) 
Empirical estimation of income parameters requires a minimum sample size of at least 30 
respondents for every combination on gender, age, education, U.S. state, and year (2000 to 2009).  
In order to meet this minimum sample size requirement, the number of socio-economic groups by 
gender, age, and education must be reduced by the following three-step procedure: First, a 
descriptive analysis is used to gain a first insight into the data structure regarding gender, age, and 
education. Second, an agglomerative hierarchical cluster analysis with the Ward-Method using 
squared Euclidean distance measures and z-transformed variables (mean and variance of income) is 
employed to reduce the number of socio-economic groups. Four different cluster definitions are 
applied, namely a separate clustering for each year of data based on weighted und unweighted 
sample and a uniform clustering over all years based on weighted and unweighted samples. 
Unfortunately, the cluster analysis is not able to generate the minimum sample size for all socio-
economic groups without clustering all people into one single group. Especially critical are sample 
sizes for people with higher education than a high school diploma. Since income parameters should 
be specific to socio-economic characteristics, the last clustering into one single group is not 
performed. Instead a third step is taken. That is, economic considerations are used in combination 
                                                          
65 MiŶŶesota PopulatioŶ CeŶteƌ, UŶiǀeƌsitǇ of MiŶŶesota ΀No date Đ΁, oŶliŶe diĐtioŶaƌǇ oŶ ǀaƌiaďle ͞INCTOT͟, 
paƌagƌaph ͞DesĐƌiptioŶ͟. 
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with insights from the descriptive analysis to further reduce the number of groups within each of the 
four cluster definitions until the required sample size is reached in most groups. To understand this 
third step, an example might help: For individuals younger than 25, education levels Bachelor and 
Master are pooled. The economic consideration in this case is that the small sample size is due to the 
fact that the majority of people in this age group is simply too young to have a college degree. This 
argument is in line with insights from the descriptive analyses where mean and variance of income of 
bachelor and master graduates are very similar for people aged 15 to 24. 
ACS-Problem 3 and solution: Estimating annual income parameters (for details see Part B, 
Section 3.6) 
The sample sizes reached by reducing socio-economic groups are still critically small in some 
combinations of gender, age, education, U.S. state, and year. Note that the number of socio-
economic groups cannot be further reduced without ending up with one single group only, i.e., 
income parameters are not specific to socio-economic characteristics anymore. 
To solve this problem, annual income parameters are estimated from three different samples 
relating to three different time periods, namely (i) annual income reported in the year of the move, 
(ii) annual income reported in the three years surrounding the year of the move adjusted for 
inflation, and (iii) annual income reported in the three years surrounding the year of the move not 
adjusted for inflation. In case of weighted cluster definitions, annual income data from three years of 
data must be additionally re-weighted by their annual weights. 
Stylized overview of income parameters estimated from the ACS 
To gain an insight into the variety of income parameters for different socio-economic groups and the 
relation of mean and variance of income that is important for the interpretation of the results, 
Part C, Table 2, p. 34 gives an example of income parameters estimated from the American 
Community Survey. Exemplary for all income parameters estimated Table 2, p. 34 reports mean and 
ǀaƌiaŶĐe aŶd staŶdaƌd deǀiatioŶ foƌ Head͛s peƌsoŶal iŶĐoŵe iŶ ϮϬϬϵ iŶ the U.“. state of Alaďaŵa 
based on pooled clustering, income data from one year weighted to be representative of the whole 
population. 
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 Annual income parameters in 2009 for U.S. state X 
Age Education Gender Expected values      variance of income       standard deviation of income     
15-24 
years 
old 
Less than high 
school 
Male 2,478 27,521,155 5,246 
Female 1,483 10,653,051 3,264 
High school/ 
Associate 
Male 10,351 136,942,841 11,702 
Female 7,736 127,591,397 11,296 
Bachelor/Master 
and higher   18,341 258,851,924 16,089 
25-34 
years 
old 
Less than high 
school   11,754 171,587,648 13,099 
High school/ 
Associate 
Male 28,492 577,376,817 24,029 
Female 17,610 349,411,146 18,693 
BaĐheloƌ’s 
degree 
Male 45,599 936,374,208 30,600 
Female 29,259 427,417,995 20,674 
Master/Profess-
ional or higher 
Male 68,330 2,773,030,630 52,660 
Female 40,506 794,652,269 28,190 
35-45 
years 
old 
Less than high 
school   15,623 441,923,603 21,022 
High school/ 
Associate 
Male 37,031 979,223,471 31,293 
Female 20,939 459,727,014 21,441 
BaĐheloƌ’s 
degree 
Male 74,964 3,750,558,562 61,242 
Female 38,058 1,075,016,097 32,787 
Master/Profess-
ional or higher  
Male 101,799 7,619,428,610 87,289 
Female 52,640 2,004,418,530 44,771 
46-65 
years 
old 
Less than high 
school   16,006 510,998,654 22,605 
High school/ 
Associate 
Male 39,575 1,430,753,974 37,825 
Female 21,435 508,480,186 22,550 
BaĐheloƌ’s 
degree 
Male 83,326 5,648,434,319 75,156 
Female 39,392 1,687,306,787 41,077 
Master/Profess-
ional or higher  
Male 115,743 9,409,994,681 97,005 
Female 56,379 2,130,459,658 46,157 
Retired 
66 and 
older 
max. Associate Male 28,430 1,011,519,880 31,804 Female 16,366 358,550,960 18,935 
Bachelor/Master 
and higher 
Male 72,415 4,532,753,627 67,326 
Female 35,611 1,439,526,766 37,941 
Table 2: Example of estimated income parameters fƌoŵ the AŵeƌiĐaŶ CoŵŵuŶitǇ “uƌǀeǇ eǆeŵplaƌǇ foƌ Head’s 
iŶdiǀidual iŶĐoŵe iŶ ϮϬϬ9 iŶ the U.“. state of Alaďaŵa ďased oŶ pooled ĐlusteƌiŶg, oŶe Ǉeaƌ’s data ǁeighted to ďe 
representative of the population of that state. 
In total there are altogether 24,480 tables of income parameters like Table 2, p. 34 that are 
estimated from the American Community Survey resulting from 2 risk-measures (variance and semi-
ǀaƌiaŶĐeͿ ŵultiplied ďǇ Ϯ leǀels of iŶĐoŵe ;Head͛s individual and family income) multiplied by 51 
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destination states66 multiplied by 4 types of clustering socio-economic groups (see ACS-Problem 2 
and solution) multiplied by 3 different data sets from which income parameters are estimated (see 
ACS-Problem 3 and solution) multiplied by 10 years (2000 to 2009). Since reporting all numerical 
results on over 24,480 pages full of tables does not add to the understanding of my study, I kindly ask 
the interested reader to refer to file „\American Community Survey\(12) Table of all Income 
Measures in all years\12_All Income Measures in all years.sav͟ on the data storage that comes along 
with this study. 
1.3 Overview of estimating risk-free discount factors 
This section is concerned with risk-free discount rates that are needed to estimate income 
parameters not only for a planning period of one year but also for the period until reaching full 
retirement age and until reaching life expectancy (for details on this issue please refer to Part B, 
Section 4.3). 
Problem: Gaining four input parameters needed for risk-free discount factors (for details see 
Part B, Section 4.3) 
In order to estimate the present value of lifetime income (working life income, respectively), 
migrant-specific risk-free discount factors must be derived. Therefore, four input parameters are 
needed as follows: (ii) the time until reaching full retirement age, 2) the expected remaining lifetime, 
and 3) the risk-free term structure at 4) the time of the move. 
Solution for 1) time until reaching full retirement age (for details see Part B, Section 4.3.1) 
The remaining years until reaching full retirement for each cohort are determined by U.S. legislation. 
The respective full retirement ages for each cohort are taken from the U.S. Social Security 
Administration.67 
Solution for 2) expected remaining lifetime (for details see Part B, Section 4.3.1) 
The expected remaining lifetime of U.S. citizens for each year is documented in the United States 
National Vital Statistics Reports issued by the National Center for Health Statistics.68 For years 2000 
                                                          
66 The Panel Study of Income Dynamics from which migrants are identified differentiates between 50 U.S. 
states and Washington D.C. 
67 For legal retirement ages depending on the year born, see U.S. Social Security Administration (2011). 
68 For life expectancy in 2000 see Arias, Elizabeth (2002), pp. 9-12. For life expectancy in 2001 see Arias, 
Elizabeth (2004a), pp. 9-12. For life expectancy in 2002 see Arias, Elizabeth (2004a), pp. 9-12. For life 
expectancy in 2003 see Arias, Elizabeth (2006), pp. 10-13. For life expectancy in 2004 see Arias, Elizabeth 
(2007), pp. 10-13. For life expectancy in 2005 see Arias, Elizabeth, Brian L. Rostron, and Betzaida Tejada-Vera 
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to 2007 life expectancy is given in detail for all ages from 0 to 100 by gender. Unfortunately, data for 
years 2008 to 2009 is aggregated to age groups. To solve this inconsistency in the data structure, 
data for 2008/09 for each age is approximated by linear interpolation. 
Solution for 3) risk-free term structure (for details see Part B, Section 4.3.2) 
Discount factors can be determined from the term structure of interest rates. Unfortunately, such a 
term structure is not available for the U.S. but must be derived. For maturities up to 30 years, results 
are published in the paper of Gurkaynak, Sack, and Wright (2006). For maturities over 30 years, I 
derive the term structure on an annual basis using the same methodology as Gurkaynak, Sack, and 
Wright (2006), i.e., the extension of the Nelson-Siegel (1987) approach proposed by Svensson (1994). 
Solution for 4) time of the move (for details see Part B, Section 4.3.2) 
The term structure can be determined on a daily basis and hence might change from day to day. In 
contrast, the exact date of the move is not available for most migrants but only the year of the move. 
Since the move could haǀe ďeeŶ takiŶg plaĐe duƌiŶg all daǇs of the Ǉeaƌ, it is Ŷot Đleaƌ ǁhiĐh daǇ͛s 
term structure is relevant for the move. This means, the frequency of migration data (annual) and 
data on term structure (daily) is not congruent. To solve the problem, annual term structures are 
needed that are congruent to the annual data on moves. They are derived by simply taking the 
average of daily term structures of the respective year. Note that this approach is in line with the way 
income is reported in the American Community Survey: annual income includes income of the last 12 
month because interviews are run throughout the year.69  
1.4 Key characteristics of the final sample of migrants 
The final sample includes 321 migration decisions that can be empirically analyzed. The whole 
saŵple ĐaŶ ďe eǆaŵiŶed ǁith ƌespeĐt to Head͛s peƌsoŶal iŶĐoŵe, ďut oŶlǇ ϯϭϱ of theŵ ďased oŶ 
family income. The reduced sample size of family decisions compared to individual decisions is due to 
missing socio-economic group definitions for the second main earner of some families, usually due to 
missing education information. The 315 families surveyed account for a total of 820 family members.  
To get an impression of the key characteristics of the sample, the reminder of this section briefly 
presents frequency and distribution of the key characteristics of the sample with respect to (i) the 
                                                                                                                                                                                     
(2010), pp. 10-13. For life expectancy in 2006 see Arias, Elizabeth (2010), pp. 9-12. For life expectancy in 2007 
see Arias, Elizabeth (2011), pp. 10-13. For life expectancy in 2008 see Miniño, Arialdi M., Sherry L. Murphy, 
Jiaquan Xu, and Kenneth D. Kochanek (2011), p. 74, Table 6.  
69 See Minnesota Population Center, University of Minnesota [No date c], online dictionary on variable 
„INCTOT͟, paƌagƌaph oŶ ͞DesĐƌiptioŶ͟. 
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year of the move, (ii) Head͛s aŶd Wife͛s soĐio-economic characteristics gender, age, and education, 
(iii) family size, (iv) families ties and (v) the special case of family ties: divorce/separation. 
Number  of observation by year between 2000 and 2009 
Although unlikely, it could be that risk-attitudes systematically differ over years, for example, rising 
risk-aversion over years. To avoid such a bias, it is important to have a about the same number of 
observations over the investigation period from 2000 to 2009. Figure 2, p. 37 illustrates the 
frequency distribution of the 321 moves by years. The relative low number of moves in 2009 is due 
to the fact that the last wave included in this analysis is the one of 2009. As interviews are run 
throughout the year, family data of 2009 does not include all moves of 2009, but only those which 
took place before the interview. Like in all other waves included in the survey, a considerable number 
of moves are reported only in the next wave of data.  
 
Figure 2: Histogram of years at which migration took place in the personal migration sample. 
Source: Own illustration based on own calculations. 
Socio-economic characteristics gender, age, and education 
To be able to estimate the effect of socio-economic characteristics gender, age, and education on 
risk-attitudes, it is important to have considerable variation in these variables. In both samples the 
vast majority of Heads is male (82%, see Table 3, p. 38) with men being on average 5 years older 
(average age of male Heads 35) and slightly less educated than their female counterparts (see Table 
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4, p. 38). Among individuals being the second main earner, it is again women having a higher 
education level (see Table 4, p. 38). 
 Personal migration sample Family migration sample 
Total number of Heads 321 315 
Number of male Heads 
(percentage of male Heads) 
264 (82%) 259 (82%) 
Number of female Heads 
(percentage of male Heads) 
57 (18%) 56 (18%) 
Table 3: Sample size by gender in the personal and family migration samples. 
Source: Own illustration based on own calculations. 
 Mean age Mean education 
 Male Female Male Female 
Personal migration sample (n=321) 
Heads 35 30 4.13 4.39 
Family migration sample (n=315) 
Heads (ranked highest) 35 30 4.14 4.36 
Second main earner  
(ranked second highest) 16 35 3.44 4.11 
Table 4: Mean age and mean education of Heads and Wives in the personal and family migration samples. 
Source: Own illustration based on own calculations. Education definition one is applied (see Part B, Section 2.3.3.6.4 for a 
detailed definition). All other education definitions look alike. 
EduĐatioŶ leǀel ϯ deŶotes ͞High sĐhool gƌaduate/GED͟, ϰ deŶotes ͞AssoĐiate’s degƌee͟, ϱ deŶotes ͞BaĐheloƌ’s degƌee͟. 
The frequency distribution of ages of all Heads in the samples is illustrated in Figure 3, p. 39 
exemplary for the personal migration sample (family migration sample looks alike). It shows that 
there is a slight tendency of lower number of observations for older migrants. Ages rank from 19 to 
78, with 99% of all 321 Heads being between 20 and 60 years old. 
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Figure 3: FƌeƋueŶĐǇ distƌiďutioŶ of Heads’ age agaiŶst the Ŷoƌŵal distƌiďutioŶ eǆeŵplaƌǇ foƌ the peƌsoŶal ŵigƌatioŶ 
sample. 
Source: Own illustration based on own calculations. Sample size 321, mean age 34.32, standard deviation 10.17, modus 
29, median 33. 
Figure 4, p. 40 provides information about the education levels of Heads exemplary for the personal 
migration sample (the family migration sample looks alike). Overall, 92% of Heads have a high school 
diploma oƌ a higheƌ degƌee up to a ŵasteƌ͛s degƌee iƌƌespeĐtiǀe of geŶdeƌ. ViĐe ǀeƌsa, ǀeƌǇ loǁ ;less 
than high school) and very high levels of education (Doctorate, Ph.D.) are rare among Heads in the 
samples. The low frequency of Heads with a Doctorate or Ph.D. (7 Heads) does not result from the 
age distribution in the sample, but is due to occurrence of these in the population. Note that more 
than 59% of the sample are older than 29 – an age at which a Ph.D. is possible. 
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Figure 4: Education levels of Heads exemplary for the personal migration sample. 
Source: Own illustration based on own calculations. Education definition one is applied (see Part B, Section 2.3.3.6.4 for a 
detailed definition). All other education definitions and the family migration sample look alike. 
Obviously, there is enough variation in the sample concerning gender, age, and education to gain 
reliable estimations of their respective effect on risk-attitude. 
Number of people moving together as a family 
The number of people moving together as a family might relate to the risk-attitude of the decision-
maker. Hence, a certain variation on the number of people moving together is again required to 
estimate this effect. The average number of people moving together as family is 2.39. The frequency 
distribution of the family sizes at the time of the move, before and after the move ranking from one-
person families to 10-person families is provided in Table 5, p. 41. 
  
Master/ 
Professional  
Degree 
11% 
Doctorate, Ph.D. 
2% 
No education 
0% 
8th grade or less 
2% 
9th to 11th grade, 
no graduate 
4% 
High school 
graduate 
33% 
Associate's degree 
10% 
Bachelor degree 
38% 
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Number of 
family 
members 
… 
… aĐtuallǇ ŵoǀiŶg 
together … ďefoƌe the ŵoǀe … afteƌ the ŵoǀe 
Frequency Percentage Frequency Percentage Frequency Percentage 
1 133 42.2 72 22.9 108 34.3 
2 55 17.5 92 29.2 72 22.9 
3 44 14.0 52 16.5 52 16.5 
4 52 16.5 61 19.4 49 15.6 
5 20 6.3 23 7.3 21 6.7 
6 8 2.5 10 3.2 10 3.2 
7 3 1.0 4 1.3 3 1.0 
10 0 .0 1 .3 0 .0 
Total 315 100.0 315 100.0 315 100.0 
Table 5: Average family size at the time of the move, before and after the move. 
Source: Own illustration based on own calculations. 
Table 5, p. 41 reveals that there are actually not only single movers but also families with up to 10 
people that live together. Furthermore, the frequency distribution of the number of people living 
together before/after the move compared to those actually moving together already suggests that 
the explanatory power of the corresponding variables on risk-attitudes might be different. 
Family ties 
The effect of family ties, namely single-moves, pair-moves, and family-moves can only be 
investigated if these constellations are available in the data set. Therefore, Table 6, p. 42 provides an 
overview of family ties of the 315 Heads in the family migration sample. The sample is relatively 
balanced between one-person moves (single moves accounting for 43%) and several-person moves 
(pair- moves and family-moves accounting for 57%). Within each category of family ties the typical 
constellation is always the most common: In 76% of all single-moves Head lives alone before and 
after the move; 99% of all pair-moves are typical partner moves, where two people move together as 
a pair (48 families) sometimes having newborns (9 families). The same picture can be drawn for the 
family moves where 85% move in an unchanged family constellation (80 families) sometimes getting 
babies (24 families).  
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 Number of families 
Single-move 134 (43% of 315 families) 
Moves alone and lives alone now (not leaving partner) 102 
Head leaves partner 8 
Moves in with parent/partner/child/other relatives 
(not leaving partner) 14 
Moves in with unknown person with no relation 10 
Pair-move 58 (18% of 315 families) 
Two people move together being a pair before or/and after the 
move 
48 
Pair with newborn(s) 9 
Moves in with parent/partner/child/other relatives  
(not leaving partner) 1 
Family-move 123 (39% of 315 families) 
Whole family moves unchanged 80 
Whole family moves plus newborn(s) 24 
Part of family moves (not leaving partner) 15 
Part of family moves, leaving partner 4 
Table 6: Family ties of Heads in the family migration sample. 
Source: Own illustration based on own calculations. 
Separation from old partner 
A family constellation that might interfere with the pure economic reason to move is the separation 
of Head from the old partner. Table 6, p. 42 shows that among all 315 family moves only 12 Heads 
(4%) separated from their old partner of which 8 Heads lived alone after the separation, and 4 Heads 
are joined by a part of their old family. The low percentage of separated Heads already suggests that 
the investigation of the relation of separation and risk-attitude might be problematic due to few 
observations in the sample. 
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2 Data cleaning of the Panel Study of Income Dynamics 
This section is concerned with data cleaning of the first data source, the Panel Study of Income 
Dynamics. The data cleaning is performed via SPSS programming. The detailed coding algorithm can 
be found in the SPSS Syntax Files and its commands. The names of the corresponding SPSS-Syntax 
files and resulting SPSS data files are given in footnotes at the beginning of each section. 
2.1 Overview: problems, solutions, and algorithm 
The objective of the first step of data analysis is to identify single migrants as well as families that 
move for economic reasons. Furthermore socio-economic characteristics gender, age and education 
of all family members must be identified. This is associated with several problems that are outlined 
below.  
General Problem 1: Identifying movers  
Movers can be identified by comparing their state of residence for two consecutive waves of data. 
Family files only contain the current state of residence. Cross-Year Individual File do not contain any 
iŶfoƌŵatioŶ ĐoŶĐeƌŶiŶg ƌesideŶĐe. This ƌaises the ƋuestioŶ of hoǁ to fiŶd out aďout a peƌsoŶ͛s 
former state of residence. 
General Problem 2: Economic movers 
The decision model derived in Part A only holds for economic migrants. Therefore, the sample of 
migrants must be restricted to economic migrants. 
General Problem 3: Identifying socio-economic characteristics 
In order to estimate income parameters specific to the socio-economic characteristics of the migrant, 
information on gender, age, an education of each migrant are needed. Variables regarding gender 
and date of birth of every person are available in the Cross-Year Individual File. Information on 
education is available in both types of data sets, namely the Single-Year Family Files and the Cross-
Year Individual File, but their information content differs a lot. While the Cross-Year Individual File 
gives the number of school years completed up to 17 years for every person, the Single-Year Family 
Files contain education information only on Heads and Wives, but in more detail including the 
highest academic degree achieved. This raises the question of how to combine education variables of 
different information content and in different types of data files. 
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Additionally, the problem of education variables in the Single-Year Family Files is that they belong to 
the ĐategoƌǇ of so Đalled ͞ďaĐkgƌouŶd iŶfoƌŵatioŶ͟ ǀaƌiaďles.70 Questions belonging to this category 
are only asked once for every person - in the year when Head/Wife first became Head/Wife. This 
ƌesults iŶ ŵissiŶg data foƌ Head͛s ďaĐkgƌouŶd iŶfoƌŵatioŶ, if Head is Ŷot Ŷeǁ iŶ this faŵilǇ aŶd 
missing background information for Wife if Wife is not new in this family. Consequently, variables 
aďout Head͛s/Wife͛s eduĐation are only valid, if the family has a new Head/Wife. As a consequence, 
education variables must be brought forward from earlier waves of family data. Because of 
enormous changes in the data structure over the years this raises multiple problems. 
General Problem 4: Identifying family ties 
Family ties are important for two reasons: First, to model the migration decision based on family 
income, it is necessary to know who is part of the family. Second, personal relationships such as 
getting divorced may interfere with pure economic reasons to move. Unfortunately, figuring out 
whose is part of the family at the time of the move is a tricky task as family compositions usually 
change during the migration process (e.g., parents get divorced, children form their own 
economically independent family, grandparents move in with their children and so on). The Panel 
Study of Income Dynamics does not contain detailed information about family ties before and after 
the move. This leaves the question of how to identify family ties between two consecutive waves of 
data. 
General Problem 5: Unique identification of individuals and families 
The final data set consists of all individuals and families, respectively who moved between 2000 and 
2009. Unfortunately, the raw data set includes only annual identifiers which repeat themselves every 
year. For example, the family identifier is assigned based on receipts of the interview in a certain 
year, with the first responding family being numbered 1, the second 2 and so on.71 Consequently, 
there is a family numbered 1, 2 and so on in every wave, but this family most certainly is not the 
same family as the one with the same number in the previous or next year. Thus, a unique identifier 
for the final data set is missing. 
General solution to these problems 
The principal idea is to get a single file with one record for each migrant that includes all individual 
and family information needed for my analysis over several years of data. This can be achieved by 
                                                          
70 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 85, 
Paragraph 1. 
71 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 3. 
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multiple merging of Single-Year Family Files and the Cross-Year Individual File wave by wave. To solve 
the Problems 1 to 4 outlined above the following steps have to be taken: 
1.) By merging of consecutive waves of Single-Year Family Files and the Cross-Year Individual File 
economic migrants are identified (see Part B, Section 2.2). 
2.) Socio-economic characteristics on gender, age and education are identified in Part B, 
Section 2.3. The definition of education at the time of the move is afflicted with multiple 
complex problems for which I refer to Part B, Section 2.3.3.1. 
3.) Family ties of each migrant are identified in Part B, Section 2.4. 
4.) Finally, variables that uniquely identify each migrant and migrant family in the final data set 
which collects migrant from all waves of data are added (see Part B, Section 2.5). 
2.2 Identifying economic migrants72 
2.2.1 Problems and solution 
General Problems 1 and 2 of Part B, Section 2.1 consist of the following two subproblems. 
Problem 1: Identifying migrants 
The total migrant stock surveyed in my study is composed of five waves of migrants, namely those 
who moved between 1999/2001, 2001/2003, 2003/2005, 2005/2007, and 2007/2009. Migrants of 
each wave can be identified by their changing state of residence from one wave to the other. 
Unfortunately, the Single-Year Family Files of each wave only contain the current state of residence 
which is not enough to identify migrants. 
Problem 2: Reason to move only available for Heads 
Once all moving individuals are identified, only those moving for economic reasons must be selected 
in order to fulfill the assumption of the migration decision model estimated in this study. This is 
problematic as only Heads are asked about their reason to move. All other family members are not 
asked about their reasons.  
  
                                                          
72 The SPSS Syntax file corresponding to this section is Ŷaŵed ͞IdeŶtifǇ_Moǀeƌ_Ϭϳ_Ϭϵ ;ϭ-ϲͿ.sps͟ aŶd ĐaŶ ďe 
found separate for each migrant wave iŶ foldeƌ „\Mover\;ϭͿ Moǀeƌ ďetǁeeŶ Waǀes͟. 
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Solution to Problem 1: Identifying migrants 
By merging family data of consecutive waves migrants can easily be identified by their changing state 
of residence from wave to wave.73  
Solution to Problem 2: Reason to move only available for Heads 
Because the reason to move is only available for Heads, he is defined to be the decision-maker in this 
analysis, who maximizes his preference function based on (i) his own income or (ii) on the family 
income. If people move together as a family, it can be assumed that the reason given by the head of 
the family applies to the family as a whole. In contrast, if someone who is not Head moves with 
people who become only lower level family members (not Head) after the move, there is no variable 
indicating his reason to move since Head is the only one who is asked about it. The individual must 
be excluded from this study as the reason to move is unknown on the individual as well as the family 
level. 
If soŵeoŶe ŵoǀes iŶ ǁith a Ŷeǁ faŵilǇ ǁho͛s Head has aĐĐideŶtallǇ ŵoǀed, too, ďut Ŷot togetheƌ 
ǁith the iŶdiǀidual iŶ ƋuestioŶ, Head͛s ƌeasoŶ to ŵoǀe ŵaǇ ďe diffeƌent to the reason of the 
individual in question. In this case, it cannot be differentiated between economic and non-economic 
migrants. Therefore, my analysis is restricted to migrants that move together with Head. 
2.2.2 SPSS-implementation74 
In order to identify economic migrants data of the Cross-Year Individual File is complemented by 
family variables of the waves before and after the move. The merging variable is the corresponding 
annual Family Interview Number. The family variables added are: 
 state of residence before and after the move (STD_StateOrigin, STD_StateDestination) 
 reason to move in the year after the move.75 
                                                          
73 Steps 1 to 3 in the SPSS Syntax file „\Mover\(1) Mover between Waves\2007_2009\ Identify_Mover_07_09 
(1-ϲͿ.sps͟. 
74 The variables mentioned here are added to the SPSS-data file ͞\Panel Study of Income Dynamics\ 
30_Collected EDU of ALL 89-Ϭϵ.saǀ͟. The SPSS Syntax corresponding to this section are named 
͞IdeŶtifǇ_Moǀeƌ_Ϭϳ_Ϭϵ ;ϭ-ϲͿ.sps͟ aŶd ĐaŶ ďe fouŶd sepaƌate foƌ eaĐh ŵigƌaŶt ǁave under „\Mover\(1) Mover 
ďetǁeeŶ Waǀes͟. 
75 See steps 1 and 2 in the SPSS Syntax file (exemplary for migrant wave 2007/2009): „\Mover\(1) Mover 
between Waves\2007_2009\ Identify_Mover_07_09 (1-ϲͿ.sps͟. Besides the state of residence and the reason 
to move, the number of people living in the family before and after the move is also added for two reasons: 
First, the number of people in the family may influence the risk-attitude estimated in the family context. 
Second, it makes the classification of family ties more easily as will be discussed in Part B, Section 2.4. 
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Next, only those who moved between U.S. states and together with the later Head are selected.76 
Finally, only those moving for economic reasons are selected.77 The resulting data sets includes all 
U.S. interstate migrants moving for economic reasons with all their personal data (from the Cross-
Year Individual File) and all education data from the Cross-Year Individual File and the Single-Year 
Family Files.  
2.3 Identifying socio-economic characteristics 
This section refers to general Problem 3 outlined in Part B, Section 2.1. In order to estimate income 
parameters specific to the socio-economic characteristics of the migrant, information on gender, age, 
an education of each migrant is needed. Unfortunately, this is afflicted with several problems that 
are discussed and solved in this section. 
2.3.1 Gender  
Gender of each person ever in the Panel Study of Income Dynamics is available in the Cross-Year 
Individual File. It is assuŵed that a peƌsoŶ͛s geŶdeƌ does Ŷot ĐhaŶge during life time. Hence, gender 
reported once when the person first entered the Panel Study of Income Dynamics also holds for the 
time of the move. This seems to be in line with the Panel Study of Income Dynamics assumptions, as 
there is only one variable on gender in the whole data set. If the variable would account for people 
changing their gender, there would be an annual gender variable. 
2.3.2 Age 
As the Single-Year Family Files include the month and year of the move (variables STD_MonthMoved, 
STD_YrMoved) and the Cross-Year Individual File includes the month and year born (variables 
STD_YrBorn, STD_MonthBorn), age at the time of the move can easily be derived by: 
STD_AgeMoved = STD_YrMoved - STD_YrBorn. 
If the person was born in the same month he moves or even later, STD_AgeMoved is reduced by one 
year. The intuition underlying this algorithm is that the decision about moving was taken before the 
                                                          
76 See steps 3 to 5 in the SPSS Syntax file (exemplary for migrant wave 2007/2009): „\Mover\(1) Mover 
between Waves\2007_2009\ Identify_Mover_07_09 (1-ϲͿ.sps͟. The ƌesultiŶg data file is Ŷaŵed „\Mover\(1) 
Mover between Waves\2007_2009\ϰ_all_ŵoǀeƌ_ǁith_Head_Ϭϱ_Ϭϳ.saǀ͟. AuǆiliaƌǇ “P““ data files ǁith 
temporary results are named ͞0_CollectedEDU_sorted.sav͟, ͞1_CollectedEDU_09StateReason.sav͟, ͞2_all 
mover_07_09.sav͟, and ͞3_moving Heads_07_09.sav͟. 
77 See step 6 in the SPSS Syntax file (exemplary for migrant wave 2007/2009) „\Mover\(1) Mover between 
Waves\2007_2009\ Identify_Mover_07_09 (1-6).sps͟. The ƌesultiŶg data file is Ŷaŵed „\Mover\(1) Mover 
between Waves\2007_2009\ ϱ_all eĐoŶ_ŵoǀeƌ_Ϭϳ_Ϭϵ.saǀ͟. 
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move actually takes place. An example may clarify the idea: Somebody born in August 1950 and 
moving in August 1990 is assumed to be 39 at the time of the move. It seems reasonable to assume 
that the decision about moving was taken before August 1990. This procedure results in negative 
ages for those who are born only after the move. An age of minus one implies that the person was 
born in the year after the move. For those born in the month the move takes place, the age is 
corrected to zero, in order to be able to differentiate between those only born after and those born 
͞duƌiŶg͟ the ŵoǀe. 
2.3.3 Education 
2.3.3.1 Overview of problems and solution 
Problems 
Usually education at the time of the move can be figured out by simply looking at the education 
reported for the respective year. In case of the Panel Study of Income Dynamics this is afflicted with 
multiple problems which will be discussed in detail in the following sections: First, the Single-Year 
Family Files contain various variables on education. Second, the Cross-Year Individual File includes 
one more variable on education for each year. Third, education variables on both sources are not 
comparable or may even contradict each other as they relate to different questions, thus including 
different information. Fourth, it could happen that no education information is available in a certain 
year despite numerous variables on education exist. This is due to the structure of the Panel Study of 
Income Dynamics where education belongs to background information that is only asked once when 
the person first enters the Panel Study of Income Dynamics (see Part A, Section 3.4.1.2.4). 
Solution 
In order to define education at the time of the move, several steps must be taken, which are 
discussed in detail in the following subsections: 
1.) The 10 education variables in the Single-Year Family Files have different coding schemes 
from wave to wave. Therefore, education variables must be made comparable over years by 
creating a standardized variable with a uniform coding scheme over all waves (see Part B, 
Section 2.3.3.2).  
2.) Because education variables are now standardized, the information of the 10 education 
variables in the Single-Year Family Files can be summarized in a one single variable with the 
same algorithm for each year of data (see Part B, Section 2.3.3.3). 
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3.) All education variables of all years and all sources (Single-Year Family Files and Cross-Year 
Individual File) are collected in a one single file in order to simplify further steps of 
programming (see Part B, Section 2.3.3.4). 
4.) The summarized education variable of the Single-Year Family File must be made comparable 
to the education variable of the Cross-Year Individual File which includes different education 
levels (see 2.3.3.5). 
5.) Even when education variables of all sources (Single-Year Family Files and Cross-Year 
Individual File) are comparable across all years of data, they can still contradict each other. 
Therefore, an algorithm must be found to finally define education at the time of the move 
(see Part B, Section 2.3.3.6). 
2.3.3.2 Standardize education variables over all waves of data78 
The staŶdaƌdizatioŶ pƌoĐeduƌe is eǆaĐtlǇ the saŵe foƌ ǀaƌiaďles oŶ Head͛s as ǁell as Wife͛s eduĐatioŶ 
because the questions asked are exactly the same for Heads and Wives within each wave. Therefore, 
iŶ this seĐtioŶ the staŶdaƌdizatioŶ pƌoĐeduƌe is desĐƌiďed oŶlǇ foƌ Head͛s eduĐatioŶ ǀaƌiaďles. 
2.3.3.2.1 Problems and solution 
Different coding schemes across all waves of Single-Year Family Files must be made comparable. Two 
types of problems occur: Different possible answers to one and the same question (see Problem 1 
below) and different coding of one and the same answer (see Problem 2 below). 
Problem 1: Different possible answers 
The first type of problem refers to different answer possibilities. Here is an example of different 
Đodes foƌ the saŵe ƋuestioŶ ͞Did Ǉou gƌaduate fƌoŵ high sĐhool, get a GED oƌ Ŷeitheƌ?͟ 
  
                                                          
78 Corresponding SPSS-Syntax files of, for example, wave 2009 can be found under „\Panel Study of Income 
Dynamics\fam2009er US Haushaltspanel (PSID)\fam2009er_data Standardize (1-ϰͿ.sps͟ ĐoŶĐeƌŶiŶg Head͛s 
eduĐatioŶ aŶd ͞„\Panel Study of Income Dynamics\fam2009er US Haushaltspanel (PSID)\fam2009er_data 
“taŶdaƌdize ;ϱͿ.sps͟ ĐoŶĐeƌŶiŶg Wife͛s eduĐatioŶ. Files aŶd foldeƌs foƌ all otheƌ ǁaǀes aƌe Ŷaŵed analogously. 
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 Single-Year Family File 200179  
0 Inap.: Head is not new; educated outside US only; no education 
1 Graduated from high school 
2 Got a GED 
3  Neither 
4 Wild Code80 (should be NA) 
8 DK 
9 NA, RF 
 Single-Year Family File 200781 
0 Inap.: educated outside US only; no education 
1 Graduated from high school 
2 Got a GED 
3  Neither 
4 College level only  
9 NA, DK  
Where Inap. denotes inapplicable82 , GED denotes General Education Development Test which 
certifies high school level academic skills, DK deŶotes doŶ͛t kŶoǁ , NA deŶotes Ŷot asĐeƌtaiŶed, ‘F 
denotes refused83. 
In both years only answers coded 1 to 3 really answer the question of whether someone graduated 
from high school, got a GED or neither. All other answers (codes 0, 4, 8 and 9) refer to different 
categories that do not answer the question asked. They are therefore irrelevant to this study. 
Problem 2: Different coding of same answers 
The second problem refers to questions where the same possible answers are coded differently in 
diffeƌeŶt ǁaǀes.  AŶ eǆaŵple is the ƋuestioŶ ͞What ǁas the highest degƌee oƌ ĐeƌtifiĐate Ǉou ;HEADͿ 
eaƌŶed outside the U.“.?͞ The folloǁiŶg ĐodiŶg sĐheŵes ĐaŶ ďe found in the raw data. 
                                                          
79 See Institute for Social Research, Survey Research Center, University of Michigan (2008f), p. 382. 
80 In survey research, wild codes are codes that are not authorized for a particular question. For instance, if a 
question that records the sex of the ƌespoŶdeŶt has doĐuŵeŶted Đodes of ͞ϭ͟ foƌ feŵale aŶd ͞Ϯ͟ foƌ ŵale aŶd 
͞ϵ͟ foƌ ͞ŵissiŶg data,͟ a Đode of ͞ϯ͟ ǁould ďe a ͞ǁild͟ Đode, soŵetiŵes Đalled aŶ ͞uŶdoĐuŵeŶted Đode͟. 
International Labour Organization (2004), p.55. 
81 See Institute for Social Research, Survey Research Center, University of Michigan (2010c), p. 1355. 
82 IŶappliĐaďle is giǀeŶ ǁheŶ ͞the ǀalue of the attƌiďute ĐaŶŶot ďe deteƌŵiŶed foƌ the ĐoŶĐeƌŶiŶg ƌeĐoƌd, 
siŵplǇ ďeĐause it does Ŷot eǆist͟ (Matthé and Tré (2010), p. 141). In this context an example is when a person 
is only educated outside the U.S. and is asked for his high school diploma. 
83See Andreski, McGonagle, Schoeni (2007), p. 2. 
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 Single-Year Family File 199984 
0 Inap.: Head is not new; educated in the U.S. only or no education; no certificate or degree 
1 Sixth grade diploma/certificate 
2 Grammar/elementary/grade school diploma/certificate; 9th grade diploma 
3 High school diploma 
4 Associate 
5 Bachelor 
6 Master 
7 PhD; MD; DD 
9 NA ;DK; refused 
 Single-Year Family File 200785 
0 Inap.: none or did not complete grammar/ elementary/primary school; educated in the U.S. 
only  
1 Completed grammar/elementary/ primary school but no secondary or high school  
2 Started secondary or high school but did not finish 
3 Secondary or high school diploma  
4 Associate's degree/teaching license 
5 Bachelor of Arts/Science/ Letters; BA; BS 
6 Master of Arts/Science; MA; MS; MBA 
7 Doctorate; PhD 
9 NA; DK  
Where Inap. denotes inapplicable, PhD denotes research doctorate or the Doctor of Philosophy,86 MD 
denotes Medical Doctor,87 DD denotes Doctor of Divinity,88 NA denotes not ascertained and DK 
deŶotes doŶ͛t kŶoǁ.89 
Here a possible answer in both ǁaǀes is ͞I Đoŵpleted gƌaŵŵaƌ sĐhool͟ ǁhiĐh is Đoded Ϯ iŶ the ϭϵϵϵ 
wave and coded 1 in the 2007 wave.  
  
                                                          
84 See Institute for Social Research, Survey Research Center, University of Michigan (2008e), p. 838. 
85 See Institute for Social Research, Survey Research Center, University of Michigan (2010c), p. 1364. 
86 See U.S. Department of Education, International Affairs Office (2008a), p. 1 and 3. 
87 See U.S. Department of Education, International Affairs Office (2008b). 
88 See U.S. Department of Education, (1995), p.3. 
89 See Andreski, Patricia, Katherine McGonagle, and Robert Schoeni (2007), p. 3. 
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Solution 
The tǁo pƌoďleŵs outliŶed aďoǀe ĐaŶ ďoth ďe solǀed ďǇ ĐƌeatiŶg additioŶal ͞staŶdaƌdized ǀaƌiaďles͟ 
that have a uniform coding scheme across all waves of data. This means, they have the same answer 
possibilities that only refer to relevant answers (Problem 1) and these answers are coded with the 
same numbers across all waves (Problem 2). An example may clarify the idea. 
A good example for the creatioŶ of staŶdaƌdized ǀaƌiaďles is the ǀaƌiaďle laďeled ͞WTR GRADUATED 
HS-HD͟ ǁhiĐh ďeloŶgs to the ƋuestioŶ ͞Did Ǉou ΀Head΁ gƌaduate fƌoŵ high sĐhool, get a GED oƌ 
Ŷeitheƌ?͟ aŶd has the folloǁiŶg ĐodiŶg sĐheŵes iŶ Single-Year Family Files 2001 and 2007. 
 Family File 200190  
0 Inap.: Head is not new; educated outside US only; no education 
1 Graduated from high school 
2 Got a GED 
3  Neither 
4 Wild Code (should be NA) 
8 DK 
9 NA, RF 
 Family File 200791 
0 Inap.: educated outside US only; no education 
1 Graduated from high school 
2 Got a GED 
3  Neither 
4 College level only  
9 NA, DK  
Obviously answer possibilities vary (Problem 1) as well as their coding (Problem 2). The standardized 
variable to this question is defined as listed in Table 7, p. 53. 
  
                                                          
90 See Institute for Social Research, Survey Research Center, University of Michigan (2008f), p. 382. 
91 See Institute for Social Research, Survey Research Center, University of Michigan (2010c), p. 1355. 
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QuestioŶ: ͞Did Ǉou ΀HEAD΁ gƌaduate fƌoŵ high sĐhool, get a GED, oƌ Ŷeitheƌ?͟ 
Variable Label : "Standardized: WTR GRADUATED HS-HD" 
Parameter Values Value Labels 
1 "Graduated from high school" 
2 "Get GED" 
3 "Neither" 
9999 "Missing" 
Table 7: CodiŶg sĐheŵe of staŶdaƌdized ǀaƌiaďles ͞Whetheƌ gƌaduated fƌoŵ high sĐhool.͟  
Source: Own table. 
The uniform coding scheme only includes answers which give a straight forward answer to the 
question. Applied to the original variables given above, relevant answers as defined in the uniform 
coding scheme are coded 1 to 3 in both waves and are thus transferred to the standardized variable 
without change. All other codes aƌe suŵŵaƌized ďǇ the default ǀalue ϵϵϵϵ aŶd aƌe laďeled ͞ŵissiŶg͟ 
foƌ diffeƌeŶt ƌeasoŶs. Fiƌst, aŶsǁeƌs like ͞doŶ͛t͛ kŶoǁ͟ ;DKͿ aŶd Đodes like ͞Ŷot asĐeƌtaiŶed͟ ;NAͿ, 
͞ƌefused͟ ;‘FͿ oƌ a Wild Codes do not give an answer to the question and can thus not be 
distinguished in their meaning regarding the question. Second, inapplicable (Inap.) answers do not 
contain a straight forward answer to the question (therefore coded inapplicable). Furthermore, these 
answers could have different meanings which can also be obtained from other variables. For 
example, whether Head is new or not and whether Head was educated outside the U.S. only or did 
not receive any education is asked in separate questions. Therefore, inapplicable answers do not add 
any value regarding the question of interest and no information is lost by recoding them to default 
values. The saŵe aƌguŵeŶt holds foƌ the aŶsǁeƌ ͞Đollege leǀel oŶlǇ͟ Đoded ǁith ϰ iŶ the ϮϬϬϳ ǁaǀe. 
This answer does not answer the question about high school. All these irrelevant answers which do 
Ŷot ĐoŶtaiŶ aŶǇ iŶfoƌŵatioŶ ƌegaƌdiŶg the ƋuestioŶ asked aƌe suŵŵaƌized aŶd Đlassified as ͞MissiŶg͟ 
in the SPSS programming. The same logic is used for all the other standardized variables.  
2.3.3.2.2 List of variable that must be standardized 
The problem of different coding schemes concerns almost all variables of background information. 
Relevant for my studǇ aƌe oŶlǇ ǀaƌiaďles of Head͛s aŶd Wife͛s eduĐatioŶal attaiŶŵeŶt, ǁhiĐh aƌe 
listed below with their respective questions and official labels in the SPSS Single-Year Family Files. 
These ǀaƌiaďles ǁill ďe staŶdaƌdized aĐƌoss all ǁaǀes. Please ƌeŵeŵďeƌ that ƋuestioŶs aďout Head͛s 
aŶd Wife͛s eduĐatioŶ aƌe the saŵe. 
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Questions asked SPSS Variable Label 
Whether Family Unit has a new Head in this year. CKPT: WTR NEW HEAD IN FU 
Where did you [HEAD] receive your education? WTR HEAD EDUCATED IN US 
Did you [HEAD] graduate from high school, get a 
GED, or neither? WTR GRADUATED HS-HD 
How many grades of school did you [HEAD] finish? GRADE OF SCHOOL FINISHED-HD 
Did you [HEAD] attend college? WTR ATTENDED COLLEGE-HD 
What is the highest year of college you [HEAD] have 
completed? HGHST YR COLL COMPLETED-HD 
Did you [HEAD] receive a college degree? WTR RECD COLLEGE DEGREE-HD 
What is the highest college degree you [HEAD] have 
received? HGHST COLLEGE DEGREE RECD-HD 
How many years of school did you [HEAD] complete 
outside of the U.S.? YRS FOREIGN EDUCATION-HD 
What was the highest degree or certificate you 
[HEAD] earned outside the U.S.?  FOREIGN DEGREES-HEAD 
Whether Family Unit has a new Wife in this year. CKPT: WTR NEW WIFE IN FU 
Wheƌe did Ǉouƌ ΀ǁife/͟WIFE͟΁ ƌeĐeiǀe heƌ 
education? WTR WIFE EDUCATED IN US 
Did she graduate from high school, get a GED, or 
neither? WTR GRADUATED HS-WF 
How many grades of school did she finish? GRADE OF SCHOOL FINISHED-WF 
Did she attend college? WTR ATTENDED COLLEGE-WF 
What is the highest year of college she has 
completed? HGHST YR COLL COMPLETED-WF 
Did she receive a college degree? WTR RECD COLLEGE DEGREE-WF 
What is the highest college degree she has 
received? HGHST COLLEGE DEGREE RECD-WF 
How many years of school did she complete outside 
of the U.S.? YRS FOREIGN EDUCATION-WF 
What was the highest degree or certificate she 
earned outside the U.S.?  FOREIGN DEGREES-WIFE 
Table 8: Relevant variables that have to be standardized.  
Source: Codebooks of PSID Single-Year Family Files interview years 1999 to 2009 see Institute for Social Research, Survey 
Research Center, University of Michigan, (2007, 2008e, 2008f, 2010b, 2010c, 2011c). 
Where CKPT denotes that this variable is the answer to a checkpoint question within the 
questionnaire, WTR denotes whether, FU denotes Family Unit, HS denotes high school, HD denotes 
head of Family, HGHST denotes highest, YR denotes year, Coll denotes College, RECD denotes 
recorded.92  
                                                          
92 See for PSID Single-Year Family Files waves 1999 to 2009 Institute for Social Research, Survey Research 
Center, University of Michigan (2007, 2008e, 2008f, 2010c, 2010d, 2011c). 
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2.3.3.2.3 SPSS-Implementation of the solutions outlined in Part B, 
Section 2.3.3.2.193 
This section gives the technical SPSS-implementation of the solutions outlined in Part B, 
Section 2.3.3.2.1. 
2.3.3.2.3.1 Uniform coding scheme and recoding standardized variables 
To solve the first problem outlined in Part B, Section 2.3.3.2.1, i.e., different answer possibilities to 
same question in different waves, a uniform coding scheme must be developed that is applied to all 
waves. This means, for each variable relevant answers must be defined and coded with the same 
numbers across all waves. This is done by defining value labels. Value labels are short explanations of 
the meaning of a certain parameter value of a variable. For all variables defined, parameter values 
with theiƌ ǀalue laďels aƌe giǀeŶ ďeloǁ ǁheƌe ͞MissiŶg͟ deŶotes the default ǀalue, ǁhiĐh ŵeaŶs a 
stƌaight foƌǁaƌd aŶsǁeƌ to the ƋuestioŶ is Ŷot aǀailaďle. Value laďels oŶ Wife͛s eduĐatioŶ aƌe the 
same and are therefore not mentioned separately. 
QuestioŶ: ͞Whetheƌ FaŵilǇ UŶit has a Ŷeǁ Head iŶ this Ǉeaƌ.͟ 
Variable Label : ͞“taŶdaƌdized: CKPT: WTR NEW HEAD IN FU͟ 
Parameter Values Value Labels 
1 ͞Neǁ Head͟ 
5 ͞“aŵe Head͟ 
9999 ͞MissiŶg͟ 
 
QuestioŶ: ͞Wheƌe did Ǉou ΀HEAD΁ ƌeĐeiǀe Ǉouƌ eduĐatioŶ?͟ 
Variable Label : "Standardized: WTR HEAD EDUCATED IN US" 
Parameter Values Value Labels 
1 "US only" 
2 "Outside US only" 
3 "Both US and outside" 
5 ͞No eduĐatioŶ͟ 
9999 ͞MissiŶg͟ 
 
  
                                                          
93 The recoding for each wave can be found in formulas in the SPSS Syntax files as given in footnote 78. 
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QuestioŶ: ͞Did Ǉou ΀HEAD΁ gƌaduate fƌoŵ high sĐhool, get a GED, oƌ Ŷeitheƌ?͟ 
Variable Label : "Standardized: WTR GRADUATED HS-HD" 
Parameter Values Value Labels 
1 "Graduated from high school" 
2 "Get GED" 
3 "Neither" 
9999 "Missing; see also STD40573 and ER40574" 
 
QuestioŶ: ͞Hoǁ ŵaŶǇ gƌades of sĐhool did Ǉou ΀HEAD΁ fiŶish?͟ 
Variable Label : "Standardized: GRADE OF SCHOOL FINISHED-HD" 
Parameter Values Value Labels 
1 "Finished first grade" 
2 "Finished second grade" 
3 "Finished third grade" 
4 "Finished fourth grade" 
5 "Finished fifth grade" 
6 "Finished sixth grade" 
7 "Finished seventh grade" 
8 "Finished eighth grade" 
9 "Finished ninth grade" 
10 "Finished tenth grade" 
11 "Finished eleventh grade" 
9999 ͞MissiŶg͟ 
 
QuestioŶ: ͞Did Ǉou ΀HEAD΁ atteŶd Đollege?͟ 
Variable Label : "Standardized: WTR ATTENDED COLLEGE-HD" 
Parameter Values Value Labels 
1 "Yes͟ 
5 "No͟ 
9999 "MissiŶg͟ 
 
QuestioŶ: ͞What is the highest Ǉeaƌ of Đollege Ǉou ΀HEAD΁ haǀe Đoŵpleted?͟ 
Variable Label : "Standardized: HGHST YR COLL COMPLETED-HD" 
Parameter Values Value Labels 
1 "Completed 1 year" 
2 "Completed 2 years" 
3 "Completed 3 years" 
4 "Completed 4 years" 
5 "Completed 5 years or more" 
9999 ͞MissiŶg͟ 
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QuestioŶ: ͞Did Ǉou ΀HEAD΁ ƌeĐeiǀe a Đollege degƌee?͟ 
Variable Label : "Standardized: WTR RECD COLLEGE DEGREE-HD" 
Parameter Values Value Labels 
1 ͞Yes͟ 
5 ͞No͟ 
9999 ͞MissiŶg͟ 
 
QuestioŶ: ͞What is the highest Đollege degƌee Ǉou ΀HEAD΁ haǀe ƌeĐeiǀed?͟ 
Variable Label : "Standardized: HGHST COLLEGE DEGREE RECD-HD" 
Parameter Values Value Labels 
1 "Associate of Arts" 
2 "Bachelor of Arts/Science/Letter; BA; BS" 
3 "Master of Arts/Science; MA; MS; MBA" 
4 "Doctorate, Ph.D. (excepts codes 5 and 6)" 
5 "LLB; JD (law degrees)" 
6 "MD; DDS; DVM; DO (medical degrees)" 
9 "Other" 
9999 "Missing" 
 
QuestioŶ: ͞Hoǁ ŵaŶǇ Ǉeaƌs of sĐhool did Ǉou ΀HEAD΁ Đoŵplete outside of the U.“.?͟ 
Variable Label : "Standardized: YRS FOREIGN EDUCATION-HD" 
Parameter Values Value Labels 
1 "Completed 1 year" 
2 "Completed 2 years" 
3 "Completed 3 years" 
4 "Completed 4 years" 
5 "Completed 5 years" 
6 "Completed 6 years" 
7 "Completed 7 years" 
8 "Completed 8 years" 
9 "Completed 9 years" 
10 "Completed 10 years" 
11 "Completed 11 years" 
12 "Completed 12 years" 
13 "Completed 13 years" 
14 "Completed 14 years" 
15 "Completed 15 years" 
16 "Completed 16 years" 
17 "Completed 17 years" 
18 "Completed 18 years" 
19 "Completed 19 years" 
20 "Completed 20 years" 
21 "Completed 21 years" 
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22 "Completed 22 years" 
23 "Completed 23 years" 
24 "Completed 24 years" 
25 "Completed 25 years or more" 
9999 ͞MissiŶg" 
 
Question: ͞What ǁas the highest degƌee oƌ ĐeƌtifiĐate Ǉou ΀HEAD΁ eaƌŶed outside the 
U.“.?͟ 
Variable Label : "Standardized: FOREIGN DEGREES-HEAD" 
Parameter Values Value Labels 
1 "Completed grammar/elementary/primary school but no 
secondary or high school" 
2 "Started secondary or high school but did not finish" 
3 "Secondary or high school diploma" 
4 "Associate's degree/teaching license" 
5 "Bachelor of Arts/Science/Letter; BA; BS" 
6 "Master of Arts/Science; MA; MS; MBA" 
7 "Doctorate, Ph.D." 
9999 „MissiŶg" 
Table 9: “taŶdaƌdized ǀalue laďels foƌ all ǀaƌiaďles oŶ Head’s eduĐatioŶ iŶ the Single-Year Family Files. Standardized 
ǀaƌiaďles oŶ Wife’s eduĐatioŶ aƌe laďeled the saŵe.  
Source: Own definitions and tables. 
The second step of standardization is to recode standardized variables to conform to the uniform 
coding scheme. Recoding algorithms may vary from wave to wave as the original coding schemes 
vary, too. 
2.3.3.2.3.2 Characterizing standardized education variables 
The technical characterization of a variable includes its variable name, the scale, the definition of 
parameter values and their numeric format and so on. To solve the second problem outlined in 
Part B, Section 2.3.3.2.1 (i.e., different codes for same answers in different waves), standardized 
variables are created as duplicates of their original counterparts. Therefore, initially standardized 
variables have the same parameter values as the original ones. Later on they will be recoded 
according to the uniform coding schemes outlined above in Table 9, p. 58. In contrast to overwriting 
the existing variables creating new ones has the advantage of not losing the information in the 
original variables. The standardized variables are added to the raw data files. Their characterization 
of a variable includes its name, label, scale, format and parameter values. This is the first step 
performed in the SPSS Syntax and will be explained below in detail. 
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Variable Name 
Variables in the Single-Year Family Files from 1989 to 1993 are named V16301 to V23363, variables in 
the Single-Year Family Files from 1994 to 2007 are named ER2002 to ER41069 - all numbered 
consecutively. In order to distinguish standardized variables from original variables and include a 
Đleaƌ liŶk to theiƌ oƌigiŶal ĐouŶteƌpaƌtǇ at the saŵe tiŵe, staŶdaƌdized ǀaƌiaďles aƌe Ŷaŵed ͞“TD͟ 
followed by the number of the original variable. E.g., the original variable ER23388 from the 2003 
wave is standardized as STD23388.  
A Đloseƌ look at ǀaƌiaďle͛s Ŷaŵes fƌoŵ ϭϵϴϵ to ϮϬϬϳ ƌeǀeals that soŵe Ŷuŵďeƌs ƌepeat theŵselǀes 
over the years. Thus, numbers cannot uniquely identify a variable. For example, variables in the 1993 
wave are names V21601 to V23363. The same numbers occur in the variable names of the 2003 
wave ER21001 to ER24180. Therefore, standardized variables for waves before 1994 are named 
͞“TD͟ folloǁed ďǇ aŶ additioŶal ͞V͟. This assuƌes a uŶiƋue ideŶtifiĐatioŶ of all staŶdaƌdized ǀaƌiaďles 
and a clear link to their original counterparts at the same time. Standardized variables are called STD-
variables and are named as follows: 
1994 – 2007 wave:  The original variable ER23388 is standardized as STD23388. 
1993 and earlier waves: The original variable V23245 is standardized as STDV23245. 
Variable Label 
Variable labels are short explanations of the meaning of a variable. In contrast to the variable name, 
they can contain several words and/or numbers. Standardized variables are labeled like their original 
counteƌpaƌts ǁith ͞“taŶdaƌdized:͟ set iŶ fƌoŶt. Foƌ eǆaŵple, the oƌigiŶal laďel ͞CKPT: WTR NEW 
HEAD IN FU͟ tuƌŶs iŶto ͞“taŶdaƌdized: CKPT: WT‘ NEW HEAD IN FU͟. This agaiŶ assuƌes, that 
standardized and original variable are comparable. 
Variable Scale and Format 
Standardized variables are assigned the same scale and format as the original variables. 
Variable Parameter Values 
Initially, all standardized variables have the same parameter values as the original variables, as they 
are duplicates. In order to make variables referring to the same questions comparable across 
different waves, the initial values must be recoded. 
Page 60 
 
2.3.3.2.4 Data consistency check 
2.3.3.2.4.1 Problem, solution, and algorithm 
The following inconsistency problems only relate to variables on education. Socio-economic 
characteristics gender and age are not affected. 
Problem 
A close look at the various education variables reveals that in some records information in one 
variable contradicts the information given in another variable. An example: 3 years of college 
completed are recorded in contradiction to another variable indicating the person did not attend 
college at all. If the educational attainment of a migrant cannot be clearly identified, his income 
parameters cannot be estimated and he must be excluded from the empirical analysis. 
The problem applies to U.S. education as well as the foreign education variables. The latter will be 
addressed only in the next subsection because it is almost impossible to take into account different 
education systems, data errors, and the interaction with U.S. education at the same time. The actual 
numbers of inconsistent records can only be determined after checking for it. 
Solution 
All standardized U.S. education variables are checked for inconsistent statements with all other 
standardized education variables (see Figure 5, p. 63). The consistency check is performed after 
moving to standardized variables because it is easier to check standardized variables with their 
homogenous coding schemes rather than raw data variables. This way the same algorithm can be 
applied to all Single-Year Family Files.  
The most desirable solution when inconsistencies are detected would be to delete the respective 
records. In this analysis it is preferred, however, to correct inconsistencies if possible. Deleting 
inconsistent records would reduce the relevant sample size of economic migrants to a level where a 
statistically reliable estimation would be difficult. The total number of records within each wave and 
the peƌĐeŶtage of iŶĐoŶsisteŶt ƌeĐoƌds foƌ eaĐh ǀaƌiaďle aŶd ǁaǀe foƌ Head͛s ƌeĐoƌds aƌe giǀeŶ ďelow 
in Table 10, p. 61.94 Fortunately, all inconsistent records can be corrected. 
  
                                                          
94 See exemplary for wave 2009 SPSS-Output files ͞faŵϮϬϬϵeƌ_data “taŶdaƌdize ;ϭ-ϰͿ.spǀ͟ aŶd 
͞faŵϮϬϬϵeƌ_data “taŶdaƌdize ;ϱͿ.spǀ͟ iŶ foldeƌ „\Panel Study of Income Dynamics\fam2009er US 
HaushaltspaŶel ;P“IDͿ͟. 
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Year 
2009 2007 2005 2003 2001 1999 1997 
Total records 8690 8289 8002 7805 7401 6997 6747 
SPSS Variable Label  
WTR HEAD EDUCATED IN US 0.7% 43%95 51% 55% 3% 3% 3% 
WTR GRADUATED HS-HD 0% 0% 0% 0% 0% 0% 0% 
WTR ATTENDED COLLEGE-HD 0% 0% 0% 0% 4% 0.2% 1% 
WTR RECD COLLEGE DEGREE-HD 0% 0% 0% 0% 0% 0% 0% 
HGHST COLLEGE DEGREE RECD-HD 0.1% 0.1%96 0.2% 0.3% 0.1% 0.02% 0.01% 
 
 
Year 
1996 1995 1994 1993 1992 1991 1990 1989 
Total records 8511 10401 10764 9977 9829 9363 9371 7114 
SPSS Variable Label 
WTR HEAD EDUCATED IN US - - - - - - - - 
WTR GRADUATED HS-HD 0% 0% 0% 0% 0% 0% 0% 0% 
WTR ATTENDED COLLEGE-HD 0% 0.01% 0% 0% 0% 0% 0% 0% 
WTR RECD COLLEGE DEGREE-HD 0% 0% 0% 0% 0% 0% 0% 0% 
HGHST COLLEGE DEGREE RECD-HD 0.01% 0% 0.04% 0.6% 0.5% 0.5% 0.5% 0.3% 
Table 10: PeƌĐeŶtage of ƌeĐoƌds that had to ďe ĐoƌƌeĐted foƌ eaĐh ǁaǀe aŶd ǀaƌiaďle oŶ Head’s eduĐatioŶ. 
Source: Own calculation. 
The high percentages of corrections in 2003 to 2007 are uncritical because they relate to the 
ƋuestioŶ ͞ǁhetheƌ Head ǁas eduĐated iŶ the U.“.͟ This ƋuestioŶ oŶlǇ suŵŵaƌizes iŶfoƌŵatioŶ giǀeŶ 
in other variables and does not contain new information itself. It can therefore easily be corrected by 
information contained in other variables. For example, in 2007 of all 8,289 records of Heads included 
in the file, 3,592 records had to be corrected of which ϮϬ ƌeĐoƌds ǁeƌe oƌigiŶallǇ Đoded as ͞U.“. 
oŶlǇ͟, ϴ ǁeƌe Đoded ͞outside U.“. oŶlǇ͟, ϵ ǁeƌe Đoded ͞ďoth iŶ U.“. aŶd outside͟, ǁhile the ǀast 
ŵajoƌitǇ of ϯ,ϱϱϱ ƌeĐoƌds ǁas Đoded ͞eduĐatioŶ data last ĐolleĐted ďefoƌe ϭϵϵϳ͟. IŶ the latteƌ Đase I 
ƌeĐode ǀaƌiaďles to ͞ŵissiŶg͟ ǁhiĐh ŵeaŶs pƌioƌ ǁaǀes aƌe seaƌĐhed thƌough for education 
information. This can be done because people are asked about their education when they first 
appear in the Panel Study of Income Dynamics and this information is only updated if their education 
level changes compared to the previous wave.  
For Wives the pattern of corrected records looks alike and is also petty low except for the uncritical 
question of ͞ǁhetheƌ Head ǁas eduĐated iŶ the U.“. 
                                                          
95 Of all together 8289 records in 2009, 3592 records had to be corrected of which 20 records were originally 
Đoded as ͞U.“. oŶlǇ͟; ϴ ͞outside U.“. oŶlǇ͟; ϵ ͞ďoth iŶ U.“. aŶd outside͟ aŶd ϯϱϱϱ ͞eduĐatioŶ data last ĐolleĐted 
ďefoƌe ϭϵϵϳ͟. 
96 0,1% corresponds to a total of 16 records which were all originally coded as ͞doŶ͛t kŶoǁ͟ oƌ ͞Ŷot aǀailaďle͟ 
in the raw data. 
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Algorithm 
First, inconsistencies are detected by checking variables in the same order they are asked in the 
questionnaire (see Figure 5, p. 63). Each answer given is checked in relation to all questions asked 
afterwards.97 This way, the same pair of variables will not be checked twice. Second, inconsistencies 
can be corrected following the logic of the questionnaire where some questions will only be asked if 
certain answered were given before. To give a better understanding of this logic, the flow chart in 
Figure 5, p. 63 gives a stylized struĐtuƌe of the ƋuestioŶŶaiƌe ĐoŶĐeƌŶiŶg Head͛s eduĐatioŶ. IŶ 
comparison to the official questionnaire98, questions irrelevant to this study99 are left out and 
answers are given as defined by the standardized variables describes above.  
The flow chart shows that, for example, questions about U.S. education like graduating from high 
school are only asked if the person has previously answered he actually received any education in the 
U.S. If the person said he only received education outside the U.S., he is only asked about the 
number of foreign school years and the foreign degree achieved, but not about high school 
graduation in the U.S. 
Following the logic of the questionnaire, inconsistencies can be corrected as follows. For example, if 
a record includes parameteƌ ǀalues otheƌ thaŶ ͞ŵissiŶg͟ foƌ ƋuestioŶs oŶ U.“. eduĐatioŶ eǀeŶ 
though it is indicated that he did not receive education in the U.S., the latter variable is recoded to 
͞ƌeĐeiǀed eduĐatioŶ iŶ the UŶited “tates oŶlǇ͟ or ͞ƌeĐeiǀed eduĐatioŶ ďoth iŶ the U.“. aŶd aďƌoad͟, 
respectively – depending on the parameter values on foreign education. Another example: If a 
ďaĐheloƌ͛s degƌee is ƌeĐoƌded eǀeŶ though it is iŶdiĐated that the peƌsoŶ did Ŷot atteŶd Đollege, a 
ďaĐheloƌ͛s degƌee is assuŵed. The ƌeasoŶ is that following the logic of the questionnaire the person 
would not have been asked about his college degree (here Bachelor) if he said he has never been in 
Đollege. Theƌefoƌe, the ƋuestioŶ of ǁhetheƌ the peƌsoŶ atteŶded Đollege is ƌeĐoded to ͞Ǉes͟. All 
other pairs of variables are checked using the same logic. For a more detailed code please refer to 
the SPSS-implementation section. 
                                                          
97 EǆĐept foƌ the ƋuestioŶ „What is the highest Đollege degƌee Ǉou haǀe ƌeĐeiǀed͞, ǀaƌiaďle laďeled „HGH“T 
COLLEGE DEGREE RECD-HD͞. Heƌe also ƋuestioŶs asked ďefoƌe aƌe ĐoŶsideƌed. 
98 See for example, Institute for Social Research, Survey Research Center, University of Michigan (2010d),  
pp. 137 – ϭϰϮ oƌ aŶǇ ƋuestioŶŶaiƌe of aŶotheƌ ǁaǀe, seĐtioŶ oŶ Head͛s aŶd Wife͛s ďaĐkgƌouŶd aŶd eduĐatioŶ.  
99 Questions about the exact date when degrees were awarded or school was finished are left out. 
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Whether Head educated in US? 
United States only  |  both   |  9999 Outside U.S. only No education 
Whether graduated high school / GED? 
High school / GED     | 9999 Neither 
Whether attended college? 
YES NO | 9999 
Highest year college completed? 
Whether received college degree? 
YES NO | 9999 
Highest college degree received? 
Years of foreign education 
Foreign degrees 
Grade of school finished? 
Figure 5: Structure of education questionnaire. 
Source: Own illustration. 
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2.3.3.2.4.2 SPSS-implementation 
For each U.S. education variable checked, a Flag-variable is created which indicates whether there is 
an inconsistency and whether it could have been corrected or not. Flag variables are auxiliary 
variables with an initial value of zero and value labels defined as follows: 
VALUE LABELS Flag-Variables 
0 NO inconsistency 
1 (automatically) corrected because of inconsistency 
5 Inconsistency; check for it manually. 
In detail, the consistency check is performed with the following algorithm. The percentage of records 
corrected is given in Table 10, p. 61. 
Vaƌiaďle: ͞Whetheƌ Head eduĐated iŶ the U“͟ 
 If indicated that Head ƌeĐeiǀed eduĐatioŶ ͞oŶlǇ iŶ the U.“.͟ ďut Head aĐtuallǇ ƌeĐeiǀed foƌeigŶ 
eduĐatioŶ as ǁell, theŶ the aŶsǁeƌ is ƌeĐoded to ƌeĐeiǀe eduĐatioŶ ͞ďoth iŶ U.“. aŶd outside͟. 
 If iŶdiĐated that Head ƌeĐeiǀed eduĐatioŶ ͞oŶlǇ outside the U.“.͟ ďut Head aĐtually received U.S 
eduĐatioŶ as ǁell, theŶ the aŶsǁeƌ is ƌeĐoded to ƌeĐeiǀe eduĐatioŶ ͞ďoth iŶ U.“. aŶd outside͟. 
 If iŶdiĐated that Head ƌeĐeiǀed eduĐatioŶ ͞ďoth iŶ U.“. aŶd outside͟ ďut Head aĐtuallǇ did Ŷot 
received education in the U.S. (outside the U.S), then the answer is recoded to receive education 
͞outside U.“. oŶlǇ͟ ;͞U.“. oŶlǇ͟Ϳ. 
 If iŶdiĐated that Head ƌeĐeiǀed ͞Ŷo eduĐatioŶ͟ ďut Head aĐtuallǇ did ƌeĐeiǀe eduĐatioŶ iŶ the 
U.S. and (or) outside the U.S, then the answer is recoded to receive educatioŶ ͞ďoth U.“. aŶd 
outside͟ ;͞outside U.“. oŶlǇ͟ ƌespeĐtiǀelǇ ͞U.“. oŶlǇ͟Ϳ. 
 If the ǀaƌiaďle oŶ ͞ǁhetheƌ Head eduĐated iŶ the U“͟ has a ŵissiŶg ǀalue eǀeŶ though eduĐatioŶ 
is reported, it is recoded according to the reported education. In detail this means: (i) If only U.S. 
education is reported, while variables on foreign education have missing values, the person must 
ďe Đlassified as ͞eduĐated oŶlǇ iŶ the U.“.͟. (ii) If only foreign education is reported while 
variables on U.S. education have missing values, the peƌsoŶ ŵust ďe Đlassified as ͞eduĐated oŶlǇ 
outside the U.“.͟. (iii) If variables on U.S. as well as foreign education have parameter values 
otheƌ thaŶ ͞ŵissiŶg͟, the peƌsoŶ ŵust ďe Đlassified as ͞eduĐated ďoth iŶ the U.“. aŶd outside͟. 
These three cases are the most frequent types of recoding necessary. The reason is that in the 
ƌaǁ data the ŵost fƌeƋueŶt aŶsǁeƌ is ͞eduĐatioŶ data last ĐolleĐted ďefoƌe ϭϵϵϳ͟ ǁhiĐh is theŶ 
Page 65 
 
ƌeĐoded to ͞ŵissiŶg͟ duƌiŶg the staŶdaƌdizatioŶ pƌoĐess ďeĐause it is Ŷot a straight forward 
answer to the question of whether Head was educated in the U.S, abroad or both. Still, these 
records usually contain education information. By looking at the data given, one can conclude 
where Head was educated and correct the variable parameters. 
 It is important to discriminate between those with actually missing education data (because they 
were not asked these questions) and those, who did not receive any education and are hence 
coded with default values (interpreted as missing values, too). This difference can be seen in the 
data because if somebody was asked about education and did not receive it, questions about 
haǀiŶg a high sĐhool diploŵa oƌ ǁhetheƌ atteŶded Đollege aƌe aŶsǁeƌed ǁith ͞Ŷo͟. 
Consequently, someone with parameter values unequal to default values even if he did not 
ƌeĐeiǀe eduĐatioŶ is Đategoƌized as ͞Ŷo eduĐatioŶ͟ ƌeĐeiǀed. 
Vaƌiaďle: ͞Whetheƌ gƌaduated fƌoŵ high sĐhool, get a GED oƌ Ŷeitheƌ͟ 
If iŶdiĐated that Head ͞gƌaduated fƌoŵ high sĐhool͟ oƌ ͞got a GED͟ ďut at the saŵe tiŵe gƌade of 
school finished is given, this indicates an inconsistency that cannot be corrected automatically as the 
questionnaire indicates that the latter question will only be asked if Head neither graduated from 
high school nor got a GED. The corresponding Flag-variable is set to 5; fortunately, this case has not 
occurred. 
Vaƌiaďle: ͞Gƌades of sĐhool fiŶished͟ 
Here no inconsistency is possible as further questions are about college and there might be many 
ways to access college.  
Vaƌiaďle: ͞Whetheƌ atteŶded Đollege͟ 
If iŶdiĐated that Head ͞did Ŷot atteŶd͟ Đollege, but at the same time claims to have completed at 
least oŶe Ǉeaƌ iŶ Đollege oƌ to haǀe a degƌee, the aŶsǁeƌ is ƌeĐoded to ͞atteŶded Đollege͟. 
Vaƌiaďle: ͞Highest Ǉeaƌ Đollege Đoŵpleted͟ 
Here no inconsistency is possible as the years completed in college do not necessarily indicate any 
degree. 
Vaƌiaďle: ͞Whetheƌ ƌeĐoƌded a Đollege degƌee͟ 
If iŶdiĐated that a Đollege degƌee ǁas ͞Ŷot ƌeĐoƌded͟ ďut at the saŵe tiŵe a ĐeƌtaiŶ degƌee is 
claimed, the answer is ƌeĐoded to ͞Đollege degƌee aǁaƌded͟. 
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Vaƌiaďle: ͞Highest Đollege degƌee aǁaƌded͟ 
If no college degree is mentioned even though the person claims to have one, the answer will be 
ƌeĐoded to Đollege degƌee = ͞otheƌ͟. 
2.3.3.3 A siŶgle ǀaƌiaďle oŶ Head’s/Wife’s education in the family Files100 
2.3.3.3.1 Problem, solution, and variable definition 
Problem 
Each wave of Single-Year Family Files iŶĐludes ŵaŶǇ ǀaƌiaďles ĐoŶĐeƌŶiŶg Head͛s eduĐatioŶ, ŶaŵelǇ 
up to 10 variables in each wave. These variables give pretty detailed education information, while it 
is only the highest educational attainment that is needed for the analysis at hand. This means only a 
single variable is needed that indicates the highest educational attainment. The same problem holds 
foƌ Wife͛s eduĐatioŶ. As the procedure is the same for Heads and Wives, it is only described for 
Heads here. 
Solution 
A new variable is created that summarizes all 10 standardized education variables of Head available 
in the Single-Year Family Files to iŶdiĐate oŶlǇ Head͛s highest educational attainment. It is named 
STD_HeadEDU07101 foƌ the ϮϬϬϳ ǁaǀe, ďegiŶŶiŶg ǁith ͞“TD͟ as it is a staŶdaƌdized ǀaƌiaďle. Its 
coding scheme is as follows: 
0 no education 
1 finished 8th grade or less 
2 9th to 11th grade, but no high school graduate or GED 
3 High school graduate/GED 
4 AssoĐiate͛s degƌee 
5 BaĐheloƌ͛s degƌee 
6 Master/Profession degree 
7 Doctorate, Ph.D. 
1111 Eƌƌoƌ: ǀaƌiaďle ĐouldŶ͛t ďe Đoded 
9999 Missing. 
                                                          
100 Corresponding SPSS-Syntax files of, for example, wave 2009 can be found under „\Panel Study of Income 
Dynamics\fam2009er US Haushaltspanel (PSID)\fam2009er_data Standardize (1-ϰͿ.sps͟ ĐoŶĐeƌŶiŶg Head͛s 
education and „\Panel Study of Income Dynamics\fam2009er US Haushaltspanel (PSID)\fam2009er_data 
“taŶdaƌdize ;ϱͿ.sps͟ ĐoŶĐeƌŶiŶg Wife͛s eduĐatioŶ. Files aŶd foldeƌs foƌ all other waves are named analogously. 
101 The corresponding variables for wives are called STD_WifeEDU07 for 2007. 
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2.3.3.3.2 Algorithm 
In general, the highest level of education someone achieved in any country is determined and coded 
as mentioned above. In most cases this can easily be done with common sense, e.g., when someone 
ƌepoƌts a high sĐhool diploŵa aŶd a ďaĐheloƌ͛s degƌee, his highest education level obviously is a 
ďaĐheloƌ͛s degƌee. “till the diffeƌeŶt stƌucture and coding algorithm of education variables on U.S. 
and foreign education raises multiple questions as the following example shows. 
 VALUE LABELS of U.S. degrees as defined by the Panel Study of Income Dynamics102  
;͞What is the highest Đollege degƌee Ǉou haǀe ƌeĐeiǀed?͟Ϳ 
1 Associate of Arts 
2 Bachelor of Arts/Science/Letter; BA; BS 
3 Master of Arts/Science; MA; MS; MBA 
4 Doctorate, Ph.D. (except codes 5 and 6) 
5 LLB; JD (law degrees) 
6 MD; DDS; DVM; DO (medical degrees) 
9 Other 
9999 Missing. 
  
                                                          
102 See Institute for Social Research, Survey Research Center, University of Michigan (2010c), p. 1362. 
college level 
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 VALUE LABELS of foreign degrees as defined by the Panel Study of Income Dynamics 103 
;͞What ǁas the highest degƌee oƌ ĐeƌtifiĐate Ǉou eaƌŶed outside the U.“.?͟Ϳ 
1 Completed grammar/elementary104/primary school but no secondary or high school 
2 Started secondary or high school but did not finish 
3 Secondary or high school diploma 
4 AssoĐiate͛s degƌee/teaĐhiŶg liĐeŶse 
5 Bachelor of Arts/Science/Letter; BA; BS 
6 Master of Arts/Science; MA; MS; MBA 
7 Doctorate, Ph.D. 
9999 Missing. 
Where BA denotes Bachelor of Arts, BS denotes Bachelor of Science, MA denotes Master of Arts, MS 
denotes Master of Science, MBA denotes Master of Business Administration, Ph.D. denotes Doctor of 
Philosophy, LLB denotes Bachelor of Laws, JD denotes Juris Doctor, MD denotes Doctor of Medicine, 
DDS denotes Doctor of Dental Surgery, DVM denotes Doctor of Veterinary Medicine, DO denotes 
Doctor of Osteopathic Medicine. 
Apparently, huge differences in the variable structure exist which need further explanation. First, the 
numbers associated with one and the same answer are not the same for U.S. and foreign degrees. 
Second, the answer possibilities are different. These problems are outlined in detail and finally solved 
in the following subsections. 
2.3.3.3.2.1 Non-comparability of foreign and U.S. education 
Problem 1 
FoƌeigŶ aŶd U.“. degƌees aƌe Ŷot Đoŵpaƌaďle ďeloǁ assoĐiate͛s degƌee. This ƌaises the ƋuestioŶ of 
how to make lower levels of foreign education comparable to U.S. degrees.  
Problem 2 
There are potential inconsistencies between the two variables on foreign education: school years 
completed and degrees awarded. Because of different education systems around the world, the 
number of school years completed abroad may not correspond to the degree recorded if the U.S. 
                                                          
103 See Institute for Social Research, Survey Research Center, University of Michigan (2010c), p. 1364. 
104 Note that while elementary schools in the U.S. typically educate children from first grade through fourth 
grade, sometimes up to the eights grade depending on the regional school system (see U.S. Department of 
Education, International Affairs Office (2008a), Figure 1), grammar schools in England are secondary schools 
(see National Grammar Schools Association [No date]) which educates children being 11 and older (see 
Gordon, Peter, and Denis Lawton (2003), p.3). This already points out the difficulty in comparing foreign 
education systems. 
College level 
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sĐhool sǇsteŵ is the ďeŶĐhŵaƌk. Foƌ eǆaŵple, iŶ the UŶited “tates a ŵasteƌ͛s degƌee is usuallǇ 
awarded after 5 to 6 years of college. In contrast, the German diploma - which can be assumed to be 
a Master equivalent - is usually awarded after 4 years of academic studies. The problem becomes 
more apparent when looking at the average number of school years completed and the 
corresponding degrees reported in the data. Table 11, p. 69 giǀes the ŵeaŶ of ͞foƌeigŶ sĐhool Ǉeaƌ 
Đoŵpleted͟ ƌepoƌted iŶ the AŵeƌiĐaŶ CoŵŵuŶitǇ “uƌǀeǇ ďetǁeeŶ ϭϵϵϵ aŶd ϮϬϬϵ105 in comparison 
to the U.S. school system as benchmark. 
Degree 
Mean of “foreign school years 
completed” reported for a certain 
degree 
US benchmark:  
years of school to be taken to earn a 
certain degree in the US 
Grammar school 6.1 1 – 8 grade 
Secondary not finished 9.0 9 – 11 grade 
High school 11.4 12 grade 
Associate 14.2 14 grade 
Bachelor 14.9 16 grade 
Master 14.6106 17/18 grade  
Doctorate 16.1 19+ grade 
Table 11: U.S. education system versus mean years of school reported for foreign degrees.  
Source: Own calculations based on the Panel Study of Income Dynamics public release family data files 1999 to 2009 
without wave 2003 where foreign degrees are not reported; The corresponding SPSS-Syntax can be found under „\Panel 
Study of Income Dynamics\average school years outside - foƌeigŶ degƌees.sps͟; Foƌ the U.“. sĐhooliŶg sǇsteŵ see U.“. 
Department of Education (1995), Figure 1. 
It is Ŷot Đleaƌ ǁhiĐh ǀaƌiaďle oŶ foƌeigŶ eduĐatioŶ should ďe used to ĐlassifǇ iŶdiǀidual͛s foƌeigŶ 
educational attainment for two reasons: First, school systems vary a lot across the world. For 
example, secondary school usually starts with 9th grade in the U.S., while in Germany it starts at 5th 
gƌade. “eĐoŶd, the teƌŵ ͞sĐhool͟ has Ŷo uŶiƋue defiŶitioŶ as the eduĐatioŶal sǇsteŵ ǀaƌies aĐƌoss 
the world. Therefore, it cannot be excluded that, for example, any type of preschool is considered as 
school. Hence, usiŶg sĐhool Ǉeaƌs to ĐlassifǇ iŶdiǀidual͛s eduĐatioŶ ŵight ďe ďiased.  
Clearly, both variables have an inherent risk of bias. Even worse, because of these potential biases 
they might contradict each other, for example, when somebody claims to have a degree equivalent 
                                                          
105Family data 2003 is not included because the variables on foreign degrees do not exist for Head and Wife. 
Even though the respective question is given in the original questionnaire (see Institute for Social Research, 
Survey Research Center, University of Michigan [No date c], p. 122, Question K54L61) it is left out in the 
codebook (see Institute for Social Research, Survey Research Center, University of Michigan (2010b), p. 691 for 
Head and p. 652 for Wife) and the variable itself is missing in the raw data set. 
106 Usually, the average number of school years to be completed to earn a Master degree should be higher than 
for a Bachelor degree. The numbers given here are correct. The lower number of average school years to get a 
Master degree compared to the mean years of school to get a Bachelor degree could be due to divergent 
school systems in other countries. 
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to high school level after only 8 years of schooling abroad, and no other education in the U.S. This 
raises the question of what can be done to make foreign education below college level comparable 
to U.S. education. 
Solution 
Both problems can be solved at the same time if an auxiliary variable on foreign education is created 
(STD_HeadforeignEDU07107) that has the same coding schemes as the final education variable 
STD_HeadEDU07: 
1 no foreign education 
2 finished 8th grade or less 
3 9th to 11th grade, but no high school graduate or GED 
4 High school graduate/GED 
5 AssoĐiate͛s degƌee 
6 BaĐheloƌ͛s degƌee 
7 Master/Profession degree 
8 Doctorate, Ph.D. 
9 1111 Eƌƌoƌ: ǀaƌiaďle ĐouldŶ͛t ďe Đoded. 
The staƌtiŶg ǀalue of “TD_HeadfoƌeigŶEDU is set to ͞ϭϭϭϭ͟ aŶd ǁill ďe recoded if possible. 
The coding scheme of the final standardized education variables reflects the U.S. education system. 
By using the same coding scheme on foreign and U.S. education, both are categorized in the same 
way. This means, they are comparable even below college level (Problem 1). The idea is that as long 
as foreign degrees are reported, they are taken for granted.108 Only if this information is missing, the 
number of school years completed is transformed to equivalent degrees taking the U.S. school 
system as benchmark (Problem 2). For example, if someone reports he completed grammar school 
aďƌoad this is Đlassified as U.“. eƋuiǀaleŶt ͞fiŶished ϴth gƌade oƌ less͟, Ŷo ŵatteƌ hoǁ ŵaŶǇ Ǉeaƌs of 
foreign education are reported. Only if information on foreign degrees is missing, the reported school 
years taken abroad are transformed into the U.S. equivalents taking the U.S. education system as 
                                                          
107 The corresponding variable on wives is named STD_WifeForeignEDU07. 
108 Foreign degrees are systematically missing for waves 1997 and 2003. In the 1997 wave variables on foreign 
degƌees foƌ Head aŶd Wife eǆist, ďut all ǀalues aƌe set to „iŶappliĐaďle͞. IŶ the Single-Year Family File of 2003 
the variables on foreign degrees do not exist for Head and Wife. Even though the respective question is given in 
the original questionnaire (see Institute for Social Research, Survey Research Center, University of Michigan 
[No date c], p. 122, Question K54L61) it is left out in the codebook (see Institute for Social Research, Survey 
Research Center, University of Michigan (2010b), p. 691 for Head and p. 652 for Wife) and the variable itself is 
missing in the raw data set. 
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ďeŶĐhŵaƌk. Foƌ eǆaŵple, eǀeƌǇthiŶg up to ϴ Ǉeaƌs of sĐhooliŶg is Đlassified as ͞fiŶished ϴth grade or 
less͟. The algoƌithŵ giǀeŶ ďeloǁ is the saŵe foƌ Wife͛s foƌeigŶ eduĐatioŶ aŶd all ǁaǀes.  
Table 12, p. 71 gives the coding algorithm if foreign degrees are reported. In this case the number of 
foreign school years taken is not of interest anymore. Foreign degrees are then transformed to U.S. 
equivalent degrees like given below. 
Foreign degree Foreign school years 
completed 
U.S. equivalent education gained 
abroad (STD_HeadForeignEDU07) 
Completed 
grammar/elementary/primary 
school but no secondary or high 
school 
Not of interest Finished 8th grade or less 
Started secondary or high school 
but did not finish 
Not of interest 9th to 11th grade, but no high 
school graduate or GED 
Secondary or high school diploma Not of interest High school graduate/GED 
Associate's degree/teaching 
license 
Not of interest AssoĐiate͛s degƌee 
Bachelor of Arts/Science/Letter; 
BA; BS 
Not of interest BaĐheloƌ͛s degƌee 
Master of Arts/Science; MA; MS; 
MBA 
Not of interest Masteƌ͛s degƌee 
Doctorate, Ph.D. Not of interest Doctorate, Ph.D. 
Table 12: Coding algorithm of the variable ͞“TD_HeadFoƌeigŶEDUϬ7͟ oŶ foƌeigŶ eduĐatioŶ if the oƌigiŶal ǀaƌiaďle 
͞foƌeigŶ degƌee͟ is Ŷot ŵissiŶg.  
Source: Own illustration. 
Table 13, p. 71 gives the coding algorithm if foreign degrees are missing. In this case the number of 
foreign school years are transformed to equivalent U.S. degrees using the U.S. school system as 
benchmark. The detailed recoding is given below. 
Foreign degree Foreign school years 
completed 
U.S. equivalent education gained 
abroad (STD_HeadForeignEDU07) 
Missing 1 to 8 years Finished 8th grade or less 
Missing 9 to 11 years 9th to 11th grade, but no high 
school graduate or GED 
Missing 12 to 13 years High school graduate/GED 
Missing 14 to 15 years AssoĐiate͛s degƌee 
Missing 16 to 17 years BaĐheloƌ͛s degƌee 
Missing 18 years and more Masteƌ͛s degƌee 
Table 13: Coding algorithm of the ǀaƌiaďle ͞“TD_HeadFoƌeigŶEDUϬ7͟ oŶ foƌeigŶ eduĐatioŶ if the oƌigiŶal ǀaƌiaďle 
͞foƌeigŶ degƌee͟ has ŵissiŶg ǀalues.  
Source: Own illustration. 
After coding the auxiliary variable STD_HeadForeignEDU07, it can be compared to the U.S. education 
of Head and the highest educational attainment in any country is defined as the (overall) education 
level of Head, given by the variable STD_HeadEDU07. 
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2.3.3.3.2.2 Medical/Law/Honorary degrees 
Problem 
College level degrees awarded in the U.S. have additional categories for medical and law degrees as 
outlined in Part B, Section 2.3.3.3.2. This poses the question of how to subsume medical and law 
degrees under the Bachelor, Master and Doctorate categories of the uniform coding scheme defined 
foƌ the staŶdaƌdized Head͛s eduĐatioŶ ǀaƌiaďle ;see Part B, Section 2.3.3.3.1). 
Solution 
In my dissertation the educational attainment of people is meant to be a determining factor of 
income. This must be kept in mind when medical degrees, law degrees, and honorary degrees are 
classified under the categories of the standardized education variable. 
Medical degrees 
MediĐal degƌees aƌe Đlassified as ͞DoĐtoƌate͟ eƋuiǀaleŶt ďeĐause ŵediĐal degƌees iŶ the U.“. aƌe 
First-PƌofessioŶal Degƌees that ƌeƋuiƌe ͞a total of at least ϲ aĐadeŵiĐ Ǉeaƌs of Đollege ǁoƌk to 
complete the degree pƌogƌaŵ͞.109 Students wanting to enter medical school must have completed at 
least 2 years of college before110 and are usually asked to have passed Medical College Admission 
Tests.111 According to the answer possibilities of the original questionnaire112 this applies to: Medical 
Doctor (M.D.); Doctor of Dental Surgery (D.D.S.); Doctor of Veterinary Medicine (D.V.M.); Doctor of 
Osteopathic Medicine (D.O.).113  
Law degrees 
Bachelor of Laws (L.L.B.) and the Juris Doctor (J.D.) are the lowest level of law degrees available 
which are usually followed by the Master of Laws (LL.M.) on the graduate level.114 The highest law 
degree is the Doctor of Juridical Science (S.J.D.) which is primarily aimed at training professors, legal 
scientists, and other scholars in law.115 
                                                          
109 See U.S. Department of Education, International Affairs Office (2008b). 
110 See U.S. Department of Education, International Affairs Office (2008b). 
111 See Association of American Medical Colleges (2012). 
112 The original coding was already presented in Part B, Section 2.3.3.3.2. 
113 See U.S. Department of Education, International Affairs Office (2008b). 
114 See Harvard Law School (2012b). 
115 See Harvard Law School (2012a). 
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Since higher level law degrees are not mentioned explicitly in the questionnaire, it is plausible to 
assume that they are subsumed under Master (LL.M.) or Doctorate (J.S.D. or S.J.D.). Therefore, L.L.B. 
and J.D. are classified as Bachelor equivalent. 
Honorary degrees 
The WordNet, a lexical database of Princeton University, defines an honorary degree as a degree to 
honor the recipients.116 It must not be mistaken for an ordinary academic degree that is awarded 
ǁith hoŶoƌs, e.g., aŶ HoŶoƌs ďaĐheloƌ͛s degƌee.117 In the Panel Study of Income Dynamics honorary 
degƌees seeŵs to ƌefeƌ to aŶ hoŶoƌaƌǇ doĐtoƌate ǁhiĐh usuallǇ iŶĐludes the letteƌs ͞h.Đ.͟ afteƌ the 
award to indicate the status. In my analysis it is not classified as any educational attainment for three 
reasons: First, the reason for such a degree could be almost everything from academic contributions 
to appraisal of a political or social attitude. Second, it can be assumed that people with an academic 
title will report this rather than an honorary degree. Third, there is not a single Head in the Family 
Files from 1989 to 2009 who reports an honorary degree. 
2.3.3.3.2.3 IŵpƌeĐise data: ͞otheƌ͟ U.“. Đollege degƌees 
Problem 
A degƌee Đlassified as ͞otheƌ͟ Đould ďe aŶǇ degƌee, liĐeŶse oƌ ĐeƌtifiĐate. This pƌoďleŵ oŶlǇ ƌefeƌs to 
U.S. degrees as the option is non-existing for foreign degrees.  
Solution 
Combined with the information about years of college completed the following coding scheme is 
applied: 
 ͞ϭ Ǉeaƌ of Đollege Đoŵpleted͟ is set to ͞high sĐhool gƌaduate͟: “oŵeoŶe ǁho ƌepoƌts a degree 
after only one year of college may have a degree below the lowest level defined (Associate) or 
does not have one at all (data error). Therefore he is recorded as high school graduate as this is 
the next lowest level. 
  
                                                          
116 See Princeton University (2012). 
117 See U.S. Department of Education, International Affairs Office (2008e). 
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 ͞Ϯ-4 years of college completed͟ is set to ͞AssoĐiate͛s degƌee͟: AŶǇ degƌee aǁaƌded afteƌ Ϯ to ϰ 
years of college is defined to be equivalent to the lowest level mentioned in the data. This is 
plausiďle as aŶ assoĐiate͛s degƌee usuallǇ takes at least Ϯ Ǉeaƌs of Đollege.118 For 3 and 4 years of 
Đollege Ŷo higheƌ degƌee is defiŶed as a ďaĐheloƌ͛s degƌee usuallǇ takes ϰ Ǉeaƌs aŶd ŵoƌe of 
college. 
 ͞ϱ aŶd ŵoƌe Ǉeaƌs Đoŵpleted͟ is set to ͞BaĐheloƌ͟: AŶǇ degƌee aǁaƌded afteƌ fiǀe oƌ ŵoƌe Ǉeaƌs 
of college is defined as Bachelor equivalent as the regular study period is 4-5 years.  
Higher numbers of years are not defined as Master level as this level is rather advanced and 
theƌefoƌe the poteŶtial ďias if a ŵasteƌ͛s degƌee is assigŶed falselǇ ŵight ďe gƌeat. IŶ the Single-Year 
Family Files from 198ϵ to ϮϬϬϵ a Đollege degƌee Đlassified as ͞otheƌ͟ foƌ Heads oƌ Wiǀes is oŶlǇ 
reported for less than 1% of the families.119 
2.3.3.3.2.4 College attendance without degree 
Problem 
If people are reported to have attended college and even completed certain years of college but do 
not have a reported degree, it is unclear whether they just failed to earn a degree or the variable on 
college degree has a missing value. 
Solution 
In order not to overestimate the level of education but still account for the years completed at 
college an even more cautious recoding than in the sections above is performed. 
 ͞ϭ-ϯ Ǉeaƌs of Đollege Đoŵpleted͟ is set to ͞high sĐhool gƌaduate͟: IŶ this Đase ƌeĐodiŶg ŵust ďe 
exercised with caution. Therefore, people with 1-3 years of college completed are classified as 
high school graduates. 
  
                                                          
118 See U.S. Education Department (1995), Figure 1. 
119 See Codebooks of PSDI Single-Year Family Files for interviewing years 1989 to 2009: Institute for Social 
Research, Survey Research Center, University of Michigan (1992a, 1992b, 1995a, 1995b, 1995c, 2007, 2008a, 
2008b, 2008c, 2008d, 2008e, 2008f, 2008g, 2010c, 2010d, 2011c). 
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 ͞ϰ Ǉeaƌs aŶd ŵoƌe of Đollege Đoŵpleted͟ is set to ͞AssoĐiate͛s degƌee͟: Afteƌ ϰ Ǉeaƌs oƌ ŵoƌe of 
College one might assume that this could be considered equivalent to the lowest college degree 
assoĐiate͛s degƌee, ǁhich is usually awarded after 2 years. 
Here again, higher degrees are not assigned as the risk of getting a bias is too high. 
2.3.3.4 Collecting all education information in one single file120 
2.3.3.4.1 Problem, solution, and graphical overview of data set 
Problem 
Education variables are spatially scattered across the Cross-Year Individual File and the 15 Single-Year 
Family Files from 1989 to 2009. Thus, it is impossible to say what type of information is available in 
which year. Thus a clear definition of education at the time of the move is also impossible. But this 
information is needed for an empirical analysis of the theoretical migration decision model. 
Solution 
Education information on all individuals in the Panel Study of Income Dynamics between 1989 and 
2009 is collected in one single file. The final file includes (i) the number of school years completed 
(taken for each wave from the Cross-Year Individual File) and (ii) Head͛s aŶd Wife͛s highest aĐadeŵiĐ 
degree (taken from the 15 Single-Year Family Files). This way a good overview of all education 
information available for each person in the Panel Study of Income Dynamics from 1989 to 2009 is 
created. This education overview is added to the Cross-Year Individual File. The following Figure 6, 
p. 76 gives the stylized structure of the resulting data file.121 
                                                          
120 The corresponding SPSS-“ǇŶtaǆ file ĐaŶ ďe fouŶd uŶdeƌ ͞\Panel Study of Income Dynamics\ Collect ALL 
(Head,Wife;FMembers) EDU (file 1-ϯϬͿ.sps͟. The fiŶal “P““-data file 30_Collected EDU of ALL 89-09.sav can be 
found in the same folder. 
121 The ƌesultiŶg “P““ data file ĐaŶ ďe fouŶd uŶdeƌ ͞\Panel Study of Income Dynamics\ 30_Collected EDU of ALL 
89-Ϭϵ.saǀ͟. 
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Education levels of Heads/Wives that aƌe laďeled ͞ϯϯϯϯ͟ iŶdiĐate that the peƌsoŶ is Ŷot Head/Wife iŶ 
that Ǉeaƌ. Note, that this is Ŷot the saŵe as the default ǀalue ͞ϵϵϵϵ͟ ǁhiĐh ŵeaŶs that the peƌsoŶ is 
Head/Wife, but education information is missing. 
Examples to read Figure 6, p. 76 may illustrate the data structure: The first person given in Figure 6, 
p. 76 belongs to the family with the Family Interview Number 5654 in 2009 and 2815 in 1989. The 
individual is Head in 2009 (Sequence Number equals 1). His education level as given in the Single-
Year Family File is ϱ, ŵeaŶiŶg his highest degƌee eaƌŶed is a ďaĐheloƌ͛s degƌee. As the peƌsoŶ is Head, 
not Wife, the corresponding education variable on Wife is Đoded ͞ϯϯϯϯ͟. IŶ the Cross-Year Individual 
File 16 years of education are reported. In 1989 the same person was neither Head nor Wife in his 
family but ranked fourth (Sequence Number 4). That could be, for example, the second born child to 
a married Đouple. Theƌefoƌe, Head͛s aŶd Wife͛ eduĐatioŶ ǀaƌiaďles fƌoŵ the Single-Year Family Files 
aƌe set to ͞ϯϯϯϯ͟. The Cƌoss-Year Individual Family File reports zero years of completed education in 
1989. 
The second person in Figure 6, p. 76 is ranked second within her 2009-family (Wife). She is not 
associated to a family in 1989 (Family Interview Number 1989 equals zero), consequently no 
education information about her in 1989 is available. The last person in Figure 6, p. 76 is ranked as 
number 5 in the 2009-family. Since he is neither Head nor Wife, no education information is available 
from the Single-Year Family Files ;Đode ͞ϯϯϯϯ͟Ϳ. The Cross-Year Individual File reports zero years of 
completed education. All other parameters given for the second and third person in Figure 6, p. 76 
can be interpreted analogously to the first person. 
2.3.3.4.2 SPSS-implementation 
Each person in the Cross-Year Individual File (1968 to 2009) is associated with a family in the Single-
Year Family File by his annual Family Interview Number.122 Furthermore, the personal annual 
Sequence Number gives the rank of that individual within the family unit at the time of the survey.123 
Using the annual Family Interview Number, all standardized education variables of Heads and Wives 
of the corresponding Single-Year Family Files for each wave from 1989 to 2009 are added step by 
step to the Cross-Year Individual File. In case the individual was not Head/Wife in that year 
                                                          
122 Here it is important to note that Family Interview Numbers most certainly change from year to year for one 
and the same family as the annual interview numbers are assigned based on receipts of the interview, i.e., the 
first interview coming in from field is numbered 1, the second 2, and so on (see Institute for Social Research, 
Survey Research Center, University of Michigan (2011a), Question 3. 
123 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 6. 
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(Sequence Numbers greater than 2) the added education variables of Head/Wife are overwritten 
ǁith Đodes ͞ϯϯϯϯ͟. If this ǁas Ŷot doŶe, the ǀaƌiaďle ǁould suggest that the iŶdiǀidual had the 
education of Head/Wife of his corresponding family in that year. Finally, for a better overview 
variables are sorted by years as described in Figure 6, p. 76. 
2.3.3.5 Making education in the Cross-Year Individual File and the Single-
Year Family Files comparable 
Problem 
The Panel Study of Income Dynamics offers two different types of education information depending 
on the rank of that person within his family: (i) The Cross-Year Individual File gives the number of 
years completed at school up to 17 years for every person. (ii) The Single-Year Family Files include 
information about the highest academic degree achieved only for Heads and Wives.124 This raises the 
question of how to compare the two variables as a uniform definition of education is needed for all 
family members. This problem is similar to the one outlined in Part B, Section 2.3.3.3.2.1, namely 
comparability of foreign school years and U.S. education degrees. 
Solution 
The number of school years completed (given in the Cross-Year Individual File) is transformed to an 
equivalent academic degree (like in the Single-Year Family Files). To avoid potential biases, the same 
recoding scheme used to standardize foreign education and U.S. education is applied here (see Table 
13, p. 71). 
2.3.3.6 Defining education at the time of the move125 
2.3.3.6.1 Objective and problems remained open 
The objective of this section is to finally find an algorithm that clearly defines education at the time 
of the move. This is afflicted with two problems: First, although education variables of the Single-Year 
Family Files and all education variables in the Cross-Year Individual File have the same coding 
scheme, there are still two variables for education for each year of data, namely one from the Single-
                                                          
124 Education variables on Heads and Wives have already been standardized across all waves of data (see 
Part B, Section 2.2) and summarized to the highest academic degree in a single variable (see Part B, 
Section 2.3.3.3). 
125 The corresponding SPSS Syntax file is (exemplary for migrant wave 2007/2009) „\Mover\(1) Mover between 
Waves\2007_2009\Std_BringForward_MoverEdu_07_09 (7-ϴͿ.sps͟. The ƌesultiŶg “P““ data files ;agaiŶ, 
exemplary for migrant wave 2007/2009) is „\Mover\(1) Mover between Waves\2007_2009\ 
ϴ_all_eĐoŶ_ŵoǀeƌ_&EDU_foƌǁaƌd.saǀ͟. 
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Year Family File and one from the Cross-Year Individual File. Their content may contradict each other 
(see Part B, Section 2.3.3.6.2) although their coding scheme has been made comparable in the 
foregoing section. Second, it could be that both variables have missing values since education 
ďeloŶgs to the ĐategoƌǇ of ͞ďaĐkgƌouŶd iŶfoƌŵatioŶ͟ ǁhiĐh is oŶlǇ ƌepoƌted oŶĐe ǁheŶ soŵeoŶe 
first enters the Panel Study of Income Dynamics. The need to bring forward missing education 
information raises the question of which direction to go, future or past waves (see Part B, 
Section 2.3.3.6.3). Finally, all these problems must be solved simultaneously by defining a variable on 
education at the time of the move (see Part B, Section 2.3.3.6.4).  
There are different ways to solve these problems, but all of them have certain drawbacks. Therefore, 
competing solutions with their advantages and disadvantages are discussed in the following 
subsections. The resulting education variables will be used to run a robustness check and are 
summarized in Part B, Section 2.3.3.6.4. 
2.3.3.6.2 Contradicting education information in the Cross-Year Individual 
File and the Single-Year Family Files 
Problem 
Although made comparable, variables in the Cross-Year Individual File and the Single-Year Family 
Files may contradict each other. This is, for example, the case for Head of the family with the Family 
Interview Number 8099 in 2009: For him 8 years of schooling are reported in the Individual Cross-
Year File, while the Single-Year Family Files report he has fiŶished ͞ϵ to ϭϭth gƌade͟. 
Solution 
The problem of contradicting education information of the two sources (Single-Year Family Files and 
Cross-Year Individual File) can be solved in three different ways: 
 Take consolidated education: 
The various education variables in the Single-Year Family Files are more detailed and thus have a 
higher information content than education variables in the Cross-Year Individual File (see Part B, 
Section 2.1, Problem 2). Consequently, for each year family level information from the Single-
Year Family File is preferred whenever available. Only if the person was neither Head nor Wife in 
that year or no education was reported, his education for that year is set equal to education 
information from reported in the Cross-Year Individual File. 
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 Check Head/Wife of all waves first: 
All waves of Single-Year Family Files are checked for family level education information first. Only 
if the person was never Head or Wife in all waves, individual level variables from the Cross-Year 
Individual File are taken for granted. 
 Take highest education in each wave: 
In each year the highest education level reported in both sources is taken for granted. This makes 
sure that education is not underestimated. 
2.3.3.6.3 Direction of bringing forward missing education (from future or 
past) 
Problem: Where to search for missing data (future/past waves)? 
Education information of both types is not available in all years. In the Single-Year Family Files 
ƋuestioŶs oŶ Head͛s eduĐatioŶ aƌe oŶlǇ asked iŶ the Ǉeaƌ ǁheŶ Head/Wife fiƌst ďeĐaŵe Head/Wife 
of that family.126 Furthermore, in the Cross-Year Individual File questions about years of school taken 
are also not asked every wave.127 This raises the question of whether to search for missing 
information in future or past waves. 
Solution 
In general, education which has been achieved once cannot be lost. This means going back to 
previous waves to search for education information makes sure that education is not overestimated. 
On the other hand, it may be the case that education is underestimated this way as individuals may 
acquire additional education in the meantime and going back sometimes means going back more 
than 20 years. To mitigate this problem, it may be reasonable to look for more current information in 
the years after the move as well. 
Consequently, there are good arguments for going back as well as going forth when searching for 
ŵissiŶg data. This leads to tǁo diffeƌeŶt appƌoaĐhes: ͞GoiŶg ďaĐk theŶ foƌth͟ aŶd ͞seaƌĐhiŶg 
ĐeŶteƌed aƌouŶd the ŵoǀiŶg Ǉeaƌ͟: 
  
                                                          
126 See Institute for Social Research, Survey Research Center, University of Michigan (2010c), p. 1338. 
127 See Institute for Social Research, Survey Research Center, University of Michigan (2010a), p. 662. 
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 ͞goiŶg ďaĐk theŶ foƌth͟ 
͞Bringing forward background information͟ goes back to the algorithm recommended by the 
Panel Study of Income Dynamics itself.128 The idea behind this approach is that education once 
achieved cannot be lost in the future. Therefore, it is recommended to go back wave by wave 
and search for relevant information. In my dataset this entails two problems. First, the data 
structure before 1989 and the related coding scheme of the Panel Study of Income Dynamics is 
totally different from waves after 1989. Therefore, only variables from 1989 to 2007 have been 
standardized. Second, going back further than 1989 may not lead to the desired result as 
education information which has been collected more than 10 years before the actual move 
takes place may be outdated. Therefore, the following algorithm is chosen: Going back till 1989 
and if nothing is found in the past, going forward till 2009. For example, if education in 2003 is 
missing, it is searched for education information in the following order: waves 2001 – 1999 – 
1997 – … ďaĐk till ϭϵϴϵ – then forth 2005 – 2007 - ϮϬϬϵ. This is ǁhat is Đalled ͞goiŶg ďaĐk theŶ 
foƌth͟. 
 ͞centered around the ŵoǀiŶg Ǉeaƌ͟ 
“eaƌĐhiŶg ͞ĐeŶteƌed aƌouŶd the ŵoǀiŶg Ǉeaƌ͟ folloǁs the idea that the ŵost ƌeĐeŶt iŶfoƌŵatioŶ 
available is the best approximation of education at the time of the move. To illustrate the 
algoƌithŵ let͛s take the same example as before. If education in 2003 is missing, it is searched in 
the following order: 
a) check education in 2001 (one wave back), 
b) check education in 2005 (one wave forth), 
c) check education in 1999 (two waves back), 
d) check education in 2007 (two waves forth), 
e) check education in 1997 (three waves back), 
f) check education in 2009 (three waves forth), 
g) as 2009 is the most recent wave, I cannot go further into the future but only back. 
h) check education in 1996 (four waves back), 
i) check education in 1989 (eleven waves back). 
  
                                                          
128 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 84. 
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2.3.3.6.4 Six definitions of education at the time of the move 
If the matter of direction (Part B, Section 2.3.3.6.3) is combined with the question about which data 
should be preferred (Part B, Section 2.3.3.6.2) six possible definitions of education at the time of the 
move are obtained: 
Variable Algorithm 
STD_EduMove_1 Take consolidated education in each year (family-level preferred 
over individual-level education) and search centered around the 
moving year for education data. 
STD_EduMove_2 Take consolidated education in each year (family-level preferred 
over individual-level education) and search previous waves first, 
then future ones for education data. 
STD_EduMove_3 Search for Head/Wife education data centered around the 
moving year. If nothing is found, check individual-level education 
data centered. 
STD_EduMove_4 Search for Head/Wife education data back then forth. If nothing is 
found, check individual-level education back and forth. 
STD_EduMove_5 Take the highest education reported in each wave; search 
centered around the moving year. 
STD_EduMove_6 Take the highest education reported in each wave; go back then 
forth. 
Table 14: Six definition of education at the time of the move.  
Source: Own illustration based on own definitions. 
Following the rules of the Panel Study of Income Dynamics, everyone is asked at least once about his 
education. If all education data from the very beginning of the Panel Study of Income Dynamics has 
default values it could either be a result of missing data or of missing education since there is no 
question where people can explicitly indicate that they did not receive any education. Consequently, 
people without education cannot be differentiated from those having missing values. 
2.4 Identifying family ties: the Move Context Variable129 
This section refers to the general Problem 4 as described in Part B, Section 2.1. It once again outlines 
why family ties are needed, which information is needed, and which information is available in the 
Panel Study of Income Dynamics. Finally, it is described how information needed is obtained. 
  
                                                          
129 IŶ the ĐoƌƌespoŶdiŶg “P““ files the Moǀe CoŶteǆt ǀaƌiaďle is Ŷaŵed „“TD_MoǀeIŶdiĐatoƌ͞. It is pƌogƌaŵŵed 
in the SPSS Syntax file „\Mover\(1) Mover between Waves\2007_2009\Identify_Mover_07_09 (1-ϲͿ.sps͟ iŶ 
step ϲ. The fiŶal “P““ data file is ͞Data\Mover\(1) Mover between Waves\2007_2009\6_all 
eĐoŶ_ŵoǀeƌ_&MoǀeIŶdiĐatoƌ_Ϭϳ_Ϭϵ.saǀ͟. All foldeƌs aƌe giǀeŶ eǆeŵplaƌǇ foƌ ŵigƌant wave 2007/09. 
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2.4.1 Why family ties are important to my study 
Family ties are of great importance to my analysis for three reasons: First, the family migration 
decision model developed in Part A assumes that Head takes the migration decision based on family 
income possibilities. Therefore, it is important to know who is part of the family at the time of the 
move. Second, personal relations may interfere with assumed economic migration behavior. For 
example, it could be that someone reports economic reasons for his move but at the same time he 
has decided to leave his old partner and children. In this case it could be that the family composition 
change interferes with his reported (economic) reason to move and even may contradict it. This 
would bias the risk-attitude derived from the migration decision observed. To be able to run a 
robustness check with and without families that may have interfering personal relations, a variable 
on family ties is needed. Third, the migration decisions of Heads may be influenced by the number 
and type of family members who move with him, i.e., the total number of family members, the 
number of dependent children, whether toddlers are associated and so on. 
2.4.2 Existing PSID-variables on family ties 
Although family ties are important to my study, they are not adequately captured by the Panel Study 
of Income Dynamics. It only includes variables that reveal partial information about family ties. From 
the Cross-Year Individual File the following variables are useful to my study: 
(1) The Sequence Number giǀes the iŶdiǀidual͛s status ǁithiŶ a faŵilǇ.130 It indicates whether 
someone actually lives with the family, left the family, died, or lives in an institution by the 
time of the interview.131 The most important types of institutions mentioned are facilities of 
the armed forces, health care facilities like hospitals, education facilities like college 
dormitories132, or prisons.133 Furthermore, those living with the family are numbered 
consecutive from 1 to 20 starting with 1 for Head.134 The person numbered 2 being Wife or 
husband of Head135, or - if Head has no partner - the second person in the family hierarchy.136 
                                                          
130 See Institute for Social Research, Survey Research Center, University of Michigan (2010a), p. 654. 
131 See Institute for Social Research, Survey Research Center, University of Michigan (2010a), p. 654. 
132 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 79, 
Paragraph 3. 
133 See Institute for Social Research, Survey Research Center, University of Michigan (2010c), p. 3. 
134 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 6. 
135 See Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 6. 
136 See Institute for Social Research, Survey Research Center, University of Michigan (2010a), p. 654. 
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(2) The ǀaƌiaďle ͞Relation To Head͟ 137 contains very detailed information about family relations 
by blood or by law like being son/daughter, stepson/stepdaughter, son/daughter-in-law, 
cousin of Head and so on. Furthermore, other relations are also considered like being parents 
of the cohabiter; being other non-relative including friends; being first year cohabiter or 
children of him/her and so on. 
(1) The Marital Pairs Indicator ͞liŶks paiƌs of iŶdiǀiduals ǁho ǁeƌe ŵaƌƌied oƌ peƌŵaŶeŶtlǇ 
cohabiting at the time of the (..) interview. Spouses in the first such pair within a family unit 
eaĐh ƌeĐeiǀe a Đode ǀalue of ϭ heƌe; the seĐoŶd, a ǀalue of Ϯ, aŶd so oŶ.͞138 
(2) The variable Year Individual Born is self explaining.139 
2.4.3 Problems and solution of family ties: the Move Context Variable 
In general the Move Context Variable should give a detailed insight into who moves with whom, 
having which kind of personal relation to whom before and after the move. In order to achieve this 
objective, the following problems must be solved: 
Problem 1: Only a static view of family ties is available 
The existing PSID-variables on family ties presented in Part B, Section 2.4.2 are available for the wave 
before and after the move. In contrast to the static information available, it is the family composition 
at the time of the move that is decisive for the migration decision. As the family composition can 
change within the period of moving, looking separately only on family ties before or after the move 
may draw a wrong picture of family ties at the time of the move. An example may illustrate the 
problem. Assume a family that consists of parents with three children in the wave before the move. 
After the move parents are divorced so that the father together with one child is reported as family 
of two, while the mother and another child move in with her new partner and his child. They are 
then considered a separated family of four (wife, one child of wife, new partner with child). 
IƌƌespeĐtiǀe of the paƌeŶts͛ sepaƌatioŶ the thiƌd Đhild ŵoǀes iŶ ǁith his Ŷeǁ paƌtŶeƌ Ŷoǁ foƌŵiŶg his 
own separate family of two. If the family composition of these people is only considered before or 
after the move without looking at the changes that took place, a wrong picture will be drawn. In the 
wave before the move it seems as if a family of five has been moving – which is not the case. On the 
other hand, if only the wave after the move is considered, one might get the impression that there 
                                                          
137 See Institute for Social Research, Survey Research Center, University of Michigan (2010a), p. 655/656. 
138 Social Research, Survey Research Center, University of Michigan (2010a), p 657. 
139 See Institute for Social Research, Survey Research Center, University of Michigan (2010a), p. 657. 
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are three separate families moving. This is not the case either. Therefore, a dynamic approach must 
be chosen, taking into account the family composition change - an approach that is not accounted for 
in the Panel Study of Income Dynamics. 
Problem 2: Several variables on personal relations exist 
The Panel Study of Income Dynamics includes several variables on family ties (see Part B, 
Section 2.4.2) but first, they do not link groups of moving people and second, do not give the relation 
between people in a single variable but in various variables. 
Problem 3: Unknown people 
Not all individuals surveyed in the Panel Study of Income Dynamics were interviewed before and 
after the move. Some individuals are first interviewed when migration has already taken place. For 
these people data from earlier waves is missing. Especially critical is the fact that it is impossible to 
figure out where they have lived before the move and whether they have actually moved.140 
Problem 4: Family members not being Head 
People who are not Head are not asked about their reason to move. Thus, their migration decision 
cannot be modeled on an individual basis but only on the family basis if a moving Head is associated 
with that person. This makes it necessary to consider these individuals separately from others, 
leaving the opportunity to cancel out families including unknown people. 
Solution to Problems 1 to 4 
A single variable called Move Context Variable is created. It classifies each person into a system of 
family ties with four different types of moving constellations: single-moves, pair-moves, family-
moves and other moves; all of which are further categorized depending on the family ties before and 
after the move taking up a dynamic approach. Additionally, the Move Context Variable separates 
people for whom detailed information about the sending country is not available because they are 
first interviewed after the move. These people are theƌefoƌe Đalled ͞unknown people͟. They can 
either have a relation to movers (e.g., if they are parents, partners, children, other relatives who 
were not part of the panel study so far) or they do not have any relation to the mover. 
                                                          
140 Even though a comparison of former and actual state of residence suggests a move, this would be a wrong 
conclusion in case of an unknown person. The reason is that the Panel Study of Income Dynamics relates new 
individuals to the family history of the family they live with when they are interviewed for the first time - 
although the person was not related to that family in the past. 
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The Move Context Variable is created by taking into account information from the personal dataset 
(such as the Sequence Number of an individual within his family before and after the move)141 and 
the family dataset, which reveals information about all kind of personal relations, such as relation by 
blood and adoption, step-relations, foster children, son/daughter-in-law.142 By comparing all 
variables from the personal and family dataset before and after the move, a pretty detailed picture 
of family ties incorporating family dynamics can be drawn. 
The Move Context Variable makes it possible to analyze the family migration decision and its 
resulting risk parameters not only based on monetary determinants but also on personal 
relationships that may interfere with them. 
Creating such a differentiated set of parameter values for the Move Context Variable leaves a lot of 
opportunities for the analysis of the resulting risk-parameters. Especially those movers in the last 
category can be easily added or excluded from the family. 
2.4.4 Categories of the Move Context Variable 
The Move Context Variable intentionally differentiates between very similar but slightly different 
family constellations to keep the opportunity of all types of analysis on the resulting risk-parameters. 
Together with the annual Family Interview Number the Move Context Variable clearly defines the 
family ties of each migrant and whole families. In detail, the Move Context Variable is defined as 
follows: 
1.) Single-move 
A single-move indicates that a person moves on his own without members of the old or new family. 
Considering the migration decision, this means that he is maximizing his own preference function 
based on his individual income which is the family income at the same time. The single-move 
includes the following subcategories: 
  
                                                          
141 Relevant variables of the Cross-Year Individual Files are describes in detail in Part B, Section 2.4.1. 
142 For a more detailed overview of relations to Head see Institute for Social Research, Survey Research Center, 
University of Michigan (2010a), p. 655f. 
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 VALUE LABLES MoveContext: Single-move 
1 Single-move - lives alone (1-person family before and after the move) 
2 Single-move - leaves institution and lives alone now 
3 Single-move - leaves partner and lives alone now 
4 Single-move - leaves family but not partner and lives alone now 
5 Single-move - moves in with parents/new partner/children/other relatives (left old partner) 
6  Single-move - moves in with parents/new partner/children/other relatives (lived in 
institution/alone/as lower level143 family member before) 
7 Single-move - moves in with unknown person with no relation, who is not partner  
(left old partner) 
8 Single-move - moves in with unknown person with no relation, who is not partner 
(lived in institution/alone/as lower level family member before) 
It is accounted for all types of family ties before and after the move. Category (1) indicates that the 
person lived alone before and after the move. Categories (2) to (4) include all cases where the person 
lives alone after the move but not before. The other categories (5) to (8) include cases where the 
person moves in with other people. In these cases it is distinguished between new cohabiters with 
which the person may have any kind of personal relation like parents, a new partner, children or 
other relatives (categories (5) and (6)) and those cohabiters for which a personal relation to the 
single-mover is not probable because there is no indication for this in the data (categories (7) and 
(8)). 
Depending on the family ties the mover had before, the move categories (2) to (8) distinguish 
between leaving the old partner, leaving the old family without leaving the partner, leaving as lower 
family member and leaving an institution. 
2.) Pair-move 
A pair-move takes place when two people who are indicated to be a pair move together.  
 VALUE LABLES MoveContext: Pair-move 
20 Pair-move - two-person-family being a pair before and/or after the move (no newborn) 
21 Pair -move - pair with newborn(s) 
22 Pair -move - pair moves in with parents/children/other relatives/  
unknown person with relation 
23 Pair -move – pair moves in with unknown person with no relation 
                                                          
143 Lower level family members are defined as Family members who are not Head. 
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If two people have lived together as a family before the move, move together to a new place, and are 
indicated to be a pair only after the move, they are assumed to be a pair when they migrated 
(category (20)). Even if a pair gets a firstborn between two consecutive waves, they are still 
considered as pair-move (category (21)). This assumption can easily be relaxed later on when 
newborns (category (40)) are also considered as family members. It is distinguished between pairs 
moving with and without newborn(s) because becoming parents may interfere with economic 
reasons for migration reported in the data. In case of category (20) the pair lives together as a two-
person family, in case of category (21) the family consists of the pair and their newborn(s). 
Sometimes a pair moves in with new people who (i) have not been in the panel data before, (ii) are 
not newborns, and (iii) do not have any other relation to the pair (category (23)). This case is 
separated from a pair moving in with parents, children or other relative (category (22)) to point out 
the potentially different type of personal relation to the new cohabiter(s). 
3.) Family-move 
Family-moves indicate that it is (i) either at least two people who are no pair before or after the 
move or (ii) more than two people where two of them could be a pair but not necessarily have to. 
 VALUE LABLES MoveContext: Family-move 
30 Family-move - whole family moves unchanged 
31 Family-move - whole family moves plus newborn(s) before or after move 
32 Family-move - part of family moves, but not leaving partner 
33 Family-move - split-off move, leaving partner 
If all family members move, it is further distinguished between families who move in an unchanged 
constellation (category (30)) and those who get newborn(s) between two waves of the Panel Study of 
Income Dynamics (category (31)). If only one part of the family moves, it cannot judged which part of 
the faŵilǇ ĐaŶ ďe ĐoŶsideƌed to ďe the ͞ŵaiŶ faŵilǇ͟144 as there is no variable indicating who left 
whom for what reason. Therefore, it is only made a distinction between families, where partner 
separate from each otheƌ, so Đalled ͞split-off faŵilies͟145 (category (33)) and those where this is not 
the case (category (32)), e.g., when children leave their parent-family to build their own economically 
independent family. 
                                                          
144 „A main family is one that is the source of a splitoff family (a new study family formed by a sample member 
ǁho ŵoǀes out aŶd foƌŵs his oƌ heƌ oǁŶ faŵilǇ uŶitͿ͞, Institute for Social Research, Survey Research Center, 
University of Michigan (2011a), Question 79, Paragraph 2. 
145 „A split-off faŵilǇ ĐoŶsists of a peƌsoŶ oƌ gƌoup of people ;…Ϳ ǁho ŵoǀed out fƌoŵ a ŵain family since the 
pƌioƌ ǁaǀe's iŶteƌǀieǁ to foƌŵ a Ŷeǁ, eĐoŶoŵiĐallǇ iŶdepeŶdeŶt faŵilǇ uŶit liǀiŶg iŶ a sepaƌate housiŶg uŶit.͞ 
Institute for Social Research, Survey Research Center, University of Michigan (2011a), Question 79, Paragraph 
3.  
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4.) Other Moves 
Finally, other moves include all people that cannot be subsumed under the categories mentioned 
above.  
 VALUE LABLES MoveContext: Other Moves 
40 Newborn in a family/pair- move 
41 Unknown parent/partner/child/other relative somebody moves in with 
42 Unknown person somebody moves in with, no relation 
43 Irrelevant because person left family/died/moved to institution 
44 Irrelevant because no associated Head moves 
9999 Missing. 
First, newborns (category (40)) have their own category because they might not be full family 
members at the time of the move, which means it is not clear whether Head already considered 
them in the decision problem or not. Defining newborn(s) as an own category separate from other 
full family members keeps the opportunity of robustness checks with and without them.  
Second, unknown people are separated because it is not clear whether and where they moved. By 
separating them, the opportunity of a robustness check is left open. They are further divided into 
people that may have a personal relation to the moving family member, such as parents, partner, 
children or other relatives (category (41)) and those which seem to have no further personal relation 
(category (42)).  
Finally, there are two types of people who are irrelevant for this study because they either moved 
without the new Head (category (44)) thus making it impossible to figure out their reason to move, 
or are not followed by the Panel Study of Income Dynamics because they left their own family, died 
or moved to an institution (category (43)).  
The default value is defined as (9999), which means the case cannot be coded according to the above 
defined standards. This case does not appear in the data. 
The categorization is performed by hand, meaning that each family constellation before and after the 
move is assessed individually and is then classified into one of the above mentioned categories. Note 
that not all family members moving together must possess the same Move Context category. For 
example, a pair moves and gets a baby between the two waves. In this case the parents are 
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categorized as Move Context 21, while the newborn is categorized as Move Context 40. Even though 
they have an identical Family Interview Number, their parameter value of the Move Context Variable 
differs.146 
2.5 Unique identification of individuals and families in the PSID147 
Problem 
This section refers to the general Problem 5 as described in Part B, Section 2.1. The final data set 
includes of all individuals and families respectively who moved between 2000 and 2009. 
Unfortunately, the raw data set includes only annual identifiers which repeat themselves every year, 
while a variable that uniquely identifies individual migrants and migrating families is missing. The 
reasons are as follows: 
Family identification 
Concerning the identification of families, the reason is that the Family Interview Number, which 
identifies families in each wave separately, is assigned based on receipts of the interview in a certain 
year.148 This means that, for example, the Interview Number 5 (indicating that this family was the 5th 
in that year to hand in its questionnaire) is assigned again in every survey year. Therefore, it could 
happen that within a sample including several years of data one and the same Family Interview 
Number is assigned to two (or more) different families, making it impossible to uniquely identify 
families. 
  
                                                          
146 The final SPSS data file is „\Mover\(1) Mover between Waves\2007_2009\6_all 
eĐoŶ_ŵoǀeƌ_&MoǀeIŶdiĐatoƌ_Ϭϳ_Ϭϵ.saǀ͟. 
147 All files can be found in the folder „\Mover\;ϰͿ PeƌsoŶal aŶd FaŵilǇ Moǀeƌ IDs͟ ǁith the ĐoƌƌespoŶdiŶg 
SPSS-“ǇŶtaǆ files Ŷaŵed „;ϰaͿ Add PeƌsoŶal aŶd FaŵilǇ IDs.sps͞ aŶd ͞;ϰď-c) Delete MoverID and Sort by 
FaŵilǇMoǀeƌID͞. The ĐodiŶg of the faŵilǇ ideŶtifiĐatioŶ Ŷuŵďeƌs is fiƌst peƌfoƌŵed iŶ the eǆĐel file ͞;ϰaͿ 
CƌeatiŶg FaŵilǇMoǀeƌ_ID.ǆlsŵ͟ aŶd is theŶ Đopied to the “P““-data files ͞ϰa_FaŵilǇMoǀeƌID_ϮϬϬϬ.saǀ͟ 
(exemplary for migrant wave 2000). Later on these numbers are corrected in order to have consecutive 
numbers after former families 131 and 155 were deleted from the sample because their Heads could not be 
defined into a socio-economic groups. The ĐoƌƌeĐtioŶ is doĐuŵeŶted iŶ the eǆĐel file ͞;ϰfͿ ‘eŶaŵiŶg FaŵilǇ aŶd 
PeƌsoŶalMoǀeƌIDs.ǆlsŵ͟. The ĐodiŶg of the peƌsoŶal ideŶtifiĐatioŶ Ŷuŵďeƌs is peƌfoƌŵed iŶ the eǆĐel file ͞;ϰfͿ 
‘eŶaŵiŶg FaŵilǇ aŶd PeƌsoŶalMoǀeƌIDs.ǆlsŵ͟. The fiŶal ĐodiŶg of the identification variables for families and 
individuals can be found in the SSPS-data file ͞ϰf_Neǁ FaŵilǇ aŶd PeƌsoŶalIDs.saǀ͟. 
148 The Family Interview Number is explained in detail in Part A, Section 3.4.1.2.3 (see also Institute for Social 
Research, Survey Research Center, University of Michigan (2011a), Question 3). 
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Individual identification  
Concerning the identification of individuals, a combination of Family Interview Number and 
Sequence Number149 uniquely identifies a person only in a single year. Once migrants of different 
waves are surveyed together, it can happen that one and the same combination of Family Interview 
Number and Sequence Number is assigned to two or even more different individuals. This will occur, 
for example, if different individuals each of them being Head of a different family hand in their 
questionnaire as 5th person in different years. In this case all the Heads would have an Interview 
Number of 5 and a Sequence Number of 1. A unique identification is thus impossible. 
The lack of unique identification makes it impossible to analyze the determinants of risk-attitudes for 
individuals as well as families.  
Solution 
Identification variables are added, one to identify families and one to identify individuals. Both are 
numbered consecutively, where first, families are sorted in ascending order by survey wave, moving 
year, Family Interview Number. Second, individuals are additional sorted by Sequence Number.150 
This results in 833 individuals forming 320 families that can be surveyed.151 
  
                                                          
149 The Sequence Number ranks people according to their position within the family hierarchy (see Institute for 
Social Research, Survey Research Center, University of Michigan (2011d), Paragraph C). 
150 The ǀaƌiaďle of uŶiƋue ideŶtifiĐatioŶ of ŵigƌaŶt faŵilies is Ŷaŵed „“TD_FaŵilǇMoǀeƌID͞, the ĐoƌƌespoŶdiŶg 
variable for individual migrants is Ŷaŵed „“TD_PeƌsoŶalMoǀeƌID͞. 
151 The SPSS data file including all identification numbers can be found under „\Mover\(4) Personal and Family 
Mover IDs\ϰf_Neǁ FaŵilǇ aŶd PeƌsoŶalIDs.saǀ͟. 
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3 Data cleaning of the American Community Survey 
3.1 Overview of data cleaning problems  
The objective of the second step of data analysis is to estimate income parameters for each year in 
each possible destination state depending on socio-economic characteristics gender, age and 
education. This is associated with the following problems outlined below.  
General Problem 1: Quantification of income (see Part B, Section 3.2) 
“o faƌ the teƌŵs ͞iŶĐoŵe͟ aŶd ͞iŶĐoŵe paƌaŵeteƌs͟ haǀe ďeen used without concreteness. This 
raises several questions:  
1.) Whose income is relevant in the family context (see Part B, Section 3.2.1)?  
2.) What type of income is relevant (see Part B, Section 3.2.2)?  
3.) Should income possibilities be estimated from all residents or all people working in that 
state (see Part B, Section 3.2.3)? 
General Problem 2: Making ACS variables comparable to the PSID coding (see Part B, Section 3.3) 
In order to model the migration decision income parameters estimated from the American 
Community Survey must be merged with corresponding migrants identified by the Panel Study of 
Income Dynamics. Because content and file structure of the two data sources are totally different 
from one another, key variables must be made comparable, i.e., must be coded identically. 
General Problem 3: Reducing socio-economic groups (see Part B, Sections 3.4, 3.5, and 3.6) 
To model the migration decision income parameters depending on socio-economic characteristics 
gender, age and education must be estimated for every U.S. state over 10 years from 2000 to 2009. 
This results in over 590,000 combinations to be estimated all of which have to have at least a sample 
size of 30 test persons. This requirement cannot be met even by the high density sample ACS. In 
order to be able to perform a valid estimation of income parameters, socio-economic groups must be 
reduced. 
The following sections will discuss solutions to these problems in detail. 
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3.2 Quantification of income in the ACS 
This section is concerned with general Problem 1 outlined in Part B, Section 3.1. 
3.2.1 Family income by socio-economic characteristics 
Problem 1: Sample size of families with same socio-economic characteristics too small 
To estimate family income of a certain family in all possible destination states, a sample of at least 30 
families with exactly the same combinations of gender, age and education must exist in every U.S. 
state. Unfortunately, even the high density sample American Community Survey does not provide 
sample sizes being large enough to estimate the income parameters of whole families with these 
very characteristics for every state and year. Thus, family income as reported by the American 
Community Survey cannot be applied here. 
Solution 1 
FaŵilǇ iŶĐoŵe ĐaŶ also ďe estiŵated ďǇ aggƌegatioŶ oǀeƌ eaĐh faŵilǇ ŵeŵďeƌ͛s iŶdiǀidual iŶĐoŵe. 
This means, American Community Survey income variables on the individual level are applied here 
rather than family or household level income variables. 
Problem 2: Whose income is relevant for the migration decision? 
The theoretical migration decision model assumes that Head is taking the migration decision based 
on family income. This raises the question of who contributes to family income. Certainly Head as 
main earner is relevant but who else should be considered? For example, income possibilities of 
minor children which only earn some extra pocket money after school certainly do not trigger 
migration. This consideration raises the question of who is actually part of the maximization calculus 
in a family with more than one person. 
Solution 2152 
In my analysis the number of people adding to the family income is restricted to the two main 
eaƌŶeƌs. This ŵeaŶs, Head͛s iŶĐoŵe is alǁaǇs ĐoŶsideƌed. AdditioŶallǇ, the peƌsoŶ haǀiŶg the Ŷeǆt 
highest Sequence Number after the move is also considered, if he is at least 16 years old, was 
                                                          
152 The algorithm can be found under „\Alpha\(2) Family Alpha aus Maple\(3) Datenmasken relevante 
Familieneinkommmen Head, Wife\Berechnungszubehör\Makro_Datenmaske Familieneinkommen Head, 
Wife.ǆslŵ.͟ 
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respondent to the interview after the move and is actually living in the family. If this is not the case, 
the family member with the next highest Sequence Number is checked for the same criteria. 
The reasons for this selection are as follows: First, children being younger than 16 are eliminated for 
reasons outlined above. Second, inherent to non-respondents is that data about them is not 
available in the data set. Thus, their income possibilities cannot be estimated. Third, income 
possibilities are considered only of those living with the family because people who left the family or 
died probably do not add to family income anymore. Often family members do not live with the 
family but in an institution like facilities of the armed forces, health care facilities (e.g.,hospitals), 
education facilities (e.g., college dormitories) or prisons.153 Even though family members in an 
institution may earn money which adds to the family income, their state of residence is where the 
institution is located. If the rest of the family moves, but not the person living in an institution, 
income possibilities of the latter do not change. Consequently, income possibilities of family 
members living in an institution cannot trigger migration of the rest of the family. It is therefore not 
reasonable to include their income possibilities when the Head decides on economic migration based 
on family income. 
3.2.2 Earned, self-employed, total personal, or welfare income 
Problem 
On the individual level the American Community Survey offers different types of income which can 
be divided into earned income, welfare income, retirement income and income from capital 
investments.154 Fuƌtheƌŵoƌe, aŶ aggƌegated ŵeasuƌe of iŶĐoŵe is aǀailaďle, that ƌepoƌts ͞total pƌe-
tax personal incoŵe oƌ losses fƌoŵ all souƌĐes foƌ the pƌeǀious Ǉeaƌ͞155. 
  
                                                          
153 See Institute for Social Research, Survey Research Center, University of Michigan (2010c), p. 3. 
154 For an overview of all income categories see Minnesota Population Center, University of Minnesota [No 
date Đ΁, oŶliŶe diĐtioŶaƌǇ oŶ ǀaƌiaďles ĐoŶĐeƌŶiŶg ͞PeƌsoŶal IŶĐoŵe͟ of ǁhiĐh ͞INCEA‘N͟, INCWELF‘͟, 
͞INC‘ETI‘͟ aŶd ͞INCINVE“T͟ aƌe ŵeŶtioŶed heƌe eǆpliĐitlǇ. 
155 Minnesota PopulatioŶ CeŶteƌ, UŶiǀeƌsitǇ of MiŶŶesota ΀No date Đ΁, oŶliŶe diĐtioŶaƌǇ oŶ ǀaƌiaďle ͞INCTOT͟, 
paragraph on ͞DesĐƌiptioŶ͟. 
Page 95 
 
Solution 
Foƌ ŵǇ aŶalǇsis ͞total pƌe-taǆ peƌsoŶal iŶĐoŵe oƌ losses fƌoŵ all souƌĐes foƌ the pƌeǀious Ǉeaƌ͞156 is 
used because it sums up all types of income. The rationale behind this is that is not clear what type of 
income may trigger migration. 
3.2.3 Income by residents or employed persons in a U.S. state 
Problem 
In general, the income opportunities somebody faces in a certain U.S. state can either be estimated 
taking total personal income of all residents in the respective state or it can be estimated by 
considering only those working in that state. 
Solution 
There are several arguments for taking residents into account rather than people being employed in 
that state. 
(1) Congruent universe 
The universe from which income parameters are estimated must have the same characteristics 
as those of the migrants. Migration in my analysis is defined as changing residence rather than 
place of work. Consequently, state of residence must be the critical characteristic. 
(2) All residents, not only employed people 
Estimating income parameters based only on those individuals employed in a particular state 
would imply a focus on income earned, neglecting unemployment. Even if this measure would be 
supplemented by taking into account the welfare payments of unemployed in that state, the 
estimation would still be biased as employed and unemployed people do not have a congruent 
state of residence. An example for generating a great bias this way, is a large area state, which 
has only one economically strong city at the border to another state, while the rest of the state 
has high unemployment rates. If the majority of people working in this border town come from 
the neighbor state, their income creates a bias towards a higher mean income than the actual 
population in that large area state has. Vice versa the income parameters of the neighbor state 
will have a downward bias if only those actually working in the neighbor state are considered.  
                                                          
156 MiŶŶesota PopulatioŶ CeŶteƌ, UŶiǀeƌsitǇ of MiŶŶesota ΀No date Đ΁, oŶliŶe diĐtioŶaƌǇ oŶ ǀaƌiaďle ͞INCTOT͟, 
paƌagƌaph ͞DesĐƌiptioŶ͟. 
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(3) Commuting activity included 
Estimating the income parameters of residents assures that the commuting activity of people 
living in that state is also taken into account since a potential migrant can also commute to 
neighbor states. This argument may become clear if one thinks about commuter belts around big 
cities. Often highly paid employees live in commuter belts where living conditions are better 
increasing average income there. In contrast, those people living in the city itself may not earn so 
much money on average. Therefore it could be that average income in the commuting belt is 
higher than in the city itself. If a forecast about income for residents in the city is needed, it 
would be wrong to take all people working there into account rather than only looking on actual 
residents. 
Therefore, income parameters are estimated based on all residents of a particular state. 
3.3 Making ACS variables comparable to the PSID coding157 
This section is concerned with general Problem 2 outlined in Part B, Section 3.1. 
3.3.1 Problem and solution 
Problem 
Income parameters depend on the socio-economic characteristics of the specific migrant. This 
means, migrants and income parameters are merged by variables on socio-economic characteristics. 
The merging can only be performed if and only if variables on age, gender, education and U.S. states 
have identical coding schemes in both datasets. This is not the case (see Table 15, p. 99, Table 16, 
p. 99 and Table 17, p. 100). 
Solution 
Raw data files of the American Community Survey have to be recoded according to the standardized 
coding scheme used in the Panel Study of Income Dynamics. While age is coded in the same way in 
both datasets, variables on gender and U.S. state only have the same answer options but different 
codes. Thus, parameter values simply have to be recoded. For example, Virginia is coded (51) in the 
                                                          
157 The resulting standardized American Community Survey files of each wave are named e.g., 
͞ϭ_std“tate_AC“_ϮϬϬϬ.saǀ͟ foƌ ǁaǀe ϮϬϬϬ aŶd aƌe loĐated iŶ foldeƌ „\American Community Survey\(1) 
TƌaŶsfoƌŵ “tate Code FIP“ to P“ID͟. The “P““-Syntax file for the standardization procedure including further 
ĐoŵŵeŶts is Ŷaŵed „;ϭͿ TƌaŶsfoƌŵ “tate Code FIP“ to P“ID.sps͞ aŶd ĐaŶ ďe fouŶd iŶ the saŵe foldeƌ.  
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ACS files but must be recoded to (45) to match the standardized PSID variable coding scheme. 
Gender is coded 0,1 versus 1,2. 
Concerning education standardized PSID variables and ACS variables do not have the same 
paƌaŵeteƌ ǀalues. EduĐatioŶ Đategoƌies ͞Ŷo eduĐatioŶ͟ aŶd ͞DoĐtoƌate oƌ Ph.D.͟ ǁhiĐh eǆist iŶ the 
Panel Study of Income Dynamics are not separately defined in the American Community Survey. This 
means for both education levels no corresponding income parameters can be estimated. Instead 
ŵigƌaŶts ǁith ͞Ŷo eduĐatioŶ͟ ŵust ďe ŵeƌged ǁith the Ŷeǆt higheƌ ĐategoƌǇ ͞ϴth gƌade oƌ less͟ aŶd 
individuals with a Doctorate or a Ph.D. must be merged with those having a Master or Professional 
degree since this is the highest education level defined in the ACS (see Table 17, p. 100). 
3.3.2 SPSS-implementation 
U.S. State Codes 
The American Community Survey offers two coding schemes for U.S. states: the coding scheme of 
the Inter-University Consortium for Political and Social Research (ICPSR) and the coding scheme of 
the Federal Information Processing Standards (FIPS).158 Both are not compatible to the PSID-coding 
that was used in the Panels Study of Income Dynamics. Because the FIPS-coding is more similar to 
the PSID-coding it is recoded according to the PSID coding scheme.  
Before recording can be performed, it must be noted that the various documentations available for 
FIPS and PSID coding contradict each other for two states (bold typed in Table 15, p. 99): 
 PSID-coding of Oregon: In the PSID documentation of 1981 Oregon is coded with 36159, while the 
PSID documentation of 1985 states a code of 41160. The latter source must be wrong because 
code 41 stands for the state of Tennessee in both sources.161 Therefore, Oregon is PSID-coded 
by 36. 
 FIPS-coding of Vermont: The documentation of FIPS state codes can be found in the PSID 
documentations. In the PSID documentation of 1985 Vermont is coded with 59.162 This must be 
wrong for two reasons. First, PSID codebooks of Single-Year Family Files of all waves from 1989 
                                                          
158 The corresponding variables are named STATEICP and STATEFIP in all waves. 
159 See Institute for Social Research, Survey Research Center, University of Michigan (1982), p. 629. 
160 See Institute for Social Research, Survey Research Center, University of Michigan (1988), p. 714. 
161 See Institute for Social Research, Survey Research Center, University of Michigan (1982), p. 630 and 
Institute for Social Research, Survey Research Center, University of Michigan (1988), p. 715. 
162 See Institute for Social Research, Survey Research Center, University of Michigan (1988), p. 717. 
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to 2009 report that FIPS codes only range from 1 to 56, making a code of 59 impossible.163 
Second, codes are reported in ascending order with code 49 mentioned directly before and code 
51 mentioned directly after code 59.164 Therefore it seems plausible that Vermont is FIPS-coded 
50. Finally, ACS raw data files reveal that Vermont is actually FIPS-coded 50. 
After shedding light on the contradicting documentations for Oregon and Vermont the recoding of 
the FIPS state codes according to the PSID state codes is performed as follows: 
PSID-Code State FIPS-Code State 
1 Alabama 1 Alabama 
2 Arizona 2 Alaska 
3 Arkansas 4 Arizona 
4 California 5 Arkansas 
5 Colorado 6 California 
6 Connecticut 8 Colorado 
7 Delaware 9 Connecticut 
8 District of Columbia 10 Delaware 
9 Florida 11 District of Columbia 
10 Georgia 12 Florida 
11 Idaho 13 Georgia 
12 Illinois 15 Hawaii 
13 Indiana 16 Idaho 
14 Iowa 17 Illinois 
15 Kansas 18 Indiana 
16 Kentucky 19 Iowa 
17 Louisiana 20 Kansas 
18 Maine 21 Kentucky 
19 Maryland 22 Louisiana 
20 Massachusetts 23 Maine 
21 Michigan 24 Maryland 
22 Minnesota 25 Massachusetts 
23 Mississippi 26 Michigan 
24 Missouri 27 Minnesota 
25 Montana 28 Mississippi 
26 Nebraska 29 Missouri 
27 Nevada 30 Montana 
28 New Hampshire 31 Nebraska 
29 New Jersey 32 Nevada 
30 New Mexico 33 New Hampshire 
31 New York 34 New Jersey 
32 North Carolina 35 New Mexico 
                                                          
163 See for example, Institute for Social Research, Survey Research Center, University of Michigan (2011c), p. 2. 
164 Institute for Social Research, Survey Research Center, University of Michigan (1988), p. 717. 
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33 North Dakota 36 New York 
34 Ohio 37 North Carolina 
35 Oklahoma 38 North Dakota 
36 Oregon 39 Ohio 
37 Pennsylvania 40 Oklahoma 
38 Rhode Island 41 Oregon 
39 South Carolina 42 Pennsylvania 
40 South Dakota 44 Rhode Island 
41 Tennessee 45 South Carolina 
42 Texas 46 South Dakota 
43 Utah 47 Tennessee 
44 Vermont 48 Texas 
45 Virginia 49 Utah 
46 Washington 50 Vermont 
47 West Virginia 51 Virginia 
48 Wisconsin 53 Washington 
49 Wyoming 54 West Virginia 
50 Alaska 55 Wisconsin 
51 Hawaii 56 Wyoming 
0 Other territories 0 Other territories 
Table 15: Recoding of FIPS-coding in order to accord with PSID-coding of U.S. states. 
Source: See for the PSID-coding Institute for Social Research, Survey Research Center, University of Michigan (1982), 
p. 611-636; See for FIPS coding Institute for Social Research, Survey Research Center, University of Michigan (1988), 
p. 701-719 and ACS raw data files waves 2000 to 2009. 
Gender 
In the American Community Survey gender is coded with (1) and (2) instead of (0) and (1) in the 
standardized variables used in the Panel Study of Income Dynamics. Therefore, the variable in the 
American Community Survey is recoded according to the PSID-coding as follows: 
Original ACS variable SEX Standardized PSID variable STD_SEX 
Code Label Code Label 
1 Male 0 Male 
2 Female 1 Female 
  
  9999 Missing 
Table 16: Recoding of ACS coding of gender to accord with PSID coding. 
Source: For coding of the ACS variable Sex see Minnesota Population Center, University of Minnesota [No date c]. 
 
Education 
The AŵeƌiĐaŶ CoŵŵuŶitǇ “uƌǀeǇ eduĐatioŶ ǀaƌiaďle ͞iŶdiĐates ƌespoŶdeŶts' eduĐatioŶal attaiŶŵeŶt, 
as measured by the highest Ǉeaƌ of sĐhool oƌ degƌee Đoŵpleted͟165 of all respondents of the 
                                                          
165 MiŶŶesota PopulatioŶ CeŶteƌ, UŶiǀeƌsitǇ of MiŶŶesota ΀No date Đ΁ oŶ ǀaƌiaďle EDUC, sheet ͞DesĐƌiptioŶ͟. 
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American Community Survey.166 The coding scheme is different from the standardized variables on 
education that was created for the Panel Study of Income Dynamics. Therefore, certain 
harmonization must be undertaken. Table 17, p. 100 compares the coding scheme of the ACS 
variable on education (left column of Table 17, p. 100) to the coding scheme of the standardized 
education variables used in the PSID data (right column of Table 17, p. 100). Corresponding answers 
of the ACS variable and standardized PSID variable are reported in the same row with some 
categories not having a counterpart. 
Original ACS variable on education Standardized PSID variable on education 
Code Label Code Label 
  --- 0 No education 
0 N/A or no schooling 9999 Missing 
1 Nursery school to grade 4 1 8th grade or less 2 Grade 5, 6, 7, or 8 
3 Grade 9 
2 9th to 11th grade, no graduate 4 Grade 10 
5 Grade 11 
6 Grade 12 3 High school graduate 7 1 year of college 
8 2 years of college 4 Associate's degree 
9 3 years of college  --- 
10 4 years of college 5 BaĐheloƌ͛s degƌee 
11 5+ years of college 6 Master/Professional Degree 
 --- 7 Doctorate, Ph.D. 
Table 17: Recoding of ACS education variables to accord with PSID coding with corresponding answers reported in the 
same row.  
Source: For coding of the ACS variable EDUC see Minnesota Population Center, University of Minnesota [No date c]. 
 ͞---͞ deŶotes Ŷo ĐoƌƌespoŶdiŶg aŶsǁeƌ eǆisteŶt; ͞N/A͟ deŶotes Ŷot aǀailaďle. Note, that the ĐategoƌǇ ͞ϯ Ǉeaƌs of 
Đollege͟ is Ŷot aǀailaďle iŶ AC“ ǁaǀes ϮϬϬϬ to ϮϬϬ9. 
First, the lowest educatioŶ leǀel iŶ the P“ID data ;͞Ŷo eduĐatioŶ͟Ϳ does not exist separately in the 
ACS variable on education. Instead, it is aggƌegated ǁith ŵissiŶg data ;͞N/A oƌ Ŷo sĐhooliŶg͞, ǁheƌe 
N/A denotes not available). This mixture of answers makes it impossible to differentiate between 
individuals with no education and those with missing data. Consequently, income parameters of 
those having no education cannot be estimated. The ACS answer ͞N/A oƌ Ŷo sĐhooliŶg͞ ĐaŶŶot ďe 
applied to any education category defined by the standardized education variables and is therefore 
recoded as missing information. 
Second, the next higher education levels, namely up to 12th grade can easily be transformed from the 
ACS definition to the standardized variable definition as can be seen in Table 17, p. 100 where 
corresponding answers of the ACS and standardized variable are reported in the same row: ACS-
                                                          
166 “ee MiŶŶesota PopulatioŶ CeŶteƌ, UŶiǀeƌsitǇ of MiŶŶesota ΀No date Đ΁ oŶ ǀaƌiaďle EDUC, sheet ͞UŶiǀeƌse͟. 
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Categoƌies ͞;ϭͿ NuƌseƌǇ sĐhool to gƌade ϰ͟ aŶd ͞;ϮͿ Gƌade ϱ, ϲ, ϳ, oƌ ϴ͟ aƌe ƌeĐoded to ͞(1) 8th grade 
or less͟. AC“-Categoƌies ;ϯͿ to ;ϱͿ aƌe ƌeĐoded to ͞(2) 9th to 11th grade, no graduate͟. FiŶallǇ AC“-
Đategoƌies ͞;ϲͿ Gƌade ϭϮ͟ aŶd ͞;ϳͿ ϭ Ǉeaƌ of Đollege͟ aƌe ƌeĐoded to ͞(3) high school graduate͟. 
Third, for college education the ACS variable desĐƌiptioŶ ƌeǀeals that it assigŶs ͞eaĐh degƌee the 
Ŷuŵďeƌ of Ǉeaƌs it tǇpiĐallǇ takes: ͚Ϯ Ǉeaƌs of Đollege͛ foƌ an assoĐiate's degƌee; ͚ϰ Ǉeaƌs of Đollege͛ foƌ 
a ďaĐheloƌ's degƌee; aŶd ͚ϱ+ Ǉeaƌs of Đollege͛ foƌ a graduate or pƌofessioŶal degƌee͟.167 Obviously 
one year of college is not considered to have any equivalent college degree as nothing is said about it 
iŶ the ǀaƌiaďle desĐƌiptioŶ. Theƌefoƌe, ͚ϭ Ǉeaƌ of Đollege͛ is ƌeĐoded as high sĐhool gƌaduate. This fits 
the view explained in Part B, Section 2.3.3.3.2.3 before when PSID data was standardized. 
Correspondents to associate͛s, bachelor͛s aŶd ŵasteƌ͛s degƌees aƌe eǆaĐtlǇ defiŶed ďǇ the AC“ 
variable description and are recoded that way. 
Fouƌth, the highest leǀel of the staŶdaƌdized eduĐatioŶ ǀaƌiaďle ͞Ph.D./DoĐtoƌate͟ has no 
corresponding answer in the ACS variable but seems to be included iŶ the ĐategoƌǇ ͞ϱ+ Ǉeaƌs of 
Đollege͟ iŵpliĐitlǇ. Theƌefoƌe, sepaƌate iŶĐoŵe parameters of individuals with that degree cannot be 
estimated from the American Community Survey. 
Education gained outside the U.S. had to be reported as U.S. equivalents in the American Community 
survey. Thus the ACS variable includes foreign as well as U.S. education. 
Total Personal Income 
The AC“ ǀaƌiaďle INCTOT ͞ƌepoƌts eaĐh ƌespoŶdeŶt's total pƌe-tax personal income or losses from all 
souƌĐes foƌ the pƌeǀious Ǉeaƌ͞.168 The only recoding necessary here is the coding for missing values 
from (9999999) in the ACS files to (9999) like in the PSID files.  
3.4 Reducing socio-economic groups 
This section is concerned with general Problem 3 outlined in Part B, Section 3.1. 
Problem 
The number of socio-economic groups for which income parameters have to be estimated in order to 
model the migration decision adds up to 587,520 from 2000 to 2009: With gender having two 
categories (male, female), age having 96 levels (ages 0 to 95 are reported in the ACS) and education 
                                                          
167 MiŶŶesota PopulatioŶ CeŶteƌ, UŶiǀeƌsitǇ of MiŶŶesota ΀No date Đ΁ oŶ ǀaƌiaďle EDUC, sheet ͞CoŵpaƌaďilitǇ͟. 
168 Minnesota Population Center, University of MiŶŶesota ΀No date Đ΁ oŶ ǀaƌiaďle INCTOT, sheet ͞DesĐƌiptioŶ͟. 
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having 6 levels in the ACS files there are all together 1,152 socio-economic groups in each of the 51 
U.S. states over 10 years. Even though the American Community Survey is a high density sample, the 
sample size in each group is not high enough to estimate income parameters, sometimes not having 
a single respondent in the survey (e.g., male person in Idaho being 25 years old and haǀiŶg a ŵasteƌ͛s 
degree or equivalent in 2000). Without a reliable estimation of income parameters the migration 
decision cannot be empirically analyzed. In order to achieve the sample size needed for a robust 
estimation of income parameters, the originally 587,520 socio-economic groups must be reduced by 
clustering people that are similar concerning their income parameters. This raises two problems: 
First, along which dimensions can the grouping be performed (years, U.S. states, gender, education 
and age) and second, which method can be used. 
Solution 
To get an economic intuition on which dimensions can be grouped together (different years, 
different U.S. states, men and women, different education levels, and different ages) a descriptive 
analysis on mean and variance of income is run. Insights gained are then used to apply a cluster 
analysis. Finally, economic considerations are used to further group people. 
3.4.1 Variables to be clustered 
Of all variables over which a clustering could be performed, U.S. states and years can be ruled out: 
In the theoretical model migration is triggered by differences in income between U.S. states. 
Therefore a clustering along U.S. states, that means clustering the sample of socio-economic identical 
individuals (same gender, age, education) of ,for example, Washington D.C. and Idaho, and applying 
the same income parameters to both states, does not make sense since it eliminates income 
differences between states. 
Clustering over year seems also not reasonable because of structural differences over the 10 years 
surveyed. This leaves the socio-economic characteristics gender, age, and education as potential 
candidates for clustering. 
3.4.2 Simultaneous versus separate clustering of variables 
To reduce the remaining socio-economic groups, I perform a ceteris paribus clustering for each 
variable separately (gender, education, and age). A simultaneous clustering of people who are 
similar concerning all variables (gender, education, and age) is not reasonable because it would 
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mean a clustering over all groups: For example, the same income parameters are applied to a 15 year 
old boy in New York in 2007 and a 92 year old woman in Alaska in 2009. This example already shows 
the first drawback of such a procedure. It could – and probably would because of the enormous 
number of groups – result in a clustering that makes no sense from an economic perspective. Neither 
are the socio-economic characteristics of people in the same cluster comparable nor their reasons to 
move. A second drawback exists: Clustering over all around 600,000 groups is statistically difficult. In 
principle, this could be done by several pair wise mean-difference tests.169 The problem of multiple 
two-sample tests is the accumulation of probability of error, which becomes already unacceptably 
high for relatively small numbers of groups.170 With 587,520 groups 172,589,581,440 pair wise tests 
would be necessary which will add up to almost 100% probability of error if the significance level for 
a single test would be only 1%.171 Obviously, the level of significance is dramatically rising with the 
number of pair wise tests and is therefore no option in this study with almost 600,000 groups. 
Because of the high number of socio-economic groups and for economic reasons the only 
aggregation which makes sense here is a ceteris paribus clustering separate for each variable. 
3.4.3 Descriptive analysis of income by gender, education, and age172 
The standard input parameters of the migration decision model are mean and variance of income. 
This means, that only groups that have similar means and variances of income can be clustered. To 
get an idea how gender, education and age can be clustered, mean and variance of income for each 
of these characteristics is analyzed over all other variables. 
To understand the graphs discussed in the next section, characteristics of variables on age and 
iŶĐoŵe ŵust ďe elaďoƌated: Fiƌst, Ŷote, that age is top Đoded ͞iŶ oƌdeƌ to pƌoteĐt the ĐoŶfideŶtialitǇ 
of ƌespoŶdeŶts͞173. This means, individuals at the extreme upper end of 90 years or older will not be 
reported with their true age but with the state median of all values exceeding the top codes.174 
Depending on the U.S. state, the median lies between 92 and 94 years. Second, income is only 
                                                          
169 A multiple mean-difference test tests the null hypothesis               which can only reveal that 
at least one of the samples has a mean different from the others. But it does not give an answer to the 
question which sample is similar to the other and which one is different (see Rasch, Friese, Hofman, and 
Naumann (2006), p. 27). 
170 The cumulative probability of error adds up to                   with       being the probability of 
error for each single pair wise test and  being the number of pair wise tests (see Rasch, Friese, Hofman, and 
Naumann (2006), p. 3.) 
171 The number of necessary pair wise tests  is a function of groups to be compared   and can be calculated 
by          (see Rasch, Friese, Hofman, and Naumann (2006), p. 4). 172 All graphs and source codes in SPSS can be found in folder „\American Community Survey\(2) Descriptive 
AŶalǇsis of GeŶdeƌ, Age aŶd EduĐatioŶ͟. 
173 Minnesota Population Center, University of Minnesota [No date e]. 
174 For more details about top codes, its meaning, and the actual top codes see Minnesota Population Center, 
University of Minnesota [No date e]. 
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reported for people aged 15 and older175 and is also top coded to 484,900 U.S. Dollar.176 Again, if 
income exceeds this value, the state median of all records exceeding the top code is reported. 
Finally, to get a representative sample of the U.S. population, weights as offered by the American 
Community Survey are applied for the descriptive analysis. All graphs presented exemplarily show 
data from the American Community Survey 2001. Results presented here also hold for unweighted 
means and variances. 
3.4.3.1 Gender 
The objective of the descriptive analysis is to figure out whether men and women can be clustered. 
This can be done if men and women are pair wise similar concerning (weighted) mean and 
(weighted) variance of income over all variables. Therefore, weighted mean and weighted variance of 
income depending on gender will first be analyzed over all ages, then over all education levels and 
finally over all U.S. states. If men and women are similar in (weighted) mean and (weighted) variance 
of income in all pair wise comparisons, then men and women can be grouped. 
  
                                                          
175 See Minnesota Population Center, University of Minnesota [No date c], online dictionary on variable 
͞INCTOT͟, paƌagƌaph ͞UŶiǀeƌse͟. 
176 Total personal income gives the sum from all types if income that are each top coded. These are INCWAGE 
(wage and salary income), INCBUS (non-farm business income), INCSS (Social Security income), INCWELFR 
(welfare, public assistance income), INCSUPP (Supplementary Security Income), INCINVST (interest, dividend, 
and rental income), INCRETIR (retirement income), INCOTHER (other income) (see Minnesota Population 
Center, University of Minnesota [No date c], online dictionary on variable ͞INCTOT͟, paƌagƌaph 
͞Coŵpaƌability͟). 
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Income by gender over age 
 
Figure 7: Weighted mean of income by age for men and women in 2001. Cases are weighted according to the ACS 
personal weights in order to get a representative sample of the U.S. population. 
Source: Own calculations based on data of the American Community Survey 2001. 
Figure 7, p. 105 gives the weighted mean income of men and women aged 15 or older exemplary for 
ACS wave 2001.177 While weighted mean income is almost the same for boys and girls aged 15, the 
difference gets greater each year until people turn around 50 years old with men earning 
considerably more on average than women. Even though this difference gets a little bit smaller after 
age 50, it remains enormous during whole working ages (age 16 to the statutory retirement age of 
65178) and even further. This phenomenon can be seen in all ACS waves. Only the weighted mean 
income for ages 85 differs slightly from wave to wave, while men always keep their lead except for 
the year 2000 where curves cross each other for certain ages higher than 85. The reason for the 
different structure of weighted income for people aged 85 and older is due to the declining samples 
size for older people and the top coding of age in the American Community Survey. 
                                                          
177 The ACS reports income only for people aged 15 or older (see Minnesota Population Center, University of 
MiŶŶesota ΀No date Đ΁, oŶliŶe diĐtioŶaƌǇ oŶ ǀaƌiaďle ͞INCTOT͟, paƌagƌaph ͞UŶiǀeƌse͟). The oldest person in the 
the ACS sample is aged 95 (see Minnesota Population Center, University of Minnesota [No date c], online 
dictionary oŶ ǀaƌiaďle ͞AGE͟, paƌagƌaph ͞Codes͟). 
178 Depending on year of birth the full retirement age is 65 or 66 (see U.S. Social Security Administration 
(2011)). 
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The retaining conclusion is that men have a considerably higher weighted mean income than women, 
especially during their working ages. The weighted variance of income of men and woman also 
differs systematically as can be seen in Figure 8, p. 106. 
 
Figure 8: Weighted variance of income by age for men and women in 2001. Cases are weighted according to the ACS 
personal weight in order to get a representative sample of the U.S. population. 
Source: Own calculations based on data of the American Community Survey 2001. 
Men having higher weighted mean income also have a higher weighted variance of income than 
women for all ages until they turn around 85. This can be seen for all waves from 2000 to 2009. Again 
for people aged 85 and older graphs look different from wave to wave which is due to the small 
sample size in these ages and the top coding. 
Income by gender over education levels 
Turning to education, weighted mean and weighted variance of income for a given education level 
are always greater for men than for women while this difference gets greater with every education 
level after 9th to 11th grade. This applies to all waves of data with no exception. Figure 9, p. 107 and 
Figure 10, p. 107 show the respective graphs exemplary for ACS wave 2001. 
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Figure 9: Weighted mean of income by highest education level achieved for men and women in 2001. Cases are weighted 
according to the ACS personal weight in order to get a representative sample of the U.S. population. 
Source: Own calculations based on data of the American Community Survey 2001. 
 
Figure 10: Weighted variance of income by highest education level achieved for men and women in 2001. Cases are 
weighted according to the ACS personal weight in order to get a representative sample of the U.S. population. 
Source: Own calculations based on data of the American Community Survey 2001. 
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Income by gender over state of residence 
The huge difference in weighted mean and weighted variance of income between men and women 
can also be observed over all U.S. states in all ACS waves from 2000 to 2009 with no exception. Men 
earn higher wages on average but also have a higher weighted variance of income. Figure 11, p. 109 
shows the respective graphs exemplary for ACS wave 2001.  
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Figure 11: Weighted mean (top) and variance (bottom) of income by state of residence for men and women in 2001. 
Cases are weighted according to the ACS personal weight in order to get a representative sample of the U.S. population. 
Source: Own calculations based on data of the American Community Survey 2001. 
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In summary, the descriptive analysis of income by gender clearly shows that men have a considerably 
higher weighted mean and weighted variance of income than women for all ages179, education levels, 
and U.S. states over all years. The difference between men and women gets larger the higher the 
education level is and is in particular pronounced between age 15 and 50. This shows that income 
parameters for male and female individuals must be estimated separately rather than being 
clustered to one sample at least for their working ages. A grouping of socio-economic groups along 
gender does not seem plausible. 
3.4.3.2 Education 
Income by education over age 
The graphical analysis of income by education over all ages (see Figure 12, p. 111) must be 
interpreted with some caution for people up to 20. The reason is that higher academic degrees are 
associated with a certain minimum age as it takes several years of academic studies to achieve them. 
Foƌ eǆaŵple, it is uŶƌealistiĐ that people of ϭϴ alƌeadǇ haǀe a ŵasteƌ͛s degƌee.  
Figure 12, p. 111 clearly shows that weighted mean income systematically rises with education level 
– the lowest curve gives weighted mean income of the lowest education level (8th grade or less), each 
next higher curve standing for the next higher education level with the upper curve giving weighted 
mean income of the highest education level (Master/Professional degree). 
Regarding similarities, it becomes clear that weighted mean income for the two lowest education 
levels (8th grade or less and 9th to 11th grade ) is most similar. Furthermore, differences in weighted 
mean for having a high school diploma and having aŶ assoĐiate͛s degƌee haǀe a teŶdeŶĐǇ to ďe 
relatively close compared to higher levels of education for working ages. 
                                                          
179 With only one exception for weighted mean income in 2000 for certain ages over 85. This effect is due to 
the small sample size for people in that age. 
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Figure 12 : Weighted mean of total personal income by education level in 2001. Cases are weighted according to the ACS 
personal weight in order to get a representative sample of the U.S. population. 
Source: Own calculations based on data of the American Community Survey 2001. 
Graphs giving weighted variance of income rather than weighted mean income qualitatively look 
alike for all ACS waves. They give a first indication that for working ages differences in weighted 
mean and weighted variance of income between education levels get the higher the higher the 
actual level is. This relationship does not hold for people under 20 and those over 80. While younger 
people systematically cannot achieve all education levels, the unsystematic curves for older people 
could be due to cohort effects and/or small sample sizes and top coding. 
Income by education over gender 
The relationship between education and gender was already analyzed above in Figure 9, p. 107 and 
Figure 10, p. 107. It can be seen that the results so far also hold for men and women separately. That 
is, weighted mean and weighted variance of income are the higher the higher the education level of 
a person is (true for both men and women), while the difference between education levels is 
smallest for the lowest education levels (between having finished 8th grade or less and 9th up to 11th 
grade). 
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Income by education over state of residence 
Finally, education income is analyzed for all U.S. states. Figure 13, p. 112 illustrates that the lower the 
education levels, the closer weighted mean and weighted variance of income are to the next higher 
level of education. This effect is even more pronounced for weighted variances. 
 
Figure 13: Weighted mean (top) and variance (bottom) of total personal income by education level for men and women 
in 2001. Cases are weighted according to the ACS personal weight in order to get a representative sample of the U.S. 
population. 
Source: Own calculations based on data of the American Community Survey 2001. 
It can be concluded that grouping along education levels can at best be performed for lower levels of 
education. 
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3.4.3.3 Age 
Grouping of people along age seems reasonable from an economic perspective. This view is 
supported by the graphical analysis of income over age by education (see Figure 12, p. 111) and by 
gender (see Figure 7, p. 105 and Figure 8, p. 106) discussed above. Another illustration of income by 
age is given in Figure 14, p. 113. The logarithm of weighted mean income shows that the closer age 
groups are to each other, the smaller the difference in weighted mean income is. Where individuals 
have a higher percentage rise in weighted mean income year by year for ages 15 to around 45, with 
relatively stable percentage growth in weighted mean income in the middle of their work-life, and 
falling weighted mean income afterwards (see also Figure 7, p. 105). 
 
Figure 14: Log weighted mean of total personal income by age in 2001. Cases are weighted according to the ACS personal 
weight in order to get a representative sample of the U.S. population. 
Source: Own calculations based on data of the American Community Survey 2001. 
3.4.3.4 Conclusion of descriptive analysis 
The descriptive analysis has shown that weighted mean and weighted variance of income by gender 
are considerably different in all age groups - especially during working ages- , U.S. states, and for all 
education levels. Therefore, a grouping along gender (i.e., pooling the sample of male and female 
individuals) does not make sense. Furthermore, it turned out that lower levels of education are 
associated with relatively similar weighted means and weighted variances. The same can be 
concluded for age groups next to each other which are also very similar concerning the relevant 
income parameters. Consequently, the grouping of socio-economic groups is performed over the 
dimensions age and education. 
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3.4.4 Cluster analysis 
To reduce the number of socio-economic groups by aggregation over age and education separately, a 
cluster algorithm is applied. Its goal is to group objects into clusters that are similar in terms of 
certain variables, while the difference between clusters should be as great as possible.180 This is 
exactly what must be done to reduce socio-economic groups and achieving a larger sample size in 
each group. Note that all explanations of this section equally refer to weighted and unweighted 
mean and variances. 
3.4.4.1 Clustering methods 
The cluster analysis can be performed by many different methods. I chose an agglomerative 
hierarchical cluster analysis with the Ward-Method using squared Euclidean distance measures on z-
transformed variables mean income, variance of income and age. The decision to choose this 
methods consists, first, of the type of proximity measure and, second, of the cluster model applied. 
Both are discussed in detail in this section. 
In principle, two types of proximity measures exist, namely similarity and distance measures.181 
Because absolute difference in mean and variance of income is important, distance measures are 
appropriate here.182 The right type of distance measure depends on the scale of variables considered: 
mean and variance of income are both scaled metrically. Of all distance measures for variables scaled 
metrically the squared Euclidean distance is applied because it gives greater differences of mean and 
variance of income a higher weight.183 
The cluster model chosen is the agglomerative hierarchical cluster analysis. The reasons for choosing 
a hierarchical over a partitioning method are threefold:184 First, partitioning methods need a 
predefined clustering which is then reorganized step by step until a predefined criterion is met.185 
Second, the algorithm often get stuck in local rather than a global optimum which makes it necessary 
to try different starting clusters. Third, the solution depends on the initial starting cluster chosen. In 
contrast to partitioning methods hierarchical methods either start with a single cluster including all 
records which is then split up into smaller clusters (divisive hierarchical cluster analysis) or they start 
                                                          
180 See Bortz and Schuster (2010), p. 453. 
181 See Everitt, Landau, Leese, and Stahl (2011), pp. 2-20. 
182 See Backhaus, Erichson, Plinke, and Weiber (2008), p. 408. 
183 See Backhaus, Erichson, Plinke, and Weiber (2008), p. 405. 
184 For disadvantages of the partitioning cluster algorithms see Backhaus, Erichson, Plinke, and Weiber (2008), 
p. 413. 
185 See Backhaus, Erichson, Plinke, and Weiber (2008), p. 412. 
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with each object being a separate cluster and successively merging them into larger clusters 
(agglomerative hierarchical cluster analysis). The latter is chosen here because it follows the intuitive 
approach of considering each group separately and then merging similar clusters step by step. For 
this approach, the number of final cluster must be predetermined. Within the agglomerative 
hierarchical cluster analysis the Ward-Method is used because it neither has a tendency of creating 
larger clusters nor smaller clusters but rather equally large clusters.186 This assures that mean and 
variance of income of each cluster can be estimated from almost the same sample size. 
Before performing the agglomerative hierarchical cluster analysis with the Ward-Method using 
squared Euclidean distance measures the variables of interest (mean and variance of income) are z-
transformed. This is necessary because mean and variance of income are not measured on the same 
level (variance is a squared parameter) which results in a bias by implicitly weighting differences in 
variance higher than those in mean income.187 An example may clarify the problem: A difference of 
100 units in variance of income is qualitatively not the same as the same difference in mean income. 
A difference in mean income of 100 U.S. dollar is more meaningful (i.e., implies a greater economic 
difference) than the same difference in variance of income. Therefore, mean and variance of income 
are z-transformed to assure a mean of zero and a standard deviation of one to each variable. Then a 
difference of one unit has the same weight for both variables. 
3.4.4.2 Four different types of clustering: weighted samples and same 
clustering for all years? 
Before starting the cluster algorithm, two principal questions must be addressed: First, it must be 
decided whether mean and variance should be estimated by a weighted or unweighted sample.188 
The American Community Survey offers personal weights that can be applied to get a sample 
representative of the U.S. population.189 On the one hand, it seems valuable to apply weights in order 
to get a representative estimation of income parameters. On the other hand, weighting personal 
records is especially afflicted with the danger of bias when the sample size is small and weights are 
high. 
                                                          
186 See Backhaus, Erichson, Plinke, and Weiber (2008), p. 424 f. 
187 See Backhaus, Erichson, Plinke, and Weiber (2008), p. 444. 
188 Note, that the descriptive analysis was performed for weighted samples only for illustration purposes. 
189 Personal weights are created to conform with population estimates of the Population Estimates Program 
(PEP) of the Census Bureau by geographic and demographic characteristics like gender, age, race (see U.S. 
Census Bureau (2009c), p. 11-1 ff.). 
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The second question to be answered is whether the cluster analysis should be run for each year 
separately, resulting in different clustering of people in each year, or the grouping should be the 
same in each year. Certainly, running a separate cluster analysis for each wave of data where mean 
and variance are estimated separately for each wave is the most precise approach. On the other 
hand, economic interpretation will get difficult if one and the same person would be grouped into 
different socio-economic groups in different years. For example, 32 year old individual is clustered 
with people aged 22 to 44 in 2004, while the same person is clustered with people being 25 to 32 
years old in 2006. Obviously, the estimation resulting from the different clusters would be different. 
A solution could be the pooling over years, meaning that people are clustered into groups by their 
average mean and variance of income over all years.190 This would result in stable cluster definitions 
for all years surveyed. Here again it is not clear upfront which approach is preferable. Therefore, both 
are considered as robustness checks in the analysis. 
Because of the two problems discussed above the cluster analysis is performed in four different 
ways, each resulting in different socio-economic groups for all years from 2000 to 2009. 
Cluster 
definition 
changes over 
year? 
Same cluster definition over all waves 
(so called pooled approach) 
Separate cluster definition in each year 
(so called separate approach) 
Sample 
weighted/ 
unweighted 
weighted unweighted weighted unweighted 
Abbreviation 
used when 
referring to 
the approach 
→ Pooled, 
weighted 
→ Pooled, 
unweighted 
→ “epaƌate, 
weighted 
→ “epaƌate, 
unweighted 
Table 18: Four different types of clustering: un/-weighted sample with pooled/separate cluster definition over years. 
Source: Own figure. 
These four different types of cluster analysis are performed on age and education separately. 
  
                                                          
190 This means, for each year mean and variance of income are estimated. The arithmetic mean of annually 
ŵeaŶ aŶd ǀaƌiaŶĐes is takeŶ foƌ ͞pooled ĐlusteƌiŶg͟. 
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3.4.4.3 Implementation and results of separate clustering over age and 
education191 
Cluster analysis for education 
The descriptive analysis has suggested that the two lowest education levels are most similar, while 
differences in mean and variance of income get larger for higher education levels. Therefore, the 
originally 6 education levels are reduced to 5 and 4 cluster, respectively. The results of the cluster 
analyses using the agglomerative hierarchical cluster analysis with the Ward-Method using squared 
Euclidean distance measures with mean and variance of income being z-transformed (see Part B, 
Section 3.4.4.1 for details on this method) are the same for all four different types  of clustering in all 
years (see Table 18, p. 116 for an overview of the four types of clustering).  
Education levels as available in the 
American Community Survey192 
Clustering of education levels to clusters  
iŶ Đase of … 
… ϱ education clusters … ϰ education clusters 
1 8th grade or less 1 1 
2 9th to 11th grade 1 1 
3 High school graduate 2 2 
4 AssoĐiate’s degƌee 3 2 
5 BaĐheloƌ’s degƌee 4 3 
6 Master/Professional degree or higher 5 4 
Table 19: Results of cluster analysis over education for all four cluster approaches (weighted/unweighted and 
pooled/separate). 
Source: Own calculation. All calculations can be found under path „\American Community Survey\(3) Cluster Analysis 
EduĐatioŶ͟. 
Obviously, the cluster analysis confirms the intuition of the descriptive analysis. Whether aggregation 
of education to five or even only four clusters is necessary to reach the sample size needed in each 
socio-economic group can only be decided later on when socio-economic groups are defined based 
on their clustered education level and age level. Therefore, the next step is aggregation over age. 
                                                          
191 For the cluster analysis of education levels all source codes and documentations can be found in the 
subfolders of „\American Community Survey\;ϯͿ Clusteƌ AŶalǇsis EduĐatioŶ͞. Foƌ the Đlusteƌ aŶalǇsis of ages all 
source codes and documentation can be found in the subfolders of „\American Community Survey\(4) Cluster 
AŶalǇsis Age͟. 
192 Education levels have been defined according to their availability in the American Community Survey (see 
Table 17, p. 100). 
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Cluster analysis for age 
In addition to the cluster algorithm explained above (see Part B, Sections 3.4.4.1 and 3.4.4.2), further 
economic considerations must be applied when age groups are clustered. First, besides mean and 
variance of income age must be considered as a third variable of interest. If this was not done, the 
algorithm would result in a clustering not sensible in economic terms. For example, the clustering of 
ACS wave 2000 by unweighted mean and variance of income (without considering age) to 7 clusters 
results in the following age clusters. 
Cluster 
number 
Ages included in that 
cluster 
1 16-22, 92 
2 23-28, 78, 82-84, 87-89, 93 
3 29-35, 37 
4 36, 38-41, 43, 44, 57 
5 42, 45-56, 58-61 
6 62-68 
7 69-77, 79-81, 85, 86, 94 
Figure 15: Clustering of age groups where groups should only be similar concerning mean and variance of income but not 
age. Exemplary for ACS wave 2000; clustered over unweighted sample; separate for ACS wave 2000. 
Source: Own calculations based on ACS 2000.193 
In order to cluster age groups located next to each other, it is necessary to add age as third variable 
of interest. For reasons outlined in Part B, Section 3.4.4.1 age is (like mean and variance of income) 
also z-transformed. 
Second, clustering over mean, variance, and age is performed separately for people in their work 
ages (15 to 65) and those older than full retirement age (i.e., 66 years and older=. This separation is 
done because pensioners show an unsystematic pattern of mean and variance of income as 
discussed in the descriptive analysis in Part B, Section 3.4.3. While income exhibits a downward trend 
after retirement, certain age groups have much higher mean incomes than older and younger 
pensioners (see Figure 7, p. 105 and Figure 8, p. 106). This can be due to cohort effects or the 
decreasing sample sizes for retired people since single outlier bias mean income. The unsystematic 
change in mean and variance of income can also be seen in Figure 15, p. 118. While older people 
tend to belong to higher age clusters (Cluster 6 and 7 in the example above) there are certain ages 
which break away from this pattern. For example, concerning mean and variance of income for 92 
years old people seem to be more similar to very young people aged 16 to 22 than to those being in 
their ages (usually belonging to Cluster 7). Besides these technical arguments, it makes sense from an 
                                                          
193 The ĐoƌƌespoŶdiŶg file ĐaŶ ďe fouŶd uŶdeƌ path ͞\American Community Survey\(4) Cluster Analysis Age\ 
ϰ_AC“_ϮϬϬϬ_eǆaŵple ǁithout age as ǀaƌiaďle_uŶǁeighted.ǆls͞. 
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economic perspective to separate people being in their work ages from those being retired if 
characteristic of income are of interest.  
The number of clusters necessary to achieve a sufficiently high sample size to estimate all income 
parameters cannot be determined ex ante. The reason is that the sample size of a socio-economic 
group in a certain year and U.S. state is a function of the clusters defined. Therefore, people in their 
working ages (ages 15 to 65) are clustered to different numbers of clusters from three to ten clusters, 
while those having reached full retirement age are clustered up to two clusters. 
The clustering over age groups results in very different cluster definitions depending on the four 
types of clustering (see Table 18, p. 116) and the number of clusters created. Exemplary for all 
results, Table 20, p. 119 shows the cluster definitions for separate and pooled clustering over all 
years using the weighted sample, where people in their working age are clustered to four clusters 
and retired people are clustered to two clusters. 
Number 
of 
clusters 
Separate clustering in each calendar year Pooled 
clusters 
over all 
calendar 
years 
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 
W
or
kin
g a
ge
s 1 15-23 15-24 15-24 15-24 15-24 15-22 15-24 15-24 15-24 15-24 15-24 
2 24-32 25-32 25-36 25-34 25-31 23-43 25-32 25-30 25-36 25-34 25-34 
3 33-45 33-44 37-45 35-58 32-44 35-46 33-46 31-45 37-44 35-46 35-45 
4 46-65 45-65 46-65 59-65 45-65 47-65 47-65 46-65 45-65 47-65 46-65 
Re
tir
ee
 
1 66-74 66-73 66-75 66-72 66-74 66-79 66-79 66-74 66-81 66-78 66-74 
2 75+ 74+ 76+ 73+ 75+ 80+ 80+ 75+ 82+ 79+ 74+ 
Table 20: Results of the cluster analysis over age exemplary for weighted clusters separate each year and pooled cluster 
definitions over all years. 
Source: Own calculations. All results can be found in „\American Community Survey\(4) Cluster Analysis 
Age\weighted\Ergebnisübersicht_Weighted Clusteranalyse_Age_2000-ϮϬϬ9.ǆlsǆ͟. 
Table 20, p. 119 shows that the results of the separate clustering differ between certain years. While 
the differences do not seem to be too large at first sight (e.g., Cluster 1 for people in their working 
ages being defined to include people being 15-23 years old versus people being 15-24 years old), 
they result in considerably different estimations of income parameters when sample sizes in each 
cluster go down. However, relatively small sample sizes appear quite often since people are not only 
grouped into age clusters but also into their socio-economic groups. Recall that socio-economic 
groups are defined by gender, age, and education and are further differentiated by U.S. state and 
moving year.  
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Because income estimation results might be sensitive to the type of clustering used, all four types 
will be applied in my analysis to be able to run robustness check later on. The four types of clustering 
have been performed for different predetermined numbers of clusters, i.e., education has been 
clustered to four and five clusters, people in their work ages to three to ten clusters. How many 
clusters are needed to reach the required sample size is decided in the next section. 
3.4.4.4 Deciding about final numbers of clusters and sample sizes 
After the different education and age clusters are defined, the next task is to decide which 
aggregation level (that is number of cluster) is needed to achieve a certain sample size in each socio-
economic group. To model the migration decision mean and variance of income for each socio-
economic group must be estimated. A reliable estimation can only be performed if a critical sample 
size exists. In general threshold values such as 30 are reported in the literature. 
In order to find out which level of aggregation is needed to fulfill the sample size requirements, the 
actual sample size for all possible constellations of gender, age, and education are calculated 
exemplary for ACS wave 2000 (based on weighted mean and weighted variance of income, pooled 
cluster definitions are applied, see Table 17, p. 100). Results for ACS wave 2000 are illustrated and 
discussed in this section because it is the wave with the smallest sample size, thus also being the 
most critical one concerning sample size requirements. The pooled cluster definition based on 
weighted income measures in Table 17, p. 100 is arbitrarily chosen. 
The lowest aggregation level tested here is the combination of five education clusters, six age 
clusters for people aged 15 to 65, and two age clusters for pensioners – separated by gender. Lower 
levels of aggregation on age and education are not tested because a look at the cluster definitions 
already reveals that the sample size requirements will not be met. Table 21, p. 121 gives an overview 
of the resulting socio-economic groups. Those socio-economic groups that have at least a sample size 
of ϯϬ iŶ all U.“. states iŶ ϮϬϬϬ aƌe laďeled ͞ok͟.  
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Age Cluster Education Cluster Gender Male Female 
1 15-24 years old 1 Less than high school ok ok  
2 High school graduate ok   
3 Associate's degree     
4 BaĐheloƌ͛s degƌee     
5 Master/Professional or higher degree     
2 25-30 years old 1 Less than high school     
2 High school graduate     
3 Associate's degree     
4 BaĐheloƌ͛s degƌee     
5 Master/Professional or higher degree     
3 31-34 years old 1 Less than high school     
2 High school graduate     
3 Associate's degree     
4 BaĐheloƌ͛s degƌee     
5 Master/Professional or higher degree     
4 35-45 years old 1 Less than high school     
2 High school graduate ok ok  
3 Associate's degree     
4 BaĐheloƌ͛s degƌee     
5 Master/Professional or higher degree     
5 46-61 years old 1 Less than high school     
2 High school graduate ok ok  
3 Associate's degree   ok  
4 BaĐheloƌ͛s degƌee     
5 Master/Professional or higher degree     
6 62-65 years old 1 Less than high school     
2 High school graduate     
3 Associate's degree     
4 BaĐheloƌ͛s degƌee     
5 Master/Professional or higher degree     
7 66-74 years old 1 Less than high school     
2 High school graduate     
3 Associate's degree     
4 BaĐheloƌ͛s degƌee     
5 Master/Professional or higher degree     
8 75 or older 1 Less than high school     
2 High school graduate     
3 Associate's degree     
4 BaĐheloƌ͛s degƌee     
5 Master/Professional or higher degree     
Table 21: Overview of socio-economic groups that meet the sample size requirements of at least 30 in all 51 U.S. states 
;laďeled ͞ok͟Ϳ eǆeŵplaƌǇ foƌ AC“ ǁaǀe ϮϬϬϬ.  
Source: Own calculations based on ACS wave 2000.194  
Empty cells have a sample size smaller than 30. Socio-economic group definitions resulting from the lowest aggregation 
level (8 age, 5 education and 2 gender categories). Cluster definitions resulting from weighted sample; pooled cluster 
definitions applied. 
Table 21, p. 121 includes 80 socio-economic groups (resulting from five education cluster, eight age 
cluster and two gender categories) for which the income parameters must be estimated in each of 
                                                          
194 The Excel file with the corresponding raw data and this table can be found under path „\American 
Community Survey\(5) Final Cluster Variables for Age & Education\weighted (a,b)\(5a) Pooled, 15-65, 66+,7Age 
4Edu\“aŵple “ize foƌ all Đells AC“_ϮϬϬϬ.ǆlsǆ͟. The taďle ĐaŶ ďe fouŶd oŶ sheet ͞Taďle foƌ ǁƌitteŶ ǁoƌk 
ϵAgeϱEdu͟. 
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the 51 U.S. states in order to model the migration decision. If the sample size of a certain socio-
economic group (e.g., male high school graduates being 31 to 34 years old [age cluster 3, education 
cluster 1]) is smaller than 30 in only a single U.S. state in 2000, the migration decision of all 
individuals with these socio-economic characteristics in 2000 cannot be empirically analyzed. 
Obviously, the lowest aggregation level is far away from meeting the sample size requirements 
making it impossible to model the migration decision. In 2000 it would be only eight socio-economic 
categories of people that could ďe suƌǀeǇed ;laďeled ͞ok͟ iŶ Table 21, p. 121) – an unacceptable 
situation. 
Further aggregation to only four education levels (as outlined in Table 19, p. 117) leaves the situation 
almost unaltered. Therefore, higher aggregation levels are tested step by step until four education 
levels and six age levels (four clusters for people aged 15 to 65 and two clusters for pensioners) are 
reached. Because this still does not solve the problem for most socio-economic groups, further 
aggregation is needed. First, people aged 66 and older are aggregated into one age cluster of 
͞peŶsioŶeƌs͟.  
Table 22, p. 123 gives the resulting socio-economic groups where the migration decision of people 
belonging to a socio-eĐoŶoŵiĐ gƌoup laďeled ͞ok͟ ĐaŶ ďe ŵodeled. All otheƌs ĐaŶŶot ďe ŵodeled 
because of sample sizes being smaller than 30 in at least one U.S. state in 2000. 
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Age Cluster Education Cluster Gender Male Female 
1 15-24 years old 1 Less than high school ok ok 
2 High sĐhool/AssoĐiate͛s degƌee ok ok 
3 BaĐheloƌ͛s degƌee     
4 Master/Professional or higher degree     
2 25-34 years old 1 Less than high school     
2 High sĐhool/AssoĐiate͛s degƌee ok ok 
3 BaĐheloƌ͛s degƌee     
4 Master/Professional or higher degree     
3 35-45 years old 1 Less than high school     
2 High sĐhool/AssoĐiate͛s degƌee ok ok 
3 BaĐheloƌ͛s degƌee     
4 Master/Professional or higher degree     
4 46-65 years old 1 Less than high school     
2 High sĐhool/AssoĐiate͛s degƌee ok ok 
3 BaĐheloƌ͛s degƌee     
4 Master/Professional or higher degree     
5 66 or older 
͞peŶsioŶeƌs͟ 
1 Less than high school     
2 High sĐhool/AssoĐiate͛s degƌee   ok 
3 BaĐheloƌ͛s degƌee     
4 Master/Professional or higher degree     
Table 22: Overview of socio-economic groups that meet the sample size requirements of at least 30 in all 51 U.S. states 
;laďeled ͞ok͟Ϳ eǆeŵplaƌǇ foƌ AC“ ǁaǀe ϮϬϬϬ. “oĐio-economic group definitions resulting from5 age levels, 4 education 
levels and 2 gender categories. Cluster definitions resulting from weighted sample; pooled cluster definitions applied. 
Source: Own calculations based on ACS 2000.195 
Table 22, p. 123 shows that further aggregation is needed because the income parameters for all 
people haǀiŶg ŵoƌe thaŶ a high sĐhool diploŵa oƌ assoĐiate͛s degƌee ĐaŶŶot ďe modeled in 2000. 
The situation is alike in all other ACS waves from 2000 to 2009 and all other types of clustering.196 
Although needed for sample size reasons, further aggregation using the cluster analysis along 
education or age does not sufficiently increase sample sizes. First, further aggregation over age does 
not increase sample sizes of the critical education categories (less than high school degree, Bachelor 
and Master/Professional) high enough. Second, further aggregation over education would even out 
income parameters of groups that are very different to one another (as the descriptive analysis has 
shown), while their distinction is economically meaningful. 
3.4.5 Further aggregation by economic considerations 
Deleting socio-economic groups with a sample size of less than 30 (see empty cells in Table 22, 
p. 123) from the analysis is no alternative since this means risk-attitudes cannot be estimated for 
migrants with these particular socio-economic characteristics. This would bias the results of the 
                                                          
195 The Excel file with the corresponding raw data and this table can be found under path „\American 
Community Survey\(5) Final Cluster Variables for Age & Education\weighted (a,b)\(5a) Pooled, 15-65, 66+,7Age 
4Edu\Saŵple “ize foƌ all Đells AC“_ϮϬϬϬ.ǆlsǆ͟ oŶ sheet ͞Taďle foƌ ǁƌitteŶ ǁoƌk ϰEdu ϱ A͟. 
196 See Excel Files in folder „\American Community Survey\;ϱͿ FiŶal Clusteƌ Vaƌiaďles foƌ Age & EduĐatioŶ͟ foƌ 
detailed sample sizes and socio-economic group definitions. 
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remaining observations when the relation of risk-attitudes and socio-economic characteristics is 
analyzed (third research question of my study). Therefore, further aggregation by economic 
considerations is discussed in this section. Note, in this section again all numbers discussed result 
from ACS wave 2000. Arguments and problems outlined below can be applied to all other waves as 
well. 
The first problem addressed, is the small sample size for the youngest (under 25 years old) having a 
college degree (see Table 22, p. 123). This is not surprising if it is considered that only a small fraction 
of all people under 25 is in the age ǁheƌe a ďaĐheloƌ͛s degƌee is at least theoƌetiĐal possiďle. IŶ otheƌ 
ǁoƌds, the ŵajoƌitǇ of people iŶ this age gƌoup is siŵplǇ too ǇouŶg to haǀe a ďaĐheloƌ͛s degƌee. A 
plausible solution is to summarize bachelor and master graduates for people under 25. This approach 
is also supported by the descriptive analyses where mean and variance of income of bachelor and 
master graduates are very close for people aged 15 to 24 (see Figure 12, p. 111). Because this 
aggregation still causes enormous numbers of critical cases (namely in 37 U.S. states for men and in 
33 U.S. states for women)197, it is further aggregated over gender, reducing about two thirds of these 
critical cells. Table 23, p. 126 gives an overview of the final aggregation and its resulting sample size 
in each year. 
A seĐoŶd pƌoďleŵ is the sŵall saŵple size of ŵeŶ aŶd ǁoŵeŶ ǁith eduĐatioŶ ͞Less thaŶ high sĐhool͟ 
at age of 25 and older. Therefore, men and women are summarized for the lowest education level 
for all age groups of the workforce except for those under 25. This view is also supported by Figure 9, 
p. 107 and Figure 10, p. 107, which shows that if any, gender can only be aggregated for the lowest 
education level. 
Finally, the sample size for retired people is too small in almost all cases. Because I investigate 
economic migration, it is not pensioners but people in the workforce who are in the focus of my 
study. Therefore, a higher aggregation level for retired people is legitimate (in contrast to higher 
aggregation for people in the workforce). While men and woman are still considered separately, 
eduĐatioŶ leǀels aƌe ƌeduĐed to tǁo, ŶaŵelǇ ͞eduĐatioŶ up to assoĐiate͛s degƌee͟ aŶd ͞Đollege 
degƌee͟, the latteƌ suŵŵaƌizing bachelor, master and professional degrees. 
                                                          
197 In the ACS sample of 2000 (cluster definitions based on weighted sample and pooled cluster defintions) the 
socio-economic group age 15-24, education Bachelor/Master has a sample size smaller than 30 in 37 U.S. states 
for men and 33 U.S. states for women. Detailed data can be found in file „\American Community Survey\(5) 
Final Cluster Variables for Age & Education\weighted (a,b)\(5a) Pooled, 15-65, 66+,7Age 4Edu\ Sample Size for 
all Đells AC“_ϮϬϬϬ.ǆlsǆ͟ oŶ sheet ͞ϳAge ϰ Edu – AŶalǇsis͟, Đells ͞BCϵϲ:BCϵϳ͟. 
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3.5 Final socio-economic groups and sample sizes198 
To get a better overview of the final definition of socio-economic groups and the resulting sample 
sizes reached in each group in all years, Table 23, p. 126 gives the number of states that have a 
sample size smaller than 30 (shown against a darker background) based on weighted ACS samples 
and pooled clustering.  
Table 23, p. 126 shows that there is a total of 352 cells having a sample size smaller than 30, which 
corresponds to only 2.3% of the 15,300 cells (30 age-education-gender combinations in U.S. 51 states 
over 10 years). To get an impression on how critical sample sizes are, note that if the threshold is 
reduced to a sample size of 20, the critical number is even reduced to 141 (0.92%), where mainly the 
most educated among the 25 to 34 years old people are affected by the reduction in critical cells.199  
While the pattern of critical cells (i.e., the socio-economic groups having a critical sample size 
(highlighted in Table 23, p. 126)), is the same for all four types of clustering, the number of U.S. states 
with a sample size smaller than 30 differs a lot by type of the clustering (see Table 24, p. 127). 
  
                                                          
198 All sample sizes and different levels of aggregation can be found in folder „\American Community Survey\(5) 
FiŶal Clusteƌ Vaƌiaďles foƌ Age & EduĐatioŶ͞. The ƌesultiŶg defiŶitioŶ of soĐio-economic groups presented in 
Table 23, p. 126 is applied to the individuals in all ACS sample from 2000 to 2009 in folder „\American 
Community Survey\;ϲͿ “oĐioeĐoŶoŵiĐ Gƌoup Vaƌiaďles͟. 
199 Detailed data ĐaŶ ďe fouŶd uŶdeƌ path ͞\American Community Survey\(5) Final Cluster Variables for Age & 
Education\weighted (a,b)\(5a) Pooled, 15-65, 66+,7Age 4Edu\ Problemüberischt Fallzahl GeǁiĐhtet.ǆlsǆ͞, sheet 
͞Aggƌegated; Cells <ϮϬ͟. 
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 American Community Survey 
Age Education Gender ´00 ´01 ´02 ´03 ´04 ´05 ´06 ´07 ´08 ´09 
15-24 
years 
old 
Less than high 
school 
Male 0 0 0 0 0 0 0 0 0 0 
Female 0 0 0 0 0 0 0 0 0 0 
High school/ 
Associate 
Male 0 0 0 0 0 0 0 0 0 0 
Female 0 0 0 0 0 0 0 0 0 0 
Bachelor/Master 
and higher   22 1 1 1 0 2 1 0 0 0 
25-34 
years 
old 
Less than high 
school   18 1 0 1 2 3 2 1 1 2 
High school/ 
Associate 
Male 0 0 0 0 0 0 0 0 0 0 
Female 0 0 0 0 0 0 0 0 0 0 
BaĐheloƌ’s 
degree 
Male 7 0 0 0 0 1 0 0 0 0 
Female 3 0 0 0 0 0 0 0 0 0 
Master/Profess-
ional or higher 
Male 31 10 12 10 5 7 7 7 7 7 
Female 27 4 6 2 2 6 5 4 4 2 
35-45 
years 
old 
Less than high 
school   12 0 0 0 0 1 0 1 2 1 
High school/ 
Associate 
Male 0 0 0 0 0 0 0 0 0 0 
Female 0 0 0 0 0 0 0 0 0 0 
BaĐheloƌ’s 
degree 
Male 3 0 0 0 0 0 0 0 0 0 
Female 1 0 0 0 0 0 0 0 0 0 
Master/Profess-
ional or higher  
Male 20 0 0 0 0 1 3 3 2 3 
Female 18 1 0 0 0 1 2 2 2 0 
46-65 
years 
old 
Less than high 
school   1 0 0 0 0 0 0 0 0 0 
High school/ 
Associate 
Male 0 0 0 0 0 0 0 0 0 0 
Female 0 0 0 0 0 0 0 0 0 0 
BaĐheloƌ’s 
degree 
Male 1 0 0 0 0 0 0 0 0 0 
Female 2 0 0 0 0 0 0 0 0 0 
Master/Profess-
ional or higher  
Male 3 0 0 0 0 0 0 0 0 0 
Female 7 0 0 0 0 0 0 0 0 0 
Retired 
66 and 
older 
max. Associate Male 0 0 0 0 0 0 0 0 0 0 Female 0 0 0 0 0 0 0 0 0 0 
Bachelor/Master 
and higher 
Male 9 0 0 0 0 0 0 0 0 0 
Female 15 0 0 0 0 0 0 0 0 0 
Table 23: Number of U.S. states with a sample size smaller than 30, where numbers greater than null are highlighted.  
Source: Own calculation based on ACS waves 2000 to 2009.200 Pooled cluster definition based on weighted sample. 
  
                                                          
200 The original file can be found under path „\American Community Survey\(5) Final Cluster Variables for Age 
& Education\weighted (a,b)\(5a) Pooled, 15-65, 66+,7Age 4Edu\ Problemüberischt Fallzahl Gewichtet.xlsǆ͞. The 
resulting definition of socio-economic groups is performed via SPSS-programming that can be found in folder 
„\American Community Survey\;ϲͿ “oĐioeĐoŶoŵiĐ Gƌoup Vaƌiaďles͟. 
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  ACS sample is 
Cluster 
definition weighted unweighted 
  sample size <30 
Pooled 352 (2.3%) 572 (3.7%) 
Separate 642 (3.8%) 625 (4.1%) 
  sample size <20 
Pooled 141 (0.9%) 314 (2.1%) 
Separate 493 (2.9%) 389 (2.5%) 
Table 24: Number of U.S. states summed up from 2000 to 2009 with sample size smaller than 30 by type of cluster 
definition (as percentage of total cells given in parentheses). 
Source: Own calculation based on ACS waves 2000 to 2009.201 
Note that the vast majority of critical cells in Table 24, p. 127 originates from ACS wave 2000 in all 
types of cluster definitions. 
3.6 Estimating annual income parameters by neighboring waves202 
3.6.1 Problem and solution 
Problem 
Even though the clustering of socio-economic groups has reduced the number of income parameters 
to be estimated from originally 587,520203 to 16,320 reaching much higher sample sizes, there are 
still some socio-economic groups for which income parameters cannot be estimated because of low 
sample sizes (see Table 23, p. 126 and Table 24, p. 127). Recall, that even if only a single U.S. state of 
a certain socio-economic group has a sample size smaller than 30, the migration decision of all 
individuals with this very socio-economic characteristic cannot be empirically analyzed. For example, 
in Table 23, p. 126 this is the case for all men between 46 and 65 years of age(by the time of the 
ŵoǀe iŶ ϮϬϬϬͿ ǁith a ďaĐheloƌ͛s degƌee – no matter from which country they originate or migrate to.  
                                                          
201 The oƌigiŶal file ĐaŶ ďe fouŶd uŶdeƌ path ͞\American Community Survey\(5) Final Cluster Variables for Age 
& Education\ CƌitiĐal Values Weighted ǀeƌsus UŶǁeighted.ǆlsǆ͞. 
202 All income parameters of all years are finally summarized in folder „\American Community Survey\(12) 
Taďle of all IŶĐoŵe Measuƌes iŶ all Ǉeaƌs͟, ǁheƌe files separate for each wave can be found in folder 
„\American Community Survey\;ϭϭͿ OƌigiŶal aŶd adjusted IŶĐoŵe Paƌaŵeteƌs ďǇ_“oĐEĐoŶGƌ͟. IŶĐoŵe 
parameters based only on the annual sample are can be found in folder „\American Community Survey\(7) 
Income Parameteƌs added to_IŶdiǀiduals͞. Data is theŶ Đoŵpƌessed to oŶe ƌeĐoƌd foƌ eaĐh soĐio-economic 
group in folder „\American Community Survey\;ϴͿ IŶĐoŵe Paƌaŵeteƌs ďǇ_“oĐEĐoŶGƌ͟. Income parameters 
over neighboring waves of data are estimated using all individuals available in all surrounding years in folder 
„\American Community Survey\;ϵͿ Adjusted IŶĐoŵe Paƌaŵeteƌs ďǇ_IŶdiǀiduals͞. Data is theŶ Đoŵpƌessed to 
one record for each socio-economic group in folder „\American Community Survey\(10) Adjusting Income 
Paƌaŵeteƌs ďǇ_“oĐEĐoŶGƌ͟. 
203 2 gender categories, 96 age levels, 6 education levels in 51 U.S. states from 2000 to 2009 adds up to 599,040 
socio-economic groups. 
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Sample sizes cannot be increased by further aggregation as the descriptive analysis has shown. 
‘eĐall, foƌ eǆaŵple, that ǁoŵeŶ aŶd ŵeŶ holdiŶg a ŵasteƌ͛s degƌee oƌ higheƌ degƌee diffeƌ a lot iŶ 
mean and variance of income (see Figure 9, p. 107 and Figure 10, p. 107). Therefore, other solutions 
must be found. 
Solution 
There are two competing solutions to that problem. First, migrants belonging to a socio-economic 
group with critical sample size are canceled out of the sample of migrants. This assures that risk-
attitudes analyzed in my study are based on income parameters that are estimated based on a 
sample size of at least 30. At the same time applying this solution would mean that the risk-attitude 
of people with certain socio-economic characteristics cannot be estimated. This probably distorts the 
analysis of risk-attitudes by socio-economic characteristics later on. 
The second solution is the merging of identical socio-economic groups of surrounding ACS waves. For 
example, if the sample size of the socio-economic group with men aged 25 to 34, having less than a 
high school diploma and living in Idaho, is too small in the ACS wave 2003, the sample size of the 
same socio-economic group (men aged 25 to 34, less than a high school, Idaho) from the previous 
year 2001 and the next year 2005 are merged with the sample of 2003. If the sample size of the first 
wave in 2000 is too small, it can only be merged with identical socio-economic groups in 2003; small 
sample sizes in 2009 can only be merged with identical socio-economic groups of 2007.  
This procedure can be applied because the American Community Survey is run throughout the year 
which means dollar amounts do not reflect calendar year dollars but give the amount earned in the 
last 12 month.204 Because of data privacy protection the exact date of the interview of each person is 
not given in the data. This means that income reported for a person can refer to anything from the 
previous calendar year (if the interview took place at the beginning of January) to the current year (if 
the interview took place at the end of December). As the reference periods of consecutive waves of 
data overlap anyway, merging the samples should not distort the results. 
Usually, when dollar amounts of different years are merged, they should be made comparable by 
inflation adjustment. Because of the overlapping reference periods the editor of the American 
                                                          
204 See Minnesota Population Center, University of Minnesota [No date c], online dictionary on variable 
„INCTOT͟, paƌagƌaph oŶ ͞DesĐƌiptioŶ͟. 
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Community Survey data set, the Minnesota Population Center at the University of Minnesota, itself 
does not recommend to account for inflation.205  
Since it is not clear whether an aggregation with or without inflation adjustment is the right 
approach, I decide to apply both competing solutions and run robustness checks later on. The 
inflation adjustment is performed using the percentage change of the annual average of the 
Historical Consumer Price Index for All Urban Consumers in U.S.A.206 
3.6.2 SPSS-implementation: estimation over neighboring waves 
Problem: Personal weights of different waves cannot be compared207 
Aggregating samples of identical socio-economic groups over neighboring waves is without any 
problem when samples are unweighted. But once weights are applied, this can result in considerable 
distortions. The reason is that weights of a specific year are calculated to result in representative 
samples for this specific year. This means different weights can be applied to one and the same 
person in different years depending on the structure of the U.S. population and sampling 
characteristics in that specific year.208 
Applying original weights without adjustment to the aggregated sample would distort estimations in 
an unpredictable way. A stylized example may clarify the problem. Table 25, p. 130 gives an example 
of 6 individuals aggregated over 3 waves of data with 2 individuals originating from each year. Note 
that within each year the first individual has exactly half the weight of the second individual. To 
pƌoduĐe estiŵates like ŵeaŶ iŶĐoŵe ǁithiŶ a ĐeƌtaiŶ Ǉeaƌ, eaĐh iŶdiǀidual͛s iŶĐoŵe ŵust ďe 
weighted.209 In this case it is the relation of weights between the first and the second individual in 
each year that counts rather than the absolute amount. 
  
                                                          
205 See Minnesota Population Center, University of Minnesota [No date b]. 
206 See U.S. Bureau of Labour Statistics (2001), Table 24, p. 73. 
207 Weights are adjusted separate for each year in folder „\American Community Survey\(9) Adjusted Income 
Parameters by_Individuals\;ϵďͿ iŶĐoŵe ƌaǁ, iŶflatioŶ adjusted aŶd ǁeight adjusted͞. 
208 „Weights are used to bring the characteristics of the sample more into agreement with those of the full 
population by compensating for differences in sampling rates across areas, differences between the full sample 
and the interviewed sample, and differences between the sample and independent estimates of basic 
demographiĐ ĐhaƌaĐteƌistiĐs͟ ;U.“. CeŶsus Buƌeau ;ϮϬϬϵĐͿ, pp. 11-1). For more details about how weights are 
applied in the American Community Survey see U.S. Census Bureau (2009c), pp. 11-1 to 11-20. 
209 See Minnesota Population Center, University of Minnesota [No date d]. 
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Year person was surveyed Original personal weights Adjusted personal weights 
2001 100 1/3 
2001 200 2/3 
2002 50 5/15 
2002 100 10/15 
2003 200 2/6 
2003 400 4/6 
Table 25: Example of original and adjusted personal weights when data of neighboring waves is aggregated. 
Source: Own tabulation. 
If the original weights are applied to the aggregated sample, this would mean the first person (first 
row in Table 21, p. 119) is considered to have double the weight of the third person (third row in 
Table 21, p. 119). This would be a misinterpretation as weights reported in the American Community 
Survey do not contain any information about the relation of records of one wave to any other wave. 
Weights only give the relational weights of records within the same year.  
Solution: Weights adjustment 
In order to make records of different waves comparable but still keeping their rank within each year, 
weights of each year are adjusted to 1. This approach ensures that records of each year are weighted 
equally. Adjusted weights for the example are also given in Table 25, p. 130. 
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4 Creating the final data set 
The last step of data cleaning is to merge all data sets to create the final data set from which risk-
attitudes are finally estimated. This section gives an overview of the cleaned data sets that are later 
on merged, explains how they are merged, and finally presents the structure of the final data sets. 
4.1 Stylized structure of cleaned PSID and ACS data 
The data cleaning of the Panel Study of Income Dynamics results in a cleaned data set for each 
migrant wave which includes all migrants of that particular wave with their socio-economic 
characteristics gender, age, and education at the time of the move. Due to the difficulties in defining 
education at the time of the move (see Part B, Section 2.3.3.6) each migrant has six different 
education definitions (see Table 14, p. 82). Additionally, further variables are included in the data set, 
i.e., state of origin and destination, year of the move, the Move Context Variable (Part B, Section 2.4), 
all Family Interview Numbers and Sequence Numbers from 1968 to 2009 and all other variables 
included in the Cross-Year Individual File from 1968 to 2009. Figure 16, p. 132 gives the stylized 
structure of the cleaned data set of the Panel Study of Income Dynamics. 
The cleaning of the American Community Survey results in a single data set that includes all annual 
income parameters for all socio-economic groups and the sample sizes from which the income 
parameters were estimated. Figure 17, p. 132 gives a stylized overview of the respective data set. 
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The variable on socio-economic groups in the American Community Survey is coded as follows: The 
first digit indicates the age cluster [A], the second digit indicates the education level [E], and the third 
digit indicates gender [G]. The U.S. state is indicated as [SS] by the fourth and fifth digit in the socio-
economic variable. The year of the move [YY] is indicated by the last two digits of the variable. 
In each year and for each of the U.S. 51 states there are altogether 30 combinations of gender, age, 
and education (see column on Gender [G] in Table 26, p. 133) The resulting 1,530 combinations (51 
U.S. states multiplied by 30 gender-age-education combinations) must be estimated for each of the 
10 years surveyed, which sums up to all together 15,300 socio-economic groups in my analysis. They 
result from the clustering performed in Part B, Section 3.4. Table 26, p. 133 repeats all combination 
of gender, age, and education (see also Table 23, p. 126). 
Age [A] Education [E] Gender [G] 
 
Age [A] Education [E] Gender [G] 
15-24 years 
old Less than high school 
Male 
 
46-65 
years old Less than high school   Female 
 High school/ 
Associate 
Male 
 
High school/ 
Associate 
Male 
Female 
 
Female 
Bachelor/Master and 
higher    BaĐheloƌ’s degƌee 
Male 
 
Female 
25-34 years 
old Less than high school    
Master/Professional 
or higher  
Male 
 
Female 
High school/ 
Associate 
Male 
 
Retired 66 
and older max. Associate 
Male 
Female 
 
Female 
BaĐheloƌ’s degƌee Male  
Bachelor/Master and 
higher 
Male 
Female 
 
Female 
Master/Professional 
or higher 
Male 
    Female 
    35-45 years 
old Less than high school       
    High school/ 
Associate 
Male 
    Female 
    BaĐheloƌ’s degƌee Male     Female 
    Master/ Professional 
or higher  
Male 
    Female 
    Table 26: 30 final socio-economic groups clustered for gender, age, and education which exist in each of the 51 U.S. 
states over 10 years. 
Source: Own illustration based on own calculations. Same definitions of socio-economic groups like in Table 23, p. 126. 
Socio-economic groups where gender or education has been aggregated are shown against a darker background. 
The 36 annual income parameters in Figure 17, p. 132 result from originally three parameters on 
income (namely mean, variance, and semi-variance) which are estimated for four different cluster 
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definitions (namely weighted/unweighted and pooled/separate, see Table 18, p. 116) and by three 
different samples (namely the annual sample, the a aggregated sample of surrounding waves 
adjusted only by weights and adjusted by weights and inflation). Three parameters multiplied by four 
cluster definitions multiplied by three samples results in all together 36 income parameters. 
Sample sizes only vary for the four cluster definitions and between two sample compositions 
resulting from annual data only and from data aggregated by surrounding waves. The sample size is 
the same no matter which of the three parameters is estimated or whether data of surrounding 
waves is adjusted only by weights or also by inflation. Therefore, only eight variables (four cluster 
definition multiplied by two sample compositions) on sample sizes are needed. 
4.2 Adding socio-economic group variables to cleaned PSID data211 
Problem 
For the empirical analysis migrants (identified in the Panel Study of Income Dynamics) must be 
related to their specific income parameters (estimated from the American Community Survey) 
depending on their socio-economic characteristics. Technically speaking, a single variable on socio-
economic characteristics is needed which relates migrants to income parameters. So far such a 
variable only exists in the American Community Survey, while the Panel Study of Income Dynamics 
includes variables separate for gender, age, education, and year of the move (see Figure 16, p. 132 
and Figure 17, p. 132). 
Solution 
A variable is added to the Panel Study of Income Dynamics which summarizes information about 
gender, age, education, and the year of the move in a single variable. In contrast to the socio-
economic group variable in the American Community Survey which is coded [AEG/SS/YY], the 
variable added to the Panel Study of Income Dynamics is coded [AEG/YY]. It does not include two 
digits on the U.S. state [SS] because the estimation of risk-attitudes is based on the comparison of 
income possibilities a migrant faces in all 51 U.S. states. Once migrants are defined into socio-
economic groups by gender, age, and education (see Table 26, p. 133), and information about the 
                                                          
211 The resulting SPSS data file exemplary for those moving in 2000 is „\Mover\(3) Add SocEcon 
Group\ϯ_“oĐEĐoŶ_No “tate_ϮϬϬϬ.saǀ͟. It is Đƌeated ďǇ fiƌst addiŶg Đlusteƌ ǀaƌiaďles oŶ age aŶd eduĐatioŶ that 
are the same in all years. This is done in the SPSS-Syntax file „\Mover\(1) Mover between Waves\Collect all 
ŵoǀeƌ, add EduCl aŶd AgeCl Pool.sps͟. TheŶ age Đlusteƌ ǀaƌiaďles ǁhiĐh aƌe diffeƌeŶt Ǉeaƌ ďǇ Ǉeaƌ aƌe added to 
each year separately in the SPSS Syntax file „\Mover\(2) Add Age Cluster for Separate\(2) Add Age Cluster for 
“epaƌate_ϮϬϬϬ.sps͟. FiŶallǇ, ĐoƌƌespoŶdiŶg “oĐio-Economic Group variables are added based on the cluster 
variables on education and age. This is done in the SPSS Syntax file „\Mover\(3) Add SocEcon Group\(3) Add 
“oĐEĐoŶ_No “tate_ϮϬϬϬ.sps͟. 
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year of the move is added, income parameters of all U.S. states can be compared for all people 
belonging to the same combination of gender, age, education, and year. 
Because of the six different definitions of education in the Panel Study of Income Dynamics (see 
Table 14, p. 82) and the four different cluster definitions in the American Community Survey (namely 
weighted/unweighted and pooled/separate, see Table 18, p. 116) it is not enough to add a single 
variable on socio-economic characteristics to the Panel Study of Income Dynamics. Instead, 6 
education definitions multiplied by four types of clustering results in 24 different definitions of the 
socio-economic group. Thus, 24 variables on socio-economic characteristics must be added for each 
migrant in the Panel Study of Income Dynamics. Figure 18, p. 135 illustrates all 24 combinations and 
gives the names of the variables in the resulting data set. 
4 types of clustering 
in the ACS 
(see Table 18, p. 116) 
6 education 
definition in the PSID 
(see Table 14, p. 82) 
 
24 socio-economic group 
variables for each migrants 
must be added 
Pooled clustering 
over all years by 
weighted income 
parameters 
Education 1 
… 
Education 6 
STD_SocEcon_WPool_NoSt1 
… 
STD_SocEcon_WPool_NoSt6 
Pooled clustering 
over all years by 
unweighted income 
parameters 
Education 1 
… 
Education 6 
STD_SocEcon_UNwPool_NoSt1 
… 
STD_SocEcon_UNwPool_NoSt6 
Separate clustering 
for each year by 
weighted income 
parameters 
Education 1 
… 
Education 6 
STD_SocEcon_WSep_NoSt1 
… 
STD_SocEcon_WSep_NoSt6 
Separate clustering 
for each year by 
unweighted income 
parameters 
Education 1 
… 
Education 6 
STD_SocEcon_UNwSep_NoSt1 
… 
STD_SocEcon_UNwSep_NoSt6 
Figure 18: 24 socio-economic group variables for each migrant in the Panel Study of Income Dynamics. 
Source: Own illustration based on own definitions. 
Each of the 24 socio-economic group variables defines migrants into socio-economic groups by 
gender, age, education and year [AEG/YY]. Based on this definition, income parameters for all 51 U.S. 
states can be taken from annual income estimations in the American Community Survey. 
4.3 Deriving risk-free discount factors 
In order to calculate the present value of income over the remaining lifetime and working time (as 
derived in Part A, Section 2.4.2), risk-free discount factors are needed. Depending on (i) the time of 
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the move and (ii) the time period over which income should be discounted, risk-free discount factors 
vary for each migrant. Hence, they are migrant-specific and are therefore added to the Panel Study 
of Income Dynamics.  
Risk-free discount factors are calculated in three steps: First, the planning period must be 
determined by means of adding a variable on the remaining time until reaching full retirement age 
and another variable on the remaining life expectancy to the Panel Study of Income Dynamics (see 
Part B, Section 4.3.1). Second, a table of risk-free discount factors for all years surveyed and over all 
possible time periods is estimated (see Part B, Section 4.3.2). Third, two risk-free discount factors are 
added to each migrant in the Panel Study of Income Dynamics specific to the individual time periods 
(remaining time until reaching full retirement age and life expectancy) and the year the move took 
place (see Part B, Section 4.3.3). 
4.3.1 Adding full retirement age212 and life expectancy213 
4.3.1.1 General approach 
While life expectancy is taken from the United States National Vital Statistics Reports issued by the 
National Center for Health Statistics214, the remaining years until reaching full retirement age are 
taken from the U.S. Social Security Administration215. The latter can be implemented straight forward 
as the full retirement age depends on the year a person is born. It start with those born in 1937 or 
earlier which reach full retirement age with 65 years and ends with those being born in 1960 or later 
which reach full retirement age with 67 years.216 
  
                                                          
212 For legal retirement ages depending on the year born see U.S. Social Security Administration (2011). The 
corresponding SPSS programming can be found under „\Mover\(5) Personal and Family Data Sets\ Add 
variables full retirement age, life expectancy and disount rates foƌ ƌetiƌeŵeŶt aŶd life.sps͞.  
213 Data oŶ life eǆpeĐtaŶĐǇ is ĐolleĐted iŶ the eǆĐel file ͞\Data Supplements\Average remaining lifetime in the 
United States 2000-ϮϬϬϵ_Detailed.ǆlsǆ͞ iŶ taďle „“uŵŵaƌǇ͞. 
214 For life expectancy in 2000 see Arias, Elizabeth (2002), pp. 9-12. For life expectancy in 2001 see Arias, 
Elizabeth (2004a), pp. 9-12. For life expectancy in 2002 see Arias, Elizabeth (2004a), pp. 9-12. For life 
expectancy in 2003 see Arias, Elizabeth (2006), pp. 10-13. For life expectancy in 2004 see Arias, Elizabeth 
(2007), pp. 10-13. For life expectancy in 2005 see Arias, Elizabeth, Brian L. Rostron, and Betzaida Tejada-Vera 
(2010), pp. 10-13. For life expectancy in 2006 see Arias, Elizabeth (2010), pp. 9-12. For life expectancy in 2007 
see Arias, Elizabeth (2011), pp. 10-13. For life expectancy in 2008 see Miniño, Arialdi M., Sherry L. Murphy, 
Jiaquan Xu, and Kenneth D. Kochanek (2011), p. 74, Table 6.  
215 For legal retirement ages depending on the year born see U.S. Social Security Administration (2011). 
216 See U.S. Social Security Administration (2011). 
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4.3.1.2 Data cleaning of life expectancy 
Problem: Incomplete data on life expectancy for years 2008 and 2009 
While the United States National Vital Statistics Reports includes data on life expectancy in detail for 
all ages from 0 to 100 and genders in the years 2000 to 2007, data for 2008 and 2009 is only available 
for selected ages separate for male and female citizens. Table 27, p. 137 illustrates the data structure 
exemplary for males aged 15 to 30. 
 
Raw data: Different data structure in 2008 and 2009 Solution 
Age 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2008 2009 
15 59.9 60.2 60.3 60.5 61.0 60.6 60.9 61.1 61.3 61.5 61.3 61.5 
16 59.0 59.3 59.4 59.6 60.0 59.7 59.9 60.2 
  
60.4 60.5 
17 58.0 58.3 58.4 58.6 59.0 58.7 59.0 59.2 
  
59.4 59.6 
18 57.1 57.4 57.5 57.7 58.1 57.8 58.0 58.3 
  
58.5 58.6 
19 56.2 56.4 56.5 56.7 57.2 56.8 57.1 57.3 
  
57.5 57.7 
20 55.2 55.5 55.6 55.8 56.2 55.9 56.1 56.4 56.6 56.7 56.6 56.7 
21 54.3 54.6 54.7 54.9 55.3 55.0 55.2 55.5 
  
55.7 55.8 
22 53.4 53.7 53.8 54.0 54.4 54.1 54.3 54.5 
  
54.8 54.8 
23 52.4 52.7 52.8 53.0 53.4 53.1 53.4 53.6 
  
53.8 53.9 
24 51.5 51.8 51.9 52.1 52.5 52.2 52.5 52.7 
  
52.9 52.9 
25 50.6 50.9 51.0 51.2 51.6 51.3 51.5 51.8 52.0 52.0 52.0 52.0 
26 49.7 49.9 50.1 50.3 50.7 50.4 50.6 50.9 
  
51.1 51.1 
27 48.7 49.0 49.1 49.3 49.7 49.4 49.7 49.9 
  
50.1 50.1 
28 47.8 48.1 48.2 48.4 48.8 48.5 48.8 49.0 
  
49.2 49.2 
29 46.9 47.1 47.3 47.4 47.9 47.6 47.8 48.1 
  
48.2 48.2 
30 45.9 46.2 46.3 46.5 46.9 46.6 46.9 47.1 47.3 47.3 47.3 47.3 
Table 27: Life expectancy for males ages 15 to 30 in the U.S.A. 
Only the first decimal of life expectancy is given here, while the correct number with all decimals is used for the 
calculations. Ages with missing data in 2008 and 2009 are reported against a darker background. 
Source: Own illustration based on Arias (2002, 2004a, 2004b, 2006, 2007, 2010), Arias, Rostron, and Tejada-Vera (2010), 
Miniño, Murphy, Xu, and Kochanek (2011), Kochanek, Xu, Murphy, Miniño, and Kung (2011).  
For years 2008 and 2009 life expectancy of males aged 15 to 30 is only given for males being exactly 
15, 20, 25, and 30 years old. Because detailed data on life expectancy for all age groups is missing for 
2008 and 2009, it must be decided whether data for years 2000 - 2007 is reduced to the selected age 
groups given in 2008/09 or missing data of 2008/09 is approximated. 
Solution 
Missing data for 2008/09 is approximated by linear interpolation- This means, when age rises by one 
year, life expectancy is falling by one fifth of the difference between two given life expectancies since 
there are 5 years between ages for which data is given. For example, the difference of life expectancy 
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for males aged 15 and 20 in 2008 is 4.7. Approximated life expectancy for those aged 16 in 2008 thus 
is 61.3 minus one fifth of 4.7 equals 60.4. Note that Table 27, p. 137 reports only the first decimal for 
years of life expectancy, while the exact number of years is taken for further calculations. 
Linear interpolation is chosen for two reasons: First, detailed data for years 2000 to 2007 is not lost. 
Second, life expectancy estimated for 2008/09 is consistent with data of years 2000 to 2007: in each 
year of data life expectancy is monotonically decreasing by age; with exception of the year 2005 and 
some singular cases, each age level has a trend of slightly rising life expectancy over the years 2000 
to 2009. 
4.3.2 Table of risk-free discount factors for all years and time periods217 
Problem 1: Risk-free term-structure 
The theoretical migration decision model developed in Part A needs risk-free discount factors. 
Theoretically, they can easily be determined from the term structure of interest rates. Unfortunately, 
neither the U.S. Department of the Treasury nor the U.S. Federal Reserve or the Central Reserve 
Bank of any other U.S. state publishes the term structure of interest rates for the U.S. market.218 
Solution to Problem 1 
Similar to the approach taken by the Deutsche Bundesbank219 and many other central banks220 the 
U.S. Federal Reserve Board estimates the treasury yield curves221 with the extension of the Nelson-
Siegel (1987) approach proposed by Svensson (1994).222 These estimations are available as 
continuously updated data attachments to the paper of Gurkaynak, Sack, and Wright (2006) 
continuously compounded for maturities from 1 to 30 years on a daily basis from 1961 to 
                                                          
217 Risk-fƌee disĐouŶt faĐtoƌs foƌ all Ǉeaƌs aŶd ŵatuƌities iŶĐludiŶg ƌaǁ data ĐaŶ ďe fouŶd iŶ the eǆĐel file ͞\Data 
Supplements\Gurkaynak et al. (2006) - The US Treasuy Yield Curve, 1961 to present –DATA.ǆlsǆ͞. 
218 See for an announcement concerning the U.S. Department of the Treasury U.S. Department of the Treasury 
(2011b), p. 1. Concerning the Federal Reserve Bank and all other Central Reserve Bank of U.S. states the 
stateŵeŶt is due to authoƌ͛s oǁŶ research. 
219 See Schich (1997). 
220 The term structure is also estimated with the extension of the Nelson-Siegel (1987) approach proposed by 
Svensson (1994) by the National Bank of Belgium, the Bank of France, the Bank of Italy, the Central Bank of 
Norway, the Bank of Spain and Swiss National Bank (see Bank for International Settlement (2005), pp. 1, 8, 12, 
20, 24, 28). 
221 In the context of the U.S. market the term structure is usually called yield curve (see U.S. Department of the 
Treasury (2011a)). 
222 For the procedure to estimate the term structure by the Deutsche Bundesbank see Deutsche Bundesbank 
(1997), p. 64. For the procedure to estimate the yield curve by the U.S. Federal Reserve Board see Gurkaynak, 
Sack, and Wright (2006), p. 13. 
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February 2012.223 They also publish the parameter estimates from which discount factors over 
periods longer than 30 years can easily be derived.224  
Problem 2: Exact moving date is unknown 
The term structure can be determined on a daily basis and hence might change from day to day. In 
contrast, the exact date of the move is unknown. A variable on month of the move exists, but is often 
not specific enough: Besides the exact month, respondents can only give the season the move took 
place (winter, spring, summer, fall) or they can even state they do not know it anymore.225 Because 
the month of the move is unknown for many migrants, the only thing being available for all migrants 
is the year of the move. Since the move could have been taking place during all days of the year, it is 
Ŷot Đleaƌ ǁhiĐh daǇ͛s teƌŵ stƌuĐtuƌe is ƌeleǀaŶt foƌ the ŵoǀe. This ŵeaŶs, the fƌeƋueŶĐǇ of ŵigƌatioŶ 
data (annual) and data on term structure (daily) is not congruent.  
Solution to Problem 3 
The annual term structure is approximated by simply taking the average of daily term structures of 
the respective year. Note that this approach is in line with the way income is reported in the 
American Community Survey where annual income includes income of the last 12 month.226 Because 
interviews are run throughout the year, annual income usually does not reflect calendar year dollar 
amounts depending on the time of the interview.227 
  
                                                          
223 See data set attached to Gurkaynak, Sack, and Wright (2006). 
224 See Gurkaynak, Sack, and Wright (2006), p. 15. 
225 See Institute for Social Research, Survey Research Center, University of Michigan (2008f), p. 23. 
226 See Minnesota Population Center, University of Minnesota [No date c], online dictionary on variable 
„INCTOT͟, paƌagƌaph oŶ ͞DesĐƌiptioŶ͟. 
227 See Minnesota Population Center, University of Minnesota [No date c], online dictionary on variable 
„INCTOT͟, paƌagƌaph oŶ ͞DesĐƌiptioŶ͟. 
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4.3.3 Adding migrant-specific risk-free discount factors228 
Depending on the time of the move, the remaining years until reaching full retirement age, and the 
remaining life expectancy, risk-free discount factors to calculate the present value of working life 
income and life income are added to each migrant on the Panel Study of Income Dynamics. 
4.4 Stylized structure of merged data from which risk-attitudes are 
esimted229 
So far, only isolated data sets have been discussed. Their information finally has to be combined in 
order to be able to estimate-risk-attitudes. This section gives an overview of the structure of the final 
data set. 
Recall that for each migrant income parameters are estimated in 84 different ways. Table 28, p. 141 
gives an overview. The 84 different income parameters result from different types of clustering 
(Column (1), Table 28, p. 141), different sample compositions (Column (2), Table 28, p. 141), and 
different education definitions (Column (3) Table 28, p. 141). In Table 28, p. 141 letters given in 
brackets and printed in italics constitute the file name of the respective constellations, e.g., WPoo-
Edu1_Adj. 
  
                                                          
228 All data is merged in the Excel file „\Mover\(5) Personal and Family Data Sets\ 5_Individual and Family 
Moǀeƌ.ǆlsǆ͟ oŶ sheets ͞ϱ_FaŵilǇ Data “et͟ foƌ all ŵoǀiŶg faŵilǇ ŵeŵďeƌs aŶd oŶ sheet ͞ϱ_PeƌsoŶal Data “et͟ 
for moving Heads. The results are copied to the SPSS files in folder „\Mover͞. IŶput data iŶ the EǆĐel file is 
copied from other sources as follows: Full retirement age is copied from the SPSS data file in folder „\Mover\(5) 
PeƌsoŶal aŶd FaŵilǇ Data “ets͟. Life eǆpeĐtaŶĐǇ is Đopied fƌoŵ the EǆĐel file ͞\Data Supplements\Average 
remaining lifetime in the United States 2000-ϮϬϬϵ_Detailed.ǆlsǆ͞. The taďle of ƌisk-free discount factors is 
Đopied fƌoŵ ͞\Data Supplements\Gurkaynak et al. (2006) - The US Treasuy Yield Curve, 1961 to present –
DATA.ǆlsǆ͞. 
229 Data sets for the personal migration decision including personal income parameters can be found in folder 
͞\Alpha\(1) Personal Alpha aus Maple\;ϭͿ DateŶŵaskeŶ eƌstelleŶ_ǆlsǆ͟. Data sets foƌ faŵilǇ ŵigƌatioŶ 
decisions including family income can be found in folder „\Alpha\(2) Family Alpha aus Maple\(3) Datenmasken 
ƌeleǀaŶte FaŵilieŶeiŶkoŵŵŵeŶ Head, Wife͟. 
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Types of clustering230 Composition of the total 
sample231 
Education 
Definition232 
 Pooled clustering over all years by weighted 
income parameters  
[WPool]  Pooled clustering over all years by unweighted 
income parameters [UNwPool]  Separate clustering for each year by weighted 
income parameters 
[WSep]  Separate clustering for each year by unweighted 
income parameters 
[UNwSep] 
 Annual sample  
[_]  Neighboring waves 
(adjusted by income and 
inflation)  
[_Adj]  Neighboring waves 
(adjusted only by 
weights) [Adj2] 
 Education 1 
[Edu1]  Education 2 
[Edu2]  Education 3 
[Edu3]  Education 4 
[Edu4]  Education 5 
[Edu5]  Education 6 
[Edu6] 
Family migration decision: 12 files with [Edu1]  
Personal migration decision: 72 files 
Table 28: 84 different data files to finally estimate the risk-attitude for personal and family migration decisions. 
Source: Own illustration based on own definitions. 
Since different income parameters result in different estimations of risk-attitude, I create 84 different 
data sets. Note that all data files include the same 321 decision-makers233 while only the respective 
income parameters may differ from file to file. Figure 18, p. 135 gives the stylized structure of such a 
data set eǆeŵplaƌǇ foƌ ŵigƌatioŶ deĐisioŶs ďased oŶ Head͛s individual income. The only difference to 
data sets relating to migration decision based on family income is that income parameters relate to 
faŵilǇ iŶĐoŵe ƌatheƌ thaŶ Head͛s peƌsoŶal iŶĐoŵe. 
 
                                                          
230 Reasons of the four types of clustering are discussed in detail in Part B, Section 3.4.4.2. 
231 Reasons and algorithms of the three ways to create the total sample from which income parameters are 
estimated are discussed in detail in Part B, Section 3.6. 
232 Reasons and algorithms of the six education definitions are discussed in detail in Part B, Section 2.3.3.6. 
233 Not that although each data file initially includes 321 migrants the number may be reduced later on. 
Reasons for the reduction are, for example, migration decisions where it is not clear who is the second main 
earner (usually wife) in the family. In this case the migration decision based on family income cannot be 
estimated. Other reasons are discussed in Part C. 
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As indicated in Figure 19, p. 142, each data set includes all decision-makers listed one after the next. 
The first three columns of Figure 19, p. 142 always include characteristics of the decision-maker as 
follows: 
 Unique identification of Head (PersonalMoverID) and the family he is associated with 
(FamilyMoverID) 
 The PSID code234 of the state of origin and destination 
 Personal risk-free discount factors for working life income and lifetime income 
 Socio-economic group [AEGYY] indicating the age cluster [A], education level [E], gender [G] 
and year of the move [YY]. 
In Figure 19, p. 142 the first Head has a personal and family mover ID of 1. The socio-economic group 
code reveals that Head belongs to the fourth age cluster (first digit), the fourth education level 
(second digit), is male (third digit) and has moved in 2000 (last two digits) from Iowa to Illinois (PSID-
codes 14 and 12, respectively). Recall, that the fourth age cluster this Head belongs to relates to 
different age groups and education level depending on the 84 ways income parameters are 
estimated. 
The fourth and fifth columns of Figure 19, p. 142 give all possible destination states starting with the 
actual destination state (Illinois). Note that there are 51 possible destination states since the Panel 
Study of Income Dynamics from which migrants are identified differentiates between 50 U.S. states 
and Washington D.C. In the sixth column of Figure 19, p. 142 full socio-economic group codes are 
generated for all 51 possible destination states. Digits four and five in the full socio-economic group 
code give the PSID state code in two digits (bold type in Figure 19, p. 142). 
The final data set from which risk-attitudes are estimated results from combining (i) cleaned data of 
the Panel Study of Income Dynamics (see Figure 16, p. 132), (ii) cleaned data of the American 
Community Survey (see Figure 17, p. 132), (iii) variables on socio-economic groups relating both data 
sets (see Part B, Section 4.2), and (iv) migrant-specific risk-free discount factors (see Part B, 
Section 4.3) from which income parameters for longer planning periods are derived. 
Given the full socio-economic group code [AEGSSYY] in column six of Figure 19, p. 142 all income 
parameters on all planning periods (annual income, present value of working life income, and 
lifetime income) can be merged. 
                                                          
234 The PSID state codes can be found in Table 15, p. 99. 
Page 144 
 
 
Part C – Empirical Analysis 
Part C combines the theoretical model of Part A with the data set of Part B. To be more precise, 
Part C, Section 1 empirically estimates individual migrants͛ ƌisk-attitudes in the context of migration 
(first research question of my dissertation). Part C, Section 3 answers the question on whether risk 
actually plays a significant role in the migration decision (second research question of my 
dissertation). Part C, Section 4 investigates the relation of socio-economic characteristics and risk-
attitudes in the context of economic migration (third research question of my dissertation). Finally, 
Part C, Section 5 gives a conclusion. 
1 Estimating individuals’ risk-attitudes 
1.1 Problem and solution in estimating risk-attitudes 
Based on the migration decision model of Part A, an iŶdiǀidual͛s ƌisk-attitudes can be derived from a 
replication of the migration decision observable as follows: Since the migrant chooses the destination 
state that maximizes his preference value, the preference value of all other states must be smaller or 
equal to the preference value of the actual destination state. This can be formalized in a system of 50 
linear inequalities as follows235 
 
                                                                                                                                                                                                        
(12) 
where   denotes the destination state actually chosen,                 the preference value of 
individual   in destination state   concerning the migration decision taken at time   with a planning 
period of       as fuŶĐtioŶ of the ƌespeĐtiǀe iŶdiǀidual͛s ƌisk-attitude       . 
IŶdiǀidual͛s ƌisk-attitude can then be derived by solving the system of linear inequalities for       . In 
other words, the question of the theoretical model of Part A is reversed in the sense that the variable 
of iŶteƌest is Ŷot the destiŶatioŶ state aŶǇŵoƌe ďut iŶdiǀidual͛s ƌisk-attitude       . 
  
                                                          
235 Recall that there are 51 potential destination states (50 U.S. states and Washington D.C.) of which one state 
is actually chosen as destination state. 
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Problem: Migration decision cannot be replicated 100% 
Unfortunately, the system of linear inequalities can only be solved for a small number of migration 
decisions in my data set. More precisely, depending on the way risk-attitude is estimated only 3% to 
7% of all migration decisions can perfectly be reproduced this way.  
The problem that the true migration decision cannot be replicated for most migrants is not surprising 
for two reasons: First, from a technical point of view a system of linear inequalities will have no 
solution if it contains mutually exclusive inequalities. Since the systems of linear inequalities in my 
study consist of 50 inequalities, it is not surprising that many of them have no solution. 
Second, from an economic point of view it is also not surprising that many migration decisions 
cannot be replicated 100% because the migration decision model relies solely on monetary 
determinants. Monetary determinants are probably the main drivers of economic migration but 
might not be the only determinants at the same time. Recall, for example, that psychic migrations 
costs are neglected in my analysis. 
This leaves the pƌoďleŵ of hoǁ to estiŵate iŶdiǀidual͛s ƌisk-attitude from the migration decision 
observable.  
Solution: Minimizing predictive errors 
Since the migration decision cannot be perfectly reproduced in a system of 50 inequalities, the 
parameter for risk-attitude is calibrated to the true migration decision by minimizing predictive 
errors. 
1.2 Methodology: non-linear minimization of predictive errors 
1.2.1 When does a predictive error occur? 
For any given value of risk-attitude       , a predictive error occurs when the preference value of any 
non-chosen destination state is higher than the preference value of the actually chosen destination 
state. Vice versa, there will be no predictive error if the destination state actually chosen by the 
migrant is the one with the highest or equal to the highest preference value among all potential 
destination states. In this case the migration decision can be perfectly replicated. 
Therefore, for each potential destination state   the predictive error               can be formalized as 
the maximum of zero (no predictive error) or the difference of the respective preference value of 
state   and the respective preference value of the actual destination state   as follows 
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                                                           (13) 
where                  denotes the predictive error of the model as a function of the respective 
iŶdiǀidual͛s ƌisk-attitude        that relates to the migration decision of individual  , state  , 
concerning the migration decision taken at time   with planning period      . 
While Equation (13) denotes the predictive error for one single state, the vector of predictive errors 
over all potential destination states reads as follows  
                                                        . (14) 
where                deŶotes the ǀeĐtoƌ of pƌediĐtiǀe eƌƌoƌs as fuŶĐtioŶ of the ƌespeĐtiǀe iŶdiǀidual͛s 
risk-attitude        that relates to the migration decision of individual   concerning the migration 
decision taken at time   with planning period      . 
1.2.2 Number versus magnitude of predictive errors 
In principle, predictive errors can be measured either by the pure number of errors (thereby ignoring 
their magnitude) or by weighting errors by their magnitude. In my analysis, I choose to weight errors 
by their magnitude because the pure number of errors might be misleading. To make this point clear, 
consider two scenarios resulting from two different parameter values on risk-attitude. In the first 
scenario, there are only a small number of predictive errors, but one error has a great magnitude. 
This means the model predicts the migrant to have a great preference for at least one other state 
over the actually chosen one. In the second scenario, a high number of predictive errors occur, but 
each is small in magnitude. Here the model predicts only a slight preference for other states than the 
one actually chosen. 
The two scenarios show that the magnitude of the predictive errors cannot be neglected. Otherwise 
enormous predictive errors would be equally weighted like marginal small predictive errors. Since 
this makes no sense from an economic point of view, I decide to weight predictive errors by their 
magnitude in order to account for both criteria – number and magnitude.  
1.2.3 Weighting of predictive errors: Lp-norm  
Once I decided to weight predictive errors by their magnitude, they must be aggregated to a single 
error measure in order to be able to minimize predictive errors over all potential destination states. 
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Therefore, the   -norm which considers only the absolute value of errors and additionally enables 
the weighting of predictive errors        is applied in my analysis. The   -norm is defined as236 
                                              . (15) 
where   denotes a positive integer with          . 
In my study I apply the three most common   -norms as error measures, namely one-, two- and 
infinity-norms, i.e.,          . The   -norm equally weights the absolute values of all predictive 
errors of all states. The   -norm puts greater weights on errors having a greater absolute value. It is 
also known as the standard Euclidean norm. Finally, the     -norm       puts all weight on the 
maximum absolute value of predictive error, i.e., the state with the greatest surplus in its preference 
value over the preference value of the actual destination state. The minimization of the     -norm 
can also be interpreted as minimizing the opportunity costs, i.e., the preference value of the next 
best foregone alternative compared to the actually chosen destination state.  
Since there are no arguments why one of these   -norms would be preferable over the others, all 
three measures of predictive errors are equally considered in the reminder of my study. 
1.3 Different ways to estimate risk-attitudes 
The results of the empirical analysis crucially depend on the way risk-attitudes are estimated. The 
different ways to estimate risk-attitudes are due to (i) the different possibilities to specify the model, 
(ii) gain the data input, and (iii) the different estimation procedures available. Since it is not ex ante 
clear which way to estimate risk-attitudes is the right way, I decide to keep all possible variations in 
my study. This allows me to run a far ranging sensitivity analysis on all results of my study. 
The different ways to estimate risk-attitudes relate of the following topics briefly summarized below 
(see Table 29, p. 150 and Table 30, p. 151).237 
(i) Decision problems 
Decisions based on personal versus family income: MigƌatioŶ deĐisioŶ ďased oŶ Head͛s iŶdiǀidual 
income versus family income (see Part A, Section 2.2.4). 
                                                          
236 See Yang (2008), p. 29 and Wilhelm and Brüning (1992), p. 269. 
237 The different components its problems and solutions are discussed in detail in Part B of this study. 
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Three different planning periods: The theoretical migration decision model is applied to three 
different planning periods, namely one year, time until reaching full retirement age, and time until 
reaching life expectancy (see Part A, Section 2.2.2 and 2.4.2). 
Two different risk-measures: The risk involved in the migration decision can be measured as 
variance of income or as semi-variance, i.e., the variance of short-fall below the expected income 
(Part A, Section Section 3.2). 
(ii) Ways to gain data input 
Six definitions of education: Fiƌst, iŶfoƌŵatioŶ aďout ŵigƌaŶt͛s eduĐatioŶ is Ŷot aǀailaďle foƌ eǀeƌǇ 
year but must be taken from earlier or later years of data. Second, several education variables exist 
in the data set that are not comparable to each other (see Table 14, p. 82 for a short overview and 
Part B, Section 2.3.3.6 for a detailed discussion). The six education definitions are applied only to 
ŵigƌatioŶ deĐisioŶs ďased oŶ Head͛s iŶdiǀidual iŶĐoŵe. Foƌ ŵigƌatioŶ deĐisioŶs ďased oŶ faŵilǇ 
income, the analysis is restricted to the first education definition (Edu1). The reason for the 
restriction is that the robustness of the results concerning different education definitions can already 
ďe ĐheĐked foƌ ŵigƌatioŶ deĐisioŶs ďased oŶ Head͛s iŶĐoŵe, aŶd does Ŷot Ŷeed to ďe ĐheĐked agaiŶ 
for migration decisions based on family income. 
Weighted versus unweighted sample: Income parameters can be estimates based on weighted and 
unweighted samples of the American Community Survey (see Part B, Section 3.4.4.2). 
Separate clustering for each year versus pooled clustering: To estimate income parameters for each 
combination of gender, age, and education from the American Community Survey, individuals in the 
sample must be clustered to groups for which income parameters are most similar. This can be done 
either separately for each year based on income parameters of that year or pooled over all years 
based on the mean income parameters over all years (see Part B, Section 3.4.4.2). Note that the four 
types of clustering discussed Part B, Section 3.4.4.2 already include the combination with 
weighted/unweighted income parameters. 
Three time periods from which income parameters are estimated: Income parameters are  
estimated based (i) on annual income of the year of the move, (ii) based on three years of annual 
income data (namely, the actual year of the move, the year preceding, and the one following the 
move) without inflation adjustment, and (iii) based on three years of annual income data (namely, 
the actual year of the move, the year preceding, and the one following the move) with inflation 
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adjustment. Inflation adjustment is performed using the Consumer Price Index (see Part B, 
Section 3.6). 
 (iii) Estimation procedures 
3 ways to weight predictive errors: The most common   -norms are applied, namely the one-, two- 
and infinity-norms, i.e.,           (see Part C, Section 1.2.3). 
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Decision problems Ways to gain data input Estimation 
procedure 
Income on 
which Head’s 
migration 
decision is 
based 
Planning 
period 
Risk-
measure 
Definition of 
education 
Weighting of 
sample 
Type of clustering Time periods from which 
income parameters are 
estimated 
Weighting of 
predictive errors 
Head͛s 
individual 
income 
(Ind_) 
- One year, 
i.e., annual 
(Ann) 
- Time until 
reaching full 
retirement 
age, i.e., 
working life 
(Wor) 
- Expected 
remaining 
lifetime (Lif) 
- Variance 
(Var) 
- Semi-
variance, 
i.e., Lower 
Partial 
Moment 2 
with 
reference 
value mean 
(LP2) 
- Education 1 
(Ed1) 
- Education 2 
(Ed2) 
- Education 3 
(Ed3) 
- Education 4 
(Ed4) 
- Education 5 
(Ed5) 
- Education 6 
(Ed6) 
- Weighted 
(Wei) 
- 
Unweighted 
(Unw) 
- Separate clustering for 
each year (Sep) 
- Pooled clustering over 
mean of all years (Poo) 
- Actual year of move, i.e., 
one year (One) 
- Actual, preceding and 
following year of move 
with inflation adjustment 
(Ad1) 
- Actual, preceding and 
following year of move 
without inflation 
adjustment (Ad2) 
-   -norm (L1) 
-   -norm (L2) 
-   -norm (Ma) 
 
 
1 
 
 
 
∙3 
 
 
∙2 
 
 
∙6 
 
 
∙2 
 
 
∙2 
 
 
∙3 
 
 
∙3 = 1,296 
Table 29: Overview of 1,296 ways to estimate risk-attitude foƌ ŵigƌatioŶ deĐisioŶs ďased oŶ Head’s iŶdiǀidual iŶĐoŵe. 
Source: Own illustration. Codes in parentheses are abbreviations of each component that constitute the name of variables on risk-attitude. For example, all variables on risk-attitude 
staƌtiŶg ǁith ͞IŶd_͟ ƌelate to deĐisioŶs ďased oŶ Head’s iŶdiǀidual iŶĐoŵe. 
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Decision problems Ways to gain data input Estimation 
procedure 
Income on 
ǁhiĐh Head’s 
migration 
decision is 
based 
Planning 
period 
Risk-
measure 
Definition of 
education 
Weighting of 
sample 
Type of clustering Time periods from which 
income parameters are 
estimated 
Weighting of 
predictive errors 
Family income 
(Fam_) 
- One year, 
i.e., annual 
(Ann) 
- Time until 
reaching full 
retirement 
age, i.e., 
working life 
(Wor) 
- Expected 
remaining 
lifetime (Lif) 
- Variance 
(Var) 
- Semi-
variance, 
i.e., Lower 
Partial 
Moment 2 
with 
reference 
value mean 
(LP2) 
- Education 1 
(Ed1) 
 
- Weighted 
(Wei) 
- 
Unweighted 
(Unw) 
- Separate clustering for 
each year (Sep) 
- Pooled clustering over 
mean of all years (Poo) 
- Actual year of move, i.e., 
one year (One) 
- Actual, preceding and 
following year of move 
with inflation adjustment 
(Ad1) 
- Actual, preceding and 
following year of move 
without inflation 
adjustment (Ad2) 
-   -norm (L1) 
-   -norm (L2) 
-   -norm (Ma) 
 
 
1 
 
 
 
∙3 
 
 
∙2 
 
 
∙1 
 
 
∙2 
 
 
∙2 
 
 
∙3 
 
 
∙3 = 216 
Table 30: Overview of 216 ways to estimate risk-attitude for migration decisions based on family income. 
Source: Own illustration. Codes in parentheses are abbreviations of each component that constitute the name of variables on risk-attitude. For example, all variables on risk-attitude 
staƌtiŶg ǁith ͞Faŵ_͟ ƌelate to deĐisioŶs ďased oŶ family income. 
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1.4 Numerical results of non-linear optimization 
The Mathematics and Modeling software Maple 15 and its command NLPSolve are used to find the 
risk-attitude with an accuracy of thirty digits after the decimal point that relates to the smallest 
predictive error measure by three   -norms. The 1,512 ways to estimate risk-attitude result in a total 
of 481,680 parameter values on risk-attitude that have to be estimated (321 migration decisions 
based on Head͛s iŶdiǀidual iŶĐoŵe estiŵated iŶ ϭ,Ϯϵϲ diffeƌeŶt ǁaǇs ;see Table 29, p. 150) and 304 
migration decisions based on family income estimated in 216 different ways (see Table 30, p. 151)). 
Due to the high number of estimated parameter values, only a selection of representative examples 
is discussed in this section. For all 481,680 estimation results please refer to the data storage that 
comes along with this study. The corresponding files can be found in „\Alpha\(5) Alphas, full sample, 
all variables\Family\ϭ_FaŵilǇ_Alphas ĐolleĐted fƌoŵ Maple.ǆlsǆ͟ aŶd „\Alpha\(5) Alphas, full sample, 
all variables\Personal\ϭ_PeƌsoŶal_Alphas ĐolleĐted fƌoŵ Maple.ǆlsǆ͟. 
To get a first impression of the estimated risk-attitudes, Figure 20, p. 154 plots estimated risk-
attitudes against their corresponding measurement of predictive errors exemplary for four ways to 
estimate risk-attitudes. It is noticeable, first, that all parameter values on risk-attitude are pretty 
small in absolute terms. More precisely, among all 1,512 ways to estimate risk-attitude, parameter 
values range from -0.002 to 0.004. The small values in absolute terms are not surprising but 
economically sensible for two reasons: First, recall that the preference value describes the trade-off 
of the conflicting goals expected value and variation of income, where risk-attitude is the preference 
weight put on the variation of income. Second, variation of income is measured by quadratic 
concepts variance or semi-variance, respectively, and is always much higher than the expected value. 
For example, annual income parameters in the data set amount on average to USD 36,252 for 
expected income in comparison to USD 1,734,334,982 for variance of income and USD 382,426,794 
for semi-variance of income, respectively.238 Consequently, the preference weight put on the 
variation of income must be much smaller than unity in order to gain some balance between the two 
conflicting goals expected value and variation of income. 
Second, although small in absolute terms, all scatter plots in Figure 20, p. 154 reveal that the great 
majority of migrants has a positive parameter value for risk-attitude, i.e., they are risk-averse. This is 
                                                          
238 Note that for longer planning periods the variation of income gets even greater in relation to expected 
income. Hence, parameters on risk-attitude get even smaller for longer planning periods compared to shorter 
planning periods. This can also be seen in Figure 20, p. 154 where Example 3 relates to the shortest planning 
period of one year (indicated by letters ͞AŶŶ͟ iŶ the ǀaƌiaďle͛s ŶaŵeͿ shoǁ the gƌeatest paƌaŵeteƌ ǀalues on 
risk-attitude compared to Examples 1, 2 , and 4. Vice versa, Examples 1, 2, and 4 relate to a longer planning 
period of time until reaching full retirement age (i.e., working life indicated ďǇ letteƌs ͞Woƌ͟ iŶ the ǀaƌiaďle͛s 
name), and is associated with smaller parameter values of risk-attitude compared to Example 3. 
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true for all 1,512 ways to estimate risk-attitude. Depending on the way risk-attitude is estimated, the 
percentage of risk-averse migrants ranges from 80% to 98%.239 
Third, migrants for which the migration decision can be replicated 100% can best be identified in 
Example 1. They are represented by the dots having a measured predictive error of zero. Although 
the number of perfectly predicted migration decisions is small no matter which of the 1,512 ways to 
estimate risk-attitude is considered, the effect is not easy to see in the other scatter plots. This is due 
to the concentration of dots for small positive values of risk-attitude. 
                                                          
239 Although no literature on risk-attitude in the migration context exists, the finding that the great majority of 
people turns out to be risk-averse is in line with findings of empirical literature on risk-attitude in other non-
migration domains (see, for example, Barsky, Juster, Kimball, and Shapiro (1997), Donkers, Melenberg, and van 
Soest (2001), Hartog, Ferrer-i-Carbonell, Jonker (2002), Ding, Hartog, Sun (2010), Holt and Laury (2002), 
Harrison, Lau, and Rutström (2007), and Dohmen, Falk, Huffman, Sunde, Schupp, and Wagner (2009)). 
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Figure 20: Scatter plots of risk-attitude and predictive errors for selected ways to measure risk-attitude. 
Examples relate to variables of risk-attitude (1) Fam_WeiPooVarWorMaOneEd1, (2) Fam_WeiPooVarWorL1OneEd1, (3) Fam_WeiSepLP2AnnL1Ad2Ed1, and (4) Fam_WeiPooVarWorL2OneEd1, 
ǁheƌe the ĐoŵpoŶeŶts of the ǀaƌiaďle͛s Ŷaŵe aƌe giǀeŶ iŶ Table 29 and Table 30 on p. 150 f. 
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2 Preparing estimated risk-attitudes for further empirical analyses 
2.1 Problems: outliers, point estimates, and optimal ranges 
Problem 1: Outliers with respect to risk-attitude 
The 1,512 ways to estimate risk-attitudes lead to some outliers with respect to risk-attitude. See for 
example, the lower left scatter plot of Figure 20, p. 154. Expressed in economic terms, these are the 
people that are extremely risk-averse or risk-seeking in comparison to the average migrant. Outliers 
raise three questions: Which criteria should be applied to identify outliers exactly? Do outliers bias 
the empirical analysis on the relation of socio-economic characteristics and risk-attitude? Should 
outliers be excluded from the analysis?  
Problem 2: Mixture of single unique solutions and ranges of solutions for risk-attitudes 
The non-linear optimization does not always result in a single unique solution but also in ranges of 
solutions. Ranges of solutions exist for migrants whose migration decision can be replicated 100%. 
Although the perfect replication of the migration decision is a wanted property, optimal ranges are a 
problem for further empirical analyses because no clear parameter value of risk-attitude can be 
assigned to these migrants. 
Problem 3: Missing interval boundaries of ranges of solutions for risk-attitudes 
Unfortunately, the exact interval boundaries for ranges of solutions are not reported by Maple. 
Although the missing interval boundaries can be determined in general, this is not feasible for the 
total of all 481,680240 parameter values on risk-attitude due to computer capacity restraints. 
Therefore, I distinguish between two different types of problems relating to missing interval 
boundaries as follows: 
Problem 3a: Ranges of solutions for risk-attitudes that do not transgress zero 
Even if the exact interval boundaries are not known, ranges of optimal risk-attitudes that do not 
transgress zero can still be interpreted in economic terms since positive values of risk-attitude relate 
to risk-aversion and negative values in the same variable relate to risk-seeking. 
  
                                                          
240 The 481,680 parameter values on risk-attitude ƌesult fƌoŵ ϯϮϭ ŵigƌatioŶ deĐisioŶs ďased oŶ Head͛s 
individual income estimated in 1,296 different ways (see Table 29, p. 150) and 304 migration decisions based 
on family income estimated in 216 different ways (see Table 30, p. 151). 
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Problem 3b: Ranges of solutions for risk-attitudes that transgress zero 
Once optimal ranges of risk-attitudes transgress zero, it is not clear anymore whether the migrant is 
risk-averse (positive values), risk-seeking (negative values) or risk-neutral (value of zero). 
2.2 Solution to Problem 3b: deleting ranges that transgress zero 
Problems 1 and 2  in Part C, Section 2.1 can only be tackled once it is decided on how to deal with 
missing interval boundaries of the optimal ranges of solutions (Problems 3). I start with the more 
critical problem (Problem 3b) since all remaining problems cannot be solved before Problem 3b is 
solved. 
The problem of optimal ranges only relies to migration decisions that can be replicated 100%. For 
them it is checked whether the corresponding ranges transgress zero. For example, if a predictive 
error of zero relates to an optimal risk-attitude of 0.00000135, it is checked whether the measured 
predictive error relating to a risk-attitude parameter of -0.00000001 is still zero. If this is the case, the 
respective migration decision includes an optimal range that transgresses zero. In abstract terms, the 
procedure to check whether a range transgresses zero can be described as follows: First, I switch to 
the opposite sign of zero compared to the risk-attitude value reported by Maple. Second, given the 
reversed sign, I chose the parameter value on risk-attitude that lies next to zero with an accuracy of 8 
digits after the decimal point, i.e., a value of positive or negative 0.00000001. I arbitrarily choose an 
accuracy of 8 digits to capture ranges that only slightly cross zero. If lower accuracy was chosen, it 
could be that ranges that actually transgress zero but are not detected although they actually 
transgress zero. At the same time I did not choose a greater accuracy of 9 digits or more since most 
parameter values found by Maple are no closer to zero. Third, I calculate the measured predictive 
error corresponding to positive 0.00000001, or negative 0.00000001 respectively. If it equals zero, 
the range obviously transgresses zero. 
Fortunately, depending on the way risk-attitude is estimated only 0.7% to 1.3% of all risk-attitudes 
possess optimal ranges that transgress zero. Due to this low number and because it cannot be 
differentiated between risk-averse, risk-neutral, and risk-seeking individuals, they are excluded from 
the analysis. 
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2.3 Solution to problems 1 to 3a: binary scaling of risk-attitudes 
I decide to solve Problems 1 to 3a by transforming all remaining solutions on risk-attitudes (i.e., 
single unique solutions and ranges of solutions that do not transgress zero) to a binary scaled 
variable on risk-attitude applying a threshold value of zero for the following reasons:  
First, starting from an economic point of view, the decisive threshold value for the estimated 
parameter on risk-attitude is zero because zero separates risk-averse (positive values) from risk-
neutral (value of zero), and risk-seeking (negative values) individuals. Second, risk-neutral migrants 
cannot be found in the data set which means only two categories of people are left. Third, a binary 
coding makes it possible to incorporate outliers instead of deleting them without biasing the results. 
At the same time, the problems of how to define outliers is avoided (Problem 1). Fourth, binary 
coding with threshold value zero makes single unique solutions and ranges of solutions not 
transgressing zero comparable (Problem 2) irrespective of their exact interval boundaries. This means 
fifth, the exact interval boundaries of optimal ranges do not need to be known (Problem 3). The 
latter is especially important since ranges relate to migration decisions that can be replicated 100%. 
If these records were to be excluded, the most interesting cases would be missing. Sixth, even if 
interval boundaries were to be known, a more detailed classification of people into a multilevel 
ordinal scale does not make sense due to the small number of migrants that show risk-seeking 
behavior, i.e., have a negative parameter value of risk-attitude       . This is true for all 1,512 ways to 
measure risk-attitudes. 
The binary scaling with threshold value zero is performed by three different transformation rules: 
clear-cut at threshold value zero, deleting 5% weakest risk-attitudes, and keeping only the most 
extreme half of risk-averse and risk-seeking migrants. 
First rule of transformation: Clear-cut at threshold value zero 
Numerical results on risk-attitudes are transformed to a binary variable by dividing all people into 
risk-averse and risk-seeking migrants applying a threshold value of zero. The resulting binary variable 
will be the standard dependent variable in the following analysis.241 
Second rule of transformation: deleting 5% weakest risk-attitude 
I want to acknowledge that there are certain concerns in choosing the simple first transformation 
rule. This relates to the often very small risk-attitude parameters found by Maple (see Part C, 
                                                          
241 IŶ the data set the tƌaŶsfoƌŵed ďiŶaƌǇ ǀaƌiaďle is iŶdiĐated ďǇ ͞ϮKatϯ͟. 
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Section 1.4) of which many are close to zero. For them it cannot be ruled out that applying a strict 
threshold value of zero leads to a false classification of individuals due to limited precision of input 
parameters and general limitations of the model. In order to avoid such a misclassification, 
individuals having parameter values on risk-attitude close to zero could be deleted to a certain 
degree. Since interval boundaries for certain individuals are still not known (Problem 3a from Part C, 
Section 2.1), this raises the question of which individuals exhibit the weakest degree of risk-attitude, 
i.e., whose parameter values on risk-attitude are closest to zero. 
I solve this problem, by replacing all parameter values that (i) relate to optimal ranges and (ii) do not 
transgress zero (Problem 3a), by their interval boundary lying next to zero. This means, the recoded 
risk-attitude has the right sign (because all risk-attitude parameters in the range have the same sign), 
but potentially underestimates the degree of risk-attitude. For example, if the predictive error of a 
migration decision is minimized for all risk-attitudes ranging from 0.00000135 to 0.004, the migrant is 
risk-averse concerning his migration decision. The recoded risk-attitude is set to 0.00000135. This 
value also indicates risk-averse migration behavior, but the extent of risk-aversion might be 
underestimated because the same minimal predictive error is reached for higher degrees of risk-
aversion relating to greater values of the risk-parameter. Note that the interval boundary is again 
determined with an accuracy of 8 digits after the decimal point for two reasons: First, an accuracy of 
8 digits after the decimal point results in interval boundaries that are comparable to risk-attitude 
values found by Maple since the majority of values found by Maple has their first non-zero figure at 
the 6th digit after the decimal point. Second, a higher precision of the interval boundary is associated 
with considerably more computation time needed for the estimation procedure. An accuracy of 8 
digits after the decimal points balances precision and computation time needed for the estimation. 
Once the recoding of optimal ranges to interval boundaries lying next to zero has been performed, 
the second transformation rule picks up the concerns related to the first transformation rule as 
follows: First, the 5% of all migrants that have the smallest parameter value of risk-attitude in 
absolute terms (i.e., the 5% lying closest to zero) are deleted from the sample. Those are the 5% of all 
migrants that are closest to being risk-neutral, i.e. have the smallest degree of risk-attitude. The left 
over 95% are binary coded using the threshold value of zero.242 
  
                                                          
242 IŶ the data set the tƌaŶsfoƌŵed ďiŶaƌǇ ǀaƌiaďle is iŶdiĐated ďǇ ͞ϮKatϭ͟. 
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Third rule of transformation: Keeping only most extreme half of risk-averse and risk-seeking 
migrants 
Finally, the third transformation rule addresses the concerns of misclassification by restricting the 
analysis to those migrants that belong (i) either to the most extreme half among the risk-averse or 
(ii) the most extreme half among the risk-seeking migrants.243 In other words, the sample is reduced 
to 50%. Since the sample is now restricted to migrants whose risk-attitude is more pronounced, the 
effect of socio-economic characteristics on risk-attitudes should also be more pronounced. 
2.4 4,536 ways to estimate risk-attitude 
The three transformation rules to gain a binary coded variable on risk-attitude are applied to all 
1,512 different ways to estimates risk-attitudes as outlined in Table 29, p. 150 and Table 30, p. 150. 
Consequently, the analysis on the relation of socio-economic characteristics and risk-attitudes must 
be performed for 4,536 dependent variables all of which measure risk-attitude. Table 31, p. 160 
summarizes the resulting combinations. 
                                                          
243 IŶ the data set the tƌaŶsfoƌŵed ďiŶaƌǇ ǀaƌiaďle is iŶdiĐated ďǇ ͞ϰKatϮ͟. 
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Decision problems Ways to gain data input Estimation 
procedure 
Transformation to 
binary dependent 
variable 
Income 
decision is 
based on 
Planning 
period 
Risk-measure Definition of 
education 
Weighting of 
sample 
Type of 
clustering 
Time periods from 
which income 
parameters are 
estimated 
Weighting 
of 
predictive 
errors 
Transformation rules 
Head͛s 
individual 
income 
(Ind_) 
- One year, i.e., 
annual (Ann) 
- Time until 
reaching full 
retirement age, 
i.e., working 
life 
(Wor) 
- Expected 
remaining 
lifetime (Lif) 
- Variance 
(Var) 
- Semi-
variance, i.e., 
Lower Partial 
Moment 2 
with 
reference 
value mean 
(LP2) 
- Education 1 
(Ed1) 
- Education 2 
(Ed2) 
- Education 3 
(Ed3) 
- Education 4 
(Ed4) 
- Education 5 
(Ed5) 
- Education 6 
(Ed6) 
- Weighted 
(Wei) 
- Unweighted 
(Unw) 
- Separate 
clustering 
for each 
year (Sep) 
- Pooled 
clustering 
over mean 
of all years 
(Poo) 
- Actual year of move, 
i.e., one year (One) 
- Actual, preceding and 
following year of move 
with inflation 
adjustment (Ad1) 
- Actual, preceding and 
following year of move 
without inflation 
adjustment (Ad2) 
-   -norm 
(L1) 
-   -norm 
(L2) 
-   -norm 
(Ma) 
- Threshold value zero 
(_2Kat3) 
- Deleting 5% weakest 
risk-attitudes, threshold 
value zero (_2Kat1) 
- Threshold value zero, 
only most extreme half 
of risk-averse and risk-
seeking migrants 
(_4Kat2) 
Family 
income 
(Fam_) 
- One year, i.e., 
annual (Ann) 
- Time until 
reaching full 
retirement age, 
i.e., working 
life 
(Wor) 
- Expected 
remaining 
lifetime (Lif) 
- Variance 
(Var) 
- Semi-
variance, i.e., 
Lower Partial 
Moment 2 
with 
reference 
value mean 
(LP2) 
- Education 1 
(Ed1) 
 
- Weighted 
(Wei) 
- Unweighted 
(Unw) 
- Separate 
clustering 
for each 
year (Sep) 
- Pooled 
clustering 
over mean 
of all years 
(Poo) 
- Actual year of move, 
i.e., one year (One) 
- Actual, preceding and 
following year of move 
with inflation 
adjustment (Ad1) 
- Actual, preceding and 
following year of move 
without inflation 
adjustment (Ad2) 
-   -norm 
(L1) 
-   -norm 
(L2) 
-   -norm 
(Ma) 
- Threshold value zero 
(_2Kat3) 
- Deleting 5% weakest 
risk-attitudes, threshold 
value zero (_2Kat1) 
- Threshold value zero, 
only most extreme half 
of risk-averse and risk-
seeking migrants 
(_4Kat2) 
Table 31: Overview of 4,536 ways to estimate risk-attitude separate for migration decisions ďased oŶ Head’s iŶdiǀidual iŶĐoŵe aŶd faŵilǇ iŶĐoŵe. 
Source: Own illustration. Codes in parentheses are abbreviations of each component that constitute the name of variables on risk-attitude. For example, all variables on risk-attitude 
staƌtiŶg ǁith ͞Faŵ_͟ relate to decisions based on family income. 
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3 Is risk relevant for the migration decision? 
Scatter plots in Part C, Section 1.4 have shown that risk-attitudes are (i) small in magnitude but seem 
to be different from zero, and (ii) seem to be located primarily in the positive quadrant. Hence, this 
section is concerned with the statistical test of this presumption, i.e., gives an answer to the question 
whether risk actually plays a role in the migration decision (second research question of my study).  
3.1 Hypotheses 
In order to elaborate whether risk actually plays a role in the migration decision, it must statistically 
be tested whether migrants are on average different from being risk-neutral. This null hypothesis can 
be tested with two types of data: first, with the original results on risk-attitude reported by Maple, or 
second, with the transformed binary coded variables. The first type of data is afflicted with the 
problem on how to deal with outliers and how to handle optimal ranges that do not include zero. The 
second type of data means a loss of information because it treats all risk-averse (risk-seeking) 
migrants equally although there are huge differences in the degree of risk-aversion (risk-seeking). 
Since both approaches have their pros and cons, I decide to test the null hypothesis in two different 
ways. 
Concerning the first type of data, results on risk-attitudes initially reported by Maple are cleaned by 
(i) deleting optimal ranges that include zero, and (ii) replacing risk-attitude of other optimal ranges by 
their upper/lower interval boundary lying next to zero as described in Part C, Sections 2.2 and 0. 
Since the cleaned data is scaled metrically, a simple t-test is run on each of the 1,512 ways to 
estimate risk-attitude. The corresponding null hypothesis states 
H0t-test: The average risk-attitude of migrants is zero. 
In the second type of data, risk-attitudes are scaled binary as described in Part C, Section 2.2. For 
each of the three transformation rules the following null hypothesis is tested separately using a 
binomial test as follows 
H0Binomial: Risk-averse and risk-seeking migrants are equally likely to occur. 
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3.2 Results 
3.2.1 Risk matters 
The results on significance of risk in the context of economic are striking. The H0Binomial can be 
rejected at a 1% significance level for all 4,536 ways to estimate risk-attitude by a binary variable. 
Furthermore, H0t-test can be rejected at 1% level of significance for all 1,296 migration decisions based 
oŶ Head͛s iŶdiǀidual iŶĐoŵe aŶd foƌ ϵϳ% of all Ϯϭϲ ŵigƌatioŶ deĐisioŶs ďased oŶ faŵilǇ iŶĐoŵe. 
More precisely, there are only 6 ways to estimate risk-attitude for which the 1% significance level 
does not hold; only 5 of them do not reach a significance level of 10% (see Table 32, p. 163). 
To see more details on the test statistics, investigate exemplary for the 4,536 ways to estimate risk-
attitude, the four ways to estimate risk-attitude that have already been illustrated by the scatter 
plots in Figure 20, p. 154. For them Table 32, p. 163 lists the corresponding parameter values of risk-
attitude and predictive errors in a stylized fashion. The bottom row of Table 32, p. 163 reveals that 
for these 4 ways to estimate risk-attitude the null hypothesis using both data sets and its 
corresponding test statistics can be rejected at a 1% significance level.244  
Those few exceptions for which risk-attitudes are not found to be significantly different from zero do 
not follow any systematic pattern (see Part C, Section 3.2.2 for a detailed discussion). Hence, 
concerning the second research question of my study, I conclude that risk actually plays a significant 
role in the migration decision.  
Since for all ways to estimate risk-attitudes that are significantly different from zero (i) more than 
half the migrants are risk-averse, and (ii) mean risk-attitudes are positive, I can even make a stronger 
statement: Migrants are not only significantly different from being risk-neutral, but exhibit significant 
risk-aversion on a 1% significance level in the migration context.245 
                                                          
244 The number of observations for which risk-attitudes are reported in Table 32, p. 163 is always smaller than 
304 because optimal ranges of risk-attitudes that include zero have been deleted from the sample (see, for 
example, observation 278). In contrast, for observation 275 in Table 32 the optimal range of risk-attitude does 
not include zero. Therefore, the lower boundary of the optimal range is reported as risk-attitude. 
245 Note that an additional hypothesis test on the corresponding one-sided null hypothesis (null hypothesis: 
Migrants are on average risk-seeking) is not necessary since the only difference between the two-sided and 
one-sided test is that the resulting p-values for the one-sided test amount to exactly half of the two-sided test. 
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Example 1 Example 2 Example 3 Example 4 
observation risk-attitude predictive error risk-attitude predictive error risk-attitude predictive error risk-attitude predictive error 
1 0.00000067 161363 0.00000036 230147 0.00001350 34080 0.00000039 35309231832 
2 -0.00000005 39793 -0.00000065 72367 0.00006958 19254 -0.00000019 3182644116 
3 0.00000045 86607 0.00000067 323227 0.00004512 28271 0.00000057 21165269041 
… … … … … … … … … 
276 0.00000216 61018 0.00000377 99885 0.00020384 5051 0.00000307 5327448230 
275 0.00000023 0 0.00000023 0 0.00004144 6215 0.00000023 0 
276 0.00000216 61018 0.00000377 99885 0.00020384 5051 0.00000307 5327448230 
277 0.00000035 59479 0.00000023 449636 0.00007743 21278 0.00000037 16347477451 
278 n.a. 0 n.a. 0 n.a. 0 n.a. 0 
279 0.00000220 119341 0.00000554 1310483 0.00098773 3451 0.00000378 87815436281 
280 0.00000070 131484 0.00000041 1149079 0.00005078 37316 0.00000037 90391218218 
281 0.00000014 222705 0.00000001 2784551 0.00003159 99703 0.00000011 382671939517 
282 0.00000153 102719 0.00000027 219441 0.00004503 26153 0.00000076 23828715396 
… … … … … … … … … 
300 0.00000024 146619 0.00000015 417673 -0.00000246 14381 0.00000017 46232058051 
301 0.00000048 365146 0.00000043 4779621 0.00005334 160226 0.00000041 1005026558200 
302 0.00000299 79591 0.00000006 605879 0.00002562 27485 0.00000092 37422470867 
303 0.00000208 148564 0.00000040 390904 0.00002773 14303 0.00000085 43330714371 
304 0.00000060 148854 0.00000025 1724678 0.00002728 58285 0.00000041 170957674494 
number of risk-attitudes 302 
 
302 
 
300 
 
302  
number of risk-seekers 32 
 
41 
 
21 
 
28  
mean 0.00000083 
 
0.00000082 
 
0.00009348 
 
0.00000081  
standard deviation 0.00000105 
 
0.00000137 
 
0.00021662 
 
0.00000103  
p-value H0t-test 0.00 
 
0.00 
 
0.00 
 
0.00  
p-value H0Bintomial 0.00 
 
0.00 
 
0.00 
 
0.00  
Table 32: Exemplary results of estimated risk-attitudes that are significantly different from risk-neutrality. 
Source: Own estimations. Examples are the same like in Figure 20, p. 154. Example 1 relates to Fam_WeiPooVarWorMaOneEd1, example 2 to Fam_WeiPooVarWorL1OneEd1, example 3 to 
Fam_WeiSepLP2AnnL1Ad2Ed1, example 4 to Fam_WeiPooVarWorL2OneEd1. Variable names are read as follows: Fam_ denotes decisions based on family income, Wei estimations based 
on weighted samples, Poo (Sep) pooled clustering over all years (separate for each year), Var (LP2) risk-measure variance (lower partial moment 2), Wor (Ann) planning period of working 
life (annual), Ma (L1, L2) respective Lp-norm, One (Ad2) income data of one year (three years inflation adjusted), Ed1 education definition 1 (see Table 29 and Table 30, p. 150 for an 
overview).
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3.2.2 Unsystematic exceptions where risk does not matter 
Among the 6,048 statistical tests run (4,536 binomial tests and 1,296 plus 216 t-tests) there are only 
six ways to estimate risk-attitudes for which risk-attitudes are not significantly different from risk-
neutrality at significance level 1% (see Table 33, p. 166 at the end of this section). Still, if the related 
six ways to estimate risk-attitudes followed any systematic in the sense that, for example, risk played 
no role when measured by variance, the question on whether risk played a role in the migration 
decision could not be answered per se but would depend on the way risk-attitude is estimated. Put 
differently, a clear-cut statement regarding risk matters irrespective of the way risk-attitudes are 
estimated is impossible in this case. Therefore, a systematic pattern among the non-significant ways 
to estimate risk-attitude must be ruled out. 
Similarities and differences of the six exceptions 
The six ways to estimate risk-attitude that do not result in risk-attitudes significantly different from 
risk-neutrality as tested by null hypothesis H0t-test are listed in Table 33, p. 166. All six ways relate to 
migration decisions based on family income (indicated ďǇ ͞Faŵ_͟Ϳ, iŶĐoŵe paƌaŵeteƌs estiŵated 
ďased oŶ a ǁeighted saŵples ;iŶdiĐated ďei ͞Wei͟Ϳ aŶd a ĐlusteƌiŶg sepaƌate foƌ eaĐh Ǉeaƌ ;iŶdiĐated 
ďǇ ͞“ep͟Ϳ, ƌisk-ŵeasuƌe ǀaƌiaŶĐe ;iŶdiĐated ďǇ ͞Vaƌ͟Ϳ, a plaŶŶiŶg peƌiod uŶtil ƌeaĐhiŶg full ƌetiƌeŵeŶt 
age (indicated ďǇ ͞Woƌ͟Ϳ, aŶd ͞Edϭ͟ siŶĐe foƌ ŵigƌatioŶ deĐisioŶs aƌe ďased oŶ faŵilǇ iŶĐoŵe oŶlǇ 
education definition one is applied. 
Besides this similarity (indicated by Fam_WeiSepVarWor), the six ways to estimate risk-attitude listed 
in Table 33, p. 166 differ in the way predictive errors are measured (    -Ŷoƌŵ iŶdiĐated ďǇ ͞Ma͟,   -Ŷoƌŵ iŶdiĐated ďǇ ͞Lϭ͟, aŶd   -Ŷoƌŵ iŶdiĐated ďǇ ͞LϮ͟Ϳ aŶd ǁhetheƌ iŶĐoŵe paƌaŵeteƌs are 
estimated based on income data of oŶe siŶgle Ǉeaƌ ;iŶdiĐated ďǇ ͞OŶe͟Ϳ oƌ iŶĐoŵe data oǀeƌ thƌee 
years with inflation adjustment (indicated ďǇ ͞Adϭ͟Ϳ.  
Exceptions are due to an unlucky constellations of single components 
If risk was not relevant due to one single component, like variance, half of the 1,512 ways to estimate 
risk-attitude would have been insignificant rather than six of them. Obviously, it is not one single 
component like variance that results in risk-attitudes that are not significantly different from risk-
neutrality. 
The same argument holds for two components. For example, if risk was not relevant for the 
combination of variance and a planning period of time until reaching full retirement age (working 
life), one quarter of the 1,512 ways to estimate risk-attitude would have been insignificant rather 
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than only six of them. This is not the case here. Obviously, it is not the combination of two 
components that results in risk-attitudes that are not significantly different from risk-neutrality. 
The same argument holds for combinations of up to 6 components. Only if 7 components (excluding 
the 3 ways predictive errors are estimated by   -norms) out of 8 possible components are combined 
in a very specific manner, insignificance occurs as follows: 
The first combination of 7 components that result in insignificant results irrespective the 8th 
components (  -norm) is the combination of risk-attitudes estimated based on family income (Fam), 
income parameters estimated based on a weighted samples (Wei) and a clustering separate for each 
year (Sep), risk-measure variance (Var), a planning period until reaching full retirement age (Wor), 
income parameters estimated from three years of income data adjusted by inflation (Ad1), and 
education definition one (Ed1). This combination relates to the first three ways to estimate risk-
attitudes listed in Table 33, p. 166. 
The second combination of 7 components that result in insignificant results irrespective the 8th 
components (  -norm) is the combination of risk-attitudes estimated based on family income (Fam), 
income parameters estimated based on a weighted samples (Wei) and a clustering separate for each 
year (Sep), risk-measure variance (Var), a planning period until reaching full retirement age (Wor), 
income parameters estimated from one year of income data (One), and education definition one 
(Ed1). This combination relates to the last three ways to estimate risk-attitudes listed in Table 33, 
p. 166. 
Since these exceptions relate to (i) a combination of 7 out of 8 possible components, and (ii) only 2 
out of 504 possible ways246 to combine these 7 components, I consider the exceptions from the 
significant results presented in Part C, Section 3.2.1 to be due to an unlucky constellation of 
components and not being due a systematic effect. 
  
                                                          
246 Of the all together 8 components as listed in Table 29, p. 150 and Table 30, p. 151 only 1 component, 
namely the way predictive errors are weighted, is not fixed for the 6 exceptions. The remaining 7 components 
can be combined in 504 ways, i.e., 1,512 total combinations divided by the 3 ways predictive errors can be 
estimated. 
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Way to estimate risk-attitude n number 
risk-
averse 
number 
risk-
seeking 
mean 
risk-
attitude 
standard 
deviation of 
risk-attitude 
p- 
value 
H0t-test 
p-
value 
H0Binoml 
Fam_WeiSepVarWorMaAd1Ed1 300 279 25 0.0000006 0.00000587 0.07 0.00 
Fam_WeiSepVarWorL2Ad1Ed1 300 271 33 0.0000005 0.00000584 0.15 0.00 
Fam_WeiSepVarWorL1Ad1Ed1 300 256 48 0.0000005 0.00000592 0.18 0.00 
Fam_WeiSepVarWorMaOneEd1 301 276 28 0.0000003 0.00000997 0.61 0.00 
Fam_WeiSepVarWorL1OneEd1 301 267 37 0.0000003 0.00001001 0.64 0.00 
Fam_WeiSepVarWorL2OneEd1 301 277 27 0.0000003 0.00000996 0.67 0.00 
Table 33: Ways to estimate risk-attitudes for which risk-attitudes are not significantly different from risk-neutrality. 
Source: Own illustration based on own calculations. For an overview on how to read variables names see Table 29, p. 150 
and Table 30, p. 150). N denotes the number of risk-attitudes that are considered for the statistical tests. 
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4 Risk-attitudes and socio-economic characteristics 
Since the previous section has shown that risk actually plays a significant role in the migration 
decision, this section is concerned with the analysis of the relation of risk-attitudes and socio-
economic characteristics of economic migrants (third research question of my study). Relating risk-
attitudes and socio-economic characteristics is important because it contributes to one of the crucial 
questions in migration policy: How can the desired group of young and well-educated migrants be 
attracted? 
To answer this question, Part C, Section 4.1 discusses which variables on socio-economic 
characteristics are included in the study. Part C, Section 4.2 explains the methodology of the extreme 
bounds analysis, and Part C, Section 4.3 presents empirical results on the relation of socio-economic 
characteristics and risk-attitudes in the context of economic migration. 
4.1 Overview of 32 independent variables 
The theoretical migration decision model of my analysis does not specify the socio-economic 
variables that relate to risk-attitudes. Therefore, a wide variety of socio-economic characteristics that 
were found to relate to risk-attitude in the empirical literature is entered as main effects. In addition 
to findings of the previous literature, several two-way interactions are also included. For all 32 
variables entered in my study this section presents previous findings of the literature including my 
expectation concerning sign of the corresponding coefficient. 
4.1.1 Main effects 
The three most common socio-economic characteristics in the literature on risk-attitude are gender, 
education, and age. They are found to be significantly related to the willingness to take risks in 
general (i.e., not specific-domain) or in other non-migration domains by almost all studies. Therefore, 
variables on gender, age, and education will be discussed first. After that several other socio-
economic characteristic that possibly relate to risk-attitudes in the migration context are examined. 
For an overview of all variables entered as main effects see Table 34, p. 174 at the end of this 
section. 
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Male 
The most common explanatory variable on risk-attitude is gender. Literature widely agrees that 
women are significantly more risk-averse than men in all domains ever surveyed.247 Although it is 
often hypothesized that this results from an omitted variables problem, no such findings have been 
reported in the literature so far.248 This may be due to the mostly small number of explanatory 
variables combined with mostly missing interaction terms. A shortcoming that is tackled in this study 
by accounting for altogether 32 explanatory variables including a variety of interaction terms. 
Concerning the domain of migration, I do not believe that men and women behave differently in 
taking the migration decision if it is controlled for education, age, and family ties. Still, in order to 
check the results found for other domains, a dummy variable on male Heads, namely Male, is 
entered in the analysis without a predetermined expectation. 
Education 
Although commonly surveyed, the effect of education on risk-attitudes found in the literature is not 
consistent. Only a slight majority of papers discover a significant negative effect of education on risk-
aversion249, while sometimes no effect is found at all.250 
In the migration context, I find it reasonable to believe that education is related to risk-attitudes. As 
people acquire higher education levels they might be more capable to realize and evaluate the risk 
involved in the migration decision. This might give them the feeling of controlling the risk resulting in 
a higher willingness to take risks. Quite the opposite might hold for less educated people. They might 
see the risk but are not able to control it and, therefore, prefer not to take the risk. Accordingly, 
education is entered as independent variable in this analysis with the expectation that education is 
negatively related to risk-aversion. 
                                                          
247 See for example, Barsky, Juster, Kimball, and Shapiro (1997), Powell and Ansic (1997), Donkers, Melenberg, 
and van Soest (2001), Hartog, Ferrer-i-Carbonell, and Jonker (2002), Weber, Blais, and Betz (2002), Johnson, 
Wilke, and Weber (2004), Wik, Kebede, Bergland, and Holden (2004), Nicholson, Soane, Fenton-O͛CƌeeǀǇ, aŶd 
Willman (2005), Bonin, Constant, Tatsiramos, and Zimmermann (2006), Grazier and Sloane (2006), Jaeger, 
Bonin, Dohmen, Falk, Huffman, and Sunde (2007), Jaeger, Dohmen, Falk, Huffman, Sunde, and Bonin (2008), 
Badunenko, Barasinska, and Schäfer (2009), Dohmen, Falk, Huffman, Sunde, Schupp, and Wagner (2009), 
Umblijs (2012). An exception who did not find a significant relation is Harrison, Lau, and Rutström (2007). 
248 See for example, Badunenko, Barasinska, and Schäfer (2009), p.9. 
249 A negative effect of education on risk-aversion, i.e., a higher willingness to take risks for those with higher 
levels of education, is found, for example, by Donkers, Melenberg, and van Soest (2001), Bonin, Constant, 
Tatsiramos, Zimmermann (2006), Jaeger, Bonin, Dohmen, Falk, Huffman, and Sunde (2007), Jaeger, Dohmen, 
Falk, Huffman, Sunde, and Bonin ( 2008), Umblijs (2012). The opposite is found by Harrison, Lau, and Rutström 
(2007) while Ferrer-i-Carbonell, and Jonker (2002) do not find any significant effect. 
250 See for example, Wik, Kebede, Bergland, and Holden (2004). 
Page 169 
 
 
The quantification of education used in this study refers to the highest level of education achieved by 
Head at the time of the move. It was originally scaled ordinally on an eight point scale (see Part B, 
Section 2.3.3.3.1). In order to include the education variable in the regression analysis, a dummy 
coding with seven dummies is necessary. This results in very low frequencies for some levels of risk-
attitude which means estimated coefficients are not very reliable – sometimes coefficients cannot be 
estimated at all. The problem is even more severe when possible interaction effects are entered later 
on. Therefore, the original eight education levels are reduced to a three-point scale as follows251 
 Less than high school graduate  High sĐhool gƌaduate/AssoĐiate͛s degƌee  BaĐheloƌ͛s degƌee aŶd higheƌ. 
Foƌ the duŵŵǇ ĐodiŶg eduĐatioŶ leǀel ͞Less thaŶ high sĐhool͟ is ĐhoseŶ as ƌefeƌeŶĐe ĐategoƌǇ. 
DuŵŵǇ ǀaƌiaďle ͞EduϮ͟ ƌefeƌs to a ŵaǆiŵuŵ eduĐatioŶ of high sĐhool gƌaduatioŶ oƌ having an 
assoĐiate͛s degƌee. DuŵŵǇ ǀaƌiaďle ͞Eduϯ͟ ƌefeƌs to those haǀiŶg a Đollege degree (Bachelor and 
higher). 
Age 
Age in its linear form has been found to be related significantly positive to risk-aversion by almost all 
studies.252 For example, Donkers, Melenberg, and van Soest (2001), Nicholson, Soane, Fenton-
O͛CƌeeǀǇ, aŶd WillŵaŶ ;ϮϬϬϱͿ, DohŵeŶ, Falk, HuffŵaŶ, “uŶde, “Đhupp, aŶd WagŶeƌ ;ϮϬϬϵͿ, and 
Umblijs (2012) who survey risk-aversion in several other non-migration domains and general risk-
aversion (i.e., risk-aversion that is no related to any specific domain).  
To test previous findings for the migration context, age in its linear form is included as independent 
variable without any predetermined expectation. 
AgeSquare 
Recent studies have shown that a nonlinear effect of age on risk-attitudes in non-migration domains 
exists. Harrison, Lau, and Rutström (2007), for example, analyze age groups and find people in their 
                                                          
251 Note that the education definition in Part B was needed to estimate income parameters as data input for 
the empirical analysis. Once data input is gained, the education definition of Part B is no longer required. In 
contrast, the education definition applied in Part C has another meaning. It is applied to migrants in order to 
analyze the relation of education and risk-attitudes. The necessity to reduce the levels of the education 
variables in Part C is due to the methodology used here which is a consequence of the numerical results. It is 
therefore discussed in this section rather than in Part B. 
252 A rare exception is Hartog, Ferrer-i-Carbonell, and Jonker (2002) who find a significant though unequivocal 
effect depending on the sample used or Wik, Kebede, Bergland, and Holden (2004) who do not find any linear 
effect. 
Page 170 
 
 
middle-ages (40 to 50 years old) to be most risk-averse compared to younger and older people. Many 
other studies have included age in the form of a quadratic age term in order to capture the possibly 
parabolic type of relation between age and risk-attitudes. They find age squared to be a significant 
determinant but their results are inconsistent. Hallahan, Faff, and McKenzie (2004) conclude that for 
the domain of finance risk-aversion increases at an increasing rate as age increases.253 Others like 
Bonin, Constant, Tatsiramos, and Zimmermann (2006) find similar effects for the domains of finance, 
car driving, and career for people in their early twenties and older.254 In contrast, the same authors 
find opposing effects for the willingness to take risks in general (i.e. not domain-specific), in sports 
and leisure, and in trusting strangers. In these domains risk-aversion increases up to ages 27, 40, and 
28, respectively and decreases at an increasing rate as age increases afterwards.255  
The findings of the literature show, that first, besides the simple linear implementation of age at 
least its marginal effect must be included using age squared. Second, the effect of age on risk-
aversion is domain-specific. Hence, results found in non-migration domains cannot to be transferred 
to the migration context and AgeSquared is entered in my study as independent variable without a 
predetermined expectation. 
Family size: Number of family members in the wave before/after the move 
The effect of family size on risk-attitudes has been surveyed mostly for farmers in less developed 
countries where Heads of bigger families showed significantly lower risk-aversion compared to Heads 
of smaller families.256 The opposite effect is reported for studies in developed countries like Hallahan, 
Faff, and McKenzie (2004), Muñoz and González (2011), Xiao, Alhabeeb, Hong, and Haynes (2001), 
while Harrison, Lau, and Rutström (2007) and Säve-Söderbergh (2012) do not find any effect. 
Concerning migration risk, I can imagine two opposing effects of family size. On the one hand, a 
higher number of family members might indicate a stronger family background where people 
support each other therefore reducing risk-aversion. On the other hand, more people could also 
mean more financial responsibility for Head which would increase risk-aversion. Because of the 
                                                          
253 This holds for individuals being older than 4.6 years. I calculate this turning point by means of the regression 
coefficients estimated by Hallahan, Faff, and McKenzie (2004), p. 67. 
254 The willingness to take risks in the domains of car driving, finance investment, and career increases up to 
ages 20, 23, and 19, respectively. Afterwards the willingness to take risks in these domains decreases by an 
increasing rate as age increases. Turning points can be calculated by regression coefficients reported by Bonin, 
Constant, Tatsiramos, and Zimmermann (2006), p. 8. A similar relation was found by Säve-Söderbergh (2012) 
with a turning point at age 31. 
255 I calculate these turning points from regression coefficients reported by Bonin, Constant, Tatsiramos, and 
Zimmermann (2006), p. 8. 
256 See for example, Wik, Kebede, Bergland, and Holden (2004). 
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opposing arguments and the inconclusive findings in the literature the variable is added without any 
predetermined expectation. 
Note that a variable for family size at the time of the move is not available since migration takes 
place between two waves of data of the Panel Study of Income Dynamics. Therefore, it is not clear 
whether the number of family members in the wave before or after the move is decisive for the 
migration decision. For that reason, both variables are added. This is not problematic as it can be 
hypothesized that both variables measure the same aspect: family size.  
Single, Pair, and Family 
Although family size has often been found to be significantly related to risk-attitudes, it might not be 
appropriate in the context of economic migration. Instead of family size itself, more precise 
indicators might be (i) the number of people actually moving with Head and (ii) their personal 
relation to Head. Both aspects are captured by dummy the variables Single, Pair, and Family that are 
included in my study for the following reason: 
Head as decision-maker is responsible for (i) the migration decision and (ii) people directly affected 
by it. Certainly, those people moving together with Head as a family are directly affected by the 
migration decision. Hence, Head is responsible for them in taking the migration decision. For non-
ŵoǀiŶg faŵilǇ ŵeŵďeƌs Head͛s ƌespoŶsiďilitǇ is Ŷot Đleaƌ. CoŶsideƌ the folloǁiŶg tǁo eǆaŵples. Fiƌst, 
it could be that non-moving family members are roommates without any closer relation to Head. 
NatuƌallǇ, uŶƌelated ƌooŵŵates aƌe Ŷot affeĐted ďǇ the Head͛s ŵigƌatioŶ deĐisioŶ. “eĐoŶd, ŶoŶ-
moving family members include those that decided to leave the family or refused to move. Here 
again, these individuals are not directly affected by the migration decision. In both examples, non-
moving family members are not affected by the migration decision which means, concerning the 
migration decision Head is not responsible for them.  
A single-move (dummy variable Single) takes place when Head moves on his own without members 
of the old or new family. In this case Head is only responsible for himself. A pair-move (dummy 
variable Pair) takes place when two people who are indicated to be a pair move together with or 
without newborns. Note that in contrast to other studies which included a dummy on marriage,257 
the pair dummy used in this study also includes unmarried partnerships. This is done with intention. 
                                                          
257 See for example, Hallahan, Faff, and McKenzie (2004), Bonin, Constant, Tatsiramos, and Zimmermann 
(2006), Grazier and Sloane (2006), Harrison, Lau, and Rutström (2007), Bertocchi, Brunetti, and Torricelli 
(2008), Jaeger, Dohmen, Falk, Huffmann, Sunde, and Bonin (2008), Dohmen, Falk, Huffman, Sunde, Schupp, 
aŶd WagŶeƌ ;ϮϬϬϵͿ, Muñoz aŶd GoŶzález ;ϮϬϭϭͿ, O͛DoŶŶell ;ϮϬϭϭͿ, BuuƌŵaŶ, Delfgaauǁ, Duƌ, aŶd ǀaŶ deŶ 
Bossche (2012). 
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The reason is that for the investigation period 2000 to 2009 it is questionable whether the migration 
decisions of Heads living in a partnership where people (i) live together, (ii) move together, and 
(iii) report their relation in a national survey, are significantly different from migration decisions 
taken by married Heads. Maybe this unreasonable distinction made in the previous literature is the 
reason for the ambiguous results found: Bonin, Constant, Tatsiramos, and Zimmermann (2006) and 
others258 using data from the German Socio-Economic Panel (SOEP) wave 2004 found married 
individuals to be significantly more risk-averse than unmarried individuals in general, and in the 
domains driving, finance, sports and leisure, career, health, and trusting strangers. The complete 
opposite is reported for financial risk-taking of married individuals in Italy, Spain, Ireland, and the 
United Kingdom259, while some authors do not find any significant relation of marriage and risk-
attitude like Harrison, Lau, and Rutström (2007) or Buurman, Delfgaauw, Dur, and van den Bossche 
(2012). 
Finally, family-moves (indicated by the dummy variable Family) take place when (i) either two people 
move together as a family who are no pair before or after the move, or (ii) more than two people 
move together as a family where two of them could be a pair but not necessarily have to. Family-
moves are distinguished from pair-moves because it seems reasonable that it makes a difference 
ǁhetheƌ ŵigƌatioŶ deĐisioŶs aƌe takeŶ oŶ ďehalf of ͞oŶlǇ͟ the paƌtŶeƌ ;aŶd poteŶtiallǇ ŶeǁďoƌŶs 
around the time of the move) or on behalf of more people for several reasons: First, by definition, 
Head is the one bearing the most financial responsibility for the family. This means, the greater the 
family, the higher the potential financial obligations of Head. This argument goes in the same 
direction like the argument on the number of dependents (usually children) in the household which 
is sometimes found in the literature, but again with ambiguous results. Some authors find the 
number of dependents significantly positive related to risk-aversion like Hallahan, Faff, and McKenzie 
(2004), Bonin, Constant, Tatsiramos, and Zimmermann (2006), or Buurman, Delfgaauw, Dur, and van 
den Bossche (2012), while others find the opposite effect260 or no significant effect261. Another 
reason to distinguish between pair-moves and family-moves is that second, it is reasonable to 
assume that the sheer number of people moving with Head influences his migration decision for 
organizational reasons. For example, the more people moving together the more housing space is 
                                                          
258 See Jaeger, Dohmen, Falk, Huffmann, Sunde, and Bonin (2008) and Dohmen, Falk, Huffman, Sunde, Schupp, 
and Wagner (2009) whose results are based on the same data set. The results were also confirmed by later 
studies on financial risk tolerance among Australians by Hallahan, Faff, and McKenzie (2004) and taking risky 
jobs by Grazier and Sloane (2006). 
259 For Italy see Bertocchi, Brunetti, and Torricelli (2008), for Spain Muñoz and González (2011), and for Ireland 
aŶd the UŶited KiŶgdoŵ O͛DoŶŶell ;ϮϬϭϭͿ. 
260 An example is Bertocchi, Brunetti, and Torricelli (2008). 
261 An example is Säve-Söderbergh (2012). 
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needed in the destination area, the more things have to be moved, the more interests have to be 
reconciled etc.  
Concerning the sign of variables Single, Pair, and Family there are principally two opposing 
arguments: On the one hand, a higher level of responsibility due to a higher number of people 
moving together suggests that single-movers exhibit a smaller risk-aversion than all family- and pair-
movers, while family-movers exhibit a greater risk-aversion than all other Heads. This argument has 
been pronounced so far. On the other hand, moving together with more people could also mean that 
family members support each other. This would suggest that single-movers who are on their own 
exhibit greater risk-aversion compared to all others. Consequently, all three variables are entered 
into the analysis without a predetermined expectation. 
Divorce 
Finally, a dummy on Heads that separated or get divorced from their former partner between the 
wave before and after the move (dummy variable Divorce) is introduced as last main effect. To the 
best of my knowledge separation and its relation to any kind of risk-attitude has not been surveyed 
so far. Still, the variable is included in this study because it seems reasonable to me that separation 
could well interfere with economic reasons to move. Note, that Divorce is not restricted to legal 
divorce but to separation from married and non-married partners. This is in line with the definition of 
pair-moves that is also not restricted to married partnerships. 
Concerning the relation of Divorce and risk-attitude I can think of several arguments. People who just 
separated from their old partner could be willing to take any risk just to leave the old partner. This 
could either result in especially risky decisions or in decisions taken without considering risk at all. 
Also, the eǆpeƌieŶĐe of sepaƌatioŶ aŶd its psǇĐhologiĐal ďuƌdeŶ Đould ĐhaŶge people͛s ĐhaƌaĐteƌ iŶ 
the sense that they are not able to take any risk any more. Although both arguments result in 
different expectations concerning the sign of the coefficients, they both highlight the difference of 
divorced/separated Heads compared to others. Therefore, the Divorce dummy is entered without 
any predetermined expectation. 
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Summary on main effects 
Table 34, p. 174 gives an overview of all variables entered as main effect.  
Variable name Explanation 
Male Dummy on male Heads 
Edu2 DuŵŵǇ oŶ haǀiŶg a ͞High sĐhool diploŵa oƌ aŶ assoĐiate͛s degree͟; ƌefeƌeŶĐe ĐategoƌǇ ͞Less than high school͟ 
Edu3 DuŵŵǇ oŶ haǀiŶg a ͞ďaĐheloƌ͛s degƌee oƌ higheƌ͟; ƌefeƌeŶĐe ĐategoƌǇ ͞Less than high school͟ 
Age Age of Head at the time of the move 
AgeSquared Age squared 
Number of family members in wave 
before the move 
Number of family members in the family Head was 
associated with in the wave before the move (first proxy for 
family size) 
Number of family members in wave 
after the move 
Number of family members in the family Head was 
associated with in the wave after the move (second proxy 
for family size) 
Single Dummy on Heads moving on their own (single-move) 
Pair Dummy on Heads moving together with their partner (pair-move) 
Family Dummy on Heads moving with their family (family-move) 
Divorce Dummy on Heads who separated from their old partner between the wave before and after the move 
Table 34: Main effects entered as independent variables. 
4.1.2 Two-way interaction effects 
Although interaction effects are rare in the empirical literature on risk-attitude, it seems reasonable 
in general to believe that the effects of many variables depend on the value of yet another variable, 
i.e., interaction effects should be included in the analysis. Speaking technically, an interaction effect 
exists if the effect of one variable (e.g., education) is estimated by separate regressions for each 
parameter value of another variable (e.g., gender), and the resulting regression lines are not parallel 
to each other.262 Note that including an interaction effect in the regression controls for possible 
interactions, but if the interaction effect does not exist, it does not bias results of other regression 
coefficients. 
Consequently, a wide variety of two-way interactions effects is included in the analysis, but I do not 
combine all main effects discussed above for two reasons: First, the combination of dummy variables 
resulting from the same categorical variable does not make sense because these interactions will 
                                                          
262 See, e.g., Lomax and Hahs-Vaughn (2012), p. 89. 
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always equal zero, e.g., SingleFamily. In my study, this refers to categorical variables education and 
its three dummies as well as the Move Context Variable with its Dummies Single, Pair, and Family 
(see Part B, Section 2.4). Second, only those interaction effects that are worth investigating from an 
economic point of view are included. Therefore, those interactions included in the analysis and their 
economic interpretations are discussed below.  
Except for the two variables on family size before and after the move and the variable on age square 
all main effects discussed in the previous section are entered in all possible combinations of two. I 
decide to exclude the variables on family size before and after the move because dummy variables 
Single, Pair, and Family principally measure the same effect, and are more precise at the same time. 
Recall, that they only consider family members that are directly affected by the migration decision, 
and additionally capture personal relations with Head. Furthermore, the variable AgeSquare is 
excluded from building two-way interactions because the economic insight of such a two-way 
interaction is very limited without the corresponding two-way interaction with age. 
4.1.2.1 Interactions with Male 
Interaction effects MaleSingle, MalePair, MaleFamily  
Very few papers have surveyed whether gender differences are due to other explanatory variables 
on risk-attitudes. In other word, only very few studies include two-way interactions with Male. With 
one exception, those studies available survey financial risk-taking and are concerned with the 
interaction of gender and marriage. The first to report such an interaction effect were Sundén and 
Surette (1998). Later Barber and Odean (2001) found gender differences in risk-taking to be greater 
for married compared to unmarried individuals. The opposite is reported by Säve-Söderbergh (2012) 
who concludes that marriage makes men more risk-averse, while women become less risk-averse. No 
difference between married and unmarried individuals could be found by Yao and Hanna (2005). 
Dividing all respondents into four groups depending on marital status and gender, they found 
unmarried men to be least risk-averse, followed by married men and unmarried women with married 
women being the most risk-averse group.  
Obviously no clear conclusion on the interaction of marriage and gender on risk-attitudes can be 
drawn from the existing literature, but the findings suggest that the interaction is worth to be 
investigated. Therefore, the corresponding interactions that are included without predetermined 
expectation are MaleSingle, MalePair, and MaleFamily.  
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Interaction effect MaleDivorce 
If different gender effects for married and unmarried individuals are found in the literature, it seems 
plausible to me that gender differences for divorced and non-divorced individuals are also 
investigated.  
In the migration context, I find it possible that the effect of a divorce/separation is different for male 
compared to female Heads - although I do not expect any gender differences in general (see 
discussion on Male in Part C, Section 4.1.1). Hence, although not explicitly surveyed in the literature, 
the interaction term MaleDivorce is included in the analysis without a predetermined expectation. 
Interaction effects MaleAge, MaleEdu2, MaleEdu3 
To the best of my knowledge, two-way interactions of gender and age, and gender and education, 
respectively, are only reported by Jianakoplos and Bernasek (1998). Unfortunately, their analysis 
relates only to the subgroup of unmarried individuals in the domain of financial risk-tolerance. For 
this subgroup Jianakoplos and Bernasek (1998) find significantly different effects of age and 
education for unmarried men and women.263  
To control for this effect in the migration context, interaction terms MaleAge, MaleEdu2, and 
MaleEdu3 are included in the analysis without predetermined expectation. 
4.1.2.2 Interactions with Single, Pair, Family, and Divorce 
Besides the two-way interactions reported in the literature further interaction terms will be included. 
In this section two-way interactions based on dummies Single, Pair, Family, and Divorce each 
sequentially combined with Age, Edu2, and Edu3 are discussed. By including these interaction terms, 
I account for possibly different age- and education-effects on risk-attitudes depeŶdiŶg oŶ Head͛s 
family situation. Note that two-way interactions of Male with Single, Pair, Family, respectively have 
already been discussed in the previous section. 
Further two-way interactions of age and education with Single, Pair, and Family 
In the migration context, I expect that age- and education-effects differ for single-, pair- and family-
movers for the following reason. In contrast to pair- and family movers, single-movers decide on 
theiƌ oǁŶ aďout ǁheƌe to ŵoǀe, aŶd do Ŷot Ŷeed to ĐoŶsideƌ otheƌ people͛s iŶteƌest.  
                                                          
263 Unfortunately, details on these findings are not reported by Jianakoplos and Bernasek (1998). 
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Therefore, I expect the effect of age and education to be more pronounced for single-movers, i.e., 
variables SingleAge, SingleEdu2, and SingleEdu3 are expected to have the same sign like the 
respective main effect on age or education, respectively. Vice versa, I expect age and education 
effects to be less pronounced for family- and pair-movers, i.e., variables PairAge, PairEdu2, PairEdu3, 
FamilyAge, FamilyEdu2, and FamilyEdu3 are expected to have the opposite sign than the respective 
main effects on age or education, respectively. Pair- and family-moves are considered separately 
because Heads of pair-moves might still exhibit different age- and education-effects than Heads of 
family-moves. 
Further two-way interactions with Divorce: DivorceAge, DivorceEdu2, and DivorceEdu3 
In line with the argumentation for the main effect of Divorce, divorced/separated Heads are 
expected to be significantly different from the rest of the sample therefore exhibiting a different age- 
and education-effect than other migrants. 
I include DivorceAge, DivorceEdu2, and DivorceEdu3 without any predetermined expectation since 
the difference of divorced/separated Heads compared to all other migrants could result in both more 
and less pronounced age- and education-effects.  
4.1.2.3 Interaction of age and education 
Finally, I include the interaction effect of age and education (AgeEdu2, AgeEd3). While I expect a 
significant effect of these interactions, I have no clear expectation on the sign of the interaction. On 
the one hand, if I control for education, for example, by comparing the difference in risk-attitudes of 
a young and an old medical doctor to the difference of a young and an old craftsman, I expect the 
difference in risk-attitude due to age to be greater for the medical doctors. This suggests that the 
age-effect is more pronounced for higher levels of education, i.e., AgeEdu2 and AgeEdu3 have the 
same sign like age. On the other hand, if I control for age, for example, by comparing the difference 
in risk-attitudes of a young medical doctor and a young craftsmen to the difference of an old medical 
doctor and an old craftsman, I expect the difference in risk-attitude due to education to be more 
pronounced for the younger. This suggests that the education-effect is more pronounced for younger 
people, i.e., AgeEdu2 and AgeEdu3 have the same sign like education. 
To sum up, I find it reasonable that the interaction effects AgeEdu2 and AgeEdu3 have the same sign 
like Age and the respective education variable (Edu2 or Edu3), but if Age and the respective 
education variable have opposing signs, I do not expect one effect to predominate the other.  
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4.2 Empirical methodology 
To investigate the relation of risk-attitudes and the 32 independent variables discussed in the 
previous section, a suitable empirical methodology must be applied. This section explains why an 
extreme bounds analysis is the best methodological approach for my study (Part C, Section 4.2.1), 
how the extreme bounds analysis works in general (Part C, Section 4.2.2), and how it is applied to the 
data of my study (Part C, Section 4.2.3). 
4.2.1 Reasons to apply extreme bounds analysis 
Within the theoretical framework of my analysis, it is not clear which socio-economic characteristics 
relate to risk-attitudes. Therefore, several variables that possibly relate to risk-attitude either based 
on previous findings of the literature and/or based on economic considerations, were discussed in 
Part C, Section 4.1. But whether they truly relate to risk-attitudes in the migration context, and if so 
in which direction still needs to be proven. In other words, the data generating process is not known.  
UsuallǇ, if this is the Đase, the ͞ĐeŶtƌal ŵethod foƌ seleĐtiŶg useful eŵpiƌiĐal ŵodels΀s΁͟264 is the 
general-to-specific modeling. It is used to decide which variables belong to the true model, and to 
figure out how these variables relate to the dependent variable.265 Unfortunately, the approach of 
general-to-specific modeling is infeasible here for two reasons. 
Problem 1 of general-to-specific modeling 
For this study altogether 4,536 ways to estimate risk-attitudes have to be analyzed concerning their 
potential relation with 32 independent variables. Applying general-to-specific modeling results in 
different models for most ways to estimate risk-attitudes in the sense that one and the same 
independent variable will be included in some models and deleted in other. These different results 
for different ways to estimate risk-attitude make it impossible to draw general conclusions about the 
relation of independent variables on risk-attitudes irrespective of the way estimated. This is even 
more critical if one takes into account that the model resulting from general-to-specific modeling 
crucially depends on the algorithm used.266 
  
                                                          
264 Campos, Ericsson, and Hendry (2005), p. 1. 
265 See Campos, Ericsson, and Hendry (2005), p. 1 and Krolzig and Hendry (2000), p. 1. 
266 See Pagan (1987) referred to in Campos, Ericsson, and Hendry (2005), p. 3. 
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Problem 2 of general-to-specific modeling 
The time to run general-to-specific modeling for all 4,536 dependent variables would take more than 
350 work days. 
Solution to Problem 1 
The solution to both problems is to run an extreme bounds analysis. In contrast to general-to-specific 
modeling, extreme bounds analysis does not delete variables from the model step by step, but 
concentrates on the distribution of regression coefficient of all independent variables. 
Solution to Problem 2 
The time to run an extreme bounds analysis with 32 independent variables and 4,536 dependent 
variables needs 93 work days to be finished. 
4.2.2 Overview of extreme bounds methodology in general 
The methodology of extreme bounds analysis applied in my study follows Sala-I-Martin (1997a, 
1997b) who also includes a variant of the original approach going back to Leamer (1983). The 
objective of the extreme bounds analysis is to decide which independent variables have a robust 
influence on the dependent variable.  
Speaking non-teĐhŶiĐallǇ, eǆtƌeŵe ďouŶds aŶalǇsis is a ͞gloďal seŶsitiǀitǇ aŶalǇsis͟267.268 More 
precisely, the idea behind it is to test the robustness of each independent variable by running a great 
number of regressions where the variable of interest is always kept in the regression. Only the other 
variables in the regression are altered in the way that (almost269) all subsets of independent variables 
that possibly belong to the model are included step by step. If the variable of interest shows similar 
regressions coefficients in all regressions, it is assumed to have a robust influence on the dependent 
variable.  
  
                                                          
267 Leamer (1985), p. 308. 
268 What Leaŵeƌ ;ϭϵϴϱͿ aĐĐuƌatelǇ Đalled „gloďal seŶsitiǀitǇ aŶalǇsis͟ ǁas Ŷaŵed ͞eǆtƌeŵe ďouŶds aŶalǇsis͟ ďǇ 
one of his critics, McAleer, Pagan, and Volker (1985). The latter name became common in the aftermath. 
269 The idea is to test all combinations that make sense from an economic perspective and that can be 
estimated in a reasonable time period. The restriction from all combinations to oŶlǇ ͞alŵost͟ all is a ƌesult of 
defining fixed variables and determining the number of variables that are chosen among the non-fixed and not 
test variables to be entered in groups. 
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4.2.2.1 Defining regressions with fixed, non-fixed, and test variables  
In order to run a sensitivity analysis on all independent variables using extreme bounds analysis, Sala-
I-Martin (1997a, 1997b) recommends separating all independent variables into two groups, i.e., fixed 
and non-fixed independent variables270. Fixed variables are those independent variables that always 
appear in the regression because they were found to have a systematic impact on the dependent 
variable in most studies.271 If they were missing in any regression, the model would clearly be 
misspecified.  
The remaining independent variables are defined to belong to the second group of variables, i.e., 
non-fixed variables. From the non-fixed variables one after another is chosen to be the test variable 
for which robustness is tested. 
To check robustness for each test variable, several regressions have to be run where each regression 
includes all fixed variables (vector       ) , the current test variable (     ) from the non-fixed 
variables, and a subset of   non-fixed variable (vector           ) that are not the test-variable. 
Regressions are run until all possible combinations to choose   variables out of the remaining non-
fixed variables have been estimated. 
Each regression                  on test variable       can be formalized by 
                                                                                 (16) 
where   denotes the dependent variable,          the intercept of regression                  ,               a vector of coefficients of the fixed variables         the vector of fixed variables,              the coefficient of the test variable,       the test variable,                   a vector of 
coefficients of a subset of   variables from the non-fixed variables that are not the test variable,            a subset of   variables from the non-fixed variables that are not the test variable. 
Note that the number of independent variables in each regression must be kept constant for 
regressions run on one and the same test variable in order to be able to compare the regression 
results. 
  
                                                          
270 Originally, Leamer (1983, 1985) and Leamer and Leonard (1983) refer to the non-fiǆed ǀaƌiaďles as ͞douďtful 
ǀaƌiaďles͟ ǁhile fiǆed ǀaƌiaďles aƌe siŵplǇ ƌefeƌƌed to as ͞ǀaƌiaďles ǁhiĐh aƌe ĐeƌtaiŶlǇ iŶĐluded iŶ the 
eƋuatioŶ͟ ;Leaŵeƌ aŶd LeoŶaƌd ;ϭϵϴϱͿ, p. 307). 
271 See Sala-I-Martin (1997b), p. 8. 
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4.2.2.2 Testing the robustness of fixed and non-fixed variables  
Although literature agrees on significance, sign, and robustness of the fixed variables, it is most often 
useful to check fixed variables again to gain confidence on previous findings for the following 
reasons: First, empirical results using one and the same model often differ when a different data set 
is used. This is due to samples that are often either not randomly sampled or do not include enough 
observations to be representative of the underlying population. Second, even if the same data set 
and model is used, a different estimation method could result in different findings. Third, for one and 
the same data set and estimation method, adding just one additional variable to the model could 
alter results. Fourth, a different specification of one and the same variable might also alter the 
results.  
To test fixed variables for their robustness, one after another fixed variable is defined to be just like a 
regular test variable      , while the remaining fixed variables are kept in all regressions.272 In other 
words, one after another fixed variable is redefined as test variable and the procedure as described 
in Part C, Section 4.2.2.1 is repeated.  
Non-fixed variables are defined as such because previous findings in the literature are either 
inconclusive or ambiguous concerning its relation with the dependent variable in question. 
Consequently, these variables are tested for their robustness as described in the previous section.  
4.2.2.3 Leaŵeƌ’s ĐƌiteƌioŶ of ƌoďustŶess 
In order to judge the robustness of a certain independent variables on one dependent variable, two 
criteria exist. The first criterion applied by Sala-I-Martin (1997a, 1997b) is a variant of the original 
approach going back to Leamer (1983, 1985) and Leamer and Leonard (1983) that was first applied 
by Levine and Renelt (1992). Following the convention in the literature, I refer to the criterion 
disĐussed iŶ this seĐtioŶ as Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess. 
The idea of Leamer is to derive a lower and upper extreme bound from all regressions run on a test 
variable. If upper and lower extreme bounds have the same (different) sign, the corresponding test 
variable is defined as robust (fragile). The implementation of Leaŵeƌ͛s ĐƌiteƌioŶ ǁoƌks as folloǁs: 
                                                          
272 See Sala-I-Martin (1997b), p. 13. 
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1st step: Running all regressions, one finds for each test variable       and each regression                    a regression coefficient              and a corresponding standard error              from which the corresponding 95%273 confidence interval can be derived as follows 
                                                          (17) 
where              denotes the regression coefficient of test variable       in regression       ,              the robust standard error of the regression coefficient relating to test variable      in 
regression      . 
Note that, although not explicitly mentioned in any paper of the literature, this definition implicitly 
assumes a normal distribution of regression coefficients.274  
2nd step: From these confidence intervals the lower extreme bound is defined as minimum of                            found among all       regressions run on test variable      . Vice versa, 
the upper extreme bound is defined as maximum of                            found among all        regressions run on test variable      .275  
3rd step: If lower and upper extreme bounds have the same (different) sign, the corresponding 
dependent variable is defined as robust (fragile). 
Leaŵeƌ͛s ĐƌiteƌioŶ is ǀeƌǇ stƌiĐt siŶĐe it aŵouŶts to saǇiŶg that if (i) only one single coefficients of all        coefficients becomes either insignificant or (ii) has another sign than all other coefficients, test 
variable       is classified as fragile.276 The reasons for this are as follows: Concerning the first case 
(only one coefficient is insignificant), note that confidence intervals of insignificant coefficient always 
have a negative lower boundary and a positive upper boundary. This means, in the case when 
regression coefficients of all other regressions have the same sign and are significant (i.e., their upper 
and lower boundary of the confidence intervals are strictly positive or negative, respectively), at least 
                                                          
273 Although reported as 95% confidence interval in Levine and Renelt (1992), p. 944, the confidence interval 
precisely amount to 95.4%. 
274 See for example, Levine and Renelt (1992), p. 944. The original idea of Leamer and Leonard (1983) was that 
if the difference between the minimum and maximum estimate of the regression coefficient over all 
regressions is small in relation to the sampling uncertainty, all regressions result in the same inference. 
Although Leamer and Leonard (1983) give several examples about how this relation can be defined, they leave 
the concrete definition open to the researcher. Therefore, the interval of Equation (17) can also be considered 
as any criterion that tries to relate minimum and maximum estimates to sampling uncertainty if it is refrained 
from the definition as 95% confidence interval. 
275 Note that the lower and upper extreme bounds need not necessarily stem from one and the same 
regression. 
276 See Sala-I-Martin (1997a), p. 178. 
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one boundary of the insignificant confidence interval becomes an extreme bound. Therefore, lower 
and upper extreme bounds have different signs and the test variable is classified as fragile. 
Concerning the second case (only one coefficient has a sign different from all other coefficients), two 
scenarios must be distinguished. If the coefficient is insignificant, the same argument as for case one 
holds. If it is significant, both boundaries of the confidence interval will have the same sign, while for 
all other coefficients at least one boundary of the confidence interval has a different sign. Ergo, lower 
and upper bounds of the extreme bounds analysis have different signs and the variable is classified as 
fragile. 
To suŵ up, ƌoďustŶess iŶ Leaŵeƌ͛s seŶse alǁaǇs ŵeaŶs the test ǀaƌiaďle is sigŶifiĐaŶtlǇ ƌelated to the 
dependent variable where the sign of the coefficient is the same as the sign of both, upper and lower 
extreme bounds. The opposite does not apply. Fragility does not necessarily mean insignificant. 
Theƌefoƌe, if a test ǀaƌiaďle is defiŶed as fƌagile ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ, Ŷo stateŵeŶt oŶ sigŶifiĐaŶĐe 
and sign can be derived. 
4.2.2.4 Sala-I-MaƌtiŶ’s Đƌiteƌia of ƌoďustŶess 
“iŶĐe Leaŵeƌ͛s ĐƌiteƌioŶ is ǀeƌǇ stƌiĐt, it is Ŷot suƌpƌisiŶg that ŵaŶǇ studies applǇiŶg Leaŵeƌ͛s 
robustness test did not find much support for the variables tested. Instead of assigning the label 
͞fƌagile͟ to theŵ, “ala-I-Martin (1997a, 1997b) offers another possible explanation: Maybe the test is 
͞too stƌoŶg foƌ aŶǇ ǀaƌiaďle to ƌeallǇ pass it.͟277 He argues that if the distribution of the true 
ĐoeffiĐieŶt of a ǀaƌiaďle has ͞soŵe positiǀe aŶd soŵe Ŷegatiǀe suppoƌt͟278, it is not surprising that a 
coefficient with another sign is found if enough regressions are run.279  
Consequently, the alternative criterion of robustness Sala-I-Martin (1997a, 1997b) offers, is to assign 
some confidence level instead of using a binary label (robust/fragile). He derives a distribution of the 
regression coefficient where a test variable is defined as robust if the probability for a certain sign 
(positive or negative) under this distribution amounts to at least 95%. The implementation of Sala-I-
MaƌtiŶ͛s ĐƌiteƌioŶ ǁoƌks as folloǁs: 
                                                          
277 Sala-I-Martin (1997b), p. 4. 
278 Sala-I-Martin (1997b), p. 4. 
279 See Sala-I-Martin (1997b), p. 4. 
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1st step: He assumes normally distributed coefficients across the        regressions of test variable      .280 Parameter values mean               and variance                of the distribution are both estimated as 
weighted average of all       point estimates              and                 , respectively 
where               denotes the average regression coefficient of test variable      ,         the weight of 
regression       testing test variable      ,                the average variance of test variable      . 
The weighting is performed to account for the fact that some regression models are closer to the 
true model than others. Therefore, regression estimates are weighted by their likelihoods in order to 
give higher weights to regression model with higher explanatory power. Weights are constructed by 
where         denotes the likelihood of regression       testing test variable      . 
Note that likelihoods are not biased due to varying numbers of independent variables because the 
number of independent variables is held constant over all regressions on a certain test variable. Still, 
likelihoods might be biased due to endogenous independent variables that might results in a 
spurious better fit of the model.281 In this case, all or almost all weight might be put on only a few 
regressions which systematically bias the result. To control for this problem, average mean and 
variance are also estimated as arithmetic average                  . – In the further course of my 
aŶalǇsis, I ƌefeƌ to this appƌoaĐh as ͞uŶǁeighted͟ iŶ ĐoŶtƌast to ͞ǁeighted͟. 
2nd step: Once mean and variance of the regression coefficient are estimated, the corresponding 
normal distribution can be used to estimate the probability that the coefficient has a certain sign. 
Technically, the probability for a certain sign of the coefficient can be derived by dividing the area 
under the density function in two regions at point zero. The area below zero relates to the 
                                                          
280 Sala-I-Martin (1997a, 1997b) also operates under a non-normal assumption, but this approach is not 
implemented here because coefficients estimated by Maximum-Likelihood algorithm are assumed to follow a 
normal distribution. 
281 Endogenous independent variables correlate with the error term so that the explanatory power of the 
regression is overestimated. 
                                                      and                                                       (18) 
                                     (19) 
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probability that the test variable has a negative influence on the dependent variable. Conversely, the 
area above zero relates to the probability of a positive coefficient. Sala-I-Martin (1997a, 1997b) calls 
the greater of the two areas – no matter if it is below or above zero –        which naturally lies 
between 0.5 and 1. Based on this figure, Sala-I-Martin (1997a, 1997b) defines a variable to be robust 
if 95% of the cumulative density function lies on one side of zero, i.e.,            .  
To sum up, robustness in Sala-I-MaƌtiŶ͛s seŶse ŵeaŶs that the pƌoďaďilitǇ foƌ a ĐeƌtaiŶ sigŶ of the 
regression coefficient amounts to at least 95%, i.e., a statement on sign and robustness of the test 
variable can be made, but a statement on significance cannot be derived. 
4.2.3 Application of extreme bounds analysis to my variables 
4.2.3.1 Problems and solutions in applying extreme bounds methodology to 
my study 
Problem 1: Several dependent variables 
In my study the 4,536 ways to estimate risk-attitude have to be analyzed concerning their relation 
with various socio-economic characteristics. This means, in contrast to the general methodology of 
the extreme bounds analysis described in Part C, Section 4.2.2, which relates to only one single 
dependent variable, I have 4,536 dependent variables in my study. 
Solution to Problem 1: Extreme bounds analysis run separately for each dependent variable 
I decide to run an extreme bounds analysis separately for each dependent variable for two reasons: 
First, is not clear whether the 4,536 dependent variables relate to the same decision problem. For 
example, taking the decision to migrate to another state just for a single year (planning period of one 
year) might be another decision problem than deciding about where to migrate for the rest of life 
(planning period of time until reaching life expectancy). If different dependent variables do not relate 
to the same decision problem, they are not comparable in economic terms. Second, even if the 
dependent variables were comparable in economic terms, the estimation problem remains. In other 
words, different dependent variables relate to different ways of both, the way data input is gained 
and the way risk-attitudes are estimated from this data input, and it is not clear which approach is 
the right one. 
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Problem 2: Binary dependent variables 
The approach of Sala-I-Martin (1997a, 1997b) as presented in Part C, Section 4.2.2 assumes that the 
dependent variable is scaled metrically. This is not suitable for my study because my dependent 
variables are binary coded. 
Solution to Problem 2: Binary logistic regression 
The solution is to apply a binary logistic regression instead of an ordinary linear regression. This can 
be done without any problems because the dependent variable of a logistic regression, the log of the 
odds of being risk-averse (also called logit), can be expressed as some linear combination of the 
independent variables as follows 
 
                                                                                        (20) 
where           denotes the logit of the probability of being risk-averse  . 
Problem 3: Independent variables of my study cannot be freely combined 
In the general methodology discussed in Part C, Section 4.2.2, it is implicitly assumed that all 
independent variables can enter the regression in any possible combination. This assumption is not 
critical if two prerequisites are met. First, all categorical variables with k levels must be transformed 
to no more than k-1 dummies so that the dummy trap is avoided in any case. This is a problem if the 
effect of all k categories is analyzed separately and no category should be excluded from the analysis. 
The second prerequisite is that all independent variables must be either exclusively main effects or 
exclusively interaction effects. The reason is that the interpretation of interaction effects depends on 
whether their main effects are also entered in the regression or not. This means, if independent 
variables consist of main effects and interaction effects, and these variables are freely combined, 
then interaction effects will sometimes be included in the regression without its main effects, and 
sometimes together with its main effects. Consequently, the regression coefficients of the 
interaction term are not comparable anymore since they do not measure the same thing in all 
ƌegƌessioŶs, aŶd Leaŵeƌ͛s aŶd “ala-I-MaƌtiŶ͛s Đƌiteƌia of ƌoďustŶess ĐaŶŶot ďe applied aŶǇŵoƌe. 
Both presumptions are violated in my study. First, I have variables such as the dummies relating to 
singe-, pair-, and family-moves all of which I wish to include in the analysis separately. Second, I wish 
to analyze a great variety of variables including both interaction effects and corresponding main 
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effects. Therefore, the independent variables of my study cannot be freely combined. This raises the 
question on how to combine my 32 independent variables of my study when running the extreme 
bounds analysis.  
Solution to Problem 3: General rules to combine independent variables 
To solve Problem 3, two rules on how to combine independent variables are applied: The first rule 
simply states that the dummy trap must be avoided. This is important, for example, if Single is the 
test variable and a subset of     variables has to be entered. In this case, Pair and Family must not 
be included at the same time.  
The second rule on how to combine independent variables relates to interaction effects that are only 
allowed to be entered together with their main effects. This is done for two reasons: First, interaction 
terms allow for different slopes of regression lines of different categories.282 If the main effects of the 
interaction term are not contained in the regression, only the slopes of the regression lines would be 
allowed to differ, but the intercept would be the same for all regression lines.283 Second, if one main 
effect was missing, the interaction coefficient might be biased because it additionally includes the 
missing main effect - which would have been captured by the coefficient of the main effect 
otherwise.  
Problem 4: No standard software existent 
Although several software applications on extreme bounds analysis exist, the two rules discussed in 
the solution to Problem 3 make it impossible to use standard software. To the best of my knowledge 
there is also no user written program available that accounts for my rules. 
Solution to Problem 4: Programming of own algorithm 
In order to be to able run an extreme bounds analysis that accounts for my rules on how to combine 
independent variables, I program a source code that runs the respective regressions in STATA 11 and 
exports the results to comma-separated values data files (csv). These are imported to Excel where 
Leaŵeƌ͛s aŶd “ala-I-MaƌtiŶ͛s Đƌiteƌia of ƌoďustŶess aƌe fiŶallǇ applied as desĐƌiďed iŶ Part C, Sections 
4.2.2.3 and 4.2.2.4. 
  
                                                          
282 See Stocker (2013), p.6. 
283 See Stocker (2013), p.7 f. 
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4.2.3.2 Choosing fixed, non-fixed, and test variables 
Variables on gender, age, and education are defined as fixed variables in my study for the following 
reasons: Although a study on risk-attitude concerning the migration decision does not exist so far, a 
great body of literature is concerned with determinants of risk-attitudes in other non-migration 
domains. Almost all studies of this kind find gender, age, and education to have a robust significant 
impact on risk-attitude.284 In order to avoid a misspecification due to omitting important variables, 
variables on gender, age, and education are defined as fixed variables in my study.  
Note that the education variable consists of three levels. In order to avoid the dummy trap, two 
dummies on education are entered as fixed variables in all regressions where the lowest education 
level is the reference category. Consequently, the number of fixed variables entered in this study is 
four, i.e., Male, Age, Edu2, and Edu3 as defined in Part C, Section 4.1. The remaining 28 independent 
variables of Part C, Section 4.1 are defined as non-fixed variables.  
While testing robustness of non-fixed variables is obligatory, testing fixed variables is not necessary 
for any study. Still, the previous empirical literature (i) relates to risk-attitudes in other non-migration 
domains, and (ii) has shown that risk-attitudes are domain-specific. Therefore, previous findings 
cannot necessarily be transferred to the domain of migration. Consequently, I decide to additionally 
test the fixed variables of my study to gain confidence on their significance, sign, and robustness in 
relation with risk-attitude in the migration context. 
The testing of fixed and non-fixed variables is performed as described in Part C, Section 4.2.2.2. 
4.2.3.3 Choosing the number of variables to be entered in sets      
Although no rule exists on how to choose the number of variables to be entered in sets    , it is a 
crucial parameter in the extreme bounds analysis. Basically, there are two conflicting arguments. On 
the one hand, the model to be estimated should reach a certain minimum level of explanatory 
power. This means,   should not be too low. On the other hand, a higher value of   soon results in 
very high numbers of regressions to be run, which soon takes up years to be estimated with the 
current computer technology. The latter argument is a real issue in this study. Recall, that 32 
independent variables have to be tested for each of the 4,536 dependent variables on risk-attitude. 
Usually, the trade-off can easily be solved by choosing the greatest value of   that is still manageable 
given the current computer capacity. This requires that the number of regression to be run is known 
                                                          
284 For a detailed discussion of findings in the literature see Part C, Section 4.1. 
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in order to be able to estimate the computer capacity needed. Generally, the number of regressions 
to be run for each test variable in the extreme bounds analysis          can easily be calculated by 
the number of the remaining non-fixed variables that are not the test variable      , and the 
number of variables to be entered in sets     as follows 
                        (21) 
where     denotes the number of remaining non-fixed variables that are not the test variable, and   
the number of variables to be entered in sets. 
For example, if four of the 32 independent variables are fixed variables, one variable is the test 
variable, and the remaining 27 non-fixed variables are entered in sets of two        this results in                         regressions to be run for each non-fixed test variable and each dependent 
variable.  
Unfortunately, this calculation is wrong in my study. Equation (21) only indicates the theoretical 
maximum number of regressions to be run if all variables can be freely combined with each other, 
but this is not the case in my study (see Part C, Section 4.2.3.1, Problem 3 and the related solution). 
Therefore, in my study the number of regressions        to be run for test variable       cannot be 
estimated using Equation (21), but rather has to be carefully calculated separately for each test 
variable taking the two rules to combine non-fixed variables into account (for the rules see Part C, 
Section 4.2.3.1, Problem 3 and related solution). 
Taking the two rules of how to combine non-fixed variables into account, a reasonable compromise 
for my study is to allow non-fixed variables to enter regressions in sets of two      . For most test 
variables this results in seven explanatory variables, i.e., four fixed-variables, the test variable and a 
subset of two variables out of the remaining non-fixed variables. A value of     is chosen for two 
reasons. First, regressions with seven explanatory variables can be expected to reach a satisfying 
level of explanatory power. A reasoning shared by Sala-I-Martin (1997a, 1997b), who also uses seven 
independent variables for his analysis. Second, the time to compute all regressions accounts for 
acceptable 93 work days. If a value of     was chosen, it would take more than a work year to run 
all regressions. The total number of regressions to be run and how variables are combined in detail 
are discussed in the next section. 
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4.2.3.4 Over 12 million regressions to be run 
If non-fixed variables that are not the test variables are entered in sets of two      , this result in a 
total of more than 12 million regression to be run for my study. Table 35, p. 191 gives an overview of 
the number of regressions to be run separately for each independent variable and one dependent 
variable          if the two rules on how to combine non-fixed variables (i.e., avoiding the dummy 
trap, and enter interaction effects only together with their main effects, see Part C, Section 4.2.3.1, 
Problem 3 and related solution) are taken into account. Where these numbers come from is 
discussed in detail below. 
 Test variable       Number of regressions          
run for test variable       
Category 1: Fixed variables 
1 Male 82 
2 Age 82 
3 Edu2 82 
4 Edu3 82 
Category 2: Non-fixed main effects not included in any interaction 
5 AgeSquared 71 
6 Number of family members in wave before the move 71 
7 Number of family members in wave after the move 71 
Category 3: Non-fixed main effects included in some interactions 
8 Single 116 
9 Pair 116 
10 Family 116 
11 Divorce 117 
Category 4: Non-fixed interaction effects where both main effects are fixed variables 
12 AgeMale 71 
13 AgeEdu2 71 
14 AgeEdu3 71 
15 MaleEdu2 71 
16 MaleEdu3 71 
Category 5: Non-fixed interaction effects where only one main effect is a fixed variable 
17 SingleMale 102 
18 SingleAge 102 
19 SingleEdu2 102 
20 SingleEdu3 102 
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21 PairMale 102 
22 PairAge 102 
23 PairEdu2 102 
24 PairEdu3 102 
25 FamilyMale 102 
26 FamilyAge 102 
27 FamilyEdu2 102 
28 FamilyEdu3 102 
29 DivorceMale 103 
30 DivorceAge 103 
31 DivorceEdu2 103 
32 DivorceEdu3 103 
Sum of regressions for each dependent variable 2,997285 
Table 35: Overview of 32 independent variables and corresponding number of regression       to be run for one 
dependent variable if variables are entered in sets of two      . 
Source: Own calculations. 
For each of the five categories, the amount of explanatory variables in each regression and the 
number of regressions to be run can be calculated as follows: 
Category 1: Test variables that are fixed variables 
The regressions to test fixed test variables always consists of the four fixed variables (one after 
another interpreted as test variable) plus a subset of two variables out of the 28 non-fixed variables. 
Ergo, each regression has six explanatory variables. The 82 regression to be run for fixed test variable 
1 from Table 35, p. 191 result from varying combinations as follows: First, variables 5 to 16 can be 
freely combined in pairs of two. All variables are either main effects themselves or both of their main 
effects are fixed variables that are included in the regression anyway (second rule). Furthermore, a 
dummy trap (first rule) cannot occur since only two variables are entered at the same time and 
neither Single, Pair, nor Family is a fixed variable. Therefore, variables 5 to 16 can be combined in 
ϭϮ!/΀Ϯ!∙;ϭϮ-2)!]=66 ways. Second, according to the second rule, variables 17 to 32 must be combined 
with a specific other variable to have all their main effects included in the regression: Variables 17 to 
20 can only be combined with Single, variables 21 to 24 can only be combined with Pair, variables 25 
to 28 can only be combined with Family, and variables 29 to 32 can only be combined with Divorce. 
This results in further 16 combinations. Therefore, a total of 82 regressions must be run for test 
variable 1 from Table 35, p. 191. 
                                                          
285 Since regressions to be run to test the fixed variables on gender, age, and education are identical. This 
means, if all regressions on Male are run, the same regressions can be used for testing Age, Edu2, and Edu3, 
the number of regressions to be run is reduces to 2,751. 
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The same logic holds for regressions to test fixed variables 2 to 4 from Table 35, p. 191. Note that all 
regressions always include the four fixed variables no matter which of the fixed variables is 
considered to be the test variable, and 82 different combinations of the non-fixed variables are 
identical for all fixed variables. Therefore, the 82 regressions are only run once, but their results are 
evaluated four times - once for each of the four fixed test variables. 
Categories 2 and 4: Test variables that are non-fixed variables that are either main effects not 
included in any interaction or interaction effects where both main effects are 
fixed variables  
Regressions to test this group of variables always consist of four fixed variables, the test variable and 
a subset of two variables out of the remaining 27 non-fixed variables. Ergo, each regression has 
seven explanatory variables. Exemplary for test variable AgeSquared, the 71 regressions result from 
varying combinations as follows: First, note that Age as main effect of AgeSquared is a fixed variable 
already included in all regressions. Second, variables 6 to 16 can be freely combined in pairs of two 
for reasons already discussed in the first example (combinations for test variables of Category 1). This 
ƌesults iŶ ϭϭ!/΀Ϯ!∙;ϭϭ-2)!]=55 combinations. Third, like in the first example, variables 17 to 32 all have 
a predetermined second variable which results in further 16 combinations. In sum, 71 regressions 
must be run to test the robustness of test variable AgeSquared. 
For all other test variables of Categories 2 and 4 from Table 35, p. 191, non-fixed variables are 
combined using the same logic. Hence, for them the same number (71) of regressions must be run. 
Category 3: Test variables that are non-fixed main effects included in some interaction effects 
All regressions to be run to test this group of variables (Single, Pair, Family, Divorce) include seven 
explanatory variables: four fixed variables, a test variable and a subset of two non-fixed variables. 
Exemplary for this group of test variables, consider test variable Single and its 116 regressions to be 
run. First, of all possible combinations among variables 5 to 7 and 9 to 16 (i.e., 11 variables) only the 
combination of variables Pair and Family is not allowed in order to avoid the dummy trap. Therefore, 
ǀaƌiaďles ϱ to ϳ aŶd ϵ to ϭϲ ĐaŶ ďe ĐoŵďiŶed iŶ ϭϭ!/΀Ϯ!∙;ϭϭ-2)!] – 1 = 54 ways. Second, since all main 
effects of interaction terms SingleMale, SingleAge, SingleEdu2, and SingleEdu2 are included in the 
regression either as test variable (Single) or as fixed variable (Male, Age, Edu2, Edu3), each of the 
iŶteƌaĐtioŶ effeĐts ĐaŶ ďe ĐoŵďiŶed ǁith ǀaƌiaďles ϱ to ϳ, aŶd ϵ to ϭϲ. This ƌesults iŶ fuƌtheƌ ϰ ∙ ϭϭ = 
44 combinations. Third, interaction terms SingleMale, SingleAge, SingleEdu2, and SingleEdu2 can also 
ďe ĐoŵďiŶed ǁith eaĐh otheƌ, ƌesultiŶg iŶ additioŶal ϰ!/΀Ϯ!∙;ϰ-2)!] = 6 combinations. Fourth, variables 
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21 to 24 can only be combined with Pair, variables 25 to 28 can only be combined with Family, and 
variables 29 to 32 can only be combined with Divorce. This results in further 12 combinations.  
For all other test variables of Category 3 from Table 35, p. 191 non-fixed variables are combined 
using the same logic, resulting in the same number of regression to be run with one exception: For 
test variable 11 the dummy trap as discussed under the first point in this paragraph does not exist. 
Therefore, the combination of variables Pair and Family is additionally possible resulting in 117 
regressions to be run for test variable 11 from Table 35, p. 191. 
Category 5: Test variable that are non-fixed interaction effects where only one main effect is a 
fixed variable 
To test this gƌoup of ǀaƌiaďles, the test ǀaƌiaďle͛s ŵaiŶ effeĐt that is Ŷo fiǆed ǀaƌiaďle ŵust ďe 
additionally included in all regressions (second rule). This results in eight explanatory variables of 
each regression: four fixed variables, the test variable itself, the non-fixed main effect of the test 
variable, and a subset of two variables out of the remaining 26 non-fixed variables. Exemplary for this 
group of test variables, consider test variable DivorceMale and its 103 combinations as follows: First, 
have in mind that Divorce as the non-fixed main effect of the test variable is additionally included in 
all regressions. Second, variables 5 to 16 (except for variable 10, Divorce) can freely be combined 
because they are either main effects themselves (variables 5 to 11) or interactions where both main 
effects are fixed variables already included in the regression (variables 12 to 16). Therefore, neither 
the first nor the second rule put restrictions on combining these variables which results in 
ϭϭ!/΀Ϯ!∙;ϭϭ-2)!]=55 combinations. Third, variables 17 to 28 are entered together with their 
predetermined second variables (12 combinations) as describes in the first example (Category 1 from 
Table 35, p. 191). Fourth, variables 30 to 32 (DivorceAge, DivorceEdu2, DivorceEdu3) can be freely 
combined with variables 5 to 16 (again except variable 10 Divorce) because their non-fixed main 
effect Divorce has already been included in the regression, and variables 5 to 16 are not restricted by 
neither the first Ŷoƌ the seĐoŶd ƌule. This ƌesults iŶ fuƌtheƌ ϯ ∙ ϭϭ = ϯϯ ĐoŵďiŶatioŶs. Fifth, ǀaƌiaďles 
30 to 32 can be combined among each other (3 combinations). 
The same logic holds for interaction effects DivorceAge, DivorceEdu2, and DivorceEdu3. For variables 
17 to 28 one regression less is estimated due to the dummy trap. For example, if SingleMale is the 
test variable, Single is always included in the regression as non-fixed main effect. Therefore, the 
combination of variables Pair, Family is invalid in order to avoid the dummy trap. This results in one 
regression less compared to interactions of Divorce and other non-fixed main effect. 
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Total number of regressions to be run for all 4,536 dependent variables on risk-attitude if variables 
are entered in pairs of two       
To test the robustness of all 32 independent variables concerning one dependent variable, 2,997 
regressions must be run. If we account for the identical regressions for each fixed test variables, the 
number reduces to 2,751 regressions. Consequently, for the 4,536 dependent variables on risk-
attitude that must be analyzed in this study a total of 12,478,536 regressions must be run. The time 
needed to gain regression coefficients for the study at hand took 93 work days to be finished. 
4.3 Empirical results on socio-economic characteristics 
4.3.1 Methodology of interpretation 
The objective of the empirical analysis is to reach a clear-cut statement on significance, sign, and 
robustness for each of the 32 independent variables on socio-economic characteristics concerning 
their relation to the depended variable on risk-attitudes, irrespective of the way risk-attitudes are 
estimated. 
Unfortunately, the results of the 4,536 extreme bounds analyses run separately for each dependent 
variable show that one and the same independent variable is related significantly positive to one 
dependent variable, significantly negative to another, and not significantly related to a third. This is 
not surprising if it is recalled that different dependent variables might relate to (i) different decision 
problems, (ii) different ways to gain data input, and (iii) different estimation procedures (see Problem 
1 and related solution in Part C, Section 4.2.3.1). Certainly, the desired clear-cut statement 
irrespective of the way the dependent variables is estimated does not exist. Therefore - and because 
printing all results of the 4,536 ways to estimate risk-attitudes would fill more than 8,500 pages full 
of tables - I refrain from reporting detailed results here, but kindly ask the interested reader to refer 
to folder „\Alpha\(10) Ergebnisse sammeln͟ on the data storage that comes along with this study. 
Instead, the following methodology is applied to interpret the empirical results. 
Central methodology of interpreting empirical results 
The different results for different dependent variables raise the question of what can be learned 
from such an analysis of several dependent variables. To answer this question, I carry out for each 
independent variable a joint interpretation over all 4,536 dependent variables. The central 
methodology I apply to achieve the joint interpretation is as follows: For each independent variable, I 
ĐalĐulate the peƌĐeŶtage of the depeŶdeŶt ǀaƌiaďles foƌ ǁhiĐh a ĐeƌtaiŶ ĐƌiteƌioŶ ;e.g., Leaŵeƌ͛s oƌ 
Sala-I-MaƌtiŶ͛s weighted/unweighted criterion) is met. 
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Details on the central methodology 
In detail, the following methodology is applied for each independent variable: 
 Sample size and (quasi-) complete separation: First, I check whether the sample size is high 
enough to derive a statistical statement on that independent variable. Sample size in this context 
relates to the number of dependent variables for which an extreme bounds analysis on the 
independent variable in question could have been run. Ideally, results on all 4,536 dependent 
variables are available. If missing values occur (i.e., the sample size is smaller than 4,536), this is 
due to complete or quasi-complete separation. (Quasi-) Complete separation means that the 
independent variable (almost) perfectly predicts the outcome of the dependent variable. (Quasi-) 
Complete separation most certainly is a result of the sample size being too small. In such a 
situation of (quasi-) complete separation, a maximum likelihood estimator of the corresponding 
independent variable does not exist. Hence, there are no regression coefficients for which 
Leaŵeƌ͛s or Sala-I-MaƌtiŶ͛s weighted/unweighted criterion of robustness can be applied. 
Therefore, dependent variables that exhibit (quasi-) complete separation are excluded from the 
statistical analysis. Vice versa, all dependent variables that do not exhibit (quasi-) complete 
separation are included in the statistical analysis of my study. 
An example may help to demonstrate the situation of complete and quasi-complete separation: 
Table 36, p. 195 gives the cross tabulation of an exemplary dependent variable on risk-attitude 
and the independent variable Edu2 (i.e., dummy for people with highest education level high 
sĐhool diploŵa oƌ assoĐiate͛s degƌee). In this example, quasi-complete separation occurs. That is, 
all people with education levels other than high school diploma/assoĐiate͛s degƌee ;EduϮ=ϬͿ aƌe 
risk-averse. This means the probability of being risk-averse is 100% if the person has a highest 
education level other than high school diploma/assoĐiate͛s degƌee ;EduϮ=ϬͿ. If the peƌsoŶ has a 
high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿ, the pƌoďaďilitǇ of being risk-averse is still 
90% (i.e., 83 divided by 92). In contrast to quasi-complete separation, complete separation would 
mean that all people with education level Edu2 (Edu2=1) are risk-seeking and all people with 
another education level (Edu2=0) are risk-averse. Put differently, the value of the independent 
variable Edu2 perfectly predicts the outcome of the dependent variable. 
 Risk-aversion Risk-seeking Total 
Highest education level high school 
diploŵa/ assoĐiate’s degƌee ;EduϮ=ϭͿ 83 9 92 
All other levels of education (Edu2=0) 57 0 57 
Total 140 9 149 
Table 36: Example of quasi-complete separation for Edu2 (dummy on highest education level of high 
sĐhool/assoĐiate’s degƌeeͿ aŶd depeŶdeŶt ǀaƌiaďle ϭ ;Faŵ_WeiPooLPϮLifLϭAdϮEdϭͿ. 
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For all dependent variables that do not exhibit complete or quasi-complete separation, a statistical 
statement on significance, sign, and robustness is derived step by step as follows: 
 RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ: CoŶĐeƌŶiŶg ƌoďustŶess, Leaŵeƌ͛s 
criterion is interpreted as follows: The higher the percentage of dependent variables for which an 
iŶdepeŶdeŶt ǀaƌiaďle is fouŶd to haǀe a ƌoďust iŶflueŶĐe ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ, the higheƌ the 
probability that the independent variable is truly related to the probability of being risk-averse in 
the ŵigƌatioŶ ĐoŶteǆt. ‘eĐall that ƌoďustŶess aĐĐoƌdiŶg to Leaŵeƌ͛s ĐƌiteƌioŶ is eƋuiǀaleŶt to 
saying that the influence is significant.  
To classify an independent variable as robust ďy Leaŵer’s ĐriterioŶ irrespective of the way risk-
attitudes are estimated (i.e., over all 4,536 dependent variables), I require the independent 
ǀaƌiaďle to ďe ƌoďustlǇ ƌelated ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ to at least ϳϱ% of the depeŶdeŶt ǀaƌiaďles 
statistically investigated.286 
 Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ: Concerning robustness, Sala-I-MaƌtiŶ͛s 
weighted/unweighted criterion is interpreted as follows: The higher the percentage of 
dependent variables for which an independent variable is found to have a robust influence by 
Sala-I-MaƌtiŶ͛s weighted/unweighted criterion, the higher the probability that the independent 
variable is truly related to the probability of being risk-averse in the migration context. 
To classify an independent variable as robust by Sala-I-MartiŶ’s ĐriterioŶ irrespective of the way 
risk-attitudes are estimated (i.e., over all of the 4,536 dependent variables that are empirically 
analyzed), I require the independent variable to be robustly related by both Sala-I-MaƌtiŶ͛s 
weighted and unweighted criteria to at least 75% of the dependent variables statistically 
investigated.287 
 TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia: Both Leaŵeƌ͛s aŶd “ala-I-
MaƌtiŶ͛s Đƌiteƌia of robustness also indicate a sign of the relation between an independent 
                                                          
286 Caǀeat: Leaŵeƌ͛s ĐƌiteƌioŶ of robustness as described in Part C, Section 4.2.2.3 refers to only one single 
dependent variable. It requires that the independent variable shows a significant relation of the same direction 
in 100% of the regressions. In contrast to this approach, I am now interested in interpreting the relation of an 
independent variables for all dependent variables not only one dependent variable. Therefore, I require at least 
75% of the dependent variables to ŵeet Leaŵeƌ͛s ϭϬϬ%-criterion. 
287 Caveat: Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted ĐƌiteƌioŶ of ƌoďustŶess as desĐƌiďed iŶ Part C, 
Section 4.2.2.4 refers to only one single dependent variable. It requires that the probability for a certain sign of 
the coefficient of the independent variable is at least 95%. In contrast to this approach, I am now interested in 
interpreting the relation of an independent variables for all dependent variables not only one variables. 
Therefore, I require at least 75% of the dependent variables to meet both Sala-I-MaƌtiŶ͛s ǁeighted aŶd 
unweighted 95%-criterion. 
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variable and the probability of being risk-averse as follows: The higher the percentage of robust 
relations that are positive (negative), the higher the probability that the independent variable is 
positively (negatively) related to the probability of being risk-averse. This approach can be 
applied to ƌoďust ƌelatioŶs ďǇ Leaŵeƌ͛s aŶd ďoth Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted 
criteria.  
Irrespective of robustness, the sign of the relation can also be judged by Sala-I-MaƌtiŶ͛s 
weighted/unweighted criterion as follows: The higher the percentage of all relations (irrespective 
of their robustness) where the probability of a positive (negative) sign is greater than 50%, the 
higher the probability that the independent variable is positively (negatively) related to the 
probability of being risk-averse. This approach is chosen because Sala-I-MaƌtiŶ͛s 
weighted/unweighted criterion requires an arbitrarily chosen minimum probability of 95% to 
consider a relation as robust. Relations that, for example, only exhibit a probability of 94% for a 
certain sign would be neglected. 
In order to judge the sign of the relation, there are five percentages (percentages referring to 
ƌoďust ƌelatioŶs applǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd peƌĐeŶtages ƌefeƌƌiŶg to robust/all relations 
applying Sala-I-MaƌtiŶ͛s ǁeighted/uŶǁeighted ĐƌiteƌioŶͿ that haǀe to ďe joiŶtlǇ iŶteƌpƌeted iŶ 
order to derive a statistical statement on the sign of the relation between the independent 
variable and the probability of being risk-averse in the migration context. Note that the number 
of peƌĐeŶtages to ďe iŶteƌpƌeted ŵaǇ ďe ƌeduĐed to less thaŶ fiǀe ǁheŶ fiƌst, Leaŵeƌ͛s oƌ “ala-I-
MaƌtiŶ͛s ǁeighted/uŶǁeighted Đƌiteƌia do not find any robust relations and the corresponding 
percentage referring to robust relations does not exist. Second, the number of five percentages 
might be reduced when percentages amount to exactly 50%. Since 50% neither indicates a 
positive nor a negative sign, percentages that amount to 50% are not considered for 
interpretation. Consequently, those percentages that are considered for interpretation are 
jointly interpreted as follows: 
Since the percentages are at best tendencies for the true relation of the independent variable on 
the probability of being risk-averse, I demand all percentages available to point in the same 
direction in order to regard them as indicating ͞a ǀague teŶdeŶĐǇ foƌ a positiǀe/Ŷegatiǀe sigŶ͟. 
If all percentages available point in the same direction and at least one of the percentages 
available additionally reaches at least a 75% majority, I regard the results as indicating ͞a stƌoŶg 
teŶdeŶĐǇ foƌ a positiǀe/Ŷegatiǀe sigŶ͟. In contrast, if only one percentage points in another 
direction than all other available percentages, I regard the results as indicating ͞Ŷo teŶdeŶĐǇ foƌ 
a sigŶ͟.  
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Sensitivity analysis for subgroups of dependent variables 
The 4,536 dependent variables in my study result from a combination of competing solutions of 
problems that occurred when the theoretical migration decision model was applied to real data. For 
example, the problem of how to measure risk was solved by the competing solutions to the risk-
measure problem variance and semi-variance (see Part C, Table 31, p. 160 for an overview of all 
competing solutions). It is therefore possible that empirical results systematically differ for subgroups 
of dependent variables that relate to competing solutions. In this case the joint interpretation over 
all 4,536 dependent variables would be is misleading. To investigate whether empirical results 
systematically differ for competing solutions of one and the same problem, a sensitivity analysis is 
run. 
An example illustrates the idea of the sensitivity analysis: To check the sensitivity of the results with 
respect to competing risk-measures, the 4,536 dependent variables are divided into (i) a subgroup of 
dependent variables that result from risk-measure variance, and (ii) a second subgroup of dependent 
variables that result from risk-measure semi-variance. The central methodology is then applied 
separately to both subgroups and results are compared. In the case statements on significance, sign, 
and robustness derived for each subgroup are different, results are found to be sensitive to different 
risk-measures. Note that the subgroups of dependent variables are identical except for the risk-
measure applied. Their comparison therefore works like a ceteris paribus analysis in that only the 
competing solution is modified and all other independent variables are not modified. 
Since I want to test the sensitivity not only with respect to competing risk-measure, but with respect 
to all competing ways to solve one and the same problem that occurred when the theoretical model 
was applied to real data (see Table 31, p. 160 for an overview), I perform a ceteris paribus sensitivity 
analysis of subgroups of dependent variables as follows: I compare first, subgroups relating to 
competing decision problems (i.e., family versus personal income, different planning periods, and 
different risk-measures), second, subgroups relating to competing ways to gain data input (i.e., 
different education definitions, weighted versus unweighted samples, different types of clustering, 
different time period from which income parameters are estimated), third, subgroups relating to 
competing   -norms used to estimate risk-attitude, and fourth, subgroups relating to competing 
transformations rules to code the binary dependent variables. 
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4.3.2 Gender and risk-attitudes  
4.3.2.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
In my study the relation between gender and the probability of being risk-averse is captured by the 
dummy variable Male. The relation of Male to the probability of being risk-averse can be statistically 
investigated for about 99% of the 4,536 ways to estimate risk-attitude, i.e., (quasi-) complete 
separation is not a problem. Based on this sample, Male does not exhibit a robust influence on the 
probability of being risk-averse by any criterion of robustness. Concerning significance, no statement 
ĐaŶ ďe ŵade siŶĐe Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess does not find a robust relation of Male to any of 
the dependent variables. Yet, I derive a strong tendency for a positive coefficient of Male which 
means men might have a higher probability of being risk-averse than women. 
Comparison to the literature and interpretation 
Both non-robustness and the strong tendency for a positive sign contradict the consensus in the 
literature where men are found to be significantly more willing to take risks than women in non-
migration domains.288 To the best of my knowledge only Harrison, Lau, and Rutström (2007) do not 
find significant differences in risk-taking between men and women when investigating answers to 
lottery questions in Denmark. 
This difference to findings of the literature is not surprising to me for two reasons. First, risk-attitudes 
are domain-specific and the domain of migration has not been surveyed in the literature yet. The fact 
that women are usually more risk-averse than men when taking financial decisions or health risks – 
as investigated by other authors - does not necessarily mean that this also holds for the migration 
decision. Second, risk-attitudes could truly be related to certain personal traits rather than gender, 
while these very traits could be related with male in the population. Since I survey a certain subgroup 
of the population, namely migrants, it could be that the generally found relation between certain 
traits and gender cannot be found in my subgroup of migrants.  
  
                                                          
288 For a detailed discussion of findings on the relation for gender and risk-attitudes in the previous empirical 
literature please refer to Part C, p. 168. 
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4.3.2.2 Detailed statistical reasoning 
All statistical results on the influence of Male on the probability of being risk-averse are summarized 
in Table 37, 201. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive 
 
CDF(0) 
≥9ϱ% positive 
 
positive 
 
CDF(0) 
≥9ϱ% positive 
 
positive 
 n 
% of  
4,536 
% of 
n 
% of 
significant 
% of 
n 
% of  
robust 
% of  
n 
% of 
n 
% of  
robust 
% of  
n 
Total 4,478 1% 0% n.a.  19% 73%  76% (+) 12% 64%  77% (+) 
Ind 3,840 1% 0% n.a.  20% 74%  77% (+) 12% 68%  78% (+) 
Fam 638 2% 0% n.a.  17% 65%  72%   15% 40%  71%   
Ann 1,492 1% 0% n.a.  20% 72%  76% (+) 13% 64%  77% (+) 
Wor 1,494 1% 0% n.a.  19% 74%  76% (+) 12% 64%  77% (+) 
Lif 1,492 1% 0% n.a.  19% 73%  76% (+) 12% 63%  77% (+) 
Var 2,268 0% 0% n.a.  13% 90% (+) 83% (+) 7% 99% (+) 86% (+) 
LP2 2,210 3% 0% n.a.  26% 64%  70%   18% 49%  68%   
Ed1 1,274 2% 0% n.a.  19% 68%  77% (+) 14% 52%  75% (+) 
Ed2 636 2% 0% n.a.  21% 71%  79% (+) 12% 61%  78% (+) 
Ed3 648 0% 0% n.a.  14% 61%  66%   9% 45%  66%   
Ed4 648 0% 0% n.a.  13% 55%  59%   9% 46%  62%   
Ed5 636 2% 0% n.a.  27% 86% (+) 88% (+) 14% 90% (+) 93% (+) 
Ed6 636 2% 0% n.a.  24% 85% (+) 88% (+) 13% 89% (+) 91% (+) 
Wei 2,220 2% 0% n.a.  20% 74%  78% (+) 12% 63%  82% (+) 
Unw 2,258 0% 0% n.a.  19% 72%  75% (+) 13% 65%  72%   
Sep 2,258 0% 0% n.a.  18% 61%  70%   12% 40%  71%   
Poo 2,220 2% 0% n.a.  21% 83% (+) 83% (+) 13% 87% (+) 83% (+) 
One 1,512 0% 0% n.a.  23% 76% (+) 78% (+) 12% 95% (+) 89% (+) 
Ad1 1,483 2% 0% n.a.  16% 67%  74%   10% 38%  70%   
Ad2 1,483 2% 0% n.a.  19% 75% (+) 76% (+) 14% 55%  72%   
L1 1,512 0% 0% n.a.  14% 87% (+) 84% (+) 8% 68%  82% (+) 
L2 1,512 0% 0% n.a.  19% 66%  71%   14% 36%  70%   
Ma 1,454 4% 0% n.a.  25% 70%  74%   15% 88% (+) 79% (+) 
2Kat3 1,512 0% 0% n.a.  17% 90% (+) 85% (+) 8% 81% (+) 82% (+) 
2Kat1 1,484 2% 0% n.a.  15% 90% (+) 78% (+) 10% 67%  78% (+) 
4Kat2 1,482 2% 0% n.a.  26% 52%  66%   19% 54%  71%   
Table 37: Results of the extreme bounds analysis for the independent variable Male aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Sample size and (quasi-) complete separation 
Since quasi-complete separation only occurs for 1% of the 4,536 dependent variables (Column (3), 
Table 37, p. 201) the statistical reasoning on robustness, sign, and significance of Male is based on a 
sufficiently high sample of 4,478 dependent variables (Column (2), Table 37, p. 201).  
Concerning the 58 dependent variables (about 1% of 4,536, Column (3), Table 37, p. 201) where 
quasi-complete separation occurs, it is noteworthy that all men in the sample are risk-averse.289 In 
contrast, women can be found in the group of risk-averse as well as risk-seeking migrants.  
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
ApplǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, Male is ĐleaƌlǇ Đlassified as fƌagile, i.e., Males does Ŷot 
show a robust influence on any of the 4,536 dependent variables (Column (4), Table 37, p. 201). Since 
no robust relation is found, a statement on significance cannot be derived (Columns (5) and (6), Table 
37, p. 201).  
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, Male is also clearly classified as fragile. Sala-I-
MaƌtiŶ͛s ǁeighted ĐƌiteƌioŶ fiŶds oŶlǇ ϭϵ% of the ϰ,ϰϳϴ depeŶdeŶt ǀaƌiaďles to ďe ƌoďustlǇ ƌelated to 
the probability of being risk-averse (Column (7), Table 37, p. 201)290, and Sala-I-MaƌtiŶ͛s uŶǁeighted 
criterion finds only 12% of the 4,478 dependent variables to be robustly related to the probability of 
being risk-averse (Column (12), Table 37, p. 201). 
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, a strong tendency for a positive sign of the coefficient of Male is 
observable since all percentages available guide in the same direction and two of them meet the 
75%-criterion (indicated by (+) in Columns (11) and (16), Table 37, p. 201). In detail this means: The 
percentage of positiǀe ƌelatioŶs fouŶd ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ ĐaŶŶot ďe ĐoŶsideƌed ďeĐause Leaŵeƌ͛s 
criterion does not find any robust relations. Among the 19% robust relations by Sala-I-MaƌtiŶ͛s 
weighted criterion, 73% find a robust positive influence of Male, while the remaining 27% find a 
robust negative influence (Column (8), Table 37, p. 201). If percentages are not restricted to robust 
relations, Sala-I-MaƌtiŶ͛s ǁeighted ĐƌiteƌioŶ estiŵates a gƌeateƌ pƌoďaďilitǇ foƌ a positiǀe sigŶ of the 
                                                          
289 Note that for each of the 58 dependent variables for which quasi-separation occurs, there are 264 men in 
my sample accounting for 82% of all migrants. All of these 264 men are risk-averse as measured by the 
respective dependent variable. 
290 In detail, the 19% mean that for 19% of the dependent variables for which an extreme bounds analysis could 
have been run, the probability for either a positive or a negative sign of the coefficient is 95% or higher. 
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coefficient of Male for 76% of the 4,478 dependent variables statistically investigated (Column (10), 
Table 37, p. 201). The situation for Sala-I-MaƌtiŶ͛s uŶǁeighted ĐƌiteƌioŶ is alike. Among the 12% 
robust relations, 64% find a robust positive influence of Male (Column (13), Table 37, p. 201), while 
among all 4,478 dependent variables, 77% find a greater probability for a positive sign (Column (15), 
Table 37, p. 201).  
4.3.2.3 Sensitivity for subgroups of dependent variables 
4.3.2.3.1 Overview 
Robustness 
The fragility and non-significance of Male in explaining the probability of being risk-averse over the 
4,478 dependent variables statistically investigated is not sensitive to different ways to estimate risk-
attitudes. Yet, one finding is noteworthy: Comparing competing risk-measures, I find that the 
subgroup referring to risk-measure semi-variance (LP2) exhibits about two times the percentages of 
robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria as the subgroup referring to 
risk-measure variance (Var). This indicates that the relation between Male and the probability of 
being risk-averse is stronger for the downside-risk (semi-variance) than for risk that includes any 
variation of income (variance). 
Tendency for a sign 
The finding of a strong tendency for a positive sign of Male for the 4,478 dependent variables 
statistically investigated is not sensitive to (i) variations of the planning period (denoted by Ann, Wor, 
and Lif), (ii) whether missing education information is brought forward from years before or after the 
move (denoted by Ed1 to Ed6), (iii) variations in the weighting of the sample from which income 
parameters are estimated (denoted by Wei and Unw), and not sensitive to (iv) whether income 
parameters are estimated from annual income data of one year or three years of data - as long as 
data is not adjusted for inflation (denoted by One and Ad1). 
However, the strong tendency for a positive sign is sensitive to (i) ǁhetheƌ Head͛s individual income 
or family income is considered (denoted by Ind and Fam), (ii) different risk-measures (denoted by Var 
and LP2), (iii) different education definitions (denoted by Ed1 to Ed6), (iv) different types of clustering 
(denoted by Sep and Poo), (v) ǁhetheƌ thƌee Ǉeaƌ͛s data fƌoŵ ǁhiĐh iŶĐoŵe paƌaŵeteƌs aƌe 
estimated is adjusted for inflation or not (denoted by Ad1 and Ad2), (vi) different measurements of 
predictive errors (denoted by L1, L2, and Ma), and sensitive to (vi) different transformation rules 
(denoted by 2Kat3, 2Kat1, and 4Kat2).  
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4.3.2.3.2 Detailed statistical reasoning and interpretation 
One fact is identical in all subgroups and will therefore not be mentioned again for every 
subgroup. That is, the relation between Male and the probability of being risk-aǀeƌse ďǇ Leaŵeƌ͛s 
criterion is not robust and therefore not significant for any subgroup. Consequently, robustness and 
the tendency for a sign are only discussed based on Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted 
criteria. 
Detailed comparison of subgroups of dependent variables relating to different decision problems 
 The relation of Male to the probability of being risk-averse is sensitive to whether the migration 
decision is estimated based on Head’s iŶdiǀidual iŶĐoŵe oƌ family income (denoted by Ind and 
Fam). First, it is noteworthy that the percentages of dependent variable for which quasi-
complete separation occurs are similar in both subgroups although the number of dependent 
ǀaƌiaďles that ƌefeƌ to Head͛s iŶdiǀidual iŶĐome and family income differ considerably (3,840 
compared to only 638, Column (2), Table 37, p. 201). Second, Male is fragile in both subgroups. 
Thiƌd, the suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ eǆhiďits a stƌoŶg teŶdeŶĐǇ foƌ a 
positive sign of the coefficient of Male. In contrast, the subgroup referring to family income 
(Fam) exhibits no tendency for a sign of the coefficient of Male. 
I interpret these findings as follows: First, it seems as if male Heads have a higher probability of 
being risk-averse concerning variations of their own income than female Heads. In contrast, for 
the probability of being risk-averse concerning variations of family income, no difference 
between male and female Heads can be detected. Put differently, while men and women are 
equally worried about variations of family income, male Heads are more anxious about variations 
of their own income than female Heads. Second, the findings for the two subgroups can also be 
due to the considerably lower number of dependent variables investigated by the subgroup 
referring to family income, which amount to only one sixth of the number of dependent variables 
iŶǀestigates ďǇ the suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual iŶĐoŵe. 
 The relation of Male to the probability of being risk-averse is not sensitive to different planning 
periods investigated in my study, i.e., one year, time until reaching full retirement age, and time 
until reaching life expectancy (denoted by Ann, Wor, and Lif). In detail, I find that, first, 
percentages of quasi-complete separation are equally low. Second, Male is fragile in both 
subgroups. Third, in all subgroups a strong tendency for a positive sign is found.  
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I interpret these findings as follows: The non-sensitivity of the results on Male for different 
planning periods might be due to the way annual income parameters have been used to 
calculate income parameters for longer planning periods (see Part A, Section 2.4.2 for a detailed 
discussion). Recall that it was assumed that annual nominal income is constant; however, the 
length over which this income is paid varies for different planning periods. This means, although 
differences in the relation of annual mean and variance of income (or semi-variance of income, 
respectively) between U.S. states are even more pronounced for longer planning periods, the 
rank of U.S. states does not change when the planning period is modified. Therefore, estimations 
of risk-attitudes might be similar. 
 The relation of Male to the probability of being risk-averse is sensitive to different risk-measures 
variance and semi-variance (denoted by Var and LP2). First, percentages of quasi-complete 
separation are similar. Second, although Male is classified as fragile in both subgroups, applying 
semi-variance (LP2) results in about twice as much robust relations by Sala-I-MaƌtiŶ͛s ǁeighted 
and unweighted criteria compared to when risk-measure variance (Var) is applied. Third, 
concerning the tendency for a sign, results are very sensitive to different risk-measures. The 
subgroup referring to variance (Var) shows a strong tendency for a positive sign. In contrast, the 
subgroup referring to semi-variance (LP2) shows no tendency for a sign. 
I interpret these findings as follows: Results indicate that male Heads compared to female Heads 
have a higher probability of being risk-averse towards any variation of income (Var), but their 
probability of being risk-averse towards risk that includes only scenarios with a shortfall below 
the expected income (LP2) has no tendency to be higher or lower compared to female Heads. 
Put differently, while men and women are equally worried about downside-risk, it is male Heads 
that are more anxious about any variation of income than female Heads. Note that the different 
size of risk-attitude parameters for variance and semi-variance (see Part C, Section 1.4 p. 152) 
cannot explain the observed sensitivity since risk-attitudes were transformed to binary variables. 
Detailed comparison of subgroups of dependent variables relating to different ways to gain data 
input 
 The relation of Male to the probability of being risk-averse is sensitive to different education 
definitions (denoted by Ed1 to Ed6). Concerning the number of dependent variables analyzed, it 
is noteworthy that for migration decisions based on family income only education definition one 
was applied. Therefore, the number of dependent variables to be analyzed amounts to 648 for 
education definitions two to six, while education definition one additionally includes all migration 
decisions based on family income.  
Page 206 
 
 
Comparing the results for the six subgroups referring to the six different education definitions, I 
find that although the results for the six subgroups are not similar over all subgroups, the results 
are pair wise similar as follows:  
o The results for subgroups referring to education definitions one and two (denoted by Ed1 
and Ed2) are similar. First, for both subgroups quasi-complete separation occurs for 2% 
of the 4,536 dependent variables (Column (3), Table 37, p. 201). Second, Male is 
classified as fragile in both subgroups. Third, both subgroups show a strong tendency for 
a positive sign.  
o The results for subgroups referring to education definitions three and four (denoted by 
Ed3 and Ed4) are similar. First, for both subgroups quasi-complete separation does not 
occur. Second, Male is classified as fragile in both subgroups. Third, both subgroups show 
no tendency for a sign. 
o The results for subgroups referring to education definitions five and six (denoted by Ed5 
and Ed6) are similar. First, for both subgroups quasi-complete separation does not occur. 
Second, Male is classified as fragile in both subgroups. Third, both subgroups exhibit a 
strong tendency for a positive sign where all four percentages referring to robust/all 
relations, applying Sala-I-MaƌtiŶ͛s ǁeighted/uŶǁeighted ĐƌiteƌioŶ aƌe gƌeateƌ thaŶ ϳϱ%. 
Compared to all other subgroups (Ed1 to Ed4), the positive tendency is most pronounced 
for subgroups Ed5 and Ed6. 
To be able to interpret the findings of pairwise similar subgroups, recall that the six education 
definitions were derived from two competing solutions to each of the two following questions: 
(1) The question on how to treat opposing education information in the Single-Year Family Files 
and the Cross-Year Individual File, and (2) whether education variables from years before or after 
the move should be considered first when education variables are not available in each year. 
Therefore, I interpret these findings of the sensitivity to different education definitions as 
follows: The pairs of subgroups showing similar results only differ in their answer to Question (2). 
Subgroups Ed1, Ed3, and Ed5 first search for education information in the years centered around 
the moving date, while subgroups Ed2, Ed4, and Ed6 first search in the years before the move 
and then in the years after the move. Obviously, the different answers to Question (2) do not 
alter the result of how Male is related to the probability of being risk-averse in the migration 
context. In contrast, it makes a difference how Question (1) is answered, i.e., whether 
Page 207 
 
 
(i) education information from the Single-Year Family Files is always preferred in each year over 
data from the Cross-Year Individual File (subgroups Ed1, Ed2, strong tendency for a positive sign), 
or whether (ii) data from the Single-Year Family Files of all years is first considered before data 
from the Cross-Year Individual File is considered (subgroups Ed3, Ed4, no tendency for a sign), or 
whether (iii) it is simply the highest education level of both the Single-Year Family Files and the 
Cross-Year Individual File that is preferred in each year (subgroups Ed 5, Ed6, most pronounced 
strong tendency for a positive sign). The difference in the methodology of answers (i) and 
(iii) seems to be qualitative marginal since the related subgroups Ed1, Ed2, Ed5, and Ed6 all show 
a strong tendency for a positive sign. I interpret these findings in the way that education 
information reported in the Single-Year Family Files is most often higher than education 
information in the Cross-Year Individual File. The difference in the methodology of answer (ii) is 
responsible for the sensitivity of Male in explaining the probability of being risk-averse for 
different education definitions. 
 The relation of Male to the probability of being risk-averse is not sensitive to whether income 
parameters are estimated based on weighted or unweighted samples (denoted by Wei and 
Unw). For both subgroups I find that, first, percentages of quasi-complete separation are equally 
low, second, Male is classified as fragile, and third, a strong tendency for a positive sign is found.  
I interpret these findings as follows: It does not make a difference for the results of Male 
whether the sample from which income parameters are estimated is unweighted or weighted to 
be representative of the population. The fear was that when sample sizes for certain socio-
economic groups are critically small – this is the case for some socio-economic groups (see 
Part B, Section 3.5) – weighting the sample would bias the estimation of income parameters, and 
therefore, bias the estimation of risk-attitudes. Obviously, this concern cannot be confirmed for 
the relation of Male to the probability of being risk-averse in my study. 
 The relation of Male to the probability of being risk-averse is sensitive to the type of clustering of 
people from which income parameters are estimated, i.e., separate clustering for each year 
versus pooled clustering with same clusters in all years (denoted by Sep and Poo). First, 
percentages of quasi-complete separation are equally low in both subgroups. Second, Male is 
fragile in both subgroups. Third, subgroups show opposing tendencies for a sign, i.e., the 
subgroup referring to separate clustering shows no tendency, while the subgroup referring to 
pooled clustering shows a strong tendency for a positive sign. 
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I interpret these findings as follows: The clustering was performed along age and education to 
reduce the number of socio-economic groups from which income parameters were estimated in 
order to reach higher sample sizes in the corresponding socio-economic groups. The two types of 
clustering resulted in the same education-clusters, but in considerably different age-clusters (i.e., 
20 year old men were clustered together with all men between 16 and 20 years of age following 
one type of clustering; the same person was clustered together with all men between 19 and 25 
year of age following the other type of clustering). Hence, it is not surprising that estimated 
income parameters and risk-attitudes also differ considerably. 
 The relation of Male to the probability of being risk-averse is sensitive to different time periods 
from which income parameters are estimated, namely annual income data of one single year, 
annual income date from three years around the moving date adjusted for inflation, and annual 
income data from three years around the moving date not adjusted for inflation (denoted by 
One, Ad1, and Ad2). For all subgroups, I find that, first, percentages of quasi-complete separation 
are low and, second, Male is fragile. Third, concerning the tendency for a sign, I discover a strong 
teŶdeŶĐǇ foƌ a positiǀe sigŶ foƌ the suďgƌoup ƌefeƌƌiŶg to thƌee Ǉeaƌ͛s data ǁithout iŶflatioŶ 
adjustŵeŶt ;AdϮͿ aŶd the suďgƌoup ƌefeƌƌiŶg to oŶe Ǉeaƌ͛s data ;OŶeͿ, ǁheƌe this teŶdeŶĐǇ is 
even more pronounced for the latter (One). The subgroup referring to thƌee Ǉeaƌ͛s data ǁith 
inflation adjustment (Ad1) shows no tendency for a sign. 
I interpret these findings as follows: Results are not sensitive to whether income parameters are 
estiŵated fƌoŵ oŶe Ǉeaƌ͛s data (One) oƌ thƌee Ǉeaƌ͛s data as loŶg as the thƌee Ǉeaƌ͛s data is Ŷot 
adjusted for inflation (Ad2). Although inflation adjustment seems reasonable in general, it is 
explicitly not recommended by the editor of the American Community Survey.291 The reason is 
that respondents of the American Community Survey are asked to report their income in the last 
12 month. Since interviews are run throughout the year, income data of neighboring years of 
data already refer to overlapping reference periods. Inflation adjustment would therefore bias 
results in an uncontrollable way. In my study, this warning of the editor of the American 
Community Survey proves to be true for the coefficient of Male. 
Detailed comparison of subgroups of dependent variables relating to different estimation 
procedures of risk-attitudes 
The relation of Male to the probability of being risk-averse is sensitive to different measurements of 
predictive errors, namely   -norms one-, two- and infinity-norms where           (denoted by 
                                                          
291 See Minnesota Population Center, University of Minnesota [No date b]. 
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L1, L2, and Ma). First, the percentages of quasi-complete separation are equally low in all subgroups. 
Second, although Male is fragile in all subgroups, the percentages of robust relations are highest 
when the maximum of predictive errors is minimized (subgroup Ma with 25% and 15% by Sala-I-
MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted ĐƌiteƌioŶ, respectively (see Columns (7) and (12), Table 37, 
p. 201)) and lowest when the sum of predictive errors is minimized (subgroup L1 with 14% and 8% by 
Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted ĐƌiteƌioŶ, respectively (see Columns (7) and (12), Table 37, 
p. 201)). Third, subgroups show different tendencies for a sign. The subgroup referring to minimizing 
the sum of predictive errors (L1) and the subgroup referring to minimizing the maximum of 
predictive errors (Ma) show a strong tendency for a positive sign. In contrast, the subgroup referring 
to minimizing the squared predictive error shows no tendency for a certain sign (L2).  
I interpret these findings as follows: Differences between male and female Heads are most 
pronounced when greater weight is put to greater predictive errors (L2), while results for the 
subgroups referring to minimizing the sum of predictive errors (L1) and minimizing the maximum of 
predictive errors (Ma) are qualitative not different. This fact indicates that cases with higher but not 
maximal predictive errors are responsible for the different results of Male for different 
measurements of predictive errors. 
Detailed comparison of subgroups of dependent variables relating to different transformation 
rules to code the binary dependent variables 
The relation of Male to the probability of being risk-averse is sensitive to different transformation 
rules (denoted by 2Kat1, 2Kat3, and 4Kat2). First, percentages of quasi-complete separation are 
equally low in all subgroups. Second, although Male is classified as fragile in all subgroups, I find the 
greatest percentage of robust relations for the subgroup including only the 50% migrants exhibiting 
the most pronounced degree of risk-attitude (4Kat2). Third, a strong tendency for a sign can be found 
in the subgroup referring to the transformation rule that includes all migrants (2Kat3) and the 
subgroup referring to the transformation rule that includes only the 95% migrants exhibiting the 
strongest degree of risk-attitude (2Kat1), while the subgroup referring to the most extreme 
transformation rule (4Kat2) only indicates a vague tendency for a positive sign. 
I interpret these findings as follows: Among the migrants that exhibit a lower degree of risk-attitude 
(2Kat3 and 2Kat2), male and female Heads are more different in their risk-attitudes than migrants 
that exhibit a strong degree of risk-attitude (i.e., extremely risk-averse or extremely risk-seeking 
(4Kat2)). 
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4.3.3 Age and risk-attitudes 
4.3.3.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
The relation of Age to the probability of being risk-averse can be statistically investigated for all 4,536 
dependent variables since (quasi-) complete separation does not occur. Based on this sample, Age 
does not exhibit a robust influence on the probability of being risk-averse by any criterion of 
robustness. Concerning significance, Ŷo stateŵeŶt ĐaŶ ďe ŵade siŶĐe Leaŵeƌ͛s ĐƌiteƌioŶ of 
robustness does not find a robust relation of Age to any of the dependent variables. 
A tendency for a sign cannot be derived. Instead the following pattern can be observed: The majority 
of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia finds a negative sign of Age, 
while the majority of all relations irrespective of their robustness finds a positive sign of Age. 
Obviously, it does not make a difference whether Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ is applied iŶ its ǁeighted oƌ 
unweighted version, but whether the analysis is restricted to robust relations or not.  
Comparison to the literature and interpretation 
Both non-robustness and no tendency for a sign of the relation of Age to the probability of being risk-
averse contradict the consensus in the literature, where Age has been found to be significantly 
positive related to risk-aversion in the non-migration domain by almost all studies.292 To the best of 
my knowledge, only Wik, Kebede, Bergland, and Holden (2004) do not find a significant effect of age 
among households in Northern Zambia using an experimental gambling approach. 
There are three explanations for my findings that the age effect is not robust and has no tendency for 
a sign: First, risk-attitudes are domain-specific, which means the findings of the previous literature 
relating to non-migration domains do not necessarily have to be true in the context of migration. 
Second, I investigate only a subgroup of the population, namely migrants, that are not necessarily 
similar to the population. That the relation of age on risk-attitudes may be different for different 
subgroups of the population has already been shown by Hartog, Ferrer-i-Carbonell, and Jonker 
(2002). It is noteworthy, that Hartog, Ferrer-i-Carbonell, and Jonker (2002) can confirm the findings 
of the previous literature for the data that can be expected to be more similar to the population (i.e., 
the data set of the 25,000 readers of several Dutch newspapers). In contrast, they find the opposite 
                                                          
292 For a detailed discussion of findings on the relation for age and risk-attitudes in the previous empirical 
literature please refer to Part C, p. 169. 
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effect for the more homogenous group of accountants. It is therefore not surprising that I cannot 
confirm previous findings for the subgroups of migrants. The third argument might explain why no 
tendency for a sign of the coefficient is found as follows: As already discussed in Part C, p. 169, it is 
possible that an additional nonlinear age-effect on the probability of being risk-averse exists. If a 
nonlinear age-effect exists, but the relation is captured only by a linear variable like Age, the sign of 
the linear coefficient crucially depends on the location of the extremum of the age effect. For 
example, if the probability of being risk-averse is inverse U-shaped (i.e., rises with age until a certain 
maximum is reached and falls thereafter), the estimated linear regression coefficient will be the 
more positive the greater the age at which the maximum is reached. Generalizing this insight to my 
study this means, if a non-linear age-effect exists and its estimated extremum is located at different 
ages for different dependent variables, it is not surprising that the regression coefficient of the linear 
age-effects switches its sign for different depended variables. Whether a non-linear age-effect exists, 
will be discussed in Part C, Section 4.3.5, where the empirical results on AgeSquared are interpreted. 
4.3.3.2 Detailed statistical reasoning 
All statistical results on the influence of Age on the probability of being risk-averse are summarized in 
Table 38, p. 212.  
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,536 0% 0% n.a.  17% 21% (-) 60%   3% 32%  60%   
Ind 3,888 0% 0% n.a.  16% 22% (-) 60%   3% 31%  61%   
Fam 648 0% 0% n.a.  19% 19% (-) 56%   5% 34%  55%   
Ann 1,512 0% 0% n.a.  16% 23% (-) 60%   4% 32%  60%   
Wor 1,512 0% 0% n.a.  18% 21% (-) 59%   4% 35%  60%   
Lif 1,512 0% 0% n.a.  17% 20% (-) 59%   3% 29%  60%   
Var 2,268 0% 0% n.a.  11% 54%  82% (+) 2% 100% (+) 89% (+) 
LP2 2,268 0% 0% n.a.  22% 4% (-) 37%   5% 0% (-) 31%   
Ed1 1,296 0% 0% n.a.  18% 18% (-) 56%   4% 31%  54%   
Ed2 648 0% 0% n.a.  17% 31%  56%   4% 48%  55%   
Ed3 648 0% 0% n.a.  15% 22% (-) 70%   3% 0% (-) 74%   
Ed4 648 0% 0% n.a.  12% 5% (-) 65%   2% 0% (-) 72%   
Ed5 648 0% 0% n.a.  18% 17% (-) 58%   3% 29%  56%   
Ed6 648 0% 0% n.a.  19% 32%  57%   4% 61%  54%   
Wei 2,268 0% 0% n.a.  14% 2% (-) 56%   2% 0% (-) 58%   
Unw 2,268 0% 0% n.a.  19% 35%  63%   5% 48%  62%   
Sep 2,268 0% 0% n.a.  15% 15% (-) 60%   4% 31%  62%   
Poo 2,268 0% 0% n.a.  19% 26%  59%   3% 33%  58%   
One 1,512 0% 0% n.a.  13% 16% (-) 44%   3% 35%  45%   
Ad1 1,512 0% 0% n.a.  19% 26%  67%   4% 45%  68%   
Ad2 1,512 0% 0% n.a.  18% 20% (-) 68%   3% 13% (-) 68%   
L1 1,512 0% 0% n.a.  9% 20% (-) 58%   1% 0% (-) 62%   
L2 1,512 0% 0% n.a.  13% 27%  66%   3% 0% (-) 60%   
Ma 1,512 0% 0% n.a.  28% 19% (-) 55%   6% 53%  58%   
2Kat3 1,512 0% 0% n.a.  10% 41%  72%   0% 100% (+) 69%   
2Kat1 1,512 0% 0% n.a.  13% 24% (-) 67%   1% 14% (-) 64%   
4Kat2 1,512 0% 0% n.a.  28% 12% (-) 41%   9% 32%  47%   
Table 38: Results of the extreme bounds analysis for the independent variable Age aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Sample size and (quasi-) complete separation 
(Quasi-) Complete separation does not occur. Hence, the statistical reasoning on robustness, sign, 
and significance of Age is based on all 4,536 dependent variables (Column (2), Table 38, p. 212).  
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
ApplǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, Age is ĐleaƌlǇ Đlassified as fƌagile, i.e., Age does Ŷot shoǁ a 
robust influence on any of the 4,536 dependent variables (Column (4), Table 38, p. 212). Since no 
robust relation is found, a statement on significance cannot be derived (Columns (5) and (6), Table 
38, p. 212).  
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, Age is also clearly classified as fragile. Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion finds only 17% (3%) of the 4,536 dependent variables to be robustly 
related to the probability of being risk-averse in the migration context (Columns (7) and (12), Table 
38, p. 212).  
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, no tendency for a sign of the coefficient of Age is observable. Note that 
the peƌĐeŶtage of positiǀe ƌelatioŶs fouŶd ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ ĐaŶŶot ďe ĐoŶsideƌed ďeĐause 
Leaŵeƌ͛s ĐƌiteƌioŶ does Ŷot fiŶd aŶǇ ƌoďust ƌelatioŶs. 
4.3.3.3 Sensitivity for subgroups of dependent variables 
4.3.3.3.1 Overview 
Robustness 
The fragility and non-significance of Age in explaining the probability of being risk-averse over all 
4,536 dependent variables statistically investigated is not sensitive to different ways to estimate risk-
attitudes. Yet, two findings are noteworthy: First, comparing results of subgroups referring to 
different risk-measures, I find that the subgroup referring to semi-variance (LP2) exhibits about two 
times the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted and unweighted criteria as the 
subgroup referring to variance (Var). Second, comparing results of subgroups referring to different 
transformation rules, I find that when migrants with less pronounced degrees of risk-attitude are 
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deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria increase visibly. 
Tendency for a sign 
The finding of no tendency for a sign of Age for all 4,536 dependent variables statistically 
investigated is not sensitive to (i) ǁhetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s iŶdiǀidual 
income or family income (denoted by Ind and Fam), (ii) variations of the planning period (denoted by 
Ann, Wor, and Lif), (iii) variations of the education definition (more precisely, results are neither 
sensitive to competing answers on whether education variables from years before or after the move 
should be preferred, nor sensitive to competing answers on how to treat opposing education 
information in the Single-Year Family Files and the Cross-Year Individual File; related subgroups are 
denoted by Ed1 to Ed6), (iv) variations in the weighting of the sample from which income parameters 
are estimated (denoted by Wei and Unw), (v) which type of clustering is performed to cluster people 
from which income parameters are estimated (denoted by Sep and Poo), (vi) whether income 
parameters are estimated from annual income data of three years of data that is adjusted for 
inflation or not (denoted by Ad1 and Ad2), and not sensitive to (vii) variations in the measurement of 
predictive errors (denoted by L1, L2, and Ma). 
However, the finding of no tendency for a sign is sensitive to (i) different risk-measures (denoted by 
Var and LP2), (ii) whether income parameters are estimated from annual income data of one year or 
three years of data (denoted by One, Ad1, and Ad2), and sensitive to (iii) different transformation 
rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.3.3.2 Detailed statistical reasoning and interpretation 
Two facts are identical for all subgroups and will therefore not be mentioned again for every 
subgroup. They are first, (quasi-) complete separation does not occur for the total of all 4,536 
dependent variables and is therefore also of no concern for any subgroup of dependent variables. 
Second, the relation between Age and the probability of being risk-averse is not robust for any 
suďgƌoup ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess. CoŶseƋueŶtlǇ, oŶlǇ ƌoďustŶess ďǇ “ala-I-MaƌtiŶ͛s 
criterion and related tendencies for a sign are discussed in this section. 
Detailed comparison of subgroups of dependent variables relating to different model specifications 
 The relation of Age to the probability of being risk-averse is not sensitive to whether the 
migration decision is estimated based on Head’s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe (denoted 
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by Ind and Fam). Concerning the number of dependent variables analyzed, it is noteworthy that 
for migration decisions based on family income only education definition one was applied. 
Therefore, the number of dependent variables in the subgroup referring to family income (Fam) 
aŵouŶts to oŶe siǆth of the depeŶdeŶt ǀaƌiaďles ďased iŶ Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ. Foƌ 
both subgroups I find that, first, Age is classified as fragile, and second, no tendency for a sign can 
be observed.  
I interpret these findings as folloǁs: IƌƌespeĐtiǀe of ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ 
income is considered, it is not clear whether the probability of being risk-averse increases or 
decreases when people turn one year older. 
 The relation of Age to the probability of being risk-averse is not sensitive to different planning 
periods investigated in my study, i.e., one year, time until reaching full retirement age, and time 
until reaching life expectancy (denoted by Ann, Wor, and Lif). For all subgroups I find that, first, 
Age is classified as fragile, and second, no tendency for a sign can be observed. 
I interpret these findings as being due to the way income parameters for longer planning periods 
have been estimated (for a detailed discussion of this argument see the corresponding 
interpretation for Male, p. 204). 
 The relation of Age to the probability of being risk-averse is sensitive to different risk-measures 
variance and semi-variance (denoted by Var and LP2). First, although Age is classified as fragile in 
both subgroups, applying semi-variance (LP2) results in about twice as much robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia compared to risk-measure variance (Var). 
Second, concerning the tendency for a sign of the coefficient of Age, I find the complete opposite 
for both subgroups. The subgroup referring to risk-measure variance (Var) shows a strong 
tendency for a positive sign, while the subgroup referring to semi-variance (LP2) shows a strong 
tendency for a negative sign. 
I interpreted the findings concerning robustness as follows: First, it could be that the relation 
between age and the probability of being risk-averse towards the downside-risk (LP2) is 
approximately linear, while the same relation for risk-measure variance (Var) is non-linear. 
Second, if both relations are non-linear, the higher percentage of robust relations in the 
subgroup referring to risk-measure semi-variance (LP2) indicates that the probability of being 
risk-averse can better be approximated by a linear function for risk-measure semi-variance (LP2) 
compared to variance (Var). Third, if both relations were approximately linear, the considerably 
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lower percentage of robust relations in the subgroup referring to risk-measure variance (Var) 
indicates that people of different ages are more similar in their risk-attitude towards variance 
than semi-variance. 
I interpreted the findings concerning the tendency for a sign as follows: For older migrants the 
probability of being risk-averse towards the downside-risk decreases, while the probability for 
being risk-averse towards any variation increases. This can be explained if older migrants 
consider deviations of income above the expected value as more problematic compared to 
younger migrants than deviations below the expected value. A possible explanation for this 
finding might be that older migrants have a better downside protection compared to younger 
migrants, e.g., older migrants own assets that are negatively correlated with income. In this case, 
their total wealth might decreases when income increases. 
Detailed comparison of subgroups of dependent variables relating to different ways to gain data 
input 
 The relation of Age to the probability of being risk-averse is not sensitive to different education 
definitions (denoted by Ed1 to Ed6). Concerning the number of dependent variables analyzed, it 
is noteworthy that for migration decisions based on family income only education definition one 
was applied. Therefore, the number of dependent variables to be analyzed amounts to 648 for 
education definitions two to six, while education definition one additionally includes all migration 
decisions based on family income. For all six subgroups I find that, first, Age is classified as fragile, 
and second, no tendency for a sign can be observed. 
I interpret these findings as follows: Since the six education definitions are due to competing 
answers on (1) whether education variables from years before or after the move should be 
preferred, and (2) how to treat opposing education information in the Single-Year Family Files 
and the Cross-Year Individual File, I conclude that the relation of Age to the probability of being 
risk-averse is not sensitive to competing answers on both questions. 
 The relation of Age to the probability of being risk-averse is not sensitive to whether income 
parameters are estimated based on weighted or unweighted samples (denoted by Wei and 
Unw). For both subgroups I find that, first, Age is classified as fragile, and second, no tendency 
for a sign can be observed. 
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I interpret these findings as follows: Obviously, the concern of biased results due to biased 
estimations of the income parameters for weighted samples cannot be confirmed for the relation 
of Age to the probability of being risk-averse in my study. 
 The relation of Age to the probability of being risk-averse is not sensitive to the type of clustering 
of people from which income parameters are estimated, i.e., separate clustering for each year 
versus pooled clustering with same clusters in all years (denoted by Sep and Poo). For both 
subgroups I find that, first, Age is classified as fragile, and second, no tendency for a sign can be 
observed. 
I interpret these findings as follows: Although the age-clusters resulting from the two types of 
clustering differed considerably, it does not make a difference for the effect of Age on the 
probability of being risk-averse whether age-clusters are defined separately for each year (Sep) 
or whether age-clusters are defined in the same way over all years (Poo). 
 The relation of Age to the probability of being risk-averse is sensitive to different time periods 
from which income parameters are estimated, namely annual income data of one single year, 
annual income date from three years around the moving date adjusted for inflation, and annual 
income data from three years around the moving date not adjusted for inflation (denoted by 
One, Ad1, and Ad2). First, Age is classified as fragile in both subgroups. Second, I find a strong 
tendency for a negative sign in the suďgƌoup ƌefeƌƌiŶg to oŶe Ǉeaƌ͛s data ;OŶeͿ, ǁhile Ŷo 
teŶdeŶĐǇ foƌ a sigŶ ĐaŶ ďe deƌiǀed foƌ the tǁo suďgƌoups ƌefeƌƌiŶg to thƌee Ǉeaƌ͛s data ;Adϭ aŶd 
Ad2). 
I interpret these findings as follows: It seems as if the results of Age and its relation to the 
probability of being risk-aǀeƌse aƌe Ŷot seŶsitiǀe to ǁhetheƌ thƌee Ǉeaƌ͛s data is adjusted foƌ 
inflation or not (Ad1 versus Ad2). This is in contrast to the concern expressed by the editor of the 
American Community Survey293 (for a detailed discussion of this argument see the corresponding 
interpretation for Male, p. 208). However, results of Age and its relation to the probability of 
being risk-averse are sensitive whether income parameters are estimated from one year͛s data 
ǀeƌsus thƌee Ǉeaƌ͛s date ;OŶe ǀeƌsus Adϭ, AdϮͿ. 
  
                                                          
293 See Minnesota Population Center, University of Minnesota [No date b]. 
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Detailed comparison of subgroups of dependent variables relating to different estimation 
procedures of risk-attitudes 
The relation of Age to the probability of being risk-averse is not sensitive to different measurements 
of predictive errors, namely   -norms one-, two- and infinity-norms where           (denoted by 
L1, L2, and Ma). First, although Age is classified as fragile in all subgroups, the percentage of robust 
relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia is highest when the maximum of 
predictive errors is minimized (Ma) and lowest when the sum of predictive errors is minimized (L1). 
Second, no tendency for a sign of Age can be derived for any subgroup  
I interpret these findings as follows: It seems as if the maximum predictive error is decisive since 
results for subgroups that additionally account for smaller predictive errors (L1 and L2) exhibit 
qualitative the same results. This argument might also explain why the subgroup referring to 
minimizing the maximum error is also the subgroup with the highest percentages of robust relations 
by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia. 
Detailed comparison of subgroups of dependent variables relating to different transformation 
rules to code the binary dependent variables 
The relation of Age to the probability of being risk-averse is sensitive to different transformation 
rules (denoted by 2Kat1, 2Kat3, and 4Kat2). First, although Age is classified as fragile in all subgroups, 
I find the smallest percentage of robust relations for the subgroup that includes all migrants (2Kat3), 
followed by the subgroup that includes only the 95% migrants exhibiting the strongest degree of risk-
attitude (2Kat1), and the greatest percentage of robust relations for the subgroup including only the 
50% migrants exhibiting the strongest degree of risk-attitude (4Kat2). Second, only for the subgroup 
referring to the 50% migrants that exhibits the most extreme degree of risk-attitude (4Kat2) a strong 
tendency for a negative sign can be observed. For the other subgroups no tendency for a sign is 
observed. 
I interpret these findings as follows: The idea of the extreme transformation rule (4Kat2) was that 
once migrants with less pronounced degrees of risk-attitudes are deleted from the sample, the true 
relation between an independent variable and the probability of being risk-averse would be more 
pronounced. This is exactly what can be seen for the independent variable Age, i.e., for the subgroup 
including only migrants with the most extreme degree of risk-attitude (4Kat2): The percentage of 
robust relations is greatest and it is the only subgroup for which a tendency for a sign can be 
observed. 
Page 219 
 
 
 
4.3.4 Education and risk-attitudes 
4.3.4.1 Reparatory remarks 
Central methodology of interpretation for education (captured by Edu2 and Edu3) 
In my study education is captured by the two dummy variables Edu2 and Edu3. To derive a statement 
on the relation of education on the probability of being risk-averse, both variables have to be jointly 
interpreted. This is possible because Edu2 and Edu3 are fixed variables that are simultaneously 
included in all regressions. In detail this means the central methodology of interpretation is applied 
as follows:  
 Statements on sample size and (quasi-) complete separation are identical for both dummy 
variables since results of both dummy variables are based on identical regressions.  
 To judge the joint significance of Edu2 and Edu3 on the probability of being risk-averse, I run 
additional Wald-tests on joint significance of both dummy variables Edu2 and Edu3 for all over 12 
million regressions. To finally derive a statement on joint significance of Edu2 and Edu3 over all 
4,536 dependent variables, I aggregate results in three steps analogue to the central 
methodology applied for individual independent variables as follows: First, for each dependent 
variable, I judge Edu2 and Edu3 to be jointly significant (at some significance level p) if both 
dummy variables are jointly significant for at least 95% of the regressions run on that dependent 
variable. Second, to derive a statement on the joint significance of Edu2 and Edu3 (at some 
significance level p), irrespective of the way risk-attitude is estimated, I aggregate results for all 
4,485 dependent variables by calculating the percentage of significant relations (at some 
significance level p) found among all dependent variables analyzed. Third, in analogy to the 75%-
criterion applied to individual variables, I require Edu2 and Edu3 to be jointly significant for at 
least 75% of the dependent variables in order to classify education as significant in explaining the 
probability of being risk-averse. 
 RoďustŶess ďǇ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia are checked separately for Edu2 and Edu3 
where education is classified as robust only if both Edu2 and Edu3 are classified as robust.  
 The tendency for a sign is derived for both dummy variables separately but can be jointly 
interpreted. This joint interpretation is possible since Edu2 and Edu3 both have the same 
reference category (i.e., Edu1), where Edu1 indicates the lowest, Edu2 the next higher, and Edu3 
the highest level of education.  
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4.3.4.2 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
I fiŶd that the ƌelatioŶ of Head͛s eduĐatioŶ to the probability of being risk-averse can be statistically 
investigated for about 99% of the 4,536 ways to estimate risk-attitude, i.e., (quasi-) complete 
separation is not a problem. Based on this sample, Edu2 and Edu3 are jointly significant at a 1% 
significance level for 36% of the 4,485 dependent variables (Column (6), Table 39, p. 222). Therefore, 
education is classified as not significant. On the individual level, both Edu2 and Edu3 are judged to be 
fragile by all criteria and hence not significantly related to the probability of being risk-averse.  
Concerning the sign of the relation, I find a strong tendency for a negative sign of the coefficient of 
both Edu2 and Edu3 that is even more pronounced for Edu2. This means, Heads who do not have a 
high school diploma (Edu1=1, reference category) have a higher probability of being risk-averse than 
Heads that have a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿ, aŶd a higheƌ pƌoďaďilitǇ of 
being risk-aǀeƌse thaŶ Heads ǁho haǀe a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿ.  
The slightly more pronounced negative effect of Edu2 compared to Edu3 to the probability of being 
risk-averse might be due to the definition of the three education levels, where Heads with high 
sĐhool diploŵa aŶd those ǁith aŶ assoĐiate͛s degƌee aƌe defiŶed to ďeloŶg to the saŵe eduĐatioŶ 
level, namely EduϮ. “iŶĐe aŶ assoĐiate͛s degƌee is ofteŶ oŶly an intermediate step towards higher 
eduĐatioŶ leǀels Đaptuƌed ďǇ Eduϯ, it ŵight ďe that Heads ǁith aŶ assoĐiate͛s degƌee aƌe ŵoƌe 
similar to Heads that already reached a higher education level (Edu3) than to those that only have a 
high school diploma (Edu2). If this was true, the effect of higher levels of education as defined by 
Edu3 is partly captured by Edu2.  
Comparison to the literature and interpretation 
Since the effect of education on risk-attitudes found in literature is ambiguous, my findings are partly 
in line with this literature as follows:294 A negative effect of education on risk-aversion in the non-
migration domain is found by Donkers, Melenberg, and van Soest (2001), Bonin, Constant, 
Tatsiramos, Zimmermann (2006), Jaeger, Bonin, Dohmen, Falk, Huffman, and Sunde (2007), Jaeger, 
Dohmen, Falk, Huffman, Sunde and Bonin (2008), and Umblijs (2012). The opposite effect is found by 
                                                          
294 For a detailed discussion of findings on the relation for education and risk-attitudes in the previous empirical 
literature please refer to Part C, p.168. 
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Harrison, Lau, and Rutström (2007), and no significant effect at all by Hartog, Ferrer-i-Carbonell, and 
Jonker (2002).  
Irrespective of findings in the literature, the strong tendency for a negative relation between 
education and the probability of being risk-averse in the migration context is what I expected to find 
since I expect people with higher education levels to be more capable of realizing and evaluating the 
risk involved in the migration decision. This might give them the feeling of controlling the risk, 
resulting in a higher willingness to take risks. Quite the opposite might hold for less educated people. 
They might see the risk but are not able to control it and, therefore, more reluctant to take it. 
4.3.4.3 Detailed statistical reasoning 
Results on joint significance of Edu2 and Edu3 are reported in Table 39, p. 222. Detailed statistical 
results from the extreme bounds analysis on the influence of education dummies Edu2 and Edu3 on 
the probability of being risk-averse are summarized separately for each dummy variable in Table 40, 
p. 223 and Table 41, p. 224, respectively. 
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 (1) (2) (3) (4) (5) (6) 
Group of 
ways to 
estimate 
risk-attitude 
Number of 
dependent 
variables 
analyzed 
Missing values 
due to (quasi-) 
complete 
separation 
Percentage of n where Edu2 and Edu3 are jointly significant 
at level p for 95% or more of the regressions run on that 
dependent variables 
p=10% p=5% p=1% 
n % of 4,536 % of n % of n % of n 
Total 4,485 1% 38% 37% 36% 
Ind 3,858 1% 37% 36% 35% 
Fam 627 3% 42% 40% 39% 
Ann 1,495 1% 38% 38% 36% 
Wor 1,495 1% 37% 37% 35% 
Lif 1,495 1% 37% 37% 35% 
Var 2,268 0% 14% 14% 13% 
LP2 2,217 2% 62% 61% 58% 
Ed1 1,272 2% 39% 38% 36% 
Ed2 645 0% 37% 36% 35% 
Ed3 636 2% 35% 34% 33% 
Ed4 636 2% 38% 37% 36% 
Ed5 648 0% 37% 37% 36% 
Ed6 648 0% 38% 37% 37% 
Wei 2,229 2% 48% 47% 45% 
Unw 2,256 1% 27% 27% 26% 
Sep 2,256 1% 47% 45% 44% 
Poo 2,229 2% 29% 28% 27% 
One 1,512 0% 45% 45% 44% 
Ad1 1,491 1% 33% 33% 31% 
Ad2 1,482 2% 34% 33% 32% 
L1 1,509 0% 32% 32% 31% 
L2 1,506 0% 50% 50% 47% 
Ma 1,470 3% 31% 29% 28% 
2Kat3 1,512 0% 27% 26% 26% 
2Kat1 1,500 1% 39% 39% 38% 
4Kat2 1,473 3% 47% 46% 42% 
Table 39: Percentages of dependent variables where Edu2 and Edu3 are jointly significant at level p for 95% or more of 
the regressions aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
The joint significance of Edu2 and Edu3 was tested using the Wald-test. 
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 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,485 1% 30% 0% (-) 40% 7% (-) 18% (-) 42% 2% (-) 15% (-) 
Ind 3,858 1% 30% 0% (-) 40% 7% (-) 18% (-) 41% 2% (-) 14% (-) 
Fam 627 3% 30% 0% (-) 41% 6% (-) 19% (-) 47% 3% (-) 18% (-) 
Ann 1,495 1% 30% 0% (-) 41% 7% (-) 18% (-) 41% 2% (-) 15% (-) 
Wor 1,495 1% 29% 0% (-) 40% 7% (-) 17% (-) 42% 2% (-) 15% (-) 
Lif 1,495 1% 29% 0% (-) 41% 7% (-) 18% (-) 42% 2% (-) 15% (-) 
Var 2,268 0% 13% 0% (-) 20% 3% (-) 15% (-) 20% 1% (-) 15% (-) 
LP2 2,217 2% 46% 0% (-) 61% 8% (-) 21% (-) 64% 2% (-) 15% (-) 
Ed1 1,272 2% 30% 0% (-) 41% 5% (-) 17% (-) 44% 1% (-) 15% (-) 
Ed2 645 0% 30% 0% (-) 40% 9% (-) 23% (-) 40% 5% (-) 19% (-) 
Ed3 636 2% 28% 0% (-) 37% 5% (-) 18% (-) 38% 0% (-) 16% (-) 
Ed4 636 2% 31% 0% (-) 42% 5% (-) 11% (-) 42% 0% (-) 9% (-) 
Ed5 648 0% 29% 0% (-) 41% 7% (-) 16% (-) 42% 0% (-) 11% (-) 
Ed6 648 0% 29% 0% (-) 41% 11% (-) 22% (-) 41% 4% (-) 21% (-) 
Wei 2,229 2% 39% 0% (-) 50% 1% (-) 9% (-) 51% 0% (-) 7% (-) 
Unw 2,256 1% 21% 0% (-) 31% 16% (-) 26%   32% 4% (-) 23% (-) 
Sep 2,256 1% 37% 0% (-) 48% 3% (-) 14% (-) 51% 2% (-) 11% (-) 
Poo 2,229 2% 22% 0% (-) 32% 12% (-) 21% (-) 32% 1% (-) 19% (-) 
One 1,512 0% 35% 0% (-) 47% 4% (-) 19% (-) 47% 3% (-) 16% (-) 
Ad1 1,491 1% 26% 0% (-) 36% 10% (-) 18% (-) 38% 2% (-) 15% (-) 
Ad2 1,482 2% 27% 0% (-) 38% 7% (-) 16% (-) 39% 0% (-) 14% (-) 
L1 1,509 0% 30% 0% (-) 37% 0% (-) 1% (-) 39% 0% (-) 1% (-) 
L2 1,506 0% 41% 0% (-) 50% 0% (-) 8% (-) 52% 0% (-) 8% (-) 
Ma 1,470 3% 17% 0% (-) 34% 25% (-) 44%   33% 7% (-) 36%   
2Kat3 1,512 0% 23% 0% (-) 28% 6% (-) 19% (-) 28% 2% (-) 17% (-) 
2Kat1 1,500 1% 32% 0% (-) 41% 7% (-) 18% (-) 40% 1% (-) 13% (-) 
4Kat2 1,473 3% 34% 0% (-) 52% 7% (-) 16% (-) 57% 2% (-) 14% (-) 
Table 40: Results of the extreme bounds analysis for the independent variable Edu2 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a tendency for a positive coefficient, (-) denotes a tendency for a positive coefficient. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,485 1% 20% 0% (-) 48% 14% (-) 41%   44% 13% (-) 43%   
Ind 3,858 1% 21% 0% (-) 47% 13% (-) 42%   43% 12% (-) 43%   
Fam 627 3% 18% 0% (-) 54% 23% (-) 39%   52% 17% (-) 41%   
Ann 1,495 1% 21% 0% (-) 48% 14% (-) 41%   45% 13% (-) 43%   
Wor 1,495 1% 20% 0% (-) 48% 14% (-) 41%   44% 13% (-) 43%   
Lif 1,495 1% 20% 0% (-) 48% 15% (-) 41%   44% 13% (-) 43%   
Var 2,268 0% 10% 0% (-) 29% 27%  58%   19% 26%  62%   
LP2 2,217 2% 30% 0% (-) 68% 9% (-) 25% (-) 70% 10% (-) 23% (-) 
Ed1 1,272 2% 18% 0% (-) 51% 18% (-) 40%   48% 16% (-) 42%   
Ed2 645 0% 18% 0% (-) 47% 16% (-) 46%   46% 17% (-) 47%   
Ed3 636 2% 15% 0% (-) 47% 16% (-) 48%   41% 16% (-) 48%   
Ed4 636 2% 17% 0% (-) 46% 8% (-) 38%   42% 10% (-) 43%   
Ed5 648 0% 28% 0% (-) 47% 9% (-) 36%   39% 3% (-) 37%   
Ed6 648 0% 28% 0% (-) 49% 16% (-) 41%   44% 12% (-) 41%   
Wei 2,229 2% 27% 0% (-) 55% 6% (-) 23% (-) 51% 6% (-) 25% (-) 
Unw 2,256 1% 13% 0% (-) 41% 26%  60%   38% 23% (-) 61%   
Sep 2,256 1% 24% 0% (-) 54% 7% (-) 38%   51% 5% (-) 40%   
Poo 2,229 2% 16% 0% (-) 42% 24% (-) 45%   37% 25% (-) 46%   
One 1,512 0% 36% 0% (-) 52% 7% (-) 32%   46% 3% (-) 29%   
Ad1 1,491 1% 12% 0% (-) 46% 18% (-) 44%   41% 17% (-) 50%   
Ad2 1,482 2% 13% 0% (-) 47% 20% (-) 48%   45% 20% (-) 50%   
L1 1,509 0% 17% 0% (-) 47% 21% (-) 49%   39% 19% (-) 49%   
L2 1,506 0% 30% 0% (-) 54% 4% (-) 36%   56% 6% (-) 36%   
Ma 1,470 3% 15% 0% (-) 44% 21% (-) 39%   37% 17% (-) 43%   
2Kat3 1,512 0% 19% 0% (-) 36% 21% (-) 53%   34% 22% (-) 52%   
2Kat1 1,500 1% 23% 0% (-) 45% 11% (-) 43%   43% 12% (-) 45%   
4Kat2 1,473 3% 20% 0% (-) 64% 13% (-) 28%   56% 8% (-) 31%   
Table 41: Results of the extreme bounds analysis for the independent variable Edu3 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a tendency for a positive coefficient, (-) denotes a tendency for a positive coefficient. 
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Sample size and (quasi-) complete separation 
Since (quasi-) complete separation only occurs for 1% of the 4,536 dependent variables (Column (3), 
Table 39, p. 222) the statistical reasoning on robustness, sign, and significance of both education 
dummies Edu2 and Edu3 is based on a sufficiently high sample of 4,485 dependent variables (Column 
(2), Table 39, p. 222). 
Joint significance of Edu2 and Edu3 
Education is classified as not significant since Edu2 and Edu3 are jointly significant at 1% significance 
level for only 36% of the 4,485 dependent variables analyzed (Column (4), Table 39, p. 222). If the 
required significance level is further reduced to p=10%, a significant influence of education on the 
probability of being risk-averse (Column (6), Table 39, p. 222) is only found for 38% of the 4,485 
dependent variables is found. 
Robustness and sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
ApplǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, EduϮ aŶd Eduϯ aƌe iŶdiǀiduallǇ Đlassified as fƌagile: EduϮ 
exhibits a robust negative influence on 30% of the 4,485 dependent variables (Column (4), Table 40, 
p. 223), and Edu3 exhibits a robust negative influence on 20% of the 4,485 dependent variables 
(Column (4), Table 41, p. 224). Hence, Edu2 and Edu3 are individually not significantly related to the 
probability of being risk-averse in the migration context. 
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, Edu2 and Edu3 are also classified as fragile. Of the 
4,485 dependent variables percentages of robust relations range from 40% by Sala-I-MaƌtiŶ͛s 
weighted criterion on Edu2 (Column (7), Table 40, p. 223) to 48% by Sala-I-MaƌtiŶ͛s ǁeighted 
criterion on Edu3 (Column (7), Table 41, p. 224).  
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s criteria 
Irrespective of robustness, results indicate a strong tendency for a negative sign for both Edu2 and 
Edu3 and their relation to the probability of being risk-averse, where the tendency for a negative sign 
is even more pronounced for Edu2. Put differently, Heads who do not have a high school diploma 
(Edu1=1) have a higher probability of being risk-averse than Heads that have a high school diploma 
oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿ, aŶd a higheƌ pƌoďaďilitǇ of ďeiŶg ƌisk-averse than Heads who have 
a baĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿ. 
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4.3.4.4 Sensitivity for subgroups of dependent variables 
This section checks whether the statistical statements derived for education variables Edu2 and Edu3 
systematically differ for certain subgroups of dependent variables, where the sensitivity analysis is 
run first, on joint significance of Edu2 and Edu3, and second, separately for Edu2 and Edu3. 
4.3.4.4.1 Overview 
Joint significance of Edu2 and Edu3 
The non-significance of education in explaining the probability of being risk-averse over the 4,485 
dependent variables statistically investigated is not sensitive to different ways to estimate risk-
attitudes. Yet, two findings are noteworthy. First, comparing results of subgroups referring to 
different risk-measures, I find that the percentage of dependent variables for which Edu2 and Edu3 
are jointly significant at a 1% significance level in the subgroup referring to semi-variance (LP2) is 
more than four times the percentage in the subgroup referring to variance (Var). Second, comparing 
results of subgroups referring to different transformation rules, I find that when migrants with less 
pronounced degrees of risk-attitude are deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), 
the percentages of dependent variables for which Edu2 and Edu3 are jointly significant at a 1% 
significance level increase visibly. 
Robustness 
The fragility of education in explaining the probability of being risk-averse over the 4,485 dependent 
variables statistically investigated is not sensitive to different ways to estimate risk-attitudes. Yet, 
two findings are noteworthy: First, comparing results of subgroups referring to different risk-
measures, I find that the subgroup referring to risk-measure semi-variance (LP2) exhibits more than 
three times the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia 
than the subgroup referring to variance (Var). Second, comparing results of subgroups referring to 
different transformation rules, I find that when migrants with less pronounced degrees of risk-
attitude are deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust 
relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted iŶĐƌease ǀisiďlǇ. 
Tendency for a sign 
The finding of a strong tendency for a negative sign of Edu2 for the 4,485 dependent variables 
statistically investigated is not sensitive to different ways to estimate risk-attitudes. In contrast, the 
strong tendency for a negative sign of Edu3 and its relation to the probability of being risk-averse 
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that was found for the 4,485 dependent variables statistically investigated is not sensitive to 
(i) ǁhetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe ;deŶoted ďǇ 
Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), (iii) variations of 
the education definition (denoted by Ed1 to Ed6), (iv) which type of clustering is performed to cluster 
people from which income parameters are estimated (denoted by Sep and Poo), (v) whether income 
parameters are estimated from annual income data of one year or three years of data (denoted by 
One, Ad1, and Ad2), and not sensitive to (vi) variations in the measurement of predictive errors 
(denoted by L1, L2, and Ma). 
However, the finding of a strong tendency for a negative sign of Edu3 is sensitive to (i) variations of 
the risk-measure (denoted by LP2 and Var), (ii) variations in the weighting of the sample from which 
income parameters are estimated (denoted by Wei and Unw), and sensitive to (iii) variations of the 
transformation rule (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.4.4.2 Detailed statistical reasoning and interpretation 
I first investigate the joint significance of Edu2 and Edu3 for its sensitivity to variations of the way 
risk-attitudes are estimated. I then turn to the sensitivity analysis separately for Edu2 and Edu3. 
Two facts are identical for both Edu2 and Edu3 over all subgroups and will therefore not be 
mentioned again for every subgroup. That is, first, the percentages of (quasi-) complete separation 
are equally low ranging from 0% to 3% of the dependent variables in all subgroups, and are therefore 
of no concern for any subgroup. Second, both Edu2 and Edu3 are individually not significantly related 
to the probability of being risk-averse in any subgroup. Consequently, only statements on robustness 
and sign are investigated for their sensitivity separately by Edu2 and Edu3 as follows: 
Detailed comparison of subgroups of dependent variables relating to different decision problems 
 The relation of education to the probability of being risk-averse is not sensitive to whether the 
migration decision is estimated based on Head’s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe (denoted 
by Ind and Fam). Concerning the number of dependent variables analyzed, it is noteworthy that 
for migration decisions based on family income only education definition one was applied. 
Therefore, the number of dependent variables in the subgroup referring to family income (Fam) 
amounts to one sixth of the dependent variables ďased iŶ Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ. 
o Joint significance of Edu2 and Edu3: In both subgroups Edu2 and Edu3 are not jointly 
significant at a 10% level.  
Page 228 
 
 
 
o Sensitivity of Edu2: For both subgroups I find that Edu2 is classified as fragile by first, 
Leaŵeƌ͛s criterion, and second, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Third, both subgroups show a 
strong tendency for a negative sign of the coefficient of Edu2. 
o Sensitivity of Edu3: For both subgroups I find that Edu3 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Third, both subgroups show a 
strong tendency for a negative sign of the coefficient of Edu3. 
I interpret these findings as folloǁs: IƌƌespeĐtiǀe of ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ 
income is considered, compared to Heads with higher levels of education, Heads with lower 
levels of education exhibit a higher probability of being risk-averse towards variations of their 
own individual income as well as towards variations of family income. 
 The relation of education to the probability of being risk-averse is not sensitive to different 
planning periods investigated in my study, i.e., one year, time until reaching full retirement age, 
and time until reaching life expectancy (denoted by Ann, Wor, and Lif). 
o Joint significance of Edu2 and Edu3: In all subgroups Edu2 and Edu3 are not jointly 
significant at a 10% level.  
o Sensitivity of Edu2: For all subgroups I find that Edu2 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Third, all subgroups show a 
strong tendency for a negative sign of the coefficient of Edu2. 
o Sensitivity of Edu3: For all subgroups I find that Edu3 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Third, all subgroups show a 
strong tendency for a negative sign of the coefficient of Edu3. 
I interpret these findings as being due to the way income parameters for longer planning periods 
have been estimated (for a detailed discussion of this argument see the corresponding 
interpretation for Male, p. 204). 
 The relation of education to the probability of being risk-averse is sensitive to different risk-
measures variance and semi-variance (denoted by Var and LP2). 
o Joint significance of Edu2 and Edu3: Although in both subgroups Edu2 and Edu3 are not 
jointly significant at a 10% level, it is noteworthy that in the subgroup referring to semi-
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variance (LP2) the percentage of dependent variables where Edu2 and Edu3 are jointly 
significant is more than four times the percentage in the subgroup referring to variance 
(Var) for significance levels p=1%, p=5%, and p=10% (Columns (4) to (6), Table 39, 
p. 222). 
o Sensitivity of Edu2: Fiƌst, although EduϮ is fƌagile ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ iŶ ďoth 
subgroups, it is noteworthy that in the subgroup referring to semi-variance (LP2) the 
percentage of robust relations is about three times the percentage in the subgroup 
referring to variance (Var). Second, applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ, EduϮ is agaiŶ 
classified as fragile where the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted 
(unweighted) criterion in the subgroup referring to semi-variance (LP2) is about two 
times (three times) the percentage in the subgroup referring to variance (Var). Third, 
both subgroups show a strong tendency for a negative sign of the coefficient of Edu2. 
o Sensitivity of Ed3: Fiƌst, although Eduϯ is fƌagile ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ iŶ ďoth suďgƌoups, 
it is noteworthy that in the subgroup referring to semi-variance (LP2) the percentage of 
robust relations is about three times the percentage in the subgroup referring to 
variance (Var). Second, applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ, Eduϯ is agaiŶ Đlassified as 
fragile where the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted 
(unweighted) criterion in the subgroup referring to semi-variance (LP2) is about two 
times (three times) the percentage in the subgroup referring to variance (Var). Third, for 
Edu3 I find different tendencies for a sign in both subgroups, i.e., the subgroup referring 
to variance (Var) shows no tendency for a sign, while the subgroup referring to semi-
variance (LP2) shows a strong tendency for a negative sign of the coefficient of Edu3. 
I interpret these findings as follows: First, the stronger relation (as indicated by (i) a higher 
percentages of dependent variables where Edu2 and Edu3 are jointly significant and (ii) a higher 
percentages of robust relations by all criterion for the subgroup referring to semi-variance 
compared to the subgroup referring to variance) of education to the probability of being risk-
averse towards the downside-risk (LP2) indicates that Heads of different education levels are 
more different in their risk-attitude towards the downside-risk (LP2) than they are towards the 
risk of any variation of income (Var). A possible explanation might be that Heads with higher 
levels of education compared to Heads with lower level of education are more confident in their 
skills and therefore less afraid of earning less than expected, while they do not differ so much in 
their attitude towards any variation of income. Second, the fact that a tendency for sign cannot 
be observed for the highest education level (Edu3) in the subgroup referring to variance (Var) 
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might be due a combination of a generally weaker relation between education and probability of 
being risk-averse for (i) risk-measure variance (Var) compared to semi-variance (LP2), and for 
(ii) Edu3 compared to Edu2. 
Detailed comparison of subgroups of dependent variables relating to different ways to gain data 
input 
 The relation of education to the probability of being risk-averse is not sensitive to different 
education definitions (denoted by Ed1 to Ed6). Concerning the number of dependent variables 
analyzed, it is noteworthy that for migration decisions based on family income only education 
definition one was applied. Therefore, the number of dependent variables to be analyzed 
amounts to 648 for education definitions two to six, while education definition one additionally 
includes all migration decisions based on family income. 
o Joint significance of Edu2 and Edu3: In all subgroups Edu2 and Edu3 are not jointly 
significant at a 10% level.  
o Sensitivity of Edu2: For all subgroups I find that Edu2 is classified as fragile by first, 
Leaŵeƌ͛s Đƌiterion, and second, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Third, all subgroups show a 
strong tendency for a negative sign of the coefficient of Edu2. 
o Sensitivity of Edu3: For all subgroups I find that Edu3 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd second, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Third, all subgroups show a 
strong tendency for a negative sign of the coefficient of Edu3. 
I interpret these findings as follows: Since the six education definitions are due to competing 
answers on (1) whether education variables from years before or after the move should be 
preferred, and (2) how to treat opposing education information in the family and individual data 
file, I conclude that the relation of education to the probability of being risk-averse is not 
sensitive to competing answers on both questions. 
 The relation of education to the probability of being risk-averse is sensitive to whether the 
income parameters are estimated based on weighted or unweighted samples (denoted by Wei 
and Unw). 
o Joint significance of Edu2 and Edu3: Although in both subgroups Edu2 and Edu3 are not 
jointly significant at a 10% level, it is noteworthy that in the subgroup referring to 
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weighted samples (Wei) the percentage of dependent variables where Edu2 and Edu3 
are jointly significant is about twice the percentage in the subgroup referring to 
unweighted samples (Unw) for significance levels p=1%, p=5%, and p=10% (Columns (4) 
to (6), Table 39, p. 222). 
o Sensitivity of Edu2: Fiƌst, although EduϮ is fƌagile ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ iŶ ďoth 
subgroups, it is noteworthy that in the subgroup referring to weighted samples (Wei) the 
percentage of robust relations is about 1.9 times the percentage in the subgroup 
referring to unweighted samples (Unw). Second, by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ Edu2 is again 
fragile in both subgroups, but in the subgroup referring to weighted samples (Wei) the 
percentage of robust relations is about 1.6 times the percentage in the subgroup 
referring to unweighted samples (Unw). Third, both subgroups show a strong tendency 
for a negative sign of the coefficient of Edu2. 
o Sensitivity of Ed3: Fiƌst, although Eduϯ is fƌagile ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ iŶ ďoth suďgƌoups, 
it is noteworthy that in the subgroup referring to weighted samples (Wei) the percentage 
of robust relations is about two times the percentage in the subgroup referring to 
unweighted samples (Unw). Second, by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ Edu3 is again fragile in 
both subgroups, but in the subgroup referring to weighted samples (Wei) the percentage 
of robust relations is about 1.3 times the percentage in the subgroup referring to 
unweighted samples (Unw). Third, the subgroup referring to weighted samples (Wei) 
shows a strong tendency for a negative sign, while the subgroup referring to unweighted 
samples (Unw) shows no tendency for a sign. 
I interpret these findings as follows: Obviously, it makes a difference for the influence of 
education on the probability of being risk-averse whether samples are weighted or not. Since 
both approaches are afflicted with problems, it is not clear whether it is (i) the unrepresentative 
sample of the subgroup referring to unweighted samples (Wei) or (ii) the weighting of the sample 
(Wei) that causes biased estimates of income parameters. 
 The relation of education to the probability of being risk-averse is not sensitive to the type of 
clustering of people from which income parameters are estimated, i.e., separate clustering for 
each year versus pooled clustering with same clusters in all years (denoted by Sep and Poo). 
o Joint significance of Edu2 and Edu3: Although in both subgroups Edu2 and Edu3 are not 
jointly significant at a 10% level, it is noteworthy that in the subgroup referring to 
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separate clustering (Sep) the percentage of dependent variables where Edu2 and Edu3 
are jointly significant is about 1.6 times the percentage in the subgroup referring to 
pooled clustering (Poo) for significance levels p=1%, p=5%, and p=10% (Columns (4) to 
(6), Table 39, p. 222). 
o Sensitivity of Edu2: For both subgroups I find that Edu2 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ, where the percentages of 
robust relations are slightly higher by all criteria for the subgroup referring to separate 
clustering (Sep) compared to pooled clustering (Poo). Third, both subgroups show a 
strong tendency for a negative sign of the coefficient of Edu2. 
o Sensitivity of Edu3: For both subgroups I find that Edu3 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ, where the percentages of 
robust relations are slightly higher by all criteria for the subgroup referring to separate 
clustering (Sep) compared to pooled clustering (Poo). Third, both subgroups show a 
strong tendency for a negative sign of the coefficient of Edu3. 
I interpret these findings as follows: First, the non-sensitivity of the relation of education to the 
probability of being risk-averse is not surprising since different types of clustering result in the 
same education-clusters. Second, the considerably different age-clusters resulting from the two 
types of clustering do not seem to make a difference for the effect of education on the 
probability of being risk-averse. For example, depending on the cluster algorithm used it, could 
be that income parameters for a ϯϬ Ǉeaƌs old ŵeŶ ǁith a ďaĐheloƌ͛s degƌee aƌe eitheƌ 
(i) estiŵated fƌoŵ iŶĐoŵe data of all ŵeŶ ǁith a ďaĐheloƌ͛s degƌee ďeiŶg Ϯϯ to ϯϬ Ǉeaƌs old, oƌ 
(ii) estiŵated fƌoŵ iŶĐoŵe data of all ŵeŶ ǁith a ďaĐheloƌ͛s degƌee ďeiŶg Ϯϴ to ϯϰ Ǉeaƌs old. It is 
therefore surprising that such great differences in the definitions of age-clusters do not alter the 
effect of education on the probability of being risk-averse in the migration context. Third, the 
slightly more pronounced results in the subgroup referring to separate clustering (Sep) might 
indicate that separate clustering results in more precise estimations of the income parameters 
on an annual basis (see Part B, Section 3.4.4.2). 
 The relation of education to the probability of being risk-averse is not sensitive to different time 
periods from which income parameters are estimated, namely annual income data of one signle 
year, annual income date from three years around the moving date adjusted for inflation, and 
annual income data from three years around the moving date not adjusted for inflation (denoted 
by One, Ad1, and Ad2). 
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o  Joint significance of Edu2 and Edu3: In all subgroups Edu2 and Edu3 are not jointly 
significant at a 10% level.  
o Sensitivity of Edu2: For all subgroups I find that Edu2 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Third, all subgroups show a 
strong tendency for a negative sign of the coefficient of Edu2. 
o Sensitivity of Edu3: For all subgroups I find that Edu3 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MartiŶ͛s ĐƌiteƌioŶ. Third, all subgroups show a 
strong tendency for a negative sign of the coefficient of Edu3. 
I interpret these findings as follows: It seems as if the results of education and its relation to the 
probability of being risk-averse are not sensitive to whether estimations are based on one year 
data Đoŵpaƌed to thƌee Ǉeaƌs of data, aŶd also Ŷot seŶsitiǀe to ǁhetheƌ the thƌee Ǉeaƌ͛s data aƌe 
adjusted for inflation or not. 
Detailed comparison of subgroups of dependent variables relating to different estimation 
procedures of risk-attitudes 
The relation of education to the probability of being risk-averse is not sensitive to different 
measurements of predictive errors, namely   -norms one-, two- and infinity-norms where           (denoted by L1, L2, and Ma). 
o  Joint significance of Edu2 and Edu3: In all subgroups Edu2 and Edu3 are not jointly 
significant at a 10% level.  
o Sensitivity of Edu2: For all subgroups I find that Edu2 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MartiŶ͛s ĐƌiteƌioŶ. Third, all subgroups show a 
strong tendency for a negative sign of the coefficient of Edu2. 
o Sensitivity of Edu3: For all subgroups I find that Edu3 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Third, all subgroups show a 
strong tendency for a negative sign of the coefficient of Edu3. 
I interpret these findings as follows: It seems as if the maximum predictive error is decisive since 
results for subgroups that additionally account for smaller predictive errors (L1 and L2) exhibit 
qualitative the same results. 
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Detailed comparison of subgroups of dependent variables relating to different transformation 
rules to code the binary dependent variables 
The relation of education to the probability of being risk-averse is sensitive to different 
transformation rules (denoted by 2Kat1, 2Kat3, and 4Kat2).  
o Joint significance of Edu2 and Edu3: Although in all subgroups Edu2 and Edu3 are not 
jointly significant at a 10% level, it is noteworthy that the percentage of dependent 
variables where Edu2 and Edu3 are jointly significant at any significance level surveyed 
rises when Heads with less pronounced degrees of risk-attitude are deleted from the 
sample step by step (i.e., 2Kat3, 2Kat1, and 4Kat2). 
o Sensitivity of Edu2: For all subgroups I find that Edu2 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Concerning robustness, it is 
again noteworthy that the percentage of robust relations by any criterion rises when 
migrants with lower degrees of risk-attitude are deleted from the sample step by 
step. Third, all subgroups show a strong tendency for a negative sign of the coefficient of 
Edu2. 
o Sensitivity of Edu3: For all subgroups I find that Edu3 is classified as fragile by first, 
Leaŵeƌ͛s ĐƌiteƌioŶ, aŶd seĐoŶd, Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ. Concerning robustness, it is 
again noteworthy that the percentage of robust relations by any criterion rises when 
migrants with lower degrees of risk-attitude are deleted from the sample step by 
step. Third, concerning the tendency for a sign, I find no tendency for the subgroup that 
includes all migrants (2Kat3), but a strong tendency for a negative sign for subgroups that 
delete migrants with lower degrees of risk-attitude from the sample (2Kat12 and 4Kat2). 
I interpret these findings as follows: The idea of the extreme transformation rule (4Kat2) was that 
once migrants with less pronounced degrees of risk-attitude are deleted from the sample, the true 
relation between an independent variable and the probability of being risk-averse would be more 
pronounced. This is exactly what can be seen for Edu2 and Edu3. 
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4.3.5 AgeSquared squared and risk-attitudes 
4.3.5.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
The relation of AgeSquared to the probability of being risk-averse can be statistically investigated for 
all 4,536 dependent variables since (quasi-) complete separation does not occur. Based on this 
sample, AgeSquared does not exhibit a robust influence on the probability of being risk-averse by any 
criterion of robustness. Therefore, a statement on significance cannot be made. Yet, I derive a strong 
tendency for a positive coefficient of AgeSquared. A positive quadratic age-effect means that the 
probability of being risk-averse increases at an increasing rate as Age increases when people turn 
older if there is no additional linear age effect. 
Although AgeSquared is fragile, the strong tendency for a positive sign might explain why an isolated 
linear age-effect as captured by the independent variable Age was not found (for details on this 
argument see Part C, Section 4.3.3). Still, a total age-effect that combines linear and quadratic age-
effects is not estimated in my study for the following reason: The extreme bounds analysis used in 
my study aggregates regression results over several regressions. For each regression the total age-
effect most certainly has another extremum and maybe even a different shape (for example, U-
shaped versus inverse U-shaped). Therefore, aggregating results of numerous regressions to gain 
results for one dependent variable - as done in my study - would most certainly make a sensible 
interpretation in economic terms impossible. For example, if in the first regression the maximum 
turning point is reached when AgeSquared equals 5, and in a second regression when AgeSquared 
equals 65, the interpretation of both total age-effects contradicts each other. The total age-effect of 
the first regression indicates that the probability of being risk-averse is constantly decreasing when 
Heads turn older. Recall that Heads younger than 5 years do not exist in my sample. In contrast, the 
total age-effect of the second regression indicates that the probability of being risk-averse is 
constantly increasing when Heads turn older until they reach the age of 65. Recall, that the majority 
of Heads in my sample is younger than 65. Obviously, results of both regressions contradict each 
other in their economic interpretation. Averaging the total age-effect over all regressions would 
consequently be misleading since it is not clear which regression actually captures the true total age-
effect. 
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Comparison to the literature and interpretation 
My findings regarding AgeSquared are partly in line with the literature as follows: 295 On the one 
hand, the strong tendency for a positive sign of AgeSquared is in line with findings of Hallahan, Faff, 
and McKenzie (2004) in the domain of finance, Bonin, Constant, Tatsiramos, and Zimmermann (2006) 
for the domains of finance, car driving, and career, and Säve-Söderbergh (2012) in the domain of 
finance. On the other hand, the fragility of AgeSquared in explaining the probability of being risk-
averse contradicts previous findings in the non-migration literature where the quadratic AgeSquared 
term was found to have a significant influence.  
The difference of my findings compared to those of the literature is not surprising to me for two 
reasons. First, risk-attitudes are domain-specific and the domain of migration has not been surveyed 
in the literature yet. Second, empirical studies that include a quadratic age-effect also include a linear 
age-effect at the same time. Results of these studies are therefore not comparable to an isolated 
quadratic age-effect. 
4.3.5.2 Detailed statistical reasoning 
All statistical results on the influence of AgeSquared on the probability of being risk-averse are 
summarized in Table 42, p. 237. 
  
                                                          
295 For a detailed discussion of findings on the relation of age and age squared on risk-attitudes in the previous 
empirical literature please refer to Part C, p. 169. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,536 0% 0.3% 100% (+) 21% 89% (+) 77% (+) 14% 88% (+) 79% (+) 
Ind 3,888 0% 0.4% 100% (+) 22% 89% (+) 79% (+) 15% 87% (+) 81% (+) 
Fam 648 0% 0.0% n.a.  14% 88% (+) 70%   11% 96% (+) 71%   
Ann 1,512 0% 0.3% 100% (+) 20% 89% (+) 76% (+) 14% 88% (+) 79% (+) 
Wor 1,512 0% 0.3% 100% (+) 21% 89% (+) 78% (+) 15% 88% (+) 79% (+) 
Lif 1,512 0% 0.3% 100% (+) 21% 88% (+) 78% (+) 15% 87% (+) 80% (+) 
Var 2,268 0% 0.0% n.a.  9% 56%  67%   7% 47%  68%   
LP2 2,268 0% 0.7% 100% (+) 33% 97% (+) 87% (+) 22% 100% (+) 91% (+) 
Ed1 1,296 0% 0.2% 100% (+) 19% 90% (+) 76% (+) 14% 92% (+) 79% (+) 
Ed2 648 0% 0.5% 100% (+) 23% 91% (+) 80% (+) 17% 91% (+) 85% (+) 
Ed3 648 0% 0.5% 100% (+) 18% 85% (+) 70%   13% 80% (+) 70%   
Ed4 648 0% 0.5% 100% (+) 19% 84% (+) 73%   13% 83% (+) 71%   
Ed5 648 0% 0.5% 100% (+) 23% 90% (+) 84% (+) 16% 84% (+) 85% (+) 
Ed6 648 0% 0.0% n.a.  23% 89% (+) 82% (+) 14% 89% (+) 85% (+) 
Wei 2,268 0% 0.7% 100% (+) 22% 98% (+) 82% (+) 17% 97% (+) 82% (+) 
Unw 2,268 0% 0.0% n.a.  19% 78% (+) 72%   11% 73%  77% (+) 
Sep 2,268 0% 0.0% n.a.  16% 93% (+) 81% (+) 13% 93% (+) 80% (+) 
Poo 2,268 0% 0.7% 100% (+) 25% 86% (+) 74%   16% 84% (+) 78% (+) 
One 1,512 0% 1.0% 100% (+) 29% 91% (+) 88% (+) 26% 91% (+) 90% (+) 
Ad1 1,512 0% 0.0% n.a.  15% 86% (+) 70%   9% 79% (+) 71%   
Ad2 1,512 0% 0.0% n.a.  17% 86% (+) 75% (+) 8% 87% (+) 77% (+) 
L1 1,512 0% 0.0% n.a.  11% 100% (+) 84% (+) 8% 99% (+) 82% (+) 
L2 1,512 0% 0.0% n.a.  13% 97% (+) 73%   10% 100% (+) 84% (+) 
Ma 1,512 0% 1.0% 100% (+) 38% 82% (+) 76% (+) 26% 79% (+) 72%   
2Kat3 1,512 0% 1.0% 100% (+) 23% 75% (+) 74%   16% 74%  81% (+) 
2Kat1 1,512 0% 0.0% n.a.  15% 96% (+) 78% (+) 12% 96% (+) 81% (+) 
4Kat2 1,512 0% 0.0% n.a.  25% 97% (+) 80% (+) 15% 95% (+) 76% (+) 
Table 42: Results of the extreme bounds analysis for the independent variable AgeSquared aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Sample size and (quasi-) complete separation 
(Quasi-) Complete separation does not occur. Hence, the statistical reasoning on robustness, sign, 
and significance of AgeSquared is based on all 4,536 dependent variables (Column (2), Table 42, 
p. 237).  
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
ApplǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, Age“Ƌuaƌed is ĐleaƌlǇ Đlassified as fƌagile, i.e., Age“Ƌuaƌed 
does only show a robust significant influence on 0.3% of the 4,536 dependent variables (Column (4), 
Table 42, p. 237). Consequently, AgeSquared is classified as not significantly related to probability of 
being risk-averse in the migration context. 
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, AgeSquared is also clearly classified as fragile. Sala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ fiŶds oŶlǇ Ϯϭ% ;ϭϰ%Ϳ of the ϰ,ϱϯϲ depeŶdeŶt ǀaƌiaďles to 
be robustly related to the probability of being risk-averse in the migration context (Columns (7) and 
(12), Table 42, p. 237).  
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, I observe a strong tendency for a positive sign of the coefficient of 
AgeSquared. 
4.3.5.3 Sensitivity for subgroups of dependent variables 
4.3.5.3.1 Overview 
Robustness 
The fragility and non-significance of AgeSquared in explaining the probability of being risk-averse 
over all 4,536 dependent variables statistically investigated is not sensitive to different ways to 
estimate risk-attitudes. Yet, one finding is noteworthy: Comparing results of subgroups referring to 
different risk-measures, I find that the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted 
and unweighted criteria in the subgroup referring to semi-variances (LP2) are more than three times 
the percentages of robust relations in the subgroup referring to variance (Var). 
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Tendency for a sign 
The finding of a strong tendency for a positive sign of AgeSquared for all 4,536 dependent variables 
statistically investigated is not sensitive to (i) whether the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s 
individual income or family income (denoted by Ind and Fam), (ii) variations of the planning period 
(denoted by Ann, Wor, and Lif), (iii) variations of the education definition (denoted by Ed1 to Ed6), 
(iv) variations in the weighting of the sample from which income parameters are estimated (denoted 
by Wei and Unw), (v) which type of clustering is performed to cluster people from which income 
parameters are estimated (denoted by Sep and Poo), (vi) whether income parameters are estimated 
from annual income data of one or three years of data (denoted by One, Ad1 and Ad2), 
(vii) variations in the measurement of predictive errors (denoted by L1, L2, and Ma), and not 
sensitive to (viii) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2).  
However, the finding of a strong tendency for a positive sign of AgeSquared and its relation to the 
probability of being risk-averse for all 4,536 dependent variables statistically investigated is sensitive 
to variations of the risk-measure (denoted by Var and LP2).  
4.3.5.3.2 Detailed statistical reasoning and interpretation 
Since the effect of AgeSquared on the probability of being risk-averse is only sensitive to different 
risk-measures, I only discuss this very sensitivity in detail to avoid unnecessary repetitions. Numerical 
details on all subgroups are given in Table 42, p. 237. 
Detailed comparison of subgroups of dependent variables relating to different decision problems 
The relation of AgeSquared to the probability of being risk-averse is sensitive to different risk-
measures variance and semi-variance (denoted by Var and LP2). First, (quasi-) complete separation 
does not occur in any subgroup. “eĐoŶd, applǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, Age“Ƌuaƌed is 
classified as fragile in both subgroups. Third, therefore AgeSquared is also classified as not 
significantly related to probability of being risk-averse in both subgroups. Fourth, applying Sala-I-
MaƌtiŶ͛ ĐƌiteƌioŶ of ƌoďustŶess, Age“Ƌuaƌed is Đlassified as fƌagile iŶ ďoth suďgƌoups, ďut iŶ the 
subgroup referring to semi-variance (LP2) the percentages of robust relations is about two times the 
percentages in the subgroup referring to variance (Var). Fifth, concerning the tendency for a sign of 
the coefficient of AgeSquared, I observe no tendency for a sign in the subgroup referring to variance 
(Var) and a strong tendency for a negative sign in the subgroup referring to semi-variance (LP2). 
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I interpret the finding of (i) a lower percentage of robust relations in the subgroup referring to 
variance (Var) together with (ii) the non-existing tendency for a sign in the subgroup referring to 
variance (Var) as follows: First, if the total age-effect consists of a linear and a quadratic age-effect, a 
possible interpretation might be that the probability of being risk-averse towards the downside-risk 
(LP2) increases at an increasing rate when people turn older, while the effect of an additional year of 
age on the probability of being risk-averse towards variance of income (Var) seems to be not 
quadratic. Second, if the insights from interpretation of the linear age-effect (Age) and the quadratic 
age-effect (AgeSquared) are combined, the total age-effect for risk-measure variance (Var) must be a 
polynomial of higher degree. 
4.3.6 Family size and risk-attitudes 
To measure the effect of faŵilǇ size oŶ Head͛s ƌisk-attitude in the domain of migration, two proxies 
are available, namely the number of family members before the move and the number of family 
members after the move. Since it is not clear which of the variables is the right proxy for family size, 
results on both variables are discussed in the following sections. 
4.3.6.1 Number of family members in the wave before the move 
4.3.6.1.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
The influence of the number of family members before the move on the probability of being risk-
averse can be statistically investigated for all 4,536 dependent variables since (quasi-) complete 
separation does not occur. Based on this sample, the number of family members before the move 
does not exhibit a robust influence on the probability of being risk-averse by any criterion of 
robustness. Consequently, the number of family members in the wave before the move is also not 
significantly related to the probability of being risk-averse in the migration context. Yet, I derive a 
strong tendency for a positive sign of the number of family members before the move, which means 
the probability of being risk-averse is higher for migrants that lived in a greater family before the 
move compared to migrants that lived in a smaller family before the move. This might be due to the 
increasing financial responsibility Heads have to bear when the number of family members before 
the move increases. 
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Comparison to the literature 
My findings are partly in line with the literature on family size and risk-attitudes as follows:296 On the 
one hand, no significant effect of family size on risk-attitudes in the non-migration domain is found 
by Harrison, Lau, and Rutström (2007) and Säve-Söderbergh (2012), while most other authors find a 
significant effect of family size on risk-attitudes in the non-migration domain. On the other hand, the 
strong tendency for a positive sign is in line with previous findings in developed countries where 
Heads of bigger families showed significantly higher risk-aversion in the non-migration domain 
compared to Heads of smaller families. 
The difference of my findings compared to those of the literature is not surprising to me for two 
reasons. First, risk-attitudes are domain-specific and the domain of migration has not been surveyed 
yet. Second, the number of family members in the wave before the move might not fully capture the 
situation at the time of the move since the number of family members in the wave before the move 
does not necessarily relate to the number of family members that actually move together with Head. 
4.3.6.1.2 Detailed statistical reasoning 
All statistical results on the influence of the number of family members in the wave before the move 
on the probability of being risk-averse are summarized in Table 43, p. 242. 
  
                                                          
296 For a detailed discussion of findings on the relation for family size and risk-attitudes in the previous 
empirical literature please refer to Part C, p. 170. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,536 0% 1.1% 100% (+) 27% 99% (+) 81% (+) 19% 99% (+) 82% (+) 
Ind 3,888 0% 1.3% 100% (+) 27% 98% (+) 81% (+) 20% 99% (+) 82% (+) 
Fam 648 0% 0.0% n.a.  23% 100% (+) 80% (+) 13% 100% (+) 85% (+) 
Ann 1,512 0% 1.1% 100% (+) 27% 99% (+) 82% (+) 19% 99% (+) 83% (+) 
Wor 1,512 0% 1.1% 100% (+) 26% 98% (+) 81% (+) 19% 99% (+) 83% (+) 
Lif 1,512 0% 1.1% 100% (+) 26% 98% (+) 81% (+) 19% 99% (+) 82% (+) 
Var 2,268 0% 0.3% 100% (+) 12% 100% (+) 70%   8% 100% (+) 71%   
LP2 2,268 0% 2.0% 100% (+) 42% 98% (+) 93% (+) 30% 99% (+) 94% (+) 
Ed1 1,296 0% 0.9% 100% (+) 27% 99% (+) 83% (+) 17% 99% (+) 85% (+) 
Ed2 648 0% 0.9% 100% (+) 29% 95% (+) 79% (+) 19% 98% (+) 81% (+) 
Ed3 648 0% 0.5% 100% (+) 18% 100% (+) 77% (+) 15% 100% (+) 76% (+) 
Ed4 648 0% 0.5% 100% (+) 18% 100% (+) 76% (+) 15% 100% (+) 76% (+) 
Ed5 648 0% 2.3% 100% (+) 36% 97% (+) 88% (+) 27% 100% (+) 90% (+) 
Ed6 648 0% 1.9% 100% (+) 31% 100% (+) 81% (+) 24% 100% (+) 84% (+) 
Wei 2,268 0% 0.0% n.a.  12% 93% (+) 66%   8% 97% (+) 68%   
Unw 2,268 0% 2.2% 100% (+) 42% 100% (+) 96% (+) 30% 100% (+) 97% (+) 
Sep 2,268 0% 0.9% 100% (+) 22% 100% (+) 85% (+) 17% 100% (+) 85% (+) 
Poo 2,268 0% 1.3% 100% (+) 31% 97% (+) 78% (+) 21% 99% (+) 80% (+) 
One 1,512 0% 1.4% 100% (+) 27% 100% (+) 86% (+) 24% 100% (+) 89% (+) 
Ad1 1,512 0% 1.2% 100% (+) 26% 98% (+) 80% (+) 16% 100% (+) 81% (+) 
Ad2 1,512 0% 0.8% 100% (+) 28% 97% (+) 78% (+) 18% 98% (+) 78% (+) 
L1 1,512 0% 2.2% 100% (+) 32% 100% (+) 84% (+) 29% 100% (+) 86% (+) 
L2 1,512 0% 0.8% 100% (+) 27% 100% (+) 82% (+) 14% 100% (+) 84% (+) 
Ma 1,512 0% 0.4% 100% (+) 20% 94% (+) 78% (+) 15% 97% (+) 78% (+) 
2Kat3 1,512 0% 3.4% 100% (+) 36% 100% (+) 87% (+) 29% 100% (+) 88% (+) 
2Kat1 1,512 0% 0.0% n.a.  27% 99% (+) 83% (+) 21% 98% (+) 86% (+) 
4Kat2 1,512 0% 0.0% n.a.  17% 95% (+) 73%   7% 100% (+) 74%   
Table 43: Results of the eǆtƌeŵe ďouŶds aŶalǇsis of the iŶdepeŶdeŶt ǀaƌiaďle ͞Ŷuŵďeƌ of faŵilǇ ŵeŵďeƌs iŶ the ǁaǀe ďefoƌe the ŵoǀe͟ aggregated over all 4,536 dependent variables 
and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Sample size and (quasi-) complete separation 
(Quasi-) Complete separation does not occur. Hence, the statistical reasoning on robustness, sign, 
and significance of the number of family members in the wave before the move is based on all 4,536 
dependent variables (Column (2), Table 43, p. 242).  
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
Applying Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, the Ŷuŵďeƌ of faŵilǇ ŵeŵďeƌs iŶ the ǁaǀe ďefoƌe the 
move is clearly classified as fragile, i.e., the number of family members in the wave before the move 
does only show a robust significant influence on 1.1% of the 4,536 dependent variables (Column (4), 
Table 43, p. 242). Consequently, the number of family members in the wave before the move is 
classified as not significantly related to probability of being risk-averse in the migration context. 
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of robustness, the number of family members in the wave before 
the move is classified as fragile. Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ fiŶds oŶlǇ Ϯϳ% ;ϭϵ%Ϳ 
of the 4,536 dependent variables to be robustly related to the probability of being risk-averse in the 
migration context (Columns (7) and (12), Table 43, p. 242).  
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, a strong tendency for a positive sign of the coefficient of the number of 
family members in the wave before the move is observable. 
4.3.6.1.3 Sensitivity for subgroups of dependent variables 
4.3.6.1.3.1 Overview 
Robustness 
The fragility and non-significance of the number of family members in the wave before the move in 
explaining the probability of being risk-averse over all 4,536 dependent variables statistically 
investigated is not sensitive to different ways to estimate risk-attitudes. Yet, three finding are 
noteworthy: First, comparing results of subgroups referring to different risk-measures, I find that the 
percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia in the subgroup 
referring to risk-measure semi-variances (LP2) are more than three times the percentages of robust 
relations in the subgroup referring to variance (Var). Second, comparing the results of subgroups 
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referring to weighted versus unweighted samples, I find that the percentages of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia in the subgroup referring to unweighted samples 
(Unw) are more than three times the percentages of robust relations in the subgroup referring to 
weighted samples (Wei). Third, comparing results of subgroups referring to different transformation 
rules, I find that when migrants with less pronounced degrees of risk-attitude are deleted from the 
sample step by step (i.e, 2Kat3, 2Kat1, 4Kat2), (i) the percentages of robust relations by Sala-I-
MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria decrease, and (ii) the strong tendency for a positive sign is 
less pronounced. 
Tendency for a sign 
The finding of a strong tendency for a positive sign of the number of family members in the wave 
before the move for all 4,536 dependent variables statistically investigated is not sensitive to any 
variation investigated in my study. In detail, the number of family members in the wave before the 
move is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed 
(denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), 
(iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions (denoted by 
Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters are 
estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted 
by L1, L2, and Ma), and not sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, 
and 4Kat2).  
4.3.6.1.3.2 Detailed statistical reasoning and interpretation 
Since the effect of the number of family members in the wave before the move on the probability of 
being risk-averse is not sensitive to any variation of competing solutions analyzed in my study, I do 
not discuss the various subgroups here. For detailed numerical results please refer to Table 43, 
p. 242. 
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4.3.6.2 Number of family members in the wave after the move 
4.3.6.2.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
The influence of the number of family members after the move on the probability of being risk-
averse can be statistically investigated for all 4,536 dependent variables since (quasi-) complete 
separation does not occur. Based on this sample, the number of family members after the move does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Concerning significance, no stateŵeŶt ĐaŶ ďe ŵade siŶĐe Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess does Ŷot 
find a robust relation of the number of family members in the wave after the move to any of the 
dependent variables. Yet, I derive a strong tendency for a negative sign of the number of family 
members after the move, which means the probability of being risk-averse is lower for Heads that 
live in a greater family after the move compared of Heads that live in a smaller family after the move. 
Comparison to the literature 
My findings are not in line with the majority of the literature as follows:297 First, most authors find a 
significant effect of family size on risk-attitude in the non-migration domain, while only Harrison, Lau, 
and Rutström (2007) and Säve-Söderbergh (2012) do not find a significant effect. Second, the strong 
tendency for a negative sign found in my study contradicts previous findings in developed countries 
where Heads of bigger families showed significantly higher risk-aversion in the non-migration domain 
compared to Heads of smaller families. Third, a negative effect of family size on risk-attitudes in the 
non-migration domain was only found for less developed countries. 
The difference of my findings compared to those of the literature is not surprising to me for two 
reasons. First, risk-attitudes are domain-specific and the domain of migration has not been surveyed 
yet. Second, the number of family members in the wave after the move might not fully capture the 
situation at the time of the move since the number of family members in the wave after the move 
does not necessarily relate to the number of family members that actually move together with Head. 
  
                                                          
297 For a detailed discussion of findings on the relation for family size and risk-attitudes in the previous 
empirical literature please refer to Part C, p. 170. 
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4.3.6.2.2 Detailed statistical reasoning 
All statistical results on the influence of the number of family members in the wave after the move 
on the probability of being risk-averse are summarized in Table 44, p. 247. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,530 0% 0.1% 0% (-) 14% 45%  50%   6% 19% (-) 48%   
Ind 3,882 0% 0.2% 0% (-) 13% 42%  49%   6% 18% (-) 47%   
Fam 648 0% 0.0% n.a.  15% 66%  56%   8% 24% (-) 53%   
Ann 1,510 0% 0.1% 0% (-) 14% 46%  50%   6% 20% (-) 48%   
Wor 1,510 0% 0.1% 0% (-) 14% 45%  50%   6% 19% (-) 48%   
Lif 1,510 0% 0.1% 0% (-) 14% 46%  50%   6% 19% (-) 48%   
Var 2,268 0% 0.0% n.a.  11% 97% (+) 68%   2% 93% (+) 64%   
LP2 2,262 0% 0.3% 0% (-) 17% 12% (-) 33%   10% 6% (-) 32%   
Ed1 1,293 0% 0.2% 0% (-) 14% 50%  49%   7% 18% (-) 45%   
Ed2 645 0% 0.5% 0% (-) 15% 45%  43%   6% 17% (-) 41%   
Ed3 648 0% 0.0% n.a.  13% 43%  58%   6% 23% (-) 54%   
Ed4 648 0% 0.0% n.a.  13% 41%  58%   6% 23% (-) 54%   
Ed5 648 0% 0.0% n.a.  13% 42%  46%   6% 17% (-) 46%   
Ed6 648 0% 0.0% n.a.  14% 47%  48%   6% 17% (-) 49%   
Wei 2,262 0% 0.3% 0% (-) 11% 28%  59%   6% 30%  58%   
Unw 2,268 0% 0.0% n.a.  16% 57%  42%   7% 10% (-) 38%   
Sep 2,268 0% 0.0% n.a.  18% 53%  51%   6% 13% (-) 50%   
Poo 2,262 0% 0.3% 0% (-) 10% 33%  49%   6% 25% (-) 46%   
One 1,512 0% 0.0% n.a.  4% 84% (+) 58%   3% 88% (+) 58%   
Ad1 1,512 0% 0.4% 0% (-) 19% 40%  47%   6% 0% (-) 43%   
Ad2 1,506 0% 0.0% n.a.  18% 43%  46%   9% 11% (-) 42%   
L1 1,512 0% 0.0% n.a.  1% 33%  50%   1% 67%  52%   
L2 1,512 0% 0.0% n.a.  10% 72%  47%   4% 0% (-) 38%   
Ma 1,506 0% 0.4% 0% (-) 30% 38%  54%   13% 23% (-) 53%   
2Kat3 1,512 0% 0.0% n.a.  15% 54%  58%   5% 59%  56%   
2Kat1 1,506 0% 0.4% 0% (-) 14% 46%  53%   6% 6% (-) 48%   
4Kat2 1,512 0% 0.0% n.a.  13% 35%  40%   8% 4% (-) 40%   
Table 44: Results of the eǆtƌeŵe ďouŶds aŶalǇsis foƌ the iŶdepeŶdeŶt ǀaƌiaďle ͞Ŷuŵďeƌ of faŵilǇ ŵeŵďeƌs iŶ the ǁaǀe afteƌ the ŵoǀe͟ aggregated over all 4,536 dependent variables and 
subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Sample size and (quasi-) complete separation 
(Quasi-) Complete separation does not occur. Hence, the statistical reasoning on robustness, sign, 
and significance of the number of family members in the wave after the move is based on all 4,536 
dependent variables (Column (2), Table 44, p. 247). 
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
ApplǇiŶg Leaŵeƌ͛s Đƌiterion of robustness, the number of family members in the wave after the move 
is clearly classified as fragile, i.e., the number of family members in the wave after the move does not 
show a robust influence on any of the 4,536 dependent variables (Column (4), Table 44, p. 247). Since 
no robust relation is found, a statement on significance cannot be derived (Columns (5) and (6), Table 
44, p. 247). 
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, the number of family members in the wave after the 
move is also clearly classified as fragile. Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ fiŶds oŶlǇ 
14% (6%) of the 4,536 dependent variables to be robustly related to the probability of being risk-
averse in the migration context (Columns (7) and (12), Table 44, p. 247).  
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, a strong tendency for a negative sign of the coefficient of the number of 
family members in the wave after the move is observable. Note that the percentage of positive 
ƌelatioŶs fouŶd ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ ĐaŶŶot ďe ĐoŶsideƌed ďeĐause Leaŵeƌ͛s ĐƌiteƌioŶ does Ŷot fiŶd 
any robust relations. 
4.3.6.2.3 Sensitivity for subgroups of dependent variables 
4.3.6.2.3.1 Overview 
Robustness 
The fragility and non-significance of the number of family members in the wave after the move in 
explaining the probability of being risk-averse over all 4,536 dependent variables statistically 
investigated is not sensitive to different ways to estimate risk-attitudes. Yet, two findings are 
noteworthy: First, comparing results of subgroups referring to different measurements of predictive 
errors, I find that in the subgroup referring to minimizing the maximum predictive error (Ma) the 
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percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeighted) criterion is about 30 times 
(13 times) the percentage in the subgroup referring to minimizing the sum of predictive errors (L1), 
and three times (three times) the percentage of robust relations in the subgroup referring to 
minimizing the sum of squared predictive errors (L2). 
Tendency for a sign 
The finding of a strong tendency for a negative sign of the number of family members in the wave 
after the move for all 4,536 dependent variables statistically investigated is not sensitive to 
(i) variations of the planning period (denoted by Ann, Wor, and Lif), (ii) variations in the weighting of 
the sample from which income parameters are estimated (denoted by Wei and Unw), and (iii) not 
sensitive to variations in the measurement of predictive errors (denoted by L1, L2, and Ma). 
However, the finding of a strong tendency for a negative sign is sensitive to (i) whether the migration 
deĐisioŶ is ďased oŶ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe ;deŶoted ďǇ IŶd aŶd FaŵͿ, 
(ii) different risk-measures (denoted by Var and LP2), (iii) variations of the education definition 
(denoted by Ed1 to Ed6), (iv) which type of clustering is performed to cluster people from which 
income parameters are estimated (denoted by Sep and Poo), (v) whether income parameters are 
estimated from annual income data of one year or three years of data (denoted by One, Ad1, and 
Ad2), and (vi) sensitive to different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.6.2.3.2 Detailed statistical reasoning and interpretation 
Two facts are identical for all subgroups and will, therefore, not be mentioned again for every 
subgroup. They are, first, (quasi-)complete separation does not occur for the total of all 4,536 
dependent variables and hence is of no concern for any subgroups of dependent variables. Second, 
the relation between the number of family members in the wave after the move and the probability 
of being risk-aǀeƌse is Ŷot ƌoďust foƌ aŶǇ suďgƌoup ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess. 
Consequently, only robustness by Sala-I-MaƌtiŶ͛s Đƌiteƌion and the tendencies for a sign are discussed 
in this section. 
Detailed comparison of subgroups of dependent variables relating to different decision problems 
 The relation of the number of family members in the wave after the move to the probability of 
being risk-averse is sensitive to whether the migration decision is estimated based on Head’s 
individual income or family income (denoted by Ind and Fam). First, the number of family 
members after the move is classified as fragile by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ in both subgroups. 
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“eĐoŶd, I oďseƌǀe a stƌoŶg teŶdeŶĐǇ foƌ a Ŷegatiǀe sigŶ iŶ the suďgƌoup ƌefeƌƌiŶg to Head͛s 
individual income (Ind), and no tendency for a sign in the subgroup referring to family income 
(Fam). 
I interpret these findings as follows: The probability of being risk-averse towards variations of 
Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ seeŵs to ďe the sŵalleƌ, the gƌeateƌ the Ŷuŵďeƌ of faŵilǇ 
members after the move. At the same time Heads with a greater number of family members 
after the move do not seem to systematically differ in their risk-attitude towards variation of the 
family income (Fam). A first explanation for this finding might be the considerably different 
sample sizes in the two subgroups. Since migration decisions based on family income (Fam) are 
only estimated applying education definition one, the number of dependent variables in the 
subgroup referring to family income (Fam) amounts to one sixth of the dependent variables in 
the subgroup referring to Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ. A seĐond explanation might be that the 
probability of Head being the only one who contributes to family income decreases when family 
size iŶĐƌeases. HeŶĐe, faŵilǇ ŵeŵďeƌs of laƌgeƌ faŵilies aƌe less depeŶdeŶt oŶ Head͛s iŶdiǀidual 
income and therefore less probable of being risk-aǀeƌse toǁaƌds ǀaƌiatioŶs of Head͛s iŶdiǀidual 
income (Ind). Once variations of family income (Fam) is taken into account (rather than only 
Head͛s iŶĐoŵeͿ, faŵilǇ size does Ŷot ŵatteƌ aŶǇŵoƌe ƌegaƌdiŶg the pƌoďaďilitǇ of ďeiŶg ƌisk-
averse.  
 The relation of the number of family members in the wave after the move to the probability of 
being risk-averse is not sensitive to different planning periods investigated in my study, i.e., one 
year, time until reaching full retirement age, and time until reaching life expectancy (denoted by 
Ann, Wor, and Lif). For all subgroups I find that, first, the number of family members after the 
move is classified as fragile by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ, and second, a strong tendency for a 
negative sign can be observed. 
I interpret these findings as being due to the way income parameters for longer planning periods 
have been estimated (for a detailed discussion of this argument see the corresponding 
interpretation for Male, p. 204). 
 The relation of the number of family members in the wave after the move to the probability of 
being risk-averse is sensitive to different risk-measures variance and semi-variance (denoted by 
Var and LP2). First, the number of family members after the move is classified as fragile by Sala-I-
MaƌtiŶ͛s ĐƌiteƌioŶ in both subgroups. Second, I observe a strong tendency for a positive sign in 
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the subgroup referring to variance (Var), and a strong tendency for a negative sign in the 
subgroup referring to semi-variance (LP2). 
I interpreted the findings as follows: Since the risk-measure variance fully includes downside-risk, 
the combination of tendencies for the two risk-measures variance and semi-variance can only be 
tƌue if Head͛s of laƌgeƌ faŵilies afteƌ the ŵoǀe ĐoŶsideƌ deǀiatioŶs of iŶĐoŵe aďoǀe the eǆpeĐted 
ǀalue as ŵoƌe pƌoďleŵatiĐ Đoŵpaƌed to Head͛s of sŵalleƌ faŵilies iŶ the ǁaǀe afteƌ the ŵoǀe 
than deviations below the expected value. A possible explanation for this finding might be that 
larger families have a better downside protection compared to smaller families, e.g., larger 
families might have more people who contribute to family income. 
Detailed comparison of subgroups of dependent variables relating to different ways to gain data 
input 
 The relation of the number of family members in the wave after the move to the probability of 
being risk-averse is sensitive to different education definitions (denoted by Ed1 to Ed6). 
Concerning the number of dependent variables analyzed, it is noteworthy that for migration 
decisions based on family income only education definition one was applied. Therefore, the 
number of dependent variables to be analyzed amounts to 648 for education definitions two to 
six, while education definition one additionally includes all migration decisions based on family 
income.  
Concerning results, it is found: First, the number of family members after the move is classified 
as fragile by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ in all subgroups. Second, I observe a strong tendency for a 
negative sign in the subgroup referring to education definitions one, two, four, and six (Ed1, Ed2, 
Ed5, Ed6), and no tendency for a sign in the subgroup referring to education definitions three and 
four (Ed3, Ed4). 
To be able to interpret the findings of pairwise similar subgroups, recall that the six education 
definitions were derived from two competing solutions to each of the two following questions: 
(1) The question on how to treat opposing education information in the Single-Year Family Files 
and the Cross-Year Individual File, and (2) whether education variables from years before or after 
the move should be considered first when education variables are not available in each year. 
Therefore, I interpreted my findings as follows: First, subgroups Edu3 and Edu4 that show 
different tendency for a sign than all others subgroups differ in their answer to Question (1). 
Edu3 and Edu4 always prefer education variables from the Single-Year Family Files, while the 
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other subgroups Ed1, Ed2, Ed5, and Ed6 always prefer education variables from the Cross-Year 
Individual File. Therefore, I conclude that the answer to Question (1) is decisive for the sensitivity 
found. Second, Ed1, Ed3, and Ed5 answer Question (2) by searching for education information in 
the years centered around the moving date, while subgroups Ed2, Ed4, and Ed6 first search in the 
years before the move and then in years after the move. Obviously, the different answers to 
Question (2) do not alter the result of how the number of family members in the wave after the 
move is related to the probability of being risk-averse in the migration context. 
 The relation of the number of family members in the wave after the move to the probability of 
being risk-averse is not sensitive to whether income parameters are estimated based on 
weighted or unweighted samples (denoted by Wei and Unw). For both subgroups I find that, 
first, the number of family members after the move is classified as fragile by Sala-I-MaƌtiŶ͛s 
criterion, and second, no tendency for a sign can be observed. 
I interpret these findings as follows: Obviously, the concern of biased results due to biased 
estimations of the income parameters for weighted samples cannot be confirmed for the relation 
of the number of family members after the move to the probability of being risk-averse in my 
study (for a detailed discussion of this argument see the corresponding interpretation for Male, 
p. 207). 
 The relation of the number of family members in the wave after the move to the probability of 
being risk-averse is sensitive to the type of clustering of people from which income parameters 
are estimated, i.e., separate clustering for each year versus pooled clustering with same clusters 
in all years (denoted by Sep and Poo). First, the number of family members after the move is 
classified as fragile by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ in both subgroups. Second, I observe no tendency 
for a sign in the subgroup referring to separate pooling (Sep), and a vague tendency for a 
negative sign in the subgroup referring to pooled clustering (Poo). 
I interpret these findings as follows: The considerably different age-clusters resulting from the 
two types of clustering seem to be decisive for the effect of the number of family members after 
the move on the probability of being risk-averse. Still, this difference should not be overrated 
since the subgroup referring to separate clustering (Sep) only fails to meet the criteria for vague 
tendency for a negative sign by 3% points. 
 The relation of the number of family members in the wave after the move to the probability of 
being risk-averse is sensitive to different time periods from which income parameters are 
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estimated, namely annual income data of one single year, annual income date from three years 
around the moving date adjusted for inflation, and annual income data from three years around 
the moving date not adjusted for inflation (denoted by One, Ad1, and Ad2). First, the number of 
family members after the move is classified as fragile by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ iŶ all subgroups. 
Second, I find a strong tendency foƌ a positiǀe sigŶ iŶ the suďgƌoup ƌefeƌƌiŶg to oŶe Ǉeaƌ͛s data 
(One), while a strong tendency for a negative sign can be observed for the two subgroups 
ƌefeƌƌiŶg to thƌee Ǉeaƌ͛s data ;Adϭ aŶd AdϮͿ. 
I interpret these findings as follows: It seems as if the results of the number of family members 
after the move and its relation to the probability of being risk-averse are sensitive to whether 
estiŵatioŶs aƌe ďased oŶ oŶe Ǉeaƌ͛s data Đoŵpaƌed to thƌee Ǉeaƌ͛s of data, but not sensitive to 
whether the three yeaƌ͛s data aƌe adjusted foƌ iŶflatioŶ oƌ Ŷot. A possiďle eǆplaŶatioŶ ŵight ďe 
that income parameters systematically differs for different years which results in systematically 
diffeƌeŶt iŶĐoŵe paƌaŵeteƌs ǁheŶ theǇ aƌe estiŵated fƌoŵ oŶe Ǉeaƌ͛s data ;OŶeͿ Đompared to 
thƌee Ǉeaƌ͛s data ;Adϭ aŶd AdϮͿ. 
Detailed comparison of subgroups of dependent variables relating to different estimation 
procedures of risk-attitudes 
The relation of the number of family members in the wave after the move to the probability of being 
risk-averse is not sensitive to different measurements of predictive errors, namely   -norms one-, 
two- and infinity-norms where           (denoted by L1, L2, and Ma). First, although the number 
of family members after the move is classified as fragile by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ in all subgroups, 
it is noteworthy that in the subgroup referring to minimizing the maximum predictive errors (Ma) the 
percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ is aďout ϯϬ tiŵes 
(13 times) the percentage in the subgroup referring to minimizing the sum of predictive errors (L1), 
and three times (three times) the percentage of robust relations in the subgroup referring to 
minimizing the sum of squared predictive errors (L2). Second, no tendency for a sign can be 
observed. 
I interpret these findings as follows: It seems as if the maximum predictive error is decisive since the 
subgroups that additionally account for smaller predictive errors (L1 and L2) exhibit qualitative the 
same results. This argument might also explain why the subgroup referring to minimizing the 
maximum error (Ma) is also the subgroup with the highest percentages of robust relations by Sala-I-
MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia. 
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Detailed comparison of subgroups of dependent variables relating to different transformation 
rules to code the binary dependent variables 
The relation of the number of family members in the wave after the move to the probability of being 
risk-averse is sensitive to different transformation rules (denoted by 2Kat1, 2Kat3, and 4Kat2). First, 
the number of family members after the move is classified as fragile by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ in all 
subgroups. Second, I find a vague tendency for a positive sign for the subgroup referring to all 
migrants (2Kat3), no tendency for a sign for the subgroup that includes only the 95% migrants 
exhibiting the strongest degree of risk-attitude (2Kat1), and a strong tendency for a negative sign for 
the subgroup including only the 50% migrants exhibiting the strongest degree of risk-attitude 
(4Kat2). 
I interpret these findings as follows: When migrants with more pronounced degrees of risk-attitude 
are deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the tendency for a sign turns more 
negative. This could be interpreted as confirming the initial idea of the different transformation rules. 
The idea was that biased results due to false classification of migrants into risk-averse and risk-
seeking by applying a threshold value of zero could be detected when results of the different 
transformation rules were compared. This could actually be true since results for the most extreme 
transformation rule (4Kat2) are in line with result from the total of all 4,536 dependent variables 
discussed in Part C, Section 4.3.6.2.1. 
4.3.6.3 Conclusion on the specification of family size 
The strong tendency for a positive sign for the variable of the number of family members in the wave 
before the move (Part C, Section 4.3.6.1) contradicts the finding of strong tendency for a negative 
sign for the variable on the number of family members in the wave after the move (Part C, 
Section 4.3.6.2). Obviously, both variables do not capture the same effect as was suggested in Part C, 
Section 4.1.1. 
4.3.7 Single-, pair-, and family-moves and their relation to risk-attitudes 
The previous section has shown that the number of family members before/after the move might 
not be appropriate in the context of migration since it does not relate to the number of people 
actually moving together. Alternative indicators might be (i) the number of people actually moving 
with Head and (ii) their personal relation to Head. Both aspects are captured by dummy variables 
Single, Pair, and Family which are discussed in detail in this section.  
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4.3.7.1 Single-moves 
4.3.7.1.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
In my study, the dummy variable Single indicates whether Head is moving on his own or not (see 
Part B, Section 2.4.4 for a detailed definition of this variable). The influence of Single on the 
probability of being risk-averse can be statistically investigated for 4,276 dependent variables since 
quasi-complete separation only occurs for about 6% of the 4,536 dependent variables. Based on this 
sample, Single does not exhibit a robust influence on the probability of being risk-averse by any 
criterion of robustness. Concerning significance of Single, no statement can be made siŶĐe Leaŵeƌ͛s 
criterion of robustness does not find a robust relation of Single to any of the dependent variables. 
Yet, I derive a strong tendency for a positive sign of Single. 
Comparison to the literature and interpretation 
Since the effect of moving alone as captured by the variable Single has not been surveyed yet, my 
findings are new to the literature. 
The strong tendency for a positive sign of Single indicates that Heads moving on their own have a 
higher probability of being risk-averse compared to Heads that move together with other people. A 
possible explanation might be that Heads moving on their own rely on themselves and have nobody 
to support them financially. In contrast, people moving together as a family might have more people 
that contribute to family income and support each other. Put differently, they have the possibility to 
diversify their migration-risk. 
4.3.7.1.2 Detailed statistical reasoning 
All statistical results on the influence of moving alone (as indicated by Single) on the probability of 
being risk-averse are summarized in Table 45, p. 256. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,276 6% 0% n.a.  41% 93% (+) 88% (+) 20% 94% (+) 88% (+) 
Ind 3,702 5% 0% n.a.  40% 93% (+) 88% (+) 19% 93% (+) 89% (+) 
Fam 574 11% 0% n.a.  48% 94% (+) 89% (+) 27% 97% (+) 87% (+) 
Ann 1,425 6% 0% n.a.  41% 93% (+) 89% (+) 20% 95% (+) 88% (+) 
Wor 1,426 6% 0% n.a.  41% 92% (+) 89% (+) 20% 93% (+) 88% (+) 
Lif 1,425 6% 0% n.a.  41% 93% (+) 88% (+) 20% 93% (+) 88% (+) 
Var 2,268 0% 0% n.a.  33% 89% (+) 89% (+) 6% 89% (+) 87% (+) 
LP2 2,008 11% 0% n.a.  50% 96% (+) 88% (+) 36% 95% (+) 90% (+) 
Ed1 1,183 9% 0% n.a.  45% 92% (+) 89% (+) 24% 94% (+) 88% (+) 
Ed2 609 6% 0% n.a.  41% 94% (+) 89% (+) 22% 94% (+) 90% (+) 
Ed3 612 6% 0% n.a.  43% 97% (+) 90% (+) 20% 95% (+) 89% (+) 
Ed4 612 6% 0% n.a.  35% 94% (+) 88% (+) 17% 94% (+) 88% (+) 
Ed5 630 3% 0% n.a.  37% 88% (+) 88% (+) 15% 91% (+) 88% (+) 
Ed6 630 3% 0% n.a.  40% 91% (+) 87% (+) 17% 91% (+) 89% (+) 
Wei 2,201 3% 0% n.a.  30% 87% (+) 85% (+) 15% 88% (+) 85% (+) 
Unw 2,075 9% 0% n.a.  52% 96% (+) 92% (+) 24% 97% (+) 92% (+) 
Sep 2,075 9% 0% n.a.  34% 92% (+) 88% (+) 15% 99% (+) 88% (+) 
Poo 2,201 3% 0% n.a.  47% 93% (+) 89% (+) 24% 91% (+) 89% (+) 
One 1,505 0% 0% n.a.  36% 86% (+) 80% (+) 8% 97% (+) 79% (+) 
Ad1 1,389 8% 0% n.a.  44% 94% (+) 93% (+) 26% 92% (+) 93% (+) 
Ad2 1,382 9% 0% n.a.  42% 97% (+) 94% (+) 26% 95% (+) 94% (+) 
L1 1,512 0% 0% n.a.  34% 93% (+) 92% (+) 14% 100% (+) 90% (+) 
L2 1,394 8% 0% n.a.  59% 99% (+) 98% (+) 31% 100% (+) 99% (+) 
Ma 1,370 9% 0% n.a.  30% 80% (+) 75% (+) 14% 71%  76% (+) 
2Kat3 1,488 2% 0% n.a.  41% 97% (+) 91% (+) 14% 100% (+) 90% (+) 
2Kat1 1,422 6% 0% n.a.  39% 95% (+) 88% (+) 18% 93% (+) 88% (+) 
4Kat2 1,366 10% 0% n.a.  43% 87% (+) 87% (+) 27% 91% (+) 87% (+) 
Table 45: Results of the extreme bounds analysis for the independent variable Single aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Sample size and (quasi-) complete separation 
Since quasi-complete separation only occurs for about 6% of the 4,536 dependent variables (Column 
(3), Table 45, p. 256), the statistical reasoning on robustness, sign, and significance of Single is based 
on a sufficiently high sample of 4,276 dependent variables (Column (2), Table 45, p. 256).  
Concerning the 260 dependent variables (about 6% of 4,536, Column (3), Table 45, p. 256) where 
quasi-complete separation occurs, it is noteworthy that all single-movers in the sample are risk-
averse.  
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s criterion 
ApplǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, “iŶgle is ĐleaƌlǇ Đlassified as fƌagile, i.e., “iŶgle does Ŷot 
show a robust influence on any of the 4,276 dependent variables (Column (4), Table 45, p. 256). Since 
no robust relation is found, a statement on significance cannot be made (Columns (5) and (6), Table 
45, p. 256).  
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, Single is also clearly classified as fragile. Sala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ fiŶds oŶlǇ ϰϭ% ;ϮϬ%Ϳ of the ϰ,Ϯϳϲ depeŶdeŶt ǀaƌiaďles to 
be robustly related to the probability of being risk-averse in the migration context (Columns (7) and 
(12), Table 45, p. 256).  
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, a strong tendency for a positive sign of the coefficient of Single is 
observed. 
4.3.7.1.3 Sensitivity for subgroups of dependent variables 
4.3.7.1.3.1 Overview 
Robustness 
The fragility and non-significance of Single in explaining the probability of being risk-averse over the 
4,276 dependent variables statistically investigated is not sensitive to different ways to estimate risk-
attitudes. Yet, three findings are noteworthy: First, comparing results of subgroups referring to 
different risk-measures, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted 
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(unweighted) criterion in the subgroup referring to semi-variances (LP2) is about 1.5 times (6 times) 
the percentage of robust relations in the subgroup referring to variance (Var). Second, comparing the 
results of the subgroups referring to weighted versus unweighted samples, I find that the 
percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia in the subgroup 
referring to unweighted samples (Unw) are about 1.6 times the percentages of robust relations in the 
subgroup referring to weighted samples (Wei). Third, comparing results of subgroups referring to 
different transformation rules, I find that when only migrants with the most pronounced degrees of 
risk-attitude are included in the sample (4Kat2), the percentages of robust relations by Sala-I-
MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria are highest compared to subgroups that include also 
migrants with less pronounced degrees of risk-attitude (2Kat3 and 2Kat1). 
Tendency for a sign 
The finding of a strong tendency for a positive sign of Single for the 4,276 dependent variables 
statistically investigated is not sensitive to any variation investigated in my study. In detail, the 
tendency for a sign of Single is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe 
is considered (denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, 
and Lif), (iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions 
(denoted by Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters 
are estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted 
by L1, L2, and Ma), and not sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, 
and 4Kat2). 
4.3.7.1.3.2 Detailed statistical reasoning and interpretation 
Since the effect of Single on the probability of being risk-averse is not sensitive to any variation of 
competing solutions analyzed in my study, I do not discuss the various subgroups here. For detailed 
numerical results please refer to Table 45, p. 256. 
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4.3.7.2 Pair-moves 
4.3.7.2.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
In my study, the dummy variable Pair indicates whether Head is moving together with his partner 
and possibly newborns (see Part B, Section 2.4.4 for a detailed definition of this variable). The 
influence of Pair on the probability of being risk-averse can be statistically investigated for 4,387 
dependent variables since quasi-complete separation only occurs for about 3% of the 4,536 
dependent variables. Based on this sample, Pair does not exhibit a robust influence on the 
probability of being risk-averse by any criterion of robustness. Consequently, Pair is also not 
significantly related to the probability of being risk-averse in the migration context. Moreover, I 
observe no tendency for sign of Pair. 
Comparison to the literature and interpretation 
Since the effect of being a pair and moving together (possibly with newborns) as captured by the 
variable Pair has not been surveyed yet, my findings are new to the literature. 
The non-robustness and non-existence of a tendency for a sign on Pair indicates that Heads moving 
with their partner (and possibly newborns) do not have a higher or lower probability of being risk-
averse in the migration context than all other migrants. A possible explanation for my result might be 
found in the composition of the reference category of Pair. The reference category comprises two, 
potentially heterogeneous, groups (single- and family-movers). Assume, for example, that single- and 
family-movers show different tendencies for a sign and pair-movers are different to only single-
movers, but not family-movers. Then Pair might not exhibit a statistically observable tendency for a 
sign although pair-movers might be different in their probability of being risk-averse compared to 
single-movers. 
4.3.7.2.2 Detailed statistical reasoning 
All statistical results on the influence of Heads moving with their partner (and possibly newborns) (as 
indicated by Pair) on the probability of being risk-averse are summarized in Table 46, p. 260. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,387 3% 0.5% 0% (-) 27% 71%  47%   15% 58%  49%  
Ind 3,742 4% 0.6% 0% (-) 28% 74%  49%   15% 63%  51%  
Fam 645 0% 0.2% 0% (-) 25% 51%  36%   16% 27%  38%  
Ann 1,465 3% 0.5% 0% (-) 28% 72%  47%   16% 59%  49%  
Wor 1,461 3% 0.5% 0% (-) 27% 69%  48%   15% 56%  50%  
Lif 1,461 3% 0.6% 0% (-) 28% 71%  48%   16% 58%  49%  
Var 2,233 2% 0.0% n.a.  25% 82% (+) 48%   15% 97% (+) 51%  
LP2 2,154 5% 1.1% 0% (-) 30% 60%  46%   16% 20% (-) 47%  
Ed1 1,270 2% 0.8% 0% (-) 26% 61%  42%   16% 38%  44%  
Ed2 625 4% 1.9% 0% (-) 29% 69%  47%   17% 51%  50%  
Ed3 621 4% 0.0% n.a.  25% 78% (+) 53%   14% 79% (+) 53%  
Ed4 621 4% 0.0% n.a.  29% 72%  52%   15% 78% (+) 52%  
Ed5 625 4% 0.0% n.a.  28% 76% (+) 48%   15% 61%  50%  
Ed6 625 4% 0.3% 0% (-) 29% 77% (+) 48%   16% 63%  50%  
Wei 2,154 5% 0.5% 0% (-) 34% 80% (+) 57%   18% 79% (+) 59%  
Unw 2,233 2% 0.5% 0% (-) 21% 55%  38%   13% 28%  40%  
Sep 2,220 2% 0.5% 0% (-) 27% 65%  43%   17% 44%  42%  
Poo 2,167 4% 0.5% 0% (-) 28% 77% (+) 52%   14% 75% (+) 56%  
One 1,512 0% 0.1% 0% (-) 34% 74%  48%   6% 78% (+) 52%  
Ad1 1,441 5% 0.6% 0% (-) 25% 72%  48%   21% 58%  48%  
Ad2 1,434 5% 0.9% 0% (-) 23% 64%  46%   20% 51%  47%  
L1 1,512 0% 0.0% n.a.  25% 94% (+) 55%   16% 85% (+) 60%  
L2 1,512 0% 0.0% n.a.  32% 58%  40%   11% 34%  37%  
Ma 1,363 10% 1.6% 0% (-) 25% 63%  47%   19% 47%  50%  
2Kat3 1,512 0% 0.8% 0% (-) 17% 67%  34%   12% 52%  37%  
2Kat1 1,470 3% 0.0% n.a.  39% 81% (+) 55%   19% 76% (+) 55%  
4Kat2 1,405 7% 0.8% 0% (-) 27% 57%  55%   15% 39%  55%  
Table 46: Results of the extreme bounds analysis for the independent variable Pair aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Sample size and (quasi-) complete separation 
Since quasi-complete separation only occurs for about 3% of the 4,536 dependent variables (Column 
(3), Table 46, p. 260), the statistical reasoning on robustness, sign, and significance of Pair is based on 
a sufficiently high sample of 4,387 dependent variables (Column (2), Table 46, p. 260).  
Concerning the 149 dependent variables (about 3% of 4,536, Column (3), Table 46, p. 260) where 
quasi-complete separation occurs, it is noteworthy that all pair-movers in the sample are risk-averse.  
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
ApplǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, Paiƌ is ĐleaƌlǇ Đlassified as fƌagile, i.e., Paiƌ does oŶlǇ shoǁ 
a robust significant influence on 0.5% of the 4,387 dependent variables analyzed (Column (4), Table 
46, p. 260). Consequently, Pair is classified as not significantly related to probability of being risk-
averse in the migration context. 
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, Pair is also clearly classified as fragile. Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion finds only 27% (15%) of the 4,387 dependent variables to be 
robustly related to the probability of being risk-averse in the migration context (Columns (7) and (12), 
Table 46, p. 260).  
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, no tendency for a sign of the coefficient of Pair is observable. 
4.3.7.2.3 Sensitivity for subgroups of dependent variables 
4.3.7.2.3.1 Overview 
Robustness 
The fragility and non-significance of Pair in explaining the probability of being risk-averse over the 
4,387 dependent variables statistically investigated is not sensitive to different ways to estimate risk-
attitudes. Yet, one finding is noteworthy: Comparing the results of the subgroups referring to 
weighted versus unweighted samples, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to weighted samples (Wei) is about 1.6 
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times (1.4 times) the percentage of robust relations in the subgroup referring to unweighted samples 
(Unw). 
Tendency for a sign 
The finding of no tendency for a sign of Pair for the 4,387 dependent variables statistically 
investigated is not sensitive to (i) ǁhetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s iŶdiǀidual 
income or family income (denoted by Ind and Fam), (ii) variations of the planning period (denoted by 
Ann, Wor, and Lif), (iii) variations of the risk-measure (denoted by Var and LP2), and not sensitive to 
(iv) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2). 
However, the finding of no tendency for a sign of Pair is sensitive to (i) variations of the education 
definition (denoted by Ed1 to Ed6), (ii) variations in the weighting of the sample from which income 
parameters are estimated (denoted by Wei and Unw), (iii) which type of clustering is performed to 
cluster people from which income parameters are estimated (denoted by Sep and Poo), 
(iv) variations in the measurement of predictive errors (denoted by L1, L2, and Ma), and sensitive to 
(v) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.7.2.3.2 Detailed statistical reasoning and interpretation 
Two facts are identical for all subgroups and will therefore not be mentioned again for every 
subgroup. They are, first, quasi-complete separation is of no concern for any subgroup since it does 
not exceed 10% of the dependent variables in any subgroup. Second, the relation between Pair and 
the probability of being risk-averse is not robust by any criterion in any subgroup where percentages 
of robust relations are equally low in all subgroups. Hence, third, Pair is also not significantly related 
to the probability of being risk-averse in any subgroup. Consequently, only the sensitivity of the 
tendency for a sign on Pair is discussed in this section. 
Detailed comparison of subgroups of dependent variables relating to different decision problems 
 The relation of Pair to the probability of being risk-averse is not sensitive to whether the 
migration decision is estimated based on Head’s iŶdividual income or family income (denoted 
by Ind and Fam), i.e., both subgroups exhibit no tendency for a sign. This is especially noteworthy 
since the number of dependent variables analyzed in both subgroups differs considerably. For 
migration decisions based on family income only education definition one was applied. 
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Therefore, the number of dependent variables in the subgroup referring to family income (Fam) 
aŵouŶts to oŶe siǆth of the depeŶdeŶt ǀaƌiaďles ďased iŶ Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ. 
I interpret these findings as folloǁs: IƌƌespeĐtiǀe of ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ 
income is considered, Heads moving with their partner (or possibly newborns) do not differ in 
their probability of being risk-averse in the migration context compared to the total of single-
movers and family-movers. 
 The relation of Pair to the probability of being risk-averse is not sensitive to different planning 
periods investigated in my study, i.e., one year, time until reaching full retirement age, and time 
until reaching life expectancy (denoted by Ann, Wor, and Lif), i.e., both subgroups exhibit no 
tendency for a sign. 
I interpret these findings as being due to the way income parameters for longer planning periods 
have been estimated (for a detailed discussion of this argument see the corresponding 
interpretation for Male, p. 204). 
 The relation of Pair to the probability of being risk-averse is not sensitive to different risk-
measures variance and semi-variance (denoted by Var and LP2), i.e., both subgroups exhibit no 
tendency for a sign. 
I interpreted the findings as follows: Heads moving with their partner (and possibly newborns) do 
not differ in their risk-attitude towards either variance (Var) or semi-variance (LP2) compared to 
the total of single-movers and family-movers. 
Detailed comparison of subgroups of dependent variables relating to different ways to gain data 
input 
 The relation of Pair to the probability of being risk-averse is sensitive to different education 
definitions (denoted by Ed1 to Ed6). Concerning the number of dependent variables analyzed, it 
is noteworthy that for migration decisions based on family income, only education definition one 
was applied. Therefore, the number of dependent variables to be analyzed amounts to 648 for 
education definitions two to six, while education definition one additionally includes all migration 
decisions based on family income. Concerning the tendency for a sign, I observe no tendency for 
a sign in the subgroups referring to education definitions one, two, four, and six (Ed1, Ed2, Ed5, 
Ed6), but a strong tendency for a positive sign in the subgroup referring to education definitions 
three and four (Ed3, Ed4). 
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To be able to interpret the finding of pair wise similar subgroups, recall that the six education 
definitions were derived from two competing solutions to each of the two following questions: 
(1) The question on how to treat opposing education information in the Single-Year Family Files 
and the Cross-Year Individual File, and (2) whether education variables from years before or after 
the move should be considered first when education variables are not available in each year. 
Therefore, I interpreted my findings as follows: First, subgroups Edu3 and Edu4 that show 
different tendencies for a sign than all others subgroups differ in their answer to Question (1). 
Edu3 and Edu4 always prefer education variables from the Single-Year Family Files, while the 
other subgroups Ed1, Ed2, Ed5, and Ed6 always prefer education variables from the Cross-Year 
Individual File. Therefore, I conclude that the answer to Question (1) is decisive for the sensitivity 
found. Second, Ed1, Ed3, and Ed5 answer Question (2) by searching for education information in 
the years centered around the moving date, while subgroups Ed2, Ed4, and Ed6 first search in the 
years before the move and then in years after the move. Obviously, the different answers to 
Question (2) do not alter the result of how Pair is related to the probability of being risk-averse in 
the migration context. 
 The relation of Pair to the probability of being risk-averse is sensitive to whether the income 
parameters are estimated based on weighted or unweighted samples (denoted by Wei and 
Unw). For the subgroup referring to weighted samples (Wei) I observe a strong tendency for a 
positive sign, but I observe no tendency for a sign in the subgroup referring to unweighted 
samples (Unw). 
I interpret these findings as follows: Obviously, it makes a difference for the influence of Pair on 
the probability of being risk-averse whether samples are weighted or not. Since both approaches 
are afflicted with problems, it is not clear whether it is (i) the unrepresentative sample of the 
subgroup referring to unweighted samples (Wei) or (ii) the weighting of the sample (Wei) that 
causes biased estimates of income parameters. 
 The relation of Pair to the probability of being risk-averse is sensitive to the type of clustering of 
people from which income parameters are estimated, i.e., separate clustering for each year 
versus pooled clustering with same clusters in all years (denoted by Sep and Poo). For the 
subgroup referring to separate clustering in each year (Sep), I observe no tendency for a sign, but 
in the subgroup referring to pooled clustering (Poo) I observe a strong tendency for a positive 
sign. 
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I interpret these findings as follows: The considerably different age-clusters resulting from the 
two types of clustering seem to be decisive for the effect of Pair on the probability of being risk-
averse. Put differently, when migrants are defined into different age-clusters from which income 
parameters are estimated, the effect of Pair on the probability of being risk-averse seems to 
differ. 
 The relation of Pair to the probability of being risk-averse is not sensitive to different time 
periods from which income parameters are estimated, namely annual income data of one single 
year, annual income date from three years around the moving date adjusted for inflation, and 
annual income data from three years around the moving date not adjusted for inflation (denoted 
by One, Ad1, and Ad2). That is, all subgroups exhibit no tendency for a sign. 
I interpret these findings as follows: It seems as if the results of Pair and its relation to the 
probability of being risk-aǀeƌse aƌe Ŷot seŶsitiǀe to ǁhetheƌ estiŵatioŶs aƌe ďased oŶ oŶe Ǉeaƌ͛s 
data compared to three year͛s of data, aŶd also Ŷot seŶsitiǀe to ǁhetheƌ the thƌee Ǉeaƌ͛s data 
are adjusted for inflation or not. 
Detailed comparison of subgroups of dependent variables relating to different estimation 
procedures of risk-attitudes 
The relation of Pair to the probability of being risk-averse is sensitive to different measurements of 
predictive errors, namely   -norms one-, two- and infinity-norms where           (denoted by 
L1, L2, and Ma). For the subgroup referring to minimizing the sum of predictive errors (L1) I observe a 
strong tendency for a positive sign. In contrast, in the subgroups referring to minimizing the sum of 
squared predictive errors (L2) and in the subgroups referring to minimizing the maximum predictive 
error (Ma) I observe no tendency for a sign. 
I interpret these findings as follows: It seems as if a great number of smaller predictive errors exists 
that is responsible for the difference in the tendencies for a sign observable in the subgroup referring 
to minimizing the sum of predictive errors (L1) compared to subgroups that put greater weight to 
greater predictive errors (L2 and Ma). 
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Detailed comparison of subgroups of dependent variables relating to different transformation 
rules to code the binary dependent variables 
The relation of Pair to the probability of being risk-averse is sensitive to different transformation 
rules (denoted by 2Kat1, 2Kat3, and 4Kat2). For the subgroups referring to all migrants (2Kat3) and 
the subgroup referring to only those migrants with the most pronounced degree of risk-attitude 
(4Kat2) I observe no tendency for sign. In contrast, in the subgroup referring to the transformation 
rule that deletes only those 5% of migrants that exhibit the least pronounced degree of risk-attitude I 
observe a strong tendency for a positive sign. 
I interpret these findings as follows: Concerning the effect of Pair on the probability of being risk-
averse, it seems as if migrants with most pronounced degrees of risk-attitude (4Kat2) are similar to 
the total of all migrants (2Kat3). Further interpretations are impossible because the different 
transformations rules mix relative and absolute threshold values to delete migrants from the sample. 
This means, those migrants deleted from the sample under transformation rule 2Kat1 because they 
belong to those 5% with the least pronounced degree of risk-attitude are not necessarily the same 
migrants that are deleted from the sample when the most extreme transformation rule (4Kat2) is 
applied. 
4.3.7.3 Family-moves 
4.3.7.3.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
In my study, the dummy variable Family indicates whether Head is moving together with his family, 
i.e., either (i) together with his partner and further family members that are no newborns or 
(ii) without a partner but at least one other family member (see Part B, Section 2.4.4 for a detailed 
definition of this variable). The influence of Family on the probability of being risk-averse can be 
statistically investigated for 4,530 dependent variables since quasi-complete separation only occurs 
for about 0.1% of the 4,536 dependent variables. Based on this sample, Family does not exhibit a 
robust influence on the probability of being risk-averse by any criterion of robustness. Concerning 
sigŶifiĐaŶĐe of FaŵilǇ, Ŷo stateŵeŶt ĐaŶ ďe ŵade siŶĐe Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess does Ŷot 
find a robust relation of Family to any of the dependent variables. Yet, I derive a strong tendency for 
a negative sign of Family. 
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Comparison to the literature and interpretation 
Since the effect of moving as a family as captured by the variable Family has not been surveyed yet, 
my findings are new to the literature. 
The strong tendency for a negative sign of Family indicates that Heads moving together with their 
family have a lower probability of being risk-averse than all other migrants. I can think of two 
explanations for this finding: First, when more than two people move together as a family, it might 
be that more than two people contribute to family income. This means, family members are able to 
diversify income risks. Since family income in my study is restricted to income of the two main 
earners, it might be that when more people contribute to family income, Heads are more willing to 
take risk concerning income of the two main earners. Second, irrespective of financial aspects, it 
might be that family members support each other psychologically which makes Heads more probable 
to take migration-risk compared to the Heads that move on their own (single-movers) or with their 
partner and possibly newborns (pair-move). Both explanations hint in the same direction and might 
reinforce each other. 
4.3.7.3.2 Detailed statistical reasoning 
All statistical results on the influence of moving together with a family (as indicated by Family) on the 
probability of being risk-averse are summarized in Table 47, p. 268. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,530 0.1% 0% n.a.  25% 12% (-) 23% (-) 12% 7% (-) 22% (-) 
Ind 3,882 0.2% 0% n.a.  24% 12% (-) 24% (-) 11% 7% (-) 22% (-) 
Fam 648 0.0% 0% n.a.  28% 12% (-) 20% (-) 16% 8% (-) 22% (-) 
Ann 1,510 0.1% 0% n.a.  24% 13% (-) 23% (-) 12% 7% (-) 22% (-) 
Wor 1,510 0.1% 0% n.a.  25% 11% (-) 23% (-) 12% 7% (-) 21% (-) 
Lif 1,510 0.1% 0% n.a.  25% 12% (-) 23% (-) 12% 8% (-) 22% (-) 
Var 2,268 0.0% 0% n.a.  22% 19% (-) 18% (-) 4% 30%  19% (-) 
LP2 2,262 0.3% 0% n.a.  27% 7% (-) 28%   20% 3% (-) 24% (-) 
Ed1 1,293 0.2% 0% n.a.  27% 12% (-) 23% (-) 15% 8% (-) 22% (-) 
Ed2 645 0.5% 0% n.a.  27% 12% (-) 24% (-) 14% 9% (-) 20% (-) 
Ed3 648 0.0% 0% n.a.  27% 1% (-) 20% (-) 17% 0% (-) 18% (-) 
Ed4 648 0.0% 0% n.a.  23% 9% (-) 24% (-) 13% 7% (-) 21% (-) 
Ed5 648 0.0% 0% n.a.  18% 25% (-) 25% (-) 6% 16% (-) 26%   
Ed6 648 0.0% 0% n.a.  24% 18% (-) 24% (-) 5% 15% (-) 25% (-) 
Wei 2,262 0.3% 0% n.a.  22% 15% (-) 32%   8% 11% (-) 29%   
Unw 2,268 0.0% 0% n.a.  27% 10% (-) 15% (-) 16% 5% (-) 15% (-) 
Sep 2,268 0.0% 0% n.a.  22% 10% (-) 28%   11% 3% (-) 24% (-) 
Poo 2,262 0.3% 0% n.a.  27% 13% (-) 18% (-) 13% 11% (-) 19% (-) 
One 1,512 0.0% 0% n.a.  13% 52%  44%   6% 39%  44%   
Ad1 1,512 0.0% 0% n.a.  31% 4% (-) 13% (-) 15% 3% (-) 11% (-) 
Ad2 1,506 0.4% 0% n.a.  29% 2% (-) 13% (-) 16% 0% (-) 10% (-) 
L1 1,512 0.0% 0% n.a.  20% 11% (-) 19% (-) 7% 10% (-) 22% (-) 
L2 1,512 0.0% 0% n.a.  32% 4% (-) 10% (-) 18% 1% (-) 10% (-) 
Ma 1,506 0.4% 0% n.a.  21% 25% (-) 40%   11% 16% (-) 34%   
2Kat3 1,512 0.0% 0% n.a.  17% 5% (-) 24% (-) 3% 0% (-) 23% (-) 
2Kat1 1,506 0.4% 0% n.a.  21% 11% (-) 25% (-) 12% 11% (-) 25% (-) 
4Kat2 1,512 0.0% 0% n.a.  35% 16% (-) 20% (-) 21% 7% (-) 18% (-) 
Table 47: Results of the extreme bounds analysis for the independent variable Family aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
Page 269 
 
 
 
Sample size and (quasi-) complete separation 
Since quasi-complete separation only occurs for about 0.1% of the 4,536 dependent variables 
(Column (3), Table 47, p. 268), the statistical reasoning on robustness, sign, and significance of Family 
is based on a sufficiently high sample of 4,530 dependent variables (Column (2), Table 47, p. 268).  
Concerning the 6 dependent variables (about 0.1% of 4,536, Column (3), Table 47, p. 268) where 
quasi-complete separation occurs, it is noteworthy that all family-movers in the sample are risk-
averse. 
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
ApplǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, FaŵilǇ is ĐleaƌlǇ Đlassified as fƌagile, i.e., FaŵilǇ does Ŷot 
show a robust influence on any of the 4,530 dependent variables (Column (4), Table 47, p. 268). Since 
no robust relation is found, a statement on significance cannot be made (Columns (5) and (6), Table 
47, p. 268).  
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, Family is also clearly classified as fragile. Sala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ fiŶds oŶlǇ Ϯϱ% ;ϭϮ%Ϳ of the ϰ,ϱϯϬ depeŶdeŶt ǀaƌiaďles to 
be robustly related to the probability of being risk-averse in the migration context (Columns (7) and 
(12), Table 47, p. 268).  
Tendency for a sign based on Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, a strong tendency for a negative sign of the coefficient of Family is 
observable. 
4.3.7.3.3 Sensitivity for subgroups of dependent variables 
4.3.7.3.3.1 Overview 
Robustness 
The fragility and non-significance of Family in explaining the probability of being risk-averse over the 
4,530 dependent variables statistically investigated is not sensitive to different ways to estimate risk-
attitudes. Yet, one finding is noteworthy: Comparing results of subgroups referring to different 
transformation rules, I find that when migrants with less pronounced degrees of risk-attitude are 
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deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria increase visibly. 
Tendency for a sign 
The finding of a strong tendency for a negative sign of Family for the 4,530 dependent variables 
statistically investigated is not sensitive to (i) ǁhetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s 
individual income or family income (denoted by Ind and Fam), (ii) variations of the planning period 
(denoted by Ann, Wor, and Lif), (iii) variations of the risk-measure (denoted by Var and LP2), 
(iv) variations of the education definition (denoted by Ed1 to Ed6), (v) variations in the weighting of 
the sample from which income parameters are estimated (denoted by Wei and Unw), (vi) which type 
of clustering is performed to cluster people from which income parameters are estimated (denoted 
by Sep and Poo), (vii) variations in the measurement of predictive errors (denoted by L1, L2, and Ma), 
and (viii) not sensitive to different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
However, the finding of a strong tendency for a negative sign of Family on the probability of being 
risk-averse for the total of all dependent variables is sensitive to whether income parameters are 
estimated from annual income data of one or three years of data (denoted by One, Ad1 and Ad2). 
4.3.7.3.3.2 Detailed statistical reasoning and interpretation 
Since the effect of Family on the probability of being risk-averse is only sensitive to different time 
periods from which income parameters are estimated, I only discuss this very sensitivity in detail to 
avoid unnecessary repetitions. Numerical details on all subgroups are given in Table 47, p. 268. 
Detailed comparison of subgroups of dependent variables relating to different ways to gain data 
input 
The relation of Family to the probability of being risk-averse is sensitive to different time periods 
from which income parameters are estimated, namely annual income data of one single year, 
annual income date from three years around the moving date adjusted for inflation, and annual 
income data from three years around the moving date not adjusted for inflation (denoted by One, 
Ad1, and Ad2). First, quasi-complete separation is of no concern in any subgroup since it amounts to 
only 0.4% of depeŶdeŶt ǀaƌiaďles at a ŵaǆiŵuŵ. “eĐoŶd, applǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ Ŷo ƌoďust 
relation for Family is found in any subgroup. HeŶĐe, FaŵilǇ is Đlassified as fƌagile ďǇ Leaŵeƌ͛s 
criterion in both subgroups and a statement on significance cannot be made. Third, applying Sala-I-
MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, Family is again classified as fragile in both subgroups. Fourth, 
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concerning the tendency for a sign of the coefficient of Family, I observe no tendency for a sign in the 
suďgƌoup ƌefeƌƌiŶg to oŶe Ǉeaƌ͛s data (One), and a strong tendency for a negative sign in the 
suďgƌoups ƌefeƌƌiŶg to thƌee Ǉeaƌ͛s data ;Adϭ aŶd AdϮͿ. 
I interpret these findings as follows: It seems as if the results of Family and its relation to the 
probability of being risk-averse are sensitiǀe to ǁhetheƌ estiŵatioŶs aƌe ďased oŶ oŶe Ǉeaƌ͛s data 
compared to three year͛s of data (One versus Ad1 and Ad2), but not sensitive to whether the three 
Ǉeaƌ͛s data aƌe adjusted foƌ iŶflatioŶ oƌ Ŷot ;Adϭ ǀeƌsus AdϮͿ. 
4.3.8 Divorce and risk-attitudes 
4.3.8.1 Overview of results irrespective of the way risk-attitudes are 
estimated 
Significance, robustness, and tendency for a sign 
For about 64% of the 4,536 dependent variables in my study Divorce shows quasi-complete 
separation. The fact that Divorce almost perfectly predicts risk-attitudes for about 64% of the 
dependent variables should not be overrated since there are no more than only 12 out of 321 
migrants in my sample that are divorced. Therefore, I focus on the statistical analysis of Divorce 
based on a still sufficiently high sample of 1,645 dependent variables for which no quasi-complete 
separation occurs. 
Based on the sample of 1,645 dependent variables, Divorce does not exhibit a robust influence on 
the probability of being risk-aǀeƌse ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess. CoŶseƋueŶtlǇ, DiǀoƌĐe is also 
not significantly related to the probability of being risk-averse in the migration context. Applying 
Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, DiǀoƌĐe is also Đlassified as fƌagile, ǁheƌe it is ŶoteǁoƌthǇ that 
the required 75% of robust relations for Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia are only 
slightly failed with 73% and 67% robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted 
criterion, respectively. Finally, I derive a strong tendency for a positive sign of Divorce.  
Comparison to the literature and interpretation 
Since separation as defined by the variable Divorce in my study has not been surveyed yet, my 
findings are new to the literature.  
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The statistical analysis based on 1,645 dependent variables reveals a strong tendency for a positive 
sign of Divorce which indicates that Heads that separated from their partner between the wave 
before and the wave after the move have a higher probability of being risk-averse compared to all 
other Heads. This is in line with 99.9% of dependent variables for which Divorce perfectly predicts 
risk-attitudes in the way that all divorced migrants are risk-averse. At the same time the high 
percentage of dependent variables where Divorce shows quasi-complete separation may indicate 
that the relation between Divorce and being risk-averse is stronger than suggested by the statistical 
analysis.  
A possible explanation for the higher probability of being risk-averse for divorced migrants might be 
that the eǆpeƌieŶĐe of sepaƌatioŶ aŶd its psǇĐhologiĐal ďuƌdeŶ ĐhaŶge people͛s ĐhaƌaĐteƌ iŶ the ǁaǇ 
that they are not willing to take any risk any more.298 
4.3.8.2 Detailed statistical reasoning 
All statistical results on the influence of Divorce on the probability of being risk-averse are 
summarized in Table 48, p. 273. 
                                                          
298 Note that further interpretation relating to maintenance obligations cannot be applied in my study for two 
reasons: First, in my study Divorce relates not only to legal divorce but also to separations of unmarried 
partnerships. Second, if maintenance obligations were to be paid, divorced Heads could be both the receiving 
and the paying counterparts. Consequently, the ability to bear risk is of no concern here. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 1,645 64% 0.3% 0% (-) 73% 87% (+) 81% (+) 67% 93% (+) 76% (+) 
Ind 1,512 61% 0.3% 0% (-) 72% 86% (+) 81% (+) 67% 93% (+) 76% (+) 
Fam 133 79% 0.0% n.a.  80% 97% (+) 77% (+) 58% 92% (+) 77% (+) 
Ann 542 64% 0.3% 0% (-) 72% 87% (+) 80% (+) 66% 93% (+) 76% (+) 
Wor 553 63% 0.3% 0% (-) 74% 88% (+) 81% (+) 67% 93% (+) 77% (+) 
Lif 550 64% 0.3% 0% (-) 72% 87% (+) 81% (+) 67% 93% (+) 76% (+) 
Var 1,048 54% 0.0% n.a.  79% 86% (+) 80% (+) 61% 100% (+) 73%   
LP2 597 74% 0.5% 0% (-) 61% 91% (+) 83% (+) 76% 82% (+) 83% (+) 
Ed1 386 70% 0.2% 0% (-) 72% 91% (+) 81% (+) 62% 93% (+) 77% (+) 
Ed2 253 61% 0.9% 0% (-) 68% 88% (+) 82% (+) 63% 93% (+) 77% (+) 
Ed3 249 62% 0.0% n.a.  71% 85% (+) 82% (+) 70% 93% (+) 77% (+) 
Ed4 248 62% 0.0% n.a.  75% 80% (+) 77% (+) 71% 93% (+) 76% (+) 
Ed5 256 60% 0.0% n.a.  75% 89% (+) 82% (+) 68% 93% (+) 75% (+) 
Ed6 253 61% 0.5% 0% (-) 75% 89% (+) 82% (+) 68% 91% (+) 75% (+) 
Wei 1,266 44% 0.5% 0% (-) 76% 85% (+) 79% (+) 66% 90% (+) 73%   
Unw 379 83% 0.0% n.a.  61% 95% (+) 88% (+) 68% 100% (+) 88% (+) 
Sep 846 63% 0.0% n.a.  66% 81% (+) 83% (+) 51% 100% (+) 74%   
Poo 799 65% 0.5% 0% (-) 79% 93% (+) 79% (+) 84% 88% (+) 79% (+) 
One 639 58% 0.0% n.a.  74% 91% (+) 82% (+) 64% 100% (+) 81% (+) 
Ad1 517 66% 0.4% 0% (-) 73% 86% (+) 82% (+) 70% 89% (+) 75% (+) 
Ad2 489 68% 0.4% 0% (-) 70% 84% (+) 79% (+) 66% 87% (+) 71%   
L1 869 43% 0.0% n.a.  71% 80% (+) 78% (+) 61% 99% (+) 78% (+) 
L2 250 83% 0.0% n.a.  66% 100% (+) 93% (+) 59% 100% (+) 64%   
Ma 526 65% 0.8% 0% (-) 79% 93% (+) 79% (+) 80% 82% (+) 79% (+) 
2Kat3 762 50% 0.0% n.a.  80% 88% (+) 80% (+) 78% 93% (+) 80% (+) 
2Kat1 617 59% 0.4% 0% (-) 72% 84% (+) 79% (+) 65% 93% (+) 74%   
4Kat2 266 82% 0.4% 0% (-) 54% 94% (+) 87% (+) 38% 91% (+) 73%   
Table 48: Results of the extreme bounds analysis for the independent variable Divorce aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Sample size and (quasi-) complete separation 
Quasi-complete separation is a real issue for the independent variable Divorce. For about 64% of the 
4,536 dependent variables (Column (3), Table 48, p. 273) Divorce almost perfectly predicts whether 
Heads are risk-averse or risk-seeking. The high percentage of dependent variables for which quasi-
complete separation occurs is not surprising if it is taken into account that there are no more than 12 
out of 321 migrants in my sample that are divorced. This fact also highlights that cases of quasi-
complete separation should not be overrated. Therefore, I focus on the statistical analysis of Divorce 
that is still based on a sufficiently high sample of 1,645 dependent variables (about 36% of 4,536, 
Column (2), Table 48, p. 273).  
Concerning the 2,891 dependent variables (about 64% of 4,536, Column (3), Table 48, p. 273) where 
quasi-complete separation occurs, it is noteworthy that (i) for 2,888 out of 2,891 all divorced Heads 
are risk-averse and (ii) for 3 out of the 2,891 only one divorced Head exists and this Head is risk-
seeking.  
RoďustŶess aŶd sigŶifiĐaŶĐe ďased oŶ Leaŵeƌ’s ĐƌiteƌioŶ 
ApplǇiŶg Leaŵeƌ͛s ĐƌiteƌioŶ of ƌoďustŶess, DiǀoƌĐe is ĐleaƌlǇ Đlassified as fƌagile, i.e., DiǀoƌĐe does 
only show a robust influence on 0.3% of the 1,645 dependent variables (Column (4), Table 48, 
p. 273). Consequently, Divorce is classified as not significantly related to probability of being risk-
averse in the migration context. 
Robustness based on Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ  
Applying Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ of ƌoďustŶess, Divorce slightly fails to be classified as robust, i.e., 
Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ fiŶds ϳϯ% ;ϲϳ%Ϳ of the ϭ,ϲϰϱ depeŶdeŶt ǀaƌiaďles to 
be robustly related to the probability of being risk-averse in the migration context (Columns (7) and 
(12), Table 48, p. 273).  
TeŶdeŶĐǇ foƌ a sigŶ ďased oŶ Leaŵeƌ’s aŶd “ala-I-MaƌtiŶ’s Đƌiteƌia 
Irrespective of robustness, a strong tendency for a positive sign of the coefficient of Divorce is 
observed. This in line with the 99.9% of the dependent variable for which quasi-complete separation 
occurs where all divorced Heads in the sample are risk-averse. 
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4.3.8.3 Sensitivity for subgroups of dependent variables 
4.3.8.3.1 Overview  
Robustness 
The fragility of Divorce in explaining the probability of being risk-averse over the 1,645 dependent 
variables statistically investigated is sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵily 
income is considered (denoted by Ind and Fam), (ii) variations of the risk-measure (denoted by Var 
and LP2), (iii) different education definitions (denoted by Ed1 to Ed6), (iii) variations in the weighting 
of the sample from which income parameters are estimated (denoted by Wei and Unw), (iv) different 
types of clustering (denoted by Sep and Poo), (v) different measurements of predictive errors 
(denoted by L1, L2, and Ma), and sensitive to (vi) different transformation rules (denoted by 2Kat3, 
2Kat1, and 4Kat2). Nevertheless, it is noteworthy that the percentages of robust relations by Sala-I-
MaƌtiŶ͛s ǁeighted and unweighted criteria are similar in all subgroups where the 75%-criterion is not 
always met. Therefore, the sensitivity should not be overrated. 
However, the fragility of Divorce in explaining the probability of being risk-averse over the 1,645 
dependent variables statistically investigated is not sensitive to (i) variations of the planning period 
(denoted by Ann, Wor, and Lif) and (ii) whether income parameters are estimated from annual 
income data of one year or three years of data (denoted by One, Ad1, and Ad2). 
Tendency for a sign 
The finding of a strong tendency for a positive sign of Divorce for the 1,645 dependent variables 
statistically investigated is not sensitive to any variation investigated in my study. In detail, Divorce is 
not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed ;deŶoted ďǇ IŶd 
and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), (iii) different risk-
measures (denoted by Var and LP2), (iv) different education definitions (denoted by Ed1 to Ed6), 
(v) variations in the weighting of the sample from which income parameters are estimated (denoted 
by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), (vii) whether income 
parameters are estimated from annual income data of one year or three years of data (denoted by 
One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted by L1, L2, and Ma), 
and not sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2).  
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4.3.8.3.2 Detailed statistical reasoning and interpretation 
All subgroups show (i) qualitative similar percentages of dependent variables that exhibit quasi-
complete separation, (ii) Ƌualitatiǀe siŵilaƌ peƌĐeŶtages of depeŶdeŶt ǀaƌiaďles ǁheƌe Leaŵeƌ͛s 
criterion is met, and (iii) a strong tendency for a positive sign. Although subgroups differ in their 
statement on robustness by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ, the percentages of robust relations are similar 
in all subgroups. Consequently, the sensitivity of Divorce concerning robustness by Sala-I-MaƌtiŶ͛s 
criterion should not be overrated and is therefore not discussed in detail. 
4.3.9 On the interpretation of interaction effects in my study 
For the interpretation of interaction effects in my study it is important to understand that due to the 
methodology applied, interaction effects can only be interpreted as partial effects whereas the total 
effect cannot be observed. The reasons are as follows: First, interaction effects in my study are 
always entered in the regression together with their main effects. Hence, interaction effects 
themselves are partial effects. Second, the objective of the extreme bounds analysis is not to 
estimate the final model, but to decide which variables should be entered in the final model. To 
achieve this objective, conditional main effects are not needed. Consequently, conditional main 
effects to estimate total effects are not available from the extreme bounds analysis.  
To understand what the non-availability of conditional main effects means for the interpretation of 
the interaction effects in my study, consider the following example. When the interaction effect 
MaleDivorce is entered together with its main effects Male and Divorce, the reference category 
(when all independent variables are null) is women that are not divorced. The coefficients of all main 
and interaction effects now indicate the effect on the probability of being risk-averse for a certain 
subgroup of individuals in comparison to the reference category (i.e., women that are not divorced). 
In detail this means, when all three variables MaleDivorce, Male, and Divorce are entered in the 
regression, the coefficient of the main effect Male indicates the effect of being male when the 
person is not divorced (conditional gender-effect), and the coefficient of the main effect Divorce 
indicates the effect of being divorced when the person is female (conditional divorce-effect). Caveat: 
The coefficient of the interaction term MaleDivorce does not indicate the total effect of divorced 
men. Instead, it only indicates a partial effect that can either be interpreted as (i) additional gender-
effect for divorced individuals or as (ii) an additional divorce-effect for men. To derive the total effect 
of divorced men both conditional main effects (Male and Divorce) must be combined with the effect 
of the interaction term. 
Page 277 
 
 
 
Furthermore, a detailed statistical reasoning on the sensitivity of interaction effects in my study will 
not be given since economic explanations of partial effects without knowing total effects are not 
possible. 
4.3.10 Interactions with Male and their relation to risk-attitudes 
In Part C, Section 4.3.2 I found that men tend to possess a higher probability of being risk-averse in 
the migration context than women, i.e., Male exhibits a strong tendency for a positive sign. In this 
section I investigate whether this gender-effect depends on other explanatory variables as follows: 
(i) the number of people moving together and their relation to Head as captured by interaction 
effects MaleSingle, MalePair, and MaleFamily, (ii) whether Head just separated from his old partner 
as captured by interaction effect MaleDivorce, (iii) age of Heads as captured by interaction effect 
MaleAge, and (iv) Head͛s eduĐatioŶ leǀel as Đaptuƌed ďǇ the iŶteƌaĐtioŶ effeĐts MaleEdu2 and 
MaleEdu3. 
4.3.10.1 Interaction of Male and single-moves 
4.3.10.1.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable MaleSingle captures the interaction effect of being male and being a single-
mover. The influence of MaleSingle on the probability of being risk-averse can be statistically 
investigated for a sufficiently high sample of 3,979 dependent variables since quasi-complete 
separation occurs only for about 12% of the 4,536 dependent variables.299 Consequently, I focus on 
the statistical analysis of MaleSingle. 
All statistical results on the influence of MaleSingle on the probability of being risk-averse are 
summarized in Table 49, p. 278. Based on the sample of 3,979 dependent variables, MaleSingle does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, MaleSingle is also not significantly related to the probability of being risk-averse. Yet, I 
observe a strong tendency for a negative sign of MaleSingle. 
 
                                                          
299 Concerning the 557 dependent variables (about 12% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that (i) for 555 out of 557 all male single-movers are risk-averse and (ii) for 2 out of 557 not all but 
98% of the male single-movers (85 out of 87) are risk-averse. 
Page 278 
 
 
 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 3,979 12% 3.2% 0% (-) 18% 2% (-) 17% (-) 16% 0% (-) 18% (-) 
Ind 3,418 12% 3.3% 0% (-) 16% 3% (-) 18% (-) 15% 0% (-) 19% (-) 
Fam 561 13% 2.9% 0% (-) 25% 1% (-) 8% (-) 21% 1% (-) 6% (-) 
Ann 1,325 12% 3.1% 0% (-) 18% 3% (-) 17% (-) 16% 0% (-) 17% (-) 
Wor 1,327 12% 3.3% 0% (-) 18% 3% (-) 17% (-) 16% 0% (-) 18% (-) 
Lif 1,327 12% 3.2% 0% (-) 17% 2% (-) 17% (-) 16% 0% (-) 17% (-) 
Var 2,268 0% 0.1% 0% (-) 11% 7% (-) 21% (-) 9% 0% (-) 22% (-) 
LP2 1,711 25% 6.3% 0% (-) 27% 0% (-) 11% (-) 25% 0% (-) 12% (-) 
Ed1 1,119 14% 2.6% 0% (-) 17% 1% (-) 16% (-) 15% 1% (-) 16% (-) 
Ed2 558 14% 2.8% 0% (-) 11% 0% (-) 24% (-) 9% 0% (-) 25% (-) 
Ed3 593 8% 6.3% 0% (-) 31% 0% (-) 4% (-) 30% 0% (-) 5% (-) 
Ed4 593 8% 7.3% 0% (-) 28% 1% (-) 9% (-) 26% 0% (-) 10% (-) 
Ed5 558 14% 0.0% n.a.  8% 16% (-) 25% (-) 6% 0% (-) 25% (-) 
Ed6 558 14% 0.9% 0% (-) 9% 14% (-) 26%   7% 0% (-) 26%   
Wei 2,089 8% 2.8% 0% (-) 13% 1% (-) 17% (-) 13% 0% (-) 19% (-) 
Unw 1,890 17% 3.6% 0% (-) 22% 3% (-) 16% (-) 19% 0% (-) 16% (-) 
Sep 2,002 12% 3.6% 0% (-) 17% 0% (-) 14% (-) 17% 0% (-) 15% (-) 
Poo 1,977 13% 2.9% 0% (-) 18% 4% (-) 19% (-) 15% 0% (-) 20% (-) 
One 1,423 6% 1.5% 0% (-) 16% 0% (-) 19% (-) 15% 0% (-) 21% (-) 
Ad1 1,297 14% 4.4% 0% (-) 20% 2% (-) 14% (-) 18% 0% (-) 14% (-) 
Ad2 1,259 17% 3.8% 0% (-) 16% 5% (-) 17% (-) 15% 0% (-) 17% (-) 
L1 1,512 0% 4.0% 0% (-) 8% 10% (-) 25% (-) 7% 0% (-) 27%   
L2 1,266 16% 4.0% 0% (-) 19% 2% (-) 18% (-) 17% 0% (-) 16% (-) 
Ma 1,201 21% 1.7% 0% (-) 28% 0% (-) 6% (-) 25% 0% (-) 7% (-) 
2Kat3 1,440 5% 1.0% 0% (-) 10% 0% (-) 15% (-) 7% 0% (-) 16% (-) 
2Kat1 1,327 12% 3.0% 0% (-) 16% 0% (-) 13% (-) 14% 0% (-) 16% (-) 
4Kat2 1,212 20% 5.6% 0% (-) 29% 5% (-) 23% (-) 28% 0% (-) 22% (-) 
Table 49: Results of the extreme bounds analysis for the independent variable MaleSingle aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being male and moving alone (as captured by the interaction effect 
MaleSingle) has not been surveyed yet, my findings are new to the literature.  
The statistical analysis based on 3,979 dependent variables reveals a strong tendency for a negative 
sign of MaleSingle which can be interpreted in two alternative ways: first, as a strong tendency for an 
additional negative gender-effect for male single-movers compared to women and male non-single-
movers; second, as a strong tendency for an additional negative single-mover effect for men 
compared women and male non-single-movers. Note that the strong tendency for negative sign of 
MaleSingle is in line with 99.6% of the remaining 557 dependent variables where (quasi-) complete 
separation occurs in the way that all male single-movers are risk-averse. 
4.3.10.1.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of MaleSingle in explaining the probability of being risk-averse over 
the 3,979 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, five findings are noteworthy: First, comparing results of subgroups referring to 
Head͛s iŶdiǀidual ǀeƌsus faŵilǇ iŶĐoŵe, I fiŶd that the peƌĐeŶtage of ƌoďust ƌelatioŶs ďǇ “ala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to faŵilǇ iŶĐoŵe ;FaŵͿ is aďout 
1.6 tiŵes ;ϭ.ϰ tiŵesͿ the peƌĐeŶtage of ƌoďust ƌelatioŶs iŶ the suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual 
income (Ind). Second, comparing the results of the subgroups referring to different risk-measures, I 
find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the 
subgroup referring to semi-variance (LP2) is about 2.5 times (2.8 times) the percentage of robust 
relations in the subgroup referring to variance (Var). Third, comparing the results of the subgroups 
referring to weighted versus unweighted samples, I find that the percentage of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to uŶǁeighted saŵples 
(Unw) is about 1.7 times (1.5 times) the percentage of robust relations in the subgroup referring to 
weighted samples (Wei). Fourth, comparing results of subgroups referring to minimizing different 
predictive errors, I find that when greater weight is put on greater predictive errors step by step (L1, 
L2, Ma), the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criterion 
increase visibly. Fifth, comparing results of subgroups referring to different transformation rules, I 
find that when migrants with less pronounced degrees of risk-attitude are deleted from the sample 
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step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted 
and unweighted criterion increase visibly. 
Tendency for a sign 
The finding of a strong tendency for a negative sign of MaleSingle for the 3,979 dependent variables 
statistically investigated is not sensitive to different ways to estimate risk-attitudes. In detail, 
MaleSingle is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed 
(denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), 
(iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions (denoted by 
Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters are 
estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted 
by L1, L2, and Ma), and not sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, 
and 4Kat2). 
4.3.10.2 Interaction of Male and pair-moves 
4.3.10.2.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable MalePair captures the interaction effect of being male and being a pair-mover. 
The influence of MalePair on the probability of being risk-averse can be statistically investigated for 
4,387 dependent variables since quasi-complete separation only occurs for about 3% of the 4,536 
dependent variables.300 Consequently, I focus on the statistical analysis of MalePair. 
All statistical results on the influence of MalePair on the probability of being risk-averse are 
summarized in Table 50, p. 281. Based on the sample of 4,387 dependent variables, MalePair does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, MalePair is also not significantly related to the probability of being risk-averse. In addition, I 
observe no tendency for sign of MalePair. 
 
                                                          
300 Concerning the 149 dependent variables (about 3% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all male pair-movers in the sample are risk-averse. 
Page 281 
 
 
 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,387 3% 0.6% 0% (-) 28% 70%  47%   16% 58%  49%   
Ind 3,742 4% 0.6% 0% (-) 28% 73%  49%   16% 63%  51%   
Fam 645 0% 0.2% 0% (-) 26% 51%  36%   16% 29%  38%   
Ann 1,465 3% 0.5% 0% (-) 28% 71%  46%   17% 59%  49%   
Wor 1,461 3% 0.6% 0% (-) 28% 69%  47%   16% 57%  50%   
Lif 1,461 3% 0.5% 0% (-) 28% 71%  48%   16% 59%  49%   
Var 2,233 2% 0.0% n.a.  25% 82% (+) 48%   15% 97% (+) 51%   
LP2 2,154 5% 1.1% 0% (-) 31% 60%  46%   17% 22% (-) 47%   
Ed1 1,270 2% 0.8% 0% (-) 27% 61%  41%   17% 40%  44%   
Ed2 625 4% 1.9% 0% (-) 29% 68%  46%   18% 51%  50%   
Ed3 621 4% 0.0% n.a.  25% 77% (+) 53%   16% 75% (+) 53%   
Ed4 621 4% 0.0% n.a.  29% 70%  52%   17% 74%  52%   
Ed5 625 4% 0.0% n.a.  28% 77% (+) 48%   15% 65%  50%   
Ed6 625 4% 0.5% 0% (-) 30% 77% (+) 48%   16% 66%  50%   
Wei 2,154 5% 0.5% 0% (-) 35% 80% (+) 57%   18% 80% (+) 59%   
Unw 2,233 2% 0.6% 0% (-) 21% 54%  38%   14% 31%  40%   
Sep 2,220 2% 0.6% 0% (-) 28% 63%  43%   19% 44%  42%   
Poo 2,167 4% 0.5% 0% (-) 28% 77% (+) 51%   14% 78% (+) 56%   
One 1,512 0% 0.1% 0% (-) 34% 74%  48%   7% 80% (+) 52%   
Ad1 1,441 5% 0.6% 0% (-) 26% 69%  48%   22% 57%  48%   
Ad2 1,434 5% 1.0% 0% (-) 23% 65%  45%   20% 52%  47%   
L1 1,512 0% 0.0% n.a.  25% 95% (+) 55%   17% 85% (+) 60%   
L2 1,512 0% 0.0% n.a.  32% 59%  40%   11% 41%  38%   
Ma 1,363 10% 1.7% 0% (-) 27% 58%  46%   21% 44%  50%   
2Kat3 1,512 0% 0.8% 0% (-) 17% 68%  34%   12% 54%  38%   
2Kat1 1,470 3% 0.0% n.a.  40% 79% (+) 54%   20% 72%  55%   
4Kat2 1,405 7% 0.9% 0% (-) 28% 58%  55%   17% 44%  55%   
Table 50: Results of the extreme bounds analysis for the independent variable MalePair aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
Page 282 
 
 
 
Comparison to the literature and interpretation 
Since the interaction of being male and moving with one͛s paƌtŶeƌ (as captured by the interaction 
effect MalePair) has not been surveyed yet, my findings are new to the literature.  
The statistical analysis based on 4,387 dependent variables reveals a fragile effect of MalePair on the 
probability of being risk-averse with no tendency for a sign. This can be interpreted in two alternative 
ways: first, as no additional gender-effect for male pair-movers compared to women and male non-
pair-movers; second, as no additional single-mover effect for men compared to women and male 
non-pair-movers. 
4.3.10.2.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of MalePair in explaining the probability of being risk-averse over 
the 4,387 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, one finding is noteworthy: Comparing the results of the subgroups referring to 
weighted versus unweighted samples, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to weighted samples (Wei) is about 1.7 
times (1.3 times) the percentage of robust relations in the subgroup referring to unweighted samples 
(Unw). 
Tendency for a sign 
The finding of no tendency for a sign of MalePair for the 4,387 dependent variables statistically 
investigated is not sensitive to (i) ǁhetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s iŶdiǀidual 
income or family income (denoted by Ind and Fam), (ii) variations of the planning period (denoted by 
Ann, Wor, and Lif), (iii) variations of the risk-measure (denoted by Var and LP2), and not sensitive to 
(iv) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2). 
However, the finding of no tendency for a sign of MalePair is sensitive to (i) variations of the 
education definition (denoted by Ed1 to Ed6), (ii) variations in the weighting of the sample from 
which income parameters are estimated (denoted by Wei and Unw), (iii) which type of clustering is 
performed to cluster people from which income parameters are estimated (denoted by Sep and 
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Poo), (iv) variations in the measurement of predictive errors (denoted by L1, L2, and Ma), and 
sensitive to (v) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.10.3 Interaction of Male and family-moves 
4.3.10.3.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable MaleFamily captures the interaction effect of being male and being a family-
mover. The influence of MaleFamily on the probability of being risk-averse can be statistically 
investigated for 4,303 dependent variables since quasi-complete separation only occurs for about 5% 
of the 4,536 dependent variables.301 Consequently, I focus on the statistical analysis of MaleFamily. 
All statistical results on the influence of MaleFamily on the probability of being risk-averse are 
summarized in Table 51, p. 284. Based on the sample of 4,303 dependent variables, MaleFamily does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, MaleFamily is also not significantly related to the probability of being risk-averse. Yet, I 
observe a strong tendency for a positive sign of MaleFamily. 
 
                                                          
301 Concerning the 233 dependent variables (about 0.1% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all male family-movers in the sample are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,303 5% 1.3% 100% (+) 25% 87% (+) 84% (+) 24% 86% (+) 85% (+) 
Ind 3,693 5% 1.3% 100% (+) 23% 85% (+) 82% (+) 23% 83% (+) 84% (+) 
Fam 610 6% 1.4% 100% (+) 32% 97% (+) 92% (+) 30% 99% (+) 94% (+) 
Ann 1,433 5% 1.3% 100% (+) 25% 87% (+) 84% (+) 23% 85% (+) 85% (+) 
Wor 1,435 5% 1.3% 100% (+) 25% 87% (+) 84% (+) 24% 86% (+) 86% (+) 
Lif 1,435 5% 1.3% 100% (+) 24% 87% (+) 83% (+) 23% 85% (+) 85% (+) 
Var 2,236 1% 0.0% n.a.  10% 94% (+) 78% (+) 9% 100% (+) 81% (+) 
LP2 2,067 9% 2.6% 100% (+) 41% 85% (+) 90% (+) 40% 82% (+) 89% (+) 
Ed1 1,225 5% 1.2% 100% (+) 26% 90% (+) 85% (+) 24% 91% (+) 87% (+) 
Ed2 615 5% 1.4% 100% (+) 21% 79% (+) 76% (+) 19% 80% (+) 79% (+) 
Ed3 618 5% 2.3% 100% (+) 41% 96% (+) 95% (+) 41% 94% (+) 96% (+) 
Ed4 618 5% 2.0% 100% (+) 30% 94% (+) 91% (+) 32% 92% (+) 90% (+) 
Ed5 615 5% 0.5% 100% (+) 14% 68%  77% (+) 13% 54%  78% (+) 
Ed6 612 6% 0.8% 100% (+) 15% 67%  76% (+) 13% 60%  78% (+) 
Wei 2,151 5% 0.5% 100% (+) 18% 99% (+) 86% (+) 16% 100% (+) 87% (+) 
Unw 2,152 5% 2.1% 100% (+) 31% 80% (+) 82% (+) 31% 78% (+) 84% (+) 
Sep 2,169 4% 1.7% 100% (+) 25% 96% (+) 86% (+) 27% 96% (+) 89% (+) 
Poo 2,134 6% 0.9% 100% (+) 24% 78% (+) 81% (+) 21% 72%  81% (+) 
One 1,429 5% 1.3% 100% (+) 25% 87% (+) 81% (+) 22% 86% (+) 81% (+) 
Ad1 1,440 5% 1.3% 100% (+) 25% 89% (+) 86% (+) 24% 89% (+) 89% (+) 
Ad2 1,434 5% 1.5% 100% (+) 23% 86% (+) 84% (+) 25% 81% (+) 86% (+) 
L1 1,512 0% 2.6% 100% (+) 11% 93% (+) 79% (+) 9% 100% (+) 79% (+) 
L2 1,501 1% 1.3% 100% (+) 33% 85% (+) 85% (+) 33% 86% (+) 89% (+) 
Ma 1,290 15% 0.1% 100% (+) 30% 88% (+) 88% (+) 30% 80% (+) 89% (+) 
2Kat3 1,473 3% 0.0% n.a.  16% 95% (+) 89% (+) 15% 94% (+) 90% (+) 
2Kat1 1,449 4% 0.1% 100% (+) 24% 83% (+) 85% (+) 23% 78% (+) 85% (+) 
4Kat2 1,381 9% 3.9% 100% (+) 35% 86% (+) 76% (+) 34% 86% (+) 80% (+) 
Table 51: Results of the extreme bounds analysis for the independent variable MaleFamily aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being male and moving with oŶe͛s faŵilǇ (as captured by the interaction 
effect MaleFamily) has not been surveyed yet, my findings are new to the literature.  
The statistical analysis based on 4,303 dependent variables reveals a fragile effect of MaleFamily on 
the probability of being risk-averse with a strong tendency for a positive sign. This can be interpreted 
in two alternative ways: first, as a strong tendency for an additional positive gender-effect for male 
family-movers compared to women and male non-family-movers; second, as a strong tendency for 
an additional positive family-mover effect for men compared to women and male non-family-
movers.  
4.3.10.3.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of MaleFamily in explaining the probability of being risk-averse over 
the 4,303 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, three findings are noteworthy: First, comparing the results of the subgroups 
referring to different risk-measures, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to semi-variance (LP2) is about 4.1 times 
(4.4 times) the percentage of robust relations in the subgroup referring to variance (Var). Second, 
comparing result of subgroups referring to weighted/unweighted samples, I find that the percentage 
of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeighted) criterion in the subgroup referring to 
unweighted sample (Unw) is about 1.7 times (1.9 times) the percentage of robust relations in the 
subgroup referring to weighted samples (Wei). Third, comparing results of subgroups referring to 
different transformation rules, I find that when migrants with less pronounced degrees of risk-
attitude are deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust 
relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria increase visibly. 
Tendency for a sign 
The finding of a strong tendency for a positive sign of MaleFamily for the 4,303 dependent variables 
statistically investigated is not sensitive to different ways to estimate risk-attitudes. In detail, 
MaleFamily is not sensitive to (i) whetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s iŶdiǀidual 
income or family income (denoted by Ind and Fam), (ii) variations of the planning period (denoted by 
Ann, Wor, and Lif), (iii) variations of the risk-measure (denoted by Var and LP2), (iv) variations of the 
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education definition (denoted by Ed1 to Ed6), (v) variations in the weighting of the sample from 
which income parameters are estimated (denoted by Wei and Unw), (vi) which type of clustering is 
performed to cluster people from which income parameters are estimated (denoted by Sep and 
Poo), (vii) whether income parameters are estimated from annual income data of one or three years 
of data (denoted by One, Ad1 and Ad2), (viii) variations in the measurement of predictive errors 
(denoted by L1, L2, and Ma), and not sensitive to (iv) different transformation rules (denoted by 
2Kat3, 2Kat1, and 4Kat2). 
4.3.10.4 Interaction of Male and Divorce 
4.3.10.4.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable MaleDivorce captures the interaction effect of being male and being divorced. 
For about 67% of the 4,536 dependent variables in my study MaleDivorce shows quasi-complete 
separation.302 The fact that MaleDivorce almost perfectly predicts risk-attitudes for about 67% of the 
dependent variables should not be overrated since there are no more than only 6 out of 321 
migrants in my sample that are divorced men. Therefore, I focus on the statistical analysis of 
MaleDivorce based on a still sufficiently high sample of 1,492 dependent variables for which no 
quasi-complete separation occurs. 
All statistical results on the influence of MaleDivorce on the probability of being risk-averse are 
summarized in Table 52, p. 287. Based on 1,492 dependent variables, MaleDivorce does not exhibit a 
robust influence on the probability of being risk-aǀeƌse ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ. CoŶseƋueŶtlǇ, 
MaleDivorce is also not significantly related to the probability of being risk-averse. In contrast, 
applying Sala-I-MaƌtiŶ͛s Đƌiterion of robustness, MaleDivorce is clearly classified as robust. Finally, I 
derive a strong tendency for a negative sign of MaleDivorce. 
                                                          
302 Concerning the 3,044 dependent variables (about 67% of 4,536) where quasi-complete separation occurs, it 
is noteworthy that (i) for 2,973 out of 3,044 all divorced men are risk-averse, (ii) for 50 out of 3,044 there is no 
divorced man in the sample, and (iii) for 21 out of 3,044 only up to two divorced men exist in the sample and 
these men are risk-seeking. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 1,492 67% 0.9% 0% (-) 99% 11% (-) 11% (-) 100% 11% (-) 11% (-) 
Ind 1,386 64% 0.8% 0% (-) 99% 12% (-) 12% (-) 99% 12% (-) 12% (-) 
Fam 106 84% 0.9% 0% (-) 99% 0% (-) 0% (-) 100% 0% (-) 0% (-) 
Ann 491 68% 0.9% 0% (-) 99% 12% (-) 11% (-) 99% 11% (-) 11% (-) 
Wor 502 67% 0.9% 0% (-) 100% 11% (-) 11% (-) 100% 11% (-) 11% (-) 
Lif 499 67% 0.9% 0% (-) 99% 11% (-) 11% (-) 99% 11% (-) 11% (-) 
Var 994 56% 0.7% 0% (-) 99% 17% (-) 17% (-) 99% 16% (-) 17% (-) 
LP2 498 78% 1.1% 0% (-) 100% 0% (-) 0% (-) 100% 0% (-) 0% (-) 
Ed1 338 74% 0.7% 0% (-) 99% 8% (-) 8% (-) 99% 8% (-) 8% (-) 
Ed2 232 64% 1.9% 0% (-) 100% 12% (-) 12% (-) 100% 12% (-) 12% (-) 
Ed3 231 64% 0.9% 0% (-) 99% 13% (-) 13% (-) 99% 12% (-) 13% (-) 
Ed4 230 65% 0.9% 0% (-) 99% 13% (-) 13% (-) 99% 12% (-) 13% (-) 
Ed5 232 64% 0.5% 0% (-) 99% 12% (-) 12% (-) 100% 12% (-) 12% (-) 
Ed6 229 65% 0.5% 0% (-) 100% 12% (-) 12% (-) 100% 12% (-) 12% (-) 
Wei 1,149 49% 1.6% 0% (-) 99% 11% (-) 11% (-) 99% 11% (-) 11% (-) 
Unw 343 85% 0.1% 0% (-) 100% 10% (-) 10% (-) 100% 10% (-) 10% (-) 
Sep 807 64% 1.5% 0% (-) 100% 14% (-) 14% (-) 100% 13% (-) 14% (-) 
Poo 685 70% 0.3% 0% (-) 99% 8% (-) 8% (-) 100% 8% (-) 8% (-) 
One 585 61% 1.6% 0% (-) 98% 16% (-) 15% (-) 99% 15% (-) 15% (-) 
Ad1 463 69% 0.5% 0% (-) 100% 8% (-) 8% (-) 100% 8% (-) 8% (-) 
Ad2 444 71% 0.5% 0% (-) 100% 9% (-) 9% (-) 99% 8% (-) 9% (-) 
L1 824 46% 0.1% 0% (-) 100% 20% (-) 20% (-) 100% 20% (-) 20% (-) 
L2 250 83% 0.7% 0% (-) 100% 0% (-) 0% (-) 100% 0% (-) 0% (-) 
Ma 418 72% 1.8% 0% (-) 98% 0% (-) 0% (-) 99% 0% (-) 0% (-) 
2Kat3 699 54% 0.4% 0% (-) 100% 13% (-) 13% (-) 100% 13% (-) 13% (-) 
2Kat1 557 63% 0.9% 0% (-) 100% 13% (-) 13% (-) 100% 13% (-) 13% (-) 
4Kat2 236 84% 1.3% 0% (-) 96% 2% (-) 2% (-) 97% 0% (-) 2% (-) 
Table 52: Results of the extreme bounds analysis for the independent variable MaleDivorce aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being male and being divorced (as captured by the interaction effect 
MaleDivorce) has not been surveyed yet, my findings are new to the literature.  
The statistical analysis based on 1,492 dependent variables reveals a strong tendency for a negative 
sign of MaleDivorce that can be interpreted in two alternative ways: first, as a strong tendency for an 
additional negative gender-effect for divorced men compared to women and non-divorced men; 
second, as a strong tendency for an additional negative divorce-effect for men compared to women 
and non-divorced men.  
Note that (i) the robust influence of MaleDivorce on the probability of being risk-averse by Sala-I-
MaƌtiŶ͛s ĐƌiteƌioŶ and (ii) the strong tendency for a negative sign of MaleDivorce derived from the 
statistical analysis of 1,492 dependent variables are not in line with 97.7% of the remaining 3,044 
dependent variables where quasi-complete separation occurs in the way that all divorced men are 
risk-averse. Therefore, findings of the statistical analysis must be interpreted with caution. 
4.3.10.4.2 Sensitivity for subgroups of dependent variables 
Robustness 
First, the fragility and non-sigŶifiĐaŶĐe of MaleDiǀoƌĐe ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ and second, the 
robustness of MaleDivorce by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ in explaining the probability of being risk-
averse over the 1,492 dependent variables statistically investigated are not sensitive to different 
ways to estimate risk-attitudes. 
Tendency for a sign 
The finding of a strong tendency for a negative sign of MaleDivorce for the 1,492 dependent 
variables statistically investigated is not sensitive to different ways to estimate risk-attitudes. In 
detail, MaleDivorce is not sensitive to (i) ǁhetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s 
individual income or family income (denoted by Ind and Fam), (ii) variations of the planning period 
(denoted by Ann, Wor, and Lif), (iii) variations of the risk-measure (denoted by Var and LP2), 
(iv) variations of the education definition (denoted by Ed1 to Ed6), (v) variations in the weighting of 
the sample from which income parameters are estimated (denoted by Wei and Unw), (vi) which type 
of clustering is performed to cluster people from which income parameters are estimated (denoted 
by Sep and Poo), (vii) whether income parameters are estimated from annual income data of one or 
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three years of data (denoted by One, Ad1 and Ad2), (viii) variations in the measurement of predictive 
errors (denoted by L1, L2, and Ma), and not sensitive to (iv)  different transformation rules (denoted 
by 2Kat3, 2Kat1, and 4Kat2). 
4.3.10.5 Interaction of Male and Age 
4.3.10.5.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable MaleAge captures the interaction effect of gender and age. The influence of 
MaleAge on the probability of being risk-averse can be statistically investigated for 4,478 dependent 
variables since quasi-complete separation only occurs for about 1% of the 4,536 dependent 
variables.303 Consequently, I focus on the statistical analysis of MaleAge. 
All statistical results on the influence of MaleAge on the probability of being risk-averse are 
summarized in Table 53, p. 290. Based on the sample of 4,478 dependent variables, MaleAge does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, MaleAge is also not significantly related to the probability of being risk-averse. Yet, I observe 
a strong tendency for a positive sign of MaleAge. 
 
                                                          
303 Concerning the 58 dependent variables (about 1% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that (i) for 48 out of 58 all men are risk-averse and (ii) for 10 out of 58 all men with ages other than 
30, 47 or 50 are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,478 1% 0.4% 100% (+) 18% 98% (+) 74%   17% 99% (+) 74%   
Ind 3,840 1% 0.3% 100% (+) 18% 98% (+) 74%   17% 99% (+) 74%   
Fam 638 2% 0.5% 100% (+) 18% 97% (+) 71%   20% 99% (+) 74%   
Ann 1,492 1% 0.5% 100% (+) 19% 99% (+) 74%   18% 99% (+) 74%   
Wor 1,494 1% 0.3% 100% (+) 18% 98% (+) 74%   17% 100% (+) 74%   
Lif 1,492 1% 0.3% 100% (+) 19% 98% (+) 74%   18% 99% (+) 74%   
Var 2,268 0% 0.3% 100% (+) 11% 99% (+) 63%   12% 100% (+) 65%   
LP2 2,210 3% 0.4% 100% (+) 26% 98% (+) 85% (+) 23% 99% (+) 83% (+) 
Ed1 1,274 2% 0.2% 100% (+) 16% 99% (+) 70%   16% 100% (+) 72%   
Ed2 636 2% 0.0% n.a.  15% 100% (+) 71%   14% 100% (+) 71%   
Ed3 648 0% 0.6% 100% (+) 27% 97% (+) 85% (+) 26% 99% (+) 85% (+) 
Ed4 648 0% 1.4% 100% (+) 31% 97% (+) 85% (+) 28% 99% (+) 85% (+) 
Ed5 636 2% 0.0% n.a.  11% 100% (+) 67%   11% 100% (+) 68%   
Ed6 636 2% 0.0% n.a.  12% 100% (+) 68%   11% 100% (+) 67%   
Wei 2,220 2% 0.4% 100% (+) 14% 100% (+) 68%   11% 100% (+) 69%   
Unw 2,258 0% 0.3% 100% (+) 23% 97% (+) 80% (+) 23% 99% (+) 79% (+) 
Sep 2,258 0% 0.3% 100% (+) 24% 98% (+) 79% (+) 22% 99% (+) 80% (+) 
Poo 2,220 2% 0.4% 100% (+) 13% 99% (+) 69%   12% 100% (+) 68%   
One 1,512 0% 0.5% 100% (+) 18% 99% (+) 85% (+) 15% 100% (+) 84% (+) 
Ad1 1,483 2% 0.4% 100% (+) 19% 98% (+) 68%   18% 100% (+) 68%   
Ad2 1,483 2% 0.2% 100% (+) 17% 98% (+) 69%   18% 99% (+) 70%   
L1 1,512 0% 0.2% 100% (+) 6% 99% (+) 54%   6% 100% (+) 57%   
L2 1,512 0% 0.1% 100% (+) 23% 100% (+) 91% (+) 24% 100% (+) 93% (+) 
Ma 1,454 4% 0.7% 100% (+) 26% 96% (+) 78% (+) 22% 98% (+) 72%   
2Kat3 1,512 0% 0.0% n.a.  8% 100% (+) 66%   9% 100% (+) 68%   
2Kat1 1,484 2% 0.5% 100% (+) 13% 99% (+) 73%   14% 100% (+) 74%   
4Kat2 1,482 2% 0.5% 100% (+) 34% 97% (+) 83% (+) 29% 99% (+) 81% (+) 
Table 53: Results of the extreme bounds analysis for the independent variable MaleAge aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of gender and age (as captured by the interaction effect MaleAge) has not been 
surveyed yet, my findings are new to the literature. 
The statistical analysis based on 4,478 dependent variables reveals a strong tendency for a positive 
sign of MaleAge that can be interpreted in two alternative ways: first, as a strong tendency for an 
additional positive gender-effect for men due to an additional year of age compared to women; 
second, as a strong tendency for an additional positive age-effect for men compared to women. 
4.3.10.5.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of MaleAge in explaining the probability of being risk-averse over 
the 4,478 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, four findings are noteworthy: First, comparing the results of the subgroups 
referring to different risk-measures, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to semi-variance (LP2) is about 2.4 times 
(1.9 times) the percentage of robust relations in the subgroup referring to variance (Var). Second, 
comparing results of subgroups referring to weighted/unweighted samples, I find that the 
percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup 
referring to unweighted samples (Unw) is about 1.6 times (2.1 times) the percentage of robust 
relations in the subgroup referring to weighted samples (Wei). Third, comparing results of subgroups 
referring to different types of clustering, I find that the percentage of robust relations by Sala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to sepaƌate ĐlusteƌiŶg iŶ eaĐh 
year (Sep) is about 1.8 times (1.8 times) the percentage of robust relations in the subgroup referring 
to pooled clustering (Poo). Fourth, comparing results of subgroups referring to different 
transformation rules, I find that when migrants with less pronounced degrees of risk-attitude are 
deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria increase visibly. 
Tendency for a sign 
The finding of a strong tendency for a positive sign of MaleAge for the 4,478 dependent variables 
statistically investigated is not sensitive to different ways to estimate risk-attitudes. In detail, 
MaleAge is not sensitive to (i) ǁhetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s iŶdiǀidual iŶĐoŵe 
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or family income (denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, 
Wor, and Lif), (iii) variations of the risk-measure (denoted by Var and LP2), (iv) variations of the 
education definition (denoted by Ed1 to Ed6), (v) variations in the weighting of the sample from 
which income parameters are estimated (denoted by Wei and Unw), (vi) which type of clustering is 
performed to cluster people from which income parameters are estimated (denoted by Sep and 
Poo), (vii) whether income parameters are estimated from annual income data of one or three years 
of data (denoted by One, Ad1 and Ad2), (viii) variations in the measurement of predictive errors 
(denoted by L1, L2, and Ma), and not sensitive to (iv) different transformation rules (denoted by 
2Kat3, 2Kat1, and 4Kat2). 
4.3.10.6 Interaction of Male and Edu2 
4.3.10.6.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable MaleEdu2 captures the interaction effect of gender and having a high school 
diploŵa oƌ aŶ assoĐiate͛s degree as highest education level. The influence of MaleEdu2 on the 
probability of being risk-averse can be statistically investigated for 4,433 dependent variables since 
quasi-complete separation only occurs for about 2% of the 4,536 dependent variables.304 
Consequently, I focus on the statistical analysis of MaleEdu2. 
All statistical results on the influence of MaleEdu2 on the probability of being risk-averse are 
summarized in Table 54, p. 293. Based on the sample of 4,433 dependent variables, MaleEdu2 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Consequently, MaleEdu2 is also not significantly related to the probability of being risk-averse in the 
migration context. Yet, I derive a vague tendency for a negative sign of MaleEdu2. 
                                                          
304 Concerning the 103 dependent variables (about 2% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that (i) for 48 out of 103 all men with education level two (MaleEdu2=1) and almost all other 
migrants (MaleEdu2=0) are risk-averse and (ii) for 55 out of 103 only three risk-seeking migrants exist. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,433 2% 2.4% 0% (-) 36% 49%  37%   36% 41%  34%   
Ind 3,816 2% 2.1% 0% (-) 36% 50%  37%   36% 41%  34%   
Fam 617 5% 4.8% 0% (-) 36% 47%  37%   39% 43%  37%   
Ann 1,477 2% 2.2% 0% (-) 36% 50%  36%   37% 40%  34%   
Wor 1,479 2% 2.8% 0% (-) 37% 50%  37%   36% 42%  35%   
Lif 1,477 2% 2.3% 0% (-) 36% 49%  37%   36% 42%  35%   
Var 2,268 0% 1.2% 0% (-) 24% 46%  36%   22% 33%  34%   
LP2 2,165 5% 3.7% 0% (-) 50% 51%  38%   51% 45%  35%   
Ed1 1,253 3% 3.9% 0% (-) 37% 52%  42%   37% 49%  41%   
Ed2 636 2% 1.9% 0% (-) 36% 53%  38%   32% 50%  36%   
Ed3 636 2% 2.5% 0% (-) 43% 48%  31%   42% 39%  29%   
Ed4 636 2% 1.4% 0% (-) 42% 57%  38%   42% 45%  34%   
Ed5 636 2% 1.9% 0% (-) 29% 43%  37%   35% 30%  36%   
Ed6 636 2% 1.9% 0% (-) 30% 35%  28%   28% 22% (-) 25% (-) 
Wei 2,187 4% 1.1% 0% (-) 40% 51%  33%   35% 47%  33%   
Unw 2,246 1% 3.8% 0% (-) 32% 47%  40%   37% 36%  36%   
Sep 2,246 1% 1.3% 0% (-) 35% 58%  42%   36% 53%  41%   
Poo 2,187 4% 3.6% 0% (-) 37% 41%  31%   36% 29%  28%   
One 1,512 0% 5.6% 0% (-) 34% 45%  29%   30% 16% (-) 23% (-) 
Ad1 1,462 3% 0.3% 0% (-) 34% 57%  41%   35% 56%  41%   
Ad2 1,459 4% 1.4% 0% (-) 41% 47%  40%   44% 47%  40%   
L1 1,509 0% 1.2% 0% (-) 38% 45%  45%   37% 53%  44%   
L2 1,506 0% 1.3% 0% (-) 37% 53%  32%   38% 48%  34%   
Ma 1,418 6% 4.9% 0% (-) 33% 51%  33%   34% 19% (-) 25% (-) 
2Kat3 1,512 0% 0.9% 0% (-) 28% 32%  30%   29% 19% (-) 27%   
2Kat1 1,478 2% 1.3% 0% (-) 38% 62%  40%   40% 49%  35%   
4Kat2 1,443 5% 5.2% 0% (-) 42% 50%  41%   41% 49%  42%   
Table 54: Results of the extreme bounds analysis for the independent variable MaleEdu2 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
“iŶĐe the iŶteƌaĐtioŶ of ďeiŶg ŵale aŶd haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee as 
highest education level (as captured by the interaction effect MaleEdu2) has not been surveyed yet, 
my findings are new to the literature.  
The statistical analysis based on 4,433 dependent variables reveals a vague tendency for a negative 
sign of MaleEdu2 that can be interpreted in two alternative ways: first, as a vague tendency for an 
additional negative gender-effeĐt foƌ ŵeŶ haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee 
(Edu2=1) compared to women and men having other education levels (i.e., men having less than a 
high sĐhool diploŵa ;Eduϭ=ϭͿ aŶd ŵeŶ haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿͿ; seĐoŶd, as a 
vague tendency for an additional negative education-effect of having a high school diploma or an 
assoĐiate͛s degƌee ;EduϮ=ϭͿ foƌ ŵeŶ Đoŵpaƌed to ǁoŵeŶ and men having other education levels 
;i.e., ,ŵeŶ haǀiŶg less thaŶ a high sĐhool diploŵa ;Eduϭ=ϭͿ aŶd ŵeŶ haǀiŶg a ďaĐheloƌ͛s degƌee oƌ 
higher (Edu3=1)). 
4.3.10.6.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of MaleEdu2 in explaining the probability of being risk-averse over 
the 4,433 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, two findings are noteworthy: First, comparing the results of the subgroups 
referring to different risk-measures, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to semi-variance (LP2) is about 2.1 times 
(2.3 times) the percentage of robust relations in the subgroup referring to variance (Var). Second, 
comparing results of subgroups referring to different transformation rules, I find that when migrants 
with less pronounced degrees of risk-attitude are deleted from the sample step by step (2Kat3, 
2Kat1, 4Kat2), the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted 
criteria increase visibly. 
Tendency for a sign 
The finding of a vague tendency for a negative sign of MaleEdu2 for the 4,433 dependent variables 
statistically investigated is not sensitive to (i) ǁhetheƌ the ŵigƌatioŶ deĐisioŶ is ďased oŶ Head͛s 
individual income or family income (denoted by Ind and Fam), (ii) variations of the planning period 
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(denoted by Ann, Wor, and Lif), and not sensitive to (iii) variations in the measurement of predictive 
errors (denoted by L1, L2, and Ma). 
However, the finding of a vague tendency for a negative sign of MaleEdu2 is sensitive to (i) variations 
of the risk-measure (denoted by Var and LP2), (ii) variations of the education definition (denoted by 
Ed1 to Ed6), (iii) variations in the weighting of the sample from which income parameters are 
estimated (denoted by Wei and Unw), (iv) which type of clustering is performed to cluster people 
from which income parameters are estimated (denoted by Sep and Poo), (v) whether income 
parameters are estimated from annual income data of one or three years of data (denoted by One, 
Ad1 and Ad2), and sensitive to (vi) different transformation rules (denoted by 2Kat3, 2Kat1, and 
4Kat2). 
4.3.10.7 Interaction of Male and Edu3 
4.3.10.7.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable MaleEdu3 Đaptuƌes the iŶteƌaĐtioŶ effeĐt of geŶdeƌ aŶd haǀiŶg a ďaĐheloƌ͛s 
degree or higher as highest education level. The influence of MaleEdu3 on the probability of being 
risk-averse can be statistically investigated for 4,148 dependent variables since quasi-complete 
separation occurs for about 9% of the 4,536 dependent variables.305 Consequently, I focus on the 
statistical analysis of MaleEdu3. 
All statistical results on the influence of MaleEdu3 on the probability of being risk-averse are 
summarized in Table 55, p. 296. Based on the sample of 4,148 dependent variables, MaleEdu3 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Consequently, MaleEdu3 is also not significantly related to the probability of being risk-averse in the 
migration context. Yet, I derive a strong tendency for a negative sign of MaleEdu3. 
                                                          
305 Concerning the 388 dependent variables (about 9% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all men with education level three (MaleEdu3=1) and almost all other migrants (MaleEdu3=0) 
are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,148 9% 15.7% 1% (-) 32% 30%  50%   39% 24% (-) 48%   
Ind 3,580 8% 13.9% 1% (-) 31% 32%  50%   37% 25% (-) 48%   
Fam 568 12% 26.4% 1% (-) 38% 21% (-) 47%   49% 17% (-) 46%   
Ann 1,384 8% 15.5% 0% (-) 32% 31%  50%   39% 24% (-) 48%   
Wor 1,379 9% 15.9% 1% (-) 32% 30%  49%   40% 24% (-) 48%   
Lif 1,385 8% 15.6% 0% (-) 31% 29%  50%   38% 23% (-) 48%   
Var 2,146 5% 0.3% 57%  17% 63%  62%   21% 52%  60%   
LP2 2,002 12% 31.0% 0% (-) 49% 18% (-) 37%   58% 13% (-) 35%   
Ed1 1,175 9% 22.7% 0% (-) 36% 21% (-) 47%   45% 18% (-) 45%   
Ed2 607 6% 18.8% 0% (-) 31% 20% (-) 44%   40% 19% (-) 43%   
Ed3 593 8% 18.5% 0% (-) 34% 29%  48%   41% 21% (-) 45%   
Ed4 593 8% 18.5% 0% (-) 37% 32%  52%   43% 25% (-) 51%   
Ed5 590 9% 4.0% 0% (-) 26% 49%  55%   31% 36%  54%   
Ed6 590 9% 4.5% 14% (-) 25% 46%  55%   29% 35%  53%   
Wei 2,053 9% 16.2% 1% (-) 34% 44%  60%   40% 39%  58%   
Unw 2,095 8% 15.1% 0% (-) 30% 14% (-) 39%   38% 8% (-) 38%   
Sep 2,146 5% 17.9% 1% (-) 32% 19% (-) 48%   36% 16% (-) 47%   
Poo 2,002 12% 13.5% 0% (-) 32% 42%  51%   43% 31%  49%   
One 1,322 13% 0.5% 63%  34% 76% (+) 78% (+) 36% 71%  78% (+) 
Ad1 1,425 6% 23.9% 0% (-) 32% 5% (-) 37%   41% 4% (-) 34%   
Ad2 1,401 7% 22.6% 0% (-) 30% 7% (-) 36%   40% 4% (-) 33%   
L1 1,441 5% 17.8% 0% (-) 28% 21% (-) 41%   34% 16% (-) 41%   
L2 1,429 5% 21.2% 0% (-) 31% 30%  59%   37% 21% (-) 55%   
Ma 1,278 15% 8.0% 4% (-) 37% 37%  50%   47% 32%  48%   
2Kat3 1,512 0% 12.6% 2% (-) 26% 26%  45%   39% 23% (-) 43%   
2Kat1 1,445 4% 15.6% 0% (-) 35% 39%  55%   39% 32%  52%   
4Kat2 1,191 21% 18.8% 0% (-) 36% 23% (-) 49%   38% 14% (-) 49%   
Table 55: Results of the extreme bounds analysis for the independent variable MaleEdu3 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
“iŶĐe the iŶteƌaĐtioŶ of ďeiŶg ŵale aŶd haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ as highest education 
level (as captured by the interaction effect MaleEdu3) has not been surveyed yet, my findings are 
new to the literature.  
The statistical analysis based on 4,148 dependent variables reveals a strong tendency for a negative 
sign of MaleEdu3 that can be interpreted in two alternative ways: first, as a strong tendency for an 
additional negative gender-effeĐt foƌ ŵeŶ haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿ Đoŵpaƌed 
to women and men having other education levels (i.e., men having less than a high school diploma 
(Edu1=ϭͿ aŶd ŵeŶ haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿͿ; seĐoŶd, as a 
strong tendency for an additional negative education-effeĐt of haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ 
(Edu3=1) for men compared to women and men having other education levels (i.e., men having less 
thaŶ a high sĐhool diploŵa ;Eduϭ=ϭͿ aŶd ŵeŶ haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee 
(Edu2=1)). 
4.3.10.7.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of MaleEdu3 in explaining the probability of being risk-averse over 
the 4,148 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, three findings are noteworthy: First, comparing the results of the subgroups 
ƌefeƌƌiŶg to Head͛s ǀeƌsus faŵilǇ iŶĐoŵe, I fiŶd that the peƌĐeŶtage of ƌoďust ƌelatioŶs ďǇ 
Leaŵeƌ͛s/“ala-I-MaƌtiŶ͛s ǁeighted/ “ala-I-MaƌtiŶ͛s uŶǁeighted ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to 
family income (Fam) is about 1.9 times/1.2 times/1.3 times the percentage of robust relations in the 
suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ. “eĐoŶd, ĐoŵpaƌiŶg the ƌesults of the suďgƌoups 
referring to different risk-measures, I find that the percentage of ƌoďust ƌelatioŶs ďǇ Leaŵeƌ͛s/“ala-I-
MaƌtiŶ͛s ǁeighted/ “ala-I-MaƌtiŶ͛s uŶǁeighted ĐƌiteƌioŶ iŶ the subgroup referring to semi-variance 
(LP2) is about 103 times/2.9 times/2.8 times the percentage of robust relations in the subgroup 
referring to variance (Var). Third, comparing results of subgroups referring to different 
transformation rules, I find that when migrants with less pronounced degrees of risk-attitude are 
deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by all 
criterion of robustness increase visibly. 
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Tendency for a sign 
The finding of a strong tendency for a negative sign of MaleEdu3 for the 4,148 dependent variables 
statistically investigated is not sensitive to (i) whether the migration decision is ďased oŶ Head͛s 
individual income or family income (denoted by Ind and Fam), and (ii) variations of the planning 
period (denoted by Ann, Wor, and Lif). 
However, the finding of a strong tendency for a negative sign of MaleEdu3 is sensitive to (i) variations 
of the risk-measure (denoted by Var and LP2), (ii) variations of the education definition (denoted by 
Ed1 to Ed6), (iii) variations in the weighting of the sample from which income parameters are 
estimated (denoted by Wei and Unw), (iv) which type of clustering is performed to cluster people 
from which income parameters are estimated (denoted by Sep and Poo), (v) whether income 
parameters are estimated from annual income data of one or three years of data (denoted by One, 
Ad1 and Ad2), (vi) variations in the measurement of predictive errors (denoted by L1, L2, and Ma), 
and sensitive to (vii) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.11 Interactions with Single, Pair, Family and their relation to risk-
attitudes 
In Part C, Section 4.3.7 I found that single-movers tend to possess a higher probability of being risk-
averse compared to all other migrants (i.e., Single exhibits a strong tendency for a positive sign), 
family-movers tend to possess a lower probability of being risk-averse than all other migrants (i.e., 
Family exhibits a strong tendency for a negative sign), while pair-movers tend to be not 
systematically different from all other migrants (i.e., Pair exhibits no tendency for a sign). In this 
section, I investigate whether these effects (i.e., single-, pair-, and family-effects) depend on other 
explanatory variables, namely (i) Head͛s age as Đaptuƌed ďǇ iŶteƌaĐtioŶ effeĐts with Age and 
(ii) Head͛s eduĐatioŶ leǀel as Đaptuƌed ďǇ iŶteƌaĐtioŶ effeĐts ǁith EduϮ aŶd Eduϯ, ƌespeĐtiǀelǇ. 
4.3.11.1 Interaction of single-moves and Age 
4.3.11.1.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable SingleAge captures the interaction effect of Head being a single-mover and 
Head͛s age. The iŶflueŶĐe of “iŶgleAge oŶ the pƌoďaďilitǇ of ďeiŶg ƌisk-averse can be statistically 
investigated for a sufficiently high sample of 4,272 dependent variables since (quasi-) complete 
Page 299 
 
 
 
separation occurs only for about 6% of the 4,536 dependent variables.306 Consequently, I focus on 
the statistical analysis of SingleAge. 
All statistical results on the influence of SingleAge on the probability of being risk-averse are 
summarized in Table 56, p. 300. Based on the sample of 4,272 dependent variables, SingleAge does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, SingleAge is also not significantly related to the probability of being risk-averse. Yet, I observe 
a vague tendency for a negative sign of SingleAge. 
 
                                                          
306 Concerning the 264 dependent variables (about 6% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that (i) for 260 out of 264 all single-movers (SingleAge=0) are risk-averse and (ii) for 4 out of 264 
not all but 97% to 99% of the single-movers (2 to 4 out of 138) are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,272 6% 0.9% 0% (-) 22% 39%  43%   20% 34%  37%   
Ind 3,698 5% 1.0% 0% (-) 21% 40%  42%   18% 36%  37%   
Fam 574 11% 0.2% 0% (-) 30% 30%  44%   28% 27%  41%   
Ann 1,421 6% 0.9% 0% (-) 21% 37%  43%   18% 34%  37%   
Wor 1,426 6% 0.9% 0% (-) 23% 38%  42%   21% 33%  37%   
Lif 1,425 6% 0.8% 0% (-) 23% 40%  43%   20% 36%  37%   
Var 2,268 0% 1.7% 0% (-) 26% 17% (-) 30%   25% 15% (-) 28%   
LP2 2,004 12% 0.0% n.a.  18% 75% (+) 57%   13% 74%  47%   
Ed1 1,183 9% 0.8% 0% (-) 27% 31%  42%   24% 26%  38%   
Ed2 609 6% 0.9% 0% (-) 22% 36%  41%   19% 35%  35%   
Ed3 611 6% 0.9% 0% (-) 18% 49%  45%   15% 44%  40%   
Ed4 611 6% 0.8% 0% (-) 16% 58%  50%   14% 49%  43%   
Ed5 629 3% 0.9% 0% (-) 23% 37%  38%   22% 32%  34%   
Ed6 629 3% 0.9% 0% (-) 23% 38%  39%   19% 37%  33%   
Wei 2,197 3% 0.0% n.a.  22% 25% (-) 38%   20% 19% (-) 33%   
Unw 2,075 9% 1.7% 0% (-) 22% 53%  47%   19% 51%  41%   
Sep 2,075 9% 0.0% n.a.  17% 33%  45%   15% 27%  40%   
Poo 2,197 3% 1.7% 0% (-) 27% 42%  40%   24% 38%  34%   
One 1,505 0% 0.0% n.a.  17% 50%  49%   14% 49%  41%   
Ad1 1,385 8% 1.5% 0% (-) 28% 35%  40%   26% 29%  36%   
Ad2 1,382 9% 1.1% 0% (-) 22% 33%  38%   20% 29%  35%   
L1 1,512 0% 2.5% 0% (-) 24% 0% (-) 18% (-) 23% 0% (-) 13% (-) 
L2 1,394 8% 0.0% n.a.  18% 52%  51%   15% 56%  42%   
Ma 1,366 10% 0.1% 0% (-) 25% 69%  61%   20% 60%  59%   
2Kat3 1,488 2% 0.2% 0% (-) 22% 26%  34%   19% 16% (-) 26%   
2Kat1 1,418 6% 2.4% 0% (-) 22% 38%  45%   20% 34%  40%   
4Kat2 1,366 10% 0.0% n.a.  23% 52%  49%   20% 52%  47%   
Table 56: Results of the extreme bounds analysis for the independent variable SingleAge aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being a single-mover and age (as captured by the interaction effect 
SingleAge) has not been surveyed yet, my findings are new to the literature.  
The statistical analysis based on 4,272 dependent variables reveals a vague tendency for a negative 
sign of SingleAge which can be interpreted in two alternative ways: first, as a vague tendency for an 
additional negative single-mover effect when migrants turn one year older compared to non-single-
movers; second, as a vague tendency for an additional negative age-effect for single-movers 
compared to non-single-movers. 
4.3.11.1.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of SingleAge in explaining the probability of being risk-averse over 
the 4,272 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, three findings are noteworthy: First, comparing results of subgroups referring to 
Head͛s iŶdiǀidual ǀeƌsus faŵilǇ iŶĐoŵe, I fiŶd that the peƌĐeŶtage of ƌoďust ƌelatioŶs ďǇ “ala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to faŵilǇ iŶĐoŵe ;FaŵͿ is aďout 
1.4 tiŵes ;ϭ.ϲ tiŵesͿ the peƌĐeŶtage of ƌoďust ƌelatioŶs iŶ the suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual 
income (Ind). Second, comparing the results of the subgroups referring to different risk-measures, I 
find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the 
subgroup referring to variance (Var) is about 1.4 times (1.9 times) the percentage of robust relations 
in the subgroup referring to semi-variance (LP2). Third, comparing the results of the subgroups 
referring to different types of clustering, I find that the percentage of robust relations by Sala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to pooled ĐlusteƌiŶg ;PooͿ is 
about 1.6 times (1.6 times) the percentage of robust relations in the subgroup referring to separate 
clustering in each year (Sep). 
Tendency for a sign 
The finding of a vague tendency for a negative sign of SingleAge for the 4,272 dependent variables 
statistically investigated is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual income or family income is 
considered (denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, 
and Lif), (iii) different types of clustering (denoted by Sep and Poo), and not sensitive to (iv) whether 
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income parameters are estimated from annual income data of one year or three years of data 
(denoted by One, Ad1, and Ad2). 
However, the finding of a vague tendency for a negative sign of SingleAge is sensitive to (i) different 
risk-measures (denoted by Var and LP2), (ii) different education definitions (denoted by Ed1 to Ed6), 
(iii) variations in the weighting of the sample from which income parameters are estimated (denoted 
by Wei and Unw), (iv) different measurements of predictive errors (denoted by L1, L2, and Ma), and 
sensitive to (v) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.11.2 Interaction of single-moves and Edu2 
4.3.11.2.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable SingleEdu2 captures the interaction effect of Head being a single-mover and 
haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee as highest eduĐatioŶ leǀel. The iŶflueŶĐe of 
SingleEdu2 on the probability of being risk-averse can be statistically investigated for a sufficiently 
high sample of 3,915 dependent variables since quasi-complete separation occurs only for about 14% 
of the 4,536 dependent variables.307 Consequently, I focus on the statistical analysis of SingleEdu2. 
All statistical results on the influence of SingleEdu2 on the probability of being risk-averse are 
summarized in Table 57, p. 303. Based on the sample of 3,915 dependent variables, SingleEdu2 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, SingleEdu2 is also not significantly related to the probability of being risk-averse. Yet, I 
observe a vague tendency for a negative sign of SingleEdu2. 
 
                                                          
307 Concerning the 621 dependent variables (about 14% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all single-mover with education level two (SingleEdu2=1) are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 1,306 14% 1.5% 9% (-) 40% 34%  51%   39% 33%  50%   
Ind 2,268 0% 1.8% 33%  36% 43%  54%   32% 49%  56%   
Fam 1,647 27% 1.4% 0% (-) 46% 24% (-) 45%   51% 20% (-) 41%   
Ann 1,109 14% 2.6% 9% (-) 40% 33%  49%   42% 31%  50%   
Wor 552 15% 0.3% 100% (+) 40% 41%  56%   38% 39%  56%   
Lif 575 11% 0.5% 0% (-) 47% 14% (-) 36%   45% 16% (-) 35%   
Var 575 11% 0.3% 0% (-) 45% 22% (-) 40%   44% 25% (-) 37%   
LP2 552 15% 1.5% 20% (-) 34% 47%  57%   31% 45%  59%   
Ed1 552 15% 3.1% 30%  36% 57%  64%   35% 55%  63%   
Ed2 2,089 8% 0.3% 100% (+) 44% 43%  57%   39% 45%  59%   
Ed3 1,826 19% 2.9% 11% (-) 36% 22% (-) 42%   41% 20% (-) 40%   
Ed4 1,923 15% 0.8% 68%  38% 40%  53%   40% 37%  53%   
Ed5 1,992 12% 2.3% 0% (-) 43% 28%  48%   40% 29%  46%   
Ed6 1,344 11% 0.9% 100% (+) 48% 47%  63%   36% 63%  64%   
Wei 1,285 15% 1.6% 0% (-) 33% 25% (-) 46%   38% 19% (-) 44%   
Unw 1,286 15% 2.2% 0% (-) 40% 24% (-) 41%   45% 20% (-) 40%   
Sep 1,512 0% 1.6% 25% (-) 41% 45%  60%   43% 42%  60%   
Poo 1,299 14% 1.6% 0% (-) 49% 27%  45%   46% 26%  43%   
One 1,104 27% 1.5% 30%  31% 27%  43%   28% 29%  44%   
Ad1 1,419 6% 0.6% 33%  33% 42%  55%   32% 42%  53%   
Ad2 1,312 13% 1.7% 12% (-) 37% 35%  54%   35% 33%  54%   
L1 1,184 22% 2.4% 19% (-) 53% 27%  40%   54% 26%  41%   
L2 1,306 14% 1.5% 9% (-) 40% 34%  51%   39% 33%  50%   
Ma 2,268 0% 1.8% 33%  36% 43%  54%   32% 49%  56%   
2Kat3 1,647 27% 1.4% 0% (-) 46% 24% (-) 45%   51% 20% (-) 41%   
2Kat1 1,109 14% 2.6% 9% (-) 40% 33%  49%   42% 31%  50%   
4Kat2 552 15% 0.3% 100% (+) 40% 41%  56%   38% 39%  56%   
Table 57: Results of the extreme bounds analysis for the independent variable SingleEdu2 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being a single-mover and having a high sĐhool diploŵa oƌ aŶ assoĐiate͛s 
degree as highest education level (as captured by the interaction effect SingleEdu2) has not been 
surveyed yet, my findings are new to the literature.  
The statistical analysis based on 3,915 dependent variables reveals a vague tendency for a negative 
sign of SingleEdu2 which can be interpreted in two alternative ways: first, as a vague tendency for an 
additional negative single-mover effect for single-movers having a high school diploma or an 
assoĐiate͛s degƌee ;EduϮ=ϭͿ Đoŵpaƌed to ŶoŶ-single-movers and single-movers having other 
education levels (i.e., single-movers having less than a high school diploma (Edu1=1) and single-
ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿͿ; seĐoŶd, as a ǀague teŶdeŶĐǇ foƌ aŶ 
additional negative education-effect of having a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee 
(Edu2=1) for single-movers compared to non-single-movers and single-movers having other 
education levels (i.e., single-movers having less than a high school diploma (Edu1=1) and single-
ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s degree or higher (Edu3=1)). Note that the vague tendency for negative 
sign of SingleEdu2 is in line with the remaining 621 dependent variables where quasi- complete 
separation occurs in the way that all single-movers with education level two are risk-averse. 
4.3.11.2.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of SingleEdu2 in explaining the probability of being risk-averse over 
the 3,915 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, two findings are noteworthy: First, comparing the results of the subgroups 
referring to different risk-measures, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to semi-variance (LP2) is about 1.3 times 
(1.6 times) the percentage of robust relations in the subgroup referring to variance (Var). Second, 
comparing results of subgroups referring to different transformation rules, I find that when migrants 
with less pronounced degrees of risk-aversion are deleted from the sample step by step (2Kat3, 
2Kat1, 4Kat2), the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted 
criteria increase visibly. 
  
Page 305 
 
 
 
Tendency for a sign 
The finding of a vague tendency for a negative sign of SingleEdu2 for the 3,915 dependent variables 
statistically investigated is sensitive to all competing solutions. In detail, the vague tendency for a 
negative sign of SingleEdu2 is sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is 
considered (denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, 
and Lif), (iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions 
(denoted by Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters 
are estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted 
by L1, L2, and Ma), and sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, and 
4Kat2). 
4.3.11.3 Interaction of single-moves and Edu3 
4.3.11.3.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable SingleEdu3 captures the interaction effect of Head being a single-mover and 
haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ as highest education level. The influence of SingleEdu3 on the 
probability of being risk-averse can be statistically investigated for a sufficiently high sample of 3,758 
dependent variables since quasi-complete separation occurs for about 17% of the 4,536 dependent 
variables.308 Consequently, I focus on the statistical analysis of SingleEdu3. 
All statistical results on the influence of SingleEdu3 on the probability of being risk-averse are 
summarized in Table 58, p. 306. Based on the sample of 3,758 dependent variables, SingleEdu3 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, SingleEdu3 is also not significantly related to the probability of being risk-averse. Yet, I 
observe a strong tendency for a negative sign of SingleEdu3. 
 
                                                          
308 Concerning the 778 dependent variables (about 17% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that (i) for 750 out of 778 all single-movers with education level three (SingleEdu3=1) are risk-
averse and (ii) for 28 out of 778 not all but 98% of the single-movers with education level three (SingleEdu3=1) 
are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 3,758 17% 5% 0% (-) 40% 10% (-) 22% (-) 37% 5% (-) 21% (-) 
Ind 3,325 14% 5% 0% (-) 41% 11% (-) 22% (-) 38% 6% (-) 20% (-) 
Fam 433 33% 3% 0% (-) 28% 7% (-) 23% (-) 29% 0% (-) 24% (-) 
Ann 1,252 17% 5% 0% (-) 40% 10% (-) 21% (-) 38% 5% (-) 20% (-) 
Wor 1,254 17% 4% 0% (-) 39% 11% (-) 23% (-) 37% 5% (-) 22% (-) 
Lif 1,252 17% 5% 0% (-) 40% 11% (-) 21% (-) 37% 5% (-) 21% (-) 
Var 2,215 2% 5% 0% (-) 38% 7% (-) 22% (-) 35% 4% (-) 22% (-) 
LP2 1,543 32% 5% 0% (-) 42% 15% (-) 22% (-) 40% 7% (-) 19% (-) 
Ed1 967 25% 4% 0% (-) 35% 10% (-) 22% (-) 33% 3% (-) 21% (-) 
Ed2 531 18% 5% 0% (-) 39% 12% (-) 21% (-) 38% 7% (-) 18% (-) 
Ed3 527 19% 4% 0% (-) 39% 8% (-) 23% (-) 35% 5% (-) 21% (-) 
Ed4 527 19% 4% 0% (-) 35% 10% (-) 24% (-) 33% 5% (-) 25% (-) 
Ed5 603 7% 6% 0% (-) 47% 11% (-) 19% (-) 43% 4% (-) 20% (-) 
Ed6 603 7% 6% 0% (-) 45% 11% (-) 22% (-) 44% 7% (-) 19% (-) 
Wei 1,918 15% 6% 0% (-) 39% 9% (-) 16% (-) 37% 6% (-) 18% (-) 
Unw 1,840 19% 4% 0% (-) 40% 12% (-) 27%   38% 4% (-) 23% (-) 
Sep 1,869 18% 3% 0% (-) 32% 19% (-) 29%   27% 11% (-) 27%   
Poo 1,889 17% 7% 0% (-) 47% 5% (-) 15% (-) 47% 2% (-) 15% (-) 
One 1,470 3% 9% 0% (-) 59% 6% (-) 11% (-) 54% 0% (-) 10% (-) 
Ad1 1,154 24% 4% 0% (-) 25% 14% (-) 27%   25% 13% (-) 26%   
Ad2 1,134 25% 2% 0% (-) 30% 18% (-) 31%   28% 11% (-) 30%   
L1 1,310 13% 4% 0% (-) 34% 9% (-) 17% (-) 30% 2% (-) 19% (-) 
L2 1,156 24% 2% 0% (-) 40% 4% (-) 15% (-) 38% 0% (-) 14% (-) 
Ma 1,292 15% 9% 0% (-) 45% 17% (-) 33%   44% 11% (-) 28%   
2Kat3 1,405 7% 2% 0% (-) 38% 4% (-) 16% (-) 36% 0% (-) 15% (-) 
2Kat1 1,276 16% 3% 0% (-) 40% 5% (-) 18% (-) 37% 0% (-) 13% (-) 
4Kat2 1,077 29% 10% 0% (-) 41% 25% (-) 33%   38% 17% (-) 38%   
Table 58: Results of the extreme bounds analysis for the independent variable SingleEdu3 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being a single-mover and haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ as highest 
education level (as captured by the interaction effect SingleEdu3) has not been surveyed yet, my 
findings are new to the literature.  
The statistical analysis based on 3,758 dependent variables reveals a strong tendency for a negative 
sign of SingleEdu3 which can be interpreted in two alternative ways: first, as a strong tendency for an 
additional negative single-mover effect for single-ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ 
(Edu3=1) compared to non-single-movers and single-movers with other education levels (i.e., single-
movers having less than a high school diploma (Edu1=1) and single-movers having a high school 
diploŵa oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿͿ; seĐoŶd, as a stƌoŶg teŶdeŶĐǇ foƌ aŶ additioŶal Ŷegative 
education-effeĐt of haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿ foƌ siŶgle-movers compared to 
non-single-movers and single-movers with other education levels (i.e., single-movers having less than 
a high school diploma (Edu1=1) and single-movers haviŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s 
degree (Edu2=1)). Note that the strong tendency for negative sign of SingleEdu3 is in line with 96.4% 
of the remaining 778 dependent variables where quasi- complete separation occurs in the way that 
all single-movers with education level three are risk-averse. 
4.3.11.3.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of SingleEdu3 in explaining the probability of being risk-averse over 
the 3,758 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, two findings are noteworthy: First, comparing results of subgroups referring to 
Head͛s iŶdiǀidual ǀeƌsus faŵilǇ iŶĐoŵe, I fiŶd that the peƌĐeŶtage of ƌoďust ƌelatioŶs ďǇ “ala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ 
is about 1.5 times (1.3 times) the percentage of robust relations in the subgroup referring to family 
income (Fam). Second, comparing the results of the subgroups referring to different types of 
clustering, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ 
criterion in the subgroup referring to pooled clustering (Poo) is about 1.5 times (1.7 times) the 
percentage of robust relations in the subgroup referring to separate clustering (Sep). 
  
Page 308 
 
 
 
Tendency for a sign 
The finding of a strong tendency for a negative sign of SingleEdu3 for the 3,758 dependent variables 
statistically investigated is not sensitive to different ways to estimate risk-attitudes. In detail, 
SingleEdu3 is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed 
(denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), 
(iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions (denoted by 
Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters are 
estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted 
by L1, L2, and Ma), and not sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, 
and 4Kat2). 
4.3.11.4 Interaction of pair-moves and Age 
4.3.11.4.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable PairAge captures the interaction effect of Head being a pair-ŵoǀeƌ aŶd Head͛s 
age. The influence of PairAge on the probability of being risk-averse can be statistically investigated 
for a sufficiently high sample of 4,387 dependent variables since quasi-complete separation occurs 
only for about 3% of the 4,536 dependent variables.309 Consequently, I focus on the statistical 
analysis of PairAge. 
All statistical results on the influence of PairAge on the probability of being risk-averse are 
summarized in Table 59, p. 309. Based on the sample of 4,387 dependent variables, PairAge does not 
exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, PairAge is also not significantly related to the probability of being risk-averse. I do not observe 
a tendency for a sign of PairAge. 
 
                                                          
309 Concerning the 149 dependent variables (about 3% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all pair-movers are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,387 3% 0.4% 100% (+) 8% 31%  34%   5% 73%  40%   
Ind 3,742 4% 0.5% 100% (+) 8% 28%  31%   5% 77% (+) 38%   
Fam 645 0% 0.0% n.a.  8% 43%  48%   8% 59%  56%   
Ann 1,465 3% 0.4% 100% (+) 8% 34%  35%   6% 76% (+) 41%   
Wor 1,461 3% 0.4% 100% (+) 7% 30%  33%   5% 71%  40%   
Lif 1,461 3% 0.4% 100% (+) 8% 28%  34%   5% 71%  41%   
Var 2,233 2% 0.1% 100% (+) 7% 51%  49%   6% 100% (+) 54%   
LP2 2,154 5% 0.7% 100% (+) 9% 15% (-) 18% (-) 4% 32%  26%   
Ed1 1,270 2% 0.5% 100% (+) 8% 40%  41%   7% 66%  50%   
Ed2 625 4% 0.5% 100% (+) 7% 25% (-) 35%   6% 57%  42%   
Ed3 621 4% 0.5% 100% (+) 9% 24% (-) 24% (-) 4% 87% (+) 30%   
Ed4 621 4% 0.5% 100% (+) 10% 30%  24% (-) 4% 89% (+) 31%   
Ed5 625 4% 0.5% 100% (+) 8% 29%  36%   5% 81% (+) 40%   
Ed6 625 4% 0.0% n.a.  7% 24% (-) 36%   4% 79% (+) 40%   
Wei 2,154 5% 0.7% 100% (+) 7% 40%  37%   4% 76% (+) 44%   
Unw 2,233 2% 0.1% 100% (+) 9% 24% (-) 31%   7% 72%  37%   
Sep 2,220 2% 0.0% n.a.  6% 21% (-) 37%   2% 67%  43%   
Poo 2,167 4% 0.8% 100% (+) 10% 36%  31%   9% 74%  37%   
One 1,512 0% 1.0% 100% (+) 7% 30%  28%   2% 97% (+) 33%   
Ad1 1,441 5% 0.2% 100% (+) 10% 35%  38%   8% 72%  44%   
Ad2 1,434 5% 0.0% n.a.  8% 25% (-) 36%   6% 66%  43%   
L1 1,512 0% 0.0% n.a.  0% n.a. n.a. 48%   2% 100% (+) 51%   
L2 1,512 0% 1.2% 100% (+) 11% 18% (-) 19% (-) 4% 45%  28%   
Ma 1,363 10% 0.0% n.a.  13% 43%  34%   10% 81% (+) 42%   
2Kat3 1,512 0% 0.0% n.a.  3% 0% (-) 28%   0% n.a. n.a. 34%   
2Kat1 1,470 3% 0.0% n.a.  5% 24% (-) 33%   5% 92% (+) 37%   
4Kat2 1,405 7% 1.2% 100% (+) 17% 38%  41%   11% 63%  51%   
Table 59: Results of the extreme bounds analysis for the independent variable PairAge aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being a pair-mover and age (as captured by the interaction effect PairAge) 
has not been surveyed yet, my findings are new to the literature.  
The statistical analysis based on 4,387 dependent variables reveals a no tendency for a sign of 
PairAge which can be interpreted in two alternative ways: first, as no additional pair-mover effect 
when pair-movers turn one year older compared to non-pair-movers; second, as no additional age-
effect for pair-movers compared to non-pair-movers. 
4.3.11.4.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of PairAge in explaining the probability of being risk-averse over the 
4,387 dependent variables statistically investigated is not sensitive to different ways to estimate risk-
attitudes. Yet, two findings are noteworthy: First, comparing results of subgroups referring to 
different types of clustering, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted 
(unweighted) criterion in the subgroup referring to pooled clustering (Poo) is about 1.7 times (4.5 
times) the percentage of robust relations in the subgroup referring to separate clustering in each 
year (Sep). Second, comparing results of subgroups referring to different transformation rules, I find 
that when migrants with less pronounced degrees of risk-aversion are deleted from the sample step 
by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd 
unweighted criteria increase visibly. 
Tendency for a sign 
The finding of no tendency for a sign of PairAge for the 4,387 dependent variables statistically 
investigated is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed 
(denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), 
(iii) different education definitions (denoted by Ed1 to Ed6), (iv) variations in the weighting of the 
sample from which income parameters are estimated (denoted by Wei and Unw), (v) different types 
of clustering (denoted by Sep and Poo), and not sensitive to (vi) whether income parameters are 
estimated from annual income data of one year or three years of data (denoted by One, Ad1, and 
Ad2). 
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However, the finding of no tendency for a sign of PairAge is sensitive to (i) different risk-measures 
(denoted by Var and LP2), (ii) different measurements of predictive errors (denoted by L1, L2, and 
Ma), and sensitive to (iii) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.11.5 Interaction of pair-moves and Edu2 
4.3.11.5.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable PairEdu2 captures the interaction effect of Head being a pair-mover and having 
a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee as highest eduĐatioŶ leǀel. The iŶflueŶĐe of PaiƌEdu2 
on the probability of being risk-averse can be statistically investigated for a sufficiently high sample 
of 4,357 dependent variables since quasi-complete separation occurs only for about 4% of the 4,536 
dependent variables.310 Consequently, I focus on the statistical analysis of PairEdu2. 
All statistical results on the influence of PairEdu2 on the probability of being risk-averse are 
summarized in Table 60, p. 312. Based on the sample of 4,357 dependent variables, PairEdu2 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, PairEdu2 is also not significantly related to the probability of being risk-averse. Yet, I observe 
a strong tendency for a negative sign of PairEdu2. 
 
                                                          
310 Concerning the 179 dependent variables (about 4% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all pair-movers are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,357 4% 19% 0% (-) 55% 13% (-) 29%   61% 6% (-) 20% (-) 
Ind 3,712 5% 20% 0% (-) 57% 13% (-) 29%   63% 6% (-) 19% (-) 
Fam 645 0% 10% 0% (-) 44% 13% (-) 29%   52% 4% (-) 25% (-) 
Ann 1,455 4% 19% 0% (-) 55% 13% (-) 29%   62% 6% (-) 20% (-) 
Wor 1,451 4% 18% 0% (-) 55% 13% (-) 29%   62% 6% (-) 19% (-) 
Lif 1,451 4% 19% 0% (-) 55% 13% (-) 29%   61% 6% (-) 20% (-) 
Var 2,203 3% 22% 0% (-) 47% 17% (-) 40%   52% 5% (-) 24% (-) 
LP2 2,154 5% 16% 0% (-) 63% 10% (-) 17% (-) 71% 6% (-) 15% (-) 
Ed1 1,264 2% 14% 0% (-) 52% 13% (-) 30%   58% 5% (-) 21% (-) 
Ed2 619 4% 17% 0% (-) 57% 13% (-) 29%   62% 5% (-) 18% (-) 
Ed3 618 5% 24% 0% (-) 53% 11% (-) 29%   61% 5% (-) 22% (-) 
Ed4 618 5% 21% 0% (-) 57% 16% (-) 33%   62% 5% (-) 23% (-) 
Ed5 619 4% 19% 0% (-) 59% 14% (-) 26%   66% 8% (-) 16% (-) 
Ed6 619 4% 19% 0% (-) 56% 12% (-) 26%   63% 6% (-) 16% (-) 
Wei 2,154 5% 17% 0% (-) 66% 13% (-) 18% (-) 74% 3% (-) 12% (-) 
Unw 2,203 3% 20% 0% (-) 44% 14% (-) 40%   49% 9% (-) 27%   
Sep 2,190 3% 13% 0% (-) 46% 13% (-) 30%   57% 7% (-) 22% (-) 
Poo 2,167 4% 24% 0% (-) 64% 14% (-) 28%   66% 4% (-) 17% (-) 
One 1,512 0% 9% 0% (-) 60% 23% (-) 39%   54% 7% (-) 21% (-) 
Ad1 1,429 5% 25% 0% (-) 52% 7% (-) 24% (-) 66% 5% (-) 18% (-) 
Ad2 1,416 6% 22% 0% (-) 53% 8% (-) 23% (-) 64% 5% (-) 19% (-) 
L1 1,512 0% 19% 0% (-) 54% 8% (-) 30%   60% 4% (-) 21% (-) 
L2 1,512 0% 10% 0% (-) 56% 13% (-) 29%   59% 5% (-) 22% (-) 
Ma 1,333 12% 27% 0% (-) 56% 19% (-) 28%   66% 8% (-) 15% (-) 
2Kat3 1,512 0% 12% 0% (-) 29% 14% (-) 30%   49% 4% (-) 18% (-) 
2Kat1 1,470 3% 23% 0% (-) 61% 15% (-) 31%   62% 7% (-) 19% (-) 
4Kat2 1,375 9% 20% 0% (-) 77% 12% (-) 26%   74% 5% (-) 22% (-) 
Table 60: Results of the extreme bounds analysis for the independent variable PairEdu2 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being a pair-ŵoǀeƌs aŶd haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s 
degree as highest education level (as captured by the interaction effect PairEdu2) has not been 
surveyed yet, my findings are new to the literature.  
The statistical analysis based on 4,357 dependent variables reveals a strong tendency for a negative 
sign of PairEdu2 which can be interpreted in two alternative ways: first, as a strong tendency for an 
additional negative pair-mover effect for pair-ŵoǀeƌs haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s 
degree (Edu2=1) compared to non-pair-movers and pair-movers having other education levels (i.e., 
pair-movers having less than a high school diploma (Edu1=1) and pair-ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s 
degree or higher (Edu3=1)); second, as a strong tendency for an additional negative education-effect 
of having a high school diploma oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿ foƌ paiƌ-movers compared to non-
pair-movers and pair-movers having other education levels (i.e., pair-movers having less than a high 
school diploma (Edu1=1) and pair-ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿͿ. 
4.3.11.5.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of PairEdu2 in explaining the probability of being risk-averse over 
the 4,357 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, four finding are noteworthy: First, comparing the results of the subgroups 
referring to different risk-measures, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to semi-variance (LP2) is about 1.3 times 
(1.4 times) the percentage of robust relations in the subgroup referring to variance (Var). Second, 
comparing the results of the subgroups referring to weighted versus unweighted samples, I find that 
the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the 
subgroup referring to weighted samples (Wei) is about 1.5 times (1.5 times) the percentage of robust 
relations in the subgroup referring to unweighted samples (Unw). Third, comparing results of 
subgroups referring to different types of clustering, I find the percentage of robust relations by Sala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup referring to pooled clustering (Poo) is 
about 1.4 times (1.2 times) the percentage of robust relations in the subgroup referring to separate 
clustering in each year (Sep). Fourth, comparing results of subgroups referring to different 
transformation rules, I find that when migrants with less pronounced degrees of risk-aversion are 
deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by 
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Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria increase visibly. That is, in the subgroup that only 
includes migrants with the most pronounced degree of risk-attitude (4Kat2) Sala-I-MaƌtiŶ͛s ǁeighted 
and unweighted criteria almost meet the 75%-criterion of robustness with 77% and 74% of the 
relations being robust. 
Tendency for a sign 
The finding of a strong tendency for a negative sign of PairEdu2 for the 4,357 dependent variables 
statistically investigated is not sensitive to different ways to estimate risk-attitudes. In detail, 
PairEdu2 is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed 
(denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), 
(iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions (denoted by 
Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters are 
estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted 
by L1, L2, and Ma), and not sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, 
and 4Kat2). 
4.3.11.6 Interaction of pair-moves and Edu3 
4.3.11.6.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable PairEdu3 captures the interaction effect of Head being a pair-mover and having 
a ďaĐheloƌ͛s degƌee oƌ higheƌ as highest education level. The influence of PairEdu3 on the probability 
of being risk-averse can be statistically investigated for a sufficiently high sample of 1,701 dependent 
variables although quasi-complete separation occurs for notable 63% of the 4,536 dependent 
variables.311 
  
                                                          
311 Concerning the 2,835 dependent variables (about 63% of 4,536) where quasi-complete separation occurs, it 
is noteworthy that all pair-movers with education level three (PairEdu3=1) are risk-averse although there are 
enough pair-movers with this education level in the sample, i.e., 31 to 32 of the 321 migrants in my sample are 
pair-movers with education level three. 
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All statistical results on the influence of PairEdu3 on the probability of being risk-averse are 
summarized in Table 61, p. 316. Based on the sample of 1,701 dependent variables, PairEdu3 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, PairEdu3 is also not significantly related to the probability of being risk-averse. I also do not 
observe a tendency for a sign of PairEdu3. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 1,701 63% 0.8% 0% (-) 12% 56%  57%   24% 10% (-) 44%   
Ind 1,326 66% 0.6% 0% (-) 13% 63%  58%   23% 11% (-) 48%   
Fam 375 42% 1.7% 0% (-) 10% 26%  52%   26% 6% (-) 31%   
Ann 561 63% 0.7% 0% (-) 12% 57%  56%   24% 10% (-) 45%   
Wor 574 62% 0.8% 0% (-) 12% 55%  57%   24% 10% (-) 43%   
Lif 566 63% 0.9% 0% (-) 12% 57%  57%   25% 9% (-) 44%   
Var 806 64% 0.4% 0% (-) 9% 43%  49%   33% 7% (-) 36%   
LP2 895 61% 1.1% 0% (-) 16% 63%  64%   16% 15% (-) 51%   
Ed1 595 54% 1.1% 0% (-) 11% 44%  53%   25% 6% (-) 36%   
Ed2 220 66% 1.4% 0% (-) 14% 60%  54%   30% 14% (-) 46%   
Ed3 223 66% 0.0% n.a.  13% 60%  49%   17% 8% (-) 40%   
Ed4 223 66% 0.0% n.a.  13% 60%  49%   21% 6% (-) 42%   
Ed5 220 66% 0.5% 0% (-) 13% 68%  71%   21% 13% (-) 55%   
Ed6 220 66% 1.5% 0% (-) 11% 63%  69%   27% 15% (-) 57%   
Wei 791 65% 0.3% 0% (-) 7% 63%  53%   22% 14% (-) 29%   
Unw 910 60% 1.3% 0% (-) 17% 54%  60%   25% 6% (-) 57%   
Sep 1,260 44% 1.3% 0% (-) 13% 60%  63%   22% 14% (-) 51%   
Poo 441 81% 0.3% 0% (-) 10% 41%  39%   29% 0% (-) 24% (-) 
One 284 81% 0.0% n.a.  13% 92% (+) 92% (+) 8% 82% (+) 78% (+) 
Ad1 700 54% 0.8% 0% (-) 10% 60%  48%   28% 5% (-) 36%   
Ad2 717 53% 1.6% 0% (-) 14% 41%  51%   26% 6% (-) 38%   
L1 669 56% 0.1% 0% (-) 7% 72%  63%   19% 7% (-) 44%   
L2 527 65% 0.0% n.a.  10% 92% (+) 65%   6% 36%  51%   
Ma 505 67% 2.2% 0% (-) 21% 31%  40%   50% 7% (-) 37%   
2Kat3 1,019 33% 0.4% 0% (-) 7% 47%  60%   22% 8% (-) 43%   
2Kat1 440 71% 0.0% n.a.  14% 90% (+) 67%   18% 12% (-) 59%   
4Kat2 242 84% 2.0% 0% (-) 32% 38%  25% (-) 43% 12% (-) 22% (-) 
Table 61: Results of the extreme bounds analysis for the independent variable PairEdu3 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being a pair-mover and having a bacheloƌ͛s degƌee oƌ higheƌ as highest 
education level (as captured by the interaction effect PairEdu3) has not been surveyed yet, my 
findings are new to the literature.  
The statistical analysis based on 1,701 dependent variables reveals no tendency for a sign of PairEdu3 
which can be interpreted in two alternative ways: first, as no additional pair-mover effect for pair-
ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿ Đoŵpaƌed to ŶoŶ-pair-movers and pair-
movers having other education levels (i.e., pair-movers having less than a high school diploma 
(Edu1=1) and pair-ŵoǀeƌs haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿͿ; seĐoŶd, 
as no additional education-effeĐt of haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ (Edu3=1) for pair-movers 
compared to non-pair-movers and pair-movers having other education levels (i.e., pair-movers 
having less than a high school diploma (Edu1=1) and pair-movers having a high school diploma or an 
assoĐiate͛s degƌee ;EduϮ=ϭͿͿ. 
Nevertheless, statistical statements of non-robustness and no tendency for sign of PairEdu3 must be 
interpreted with caution for two reasons: First, these statements are not in line with the majority of 
dependent variables (2,835 dependent variables or about 63% of 4,536, respectively) where quasi-
complete separation occurs in the way that all pair-movers with education level three (i.e., having a 
ďaĐheloƌ͛s degƌee oƌ higheƌ, aƌe ƌisk-averse) are risk-averse. Second, for the dependent variables 
where quasi-complete separation occurs there are not only a few but considerably 31 to 32 out of 
321 migrants in the sample that are pair-movers and have education level three (PairEdu3=1). 
4.3.11.6.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of PairEdu3 in explaining the probability of being risk-averse over 
the 1,701 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, one finding is noteworthy: Comparing the results of the subgroups referring to 
weighted versus unweighted samples, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to unweighted samples (Unw) is about 2.4 
times (1.4 times) the percentage of robust relations in the subgroup referring to weighted samples 
(Wei). 
  
Page 318 
 
 
 
Tendency for a sign 
The finding of no tendency for a sign of PairEdu3 for the 1,701 dependent variables statistically 
investigated is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed 
(denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), 
(iii) different education definitions (denoted by Ed1 to Ed6), (iv) variations in the weighting of the 
sample from which income parameters are estimated (denoted by Wei and Unw), and not sensitive 
to (v) different types of clustering (denoted by Sep and Poo). 
However, the finding of no tendency for a sign of PairEdu3 is sensitive to (i) different risk-measures 
(denoted by Var and LP2), (ii) whether income parameters are estimated from annual income data of 
one year or three years of data (denoted by One, Ad1, and Ad2), (iii) different measurements of 
predictive errors (denoted by L1, L2, and Ma), and sensitive to (iv) different transformation rules 
(denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.11.7 Interaction of family-moves and Age 
4.3.11.7.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable FamilyAge captures the interaction effect of Head being a family-mover and 
Head͛s age. The iŶflueŶĐe of FaŵilǇAge oŶ the pƌoďaďilitǇ of ďeiŶg ƌisk-averse can be statistically 
investigated for a sufficiently high sample of 4,526 dependent variables since quasi-complete 
separation occurs only for about 0.2% of the 4,536 dependent variables.312 Consequently, I focus on 
the statistical analysis of FamilyAge. 
All statistical results on the influence of FamilyAge on the probability of being risk-averse are 
summarized in Table 62, p. 319. Based on the sample of 4,526 dependent variables, FamilyAge does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, FamilyAge is also not significantly related to the probability of being risk-averse. Yet, I observe 
a strong tendency for a positive sign of FamilyAge. 
 
                                                          
312 Concerning the 10 dependent variables (about 0.2% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all family-movers are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,526 0.2% 0.8% 47%  23% 84% (+) 80% (+) 23% 79% (+) 79% (+) 
Ind 3,878 0.3% 1.0% 47%  22% 85% (+) 81% (+) 22% 82% (+) 79% (+) 
Fam 648 0.0% 0.0% n.a.  28% 77% (+) 76% (+) 29% 70%  74%   
Ann 1,506 0.4% 0.9% 46%  22% 83% (+) 79% (+) 22% 80% (+) 78% (+) 
Wor 1,510 0.1% 0.9% 46%  23% 83% (+) 80% (+) 23% 79% (+) 79% (+) 
Lif 1,510 0.1% 0.8% 50%  23% 84% (+) 80% (+) 23% 79% (+) 79% (+) 
Var 2,268 0.0% 1.4% 56%  29% 92% (+) 82% (+) 30% 90% (+) 81% (+) 
LP2 2,258 0.4% 0.3% 0% (-) 17% 69%  78% (+) 16% 60%  76% (+) 
Ed1 1,293 0.2% 0.4% 60%  26% 81% (+) 78% (+) 27% 76% (+) 77% (+) 
Ed2 645 0.5% 0.5% 0% (-) 22% 86% (+) 82% (+) 22% 81% (+) 81% (+) 
Ed3 647 0.2% 1.9% 75% (+) 20% 93% (+) 78% (+) 19% 88% (+) 77% (+) 
Ed4 647 0.2% 0.9% 0% (-) 15% 81% (+) 78% (+) 15% 75% (+) 76% (+) 
Ed5 647 0.2% 1.4% 67%  27% 83% (+) 83% (+) 26% 81% (+) 81% (+) 
Ed6 647 0.2% 0.5% 0% (-) 26% 82% (+) 82% (+) 25% 79% (+) 81% (+) 
Wei 2,258 0.4% 1.1% 75% (+) 28% 89% (+) 80% (+) 26% 89% (+) 82% (+) 
Unw 2,268 0.0% 0.6% 0% (-) 18% 76% (+) 80% (+) 19% 66%  75% (+) 
Sep 2,268 0.0% 0.7% 100% (+) 20% 86% (+) 79% (+) 19% 80% (+) 77% (+) 
Poo 2,258 0.4% 1.0% 13% (-) 26% 82% (+) 81% (+) 26% 79% (+) 81% (+) 
One 1,512 0.0% 0.9% 0% (-) 20% 74%  71%   20% 61%  72%   
Ad1 1,508 0.3% 1.0% 60%  26% 87% (+) 83% (+) 25% 88% (+) 82% (+) 
Ad2 1,506 0.4% 0.6% 100% (+) 23% 87% (+) 86% (+) 23% 86% (+) 82% (+) 
L1 1,512 0.0% 0.0% n.a.  34% 99% (+) 95% (+) 34% 99% (+) 96% (+) 
L2 1,512 0.0% 1.2% 100% (+) 16% 90% (+) 89% (+) 14% 89% (+) 87% (+) 
Ma 1,502 0.7% 1.3% 0% (-) 19% 50%  55%   20% 40%  53%   
2Kat3 1,512 0.0% 1.2% 100% (+) 31% 96% (+) 87% (+) 31% 96% (+) 87% (+) 
2Kat1 1,502 0.7% 0.9% 0% (-) 22% 86% (+) 82% (+) 24% 81% (+) 83% (+) 
4Kat2 1,512 0.0% 0.4% 0% (-) 16% 55%  71%   13% 39%  66%   
Table 62: Results of the extreme bounds analysis for the independent variable FamilyAge aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of age and being a family-mover (as captured by the interaction effect 
FamilyAge) has not been surveyed yet, my findings are new to the literature.  
The statistical analysis based on 4,526 dependent variables reveals a strong tendency for a positive 
sign of FamilyAge which can be interpreted in two alternative ways: first, as a strong tendency for an 
additional positive family-mover effect when family-movers turn one year older compared to non-
famiy-movers; second, as a strong tendency for an additional positive age-effect for family-movers 
compared to non-family-movers. 
4.3.11.7.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of FamilyAge in explaining the probability of being risk-averse over 
the 4,526 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, three findings are noteworthy: First, comparing the results of the subgroups 
referring to different risk-measures, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to variance (Var) is about 1.7 times (1.9 
times) the percentage of robust relations in the subgroup referring to semi-variance (LP2). Second, 
comparing the results of the subgroups referring to weighted versus unweighted samples, I find that 
the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the 
subgroup referring to weighted samples (Wei) is about 1.6 times (1.4 times) the percentage of robust 
relations in the subgroup referring to unweighted samples (Unw). Third, comparing results of 
subgroups referring to different types of clustering, I find that the percentage of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup referring to pooled clustering (Poo) 
is about 1.3 times (1.4 times) the percentage of robust relations in the subgroup referring to separate 
clustering in each year (Sep). 
Tendency for a sign 
The finding of a strong tendency for a positive sign of FamilyAge for the 4,526 dependent variables 
statistically investigated is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is 
considered (denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, 
and Lif), (iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions 
(denoted by Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters 
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are estimated (denoted by Wei and Unw), and not sensitive (vi) different types of clustering (denoted 
by Sep and Poo). 
However, the finding of a strong tendency for a positive sign of FamilyAge is sensitive to (i) whether 
income parameters are estimated from annual income data of one year or three years of data 
(denoted by One, Ad1, and Ad2), (ii) different measurements of predictive errors (denoted by L1, L2, 
and Ma), and sensitive to (iii) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.11.8 Interaction of family-moves and Edu2 
4.3.11.8.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable FamilyEdu2 captures the interaction effect of Head being a family-mover and 
haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee as highest eduĐatioŶ leǀel. The iŶflueŶĐe of 
FamilyEdu2 on the probability of being risk-averse can be statistically investigated for a sufficiently 
high sample of 4,513 dependent variables since quasi-complete separation occurs only for about 1% 
of the 4,536 dependent variables.313 Consequently, I focus on the statistical analysis of FamilyEdu2. 
All statistical results on the influence of FamilyEdu2 on the probability of being risk-averse are 
summarized in Table 63, p. 322. Based on the sample of 4,513 dependent variables, FamilyEdu2 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, FamilyEdu2 is also not significantly related to the probability of being risk-averse. Yet, I 
observe a vague tendency for a positive sign of FamilyEdu2. 
 
                                                          
313 Concerning the 23 dependent variables (about 1% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that the situation of quasi-complete separation most certainly is a result of an extremely small 
number of observations for risk-seeking migrants for these dependent variables, i.e., there are no more than 5 
out of 321 migrants that are risk-seeking. This results in two different types of quasi-complete separation for 
the 23 dependent variables where quasi-complete separation occurs: (i) for 13 out of 23 all family-movers with 
education level two (FamilyEdu2=1) are risk-averse, (ii), for 4 out of 23 not all but 98% of the family-movers 
with education level two (FamilyEdu2=1) are risk-averse, and (iii) for 6 out of the 23 all non-family-movers 
(FamilyEdu2=0) are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,513 1% 1.6% 52%  29% 66%  62%   32% 53%  57%   
Ind 3,875 0% 1.8% 54%  29% 68%  61%   32% 52%  56%   
Fam 638 2% 0.3% 0% (-) 27% 58%  64%   29% 56%  60%   
Ann 1,501 1% 1.6% 54%  29% 67%  62%   31% 54%  57%   
Wor 1,506 0% 1.3% 60%  29% 65%  61%   32% 52%  56%   
Lif 1,506 0% 1.9% 45%  29% 66%  62%   32% 52%  56%   
Var 2,260 0% 1.5% 0% (-) 19% 37%  45%   26% 23% (-) 41%   
LP2 2,253 1% 1.7% 100% (+) 39% 81% (+) 78% (+) 37% 74%  72%   
Ed1 1,283 1% 1.9% 63%  27% 60%  62%   32% 51%  59%   
Ed2 645 0% 2.0% 46%  31% 61%  56%   33% 49%  53%   
Ed3 647 0% 1.4% 67%  30% 82% (+) 74%   30% 72%  67%   
Ed4 647 0% 1.4% 67%  32% 72%  67%   35% 58%  61%   
Ed5 647 0% 1.5% 30%  25% 68%  58%   30% 44%  51%   
Ed6 644 1% 1.2% 25% (-) 30% 60%  52%   31% 45%  47%   
Wei 2,253 1% 1.3% 0% (-) 34% 60%  62%   36% 48%  57%   
Unw 2,260 0% 1.9% 88% (+) 23% 75% (+) 61%   27% 59%  56%   
Sep 2,266 0% 0.2% 0% (-) 23% 66%  61%   26% 46%  55%   
Poo 2,247 1% 3.0% 56%  35% 67%  63%   37% 58%  58%   
One 1,504 1% 2.3% 0% (-) 30% 29%  39%   35% 16% (-) 33%   
Ad1 1,508 0% 1.0% 100% (+) 24% 89% (+) 73%   27% 75% (+) 69%   
Ad2 1,501 1% 1.5% 100% (+) 33% 85% (+) 73%   33% 74%  68%   
L1 1,512 0% 2.5% 63%  31% 63%  52%   37% 50%  49%   
L2 1,509 0% 2.0% 47%  30% 82% (+) 69%   32% 70%  66%   
Ma 1,492 1% 0.3% 0% (-) 26% 52%  63%   27% 36%  54%   
2Kat3 1,512 0% 0.0% n.a.  20% 66%  55%   22% 49%  53%   
2Kat1 1,502 1% 0.4% 100% (+) 23% 60%  61%   28% 45%  54%   
4Kat2 1,499 1% 4.4% 48%  44% 70%  68%   45% 59%  62%   
Table 63: Results of the extreme bounds analysis for the independent variable FamilyEdu2 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being a family-ŵoǀeƌ aŶd haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s 
degree as highest education level (as captured by the interaction effect FamilyEdu2) has not been 
surveyed yet, my findings are new to the literature. 
The statistical analysis based on 4,513 dependent variables reveals a vague tendency for a positive 
sign of FamilyEdu2 which can be interpreted in two alternative ways: first, as a vague tendency for an 
additional positive family-mover effect for family-movers having a high school diploma or an 
assoĐiate͛s degƌee ;EduϮ=ϭͿ Đoŵpaƌed to ŶoŶ-family-movers and family-movers having other 
education levels (i.e., family-movers having less than a high school diploma (Edu1=1) and family-
ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿͿ; seĐoŶd, as a ǀague teŶdeŶĐǇ foƌ aŶ 
additional positive education-effect of having a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee 
(Edu2=1) for family-movers compared to non-family-movers and family-movers having other 
education levels (i.e., family-movers having less than a high school diploma (Edu1=1) and family-
ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s degree or higher (Edu3=1)). 
4.3.11.8.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of FamilyEdu2 in explaining the probability of being risk-averse over 
the 4,513 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, four findings are noteworthy: First, comparing the results of the subgroups 
referring to different risk-measures, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to semi-variance (LP2) is about 2.1 times 
(1.4 times) the percentage of robust relations in the subgroup referring to variance (Var). Second, 
comparing the results of the subgroups referring to weighted versus unweighted samples, I find that 
the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted (unweighted) criterion in the 
subgroup referring to weighted samples (Wei) is about 1.5 times (1.3 times) the percentage of robust 
relations in the subgroup referring to unweighted samples (Unw). Third, comparing the results of the 
subgroups referring to different types of clustering, I find that the percentage of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to pooled ĐlusteƌiŶg ;PooͿ 
is about 1.5 times (1.4 times) the percentage of robust relations in the subgroup referring to separate 
clustering in each year (Sep). Fourth, comparing results of subgroups referring to different 
transformation rules, I find that when migrants with less pronounced degrees of risk-aversion are 
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deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria increase visibly. 
Tendency for a sign 
The finding of a vague tendency for a positive sign of FamilyEdu2 for the 4,513 dependent variables 
statistically investigated is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is 
considered (denoted by Ind and Fam) and not sensitive to (ii) variations of the planning period 
(denoted by Ann, Wor, and Lif). 
However, the finding of vague tendency for a positive sign of FamilyEdu2 is sensitive to (i) different 
risk-measures (denoted by Var and LP2), (ii) different education definitions (denoted by Ed1 to Ed6), 
(iii) variations in the weighting of the sample from which income parameters are estimated (denoted 
by Wei and Unw), (iv) different types of clustering (denoted by Sep and Poo), (v) whether income 
parameters are estimated from annual income data of one year or three years of data (denoted by 
One, Ad1, and Ad2), (vi) different measurements of predictive errors (denoted by L1, L2, and Ma), 
and sensitive to (vii) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.11.9 Interaction of family-moves and Edu3 
4.3.11.9.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable FamilyEdu3 captures the interaction effect of Head being a family-mover and 
haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ as highest education level. The influence of FamilyEdu3 on the 
probability of being risk-averse can be statistically investigated for a sufficiently high sample of 4,221 
dependent variables since quasi-complete separation occurs only for about 7% of the 4,536 
dependent variables.314 Consequently, I focus on the statistical analysis of FamilyEdu3. 
All statistical results on the influence of FamilyEdu3 on the probability of being risk-averse are 
summarized in Table 64, p. 325. Based on the sample of 4,221 dependent variables, FamilyEdu3 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, FamilyEdu3 is also not significantly related to the probability of being risk-averse. Yet, I 
observe a strong tendency for a negative sign of FamilyEdu3. 
                                                          
314 Concerning the 315 dependent variables (about 7% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all family-movers with education level three (FamilyEdu3=1) are risk-averse. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,221 7% 7% 0% (-) 21% 24% (-) 35%   24% 11% (-) 35%   
Ind 3,633 7% 7% 0% (-) 22% 23% (-) 34%   25% 11% (-) 34%   
Fam 588 9% 5% 0% (-) 12% 24% (-) 37%   19% 11% (-) 40%   
Ann 1,402 7% 6% 0% (-) 21% 23% (-) 35%   23% 11% (-) 35%   
Wor 1,416 6% 6% 0% (-) 20% 24% (-) 35%   24% 10% (-) 34%   
Lif 1,403 7% 7% 0% (-) 21% 24% (-) 34%   24% 11% (-) 34%   
Var 2,157 5% 2% 0% (-) 13% 26%  42%   18% 14% (-) 43%   
LP2 2,064 9% 11% 0% (-) 30% 22% (-) 26%   30% 9% (-) 25% (-) 
Ed1 1,191 8% 7% 0% (-) 18% 19% (-) 34%   23% 11% (-) 35%   
Ed2 604 7% 9% 0% (-) 23% 17% (-) 29%   26% 8% (-) 31%   
Ed3 608 6% 9% 0% (-) 24% 36%  33%   25% 13% (-) 35%   
Ed4 611 6% 8% 0% (-) 23% 27%  30%   27% 7% (-) 28%   
Ed5 603 7% 3% 0% (-) 19% 24% (-) 41%   21% 17% (-) 39%   
Ed6 604 7% 3% 0% (-) 21% 19% (-) 41%   21% 9% (-) 38%   
Wei 2,037 10% 7% 0% (-) 22% 20% (-) 38%   24% 11% (-) 35%   
Unw 2,184 4% 7% 0% (-) 20% 27%  31%   24% 10% (-) 34%   
Sep 2,161 5% 4% 0% (-) 15% 17% (-) 31%   21% 5% (-) 31%   
Poo 2,060 9% 9% 0% (-) 27% 27%  38%   27% 15% (-) 38%   
One 1,381 9% 3% 0% (-) 19% 25% (-) 41%   21% 14% (-) 36%   
Ad1 1,423 6% 8% 0% (-) 19% 22% (-) 32%   24% 11% (-) 36%   
Ad2 1,417 6% 9% 0% (-) 25% 24% (-) 30%   26% 8% (-) 32%   
L1 1,451 4% 8% 0% (-) 20% 29%  39%   24% 2% (-) 39%   
L2 1,475 2% 10% 0% (-) 24% 10% (-) 28%   26% 9% (-) 28%   
Ma 1,295 14% 2% 0% (-) 18% 37%  37%   20% 25% (-) 37%   
2Kat3 1,470 3% 0% n.a.  13% 64%  56%   9% 48%  53%   
2Kat1 1,462 3% 5% 0% (-) 15% 21% (-) 32%   16% 12% (-) 36%   
4Kat2 1,289 15% 14% 0% (-) 37% 8% (-) 14% (-) 49% 2% (-) 12% (-) 
Table 64: Results of the extreme bounds analysis for the independent variable FamilyEdu3 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of being a family-mover and haviŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ as highest 
education level (as captured by the interaction effect FamilyEdu3) has not been surveyed yet, my 
findings are new to the literature.  
The statistical analysis based on 4,221 dependent variables reveals a strong tendency for a negative 
sign of FamilyEdu3 which can be interpreted in two alternative ways: first, as a strong tendency for 
an additional negative family-mover effect for family-ŵoǀeƌs haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ 
(Edu3=1) compared to non-family-movers and family-movers having other education levels (i.e., 
family-movers having less than a high school diploma (Edu1=1) and family-movers having a high 
sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿͿ; seĐoŶd, as a stƌoŶg teŶdeŶĐǇ foƌ aŶ additioŶal 
negative education-effeĐt of haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿ foƌ faŵilǇ-movers 
compared to non-family-movers and family-movers having other education levels (i.e., family-movers 
having less than a high school diploma (Edu1=1) and family-movers having a high school diploma or 
aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿͿ. 
4.3.11.9.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of FamilyEdu3 in explaining the probability of being risk-averse over 
the 4,221 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, four findings are noteworthy: First, comparing results of subgroups referring to 
Head͛s iŶdiǀidual ǀeƌsus faŵilǇ iŶĐoŵe, I fiŶd that the peƌĐeŶtage of ƌoďust ƌelatioŶs ďǇ “ala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual iŶĐoŵe ;IŶdͿ 
is about 1.8 times (1.3 times) the percentage of robust relations in the subgroup referring to family 
income (Fam). Second, comparing the results of the subgroups referring to different risk-measures, I 
find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the 
subgroup referring to semi-variance (LP2) is about 2.3 times (1.7 times) the percentage of robust 
relations in the subgroup referring to variance (Var). Third, comparing the results of the subgroups 
referring to different types of clustering, I find that the percentage of robust relations by Sala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to pooled ĐlusteƌiŶg ;PooͿ is 
about 1.8 times (1.3 times) the percentage of robust relations in the subgroup referring to separate 
clustering in each year (Sep). Fourth, comparing results of subgroups referring to different 
transformation rules, I find that when migrants with less pronounced degrees of risk-aversion are 
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deleted from the sample step by step (2Kat3, 2Kat1, 4Kat2), the percentages of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria increase visibly. 
Tendency for a sign 
The finding of a strong tendency for a negative sign of FamilyEdu3 for the 4,221 dependent variables 
statistically investigated is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is 
considered (denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, 
and Lif), (iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions 
(denoted by Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters 
are estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), and not sensitive to (viii) different measurements of 
predictive errors (denoted by L1, L2, and Ma). 
However, the finding of a strong tendency for a negative sign of FamilyEdu3 is sensitive to 
(i) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.12 Interactions with Divorce and their relation to risk-attitudes 
In Part C, Section 4.3.8 I found that divorced Heads tend to possess a higher probability of being risk-
averse than all other migrants i.e., Divorce exhibits a strong tendency for a positive sign. In this 
section I investigate whether these effects depend on other explanatory variables, namely (i) Head͛s 
age as captured by interaction effects with Age and (ii) Head͛s eduĐatioŶ leǀel as Đaptuƌed ďǇ 
interaction effects with Edu2 and Edu3, respectively. 
4.3.12.1 Interaction of Divorce and Age 
4.3.12.1.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable DivorceAge captures the interaction effect of Head being divorced aŶd Head͛s 
age. For about 64% of the 4,536 dependent variables in my study DivorceAge shows quasi-complete 
separation.315 The fact that DivorceAge almost perfectly predicts risk-attitudes for about 64% of the 
                                                          
315 Concerning the 2,891 dependent variables (about 64% of 4,536) where quasi-complete separation occurs, it 
is noteworthy that (i) for 2,888 out of 2,891 all divorced Heads are risk-averse and (ii) for 3 out of 2,891 only 
one divorced Head exists and this Head is risk-seeking. 
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dependent variables should not be overrated since there are no more than only 12 out of 321 
migrants in my sample that are divorced. Therefore, I focus on the statistical analysis of DivorceAge 
based on a still sufficiently high sample of 1,645 dependent variables for which no quasi-complete 
separation occurs. 
All statistical results on the influence of DivorceAge on the probability of being risk-averse are 
summarized in Table 65, p. 329. Based on 1,645 dependent variables, DivorceAge does not exhibit a 
robust influence on the probability of being risk-averse by any criterion of robustness. Hence, 
DivorceAge is also not significantly related to the probability of being risk-averse. Yet, I observe a 
vague tendency for a positive sign of DivorceAge. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 1,645 64% 1.3% 15% (-) 25% 52%  61%   24% 52%  61%   
Ind 1,512 61% 1.5% 15% (-) 19% 67%  65%   18% 68%  65%   
Fam 133 79% 0.0% n.a.  85% 13% (-) 20% (-) 89% 13% (-) 20% (-) 
Ann 542 64% 1.6% 13% (-) 24% 51%  61%   24% 51%  62%   
Wor 553 63% 0.8% 25% (-) 24% 55%  61%   24% 55%  61%   
Lif 550 64% 1.6% 13% (-) 25% 49%  61%   25% 49%  61%   
Var 1,048 54% 1.2% 11% (-) 26% 52%  51%   26% 49%  52%   
LP2 597 74% 1.5% 18% (-) 23% 51%  78% (+) 20% 56%  78% (+) 
Ed1 386 70% 0.3% 0% (-) 41% 33%  51%   40% 30%  51%   
Ed2 253 61% 1.1% 0% (-) 17% 75% (+) 66%   16% 80% (+) 64%   
Ed3 249 62% 1.5% 30%  20% 65%  65%   19% 69%  67%   
Ed4 248 62% 2.0% 46%  21% 65%  65%   21% 65%  67%   
Ed5 256 60% 2.0% 0% (-) 20% 57%  63%   19% 60%  63%   
Ed6 253 61% 2.0% 0% (-) 19% 58%  62%   20% 55%  62%   
Wei 1,266 44% 2.6% 15% (-) 30% 53%  54%   30% 54%  54%   
Unw 379 83% 0.0% n.a.  5% 17% (-) 85% (+) 4% 0% (-) 85% (+) 
Sep 846 63% 1.3% 10% (-) 27% 59%  75% (+) 25% 62%  75% (+) 
Poo 799 65% 1.3% 20% (-) 22% 43%  46%   22% 39%  47%   
One 639 58% 2.6% 0% (-) 17% 8% (-) 49%   15% 9% (-) 51%   
Ad1 517 66% 0.6% 33%  27% 65%  68%   27% 65%  67%   
Ad2 489 68% 0.8% 50%  31% 71%  69%   32% 65%  69%   
L1 869 43% 0.0% n.a.  7% 36%  81% (+) 8% 30%  82% (+) 
L2 250 83% 0.2% 100% (+) 49% 74%  43%   49% 74%  43%   
Ma 526 65% 3.8% 11% (-) 41% 44%  37%   39% 45%  36%   
2Kat3 762 50% 0.6% 100% (+) 20% 45%  58%   19% 47%  58%   
2Kat1 617 59% 0.0% n.a.  19% 49%  59%   19% 48%  60%   
4Kat2 266 82% 3.4% 0% (-) 50% 62%  73%   50% 60%  73%   
Table 65: Results of the extreme bounds analysis for the independent variable DivorceAge aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of age and being divorced (captured by the interaction effect DivorceAge) has 
not been surveyed yet, my findings are new to the literature.  
The statistical analysis based on 1,645 dependent variables reveals a vague tendency for a negative 
sign of DivorceAge that can be interpreted in two alternative ways: first, as a vague tendency for an 
additional negative divorce-effect when divorced migrants turn one year older compared to non-
divorced migrants; second, as a vague tendency for an additional negative age-effect for divorced 
migrants compared to non-divorced migrants. 
Note that the 64% of the 4,536 dependent variables that exhibit quasi-complete separation do not 
contribute to the insight of the interaction effect. The reason is that for 99.8% of the 2,891 
dependent variables where quasi-complete separation occurs, all divorced migrants are risk-averse 
irrespective of their age. Therefore, I fully rely on the statistical analysis of the 1,645 dependent 
variable that do no exhibit quasi-complete separation to judge the relation of DivorceAge on the 
probability of being risk-averse. 
4.3.12.1.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-sigŶifiĐaŶĐe of DiǀoƌĐeAge ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ oǀeƌ the ϭ,ϲϰϱ depeŶdeŶt 
variables statistically investigated is not sensitive to different ways to estimate risk-attitudes. Yet, the 
fragility of DivorceAge by Sala-I-MaƌtiŶ͛s Đƌiteƌion over the 1,645 dependent variables statistically 
iŶǀestigated is seŶsitiǀe to ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed 
(denoted by Ind and Fam) in the way that the influence of DivorceAge becomes robust for the 
subgroup referring to family income (Fam). 
Besides this, two findings are noteworthy: First, comparing the results of the subgroups referring to 
weighted versus unweighted samples, I find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s 
weighted (unweighted) criterion in the subgroup referring to weighted samples (Wei) is about 6 
times (7.5 times) the percentage of robust relations in the subgroup referring to unweighted samples 
(Unw). Second, comparing results of subgroups referring to different transformation rules, I find that 
when only migrants with least pronounced degree of risk-attitude (4Kat2) are included in the sample, 
the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria are more 
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than double the percentages in the subgroup referring to the other transformation rules (2Kat3 and 
2Kat1). 
Tendency for a sign 
The finding of a vague tendency for a positive sign of DivorceAge for the 1,645 dependent variables 
statistically investigated is sensitive to all different ways to estimate risk-attitudes. In detail, 
DivorceAge is sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is ĐoŶsideƌed 
(denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, and Lif), 
(iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions (denoted by 
Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters are 
estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted 
by L1, L2, and Ma), and sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, and 
4Kat2). 
4.3.12.2 Interaction of Divorce and Edu2 
4.3.12.2.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable DivorceEdu2 captures the interaction effect of Head being divorced and having 
a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee as highest eduĐatioŶ leǀel. Foƌ aďout ϲϳ% of the ϰ,ϱϯϲ 
dependent variables in my study DivorceEdu2 shows quasi-complete separation.316 The fact that 
DivorceEdu2 almost perfectly predicts risk-attitudes for about 67% of the dependent variables should 
not be overrated since there are no more than only 5 out of 321 migrants in my sample that are 
divorced and have education level two. Therefore, I focus on the statistical analysis of DivorceEdu2 
based on a still sufficiently high sample of 1,492 dependent variables for which no quasi-complete 
separation occurs. 
All statistical results on the influence of DivorceEdu2 on the probability of being risk-averse are 
summarized in Table 66, p. 333. Based on 1,492 dependent variables, DivorceEdu2 does not exhibit a 
                                                          
316 Concerning the 3,044 dependent variables (about 67% of 4,536) where quasi-complete separation occurs, it 
is noteworthy that (i) for 3,014 out of 3,044 all divorced Heads with a education level two (i.e., high school 
diploŵa oƌ aŶ assoĐiate͛s degƌee as highest education level; DivorceEdu2=1) are risk-averse, and (ii) for 30 out 
of the ϯ,Ϭϰϰ oŶlǇ up to tǁo diǀoƌĐed Heads ǁith eduĐatioŶ leǀel tǁo ;i.e., high sĐhool diploŵa oƌ aŶ assoĐiate͛s 
degree as highest education level; DivorceEdu2=1) exist, and these Heads are risk-seeking. 
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robust and therefore significant influence on the probability of being risk-aǀeƌse ďǇ Leaŵeƌ͛s 
criterion, but a robust influence by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia of robustness. 
Finally, DivorceEdu2 shows a strong tendency for a negative sign. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 1,492 67% 15% 0% (-) 99% 11% (-) 11% (-) 89% 0% (-) 6% (-) 
Ind 1,386 64% 17% 0% (-) 99% 12% (-) 12% (-) 88% 0% (-) 7% (-) 
Fam 106 84% 1% 0% (-) 99% 0% (-) 0% (-) 100% 0% (-) 0% (-) 
Ann 491 68% 15% 0% (-) 99% 12% (-) 11% (-) 89% 0% (-) 7% (-) 
Wor 502 67% 15% 0% (-) 100% 11% (-) 11% (-) 89% 0% (-) 6% (-) 
Lif 499 67% 15% 0% (-) 99% 11% (-) 11% (-) 88% 0% (-) 6% (-) 
Var 994 56% 18% 0% (-) 99% 17% (-) 17% (-) 83% 0% (-) 9% (-) 
LP2 498 78% 11% 0% (-) 100% 0% (-) 0% (-) 100% 0% (-) 0% (-) 
Ed1 338 74% 9% 0% (-) 99% 8% (-) 8% (-) 91% 0% (-) 4% (-) 
Ed2 232 64% 17% 0% (-) 100% 12% (-) 12% (-) 88% 0% (-) 6% (-) 
Ed3 231 64% 17% 0% (-) 99% 13% (-) 13% (-) 87% 0% (-) 7% (-) 
Ed4 230 65% 17% 0% (-) 99% 13% (-) 13% (-) 88% 0% (-) 7% (-) 
Ed5 232 64% 16% 0% (-) 99% 12% (-) 12% (-) 88% 0% (-) 6% (-) 
Ed6 229 65% 16% 0% (-) 100% 12% (-) 12% (-) 88% 0% (-) 7% (-) 
Wei 1,149 49% 20% 0% (-) 99% 11% (-) 11% (-) 89% 0% (-) 5% (-) 
Unw 343 85% 9% 0% (-) 100% 10% (-) 10% (-) 90% 0% (-) 10% (-) 
Sep 807 64% 12% 0% (-) 100% 14% (-) 14% (-) 86% 0% (-) 5% (-) 
Poo 685 70% 17% 0% (-) 99% 8% (-) 8% (-) 92% 0% (-) 8% (-) 
One 585 61% 9% 0% (-) 98% 16% (-) 15% (-) 84% 0% (-) 15% (-) 
Ad1 463 69% 18% 0% (-) 100% 8% (-) 8% (-) 92% 0% (-) 0% (-) 
Ad2 444 71% 17% 0% (-) 100% 9% (-) 9% (-) 91% 0% (-) 1% (-) 
L1 824 46% 22% 0% (-) 100% 20% (-) 20% (-) 80% 0% (-) 11% (-) 
L2 250 83% 6% 0% (-) 100% 0% (-) 0% (-) 100% 0% (-) 0% (-) 
Ma 418 72% 15% 0% (-) 98% 0% (-) 0% (-) 99% 0% (-) 0% (-) 
2Kat3 699 54% 26% 0% (-) 100% 13% (-) 13% (-) 87% 0% (-) 8% (-) 
2Kat1 557 63% 16% 0% (-) 100% 13% (-) 13% (-) 87% 0% (-) 6% (-) 
4Kat2 236 84% 1% 0% (-) 96% 2% (-) 2% (-) 97% 0% (-) 2% (-) 
Table 66: Results of the extreme bounds analysis for the independent variable DivorceEdu2 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
“iŶĐe the iŶteƌaĐtioŶ of ďeiŶg diǀoƌĐed aŶd haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee as 
highest education level (as captured by the interaction effect DivorceEdu2) has not been surveyed 
yet, my findings are new to the literature.  
The statistical analysis based on 1,492 dependent variables reveals a strong tendency for a negative 
sign of DivorceEdu2 that can be interpreted in two alternative ways: first, as a strong tendency for an 
additional negative divorce-effect for divorced migrants having a high school diploma or an 
assoĐiate͛s degƌee ;EduϮ=ϭͿ Đoŵpaƌed to ŶoŶ-divorced migrants and divorced migrants having other 
education levels (i.e., divorced migrants having less than a high school diploma (Edu1=1) and 
diǀoƌĐed ŵigƌaŶts haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿͿ; seĐoŶd, as a stƌoŶg teŶdeŶĐǇ foƌ 
an additional negative education-effeĐt of haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee 
(Edu2=1) for divorced migrants compared to non-divorced migrants and divorced migrants having 
other education levels (i.e., divorced migrants having less than a high school diploma (Edu1=1) and 
diǀoƌĐed ŵigƌaŶts haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿͿ. 
Note that (i) the robust influence of DivorceEdu2 on the probability of being risk-averse by Sala-I-
MaƌtiŶ͛s ĐƌiteƌioŶ and (ii) the strong tendency for a negative sign of DivorceEdu2 derived from the 
statistical analysis of 1,492 dependent variables are not in line with 99% of the remaining 3,044 
dependent variables where quasi-complete separation occurs in the way that all divorced migrants 
haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degree as highest education level (DivorceEdu2=1) are 
risk-averse. Therefore, findings of the statistical analysis must be interpreted with caution. 
4.3.12.2.2 Sensitivity for subgroups of dependent variables 
Robustness 
First, the fragility and non-sigŶifiĐaŶĐe of DiǀoƌĐeEduϮ ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ oǀeƌ the ϭ,ϰϵϮ 
dependent variables statistically investigated is not sensitive to different ways to estimate risk-
attitudes. Second, the robustness of DivorceEdu2 by Sala-I-MartiŶ͛s ĐƌiteƌioŶ over the 1,492 
dependent variables statistically investigated is also not sensitive to different ways to estimate risk-
attitudes. 
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Tendency for a sign 
The finding of a strong tendency for a negative sign of DivorceEdu2 for the 1,492 dependent 
variables statistically investigated is not sensitive to different ways to estimate risk-attitudes. In 
detail, DivorceEdu2 is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is 
considered (denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, 
and Lif), (iii) different risk-measures (denoted by Var and LP2), (iv) different education definitions 
(denoted by Ed1 to Ed6), (v) variations in the weighting of the sample from which income parameters 
are estimated (denoted by Wei and Unw), (vi) different types of clustering (denoted by Sep and Poo), 
(vii) whether income parameters are estimated from annual income data of one year or three years 
of data (denoted by One, Ad1, and Ad2), (viii) different measurements of predictive errors (denoted 
by L1, L2, and Ma), and not sensitive to (ix) different transformation rules (denoted by 2Kat3, 2Kat1, 
and 4Kat2). 
4.3.12.3 Interaction of Divorce and Edu3 
4.3.12.3.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The dummy variable DivorceEdu3 captures the interaction effect of Head being divorced and having 
a ďaĐheloƌ͛s degƌee oƌ higheƌ as highest education level. Unfortunately, a vast majority of 99% of the 
4,536 dependent variables of my study shows quasi-complete separation for DivorceEdu3. The 
remaining 66 dependent variables (about 1% of 4,536) that do not exhibit quasi-complete separation 
constitute a sample that is too small to be statistically investigated. Consequently, I do not discuss 
results of the statistical analysis. 
Concerning the 4,470 dependent variables (about 99% of 4,536) where quasi-complete separation 
occurs, it is noteworthy that (i) foƌ ϰ,ϰϰϲ out of ϰ,ϰϳϬ all diǀoƌĐed Heads ǁith a ďaĐheloƌ͛s degƌee oƌ 
higher (DivorceEdu3=1) are risk-averse, and (ii) for 24 out of 4,470 only one divorced Head with a 
ďaĐheloƌ͛s degƌee oƌ higheƌ ;DiǀoƌĐeEduϯ=ϭͿ eǆists aŶd this Heads is ƌisk-seeking. The fact that 
DivorceEdu3 almost perfectly predicts risk-attitudes for about 99% of the dependent variables should 
not be overrated since there are no more than only 7 out of 321 migrants in my sample that are 
diǀoƌĐed aŶd haǀe a ďaĐheloƌ͛s degƌee oƌ higheƌ ;DiǀoƌĐeEduϯ=ϭͿ. 
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4.3.12.3.2 Sensitivity for subgroups of dependent variables 
Since dividing a sample of 66 dependent variables further into subgroups to run a sensitivity analysis 
results in sample sizes too small to be statistically investigated, I do no run a sensitivity analysis for 
the independent variable DivorceEdu3. 
4.3.13 Interactions of age and education and their relation to risk-
attitudes 
On the one hand, I found that older migrants do not tend to possess a higher or lower probability of 
being risk-averse than younger migrants (see Part C, Section 4.3.3). On the other hand, I found that 
migrants with higher levels of education tend to possess a lower probability of being risk-averse 
compared to migrants having lower levels of education (see Part C, Section 4.3.4). In this section I 
investigate whether age- and education-effects depend on one another. 
4.3.13.1 Interaction of Age and Edu2 
4.3.13.1.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The duŵŵǇ ǀaƌiaďle AgeEduϮ Đaptuƌes the iŶteƌaĐtioŶ effeĐt of Head͛s age aŶd haǀiŶg a high sĐhool 
diploŵa oƌ aŶ assoĐiate͛s degƌee as highest eduĐatioŶ leǀel. The influence of AgeEdu2 on the 
probability of being risk-averse can be statistically investigated for a sufficiently high sample of 4,485 
dependent variables since quasi-complete separation occurs only for about 1% of the 4,536 
dependent variables.317 Consequently, I focus on the statistical analysis of AgeEdu2. 
All statistical results on the influence of AgeEdu2 on the probability of being risk-averse are 
summarized in Table 67, p. 337. Based on the sample of 4,485 dependent variables, AgeEdu2 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, AgeEdu2 is also not significantly related to the probability of being risk-averse. Yet, I observe 
a vague tendency for a negative sign of AgeEdu2. 
 
                                                          
317 Concerning the 51 dependent variables (about 1% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all migrants with an education level other than education level two are risk-averse 
(AgeEdu2=0) and among those with education level two (AgeEdu2=1) there are no more than 9 that are risk-
seeking. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,485 1% 0.2% 38%  26% 40%  45%   18% 39%  40%   
Ind 3,858 1% 0.1% 100% (+) 25% 41%  45%   16% 41%  41%   
Fam 627 3% 0.8% 0% (-) 35% 34%  42%   27% 33%  38%   
Ann 1,495 1% 0.3% 60%  26% 38%  45%   17% 36%  41%   
Wor 1,495 1% 0.1% 0% (-) 27% 40%  44%   18% 39%  40%   
Lif 1,495 1% 0.1% 0% (-) 26% 40%  45%   18% 42%  40%   
Var 2,268 0% 0.1% 100% (+) 20% 83% (+) 70%   15% 77% (+) 62%   
LP2 2,217 2% 0.2% 0% (-) 33% 13% (-) 19% (-) 20% 11% (-) 18% (-) 
Ed1 1,272 2% 0.5% 17% (-) 29% 35%  43%   21% 32%  39%   
Ed2 645 0% 0.0% n.a.  22% 19% (-) 40%   14% 14% (-) 35%   
Ed3 636 2% 0.3% 100% (+) 22% 60%  50%   15% 63%  48%   
Ed4 636 2% 0.0% n.a.  25% 63%  53%   17% 69%  51%   
Ed5 648 0% 0.0% n.a.  30% 40%  44%   18% 39%  38%   
Ed6 648 0% 0.0% n.a.  27% 29%  40%   18% 28%  33%   
Wei 2,229 2% 0.0% n.a.  21% 53%  44%   13% 49%  38%   
Unw 2,256 1% 0.3% 29%  31% 31%  45%   23% 34%  42%   
Sep 2,256 1% 0.4% 38%  27% 46%  48%   18% 43%  44%   
Poo 2,229 2% 0.0% n.a.  25% 33%  41%   17% 35%  37%   
One 1,512 0% 0.0% n.a.  10% 46%  37%   8% 35%  27%   
Ad1 1,491 1% 0.3% 50%  36% 41%  51%   24% 43%  49%   
Ad2 1,482 2% 0.3% 25% (-) 33% 36%  46%   21% 36%  45%   
L1 1,509 0% 0.1% 100% (+) 17% 85% (+) 59%   13% 86% (+) 56%   
L2 1,506 0% 0.0% n.a.  26% 30%  43%   18% 23% (-) 38%   
Ma 1,470 3% 0.4% 17% (-) 37% 25% (-) 31%   22% 24% (-) 27%   
2Kat3 1,512 0% 0.0% n.a.  22% 12% (-) 37%   14% 4% (-) 31%   
2Kat1 1,500 1% 0.0% n.a.  22% 24% (-) 39%   13% 14% (-) 35%   
4Kat2 1,473 3% 0.5% 38%  35% 67%  58%   26% 72%  56%   
Table 67: Results of the extreme bounds analysis for the independent variable AgeEdu2 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
Since the interaction of age and having a high school or aŶ assoĐiate͛s degƌee as highest eduĐatioŶ 
level (as captured by the interaction effect AgeEdu2) has not been surveyed yet, my findings are new 
to the literature.  
The statistical analysis based on 4,485 dependent variables reveals a vague tendency for a negative 
sign of AgeEdu2 which can be interpreted in two alternative ways: first, as a vague tendency for an 
additional negative age-effect when ŵigƌaŶts haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee 
(Edu2=1) turn one year older compared to migrants having other education levels (i.e., migrants 
haǀiŶg less thaŶ a high sĐhool diploŵa ;Eduϭ=ϭͿ aŶd ŵigƌaŶts haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ 
(Edu3=1)); second, as a vague tendency for an additional negative education-effect of having a high 
school diploŵa oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿ ǁheŶ ŵigƌaŶts tuƌŶ oŶe Ǉeaƌ oldeƌ Đoŵpaƌed to 
migrants having other education levels (i.e., migrants having less than a high school diploma 
;Eduϭ=ϭͿ aŶd ŵigƌaŶts haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿͿ. 
4.3.13.1.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of AgeEdu2 in explaining the probability of being risk-averse over 
the 4,485 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, four findings are noteworthy: First, comparing results of subgroups referring to 
Head͛s iŶdiǀidual ǀeƌsus faŵilǇ iŶĐoŵe, I fiŶd that the peƌĐeŶtage of ƌoďust ƌelatioŶs ďǇ “ala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the subgroup referring to family income (Fam) is about 
ϭ.ϰ tiŵes ;ϭ.ϳ tiŵesͿ the peƌĐeŶtage of ƌoďust ƌelatioŶs iŶ the suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual 
income (Ind). Second, comparing the results of the subgroups referring to different risk-measures, I 
find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the 
subgroup referring to semi-variance (LP2) is about 1.7 times (1.3 times) the percentage of robust 
relations in the subgroup referring to variance (Var). Third, comparing the results of the subgroups 
referring to weighted versus unweighted samples, I find that the percentage of robust relations by 
Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌefeƌƌiŶg to uŶǁeighted saŵples 
(Unw) is about 1.5 times (1.8 times) the percentage of robust relations in the subgroup referring to 
weighted samples (Wei). Fourth, comparing results of subgroups referring to minimizing different 
predictive errors, I find that when greater weight is put on greater predictive errors step by step (L1, 
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L2, Ma), the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted criteria 
increase visibly.  
Tendency for a sign 
The finding of a vague tendency for a negative sign of AgeEdu2 for the 4,485 dependent variables 
statistically investigated is not sensitive to (i) ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is 
considered (denoted by Ind and Fam), (ii) variations of the planning period (denoted by Ann, Wor, 
and Lif), and not sensitive to (iii) different types of clustering (denoted by Sep and Poo). 
However, the finding of a vague tendency for a negative sign of AgeEdu2 is sensitive to (i) variations 
of the different risk-measures (denoted by Var and LP2), (ii) different education definitions (denoted 
by Ed1 to Ed6), (iii) variations in the weighting of the sample from which income parameters are 
estimated (denoted by Wei and Unw), (iv) whether income parameters are estimated from annual 
income data of one year or three years of data (denoted by One, Ad1, and Ad2), (v) different 
measurements of predictive errors (denoted by L1, L2, and Ma), and sensitive to (vi) different 
transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.13.2 Interaction of Age and Edu3 
4.3.13.2.1 Results irrespective of the way risk-attitudes are estimated 
Significance, robustness, and tendency for a sign 
The duŵŵǇ ǀaƌiaďle AgeEduϯ Đaptuƌes the iŶteƌaĐtioŶ effeĐt of Head͛s age aŶd haǀiŶg a ďaĐheloƌ͛s 
degree or higher as highest education level. The influence of AgeEdu3 on the probability of being 
risk-averse can be statistically investigated for a sufficiently high sample of 4,485 dependent 
variables since quasi-complete separation occurs only for about 1% of the 4,536 dependent 
variables.318 Consequently, I focus on the statistical analysis of AgeEdu3. 
All statistical results on the influence of AgeEdu3 on the probability of being risk-averse are 
summarized in Table 68, p. 340. Based on the sample of 4,485 dependent variables, AgeEdu3 does 
not exhibit a robust influence on the probability of being risk-averse by any criterion of robustness. 
Hence, AgeEdu3 is also not significantly related to the probability of being risk-averse. Yet, I observe 
a strong tendency for a positive sign of AgeEdu3. 
                                                          
318 Concerning the 51 dependent variables (about 1% of 4,536) where quasi-complete separation occurs, it is 
noteworthy that all migrants with education level three (AgeEdu2<>0) are risk-averse irrespective of their age. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 
Group of 
ways to 
estimate 
risk-
attitude  
number of 
dependent 
variables 
missing 
values 
Leamer Sala-I-Martin weighted Sala-I-Martin unweighted 
significant positive  CDF(0) ≥9ϱ% positive  positive  
CDF(0) 
≥9ϱ% positive  positive  
n % of  4,536 
% of 
n 
% of 
significant 
 % of 
n 
% of  
robust  
% of  
n  
% of 
n 
% of  
robust  
% of  
n  
Total 4,485 1% 0.1% 0% (-) 23% 75% (+) 64%   20% 77% (+) 66%   
Ind 3,858 1% 0.1% 0% (-) 22% 73%  64%   19% 76% (+) 66%   
Fam 627 3% 0.0% n.a.  33% 82% (+) 69%   26% 81% (+) 69%   
Ann 1,495 1% 0.2% 0% (-) 22% 72%  63%   19% 74%  66%   
Wor 1,495 1% 0.0% n.a.  24% 76% (+) 65%   20% 77% (+) 67%   
Lif 1,495 1% 0.0% n.a.  23% 76% (+) 64%   20% 78% (+) 66%   
Var 2,268 0% 0.1% 0% (-) 15% 61%  56%   11% 55%  61%   
LP2 2,217 2% 0.0% n.a.  32% 82% (+) 73%   28% 85% (+) 72%   
Ed1 1,272 2% 0.0% n.a.  27% 83% (+) 67%   22% 84% (+) 68%   
Ed2 645 0% 0.2% 0% (-) 20% 70%  68%   19% 76% (+) 67%   
Ed3 636 2% 0.2% 0% (-) 18% 69%  59%   14% 64%  61%   
Ed4 636 2% 0.2% 0% (-) 18% 70%  61%   14% 66%  63%   
Ed5 648 0% 0.0% n.a.  27% 77% (+) 64%   23% 83% (+) 71%   
Ed6 648 0% 0.0% n.a.  26% 66%  65%   22% 71%  68%   
Wei 2,229 2% 0.0% n.a.  20% 85% (+) 74%   16% 86% (+) 77% (+) 
Unw 2,256 1% 0.1% 0% (-) 26% 67%  54%   23% 70%  56%   
Sep 2,256 1% 0.0% n.a.  24% 71%  65%   17% 72%  67%   
Poo 2,229 2% 0.1% 0% (-) 22% 80% (+) 63%   22% 80% (+) 66%   
One 1,512 0% 0.0% n.a.  10% 17% (-) 55%   8% 19% (-) 64%   
Ad1 1,491 1% 0.0% n.a.  32% 86% (+) 72%   27% 87% (+) 69%   
Ad2 1,482 2% 0.2% 0% (-) 28% 84% (+) 67%   24% 84% (+) 66%   
L1 1,509 0% 0.0% n.a.  13% 79% (+) 64%   11% 83% (+) 64%   
L2 1,506 0% 0.0% n.a.  25% 84% (+) 64%   19% 87% (+) 66%   
Ma 1,470 3% 0.2% 0% (-) 32% 67%  65%   29% 67%  69%   
2Kat3 1,512 0% 0.0% n.a.  20% 98% (+) 73%   16% 98% (+) 77% (+) 
2Kat1 1,500 1% 0.0% n.a.  21% 92% (+) 73%   19% 94% (+) 78% (+) 
4Kat2 1,473 3% 0.2% 0% (-) 29% 46%  47%   24% 48%  44%   
Table 68: Results of the extreme bounds analysis for the independent variable AgeEdu3 aggregated over all 4,536 dependent variables and subgroups of dependent variables. 
Where n.a. denotes not available due to a division by zero, (+) denotes a 75% majority for a positive coefficient, (-) denotes a 75% majority for a negative coefficient.
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Comparison to the literature and interpretation 
“iŶĐe the iŶteƌaĐtioŶ of age aŶd haǀiŶg a ďaĐheloƌ͛s degree or higher as highest education level (as 
captured by the interaction effect AgeEdu3) has not been surveyed yet, my findings are new to the 
literature.  
The statistical analysis based on 4,485 dependent variables reveals a strong tendency for a positive 
sign of AgeEdu3 which can be interpreted in two alternative ways: first, as a strong tendency for an 
additional positive age-effect when ŵigƌaŶts haǀiŶg a ďaĐheloƌ͛s degƌee oƌ higheƌ ;Eduϯ=ϭͿ turn one 
year older compared to migrants having other education levels (i.e., migrants having less than a high 
sĐhool diploŵa ;Eduϭ=ϭͿ aŶd ŵigƌaŶts haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee 
(Edu2=1)); second, as a strong tendency for an additional positive education-effect of having a 
ďaĐheloƌ͛s degƌee oƌ higher (Edu3=1) when migrants turn one year older compared to migrants 
having other education levels (i.e., migrants having less than a high school diploma (Edu1=1) and 
ŵigƌaŶts haǀiŶg a high sĐhool diploŵa oƌ aŶ assoĐiate͛s degƌee ;EduϮ=ϭͿͿ. 
4.3.13.2.2 Sensitivity for subgroups of dependent variables 
Robustness 
The fragility and non-significance of AgeEdu3 in explaining the probability of being risk-averse over 
the 4,485 dependent variables statistically investigated is not sensitive to different ways to estimate 
risk-attitudes. Yet, three findings are noteworthy: First, comparing results of subgroups referring to 
Head͛s iŶdiǀidual ǀeƌsus faŵilǇ iŶĐoŵe, I fiŶd that the peƌĐeŶtage of ƌoďust ƌelatioŶs ďǇ “ala-I-
MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the suďgƌoup ƌeferring to family income (Fam) is about 
ϭ.ϱ tiŵes ;ϭ.ϲ tiŵesͿ the peƌĐeŶtage of ƌoďust ƌelatioŶs iŶ the suďgƌoup ƌefeƌƌiŶg to Head͛s iŶdiǀidual 
income (Ind). Second, comparing the results of the subgroups referring to different risk-measures, I 
find that the percentage of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted ;uŶǁeightedͿ ĐƌiteƌioŶ iŶ the 
subgroup referring to semi-variance (LP2) is about 2.1 times (2.5 times) the percentage of robust 
relations in the subgroup referring to variance (Var). Third, comparing results of subgroups referring 
to minimizing different predictive errors, I find that when greater weight is put on greater predictive 
errors step by step (L1, L2, Ma), the percentages of robust relations by Sala-I-MaƌtiŶ͛s ǁeighted aŶd 
unweighted criteria increase visibly.  
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Tendency for a sign 
The finding of a strong tendency for a positive sign of AgeEdu3 for the 4,485 dependent variables 
statistiĐallǇ iŶǀestigated is Ŷot seŶsitiǀe to ǁhetheƌ Head͛s iŶdiǀidual iŶĐoŵe oƌ faŵilǇ iŶĐoŵe is 
considered (denoted by Ind and Fam). 
However, the finding of a strong tendency for a positive sign of AgeEdu3 is sensitive to (i) variations 
of the planning period (denoted by Ann, Wor, and Lif), (ii) variations of the different risk-measures 
(denoted by Var and LP2), (iii) different education definitions (denoted by Ed1 to Ed6), (iv) variations 
in the weighting of the sample from which income parameters are estimated (denoted by Wei and 
Unw), (v)different types of clustering (denoted by Sep and Poo), (vi) whether income parameters are 
estimated from annual income data of one year or three years of data (denoted by One, Ad1, and 
Ad2), (vii) different measurements of predictive errors (denoted by L1, L2, and Ma), and sensitive to 
(viii) different transformation rules (denoted by 2Kat3, 2Kat1, and 4Kat2). 
4.3.14 Summary on sensitivity for subgroups of dependent variables 
4.3.14.1 Motivation and objective: Which competing solutions are 
necessary? 
In order to derive a statement irrespective of the way risk-attitudes are estimated, it is necessary to 
analyze all 4,536 different ways to estimate risk-attitudes since it is not clear which of the competing 
solutions that cause the 4,536 ways to estimate risk-attitudes is the right one. At the same time 
keeping all competing solutions and its resulting 4,536 ways to estimate risk-attitudes is extremely 
time consuming and puts many constraints on the methodology that can be applied to analyze the 
relation of risk-attitudes and socio-economic characteristics (see Part C, Section 4.2.1 for reasons to 
apply extreme bounds analysis). This raises the question which of the competing solutions that cause 
the 4,536 different ways to estimate risk-attitudes does not alter the results and can therefore be 
neglected in future studies using the same data set.  
The sensitivity analyses run so far answers this question for each independent variable separately. 
That is, whether the effect of an independent variable on the probability of being risk-averse 
systematically differs for competing solutions. These results can now be summarized to answer the 
question over all independent variables analyzed where the following methodology is applied. 
  
Page 343 
 
 
 
4.3.14.2 Methodology 
Sensitivity of statements concerning (i) ƌoďustŶess aŶd sigŶifiĐaŶĐe ďǇ Leaŵeƌ’s ĐƌiteƌioŶ, 
(ii) robustness by Sala-I-Martin’s ĐƌiteƌioŶ, aŶd ;iiiͿ tendency for a sign 
To decide whether a certain group of competing solution, e.g., risk-measures, can be neglected in 
future studies using the same data set, I count the number of independent variables whose 
statements concerning (i) sigŶifiĐaŶĐe aŶd ƌoďustŶess ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ, (ii) robustness by Sala-I-
MaƌtiŶ͛s ĐƌiteƌioŶ, and (iii) tendency for a sign are sensitive to variations of competing solutions. I 
investigate sensitivity concerning the three statements (i) to (iii) separately since, for example, 
different risk-measures might change statements on significance but not on the tendency for a sign. 
This differentiation enables potential future researchers to include competing solutions depending 
on their research interest, i.e., (i) iŶteƌest oŶ sigŶifiĐaŶĐe ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ, (ii) interest in 
robustness by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ, aŶd/or (iii) interest in the tendency for a sign. In the following 
sections summary tables list which independent vaƌiaďles͛ stateŵeŶts ĐoŶĐeƌŶiŶg (i) to (iii) change 
foƌ ǁhiĐh ĐoŵpetiŶg solutioŶs. The Gƌeek letteƌ delta ;ΔͿ iŶ Table 69, p. 347 denotes whether the 
statement of a certain independent variable is sensitive to variations of the respective competing 
solution. 
Two groups of competing solutions can be further separated into subgroups and are therefore 
investigated in more detail as follows: First, for competing solutions to the problem of how to define 
education, I further examine whether sensitivity can be attributed to alternative answers to one of 
the two questions that create the six education definitions. These question are: (1) The question on 
how to treat opposing education information in the Single-Year Family Files and the Cross-Year 
Individual File, and (2) whether education variables from years before or after the move should be 
considered first when education variables are not available in the year of the move. If the sensitivity 
can be attributed to alternative answers to one of the two questions this is indicated by the symbol X 
in Table 69, p. 347. If no sensitivity can be observed for an independent variable or the sensitivity 
cannot be attributed to alternative answers to a certain question, nothing is reported. Second, for 
competing solutions to different time periods from which income parameters are estimated, I 
additionally analyze whether the sensitivity can be attributed to either (1) the length of the time 
peƌiod ;oŶe Ǉeaƌ͛s ǀeƌsus thƌee Ǉeaƌ͛s dataͿ oƌ ;ϮͿ ǁhetheƌ iŶflatioŶ adjustŵeŶt is performed for 
thƌee Ǉeaƌ͛s data. Heƌe agaiŶ, the sǇŵďol X iŶ Table 69, p. 347 indicates whether the sensitivity can 
be attributed to (1) or (2). If no sensitivity can be observed for an independent variable or the 
sensitivity cannot be attributed to alternative answers to either (1) or (2), nothing is reported. 
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Three priority-categories of competing solutions 
To simplify the decision of which competing solutions should be included in future analysis using the 
same data set, I define competing solutions into priority-categories A, B, and C. Priority-category A 
includes competing solutions that should be included in any analysis since they most certainly change 
the respective statements concerning (i) robustness and significance ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ, 
(ii) robustness by Sala-I-Martin͛s ĐƌiteƌioŶ, oƌ ;iiiͿ tendency for a sign, respectively. Competing 
solution of priority-categories B and C are optional to be included, while competing solutions of 
priority-category B should be given preference to be included over priority category C. 
4.3.14.3 Which competing solutions can be neglected 
Of the 32 independent variables in my study I ran no sensitivity analysis on DivorceEdu3 because 
(quasi-) complete separation reduces the number of dependent variables in several subgroups to 
zero. This makes a sensible sensitivity analysis for DivorceEdu3 impossible. Consequently, the 
following results relate only to the remaining 31 independent variables of my study. 
Sensitivity concerning robustness and sigŶifiĐaŶĐe ďǇ Leaŵeƌ’s ĐƌiteƌioŶ 
Competing solutions do never alter the results of aŶ iŶdepeŶdeŶt ǀaƌiaďle ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ of 
robustness since all independent variables are not robustly and therefore not significantly related to 
risk-attitudes ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ iŶ aŶǇ suďgƌoup. Consequently, concerning robustness and 
sigŶifiĐaŶĐe ďǇ Leaŵeƌ͛s ĐƌiteƌioŶ, I defiŶe all ĐoŵpetiŶg solutioŶs to ďeloŶg to priority-category C. 
This ŵeaŶs, a poteŶtial futuƌe ƌeseaƌĐheƌ that is oŶlǇ iŶteƌested iŶ stateŵeŶts ďased oŶ Leaŵeƌ͛s 
criterion can choose one out of 4,536 ways to estimate risk-attitudes without the danger of 
misleading results. 
Sensitivity concerning robustness by Sala-I-MaƌtiŶ’s ĐƌiteƌioŶ 
Of the 31 independent variables for which a sensitivity analysis is run, the only independent variable 
whose statement on robustness by Sala-I-MaƌtiŶ͛s ĐƌiteƌioŶ is altered by competing solutions is 
Divorce. Therefore, I define competing solutions that do not alter the respective statement of any 
independent variable to belong to priority-category C. This relates to competing solutions on (i) the 
planning period and (ii) the time period from which income parameters are estimated. In contrast, I 
define all competing solutions that alter the statement of robustness of Divorce by Sala-I-MaƌtiŶ͛s 
criterion to belong to priority-category B. This relates to competing solutions on (i) income that is 
consideƌed ;Head͛s ǀeƌsus faŵilǇ iŶĐoŵeͿ, (ii) risk-measure, (iii) education definition, (iv) weighting of 
the sample, (v) type of clustering, (vi) weighting of predictive errors, and (vii) the transformation rule. 
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Consequently, a potential future researcher that is only interested in statements based on Sala-I-
MaƌtiŶ͛s ǁeighted aŶd uŶǁeighted Đƌiteƌia can neglect variations of competing solutions of priority-
category C without the danger of obtaining misleading results. For competing solutions of priority-
category B it is optional to include them in the analysis. Since only the statement of the independent 
variable Divorce is affected by competing solutions of this category, I recommend accounting for 
competing solutions of priority-category B only if the independent variable Divorce is of interest to 
the researcher. 
Sensitivity concerning the tendency for a sign 
In contrast to statements concerning significance and robustness, the tendency for a sign exhibits 
great sensitivity. Table 69, p. 347 lists for each competing solution and independent variable whether 
the teŶdeŶĐǇ foƌ a sigŶ is seŶsitiǀe ;deŶoted ďǇ Gƌeek letteƌ delta ΔͿ. It shoǁs that the Ŷuŵďeƌ of 
independent variables whose tendency for a sign changes is highest for competing solutions relating 
to different (i) risk-measures, (ii) weighting of predictive errors, and (iii) transformation rules. 
Therefore, I define these competing solutions to belong to priority-category A that should not be left 
out when potential future researchers are interested in the sign of the independent variables.  
As competing solutions of the next highest priority-category B, I defined all competing solutions that 
relate to variations in the way data input is gained, i.e., variations of (i) the education definition, 
(ii) weighing of the sample, (iii) type of clustering, and (iv) time period from which income 
parameters are estimated. For these competing solutions it is still a considerable number of 
independent variables whose tendency for a sign changes, i.e., of the 31 independent variables 10 to 
12 change their tendency for a sign for competing solutions of priority-category B. Therefore, I 
recommend not leaving out competing solutions of this priority-category. Besides this general 
statement, two further statements can be made. First, concerning competing definitions of 
education, it is noteworthy that the sensitivity of the 12 independent variables cannot be clearly 
attributed to competing answers to one of the two questions. The sensitivity of 5 out of 12 
independent variables can be attributed to competing answers to Question (1), but there are still 7 
out of 12 independent variables whose sensitivity cannot be explained by competing answers on 
these two questions. Consequently, if potential future researchers decide to account for competing 
solutions of priority-category B, all six education definitions must be considered. Second, concerning 
different time periods from which income parameters are estimated, it seems decisive whether 
iŶĐoŵe paƌaŵeteƌs aƌe estiŵated fƌoŵ oŶe Ǉeaƌ͛s data oƌ thƌee Ǉeaƌ͛s data, ďut Ŷot ǁhetheƌ thƌee 
Ǉeaƌ͛s data is adjusted foƌ iŶflatioŶ oƌ Ŷot. AŵoŶg the ϭϮ iŶdepeŶdeŶt ǀaƌiaďles that aƌe seŶsitiǀe to 
different time periods from which income parameters are estimated, the sensitivity of 10 
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independent variables can clearly be attributed to the differeŶĐe iŶ oŶe Ǉeaƌ͛s ǀeƌsus thƌee Ǉeaƌ͛s 
data, while inflation adjustment does not change the results. Consequently, it is only necessary to 
estiŵate iŶĐoŵe paƌaŵeteƌs fƌoŵ oŶ oŶe Ǉeaƌ͛s data ǀeƌsus thƌee Ǉeaƌ͛s data, ďut thƌee Ǉeaƌ͛s data 
does not need to be adjusted for inflation. 
The remaining competing solutions I define as priority-category C, namely variations of (i) the income 
that is ĐoŶsideƌed ;Head͛s ǀeƌsus faŵilǇ iŶĐoŵeͿ aŶd (ii) different planning periods. If potential future 
researchers are interested in the tendency for a sign and want to reduce the number of dependent 
variables to be analyzed, they can at best leave out competing solutions of priority-category C. 
 
Page 347 
 
 
 
 
M
al
e 
Ag
e 
Ed
u2
 
Ed
u3
 
Ag
eS
qu
ar
ed
 
Fu
M
em
be
rs
 
Be
fo
re
 
Fu
M
em
be
rs
 
Af
te
r 
Sin
gle
 
Pa
ir 
Fa
m
ily
 
Di
vo
rc
e 
M
al
eS
in
gle
 
M
al
eP
ai
r 
M
al
eF
am
ily
 
M
al
eD
ivo
rc
e 
M
al
eA
ge
 
M
al
eE
du
2 
M
al
eE
du
3 
Sin
gle
Ag
e 
Sin
gle
Ed
u2
 
Sin
gle
Ed
u3
 
Pa
irA
ge
 
Pa
irE
du
2 
Pa
irE
du
3 
Fa
m
ily
Ag
e 
Fa
m
ily
Ed
u2
 
Fa
m
ily
Ed
u3
 
Di
vo
rc
eA
ge
 
Di
vo
rc
eE
du
2 
Ag
eE
du
2 
Ag
eE
du
3 
Ŷu
ŵď
eƌ 
of 
Δ 
% o
f Δ
 
Pr
io
rit
y-
ca
te
go
rie
s 
ca
te
go
ry
 
Model specification 
 
                                 
Decision based oŶ Head’s ǀeƌsus faŵilǇ iŶĐoŵe  
(Ind vs. Fam) Δ           Δ                        Δ                       3 10% C 
Planning period (Ann vs. Wor vs. Lif)                                       Δ               Δ     Δ 3 10% C 
Risk-measure (Var vs. LP2) Δ Δ   Δ Δ   Δ                  Δ Δ Δ Δ   Δ   Δ       Δ   Δ Δ 14 45% A 
Ways to gain data input 
 
                                 
Education definition  
(Ed1 vs. Ed2 vs. Ed3 vs. Ed4 vs. Ed5 vs. Ed6) Δ           Δ   Δ      Δ       Δ Δ Δ Δ           Δ   Δ   Δ Δ 12 39% B 
Question (1): How to treat opposing education 
information in the Single-Year Family Files and 
the Cross-Year Individual File 
 (Ed1/Ed2 vs. Ed3/Ed4 vs. Ed5/Ed6) X           X   X       X                                   X 5 16%  
Question (2): Whether education variables from 
years before or after the move should be 
considered first (Ed1/Ed3/Ed5 vs. Ed2/Ed4/Ed6) 
 
                              0 0%  
Weighting of sample (Wei vs. Unw)      Δ         Δ      Δ       Δ Δ Δ Δ               Δ   Δ Δ 10 32% B 
Type of clustering (Sep vs. Poo) Δ           Δ   Δ      Δ       Δ Δ   Δ           Δ   Δ     Δ 10 32% B 
Time periods from which income parameters 
are estimated (One vs. Ad1 vs. Ad2) Δ Δ         Δ     Δ             Δ Δ   Δ       Δ Δ Δ   Δ     Δ 12 39% B 
OŶe Ǉeaƌ͛s data ǀeƌsus thƌee Ǉeaƌ͛s data  
(One vs. Ad1/Ad2) X X        X     X               X   X      X X X   X     X 11 35%  
Thƌee Ǉeaƌ͛s data adjusted foƌ iŶflatioŶ oƌ not  
(Ad1 vs. Ad2) X                               1 3%  
Estimation procedure 
 
                                 
Weighting of predictive errors (L1 vs. L2 vs. Ma) Δ               Δ      Δ         Δ Δ Δ   Δ   Δ Δ Δ Δ Δ   Δ Δ 14 45% A 
Transformation to binary dependent variable 
 
                                 
Transformation rules (2Kat3 vs. 2Kat1 vs. 4Kat2) Δ Δ   Δ     Δ   Δ Δ  Δ Δ       Δ Δ Δ Δ   Δ   Δ Δ Δ Δ Δ   Δ Δ 20 65% A 
Table 69: Overview of sensitivity concerning the tendency for a sign due to competing solutions by independent variables. 
Wheƌe Δ deŶotes iŶdepeŶdeŶt ǀaƌiaďle’s ǁhose teŶdeŶĐǇ foƌ a sigŶ is seŶsitiǀe to ĐoŵpetiŶg solutioŶs, A, B, aŶd C deŶote the pƌioƌitǇ-categories of competing solutions where competing 
solutions of priority-category A should not be left out and those of priority-categories B and C might be left out after carefully weighting up time efficiency and well-grounded statistical 
statements. Note that no sensitivity analysis has been run on DivoreEdu3 since (quasi-) complete separation reduced the number of dependent variables to zero in several subgroups.
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5 Conclusion 
Research questions and results 
My empirical dissertation is concerned with three research questions: First, ǁhat aƌe ŵigƌaŶts͛ 
individual risk-attitudes in the context of economic migration? Second, does risk actually plays a 
significant role in the economic migration decision, i.e., are economic migrants significantly different 
from being risk-neutral? Third, hoǁ aƌe eĐoŶoŵiĐ ŵigƌaŶts͛ risk-attitudes related to their socio-
economic characteristics such as gender, age, and education? 
To isolate the effect of economic risk, U.S. interstate migration is considered. The empirical analysis is 
based on a mean-variance migration decision model that accounts for all types of risk-attitudes (i.e., 
risk-averse, risk-neutral, and risk-seeking migrants). Since a suitable data set does not exist, it must 
be created. This is afflicted with multiple complex problems for which several competing solutions 
exist - all of which are equally reasonable. Therefore, there is not one single way, but 4,536 ways to 
estimate risk-attitudes of the 321 economic migrants in my sample. 
Concerning the first research question, I find that irrespective of the way risk-attitudes are estimated, 
the 321 migrants of my sample include both risk-averse and risk-seeking migrants. Consequently, 
they cannot be considered to be homogeneously risk-neutral or risk-averse. 
Concerning the second research question, I find that, first, irrespective of the way risk-attitudes are 
estimated, risk actually plays a significant role in the economic migration decision. Second, 
irrespective of the way risk-attitudes are estimated, migrants are on average significantly risk-averse. 
Concerning the third research question, I conclude that the relation between socio-economic 
characteristics and risk-attitudes of economic migrants crucially depends on the way risk-attitudes 
are estimated. Therefore, a clear-cut statement on significance, sign, and robustness of the 32 socio-
economic characteristics irrespective of the way risk-attitudes are estimated cannot be made. This 
͞ŶoŶ-ƌesult͟ is due to the faĐt that I aŵ iŶteƌested iŶ the geŶeƌal ƌelatioŶ ďetǁeeŶ ƌisk-attitudes and 
socio-economic characteristics (i.e. irrespective of the way risk-attitudes are estimated). In contrast, 
the literature analyzes the relation between risk-attitudes and socio-economic characteristics within 
one particular model. However, such an approach cannot answer my third research question.  
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Practical implication 1 
Although it was necessary to keep all 4,536 ways to estimate risk-attitudes in my dissertation, this 
approach is extremely time consuming and puts many constraints on the methodology that can be 
applied. Consequently, I tried to identify competing solutions that can be neglected by potential 
future researchers using the same data set since the competing solutions do not alter the results of 
my study. Running far ranging sensitivity analyses on competing solutions, I find that, first, if the 
ƌeseaƌĐheƌ is iŶteƌested iŶ stateŵeŶts aĐĐoƌdiŶg to Leaŵeƌ͛s ĐƌiteƌioŶ, he Đan choose one reasonable 
way out of 4,536 to estimate risk-attitudes. Second, if the researcher is interested in statements 
according to Sala-I-MaƌtiŶ͛s ǁeighted/uŶǁeighted ĐƌiteƌioŶ aŶd is Ŷot iŶǀestigatiŶg the ƌelatioŶ of 
Divorce, he can again choose one out of 4,536 ways to estimate risk-attitudes. Third, when the 
researcher is interested in the tendency for a sign, he must carefully weigh up between time 
efficiency and statistical statements based on a great variety of different ways to estimate risk-
attitudes. 
If a potential future researcher uses another data set than the one used for my dissertation, he is left 
with only 36 out of 4,536 different ways to estimate risk-attitudes. The remaining 4,500 of the 4,536 
ways to estimate risk-attitudes result from the structure of the specific data sets used for my study. 
Consequently, potential future researchers using another data set only need to consider (i) Head͛s 
versus family income, (ii) different planning periods, (iii) different risk-measures, and (iv) different 
weighting of predictive errors. 
Practical implication 2 
To derive policy implications on how the desired group of young and well-educated migrants can be 
attracted, it is necessary to know how socio-economic characteristics relate to risk-attitudes. My 
dissertation shows that this relation crucially depends on the way risk-attitudes are estimated. This 
means that first, policy implications based on only one single or only a few ways to estimate risk-
attitudes are misleading. Second, it is not possible to attract a specific group of migrants by 
introducing a self-selecting risk policy. An example for such a risk policy is offering migrants well-paid 
jobs without offering access to social security payments. This risk policy rests upon the assumption 
that only the desired group of young and well-educated migrants is risk-seeking and will therefore be 
attracted by this specific risk policy. However, since there is no strict relation between socio-
economic characteristics and risk-attitudes, such a risk policy could also attract risk-seeking but less 
skilled migrants. 
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Appendix 
Proof that the preference function used in my dissertation is indeed capable 
of dealing with risk-averse and risk-seeking individuals 
This section proofs exemplary for an exponential utility function where the argument of the function 
is normally distributed that the preference function of Equation (1) of Part A can be equally applied 
to risk-averse and risk-seeking decision-makers. In Part A it has simply been argued that choosing   
smaller than zero leads to a risk-seeking and   larger than zero to a risk-averse decision-maker. 
Expected utility for exponential utility function with normally distributed argument 
Start with the expected utility of a decision-maker with exponential utility function 
                  . 
Recall that for a log-normally distributed random variable      (where   is normally distributed) 
the expected value reads 
                                           
To compute the expected value, transform Y into a standard normally distributed random variable              leads to 
                                   
where capital letters denote the random variable and lowercase letters the realizations of the 
random variable. 
Adding          to the exponent of the above formula leads to 
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and, finally, 
                                              
Using the variable transformation          results in 
                                       
Since                     , it is eventually obtained 
                     
Note: In the context of exponential utility it holds      . Consequently, 
             
                 
Therefore, expected utility can be written as 
                                
Maximization of preference function for risk-averse decision-makers 
Rational decision-makers will maximize         which means 
                                          
For decision-makers with absolute risk-aversion, it holds     because then the utility function is 
concave. Since   is a positive constant and the exponential function is larger than zero by definition, 
maximizing expected utility is equivalent to  
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and, hence, 
                                     
Moreover, minimizing an exponential function is equivalent to minimizing its exponent 
                       
                           
As   is again smaller than zero for risk-averse decision-makers, this is results in 
                      
Maximization of preference function for risk-seeking decision-makers 
Risk-seeking decision-makers exhibit a negative risk preference parameter       because then the 
utility function is convex. Therefore, maximizing expected utility signifies 
                                         
or, since    is positive,  
                       . 
Moreover, maximizing an exponential function is identical to maximizing its exponent 
                       
                           
As   is smaller than zero for risk-averse decision-makers, this is equivalent to                      
