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We consider here a type of pseudo-monotone parametric variational inequalities on a class
of Banach spaces and show that such problems admit continuous (with respect to the
parameter) solutions, as long as generic existence and uniqueness conditions for these
solutions are satisﬁed. In particular, we show that such results are valid on a class of
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in Hilbert spaces, whenever strict monotonicity is present. We also provide examples to
illustrate the new results.
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1. Introduction
In this paper we generalize the main results of [2,3,5,7], namely we show that certain classes of parametric variational
inequalities admit continuous (with respect to the parameter) solutions, as long as generic existence and uniqueness con-
ditions for these solutions are satisﬁed. Our study is performed within the functional setting of a reﬂexive Banach space
(instead of an Euclidean space) and for some classes of (strictly or strongly) pseudo-monotone operators. In the process of
proving the main results (Theorems 4.1 and 4.2 of Section 4), we use the notion of Mosco convergence for sequences of
convex and closed sets and we give a new result for M-convergence of a general type of closed, convex sets (Section 3).
Variational inequalities proved to be a very useful and powerful tool for investigation and solution of many equilibrium
type problems in Economics, Engineering, Operations Research and Mathematical Physics. They provide a unifying frame-
work for the study of such diverse problems as boundary value problems, price equilibrium and traﬃc network equilibrium
problems. Moreover, they are closely related to many problems in Nonlinear Analysis, such as ﬁxed point, optimization and
complementarity problems. As a result, questions regarding solutions for variational inequality have been studied exten-
sively, and considerable advances have been made in this direction.
Historically the theory of variational inequalities, born in Italy in the sixties, was introduced to study elliptic problems
with unilateral conditions at the boundary (the celebrated Signorini problem [33]), the obstacle problem, the elastic plastic
problem, and other similar problems of mathematical physics. The pioneer works in this ﬁeld are due to G. Fichera (see [15])
and G. Stampacchia (see [34]) and were motivated by concrete problems, the ﬁrst in mechanics (a problem in elasticity
with a unilateral boundary condition) and the second in potential theory (in connection with capacity, a basic concept from
electrostatics). A further study of a special case of variational inequalities was done by J.L. Lions and G. Stampacchia in joint
papers [22] and [23], with applications to elliptic and parabolic unilateral boundary value problems. Around the same time,
H. Brezis (see [6]) introduced evolutionary variational inequalities (EVI).
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and books have been devoted to this topic. Various problems arising from the applied world (the traﬃc equilibrium prob-
lem, the spatial price equilibrium problem, the oligopolistic market equilibrium and the migration problems, as well as
vaccination strategy games; see [8–10,12,27,28]), were formulated in terms of ﬁnite-dimensional variational inequalities and
solved using this theory. In recent works, most of the above mentioned equilibrium problems have been considered in a
static setting, so the question was how to introduce time within the static variational inequality framework. The classical
approach to introduce time dependency in ﬁnite-dimensions is to consider parametric variational inequalities.
Regularity results close to ours in the framework of either parametric programming or parametric variational inequali-
ties have been obtained with different techniques, for instance, by S.M. Robinson (see [29]) and N.D. Yen (see [35]). More
recently (see e.g. [14]) another approach has been considered which is based on the formulation of the time dependent
problem as a variational inequality in some Lp space. Then, the connection with some pointwise (in time) equilibrium
condition is made and the problem can eventually be formulated as a parametric variational inequality. Although the is-
sue of parametric sensitivity analysis has been studied extensively, a general theory of regularity for solutions to the time
dependent variational inequalities above mentioned is not available to the best of our knowledge. In the papers [1,2] the
author studies the time dependent traﬃc equilibrium problem and, under some regularity assumptions on the data and the
use of set convergence, proves the continuity of the solution to the (linear strongly monotone and linear degenerate) vari-
ational inequalities under consideration (a particular quasi-variational inequality is also studied). The same author extends
the result in [3] to nonlinear strongly monotone variational inequalities and in [5] to nonlinear strictly monotone variational
inequalities.
The paper is organized as follows. In Section 2, we present the setting in which our results are obtained, in particular we
give the deﬁnition of three classes of pseudo-monotone operators in a Banach space. In Section 3, we recall the deﬁnition
of set convergence given by Mosco and prove a novel result for the M-convergence of a generic closed and convex sequence
of sets, whereas Section 4 will present the two main results regarding the continuity of solutions for parametric variational
inequalities with pseudo-monotone vector ﬁelds. Last but not least, in Section 5 we illustrate our results on concrete exam-
ples and we numerically compute the solutions to the chosen variational inequality problems. We close with a few remarks
and acknowledgements.
2. Parametric variational inequalities with pseudo-monotone mappings
In this section, we introduce some theoretical concepts related to the pseudo-monotone operators that we will use to
prove our results.
Let X be a real reﬂexive Banach space with topological dual X∗ , let I ⊆ S be a subset of a metric space S (it is useful for
applications to think of I as a time interval I ⊆ R), and let I × X  (t, x) → F (t, x) ∈ X∗ be a given map. The natural duality
pairing between X and X∗ will be denoted as usual by 〈·,·〉, while the norms in X and X∗ will be denoted by ‖ · ‖X and
‖ · ‖X∗ respectively. We shall denote the weak (resp. strong) convergence in X by ⇀ (resp. →); moreover we shall denote
by Kn
K−→ K and Kn M−−→ K respectively the Kuratowski–Painlevé and the Mosco convergence of sets (for a brief reminder
see Section 3 below). Finally we will speak about the weak (resp. strong) topology on S × X when endowing this product
with the metric topology on S times the weak (resp. strong) one on X .
We assume that, for any t ∈ I , the map F (t, ·) is hemicontinuous and pseudo-monotone; recall that, for any t ∈ I , F (t, ·)
is said to be hemicontinuous if, for any x ∈ X , the map
X ∈ ξ → 〈F (t, ξ), x− ξ 〉
is upper semi-continuous on X .
Deﬁnition 2.1. Let K ⊂ X , nonempty. A mapping F : I × K → X∗ is said to be:
(1) Pseudo-monotone on K , uniformly with respect to t ∈ I , if and only if〈
F (t, y), x− y〉 0 ⇒ 〈F (t, x), x− y〉 0, ∀x, y ∈ K .
(2) Strictly pseudo-monotone on K , uniformly with respect to t ∈ I , if and only if〈
F (t, y), x− y〉 0 ⇒ 〈F (t, x), x− y〉> 0, ∀x, y ∈ K .
(3) Strongly pseudo-monotone with degree α > 0 on K (strongly pseudo-monotone on K if α = 2), uniformly with respect to t ∈ I ,
if and only if there exists ν > 0 such that〈
F (t, y), x− y〉 0 ⇒ 〈F (t, x), x− y〉 ν‖x− y‖αX , ∀t ∈ I, ∀x, y ∈ K .
These mappings are widely used in [11,17,18,20]. We now introduce the deﬁnition of a parametric variational inequality.
For any t ∈ I let K (t) ⊆ X be a given (bounded or unbounded) nonempty closed convex set.
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F
(
t, x(t)
)
, y(t) − x(t)〉 0, ∀y(t) ∈ K (t). (1)
For any t ∈ I let K (t) ⊆ X be a given (bounded or unbounded) nonempty closed convex set.
If K (t) is unbounded, then we impose a coercivity assumption upon the mapping F on the set K (t), i.e. there exists an
element ϕ ∈ K (t) such that
lim‖x‖X→+∞
〈F (t, x) − F (t,ϕ), x− y〉
‖x− ϕ‖X = +∞.
Under the assumptions above, for any ﬁxed t ∈ I , the following variational inequality admits at least a solution x(t) ∈ K (t)
(see for instance [19]):〈
F
(
t, x(t)
)
, y(t) − x(t)〉 0, ∀y(t) ∈ K (t). (2)
In this paper we are interested to study under what conditions the solutions to problem (2) are continuous in t; as can
be seen below, we will need to assume in our analysis that problem (2) has a unique solution.
Before proving the continuity result, we need to recall some concepts about the sets convergence, which we do brieﬂy
in the next section.
3. Set convergence in Mosco’s sense
In his pioneering work [26], U. Mosco introduced a special convergence for convex closed subsets of a normed space X ,
in which both the strong and weak topologies of X are involved. Let us notice, incidentally, that this convergence can
be deﬁned in any locally convex topological vector space. Moreover, U. Mosco dealt with the convergence of solutions for
variational inequalities with monotone operators, where both monotone operators and convex sets are perturbed using
different topologies for upper and lower limits. This deﬁnition generalizes the classical Hausdorff deﬁnition of a metric for
the space of closed subsets of a (compact) metric space.
We begin with two classical notions of convergence for subsets of a given metric space (X,d) (for a general presentation
of set convergence and, in general, of hyperspaces topologies see, for instance, [16]). The ﬁrst one was introduced in the
50s by Kuratowski (see [21]; see also [31,32]); the second one, introduced in the 60s by Mosco (see [26,30] and reference
therein), generalizes the previous one, and is useful in several branches of pure and applied mathematics.
Let X be a nonempty set endowed with two topologies σ ⊆ τ . In this paper we will only deal with sequences
{xn}n∈N ⊆ X ; therefore in this section we will omit the word sequentially when speaking about convergence; moreover,
for our purposes, we need just notions of set convergence, so we will not introduce any particular hyperspace topology.
Let {Kn}n∈N be a sequence of subsets of X . Recall that
τ − limnKn =
{
x ∈ X: ∃{xn}n∈N eventually in Kn such that xn τ−→ x
}
,
and
σ − limnKn =
{
x ∈ X: ∃{xn}n∈N frequently in Kn such that xn σ−→ x
}
,
where eventually means that there exists δ ∈ N such that xn ∈ Kn for any n  δ, and frequently means that there exists an
inﬁnite subset N ⊆ N such that xn ∈ Kn for any n ∈ N (in this last case, according to the notation given above, we also write
that there exists a subsequence {xkn }n∈N ⊆ {xn}n∈N such that xkn ∈ Kkn ). We stress that these notions should not be confused
with the standard set theoretic inf and sup limits. By deﬁnitions it follows immediately that τ − limnKn ⊆ σ − limnKn .
Deﬁnition 3.1. We say that Kn (σ ,τ )-converges to some subset K ⊆ X , and we brieﬂy write Kn (σ ,τ )−−−−→ K , if τ − limnKn =
σ − limnKn = K . Thus, in order to verify that Kn (σ ,τ )−−−−→ K , it suﬃces to check that
• σ − limnKn ⊆ K , i.e. for any sequence {xn}n∈N frequently in Kn such that xn σ−→ x for some x ∈ S , then x ∈ K ;
• K ⊂ τ − limnKn , i.e. for any x ∈ K there exists a sequence {xn}n∈N eventually in Kn such that xn τ−→ x.
Finally we are now able to recall the Kuratowski and Mosco convergence of sets.
Deﬁnition 3.2.
(1) Let (X,d) be a metric space such that σ = τ = τd is exactly the metric topology. In this case the (σ ,τ )-convergence is
called Kuratowski convergence of sets; it will be denoted by Kn
K−→ K .
(2) Let X be a normed space, moreover let σ and τ be respectively the weak and the strong topology on X . In this case
the (σ ,τ )-convergence is called Mosco convergence of sets; it will be denoted by Kn
M−−→ K .
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space, and to speak about closed convex sets when referring to Mosco convergence in the setting of a Banach space. From
the very deﬁnition it follows that if X is a normed space, σ and τ = τd are respectively the weak and the strong topology,
then Kn
M−−→ K implies Kn K−→ K ; the reverse is evidently not true in general. Moreover it is clear that if X is a ﬁnite-
dimensional vector space than the two notions of convergence coincide: in this case we will simply write Kn → K as well
as limnKn and limnKn .
We observe that the Mosco convergence can be also expressed as follows.
Remark 3.1. Let (X,‖ · ‖) be a mormed space of and K a closed, nonempty, convex subset of X . A sequence of nonempty,
closed, convex sets Kn converges to K in Mosco’s sense, as n → +∞, i.e. Kn → K , if and only if.
(M1) for any x ∈ K , there exists a sequence {xn}n∈N strongly converging to x in X such that xn lies in Kn for all n ∈N,
(M2) for any subsequence {xn}n∈N weakly converging to x in X , such that xn lies in Kn for all n ∈ N, then the weak limit x
belongs to K .
4. Regularity results for pseudo-monotone variational inequalities
In this section we present two continuity results for parametric variational inequalities associated to pseudo-monotone
operators, in the setting introduced in Section 2, more precisely, we prove that solutions to such problems are continuous
with respect to the parameter t . We ﬁrst prove a result for variational inequalities associated with a strongly pseudo-
monotone operator with degree α > 1; then we present a second result which generalizes the ﬁrst to inequalities associated
with a strictly pseudo-monotone operator, but on a Hilbert space. The generalization will be possible making use of a
regularization procedure, namely in this paper we study the solution set of a variational inequality associated to a strictly
pseudo-monotone operator via a 1-parameter family of variational inequalities associated to a strongly pseudo-monotone
operator. In both cases, we rely on the results of Section 3.
Let X be a real reﬂexive Banach space, let I ⊆ S be a subset of a metric space S , let K (t) be a set of Rm and let
F : I × K → X∗ be a function. Let us consider the variational inequality〈
F
(
t, x(t)
)
, y(t) − x(t)〉 0, ∀y(t) ∈ K (t), (3)
and we prove the following result.
Theorem 4.1. Let X be a real reﬂexive Banach space, let I ⊆ S be a subset of a metric space S, let K (t) be a subset of Rm verifying the
Mosco’s convergence, let F : I × K → X∗ be a completely continuous function, F (t, ·) is strongly pseudo-monotone with degree α > 1.
Then the solution map of (3) I  t → x(t) ∈ X is continuous on I .
Proof. Let x(tn) be the unique solution of the variational inequality〈
F
(
tn, x(tn)
)
, y(tn) − x(tn)
〉
 0, ∀y(tn) ∈ K (tn). (4)
Fixing t ∈ I , it suﬃces to verify that for any {tn}n∈N ⊆ I such that tn → t , we have that x(tn) → x(t). Under our hypothesis
the generalized version of the Minty–Browder lemma (see for instance [25]) holds, that is, for any s ∈ I we have〈
F
(
s, y(s)
)
, y(s) − x(s)〉 0, ∀y(s) ∈ K (s).
From (M1) applied to x(t) ∈ K (t), there exists a sequence v(tn) such that v(tn) ∈ K (tn) for n large enough and, moreover,
v(tn) → x(t): it follows that F (tn, v(tn)) → F (t, x(t)) because of the continuity hypothesis on F . Setting, for n large enough,
y(tn) = v(tn) in (4), we have〈
F
(
tn, x(tn)
)
, v(tn) − x(tn)
〉
 0.
From the strongly pseudo-monotonicity with degree α > 1 assumption we obtain
ν
∥∥v(tn) − x(tn)∥∥αX  〈F (tn, v(tn)), v(tn) − x(tn)〉 ∥∥F (tn, v(tn))∥∥X∗∥∥v(tn) − x(tn)∥∥X
and, consequently,∥∥v(tn) − x(tn)∥∥X  ν 11−α ∥∥F (tn, v(tn))∥∥ 1α−1X∗ .
It follows that∥∥x(tn)∥∥X  ∥∥x(tn) − v(tn)∥∥X + ∥∥v(tn)∥∥X  ν 11−α ∥∥F (tn, v(tn))∥∥ 1α−1X∗ + ∥∥v(tn)∥∥X ,
so that {x(tn)}n∈N is bounded. Based on the reﬂexivity of X , there exists v ∈ X and there exists a subsequence denoted again
by {x(tn)}n∈N , such that x(tn) ∈ K (tn), and, moreover, x(tn) ⇀ v . Taking into account the second condition of the Mosco’s
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obtain〈
F (tn, yn), y(tn) − x(tn)
〉
 0, ∀y(tn) ∈ K (tn).
Applying again (M1) for any y(t) ∈ K (t), one can ﬁnd {y(tn)}n∈N such that y(tn) ∈ K (tn) for n large enough and, moreover,
y(tn) → y(t); hence we get〈
F
(
tn, y(tn)
)
, y(tn) − x(tn)
〉
 0.
Letting n → +∞ it follows that:〈
F
(
t, y(t)
)
, y(t) − v〉 0, ∀y(t) ∈ K (t).
Applying Minty–Browder’s lemma once more we obtain〈
F (t, v), y(t) − v〉 0, ∀y(t) ∈ K (t).
From the uniqueness of solution to (3) it follows that v = x(t) and that x(tn) ⇀ x(t).
The proof is complete keeping in mind complete continuity of F , the inequality
ν
∥∥x(tn) − v(tn)∥∥αX  〈F (tn, v(tn)), v(tn) − x(tn)〉,
and the fact that (x(tn) − v(tn)) ⇀ 0. 
Now, we want to prove that the unique solution to a variational inequality with a strictly pseudo-monotone operator, in
a Hilbert space, is a mapping continuous on I . In order to obtain this result, it is necessary to make a remark concerning
generic variational inequalities with strictly pseudo-monotone operators.
Remark 4.1. Let X be a real Hilbert space and let K (t) ⊆ Rm be a given nonempty closed convex set for any ﬁxed t ∈ I .
Let id : I × K → X be the identity operator. Further, for every ε > 0 and for any ﬁxed t ∈ I , let us consider the following
perturbed variational inequality〈
F
(
t, x(t)
)+ ε id x(t), y(t) − x(t)〉 0, ∀y(t) ∈ K (t). (5)
If this inequality admits a unique solution, say xε , then by virtue of Theorem 4.1. this solution is continuous on I .
With this in mind, we can now prove the continuity result for variational inequalities with strictly pseudo-monotone
operators. For any ﬁxed t ∈ I , let us consider the variational inequality〈
F
(
t, x(t)
)
, y(t) − x(t)〉 0, ∀y(t) ∈ K (t). (6)
We suppose that the operator F (t, ·) is strictly pseudo-monotone and all the hypotheses that guarantee the existence and
uniqueness of a solution to (6) are satisﬁed. Then, the following result holds.
Theorem 4.2. Let X be a real Hilbert space, let I ⊆ S be a subset of a metric space S, let K (t) be a nonempty closed convex and bounded
set of X , uniformly with respect to t ∈ I , and verifying theMosco’s convergence. Let F : I×K → X∗ be a completely continuous function
so that F (t, ·) is strictly pseudo-monotone uniformly with respect to t ∈ I . Then the solution map of (6) I  t → x(t) ∈ X is continuous
on I .
Proof. Let us consider the solution x(t) to variational inequality (6) and the solution x(tn) to the following variational
inequality〈
F
(
tn, x(tn)
)
, y(tn) − x(tn)
〉
 0, ∀y(tn) ∈ K (tn), ∀n ∈N. (7)
Fixing t ∈ I , it suﬃces to verify that for any {tn}n∈N ⊆ I such that tn → t , then x(tn) → x(t).
Let xε(t) be the unique solution of perturbed strongly pseudo-monotone variational inequality (5), namely xε(t) ∈ K (t)
and 〈
F
(
t, xε(t)
)+ ε id xε(t), y(t) − xε(t)〉 0, ∀y(t) ∈ K (t). (8)
Taking into account Theorem 4.1, it results that xε(t) is a continuous function on I . Then the solutions xε(tn) to the following
evolutionary variational inequalities〈
F
(
tn, xε(tn)
)+ ε id xε(tn), y(tn) − xε(tn)〉 0, ∀y(tn) ∈ K (tn), (9)
∀n ∈N, converge to xε(t), as n → +∞.
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namely xε ∈ K (t) and〈
F
(
t, xε(t)
)+ ε id xε(t), y(t) − xε(t)〉 0, ∀y(t) ∈ K (t). (10)
Setting y(t) = x(t) in (8) we get〈
F
(
t, xε(t)
)
, x(t) − xε(t)
〉+ ε〈xε(t), x(t) − xε(t)〉 0. (11)
Moreover, setting y = xε(t) in (6) we have〈
F
(
t, x(t)
)
, xε(t) − x(t)
〉
 0. (12)
From the strict pseudo-monotonicity of F (t, ·), uniformly with respect to t ∈ I , and relation (12) it follows that〈
F
(
t, xε(t)
)
, xε(t) − x(t)
〉
> 0.
Then, by (11), we obtain
ε
〈
xε(t), x(t) − xε(t)
〉
 0,
and dividing by ε > 0, we have〈
xε(t), x(t) − xε(t)
〉
 0. (13)
Taking into account (13), one has∥∥xε(t)∥∥2  〈id xε(t), x(t)〉 ∥∥x(t)∥∥∥∥xε(t)∥∥, in [0, T ],
which implies∥∥xε(t)∥∥ ∥∥x(t)∥∥.
Since x(t) ∈ K (t), and K (t) is a family of uniformly bounded sets of X it results∥∥x(t)∥∥ C1,
with C1 a constant independent on ε, so that {xε(t)}ε is bounded. Based on the reﬂexivity of X , there exists v ∈ X and there
exists a subsequence denoted again by {xε(t)}ε , such that xε(t) ∈ K (t), and, moreover, xε(t) ⇀ v . Taking into account the
closedness of K (t) we get that v ∈ K (t). Now we prove that v = x(t). Then, we consider the following variational inequality〈
F
(
t, y(t)
)+ ε id y(t), y(t) − xε(t)〉 0, ∀y(t) ∈ K (t)
and letting ε → 0, it results〈
F
(
t, y(t)
)
, y(t) − v〉 0, ∀y(t) ∈ K (t). (14)
From Minty’s lemma, we have that (14) is equivalent to the following variational inequality〈
F (t, v), y(t) − v〉 0, ∀y(t) ∈ K (t). (15)
Hence (15) implies that v is a solution to (6). Since the solution to (6) is unique, then we conclude that the sequence
{xε(t)}ε weakly converges to x(t), as ε → 0.
Now, we set y(tn) = x(tn), ∀n ∈N, in (9),〈
F
(
tn, xε(tn)
)
, x(tn) − xε(tn)
〉+ ε〈xε(tn), x(tn) − xε(tn)〉 0, (16)
and y(tn) = xε(tn), ∀n ∈N, in (7) it results, ∀n ∈ N〈
F
(
tn, x(tn)
)
, xε(tn) − x(tn)
〉
 0,
but, from the strict pseudo-monotonicity assumption of the function F (t, ·), uniformly with respect to t ∈ I , it follows that〈
F
(
tn, xε(tn)
)
, xε(tn) − x(tn)
〉
> 0, ∀n ∈ N.
Then, from (16) we have
ε
〈
xε(tn), x(tn) − xε(tn)
〉
 0, ∀n ∈N,
and proceeding as above, we have
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where C2 is a constant independent on ε and on n ∈ N.
From the ﬁrst part of the proof, we then have
xε(tn) ⇀ x˜(tn), as ε → 0, ∀n ∈ N,
with x˜(tn) ∈ K (tn) and such that〈
F
(
tn, x˜(tn)
)
, y(tn) − x˜(tn)
〉
 0, ∀y(tn) ∈ K (tn), ∀n ∈N.
Since the solution to (7) is unique, it results
x˜(tn) = x(tn), ∀n ∈ N,
and, passing to the weak-limit as ε → 0 in (17), we have∥∥x(tn)∥∥ C2, ∀n ∈ N.
Then the sequence {x(tn)}n∈N is bounded, that implies the existence of a subsequence denoted again by {x(tn)}n∈N , such
that x(tn) ∈ K (tn), ∀n ∈N, and, moreover, weakly converging in X to an element x(t) of X , namely
x(tn) ⇀ x(t), as n → +∞.
Taking into account the variational inequality〈
F
(
tn, y(tn)
)
, y(tn) − x(tn)
〉
 0, ∀y(tn) ∈ K (tn),
and passing to the limit as n → +∞, it follows〈
F
(
t, y(t)
)
, y(t) − x(t)〉 0, ∀y(t) ∈ K (t).
From the generalized version of the Minty–Browder lemma, we have that x(t) is a solution to (6). Since this variational
inequality has a unique solution, it follows that
x(t) = x(t).
The same result holds for each subsequence and therefore
x(tn) → x(t),
and the proof is now complete. 
5. Mosco’s convergence of a general class of sets
In this section, we show that a lot of set satisfy the Mosco’s convergence. In this way, we extend a previous result proved
in [2] for the feasible set of dynamic traﬃc equilibrium problem. The next generalization is very important to the study of
regularity results for a new class of dynamic equilibrium problems that we talk in the next section.
Proposition 5.1. Let λ,μ ∈ C([0, T ],Rm+) such that λ < μ,1 let b ∈ C([0, T ],Rl+) be vector-functions, let A ∈ C([0, T ],Rl×m+ ) be a
matrix-function and let {tn}n∈N ⊆ [0, T ] be a sequence such that tn → t ∈ [0, T ], as n → +∞. Then, the sequence of sets
K(tn) =
{
x(tn) ∈ Rm: λ(tn) x(tn)μ(tn), A(tn)x(tn) = b(tn)
}
,
∀n ∈N, converges to
K(t) = {x(t) ∈Rm: λ(t) x(t)μ(t), A(t)x(t) = b(t)},
as n → +∞, in Mosco’s sense.
1 From here onward we always set x y, for every x, y ∈ C([0, T ],Rm+), if and only if xi  yi , for every i = 1,2, . . . ,n.
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such that tn → t ∈ [0, T ], as n → +∞, it is enough to show that conditions (M1) and (M2) hold.
For the ﬁrst condition, let x(t) ∈K(t) be ﬁxed and, for each j, 1 j  l, let us set
A j =
{
r ∈ {1,2, . . . ,m}: a jr(t) = 0, xr(t) = λr(t)
}
,
B j =
{
r ∈ {1,2, . . . ,m}: a jr(t) = 0, xr(t) = μr(t)
}
,
C j =
{
r ∈ {1,2, . . . ,m}: a jr(t) = 0, λr(t) < xr(t) < μr(t)
}
.
Let us assume that C j = ∅ and let us observe that for each r ∈ C j it results
lim
n→+∞μr(tn) −
[
xr(t) + b j(tn) −
∑m
r=1 a jr(tn)xr(t)∑
r∈C j a jr(tn)
−
∑
r∈A j a jr(tn)[λr(tn) − λr(t)]∑
r∈C j a jr(tn)
−
∑
r∈B j a jr(tn)[μr(tn) − μr(t)]∑
r∈C j a jr(tn)
]
= μr(t) − xr(t) > 0,
lim
n→+∞ xr(t) +
b j(tn) −∑mr=1 a jr(tn)xr(t)∑
r∈C j a jr(tn)
−
∑
r∈A j a jr(tn)[λr(tn) − λr(t)]∑
r∈C j a jr(tn)
−
∑
r∈B j a jr(tn)[μr(tn) − μr(t)]∑
r∈C j a jr(tn)
− λr(tn)
= xr(t) − λr(t) > 0.
Then there exists an index ν j such that for n > ν j and r ∈ C j we have
λr(tn) xr(t) + b j(tn) −
∑m
r=1 a jr(tn)xr(t)∑
r∈C j a jr(tn)
−
∑
r∈A j a jr(tn)[λr(tn) − λr(t)]∑
r∈C j a jr(tn)
−
∑
r∈B j a jr(tn)[μr(tn) − μr(t)]∑
r∈C j a jr(tn)
μr(tn).
Hence we can consider a sequence x(tn) such that:
• for n > ν j and a jr(t) = 0, j = 1,2, . . . , l
xr(tn) =
⎧⎪⎨⎪⎩
λr(tn) for r ∈ A j,
μr(tn) for r ∈ B j,
xr(t) + b j(tn)−
∑m
r=1 a jr(tn)xr (t)∑
r∈C j a jr (tn)
−
∑
r∈A j a jr(tn)[λr (tn)−λr (t)]∑
r∈C j a jr(tn)
−
∑
r∈B j a jr(tn)[μr (tn)−μr (t)]∑
r∈C j a jr(tn)
for r ∈ C j;
• and for n ν j , a jr(t) = 0, j = 1,2, . . . , l
xr(tn) = PK(tn)xr(t),
where PK(tn) denotes the Hilbertian projection on K(tn).
Obviously if n ν j it results xr(tn) ∈ K(tn), whereas for n > ν j we have
λr(tn) xr(tn)μr(tn)
and
m∑
r=1
a jr(tn)xr(tn) =
m∑
r=1
a jr(tn)xr(t) +
∑
r∈A j
a jr(tn)
[
λr(tn) − λr(t)
]+ ∑
r∈B j
a jr(tn)
[
μr(tn) − μ(t)
]
+
∑
r∈C j
a jr(tn)
b j(tn) −∑mr=1 a jr(tn)xr(t)∑
r∈C j a jr
−
∑
r∈C j
a jr(tn)
∑
r∈A j a jr(tn)[λr(tn) − λr(t)]∑
r∈C j a jr(t)
−
∑
r∈C j
a jr(tn)
∑
r∈B j a jr(tn)[μr(tn) − μr(t)]∑
r∈C j a jr(tn)
= b j(tn).
So x(tn) ∈K(tn), ∀n ∈ N and it follows that limn→+∞ x(tn) = x(t).
Now, let us assume that C j = ∅ and let us observe that it results
lim
n→+∞
[
λr(tn) + 1∑
r∈A j a jr(tn)
max
(
0,b j(tn) −
∑
r∈A j
a jr(tn)λr(tn) −
∑
r∈B j
a jr(tn)μr(tn)
)]
− μr(tn)
= λr(t) − μr(t) < 0, r ∈ A j,
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lim
n→+∞
[
μr(tn) + 1∑
r∈B j a jr(tn)
min
(
0,b j(tn) −
∑
r∈A j
a jr(tn)λr(tn) −
∑
r∈B j
a jr(tn)μr(tn)
)]
− λr(tn)
= μr(t) − λr(t) > 0, r ∈ B j .
Then there exists an index ν j such that for n > ν j it results
λr(tn) λr(tn) + 1∑
r∈A j a jr(tn)
max
(
0,b j(tn) −
∑
r∈A j
λr(tn) −
∑
r∈B j
μr(tn)
)
μr(tn),
λr(tn)μr(tn) + 1∑
r∈B j a jr(tn)
min
(
0,b j(tn) −
∑
r∈A j
λr(tn) −
∑
r∈B j
μr(tn)
)
μr(tn).
So, we can choose the sequence x(tn) in the following way:
• for n > ν j , a jr(t) = 0, j = 1,2, . . . , l
xr(tn) =
⎧⎨⎩
λr(tn) + 1∑
r∈A j a jr(tn)
max(0,b j(tn) −∑r∈A j a jr(tn)λr(tn) −∑r∈B j a jr(tn)μr(tn)) for r ∈ A j,
μr(tn) + 1∑
r∈B j a jr (tn)
min(0,b j(tn) −∑r∈A j a jr(tn)λr(tn) −∑r∈B j a jr(tn)μr(tn)) for r ∈ B j;
• whereas for n ν j , a jr(t) = 0, j = 1,2, . . . , l
xr(tn) = PK(tn)xr(t).
It follows that limn→+∞ F (tn) = F (t) and for n > ν j
m∑
r=1
a jr(tn)xr(tn) =
∑
r∈A j
a jr(tn)λr(tn) +max
(
0,b j(tn) −
∑
r∈A j
a jr(tn)λr(tn) −
∑
r∈B j
a jr(tn)μr(tn)
)
+
∑
r∈B j
a jr(tn)μr(tn)
+min
(
0,b j(tn) −
∑
r∈A j
a jr(tn)λr(tn) −
∑
r∈B j
a jr(tn)μr(tn)
)
= b j(tn).
The proof of ﬁrst condition (M1) has been obtained.
For the second one, let {x(tn)}n∈N be a ﬁxed sequence, with x(tn) ∈ K(tn), ∀n ∈ N, such that x(tn) ⇀ x(t) (weakly) in Rm .
Since Rm is a ﬁnite-dimensional space, the weak convergence is equivalent to x(tn) → x(t) (strongly) in Rm . It remains to
prove that x(t) ∈K(t). From x(tn) ∈ K(tn), ∀n ∈N, we have
λ(tn) x(tn)μ(tn), ∀n ∈ N, (18)
m∑
r=1
a jr(tn)xr(tn) = b j(tn), ∀n ∈N, j = 1,2, . . . , l. (19)
Passing to the limit for n → +∞ in (18), and using the continuity of λ and μ on [0, T ], we obtain
λ(t) x(t)μ(t),
and, from (19), we have for the continuity of b on [0, T ]
m∑
r=1
a jr(t)xr(t) = b j(t), j = 1,2, . . . , l.
Then
x(t) ∈ K(t),
so second condition (M2) has also been proved.
Hence, we conclude that
K(tn) →K(t) in Mosco’s sense,
when tn → t ∈ [0, T ]. 
Now, we show that the set K(t) is uniformly bounded in [0, T ].
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Proposition 5.2. Let λ,μ ∈ C([0, T ],Rm+) such that λ < μ, let b ∈ C([0, T ],Rl+) be vector-functions, let A ∈ C([0, T ],Rl×m+ ) be a
matrix-function. Then, the set
K(t) = {x(t) ∈Rm: λ(t) F (t)μ(t), A(t)x(t) = b(t)},
is uniformly bounded in [0, T ].
Proof. Let us ﬁx an arbitrary vector-ﬂow x(t) in K(t), then
λ(t) x(t)μ(t).
Since 0 λ < μ and μ ∈ C([0, T ],Rm+), it follows∥∥x(t)∥∥m  maxt∈[0,T ]μ(t) = C, in [0, T ],
where C is a constant independent on t ∈ [0, T ]. 
6. Examples
In this section we present two theoretical examples with computations in order to illustrate both Theorems 4.1 and 4.2.
We note that, although Theorem 4.1 is valid in a reﬂexive B-space, here we limit ourselves to the H-space L2. We do
this in order to be able to apply the computational procedure in [4] for numerically approximating the solution. Another
method has been proposed in [11]. In essence, both numerical procedures simply consider a sequence of divisions of the
interval [0, T ] and for each such division, one computes the solutions of the underlying sequence of ﬁnite-dimensional
variational inequalities; lastly, the points thusly obtained are interpolated, obtaining one approximate solution of the EVI. It
is then shown that the sequence of all such solutions converges to the solution of the EVI.
In our examples below, we compute in fact an approximate solution to the EVI problems considered. Theorems 4.1
and 4.2 (illustrated by Examples 2 and 1 respectively) ensure the solutions of the EVI problems are continuous, provided
the conditions of the theorems are satisﬁed. So we concentrate in showing that the conditions of the theorems are satisﬁed
ﬁrst, then we compute an approximate solution and we show its shape in Figs. 1 and 2 respectively.
A last observation before we proceed concerns the fact that we show below, in detail, concrete examples of mappings F
which are strictly or strongly pseudo-monotone, but not monotone. These examples are far from trivial. In fact, from the
huge body of literature where these conditions are commonly used, there are very few publications with concrete examples
of such mappings. Previous work with examples in Rn is [18]. Our work here shows two such examples, with explicit
calculations for the strong monotonicity constant η.
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Example 1. To illustrate Theorem 4.2, we consider the subset K of the space L2([0, T ],R3), given by
K =
{
x ∈ L2([0, T ],R3): 0 < λ(t) x(t)μ(t), 3∑
i=1
ξ ji xi(t) = ρ j(t), a.e. in [0, T ]
}
,
where ρ(t) = (ρ1(t),ρ2(t))  (0,0), λ1(t) > 0, for all t , and (ξ ji) =
( 1 1 1
1 1 0
)
, a.e. on [0, T ]. We note that K(t) ⊂ R3, for a.e.
t ∈ [0, T ]. We also consider the mapping
F : [0, T ] × L2([0, T ],R3)→ L2([0, T ],R3),
F (t, x) = (3x1(t) − x2(t) + 5x3(t) + t,3/2x1(t) − 4x2(t) + 1/2x3(t) − 2t,2x1(t) − 3x2(t) + 2x3(t) − t).
It is easy to see that F is continuous in (t, x).
Further, we want to show that F is strictly pseudo-monotone on K. Since any strictly monotone mapping is also strictly
pseudo-monotone on K, and since there are examples in the literature [18] of such mappings, our example here is chosen
so that, in fact, F is not strictly monotone on K, but it is strictly pseudo-monotone. First, we show that for an arbitrarily
chosen t ∈ [0, T ], F (t, ·) is not strictly monotone. To do this we use the result in [28], noting that the mapping is continuous
and differentiable in all variables, hence we compute the Jacobian J F (t,·) and note that its symmetric part is not positive
semi-deﬁnite on K(t).
We show next that for an arbitrarily chosen t ∈ [0, T ], F (t, ·) is in fact strictly pseudo-monotone on K(t), i.e.〈
F
(
t, y(t)
)
, x(t) − y(t)〉 0 ⇒ 〈F (t, x(t)), x(t) − y(t)〉> 0, ∀x(t) = y(t) ∈ K(t).
Let us look at 〈F (t, y(t)), x(t) − y(t)〉 0 explicitly. Then
〈
F
(
t, y(t)
)
, x(t) − y(t)〉 0 ⇐⇒ 3∑
i=1
Fi
(
t, y(t)
)[
xi(t) − yi(t)
]
 0.
Noticing that the constraint
∑3
i=1 xi(t) = ρ1(t) =
∑3
i=1 yi(t) gives
−(x3(t) − y3(t))= x1(t) − y1(t) + x2(t) − y2(t),
we have that〈
F
(
t, y(t)
)
, x(t) − y(t)〉 0 ⇐⇒[
F1
(
t, y(t)
)− F3(t, y(t))][x1(t) − y1(t)]+ [F2(t, y(t))− F3(t, y(t))][x2(t) − y2(t)] 0
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(F2 − F3)
(
t, z(t)
)= −1/2(F1 − F3)(t, z(t)), ∀z(t) ∈ K(t); (20)
this reduces to〈
F
(
t, y(t)
)
, x(t) − y(t)〉 0 ⇐⇒ [F1(t, y(t))− F3(t, y(t))][x1(t) − y1(t) − x2(t)
2
+ y2(t)
2
]
 0. (21)
From the second constraint in K(t) we have that x1(t) − y1(t) = −(x2(t) − y2(t)), hence〈
F
(
t, y(t)
)
, x(t) − y(t)〉 0 ⇐⇒ 3/2(F1(t, y(t))− F3(t, y(t)))(x1(t) − y1(t)) 0.
Finally we note that F1(t, z(t)) − F3(t, z(t)) = z1(t) + 2z2(t) + 3z3(t) + 2t , ∀z(t) ∈ K(t), hence the last inequality is satisﬁed
iff x1(t) y1(t).
With this in mind, following an analogous computation we ﬁnd that〈
F
(
t, x(t)
)
, x(t) − y(t)〉= 3/2(x1(t) + 2x2(t) + 3x3(t) + 2t)(x1(t) − y1(t))
and we claim that this is strictly positive for all x(t) = y(t) ∈K(t). The claim holds, since 3/2(x1(t)+2x2(t)+3x3(t)+2t) > 0
from the deﬁnition of K, and if we assume that there exists x = y with x2 = y2, then this will imply that x1 = y1 and
x3 = y3, contradicting the assumption, therefore F is strictly pseudo-monotone on K.
At least, we prove that F is not strictly monotone on K. In fact, let x, y ∈ K be two different vectors, such that x1 = y1,
x2 = y2 and x3 = y3, we have〈
F
(
t, x(t)
)− F (t, y(t)), x(t) − y(t)〉
= [3(x1(t) − y1(t))− (x2(t) − y2(t))+ 5(x3(t) − y3(t))](x1(t) − y1(t))
+ [3/2(x1(t) − y1(t))− 4(x2(t) − y2(t))+ 1/2(x3(t) − y3(t))](x2(t) − y2(t))
+ [2(x1(t) − y1(t))− 3(x2(t) − y2(t))+ 2(x3(t) − y3(t))](x3(t) − y3(t))
= −4(x2(t) − y2(t))2 < 0.
Now, we consider the parametric variational inequality associated to the previous operator F :
x(t) ∈K(t): 〈F (t, x(t)), y(t) − x(t)〉 0, ∀y(t) ∈K(t),
where λ1(t) = t + 1, λ2(t) = t , λ3(t) = t , μ1(t) = 2t + 4, μ2(t) = 3t , μ3(t) = 2t + 5, T = 10, ρ1(t) = 3t + 1, ρ2(t) = 2t + 1. To
compute the solution we apply the direct method from (see [12,13,24]). We obtain the solution x(t) = (t + 1, t, t) that is a
continuous function in [0, T ].
Example 2. Let us now consider the subset K given by
K =
{
x ∈ L2([0, T ],R3) ∣∣∣ 0 < λ(t) x(t)μ(t), 3∑
i=1
ξ ji xi(t) = ρ j(t), a.e. in [0, T ]
}
,
where ρ(t) = (ρ1(t),ρ2(t)) (0,0), λ1(t) > 0, for all t , and (ξ ji) =
( 1 1 1
1 1/2 0
)
, a.e. on [0, T ]. We note that K(t) ⊂ R3, for a.e.
t ∈ [0, T ].
Consider the mapping
F : [0, T ] × L2([0, T ],R3)→ L2([0, T ],R3),
F (t, x) = (3x1(t) − x2(t) + x3(t),3/2x1(t) − 4x2(t) + x3(t),2x1(t) − 3x2(t) + x3(t)).
We see that F (t, x) is continuous and, as in Example 1, we can show that F (t, x) is not strongly monotone. Let t ∈ [0, T ]
be arbitrarily ﬁxed and let us look at the mapping F (t, ·) : K(t) → R3; it is obviously differentiable and linear, hence it
is strongly monotone iff its Jacobian is positive deﬁnite (see [28]). However, the symmetric part of the Jacobian has one
negative eigenvalue, therefore J F (t,·) is not positive deﬁnite and so F (t, ·) is not strongly monotone.
However, following a similar technique and logic as in the ﬁrst example, we show that F (t, x(t)) is strongly pseudo-
monotone on K, with η := 2(λ1+2λ2)3(μ1−λ1) > 0 and α = 2. First we see that〈
F
(
t, y(t)
)
, x(t) − y(t)〉 0, ∀x(t) = y(t) ∈K(t)
is equivalent to
3/2
(
y1(t) + 2y2(t)
)(
x1(t) − y1(t)
)
 0, ∀x(t) = y(t) ∈K(t)
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F
(
t, x(t)
)
, x(t) − y(t)〉= 3/2(x1(t) + 2x2(t))(x1(t) − y1(t))
and we want to ﬁnd η > 0 so that
3/2
(
x1(t) + 2x2(t)
)(
x1(t) − y1(t)
)
 η
∥∥x(t) − y(t)∥∥2.
We ﬁrst compute the right-hand side:
∥∥x(t) − y(t)∥∥2 = 3∑
i=1
(
xi(t) − yi(t)
)2 = 9/4(x1(t) − y1(t))2.
Since x1(t) y1(t) implies that
(
x1(t) + 2x2(t)
)
 3η
2
(
x1(t) − y1(t)
)
.
But we have that
(
x1(t) + 2x2(t)
)
 (λ1 + 2λ2) 3η
2
(μ1 − λ1) 3η
2
(
x1(t) − y1(t)
)
.
So taking η := 2(λ1+2λ2)3(μ1−λ1) and α := 2, the proof is complete.
Now, we prove that F is not strongly monotone on K. In fact, let x, y ∈ K be two different vectors, such that x1 = y1,
x2 = y2 and x3 = y3, we get〈
F
(
t, x(t)
)− F (t, y(t)), x(t) − y(t)〉
= [3(x1(t) − y1(t))− (x2(t) − y2(t))+ (x3(t) − y3(t))](x1(t) − y1(t))
+ [3/2(x1(t) − y1(t))− 4(x2(t) − y2(t))+ (x3(t) − y3(t))](x2(t) − y2(t))
+ [2(x1(t) − y1(t))− 3(x2(t) − y2(t))+ (x3(t) − y3(t))](x3(t) − y3(t))
= −4(x2(t) − y2(t))2 < 0.
Finally, we consider the parametric variational inequality associated to the previous operator F :
x(t) ∈ K(t): 〈F (t, x(t)), y(t) − x(t)〉 0, ∀y(t) ∈ K(t),
where λ1 = λ3 = 0, λ2 = 5, μ1 = μ2 = μ3 = 100, T = 10, η = 115 , ρ1(t) = t + 11, ρ2(t) = t2 + 7.5. We compute the solution
applying the direct method (see [12,13,24]), then we get the vector-function x(t) = (4, t + 7,0) that is continuous in [0, T ].
7. Conclusions
This paper represents a step forward in determining conditions under which a 1-parameter family of variational inequal-
ities admits continuous solutions with respect to the parameter. Previous work has shown that such results hold in Hilbert
and Banach spaces, under assumptions of monotonicity. Our results in Theorems 4.1 and 4.2 show that the monotonicity
can, in general be replaced by pseudo-monotonicity, thus considerably enlarging the area of applicability of such results.
Moreover, in order to deduce the two new results, we have also shown, in Section 3, that a very general type of constraint
set K has the property of Mosco convergence, again contributing to extending the applicability range. Direct applications of
such results are possible for traﬃc network problems, economic equilibrium problems, migration problems and vaccination
games, and are the subject of future investigations. Other (theoretical) open problems can be derived from this work; in
particular, one is regarding the generalization of Theorem 4.2 to a Banach space setting, while the second one is showing
that the equality constraints in the generic formulation of the constraint set K of Section 3 can be replaced by inequality
constraints. These will be the topic of future work.
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