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Abstract
We extend the notion of bialgebra for Lie algebras to Leibniz algebras and also, the cor-
respondence between the Leibniz bialgebras (for different right or left cases) and its dual is
investigated. Moreover, the coboundary Leibniz bialgebras, the classical r-matrices and Yang-
Baxter equations related to the Leibniz algebras are defined, and some examples are given.
Finally, a method for construction of a dynamical system on a Leibniz manifold via Leibniz
bialgebra is presented.
1 Introduction
The notion of Leibniz algebras was first proposed by Blokh [1] in 1965 under the nameD-algebras
as a natural generalization of Lie algebras. Leibniz algebras later were rediscovered by J. L. Loday
[2] who called them Leibniz algebras as noncommutative analogues of Lie algebras. Leibniz algebras
are defined by a bilinear bracket satisfying the derivation identity which is non-antisymmetric. In
the past two decades the theory of Leibniz algebras has been extensively studied and many results of
Lie algebras have been extended to Leibniz algebras, such as, classical results on Cartan subalgebras
[3, 4, 5, 6]. Up until now the Levi’s theorem for Leibniz algebras [7], the representation, homology
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and cohomology of Leibniz algebras [8, 9] (see also [10]) also, the classification of low dimensional
solvable and nilpotent Leibniz algebras [12, 13] has been studied in this manner. However, the
structure of the theory of Leibniz algebras mostly remains unexplored. Here, we will define bialgebra
structure related to the Leibniz algebras; as an extension of Lie bialgebras [14] (see for a review
[15]).
The paper is organized as follows. In Section 2, we recall main definitions and results about Leibniz
algebras and their cohomology. Then, along the lines of Ref. [15], in Section 3 we introduce the
notion of Leibniz bialgebras and show that if (g, γ) be a Leibniz bialgebra then its dual (g∗, µt)
will be also a Leibniz bialgebra where µ is a Leibniz bracket on g. The definitions of coboundary
Leibniz bialgebra, classical r-matrices and classical Yang-Baxter equation are presented in Section
4. Section 5 provides a detailed exposition of a computation method for finding examples of Leibniz
bialgebras and also the related classical r-matrices where some two and three dimensional examples
are given. Finally, in Section 5 we present a method for construction of a dynamical system on a
Leibniz manifold using Leibniz bialgebra. Concluding remarks and open problems are discussed in
the conclusion section.
2 Preliminaries
Let us recall some basic definitions about Leibniz algebras.
Definition 2.1 [10] A right or left Leibniz algebra g is a vector space over a field F endowed with
a bilinear bracket [., .] satisfying the following right or left Leibniz identity, respectively
[[Y, Z], X ] = [[Y,X ], Z] + [Y, [Z,X ]], ∀X, Y, Z ∈ g, (2.1)
or
[X, [Y, Z]] = [[X, Y ], Z] + [Y, [X,Z]], ∀X, Y, Z ∈ g. (2.2)
For any X ∈ g, consider the right (left) adjoint mapping ad
(r)
X : g −→ g (ad
(l)
X : g −→ g) defined by
ad
(r)
X (Z) = [Z,X ] (ad
(l)
X (Z) = [X,Z]). Clearly, the right (left) Leibniz identity is equivalent to assert
that ad
(r)
X (ad
(l)
X ) is a derivation for any X ∈ g
1.
Definition 2.2 [10] Let (g, [., .]) be a right (left) Leibniz algebra. A vector space M is called a
g-module if there exist the following actions of g on M :
[., .]L : g×M −→M , [., .]R : M × g −→ M,
1Note that, contrary to the Lie algebra the bracket of Leibniz algebra is not antisymmetric i.e. [X,Y ] 6= −[Y,X ].
This is the main difference between Leibniz algebra and Lie algebra.
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such that, for the right Leibniz algebra we have the following identities:
1) [[X, Y ], m]L = [[X,m]L, Y ]R + [X, [Y,m]L]L,
2) [[m, Y ]R, X ]R = [[m,X ]R, Y ]R + [m, [Y,X ]]R,
3) [[Y,m]L, X ]R = [[Y,X ], m]L + [Y, [m,X ]R]L, ∀X, Y ∈ g, ∀m ∈M,
(2.3)
while, for the left one we have
1) [m, [X, Y ]]R = [[m,X ]R, Y ]R + [X, [m, Y ]R]L,
2) [X, [m, Y ]R]L = [[X,m]L, Y ]R + [m, [X, Y ]]R,
3) [X, [Y,m]L]L = [[X, Y ], m]L + [Y, [X,m]L]L, ∀X, Y ∈ g, ∀m ∈M.
(2.4)
Definition 2.3 [10] The right (left) Leibniz cohomology HLn(g,M) of a right (left) Leibniz algebra
g with a representation M (i.e. M is a g-module.) is defined for the complex
CLn(g,M) = Hom(g⊗n,M) with the Leibniz coboundary map γn : CLn(g,M) −→ CLn+1(g,M),
such that, ∀ω ∈ CLn(g,M) and X1, ..., Xn+1 ∈ g, we have
(γnω)(X1, X2, ..., , Xn+1) = [X1, ω(X2, ..., Xn+1)]L
+
n+1∑
i=2
(−1)i[ω(X1, ..., X̂i, ..., Xn+1), Xi]R
+
∑
1≤i<j≤n+1
(−1)j+1ω(X1, ..., Xi−1, [Xi, Xj ], Xi+1, ..., X̂j, ..., Xn+1),
for the right Leibniz algebra, and
(γnω)(X1, X2, ..., Xn+1) =
n∑
i=1
[Xi, ω(X1, ..., X̂i, ..., Xn+1)]L
+ (−1)n+1[ω(X1, ..., Xn), Xn+1]R
+
∑
1≤i<j≤n+1
(−1)iω(X1, ..., X̂i, ..., Xj−1, [Xi, Xj], ..., Xn+1),
for the left one.
As an example for the right Leibniz algebra, ∀m ∈ CL0(g,M) = C0(g,M) = M , we have
(γ0m)(X) = [X,m]L,
and ∀ω ∈ CL1(g,M) = C1(g,M), we have
(γ1ω)(X, Y ) = [X,ω(Y )]L + [ω(X), Y ]R − ω([X, Y ]),
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in the same way for the left Leibniz algebra we have the following relations:
(γ0m)(X) = −[m,X ]R,
(γ1ω)(X, Y ) = [X,ω(Y )]L + [ω(X), Y ]R − ω([X, Y ]).
Definition 2.4 [10] Let g be a right or left Leibniz algebra, then, ω ∈ CL1(g,M) = C1(g,M) is
called 1-cocycle if ∀X, Y ∈ g, we have
[X,ω(Y )]L + [ω(X), Y ]R − ω([X, Y ]) = 0.
3 Leibniz bialgebras
Before defining the Leibniz bialgebra let us define especial actions of g on g⊗g. Let g be a finite
dimensional Leibniz algebra and γ : g −→ g⊗ g be a linear map. Also, we denote the transpose of
γ by γt : g∗ ⊗ g∗ −→ g∗, where, g∗ is the dual space of g. We define the following actions of g on
g⊗ g such that g⊗ g be a g-module:
1. If g is a left or right Leibniz algebra, then
[, ]L : g× (g⊗ g) −→ (g⊗ g), [X, Y ⊗ Z]L := (ad
(l)
X ⊗ 1)(Y ⊗ Z),
[, ]R : (g⊗ g)× g −→ (g⊗ g), [Y ⊗ Z,X ]R := (ad
(r)
X ⊗ 1)(Y ⊗ Z).
(3.1)
2. If g is a right Leibniz algebra, then
[, ]L : g× (g⊗ g) −→ (g⊗ g), [X, Y ⊗ Z]L := 0,
[, ]R : (g⊗ g)× g −→ (g⊗ g), [Y ⊗ Z,X ]R := (1⊗ ad
(r)
X + ad
(r)
X ⊗ 1)(Y ⊗ Z).
(3.2)
3. If g is a left Leibniz algebra, then
[, ]L : g× (g⊗ g) −→ (g⊗ g), [X, Y ⊗ Z]L := (1⊗ ad
(l)
X + ad
(l)
X ⊗ 1)(Y ⊗ Z),
[, ]R : (g⊗ g)× g −→ (g⊗ g), [Y ⊗ Z,X ]R := 0.
(3.3)
4. If g is a left or right Leibniz algebra, then
[, ]L : g× (g⊗ g) −→ (g⊗ g), [X, Y ⊗ Z]L := (1⊗ ad
(l)
X )(Y ⊗ Z),
[, ]R : (g⊗ g)× g −→ (g⊗ g), [Y ⊗ Z,X ]R := (1⊗ ad
(r)
X )(Y ⊗ Z),
(3.4)
where, in the above relations ”1” is the identity map on g. Now, using these actions we define the
Leibniz bialgebra, as follows.
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Definition 3.1 A Leibniz bialgebra (g, γ) is a Leibniz algebra g with a linear map (cocommutator)
γ : g −→ g⊗ g, such that
• γ is a 1-cocycle on g with values in g⊗ g 2.
[X, γ(Y )]L + [γ(X), Y ]R − γ([X, Y ]) = 0, (3.5)
• γt : g∗ ⊗ g∗ −→ g∗ defines a Leibniz bracket on g∗.
With the notation [ξ, η]∗ := γ
t(ξ ⊗ η) for any ξ, η ∈ g∗ and X ∈ g we have
〈[ξ, η]∗, X〉 = 〈γ
t(ξ ⊗ η), X〉 = 〈γ(X), ξ ⊗ η〉, (3.6)
where, 〈., .〉 is the natural pairing between the spaces g and g∗. Note that with respect to the type
of Leibniz algebra g and also the actions (3.1)-(3.4) on g⊗ g; the 1-cocycle condition (3.5) can be
rewritten in the following forms:
γ[X, Y ] := (ad
(l)
X ⊗ 1)γ(Y ) + (ad
(r)
Y ⊗ 1)γ(X), (3.7)
γ[X, Y ] := (1⊗ ad
(r)
Y + ad
(r)
Y ⊗ 1)γ(X), (3.8)
γ[X, Y ] := (1⊗ ad
(l)
X + ad
(l)
X ⊗ 1)γ(Y ), (3.9)
γ[X, Y ] := (1⊗ ad
(l)
X )γ(Y ) + (1⊗ ad
(r)
Y )γ(X). (3.10)
Remark 3.2 If the Leibniz algebra g be a Lie algebra, we have ad(l) = −ad(r) = ad such that, any
cases of (3.7)-(3.10) do not satisfy in 1-cocycle condition of Lie case, directly. In this case we must
consider the composition of (3.7)-(3.10), such that, g and g∗ be a Lie bialgebra, for example, the
composition of (3.7) and (3.10) or (3.8) and (3.9), such that, for Lie algebra case the 1-cocycle
condition can be written as follows:
γ[X, Y ] = [X, γ(Y )]− [Y, γ(X)] = (1⊗ adX + adX ⊗ 1)γ(Y )− (1⊗ adY + adY ⊗ 1)γ(X),
where, ad(2) := 1⊗ ad+ ad⊗ 1 defines the left g-module structure on g⊗ g. Also, one can consider
γ[X, Y ] = [γ(X), Y ]− [γ(Y ), X ],
such that, [., .] defines the right g-module structure on g⊗ g.
Proposition 3.3 If (g, γ) be a Leibniz bialgebra, and µ be the Leibniz bracket on g, then (g∗, µt)
will be a Leibniz bialgebra, where γt is the Leibniz bracket of g∗, such that:
2Note that g acts on g⊗ g from left and right such that g⊗ g becomes a g-module.
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1. If g be a left or right Leibniz algebra with 1-cocycle condition (3.7), then, g∗ will be a right
Leibniz algebra with 1-cocycle condition (3.8).
2. If g be a right Leibniz algebra with 1-cocycle condition (3.8), then, g∗ will be a left or right
Leibniz algebra with 1-cocycle condition (3.7).
3. If g be a left Leibniz algebra with 1-cocycle condition (3.9), then, g∗ will be a left or right
Leibniz algebra with 1-cocycle condition (3.10).
4. If g be a left or right Leibniz algebra with 1-cocycle condition (3.10), then, g∗ will be a left
Leibniz algebra with 1-cocycle condition (3.9).
Proof. According to the which one of the 1-cocycle conditions hold; the Leibniz algebra g∗ can be
right or left. We investigate this proposition, as follows:
Suppose (3.7) holds for the value of γ[X, Y ], then from (3.6) we have
〈[ξ, η]∗, [X, Y ]〉 = 〈ξ ⊗ η, γ[X, Y ]〉
= 〈ξ ⊗ η, (ad
(l)
X ⊗ 1)γ(Y )〉+ 〈ξ ⊗ η, (ad
(r)
Y ⊗ 1)γ(X)〉.
(3.11)
We now need to define the right and left coadjoint action of a Leibniz algebra g on the dual vector
space g∗. Let g be a left Leibniz algebra and g∗ be its dual vector space, then for X ∈ g in [24],
Uchino defined two actions of g on g∗
ad∗X
(l) : g∗ −→ g∗ , 〈ad∗X
(l)
ξ, Y 〉 := −〈ξ, ad
(l)
X Y 〉,
ad∗X
(r) : g∗ −→ g∗ , 〈ad∗X
(r)
ξ, Y 〉 := 〈ξ, ad
(l)
X Y + ad
(r)
X Y 〉,
for any Y ∈ g and ξ ∈ g∗ such that g∗ be a g-module. If g be a right Leibniz algebra and g∗ be its
dual vector space, then for any X, Y ∈ g and ξ ∈ g∗ one can define
ad∗X
(l) : g∗ −→ g∗ , 〈ad∗X
(l)
ξ, Y 〉 := 〈ξ, ad
(l)
X Y + ad
(r)
X Y 〉,
ad∗X
(r) : g∗ −→ g∗ , 〈ad∗X
(r)
ξ, Y 〉 := −〈ξ, ad
(r)
X Y 〉.
We suppose that g to be a left (right) Leibniz algebra. Using these relations, (3.11) can be rewritten
as
〈[ξ, η]∗, [X, Y ]〉+ 〈[ad
∗
X
(l)
ξ, η]∗, Y 〉 − 〈[ad
∗
Y
(r)
ξ, η]∗, X〉 − 〈[ad
∗
Y
(l)
ξ, η]∗, X〉 = 0. (3.12)
(〈[ξ, η]∗, [X, Y ]〉 − 〈[ad
∗
X
(l)
ξ, η]∗, Y 〉 − 〈[ad
∗
X
(r)
ξ, η]∗, Y 〉+ 〈[ad
∗
Y
(r)
ξ, η]∗, X〉 = 0.) (3.13)
Similarly, g∗ can act on g from left and right. Let g∗ be a left Leibniz algebra, then for any ξ, η ∈ g∗
and X ∈ g we have:
ad∗ξ
(l) : g −→ g ∼= g∗
∗ , (ad∗ξ
(l)
X)(η) = 〈ad∗ξ
(l)
X, η〉 := −〈X, ad
(l)
ξ η〉,
ad∗ξ
(r) : g −→ g ∼= g∗
∗ , (ad∗ξ
(r)
X)(η) = 〈ad∗ξ
(r)
X, η〉 := 〈X, ad
(l)
ξ η + ad
(r)
ξ η〉.
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If g∗ be a right Leibniz algebra, then for every ξ, η ∈ g∗ and X ∈ g we have:
ad∗ξ
(l) : g −→ g ∼= g∗
∗ , (ad∗ξ
(l)
X)(η) = 〈ad∗ξ
(l)
X, η〉 := 〈X, ad
(l)
ξ η + ad
(r)
ξ η〉,
ad∗ξ
(r) : g −→ g ∼= g∗∗ , (ad∗ξ
(r)
X)(η) = 〈ad∗ξ
(r)
X, η〉 := −〈X, ad
(r)
ξ η〉.
Using the above relations, (3.12) ((3.13)) can be rewritten as
〈[ξ, η]∗, [X, Y ]〉 − 〈ad
∗
X
(l)
ξ, ad∗η
(r)
Y 〉+ 〈ad∗Y
(r)
ξ, ad∗η
(r)
X〉+ 〈ad∗Y
(l)
ξ, ad∗η
(r)
X〉 = 0, (3.14)
(〈[ξ, η]∗, [X, Y ]〉+ 〈ad
∗
X
(l)
ξ, ad∗η
(r)
Y 〉+ 〈ad∗X
(r)
ξ, ad∗η
(r)
Y 〉 − 〈ad∗Y
(r)
ξ, ad∗η
(r)
X〉 = 0, ) (3.15)
or
〈[ξ, η]∗, µ(X ⊗ Y )〉+ 〈ξ, [X, ad
∗
η
(r)
Y ]〉+ 〈ξ, [ad∗η
(r)
X, Y ]〉 = 0,
(〈[ξ, η]∗, µ(X ⊗ Y )〉+ 〈ξ, [X, ad
∗
η
(r)
Y ]〉+ 〈ξ, [ad∗η
(r)
X, Y ]〉 = 0, )
where µ is the Leibniz bracket on g and µt is the cocommutator on g∗ i.e. µt : g∗ −→ g∗ ⊗ g∗.
Therefore, we have
〈µt[ξ, η]∗, X ⊗ Y 〉 − 〈(ad
(r)
η ⊗ 1 + 1⊗ ad
(r)
η )µ
t(ξ), X ⊗ Y 〉 = 0,
(〈µt[ξ, η]∗, X ⊗ Y 〉 − 〈(ad
(r)
η ⊗ 1 + 1⊗ ad
(r)
η )µ
t(ξ), X ⊗ Y 〉 = 0, )
or
(ad(r)η ⊗ 1 + 1⊗ ad
(r)
η )µ
t(ξ) = µt[ξ, η]∗. (3.16)
((ad(r)η ⊗ 1 + 1⊗ ad
(r)
η )µ
t(ξ) = µt[ξ, η]∗.)
However, this relation is the 1-cocycle condition (3.8) for the Leibniz bialgebra (g∗, µt), such that,
it indicates that the action of g∗ on g∗ ⊗ g∗ like the case (3.2), i.e., g∗ is a right Leibniz algebra.
In the same way, if (3.8) holds for the value of γ[X, Y ], assuming that g is a right Leibniz algebra,
one has
(ad
(l)
ξ ⊗ 1)µ
t(η) + (ad(r)η ⊗ 1)µ
t(ξ) = µt[ξ, η]∗,
instead of (3.16) , such that this relation is the 1-cocycle condition (3.7) for the Leibniz bialgebra
(g∗, µt), indicating the action of g∗ on g∗⊗ g∗ like the case for (3.1), i.e., g∗⊗ g∗ is a g∗-module and
g
∗ is a left or right Leibniz algebra.
On the other hand, for the left Leibniz algebra (g, µ) if one uses (3.9) for the value γ[X, Y ], one has
(1⊗ ad
(l)
ξ )µ
t(η) + (1⊗ ad(r)η )µ
t(ξ) = µt[ξ, η]∗,
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instead of (3.16). This shows that, µt is a 1-cocycle condition (3.10) for the Leibniz bialgebra
(g∗, µt) indicating the action of g∗ on g∗ ⊗ g∗ as the case (3.4), i.e., g∗ ⊗ g∗ is a g∗-module and g∗
is a left or a right Leibniz algebra.
Finally, for a left or right Leibniz algebra (g, µ) with the value of γ[X, Y ] as in (3.10), we have
(1⊗ ad
(l)
ξ + ad
(l)
ξ ⊗ 1)µ
t(η) = µt[ξ, η]∗,
instead of (3.16), showing that µt is a 1-cocycle condition (3.9) for the Leibniz bialgebra (g∗, µt),
such that, it shows that the action of g∗ on g∗⊗ g∗ as the case (3.3); i.e. g∗⊗ g∗ is a g∗-module and
g
∗ is a left Leibniz algebra.
A Leibniz bialgebra (g, γ) can also be denoted by (g, g∗). If we choose ({Xi}, fij
k) and ({X˜ i}, f˜ ij k)
as the basis and structure constants of Leibniz algebra g and g∗, respectively, it follows that3
[Xi, Xj] = fij
kXk, [X˜
i, X˜j] = f˜ ij kX˜
k, (3.17)
then, from (3.17) and (3.6), we have
γ(Xk) = f˜
ij
kXi ⊗Xj. (3.18)
At the end of this section we should mention that there is no Manin triple related to the Leibniz
bialgebra (as in Lie bialgebra case), because the 1-cocycle conditions in g and g∗ are different and
unsymmetrical.
4 Coboundary Leibniz bialgebras, classical Yang-Baxter equa-
tion and r-matrices
In this section, we will define coboundary Leibniz bialgebra in a way that the Leibniz bialgebra
structures on a Leibniz algebra g is defined by a cocycle γ0r which is the coboundary of an element
r ∈ g ⊗ g and r is called r-matrices4. Also, we define the classical Yang-Baxter type equation for
the Leibniz bialgebra and show that it is a sufficient condition for γ0r to define a Leibniz bracket
on g∗. Notice that in this case we suppose g and g∗ to be both right or left Leibniz algebras.
Definition 4.1 A Leibniz bialgebra (g, γ) is called coboundary Leibniz bialgebra if the cocommu-
tator γ be a 1-coboundary, i.e., if there exists an element r ∈ g⊗ g, such that
• for 1-cocycle (3.7)
3Here we use the Einstein summation convention, i.e., we have the summation over the upper and lower indices.
4In the following we use and generalize the similar method for Lie bialgebra as in [15] for the Leibniz bialgebra
case.
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– for the right Leibniz algebra
γ(X) = (ad
(l)
X ⊗ 1)(r), ∀X ∈ g (4.1)
– for left Leibniz algebra
γ(X) = −(ad
(r)
X ⊗ 1)(r), ∀X ∈ g (4.2)
• for 1-cocycles (3.8) and (3.9)
γ(X) = 0, ∀X ∈ g (4.3)
• for 1-cocycle (3.10)
– for right Lebniz algebra
γ(X) = (1⊗ ad
(l)
X )(r), ∀X ∈ g (4.4)
– for left Leibniz algebra
γ(X) = −(1 ⊗ ad
(r)
X )(r), ∀X ∈ g (4.5)
In terms of the basis {Xi} for the Leibniz algebra g, we have, r = r
ijXi ⊗Xj. Then, using (3.17)
and (3.18), the cocommutators (4.1), (4.2), (4.4) and (4.5) can be rewritten, respectively, as follows
f˜kj m = r
ijfmi
k, (4.6)
f˜kj m = −r
ijfim
k, (4.7)
f˜ ik m = r
ijfmj
k, (4.8)
f˜ ik m = −r
ijfjm
k. (4.9)
For any element r ∈ g⊗ g we associate the map r : g∗ −→ g defined as
r(ξ)(η) = r(ξ, η) = 〈η, rξ〉 = 〈rtη, ξ〉, ∀ξ, η ∈ g∗, (4.10)
which rt : g∗ −→ g denotes the transpose of the map r.
Now, we prove the following propositions when g and g∗ are both right Leibniz algebras. When g
and g∗ are both left Leibniz algebras, the results will be given in the corollary 4.5. The proof of
this case is similar.
Proposition 4.2 If (g, γ) be a Leibniz bialgebra such that g and g∗ be both right Leibniz algebra
and (4.1) is valid; then ∀ξ, η ∈ g∗ we will have5
[ξ, η]r = −ad∗
(r)
rt(η)ξ, (4.11)
5Note that [ξ, η]∗ = γ
t(ξ, η), i.e., when γ = γ0r, we use [ξ, η]r instead of [ξ, η]∗.
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Proof. From (4.1) and (3.6) for any X ∈ g we have
〈γt(ξ ⊗ η), X〉 = 〈(γ0r)t(ξ ⊗ η), X〉 = 〈ξ ⊗ η, (γ0r)(X)〉 = 〈ξ ⊗ η, (ad
(l)
X ⊗ 1)(r)〉
= 〈ξ ⊗ η, (ad
(l)
X ⊗ 1 + ad
(r)
X ⊗ 1)(r)〉 − 〈ξ ⊗ η, (ad
(r)
X ⊗ 1)(r)〉
= 〈ad∗
(l)
X ξ ⊗ η, r〉+ 〈ad
∗(r)
X ξ ⊗ η, r〉
= 〈η, r(ad∗
(l)
X ξ)〉+ 〈η, r(ad
∗(r)
X ξ)〉
= 〈ξ, ad
(l)
X (r
tη)〉 = 〈ξ, ad
(r)
rtη
X〉
= −〈ad∗
(r)
rt(η)ξ,X〉,
so that,
γt(ξ ⊗ η) = [ξ, η]r = −ad∗
(r)
rt(η)ξ.
Definition 4.3 Let (g, γ) be a coboudary Leibniz bialgebra such that g and g∗ be both right Leibniz
algebras. We introduce the algebraic Schouten bracket of an element r ∈ ∧2g with itself, denoted by
[[r, r]] ∈ ∧g3 as follows:
[[r, r]](ξ, η, ζ) = 〈ξ, [rtη, rtζ ]〉+ 〈η, [rξ, rtζ ]〉, ∀ξ, η, ζ ∈ g∗. (4.12)
Proposition 4.4 Let (g, γ) be a coboundary Leibniz bialgebra such that g and g∗ are both right
Leibniz algebras. A necessary and sufficient condition for γ = γ0r (with r ∈ ∧g2) to define a
Leibniz bracket on g∗ is that the Schouten bracket [[r, r]] be ad-invariant.
Proof. For any X ∈ g and ∀ξ, η, ζ ∈ g∗ the Leibniz identity for g∗ by use of (4.11) can be written
as follows:
〈[[ξ, η]r, ζ ]r − [[ξ, ζ ]r, η]r − [ξ, [η, ζ ]r]r, X〉
= 〈[−ad∗
(r)
rt(η)ξ, ζ ]
r − [−ad∗
(r)
rt(ζ)ξ, η]
r − [ξ,−ad∗
(r)
rt(ζ)η]
r, X〉
= 〈−ad∗
(r)
rt(ζ)(−ad
∗(r)
rt(η)ξ) + ad
∗(r)
rt(η)(−ad
∗(r)
rt(ζ)ξ) + ad
∗(r)
rt(−ad∗
(r)
rt(ζ)
η)
ξ,X〉
= −〈ξ, ad
(r)
[rt(η),rt(ζ)]X〉+ 〈ξ, ad
(r)
rt(ad∗
(r)
rt(ζ)
η)
X〉
= −〈ξ, [X, [rt(η), rt(ζ)]]〉+ 〈ξ, ad
(l)
X r
t(ad∗
(r)
rt(ζ)η)〉
= −〈ξ, [X, [rt(η), rt(ζ)]]〉+ 〈ad∗(l)ξ, rt(ad∗
(r)
rt(ζ)η)〉+ 〈ad
∗(r)ξ, rt(ad∗
(r)
rt(ζ)η)〉
= −γ0([[r, r]])(X)(ξ, η, ζ) = −(ad
(l)
X ⊗ 1⊗ 1)[[r, r]](ξ, η, ζ),
obviously, a sufficient condition for γ = γ0r to define a Leibniz bracket [ξ, η]r = (γ0r)t(ξ ⊗ η) is
when [[r, r]] is ad-invariant, i.e., (ad
(l)
X ⊗ 1⊗ 1)[[r, r]] = 0.
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Corollary 4.5 If (g, γ) be a coboudary Leibniz bialgebra such that g and g∗ be both left Leibniz
algebra and γ = γ0r with r ∈ g⊗ g, then we will have
γt(ξ ⊗ η) = [ξ, η]∗ = [ξ, η]
r = ad∗
(l)
r(ξ)η,
[[r, r]](ξ, η, ζ) = 〈η, [rξ, rtζ ]〉+ 〈ζ, [rξ, rη]〉. (4.13)
Definition 4.6 As for the Lie algebra case we call the condition [[r, r]] = 0 with [[r, r]] being ad-
invariant, the classical Yang-Baxter equation and generalized Yang-Baxter equation,
respectively.
Let (g, γ) be a Leibniz bialgebra such that g and g∗ are both right Leibniz algebras. Next, suppose
that {Xi} and {X˜
i} be the basis of the g and g∗, respectively. Then, we have
r(X˜m ⊗ X˜n) = rij(Xi ⊗Xj)(X˜
m ⊗ X˜n) = rijX˜m(Xi)X˜
n(Xj) = r
mn,
and from (4.10) we see that
rtX˜n = rinXi,
rX˜m = rmiXi.
In this way one can rewrite (4.12) in terms of the structure constants as follows:
[[r, r]](X˜m, X˜n, X˜p) = 〈X˜m, [rtX˜n, rtX˜p]〉+ 〈X˜n, [rX˜m, rtX˜p]〉
= 〈X˜m, [rinXi, r
jpXj]〉+ 〈X˜
n, [rmiX i, rjpXj ]〉 = r
inrjpfij
m + rmirjpfij
n,
now by setting
r12 := r
ijXi ⊗Xj ⊗ 1, r13 := r
ijXi ⊗ 1⊗Xj, r23 := r
ij1⊗Xi ⊗Xj,
in ⊗3g, one can define
[r12, r13] = [r
ijXi ⊗Xj ⊗ 1, r
lkXl ⊗ 1⊗Xk] = r
ijrlkad
(l)
Xi
Xl ⊗Xj ⊗Xk
= rijrlk[Xi, Xl]⊗Xj ⊗Xk = r
ijrlkfil
sXs ⊗Xj ⊗Xk,
[r12, r23] = [r
ijXi ⊗Xj ⊗ 1, r
lk1⊗Xl ⊗Xk] = r
ijrlkXi ⊗ ad
(l)
Xj
Xl ⊗Xk
= rijrlkXi ⊗ [Xj , Xl]⊗Xk = r
ijrlkfjl
sXi ⊗Xs ⊗Xk,
[r13, r23] = [r
ijXi ⊗ 1⊗Xj, r
lk1⊗Xl ⊗Xk] = r
ijrlkXi ⊗Xl ⊗ ad
(l)
Xj
Xk
= rijrlkXi ⊗Xl ⊗ [Xj , Xk] = r
ijrlkfjk
sXi ⊗Xl ⊗Xs,
11
therefore, we obtain
[r12, r13](X˜
m ⊗ X˜n ⊗ X˜p) = rinrlpfil
m,
[r12, r23](X˜
m ⊗ X˜n ⊗ X˜p) = rmjrlpfjl
n,
[r13, r23](X˜
m ⊗ X˜n ⊗ X˜p) = rmjrnkfjk
p,
and consequently, we have
[[r, r]](X˜m ⊗ X˜n ⊗ X˜p) = [r12, r13](X˜
m ⊗ X˜n ⊗ X˜p) + [r12, r23](X˜
m ⊗ X˜n ⊗ X˜p),
or
[[r, r]] = [r12, r13] + [r12, r23].
Note that, we have proved the following proposition:
Proposition 4.7 If (g, γ) be a Leibniz bialgebra such that g and g∗ be both right Leibniz algebras,
one can rewrite Yang-Baxter equation (4.11) in terms of the structure constants as follows:
[[r, r]] = [r12, r13] + [r12, r23] = 0. (4.14)
In the same way, we have the following proposition for the left Leibniz algebra.
Proposition 4.8 If (g, γ) be a Leibniz bialgebra such that g and g∗ be both left Leibniz algebras,
one can rewrite Yang-Baxter equation (4.13) in terms of the structure constants as follows:
[[r, r]] = [r21, r31] + [r21, r32].
Proof. From (4.13) we have
[[r, r]](X˜m, X˜n, X˜p) = −〈X˜n, [rX˜m, rtX˜p]〉 − 〈X˜p, [rX˜m, rX˜n]〉
= −〈X˜n, [rmiXi, r
jpXj ]〉 − 〈X˜
p, [rmiX i, rnjXj ]〉 = −r
mirjpfij
n − rmirnjfij
p,
where by setting
r21 := r
ijXj ⊗Xi ⊗ 1, r31 := r
ijXj ⊗ 1⊗Xi, r32 := r
ij1⊗Xj ⊗Xi,
in ⊗3g, one can define
[r21, r31] = [r
ijXj ⊗Xi ⊗ 1, r
lkXk ⊗ 1⊗Xl] = −r
ijrlkad
(r)
Xj
Xk ⊗Xi ⊗Xl
= rijrlk[Xk, Xj]⊗Xi ⊗Xl = −r
ijrlkfkj
sXs ⊗Xi ⊗Xl,
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[r21, r32] = [r
ijXj ⊗Xi ⊗ 1, r
lk1⊗Xk ⊗Xl] = −r
ijrlkXj ⊗ ad
(r)
Xi
Xk ⊗Xl
= −rijrlkXj ⊗ [Xk, Xi]⊗Xl = −r
ijrlkfki
sXj ⊗Xs ⊗Xl,
[r31, r32] = [r
ijXj ⊗ 1⊗Xi, r
lk1⊗Xk ⊗Xl] = −r
ijrlkXj ⊗Xk ⊗ ad
(r)
Xi
Xl
= −rijrlkXj ⊗Xk ⊗ [Xl, Xi] = −r
ijrlkfli
sXj ⊗Xk ⊗Xs,
so that,
[r21, r31](X˜
m ⊗ X˜n ⊗ X˜p) = −rnjrpkfkj
m
[r21, r32](X˜
m ⊗ X˜n ⊗ X˜p) = −rimrpkfki
n
[r31, r32](X˜
m ⊗ X˜n ⊗ X˜p) = −rimrlnfli
p
then, we have
[[r, r]](X˜m ⊗ X˜n ⊗ X˜p) = [r21, r31](X˜
m ⊗ X˜n ⊗ X˜p) + [r21, r32](X˜
m ⊗ X˜n ⊗ X˜p),
or
[[r, r]] = [r21, r31] + [r21, r32].
Therefore, the Yang-Baxter equation for the left Leibniz algebra can be rewritten as follows6:
[[r, r]] = [r21, r31] + [r21, r32] = 0. (4.15)
5 Examples
In this section, we give some examples of Leibniz bialgebras, and if they are cobundary Leibniz
bialgebras then we will compute classical r-matrices. For this purpose, we first rewrite the 1-cocycle
conditions (3.7)-(3.10) in terms of the structure constants of the Leibniz algebra g and g∗. Using
(3.17), (3.6) and (3.18) in the 1-cocyle conditions (3.7)-(3.10), we obtain the following relations,
respectively:
fij
kf˜mn k = f˜
m′n
jfim′
m + f˜m
′n
ifm′j
m, (5.1)
fij
kf˜mn k = f˜
mn′
ifn′j
n + f˜m
′n
ifm′j
m, (5.2)
fij
kf˜mn k = f˜
mn′
jfin′
n + f˜m
′n
jfim′
m, (5.3)
fij
kf˜mn k = f˜
mn′
jfin′
n + f˜mn
′
ifn′j
n. (5.4)
6Note that, our definitions for r-matrix and Yang-Baxter equations for the Leibniz algebra are different from the
definition given in Ref. [17].
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Now, to use these relations in the calculations, we must first translate the tensor form of these
relations to the matrix forms by using the following adjoint representations:
fij
k = −(χi)j
k = −(Yk)ij = −((Y
k)t)ji = f
′
ji
k = −(χ′j)i
k, (5.5)
f˜ ij k = −(χ˜
i)j k = −(Y˜k)
ij = −((˜Yk)
t
)ji = f˜ ′ji k = −(χ˜′
j
)i k. (5.6)
Then, the relations (5.1)-(5.4) have the following matrix forms, respectively:
Ymχ˜′
n
+ (χ˜′
n
)tYm − (χ˜m)n kY
k = 0, (5.7)
(χ˜m)tYn + (χ˜′
n
)tYm − (χ˜m)n kY
k = 0, (5.8)
Ynχ˜m + Ymχ˜′
n
− (χ˜m)n kY
k = 0, (5.9)
Ynχ˜m + (χ˜m)tY n − (χ˜m)n kY
k = 0, (5.10)
where in the above relations t stands for the transpose of a matrix. On the other hand, the right
and left Leibniz identities (2.1) and (2.2) for the Leibniz algebra g can be rewritten in terms of the
structure constants as follows:
fjk
pfpi
m = fji
pfpk
m + fki
pfjp
m,
fjk
pfip
m = fij
pfpk
m + fik
pfjp
m.
And, similarly, we can write the following relations for the dual Leibniz algebra g∗:
f˜ jk pf˜
pi
m = f˜
ji
pf˜
pk
m + f˜
ki
pf˜
jp
m, (5.11)
f˜ jk pf˜
ip
m = f˜
ij
pf˜
pk
m + f˜
ik
pf˜
jp
m, (5.12)
where we have the following matrix form of the relation (5.11) and (5.12), respectively:
(χ˜j)i pχ˜
p − χ˜jχ˜′
i
+ χ˜′
i
χ˜j = 0, (5.13)
(χ˜i)j pχ˜
p + (χ˜i)χ˜j − χ˜jχ˜i = 0. (5.14)
Now, one can use the relations (5.7)-(5.10) and (5.13)-(5.14) for the calculation of the dual Leibniz
algebra g∗. According to the types of Leibniz algebras g and g∗, we must solve the following
equations:
• If g is a left or right Leibniz algebra and g∗ is a right Leibniz algebra:Ymχ˜′
n
+ (χ˜′
n
)tYm − (χ˜m)n kY
k = 0,
(χ˜j)i pχ˜
p − χ˜jχ˜′
i
+ χ˜′
i
χ˜j = 0.
(5.15)
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• If g and g∗ are both right Leibniz algebras:(χ˜m)tYn + (χ˜′
n
)tYm − (χ˜m)n kY
k = 0,
(χ˜j)i pχ˜
p − χ˜jχ˜′
i
+ χ˜′
i
χ˜j = 0.
(5.16)
• If g is a right Leibniz algebra and g∗ is a left Leibniz algebra:(χ˜m)tYn + (χ˜′
n
)tYm − (χ˜m)n kY
k = 0,
(χ˜i)j pχ˜
p + (χ˜i)χ˜j − χ˜jχ˜i = 0.
(5.17)
• If g is a left or right Leibniz algebra and g∗ is a left Leibniz algebra:Ynχ˜m + (χ˜m)tYn − (χ˜m)n kYk = 0,(χ˜i)j pχ˜p + (χ˜i)χ˜j − χ˜jχ˜i = 0. (5.18)
• If g is a left Leibniz algebra and g∗ is a right Leibniz algebra:Ynχ˜m + Ymχ˜′
n
− (χ˜m)n kY
k = 0,
(χ˜j)i pχ˜
p − χ˜jχ˜′
i
+ χ˜′
i
χ˜j = 0.
(5.19)
• If g and g∗ are both left Leibniz algebras:Ynχ˜m + Ymχ˜′
n
− (χ˜m)n kY
k = 0,
(χ˜i)j pχ˜
p + (χ˜i)χ˜j − χ˜jχ˜i = 0.
(5.20)
Furthermore, for determining the classical r-matrix of a Leibniz algebra, one can rewrite the relations
(4.6)- (4.9) in the matrix forms as follows:
Y˜m = χm
tr, (5.21)
Y˜m = −χ
′
m
t
r, (5.22)
Y˜m = rχm, (5.23)
Y˜m = −rχ
′
m. (5.24)
Now, using the above relations, we present some examples.
Example 5.1 Consider the following two dimensional left Leibniz algebra [17]
[X1, X1] = X2 , [X1, X2] = X2,
By solving the system of equations (5.15) , (5.18)-(5.20) we obtain the following g∗ algebras:
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• g∗ is a left Leibniz algebra
[X˜1, X˜2] = −a(X˜1 + X˜2), [X˜2, X˜2] = a(X˜1 + X˜2) (5.25)
• g∗ is a Lie algebra
[X˜1, X˜2] = −a(X˜1 + X˜2), [X˜2, X˜1] = a(X˜1 + X˜2) (5.26)
• g∗ is a right Leibniz algebra
[X˜2, X˜1] = −a(X˜1 + X˜2), [X˜2, X˜2] = a(X˜1 + X˜2) (5.27)
considering (5.25) as a dual Leibniz algebra and solving the system of equations (5.24), we have
r =
(
a b
−a c
)
,
for (5.26) as a dual algebra there is no r-matrix satisfying (5.22) and (5.24). By solving the systems
of equations (5.22) with (5.27) as a dual algebra g∗, we obtain
r =
(
a −a
b c
)
,
where in the above relations a, b and c are any nonzero real numbers such that for (5.25) as a dual
algebra, if c = a and b = −a then r will be a classical r-matrix satisfying (4.15).
Example 5.2 Consider the following two dimensional right Leibniz algebra [17]
[X1, X1] = X2 , [X2, X1] = X2,
Then, solving the systems of equations (5.15)-(5.18), we obtain the following g∗ algebras:
• g∗ is a left Leibniz algebra
[X˜2, X˜2] = a(X˜1 + X˜2), [X˜1, X˜2] = −a(X˜1 + X˜2) (5.28)
• g∗ is a Lie algebra
[X˜1, X˜2] = −a(X˜1 + X˜2), [X˜2, X˜1] = a(X˜1 + X˜2), (5.29)
• g∗ is a right Leibniz algebra
[X˜2, X˜1] = −a(X˜1 + X˜2), [X˜2, X˜2] = a(X˜1 + X˜2). (5.30)
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By solving (5.23) for (5.28) as a dual algebra, we obtain
r =
(
−a b
a c
)
,
where a, b and c are any nonzero real numbers, such that, for (5.29) and (5.30) as dual algebras
there are no r-matrices satisfying (5.21) and (5.23).
Example 5.3 Consider the following left and right two dimensional Leibniz algebra [17]
[X1, X1] = X2.
By solving the system of equations (5.15)-(5.20), we have
• g∗ is a Lie algebra
[X˜1, X˜2] = −aX˜1, [X˜2, X˜1] = aX˜1, (5.31)
• g∗ is a left and right Leibniz algebra
[X˜2, X˜2] = aX˜1, (5.32)
by solving (5.21)-(5.24) for (5.32) as a dual algebra, we have
r1 =
(
0 a
b c
)
, r2 =
(
0 −a
b c
)
, r3 =
(
0 b
a c
)
, r4 =
(
0 b
−a c
)
,
where a, b and c are any nonzero real numbers. If b = −a, then, r4 and r1 satisfy (4.15) and (4.14),
respectively.
Example 5.4 Consider the following three dimensional right Leibniz algebra[12]
[X1, X1] = X2 , [X2, X1] = X3.
Solving the systems of equations (5.15)-(5.18), one can obtain the following g∗ algebras:
• g∗ is a left Leibniz algebra
1.
[X˜3, X˜3] = aX˜1 + bX˜2, [X˜3, X˜2] = bX˜1, (5.33)
2.
[X˜2, X˜3] = aX˜1, [X˜3, X˜3] = bX˜1,
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3.
[X˜3, X˜2] = aX˜1, [X˜2, X˜3] = −aX˜1, [X˜3, X˜3] = bX˜1
4.
[X˜2, X˜2] = −aX˜1, [X˜2, X˜3] = −aX˜2, [X˜3, X˜1] = 2aX˜1
[X˜3, X˜2] = aX˜2, [X˜3, X˜3] = bX˜1,
• g∗ is a Lie algebra
1.
[X˜1, X˜2] = −aX˜1, [X˜1, X˜3] = −aX˜2, [X˜2, X˜1] = aX˜1
[X˜2, X˜3] = −bX˜1 − aX˜3, [X˜3, X˜2] = bX˜1 + aX˜3, [X˜3, X˜1] = aX˜2,
2.
[X˜1, X˜3] = −bX˜1, [X˜2, X˜3] = aX˜1 − bX˜2
[X˜3, X˜1] = bX˜1, [X˜3, X˜2] = aX˜1 + bX˜2
• g∗ is a right Leibniz algebra
1.
[X˜3, X˜3] = aX˜1 + bX˜2, [X˜2, X˜3] = bX˜1, (5.34)
2.
[X˜3, X˜2] = aX˜1, [X˜3, X˜3] = bX˜1
3.
[X˜2, X˜3] = −aX˜1, [X˜3, X˜2] = aX˜1, [X˜3, X˜3] = bX˜1,
4.
[X˜1, X˜3] = −2aX˜1, [X˜2, X˜2] = aX˜1, [X˜2, X˜3] = −aX˜2,
[X˜3, X˜2] = aX˜2, [X˜3, X˜3] = bX˜1
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by solving (5.23) for (5.33) as a dual algebra for the special case a = 0, we have
r =

0 a1 a2
0 a3 a4
b a5 a6
 ,
and by solving (5.21) for (5.34) as a dual algebra for the special case a = 0, we have
r =

0 0 b
a1 a2 a3
a4 a5 a6
 ,
where a1, ..., a6 are any real numbers, if a1 = 0, b = a4 = −a2 and a5 = −a3, then, r is a classical
r-matrix satisfying (4.14).
6 Physical application
In this section, we want to construct a dynamical system on Leibniz manifold using Leibniz bialge-
bra. Let us first review some definitions of dynamic on Leibniz manifolds [21].
Definition 6.1 [21] Let M be a smooth manifold and C∞(M) be the ring of smooth functions on
it. A Leibniz bracket on M is a bilinear map {., .}L : C
∞(M)×C∞(M) −→ C∞(M) such that it is
a derivation on each entry, i.e.
{fg, h}L = {f, h}Lg + f{g, h}L, {f, gh}L = g{f, h}L + h{f, g}L, (6.1)
for any f, g, h ∈ C∞(M). The pair (M, {., .}L) is called Leibniz manifold.
• If we have
{f, g}L = −{g, f}L, ∀f, g ∈ C
∞(M),
then, the pair (M, {., .}L) will be an almost Poisson manifold. A function f ∈ C
∞(M) with
{f, g}L = 0 ({g, f}L = 0) for any g ∈ C
∞(M) is called a left (right) Casimir of the Leibniz
manifold (M, {., .}L).
• The Jacobiator of the bracket {., .}L is defined as the map
J : C∞(M)× C∞(M)× C∞(M) −→ C∞(M),
with the relation as follows
J (f, g, h) = {{f, g}L, h}L + {{g, h}L, f}L + {{h, f}L, g}L. (6.2)
A Poisson structure on M is an almost Poisson structure on M such that the Jacobiator is
the zero map.
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Remark 6.2 [21] Let (M, {., .}L) be a Leibniz manifold and h be a smooth function on M . There
exist two vector fields XRh and X
L
h on M uniquely characterized by the relation:
XRh (f) = {f, h}L, X
L
h (f) = −{h, f}L ∀f ∈ C
∞(M), (6.3)
where XRh and X
L
h are called the right and left Leibniz vector field associated with the Hamiltonian
function h ∈ C∞(M), respectively. An observable f(x) is a constant of motion if for the Hamiltonian
H we have {H, f}L = 0 or {f,H}L = 0 (more generally two observable f1 and f2 are in involution
if {f1, f2}L = {f2, f1}L = 0).
Remark 6.3 [21] The flow Ft of the vector field Xh satisfies
d
dt
|t=0 g(Ft(m)) = {g, h}L(Ft(m)), ∀g ∈ C
∞(M) (6.4)
Remark 6.4 [21] Since {., .}L and J are a derivation on each of their arguments, two tensor maps
B : TM∗ × TM∗ −→ R and BJ : TM
∗ × TM∗ × TM∗ −→ R can be defined as follows
B(df, dg) = {f, g}L, BJ(df, dg, dh) = J (f, g, h), ∀f, g, h ∈ C
∞(M) (6.5)
We now try to give a new method for constructing the dynamical systems on a Leibniz manifold
using the classical r-matrix related to coboundary Leibniz bialgebras. Let M be a Leibniz manifold
(as a phase space) and xµ(µ = 1, 2, ..., dimM) are the local coordinates of the Leibniz manifold M
with 2-tensor map Bµν , then one can assign a Leibniz bracket structure Bµν on M for arbitrary
functions f(xµ) and g(xν) as7
{f, g}L = B
µν ∂f
∂xµ
∂g
∂xν
. (6.6)
In this way, one can construct dynamical variables Si(x
µ), i = 1, ..., dim g (for some Leibniz algebra
g as a symmetry algebra), which are the functions on the phase space M , such that
{Si, Sj}L = fij
kSk, (6.7)
where fij
k is the structure constant of the Leibniz algebra g. Now, we define the right Leibniz
algebra-valued functions, as
Q = Sir
ijXj, (6.8)
and the left Leibniz algebra-valued functions, as
Q = Sjr
ijXi, (6.9)
7If Bµν be a combination of Gµν (the metric of the manifold M) and Pµν (the Poisson structure onM) then Bµν
will be a metriplectic structure [22].
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where r = rijXi⊗Xj is the classical r-matrix related to the coboundary Leibniz algebra g. It can be
shown that the following equation is the classical Yang-Baxter equation (4.14) for the right Leibniz
algebra8:
{Q ⊗, Q}L + [Q⊗ I, r] = 0, (6.10)
and, similarly, for the left Leibniz algebra we have the following form for the classical Yang-Baxter
equation (4.15):
{Q ⊗, Q}L + [I ⊗Q, r] = 0, (6.11)
where in the first term of the above equations we have Leibniz bracket between Si’s of the Q’s and
the tensor product for Xi; in the second term we have the Leibniz algebra bracket between the
tensor product of the basis of the Leibniz algebra. Now, multiplying (6.10) by n(Q ⊗ I)n−1 and
m(I ⊗Q)m−1 from the left and right respectively; then after some calculation we have:
{tr(Qn), tr(Qm)}+ tr
(
[(Q⊗ I)n, r.(I ⊗Q)m−1]
)
= 0. (6.12)
In the same way, one can obtain the following equation from (6.11) by multiplying n(I⊗Q)n−1 and
m(Q⊗ I)m−1 from the left and right, respectively:
{tr(Qn), tr(Qm)}+ tr
(
[(I ⊗Q)n, r.(Q⊗ I)m−1]
)
= 0. (6.13)
Remark 6.5 Note that a simple class of Leibniz algebras can be constructed as follows
• Let V be a vector space and ϕ ∈ V ∗ a nonzero linear functional; on Matk(V ) indicating linear
transformation (which also it is denoted by ϕ), ϕ : Matk(V ) −→ Matk(R) whose ij entry is
simply the original functional ϕ. Then, g = Matk(V ), together with the bracket
[X, Y ] = ϕ(X)Y − Y ϕ(X), (6.14)
for k ≥ 2, is a left Leibniz algebra [23].
• Similarly, under the above assumptions g = Matk(V ), together with the bracket
[X, Y ] = Xϕ(Y )− ϕ(Y )X, (6.15)
is a right Leibniz algebra; for k ≥ 2.
8Note that for obtaining (6.10)-(6.13) one must use the relation [X ⊗ Y, Z ⊗ W ] = [X,Z] ⊗ YW + XZ ⊗
[Y,W ] ∀X,Y, Z,W ∈ g, but, this relation for the left (right) Leibniz algebra g, is consistent with the left (right)
fundamental identity if ad(r) and ad(l) be both derivation, i.e., if g is a left and right Leibniz algebra simultaneously.
For this reason, relations (6.10)-(6.13) are only satisfied for especial Leibniz algebra, i.e., for (right and left) Leibniz
algebras.
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For above two cases ϕ is considered a homomorphism from g = Matk(V ) with Leibniz bracket [., .]
to Matk(R) with Lie bracket [., .]Lie
By use of remark 6.5, the second terms of (6.12) and (6.13) are zero, one can obtain the following
functions which are in involution.
Ik = tr(Q
k), (6.16)
Let us consider an example. Let M = g1 ⊂ R
3 be the Lie algebra with the following Lie bracket
[e2, e3]Lie = e1, (6.17)
and assume the following Poisson structure P and metric G on g1 [22]
P =

0 0 0
0 0 x1
0 −x1 0
 , G =

0 0 0
0 α β
0 β γ
 , (6.18)
where α, β and γ are nonzero real numbers. Then, the metriplectic structure on g1 can be obtained
as follows
B = P +G =

0 0 0
0 α x1 + β
0 β − x1 γ
 . (6.19)
Let the symmetry algebra g be a Leibniz algebra mentioned in the example 5.3 where it is a left
and also right Leibniz algebra. Assuming the following Leibniz representation
X1 =
(
n j
k m
)
, X2 =
(
e f
g h
)
, ϕ(X1) =
(
z1 z2
z3 z4
)
, ϕ(X2) =
(
y1 y2
y3 y4
)
,
where n, j, k,m, e, f, g, h, z1, z2, z3, z4, y1, y2, y3, y4 are real numbers and using (6.14), we have
X1 =
(
n j
0 m
)
, X2 =
(
0 (m− n)z2
0 0
)
, ϕ(X1) =
(
z1 z2
0 z4
)
, ϕ(X2) =
(
y4 0
0 y4
)
. (6.20)
Now, one can find a solution of the equations (6.7) using (6.6), as follows
S1(x
1, x2, x3) = −
(−αx3 + βx2)
√
(αγ − β2)αx1
(αγ − β2)α
+ x1, S2(x
1, x2, x3) = x1 (6.21)
Then, from (6.8) one can obtain Q for this example, as follows
Q =
(
−anS2 (m− n)z2(−aS1 + cS2)− ajS2
0 −amS2
)
. (6.22)
Finally, from (6.16), we have
I2 = tr(Q
2) = a2(n2 +m2)S22 , I3 = tr(Q
3) = −a3(n3 +m3)S32 (6.23)
which are the constants of motion.
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7 Conclusions and open problems
We defined the Leibniz bialgebra, the Yang-Baxter equation and classical r-matrices for the Leibniz
algebras. Also, we obtained a dynamical system on Leibniz manifold such that its symmetry algebra
is a Leibniz algebra. There are some open problems as follows. For the quantization of Leibniz
algebras one can use the Leibniz bialgebras (similar to the Lie algebras). The question is that, is
the Leibniz bialgebra an algebraic structure of the Lie rack [19] (Leibniz-Lie rack) such that the
Leibniz structure [20] over it, is compatible with the rack structure? Also, what is the role of the
Leibniz bialgebras in the integrable metriplectic systems [22].
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