Factorization of Blaschke products and ideal theory in H∞  by Izuchi, Kei Ji & Izuchi, Yuko
Journal of Functional Analysis 260 (2011) 2086–2147
www.elsevier.com/locate/jfa
Factorization of Blaschke products and ideal theory
in H∞
Kei Ji Izuchi a,∗,1, Yuko Izuchi b
a Department of Mathematics, Niigata University, Niigata 950-2181, Japan
b Aoyama-shinmachi 18-6-301, Nishi-ku, Niigata 950-2006, Japan
Received 28 July 2010; accepted 19 August 2010
Available online 17 September 2010
Communicated by J. Bourgain
Abstract
Let H∞ be the Banach algebra of bounded analytic functions on the open unit disk D. Let G be the
union set of all nontrivial Gleason parts in the maximal ideal space of H∞. Let E be a nonvoid compact
and totally disconnected subset of G and nE be a bounded numbering function on E. We characterize nE
for which there is a closed ideal I in H∞ such that Z(I) = E and ord(I, x) = nE(x) for every x ∈ E.
Let I1, I2, . . . , Ik be closed ideals in H∞ satisfying Z(Ii) ⊂ G for 1  i  k. We prove that
∏k
i=1 Ii =
{∏ki=1 fi : fi ∈ Ii , 1 i  k} is a closed ideal. A local ideal theory in H∞ plays an important role to prove
our results.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let H∞ be the Banach algebra of bounded analytic functions on the open unit disk D with the
supremum norm ‖ · ‖∞. We denote by M(H∞) the maximal ideal space of H∞, i.e., M(H∞)
is the family of nonzero multiplicative linear functionals on H∞ with the weak∗-topology. We
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think of f a continuous function on M(H∞). By the Carleson corona theorem [3], D is dense
in M(H∞). For 0 < r < 1, we write Dr = {|z| < r}. Let {an}n be a sequence in D satisfying∑∞
n=1(1 − |an|) <∞. Associated with it, we have a Blaschke product
b(z)=
∞∏
n=1
−an
|an|
z− an
1 − anz , z ∈ D,
where if an = 0, we consider that −an/|an| = 1. We call {an}n and b(z) interpolating if for every
bounded sequence {cn}n, there exists f in H∞ such that f (an) = cn for every n  1. In [2],
Carleson also proved that {an}n is an interpolating sequence in D if and only if
inf
k
∏
n;n=k
∣∣∣∣ ak − an1 − anak
∣∣∣∣> 0.
We write Z(b)= {x ∈M(H∞): b(x)= 0} and{|b|< r}= {x ∈M(H∞): ∣∣b(x)∣∣< r}, 0 < r < 1.
A Blaschke product B is called Carleson–Newman if B =∏ki=1 bi for finitely many interpolating
Blaschke products b1, b2, . . . , bk . In this case, there are many ways to give such factorization.
If k is the smallest number of interpolating Blaschke products, B is called a Carleson–Newman
Blaschke product of order k. In this paper, we write a CN Blaschke product instead of a Carleson–
Newman Blaschke product. For Blaschke products B1 and B2, if B1 is a subproduct of B2, we
write B1 ≺ B2.
For x, y ∈M(H∞), the pseudo-hyperbolic distance is defined by
ρ(x, y)= {∣∣f (x)∣∣: f (y)= 0, f ∈H∞, ‖f ‖∞  1}.
The set
P(x)= {y ∈M(H∞): ρ(x, y) < 1}
is called the Gleason part containing x ∈ M(H∞). If P(x) = {x}, P(x) is called nontrivial. We
denote by G the union set of all nontrivial Gleason parts in M(H∞). In [14], Hoffman studied
the structure of Gleason parts extensively. He proved the following facts (see also [7]).
(a) Let x ∈ M(H∞). Then x ∈ G if and only if there is an interpolating Blaschke product b
satisfying b(x)= 0, and G is an open subset of M(H∞).
(b) For a nontrivial Gleason part P(x), there exists a pseudo-hyperbolic distance preserving
continuous, one-to-one and onto map Lx : D → P(x) such that Lx(0)= x and (f ◦Lx)(z) ∈
H∞ for every f ∈H∞. The map Lx : D → P(x) is called the Hoffman map at x ∈G.
(c) Let b be an interpolating Blaschke product. For small positive numbers η and ε satisfying
some additional conditions, we may define the map
γ : Z(b)× D  (ξ, z)→ γ (ξ, z) ∈ {|b|< ε}
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morphic and onto map, and γ can be extended
γ : Z(b)× D  (ξ, z)→ γ (ξ, z) ∈ {|b| ε}
homeomorphically.
After Hoffman’s work, interpolating Blaschke products have played an important role in the
study of the structure of H∞ (see [4,7,15,18,22,23]), especially in the study of ideal theory
in H∞ (see [9–11,17,19,21]). It is known that for a Blaschke product B , B is a CN Blaschke
product if and only if Z(B)⊂G (see [8,12,24]).
Our aim is to study closed ideals I in H∞ satisfying Z(I)⊂G, where
Z(I)=
⋂
f∈I
Z(f ).
It is extremely difficult to make clear the structure of closed ideals I in H∞ satisfying Z(I) ⊂G
(see [1]). For x ∈G and f ∈H∞, by (b) we may define zero’s order of f at x, we write ord(f, x),
by zero’s order of the analytic function f ◦Lx at 0 ∈ D. For x ∈M(H∞) \G and f ∈H∞ with
f (x)= 0, we define ord(f, x)= ∞. We put
ord(I, x)= min{ord(f, x): f ∈ I}, x ∈M(H∞).
For a compact subset E of G, let
I (E)= {f ∈H∞: f (x)= 0, x ∈E},
which is called the associated primary ideal of E. Generally we have E ⊂ Z(I (E)).
In [11], Gorkin, Mortini, and the first author proved the following two theorems for closed
ideals I satisfying Z(I) ⊂ G. In this case, we note that mI := maxx∈Z(I) ord(I, x) < ∞. The
following is given in Theorem 2.2 in [11].
Theorem A. Let I be a closed ideal in H∞ satisfying Z(I) ⊂ G. Then I coincides with the set
of f in H∞ satisfying ord(f, x) ord(I, x) for every x ∈Z(I).
This is a fairly crucial theorem in ideal theory of H∞. By this theorem, for closed ideals I1, I2
satisfying Z(I1) = Z(I2) ⊂ G, we have that I1 = I2 if and only if ord(I1, x) = ord(I2, x) for
every x ∈Z(I1). The following is essentially given in Theorem 3.4 in [11].
Theorem B. Let I be a closed ideal in H∞ satisfying Z(I) ⊂ G and x ∈ Z(I). Then there is a
CN Blaschke product B of order mI in I satisfying ord(B,x)= ord(I, x).
In ideal theory of H∞, one of the main problems is what is the function ord(I, x) in x ∈ Z(I).
We have also several questions about a closed ideal I in H∞ satisfying Z(I)⊂G (see [11]).
Question 1. Characterize nonvoid compact and totally disconnected subsets E of G satisfying
Z(I (E))=E to use geometrical words in E.
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bounded numbering function nE :E → {1,2, . . .}, does there exist a closed ideal I in H∞ satis-
fying Z(I)=E and ord(I, x)= nE(x) for every x ∈E?
Let I1, I2 be closed ideals in H∞ satisfying Z(Ii)⊂G for i = 1,2, and I1 ⊗ I2 be the tensor
product of I1 and I2.
Question 3. Is I1 ⊗ I2 a closed ideal in H∞?
In [19], the authors studied these questions for I (E) the associated primary ideal of E. We
have another question.
Question 4. Is I1I2 = {f1f2: f1 ∈ I1, f2 ∈ I2} a closed ideal in H∞?
The purpose of this paper is to answer these questions. To study these questions generally, we
need to see local versions of these questions. Hoffman’s results (a)–(c) give us many informations
about local properties of functions in H∞ on G. Let x ∈ G. By (a), there is an interpolating
Blaschke product b satisfying b(x)= 0. Then the set {|b|< ε} is an open neighborhood of x in G
for small ε > 0. And by (c), we may identify {|b|< ε} with the more simpler space Z(b)× D. It
is known that Z(b) is homeomorphic to the Stone– ˇCech compactification βN of the set of natural
numbers N (see [13]). So using the same notation γ in (c), we have a homeomorphic map
γ : βN × D → {|b| ε}
which satisfies some additional conditions.
Let C(βN × D) be the space of continuous functions on βN × D. For f ∈ C(βN × D) and
ξ ∈ βN, we put fξ (z)= f (ξ, z) for z ∈ D. Let
A= {f ∈ C(βN × D): fξ (z) ∈A(D), ξ ∈ βN},
where A(D) is the disk algebra on D, i.e., A(D) is the space of continuous functions on D which
are analytic in D. We call A the big disk algebra. For a closed ideal J in A, let
Z(J )= {x ∈ βN × D: f (x)= 0, f ∈ J}.
For f ∈A and x = (ξ, z) ∈ βN × D, we may define zero’s order at x, which we write ord(f, x).
We put
ord(J, x)= min{ord(f, x): f ∈ J}, x ∈ βN × D.
By condition (c), for each ξ ∈ βN, γ maps {ξ} × D biholomorphically onto an open subset
γ ({ξ} × D) in P(λ) for some λ ∈Z(b). Hence we have
H∞ ◦ γ ⊂A,
and for f ∈H∞ we have ord(f, x)= ord(f ◦ γ, γ−1x) for every x ∈ {|b|< ε}.
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It is known that Z(I) is a totally disconnected set (see [11]). Let x ∈ Z(I). Then there is an
interpolating Blaschke product b satisfying b(x)= 0. Let ε > 0 be sufficiently small. There is an
open and closed subset E of Z(I) such that x ∈ E ⊂ {|b| < ε}. Then there is a closed ideal I1
in H∞ such that Z(I1) = E and ord(I1, x) = ord(I, x) for every x ∈ E. We have I1 ◦ γ ⊂ A.
Here I1 ◦ γ may not be a closed ideal in A. Let J1 be a closed ideal in A generated by I1 ◦ γ .
Then we have Z(J1)= γ−1(E)⊂ βN×D and ord(J1, γ−1(x))= ord(I1, x) for every x ∈E. So
in Sections 2–7, we study a closed ideal J inA satisfying Z(J )⊂ βN×D. And we shall answer
the A-versions of Questions 1–3. In Section 8, applying the results in A we get some local ideal
theory in H∞. In Section 9, we shall answer Questions 1–4 completely.
Without using A we can prove Questions 1–4. But their proofs will be heavily complicated.
It is more understandable via the space A.
In Section 2, we study basic properties of A. In Section 3, we deal with closed ideals I in A
satisfying Z(I)⊂ βN×D. In Section 4, for a nonvoid compact and totally disconnected subset E
of βN × D we define a tilde function n˜E of a numbering function nE : E → {1,2, . . .}. Also we
define the associated numbering function NE,∞ which represents a geometrical property of E.
We put I (E) = {f ∈A: f (x) = 0, x ∈ E}. In Section 5, we prove that Z(I (E)) ⊂ βN × D if
and only if supx∈E NE,∞(x) <∞, which answers the A-version of Question 1. In Section 6, we
prove that nE is a bounded numbering function satisfying n˜E = nE on E if and only if there is a
closed ideal I in A satisfying Z(I) = E and ord(I, x) = nE(x) for every x ∈ E, which answers
the A-version of Question 2. In Section 7, we prove that I1 ⊗ I2 is a closed ideal in A, which
answers the A-version of Question 3.
For topological properties of βN, see [5,25].
2. The big disk algebra
Let X = βN×D. Then X = βN× D and ∂X = βN× ∂D. Let π :X → βN be the projection
defined by π(ξ, z)= ξ for (ξ, z) ∈X. For z1 ∈ D and 0 < r < 1−|z1|, let Dr(z1)= {|z−z1|< r}
and Dr(z1) = {|z − z1|  r}. If z1 = 0, we write Dr = Dr(0). Let C(X) be the space of con-
tinuous functions on X with the supremum norm ‖f ‖X = maxx∈X |f (x)|. For f ∈ C(X) and
ξ ∈ βN, we put fξ (z) = f (ξ, z) for z ∈ D, which we call the slice function of f at ξ . We put
‖fξ‖D = maxz∈D |fξ (z)|. The following is an elementary fact.
Lemma 2.1. Let f ∈ C(X) and ξα → ξ in βN. Then ‖fξα − fξ‖D → 0 as α → ∞.
Let
A= {f ∈ C(X): fξ ∈A(D), ξ ∈ βN},
where A(D) is the disk algebra on D. It is easy to see thatA is a closed subalgera of C(X), which
we call the big disk algebra on X. Let W be an open and closed subset of βN and χπ−1(W) be the
characteristic function for π−1(W). Then χπ−1(W) ∈A. Let f (z) ∈A(D). Identifying f (z) with
f (ξ, z) = f (z) for (ξ, z) ∈ βN × D, we may consider f (z) ∈A, so χπ−1(W)f (z) ∈A. For each
f ∈A, let
Z(f )= {x ∈X: f (x)= 0}.
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ord(f, x)=
⎧⎨⎩
ord(fξ , z), x ∈ Z(f )∩X,
∞, x ∈ Z(f )∩ ∂X,
0, x ∈X \Z(f ),
where ord(fξ , z) is the usual order of zero of the analytic function fξ at z ∈ D.
The following is known as the Hurwitz theorem.
Lemma 2.2. Let f ∈ A(D) satisfy Z(f ) = {z0} ⊂ D. Let {fα}α∈Λ be a net in A(D) such that
‖fα − f ‖D → 0 as α → ∞. Then there exists α0 ∈Λ such that
ord(f, z0)=
∑{
ord(fα, z): z ∈Z(fα)
}
for every α  α0, and the net of sets {Z(fα)}α converges to the one point set {z0}.
By Lemmas 2.1 and 2.2, we have the following.
Lemma 2.3. Let f ∈ A and x1 = (ξ1, z1) ∈ Z(f ) ∩ X satisfy ord(f, x1) < ∞. Take 0 < r < 1
such that Dr(z1)⊂ D and |fξ1 |> 0 on ∂Dr(z1). Then there exists an open and closed neighbor-
hood Wξ1 of ξ1 in βN such that∑{
ord(f, x): x ∈ Z(f )∩ ({ξ1} ×Dr(z1))}
=
∑{
ord(f, y): y ∈Z(f )∩ ({λ} ×Dr(z1))}
for every λ ∈Wξ1 .
Corollary 2.4. For f ∈A, ord(f, x) is upper semicontinuous on X.
For f ∈A, we put
Ordξ (f )=
∑{
ord(f, x): x ∈ Z(f )∩ π−1(ξ)}, ξ ∈ βN.
Then Ordξ (f ) is also upper semicontinuous on βN.
Corollary 2.5. If f ∈A and |f |> 0 on ∂X, then
sup
ξ∈βN
Ordξ (f )= sup
n∈N
Ordn(f ) <∞.
Proof. By the assumption, Ordξ (f ) < ∞ for every ξ ∈ βN. Suppose that Ordξα (f ) → ∞ for
some net {ξα}α such that ξα → ξ in βN. Then Ordξ (f ) = ∞. But this is a contradiction. The
equality follows from Lemma 2.3. 
The following corollaries also follow from Lemma 2.3.
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subset of βN for every j  1.
Corollary 2.7. If f ∈A and |f |> 0 on ∂X, then Z(f ) is a totally disconnected set.
A function ϕ in A is called inner if |ϕ| = 1 on ∂X. If ϕ is inner and Z(ϕ) = ∅, then ϕξ is a
unimodular constant for each ξ ∈ βN. If Z(ϕ) = ∅, then by Corollary 2.6 π(Z(ϕ)) is an open
and closed subset of βN and π(Z(ϕ)) ∩ N is dense in π(Z(ϕ)). We shall study the structure
of inner functions. An inner function b in A is called an IBP (interpolating Blaschke product)
if ord(b, x) = 1 for every x ∈ Z(b). An IBP b is called simple if Ordξ (b) = 1 for every ξ ∈
π(Z(b)). If b1, b2 are IBPs, then b1b2 is an IBP if and only if Z(b1)∩Z(b2)= ∅. First, we study
a simple IBP in A.
Let N be a subset of N and η be a unimodular function on N. Let a(n) be a function on N
satisfying
sup
n∈N
∣∣a(n)∣∣< 1. (2.1)
We define the function q(n, z) on N × D by
q(n, z)=
{
η(n)
z−a(n)
1−a(n)z , n ∈N,
η(n), n ∈ N \N.
(2.2)
We put W = NβN, where NβN is the closure of N in βN. Then W is an open and closed sub-
set of βN and W ∩ N = N . There are η˜ ∈ C(βN) satisfying η˜|N = η and a˜ ∈ C(W) satisfying
a˜|N = a. Then |˜η| = 1 on βN and maxξ∈W |˜a(ξ)| = supn∈N |a(n)| < 1. We define the func-
tion b(ξ, z) on βN × D by
b(ξ, z)=
{
η˜(ξ)
z−a˜(ξ)
1−a˜(ξ)z , ξ ∈W,
η˜(ξ), ξ ∈ βN \W.
Then b is a simple IBP in A and b|
N×D = q . We have also
Z(b)= {(n,a(n)): n ∈N}X.
Conversely, suppose that b is a simple IBP. Let q = b|
N×D. Then q has a form in (2.2) and
its zeros satisfy condition (2.1). By the above fact, there is a simple IBP b1 in A such that
b1|N×D = b|N×D. Since N × D is dense in X, we have b1 = b.
Since a product of finitely many simple IBPs is an inner function, we have the following by
the above observation.
Theorem 2.8.
(i) Let {qn(z)}n be a sequence of finite Blaschke products on D such that
sup
∑{
ord
(
qn(z), ζ
)
: ζ ∈Z(qn(z))}<∞n∈N
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n=1 Z(qn(z))D ⊂ D. Then there exists an inner function ϕ in A such that ϕ(n, z) =
qn(z) for every (n, z) ∈ N × D. Moreover
Z(ϕ)=
∞⋃
n=1
{
(n, ζ ): ζ ∈ Z(qn(z))}X.
(ii) Let ϕ be an inner function in A satisfying Z(ϕ) = ∅ and
m= max
ξ∈βN
Ordξ (ϕ) <∞.
Then there are simple IBPs b1, b2, . . . , bm in A such that ϕ =∏mi=1 bi .
Let ϕ1 and ϕ2 be inner functions in A. If there is another inner function ϕ3 such that ϕ2 =
ϕ1ϕ3, we write ϕ3 = ϕ2/ϕ1 and ϕ1 is called a subfactor of ϕ2, and we write ϕ1 ≺ ϕ2.
Corollary 2.9. Let ϕ1, ϕ2 be inner functions in A. If ord(ϕ1, x)  ord(ϕ2, x) for every x ∈
Z(ϕ1)∩ (N × D), then ϕ1 ≺ ϕ2.
Proof. For each n ∈ N, ϕ2(n, z)/ϕ1(n, z) is a finite Blaschke product on D. By Theorem 2.8(i),
there is an inner function ψ in A such that ψ(n, z)= ϕ2(n, z)/ϕ1(n, z) for every (n, z) ∈ N×D.
Then (ϕ1ψ)(n, z)= ϕ2(n, z), so ϕ1ψ = ϕ2. 
Let ϕ be an inner function in A. By Corollary 2.7, Z(ϕ) is a totally disconnected set. Let
U be an open subset of X such that Z(ϕ) ∩ U is an open and closed subset of Z(ϕ). Let N =
π(Z(ϕ) ∩ U) ∩ N. We note that the slice function ϕn is a finite Blaschke product for every
n ∈N . For each n ∈N , let q(n, z) be the subproduct of ϕn with zeros {z ∈ D: (n, z) ∈ Z(ϕ)∩U}
counting multiplicities. We define the function ψ(n, z) on N × D by
ψ(n, z)=
{
q(n, z), n ∈N,
1, n ∈ N \N.
By Theorem 2.8(i), there is an inner function ϕU in A such that ϕU |N×D =ψ . By Corollary 2.9,
we have ϕU ≺ ϕ, Z(ϕU)= Z(ϕ)∩U , ϕU = 1 on X \π−1(π(Z(ϕ)∩U)) and |ϕ/ϕU |> 0 on U .
We call ϕU the subfactor of ϕ with zeros Z(ϕ)∩U . If Z(ϕ)∩U = ∅, we put ϕU = 1.
For f ∈ A and an inner function ψ in A, we write also ψ ≺ f if there is h ∈ A such that
f =ψh. In this case, we write h= f/ψ , too. Similarly we have the following.
Lemma 2.10. Let f ∈A and U be an open subset of X such that Z(f )∩U is an open and closed
subset of Z(f ). Then there is an inner function ϕ inA such that ϕ ≺ f , Z(ϕ)= Z(f )∩U , ϕ = 1
on X \ π−1(π(Z(f )∩U)) and |f/ϕ|> 0 on U .
We have the following as a corollary of Lemma 2.10.
Corollary 2.11. Let f ∈A satisfy |f | > 0 on ∂X. Then there are an inner function ϕ in A and
an invertible function h ∈A such that f = ϕh.
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Let k = ord(ϕ, x1). Then there are an open and closed neighborhood Wξ1 of ξ1 in βN, r > 0
satisfying Dr(z1) ⊂ D and an inner function ψ such that Z(ψ) ⊂ Wξ1 × Dr(z1), ψ ≺ ϕ,
Z(ϕ/ψ)∩ (Wξ1 ×Dr(z1))= ∅ and Ordλ(ψ)= k for every λ ∈Wξ1 .
Proof. Take r > 0 satisfying Z(ϕξ1)∩Dr(z1)= {z1}. Then by Lemma 2.3, there is an open and
closed neighborhood Wξ1 of ξ1 in βN such that |ϕ|> 0 on Wξ1 × ∂Dr(z1) and
k =
∑{
ord(ϕ, x): x ∈Z(ϕ)∩ ({λ} ×Dr(z1))}, λ ∈Wξ1 .
Let ψ be the subfactor of ϕ with zeros Z(ϕ)∩ (Wξ1 ×Dr(z1)). Then we get the assertion. 
Let ϕ be an inner function in A satisfying Z(ϕ) = ∅. Let
mϕ = max
x∈Z(ϕ)
ord(ϕ, x) and Mϕ = max
ξ∈βN
Ordξ (ϕ).
By Corollary 2.5, mϕ Mϕ < ∞. By Theorem 2.8(ii), there are simple IBPs b1, b2, . . . , bMϕ
such that ϕ = ∏Mϕi=1 bi . We may write ϕ = ∏kj=1 qj for some IBPs q1, q2, . . . , qk satisfying
k Mϕ . We say that ϕ is an inner function of order k, which we write order(ϕ) = k, if k is
the smallest positive integer giving such factorization of ϕ.
Theorem 2.13. Let ϕ be an inner function in A satisfying Z(ϕ) = ∅. Then ϕ is an inner function
of order mϕ .
Proof. By the definition of order(ϕ), we have mϕ  order(ϕ). We shall show the reverse in-
equality. Let ξ ∈ π(Z(ϕ)) and
Z(ϕ)∩ π−1(ξ)= {xξ,1, xξ,2, . . . , xξ,jξ }, xξ,i = xξ, (i = ).
We write xξ,i = (ξ, zξ,i) for 1  i  jξ . We put tξ,i = ord(ϕ, xξ,i)  mϕ . By Lemma 2.12,
there are 0 < rξ < 1, an open and closed neighborhood Wξ of ξ in βN and inner functions
ψxξ,1 ,ψxξ,2 , . . . ,ψxξ,jξ
such that
Drξ (zξ,i )∩Drξ (zξ,)= ∅, i = , (2.3)
Z(ψxξ,i )⊂Wξ ×Drξ (zξ,i ), 1 i  jξ , (2.4)
Ordλ(ψxξ,i )= tξ,i , λ ∈Wξ, 1 i  jξ , (2.5)
jξ∏
i=1
ψxξ,i ≺ ϕ (2.6)
and
Z
(
ϕ∏jξ
ψ
)
∩ π−1(Wξ )= ∅. (2.7)i=1 xξ,i
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=1 bξ,i,. If we put bξ,i, = 1 for tξ,i + 1   mϕ , then ψxξ,i =
∏mϕ
=1 bξ,i,. For each fixed
1 mϕ , by (2.3) and (2.4)
∏jξ
i=1 bξ,i, is an IBP, so
order
( jξ∏
i=1
ψxξ,i
)
= order
( mϕ∏
=1
jξ∏
i=1
bξ,i,
)
mϕ. (2.8)
By the compactness of π(Z(ϕ)), there exist ξ1, ξ2, . . . , ξs in π(Z(ϕ)) satisfying π(Z(ϕ)) ⊂⋃s
k=1 Wξk . Let V1 =Wξ1 and Vk =Wξk \
⋃k−1
j=1 Wξj for 2 k  s. Then {Vk: 1 k  s} is a set
of mutually disjoint open and closed subsets of βN and π(Z(ϕ)) ⊂⋃sk=1 Wξk =⋃sk=1 Vk . For
each 1 k  s, let ϕk be the subfactor of
∏jξk
i=1 ψxξk,i with zeros
Z
( jξk∏
i=1
ψxξk,i
)
∩ π−1(Vk).
By (2.8), order(ϕk)mϕ for every 1 k  s. By (2.6) and (2.7), we have ϕ = ϕ0∏sk=1 ϕk for
some inner function ϕ0 satisfying Z(ϕ0) = ∅. Since Z(ϕk) ∩ Z(ϕj ) = ∅ for k = j , it is easy to
see that order(ϕ)mϕ . 
For a set A, we denote by #(A) the number of elements in A. Let E be a nonvoid compact
subset of X. If E ⊂ Z(b) for some simple IBP b, E is called a simple interpolation set. In
this case, #(E ∩ π−1(ξ))  1 for every ξ ∈ βN. If E ⊂ Z(b) for some IBP b, E is called an
interpolation set, and this is an unusual definition. In Theorem 2.19, we shall prove that this is
equivalent to the usual definition for an interpolation set. If E is an interpolation set, then E is
totally disconnected by Corollary 2.7. We shall study an interpolation set.
Lemma 2.14. Let E be a nonvoid compact subset of X such that #(E ∩ π−1(ξ)) = 1 for every
ξ ∈ π(E). Then E is a simple interpolation set.
Proof. For each ξ ∈ π(E), let E ∩ π−1(ξ) = {(ξ, f (ξ))}. Then f (ξ) is a continuous function
on π(E) and E = {(ξ, f (ξ)): ξ ∈ π(E)}. Let r = maxξ∈π(E) |f (ξ)|. Then r < 1. By the Ti-
etze extension theorem, there is a continuous function f˜ on βN such that f˜ |π(E) = f and
f˜ (βN) ⊂ Dr . Let b(ξ, z) = (z − f˜ (ξ))/(1 − f˜ (ξ)z) for every (ξ, z) ∈ βN × D. Then b is a
simple IBP and
Z(b)= {(ξ, f˜ (ξ)): ξ ∈ βN}⊃ {(ξ, f (ξ)): ξ ∈ π(E)}=E. 
For x1, x2 ∈X, let
ρ(x1, x2)= sup
{∣∣f (x2)∣∣: f ∈A, f (x1)= 0, ‖f ‖X  1}.
We put x1 = (ξ1, z1) and x2 = (ξ2, z2). If ξ1 = ξ2, then ρ(x1, x2)= 1. If ξ1 = ξ2, then ρ(x1, x2)=
|z1 − z2|/|1 − z2z1|. A subset E of X is called ρ-separated if there exists δ > 0 such that
ρ(x, y) > δ for every x, y ∈E with x = y.
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set.
Proof. By the assumption, m := maxξ∈π(E) #(E ∩ π−1(ξ)) < ∞. Since E is ρ-separated, by
Lemma 2.12 for each ξ ∈ π(E) there are an open and closed neighborhood Wξ of ξ in βN and
continuous maps fξ,1, fξ,2, . . . , fξ,m on Wξ to X such that E ∩ π−1(Wξ ) ⊂⋃mi=1 fξ,i(Wξ ) and
fξ,i(Wξ )∩fξ,j (Wξ )= ∅ for i = j . By the compactness of π(E), there are ξ1, ξ2, . . . , ξk in π(E)
such that π(E) ⊂ ⋃kj=1 Wξj . Let V1 = Wξ1 and Vj = Wξj \⋃j−1=1 Wξ for 2  j  k. Then
Vj ∩ V = ∅ for j =  and W :=⋃kj=1 Wj =⋃kj=1 Vj . For each 1 i m, we define a map fi
on W by fi(λ)= fξj ,i(λ) for λ ∈ Vj . Then fi is a continuous map on W , fj (W)∩f(W)= ∅ for
j =  and E ⊂⋃mi=1 fi(W). By Lemma 2.14, there is a simple IBP bi such that Z(bi)= fi(W).
Let b =∏mi=1 bi . Then b is an IBP and E ⊂ Z(b). 
Lemma 2.16. Let E be a nonvoid simple interpolation set in X and ϕ be an IBP in A satisfying
E ⊂ Z(ϕ). Then there is a simple IBP b such that E ⊂ Z(b) and b ≺ ϕ.
Proof. Let q be a simple IBP satisfying E ⊂ Z(q). Let N = N ∩ π(Z(q)). We have
Z(q) ∩ π−1(n) = {(n, an)} for every n ∈ N and supn∈N |an| < 1. Also we have E ⊂ Z(q) =
{(n, an): n ∈N}X . Let N1 =N ∩π(Z(ϕ)). We have π(E)⊂N1βN. For each n ∈N1, take (n, cn)
in Z(ϕ)∩ π−1(n) such that
|cn − an| = min
{|c − an|: (n, c) ∈ Z(ϕ)∩ π−1(n)}. (2.9)
We define the function f (n, z) on N × D by
f (n, z)=
{ z−cn
1−cnz , n ∈N1,
1, n ∈ N \N1.
By Theorem 2.8(i), there exists a simple IBP b such that b|
N×D = f . We have b ≺ ϕ.
To show E ⊂ Z(b), let x ∈ E. There is a net {nα}α in N1 satisfying (nα, anα ) → x in X.
Since ϕ(x) = 0, ϕ(nα, anα ) → 0. By (2.9), we have |cnα − anα | → 0, so (nα, cnα ) → x. Since
f (nα, cnα )= 0, we have x ∈Z(b). 
The following is an A-version of Theorem 2.2 in [21].
Lemma 2.17. Let E be a nonvoid interpolation set in X and U be an open and closed subset
satisfying E ⊂U ⊂X. If ϕ is an inner function satisfying E ⊂ Z(ϕ), then there is an IBP b such
that E ⊂ Z(b)⊂U and b ≺ ϕ.
Proof. By the definition, there is an IBP q such that E ⊂ Z(q). By Theorem 2.8(ii), there are
simple IBPs q1, q2, . . . , qMq such that q =
∏Mq
i=1 qi . Let Ei =E∩Z(qi). Since Z(qi)∩Z(qj )= ∅
for i = j , we have Ei ∩ Ej = ∅ for i = j . Take open subsets Ui , 1  i  Mq , such that
Ei ⊂ Ui ⊂ U , Z(ϕ) ∩ Ui is open and closed in Z(ϕ) and Ui ∩ Uj = ∅ for i = j . Let ϕi be
the subfactor of ϕ with zeros Z(ϕ) ∩ Ui . Then ∏Mqi=1 ϕi ≺ ϕ. By Lemma 2.16, there are simple
IBPs b1, b2, . . . , bMq such that Ei ⊂ Z(bi) and bi ≺ ϕi for every 1 i Mq . Let b =
∏Mq
i=1 bi .
Then b is an IBP, E ⊂ Z(b)⊂U and b ≺ ϕ. 
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Proof. Let f ∈ C(E) satisfy ‖f ‖E < 1. By the Tietze extension theorem, there is f˜ ∈ C(X)
such that f˜ |E = f and ‖f˜ ‖X = ‖f ‖E < 1. Let q be a simple IBP satisfying E ⊂ Z(q). Let
N = N ∩ π(Z(q)). For each n ∈ N , there is a unique an ∈ D such that q(n, an) = 0. We have
supn∈N |an| < 1 and E ⊂ {(n, an): n ∈N}X . Then there exists cn ∈ D such that (an − cn)/(1 −
cnan)= f˜ (n, an) for n ∈N and supn∈N |cn|< 1. We define the function g(n, z) on N × D by
g(n, z)=
{ z−cn
1−cnz , n ∈N,
1, n ∈ N \N.
By Theorem 2.8(i), there exists a simple IBP b in A such that b|
N×D = g. Let x ∈E. Then there
is a net {nα}α in N such that (nα, anα )→ x in X. We have
b(nα, anα )= g(nα, anα )=
anα − cnα
1 − cnαanα
= f˜ (nα, anα ).
Hence b(x)= f˜ (x), so b|E = f˜ |E = f . Thus we get the assertion. 
The following is an A-version of Theorem 3.1 in [17].
Theorem 2.19. Let E be a nonvoid compact subset of X. Then the following conditions are
equivalent.
(i) E is an interpolation set.
(ii) There are simple interpolation sets E1,E2, . . . ,Em such that E =⋃mi=1 Ei and Ei ∩Ej = ∅
for i = j .
(iii) A|E = C(E).
(iv) E is ρ-separated.
Proof. (i) ⇒ (ii) follows from Theorem 2.8(ii).
(ii) ⇒ (iii). Since Ei is a simple interpolation set, there is a simple IBP bi satisfying Ei ⊂
Z(bi) for 1 i m. Let Ui,1 i m, be open subsets of X satisfying Ei ⊂Ui and Ui ∩Uj = ∅
for i = j . We may assume that Z(bi)∩Ui is open and closed in Z(bi). Taking the subfactor of bi
with zeros Z(bi) ∩ Ui , we may assume that Z(bi) ⊂ Ui for 1  i  m. Let ϕj = (∏mi=1 bi)/bj
for 1 j m. Then |ϕj |> 0 on Ej . Since ϕj = 0 on E \Ej , by Lemma 2.18 we have
A|E ⊃
(
m∑
j=1
ϕjA
)∣∣∣∣∣
E
= C(E).
(iii) ⇒ (iv) is trivial.
(iv) ⇒ (i) follows from Lemma 2.15. 
2098 K.J. Izuchi, Y. Izuchi / Journal of Functional Analysis 260 (2011) 2086–21473. Closed ideals and factorization theorems
Let I be a closed ideal in A. We assume that I = {0}. Let
Z(I)=
⋂
f∈I
Z(f ).
For each x ∈X, we put
ord(I, x)= min{ord(f, x): f ∈ I}.
By Corollary 2.4, ord(I, x) is upper semicontinuous on X. In this section, we shall study the
structure of closed ideals I in A satisfying Z(I)⊂X.
Lemma 3.1. Let I be a closed ideal inA. Then Z(I)⊂X if and only if supx∈Z(I) ord(I, x) <∞.
Proof. Suppose that Z(I)⊂X. To show supx∈Z(I) ord(I, x) <∞, suppose not. Since ord(I, x)
is upper semicontinuous, ord(I, x1)= ∞ for some x1 = (ξ1, z1) ∈Z(I). Then ord(fξ1 , z1)= ∞
for every f ∈ I . Since z1 ∈ D, we have fξ1 = 0 on D. Hence π−1(ξ1) ⊂ Z(I). This contradicts
that Z(I)⊂X.
Suppose that Z(I) ⊂ X. Then there is a point x2 in Z(I) ∩ ∂X, so ord(f, x2) = ∞ for every
f ∈ I . Thus ord(I, x2)= ∞. 
It is not difficult to see that X coincides with the maximal ideal space of A (see [6]). The
following comes from Lemma 1.1 in [11].
Lemma 3.2. Let I be a closed ideal in A and fi ∈ I for every 1 i m. If fi = ϕihi for some
ϕi, hi ∈A satisfies (⋂mi=1 Z(hi))∩Z(I)= ∅, then ∏mi=1 ϕi ∈ I .
Let I be a closed ideal in A satisfying Z(I)⊂X and
mI = sup
x∈Z(I)
ord(I, x).
By Lemma 3.1, we have mI < ∞. If ϕ is an inner function in I , then by Theorem 2.13 we have
order(ϕ)mI .
The following is an A-version of Theorem 2.3 in [9].
Theorem 3.3. Let I be a closed ideal inA satisfying Z(I)⊂X and U be an open subset satisfy-
ing Z(I) ⊂ U ⊂ X. Then I contains an inner function ϕ of order mI satisfying Z(ϕ) ⊂ U , and
Z(I) is a totally disconnected set.
Proof. For x ∈ Z(I), there is fx in I such that ord(fx, x)mI . By Lemma 2.10, there are an
open neighborhood Ux of x in U and a factorization fx = ψxhx , where ψx is inner and hx ∈A
satisfying |hx | > 0 on Ux . Since ord(ψx, y) is upper semicontinuous in y, we may assume that
ord(ψx, y)mI for every y ∈Ux . By the compactness of Z(I), there are x1, x2, . . . , xn ∈ Z(I)
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i=1 ψxi ∈ I . By Corollary 2.7, Z(I) is totally disconnected.
Let A1 = Z(I) \⋃ni=2 Uxi . Then A1 is compact and A1 ⊂ Ux1 . Since Z(I) is totally dis-
connected, there is an open and closed subset E1 of Z(I) such that A1 ⊂ E1 ⊂ Ux1 . We have
Z(I) \ E1 ⊂⋃ni=2 Uxi . Similarly there is an open and closed subset E2 of Z(I) \ E1 such that
E2 ⊂ Ux2 and Z(I) \ (E1 ∪ E2) ⊂
⋃n
i=3 Uxi . Repeating the same argument, we have open and
closed subsets E1,E2, . . . ,En of Z(I) such that Z(I)=⋃ni=1 Ei , Ei ⊂Uxi and Ei ∩Ej = ∅ for
i = j . Hence there exist open subsets V1,V2, . . . , Vn such that Ei ⊂ Vi ⊂ Uxi and V i ∩ V j = ∅
for i = j . We have Z(I) ⊂⋃ni=1 Vi ⊂⋃ni=1 Uxi . We may assume that Z(ψxi ) ∩ Vi is open and
closed in Z(ψxi ) for every 1  i  n. Let ϕi be the subfactor of ψxi with zeros Z(ψxi ) ∩ Vi .
Then (
n⋂
i=1
Z
(
(ψxi /ϕi)hxi
))∩Z(I)= ∅.
Since fxi = ϕi(ψxi /ϕi)hxi , by Lemma 3.2 again we get ϕ :=
∏n
i=1 ϕi ∈ I and Z(ϕ) ⊂⋃n
i=1 Vi ⊂U . Let y ∈ Z(ϕ). Since Z(ϕ)⊂
⋃n
i=1 Vi , there is a unique i such that y ∈ Vi . Hence
ord(ϕ, y)= ord(ϕi, y)= ord(ψxi , y)mI . 
Corollary 3.4. Let I be a closed ideal in A satisfying Z(I) ⊂ X. Then I is algebraically gener-
ated by inner functions in I .
Proof. By Theorem 3.3, there is an inner function ϕ in I . Let f ∈ I satisfy ‖f ‖X < 1. By
Corollary 2.11, there are an inner function ψ and an invertible function h ∈A such that ϕ − f =
ψh. Then ψ ∈ I and we get the assertion. 
The following is essentially an A-version of Theorem B.
Corollary 3.5. Let I be a closed ideal in A satisfying Z(I) ⊂ X. For each x ∈ Z(I) and an
open subset U satisfying Z(I) ⊂ U ⊂ X, there is an inner function ϕ of order mI in I such that
ord(ϕ, x)= ord(I, x) and Z(ϕ)⊂U .
Proof. By Theorem 3.3, there is an inner function ψ of order mI in I satisfying Z(ψ) ⊂ U .
We have also f ∈ I such that ord(f, x)= ord(I, x) and ‖f ‖X < 1. Let r = infy∈X\U |ψ(y)|. By
Corollary 2.11, there are an inner function ϕ in A and an invertible function h ∈ A such that
ψ − rf = ϕh. We have that ϕ ∈ I , Z(ϕ)⊂U and
ord(I, x) ord(ϕ, x)min
{
ord(ψ,x),ord(f, x)
}= ord(I, x).
Hence ord(ϕ, x)= ord(I, x). For y ∈ Z(I), we have
ord(I, y) ord(ϕ, y) ord(ψ,y)mI .
Hence order(ϕ)=mI . 
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Ordξ (I )=
∑{
ord(I, x): x ∈Z(I)∩ π−1(ξ)}, ξ ∈ βN.
Repeating the same argument as in the proof of Corollary 3.5, we have the following.
Corollary 3.6. Let I be a closed ideal in A satisfying Z(I) ⊂ X. For each ξ1 ∈ βN and an
open subset U satisfying Z(I) ⊂ U ⊂ X, there is an inner function ϕ of order mI in I such that
Ordξ1(ϕ)= Ordξ1(I ) and Z(ϕ)⊂U .
Proof. By Theorem 3.3, there is an inner function ψ of order mI in I satisfying Z(ψ) ⊂ U .
Put Z(I) ∩ π−1(ξ1) = {x1, x2, . . . , xk}. There is f1 ∈ I satisfying ord(f1, x1) = ord(I, x1) and
‖f1‖X < 1. Let r1 = infy∈X\U |ψ(y)|. By Corollary 2.11, there are an inner function ψ1 inA and
an invertible function h1 ∈A such that ψ − r1f1 =ψ1h1. We have that ψ1 ∈ I , order(ψ1)=mI ,
Z(ψ1) ⊂ U and ord(ψ1, x1) = ord(I, x1). Also there is an inner function ψ2 ∈ I such that
order(ψ2) = mI , Z(ψ2) ⊂ U , ord(ψ2, x1) = ord(I, x1) and ord(ψ2, x2) = ord(I, x2). Repeat-
ing the same argument, there is an inner function ψk ∈ I such that order(ψk)= mI , Z(ψk) ⊂U
and ord(ψk, xi)= ord(I, xi) for every 1 i  k.
There is an open subset V of X such that Z(I)⊂ V , Z(ψk)∩V is open and closed in Z(ψk),
and V ∩ π−1(ξ1) = Z(I) ∩ π−1(ξ1). Let ϕ be the subfactor of ψk with zeros Z(ψk) ∩ V . By
Lemma 3.2, we have ϕ ∈ I . Also we have order(ϕ)=mI , Z(ϕ)⊂U and
Ordξ1(ϕ)=
k∑
i=1
ord(ϕ, xi)=
k∑
i=1
ord(I, xi)= Ordξ1(I ). 
Let I be a closed ideal in A. Let {Wi : 1  i  m} be open and closed subsets of βN and
{fi : 1 i m} ⊂ I . Then we have∑mi=1 χπ−1(Wi)fi ∈ I . For ξ ∈ βN, we put Iξ = {fξ : f ∈ I }.
Lemma 3.7. Let I be a closed ideal in A. If f is a function in A satisfying fξ ∈ Iξ for every
ξ ∈ βN, then f ∈ I .
Proof. For each ξ ∈ βN, by the assumption there is g(ξ) ∈ I such that fξ = g(ξ)ξ on D. Let
ε > 0. By Lemma 2.1, there is an open and closed neighborhood Wξ of ξ in βN such that
‖fλ − fξ‖D < ε, λ ∈Wξ (3.1)
and
∥∥g(ξ)λ − g(ξ)ξ∥∥D < ε, λ ∈Wξ . (3.2)
By the compactness of βN, there are ξ1, ξ2, . . . , ξt in βN such that βN =⋃ti=1 Wξi . Let V1 =Wξ1
and Vj =Wξj \
⋃j−1
i=1 Wξi for 2 j  t . Then Vj is open and closed in βN, βN =
⋃t
j=1 Vj and
Vj ∩ V = ∅ for j = . Let F =∑tj=1 χπ−1(Vj )g(ξj ). Then we have F ∈ I . For λ ∈ βN, there is
a unique j satisfying λ ∈ Vj ⊂Wξ , and we havej
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∥∥fλ − g(ξj )λ∥∥D
 ‖fλ − fξj ‖D +
∥∥fξj − g(ξj )λ∥∥D
< ε + ∥∥g(ξj )ξj − g(ξj )λ∥∥D by (3.1)
< 2ε by (3.2).
Hence ‖f − F‖X < 2ε. Thus we get f ∈ I . 
Lemma 3.8. Let I be a closed ideal in A satisfying Z(I) ⊂ X and ξ ∈ βN. Then Iξ is a closed
ideal in A(D).
Proof. Trivially Iξ is an ideal in A(D). By Corollary 3.6, there exists an inner function ϕ in I
such that Ordξ (ϕ)= Ordξ (I ). Then we have
ϕξA(D)⊂ Iξ ⊂ I ξ = ϕξA(D).
Hence Iξ is closed. 
The following is an A-version of Theorem A.
Theorem 3.9. Let I be a closed ideal in A satisfying Z(I) ⊂ X. Then I coincides with the set
of f in A such that ord(f, x) ord(I, x) for every x ∈ Z(I).
Proof. Let J be the set of f in A such that ord(f, x) ord(I, x) for every x ∈ Z(I). Then J is
a closed ideal in A, I ⊂ J , Z(J ) = Z(I) and ord(I, x) = ord(J, x) for x ∈ X. Let ξ ∈ βN. We
have ord(Iξ , z) = ord(Jξ , z) for z ∈ D. By Lemma 3.8, we have Iξ = Jξ . By Lemma 3.7, we get
I = J . 
The proof of Theorem A given in [11] is more complicated than the one of Theorem 3.9.
Lemma 3.10. Let I be a closed ideal in A satisfying Z(I)⊂X and U be an open subset satisfy-
ing Z(I) ⊂ U ⊂ X. If B is an inner function in I , then there is an inner function ϕ of order mI
in I such that ϕ ≺ B and Z(ϕ)⊂U .
Proof. By Theorem 3.3, there is an inner function q of order mI in I . Then there are IBPs
q1, q2, . . . , qmI such that q =
∏mI
i=1 qi . Let x1 ∈ Z(I) satisfy ord(I, x1) = mI . Then qi(x1) = 0
for every 1 i mI . By Lemma 2.17, there is an IBP ψ1 such that
Z(q1)∩Z(I)⊂ Z(ψ1)⊂U and ψ1 ≺ B.
Similarly, there is an IBP ψ2 such that
Z(q2)∩Z(B/ψ1)∩Z(I)⊂ Z(ψ2)⊂U and ψ2 ≺ B/ψ1.
Repeating the same argument, for each 3 j mI there is an IBP ψj such that
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(
B∏j−1
=1 ψ
)
∩Z(I)⊂ Z(ψj )⊂U and ψj ≺ B∏j−1
=1 ψ
.
Let ψ =∏mIj=1 ψj . We note that ψj(x1)= 0 for every 1 j mI . Then ψ ≺ B , Z(ψ)⊂U and
ψ is an inner function of order mI .
To show ψ ∈ I , let x ∈ Z(I). If x ∈ Z(q1) ∩Z(I), then x ∈ Z(ψ1). When x ∈ Z(qj ) ∩Z(I)
for some 2 j mI , we have two cases.
Case 1. If x ∈ Z(B/∏j−1=1 ψ), then x ∈Z(ψj ).
Case 2. If x /∈ Z(B/∏j−1=1 ψ), then
ord(B,x)= ord
(
j−1∏
=1
ψ,x
)
= ord(ψ,x).
Hence if ord(B,x) = ord(ψ,x), then ord(q, x) ord(ψ,x). Thus we get
min
{
ord(B,x),ord(q, x)
}
 ord(ψ,x).
Since q and B are contained in I ,
ord(I, x)min
{
ord(B,x),ord(q, x)
}
.
Hence ord(I, x) ord(ψ,x) for every x ∈Z(I). By Theorem 3.9, we have ψ ∈ I . 
Theorem 3.11. Let I be a closed ideal in A satisfying Z(I) ⊂ X, x ∈ Z(I) and U be an open
subset satisfying Z(I) ⊂U ⊂X. If B is an inner function in I , then there is an inner function ϕ
of order mI in I such that Z(ϕ)⊂U , ϕ ≺ B and ord(ϕ, x)= ord(I, x).
Proof. By Theorem 3.3, Z(I) is totally disconnected. Since ord(I, y) is upper semicontinuous
in y, there are open and closed subsets E1 and E2 of Z(I) such that Z(I) = E1 ∪ E2, E1 ∩
E2 = ∅, x ∈E1 and ord(I, y) ord(I, x) for every y ∈E1. Let
Ii =
{
f ∈A: ord(f, y) ord(I, y), y ∈Ei
}
, i = 1,2.
Then Ii is a closed ideal in A such that Z(Ii) = Ei and ord(Ii, y) = ord(I, y) for every y ∈ Ei .
We have mI1 = ord(I, x) and mI2  mI . Take an open subset Ui satisfying Ei ⊂ Ui ⊂ U for
i = 1,2 and U1 ∩U2 = ∅. Since B ∈ Ii , by Lemma 3.10 there is an inner function ϕi of order mIi
in Ii such that ϕi ≺ B and Z(ϕi) ⊂ Ui . Let ϕ = ϕ1ϕ2. Then Z(ϕ) ⊂ U . Since U1 ∩U2 = ∅, we
have ϕ ≺ B and
order(ϕ)= max{order(ϕ1),order(ϕ2)}= max{mI1,mI2} =mI .
We have that ord(ϕ, y) = ord(ϕi, y)  ord(Ii, y) for y ∈ Ei . Hence ord(ϕ, y)  ord(I, y) for
every y ∈Z(I). By Theorem 3.9, we have ϕ ∈ I . We have also
ord(I, x) ord(ϕ, x)= ord(ϕ1, x)mI1 = ord(I, x).
Hence ord(ϕ, x)= ord(I, x). 
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Corollary 3.12. Let I be a closed ideal inA satisfying Z(I)⊂X and B ∈ I be an inner function.
Let {ϕα}α be the set of inner functions in I such that ϕα ≺ B . Then I is generated by {ϕα}α as a
closed ideal.
Proof. Let J be the closed ideal in A generated by {ϕα}α . Then J ⊂ I , so ord(I, x) ord(J, x)
for every x ∈ Z(I). By Theorem 3.11, we have Z(J )= Z(I), and for each x ∈Z(I) there exists
ϕβ ∈ {ϕα}α satisfying ord(ϕβ, x) = ord(I, x). Hence ord(J, x) = ord(I, x) for every x ∈ Z(I).
By Theorem 3.9, we get J = I . 
Corollary 3.13. Let I be a closed ideal in A satisfying Z(I) ⊂ X and ξ ∈ π(Z(I)). If B is an
inner function in I , then there is an inner function ϕ of order mI in I such that ϕ ≺ B and
Ordξ (ϕ)= Ordξ (I ).
Proof. Let Z(I)∩π−1(ξ)= {x1, x2, . . . , xn}. By Theorem 3.11, there is an inner function ϕ1 of
order mI in I such that ϕ1 ≺ B and ord(ϕ1, x1) = ord(I, x1). By Theorem 3.11 again, there is
an inner function ϕ2 in I such that ϕ2 ≺ ϕ1 and ord(ϕ2, x2) = ord(I, x2). We note that ϕ2 ≺ B ,
order(ϕ2) = mI and ord(ϕ2, x1) = ord(I, x1). Repeating the same argument, there is an inner
function ϕn of order mI in I such that ϕn ≺ B and ord(ϕn, xi) = ord(I, xi) for every 1 i  n.
We have
Ordξ (ϕn)=
n∑
i=1
ord(ϕn, xi)=
n∑
i=1
ord(I, xi)= Ordξ (I ). 
Corollary 3.14. Let I be a closed ideal in A satisfying Z(I) ⊂ X. Then Ordξ (I ) is upper semi-
continuous in ξ ∈ π(Z(I)).
Proof. By Theorem 3.3, I contains an inner function. Let ξ ∈ π(Z(I)). By Corollary 3.13, there
is an inner function ϕ in I such that Ordξ (ϕ) = Ordξ (I ). By Corollary 2.6, there is an open
neighborhood Wξ of ξ in βN such that Ordλ(ϕ) = Ordξ (ϕ) for every λ ∈ Wξ . Since ϕ ∈ I ,
we have Ordλ(I )  Ordλ(ϕ) for every λ ∈ π(Z(I)). Hence Ordλ(I )  Ordξ (I ) for λ ∈ Wξ .
Therefore we get the assertion. 
4. Numbering functions
Let I be a closed ideal in A satisfying Z(I) ⊂ X. By Theorem 3.3, Z(I) is a compact
and totally disconnected set, and I contains an inner function. Then maxξ∈π(Z(I)) #(Z(I) ∩
π−1(ξ)) < ∞, where #(A) denotes the number of elements in A. We are interested in the
bounded numbering function ord(I, x) for x ∈ Z(I). So in this section we assume that E is
a nonvoid compact and totally disconnected subset of X, and
m := max
ξ∈π(E)
#
(
E ∩ π−1(ξ))<∞. (4.1)
For each ξ ∈ π(E), let k = #(E ∩ π−1(ξ)) and E ∩ π−1(ξ) = {x1, x2, . . . , xk}. We put xi =
(ξ, zi), zi ∈ D. Take r0 > 0 such that Dr (zi) ∩Dr (zj ) = ∅ for i = j . Let {Wα(ξ)}α be a set of0 0
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For each 0 < r  r0, there exists Wα(ξ) such that
E ∩ π−1(λ)⊂ {λ} ×
(
k⋃
i=1
Dr(zi)
)
, λ ∈Wα(ξ).
Take λα ∈Wα(ξ). For each 1 i  k, the net of sets E ∩ ({λα} ×Dr(zi)) converges to the point
(ξ, zi) in X as α → ∞.
Let nE :E → {1,2, . . .} be a bounded numbering function. Since
sup
λ∈Wα(ξ)
∑{
nE(ζ ): ζ ∈E ∩
({λ} ×Dr(zi))}
decreases as α → ∞, we can define
n˜E(xi)= lim
α→∞ supλ∈Wα(ξ)
∑{
nE(ζ ): ζ ∈E ∩
({λ} ×Dr(zi))},
and there exists α0 such that
n˜E(xi)= sup
λ∈Wα(ξ)
∑{
nE(ζ ): ζ ∈E ∩
({λ} ×Dr(zi))}
for every α  α0.
More generally, for x = (ξ, z) ∈E we can define
n˜E(x)= lim
r→0 limα→∞ supλ∈Wα(ξ)
∑{
nE(ζ ): ζ ∈E ∩
({λ} ×Dr(z))},
and by the above observation
n˜E(x)= sup
λ∈Wα(ξ)
∑{
nE(ζ ): ζ ∈E ∩
({λ} ×Dr(z))}
for every 0 < r  r0 and α  α0. By the definition, we have nE  n˜E on E. Since nE is bounded
on E, by (4.1) n˜E is bounded on E. Also we have the following.
Lemma 4.1. n˜E(x) is upper semicontinuous on E.
Theorem 4.2. Let I be a closed ideal in A satisfying Z(I) ⊂ X and nZ(I)(x) = ord(I, x) for
every x ∈Z(I). Then nZ(I) is a bounded numbering function satisfying n˜Z(I) = nZ(I) on Z(I).
Proof. By Lemma 3.1, nZ(I) is bounded on Z(I). By Theorem 3.3, Z(I) is totally disconnected.
Let x = (ξ, z) ∈ Z(I). By Corollary 3.5, there is an inner function ϕ in I satisfying ord(ϕ, x) =
ord(I, x). By Lemma 2.3, there exist r0 > 0 and α0 such that
ord(ϕ, x)=
∑{
ord(ϕ, ζ ): ζ ∈Z(ϕ)∩ ({λ} ×Dr(z))}, λ ∈Wα(ξ)
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nZ(I)(x)= ord(ϕ, x)

∑{
ord(ϕ, ζ ): ζ ∈ Z(I)∩ ({λ} ×Dr(z))}
=
∑{
nZ(I)(ζ ): ζ ∈ Z(I)∩
({λ} ×Dr(z))}
for every λ ∈ Wα(ξ), 0 < r  r0 and α  α0. By the definition of a tilde function, we have
nZ(I)(x) n˜Z(I)(x). Thus we get n˜Z(I) = nZ(I) on Z(I). 
We shall give how to get bounded numbering functions nE satisfying n˜E = nE on E. Let
nE,1 be an arbitrary bounded numbering function on E. Then n˜E,1 is also bounded on E. For a
positive integer j with j  2, inductively we can define
nE,j (x)= n˜E,j−1(x), x ∈E.
We have nE,j−1  nE,j , so we may define
nE,∞(x)= lim
j→∞nE,j (x), x ∈E.
By (4.1), we have
nE,2(x)= n˜E,1(x)m
(
max
y∈E nE,1(y)
)
<∞, x ∈E.
Similarly,
nE,j (x)mj−1
(
max
y∈E nE,1(y)
)
<∞, x ∈E.
But it may happen that nE,∞(x)= ∞ for some x ∈E.
As a special case, let NE,1(x)= 1 for every x ∈E. We may define NE,j and
NE,∞(x)= lim
j→∞NE,j (x), x ∈E.
We call NE,∞ the associated numbering function of the set E. By the definition, NE,2 = NE,1
on E if and only if E is ρ-separated. But generally, the condition nE,2 = nE,1 on E does not
imply that E is ρ-separated.
The following is a generalized A-version of Lemma 7.4 in [19].
Lemma 4.3. Let x ∈ E and j be a positive integer with j  2. If nE,j (x) < j , then there is an
open neighborhood Ux of x in E such that nE,j = nE,j−1 on Ux .
Proof. Let
j0 = minnE,1(y) 1. (4.2)
y∈E
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tion by induction on j with j  j0 + 1. Let j = j0 + 1. Suppose that nE,j0+1(x) < j0 + 1.
Then nE,j0+1(x) = j0. By Lemma 4.1, there is an open neighborhood Ux of x in E such that
nE,j0+1(y) nE,j0+1(x) for every y ∈Ux . By (4.2),
j0  nE,j0(y) nE,j0+1(y) nE,j0+1(x)= j0, y ∈Ux.
Thus we get the assertion for the case j = j0 + 1.
Let k  j0 + 2. Suppose that the assertion holds for j = k − 1. We shall prove for the case
j = k. Suppose that nE,k(x) < k. We have
nE,k−1(x) nE,k(x) k − 1. (4.3)
We consider two cases separately.
Case 1. Suppose that nE,k−1(x) < k − 1. By the assumption of induction, there exists an
open neighborhood Ux of x in E such that nE,k−1 = nE,k−2 on Ux . By the definition of a tilde
function, we have that nE,k = nE,k−1 on Ux .
Case 2. Suppose that nE,k−1(x) = k − 1. By Lemma 4.1, Ek := {y ∈ E: nE,k(y)  k} is
closed. By (4.3), there exists an open neighborhood Ux of x in E such that Ek ∩Ux = ∅, that is,
Ux ⊂ {y ∈E: nE,k(y) < k}. Since nE,k−1  nE,k  k − 1 on Ux , we have
Ux =
{
y ∈Ux : nE,k−1(y)= k − 1
}
∪ {y ∈Ux : nE,k−1(y) < k − 1}.
We have nE,k = nE,k−1 on {y ∈Ux : nE,k−1(y)= k − 1}. Let y ∈Ux satisfy nE,k−1(y) < k − 1.
By the assumption of induction, there exists an open neighborhood Uy of y in E such that
nE,k−1 = nE,k−2 on Uy . Hence we have nE,k = nE,k−1 on Uy . Therefore we get nE,k = nE,k−1
on Ux . 
Corollary 4.4. Suppose that nE,∞ is a bounded function on E. Then there is a positive integer j
such that nE,j+1 = nE,j , so nE,∞ = nE,j and n˜E,∞ = nE,∞ on E.
Proof. Let j = maxx∈E nE,∞(x). Then nE,j+1(x) < j + 1 for every x ∈ E. By Lemma 4.3,
there is an open neighborhood Ux of x in E such that nE,j+1 = nE,j on Ux . Since E is compact,
nE,j+1 = nE,j , so nE,∞ = nE,j and n˜E,∞ = nE,∞ on E. 
Lemma 4.5. Let nE,1 be a bounded numbering function on E. Then NE,∞ is bounded on E if
and only if nE,∞ is bounded on E.
Proof. Suppose that NE,∞ is bounded. Let L1 = maxx∈E nE,1(x) and L2 = maxx∈E NE,∞(x).
Then nE,j  L1NE,j and nE,∞  L1L2 on E. The converse follows from NE,∞  nE,∞
on E. 
Let nE,1 be a numbering function on E. For an open and closed subset E0 of E, let nE0,1 =
nE,1|E0 . By the definition of a tilde function, we have nE0,j = nE,j and nE0,∞ = nE,∞ on E0.
We call this fact as the locally stable property of numbering functions.
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Ex1 of x1 in E such that
max
ξ∈π(Ex1 )
∑{
NEx1 ,∞(y): y ∈Ex1 ∩ π−1(ξ)
}=NEx1 ,∞(x1).
Proof. We write x1 = (ξ1, z1). By (4.1), we put
E ∩ π−1(ξ1)=
{
(ξ1, z1), (ξ1, z2), . . . , (ξ1, zk)
}
, zi = zj (i = j).
Take r1 > 0 such that Dr1(zi) ∩Dr1(zi) = ∅ for i = j . Next, take an open and closed neighbor-
hood W1 of ξ1 in βN such that
E ∩ π−1(W1)⊂
k⋃
i=1
W1 ×Dr1(zi).
Let Ex1 = E ∩ (W1 × Dr1(z1)). We have NEx1 ,∞ = NE,∞ on Ex1 . By Corollary 4.4,
N˜Ex1 ,∞(x1)=NEx1 ,∞(x1), so retaking smaller W1 we have
NEx1 ,∞(x1)= maxξ∈W1
∑{
NEx1 ,∞(y): y ∈Ex1 ∩ π−1(ξ)
}
. 
The following example will help to understand the argument in Sections 5–6.
Example 4.7. We give an example of a compact subset E of X such that #(E ∩ π−1(ξ)) 2 for
every ξ ∈ π(E) and NE,∞(x)= ∞ for some x ∈E.
Let {Ni}i be a family of subsets of N such that N =⋃∞i=1 Ni , #(Ni) = ∞ for every i ∈ N
and Ni ∩Nj = ∅ for i = j . Let {a1,j }j∈N1 be a sequence in D1/2 with a1,j = 0 for every j ∈N1
satisfying a1,j → 0 as j → ∞ in N1. Let
E1 =
{
(j,0): j ∈N1
}X ∪ {(j, a1,j ): j ∈N1}X ⊂N1βN × D.
Then
E1 =
{
(j,0): j ∈N1
}X ∪ {(j, a1,j ): j ∈N1}
and #(E1 ∩ π−1(ξ)) 2 for every ξ ∈ π(E1). Let x = (ξ, z) ∈E1. If ξ ∈N1, then NE1,2(x)= 1
and #(E1 ∩ π−1(ξ))= 2, and if ξ ∈N1βN \N1, then NE1,2(x)= 2 and #(E1 ∩ π−1(ξ))= 1.
Let {N2,j }j be a family of subsets of N2 such that N2 =⋃∞j=1 N2,j , #(N2,j ) = ∞ for every
j ∈ N and N2,j ∩N2, = ∅ for j = . For each j ∈ N, there are homeomorphisms η1,j :N1βN →
N2,j βN and
τ1,j :N1βN × D →N2,j βN × D
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N2,j βN \ N2,j . Then NE2,j ,2(ξ2,j ,0) = 2. Let {a2,j }j be a sequence in D1/2 with a2,j = 0 for
every j ∈ N satisfying a2,j → 0 as j → ∞. Let
E2 =
∞⋃
j=1
E2,j
X
∪ {(ξ2,j , a2,j ): j ∈ N}.
Then E2 is a compact subset of X and #(E2 ∩ π−1(ξ))  2 for every ξ ∈ π(E2). Let ξ2 be a
cluster point of {ξ2,j }j in βN. Then (ξ2,0) ∈E2, #(E2 ∩ π−1(ξ2))= 1 and NE2,3(ξ2,0)= 3.
Let {N3,j }j be a family of subsets of N3 such that N3 =⋃∞j=1 N3,j , #(N3,j ) = ∞ for every
j ∈ N and N3,j ∩N3, = ∅ for j = . For each j ∈ N, there are homeomorphisms η2,j :N2βN →
N3,j βN and
τ2,j :N2βN × D →N3,j βN × D
such that τ2,j (ξ, z) = (η2,j (ξ), z) for (ξ, z) ∈ N2βN × D. Let E3,j = τ2,j (E2). Take ξ3,j ∈
N3,j βN \ N3,j . Then NE3,j ,3(ξ3,j ,0) = 3. Let {a3,j }j be a sequence in D1/2 with a3,j = 0 for
every j ∈ N satisfying a3,j → 0 as j → ∞. Let
E3 =
∞⋃
j=1
E3,j
X
∪ {(ξ3,j , a3,j ): j ∈ N}.
Then E3 is a compact subset of X and #(E3 ∩ π−1(ξ))  2 for every ξ ∈ π(E3). Let ξ3 be a
cluster point of {ξ3,j }j in βN. Then (ξ3,0) ∈E3, #(E3 ∩ π−1(ξ3))= 1 and NE3,4((ξ3,0))= 4.
Repeating the same argument, we get a sequence {En}n of compact disjoint subsets of X such
that En ⊂ NnβN × D, #(En ∩ π−1(ξ)) 2 for every ξ ∈ π(En) and NEn,n+1(ξn,0) = n+ 1 for
some ξn ∈ NnβN \ Nn. Let E =⋃∞n=1 EnX . Then #(E ∩ π−1(ξ))  2 for every ξ ∈ π(E) and
NE,∞(x)= ∞ for some x ∈E.
5. Associated primary ideals
For a nonvoid compact subset E of X, let
I (E)= {f ∈A: f (x)= 0, x ∈E}.
Then I (E) is a closed ideal in A and E ⊂ Z(I (E)). We call I (E) the associated primary ideal
of E. In this section, we study E for which Z(I (E)) = E, and characterize ord(I (E), x) for
x ∈E.
For a closed ideal I in A satisfying Z(I)⊂X, recall that
Ordξ (I )=
∑{
ord(I, x): x ∈Z(I)∩ π−1(ξ)}, ξ ∈ βN
and
mI = max ord(I, x) <∞.
x∈Z(I)
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MI = max
ξ∈π(Z(I))
Ordξ (I ).
By Theorem 3.3, I contains an inner function ϕ, Z(I) is totally disconnected, ord(I, x) 
ord(ϕ, x) for x ∈ Z(I) and by Corollary 2.5 we have
MI  max
ξ∈π(Z(ϕ))
Ordξ (ϕ) <∞.
Lemma 5.1. Let I be a closed ideal inA and U be an open subset satisfying Z(I)⊂U ⊂X, and
W be an open and closed subset of βN such that π(Z(I)) ⊂W . Then there is an inner function ϕ
of order mI in I such that Z(ϕ)⊂U ∩ π−1(W) and maxξ∈π(Z(ϕ)) Ordξ (ϕ)=MI .
Proof. By Corollary 3.6, for each ξ ∈ π(Z(I)) there is an inner function ψ(ξ) of order mI in I
such that Ordξ (ψ(ξ))= Ordξ (I ) and Z(ψ(ξ))⊂U ∩π−1(W). By Corollary 2.6, there is an open
and closed subset Wξ of βN such that ξ ∈Wξ ⊂W and
Ordλ(ψ(ξ))= Ordξ (ψ(ξ))= Ordξ (I ), λ ∈Wξ .
Then there are ξ1, ξ2, . . . , ξk ∈ π(Z(I)) such that π(Z(I)) ⊂⋃ki=1 Wξi ⊂ W . Let V1 = Wξ1 and
Vi = Wξi \
⋃i−1
j=1 Wξj for 2 i  k. Then {Vi : 1 i  k} is a set of mutually disjoint open and
closed subsets of βN and
⋃k
i=1 Vi =
⋃k
i=1 Wξi ⊂W . Let V0 = βN \
⋃k
i=1 Vi . Then χπ−1(V0) = 0
on Z(I), and by Theorem 3.9 we have χπ−1(V0) ∈ I . Hence
ϕ := χπ−1(V0) +
k∑
i=1
χπ−1(Vi )ψ(ξi ) ∈ I,
ϕ is an inner function and Z(ϕ) ⊂ U ∩ π−1(W). Since order(ψ(ξi )) = mI , we have order(ϕ)
mI . Since ϕ ∈ I , again by Theorem 3.9 we have order(ϕ)mI . Hence order(ϕ)=mI . We have
also
MI  max
ξ∈π(Z(ϕ))
Ordξ (ϕ)= max
1ik
Ordξi (ψ(ξi ))= max1ik Ordξi (I )MI .
Thus we get the assertion. 
If Z(I (E))⊂X, then Z(I (E)) is totally disconnected, so E is totally disconnected. To study
E satisfying Z(I (E)) ⊂ X, we may assume that E is totally disconnected. By Theorem 3.3,
there is an inner function ϕ satisfying E ⊂ Z(ϕ). So also we may assume that
max
ξ∈π(E)
#
(
E ∩ π−1(ξ))<∞.
Lemma 5.2. Let E be a nonvoid compact and totally disconnected subset of X. Then
Z(I (E))⊂X if and only if Z(I (E))=E.
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E ⊂ Z(ϕ). Let U be an open subset of X such that E ⊂ U and Z(ϕ) ∩ U is open and closed
in Z(ϕ). Let ψ be the subfactor of ϕ with zeros Z(ϕ) ∩ U . Then E ⊂ Z(ψ) ⊂ U . This shows
that Z(I (E))=E. 
Lemma 5.3. Let E be a nonvoid compact and totally disconnected subset of X satisfying
Z(I (E)) = E and E1 be a nonvoid open and closed subset of E. Then Z(I (E1)) = E1 and
ord(I (E1), x)= ord(I (E), x) for every x ∈E1.
Proof. We have I (E) ⊂ I (E1). Then Z(I (E1)) ⊂ Z(I (E)) = E ⊂ X. By Lemma 5.2, we
have Z(I (E1)) = E1. We have also ord(I (E1), x)  ord(I (E), x) for x ∈ E1. Suppose that
ord(I (E1), x1) < ord(I (E), x1) for some x1 ∈ E1. Take open subsets U1,U2 of X satisfying
E1 ⊂U1, E \E1 ⊂U2 and U1 ∩U2 = ∅. By Corollary 3.5, there is an inner function ϕ1 in I (E1)
satisfying ord(ϕ1, x1)= ord(I (E1), x1) and Z(ϕ1)⊂U1. We have also Z(I (E \E1))=E \E1.
Let ϕ2 ∈ I (E \E1) be an inner function satisfying Z(ϕ2)⊂U2. Then ϕ1ϕ2 ∈ I (E) and
ord(ϕ1ϕ2, x1)= ord(ϕ1, x1)= ord
(
I (E1), x1
)
< ord
(
I (E), x1
)
.
This is a contradiction. 
We call the above fact the locally stable property of ord(I (E), x), x ∈E.
The following answers the A-version of Question 1 and is a generalized A-version of Theo-
rem 7.6 in [19].
Theorem 5.4. Let E be a nonvoid compact and totally disconnected subset of X, and
maxξ∈π(E) #(E ∩ π−1(ξ)) <∞. Then the following conditions are equivalent.
(i) Z(I (E))=E.
(ii) NE,∞ is bounded on E.
(iii) ord(I (E), x) is bounded in x ∈E.
In this case, we have that ord(I (E), x)=NE,∞(x) for every x ∈E.
Proof. (i) ⇒ (ii). Suppose that (i) holds. Since NE,1(x)  ord(I (E), x) for every x ∈ E, by
Theorem 4.2 we have NE,∞(x) ord(I (E), x) for every x ∈E. By Lemma 3.1, we get (ii).
(iii) ⇒ (i). Suppose that ord(I (E), x) < ∞ for every x ∈ E. For each x ∈ E, there exists
fx ∈ I (E) such that ord(fx, x) < ∞. By Lemma 2.10, there are an open neighborhood Ux of x
in X and a factorization fx = ϕxhx , where ϕx is inner and hx ∈A satisfies |hx | > 0 on Ux . By
the compactness of E, there are x1, x2, . . . , x ∈ E such that E ⊂⋃i=1 Uxi . Since fxi ∈ I (E),
we have ϕxi = 0 on E ∩Uxi for 1 i  . Hence
∏
i=1 ϕxi = 0 on E, so
∏
i=1 ϕxi ∈ I (E). We
have
Z
(
I (E)
)⊂ Z( ∏
i=1
ϕxi
)
⊂X.
By Lemma 5.2, we get (i).
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ord
(
I (E), x
)=NE,∞(x), x ∈E. (5.1)
As a result, we get (iii).
For each positive integer k, let
Ωk =
{
E: max
x∈E NE,∞(x) k
}
. (5.2)
We have Ωk ⊂ Ωk+1. We shall prove (5.1) by induction on k in Ωk . Let E ∈ Ω1. Then 1 =
NE,1 = NE,2 on E, so E is ρ-separated. By Theorem 2.19, there is an IBP b such that E ⊂
Z(b). Hence Z(I (E)) ⊂ Z(b) ⊂ X. Then by Lemma 5.2, we have Z(I (E)) = E. We have also
ord(I (E), x)= 1 =NE,∞(x) for every x ∈E.
Let k  2. Suppose that (5.1) holds for every E ∈Ωk−1. Let E ∈Ωk . If E ∈Ωk−1, then by the
assumption of induction we have (5.1). So by (5.2), we may assume that maxx∈E NE,∞(x) = k.
We have NE,∞(x) ord(I (E), x) for x ∈E. So we need to prove that ord(I (E), x)NE,∞(x)
for every x ∈E. Let
E∞ =
{
x ∈E: NE,∞(x)= k
}
.
Let x1 ∈E. If x1 /∈E∞, then NE,∞(x1) k− 1. By the locally stable properties of ord(I (E), x)
and NE,∞, there is an open and closed subset E˜ of E such that x1 ∈ E˜, ord(I (E˜), x) =
ord(I (E), x) and NE˜,∞(x) = NE,∞(x)  k − 1 for every x ∈ E˜. Hence E˜ ∈ Ωk−1. By the as-
sumption of induction, we have ord(I (E˜), x1)=NE˜,∞(x1). Hence ord(I (E), x1)=NE,∞(x1).
We assume that x1 ∈E∞. If ord(I (E′), x1)=NE′,∞(x1) for some open and closed neighbor-
hood E′ of x1 in E, then by the locally stable properties of ord(I (E), x) and NE,∞, we have that
ord(I (E), x1)=NE,∞(x1). So by Lemma 4.6, we may assume that
max
ξ∈π(E)
∑{
NE,∞(y): y ∈E ∩ π−1(ξ)
}=NE,∞(x1)= k. (5.3)
This shows that
#
(
E ∩ π−1(π(x)))= 1, x ∈E∞. (5.4)
By Corollary 4.4, we have N˜E,∞ =NE,∞ on E. So by Lemma 4.1, E∞ is a closed set. By (5.4)
and Lemma 2.14, E∞ is a simple interpolation set, so there is a simple IBP q such that E∞ ⊂
Z(q). Since k  2, we have E ⊂ Z(q). By (5.4) again, we have π(E∞) ∩ π(E \ Z(q)) = ∅.
Since E \ Z(q) is an Fσ -set, so is π(E \ Z(q)). Hence there is a sequence {Wj }j of open and
closed subsets of βN such that
Wj ∩W = ∅, j = , (5.5)
π
(
E \Z(q))⊂ ∞⋃
j=1
Wj (5.6)
and
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∞⋃
j=1
Wj = ∅. (5.7)
Let Ej = E ∩ π−1(Wj ). Then Ej is an open and closed subset of E. By the locally stable
property of NE,∞, we have NEj ,∞(x)=NE,∞(x) for x ∈Ej . By (5.7), maxx∈Ej NEj ,∞(x) < k,
so we have Ej ∈Ωk−1. By the assumption of induction, we have ord(I (Ej ), x)=NEj ,∞(x) for
every x ∈Ej . Since (iii) ⇒ (i) holds, we have Z(I (Ej ))=Ej ⊂ π−1(Wj ). Hence by (5.3),
kj := max
ξ∈Wj
∑{
ord
(
I (Ej ), y
)
: y ∈Ej ∩ π−1(ξ)
}
 k.
Therefore kj = maxξ∈π(Ej ) Ordξ (I (Ej ))  k. By Lemma 5.1, there is an inner function ϕj ∈
I (Ej ) such that Z(ϕj ) ⊂ π−1(Wj ) and maxξ∈π(Z(ϕj )) Ordξ (ϕj ) = kj  k. By Theorem 2.8(ii),
there are simple IBPs ψj,1,ψj,2, . . . ,ψj,kj such that ϕj =
∏kj
i=1 ψj,i . Let
Ej,i =
{
Ej ∩Z(ψj,i), 1 i  kj ,
∅, kj + 1 i  k.
Since Ej ⊂ Z(ϕj ), we have Ej = ⋃ki=1 Ej,i . Since Z(ϕj ) ⊂ π−1(Wj ), we have Ej,i ⊂
π−1(Wj ). Since ψj,i is a simple IBP, Ej,i is a simple interpolation set. We have
E =
(
E
∖ ∞⋃
j=1
Ej
)
∪
∞⋃
j=1
Ej .
By (5.6), we have E \⋃∞j=1 Ej ⊂ Z(q), and since q is a simple IBP, E \⋃∞j=1 Ej is a simple
interpolation set. By (5.5),
∞⋂
n=1
∞⋃
j=n
Ej
X
⊂E
∖ ∞⋃
j=1
Ej . (5.8)
Let
Γi =
(
E
∖ ∞⋃
j=1
Ej
)
∪
∞⋃
j=1
Ej,i, 1 i  k.
By (5.8), Γi is closed. Since
π
(
E
∖ ∞⋃
j=1
Ej
)
∩ π
( ∞⋃
j=1
Ej,i
)
= ∅,
by (5.5) we have #(Γi ∩ π−1(ξ)) 1 for every ξ ∈ βN. By Lemma 2.14, Γi is a simple interpo-
lation set, so there is a simple IBP bi such that Γi ⊂ Z(bi) for 1  i  k. Since E =⋃ki=1 Γi ,
we have E ⊂ Z(∏k bi). Hence ord(I (E), x)  k for every x ∈ E. Since x1 ∈ E∞, we havei=1
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ord(I (E), x)=NE,∞(x) for every x ∈E. 
6. Zero’s order of closed ideals
Let I be a closed ideal in A satisfying E := Z(I) ⊂ X and nE(x) = ord(I, x) for x ∈ E. By
Theorem 4.2, nE is a bounded numbering function satisfying n˜E = nE on E. In this section, we
prove the converse of the above assertion.
Let {ϕj }j be a sequence of inner functions in A and {Wj }j be a sequence of mutually dis-
joint open and closed subsets of βN satisfying Z(ϕj ) ⊂ π−1(Wj ). Suppose that ϕj = 1 on
π−1(βN \Wj),
∞⋃
j=1
Z(ϕj )
X
⊂X
and supj maxξ∈Wj Ordξ (ϕj ) < ∞. Then we may define the function ψ on N × D by ψ(n, z) =∏∞
j=1 ϕj (n, z) for every (n, z) ∈ N × D. By Theorem 2.8(i), there is an inner function ψ˜ in A
satisfying ψ˜ |
N×D =ψ . We write
ψ˜ =
∞∏
j=1
ϕj .
The infinite product
∏∞
j=1 ϕj is the usual infinite product on N × D and Wj , but it is not on X.
Any way
∏∞
j=1 ϕj is an inner function and
∏∞
j=1 ϕj = ϕj on π−1(Wj ).
Let B be an inner function inA and {Vj }j be a sequence of mutually disjoint open and closed
subsets of βN. For each j  1, if Z(B)∩π−1(Vj )= ∅, put Bj = 1, and if Z(B)∩π−1(Vj ) = ∅,
let Bj be the subfactor of B with zeros Z(B) ∩ π−1(Vj ). We have Bj = 1 on π−1(βN \ Vj ).
By the last paragraph, we may define the inner function
∏∞
j=1 Bj . We have
∏∞
j=1 Bj ≺ B and
|B/∏∞j=1 Bj | > 0 on ⋃∞j=1 π−1(Vj ). Let {ψj }j be a sequence of inner functions in A such
that ψj ≺ Bj and ψj = 1 on π−1(βN \ Vj ) for every j  1. We may define the inner func-
tion
∏∞
j=1 ψj . We have
∏∞
j=1 ψj ≺
∏∞
j=1 Bj ≺ B .
The following theorem answers the A-version of Question 2 in the introduction.
Theorem 6.1. Let E be a nonvoid compact and totally disconnected subset of X, and
maxξ∈π(E) #(E ∩ π−1(ξ)) < ∞. Let nE be a numbering function on E. If nE is bounded and
n˜E = nE on E, then there is a closed ideal I in A such that Z(I) = E and ord(I, x) = nE(x)
for every x ∈E.
Proof. We divide the proof into three steps.
Step 1. For each positive integer k, let
Ωk =
{
(E,nE): nE is bounded, n˜E = nE, maxnE(x) k
}
.x∈E
2114 K.J. Izuchi, Y. Izuchi / Journal of Functional Analysis 260 (2011) 2086–2147We have Ωk ⊂ Ωk+1. For each (E,nE) ∈ Ωk , we shall prove the existence of a closed ideal I
in A such that Z(I)=E and ord(I, x)= nE(x) for every x ∈E. We shall prove the assertion by
induction on k in Ωk . Suppose that k = 1 and (E,nE) ∈ Ω1. Then nE(x) = 1 for every x ∈ E.
Since n˜E = 1, we have NE,∞ = 1 on E. By Theorem 5.4,
ord
(
I (E), x
)=NE,∞(x)= 1 = nE(x), x ∈E.
Step 2. Let k be a positive integer with k  2. Suppose that for every (E,nE) ∈ Ωk−1, there
is a closed ideal I in A such that Z(I)=E and ord(I, x)= nE(x) for every x ∈E.
Let (E,nE) ∈ Ωk . If (E,nE) ∈ Ωk−1, by the assumption of induction we have the assertion.
So we assume that k = maxx∈E nE(x). Let
I = {f ∈A: ord(f, x) nE(x), x ∈E}.
Then I is a closed ideal of A satisfying Z(I) ⊃ E and ord(I, x)  nE(x) for x ∈ E. Since
NE,∞  nE on E, NE,∞ is bounded on E. By Theorem 5.4, we have Z(I (E)) = E. We have
f k ∈ I for every f ∈ I (E). Hence Z(I)=E. To show that ord(I, x)= nE(x) for x ∈E, for each
x1 ∈ E it is sufficient to show the existence of inner function ϕx1 ∈ I such that ord(ϕx1 , x1) =
nE(x1). We put x1 = (ξ1, z1) ∈E.
Claim. If there are an inner function ψ and an open and closed neighborhood Ux1 of x1 in E
such that ord(ψ,x1) = nE(x1) and ord(ψ,y)  nE(y) for every y ∈ Ux1 , then there exists an
inner function ϕx1 ∈ I such that ord(ϕx1 , x1)= nE(x1).
Proof. By the locally stable property, NE\Ux1 ,∞ =NE,∞ on E \Ux1 . By Theorem 5.4, we have
Z(I (E \Ux1)) = E \Ux1 . By Theorem 3.3, there is an inner function q ∈ I (E \Ux1) satisfying
q(x1) = 0. Since k = maxx∈E nE(x), we have ϕx1 := ψqk ∈ I and ord(ϕx1 , x1) = ord(ψ,x1) =
nE(x1). 
We continue the proof of Theorem 6.1. Since maxλ∈π(E) #(E ∩ π−1(λ)) <∞, we put
E ∩ π−1(ξ1)= {x1, x2, . . . , xt }, xi = xj (i = j).
We write xi = (ξ1, zi). Then there exists r > 0 such that Dr(zi)∩Dr(zj )= ∅ for i = j , and there
is an open and closed neighborhood Wξ1 of ξ1 in βN such that
E ∩ π−1(Wξ1)=
t⋃
i=1
E ∩ (Wξ1 ×Dr(zi))
and E ∩ (Wξ1 ×Dr(zi)) is open and closed in E for 1 i  t . Let
E1 =E ∩
(
Wξ1 ×Dr(z1)
)
.
Then x1 ∈E1. Let nE1 = nE |E1 . By the locally stable property of a numbering function, we have
n˜E1 = nE1 on E1 and (E1, nE1) ∈ Ωk . By the definition of n˜E1(x1), taking smaller Wξ1 we may
assume that
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∑{
nE1(y): y ∈E1 ∩ π−1(λ)
}
, λ ∈Wξ1 . (6.1)
If nE1(x1) k − 1, then (E1, nE1) ∈ Ωk−1, so by the assumption on induction there is a closed
ideal J in A such that Z(J ) = E1 and ord(J, y) = nE1(y) for every y ∈ E1. By Corollary 3.5,
there is an inner function ψ in J such that ord(ψ,x1) = nE1(x1) = nE(x1). We have also
ord(ψ,y)  ord(J, y) = nE1(y) = nE(y) for every y ∈ E1. By Claim, there is an inner func-
tion ϕx1 ∈ I such that ord(ϕx1 , x1)= nE(x1).
Step 3. Next, suppose that nE1(x1)= k. Then (E1, nE1) ∈Ωk . Let
E∞ =
{
x ∈E1: nE1(x)= k
}
.
By Lemma 4.1 and the definition of a tilde function, E∞ is a closed ρ-separated set, so by
Theorem 2.19, E∞ is an interpolation set. By (6.1), #(E∞ ∩ π−1(λ))= 1 for every λ ∈ π(E∞).
By Lemma 2.14, there is a simple IBP q such that E∞ ⊂ Z(q). Since E1 \Z(q) is an Fσ -set, so
is π(E1 \Z(q)). By (6.1) again,
π(E∞)∩ π
(
E1 \Z(q)
)= ∅.
Then there is a sequence of open and closed subsets {Wj }j of βN such that
Wj ∩Wi = ∅, j = i, (6.2)
π(E∞)∩
∞⋃
j=1
Wj = ∅, (6.3)
π
(
E1 \Z(q)
)⊂ ∞⋃
j=1
Wj (6.4)
and
max
x∈E1∩π−1(Wj )
∣∣q(x)∣∣→ 0, j → ∞. (6.5)
For each j  1, let E1,j = E1 ∩ π−1(Wj ). By (6.2), {E1,j }j is a set of mutually disjoint open
and closed subsets of E1, and
E1 =
(
E1
∖ ∞⋃
j=1
E1,j
)
∪
∞⋃
j=1
E1,j .
By (6.4), we have
E1
∖ ∞⋃
E1,j ⊂ Z(q). (6.6)
j=1
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maxy∈E1,j nE1,j (y)  k − 1, so (E1,j , nE1,j ) ∈ Ωk−1. By the assumption of induction, there is
a closed ideal Ij in A such that Z(Ij )=E1,j ⊂ π−1(Wj ) and
ord(Ij , y)= nE1,j (y)= nE1(y), y ∈E1,j . (6.7)
Recall that
MIj = max
λ∈π(Z(Ij ))
∑{
ord(Ij , y): y ∈Z(Ij )∩ π−1(λ)
}
.
By (6.1) and (6.7),
MIj = max
λ∈Wj
∑{
nE1(y): y ∈Z(Ij )∩ π−1(λ)
}
 nE1(x1)= k.
Let {Uj }j be a sequence of open subsets of X such that E1,j ⊂Uj ⊂Uj ⊂X and Uj ⊂ π−1(Wj )
for every j . By (6.5), we may further assume that
max
x∈Uj
∣∣q(x)∣∣→ 0, j → ∞. (6.8)
By Lemma 5.1, there is an inner function ψj in Ij such that
Z(ψj )⊂Uj ⊂ π−1(Wj ), max
λ∈π(Z(ψj ))
Ordλ(ψj )=MIj  k, (6.9)
and ψj = 1 on π−1(βN \ Wj). By Theorem 2.8(ii), there are simple IBPs bj,1, bj,1, . . . , bj,MIj
such that ψj =∏MIjs=1 bj,s and bj,s = 1 on π−1(βN \ Wj) for 1 s MIj . Since MIj  k, put
bj,s = 1 for MIj + 1 s  k, then
ψj =
k∏
s=1
bj,s . (6.10)
By (6.2), (6.8) and (6.9), we may define ∏∞j=1 ψj , and ∏∞j=1 ψj is an inner function. For each
fixed 1 s  k, we may also define
qs =
∞∏
j=1
bj,s, (6.11)
and qs is a simple IBP. By (6.6) and (6.8),
Γs :=
(
E1
∖ ∞⋃
j=1
E1,j
)
∪ (E1 ∩Z(qs)) (6.12)
is a simple interpolation set. So there is a simple IBP ϕs such that Γs ⊂ Z(ϕs). Let
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k∏
s=1
ϕs. (6.13)
Then ψx1 is an inner function. By (6.12),
ord(ψx1 , x)= k, x ∈E1
∖ ∞⋃
j=1
E1,j . (6.14)
Since x1 ∈E∞, we have
ord(ψx1 , x1)= k = nE1(x1)= nE(x1).
Let
y ∈E1 ∩ π−1
( ∞⋃
j=1
Wj
)
=
∞⋃
j=1
E1,j .
By (6.2), there exists a unique j  1 satisfying y ∈ E1,j . Since Z(Ij ) = E1,j and ψj ∈ Ij , we
have
nE1(y)= ord(Ij , y) by (6.7)
 ord(ψj , y)
= ord
(
k∏
s=1
bj,s, y
)
by (6.10)
 ord
(
k∏
s=1
qs, y
)
by (6.11)
 ord(ψx1 , y) by (6.12) and (6.13).
Thus we get
ord(ψx1 , y) nE1(y)= nE(y), y ∈
∞⋃
j=1
E1,j .
By (6.14),
ord(ψx1 , y)= k  nE1(y)= nE(y), y ∈E1
∖ ∞⋃
j=1
E1,j .
By Claim, there is an inner function ϕx1 ∈ I such that ord(ϕx1 , x1)= nE(x1). This completes the
proof. 
Combining Theorem 6.1 with Theorem 4.2, we have the following.
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maxξ∈π(E) #(E ∩ π−1(ξ)) < ∞. Let nE be a numbering function on E. Then nE is bounded
and n˜E = nE on E if and only if there is a closed ideal I in A such that Z(I) = E and
ord(I, x)= nE(x) for every x ∈E.
Let I1, I2 be closed ideals in A satisfying Z(Ii) ⊂ X for i = 1,2. Let I3 = I1 + I2 and E3 =
Z(I3). Then I3 is a closed ideal and E3 = Z(I1)∩Z(I2). Then for x ∈E3, we have
ord(I3, x)= min
{
ord(f1 + f2, x): f1 ∈ I1, f2 ∈ I2
}
= min{min{ord(f1, x),ord(f2, x)}: f1 ∈ I1, f2 ∈ I2}
= min{ord(I1, x),ord(I2, x)}.
Let I4 = I1 ∩ I2 and E4 = Z(I4). Then I4 is a closed ideal and E4 = Z(I1) ∪ Z(I2). Since
I4 ⊂ Ii , we have ord(Ii, x) ord(I4, x) for x ∈E4, i = 1,2. Hence
max
{
ord(I1, x),ord(I2, x)
}
 ord(I4, x), x ∈E4.
Proposition 6.3. If nE4 is a numbering function such that
max
{
ord(I1, x),ord(I2, x)
}
 nE4(x) ord(I4, x), x ∈E4
and n˜E4 = nE4 on E4, then nE4(x)= ord(I4, x) for every x ∈E4.
Proof. By Theorem 6.1, there is a closed ideal I in A such that Z(I) = E4 and ord(I, x) =
nE4(x) for x ∈E4. Since nE4(x) ord(I4, x) for x ∈E4, by Theorem 3.9 we have I4 ⊂ I . Since
ord(Ii, x) nE4(x), we have also I ⊂ I1 ∩ I2 = I4. Thus we get I = I4, so nE4(x) = ord(I4, x)
for x ∈E4. 
It is not difficult to give an example of I1 and I2 such that
max
{
ord(I1, x),ord(I2, x)
} = ord(I4, x), x ∈E4.
7. Tensor products of closed ideals
Let I1, I2 be closed ideals in A satisfying Z(Ii)⊂X for i = 1,2. Let
I1 ⊗ I2 =
{
n∑
j=1
2∏
i=1
fi,j : fi,j ∈ Ii, i = 1,2, n 1
}
.
Then I1 ⊗ I2 is an ideal in A (may not be closed) and is called the tensor product of I1 and I2.
We denote by I1 ⊗ I2 the closure of I1 ⊗ I2 in A. Then I1 ⊗ I2 is a closed ideal. We call I1 ⊗ I2
the closed tensor product. It is not difficult to see that
Z(I1 ⊗ I2)= Z(I1 ⊗ I2)= Z(I1)∪Z(I2)
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ord(I1 ⊗ I2, x)= ord(I1 ⊗ I2, x)= ord(I1, x)+ ord(I2, x)
for every x ∈ Z(I1)∪Z(I2). The purpose of this section is to prove that I1 ⊗ I2 is a closed ideal
in A.
Let
Ei = Z(Ii), i = 1,2 and E =E1 ∪E2.
Then Z(I1 ⊗ I2) = E ⊂ X. We say that I1 ⊗ I2 has the factorization property if for every inner
function ϕ in I1 ⊗ I2, there are inner functions ϕ1, ϕ2 such that ϕi ∈ Ii for i = 1,2 and ϕ1ϕ2 ≺ ϕ.
For each x ∈E, we may consider localizations of I1 ⊗ I2. Since E is totally disconnected, there
are many open and closed neighborhoods Ex of x in E. Let
Ii,Ex =
{
f ∈A: ord(f, y) ord(Ii, y), y ∈Ex
}
, i = 1,2.
Then Ii,Ex is a closed ideal, Ii ⊂ Ii,Ex , Z(Ii,Ex )= Z(Ii)∩Ex and
ord(Ii,Ex , y)= ord(Ii, y), y ∈Z(Ii)∩Ex.
When Z(Ii)∩Ex = ∅, we note that Ii,Ex =A. Let
IEx = I1,Ex ⊗ I2,Ex .
We call IEx a localization of the closed tensor product I1 ⊗ I2 at x ∈E. We have
ord(IEx , y)= ord(I1 ⊗ I2, y), y ∈Ex.
If IEx = I1,Ex ⊗ I2,Ex has the factorization property for some Ex , we say that I1 ⊗ I2 has the
local factorization property at x ∈E.
Lemma 7.1. If I1 ⊗ I2 has the local factorization property at every point in E = Z(I1)∪Z(I2),
then I1 ⊗ I2 has the factorization property.
Proof. Let ϕ ∈ I1 ⊗ I2 be an inner function. By the assumption, there are points x1, x2, . . . , xn
in E and their open and closed neighborhoods Ex1,Ex2 , . . . ,Exn of E such that E =
⋃n
j=1 Exj
and IExj = I1,Exj ⊗ I2,Exj has the factorization property for every 1  j  n. Since ϕ ∈ IExj ,
there are inner functions ψ1,j ,ψ2,j such that ψi,j ∈ Ii,Exj for i = 1,2 and ψ1,jψ2,j ≺ ϕ. Let
V1 = Ex1 and Vj = Exj \
⋃j−1
=1 Ex for 2  j  n. Then {Vj : 1  j  n} is a set of mutually
disjoint open and closed subsets of E and E =⋃nj=1 Vj . Take open subsets Uj of X, 1 j  n,
such that Vj ⊂ Uj , Uj ∩ U = ∅ for j =  and Z(ψi,j ) ∩ Uj is open and closed in Z(ψi,j ) for
i = 1,2. For each i = 1,2 and 1 j  n, let ϕi,j be the subfactor of ψi,j with zeros Z(ψi,j )∩Uj .
Then ord(ϕi,j , y)= ord(ψi,j , y) for y ∈ Z(ψi,j )∩Uj . We have ϕ1,j ϕ2,j ≺ψ1,jψ2,j ≺ ϕ for 1
j  n. Since Z(ϕ1,j ϕ2,j ) ⊂ Uj , we have ∏nj=1 ϕ1,j ϕ2,j ≺ ϕ. Let ϕi =∏nj=1 ϕi,j for i = 1,2.
Then ϕ1ϕ2 =∏n ϕ1,j ϕ2,j ≺ ϕ. Since ψi,j ∈ Ii,Ex , for every y ∈ Vj we havej=1 j
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Then ord(Ii, y) ord(ϕi, y) for every y ∈E. By Theorem 3.9, we have ϕi ∈ Ii for i = 1,2. Thus
we get the assertion. 
Let J be a closed ideal in A satisfying Z(J )⊂X. Recall that
mJ = max
x∈Z(J )
ord(J, x) and MJ = max
ξ∈π(Z(J ))
Ordξ (J ),
where
Ordξ (J )=
∑{
ord(J, x): x ∈Z(J )∩ π−1(ξ)}.
If ϕ is an inner function in J , then we have
MJ  max
ξ∈π(Z(J ))
Ordξ (ϕ).
Lemma 7.2. Let J be a closed ideal in A satisfying Z(J ) ⊂ X and B be an inner func-
tion in J . Then there is an inner function ϕ of order mJ in J such that ϕ ≺ B and
maxξ∈π(Z(ϕ)) Ordξ (ϕ)=MJ .
Proof. As in the proof of Corollary 3.14, for each ξ ∈ π(Z(J )) there is an inner function ψ(ξ) of
order mJ in J satisfying ψ(ξ) ≺ B and is an open and closed neighborhood Wξ of ξ in βN such
that
Ordλ(J )Ordλ(ψ(ξ))= Ordξ (ψ(ξ))= Ordξ (J ), λ ∈Wξ .
By the compactness, there are ξ1, ξ1, . . . , ξk in π(Z(J )) such that π(Z(J )) ⊂⋃ki=1 Wξi . Let
V1 = Wξ1 and Vi = Wξi \
⋃i−1
j=1 Wξj for 2  i  k. Then {Vi : 1  i  k} is a set of mutually
disjoint open and closed subsets of βN and π(Z(J )) ⊂ ⋃ki=1 Wξi = ⋃ki=1 Vi . Let ϕi be the
subfactor of ψ(ξi) with zeros Z(ψ(ξi ))∩ π−1(Vi). Then ϕi ≺ψ(ξi) ≺ B , order(ϕi)mJ and
Ordλ(ϕi)= Ordλ(ψ(ξi ))= Ordξi (J ), λ ∈ Vi.
Let ϕ =∏ki=1 ϕi . Since Vi ∩ Vj = ∅ for i = j , we have ϕ ≺ B and order(ϕ)  mJ . For each
λ ∈ π(Z(ϕ)), there is a unique 1  k such that λ ∈ V. Then
Ordλ(ϕ)= Ordλ(ϕ)= Ordξ(J ).
Hence maxλ∈π(Z(ϕ)) Ordλ(ϕ)  MJ . For x ∈ Z(J ), similarly we have x ∈ π−1(V) for some
1  k and
ord(ϕ, x)= ord(ϕ, x)= ord(ψ(ξ), x) ord(J, x).
By Theorem 3.9, we have ϕ ∈ J . Therefore we get order(ϕ) = mJ and
maxλ∈π(Z(ϕ)) Ordλ(ϕ)=MJ . 
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max
ξ∈π(Z(ψ))
Ordξ (ψ) t  min
ξ∈π(Z(ϕ))Ordξ (ϕ),
then there is an inner function q˜ such that ψ ≺ q˜ ≺ ϕ and Ordλ(˜q)= t for every λ ∈ π(Z(ϕ)).
Proof. For each n ∈ π(Z(ϕ)) ∩ N, by the assumption we have ψn ≺ ϕn and Ordn(ψ)  t 
Ordn(ϕ). Let bn(z) be a Blaschke subproduct of ϕn such that∑{
ord(bn,w): w ∈Z(bn)
}= t
and ψn(z)≺ bn(z). Let q(n, z) be the function on N × D defined by
q(n, z)=
{
bn(z), n ∈ π(Z(ϕ))∩ N,
1, n ∈ N \ π(Z(ϕ)).
By Theorem 2.8, there is an inner function q˜ in A such that q˜|
N×D = q . It is not difficult to see
that q˜ satisfies the desired conditions. 
Lemma 7.4. Let I1, I2 be closed ideals in A satisfying Z(Ii)⊂X for i = 1,2. Let 1, 2 be pos-
itive integers satisfying MIi  i for i = 1,2. Suppose that I1⊗I2 has the factorization property.
Let ϕ be an inner function in I1 ⊗ I2 such that 1 + 2  Ordξ (ϕ) for every ξ ∈ π(Z(ϕ)). Then
there are inner functions ϕ1, ϕ2 such that ϕi ∈ Ii for i = 1,2, ϕ1ϕ2 ≺ ϕ and Ordξ (ϕi) = i for
every ξ ∈ π(Z(ϕ)) and i = 1,2.
Proof. By the assumption, there are inner functions ψ1,ψ2 such that ψi ∈ Ii for i = 1,2 and
ψ1ψ2 ≺ ϕ. By Lemma 7.2, we may assume that
max
ξ∈π(Z(ψi))
Ordξ (ψi)=MIi , i = 1,2.
For ξ ∈ π(Z(ϕ)), we have
Ordξ
(
ϕ
ψ2
)
= Ordξ (ϕ)− Ordξ (ψ2) 1 + 2 −MI2  1
and ψ1 ≺ ϕ/ψ2. We have also that
max
ξ∈π(Z(ψ1))
Ordξ (ψ1)=MI1  1.
By Lemma 7.3, there is an inner function ϕ1 such that ψ1 ≺ ϕ1 ≺ ϕ/ψ2 and Ordξ (ϕ1) = 1 for
every ξ ∈ π(Z(ϕ/ψ2))= π(Z(ϕ)). Since ψ1 ∈ I1, we have
ord(I1, x) ord(ψ1, x) ord(ϕ1, x), x ∈ Z(I1).
By Theorem 3.9, we have ϕ1 ∈ I1.
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Ordξ
(
ϕ
ϕ1
)
= Ordξ (ϕ)− Ordξ (ϕ1) (1 + 2)− 1 = 2
and ψ2 ≺ ϕ/ϕ1. By Lemma 7.3 again, there is an inner function ϕ2 such that ψ2 ≺ ϕ2 ≺ ϕ/ϕ1 and
Ordξ (ϕ2)= 2 for every ξ ∈ π(Z(ϕ/ϕ1))= π(Z(ϕ)). Since ψ2 ∈ I2, we have also ϕ2 ∈ I2. 
For each positive integer m, let Γm be the family of closed tensor products I1 ⊗ I2 of closed
ideals I1 and I2 in A such that Z(Ii)⊂X for i = 1,2 and
max
x∈Z(I1⊗I2)
ord(I1 ⊗ I2, x)m.
Theorem 7.5. Let I1, I2 be closed ideals inA satisfying Z(Ii)⊂X for i = 1,2. Then I1 ⊗ I2 has
the factorization property.
Proof. We divide the proof into four steps.
Step 1. We write Ei = Z(Ii) for i = 1,2 and E =E1∪E2. We prove the assertion by induction
on m in Γm.
First, we consider the case m= 1. Take I1⊗I2 ∈ Γ1 arbitrary. Then ord(I1, x)+ord(I2, x)= 1
for every x ∈ E. So we have E1 ∩ E2 = ∅ and ord(Ii, x) = 1 for x ∈ Ei and i = 1,2. By The-
orem 3.3, E1,E2 and E are all interpolation sets. Hence I1 ⊗ I2 = I (E). Let ϕ be an inner
function in I1 ⊗ I2. Then ϕ ∈ I (E), and by Lemma 2.17 it is not difficult to see the existence of
IBPs ϕ1, ϕ2 such that ϕi ∈ Ii and ϕ1ϕ2 ≺ ϕ. Hence I1 ⊗ I2 has the factorization property.
Step 2. Let m be a positive integer with m  2. Suppose that J1 ⊗ J2 has the factorization
property for every J1 ⊗ J2 ∈ Γm−1. Let
I1 ⊗ I2 ∈ Γm.
Applying Lemma 7.1, we shall show that I1 ⊗ I2 has the factorization property. Let x1 ∈ E. We
shall prove that I1 ⊗ I2 has the local factorization property at x1 ∈ E. Since ord(I1 ⊗ I2, y) is
upper semicontinuous in y ∈ E, there is an open and closed neighborhood Ex1 of x1 in E such
that ord(I1 ⊗ I2, y) ord(I1 ⊗ I2, x1) for every y ∈Ex1 . Let
IEx1
= I1,Ex1 ⊗ I2,Ex1
be a localization of the tensor product I1 ⊗ I2 at x1 ∈E. Since
ord(IEx1 , y) ord(I1 ⊗ I2, x1)= ord(IEx1 , x1), y ∈Ex1 ,
if ord(I1 ⊗ I2, x1)m − 1 we have IEx1 ∈ Γm−1. By the assumption of induction, I1 ⊗ I2 has
the local factorization property at x1 ∈E.
So we may assume that ord(I1 ⊗ I2, x1) = m. We write x1 = (ξ1, z1). Since #(E ∩
π−1(ξ1)) <∞, we may take r > 0 as
K.J. Izuchi, Y. Izuchi / Journal of Functional Analysis 260 (2011) 2086–2147 2123E ∩ ({ξ1} ×Dr(z1))= {(ξ1, z1)}= {x1}.
Then there exists an open and closed neighborhood Wξ1 of ξ1 in βN such that E∩(Wξ1 ×Dr(z1))
is open and closed in E. Taking smaller r and Wξ1 , we may assume that
Ex1 =E ∩
(
Wξ1 ×Dr(z1)
)
.
We have
ord(IEx1 , y)=
2∑
i=1
ord(Ii,Ex1 , y)= ord(I1 ⊗ I2, y)m, y ∈Ex1,
Ordξ1(IEx1 )= ord(IEx1 , x1)= ord(I1 ⊗ I2, x1)=m
and IEx1 ∈ Γm. By Corollary 3.14, Ordλ(IEx1 ) is upper semicontinuous in λ ∈ βN, so retaking
smaller Wξ1 we may assume that
Ordλ(IEx1 )Ordξ1(IEx1 )=m, λ ∈ π(Ex1).
Moreover we may assume that
Ordλ(Ii,Ex1 ) ord(Ii,Ex1 , x1), λ ∈ π(Ex1), i = 1,2.
We shall prove that IEx1 has the factorization property.
Step 3. To simplify the notations, we put
Ji = Ii,Ex1 .
If Ji =A, then there is nothing to prove, so we may assume that x1 ∈Z(Ji) for i = 1,2. Let
J = J1 ⊗ J2.
Then we have
x1 = (ξ1, z1) ∈Z(J )= Z(J1)∪Z(J2).
We have also J ∈ Γm,
m= max
y∈Z(J )
ord(J, y)= ord(J, x1)= ord(J1, x1)+ ord(J2, x1) (7.1)
and
Ordλ(Ji)Ordξ1(Ji)= ord(Ji, x1) = 0 (7.2)
for every i = 1,2 and λ ∈ π(Z(J )). We shall prove that J has the factorization property.
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an inner function ψ of order m in J such that ψ ≺ ϕ and
max
λ∈π(Z(ψ))
Ordλ(ψ)= Ordξ1(ψ)= ord(ψ,x1)=m.
By Corollary 2.6,
V1 =
{
λ ∈ π(Z(ψ)): Ordλ(ψ)=m} and V2 = π(Z(ψ)) \ V1
are open and closed in βN. We have x1 ∈ Z(Ji) ∩ π−1(V1). Let ψ1 be the subfactor of ψ with
zeros Z(ψ)∩ π−1(V1) and ψ2 =ψ/ψ1. Then
max
λ∈π(Z(ψ2))
Ordλ(ψ2)m− 1.
Let
J2,i =
{
f ∈A: ord(f, x) ord(Ji, x), x ∈Z(Ji)∩ π−1(V2)
}
for i = 1,2. Then J2,i is a closed ideal such that Ji ⊂ J2,i , Z(J2,i ) = Z(Ji) ∩ π−1(V2) and
ord(J2,i , y) = ord(Ji, y) for y ∈ Z(J2,i ). Since ψ ∈ J , we have ψ2 ∈ J2,1 ⊗ J2,2. Hence J2,1 ⊗
J2,2 ∈ Γm−1. By the assumption of induction, there are inner functions ψ2,1,ψ2,2 such that ψ2,i ∈
J2,i for i = 1,2 and ψ2,1ψ2,2 ≺ψ2.
Next, we study on π−1(V1). Let
J1,i =
{
f ∈A: ord(f, x) ord(Ji, x), x ∈Z(Ji)∩ π−1(V1)
}
for i = 1,2. Then J1,i is a closed ideal such that Ji ⊂ J1,i , Z(J1,i ) = Z(Ji) ∩ π−1(V1) and
ord(J1,i , y)= ord(Ji, y) for y ∈ Z(J1,i ). We have ψ1 ∈ J1,1 ⊗ J1,2 and Ordλ(ψ1)=m for every
λ ∈ V1. In Step 4, we shall show the existence of inner functions ψ1,1,ψ1,2 such that ψ1,i ∈ J1,i
for i = 1,2 and ψ1,1ψ1,2 ≺ψ1. Let ϕi =ψ1,iψ2,i for i = 1,2. Since V1 ∩ V2 = ∅, we have
ϕ1ϕ2 = (ψ1,1ψ1,2)(ψ2,1ψ2,2)≺ψ1ψ2 =ψ ≺ ϕ.
Let x ∈ Z(Ji). Then either x ∈ π−1(V1) or x ∈ π−1(V2). If x ∈ π−1(V1), then
ord(ϕi, x)= ord(ψ1,i , x) ord(Ji, x).
If x ∈ π−1(V2), then similarly ord(ϕi, x)  ord(Ji, x). By Theorem 3.9, we have ϕi ∈ Ji for
i = 1,2. Thus we get the assertion.
Step 4. To simplify the notations again, we put Li = J1,i for i = 1,2 and q =ψ1. Let
L= L1 ⊗L2.
Then q ∈ L and
Ordλ(q)=m, λ ∈ π
(
Z(q)
)
. (7.3)
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closed subset of βN. We have also
Ordλ(Li)Ordξ1(Li)= ord(Li, x1), i = 1,2, λ ∈ π
(
Z(L)
) (7.4)
and
ord(L1, x1)+ ord(L2, x1)=m. (7.5)
Let
A1 =
{
x ∈ Z(L): ord(L,x)=m}. (7.6)
Then x1 ∈ A1. To complete the proof, we need to show the existence of inner functions q1, q2
such that qi ∈ Li for i = 1,2 and q1q2 = q .
By (7.3) and Theorem 2.8(ii), there are simple IBPs b1, b2, . . . , bm such that
q =
m∏
j=1
bj and π
(
Z(q)
)= π(Z(bj )), 1 j m. (7.7)
Let
F(x)=
m∑
j=1
∣∣bj (x)∣∣, x ∈X. (7.8)
Then F(x) is a continuous function on X. Let
A2 =
{
x ∈ Z(q): F(x)= 0}. (7.9)
Since q ∈ L, by (7.6) and (7.7) we have A1 ⊂ A2. Since A2 is a closed Gδ-set, so is π(A2).
Hence there is a sequence of mutually disjoint open and closed subsets {W} of βN such that
π
(
Z(q)
) \ π(A2)= ∞⋃
=1
W.
We have
Z(q)=A2 ∪
(
Z(q)∩ π−1
( ∞⋃
=1
W
))
(7.10)
and
A2 ∩ π−1
( ∞⋃
W
)
= ∅. (7.11)=1
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#
(
Z(q)∩ π−1(ξ))= 1, ξ ∈ π(Z(q)) ∖ ∞⋃
=1
W. (7.12)
Let  fix a positive integer for a while. For each i = 1,2, let
Li, =
{
f ∈A: ord(f, x) ord(Li, x), x ∈Z(Li)∩ π−1(W)
}
.
Then Li, is a closed ideal, Li ⊂ Li,,
Z(Li,)= Z(Li)∩ π−1(W) (7.13)
and
ord(Li,, x)= ord(Li, x), x ∈ Z(Li,). (7.14)
We put
K = L1, ⊗L2,.
Let y ∈ Z(K). Then y ∈ Z(L1,)∪Z(L2,). By (7.13), we have y ∈ π−1(W). By (7.11), A2 ∩
π−1(W)= ∅. Since A1 ⊂A2, y /∈A1. So we have
m> ord(L,y) by (7.6)
= ord(L1, y)+ ord(L2, y)
= ord(L1,, y)+ ord(L2,, y) by (7.14)
= ord(K, y).
Hence K ∈ Γm−1. By the assumption of induction, K has the factorization property. Let B be
the subfactor of q with zeros Z(q) ∩ π−1(W). Then Z(B) ⊂ π−1(W), π(Z(B)) = W and
B = 1 on π−1(βN \W). Since q ∈ L and y ∈ π−1(W), we have
ord(B, y)= ord(q, y) ord(L,y)=
2∑
i=1
ord(Li,, y)= ord(K, y).
By Theorem 3.9, we have B ∈ K. By (7.3), Ordξ (B) = m for every ξ ∈ W. We have also
MLi, MLi . By (7.4) and (7.5),
ML1 +ML2 = ord(L1, x1)+ ord(L2, x1)=m.
Hence by Lemma 7.4, there are inner functions q1,, q2, such that
qi, ∈ Li,, i = 1,2, q1,q2, = B (7.15)
K.J. Izuchi, Y. Izuchi / Journal of Functional Analysis 260 (2011) 2086–2147 2127and
Ordλ(qi,)= ord(Li, x1), λ ∈W, i = 1,2. (7.16)
Since B = 1 on π−1(βN \ W), moreover we may assume that qi, = 1 on π−1(βN \ W) for
i = 1,2.
Next, we fix i = 1,2 and move . As mentioned in Section 6, we may define the inner func-
tions
∞∏
=1
qi,, i = 1,2 and
∞∏
=1
B.
We have B ≺ q and Z(B) ⊂ π−1(W). Since W ∩ Wj = ∅ for  = j , by Corollary 2.9 and
(7.15) we have
2∏
i=1
∞∏
=1
qi, =
∞∏
=1
q1,q2, =
∞∏
=1
B ≺ q. (7.17)
Let
W0 =
∞⋃
=1
W.
Then W0 is an open and closed subset of βN and
π
(
Z
( 2∏
i=1
∞∏
=1
qi,
))
=W0.
By (7.16), we have
Ordλ
( ∞∏
=1
qi,
)
= ord(Li, x1), λ ∈W0, i = 1,2 (7.18)
and by (7.5)
Ordλ
( 2∏
i=1
∞∏
=1
qi,
)
=
2∑
i=1
ord(Li, x1)=m, λ ∈W0. (7.19)
Hence by (7.10),
Z(q)
∖
π−1
( ∞⋃
=1
W
)
=A2.
By (7.12) and (7.18), we have
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( ∞∏
=1
qi,, x
)
= ord(Li, x1), x ∈Z(Li)∩ π−1
(
W0
∖ ∞⋃
=1
W
)
. (7.20)
Let
q0 = q∏2
i=1
∏∞
=1 qi,
. (7.21)
By (7.17), q0 is an inner function. Hence by (7.3) and (7.19),
Ordλ(q0)=
{0, λ ∈W0,
m, λ ∈ π(Z(q)) \W0. (7.22)
By (7.7), (7.8) and (7.9), we have ord(q, x)=m for every x ∈A2. We have Z(q0)⊂A2, and by
(7.3) and (7.12) ord(q0, x) = m for every x ∈ Z(q0). Since A2 is a simple interpolation set,
by (7.5) there are inner functions p1,p2 such that
ord(pi, x)= ord(Li, x1), x ∈ Z(q0), i = 1,2 (7.23)
and
q0 = p1p2. (7.24)
Let
qi = pi
∞∏
=1
qi,, i = 1,2. (7.25)
Then qi is an inner function. By (7.21) and (7.24), we have
q = q1q2.
We shall show that qi ∈ Li for i = 1,2. Let x ∈Z(Li). Since q ∈ L, x ∈Z(Li)⊂ Z(L)⊂ Z(q).
We have
π
(
Z(q)
)= (π(Z(q)) \W0)∪(W0 ∖ ∞⋃
=1
W
)
∪
∞⋃
=1
W.
Then either
π(x) ∈ π(Z(q)) \W0 (7.26)
or
π(x) ∈W0
∖ ∞⋃
W (7.27)
=1
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π(x) ∈
∞⋃
=1
W. (7.28)
Suppose that (7.26) holds. By (7.22), x ∈Z(q0). By (7.4), (7.23) and (7.25), we have
ord(qi, x)= ord(pi, x)= ord(Li, x1) ord(Li, x).
Suppose that (7.27) holds. By (7.4), (7.20) and (7.25),
ord(qi, x)= ord
( ∞∏
=1
qi,, x
)
= ord(Li, x1) ord(Li, x).
Suppose that (7.28) holds. Then there is a unique 1 satisfying π(x) ∈ W1 . Since x ∈ Z(Li) ∩
π−1(W1), by (7.13) we have x ∈Z(Li,1), so
ord(qi, x)= ord(qi,1, x) by (7.25)
 ord(Li,1 , x) by (7.15)
= ord(Li, x) by (7.14).
Hence by Theorem 3.9, we have qi ∈ Li for i = 1,2. Thus we get the assertion. 
The following corollary answers the A-version of Question 3.
Corollary 7.6. Let I1, I2 be closed ideals in A satisfying Z(Ii)⊂X for i = 1,2. Then I1 ⊗ I2 is
a closed ideal in A.
Proof. We have I1 ⊗ I2 ⊂ I1 ⊗ I2 and Z(I1 ⊗ I2) = Z(I1) ∪ Z(I2) ⊂ X. Let ϕ be an inner
function in I1 ⊗ I2. By Theorem 7.5, there are inner functions ϕ1, ϕ2 such that ϕ1 ∈ I1, ϕ2 ∈ I2
and ϕ1ϕ2 ≺ ϕ. We have ϕ1ϕ2 ∈ I1 ⊗ I2, so ϕ ∈ I1 ⊗ I2. By Corollary 3.4, we have I1 ⊗ I2 ⊂
I1 ⊗ I2. Thus we get I1 ⊗ I2 = I1 ⊗ I2. 
Let I1, I2, . . . , Ik be closed ideals inA satisfying Z(Ii)⊂X for 1 i  k. We may define the
tensor product
⊗k
i=1 Ii . We have Z(
⊗k
i=1 Ii)=
⋃k
i=1 Z(Ii)⊂X.
Corollary 7.7. Let I1, I2, . . . , Ik be closed ideals in A satisfying Z(Ii) ⊂ X for 1 i  k. Then⊗k
i=1 Ii is a closed ideal in A.
Let I be a closed ideal inA satisfying Z(I)⊂X. Let E1 = Z(I). By Lemma 5.2, Z(I (E1))=
E1 so I ⊂ I (E1). Let NE1,∞ be the associated numbering function of E1. By Theorem 5.4,
NE1,∞(x) = ord(I (E1), x) for x ∈ E1. Hence NE1,∞(x)  ord(I, x) for every x ∈ E1. If I =
I (E1), there is nothing to say more, so we stop the argument. Suppose that I = I (E1).
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E2 =
{
x ∈E1: NE1,∞(x) = ord(I, x)
}
.
Then E2 = ∅. If E2 is not closed, then there are no closed ideals J satisfying I = I (E1) ⊗ J ,
and we stop the argument. Suppose that E2 is closed. As in Section 4, let NE2,1(x) = 1 for
x ∈E2. Then we have NE1,∞(x)+NE2,1(x) ord(I, x) for every x ∈E1. By Theorem 4.2 and
the definition of a tilde function, we have NE1,∞(x) + NE2,∞(x) ord(I, x) for every x ∈ E1.
Hence by Theorem 3.9 and Corollary 7.6, we have I ⊂ I (E1) ⊗ I (E2). If I = I (E1) ⊗ I (E2),
we stop the argument. Suppose that I = I (E1)⊗ I (E2). Let
E3 =
{
x ∈E2: NE1,∞(x)+NE2,∞(x) = ord(I, x)
}
.
Then E3 = ∅. If E3 is not closed, then there are no closed ideals J satisfying I = I (E1) ⊗
I (E2)⊗J , and we stop the argument. If E3 is closed, then we have I ⊂ I (E1)⊗ I (E2)⊗ I (E3).
We may repeat the same argument. Suppose that all E1,E2, . . . ,Ek are closed and stop here. This
means that
I =
k⊗
i=1
I (Ei), E1 ⊃E2 ⊃ · · · ⊃Ek = ∅.
It is not difficult to give an example of I which does not have the above form.
8. Local ideal theory in H∞
We shall study closed ideals I in H∞ satisfying Z(I) ⊂ G. Let E be a nonvoid compact
and totally disconnected subset of G. Let nE :E → {1,2, . . .} be a bounded numbering function
on E. For each x ∈ E, let {Uα(x)}α be a net of fundamental open neighborhoods of x in G. We
define the order α  β by Uβ(x)⊂Uα(x). For each 0 < r < 1, the value of
sup
ξ∈Uα(x)
∑{
nE(ζ ): ζ ∈ Lξ (Dr )∩E
}
decreases as α → ∞, where Lξ is the Hoffman map at ξ ∈G. Then the value of
sup
ξ∈Uα(x)
∑{
nE(ζ ): ζ ∈ Lξ (Dr )∩E
}
is eventually constant for sufficiently large α. Hence we may define
lim
α→∞
(
sup
ξ∈Uα(x)
∑{
nE(ζ ): ζ ∈ Lξ (Dr )∩E
}) ∈ {1,2, . . . ,∞}.
Also the value of
lim
α→∞
(
sup
∑{
nE(ζ ): ζ ∈ Lξ (Dr )∩E
})
ξ∈Uα(x)
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lim
α→∞
(
sup
ξ∈Uα(x)
∑{
nE(ζ ): ζ ∈ Lξ (Dr )∩E
})
is eventually constant for sufficiently small r > 0. Thus we may define
n˜E(x)= lim
r→0
(
lim
α→∞
(
sup
ξ∈Uα(x)
∑{
nE(ζ ): ζ ∈ Lξ (Dr )∩E
}))
. (8.1)
We have nE(x) n˜E(x) for every x ∈E. Moreover there exist α0 and r0 > 0 such that
n˜E(x)= sup
ξ∈Uα(x)
∑{
nE(ζ ): ζ ∈ Lξ (Dr )∩E
} (8.2)
for every α  α0 and 0 < r  r0. It is not diffcult to show that the function n˜E is upper semi-
continuous on E. Let E1 be an open and closed subset of E. We define nE1 = nE |E1 . By the
definition of n˜E(x), we have n˜E1 = n˜E |E1 on E1. This fact is called the locally stable property
of a tilde function.
Hoffman’s work in [14] gives us many informations on the local theory in H∞. Let δ, η and
ε be numbers such that
0 < δ < 1, 0 < η <
δ − η
1 − δη , 0 < ε < δη
2. (8.3)
Let b fix an interpolating Blaschke product in the rest of this section. Let {zn}n be the zero
sequence of b in D. By [2],
δ(b) := inf
n
(
1 − |zn|2
)∣∣b′(zn)∣∣> 0.
Taking a smaller δ in (8.3), we may assume that 0 < δ < δ(b). By [14, pp. 104–106], we have{|b|< ε}⊂ ⋃
ξ∈Z(b)
Lξ (Dη)⊂G
and Lξ1(Dη)∩Lξ2(Dη)= ∅ for ξ1, ξ2 ∈ Z(b) with ξ1 = ξ2. Also we have{|b|< ε}= ⋃
ξ∈Z(b)
Rξ , Rξ :=
{
y ∈ Lξ (Dη):
∣∣b(y)∣∣< ε},
and b/ε maps each domain Rξ biholomorphically onto D. We may define the map
γ : Z(b)× D → {|b|< ε}
by γ (ξ, z) ∈ Lξ (Dη) satisfying (b/ε)(γ (ξ, z)) = z. Then γ is a biholomorphically homeomor-
phic and onto map, and γ can be extended
γ : Z(b)× D  (ξ, z)→ γ (ξ, z) ∈ {|b| ε}
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tion βN of the set of natural numbers N (see [13]). So using the same notation, we have a
homeomorphic map
γ : βN × D → {|b| ε}.
We note that γ (N × {0})= {zn}n, and we may assume that
γ (n,0)= zn, n ∈ N.
For each ξ ∈ βN, γ maps {ξ}×D biholomorphically onto Rλ for some λ ∈Z(b). Hence we have
H∞ ◦ γ ⊂A,
where A is the big disk algebra studied in Sections 2–7.
We assume that E is a nonvoid compact and totally disconnected subset of G satisfying E ⊂
{|b|< ε}, and
max
ξ∈Z(b)
#(E ∩Rξ ) <∞. (8.4)
If I is a closed ideal in H∞ satisfying E := Z(I)⊂ {|b|< ε}, then by [9] there is a CN Blaschke
product ϕ in I satisfying E ⊂ Z(ϕ) ⊂ {|b| < ε}, so E satisfies (8.4). For each x ∈ E, we may
take {Uα(x)}α satisfying Uα(x) ⊂ {|b|< ε}. Let nE be a bounded numbering function on E. By
the definition of n˜E and (8.4), n˜E is also bounded on E. For each x ∈E, there is (ξ, z) ∈ βN×D
such that γ (ξ, z) = x. Let {Wβ(ξ)}β be a net of fundamental open and closed neighborhoods
of ξ in βN. For each Uα(x), there are Wβ(ξ) and Dr(z) ⊂ D, 0 < r < 1 − |z|, such that x ∈
γ (Wβ(ξ)×Dr(z))⊂Uα(x). Hence we may rewrite (8.1) and (8.2) as
n˜E(x)= lim
r→0
(
lim
β→∞
(
sup
λ∈Wβ(ξ)
∑{
nE(ζ ): ζ ∈E ∩ γ
({λ} ×Dr(z))}))
and there exist β0 and r0 > 0 such that
n˜E(x)= sup
λ∈Wβ(ξ)
∑{
nE(ζ ): ζ ∈E ∩ γ
({λ} ×Dr(z))}
for every β  β0 and 0 < r  r0. We define the numbering function nγ−1(E) on γ−1(E) by
nγ−1(E)(y)= nE
(
γ (y)
)
, y ∈ γ−1(E).
Condition (8.4) is converted into condition (4.1) for the set γ−1(E). By the works in Section 4,
we have
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λ∈Wβ(ξ)
∑{
nE(ζ ): ζ ∈E ∩ γ
({λ} ×Dr(z))}
= sup
λ∈Wβ(ξ)
∑{
nγ−1(E)(y): y ∈ γ−1(E)∩
({λ} ×Dr(z))}
= n˜γ−1(E)(ξ, z).
Hence we have the following.
Lemma 8.1. n˜γ−1(E)(γ−1(x))= n˜E(x) for every x ∈E.
Let nE,1 be a bounded numbering function on E. We put nE,2 = n˜E,1. Since n˜E,1 is also
bounded on E, for every positive integer j with j  2, we may define inductively nE,j = n˜E,j−1
on E. Since nE,j−1  nE,j , we may define
nE,∞(x)= lim
j→∞nE,j (x), x ∈E.
As the special case, let NE,1(x) = 1 for every x ∈ E. We may also define NE,j (x) =
N˜E,j−1(x) on E for j  2. Since NE,j−1(x)NE,j (x), we may define
NE,∞(x)= lim
j→∞NE,j (x), x ∈E.
We call NE,∞ : E → {1,2, . . . ,∞} the associated numbering function of E. It is considered
that NE,∞ represents a geometrically quantity of E, i.e. NE,∞ represents a generalized crossing
number of lines in E at x ∈E.
We have the following.
Lemma 8.2. Nγ−1(E),∞(γ−1(x)) = NE,∞(x) and nγ−1(E),∞(γ−1(x)) = nE,∞(x) for every
x ∈E.
Corollary 8.3. Let nE,1 be a bounded numbering function on E. Then NE,∞ is bounded on E if
and only if nE,∞ is bounded on E. In this case, we have N˜E,∞ =NE,∞ and n˜E,∞ = nE,∞ on E.
Proof. Combining Lemmas 8.1 and 8.2 with Corollary 4.4 and Lemma 4.5, we get the asser-
tion. 
Let f ∈ H∞ and x ∈ Z(f )∩ {|b|< ε}. Then we have ord(f, x) = ord(f ◦ γ, γ−1(x)). Let I
be a closed ideal in H∞ satisfying Z(I)⊂ {|b|< ε}. Let x ∈Z(I). Then
ord(I, x)= min
f∈I ord(f, x)= ming∈I◦γ ord
(
g,γ−1(x)
)
.
Generally, I ◦ γ is not a closed ideal in A, so let J be a closed ideal in A generated by I ◦ γ .
Then we have the following.
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(i) Z(J )= γ−1(Z(I)).
(ii) ord(J, γ−1(x))= ord(I, x) for every x ∈ Z(I).
Let ψ be a simple IBP in A and N = N ∩ Z(ψ). We have #(Z(ψ) ∩ π−1(n)) = 1 for every
n ∈ N . Let {an} = Z(ψ) ∩ π−1(n) for n ∈ N . Then {an: n ∈N}X = Z(ψ). Let cn = γ (an) for
n ∈N . Since γ (n,0)= zn, we have
cn ∈Rn =
{
z ∈ D: ρ(z, zn) < η,
∣∣b(z)∣∣< ε}, n ∈N.
It is known that {cn: n ∈ N} is an interpolating sequence in D (see [7, p. 405]). We denote by
Ψ (ψ) the interpolating Blaschke product on D with zeros {cn: n ∈N}. Then we have γ (Z(ψ))=
Z(Ψ (ψ)).
Let ψ be an inner function in A. By Theorem 2.8(ii), there are simple IBPs ψ1,ψ2, . . . ,ψm
in A such that ψ = ∏mi=1 ψi . We define Ψ (ψ) = ∏mi=1 Ψ (ψi). We easily get the following
lemma.
Lemma 8.5. For an inner function ψ inA, Ψ (ψ) is a CN Blaschke product such that γ (Z(ψ))=
Z(Ψ (ψ))⊂ {|b|< ε} and ord(ψ,y)= ord(Ψ (ψ), γ (y)) for y ∈ Z(ψ).
Conversely, let ϕ be a CN Blaschke product satisfying Z(ϕ)⊂ {|b|< ε}. Then ϕ ◦ γ ∈A and
|ϕ ◦ γ | > 0 on ∂X. By Corollary 2.11, there are an inner function Φ(ϕ) in A and an invertible
function h in A such that ϕ ◦ γ =Φ(ϕ)h. For the sake of simplicity, we ignore unimodular inner
factors in A and unimodular constants in CN Blaschke products. We easily check the following.
Lemma 8.6.
(i) For every inner function ψ in A, we have (Φ ◦Ψ )(ψ)=ψ .
(ii) For every CN Blaschke product ϕ satisfying Z(ϕ) ⊂ {|b| < ε}, we have (Ψ ◦ Φ)(ϕ) = ϕ,
Z(Φ(ϕ))= γ−1(Z(ϕ)) and ord(Φ(ϕ), γ−1(x))= ord(ϕ, x) for x ∈ Z(ϕ).
By Lemmas 8.5 and 8.6, we have the following.
Lemma 8.7.
(i) Let ϕ1, ϕ2 be CN Blaschke products satisfying Z(ϕi) ⊂ {|b| < ε} for i = 1,2. Then ϕ1 ≺ ϕ2
if and only if Φ(ϕ1)≺Φ(ϕ2).
(ii) Let ψ1,ψ2 be inner functions in A. Then ψ1 ≺ψ2 if and only if Ψ (ψ1)≺ Ψ (ψ2).
Lemma 8.8. Let I be a closed ideal in H∞ satisfying Z(I)⊂ {|b|< ε} and J be the closed ideal
in A generated by I ◦ γ . Then we have the following.
(i) If ϕ ∈ I is a CN Blaschke product satisfying Z(ϕ)⊂ {|b|< ε}, then Φ(ϕ) ∈ J .
(ii) If ψ ∈ J is an inner function, then Ψ (ψ) ∈ I .
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By Lemma 8.4(i), we have Z(J )= γ−1(Z(I)). For y ∈ Z(J ), we have
ord
(
Φ(ϕ), y
)= ord(ϕ,γ (y)) by Lemma 8.6(ii)
 ord
(
I, γ (y)
)
= ord(J, y) by Lemma 8.4(ii).
By Theorem 3.9, we have Φ(ϕ) ∈ J .
(ii) Let ψ ∈ J be an inner function in A. Then ord(ψ,y) ord(J, y) for y ∈ Z(J ). We have
Z(I)= γ (Z(J )), and for x ∈Z(I)
ord
(
Ψ (ψ), x
)= ord(ψ,γ−1(x)) by Lemma 8.5
 ord
(
J,γ−1(x)
)
= ord(I, x) by Lemma 8.4(ii).
By Theorem A, we get Ψ (ψ) ∈ I . 
Proposition 8.9. Let I be a closed ideal in H∞ satisfying Z(I) ⊂ {|b|< ε}, x ∈ Z(I) and U be
an open subset satisfying Z(I)⊂U ⊂ {|b|< ε}. If B is a CN Blaschke product in I , then there is
a CN Blaschke product ϕ of order mI in I such that Z(ϕ)⊂U , ϕ ≺ B and ord(ϕ, x)= ord(I, x).
Proof. Let J be a closed ideal inA generated by I ◦γ . By Lemma 8.4(i), Z(J )= γ−1(Z(I)). By
Lemma 8.8(i), we have Φ(B) ∈ J . Since γ : X → {|b|  ε} is a homeomorphic map, γ−1(U)
is an open subset of X such that Z(J ) ⊂ γ−1(U) ⊂ X. By Theorem 3.11, there is an inner
function ψ of order mJ in J such that Z(ψ) ⊂ γ−1(U), ψ ≺ Φ(B) and ord(ψ,γ−1(x)) =
ord(J, γ−1(x)). By Lemmas 8.4–8.7, we have Z(Ψ (ψ)) ⊂ U , Ψ (ψ) ≺ B and ord(Ψ (ψ), x) =
ord(ψ,γ−1(x)) = ord(I, x). Let ϕ = Ψ (ψ). Then Z(ϕ) ⊂ U and ord(ϕ, x) = ord(I, x). By
Lemma 8.8(ii), we have ϕ ∈ I . 
Corollary 8.10. Let I be a closed ideal in H∞ satisfying Z(I) ⊂ {|b| < ε} and B ∈ I be a CN
Blaschke product. Then I is generated by CN Blaschke products ϕ in I such that ϕ ≺ B as a
closed ideal.
Proof. Let B be a CN Blaschke product in I . Let I1 be a closed ideal in H∞ generated by CN
Blaschke products ϕ in I satisfying ϕ ≺ B . Then I1 ⊂ I . Let {Uα}α be a set of open subsets
of G such that Z(I) =⋂α Uα and Uα ⊂ {|b| < ε} for every α. For each x ∈ Z(I) and α, by
Proposition 8.9 there is a CN Blaschke product ϕx,α ∈ I such that Z(ϕx,α) ⊂ Uα , ϕx,α ≺ B and
ord(ϕx,α, x) = ord(I, x). Then Z(I1)= Z(I) and ord(I1, x) = ord(I, x) for every x ∈ Z(I). By
Theorem A, we get I1 = I . 
Proposition 8.11. Let I be a closed ideal in H∞ satisfying E := Z(I)⊂ {|b|< ε}. Let nE(x)=
ord(I, x) for x ∈E. Then nE is a bounded numbering function satisfying n˜E = nE on E.
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γ−1(E). Let nγ−1(E)(y) = nE(γ (y)) for y ∈ Z(J ). By Lemma 8.1, n˜γ−1(E)(y) = n˜E(γ (y)) for
every y ∈Z(J ). By Lemma 8.4, we have
ord(J, y)= ord(I, γ (y))= nE(γ (y))= nγ−1(E)(y), y ∈ Z(J ).
Then by Theorem 4.2, nγ−1(E)(y) is a bounded numbering function and n˜γ−1(E)(y)= nγ−1(E)(y)
for every y ∈ Z(J ). Thus we get n˜E = nE on E. 
Proposition 8.12. Let E be a nonvoid compact and totally disconnected subset of {|b|< ε}, and
maxξ∈Z(b) #(E ∩Rξ ) <∞. Then the following conditions are equivalent.
(i) Z(I (E))=E.
(ii) NE,∞ is bounded.
(iii) ord(I (E), x) is bounded in x ∈E.
In this case, we have that ord(I (E), x)=NE,∞(x) for every x ∈E.
Proof. The condition maxξ∈Z(b) #(E ∩Rξ ) <∞ is equivalent to
max
ξ∈π(γ−1(E))
#
(
γ−1(E)∩ π−1(ξ))<∞.
Let J be the closed ideal in A generated by I (E) ◦ γ . Then J ⊂ I (γ−1(E)) and Z(J ) =
Z(I (γ−1(E))) = γ−1(E). Let ψ be an inner function in I (γ−1(E)). By Lemma 8.5, we have
Ψ (ψ) ∈ I (E) and Z(Ψ (ψ))⊂ {|b|< ε}. By Lemma 8.6(i), Φ(Ψ (ψ))=ψ , and by Lemma 8.8(i)
we have ψ ∈ J . By Corollary 3.4, we get J = I (γ−1(E)).
By Lemma 8.4(i), Z(I (E)) = E if and only if Z(J ) = γ−1(E). Since J = I (γ−1(E)),
Z(I (E)) = E if and only if Z(I (γ−1(E))) = γ−1(E). By Lemma 8.2, NE,∞(x) =
Nγ−1(E),∞(γ−1(x)), and by Lemma 8.4(ii) and J = I (γ−1(E)), we have ord(I (E), x) =
ord(I (γ−1(E)), γ−1(x)) for every x ∈E. Therefore by Theorem 5.4, we get the assertion. 
Proposition 8.13. Let E be a nonvoid compact and totally disconnected subset of {|b|< ε}, and
maxξ∈Z(b) #(E ∩Rξ ) < ∞. Let nE be a bounded numbering function satisfying n˜E = nE on E.
Then there is a closed ideal I in H∞ such that Z(I)=E and ord(I, x)= nE(x) for every x ∈E.
Proof. Let nγ−1(E)(y)= nE(γ (y)) for y ∈ γ−1(E). By Lemma 8.1, we have
n˜γ−1(E)(y)= n˜E
(
γ (y)
)= nE(γ (y))= nγ−1(E)(y), y ∈ γ−1(E).
By Theorem 6.1, there is a closed ideal J in A such that Z(J ) = γ−1(E) and ord(J, y) =
nγ−1(E)(y) for every y ∈ γ−1(E). Let I be a closed ideal in H∞ generated by Ψ (ψa) for all
inner functions ψa (α ∈Λ) in J . We have
γ−1(E)=
⋂
Z(ψa) by Corollary 3.4
a∈Λ
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(⋂
a∈Λ
Z
(
Ψ (ψa)
))
by Lemma 8.5
= γ−1(Z(I)).
Hence Z(I)=E. For each x ∈E, there exists α0 ∈Λ such that
ord
(
ψa0, γ
−1(x)
)= ord(J,γ−1(x))= nγ−1(E)(γ−1(x))= nE(x).
Hence by Lemma 8.5, we get
ord
(
Ψ (ψa0), x
)= ord(ψa0 , γ−1(x))= nE(x).
Thus we get ord(I, x) nE(x).
For each α ∈Λ, we have
nE(x)= nγ−1(E)
(
γ−1(x)
)= ord(J,γ−1(x))
 ord
(
ψα,γ
−1(x)
)
= ord(Ψ (ψα), x) by Lemma 8.5.
Hence we get nE(x) ord(I, x). Thus we get ord(I, x)= nE(x) for every x ∈E. 
Let I1, I2 be closed ideals in H∞ satisfying Z(Ii)⊂G for i = 1,2. Similarly as in Section 7,
we may define the tensor product I1 ⊗ I2 and the closed tensor product I1 ⊗ I2. We have
Z(I1 ⊗ I2)= Z(I1 ⊗ I2)= Z(I1)∪Z(I2)
and
ord(I1 ⊗ I2, x)= ord(I1 ⊗ I2, x)= ord(I1, x)+ ord(I2, x)
for every x ∈ Z(I1 ⊗ I2). We say that I1 ⊗ I2 has the factorization property if for every CN
Blaschke product ϕ in I1 ⊗ I2, there are CN Blaschke products ϕ1, ϕ2 such that ϕi ∈ Ii for
i = 1,2 and ϕ1ϕ2 ≺ ϕ.
Proposition 8.14. Let I1, I2 be closed ideals in H∞ satisfying Z(Ii) ⊂ {|b| < ε} for i = 1,2.
Then I1 ⊗ I2 has the factorization property.
Proof. Let ϕ ∈ I1 ⊗I2 be a CN Blaschke product. Considering a subproduct, we may assume that
Z(ϕ)⊂ {|b|< ε}. For i = 1,2, let Ji be the closed ideal inA generated by Ii ◦γ . By Lemma 8.4,
Z(Ji) = γ−1(Z(Ii)) and ord(Ji, γ−1(x)) = ord(Ii, x) for every x ∈ Z(Ii). Let J be the closed
ideal in A generated by (I1 ⊗ I2) ◦ γ . Then by Lemma 8.4 again, Z(J )= γ−1(Z(I1 ⊗ I2)), and
for y ∈Z(J ) we have
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i=1
ord
(
Ii, γ (y)
)
=
2∑
i=1
ord(Ji, y)= (J1 ⊗ J2, y).
By Theorem 3.9 and Lemma 8.8(i), we have Φ(ϕ) ∈ J = J1 ⊗ J2. By Theorem 7.5, there are
inner functions ψ1,ψ2 in A such that ψi ∈ Ji for i = 1,2 and ψ1ψ2 ≺Φ(ϕ). By Lemmas 8.6(ii)
and 8.7(ii), Ψ (ψ1)Ψ (ψ2)≺ ϕ. By Lemma 8.8(ii), Ψ (ψi) ∈ Ii for i = 1,2. Hence I1 ⊗ I2 has the
factorization property. 
By the results in this section, A is a nice space to study the local ideal theory of H∞ in G.
But the local version of Theorem A may not be proved using Theorem 3.9. So Theorem A is a
crucial theorem in ideal theory of H∞.
9. Ideal theory in H∞
In this section, we shall answer Questions 1–4 given in the introduction. Let E be a compact
and totally disconnected subset of G. For each x ∈E, by Hoffman’s work there is an interpolating
Blaschke product bx such that bx(x) = 0. Take δx, ηx, εx satisfying (8.3) and 0 < δx < δ(bx).
Let Ux be an open subset of M(H∞) such that x ∈ Ux ⊂ {|bx | < εx} and E ∩ Ux is open and
closed in E. By the compactness, there are x1, x2, . . . , xk ∈ E such that E =⋃ki=1 E ∩Uxi . Let
E1 =E ∩Ux1 and Ej = (E ∩Uxj ) \
⋃j−1
i=1 E ∩Uxi for 2 i  k. Then {Ej : 1 j  k} is a set
of mutually disjoint open and closed subsets of E. We have Ej ⊂ {|bxj |< εxj } for 1 j  k. As
a summary, we have the following.
Lemma 9.1. Let E be a nonvoid compact and totally disconnected subset of G. Then there are
interpolating Blaschke products b1, b2, . . . , bk and {Ei : 1  i  k} a set of mutually disjoint
open and closed subsets of E such that E =⋃ki=1 Ei and Ei ⊂ {|bi | < εi}, where δi, ηi and εi
satisfy (8.3) and 0 < δi < δ(bi) for 1 i  k.
For E, we take the same notations given in Lemma 9.1.
We are interested in the case that there is a closed ideal I in H∞ satisfying Z(I) = E and
Z(I) ⊂ G. Since I contains a CN Blaschke product, we have that maxx∈Z(bi ) #(Ei ∩ P(x) ∩{|bi |< εi}) <∞ for 1 i  k. Therefore we assume that
max
x∈Z(bi )
#
(
Ei ∩ P(x)∩
{|bi |< εi})<∞, 1 i  k. (9.1)
If (9.1) holds for a partition E =⋃ki=1 Ei given in Lemma 9.1, we say that E satisfies (9.1).
Condition (9.1) corresponds to (8.4) for Ei and bi,1 i  k.
For a bounded numbering function nE on E, let nEi = nE |Ei . By Section 8, n˜Ei is a bounded
numbering function on Ei . By the locally stable property of a tilde function, we have n˜Ei =
n˜E |Ei . Hence n˜E is a bounded numbering function and nE  n˜E on E.
Let nE,1 be a bounded numbering function on E. For each positive integer j , we may define
inductively nE,j+1 = n˜E,j . Then nE,j  nE,j+1 and we may define nE,∞ as before. We set also
NE,1(x)= 1 for x ∈E, and define NE,∞ as in Section 8.
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Let nE,1 be a bounded numbering function on E. Then NE,∞ is bounded on E if and only if
nE,∞ is bounded on E. In this case, we have N˜E,∞ =NE,∞ and n˜E,∞ = nE,∞ on E.
Corollary 9.3. Let E be a nonvoid compact and totally disconnected subset of G satisfying (9.1).
If there is a bounded numbering function nE satisfying n˜E = nE on E, then NE,∞ is bounded
on E.
Proof. Let E =⋃ki=1 Ei be a partition of E given in Lemma 9.1. For each 1 i  k, put nEi,1 =
nE,1|Ei . By Corollary 8.3, NEi,∞ is bounded on Ei if and only if nEi,∞ is bounded on Ei .
In this case, we have N˜Ei ,∞ = NEi,∞ and n˜Ei ,∞ = nEi,∞ on Ei . Since NEi,∞ = NE,∞ and
nEi,∞ = nE,∞ on Ei , we get the assertion. 
Lemma 9.4. Let E be a nonvoid compact and totally disconnected subset of G satisfying (9.1).
Then we have the following.
(i) Z(I (E))=E if and only if Z(I (Ei))=Ei for every 1 i  k.
(ii) NE,∞ is bounded on E if and only if NEi,∞ is bounded on Ei for every 1 i  k.
(iii) ord(I (E), x) is bounded on E if and only if ord(I (Ei), x) is bounded on Ei for every
1 i  k.
(iv) ord(I (E), x)=NE,∞(x) for every x ∈E if and only if ord(I (Ei), x)=NEi,∞(x) for every
x ∈Ei,1 i  k.
Proof. Suppose that Z(I (E))=E. For 1 i  k, let Ui be an open subset such that Ei ⊂Ui ⊂
Ui ⊂ {|bi | < εi} and Ui ∩ Uj = ∅ for i = j . By [9], there is a CN Blaschke product ϕ in I (E).
Let ϕi be a subproduct of ϕ with zeros Z(ϕ) ∩Ui ∩ D counting multiplicities. Then ϕi ∈ I (Ei)
and Ei ⊂ Z(I (Ei))⊂ Z(ϕi)⊂Ui . Hence Z(I (Ei))=Ei for 1 i  k.
Suppose that Z(I (Ei)) = Ei for 1 i  k. Then there is a CN Blaschke product ϕi ∈ I (Ei).
Let U be an open subset of G such that E ⊂ U . Let ϕ be a subproduct of ∏ki=1 ϕi with zeros
Z(
∏k
i=1 ϕi) ∩ U ∩ D counting multiplicities. Then ϕ ∈ I (E) and Z(ϕ) ⊂ U . This shows that
Z(I (E))=E. Thus we get (i).
By the locally stable properties of NE,∞ and ord(I (E), x), NE,∞ = NEi,∞ and
ord(I (E), x) = ord(I (Ei), x) on Ei for every 1  i  k. By these facts, we get (ii), (iii)
and (iv). 
The following theorem answers Question 1.
Theorem 9.5. Let E be a nonvoid compact and totally disconnected subset of G satisfying (9.1).
Then the following conditions are equivalent.
(i) Z(I (E))=E.
(ii) NE,∞ is bounded on E.
(iii) ord(I (E), x) is bounded in x ∈E.
In this case, we have that ord(I (E), x)=NE,∞(x) for every x ∈E.
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Lemma 9.4, we get the assertion. 
Since NE,∞ represents a geometrical quantity of E, Theorem 9.5(ii) gives a geometrical char-
acterization of E in G satisfying Z(I (E))=E.
Corollary 9.6. Let I be a closed ideal in H∞ satisfying E := Z(I)⊂G. Then NE,∞ is bounded
on E.
Proof. We have I ⊂ I (E), so E ⊂ Z(I (E)) ⊂ Z(I) = E. By Theorem 9.5, we get the asser-
tion. 
Let I be a closed ideal in H∞ satisfying E := Z(I)⊂G. It is known that E is totally discon-
nected. Let E =⋃ki=1 Ei be a partition of E given in Lemma 9.1. For each 1 i  k, let
Ii =
{
f ∈H∞: ord(f, x) ord(I, x), x ∈Ei
}
.
Then Ii is a closed ideal in H∞, I ⊂ Ii and Z(Ii)=Ei .
For closed ideals I1, I2, . . . , Ik in H∞, we may define the tensor product
⊗k
i=1 Ii and the
closed tensor product
⊗k
i=1 Ii .
Lemma 9.7.
(i) ord(Ii, x)= ord(I, x) for x ∈Ei,1 i  k.
(ii) ⊗ki=1 Ii = I .
Proof. (i) We have ord(Ii, x) ord(I, x) for every x ∈ Ei . Since I ⊂ Ii , we have ord(Ii, x)
ord(I, x) for x ∈Ei . Thus we get (i).
(ii) Let x ∈E. Then there is a unique 1 i  k satisfying x ∈Ei . By (i), we have
ord
( k⊗
i=1
Ii, x
)
= ord(Ii, x)= ord(I, x).
Since x ∈E is arbitrary, by Theorem A we get (ii). 
Theorem 9.8. Let I be a closed ideal in H∞ satisfying Z(I) ⊂ G and B ∈ I be a CN Blaschke
product. Then I is generated by CN Blaschke products ϕ in I such that ϕ ≺ B as a closed ideal.
Proof. Let E = Z(I). Let {Ei : 1  i  k}, {bi : 1  i  k} and {εi : 1  i  k} be given in
Lemma 9.1. Take open subsets {Vi : 1  i  k} of G such that Ei ⊂ Vi ⊂ {|bi | < εi} for 1 
i  k and Vi ∩ Vj = ∅ for i = j . For each 1  i  k, let ϕi be the subproduct of B with zeros
Z(B)∩Vi ∩D counting multiplicities. Then ϕi ≺ B , Z(ϕi)⊂ V i and ord(B,x)= ord(ϕi, x) for
x ∈Ei . Hence by Lemma 9.7(i), we have
ord(ϕi, x)= ord(B,x) ord(I, x)= ord(Ii, x), x ∈Ei.
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˜By Theorem A, ϕi ∈ Ii . We note that ∏ki=1 ϕi ≺ B . Since Z(Ii) = Ei ⊂ {|bi | < εi}, by Corol-
lary 8.10, Ii is generated by CN Blaschke products ψi ∈ Ii such that ψi ≺ ϕi as a closed ideal.
By Lemma 9.7(ii), we get the assertion. 
Theorem 9.9. Let I be a closed ideal in H∞ satisfying E := Z(I) ⊂ G. Let nE(x) = ord(I, x)
for x ∈E. Then nE is a bounded numbering function satisfying n˜E = nE on E.
Proof. Since I contains a CN Blaschke product, nE is bounded on E. Let E =⋃ki=1 Ei be a
partition of E given in Lemma 9.1 and
Ii =
{
f ∈H∞: ord(f, x) ord(I, x), x ∈Ei
}
, 1 i  k.
Let nEi (x) = ord(Ii, x) for x ∈ Ei . By Lemma 9.7(i), we have nEi = nE on Ei . By Propo-
sition 8.11, n˜Ei = nEi on Ei . Since nE1 = nE |E1 , by the locally stable property, we have
nE1 =˜ nE |E1 . Hence n˜E = nE on Ei for 1 i  k. Thus we get the assertion. 
Theorem 9.10. Let E be a nonvoid compact and totally disconnected subset of G satisfying (9.1)
and nE be a bounded numbering function satisfying n˜E = nE on E. Then there is a closed ideal I
in H∞ such that Z(I)=E and ord(I, x)= nE(x) for every x ∈E.
Proof. Let E =⋃ki=1 Ei be a partition of E given in Lemma 9.1. Let nEi = nE |Ei for 1 i  k.
By the assumption and the locally stable property, we have n˜Ei = nEi . By Proposition 8.13,
there is closed ideal Ii in H∞ such that Z(Ii) = Ei and ord(Ii, x) = nEi (x) for every x ∈ Ei .
Let I =⊗ki=1 Ii . Then I is a closed ideal and Z(I) = E. For x ∈ E = Z(I), there is a unique
1 i  k satisfying x ∈Ei and we have
ord(I, x)= ord(Ii, x)= nEi (x)= nE(x).
Thus we get the assertion. 
Combining Theorem 9.10 with Theorem 9.9, we have the following corollary, which answers
Question 2.
Corollary 9.11. Let E be a nonvoid compact and totally disconnected subset of G satisfying (9.1)
and nE be a numbering function on E. Then there is a closed ideal I in H∞ such that Z(I)=E
and ord(I, x)= nE(x) for every x ∈E if and only if nE is bounded and n˜E = nE on E.
Corollary 9.12. Let E be a nonvoid compact and totally disconnected subset of G satisfying
(9.1). Suppose that NE,∞ is bounded on E. Let nE,1 be a bounded numbering function on E and
I = {f ∈H∞: ord(f, x) nE,1(x), x ∈E}.
Then I is a closed ideal satisfying Z(I)=E and ord(I, x)= nE,∞.
Proof. By the definition, I is a closed ideal in H∞. Since NE,∞ is bounded on E, by Theo-
rem 9.2 nE,∞ is bounded and n˜E,∞ = nE,∞ on E. By Theorem 9.10, there is a closed ideal I1
in H∞ such that Z(I1) = E and ord(I1, x) = nE,∞(x) for every x ∈ E. Since nE,1  nE,∞, we
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by Theorem 9.9 we have nE,∞(x) ord(I, x) for x ∈E, so
nE,∞(x) ord(I, x) ord(I1, x)= nE,∞(x), x ∈E.
Therefore ord(I, x)= ord(I1, x)= nE,∞(x) for every x ∈E. By Theorem A, we get I = I1. 
Let I1, I2 be closed ideals in H∞ satisfying Z(Ii) ⊂ G for i = 1,2. We say that I1 ⊗ I2 has
the factorization property if for every CN Blaschke product ϕ in I1 ⊗ I2, there are CN Blaschke
products ϕ1, ϕ2 such that ϕi ∈ Ii for i = 1,2 and ϕ1ϕ2 ≺ ϕ.
Theorem 9.13. Let I1, I2 be closed ideals in H∞ satisfying Z(Ii)⊂G for i = 1,2. Then I1 ⊗ I2
has the factorization property.
Proof. We have Z(I1 ⊗ I2) = Z(I1) ∪ Z(I2) ⊂ G. Let E = Z(I1) ∪ Z(I2). By Lemma 9.1,
we have partitions Z(Ii) =⋃kj=1 Ei,j for i = 1,2 such that {⋃2i=1 Ei,j : 1  j  k} is a set of
mutually disjoint open and closed subsets of E and E1,j ∪E2,j ⊂ {|bj |< εj }. Let
Ii,j =
{
f ∈H∞: ord(f, x) ord(Ii, x), x ∈Ei,j
}
for 1 j  k and i = 1,2. By Lemma 9.7(ii), Ii =⊗kj=1 Ii,j for i = 1,2. We have
I1 ⊗ I2 =
k⊗
j=1
(I1,j ⊗ I2,j ), Z(I1,j ⊗ I2,j )=E1,j ∪E2,j
and Z(I1,j ⊗ I2,j ) ∩ Z(I1, ⊗ I2,) = ∅ for j = . Let ϕ ∈ I1 ⊗ I2 be a CN Blaschke product.
Take {Uj : 1  j  k} a set of open subsets of G such that E1,j ∪ E2,j ⊂ Uj for 1  j  k
and Uj ∩ U = ∅ for j = . Let ϕj be the subproduct of ϕ with zeros Z(ϕ) ∩ Uj ∩ D counting
multiplicities. We have
ord(ϕj , x) ord(I1 ⊗ I2, x)= ord(I1,j ⊗ I2,j , x), x ∈E1,j ∪E2,j
and
∏k
j=1 ϕj ≺ ϕ. By Theorem A, ϕj ∈ I1,j ⊗ I2,j . By Proposition 8.14, there are CN Blaschke
products ψi,j ∈ Ii,j such that ψ1,jψ2,j ≺ ϕj . We have
qi :=
k∏
j=1
ψi,j ∈
k⊗
j=1
Ii,j = Ii, i = 1,2
and q1q2 ≺ ϕ. Hence I1 ⊗ I2 has the factorization property. 
The following corollary answers Question 3.
Corollary 9.14. Let I1, I2 be closed ideals in H∞ satisfying Z(Ii)⊂G for i = 1,2. Then I1 ⊗ I2
is a closed ideal in H∞, so I1 ⊗ I2 = I1 ⊗ I2.
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Theorem 9.13, there are CN Blaschke products ϕ1 ∈ I1 and ϕ2 ∈ I2 such that ϕ1ϕ2 = ϕ. Then
ϕ ∈ I1 ⊗ I2. By Theorem B, we get I1 ⊗ I2 ⊂ I1 ⊗ I2, so we have the assertion. 
Corollary 9.15. Let Ii,1  i  n be closed ideals in H∞ satisfying Z(Ii) ⊂ G for 1  i  n.
Then
⊗n
i=1 Ii =
⊗n
i=1 Ii .
A compact subset E of G is called ρ-separated if there exists a positive number δ satisfying
ρ(x, y)  δ for every x, y ∈ E with x = y. In [20], the authors showed that if I is countably
generated closed ideal in H∞ satisfying Z(I) ⊂ G, then there are closed Gδ and ρ-separated
subsets E1,E2, . . . ,Ek of G such that I =⊗ni=1 I (Ei). So by Corollary 9.15, I coincides with
the tensor product of the associated primary ideals I (Ei),1 i  n.
Let I1, I2, . . . , In, be closed ideals in H∞ satisfying Z(Ii)⊂G for 1 i  n. Let
n∏
i=1
Ii =
{
n∏
i=1
fi : fi ∈ Ii, 1 i  n
}
.
We have
∏n
i=1 Ii ⊂
⊗n
i=1 Ii . In the last part of this paper, we shall prove that
∏n
i=1 Ii =
⊗n
i=1 Ii .
The following is proved in Theorem 3.6 in [19].
Lemma 9.16. Let E be a nonvoid compact and ρ-separated subset of G. Let A ⊂ D satisfy
E ⊂ A and A ∩ D = A. Then there is an interpolating Blaschke product b such that E ⊂ Z(b)
and Z(b)∩ D ⊂A.
For f ∈H∞, we put
Z∞(f )=
{
x ∈M(H∞): ord(f, x)= ∞}.
Lemma 9.17. Let I be a closed ideal in H∞ satisfying Z(I) ⊂ G and f ∈ I with f = 0. Then
there is a CN Blaschke product ϕ such that f/ϕ ∈ H∞ and ord(ϕ, x)  ord(I, x) for every
x ∈ Z(I) \Z∞(f ).
Proof. Let mI = maxx∈Z(I) ord(I, x). By Theorem B, there are interpolating Blaschke products
b1, b2, . . . , bmI such that
∏mI
i=1 bi ∈ I . Let f = Bh, where B is a Blaschke product and h ∈H∞
satisfies |h|> 0 on D. Since Z(I)⊂ Z(f ), we have
Z(I) \Z∞(f )⊂ Z(B)∩ D. (9.2)
Since Z(bi) is ρ-separated, by Lemma 9.16 there is an interpolating Blaschke product ϕ1 such
that
Z(I)∩Z(B)∩ D ∩Z(b1)⊂ Z(ϕ1) and ϕ1 ≺ B. (9.3)
If Z(I) ∩ Z(B)∩ D ∩ Z(b1) = ∅, then we put ϕ1 = 1. Also there is an interpolating Blaschke
product ϕ2 such that
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If Z(I) ∩ Z(B/ϕ1)∩ D ∩ Z(b2) = ∅, then we put ϕ2 = 1. Repeating the same argument, there
are interpolating Blaschke products ϕ3, ϕ4, . . . , ϕmI such that for each 3 j mI we have
Z(I)∩Z
(
B∏j−1
i=1 ϕi
)
∩ D ∩Z(bj )⊂ Z(ϕj ) (9.4)
and
ϕj ≺ B∏j−1
i=1 ϕi
.
We note that ϕi = 1 for some 1  i  mI . Let ϕ =∏mIi=1 ϕi . Then ϕ is a CN Blaschke product
and f/ϕ ∈H∞.
Let x ∈ Z(I) \Z∞(f ). Since f and ∏mIi=1 bi are contained in I , we have
ord(I, x) ord(f, x) and ord(I, x) ord
(
mI∏
i=1
bi, x
)
. (9.5)
By (9.2), we have x ∈ Z(I)∩Z(B)∩ D, so by (9.3) we have
ord(b1, x) ord(ϕ1, x). (9.6)
Since ord(f, x) < ∞, we have 0  ord(f/ϕ, x) < ∞. If ord(f/ϕ, x) = 0, then ord(f, x) =
ord(ϕ, x). Hence by (9.5), we have ord(I, x) ord(ϕ, x).
Suppose that 1 ord(f/ϕ, x) <∞. Then 1 ord(B/ϕ,x) <∞, so we have
x ∈ Z
(
B∏j−1
i=1 ϕi
)
∩ D, 2 j mI .
Hence by (9.4), ord(bj , x) ord(ϕj , x) for 2 j mI . Therefore by (9.5) and (9.6), we have
ord(I, x)
mI∑
j=1
ord(bj , x)
mI∑
j=1
ord(ϕj , x)= ord(ϕ, x). 
The following theorem answers Question 4.
Theorem 9.18. Let I1, I2 be closed ideals in H∞ satisfying Z(Ii)⊂G for i = 1,2. Then I1I2 =
I1 ⊗ I2, so I1I2 is a closed ideal.
Proof. Let J = I1 ⊗I2. Since Z(J )= Z(I1)∪Z(I2)⊂G, Z(J ) is totally disconnected. Trivially
we have I1I2 ⊂ J . To show the reverse inclusion, let f ∈ J with f = 0. Let f = Bh, where
B is a Blaschke product and h ∈ H∞ satisfies |h| > 0 on D. Then Z(h) is a closed Gδ-set. By
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Gδ-set. There is a sequence of open subsets {Un}n of G such that
Z(J ) \Z∞(f )⊂
∞⋃
n=1
Un, (9.7)
Un ∩U = ∅, n = , (9.8)
Z(J )∩Un is open and closed in Z(J ) (9.9)
and
Z∞(f )∩Un = ∅ for n 1. (9.10)
By Lemma 9.17, there is a CN Blaschke product ϕ such that f/ϕ ∈H∞ and
ord(ϕ, x) ord(J, x), x ∈Z(J ) \Z∞(f ). (9.11)
Then we have ϕ ≺ B and Z∞(B)= Z∞(B/ϕ), so
f = (B/ϕ)hϕ and Z∞(f )= Z∞(B/ϕ)∪Z(h).
By Theorem 3.1 in [16], there are Blaschke products B1,B2 such that B/ϕ = B1B2 and
Z∞(B/ϕ)= Z∞(B1)= Z∞(B2). Since |h|> 0 on D, there is h1/2 ∈H∞ such that h= (h1/2)2.
Hence we have
f = (B1h1/2)(B2h1/2)ϕ (9.12)
and
Z∞(f )= Z∞
(
B1h
1/2)= Z∞(B2h1/2). (9.13)
By (9.11), we have Z(J ) \ Z∞(f ) ⊂ Z(ϕ). By (9.10), Z(J ) ∩ Un ⊂ Z(ϕ) for every n  1.
Let ϕn be the subproduct of ϕ with zeros Z(ϕ) ∩ Un ∩ D counting multiplicities. By (9.8), we
have
∞∏
n=1
ϕn ≺ ϕ (9.14)
and by (9.11) we have
ord(J, x) ord(ϕ, x)= ord(ϕn, x), x ∈Z(J )∩Un. (9.15)
Since J = I1 ⊗ I2 and Z(J )= Z(I1)∪Z(I2), by (9.9) for each n 1 Z(Ii)∩Un is open and
closed in Z(Ii) for i = 1,2. Let
Ii,n =
{
f ∈H∞: ord(f, x) ord(Ii, x), x ∈Z(Ii)∩Un
}
, i = 1,2
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Jn =
{
f ∈H∞: ord(f, x) ord(J, x), x ∈Z(J )∩Un
}
.
Then Z(Ii,n)= Z(Ii)∩Un, ord(Ii,n, x)= ord(Ii, x) for x ∈ Z(Ii)∩Un, Z(Jn)= Z(J )∩Un and
ord(Jn, x)= ord(J, x) for x ∈Z(J )∩Un. We have also
Z(Jn)=
(
Z(I1)∩Un
)∪ (Z(I2)∩Un)= Z(I1,n)∪Z(I2,n),
and for x ∈ Z(Jn)
ord(Jn, x)= ord(J, x)= ord(I1, x)+ ord(I2, x)
= ord(I1,n, x)+ ord(I2,n, x)
= ord(I1,n ⊗ I2,n, x).
Therefore by Theorem A, we have Jn = I1,n ⊗ I2,n. By (9.15), ord(Jn, x) ord(ϕn, x) for x ∈
Z(Jn), so by Theorem A again ϕn ∈ Jn = I1,n ⊗ I2,n. By Theorem 9.13, there are Blaschke
products
ϕ1,n ∈ I1,n and ϕ2,n ∈ I2,n (9.16)
such that ϕn = ϕ1,nϕ2,n. Let ψi =∏∞n=1 ϕi,n for i = 1,2. By (9.14),
ψ1ψ2 =
∞∏
n=1
ϕ1,nϕ2,n =
∞∏
n=1
ϕn ≺ ϕ.
Let b1 =ψ1 and b2 =ψ2(ϕ/(ψ1ψ2)). Then ϕ = b1b2.
Let x ∈ Z(Ii) \ Z∞(f ) for i = 1,2. Then x ∈ Z(J ) \ Z∞(f ). By (9.7) and (9.8), there is a
unique n such that x ∈Z(Ii)∩Un. Hence
ord(bi, x) ord(ψi, x)
= ord(ϕi,n, x)
 ord(Ii,n, x) by (9.16)
= ord(Ii, x).
Hence
ord(bi, x) ord(Ii, x), x ∈Z(Ii) \Z∞(f ), i = 1,2. (9.17)
Let f1 = b1B1h1/2 and f2 = b2B2h1/2. By (9.12), we have f = f1f2. To show fi ∈ Ii , let x ∈
Z(Ii). If x ∈ Z(Ii) \ Z∞(f ), then by (9.17) we have ord(fi, x) ord(Ii, x). If x ∈ Z∞(f ), by
(9.13) we have ord(fi, x) = ∞ > ord(Ii, x). By Theorem A, we get fi ∈ Ii for i = 1,2. Hence
f = f1f2 ∈ I1I2. Thus I1 ⊗ I2 ⊂ I1I2, so we get I1 ⊗ I2 = I1I2. 
K.J. Izuchi, Y. Izuchi / Journal of Functional Analysis 260 (2011) 2086–2147 2147Corollary 9.19. Let I1, I2, . . . , Ik be closed ideals in H∞ satisfying Z(Ii) ⊂ G for 1  i  k.
Then
∏k
i=1 Ii =
⊗k
i=1 Ii and
∏k
i=1 Ii is a closed ideal in H∞.
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