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Abstract—Since the alternating current optimal power flow (ACOPF)
problem was introduced in 1962, developing efficient solution algo-
rithms for the problem has been an active field of research. In recent
years, there has been increasing interest in convex relaxations-based
solution approaches that are often tight in practice. Based on these
approaches, we develop tight piecewise convex relaxations with convex-
hull representations, an adaptive, multivariate partitioning algorithm
with bound tightening that progressively improves these relaxations and,
given sufficient time, converges to the globally optimal solution. We
illustrate the strengths of our algorithm using benchmark ACOPF test
cases from the literature. Computational results show that our novel
algorithm reduces the best-known optimality gaps for some hard ACOPF
cases.
Index Terms—AC Optimal Power Flow, Convex-hull representation,
Bound Tightening, Global Optimization.
I. INTRODUCTION
The optimal power flow problem is one of the most fundamental
optimization problems for the economic and reliable operation of
electric power systems. The ACOPF is a cost minimization problem
with equality and inequality constraints setting bus voltage, line flows
and generator dispatch. It was first introduced in 1962 and has been
formulated in various forms over years, e.g., the polar power-voltage
formulation and the rectangular power-voltage formulation [1]. Since
the introduction of the ACOPF problem [2], the development of
efficient solution technique for the ACOPF has remained an active
field of research. The main challenges associated with solving the
ACOPF include: a) non-convex and nonlinear mathematical models
of ac physics, b) large-scale power grids, and c) limited computation
time available in real-time dispatch applications. A fast and robust
algorithm for obtaining high-quality and lower-cost dispatch solu-
tions could improve the operational performance of power systems
and save billions of dollars per year [1].
Various solution algorithms, ranging from heuristic to convex
relaxation, have been studied within literature [3], [4]. Without
losing generality, the ACOPF literature can be roughly categorized
into three main research directions: a) finding locally optimal solu-
tions quickly, b) deriving strong, convex relaxations and c) proving
global optimality. In the local search literature, local solvers based
on primal-dual interior point methods or sequential linearization
heuristics are used to find feasible solutions efficiently without any
guarantees on solution quality. In the relaxation literature, recent
work has focused on deriving convex relaxations that produce tight
lower bounds. These include SDP-based methods [5], Quadratic
relaxations (QC) [4] and Second-order-cone (SOC) relaxations [6].
The performances of these existing methods have been evaluated and
tested on well established power system test cases (i.e., Matpower
and NESTA Test Cases) [7]. Though the relaxation approaches have
empirically yielded strong lower bounds, there remain examples
where the lower bounds are weak (e.g., case5, nesta case30 fsr api,
nesta case118 ieee api, etc.) [4]. Finally, there have been recent
efforts focused on obtaining globally optimal solutions through SOC
and SDP-based relaxations [6], [8] using standard spatial branch-&-
bound (sBB) approaches. Here, we focus on closing the optimality
gaps on remaining hard instances by improving the QC relaxations,
improved branching strategies, and leveraging high quality locally
optimal solutions.
The focus of this paper is a novel approach for globally optimizing
the ACOPF. Our work is built on an adaptive multivariate partitioning
algorithm (AMP) proposed in [9], [10]. The approach is based on
a two-stage algorithm that uses sBB-like methods tailored to OPF
problems. In the first stage, we apply sequential bound-tightening
techniques to the voltage and phase-angle variables and obtain
tightest possible bounds by solving a sequence of convex problems
[11], [12]. The second stage adaptively partitions convex envelopes
of the ACOPF into piecewise convex regions around best-known
local feasible solutions. This approach exploits the observation that
local solutions to standard benchmark instances are already very
good. Our recent results on generic mixed-integer nonlinear programs
suggest that refining variable domains adaptively around best-known
feasible solutions can dramatically speed up the convergence to
global optimum [10], [13].
This paper makes three key contributions to solving the ACOPF
problem. The first contribution develops an efficient partitioning
scheme for tightening relaxations. In multilinear relaxations, many
approaches build uniform, piecewise relaxations via univariate or
bivariate partitioning [14]. One drawback of such approaches is that a
large number of partitions may be needed to attain global optimum.
Thus, these approaches are often restricted to small problems. To
address inefficiencies of these approaches, we develop an adaptive
tightening algorithm with non-uniform partitions, where we selec-
tively partition convex envelopes that heuristically appear to tighten
the relaxations.
Our second contribution lies in applying well-known ideas for
deriving the tightest possible convex relaxations (convex-hulls) for
multilinear functions as they play a crucial role for developing
efficient global optimization approaches. Multilinears (up to trilinear)
appear in the polar form of the ACOPF, for which there has been
a recent development in developing strong convex quadratic relax-
ations (QC) [4], [15]. However, these relaxations employ recursive
McCormick envelopes to handle the trilinear terms, which rarely
capture their convex hulls. In the optimization literature, specifically
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for a trilinear function, [16] (Meyer-Floudas envelopes) describes the
convex hull by deriving all it’s facets, and for a generic multilinear
function, convex hull is typically formulated as a convex combination
of the extreme points of the function [17]. Owing to the simplicity of
the latter idea from the global optimization perspective, we further
strengthen the QC relaxations to obtain tighter lower bounds for the
OPF problem. Also, we develop tight piecewise convex relaxations of
the convex-hull representation for trilinear and quadratic functions by
extending the ideas of approximating univariate/bivariate functions
[18], [19]. To the best of our knowledge, this is the first paper
which applies tight representations of piecewise convex relaxations
for ACOPF.
The third contribution of this paper is a novel algorithm that
combines iterative partitioning (using piecewise relaxations) with
bound tightening to globally solve the ACOPF (given sufficient time).
This algorithm first applies “optimality-based bound tightening” by
solving a sequence of min. and max. problems on voltage and phase
angle difference variables [11], [12], [20]. Second, the algorithm
iteratively partitions the convex envelopes to tighten the lower bound.
Simultaneously, the algorithm updates locally feasible solutions
based to tighten the upper bound. The combination of tightening
the upper and lower bound yields an algorithm akin to sBB that
determines the globally optimal solution.
This paper is organized as follows: In section II, we first revisit the
ACOPF problem and the improved QC relaxation with convex hull
representation. Then, we introduce piecewise relaxations in section
IV. Section V discusses our global optimization algorithm. In section
VI, we evaluate the proposed improvements on various hard test cases
and conclude the paper in section VII.
II. AC OPTIMAL POWER FLOW PROBLEM
Nomenclature
Sets and Parameters
N - set of nodes (buses)
G - set of generators
Gi - set of generators at bus i
E - set of from edges (lines)
ER - set of to edges (lines)
c0, c1, c2 - generation cost coefficients
i - imaginary number constant
Y ij = gij + ibij - admittance on line ij
Sdi = p
d
i + iq
d
i - AC power demand at bus i
Sij - apparent power limit on line ij
θij ,θij - phase angle difference limits on line ij
θMij - max(| θij |, | θij |) on line ij
vi,vi - voltage magnitude limit at bus i
Sgi , S
g
i - power generation limit at bus i
R(·) - real part of a complex number
T(·) - imaginary part of a complex number
(·)∗ - hermitian conjugate of a complex number
| · |,∠· - magnitude, angle of a complex number
Continuous variables
Vi = vie
iθi - AC voltage at bus i
θij = ∠Vi − ∠Vj - phase angle difference on line ij
Wij - AC voltage product on line ij, i.e., ViV ∗j
Sij = pij + iqij - AC power flow on line ij
Sgi = p
g
i + iq
g
i - AC power generation at bus i
lij - current magnitude squared on line ij
In this paper, constants are typeset in bold face. In the AC power
flow equations, the primitives, Vi, Sij , Sgi , S
d
i and Y ij are complex
quantities. Given any two complex numbers (variables/constants) z1
and z2, z1 > z2 implies R(z1) > R(z2) and T(z1) > T(z2). | · |
represents absolute value when applied on a real number. Statement
A ∧ B is true iff A and B are both true; else it is false. 〈f(·)〉R
represents the constraints corresponding to the convex relaxation of
function f(·).
This section describes the mathematical formulation of the ACOPF
problem using the polar formulation. Here, a power network is
represented as a graph, (N,E), where N and E are the buses and
transmission lines, respectively. Generators are connected to buses
where Gi are the generators at bus i. We assume that there is power
demand (load) at every bus, some of which is zero. The optimal
solution to the ACOPF problem minimizes generation costs for a
specified demand and satisfies engineering constraints and power
flow physics. More formally, the ACOPF problem is mathematically
stated as:
P := min
∑
i∈G
c2i(R(S
g
i )
2) + c1iR(S
g
i ) + c0i (1a)
s.t.
∑
k∈Gi
Sgk − Sdi =
∑
(i,j)∈E∪ER
Sij ∀i ∈ N (1b)
Sij = Y
∗
ijWii − Y ∗ijWij ∀(i, j) ∈ E (1c)
Sji = Y
∗
ijWjj − Y ∗ijW ∗ij ∀(i, j) ∈ E (1d)
Wii = |Vi|2 ∀i ∈ N (1e)
Wij = ViV
∗
j ∀(i, j) ∈ E (1f)
θij 6 ∠Vi − ∠Vj 6 θij ∀(i, j) ∈ E (1g)
vi 6 |Vi| 6 vi ∀i ∈ N (1h)
Sgi 6 S
g
i 6 S
g
i ∀i ∈ G (1i)
|Sij | 6 Sij ∀(i, j) ∈ E ∪ ER (1j)
In formulation (1), the convex quadratic objective (1a) minimizes
total generator dispatch cost. Constraint (1b) corresponds to the nodal
power balance at each bus, e.g. Kirchoff’s current law. Constraints
(1c) through (1f) model the AC power flow on each line in complex
number notation. Constraint (1g) limits the phase angle difference on
each line. Constraint (1h) limits the voltage magnitude at each bus.
Constraint (1i) restricts the apparent power output of each generator.
Finally, constraint (1j) restricts the total electric power transmitted
on each line. For simplicity, we omit the details of constant bus shunt
injections, transformer taps, phase shifts, and line charging, though
we include them in the computational studies.
The ACOPF is a hard, nonconvex problem [21] where the source
of nonconvexity is in constraints (1e) and (1f), which reduce to:
Wii = v
2
i (2a)
R(Wij) = vivj cos(θij) (2b)
T(Wij) = vivj sin(θij) (2c)
To address the nonconvexities, we first summarize a state-of-the-
art convex relaxation with some enhancements and then derive tighter
piecewise relaxations.
III. CONVEX QUADRATIC RELAXATION OF THE ACOPF
In this section, we discuss the features of the convex quadratic
(QC) relaxation of the ACOPF [4], [11]. Though there are numerous
other relaxations in the literature, we adopt the QC relaxations as
it has been observed to be empirically tight, computationally stable,
and efficient. We further tighten the sinusoidal relaxations of [4],
[11] for certain conditions and introduce the tightest possible convex
relaxations for trilinear functions.
Quadratic function relaxation
Given a voltage variable, vi ∈ [vi,vi], the tightest convex envelop
is formulated with a lifted variable, ŵi ∈ 〈v2i 〉R, where
ŵi > v2i (3a)
ŵi 6 (vi + vi)vi − vivi (3b)
Cosine function relaxation
Under the assumptions that |θij | is not always equal to |θij | and
θMij 6 pi/2, the convex quadratic envelope of the cosine function is
formulated with a lifted variable ĉsij ∈ 〈cos(θij)〉R where
ĉsij 6 1− 1− cos(θ
M
ij )
(θMij )2
(θ2ij) (4a)
ĉsij >
cos(θij)− cos(θij)
θij − θij
(θij − θij) + cos(θij) (4b)
Sine function relaxation
First, let the first-order Taylor’s approximation of sin(θ) at θ be
foa(θ) = sin(θ) + cos(θ)(θ − θ).
Second, let the secant function between (θ, sin(θ)) and (θ, sin(θ))
be
fsec(θ,θ) =
sin(θ)− sin(θ)
θ − θ (θ − θ) + sin(θ).
Finally, given bounds [θ,θ], we use θµ = (θ+θ)
2
to denote the
midpoint of the bounds.
Since the bounds on phase-angle differences can be non-
symmetric, we derive convex relaxations of the sine function for
three cases:
Case (a): When (θij < 0) ∧ (θij > 0), the polyhedral relaxation,
as described in [4], is characterized with lifted variable ŝnij ∈
〈sin(θij)〉R where
ŝnij 6 foa(θMij /2), ŝnij > foa(−θMij /2) (5)
Case (b): When (θij < 0)∧(θij < 0), we derive a tighter polyhedral
relaxations that exploits a lack of an inflection point in the sine
function. This relaxation is defined by:
ŝnij 6 fsec(θij ,θij), (6a)
ŝnij > foa(θij) ∀θij ∈ {θij ,θµij ,θij}. (6b)
Case (c): Like case (b), when (θij > 0) ∧ (θij > 0), a tighter
polyhedral relaxation for the sine function is:
ŝnij > fsec(θij ,θij), (7a)
ŝnij 6 foa(θij) ∀θij ∈ {θij ,θµij ,θij}. (7b)
A geometric visualization of the relaxations of the sine function for
cases (a) and (c) are shown in Figure 1.
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Figure 1. Polyhedral relaxations for sinusoidal function
Trilinear function relaxation
After introducing the lifted variables, ĉsij and ŝnij from above, the
non-convex constraints in (2b) and (2c) become trilinear functions of
the form vivj ĉsij and vivj ŝnij . In the literature, bilinear McCormick
relaxations are applied recursively to relax these trilinear functions
[3], [4], which rarely capture their convex hull. Instead, we relax
the trilinear function based on the convex hull of the extreme points
using techniques from [17].
Given a trilinear function φ(x1, x2, x3) = x1x2x3 with respective
variable bounds [x1,x1], [x2,x2], [x3,x3], the extreme points of
φ(·) are given by the Cartesian product (x1,x1) × (x2,x2) ×
(x3,x3) = 〈ξ1, ξ2, . . . , ξ8〉. We use ξik to denote the coordinate
of xi in ξk. The convex hull of the extreme points of x1x2x3 is
then given by∑
k=1..8
λk = 1, λk > 0, ∀k = 1, . . . , 8, (8a)
x̂ =
∑
k=1..8
λkφ(ξk), xi =
∑
k=1..8
λkξ
i
k (8b)
The notation 〈x1, x2, x3〉λ is used to denote the λ-based relaxation
of a trilinear function as defined above. Thus, the relaxation of
x1x2x3 is stated as x̂ = 〈x1, x2, x3〉λ. We note that this formulation
generalizes to any multilinear function and is equivalent to the
standard McCormick relaxation for bilinear functions.
Current-magnitude constraints
We also add the second-order conic constraints that connect apparent
power flow on lines, (Sij), with current magnitude squared variables,
(lij) [4], [15]. The complete convex quadratic formulation with
tightest trilinear relaxation of the ACOPF is then stated as:
P
QC := min
∑
i∈G
c2i(R(S
g
i )
2) + c1iR(S
g
i ) + c0i (9a)
s.t. Constraints (1b)− (1d), (9b)
Constraints (1g)− (1j), (9c)
Wii = ŵi, ŵi ∈ 〈v2i 〉R ∀i ∈ N (9d)
R(Wij) = ŵcsij , T(Wij) = ŵsnij , ∀(i, j) ∈ E (9e)
ŵcsij ∈ 〈vivj ĉsij〉λ, ŵsnij ∈ 〈vivj ŝnij〉λ, (9f)
ĉsij ∈ 〈cos(θij)〉R, ŝnij ∈ 〈sin(θij)〉R, (9g)
Sij + Sji = Zij lij ∀(i, j) ∈ E (9h)
|Sij |2 6Wiilij ∀(i, j) ∈ E. (9i)
IV. PIECEWISE CONVEX RELAXATIONS
One of the weaknesses of the convex quadratic relaxations de-
scribed in section III is that the relaxation is not tight when the
bounds of the variables are wide. To address this issue, recent work
[11], [12] has developed approaches to tighten variable bounds,
sometimes significantly. However, there are still a few OPF instances
with large optimality gaps. In this section, we focus on develop-
ing tighter piecewise convex relaxations for quadratic and trilinear
functions. To the best of our knowledge, this is the first paper that
considers global optimization of ACOPF via piecewise polyhedral
relaxations.
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Figure 2. Partitioned variable domains for a trilinear function. Blue font
indicates binary variables.
Piecewise trilinear functions
The basis for our piecewise relaxation is the piecewise linear ap-
proximation of continuous (mostly bivariate) separable functions that
are solved with mixed integer programs (the λ-method) [18], [19],
[22]. Based on these approaches, we tighten the trilinear function
relaxations of vivj ĉsij and vivj ŝnij with a λ formulation for
modeling piecewise unions of polyhedrons.
The piecewise relaxation partitions the variable domains by in-
troducing discretization points within the variable bounds. Binary
variables are used to control the selection of a partition and its
associated local convex hull relaxation (in (8)) of the trilinear
function. As the number of partitions approaches∞, the partitioning
exactly represents the original trilinear function. Without loss of
generality and for ease of exposition, we restrict the discussion
of piecewise polyhedral relaxations for trilinear functions with two
partitions on every variable.
Notation: Let the discretization points of variable xi be (xi =
xi,1) 6 xi,2 6 (xi,3 = xi). Also, let zi,1 ∈ {0, 1} and
zi,2 ∈ {0, 1} be the binary partition variables of xi. We define
K = {1, .., 27} as the set of the first 27 positive integers. For k ∈ K,
ξk is used to denote the coordinates of the kth extreme point. For
every extreme point, ξk, there is a nonnegative mulitiplier variable
λk. The partitioned domains of the trilinear function are graphically
illustrated in Fig. 2. Using this notations, we now present SOS-II-
type constraints that model the piecewise union of polyhedrons of a
trilinear function:
x̂ =
∑
k∈K
λkφ(ξk), xi =
∑
k∈K
λkξ
i
k, (10a)∑
k∈K
λk = 1, λk > 0, ∀k ∈ K, (10b)
zi,1, zi,2 ∈ {0, 1}, zi,1 + zi,2 = 1, ∀i = 1, .., 3, (10c)
z1,1 >
∑
k∈K˜
λk, K˜ = {1, 2, 3, 10, 11, 12, 19, 20, 21}, (10d)
z1,2 >
∑
k∈K˜
λk, K˜ = {7, 8, 9, 16, 17, 18, 25, 26, 27}, (10e)
z2,1 >
∑
k∈K˜
λk, K˜ = {1, 4, 7, 10, 13, 16, 9, 22, 25}, (10f)
z2,2 >
∑
k∈K˜
λk, K˜ = {3, 6, 9, 12, 15, 18, 21, 24, 27}, (10g)
z1,1 + z1,2 >
∑
k∈K˜
λk, K˜ = {4, 5, 6, 13, 14, 15, 22, 23, 24}, (10h)
z2,1 + z2,2 >
∑
k∈K˜
λk, K˜ = {2, 5, 8, 11, 14, 17, 20, 23, 26}, (10i)
z3,1 >
9∑
k=1
λk, z3,1 + z3,2 >
18∑
k=10
λk, z3,2 >
27∑
k=19
λk. (10j)
Constraints (10a)-(10c) model the convex combination of extreme
points and disjunctions. They force one partition for each variable to
be active. Constraints (10d)-(10j) enforce the adjacency conditions
for the λ variables. These resemble SOS-II constraints. The formula-
tion in (10) has many interesting polyhedral properties. For example,
the projection of this polytope on to the space of {x1, x2, x3, x̂}
has integral extreme points. This is one of the primary reasons this
formulation can be computationally efficient1 For further theoretical
details, we delegate the reader to [19], [22].
Piecewise quadratic functions
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ŵi
xi,1 xi,2 xi,3
λ1
λ2
λ3
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zi,2
Figure 3. Piecewise quadratic regions. Blue font indicates binary variables.
1The intersection of polytope (10) with any other constraints may not
necessarily yield a new polytope with integral extreme points.
Using the same notation, the SOS-II constraints of piecewise
quadratic constraints are modeled using a piecewise union of convex
quadratic regions (Fig. 3). To the best of our knowledge, this is
the first time the piecewise quadratic regions of the voltage squared
variables have been modeling using the λ formulation.
ŵi > x2i , ŵi 6
∑
k=1,2,3
λkxi
2
k, xi =
∑
k=1,2,3
λkxik, (11a)∑
k=1,2,3
λk = 1, λk > 0, ∀k = 1, 2, 3, (11b)
zi,1, zi,2 ∈ {0, 1}, zi,1 + zi,2 = 1, (11c)
zi,1 > λ1, zi,2 > λ3, zi,1 + zi,2 > λ2. (11d)
Strengthening valid inequalities
Though the formulations in (10) and (11) are necessary and sufficient
to characterize the piecewise relaxations of trilinear and quadratic
functions, we observed that the inclusion of the following (simple)
valid constraints improved the computational performance of λ for-
mulations tremendously. For a given variable xi with two partitions
(as described earlier), the constraint is as follows:
zi,1xi,1 + zi,2xi,2 6 xi 6 zi,1xi,2 + zi,2xi,3 (12)
Finally, for a given trilinear or quadratic function with a finite
number of partitions, we use 〈·〉λp to denote the piecewise λ-
formulation of (10) and (11), respectively. The complete piecewise
convex relaxation of the ACOPF is then stated as:
P
QCλ := min
∑
i∈G
c2i(R(S
g
i )
2) + c1iR(S
g
i ) + c0i (13a)
s.t. Constraints (1b)− (1d), (1g)− (1j) (13b)
Constraints (9e), (9h)− (9i) (13c)
Wii = ŵi, ŵi ∈ 〈v2i 〉λp ∀i ∈ N (13d)
ŵcsij ∈ 〈vivj ĉsij〉λp , ŵsnij ∈ 〈vivj ŝnij〉λp . (13e)
V. GLOBAL OPTIMIZATION OF ACOPF
Adaptive Multivariate Partitioning
To globally solve the ACOPF problem, we use the Adaptive Multi-
variate Partitioning (AMP) algorithm described in [9], [10]. The key
idea of AMP is that AMP leverages the observations that solutions
based on relaxations to ACOPF are often tight in practice and that
locally optimal solutions are also very good [4]. AMP iteratively
introduces narrow partitions around these relaxations.
A high-level pseudo-code for AMP is given in Algorithm 1. In this
algorithm, we use the notation σ to denote a solution to the ACOPF,
f(σ) to denote the objective value of σ, and σ(x) to denote the
assignment of variable x in σ. In Lines 2-3, a feasible solution, σ, and
a lower bound, σ, are computed. Here, the lower bound is computed
without partitioning any variables. In line 4, we sequentially tighten
the bounds of the voltage magnitude, vi, and phase angle differences,
θij , using optimization-based bound tightening (BT) [11], [12]. The
new bounds on θij are used to tighten ĉsij and ŝnij using the cases
defined in equations 4-7. We would like to note that, though the
importance of BT has been already observed for ACOPF problems,
the bounds we obtain in this paper are tighter than in [11], [12] since
formulation (9) is based on the convex-hull representation of trilinear
functions.
xLi x
U
i
xLj
xUj
Initial Relaxation
AMP - Iteration 1
AMP - Iteration 2
Figure 4. Example of variable partitioning in AMP for a bilinear function.
Given an initial relaxation (tan region) and an initial feasible point (middle
of the black curve), the function INITIALIZEPARTITIONS creates a narrow
partition around the feasible point (middle green region) and two wide
partitions (outer green regions) around it. The size of the narrow partition
is controlled by a user parameter, ∆. The relaxation is iteratively tightened
by the function TIGHTENPARTITIONS around relaxed solutions. This figure
shows the partitioning of one iteration (blue regions).
Line 5 describes our variable selection strategy for partitioning
(discussed later). This is the main point of departure (and contribu-
tion) from the AMP algorithm discussed in [10]. Line 6 initializes
the piecewise partitions of variables in X around those variables’
assignments in σ (see Figure 4). Line 7 then updates the lower
bound using the piecewise relaxation. Line 9 creates new partitions
X around the updated lower bound (see Figure 4). Lines 10-13 then
update the upper and lower bounds of the ACOPF. The upper bound
(feasible solution) is updated by fixing the the ACOPF to the partition
selected in σ. and attempting to find a (better) feasible solution using
a local solver. The process is repeated until the objective values of the
upper and lower bound converge or a time-out criteria is met (Line
8). The full details of all these procedures are discussed in [10].
We note that this is the first time this algorithm has been applied to
ACOPF represented in the polar form.
Algorithm 1 Adaptive Multivariate Partitioning (AMP)
1: function AMP
2: σ ← SOLVE(P)
3: σ ← SOLVE(PQC )
4: θij , θij , vi, vi, ĉsij , ĉsij , ŝnij , ŝnij ←TIGHTBOUNDS(σ)
5: X←SELECTPARTITIONVARIABLES(σ, σ)
6: I←INITIALIZEPARTITIONS(X,P, σ)
7: σ ← SOLVE(PQCλ )
8: while
(
f(σ)−f(σ)
f(σ)
≥ 
)
and (Time ≤ Timeout) do
9: PQC
λ ←TIGHTENPARTITIONS(xI,P, σ)
10: σ ←SOLVE(PQCλ )
11: σ̂ ←SOLVE(P, σ)
12: if f(σ̂) < f(σ) then
13: σ ← σ̂
14: end if
15: end while
16: return σ, σ
17: end function
Heuristic partition-variable selection
Algorithm 2 describes in more detail our variable selection strategy
for partitioning. The original implementation of AMP selects a
sufficient number of variables to ensure that all relaxed functions
are partitioned and tightened. This approach ensures convergence to
global optimality, but in practice, such an approach is computation-
ally difficult to solve when the number of binary variables is large.
Here, we introduce a heuristic that limits the number of variables
that are partitioned. While convergence is no longer assured, this
heuristic can have a considerable impact on solution quality.
Let V = {vi, ĉsij , ŝnij , ∀i ∈ N, ij ∈ E} represent the set of
all variables appearing in nonconvex functions. In Algorithm 2, Line
2 computes the difference between a variable’s (xi) assignment in
an upper and a lower bound solution. Line 3 sorts the variables
used in non-convex functions by increasing value of this difference.
Line 4 returns the the first α|S| variables, where α is a user defined
parameter between 0 and 1. This heuristic relies on an expectation
that variables whose assignments from the non-partitioned convex
relaxation are very different from the local feasible solution are
indeed the variables that require further refinement in the relaxed
space. Note that when α = 1 this heuristic reverts to the original
AMP algorithm. We acknowledge that there can be numerous other
branching strategies which can lead to better convergence of AMP,
which we leave for the future work.
Algorithm 2 Heuristic Partition-Variable Selection
1: function SELECTPARTITIONVARIABLES(σ, σ)
2: xδi ← |σ(xi)− σ(xi)|, ∀i = 1, . . . , |V|
3: S← {x1, x2, . . . , x|V|} : xi ∈ V and xδi ≥ xδi+1
4: return
⋃
xi : i ≤ α|S|
5: end function
VI. NUMERICAL RESULTS
In remainder of this paper, BT refers to bound tightening using
the tightened convex quadratic relaxations introduced in section
III. QCconv and BT-QCconv correspond to improved QC relaxation
and bound-tightening applied with convex-hull trilinear formulation
(9). BT-Lambda and BT-Lambda-α refer to Algorithm 1 with and
without heuristic partitions (i.e., α = 100% and α < 100%). The
performance of these algorithms is evaluated on ACOPF test cases
from NESTA 0.7.0 [7] and are summarized in Table IV. These test
cases were selected because the basic QC optimality gaps were larger
than 1% and hence hard for global optimization. Here, Ipopt 3.12.1 is
used to find the feasible solution σ in AMP. The relaxed problems
are solved using Gurobi 7.0.2 with default options and presolver
switched on.
In Algorithm 1, the value of  and the “time-out” parameter
were set to 0.01 and 18000.0 seconds, respectively. A 10800-second
time-limit was imposed on the BT procedure. All implementations
were done using Julia/JuMP [23]. Computational experiments were
performed using the HPC Palmetto cluster at Clemson University
with Intel Xeon E5-2670v2, 20 cores and 120GB of memory.
A. Performance Comparison of Algorithms
In Table IV, we summarize the computational performance of all
the algorithms. The first two columns present the initial local feasible
solution σ and the initial lower bound σ, respectively. Columns three
and four present the optimality gaps of [15] and [6], respectively.
The remaining columns show the performance of BT, the piecewise
relaxation, and heuristic variable partitioning.
Theses results show that the optimality gaps for BT-Lambda and
BT-Lambda-α(60%) are consistently smaller than QCconv, SDP
gaps, and the best gaps in [6]. In 24 out of 35 instances, the
globally optimal solution is found (i.e., Gap < 0.01%). Four of
the sub-optimal solutions have gaps less than 0.2%. In addition,
we observed that BT-Lambda-α(60%) outperforms BT-Lambda on
29 out of 35 instances. For example, on case73 ieee rts sad, after
partitioning 60% of the variables in nonlinear functions, the global
optimal is found in 1.23 s (58x faster than all-variable partitioning).
The heuristic correctly identifies the subset of variables (fewer binary
partitioning variables) required to prove optimality.
The performance of the heuristic partitioning algorithm heavily
depends on the choice of α. Figure 5 illustrates the computational
gaps for different values of α on four test problems. In all four
instances, “GOpt” is found for all values of α, but the changes in
run times are dramatic.
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Figure 5. α sensitivity analysis for run times.
Improved QC relaxation gaps
TABLE I
QC RELAXATION GAPS WITH TRILINEAR FUNCTIONS RELAXED USING
RECURSIVE MCCORMICK (QCrmc) VS. CONVEX-HULL REPRESENTATION
(QCconv).
Instances QCrmc (%) QCconv (%)
case3 lmbd 1.21 0.96
case30 ieee 15.64 15.20
case3 lmbd api 1.79 1.59
case24 ieee rts api 11.88 8.78
case73 ieee rts api 10.97 9.64
case3 lmbd sad 1.42 1.37
case4 gs sad 1.53 0.96
case5 pjm sad 0.99 0.77
case24 ieee rts sad 2.93 2.77
case73 ieee rts sad 2.53 2.38
case118 ieee sad 4.61 4.14
Due to convex-hull relaxation of trilinear functions, the QCconv
gaps (highlighted in bold font in Table IV) outperformed the recursive
McCormick approach used in [15]. Table I tabulates a few instances
in which the improvements in QC gaps were significant based on
the proposed approach. Even during bound-tightening, the best QC
gaps using recursive McCormick (BT-QCrmc) for trilinear functions
were 2.7% and 11.8% for case30 fsr api and case118 ieee api,
respectively. However, applying the convex-hull representation (BT-
QCconv) for the same instances significantly reduced the gaps to
0.35% and 8.54%, respectively.
B. Analyses of “Hard” Instances
In Table IV, there are 7 instances where the optimality gaps of
BT-Lambda and BT-Lambda-α(60%) are larger than 1%. These
problems are hard because the tightened bounds remain weak. Table
II shows that there are a large number of θij variables whose bounds
allow positive and negative values (flow could be in ether direction).
This is generally not the case for the other instances. We also noticed
that BT-Lambda has better gaps than BT-Lambda-α(60%) in 5/35
instances. In this case, the heuristic incorrectly identifies variables
whose partitioning is required to prove global optimality. To illustrate
this, Table III counts the number of times a relaxed term does not
have a variable that is partitioned (here, we use the lifted variable to
refer to the term that is relaxed).
NCO instances AMP algorithm performed very well on 3/6 “nco”
instances, hard for nonconvex optimization, where AMP finds near
global optimum solutions within the time limits.
TABLE II
% OF EDGES WHOSE BOUNDS ARE (θ < 0) ∧ (θ > 0) AFTER BT.
Instances %
case240 wecc 77.6
case89 pegase api 51.5
case118 ieee api 32.4
case189 edin api 33.0
case240 wecc sad 68.1
case9 bgm nco 44.4
case39 1 bgm nco 45.7
TABLE III
RELAXED TERMS WITHOUT PARTITIONS
Instances ŵ ĉs ŝn ŵcs ŵsn
case5 pjm 0 6 1 6 1
case240 wecc sad 22 258 94 264 124
case9 na cao nco 1 9 1 9 4
case9 nb cao nco 1 9 1 9 3
case14 s cao nco 0 19 3 19 3
VII. CONCLUSIONS
This paper considered the classic ACOPF problem in polar form
and developed efficient formulations and algorithms to solve it to
global optimality. The key developments in this paper were a)
Using state-of-the-art QC relaxations in combination with improved
relaxations for trilinear functions based on the convex-hull repre-
sentation, b) Developing novel mathematical formulations for tight
piecewise convex relaxations of trilinear and quadratic functions, and
c) Leveraging these tight formulations for global optimization using
an adaptive multivariate partitioning approach in combination with
bound tightening and effective heuristic branching strategies. Except
in a few challenging instances, these methodologies helped to close
the optimality gaps of many hard instances. Future directions include
testing with other equivalent ACOPF formulations, exploitation of
graph sparsitity, and better branching and pruning strategies for
piecewise formulations.
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TABLE IV
THE SUMMARY OF PERFORMANCE NESTA 0.7.0 ACOPF INSTANCES. VALUES UNDER “GAP” AND “T,Tα” ARE IN % AND SECONDS, RESPECTIVELY.
“GOPT” REFERS TO THE GLOBAL OPTIMUM WHEN GAP < 0.01%. “TO” INDICATES TIME-OUT. “–” INDICATES NO SOLUTION IS PROVIDED UNDER
“SDP” AND “BEST OF [6]” COLUMNS. “–” UNDER “BT-LAMBDA” AND “BT-LAMBDA-α” COLUMNS INDICATES THAT THE BT-QCconv ALREADY
CONVERGED TO GLOBAL OPTIMUM. HERE, ∆∗ REPRESENTS THE BEST ONE FROM {4, 6, 8, 10, 16} AND α = 60%.
BT-Lambda BT-Lambda–α(60%)
Instances AC ($) QCconv (%) SDP (%) Best of [6] (%) BTconv (s) BT-QCconv (%) (∆∗) Gap T (∆∗) Gap Tα
case3 lmbd 5812.64 0.97 0.39 0.09 2.1 GOpt (16) GOpt – (16) GOpt –
case5 pjm 17551.90 14.54 5.22 0.10 0.9 6.73 (6) GOpt 303.7 (6) 0.02 2023.6
case30 ieee 204.97 15.20 GOpt – 48.1 GOpt (16) GOpt – (16) GOpt –
case118 ieee 3718.64 1.53 0.06 0.09 2235.0 GOpt (10) GOpt – (20) GOpt –
case162 ieee dtc 4230.23 3.95 1.33 1.08 6292.3 GOpt (10) GOpt – (10) GOpt –
case240 wecc 75136.10 5.23 – – 10800.0 2.90 (6) 2.64 TO (16) 2.56 TO
case300 ieee 16891.28 1.17 0.08 0.19 10800.0 0.01 (20) GOpt 2164.2 (20) GOpt 1091.8
case3 lmbd api 367.44 1.59 1.26 0.02 0.3 GOpt (16) GOpt – (16) GOpt –
case14 ieee api 325.13 1.26 GOpt 0.09 11.7 0.06 (8) GOpt 0.4 (16) GOpt 0.04
case24 ieee rts api 6426.65 8.79 1.45 – 72.8 GOpt (8) GOpt – (20) GOpt –
case30 as api 570.08 4.63 0.00 0.06 47.1 GOpt (16) GOpt – (16) GOpt –
case30 fsr api 366.57 45.20 11.06 0.35 101.8 0.35 (6) 0.12 75.5 (8) 0.12 241.0
case39 epri api 7460.37 2.97 GOpt – 96.7 GOpt (16) GOpt – (16) GOpt –
case73 ieee rts api 19995.00 9.64 4.29 – 1528.2 0.01 (10) GOpt 61.2 (10) GOpt 27.8
case89 pegase api 4255.44 19.83 18.11 – 3997.3 16.21 (6) 13.46 TO (6) 13.08 TO
case118 ieee api 10269.82 43.45 31.50 6.17 1515.6 8.54 (6) 4.19 TO (6) 4.05 TO
case162 ieee dtc api 6106.86 1.25 0.85 1.03 6392.6 GOpt (6) GOpt – (10) GOpt –
case189 edin api 1914.15 1.69 0.05 0.12 5110.9 0.04 (8) 0.03 2351.2 (8) 0.03 883.2
case3 lmbd sad 5959.33 1.38 2.06 0.03 0.2 GOpt (16) GOpt – (20) GOpt –
case4 gs sad 315.84 0.96 0.05 – 0.3 GOpt (10) GOpt – (10) GOpt –
case24 ieee rts sad 76943.24 2.77 6.05 – 44.7 GOpt (6) GOpt – (16) GOpt –
case29 edin sad 41258.45 16.38 28.44 0.67 222.4 GOpt (16) GOpt – (16) GOpt –
case30 as sad 897.49 2.32 0.47 0.08 53.8 GOpt (16) GOpt – (16) GOpt –
case30 ieee sad 204.97 4.01 GOpt 0.08 50.4 GOpt (16) GOpt – (16) GOpt –
case73 ieee rts sad 227745.73 2.38 4.10 – 1655.8 GOpt (6) GOpt – (20) GOpt –
case118 ieee sad 4106.72 4.15 7.57 2.43 2211.4 GOpt (8) GOpt – (20) GOpt –
case162 ieee dtc sad 4253.51 4.27 3.65 3.76 6337.2 0.01 (10) GOpt 88.5 (20) GOpt 41.7
case240 wecc sad 76494.70 5.27 – – 10800.0 2.61 (8) 2.41 TO (16) 2.45 TO
case300 ieee sad 16893.92 1.09 0.13 0.10 10800.0 GOpt (10) GOpt – (20) GOpt –
case5 bgm nco 1082.33 10.17 – – 6.93 GOpt (6) GOpt – (8) GOpt –
case9 bgm nco 3087.84 10.84 – – 2.72 10.80 (16) 10.12 7226.6 (20) 10.12 3017.1
case9 na cao nco -212.43 -14.97 – – 2.14 -6.90 (6) -0.04 58.6 (16) -0.73 31.4
case9 nb cao nco -247.42 -15.59 – – 2.62 -6.93 (6) -0.09 31.7 (8) -0.95 133.6
case14 s cao nco 9670.44 3.83 – – 16.22 2.34 (6) 0.04 9626.2 (10) 0.07 4092.5
case39 1 bgm nco 11221.00 3.72 – – 103.98 3.58 (8) 3.46 14191.8 (10) 3.37 17090.3
