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SUMMARY 
The objective of this project is to formulate an algorithm that will coordinate the 
movement of multiple mobile robots to encircle a dynamic target. The robots are not 
equipped with global coordinate system and communication system. In addition, we 
will study the performance of this algorithm for different number of robots used and 
for different speed ratio (target speed / robot speed). Part of the results of this project 
has been presented in the 2004 IEEE/RSJ International Conference on Intelligent 
Robots and Systems (IROS) held in Japan. 
In order to realize the algorithm, we have formulated three different reactive 
behaviours for all the robots. The first behaviour is obstacle-avoidance, which makes 
sure that a robot will not collide with obstacle. The second behaviour is target-
tracking, which guides a robot towards the target. The third behaviour is target-
circumnavigation, which leads a robot to move around the target. By adopting 
subsumption-based coordination, a robot will execute one of these behaviours at any 
one time according to the priority of the behaviour. Obstacle-avoidance has the 
highest priority followed by target-circumnavigation and target-tracking. We have 
also designed a simple neural controller to execute all these three behaviours. 
We have implemented our algorithm on an object-oriented simulation C++ program. 
Multiple simulations were performed to find out how the time taken changed for 
different number of robots used and for different speed ratio. A general law governing 
the performance and speed ratio of our algorithm was deduced from the simulation 
 vi
results. The performance is quantified by a non-dimensional index. We can use this 
general law to predict the performance of the encirclement experiment as long as we 
know the speed ratio regardless of the size of operational area, the speed of robots or 
the speed of target. 
We have also validated our algorithm by implementing it on physical robots that we 
built. These robots have been used to perform encirclement experiments to validate 
the feasibility of the simulation program. The results obtained from hardware 
experiments agree with the simulation. Thus, we can use the general law deduced 
from simulation to extrapolate the performance of hardware experiments. 
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The problem of encirclement of a dynamic target is very common in real life 
applications. For example, the policemen will try to chase, encircle and finally arrest 
the criminals when they are executing the operation. The soldiers will try to encircle 
and capture the enemy during the war. In rugby games, the players will try to encircle 
and catch their opponents. During the process of encirclement, some parameters are 
critical to the overall performance of the results like the number of pursuer/hunter and 
the speed ratio of the pursuer/hunter to the target. In this project, we will replicate the 
encirclement problem using multiple mobile robots in simulation and hardware 
experiments. We will develop an algorithm for multiple mobile robots to encircle a 
dynamic target and finally find out the relationship between the important parameters. 
1.1 Problem Definitions and Assumptions 
The main challenge of this project is to formulate an algorithm to encircle a target 
using multiple mobile robots from random initial positions. In order to define the 
problem more precisely, we have made the following assumptions: 
1. The target is dynamic and it will try to escape from the encirclement of the 
robots when obstacle-avoidance behaviour of the target is triggered. 
 2
2. The target is initially located within the sensor range of the robots. That means 
the robots know where is the target when the experiment starts. The robots 
need not spend extra time to search for the target. 
3. The environment for the robots to move is a flat ground without obstacles. 
Each robot is free to move on the ground unless the distance to the nearest 
robot or target is small enough to trigger the obstacle-avoidance behaviour. 
4. The robots are moving at the same speed so that the speed ratio (target speed / 
robot speed) is common for all robots in experiment. This will help us to 
investigate the effect of speed ratio on the performance. 
5. The robots are not equipped with global coordinate system and 
communication system. Each robot must be able to encircle the target based 
on its own sensor readings. 
1.2 Definitions 
1.2.1 Target 
The target used in our project is a light bulb on top of a robot. There are two types of 
target used in experiment, i.e. stationary and dynamic. Stationary target means that the 
robot carrying the light bulb is not moving while dynamic target is mounted on a 
moving robot. The robot can avoid other robots when it is moving in the environment. 
1.2.2 Encirclement 
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Encirclement takes place when the robots are distributed in the four quadrants of the 
target. They need not to be at equal distance from the target so long as the distance 
between the robot and the target is smaller than a preset value. This value can be 
treated as the radius of the encirclement. Figure1.1 illustrates the definition of 
encirclement. 
1.3 Thesis Outline 
The contents of all chapters are summarized below. 
Chapter 2 surveys related research works related to the encirclement problem. These 
works are divided into two sections: circle formation of distributed mobile robots and 
behaviour-based control of multiple robots. 
Chapter 3 will first introduce the three basic robotic behaviours used in our project. 
These three behaviours are obstacle-avoidance, target-tracking, and target-
circumnavigation. Then we will describe the robot controller we have designed to 
Figure 1.1 
Definition of encirclement. Highlighted sensors detect the robot within the preset distance 
or the radius of encirclement. 
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execute the robotic behaviours. After that, we will present an architecture that can 
coordinate the three behaviours in such a way that an encirclement of target will be 
completed. 
Chapter 4 validates the encirclement algorithm via a simulation program we have 
written. The individual robotic behaviour and the process of encirclement 
implemented on simulation are shown here using snapshots of the program. After 
discussing the experimental setup, we will analyse the simulation results by using a 
non-dimensional performance index. A general law governing the performance and 
the speed ratio (target speed / robot speed) of our encirclement algorithm will be 
given. 
Chapter 5 discusses the implementation of our encirclement strategy onto our own 
physical robots. A description of the physical robot will be given and the performance 
of the robots will be presented as well. 






This chapter will give a survey of research work related to the encirclement problem. 
They are divided into two parts: circle formation of distributed mobile robots and 
behaviour-based control of multiple robots. 
2.1 Circle Formation of Distributed Mobile Robots 
Coordinated movement is a common phenomenon in nature, e.g. wolves hunt in a 
pack to increase their success in capturing prey. Animals can benefit from coordinated 
movement by combining individual sensing ability. In the robotics world, coordinated 
movement or formation control is also a major research topic. Research in this area 
can be found in reference [1] to [8]. 
The encirclement problem originated from the circle formation problem, which has 
been a very interesting problem in this research area of distributed mobile robotics. 
The best-known solution is the distributed algorithm proposed by Sugihara and 
Suzuki [1,2]. In this algorithm, each robot is represented by a point and able to move 
in any direction. In addition, this algorithm requires each robot to know the distance 
to its farthest (Di) and nearest (di) neighbours, respectively without the aid of a 
centralized coordinator. After the farthest and nearest distances are known, the 
algorithm tries to match the ratio of Di / di to a prescribed constant. Therefore, the 
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algorithm requires each of the robots to know the positions of all other robots. In 
order to achieve this requirement in practice, a perfect sensor that can enable the robot 
to “see” the location of all other robots is needed. This algorithm seems workable in 
simulation. A simulation program has been written to verify this algorithm. But, as 
reported in their paper, sometimes a shape of constant diameter like a Reuleaux 
triangle (see Figure 2.1) rather than a circle is formed. In a Reuleaux triangle, arcs ab, 
bc and ca are drawn with radii equal to D, from the vertices c, a and b. Triangle abc is 
also an equilateral triangle with sides equal to D. 
In another study, Yun, Alptekin, and Albayrak have proposed an algorithm for robots 
to form a circle under limited sonar range [3]. For this algorithm, the initial positions 
of robots are randomly placed in a large rectangular field. The field is so large that a 
robot may not see other robots due to limited sonar sensor range. In order to make the 
robots form a circle in a large field, all the robots need to converge to the centre of the 
field first. Therefore, this algorithm is not applicable to field of other shapes because 
it requires the robot to record the coordinates of the first and third corners of the field 
while following along the edges so that it can converge to the centre of the rectangular 








real robot implementation. A global coordinate system is also needed for the robots to 
find out where is the centre of the rectangular field. 
Fredslund and Mataric have suggested a general algorithm for robot formations using 
local sensing and minimal communication [4]. Thus, no global positioning system is 
required. In their algorithm, the robots are provided with information of the total 
number of participating robots. A conductor/leader robot that will then decide on the 
type and the heading of the formation while the rest of the robots need only to keep a 
certain distance and angle to their neighbours. With this approach, communication has 
been kept to the minimal. 
2.2 Behaviour-Based Control of Multiple Robots 
Robots are usually equipped with different kind of sensors to interact with the 
environment. The robots will exhibit different behaviours depending on how the 
sensor is connected to the motor. Braitenberg [9] is one of the earliest scientists who 
studied this topic. He has designed some vehicles that used inhibitory and excitatory 
influences directly coupling the sensors to the motors. Some seemingly complex 
behaviours like cowardice, aggression, and love can result from relatively simple 
connection between sensors and motors. 
Global robot formation can be emerged from multiple robots undergoing behaviour-
based control. In a behaviour-based control system, a robotic architecture is used to 
coordinate the robotic behaviours. One of the common architectures is called motor 
schemas architecture, developed by Ronald Arkin [10-12]. Figure 2.2 shows a typical 
motor schema architecture. Each motor schema has an action vector that defines the 
way the robot should move in response to the perceived stimuli. These responses are 
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generated using potential field approach. Different behaviour will output different 
motor schema. The coordination between these different motor schemas is done by 
vector addition. Each behaviour can contribute in varying degrees to the robot’s 
overall response by setting different gain. In [8], Balch and Arkin have shown that 
formation behaviour can be integrated into a motor-schema behaviour-based system 
with other navigational behaviours so that a robotic team can reach navigational goal, 
avoid hazards and simultaneously maintain in their intended formation. 
The other common architecture for behaviour-based robotic control system is called 
subsumption architecture. This architecture was developed by Rodney Brooks [13]. It 
is a purely reactive behaviour-based and layered control system. Figure 2.3 shows one 
of the examples of subsumption architecture. Priority-based arbitration is the 
coordination mechanism, and the robot is executing only one behavioural rule at any 
time. In this example, homing behaviour has the highest priority while wandering is 
the least important behaviour. We are using this architecture because we find that it is 











Motor schema architecture. 
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2.3 Chapter Summary 
We have discussed the related research works in the fields of circle formation of 
distributed mobile robots and behaviour-based control of multiple robots. Inspired by 
[1] and  [2], our work studied the encirclement problem of a target. Instead of global 
knowledge of other robots’ positions, our robots use only local sensing and do not 
share a common coordinate system, as in  [4]. In contrast to this work, our approach is 
completely independent of any explicit forms of communications. We also use 
behaviour-based control system to coordinate the movements of robots like [8] but we 
use subsumption architecture instead of motor-schema architecture. 
Figure 2.3 








S : Suppress 
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Chapter 3 
DESIGN OF ROBOTIC 
BEHAVIOURS FOR 
ENCIRCLEMENT 
This chapter will first discuss the three basic robotic behaviours we have designed for 
encirclement. These three behaviours are obstacle-avoidance, target-tracking, and 
target-circumnavigation respectively. After that, we give introduce a neural controller 
we have designed to execute the required robotic behaviours. Finally, how the 
coordination of the behaviours can achieve encirclement will be explained. 
3.1 Three Basic Robotic Behaviours 
3.1.1 Obstacle-Avoidance 
When an obstacle, which can be other robot or the target, is detected by any of the 
sonar sensors, (i.e., the sonar sensor reading is below a certain threshold value, TS), 
the robot should stop first, turn to the opposite direction from the obstacle, and then 
move forward (see Figure 3.1). Therefore, a change of direction is required. For 
example, with reference to Figure 3.1, if the right sensor detects an obstacle, the robot 
should stop the forward motion first, and then rotate 180 degrees so that the robot 
heads in the direction of the left sensor before it starts to move forward again. 
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3.1.2 Target-Tracking 
We have assumed that the target is initially located within the light sensor range of the 
robots. Therefore, when the experiment starts, the robots should turn toward the target 
and move forward (see Figure 3.2). In this case, change of direction is required also. 
By taking the example in Figure 3.2, when the target is located at the upper-right 
sector of the robot’s precinct, the light sensor reading at that sector will be big enough 
to overcome the first light threshold, TL1. So, the robot should stop the forward 
motion first, and then turn to the upper-right direction. After the turning motion is 
finished, the robot should move forward again. 
3.1.3 Target-Circumnavigation 
When the robot moves closer to the target, the light sensor reading will increase at the 
same time. Once the reading exceeds the second light threshold, TL2, the robot should 
stop moving toward the target. It should now turn to either the left or the right 
(depending which direction the robot wants to encircle the target; left is for clockwise 
direction, right is for counter-clockwise direction) and move forward (see Figure 3.3). 
Figure 3.1 
Basic behaviour 1: Obstacle-avoidance. 
Robot’s original direction 
Robot’s new direction 
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For the case of counter-clockwise direction, when the light sensor reading exceeds the 
second light threshold, the robot should stop the forward motion first, then turn to the 
right. After the turning motion is finished, the robot should move forward again. For 
this behaviour, change of direction is required also. 
Target 
Figure 3.2 
Basic behaviour 2: Target-tracking. 
Robot’s original direction 
Robot’s new direction 
Target 
Robot’s original direction 
Robot’s new direction 
Figure 3.3 
Basic behaviour 3: Target-circumnavigation. 
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3.2 Robot Controller 
In order to execute a robotic behaviour, we must know how to process sensor 
information and then give a corresponding output for the motor to achieve. Inspired 
by a neural perceptron [17], we have designed a neural controller to execute the robot 
behaviours. This neural controller can take input from all the eight sonar sensors and 
eight light sensors positioned evenly at the circumference of the robot (see Figure 
3.4). There are two different outputs from the perceptron. One of them is the angle for 
the robot to turn, while the other is the signal to move forward. 
Our controller is a simple, one-layer feed-forward neural network with eight input 
nodes and two output nodes, whereby each of the input signals, xi, is either 1 or 0 
depending on the sensor reading. For a sonar sensor, if its reading is smaller than a 
certain threshold value, Ts, the input signal will be set to 1; else, it will be set to 0. The 
rule is reversed for light sensor. The input signals will then be multiplied by synaptic 
weights, wi, which has a value between 0 and 1. The two output signals are the 
outcomes computed from the functions of the sum of these eight weighted input 
signals. 
There are two different output functions. The first output is the angle for the robot to 
turn. The relationship between the angle and the input signals is shown in Equation 
(3.1). 
 Angular displacement, 360*ii xw=θ     (3.1) 
Angular displacement θ is a vector with magnitude between 0 and 360 degree. Its 
direction is pointing normally out of the plane. After turning with this angular 
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displacement θ, the robot will point to one of the headings of the eight sensors (see 
Figure 3.5). 
For the other output signal, v, when the sum of weighted inputs is zero or none of the 
sensors is activated, v should be 1. And thus the robot should move forward at a 











=      (3.2) 
Σ 
Synaptic weights 
Body of the robot Sonar and light 
sensors 






weights, wi Output 
functions 
Figure 3.4 
Network structure of the robot controller. 
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This controller is very useful for executing the robot behaviours requiring the robot to 
change its direction. Different robot behaviour will have different sets of weights. 
Which set of weights will be used depends on which behaviour is activated. 
After knowing how the robot will react under three different situations, we can 
summarise the synaptic weights in Table 3.1. The first weight is always connected to 
the front sensor, followed by the next sensor in a counter-clockwise direction (see 
Figure 3.5). 
These weights are arrived at based on how much the angular displacement the robot 
needs to execute for different behaviours. For example, if a robot wants to avoid an 
obstacle at front, the required angular displacement should be 180°. The weight for 


















Different sets of weights for different robot behaviours. 








Direction Weights wS wL1 wL2C wL2CC 
Front w0 0.5 0 0.25 0.75 
 w1 0.625 0.125 0.375 0.875 
Left w2 0.75 0.25 0.5 0 
 w3 0.875 0.375 0.625 0.125 
Back w4 0 0.5 0.75 0.25 
 w5 0.125 0.625 0.875 0.375 
Right w6 0.25 0.75 0 0.5 
 w7 0.375 0.875 0.125 0.625 
 
3.3 Behaviour Coordination 
In order to encircle the target, the robots need to coordinate these three basic 
behaviours properly. We have adopted subsumption architecture [13] to help us 
achieve this. As shown in Figure 3.6, each behaviour in this architecture is 
represented as a separate layer. At a particular time, the robots will only execute the 
behaviour that has the highest priority. The obstacle-avoidance behaviour has the 
highest priority followed by target-encirclement, and target-tracking. For instance, if 
Figure 3.6 
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any of the sonar sensors detects obstacles within the range of TS , regardless of which 
behaviour the robot is executing at that time, it will always cease the current 
behaviour and launch obstacle-avoidance behaviour. 
3.4 Encirclement Strategy 
The switching between target-tracking behaviour and target-circumnavigation 
behaviour plays a very important role to attain the desired encirclement (see Figure 
3.7). When the target-circumnavigation behaviour is triggered, the robot is actually 
moving tangentially to the virtual circle around the target. The robot will move 
forward until the light sensor readings fall below TL2, and so the target-
circumnavigation behaviour will be deactivated. At the same time, the target-tracking 
behaviour will be triggered so that the robot will move towards the target. When TL2 
is again exceeded, the target-circumnavigation behaviour will be triggered once more. 
By repeating the process, the robots will be able to encircle the target. 
During the process of encirclement, obstacle-avoidance behaviour will still be present 
to make sure that the robots are distributed as evenly as possible around the target (see 
Figure 3.8). If two robots are too close when they encircle the target, obstacle-
avoidance behaviour will be activated to keep them apart. After avoiding the obstacle, 
wL2C and wL2CC will exchange with each other. That means, if the robot encircles the 
target in clockwise direction previously, it will now encircle the target in counter-
clockwise direction. 
3.5 Chapter Summary 
In this chapter, we have discussed the three basic robotic behaviours for the robot to 
execute under three different situations. Then we presented our design of controller, 
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which was used to execute the robotic behaviours. We have also explained how to 
coordinate the three behaviours so that the robots can encircle the target successfully. 
In the next chapter, we will present the simulation program we have developed to 
verify our encirclement algorithm. 
Figure 3.7 













After designing the encirclement algorithm in previous chapter, we need a platform to 
validate it. In this chapter, we will validate it via a simulation program. We will first 
show the structure of the simulation program and explain why we designed the 
program in such a way. After that we will exhibit the three basic robotic behaviours 
discussed in the last chapter using the simulation program followed by the 
experimental setup for simulation. Finally, we will present the analysis for the results 
we obtained from the encirclement experiments on simulation. 
4.1 Program Structure 
The simulation program we use to validate the encirclement algorithm was written 
using Visual C++. It is a Windows-based application with graphical user interface 
(GUI) so that we can observe from the screen how the robots will react and move in 
the environment under different situations. 
By adopting the concept of object-oriented programming, we modelled robot, target, 
obstacle, and sensor using different classes (see Figure 4.1). Object-oriented concept 
is very useful because we just need to change the definition of robot class if we want 
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to change the configuration of the physical robot we used. This principle also applies 
on sensor. We just need to define a new sensor class if we install a new type of sensor 
on the physical robot. 
In order to see the robots moving on screen, we need to find the robots' new positions 
and update them at every time step. We are using the first-order Euler equation to find 
the robots’ new positions. In order to get reliable readings from the sensor class, the 
size of each time step cannot be too large. We have used 0.03 seconds as the size of 
time step for all the simulation experiments. 
The physical robots are moving together but this is not the case on simulation. The 
processor can only compute the new location of one robot at one time step. In order to 
solve the problem, we have adopted the synchronous method in our simulation 
program. We will find the new positions of all the robots and hold them first. When 
every robot’s new position has been found, then we update all robots’ positions. 
SimObj 




Class structure of simulation program. 
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Therefore, the robot will be able to get other robots’ current information but not one 
time step forward. 
4.2 Implementation of Robotic Behaviours on Simulation 
Before we run the experiments of encirclement via simulation program, we need to 
validate each of the behaviours first. The following shows the implementation of each 
of the basic behaviours we have discussed in the previous chapter. 
4.2.1 Obstacle-Avoidance 
Figure 4.2(a) shows the obstacle-avoidance behaviour implemented on simulation. As 
we can see from the figure, the robot will turn to opposite direction once it detects an 
obstacle within the threshold, TS. The sonar sensor detects the obstacle is highlighted 
in light blue colour. 
4.2.2 Target-Tracking 
Figure 4.2(b) illustrates the implementation of target-tracking in simulation. When the 
target falls into the light sensor range set by threshold TL1, the robot will turn into the 
heading of that particular light sensor. The light sensor detects the target is 
highlighted in purple colour. 
4.2.3 Target-Circumnavigation 
Figure 4.3 demonstrates the implementation of target-circumnavigation in simulation. 
(a) shows this behaviour in clockwise direction while (b) in counter-clockwise 
direction. When the reading returned by the light sensor is beyond threshold TL2, the 
robot will turn to the left (clockwise) or right (counter-clockwise) of that sensor. It is 
highlighted in green colour. 
 23
 






Implementation of (a) obstacle-avoidance and (b) target-tracking on simulation. Robot’s 
direction is indicated by the white arrow on the robot body. 
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Implementation of target-circumnavigation on simulation. Robot’s direction is indicated by 
the white arrow on the robot body. 
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4.3 Process of Encirclement on Simulation 
In the previous section, we have shown that the three basic behaviours can be 
implemented on simulation. Now we can implement the complete encirclement 
algorithm using the same simulation program. A series of snapshots of simulation in 
Figure 4.4 shows how the robots move from their initial positions to encircle the 
target. As shown in Figure 4.4(a), at the beginning of each run of simulation, the 
target is located at the centre of the environment. The robots are randomly located 
around the target at the same initial distances from the target (1.6 m). The sensor that 
detects the target will be highlighted in purple colour. Thus, the robots know where is 
the target. The target-tracking behaviour will be triggered and so the robot will move 
towards the target. 
Figure 4.4(b) demonstrates that obstacle-avoidance behaviour will suppress all other 
behaviours when any of the sonar sensors detects obstacle. When the distance 
between robot and target is within the radius of encirclement, the target-
circumnavigation behaviour will be triggered. This is shown in Figure 4.4(c) when the 
sensor is highlighted with green colour. The default direction for circumnavigation is 
counter-clockwise. This direction will change when the robot avoid each other during 
the circumnavigation process. This is shown on the bottom two robots in Figure 
4.4(d). 
Although four robots are within the radius of encirclement as shown in Figure 4.4(e), 
the encirclement is still not complete because these four robots are not located at the 
alternate sectors of the target. The encirclement is only complete when any four 
alternate sectors of the target are occupied by the robots as shown in Figure 4.4(f). 
The readings from the sonar sensors at these four sectors of the target must be smaller 
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than the radius of encirclement, which is 50 cm. After a successful run of 
encirclement, the program will record the number of time step spent for this run and 
some other important parameters like speed of robot, speed of target, and initial 
Figure 4.4 
Selected images of the encirclement simulation: (a) the initial distribution, (b) – (e) 








positions of robots for later analysis. Then, the program will start a new run of 
experiment with new randomly generated initial positions for all robots. 
4.4 Simulation Experimental Setup 
Since we are simulating the physical experiments that will be run in the lab, we need 
to consider some limitations of the physical environment. First of all, a field of 4m x 
4m is selected and the target is always located at the centre. The robots are initially 
located at a distance of 1.6 m from the target. However, the orientation of each of the 
robots to the target is randomly generated by using the random number generator 
provided in Visual C++. For each run of experiment, the orientation will be generated 
again. 
In order to study the effect of the number of robot, we vary the number of robot from 
4 to 10. Another important parameter is the speed ratio between the speed of target 
and the speed of robot (Vt / Vr) . Because the physical robot we use must move quite 
slowly in order to get reliable reading from sensors, we fix the speed of target at 1 
cm/s. The speed ratio will be varied from 0.1 to 0.9 with the interval of 0.1 so that we 
can analyse the effect of the speed ratio. We will set the speed of robot according to 
the speed ratio used (see Table 4.1). The speed ratio is between 0 and 1 because the 
target cannot move faster than the robots. It is reasonable because the robots will be 
difficult to encircle the target if they move slower than it. 
For each pair of speed ratio and number of robot, we will run the experiment 
repetitively until we obtain results from 50 successful runs. For these 50 successful 
runs, the initial positions of the robots are changing because the orientations to the 
target are randomly generated. 
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Table 4.1 
Relationship between speed ratio, target speed, and robot speed. 
 
Speed Ratio (Vt/Vr) Target Speed, Vt (cm/s) Robot Speed, Vr (cm/s) 
0.1 1 10 
0.2 1 5 
0.3 1 3.33 
0.4 1 2.5 
0.5 1 2 
0.6 1 1.67 
0.7 1 1.43 
0.8 1 1.25 
0.9 1 1.11 
 
In addition, the encirclement must be completed within a certain amount of time 
steps. This is to make sure that the experiment will not run forever even the robots fail 
to encircle the target. If the robots cannot encircle the target within 10,000 time steps 
(equal to 300 seconds or 5 minutes), a new run of experiment will start with new 
randomly generated initial positions for the robots. When a successful encirclement is 
completed, a new run of experiment will also start with new randomly generated 
initial positions for the robots. 
4.5 Analysis of Simulation Results 
After obtaining results, i.e. the time steps spent to encircle the target, for all the 9 
different speed ratios (0.1 to 0.9) and 7 different numbers of robots (4 to 10), we will 
be able to analyse the effects of these two parameters on the performance of each 
encirclement experiment. Before we do the analysis, we need to define the 
performance. 
4.5.1 Definition of Non-Dimensional Performance Index 
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The result we obtain from the simulation program is the number of time steps the 
robots spent to encirclement the target. Or in other words, the amount of time spent to 
encircle the target, if we multiply the number of time steps with the size of time step. 
In order to analyse the result on a general basis, we will use a non-dimensional 
performance index to represent the result. All the recorded time steps and the 
corresponding non-dimensional performance index are included in Appendices. The 
definition of the performance index is given in Equation 4.1. 
 Non-Dimensional Performance Index, 
ttV
dIP =..
   (4.1) 
In the equation, 
d: Average of the initial distance from each robot to the target. (Unit: meter, m) 
t: Time spent to encircle the target. (Unit: seconds, s) 
Vt: Speed of target. (Unit: m/s) 
This performance index gives a general measure of the performance of each run of 
encirclement experiment. The time spent, t, is in the denominator part because less 
time spent means better performance. The division of other two variables, d/Vt, will 
give us a unit in seconds. A higher performance index indicates better performance. 
This non-dimensional index, together with another important non-dimensional 
parameter of the experiment, speed ratio, provide us with a good platform to analyse 
the results on a general basis. 
4.5.2 Effects of Parameters on Performance Index 
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After defining the performance index, we will be able to analyse the effects of the two 
important parameters, speed ratio and number of robots. 
Performance vs Speed Ratio 
The results are plotted on the graph shown in Figure 4.5. Each data point on the graph 
is the mean of 50 successful simulation runs. It illustrates how the performance 
changes when the speed ratio is varied for the given number of robots. 
From the graph, we can observe that the performance index goes down when the 
speed ratio increases. This is because the robots will spend more time to encircle the 
target when they move slower. Since we fix the target speed at 1 cm/s, the robot speed 
will change from 10 cm/s to 1.11 cm/s when the speed ratio changes from 0.1 to 0.9. 
From Figure 4.5, we can also observe that there is a significant difference in 
performance between 4 and 5 robots. If we use more than 5 robots, there is no 
significant improvement on the performance. Therefore, we can observe that using 
Figure 4.5 
Graph of the non-dimensional performance index versus speed ratio. 









































more robots does not imply better performance in encirclement problem. 
Performance vs Number of Robots 
In order to examine the relationship between the non-dimensional performance index 
and the number of robots more clearly, we plot another graph in Figure 4.6. We 
observe that when the speed ratio is smaller than 0.4, the performance index will 
increase when the number of robots increases. However, the performance will not 
continue to increase indefinitely. When the number of robots exceeds 5, it is 
interesting to see that the performance index will not improve much and thus reach a 
saturated value. This is an important finding because we can say that there is an 
optimum number of robots to deploy for encirclement purpose. 
On the other hand, we can also observe that when the speed ratio is larger than 0.4, 
the performance index does not change much if the number of robot increases. This is 
because when the speed ratio is larger than 0.4, it will be very difficult for the robots 
Figure 4.6 
Graph of non-dimensional performance index versus number of robots. 











































to encircle the target. This phenomenon is shown on the graph in Figure 4.7. This 
graph illustrates the relationship between the success rate and the speed ratio for 
different number of robots. This success rate is calculated because it is not guaranteed 
that the encirclement will be completed for each simulation run. We have set a 
maximum allowable amount of time for each simulation run. If the robots cannot 
encircle the target within that amount of time, the program will start a new run. The 
robots will have new initial positions to start. Thus, the formula to calculate the 
success rate is given in Equation 4.2. For a certain speed ratio, we will collect results 
from 50 successful runs. Therefore, in the equation, 50 is divided by the total number 
of runs from which 50 successful runs have been completed. 
 
%100*50
RunsofNumberTotalRateSuccess =           (4.2) 
Figure 4.7 
Graph of success rate versus speed ratio. 


























When the speed ratio is larger than 0.4, whether the encirclement can complete or not 
is mainly dependant on the initial distribution of the robots. If the robots are initially 
distributed quite evenly around the target, it will be easy for the robots to encircle the 
target. This is more obvious when the number of robots is small because fewer robots 
will have lower chances to distribute evenly around the target. 
From Figure 4.7, we can also observe that when the speed ratio is bigger than 0.2, the 
success rate starts to decline from 100%. Or in other words, 0.2 is the maximum speed 
ratio to guarantee the encirclement even we use only 4 robots. Figure 4.8 helps to 
illustrate this phenomenon. In order for a single robot to catch up with and finally go 
beyond a target, the robot needs to travel at least one quarter of a circle with the radius 
of encirclement, R. When the robot finishes the one-quarter-circle journey, the light 
sensor on the left must be able to sense the target and trigger the target-
circumnavigation behaviour. However, because the light sensor only has a field of 
view of 45°, θ is therefore equal to half of it, 22.5°. So, at the same time, the distance 
travelled by the target cannot be longer than (R tan22.5°). As a result, the maximum 
speed ratio, which will guarantee the encirclement of a target, is given by (R tanθ / 
Figure 4.8 

























(1/2)piR) = 0.26. If the speed ratio exceeds 0.26, the target will be able to escape from 
the encirclement. 
4.6 General Law for Performance Index of Encirclement 
Since the success rate for encirclement is comparatively low when the speed ratio 
exceeds 0.4, we will now focus our attention at the smaller speed ratio. From Figure 
4.9, we can observe that the performance index has an exponential-like decay with 
speed ratio. In order to make the analysis more convenient, we make use of the 
common logarithm function (see Figure 4.10). 
From Figure 4.10, we can observe that the graphs almost overlap with each other 
when the number of robots exceeds 5. After averaging, the equation representing 
these graphs is shown in Equation 4.3. 
 









































Graph of non-dimensional performance index vs smaller speed ratio. 
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( ) 01.0log81.0..log −−= vIP
 (4.3) 
( ) 01.0log..log 81.0 −=+ vIP
  
( ) 01.081.0 10.. −=vIP
 
( ) 977.0.. 81.0 =vIP
  (4.4) General Law of Encirclement 
 
In the equation, P.I. is the non-dimensional performance index while v is the speed 
ratio. After removing the logarithm function, Equation 4.3 can be written as Equation 
4.4. It is the general law governing the relationship between the non-dimensional 
performance index and the speed ratio when the number of robots exceeds 5. We can 
use this law to predict the performance if we know the speed ratio, or vice versa. 
Figure 4.10 
Graph of log(non-dimensional performance index) vs log(speed ratio). 














































4.7 Chapter Summary 
In this chapter, we have presented the simulation program we developed to validate 
the encirclement algorithm. We have shown that the algorithm can be implemented on 
the simulation program. The results obtained from the experiments on simulation have 
also been analysed by using a non-dimensional performance index. In the next 








We have shown the encirclement algorithm using simulation program in the previous 
chapter. However, simulation is too perfect because the simulated sensors always give 
perfect readings. In order to show that the algorithm is robust to uncertainty of sensor 
readings, we will implement it on physical robots. First, we will describe what kind of 
robots we are using. Then, we will test the individual robot behaviours using these 
robots. Finally, we will present the results of the encirclement algorithm implemented 
on the physical robots and compare them with the simulation results. 
5.1 Robot Features 
In order to implement the three basic behaviours, i.e. obstacle-avoidance, target-
tracking, and target-circumnavigation, we need to equip the robots with proper 
sensors, locomotion system, and processor. The robots must be able to detect 
obstacles using obstacle-detection sensor, to react to target using target-detection 
sensor, to move accordingly using proper locomotion system, and to process the 
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sensor data before sending command to the locomotion system. For the target, it must 
be able to tell when the encirclement is complete. 
5.1.1 Obstacle-Detection Sensor 
When the robots are moving in the environment, they must be able to know the 
distance to the nearest object before avoiding it. In order to achieve this goal, we need 
to use some range sensors. The range sensors we have used are sonar sensors. The 
model we use is SRF08 Ultrasonic Ranger manufactured by Devantech. This sensor is 
coupled with an additional light sensor on the front (see Figure 5.1). The field of view 
of this sensor is approximately 45 degrees (see Figure 5.2). The reading returned by 
the sensor is the distance to the nearest obstacle in centimetre. Before we run the 
experiments, we have calibrated all the sonar sensors mounted on the robots. The 
calibration graph is shown in Figure 5.3. From the graph, we can find that the reading 
will not be reliable when the actual distance is bigger than 1 m. However, this will not 
affect our experiments because the threshold we use for sonar sensor reading, TS, is 




Devantech SRF08 Ultrasonic Ranger. 
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Figure 5.2 
Field of view of SRF08 Ultrasonic Ranger. (From the website of the manufacturer, 
http://www.acroname.com/ [16]) 
The target also uses SRF08 Ultrasonic Ranger to determine whether the encirclement 
is complete or not. When the readings returned by any four alternate rangers are 
smaller than the radius of encirclement (50 cm), the target will switch on one ring of 
LEDs to inform us about the complete of encirclement. 























Calibration graph of sonar sensor couple in Devantech SRF08 Ultrasonic Ranger. 
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5.1.2 Target-Detection Sensor 
In the experiment, we have used a light bulb to represent the target. Therefore, we can 
use the light sensor coupled in SRF08 Ultrasonic Ranger to work as the target-
detection sensor. This sensor will return the light intensity it senses in integer form. 
The more light it senses the larger the reading is. Since the target is the only light 
source in the experiment, the light intensity is therefore depending on the distance to 
the target. Before we run the encirclement experiments, we have done calibration 
experiments for all the light sensors mounted on the robots. The calibration result is 
shown in Figure 5.4. We have drawn a trendline of the calibration graph. The 
equation of this trendline is used in the simulation program to model the light sensor 
class. 
 
Light Sensor Calibration Graph
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Calibration graph of light sensor coupled in Devantech SRF08 Ultrasonic Ranger. 
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5.1.3 Processor 
All the sensor data and velocity commands are processed in two levels. The first level 
is a microcontroller called BrainStem GP 1.0 manufactured by Acroname. It consists 
of a 40 MHz RISC processor, a RS232 TTL serial port that can tether to a Pocket PC, 
four servo outputs, a IIC port that can be connected to the eight SRF08 ultrasonic 
rangers, 5 A/D inputs, and 5 digital outputs that can be used to switched on the LEDs 
(see Figure 5.5). More information about BrainStem can be found in [16]. Due to the 
limited processing power, BrainStem is used in slave mode and is only required to 
retrieve the data from sensors and give command to the servomotors. 
The second level is a HP iPaq Pocket PC, running on Microsoft Windows CE. We 
have written a Pocket PC program using eMbedded Visual C++. This program can 
link up with the BrainStem and request sensor data from the microcontroller. After 
Figure 5.5 














processing the data, the program will decide how to react and then give command to 
the microcontroller to execute. 
A photo of the robot is shown in Figure 5.6. 
 
Figure 5.6 














5.2 Test of Individual Robot Behaviours 
In the previous chapter, we have shown how the three individual robot behaviours are 
implemented on simulations. Now we will apply these behaviours onto the physical 
robots to verify their feasibility in the real world. Moreover, we can also examine the 
robustness of these three behaviours in physical environment. 
5.2.1 Obstacle-Avoidance 
For this test, we will want to see the robot being able to turn to the opposite direction 
and move forward when it detects an obstacle (another robot in this case). The series 
of photo in Figure 5.7 show one of the tests. The two robots moved closer and closer 
while they were approaching the target. The sonar sensor facing the other robot would 
be able to return the distance between these two robots. When this reading was 
smaller than the preset threshold, TS, the robot would execute the obstacle-avoidance 
behaviour. As we can see from the figure, the robot turned to the opposite direction 
and moved forward at this new direction. 
Comparing this with the simulation behaviour, the new direction is not exactly 180 
degree from the old direction. This is because the flooring condition of our test area 
has caused the orientation of the robot body to change slightly after it executes the 
behaviour. 
In addition, the robots will sometimes move closer than expected. This is due to 
sensor delays and errors. However, this will not affect the desired behaviour because 




For this test, we will want to see the robot being able to move towards the target from 
any location of the test area. The series of photo in Figure 5.8 show one of the tests. 
The light sensor facing the target would register the highest light intensity. The robot 





Robots displaying obstacle-avoidance behaviour. 
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Along the way, the robot changed the direction for several times because the light 
sensor registered the highest light intensity changed. However, these changes were 







Robots displaying target-tracking behaviour. 
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5.2.3 Target-Circumnavigation 
For this test, we will want to see the robot being able to move in tangent direction 
when the distance to the target is smaller than the radius of encirclement. The series of 
photo in Figure 5.9 show one of the tests. When the robot moved towards the target, 
the light intensity detected would become higher and higher. Once it exceeded the 





Robot displaying target-circumnavigation behaviour. 
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robot would stop first, turn to the left and finally move forward again. 
Sometimes, the direction of target-circumnavigation is not exactly at the tangential 
direction with respect to the target. This is because the light sensor registering the 
highest light intensity may not point directly to the target. The flooring condition of 
test area also affects the orientation of the robot body slightly. However, these will not 
cause much problem as we can see from the figure. The robot was able to 
circumnavigate the target satisfactorily. 
5.3 Hardware Experimental Setup 
In order to validate our encirclement algorithm, we have carried out some hardware 
experiments using the physical robots mentioned previously. We have measured the 
time taken to complete the encirclement. The non-dimensional performance index 
were calculated and compared to the simulation results. 
The layout of the hardware experiment is a 4m x 4m flat environment in our lab. At 
the beginning of each experiment, the target was always placed at the centre of the 
environment while the robots were placed at random positions with a distance of 1.6m 
from the target. This is due to the limited field of view of the CCTV camera we used 
to record the video of the experiment. All the ambient light was switched off during 
the process of the experiment. The only light source was the light bulb acting as the 
target. 
The speed ratios we used for the hardware experiments were 0.2, 0.3, and 0.4. With a 
fixed speed of target at 1 cm/s, the speed ratio could not exceed 0.4. Otherwise the 
speed of robot would be too small to encircle the target. The number of robots was 
varied from 4 to 7 because we have only 7 available physical robots to run the 
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experiments. However, these different parameters would be enough for us to study 
their effects on the performance. For each pair of number of robots and speed ratio, 
we have run 10 times of successful encirclement experiment. 
A series of snapshots in Figure 5.10 show one of the successful experiment using 5 
robots. During the experiment, the robots would move towards the target and try to 





Snapshots of hardware experiment. 
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When the encirclement was complete, the LEDs mounted on the target would light up 
as indication. One successful run would then be considered complete. We would stop 
the robots and shift them to new random positions to start a new run. The whole 
process was recorded using a CCTV camera. 
5.4 Comparison of Hardware and Simulation Results 
We have used a stopwatch to record the time spent for each successful run of 
experiment. Like simulation, we varied two important parameters, number of robots 
and speed ratio. All the results are included in Appendices. After getting the results, 
we have used Equation 4.1 to calculate the non-dimensional performance index. This 
performance index was then compared with the simulation results as shown in Figures 
5.11, 5.12, 5.13. From the graphs, we can see that the hardware results lie within one 
standard deviation from the mean of the simulation results. We can also observe the 
similar findings we found in simulation. There is a significant jump in performance 
when the number of robots increases from 4 to 5. However, if we use more 5 robots, 
then the improvement in performance is very little. This phenomenon is exhibited in 
simulation results too. Therefore, we can conclude that our simulation program is 
reliable and able to simulate the hardware experiments reasonably well. 
5.5 Chapter Summary 
In this chapter, we have first described the important features of the physical robot we 
used. Then we showed that these robots could execute the individual basic behaviours 
very well. Finally, we presented the hardware results, which were within one standard 
deviation from the simulation results. This finding validates the feasibility of our 











































Comparison of hardware and simulation results. (Speed Ratio: 0.2) 
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6.1 Thesis Conclusions 
For this project, we have formulated an algorithm to enable multiple mobile robots to 
encircle a dynamic target. Inspired by other researchers’ work on circle formation and 
behaviour robotics, we have designed three basic behaviours for the robots to execute 
during the process of encirclement. These three basic behaviours are obstacle-
avoidance, target-tracking, and target-circumnavigation. All these three behaviours 
can be carried out using a neural controller we have designed. This controller is very 
simple yet easy to use. It can be used to perform different behaviours if different sets 
of weights are used. 
After designing the three behaviours and the controller, we need to have a platform to 
test them. We have written a simulation program that can help us to validate the 
encirclement algorithm. By seeing the robots moving on a computer screen, we can 
directly know whether a successful encirclement is completed. 
From the simulation program, we have recorded some important parameters like time 
to complete encirclement, speed of robot, speed of target, number of robots, and 
initial positions of robots. We have made some important findings based on the 
analysis of these parameters. There is an optimum number of robots to deploy for 
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encirclement. We have also found a general law to govern the relationship between 
the non-dimensional performance index and the speed ratio of our encirclement 
algorithm. The results from hardware implementation also agreed with our simulation 
results. 
6.2 Recommendations for Future Work 
1. Use motor with better velocity control. The motors mounted in the robots we 
used for this project are modified servomotors. It is difficult to get the 
servomotors to generate a required speed. We needed to do a speed calibration 
before each run of hardware simulation. This was very time-consuming. 
2. Improve the sensor class in the simulation program to reflect the real situation 
of a physical sensor. The current sensor class used in our simulation program 
is a perfect sensor with no error. However, in the real world, the sensor 
reading is usually biased with an error due to several of factors. 
3. Use techniques of evolutionary robotics [17-19] like genetic algorithm to 
evolve the encirclement behaviour. From [18], we find that there is a 
distributed evolutionary algorithm call Embodied Evolution, which can be 
applied on a multiple robot system to evolve a controller. The example in [18] 
shows that the evolved controller outperforms a hand-designed one in a simple 
application. We are interested to see whether this approach can evolve the 
encirclement behaviour or not. 
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8.1 Simulation Results (Chapter 4) 





Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.84 1.68 1.26 3 
2 1.68 2.52 2.1 6 
3 2.52 3.36 2.94 12 
4 3.36 4.20 3.78 8 
5 4.20 5.04 4.62 8 
6 5.04 5.88 5.46 6 
7 5.88 6.72 6.3 1 
8 6.72 7.56 7.14 1 
9 7.56 8.40 7.98 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.1)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.28 0.89 0.585 4 
2 0.89 1.50 1.195 12 
3 1.50 2.11 1.805 15 
4 2.11 2.72 2.415 5 
5 2.72 3.33 3.025 6 
6 3.33 3.94 3.635 4 
7 3.94 4.55 4.245 2 
8 4.55 5.16 4.855 1 
9 5.16 5.77 5.465 0 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.2)


























Bound Mean Value Frequency 
1 0.26 0.65 0.455 13 
2 0.65 1.04 0.845 7 
3 1.04 1.43 1.235 7 
4 1.43 1.82 1.625 10 
5 1.82 2.21 2.015 4 
6 2.21 2.60 2.405 4 
7 2.60 2.99 2.795 0 
8 2.99 3.38 3.185 2 
9 3.38 3.77 3.575 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.3)


























Bound Mean Value Frequency 
1 0.29 0.57 0.43 8 
2 0.57 0.85 0.71 7 
3 0.85 1.13 0.99 3 
4 1.13 1.41 1.27 8 
5 1.41 1.69 1.55 3 
6 1.69 1.97 1.83 7 
7 1.97 2.25 2.11 2 
8 2.25 2.53 2.39 3 
9 2.53 2.81 2.67 4 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.4)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.74 0.92 0.83 2 
2 0.92 1.10 1.01 2 
3 1.10 1.28 1.19 2 
4 1.28 1.46 1.37 6 
5 1.46 1.64 1.55 12 
6 1.64 1.82 1.73 10 
7 1.82 2.00 1.91 5 
8 2.00 2.18 2.09 2 
9 2.18 2.36 2.27 4 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.5)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.65 0.79 0.72 1 
2 0.79 0.93 0.86 1 
3 0.93 1.07 1 2 
4 1.07 1.21 1.14 5 
5 1.21 1.35 1.28 7 
6 1.35 1.49 1.42 7 
7 1.49 1.63 1.56 12 
8 1.63 1.77 1.7 6 
9 1.77 1.91 1.84 7 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.6)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.85 0.96 0.905 2 
2 0.96 1.07 1.015 6 
3 1.07 1.18 1.125 7 
4 1.18 1.29 1.235 7 
5 1.29 1.40 1.345 8 
6 1.40 1.51 1.455 10 
7 1.51 1.62 1.565 4 
8 1.62 1.73 1.675 5 
9 1.73 1.84 1.785 0 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.7)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.45 0.57 0.51 2 
2 0.57 0.69 0.63 1 
3 0.69 0.81 0.75 2 
4 0.81 0.93 0.87 2 
5 0.93 1.05 0.99 9 
6 1.05 1.17 1.11 6 
7 1.17 1.29 1.23 4 
8 1.29 1.41 1.35 15 
9 1.41 1.53 1.47 8 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.8)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.30 0.42 0.36 2 
2 0.42 0.54 0.48 0 
3 0.54 0.66 0.6 0 
4 0.66 0.78 0.72 0 
5 0.78 0.90 0.84 2 
6 0.90 1.02 0.96 7 
7 1.02 1.14 1.08 10 
8 1.14 1.26 1.2 16 
9 1.26 1.38 1.32 11 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(4 Robots, Speed Ratio: 0.9)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.90 2.74 2.32 3 
2 2.74 3.58 3.16 4 
3 3.58 4.42 4 7 
4 4.42 5.26 4.84 8 
5 5.26 6.10 5.68 5 
6 6.10 6.94 6.52 7 
7 6.94 7.78 7.36 1 
8 7.78 8.62 8.2 8 
9 8.62 9.46 9.04 4 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.1)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.38 1.87 1.625 10 
2 1.87 2.36 2.115 7 
3 2.36 2.85 2.605 8 
4 2.85 3.34 3.095 4 
5 3.34 3.83 3.585 5 
6 3.83 4.32 4.075 5 
7 4.32 4.81 4.565 5 
8 4.81 5.30 5.055 2 
9 5.30 5.79 5.545 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.2)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.26 0.64 0.45 2 
2 0.64 1.02 0.83 3 
3 1.02 1.40 1.21 2 
4 1.40 1.78 1.59 11 
5 1.78 2.16 1.97 15 
6 2.16 2.54 2.35 5 
7 2.54 2.92 2.73 2 
8 2.92 3.30 3.11 4 
9 3.30 3.68 3.49 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.3)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.43 0.70 0.565 1 
2 0.70 0.97 0.835 5 
3 0.97 1.24 1.105 7 
4 1.24 1.51 1.375 5 
5 1.51 1.78 1.645 8 
6 1.78 2.05 1.915 6 
7 2.05 2.32 2.185 11 
8 2.32 2.59 2.455 4 
9 2.59 2.86 2.725 0 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.4)


























Bound Mean Value Frequency 
1 0.84 1.00 0.92 1 
2 1.00 1.16 1.08 5 
3 1.16 1.32 1.24 5 
4 1.32 1.48 1.4 8 
5 1.48 1.64 1.56 3 
6 1.64 1.80 1.72 6 
7 1.80 1.96 1.88 7 
8 1.96 2.12 2.04 6 
9 2.12 2.28 2.2 5 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.5)


























Bound Mean Value Frequency 
1 0.92 1.03 0.975 3 
2 1.03 1.14 1.085 3 
3 1.14 1.25 1.195 6 
4 1.25 1.36 1.305 3 
5 1.36 1.47 1.415 5 
6 1.47 1.58 1.525 10 
7 1.58 1.69 1.635 6 
8 1.69 1.80 1.745 5 
9 1.80 1.91 1.855 4 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.6)


























Bound Mean Value Frequency 
1 0.65 0.76 0.705 2 
2 0.76 0.87 0.815 0 
3 0.87 0.98 0.925 5 
4 0.98 1.09 1.035 6 
5 1.09 1.20 1.145 5 
6 1.20 1.31 1.255 7 
7 1.31 1.42 1.365 7 
8 1.42 1.53 1.475 9 
9 1.53 1.64 1.585 6 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.7)


























Bound Mean Value Frequency 
1 0.71 0.80 0.755 1 
2 0.80 0.89 0.845 4 
3 0.89 0.98 0.935 4 
4 0.98 1.07 1.025 6 
5 1.07 1.16 1.115 7 
6 1.16 1.25 1.205 10 
7 1.25 1.34 1.295 7 
8 1.34 1.43 1.385 5 
9 1.43 1.52 1.475 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.8)


























Bound Mean Value Frequency 
1 0.70 0.77 0.735 3 
2 0.77 0.84 0.805 5 
3 0.84 0.91 0.875 2 
4 0.91 0.98 0.945 4 
5 0.98 1.05 1.015 6 
6 1.05 1.12 1.085 9 
7 1.12 1.19 1.155 6 
8 1.19 1.26 1.225 3 
9 1.26 1.33 1.295 8 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(5 Robots, Speed Ratio: 0.9)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.86 2.70 2.28 1 
2 2.70 3.54 3.12 5 
3 3.54 4.38 3.96 2 
4 4.38 5.22 4.8 10 
5 5.22 6.06 5.64 7 
6 6.06 6.90 6.48 11 
7 6.90 7.74 7.32 5 
8 7.74 8.58 8.16 4 
9 8.58 9.42 9 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.1)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.93 2.34 2.135 4 
2 2.34 2.75 2.545 10 
3 2.75 3.16 2.955 5 
4 3.16 3.57 3.365 11 
5 3.57 3.98 3.775 5 
6 3.98 4.39 4.185 6 
7 4.39 4.80 4.595 4 
8 4.80 5.21 5.005 1 
9 5.21 5.62 5.415 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.2)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.69 1.05 0.87 3 
2 1.05 1.41 1.23 3 
3 1.41 1.77 1.59 7 
4 1.77 2.13 1.95 6 
5 2.13 2.49 2.31 8 
6 2.49 2.85 2.67 9 
7 2.85 3.21 3.03 3 
8 3.21 3.57 3.39 7 
9 3.57 3.93 3.75 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.3)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.86 1.07 0.965 3 
2 1.07 1.28 1.175 1 
3 1.28 1.49 1.385 3 
4 1.49 1.70 1.595 6 
5 1.70 1.91 1.805 10 
6 1.91 2.12 2.015 8 
7 2.12 2.33 2.225 4 
8 2.33 2.54 2.435 6 
9 2.54 2.75 2.645 6 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.4)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.01 1.19 1.1 3 
2 1.19 1.37 1.28 9 
3 1.37 1.55 1.46 6 
4 1.55 1.73 1.64 9 
5 1.73 1.91 1.82 6 
6 1.91 2.09 2 6 
7 2.09 2.27 2.18 8 
8 2.27 2.45 2.36 1 
9 2.45 2.63 2.54 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.5)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.73 0.88 0.805 3 
2 0.88 1.03 0.955 1 
3 1.03 1.18 1.105 2 
4 1.18 1.33 1.255 9 
5 1.33 1.48 1.405 4 
6 1.48 1.63 1.555 7 
7 1.63 1.78 1.705 13 
8 1.78 1.93 1.855 9 
9 1.93 2.08 2.005 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.6)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.58 0.71 0.645 1 
2 0.71 0.84 0.775 1 
3 0.84 0.97 0.905 4 
4 0.97 1.10 1.035 2 
5 1.10 1.23 1.165 7 
6 1.23 1.36 1.295 12 
7 1.36 1.49 1.425 15 
8 1.49 1.62 1.555 6 
9 1.62 1.75 1.685 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.7)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.77 0.86 0.815 2 
2 0.86 0.95 0.905 3 
3 0.95 1.04 0.995 4 
4 1.04 1.13 1.085 8 
5 1.13 1.22 1.175 9 
6 1.22 1.31 1.265 13 
7 1.31 1.40 1.355 5 
8 1.40 1.49 1.445 5 
9 1.49 1.58 1.535 0 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.8)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.79 0.87 0.83 2 
2 0.87 0.95 0.91 5 
3 0.95 1.03 0.99 11 
4 1.03 1.11 1.07 7 
5 1.11 1.19 1.15 13 
6 1.19 1.27 1.23 3 
7 1.27 1.35 1.31 7 
8 1.35 1.43 1.39 1 
9 1.43 1.51 1.47 0 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(6 Robots, Speed Ratio: 0.9)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.72 2.52 2.12 1 
2 2.52 3.32 2.92 3 
3 3.32 4.12 3.72 3 
4 4.12 4.92 4.52 2 
5 4.92 5.72 5.32 10 
6 5.72 6.52 6.12 8 
7 6.52 7.32 6.92 10 
8 7.32 8.12 7.72 5 
9 8.12 8.92 8.52 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.1)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.38 1.89 1.635 1 
2 1.89 2.40 2.145 6 
3 2.40 2.91 2.655 10 
4 2.91 3.42 3.165 6 
5 3.42 3.93 3.675 9 
6 3.93 4.44 4.185 5 
7 4.44 4.95 4.695 5 
8 4.95 5.46 5.205 6 
9 5.46 5.97 5.715 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 
No. TimeSteps P.I. 
1 271 1.96802 
2 113 4.719764 
3 145 3.678161 
4 373 1.429848 
5 166 3.212851 
6 144 3.703704 
7 108 4.938272 
8 124 4.301075 
9 112 4.761905 
10 185 2.882883 
11 211 2.527646 
12 156 3.418803 
13 266 2.005013 
14 124 4.301075 
15 241 2.213001 
16 143 3.729604 
17 101 5.280528 
18 118 4.519774 
19 211 2.527646 
20 116 4.597701 
21 99 5.387205 
22 139 3.83693 
23 99 5.387205 
24 149 3.579418 
25 150 3.555556 
26 196 2.721088 
27 106 5.031447 
28 189 2.821869 
29 201 2.6534 
30 121 4.407713 
31 178 2.996255 
32 105 5.079365 
33 174 3.065134 
34 97 5.498282 
35 129 4.134367 
36 169 3.155819 
37 155 3.44086 
38 151 3.532009 
39 83 6.425703 
40 195 2.735043 
41 263 2.027883 
42 201 2.6534 
43 148 3.603604 
44 266 2.005013 
45 220 2.424242 
46 187 2.85205 
47 235 2.269504 
48 101 5.280528 
49 183 2.91439 
50 135 3.950617 
Mean 3.60286346 
Std Dev 1.15233018 





Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.2)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.77 1.12 0.95 1 
2 1.12 1.47 1.295 1 
3 1.47 1.82 1.645 6 
4 1.82 2.17 1.995 3 
5 2.17 2.52 2.345 14 
6 2.52 2.87 2.695 8 
7 2.87 3.22 3.045 11 
8 3.22 3.57 3.395 3 
9 3.57 3.92 3.745 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.3)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.68 0.92 0.8 1 
2 0.92 1.16 1.04 4 
3 1.16 1.40 1.28 5 
4 1.40 1.64 1.52 3 
5 1.64 1.88 1.76 3 
6 1.88 2.12 2 3 
7 2.12 2.36 2.24 14 
8 2.36 2.60 2.48 3 
9 2.60 2.84 2.72 6 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.4)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.11 1.24 1.175 2 
2 1.24 1.37 1.305 7 
3 1.37 1.50 1.435 4 
4 1.50 1.63 1.565 7 
5 1.63 1.76 1.695 7 
6 1.76 1.89 1.825 6 
7 1.89 2.02 1.955 2 
8 2.02 2.15 2.085 7 
9 2.15 2.28 2.215 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.5)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.76 0.90 0.83 3 
2 0.90 1.04 0.97 4 
3 1.04 1.18 1.11 5 
4 1.18 1.32 1.25 4 
5 1.32 1.46 1.39 2 
6 1.46 1.60 1.53 11 
7 1.60 1.74 1.67 12 
8 1.74 1.88 1.81 6 
9 1.88 2.02 1.95 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.6)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.87 0.95 0.91 4 
2 0.95 1.03 0.99 6 
3 1.03 1.11 1.07 2 
4 1.11 1.19 1.15 9 
5 1.19 1.27 1.23 6 
6 1.27 1.35 1.31 12 
7 1.35 1.43 1.39 2 
8 1.43 1.51 1.47 4 
9 1.51 1.59 1.55 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.7)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.55 0.64 0.595 2 
2 0.64 0.73 0.685 1 
3 0.73 0.82 0.775 0 
4 0.82 0.91 0.865 5 
5 0.91 1.00 0.955 3 
6 1.00 1.09 1.045 10 
7 1.09 1.18 1.135 9 
8 1.18 1.27 1.225 9 
9 1.27 1.36 1.315 7 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.8)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.75 0.83 0.79 4 
2 0.83 0.91 0.87 6 
3 0.91 0.99 0.95 6 
4 0.99 1.07 1.03 6 
5 1.07 1.15 1.11 11 
6 1.15 1.23 1.19 8 
7 1.23 1.31 1.27 4 
8 1.31 1.39 1.35 2 
9 1.39 1.47 1.43 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(7 Robots, Speed Ratio: 0.9)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 2.75 3.72 3.24 2 
2 3.72 4.69 4.205 7 
3 4.69 5.66 5.175 12 
4 5.66 6.63 6.145 9 
5 6.63 7.60 7.115 11 
6 7.60 8.57 8.085 2 
7 8.57 9.54 9.055 3 
8 9.54 10.51 10.025 2 
9 10.51 11.48 10.995 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.1)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.47 1.99 1.73 1 
2 1.99 2.51 2.25 5 
3 2.51 3.03 2.77 10 
4 3.03 3.55 3.29 5 
5 3.55 4.07 3.81 14 
6 4.07 4.59 4.33 8 
7 4.59 5.11 4.85 3 
8 5.11 5.63 5.37 1 
9 5.63 6.15 5.89 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.2)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.88 1.17 1.03 1 
2 1.17 1.46 1.315 0 
3 1.46 1.75 1.605 1 
4 1.75 2.04 1.895 9 
5 2.04 2.33 2.185 9 
6 2.33 2.62 2.475 6 
7 2.62 2.91 2.765 6 
8 2.91 3.20 3.055 7 
9 3.20 3.49 3.345 7 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.3)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.80 1.00 0.9 1 
2 1.00 1.20 1.1 2 
3 1.20 1.40 1.3 2 
4 1.40 1.60 1.5 1 
5 1.60 1.80 1.7 8 
6 1.80 2.00 1.9 6 
7 2.00 2.20 2.1 6 
8 2.20 2.40 2.3 12 
9 2.40 2.60 2.5 6 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.4)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.86 1.04 0.95 2 
2 1.04 1.22 1.13 2 
3 1.22 1.40 1.31 7 
4 1.40 1.58 1.49 9 
5 1.58 1.76 1.67 8 
6 1.76 1.94 1.85 10 
7 1.94 2.12 2.03 5 
8 2.12 2.30 2.21 4 
9 2.30 2.48 2.39 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.5)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.92 1.03 0.975 4 
2 1.03 1.14 1.085 2 
3 1.14 1.25 1.195 11 
4 1.25 1.36 1.305 10 
5 1.36 1.47 1.415 2 
6 1.47 1.58 1.525 6 
7 1.58 1.69 1.635 6 
8 1.69 1.80 1.745 5 
9 1.80 1.91 1.855 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.6)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.88 0.97 0.925 5 
2 0.97 1.06 1.015 3 
3 1.06 1.15 1.105 8 
4 1.15 1.24 1.195 6 
5 1.24 1.33 1.285 8 
6 1.33 1.42 1.375 5 
7 1.42 1.51 1.465 5 
8 1.51 1.60 1.555 5 
9 1.60 1.69 1.645 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.7)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.73 0.82 0.775 1 
2 0.82 0.91 0.865 1 
3 0.91 1.00 0.955 14 
4 1.00 1.09 1.045 8 
5 1.09 1.18 1.135 9 
6 1.18 1.27 1.225 7 
7 1.27 1.36 1.315 6 
8 1.36 1.45 1.405 2 
9 1.45 1.54 1.495 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.8)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.68 0.74 0.71 1 
2 0.74 0.80 0.77 1 
3 0.80 0.86 0.83 2 
4 0.86 0.92 0.89 4 
5 0.92 0.98 0.95 9 
6 0.98 1.04 1.01 13 
7 1.04 1.10 1.07 8 
8 1.10 1.16 1.13 7 
9 1.16 1.22 1.19 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(8 Robots, Speed Ratio: 0.9)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 2.78 3.57 3.18 1 
2 3.57 4.36 3.965 5 
3 4.36 5.15 4.755 4 
4 5.15 5.94 5.545 9 
5 5.94 6.73 6.335 9 
6 6.73 7.52 7.125 11 
7 7.52 8.31 7.915 3 
8 8.31 9.10 8.705 4 
9 9.10 9.89 9.495 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.1)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.71 2.06 1.885 2 
2 2.06 2.41 2.235 3 
3 2.41 2.76 2.585 5 
4 2.76 3.11 2.935 10 
5 3.11 3.46 3.285 7 
6 3.46 3.81 3.635 9 
7 3.81 4.16 3.985 4 
8 4.16 4.51 4.335 3 
9 4.51 4.86 4.685 4 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.2)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.35 1.62 1.49 3 
2 1.62 1.89 1.755 6 
3 1.89 2.16 2.025 6 
4 2.16 2.43 2.295 9 
5 2.43 2.70 2.565 9 
6 2.70 2.97 2.835 4 
7 2.97 3.24 3.105 3 
8 3.24 3.51 3.375 4 
9 3.51 3.78 3.645 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.3)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.87 1.09 0.98 2 
2 1.09 1.31 1.2 1 
3 1.31 1.53 1.42 3 
4 1.53 1.75 1.64 5 
5 1.75 1.97 1.86 10 
6 1.97 2.19 2.08 8 
7 2.19 2.41 2.3 8 
8 2.41 2.63 2.52 6 
9 2.63 2.85 2.74 6 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.4)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.82 0.97 0.895 2 
2 0.97 1.12 1.045 1 
3 1.12 1.27 1.195 6 
4 1.27 1.42 1.345 9 
5 1.42 1.57 1.495 7 
6 1.57 1.72 1.645 4 
7 1.72 1.87 1.795 9 
8 1.87 2.02 1.945 8 
9 2.02 2.17 2.095 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.5)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.72 0.84 0.78 2 
2 0.84 0.96 0.9 0 
3 0.96 1.08 1.02 3 
4 1.08 1.20 1.14 6 
5 1.20 1.32 1.26 4 
6 1.32 1.44 1.38 7 
7 1.44 1.56 1.5 9 
8 1.56 1.68 1.62 11 
9 1.68 1.80 1.74 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.6)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.61 0.72 0.665 1 
2 0.72 0.83 0.775 3 
3 0.83 0.94 0.885 0 
4 0.94 1.05 0.995 4 
5 1.05 1.16 1.105 10 
6 1.16 1.27 1.215 5 
7 1.27 1.38 1.325 8 
8 1.38 1.49 1.435 11 
9 1.49 1.60 1.545 5 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.7)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.54 0.65 0.595 4 
2 0.65 0.76 0.705 0 
3 0.76 0.87 0.815 2 
4 0.87 0.98 0.925 10 
5 0.98 1.09 1.035 12 
6 1.09 1.20 1.145 8 
7 1.20 1.31 1.255 7 
8 1.31 1.42 1.365 4 
9 1.42 1.53 1.475 0 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.8)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.52 0.60 0.56 2 
2 0.60 0.68 0.64 4 
3 0.68 0.76 0.72 4 
4 0.76 0.84 0.8 6 
5 0.84 0.92 0.88 6 
6 0.92 1.00 0.96 8 
7 1.00 1.08 1.04 9 
8 1.08 1.16 1.12 7 
9 1.16 1.24 1.2 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(9 Robots, Speed Ratio: 0.9)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 3.28 3.91 3.60 4 
2 3.91 4.54 4.225 4 
3 4.54 5.17 4.855 8 
4 5.17 5.80 5.485 7 
5 5.80 6.43 6.115 5 
6 6.43 7.06 6.745 5 
7 7.06 7.69 7.375 2 
8 7.69 8.32 8.005 6 
9 8.32 8.95 8.635 5 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.1)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.96 1.43 1.195 1 
2 1.43 1.90 1.665 2 
3 1.90 2.37 2.135 2 
4 2.37 2.84 2.605 4 
5 2.84 3.31 3.075 12 
6 3.31 3.78 3.545 10 
7 3.78 4.25 4.015 8 
8 4.25 4.72 4.485 5 
9 4.72 5.19 4.955 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.2)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 1.20 1.49 1.35 4 
2 1.49 1.78 1.635 2 
3 1.78 2.07 1.925 5 
4 2.07 2.36 2.215 3 
5 2.36 2.65 2.505 11 
6 2.65 2.94 2.795 9 
7 2.94 3.23 3.085 6 
8 3.23 3.52 3.375 7 
9 3.52 3.81 3.665 2 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.3)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.50 0.77 0.635 1 
2 0.77 1.04 0.905 3 
3 1.04 1.31 1.175 2 
4 1.31 1.58 1.445 4 
5 1.58 1.85 1.715 7 
6 1.85 2.12 1.985 14 
7 2.12 2.39 2.255 8 
8 2.39 2.66 2.525 6 
9 2.66 2.93 2.795 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.4)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.91 1.06 0.985 3 
2 1.06 1.21 1.135 3 
3 1.21 1.36 1.285 10 
4 1.36 1.51 1.435 7 
5 1.51 1.66 1.585 5 
6 1.66 1.81 1.735 7 
7 1.81 1.96 1.885 3 
8 1.96 2.11 2.035 6 
9 2.11 2.26 2.185 4 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.5)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.58 0.74 0.66 2 
2 0.74 0.90 0.82 1 
3 0.90 1.06 0.98 9 
4 1.06 1.22 1.14 6 
5 1.22 1.38 1.3 8 
6 1.38 1.54 1.46 13 
7 1.54 1.70 1.62 7 
8 1.70 1.86 1.78 2 
9 1.86 2.02 1.94 1 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.6)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.26 0.40 0.33 2 
2 0.40 0.54 0.47 0 
3 0.54 0.68 0.61 1 
4 0.68 0.82 0.75 3 
5 0.82 0.96 0.89 8 
6 0.96 1.10 1.03 12 
7 1.10 1.24 1.17 11 
8 1.24 1.38 1.31 6 
9 1.38 1.52 1.45 3 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.7)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.29 0.41 0.35 1 
2 0.41 0.53 0.47 0 
3 0.53 0.65 0.59 4 
4 0.65 0.77 0.71 5 
5 0.77 0.89 0.83 4 
6 0.89 1.01 0.95 11 
7 1.01 1.13 1.07 6 
8 1.13 1.25 1.19 12 
9 1.25 1.37 1.31 6 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.8)






















Category Lower Bound 
Upper 
Bound Mean Value Frequency 
1 0.32 0.44 0.38 1 
2 0.44 0.56 0.5 0 
3 0.56 0.68 0.62 6 
4 0.68 0.80 0.74 9 
5 0.80 0.92 0.86 13 
6 0.92 1.04 0.98 10 
7 1.04 1.16 1.1 10 
8 1.16 1.28 1.22 0 
9 1.28 1.40 1.34 0 






P.I. is the non-dimensional performance index. 
TimeSteps is the number of time steps the robots 
spent to encircle the target. 
Category Length = (Max P.I. – Min P.I.) / Number of 
Categories 
 



























































Frequency Distribution of P.I.
(10 Robots, Speed Ratio: 0.9)




























Note: P.I. is the non-dimensional performance index.
Speed Ratio: 0.2 
No. Time Taken (s) P.I. 
1 40 4.00 
2 100 1.60 
3 210 0.76 
4 72 2.22 
5 93 1.72 
6 153 1.05 
7 32 5.00 
8 120 1.33 
9 72 2.22 
10 170 0.94 
Mean 2.08 
Mean (Simulation) 2.14 
Std Dev (Simulation) 1.22 
 
Speed Ratio: 0.3 
No. Time Taken (s) P.I. 
1 104 1.54 
2 72 2.22 
3 75 2.13 
4 103 1.55 
5 69 2.32 
6 78 2.05 
7 90 1.78 
8 89 1.80 
9 80 2.00 
10 74 2.16 
Mean 1.96 
Mean (Simulation) 1.44 
Std Dev (Simulation) 0.93 
 
Speed Ratio: 0.4 
No. Time Taken (s) P.I. 
1 189 0.85 
2 236 0.68 
3 53 3.02 
4 187 0.86 
5 88 1.82 
6 90 1.78 
7 68 2.35 
8 109 1.47 
9 66 2.42 
10 90 1.78 
Mean 1.70 
Mean (Simulation) 1.51 
Std Dev (Simulation) 0.83 
 
Speed Ratio: 0.2 
No. Time Taken (s) P.I. 
1 29 5.52 
2 53 3.02 
3 35 4.57 
4 88 1.82 
5 100 1.60 
6 25 6.40 
7 29 5.52 
8 41 3.90 
9 58 2.76 
10 64 2.50 
Mean 3.76 
Mean (Simulation) 3.18 
Std Dev (Simulation) 1.32 
 
Speed Ratio: 0.3 
No. Time Taken (s) P.I. 
1 65 2.46 
2 80 2.00 
3 92 1.74 
4 67 2.39 
5 75 2.13 
6 83 1.93 
7 66 2.42 
8 53 3.02 
9 103 1.55 
10 64 2.50 
Mean 2.21 
Mean (Simulation) 2.10 
Std Dev (Simulation) 0.88 
 
Speed Ratio: 0.4 
No. Time Taken (s) P.I. 
1 84 1.90 
2 65 2.46 
3 60 2.67 
4 73 2.19 
5 61 2.62 
6 69 2.32 
7 113 1.42 
8 92 1.74 
9 72 2.22 
10 117 1.37 
Mean 2.09 
Mean (Simulation) 1.75 

















Note: P.I. is the non-dimensional performance index. 
 
 
Speed Ratio: 0.2 
No. Time Taken (s) P.I. 
1 25 6.40 
2 39 4.10 
3 33 4.85 
4 60 2.67 
5 69 2.32 
6 46 3.48 
7 93 1.72 
8 43 3.72 
9 73 2.19 
10 44 3.64 
Mean 3.51 
Mean (Simulation) 3.51 
Std Dev (Simulation) 0.97 
 
Speed Ratio: 0.3 
No. Time Taken (s) P.I. 
1 65 2.46 
2 62 2.58 
3 60 2.67 
4 95 1.68 
5 77 2.08 
6 63 2.54 
7 80 2.00 
8 51 3.14 
9 41 3.90 
10 59 2.71 
Mean 2.58 
Mean (Simulation) 2.41 
Std Dev (Simulation) 0.84 
 
Speed Ratio: 0.4 
No. Time Taken (s) P.I. 
1 76 2.11 
2 63 2.54 
3 96 1.67 
4 65 2.46 
5 58 2.76 
6 81 1.98 
7 62 2.58 
8 110 1.45 
9 113 1.42 
10 124 1.29 
Mean 2.02 
Mean (Simulation) 2.01 
Std Dev (Simulation) 0.51 
 
Speed Ratio: 0.2 
No. Time Taken (s) P.I. 
1 51 3.14 
2 30 5.33 
3 37 4.32 
4 43 3.72 
5 34 4.71 
6 40 4.00 
7 51 3.14 
8 44 3.64 
9 53 3.02 
10 61 2.62 
Mean 3.76 
Mean (Simulation) 3.60 
Std Dev (Simulation) 1.15 
 
Speed Ratio: 0.3 
No. Time Taken (s) P.I. 
1 40 4.00 
2 88 1.82 
3 65 2.46 
4 80 2.00 
5 62 2.58 
6 76 2.11 
7 58 2.76 
8 74 2.16 
9 44 3.64 
10 72 2.22 
Mean 2.57 
Mean (Simulation) 2.58 
Std Dev (Simulation) 0.69 
 
Speed Ratio: 0.4 
No. Time Taken (s) P.I. 
1 55 2.91 
2 93 1.72 
3 73 2.19 
4 64 2.50 
5 77 2.08 
6 90 1.78 
7 57 2.81 
8 123 1.30 
9 80 2.00 
10 74 2.16 
Mean 2.14 
Mean (Simulation) 2.11 
Std Dev (Simulation) 0.65 
 
