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Capítulo I 
1 Introducción 
 
1.1 Planteamiento del problema 
 
El servicio de energía eléctrica en Colombia está dividido en los procesos de 
generación, transmisión, distribución y comercialización. Cada una de estos 
procesos tiene los siguientes propósitos:  
a) La generación corresponde a la producción de energía eléctrica a partir de 
agua, aire, sol o combustibles mediante un proceso de transformación que 
se realiza en centrales hidráulicas eólicas o térmicas, de acuerdo con el 
recurso que se utilice para la generación de la energía. 
b) La transmisión se encarga del transporte de energía desde las centrales de 
generación hasta los grandes centros de consumo a niveles de tensión 
entre 220kV  y 500kV, generalmente se denomina Sistema de Transmisión 
Nacional (STN). 
c) La distribución comprende el transporte de energía hasta los usuarios 
finales a niveles de tensión inferiores a 220 kV. 
d) La comercialización hace referencia a la compra de energía en el Mercado 
de Energía Mayorista (MEM) para venderla a otras empresas del sector o a 
los usuarios finales. Implica actividades como lectura de medidores, 
facturación del servicio y en general todas las relacionadas con la atención 
a los ciudadanos.  
En Colombia las empresas del sector eléctrico realizan uno o varios procesos así:  
 
1. Generador.  
2. Generador-comercializador.  
3. Transportador.  
4. Distribuidor u Operador de Red (OR).  
5. Comercializador – Distribuidor (CD). 
6. Comercializador.  
7. Generador - transportador - distribuidor - comercializador.  
 
En la empresa Centrales Eléctricas de Nariño CEDENAR se desarrollan los 
procesos de generación, distribución y comercialización de energía eléctrica. 
“La regulación actual permite que los generadores y transportadores no enfrenten 
riesgos con relación a las pérdidas de energía eléctrica, ya que al generador se le 
paga el total de energía entregada al sistema, y al transportador se le reconoce la 
totalidad de energía transportada independientemente de su facturación y 
recaudo”, [18]. 
El comercializador es el responsable de las compras de energía en el MEM, de la 
facturación y del recaudo a los usuarios finales, actividades en las que se presenta 
la mayor parte de las pérdidas no técnicas ocurridas en el sistema.  
 
El Distribuidor u Operador de Red, es el responsable de la inversión, expansión, 
operación y el mantenimiento de los sistemas de distribución, lo cual hace que 
pueda señalar las pérdidas técnicas y parte de las pérdidas no técnicas del 
sistema.  
 
En los usuarios finales, se distinguen los grandes usuarios (usuarios no regulados) 
y pequeños usuarios (usuarios regulados).  “Vale la pena anotar que la mayor 
parte de las pérdidas no técnicas son ocasionadas por acciones de algunos 
usuarios, regulados o no regulados, como fraude en los medidores o conexiones 
ilegales, [18]. 
 
1.1.1 Medición de las pérdidas de energía eléctrica 
 
El suministro de energía eléctrica al usuario final es el resultado de un proceso de 
producción, transporte y venta. La producción de la energía es labor de las 
empresas de generación. Para llevar la energía producida hasta los diferentes 
puntos de consumo se utilizan la red de transmisión, de la que posteriormente se 
derivan ramales más pequeños, que componen la red de distribución, y allí es 
donde se transforma la energía a los niveles adecuados para la comercialización o 
venta de la energía necesaria para el uso de los electrodomésticos, maquinarias 
de producción industrial o iluminación.  
 
1.1.2 Pérdidas comerciales 
 
Son las pérdidas que se pueden visualizar desde los estados financieros de la 
empresa, pues representan la diferencia entre la energía comprada y la energía 
vendida por el comercializador, [1]. 
                      
            
       
   
 
1.1.3 Pérdidas de red 
 
El índice de pérdidas de red mide las pérdidas de energía inmersas en el sistema 
de distribución del operador de red, teniendo en cuenta la energía de entrada y las 
salidas del sistema. Todos los datos anteriores a partir de las medidas físicas 
instaladas en la frontera del operador de red y los medidores de los usuarios 
finales, [1]. 
                 
              
       
   
Las pérdidas de energía eléctrica en la red se clasifican en dos categorías en 
función de su naturaleza: 
 
1. Pérdidas Técnicas, se presentan principalmente por el calentamiento que 
se produce al pasar la energía eléctrica a través de las líneas de transporte 
y de transformadores.  Estas pérdidas son inherentes a la prestación del 
servicio, se reconocen en su totalidad como un componente del costo del 
servicio. 
 
2. Pérdidas No Técnicas asociadas con ineficiencias administrativas y 
comerciales como facturación y gestión deficientes, o por prácticas de los 
usuarios como fraude o conexiones ilegales. Son perdidas del sistema ya 
que, en este caso no se registra la energía para efectos de facturación a 
usuarios finales. 
 
Los Distribuidores u Operadores de Red,  tienen capacidad de gestión sobre las 
pérdidas técnicas, ya que son los encargados de la planeación y operación del 
sistema. Igualmente pueden gestionar parte de las pérdidas no técnicas asociadas 
con conexiones ilegales, mientras que los comercializadores pueden gestionar la 
reducción de pérdidas no técnicas asociadas con la gestión comercial, facturación, 
etc. 
 
1.1.3.1 Pérdidas de distribución 
 
Mediante la Resolución CREG 099 de 1997 se determinaron los principios 
generales y la metodología para el establecimiento de cargos de distribución, 
reconociendo el mismo nivel de pérdidas para todos los Distribuidores u 
Operadores de Red. La Resolución CREG 082 de 2002  estableció niveles de 
pérdidas para cada empresa en función de la composición de su mercado 
(urbano-rural). Posteriormente, la Resolución CREG 097 de 2008 definió la 
utilización de pérdidas para cada empresa estimadas a partir de simulaciones del 
sistema de cada Distribuidor u Operador de Red. La Resolución  CREG 172 DE 
2011, donde se establece los planes de reducción de pérdidas no técnicas en los 
sistemas de distribución local. 
 
El valor correspondiente a las pérdidas reconocidas a cada Distribuidor u 
Operador de Red, se incluye en el cargo por uso de los sistemas de distribución, 
por lo cual el comercializador dentro de la tarifa recauda el valor de las pérdidas 
reconocidas y lo transfiere al Distribuidor u Operador de Red, [18]. 
 
1.1.3.2 Pérdidas de comercialización 
 
Se consideran pérdidas Comerciales  o no técnicas a la diferencia entre las 
pérdidas totales de un sistema eléctrico de distribución y las pérdidas técnicas 
medidas. Ello representa para la empresa prestadora del servicio público una 
pérdida económica.  
 
Según el origen puede clasificarse en: 
 
1. Por robo o hurto: comprende a la energía que es apropiada 
ilegalmente de las redes por usuarios que no tienen sistemas de 
medición (conexiones clandestinas o “colgados”). 
2. Por fraude: corresponde a aquellos usuarios que manipulan los equipos 
de medición para que registren consumos inferiores a los reales. 
3. Por administración: corresponde a energía no registrada por la gestión 
administrativa de la empresa (errores de medición, errores en los 
procesos administrativos, falta de registro adecuada, obsolescencia de 
medidores, errores en los registros de censos de instalaciones de 
alumbrado público). 
Algunas acciones realizadas por las empresas para reducir las pérdidas son: 
 
Abordaje al hurto y fraude: Implementación de incentivos económicos al 
personal que trabaja en el área de fraudes porque se exponen a mayor 
riesgo personal (agresiones, amenazas, etc.) 
 
En general puede afirmarse que las empresas han abordado un proceso de 
acercamiento a las comunidades, y autoridades locales con el objeto de 
concienciar a la población sobre el uso racional y eficiente de la energía.  
 
Últimamente se han desarrollado campañas educativas, muy generales. 
 
Las prácticas generalizadas, es decir que se llevan a cabo en una u otra 
empresa, se detallan a continuación: 
 
• Modernos Sistemas de Gestión Comercial. 
• Actualización de la base de datos de facturación. 
• Incorporación paulatina de usuarios a la transacción comercial. 
• Procedimiento de hurto y fraude. 
• Construcción de redes de distribución menos vulnerables a la 
intervención no autorizada. 
• Cambio de medidores obsoletos. 
• Cambios de medidor con funcionamiento deficiente, estimación de 
consumos. 
• Normalización de situaciones comprobadas de hurtos. 
• Inspecciones a usuarios con antecedentes de fraude. 
• Revisión de consumos no estándar o inconsistentes. 
• Revisión de consumos (seguimiento de la evolución histórica). 
• Revisión de servicios suspendidos. 
• Retiro de acometidas en servicios cortados. 
• Normalización de barrios. 
• Inspecciones por rubros. 
• Inspecciones por zonas. 
• Determinación de pérdidas por área. 
• Inspecciones periódica en puestos de medición en grandes usuarios. 
 
En Colombia se muestra la evolución de las pérdidas consolidadas del sistema de 
distribución en 22 empresas de energía. Tabla 1. 
EMPRESA 
(%) PERDIDAS 
COMERCIALES 2009 
(%) PERDIDAS 
COMERCIALES 2010 
ELECTROCAQUETA 17,8 17,9 
ELECTROHUILA 17,3 16,9 
DISPAC 24,9 22,1 
EDEQ 14,0 13,7 
EEP 21,3 18,5 
CEDENAR 29,9 31,2 
CENS 15,9 14,8 
CÍA. ENERGÉTICA DE OCCIDENTE 38,9 39,2 
CETSA 11,4 11,5 
CHEC 20,6 18,8 
CODENSA 12,5 12,4 
CARIBE 19,0 18,0 
EBSA 17,2 16,4 
EMCALI 16,6 19,3 
ENERTOLIMA 20,9 18,4 
EPM 13,5 13,7 
EMSA 18,9 18 
EPSA 14,2 11 
ENERCA 29,2 25,9 
EEC 20,6 19,6 
ESSA 22,9 22,7 
TOTAL 19,84 19,04 
Tabla 1. Pérdidas consolidadas  (Unidad de Planeación Minero Energética, 
2010) 
 
La Resolución CREG 031 de 1997 definió la fórmula para establecer el Costo 
Unitario de Prestación del Servicio (CU) a usuarios regulados finales. Así mismo, 
estableció el procedimiento para trasladar a éstos los costos asociados con las 
pérdidas de energía reconocidas del transporte (transmisión y distribución) y 
comercialización de energía. El costo de las pérdidas consideradas eficientes se 
imputaba explícitamente a los cargos de generación y transmisión tal, como se 
muestra en la siguiente fórmula: 
     
   
    
        
donde:  
 
CU: costo unitario de prestación del servicio ($/kWh).  
G: costo de compra de energía del comercializador ($/kWh).  
T: costo por uso del STN ($/kWh).  
PR: porcentaje de pérdidas reconocidas (%).  
D: costo por uso de sistemas de distribución ($/kWh).  
C: margen de comercialización ($/kWh).  
O: otros costos en el sistema ($/kWh). 
El componente D de la anterior fórmula incluía implícitamente el factor de pérdidas 
reconocidas por el regulador para esta actividad.  
 
Además se definió una senda decreciente de pérdidas reconocidas para cada 
mercado de comercialización, mediante la cual se buscaba dar señal es de 
eficiencia a los agentes, lo que originó un ingreso adicional a los agentes que 
alcanzaron pérdidas inferiores a las reconocidas o, en caso contrario, un costo 
adicional.  
 
Esta Resolución permitió que en un mismo mercado de comercialización 
participaran diferentes comercializadores, y estableció que el CD fuera 
responsable de cubrir el costo asociado a la diferencia entre el valor de la compra 
y transporte de la energía que entraba a su sistema, y el valor recaudado por su 
venta. Esto hizo que el CD asumiera los riesgos asociados con las pérdidas no 
reconocidas en su mercado de comercialización, mientras que los 
comercializadores puros no enfrentaban riesgos por esta situación.  
 
A partir de enero de 2008 entró en vigencia la Resolución CREG 119 de 2007, que 
establece un cargo por uso, conformado por un componente fijo y uno variable de 
la siguiente forma: 
                  
      . 
donde:  
 
CUν: componente variable del CU ($/kWh).  
G: costo de compra de energía del comercializador ($/kWh).  
T: costo por uso del STN ($/kWh).  
D: costo por uso de sistemas de distribución ($/kWh).  
Cν: margen de comercialización, incluye costos variables de comercialización 
($/ kWh).  
PR: costo de compra, transporte y reducción de pérdidas en el mercado 
($/kWh).  
R: costo de restricciones y de servicios asociados con generación ($/kWh).  
CUf : componente fijo del CU ($/factura).  
Cf : costo base de comercialización para el mercado de comercialización 
($/factura). 
 
En relación con las pérdidas de energía, esta resolución hace explícito el pago que 
deben hacer los usuarios finales para cubrir las pérdidas concernientes a la 
generación y transporte de la energía, y traslada a los usuarios los costos 
asociados con los planes de reducción y mantenimiento de pérdidas, 
introduciendo la variable PR en la fórmula del CU.  
 
El costo del programa de reducción de pérdidas se incluye como uno de los 
componentes del factor PR de la siguiente manera: 
   
              
              
 
     
     
 
     
 
  
donde:  
G: costos de compra de energía del comercializador minorista en el mercado.  
IPR: fracción de las pérdidas eficientes reconocidas para el mercado.  
IPRSTN: fracción de la demanda del comercializador que corresponde a las 
pérdidas del STN.  
T: costo por uso del STN ($/kWh).  
CPROG: costo anual asignado al comercializador del programa de reducción de 
pérdidas.  
V: ventas totales a usuarios finales, regulados y no regulados. 
 
El primer término de la anterior ecuación está asociado con las pérdidas de la 
generación, y el segundo término con las pérdidas de la transmisión. El CPROG 
representa la fracción sobre el total de la anualidad del costo del programa que 
cada comercializador debe recaudar de acuerdo con su participación sobre el total 
de las ventas de energía en el mercado de comercialización. El término V 
representa las ventas anuales de energía de cada comercializador, calculadas 
como un promedio móvil para garantizar que el costo de programa sea recaudado 
en su totalidad, sin importar las variaciones en la demanda, [18]. 
 
1.1.4 Impacto de las pérdidas 
 
Las pérdidas de energía eléctrica generan altos costos para los agentes 
involucrados en la prestación del servicio y los consumidores. El impacto para 
cada uno de éstos se describe a continuación:  
 
1. El comercializador debe pagar al generador y al transmisor el total de la 
energía (producto) que ingresa al sistema, aunque ésta no sea facturada a 
los usuarios.  
2. El distribuidor no recibe el pago por el uso de la infraestructura asociado con 
el transporte de la energía que no es facturada.  
3. El precio de la energía en Colombia se obtiene mediante un esquema de 
precio marginal; la generación adicional requerida por la existencia de 
pérdidas impone un precio marginal mayor que se traslada directamente a 
los usuarios.  
4. Los usuarios pagan un valor adicional al asociado a su consumo, ya que la 
tarifa incluye costos de pérdidas reconocidas en generación, transmisión y 
distribución.  
 
1.2 Objetivos 
 
1.2.1 Objetivos generales 
 
El objetivo general del proyecto es comparar los pronósticos  resultantes usando la 
metodología Box - Jenkins y la metodología de Redes Neuronales en el caso 
particular de las perdidas  comerciales en la Empresa de Energía de Nariño -  
CEDENAR S.A. E.S.P. que permita evaluar a futuro la efectividad de su plan de 
perdidas. 
 
1.2.2 Objetivos específicos 
 
a) Estudio de los métodos de predicción  AR, MA, ARMA y ARIMA. 
b) Desarrollo de un modelo de predicción mediante la modelación ARIMA, 
usando el Software EVIEWS-7, SPSS 15 y MATLAB. 
c) Estudio de los modelos de redes neuronales existentes. 
d) Desarrollo de un modelo de predicción mediante redes Neuronales en 
MATLAB. 
 
1.3 Justificación 
 
El aporte de este trabajo es el de realizar un estudio de una serie de tiempo, en 
este caso los índices de perdidas comerciales de la Empresa de Energía de 
Nariño – CEDENAR en la metodología Box- Jenkins y la metodología de Redes 
Neuronales  y comparar los resultados. 
 
 
 
 
 
 
 
 
  
Capítulo II 
 
2 Series de tiempo 
2.1  Definición de serie de tiempo 
 
Una serie de tiempo o serie temporal es una secuencia cronológica de 
observaciones de una variable particular.  
 
Las series están presentes en diversos campos como en economía, mercadeo, 
física, ingeniería, demografía, etc.  Muchos son los ejemplos que podrían citarse, 
tales como: 
 
 Proyecciones del empleo y desempleo.  
 Evolución del índice de precios de la leche.  
 Beneficios netos mensuales de cierta entidad bancaria.  
 Índices del precio del petróleo.  
 Numero de automóviles producidos en un periodo determinado. 
 Exportaciones totales en sucesivos años. 
 Beneficios de una empresa en sucesivos años. 
 Lluvias en sucesivos días. 
 Temperatura diaria promedio en los últimos 6 meses. 
 Evolución horaria de niveles de óxido de azufre y de niveles de óxido de 
nitrógeno en una ciudad durante una serie de años. 
 Población medida anualmente. 
 Tasa de mortalidad infantil por año. 
  
 
2.1.1 Objetivos del análisis de series de tiempo 
 
 
Los objetivos del análisis de una serie temporal son describir, explicar, predecir y 
controlar, [23]. 
 
Descripción: Cuando tenemos una serie de tiempo, el primer paso en el análisis 
es graficar los datos y obtener las medidas descriptivas simples de las 
propiedades principales de la serie. 
 
Explicación: Cuando las observaciones son tomadas sobre dos o más variables, 
es posible utilizar la variación en una serie para explicar en otras series. 
 
Predicción: Dada una serie de tiempo se puede querer predecir los valores 
futuros de la serie.  Este es el objetivo más frecuente en el análisis de las series 
de tiempo. 
 
Control: Cuando una serie de tiempo se genera por mediciones de calidad de un 
proceso, el objetivo del análisis puede ser el control del proceso. 
 
Por tanto podemos afirmar que el objetivo principal  de una serie de tiempo es 
hacer proyecciones  o pronósticos sobre una actividad futura, suponiendo que las 
condiciones no variarán significativamente, lo cual permite planear y tomar 
decisiones a corto o largo plazo. 
 
2.1.2 Componentes de una serie de tiempo 
 
Tendencia.  
 
Una serie de tiempo tiene tendencia cuando por largos periodos de tiempo los 
valores crecen o decrecen. También pueden definirse como cambios en la media,  
[20], [21]. 
 
 
Figura 1.  Característica de componente de tendencia de una serie temporal 
 
 
Estacionalidad 
 
Un proceso es estacionario si los movimientos que ocurren  ascendente y 
descendentemente de la serie se repiten periódicamente cada determinado 
tiempo, esto significa que si su media y su varianza son constantes en el tiempo y 
si el valor de la covarianza entre dos periodos depende solamente de la distancia 
o rezago entre estos dos periodos de tiempo y no del tiempo en el cual ha 
calculado la covarianza, [21]. 
 
 
Figura 2. Característica de componente de estacionalidad de una serie temporal 
 
 
Ciclicidad 
Se define como la fluctuación en forma de onda alrededor de la tendencia, estas 
fluctuaciones, medidas de pico a pico, pueden tener una duración larga, estos 
patrones cíclicos tienden a repetirse en los datos cada dos, tres o más períodos. 
La forma de estos ciclos no son simples de aislar y en ciertas ocasiones la teoría 
no se encuentra suficientemente desarrollada como para permitir una 
cuantificación confiable, [20], [21]. 
 
 
Figura 3. Característica de componente de ciclicidad de una serie temporal 
 
Aleatoriedad 
 
Son movimientos erráticos en una serie de tiempo que no siguen un patrón 
regular, ni reconocible. Son consecuencia de la presencia de factores aleatorios 
que inciden de manera aislada y no permanente en la serie; una característica 
principal es que su correlación es cero, [20], [21]. 
 
 
Figura 4. Característica de componente de aleatoriedad de una serie temporal 
 
2.2 Método de series temporales  
 
Las perdidas comerciales en la empresa de energía varían de manera continua en 
el tiempo, por lo que se considera que es una serie de tiempo; esto permite la 
aplicación de diferentes técnicas de series temporales y metodologías para la 
predicción de las perdidas futuras basadas en los datos históricos. 
Para examinar a la serie de tiempo, se grafican sus valores, lo que permite realizar 
un análisis completo de las misma. Una vez graficados los datos, es posible 
detectar algunas irregularidades, e incluso valores atípicos, en caso de que estén 
presentes. Los cambios o discontinuidades dentro de la serie de tiempo, pueden 
ser fundamentales para el análisis de los datos por intervalos. Dentro del estudio 
de las series de tiempo, es primordial analizar sus componentes y de ser 
necesario realizar transformaciones para eliminarlas o modificarlas. Con esto se 
obtienen series de tiempo estacionarias, siendo posible un análisis más preciso. 
Estadísticamente, las series de tiempo las podemos estudiar a través de los 
siguientes métodos: 
 Método de descomposición. 
 Promedios móviles. 
 Promedio simple. 
 Promedios móviles. 
 Promedio móvil doble. 
 Promedios móviles ponderados. 
 Suavización exponencial. 
 Suavización exponencial simple. 
 Atenuación exponencial ajustada a la tendencia: Método de Holt.  
 Atenuación exponencial ajustada a la tendencia y a la variación 
estacional: Modelo Winter.  
 Metodología Box-Jenkins. 
 
Las series de tiempo también las podemos estudiar a través de la inteligencia 
artificial, utilizando: 
 Redes neuronales artificiales. 
 Minería de datos. 
2.2.1 Método de descomposición 
 
Esta técnica supone que la serie histórica de una variable puede ser desagregada 
en cuatro patrones fundamentales: tendencia, ciclo, estacionalidad y un 
componente aleatorio, los cuales una vez aislados pueden extrapolarse 
individualmente hacia el futuro. Constituye uno de los enfoques más antiguos y 
comúnmente empleado en el mundo de los negocios, existiendo diversos 
procedimientos para descomponer la serie de tiempo, [20], [21], [22].  
Existen tres modelos de series de tiempos, que generalmente se aceptan como 
buenas aproximaciones a las verdaderas relaciones, entre los componentes de los 
datos observados.  Estos son: 
 
 Esquema Aditivo:                   
 Esquema Multiplicativo:                 
 Esquema Mixto :                   
 
donde:  
              
                 . 
             . 
               . 
 
Los tres primeros elementos constituyen la parte sistemática 
y domínate de la serie, que contribuye en gran parte a explicar 
su variabilidad. Como estos elementos tienen un alto grado de 
permanencia, se utilizan para la predicción.  
 
Una suposición usual es que    sea una componente aleatoria o ruido blanco con 
media cero y varianza constante.  
Un modelo aditivo, es adecuado, por ejemplo, cuando la estacionalidad (   , no 
depende de otras componentes, como la tendencia (   , sí por el contrario la 
estacionalidad varía con la tendencia, el modelo más adecuado es un modelo 
multiplicativo; este modelo puede ser transformado en aditivo, tomando logaritmos.   
El problema que se presenta, es modelar adecuadamente las componentes de la 
serie. 
 
2.2.2 Análisis de series de tiempo basados en promedios 
 
 
Promedio Simple 
Este método utiliza datos recientes de las pérdidas para hacer pronósticos y se da 
igual ponderación a todos los datos, se obtiene encontrando la media de todos los 
valores pertinentes y usando después esta media para pronosticar el siguiente 
periodo. Es recomendable utilizarlo cuando las demandas son estables y no 
presentan ni tendencia, ni estacionalidad, detallado en las referencias. [20], [22]. 
 
La fórmula para el promedio móvil simple es:  
 
   
   
 
   
 
 . 
donde: 
   Números de periodos a promediar. 
    Perdidas en el periodo  . 
 
La variable   determina el grado de suavización del pronóstico. A mayor   hay 
más suavización y por lo tanto es recomendable para datos poco aleatorios, ya 
que la proyección resultante es constante y reacciona más lento a los cambios en 
la serie.  
 
Promedios Móviles 
Este método es una variación del promedio simple, en el cual se propone un 
número fijo de elementos que se moverán por todos los datos históricos que se 
están analizando, reemplazando los elementos más antiguos de la serie y 
aceptando los elementos nuevos que se van presentando. La cantidad fija de 
elementos lo establecerá el analista que los está estudiando, pero teniendo muy 
en cuenta que una vez establecidos no se pueden modificar; además, sigue en 
vigencia la colocación del mismo peso para cada elemento considerado [20], [22]. 
 
La fórmula para el promedio móvil simple es:  
 
      
       
 
   
 
 
      
                    
 
   
donde: 
       Valor pronosticado para el siguiente periodo. 
    Valor real u observado en el periodo  . 
   Número de términos en el promedio móvil.  
 
Los promedios móviles son útiles si se asume que las pérdidas comerciales  serán 
más o menos constantes durante un determinado período de tiempo. Para obtener 
el promedio móvil basta con dividir las pérdidas de los periodos previos entre la 
cantidad de periodos. 
Promedio móvil doble 
 
Una forma de pronosticar series de tiempo que tienen una tendencia lineal, 
consiste en utilizar la técnica del promedio móvil doble. El método hace lo que su 
nombre implica: se calcula un conjunto de promedios móviles y después se calcula 
un segundo conjunto como promedio móvil del primero. [20], [22].  
 
El primer promedio móvil es: 
      
                    
 
   
          
 
El segundo promedio móvil será: 
    
                    
 
   
 
Así la diferencia entre los dos promedios móviles es: 
             
 
También se calcula que es un factor de ajuste adicional, similar a la medición de 
una pendiente que cambia a través de la serie. 
 
   
 
   
            
 
El pronóstico para m periodos en el futuro se describe en la siguiente expresión: 
              
donde: 
    Valor real u observado en el periodo  . 
   Numero de periodos a pronosticar en el futuro. 
   Número de términos en el promedio móvil.  
 
 
Promedios Móviles Ponderados 
 
Es un tipo de pronóstico que resulta de la combinación de los dos tipos de 
pronósticos indicados anteriormente, pues representa un promedio de elementos 
que se mueve por la mayoría de los datos históricos observados. Posee una 
característica que lo diferencia de los anteriores: da pesos diferentes a cada uno 
de los elementos que se estén considerando y los pesos que se le ponderen a 
cada elemento en ningún momento pueden ser mayores a la unidad. En otras 
palabras, la sumatoria de los pesos asignados a cada elemento tiene que ser igual 
a la unidad, de esta manera, el analista tendrá la oportunidad de darle un toque de 
subjetividad al pronóstico de acuerdo con el comportamiento histórico observado 
en la demanda. [20], [22].  
La expresión matemática será: 
        
 
   
   
                      
donde: 
         y       
 
   . 
y 
    Demanda del periodo  . 
    Peso asignado al periodo  , entre 0 y 100%. 
Este método se usa cuando existe una tendencia o un patrón, por lo general se le 
da énfasis o mayor ponderación a los periodos más recientes, para así ser más 
sensible a los cambios. Decidir la importancia de cada dato o conjunto de datos 
dentro del periodo calculado es cuestión de intuición y de suerte. Para obtener el 
pronóstico basta con elegir la cantidad de datos que serán tomados en cuenta 
para estimar un periodo. 
 
2.2.3 Análisis de series temporales basados suavización 
exponencial 
 
 
Suavización exponencial simple 
Este es uno de los métodos más populares y frecuentemente usados para 
pronosticar ya que requiere pocos datos. Por ser exponencial, da mayor 
importancia a los últimos datos, es por esto que solo trabaja con el último dato real 
y el último pronosticado. A demás, este método reacciona mejor a cambios fuertes 
en la demanda. [20], [21], [22]. 
La suavización exponencial usa la siguiente expresión matemática: 
                    
donde: 
       Nuevo valor atenuado o valor de pronóstico para el siguiente período  . 
    Constante de atenuación        . 
    Nueva    observación o valor real de la serie en el período  . 
     Valor atenuado anterior período o experiencia promedio de la serie atenuada   
       al periodo      . 
La atenuación exponencial es simplemente el pronóstico anterior     más   veces 
el error          en el pronóstico anterior. 
La atenuación exponencial es un procedimiento para revisar constantemente un 
pronóstico a la luz de la experiencia más reciente. 
La constante de atenuación   sirve como el factor para ponderar. El valor real de 
  determina el grado hasta el cual la observación más reciente puede influir en el 
valor del pronóstico. Cuando   es cercana a 1, el nuevo pronóstico incluirá un 
ajuste sustancial de cualquier error ocurrido en el pronóstico anterior. 
Inversamente, cuando   está cercana a 0, el pronóstico es similar al anterior.  
Los valores de   cercanos a 1 generan una menor suavización en el pronóstico, 
por lo tanto hay una mayor reacción a los cambios en las perdidas. Se usa para 
series que presentan tendencia. 
 
Atenuación exponencial ajustada a la tendencia: Método de Holt.  
 
El método de dos parámetros de Holt se usa con frecuencia para manejar una 
tendencia lineal; La técnica de Holt atenúa en forma directa la tendencia y la 
pendiente empleando diferentes constantes de atenuación para cada una de ellas.  
En el enfoque de Brown, solo se usaba una constante de atenuación y los valores 
estimados de la tendencia serán muy sensibles a variaciones aleatorias. La 
técnica de Holt proporciona mayor flexibilidad al seleccionar las proporciones a las 
que se rastrearán la tendencia y la pendiente [20], [21], [22].  
Las tres ecuaciones que se utilizan en esta técnica son:  
 
1. Serie exponencialmente atenuada  
                          
2. La estimación de la tendencia  
                         
 
3. El pronóstico de   periodos en el futuro  
             . 
donde: 
    Nuevo valor atenuado. 
   Constante de atenuación de los datos        . 
    Nueva observación o valor real de la serie, en el período  . 
    Estimación de la tendencia. 
   Constante de atenuación de la estimación de la tendencia        . 
       Pronóstico de p periodos en el futuro. 
   Periodos a pronosticar en el futuro. 
 
Atenuación exponencial ajustada a la tendencia y a la variación estacional: 
Modelo Winter.  
 
El modelo de atenuación exponencial lineal y estacional de tres parámetros de 
Winter, que es una extensión del modelo de Holt.  Se utiliza una ecuación 
adicional para determinar la estacionalidad. [20], [21], [22]. 
Las cuatro ecuaciones que emplea el modelo de Winter son:  
1. La serie exponencial atenuada  
    
  
    
                   
 
2. La estimación de la tendencia  
                         
 
3. La estimación de la estacionalidad 
    
  
  
            
 
4. El pronóstico de p períodos en el futuro  
                      . 
donde: 
    Nuevo valor atenuado. 
   Constante de atenuación de los datos        . 
    Nueva observación o valor real de la serie, en el período  . 
    Estimación de la tendencia. 
   Constante de atenuación de la estimación de la tendencia        . 
   Constante de atenuación de la estimación de la estacionalidad        . 
       Pronóstico de p periodos en el futuro. 
   Periodos a pronosticar en el futuro. 
    Estimación de la estacionalidad. 
   Longitud de la estacionalidad. 
La técnica de Winter resulta mejor que los modelos anteriores si se considera el 
minimizar el EMC (Error medio cuadrático). 
 
2.2.4 Proceso estacionario 
 
Un proceso estocástico es estacionario si su media y su varianza son constantes 
en el tiempo y si el valor de la covarianza entre dos periodos depende solamente 
de la distancia o rezago entre estos dos periodos de tiempo y no del tiempo en el 
cual se ha calculado la covarianza. En otras palabras, una serie de tiempo no 
estacionaria tendrá una media que varía con el tiempo o una varianza que cambia 
con el tiempo o ambas, [21]. 
 
2.2.5  Métodos de predicción 
 
Pueden obtenerse valores futuros de una serie de tiempo observada mediante una 
gran cantidad de métodos de predicción. Estos métodos pueden clasificarse 
fundamentalmente en tres grupos: 
 Subjetivos. Las predicciones se hacen sobre bases subjetivas usando el 
criterio, la intuición, el conocimiento en el área y otra información 
relevante, [23]. 
Entre estos métodos están: Ajuste de una curva subjetiva, el método 
Delphi y comparaciones tecnológicas en tiempo independiente.  
 
 Univariados. Con este tipo de método se obtienen valores futuros de la 
serie basándose en el análisis de sus valores pasados, se intenta 
conseguir un patrón en estos datos, se asume que este patrón continuará 
en el futuro y se extrapola para conseguir predicciones. 
Son muchos los métodos que encajan en esta categoría, entre estos se 
encuentran: Extrapolación de curvas de tendencia, suavización 
exponencial, método de Holt-Winters y método de Box-Jenkins (ARIMA).  
 
 Causales o multivariados. Involucra la identificación de otras variables 
que están relacionadas con la variable a predecir. Una vez que esas 
variables han sido identificadas, se desarrolla un modelo estadístico que 
describe la relación entre esas variables y la variable a pronosticar, [20]. 
 
 
 
2.3  Operadores utilizados en el análisis de series de tiempo 
 
2.3.1  Transformación logarítmica 
 
Dada la serie de tiempo     con       , la transformación logarítmica permite en la 
mayoría de los casos  estabilizar la varianza de la serie, de forma que           
resulta ser estacionaria en varianza, [24]. 
 2.3.2  Operador de rezago o desfase     
 
El operador de rezagos   aplicado a la variable  , referida al momento  , 
proporciona el valor de la serie en el periodo anterior [24], [25], es decir: 
          
            
          
 
2.3.3 Operador diferencia     
 
El operador diferencia    aplicado a la variable  , calcula la diferencia entre dos 
periodos consecutivos [24], [25]; se define como: 
Primera diferencia: 
             
                                               
                                               . 
Segunda diferencia: 
               
                                                                                   
                                                                 
           
     
                                                . 
Mediante sucesivas iteraciones se halla que la relación entre el operador de 
rezago   y el operador diferencia    es la siguiente: 
          
   . 
El proceso    esta diferenciado   -veces.  
 
2.4  Caracterización de las series de tiempo 
 
2.4.1  Función de auto correlación (FAC) 
 
Dada una muestra                 de   observaciones, la función de 
autocorrelación de la muestra al rezago  ,  denotada por ρ
k
, se define como: 
                 
          
            
              
   
Si el proceso es estacionario, entonces: 
   
  
     
 
  
  
,  para     
    , para       
La función de autocorrelación indica cuánta correlación existe entre datos 
individuales contiguos en la serie   . Conforme el valor del retraso aumenta, el 
número de observaciones comprendidas en la autocovarianza disminuye hasta el 
elemento final. Al graficar ρ
k 
frente a k, la gráfica obtenida se conoce como 
correlograma.  
 
El correlograma puede ayudar a determinar si la serie es estacionaria de segundo 
orden si los valores decaen rápidamente a cero; si los valores decaen lentamente 
a cero se dice que el proceso no es estacionario.  
 
Además, al interpretar la gráfica se debe tener cuidado de dar demasiada 
importancia a correlaciones en valores de retrasos que están significativamente 
altos en relación con el tamaño de la muestra. 
 
2.4.2 Función de auto correlación parcial (FACP) 
 
La función de autocorrelación parcial mide el exceso de correlación entre 
observaciones que están separadas   periodos de tiempo, manteniendo 
constantes las correlaciones en los rezagos intermedios (es decir rezagos 
menores de  ). En otras palabras, la autocorrelación parcial es la correlación entre 
   
y     
 
después de eliminar el efecto de las variables aleatorias que están entre 
ellas, se denota por      y está dada por: 
         
       
                     
    
 
                                                 
                                             
 
   
    
 
 
   
   
 
   
     
 
    
         
donde:               
               
 
                                        
 
     
     
      
 
 
     
     
     
 
 
     
 
    
          
donde:                     
                     
                     
 
En general                 
 
     
     
   
            
   
       
       
   
     
 
 
     
     
   
            
   
         
         
   
    
 
   
 
2.5  Modelos para series de tiempo estacionarias 
 
2.5.1 Modelos autorregresivos      
 
Definimos un modelo Autorregresivo      describe una clase particular de proceso 
en la que las observaciones  en un momento dado son predecibles a partir de las 
observaciones previas del proceso (parte sistemática) más un termino de error.  
Los modelos autorregresivos se abrevian con la palabra    tras la que se indica el 
orden del modelo:                 etc. El orden del modelo expresa el número de 
observaciones retasadas de la serie temporal analizada que intervienen en la 
ecuación. Así, por ejemplo, un modelo       tendría la siguiente expresión:  
 
                  
En términos del operador de rezagos:  
                
                
                  
 
El modelo       es estacionario si la raíz del polinomio de rezagos,           
cae fuera del circulo unitario; la raíz se refiere al valor que toma   para que el 
polinomio de rezagos sea cero,[24]. 
        
  
 
  
   
Por lo tanto el proceso       es estacionario si y solo si       . 
 
Un modelo autorregresivo de orden dos, denotado por        para un proceso 
estocástico    tiene la siguiente estructura: 
                         
En términos del operador de rezagos:  
          
             
El modelo       es estacionario si las raíces del polinomio de rezagos caen fuera 
del circulo unitario; es decir si    y    son raíces del polinomio           
    .  
 
Por lo tanto el proceso       es estacionario si y solo si        y       . 
La expresión genérica de un modelo autorregresivo       sería la siguiente: 
                                   
 
 
En términos del operador de rezagos:  
          
       
             
 
El modelo       es estacionario si las raíces del polinomio de rezagos        
   
       
    . Caen fuera del círculo unitario.  
Por lo tanto el proceso       puede ser estacionario             . 
Las características principales de un       son: 
 Esperanza:        
  
            
   
 
 Varianza:                        
          
                                  
 
 Autocorrelación:                                
 
Ecuaciones de Yule-Walker  
                    
                         
                         
. 
                             
 
La función de correlación de un modelo    resulta siempre decreciente, sin 
llegar nunca a cero. 
 Autocorrelación parcial:  
 
Los valores de autocorrelación parcial se anulan para rezagos superiores al 
orden del modelo. 
 
2.5.2  Modelos de medias móviles      
 
Un modelo de los denominados de medias móviles es aquel que explica el valor de 
una determinada variable en un período   en función de un término independiente y 
una sucesión de términos de error, de innovaciones correspondientes a períodos 
precedentes, convenientemente ponderados.  
Estos modelos se denotan normalmente con las siglas   , seguidos, como en el 
caso de los modelos autorregresivos, del orden entre paréntesis. Así, un modelo 
      respondería a la siguiente expresión: 
                
En términos del operador de rezagos:  
                
Todo      es estacionario. 
El proceso       es invertible si la raíz del polinomio de rezagos cae fuera del 
círculo unitario. 
        
  
 
  
   
Por lo tanto el proceso      es invertible cuando       . 
Un proceso de medias móviles de orden dos se denotaría  por       y tiene la 
siguiente expresión.  
                       
En términos del operador de rezagos:  
               
      
Todo      es estacionario. 
El proceso es invertible si las raíces del polinomio de rezagos          
    , 
cae fuera del círculo unitario. 
La expresión genérica de un modelo      sería la siguiente: 
                               . 
 
Las características principales de un      son: 
 Esperanza:           
 
 Varianza:              
      
      
   
 Autocorrelación:    
                          
    
      
            
 
Los valores de autocorrelación se anulan para rezagos superiores al orden del 
modelo. 
 
 Autocorrelación parcial: 
 
Los valores de autocorrelación parcial no se anulan y presentan decaimiento 
exponencial o sinusoidal en forma amortiguada a cero. 
2.5.3  Modelos autoregresivos-promedios móviles           
 
Muchos procesos aleatorios estacionarios no pueden modelarse como 
autorregresivos puros o de medias móviles puras, ya que tienen cualidades de 
ambos tipos de procesos. De esta forma, se puede concebir un modelo mixto 
autorregresivo de media móvil de orden (p, q). Se denota este proceso como 
ARMA (p, q) y se representa por medio de la ecuación:  
 
                                                       
 
En términos del operador de rezagos:  
          
       
                 
       
      
                   
 
La estacionalidad requiere que las raíces de       se hallen fuera del circulo 
unitario, y la invertibilidad impone iguales condiciones a la raíces de      .  Las 
funciones de autocorrelación y autocorrelación parcial presentan decaimiento 
amortiguado a cero. 
2.5.4  Modelos autoregresivos y de promedios móviles 
              
 
Los modelos de series analizados suponen que la series de tiempo consideradas 
son débilmente estacionarias, es decir, que la media y la varianza de la serie de 
tiempo son constantes y su covarianza es invariante en el tiempo. Pero muchas de 
las series de tiempo evidencian una marcada tendencia y/o variabilidad no 
constante; por lo tanto, no es posible admitirlas como realizaciones de procesos 
estacionarios; afortunadamente, gran parte de las series no estacionarias pueden 
llevarse a la categoría de estacionarias, mediante la diferenciación; el parámetro   
indica el orden de operación, es decir, las veces que fue necesario diferenciar 
hasta lograr la estacionalidad. 
 
Por consiguiente, si se debe diferenciar una serie de tiempo veces para hacerla 
estacionaria y luego aplicar a ésta el modelo           , se dice que la serie de 
tiempo original es                es decir, es una serie de tiempo autorregresiva 
integrada de media móvil, donde   denota el número de términos autorregresivos, 
  el número de veces que la serie debe ser diferenciada para hacerse estacionaria 
y   el número de términos de media móvil, [20], [21], [25]. 
 
Un modelo                se representa por medio de la ecuación: 
 
      
              
               
 
2.6 Metodología Box - Jenkins  
 
Los modelos autorregresivos y de promedios móviles eran conocidos por los 
estadísticos desde los años veinte, sólo recientemente se hizo posible su 
implementación a través del cálculo electrónico.   
A finales de la década del 60 G.E.P.Box y G.M Jenkins desarrollaron una 
metodología bien estructurada y complementada con soporte computacional, para 
la elaboración de modelos ARIMA.  El aporte de Box y Jenkins ha sido de diseñar 
la metodología general para el tratamiento de las series. 
A diferencia de los econometristas,  que recurren a la teoría econométrica para 
especificar modelos causales, la metodología  Box-Jenkins se caracteriza porque 
especifica la estructura estocástica de la población que genera los datos y usa 
esta información para identificar el proceso generador de los datos, y esto 
permitirá realizar las estimaciones; una vez que el modelo haya sido estimado y 
validado, se usa para predecir valores futuros de la serie.    
Si bien en teoría existe una familia infinita de modelos ARIMA, empíricamente con 
valores bajos de los parámetros        , se logran modelos que ajustan las 
observaciones con elevado nivel de confiabilidad, [24], [25]. 
La metodología Box - Jenkins, comprende las siguientes etapas: 
 Identificación. 
 Estimación. 
 Validación. 
 Pronostico. 
 
La metodología es precedida por un análisis sobre la condición de estacionalidad.  
Si la serie no es estacionaria  en media se diferencia sucesivamente hasta lograr 
su estabilidad, y si no es estacionaria en varianza se aplica alguna de las 
transformaciones de Box y Cox. 
 
Una vez estabilizada  la serie en media y varianza puede abordarse la primera 
etapa, [25]. 
 
2.6.1 Estacionalización de la serie 
 
Antes del estudio de una serie a través de la metodología Box- Jenkins, se debe 
analizar las condiciones de estacionalidad. 
 
2.6.1.1 Estacionalidad en media - Test de Raíz Unitaria 
 
Muchas series económicas presentan un componente irregular por lo que se 
analiza la raíz unitaria, que es un indicador que la serie es no estacionaria. 
El proceso estocástico de raíz unitaria inicia con: 
                         . 
Donde    es un término de error en ruido blanco.(media cero, varianza constante y 
no correlacionados). 
Si    , la variable   , presenta una raíz unitaria, por lo tanto es un proceso no 
estacionario, por lo que será necesario diferenciarlo una vez, para ello restamos 
     a ambos lados de la ecuación.  
                               
                                   
                                                                            
 
Ahora establecemos la hipótesis nula que sería     , entonces    , es decir, 
tiene una raíz unitaria, lo cual significa que la serie de tiempo es no estacionaria; 
pero si    , significa que es estacionaria. 
Si la serie es no estacional después de la primera diferenciación, se le realiza una 
segunda diferenciación.  Si la serie es diferenciada una vez y es estacional, se 
dice que la serie es integrada de orden uno, de igual manera si la serie original es 
diferenciada dos veces y es estacional, se dice que la serie es integrada de orden 
dos. 
En los últimos años se han realizado varios trabajos para el diseño de series con 
raíz unitaria entre ellos tenemos: 
 Prueba de Dickey-Fuller.  
 Prueba de Dickey-Fuller GLS (ERS). 
 Prueba de Dickey-Fuller Aumentado (ADF). 
 Prueba de Phillps-Perron (PP). 
 Prueba de Kwiatkowski, Phillps,Smichdt y Shin (KPSS). 
 Contraste Eliott,Rothenberg y Stock Point Optimal (ERS), [10]. 
 
En este trabajo utilizaremos la prueba de Dickey-Fuller Aumentado (ADF). 
 
 Prueba de Dickey-Fuller Aumentado (ADF) 
 
En la prueba de Prueba de Dickey-Fuller (DF), se supone que el termino (     ), no 
está correlacionado. 
El nombre de Dickey-Fuller Aumentado (ADF), lo recibió por el trabajo de 
modificación a la prueba Dickey-Fuller (DF), realizado por Said y Dickey (1984), 
Phillps (1987) y Phillps-Perron (1988), con el fin de que (     ) no sea ruido blanco. 
Se consideró que la serie de tiempo puede ser representada como un proceso 
autorregresivo de orden p. 
                                
Cuando se extrae el término          , la expresión queda: 
               
 
   
                    
                    
 
   
             
 
   
  
El número de rezagos óptimo para el modelo se determina de manera empírica; 
teniendo en cuenta solo incluir los términos suficientes para que el error del 
modelo no esté seriamente relacionado. 
De       podemos determinar 3 modelos: 
 Paseo aleatorio puro:  
             
 
   
                    
 Paseo aleatorio con intercepto: 
               
 
   
                    
 Paseo aleatorio con intercepto y tendencia: 
               
 
   
                   
En la  última ecuación  se incorpora la sumatoria hasta    rezagos de la primera 
diferencia de la variable; esta sumatoria establece la representación aumentada 
de la prueba, a su vez que corrige la presencia de correlación serial en los residuo 
de la ecuación, pero si la serie analizada presenta un orden de autorregresión 
superior a uno. 
Si usamos el modelo general la hipótesis nula es    , que nos dice de la 
presencia de una raíz unitaria en la serie. Si se rechaza la hipótesis nula se 
concluye que dicha serie no presenta raíz unitaria. 
 
Si la serie no es estacionaria en media se la diferencia sucesivamente hasta lograr 
su estabilidad. 
 
2.6.1.2 Estacionalidad en Varianza - Transformación de Box - Cox 
 
La transformación linear de Box y Cox es una familia particularmente útil de 
transformaciones utilizadas para mejorar el ajuste lineal; incluye como casos 
particulares la transformación logarítmica, la raíz cuadrada y la inversa. 
 Se definen como: 
     
    
 
             
          , 
 
donde:            Es la variable transformada. 
         :   Es el parámetro de transformación. 
 
 El diagrama de linealidad de Box y Cox es un gráfico que permite hallar de una 
forma sencilla el valor del parámetro   de la correlación existente entre la variable 
  y la variable                      para un valor dado de   .   Se define, 
(a) En abscisas:    (el valor óptimo para   es la correlación máxima cuando es 
positiva, o la mínima cuando es negativa).  
(b) En ordenadas: la correlación entre   y     . El valor óptimo para   será la 
correlación máxima cuando es positiva, o la mínima cuando es negativa. 
 
Figura 5. Transformación Box-Cox 
En la siguiente tabla se resume los valores de   más utilizados. 
  Transformación 
 
-1 
 
 
 
  
 
 
-0,5 
 
 
   
 
 
0 
 
     
 
0,5 
 
    
 
1 
 
   
 
2 
 
  
  
Tabla 2.  Transformación de  λ 
 
Una vez estabilizada la serie en media y en varianza se puede abordar la primera 
etapa. 
 
2.6.2  Identificación  
 
Tiene por objeto encontrar los valores apropiados de p, d, q, con la ayuda del 
correlograma y correlograma parcial y el tipo de modelo a aplicar,[21],[25]. 
 
En la siguiente tabla  se mostrara las características teóricas de la FAC y de la 
FAP de los procesos estacionarios. 
 
Procesos  FAC FAP 
AR (p) 
 
Decrecimiento rápido hacia 
cero sin llegar a anularse u 
ondas sinusoidales. 
 
p primeras autocorrelaciones 
distintas de cero y el resto 
ceros. 
MA (q) 
q primeras autocorrelaciones 
significativas y el resto ceros. 
 
Decrecimiento rápido hacia 
cero sin llegar a anularse u 
ondas sinusoidales. 
 
ARMA (p, q) 
 
Decrecimiento rápido hacia 
cero sin llegar a anularse. 
 
Decrecimiento rápido hacia 
cero sin llegar a anularse. 
ARIMA (p,d,q) 
 
Comportamiento irregular en 
los retardos (1,…,q) con q 
picos. Decrecimiento para 
retardos posteriores a q 
 
Decrecimiento con 
exponenciales atenuados y 
ondas sinusoidales. 
Tabla 3. Características teóricas de la FAC y de la FAP 
 
2.6.3 Estimación  
 
Identificado en primera instancia el modelo, es necesario estimar los coeficientes 
del mismo, mediante la aplicación de un algoritmo. Este cálculo puede hacerse por 
medio de mínimos cuadrados simples, pero en otros casos se deberá aplicar 
estimación no lineal (en parámetros), esta estimación puede realizarse mediante 
paquetes estadísticos, [21] [25]. 
 
2.6.4 Validación  
 
Después de seleccionar un modelo ARIMA particular y de estimar sus parámetros, 
se verifica que el modelo seleccionado se ajuste a los datos de manera razonable 
puesto que es posible que otro modelo ARIMA también lo haga, [21].  
 
Un modelo ARIMA es adecuado para representar el comportamiento de una serie 
si se cumple lo siguiente: 
 
Los residuos, deferencia entre el valor original de la serie y el valor estimado por el 
modelo, se aproximan al comportamiento de un ruido blanco (media cero, varianza 
cero y covarianza cero). Al observar los correlogramas no deberá observarse 
valores significativamente diferentes a cero, como indicativo de la ausencia  de 
correlación serial, así como tampoco patrones, tendencia, ciclos que indicarían 
que el modelo no extrajo toda la información posible. 
 
El grado de ajuste es elevado en comparación  con otros  modelos alternativos. La 
bondad del ajuste puede evaluarse con el Criterio de Información Akaike (AIC) y 
con el Criterio Bayesiano de Schwarz (BIC), Estadístico Durbin- Watson (DW), 
entre otros. 
 
2.6.4.1 Criterio de Información Akaike (AIC)  
 
El estadístico AIC propuesto por Akaike está basado en la teoría de la información 
y se expresa de la siguiente forma:  
 
     
  
 
 
        
 
   
donde: 
 
   Número de parámetros autorregresivos. 
   Número de medias móviles. 
   Número de diferencias para hacer la serie estacionaria. 
   Numero de instantes considerados en la serie.  
   Valor de logaritmo de la función de verosimilitud.  
 
Se prefiere que el modelo que tenga el menor valor de AIC. 
 
2.6.4.2 Criterio Bayesiano de Schwarz (BIC) 
 
Este estadístico al igual que AIC permite determinar el orden del modelo. Los 
parámetros denominados AIC y BIC son medidas de ajuste del modelo. Este 
parámetro se aplica de manera general a diferencia del AIC que suele emplearse 
en modelos autorregresivos. Cuanto más pequeño sea el valor del criterio de 
información AIC y BIC, mejor será el modelo, [20]. 
 
2.6.4.3 Estadístico Durbin-Watson 
 
Es uno de los test más estándar para la detección de la autocorrelación; este test 
fue presentado por Durbin y Watson en 1950 y propone utilizar los residuos    del 
modelo estimado para calcular el coeficiente DW: 
 
   
          
  
   
    
 
   
   
donde: 
                                       
                           
Puesto que    es aproximadamente igual a           donde    es la 
autocorrelación de la muestra de los residuos, y   oscila entre –1 y +1. 
De lo anterior podemos establecer: 
                                        . 
                                           
                                           . 
 
2.6.5 Pronóstico  
 
En esta última fase, se realizan previsiones con el modelo seleccionado al final de 
la etapa anterior. Para ello, vuelve a ser necesario el uso del ordenador, indicando 
al programa el número de previsiones que se quieren obtener y el período a partir 
del cual tiene que calcularlas, [21]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CAPITULO III 
3 Metodología de redes neuronales 
 
Las Redes Neuronales Artificiales (RNA), están inspiradas en las redes 
neuronales biológicas del cerebro humano, las cuales intentan interactuar con 
objetos del mundo real del mismo modo que lo hace el sistema biológico; en este 
capítulo se estudian ya que pueden emplearse para predecir.  
 
Las neuronas son células nerviosas que constituyen los elementos primordiales 
del sistema nervioso central.  Son capaces de recibir señales, generar impulsos 
nerviosos, conducir estos impulsos y transmitirlos a otras neuronas. 
 
Las neuronas están formadas por tres componentes principales: dendritas, cuerpo 
celular y axón. Las dendritas son las redes de fibras receptivas nerviosas que 
llevan señales eléctricas al cuerpo de la célula.  El cuerpo celular contiene el 
núcleo, tiene forma esférica y es aquí donde se ejecutan todas las 
transformaciones necesarias para la vida de la neurona; y el axón transmite la 
señal de salida a otra neurona.  El intercambio químico de información entre una 
neurona y otra se hace a través de la sinapsis, que es el punto de interconexión 
entre las neuronas.  La neurona artificial es una versión simple de la neurona 
biológica.  
 
Figura 6. Componentes de una neurona biológica. 
Una red neuronal artificial es una estructura compuesta de un número de unidades 
interconectadas (neuronas artificiales). Cada unidad posee una característica de 
entrada/salida e implementa una computación local o función. La salida de 
cualquier unidad está determinada por su característica de entrada/salida, su 
interconexión con otras unidades, y (posiblemente) de sus entradas externas. 
 
 
Figura 7. Estructura de una neurona artificial 
 
Una de las características más importantes de las redes neuronales es la 
capacidad que tienen para “aprender” de los datos pasados, obtener información 
de estos datos, y de este modo, aprovechar esta información para predecir 
situaciones futuras. 
 
3.1 Elementos de una red neuronal 
 
3.1.1 Neurona artificial 
 
La arquitectura de la red se refiere a la forma o distribución de las neuronas dentro 
de la RNA.  La red neuronal está compuesta por varias capas. Lo más usual es 
que esté compuesta por tres capas, una capa de entrada, otra capa oculta, que 
conecta la entrada con la salida, y por último, una capa de salida. Cada una de 
estas capas está compuesta por varias neuronas. No es necesario que todas las 
capas tengan el mismo número de neuronas. 
Capa de entrada: Es la capa que recibe directamente la información del entorno, 
ya sea de otras partes del sistema o de sensores. 
 
Capas Ocultas: Son internas a la red y no tienen contacto directo con el entorno 
exterior, reciben estímulos y emiten salidas dentro del sistema.  El número de 
niveles ocultos puede estar entre cero y un número elevado.  Las neuronas de las 
capas ocultas pueden estar interconectadas de distintas maneras, lo que 
determina, junto con su número, las distintas topologías de redes neuronales.  Son 
las encargadas de realizar el procesamiento de la información. 
 
Capa de salida: En esta capa se transfiere la información de la red hacia el 
exterior una vez que el sistema ha finalizado el tratamiento de la información. 
 
 
Figura 8. Neurona biológica. 
 
3.1.2 Estado de activación 
 
Es necesario conocer los estados del sistema en un tiempo  , esto se especifica 
mediante un vector de   números reales      que indica el estado de activación 
del conjunto de neuronas. Cada elemento del vector representa el estado de 
activación de una unidad en un tiempo  , es decir      ; resulta posible definir el 
vector como: 
 
                                . 
Todas las neuronas de la red presentan cierto estado inicial, de reposo o 
excitación que depende de su valor de activación. Este valor puede ser continuo 
                               o discreto               , es decir, suelen tomar un 
conjunto discreto de valores binarios, así un estado activo se indicaría con el 
número uno (1) y un estado pasivo estaría representado por el número cero (0); 
pueden ser limitado o ilimitado, según la entrada total recibida y el umbral de la 
propia neurona. 
 
 
3.1.2.1 Entradas a la neurona 
 
Las  variables del exterior que se presentan en la neurona de entrada pueden ser 
de distinto tipo (binarias o continuas), dependiendo del tipo de red y la tarea que 
se vaya a realizar. 
Las neuronas que se encuentran después de la capa de entrada reciben como 
inputs las salidas que generan las capas previas con un valor de peso que indican 
su importancia; estas salidas pueden ser también binarias o continuas. 
 
3.1.2.2 Función de propagación 
 
La función de propagación nos indica el procedimiento que se debe seguir  para 
combinar los valores de entrada y los pesos de las conexiones que llegan a una 
neurona.  Todos los pesos     se suelen agrupar en una matriz   , indicando la 
influencia que tiene la neurona     sobre la neurona  ; este conjunto de pesos 
puede ser positivo, negativo o nulo. 
 
    positivo: La interacción entre las  neuronas   y    es excitadora, es decir cuando 
la neurona    esté activa emitirá una señal  a la neurona   que tienda a excitarla. 
    negativo: La conexión entre las neuronas   y    es inhibitoria, es decir si a 
neurona     esta activa emitirá una señal  a la neurona   que la desactivará. 
    negativo: Se considera que no existe conexión entre las neuronas. 
 
La función de propagación permite obtener el valor del potencial postsináptico  
     de una neurona en un momento  ; el valor de      se calcula con base a los 
valores de entrada y pesos recibidos. 
                       
 
 
   
 
3.1.3 Función de activación 
 
La función de activación produce un nuevo estado a partir del estado que ya 
existía     y la combinación de las entradas con los pesos de las conexiones  
(    ), para producir un nuevo estado de activación          acorde con la nueva 
información recibida       . 
                           
En muchos casos f, es la función identidad, por lo que el estado actual de 
activación de una neurona no depende de su estado previo, por lo que la 
expresión anterior se simplifica así: 
                                 
 
 
   
 
3.1.3.1 Función identidad o función lineal 
 
Este tipo de función devuelve directamente el valor de la activación de la neurona, 
es equivalente a no aplicar función de salida; se utiliza en redes de baja 
complejidad. 
        
 
Figura 9. Función identidad 
 
3.1.3.2 Función escalón 
 
Es utilizada únicamente cuando las salidas de la red son binarias. Si la activación 
de la neurona es inferior a determinado umbral, la salida se asocia con un 
determinado output, se activa solo cuando el estado de activación sobrepasa o es 
igual a un valor umbral. 
   
        
          
  
 Figura 10. Función escalón 
 
3.1.3.3 Función lineal y mixta  
 
Es una variante progresiva de la función escalón. Esta función es apropiada 
cuando se requiere como salida información analógica.  
 
      
                          
        
                              
  
 
Figura 11. Función lineal y mixta 
 
 
3.1.3.4 Función  sigmoidal o logística 
 
Su salida comprende valores entre 0 y 1.  Esta función es la más apropiada 
cuando se requiere una salida de información analógica; se recomienda para 
problemas de predicción. Se caracterizan por presentar una derivada siempre 
positiva e igual a cero en sus límites asintóticos.  
     
 
     
   
 
Figura 12. Función sigmoidal o logística 
 
3.1.3.5 Función tangente hiperbólica  
 
Es semejante a la función sigmoidal o logística, pero su salida está entre –1 y 1. 
Se utiliza con frecuencia en redes multicapas. 
            
 
Figura 13. Función tangente hiperbólica 
 
3.1.3.6 Función gaussiana  
 
Su rango está entre 0 y 1. Se utiliza en redes neuronales de función de base 
radial, las cuales pueden aplicarse a problemas de predicción  
          
 
  
 
Figura 14. Función gaussiana 
 
3.1.4 Función de salida o transferencia 
 
Existe un conjunto de conexiones que unen las neuronas que componen la red, 
cada neurona emite señales a aquellas que están conectadas con su salida.  Una 
neurona tiene asociada una función de salida              que transforma el estado 
actual de activación en una señal de salida en un instante  , como se indica a 
continuación: 
                                                          
En algunos casos la función de transferencia es igual al nivel de activación de la 
neurona, por lo que: 
                      
Las funciones de transferencias típicas son: escalón, lineal y mixta, sigmoidal, 
gaussiana. 
3.2 Regla de aprendizaje 
 
El aprendizaje o entrenamiento puede ser comprendido como la modificación de 
comportamiento inducido por la interacción con el entorno y como resultado de 
experiencias, que conduce al establecimiento de nuevos modelos de respuesta a 
estímulos externos. En el cerebro humano el conocimiento se encuentra en la 
sinapsis, [32], [33].  
 
En el caso de las RNA es conveniente que exista una regla que convierte el 
estado actual de la neurona, para producir el nuevo estado de activación.  La 
función de activación produce el nuevo estado a partir del estado ya existente y a 
la combinación de las entradas con los pesos de las conexiones entre neuronas.  
 
Todo proceso de entrenamiento implica cierto número de cambios en estas 
conexiones; en realidad, puede decirse que se aprende cuando los valores de los 
pesos de la red pasan a tener un valor distinto de cero; el proceso de aprendizaje 
se considera finalizado cuando los valores de los pesos permanecen estables. 
 
3.2.1 Algoritmos de entrenamiento 
 
Los algoritmos de entrenamiento se pueden clasificar en supervisado y no 
supervisado. 
 
3.2.1.1 Supervisado 
 
El proceso de aprendizaje se realiza mediante un entrenamiento controlado por un 
agente externo (supervisor, maestro) que determina la respuesta que debería 
generar la red a partir de una entrada determinada. El supervisor comprueba la 
salida de la red y en el caso de que ésta no coincida con la deseada, se procederá 
a modificar los pesos de las conexiones, con el fin de conseguir que la salida se 
aproxime a la deseada, [32], [33]. 
 
3.2.1.2 No supervisados 
 
Estas redes no requieren influencia externa para ajustar los pesos de las 
conexiones entre neuronas. La red no recibe ninguna información por parte del 
entorno que le indique si la salida generada es o no correcta, así que existen 
varias posibilidades en cuanto a la interpretación de la salida de estas redes, [32], 
[33]. 
 
En este trabajo utilizaremos únicamente algoritmos de entrenamiento 
supervisados; debido a su ajuste para resolver problemas de predicción en las 
series de tiempo. 
 
3.3 Tipos de redes neuronales 
 
Existen diversos tipos de modelos de redes neuronales, algunos de los más 
reconocidos son: 
 
1. Perceptrón simple. 
2. Perceptrón multicapa. 
3. Máquina de Cauchy. 
4. Máquina de Boltzmann. 
5. Redes ART (Adaptative Resonance Theory). 
6. Memorias asociativas. 
7. Mapas Autoorganizados (RNA) (Redes de Kohonen). 
8. Propagación hacia atrás (backpropagation). 
9. Redes de Elman. 
10. Redes de Hopfield. 
11. Red de contrapropagación. 
12. Redes de neuronas de base radial. 
13. Gas neuronal creciente. 
 
3.3.1 Perceptrón simple 
 
El Perceptrón es un tipo de red neuronal artificial desarrollado por Frank 
Rosenblatt. También puede entenderse como perceptrón la neurona artificial y 
unidad básica de inferencia en forma de discriminador lineal que constituye este 
modelo de red neuronal artificial, esto debido a que el perceptrón puede usarse 
como neurona dentro de un perceptrón más grande u otro tipo de red neuronal 
artificial. 
 
 
Figura 15. Perceptrón. 
 
 
En la figura se representa una neurona artificial conocida como perceptrón de 
McCulloch-Pitts, que intenta modelar el comportamiento de la neurona biológica. 
Aquí el cuerpo de la neurona se representa como un sumador lineal de los 
estímulos externos    , seguida de una función no lineal             La función 
      es llamada función de activación, y es la que utiliza la suma de estímulos 
para determinar la actividad de salida de la neurona. 
 
Las neuronas emplean funciones de activación diferentes según la aplicación: 
Algunas veces son funciones lineales; otras, funciones sigmoidales y otras más 
funciones de umbral de disparo. La eficiencia sináptica se representa por factores 
de peso de interconexión      desde la neurona  , hasta la neurona    
Los pesos pueden ser positivos (excitación) o negativos (inhibición). Los pesos 
junto con las funciones      dictan la operación de la red neuronal. Normalmente 
las funciones no se modifican, de tal forma que el estado de la red neuronal 
depende del valor de los factores de peso (sinapsis) que se aplica a los estímulos 
de la neurona. 
 
En un perceptrón, cada entrada es multiplicada por el peso   correspondiente y 
los resultados son sumados para evaluarlos contra el valor de umbral; si el 
resultado es mayor al mismo, el perceptrón se activa. 
 
3.3.2 Perceptrón multicapa 
 
El perceptrón multicapa es una red neuronal artificial formada por múltiples capas, 
esto le permite resolver problemas que no son linealmente separables. La salida 
de una neurona está determinada por la suma ponderada con las salidas de las 
neuronas de la capa anterior y una función de activación. 
 
 
Figura 16. Perceptrón Multicapa 
A diferencia del perceptrón simple, la arquitectura del multicapa permite que las 
entradas se encuentren total o localmente conectadas a las capas subsecuentes, 
esto es que la información de entrada de una neurona puede conectarse a todas 
las neuronas de la siguiente capa oculta, o sólo a una o algunas de ellas; es una 
estructura ampliamente utilizada en el pronóstico de series de tiempo. 
Se distinguen las siguientes características: 
 
 No existen bucles ni conexiones entre las neuronas de una misma capa.  
 Las funciones de activación son iguales para cada neurona de una misma 
capa. 
 Tiene una sola neurona en la capa de salida.  
 Las funciones de transferencia deben ser derivables. 
 
3.4 Redes neuronales en MATLAB 
 
Las redes neuronales se pueden clasificar en estáticas o dinámicas.  
 
Las redes neuronales estáticas tienen como característica común el no poseer 
memoria, es decir, sólo son capaces de transformar un conjunto de entradas en un 
conjunto de salidas, de tal manera que una vez establecidos todos los parámetros 
de la red las salidas únicamente dependen de las entradas mediante conexiones 
de realimentación (feed-forward); no tienen elementos de realimentación ni 
rezagos.  Este tipo de redes se han empleado con éxito en muchos problemas de 
clasificación, como funciones lógicas, así como en el campo de la aproximación 
funcional. 
 
Las redes neuronales dinámicas permiten establecer una relación entre salidas y 
entradas y/o salidas y entradas previas (rezagos). Esto añade cierta memoria a 
estas redes; matemáticamente, esta memoria se traduce en la aparición de 
ecuaciones diferenciales o ecuaciones en diferencia formando parte del modelo de 
las mismas.  Las redes neuronales dinámicas se han revelado útiles en problemas 
de modelización de la dinámica directa e inversa de sistemas complejos, tales 
como robots, cohetes, naves espaciales, etc., así como en la modelización de 
circuitos secuenciales y en la conversión de texto a voz. 
En este trabajo se utilizó el Modelo Neuronal Autorregresivo no Lineal (NAR) para 
el modelo univariado. Este modelo dinámico no lineal es considerado por MATLAB 
como uno de los más adecuados para la predicción de series temporales. 
 
3.4.1 Modelo NAR 
 
Es un modelo neuronal autorregresivo no lineal, basado en una única serie de 
datos que funciona como input y output. Éste modelo predice los valores de la 
serie utilizando únicamente las observaciones pasadas de dicha serie a 
pronosticar. Esta propuesta de modelo se considera una de las mejores para 
analizar y predecir información de series de tiempo.  
 
La arquitectura es la siguiente: 
 
 
Figura 17. Arquitectura de un modelo NAR 
 
Una red NAR, es un tipo de perceptrón multicapa, en donde una vez teniendo la 
serie a utilizar se definen los rezagos, el número de capas ocultas y la función de 
entrenamiento.  La sintaxis para este modelo es: narnet (inputDelays; hiddenSizes; 
trainF cn).  Este tipo de red es de dos capas, una oculta y una de salida. 
 
La función de entrenamiento que utiliza es trainlm, que es la función de 
retropropagación de Levenberg-Marquardt  y su sintaxis es:  
 
Trainingfunction(default = !trainlm¡). 
 
Esto nos regresa una red neuronal NAR. 
 
El término retropropagación se refiere a la forma en que el gradiente de la función 
de transferencia es calculado para redes neuronales feed-forward. El 
entrenamiento de la red involucra un ajuste de los pesos comparando la salida 
deseada con la respuesta de la red, de manera que se minimice el error. 
 
La función que usualmente se utiliza para medir el error es la suma de los errores 
al cuadrado (SSE) o su promedio (MSE). 
 
La función de transferencia utilizada en la capa oculta de este tipo de red es la 
sigmoidal, pues al ser un modelo no lineal, ésta debe ser estrictamente monótona, 
acotada y diferenciable, requisitos que cubre la función sigmoidal. 
 
Para el caso de la capa de salida, la función de transferencia es lineal, la cual 
produce tanto su entrada como su salida. 
 
Como el valor de la salida durante el entrenamiento se encuentra disponible para 
este tipo de red, se puede utilizar una arquitectura de bucle abierto, en donde el 
verdadero valor de la salida sea utilizado en lugar de retroalimentar la salida 
estimada.  
 
Las dos ventajas que ofrece esto son que en primer lugar, la entrada a la red de 
alimentación directa (feed-forward) es más precisa, y en segundo lugar que la red 
resultante tiene una arquitectura completamente feed-forward, y por lo tanto un 
algoritmo más eficaz puede ser utilizado para su entrenamiento. 
 
En redes neuronales artificiales los modelos se obtienen por prueba y error. Esto 
implica que no hay un procedimiento específico para conseguir la mejor red, se 
parte de una red inicial, y probando diversas arquitecturas, es que puede 
obtenerse una red final que cumpla las expectativas del modelador. 
 
Dentro del proceso de la construcción de una red debe dividirse la información de 
entrada y salida en base al número de observaciones, para determinar qué 
porción de la misma se utiliza para entrenar, validar y probar la red. Por defecto, el 
módulo deja fijo el 70% de la información para entrenamiento y el 30% restante 
puede uno definir cómo se va a repartir entre validación y comprobación. 
 
Una vez entrenada, validada y comprobada la red, se analizan los resultados. Si el 
resultado no fue adecuado, siempre se puede reentrenar o modificar su 
arquitectura (cambiar rezagos y/o número de neuronas, así como el porcentaje de 
división de datos para entrenamiento) para obtener un mejor resultado. 
 
3.4.2 Modelo NARX 
 
El modelo NARX también es un modelo dinámico autorregresivo no lineal pero con 
variables exógenas, lo cual implica que tiene una variable dependiente de una o 
varias variables que la explican.  La principal ventaja sobre una red feed-forward 
es que permite ganar grados de libertad al incluir la predicción de un período como 
dato en períodos siguientes, resumiendo información de las variables exógenas, 
permitiendo incluir menos rezagos de las mismas y resumiendo el número de 
parámetros a estimar. 
 
Este modelo predice los valores de    en función de los valores de: 
                                    
 
La arquitectura es la siguiente: 
 
 
Figura 18. Arquitectura de un modelo NAR 
 
La sintaxis para este modelo es: narxnet(inputDelays; hiddenSizes; trainF cn). 
Este tipo de red también se conforma de dos capas, una oculta y una de salida. 
 
La función de entrenamiento que utiliza es trainlm, que es la función de 
retropropagación de Levenberg-Marquardt  y su sintaxis es:  
 
Trainingfunction(default = !trainlm¡). 
 
Esto nos regresa una red neuronal NARX. 
 
Las funciones de transferencia son las mismas que en el caso de la red NAR: 
sigmoidal en capa oculta y lineal en capa de salida. 
 
Cuando el feedback loop está abierto en la red neuronal NARX, predice el próximo 
valor de      de los valores previos de      y      (insumos externos). Cuando el 
feedback loop está cerrado, la red se puede utilizar para ejecutar predicciones 
varios pasos hacia adelante. Esto se debe a que las predicciones de la variable 
dependiente en t, van a ser usadas en lugar de valores efectivamente futuros de la 
misma. 
 
 
 
 
 
 
Capítulo IV 
4 Modelación y pronóstico  
 
4.1 Metodología ARIMA 
 
4.1.1 Identificación 
 
4.1.1.1 Análisis Grafico de la serie completa 
 
 
Figura 19. Grafico porcentaje de pérdidas mensuales de energía 2003 -2014 CEDENAR 
 
En la serie se observa a lo largo del periodo de estudio un decrecimiento en las 
perdidas de energía de la empresa teniendo una fluctuación importante en los 
años 2009 al 2012; por su comportamiento la serie muestra una tendencia 
decreciente, lo cual sugiere que la media este variando; por lo tanto la serie no es 
estacionaria.  
 
4.1.1.2 Análisis de Correlograma 
 
 
Figura 20. Gráfico de autocorrelación de la serie original. 
 
Un correlograma muestra estacionalidad cuando se observa en la línea vertical  
continua del grafico de autocorrelación  (eje cero), observaciones positivas (arriba)  
y negativas (debajo), ubicadas alrededor de la línea vertical continua (cero), [21]. 
 
El correlograma de la serie muestra un nivel alto, que disminuye de modo muy 
lento, conforme el rezago se  prolonga, por tanto concluimos que la serie no es 
estacionaria en media, varianza o las dos. 
 
4.1.2 Estacionalizacion de la serie 
 
4.1.2.1 Estacionalidad en media  
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 4. Test de raíz unitaria 
 
Tabla 5. Test de raíz unitaria en Level 
En la elaboración del test de raíz unitaria en level, nos muestra que la probabilidad 
del test AFD, no se rechaza la hipótesis, se tiene una probabilidad (Prob.*) de 
0,3213, no es significativo al 5% de significancia, la serie tiene raíz unitaria por lo 
tanto no es estacionaria. 
 
                                                                  
                                         
 
Como             en valor absoluto es mayor que el                no se 
rechaza la hipótesis nula, por lo que la serie presenta una raíz unitaria. 
 
  
Realizamos la primera diferencia. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 6. Test  raíz  unitaria primera diferencia 
 
En la elaboración del test de raíz unitaria en 1 diferencia,  nos muestra que la 
probabilidad del test AFD, se rechaza la hipótesis, se tiene una probabilidad 
(Prob.*) de 0,0000, que es significativo al 5% de significancia, la serie no tiene raíz 
unitaria por lo tanto  es estacionaria. 
 
                                                                  
                                            
 
 Como             en valor absoluto es menor que el                se 
rechaza la hipótesis nula, por lo que la serie  no presenta una raíz unitaria. 
 
 Análisis Grafico de la primera diferencia  
 
 
Figura 21. Grafico Primera diferencia de la serie. 
 
4.1.2.2  Estacionalidad en Varianza  
 
Para estabilizar la serie en varianza utilizamos La transformación de Box y Cox 
que es una familia de transformaciones utilizadas para mejorar el ajuste lineal. 
Para definir que transformación es adecuada utilizamos el programa MATLAB 
para calcular   . 
El valor calculado de   con esta herramienta es: 0,4748. 
La transformación adecuada de la serie con respecto al valor de   es:     
 Figura 22. Grafica de la serie con transformación 
 
 Análisis de Estacionalidad    
 
H0: La serie presenta una raíz unitaria (La serie no es estacionaria). 
H1: La serie no presenta una raíz unitaria (La serie es estacionaria). 
 
Tabla 7. Test raíz unitaria serie transformada 
En la elaboración del test de raíz unitaria en level, nos muestra que la probabilidad 
del test AFD, no se rechaza la hipótesis, se tiene una probabilidad (Prob.*) de 
0,5197, no es significativo al 5% de significancia, la serie tiene raíz unitaria por lo 
tanto no es estacionaria. 
                                                                  
                                            
Como             en valor absoluto es mayor que el                no se 
rechaza la hipótesis nula, por lo que la serie presenta una raíz unitaria. 
Realizamos la primera diferencia. 
 
Figura 23. Test raíz en primera diferencia 
 
En la elaboración del test de raíz unitaria en 1 diferencia,  nos muestra que la 
probabilidad del test AFD, se rechaza la hipótesis, se tiene una probabilidad 
(Prob.*) de 0,0000, que es significativo al 5% de significancia, la serie no tiene raíz 
unitaria por lo tanto  es estacionaria. 
                                                                  
                                            
Como             en valor absoluto es menor que el                se 
rechaza la hipótesis nula, por lo que la serie  no presenta una raíz unitaria. 
 Análisis grafico de la serie transformada con primera 
diferencia 
 
 
Figura 24. Grafico serie transformada con una diferencia 
  Análisis de correlograma de la serie transformada con 
diferencia 
 
 
Figura 25. Correlograma de la serie transformada con una diferencia 
 
En la identificación del modelo ARIMA generador de la serie se utilizan las 
funciones FAC y FACP muéstrales, para estimar los valores de p, d, q. 
 
La identificación se realiza mediante la comparación de las características 
observadas en el correlograma y las características que cabe esperar para los 
distintos, y posibles, modelos teóricos. 
El análisis de los correlogramas de la serie nos sugiere los siguientes modelos: 
 
1. ARIMA(4,1,1) 
2. ARIMA(4,1,2) 
3. ARIMA(12,1,1) 
 
Además se realizaran estos mismos modelos sin transformación en varianza, solo 
con la transformación en media; por lo tanto se analizaran 6 modelos.   
 
4.1.3 Estimación y validación. 
 
Especificamos los siguientes modelos alternativos como posibles generadores de 
la serie y procedemos a la estimación de los mismos. Para ello utilizaremos los 
paquetes estadístico Eviews 7 (Anexo A), SPSS 15 (Anexo B) y  MATLAB (Anexo 
C). 
El criterio de información de Akaike (AIC): establece que cuanto más bajo es su 
valor, mejor es el modelo. 
El criterio de Schwartz (BIC): postula que cuanto menor es el valor de este criterio, 
mejor será el modelo. 
En la práctica, la MAE se ha utilizado ampliamente en el trabajo de pronóstico, 
porque es fácil de comprender y de utilizar. No obstante, el RMSE puede ser un 
mejor indicador que la MAE;  el RMSE asigna más ponderación a los errores 
grandes, es que se lo considera mejor criterio al momento de seleccionar el 
método más adecuado de pronóstico; en comparaciones entre modelos mientras 
menor sea, más adecuado el modelo.  
 
El aplicativo en MATLAB valida los diferentes test con ceros (0) y unos (1); cero 
cuando el test no es aprobado y uno cuando el test es aprobado. 
 
4.1.3.1 Comparación de modelos alternativos - Eviews 
MODELO COEFICIENTE DW R
2
 JB %JB MAE RMSE AIC BIC 
ARIMA(4,1,1) 
AR (4) 0,152495 
2,1742 0,4179 23,1   0 0,103 0,117 -4,712 -4,670 
MA(1) -0,768292 
ARIMA(4,1,2) 
AR (4) 0,040438 
3,038 -0,0002 32,22   0 0,104 0,118 -4,171 -4,129 
MA(2) -0,029286 
ARIMA(12,1,1) 
AR (12) 0,4953 
2,069 0,5531 13,73   1 0,07 0,085 -4,967 -4,923 
MA(1) -0,694709 
Tabla 8. Resumen modelos ARIMA con transformación en media y varianza - Eviews 
 
MODELO COEFICIENTE DW R
2
 JB %JB MAE RMSE AIC BIC 
ARIMA(4,1,1) 
AR (4) 0,149907 
2,158 0,4196  14,65  0 0,123 0,137 -4,495 -4,453 
MA(1) -0,772705 
ARIMA(4,1,2) 
AR (4) 0,0490065 
3,026 -0,006 20,26   0 0,156 0,167 -3,951 -3,909 
MA(2) -0,015 
ARIMA(12,1,1) 
AR (12) 0,491217 
2,041 0,5545 7,308  2,6  0,08 0,094 -4,77 -4,726 
MA(1) -0,70436 
Tabla 9.Resumen modelos ARIMA solo con transformación en media - Eviews 
 
En las tablas 8 y 9 observamos los resultados de los test de Durbin-Watson (DW), 
residuos al cuadrado (R2), el test de Jarque-Bera (JB) , el criterio Akaike (AIC), el 
criterio de Schwartz (BIC) y el error cuadrático medio (RMSE). 
 
Al comparar estos modelos el que presenta mejores resultados AIC y BIC, es el 
modelo ARIMA (12, 1, 1) con transformación en media y varianza; el segundo 
modelo con mejores resultados es el modelo ARIMA (12, 1, 1) con transformación 
en media. 
 
Los cálculos de los modelos en Eviews, los podemos encontrar en el Anexo A.  
 
4.1.3.2 Comparación de modelos alternativos- SPSS 
 
MODELO COEF. R
2
 
 
Σ R
2
 
Lju-
Box GL Sig. MAE RMSE AIC BIC 
ARIMA(1,1,1) 
AR (1) -0,078 
0,857 0,086 56,150 16 0 0,018 0,025 -647,92 -639,03 
MA(1) 0,813 
ARIMA(4,1,1) 
AR (4) -0,319 
0,858 0,085 46,893 13 0 0,018 0,025 -643,92 -625,71 
MA(1) -0,535 
ARIMA(4,1,2) 
AR (4) -0,247 
0,855 0,086 51,550 12 0 0,018 0,025 -641,10 -620,36 
MA(2) 0,124 
ARIMA(12,1,1) 
AR (12) -0,318 
0,898 0,061 1,578 5 0.905 0,016 0,022 -675,98 -634,50 
MA(1) -0,613 
Tabla 10. Resumen modelos ARIMA con transformación en media y varianza - SPSS 
En la tabla 10 observamos los resultados de los test de residuos al cuadrado (R2), 
La sumatoria de estos residuos al cuadrado, el test de Lju-Box, el criterio Akaike 
(AIC), el criterio de Schwartz (BIC), el error cuadrático medio (RMSE). 
Al comparar estos modelos el que presenta mejores resultados AIC y BIC, son los 
modelos ARIMA (12, 1, 1)  y ARIMA (1, 1, 1) con transformación en media y 
varianza. 
Los cálculos de los modelos en SPSS, los podemos encontrar en el Anexo B.  
4.1.3.3  Comparación de modelos alternativos - MATLAB 
 
MODELO COEFICIENTE R R
2
 JB VAR RMSE AIC  
ARIMA(1,1,1) 
AR (1) -0,0665 
1 1 1 4,73*10
-4 
0,938 3,63*10
-6
 
MA(1) -0,8294 
ARIMA(4,1,1) 
AR (4) -1,3643 
1 1  1 4,65*10
-4
 0,895 9,22*10
-5
 
MA(1) 0,4957 
ARIMA(4,1,2) 
AR (4) 0,0777 
1 1  1 4,60*10
-4
 0,939 7,24*10
-6
 
MA(2) -0,9990 
ARIMA(12,1,1) 
AR (12) -0,0178 
0 0 1 3,14*10
-4
 0,938 4,04*10
-6
 
MA(1) -0,8188 
Tabla 11. Modelos ARIMA con transformación en media y varianza - MATLAB 
 MODELO COEFICIENTE R R
2
 JB VAR RMSE AIC  
ARIMA(1,1,1) 
AR (1) -0,0610 
1 1 1 5,96*10
-4 
0,938 9,80*10
-6
 
MA(1) -0,8317 
ARIMA(4,1,1) 
AR (4) -1,3225 
1 1  1 5,92*10
-4
 0,863 2,39*10
-5
 
MA(1) 0,4591 
ARIMA(4,1,2) 
AR (4) 0,0431 
1 1  1 5,83*10
-4
 0,939 1,43*10
-6
 
MA(2) -0,9548 
ARIMA(12,1,1) 
AR (12) -0,0231 
0 0 1 3,97*10
-4
 0,938 1,03*10
-6
 
MA(1) -0,8020 
Tabla 12. Modelos ARIMA solo con  transformación en media - MATLAB 
 
En las tablas 11 y 12 observamos los resultados de los test de residuos (R), 
residuos al cuadrado (R2), el test de Jarque-Bera (JB) , el criterio Akaike (AIC), el 
error cuadrático medio (RMSE). 
Al comparar estos modelos el que presenta mejores resultados AIC  es el modelo 
ARIMA (4, 1, 2) con transformación en media y varianza, el segundo modelo es el 
ARIMA (1, 1, 1) con transformación en media. El modelo ARIMA (12, 1, 1), no se 
lo tiene en cuenta por qué no paso el test JB de normalidad. 
Los cálculos de los modelos en SPSS, los podemos encontrar en el Anexo C.  
 
4.1.4 Pronostico 
 
4.1.4.1 Comparación de pronósticos con la metodología ARIMA 
 
Se realizó la comparación de los pronósticos entre los datos reales de la empresa 
y los datos esperados por la misma en el periodo de enero a marzo de 2015, y se 
mostró el pronóstico de los meses de abril a junio. 
Se utilizaron los paquetes estadístico  Eviews 7 (Anexo A), SPSS 15 (Anexo B) y  
MATLAB (Anexo C). 
 Comparación de modelos con Eviews  
 
REAL ESPERADO 1-1-1 T 1-1-1 ST 4-1-1 T 4-1-1 ST 4-1-2 T 4-1-2 ST 12-1-1 T 12-1-1 ST 
ene-15 0,1997 0,2026 0,20852041 0,209997 0,21751048 0,209997 0,22265444 0,194653 0,20346411 0,199281 
feb-15 0,197 0,201 0,20719515 0,208889 0,21625651 0,208889 0,22170229 0,188026 0,20218118 0,194711 
mar-15 0,1938 0,1994 0,20587413 0,207787 0,21500616 0,207787 0,2207334 0,196232 0,20090733 0,214801 
abr-15   0,1978 0,20455732 0,206691 0,21375944 0,206691 0,22071367 0,188783 0,19963273 0,203858 
may-15     0,20324474 0,2056 0,21251635 0,2056 0,21975725 0,189938 0,19836471 0,209408 
jun-15     0,20193639 0,204515 0,21127688 0,204515 0,21879262 0,183528 0,19709672 0,189099 
Tabla 13. Consolidado pronósticos - Eviews 
 
En la tabla 13 se muestran los resultados de los pronósticos con el paquete  
estadístico Eviews obtenidos a seis meses (enero 2015 a junio 2015), realizados a 
los 8 modelos de estudio; comparados con los datos reales obtenidos y los datos 
pronosticados (esperados) por la empresa de energía. 
 
 
Figura 26. Comparación grafica de los modelos con transformación en media y varianza (T) utilizando 
Eviews 
En la figura 26, se muestra la comparación grafica de los pronósticos de los 
modelos con transformación en media y varianza (T), con los pronósticos de la 
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empresa, en este grafico se puede observar que el mejor pronóstico es el del 
modelo ARIMA (12, 1, 1). 
 
Figura 27. Comparación grafica de los modelos con transformación en media (ST) utilizando Eviews 
En la figura 27, se muestra la comparación grafica de los pronósticos de los 
modelos con transformación en media  (ST), con los pronósticos de la empresa, 
en este grafico se puede observar que el mejor pronóstico es el del modelo ARIMA 
(12, 1, 1). 
 
Comparación de modelos con SPSS  
 
REAL ESPERADO 1-1-1 T 1-1-1 ST 4-1-1 T 4-1-1 ST 4-1-2 T 4-1-2 ST 12-1-1 T 12-1-1 ST 
ene-15 0,1997 0,2026 0,2066 0,2045 0,2053 0,2038 0,2054 0,2038 0,2058 0,2037 
feb-15 0,197 0,201 0,205 0,2026 0,2038 0,2021 0,2038 0,2022 0,2043 0,2022 
mar-15 0,1938 0,1994 0,2037 0,201 0,2024 0,2004 0,2025 0,2005 0,2031 0,2004 
abr-15   0,1978 0,2024 0,1993 0,2003 0,1986 0,2005 0,1979 0,2012 0,1982 
may-15     0,201 0,1975 0,1996 0,1967 0,1999 0,1968 0,2013 0,1976 
jun-15     0,1997 0,1958 0,1983 0,195 0,1981 0,195 0,1996 0,1956 
Tabla 14. Consolidado pronósticos - SPSS 
 
En la tabla 14 se muestra los resultados de los pronósticos con el paquete 
estadístico SPSS obtenidos a seis meses (enero 2015 a junio 2015), realizados a 
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los 8 modelos de estudio; comparados con los datos reales obtenidos y los datos 
pronosticados (esperados) por la empresa de energía. 
 
Figura 28. Comparación grafica de los modelos con transformación en media y varianza (T) utilizando 
SPSS 
En la figura 28, se muestra la comparación grafica de los pronósticos de los 
modelos con transformación en media y varianza (T), con los pronósticos de la 
empresa, en este grafico se puede observar que el mejor pronóstico es el del 
modelo ARIMA (4, 1, 2). 
 
Figura 29. Comparación grafica de los modelos con transformación en media (ST) utilizando SPSS 
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En la figura 29, se muestra la comparación grafica de los pronósticos de los 
modelos con transformación en media  (ST), con los pronósticos de la empresa, 
en este grafico se puede observar que los mejores pronósticos son los modelos 
ARIMA (4, 1, 1) y ARIMA (4, 1, 2). 
 
Comparación de modelos con MATLAB 
 
REAL ESPERADO 1-1-1 T 1-1-1 ST 4-1-1 T 4-1-1 ST 4-1-2 T 4-1-2 ST 12-1-1 T 12-1-1 ST 
ene-15 0,1997 0,2026 0,203987 0,204336 0,208751 0,210123 0,203703 0,203905 0,203826 0,204217 
feb-15 0,197 0,201 0,204132 0,204396 0,202202 0,199826 0,202816 0,203445 0,203964 0,204402 
mar-15 0,1938 0,1994 0,204097 0,204382 0,219516 0,225621 0,201848 0,202646 0,203931 0,204491 
abr-15   0,1978 0,204106 0,2043858 0,175085 0,161767 0,201314 0,202252 0,203219 0,203921 
may-15     0,2041041 0,2043851     0,201044 0,202111 0,204868 0,205611 
jun-15     0,2041046 0,2043853     0,200782 0,201967 0,204442 0,20525 
Tabla 15. Consolidado pronósticos - MATLAB 
En la tabla 15 se muestra los resultados de los pronósticos con MATLAB 
obtenidos a seis meses (enero 2015 a junio 2015), realizados a los 8 modelos de 
estudio; comparados con los datos reales obtenidos y los datos pronosticados 
(esperados) por la empresa de energía. 
 
Figura 30. Comparación grafica de los modelos con transformación en media y varianza (T) utilizando 
MATLAB 
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En la figura 30, se muestra la comparación grafica de los pronósticos de los 
modelos con transformación en media y varianza (T), con los pronósticos de la 
empresa, en este grafico se puede observar que el mejor pronóstico es el del 
modelo ARIMA (4, 1, 2). 
 
 
Figura 31. Comparación grafica de los modelos con transformación en media (ST) utilizando MATLAB 
 
En la figura 31, se muestra la comparación grafica de los pronósticos de los 
modelos con transformación en media  (ST), con los pronósticos de la empresa, 
en este grafico se puede observar que el mejor pronóstico es el modelo ARIMA (4, 
1, 2). 
 
4.1.4.2  Comparación de pronósticos con la metodología redes 
neuronales 
 
Se realizara la comparación de los pronósticos entre los datos reales de la 
empresa y los datos esperados por la misma en el periodo de enero a marzo de 
2015, y se mostrara el pronóstico de los meses de abril a junio (Anexo D). 
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real esperado sim 1 sim 2 sim 3 
ene-15 0,1997 0,2026 0,20047133 0,20351041 0,20039439 
feb-15 0,197 0,201 0,20125095 0,2026209 0,19914033 
mar-15 0,1938 0,1994 0,19913538 0,19990163 0,19512628 
abr-15   0,1978 0,19906852 0,19930771 0,19456424 
may-15     0,19792808 0,19859808 0,18900864 
jun-15     0,19737841 0,19839742 0,18639298 
Tabla 16. Consolidado pronósticos con RN 
 
En la tabla 15 se muestra los resultados de los pronósticos con redes neuronales 
obtenidos a seis meses (enero 2015 a junio 2015), realizados a 3 simulaciones; 
comparando estos resultados con los datos reales obtenidos y los datos 
pronosticados (esperados) por la empresa de energía. 
 
Figura 32. Comparación grafica de los modelos con RN 
 
En la figura 32, se muestra la comparación grafica de los pronósticos de las 
simulaciones, con los pronósticos de la empresa, en este grafico se puede 
observar que el mejor pronóstico es la simulación 3 (sim 3). 
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Capítulo v 
5 Conclusiones y trabajos futuros 
 
Al estudiar los porcentajes de perdidas comerciales de la empresa de Energía de 
Nariño - CEDENAR  - ESP. S.A en el periodo comprendido entre 200301 a 201412 
que corresponden a 144 datos mensuales se establecieron los modelos que mejor 
se ajustan a la serie por la metodología BOX-JENKINS y el mejor diseño y 
entrenamiento de la Red Neuronal NAR para comparar los pronósticos  
modelados con los resultados obtenidos por la empresa de forma real de (201501- 
201503) y los resultados esperados por ella (201501-201504). 
En la metodología BOX-JENKINS se compararon 4 modelos ARIMA con 
transformación en media y varianza y 4 modelos ARIMA solo con transformación 
en media, los cuales presentaron las mejores características para el pronóstico de 
un conjunto de pruebas realizadas; este trabajo se desarrolló en el item 4.1.5.4 
donde se muestra el pronóstico a través de 3 softwares que son: Eviews 7, SPSS 
15 y una aplicación en MATLAB V2014a; un código desarrollado en base al 
Econometrics Toolbox. 
Comparando los resultados arrojados en el estudio, los modelos que presentan 
mejor ajuste, es decir que tienen un menor valor RMSE (root-mean- squared  
error)  y tienen el menor AIC (Criterio de Información Akaike) son: usando Eviews 
7 y SPSS 15 el mejor modelo es ARIMA (12, 1, 1) y en la aplicación de MATLAB el 
mejor modelo es el ARIMA (4, 1, 2). 
Al hacer la comparación grafica de los pronósticos con los reales y los esperados 
de la empresa el mejor comportamiento lo presenta el modelo ARIMA (4, 1, 2) en 
SPSS y MATLAB. 
El modelo ARIMA obtiene buenas predicciones cuando los datos utilizados para 
obtener las predicciones presentan un comportamiento estable, es decir, una 
media y varianza suficientemente constantes, el ajuste de datos estimados se 
acerca mucho al comportamiento de la curva de demanda con un margen del 
porcentaje de error mínimo y elimina los efectos de la estacionalidad, 
proporcionando resultados confiables. 
Entre las desventajas que presenta la metodología se encuentran que los cambios 
bruscos en el comportamiento de la serie no son fácilmente detectables con 
modelos ARIMA. Si la serie es poco estable, el modelo ARIMA es incapaz de 
aprender el patrón de comportamiento que sigue la serie y las predicciones son 
poco precisas.  
En la metodología de redes neuronales se puede afirmar que los modelos 
generados presentan un mejor ajuste del comportamiento de la serie que los 
modelos generados con la metodología ARIMA ya que con un coeficiente de 
correlación para la simulación 1 de 0,90186, para la simulación 2 de 0,90441 y 
para la simulación 3 de 0,89896 que son superiores a 0,8 y la comparación grafica 
de las simulaciones con respecto al comportamiento real y al esperado por la 
empresa son muy ajustados. 
Los  modelos de redes neuronales presentan mejor redimiendo en el trato con las 
funciones no-lineales, su fortaleza estriba en que no requieren formulaciones 
matemáticas complejas o de correlación cuantitativa entre entradas y salidas,  sus 
modelos sencillos, permiten obtener bajos errores en el pronóstico y el analista 
tiene mayor libertad en cuanto al manejo de parámetros para ajustar el modelo a 
la serie de datos. 
Entre las desventajas de la metodología de redes neuronales se tiene que no es 
fácil decidir cuál es el número de capas que componen la red, ni el número de 
neuronas presentes en cada una de ellas ya que se puede incurrir en un sobre 
entrenamiento. Además, es necesario tomar un valor inicial para cada uno de los 
parámetros que componen la red, y la elección de estos valores iniciales modifica 
de forma importante la salida de la red.  
 
 
Como trabajos futuros para la misma empresa seria el análisis de las perdidas 
comerciales en cada una de las 5 zonas en la que se encuentra dividido  la 
prestación del servicio y  valorar en que zona se presenta mayor pérdida;  también 
se podría hacer un análisis con la antigüedad de los usuarios, para poder estudiar 
el comportamiento de las perdidas, tanto técnicas y no técnicas de los usuarios 
nuevos y de los usuarios antiguos y ver su comportamiento. 
Como complemento del trabajo se podría comparar los resultados con métodos de 
minería de datos, por la cantidad datos que puede suministrar el sistema de 
información comercial que cuenta la empresa.  
Para el desarrollo de este trabajo se desarrollaron unas aplicaciones en MATLAB, 
que modelan y pronostican series de tiempo utilizando la metodología Box-Jenkins 
y redes neuronales, sería interesante hacer estudios en otros campos y poder 
confrontar estos resultados con las aplicaciones desarrolladas. 
 
 
  
 Anexo A 
Soporte estimación, validación y pronostico - Eviews 7 
 
A.1   Estimación 
 
MODELO ESTIMACIÓN DEL MODELO 
1 ARIMA(1,1,1) 
 
2 
ARIMA(4,1,1) 
 
 
3 
ARIMA(4,1,2) 
 
 
4 
ARIMA(12,1,1) 
 
 
Tabla 17. Estimación de modelos con Eviews. 
 
En la tabla 17 resaltamos el valor del test de Durbin-Watson; que es el criterio que 
utilizaremos para realizar las estimaciones de los modelos. 
Análisis de estimación 
 
 Estadístico Durbin-Watson 
 
Al observar los valores del estadístico DW, podemos tener en cuenta  los 
modelos que están cercanos a dos; esto lo podemos constatar en la siguiente 
tabla resumen. 
 
Modelo Estadístico DW 
ARIMA(1,1,1) 1,991049 
ARIMA(4,1,1) 2,158165 
ARIMA(4,1,2) 3,049825 
ARIMA(12,1,1) 2,042488 
Tabla 18. Estadísticos Durbin-Watson 
 
A.2 Validación. 
 
En esta etapa se presentan tres bloques de análisis: El primero referente a los 
resultados de la estimación, el segundo centrado en el análisis de los residuos y 
finalmente, el tercero dedicado al test de normalidad. 
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Tabla 19. Análisis de los residuos Eviews 
En la tabla 19 observamos en la columna donde aparecen el correlograma de 
residuos se busca  los modelos  donde las probabilidades  sean  mayores al 5%. 
En la columna donde aparece el correlograma de residuos al cuadrado se busca  
los modelos   donde las probabilidades  sean  mayores al 5%. 
Según el test de normalidad en los residuos se busca un modelo que tenga  una 
distribución de los residuos normal y una probabilidad mayor del 5% en el test de 
Jarque-Bera. 
 
A.3 Pronósticos  
 
MODELO TABLA GRAFICO 
ARIMA(1,1,1) 
  
FECHA PRONOSTICO 
ene-15 0,20852041 
feb-15 0,20719515 
mar-15 0,20587413 
abr-15 0,20455732 
may-15 0,20324474 
jun-15 0,20193639 
Con transformación en media y 
varianza 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,209997 
feb-15 0,208889 
mar-15 0,207787 
abr-15 0,206691 
may-15 0,2056 
jun-15 0,204515 
Con transformación en media  
 
 
 
 
MODELO TABLA GRAFICO 
ARIMA(4,1,1) 
 
 
FECHA PRONOSTICO 
ene-15 0,217510476 
feb-15 0,216256507 
mar-15 0,215006162 
abr15 0,213759443 
may-15 0,21251635 
jun-15 0,211276881 
Con transformación en media y 
varianza 
 
 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,209997 
feb-15 0,208889 
mar-15 0,207787 
abr-15 0,206691 
may-15 0,2056 
jun-15 0,204515 
Con transformación en media  
 
 
 
 
 
ARIMA(4,1,2) 
 
 
 
FECHA PRONOSTICO 
ene-15 0,222654437 
feb-15 0,221702294 
mar-15 0,220733398 
abr-15 0,220713666 
may-15 0,219757249 
jun-15 0,218792617 
 
 
 
 
 
MODELO TABLA GRAFICO 
 
 
 
FECHA PRONOSTICO 
ene-15 0,194653 
feb-15 0,188026 
mar-15 0,196232 
abr-15 0,188783 
may-15 0,189938 
jun-15 0,183528 
Con transformación en media  
 
 
 
 
ARIMA(12,1,1) 
 
 
FECHA PRONOSTICO 
ene-15 0,203464108 
feb-15 0,202181176 
mar-15 0,200907325 
abr-15 0,199632733 
may-15 0,19836471 
jun-15 0,197096725 
Con transformación en media y 
varianza 
 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,199281 
feb-15 0,194711 
mar-15 0,214801 
abr-15 0,203858 
may-15 0,209408 
jun-15 0,189099 
Con transformación en media  
 
 
 
 
 
 
Tabla 20. Pronósticos con Eviews 
En la tabla 20 podemos observar los pronósticos a junio de 2015 de los modelos 
estudiados con trasformación en media y varianza y los modelos solo con 
transformación en media; al lado de cada tabla podemos encontrar la modelación 
grafica del modelo (línea azul) contra el comportamiento real de la serie (línea 
roja). 
 
 
 
  
Anexo B 
 
Soporte estimación y pronostico - SPSS – 15 
 
 
B.1 Estimación  
 
MODELO DIAGNÓSTICO RESIDUAL ESTIMACIONES DE PARAMETROS 
ARIMA(1,1,1) 
 
  
 
 
 
 
 
 
 
 Estimaciones 
Error 
típico t 
Sig. 
aprox. 
Retardos no 
estacionales 
AR1 -,078 ,100 -,775 ,440 
MA1 ,813 ,060 13,546 ,000 
Constante -,002 ,000 -4,577 ,000 
   Se ha utilizado el algoritmo de Melard para la estimación 
 
ARIMA(4,1,1) 
 
 
 
Número de residuos 143 
Número de parámetros 5 
GL residuales 137 
Suma de cuadrados 
residual corregida ,085 
Suma de cuadrados 
residual ,087 
Varianza residual ,001 
Error típico del modelo ,025 
Log-verosimilitud 327,746 
Criterio de información de 
Akaike (AIC) -643,492 
Criterio bayesiano de 
Schwarz (BIC) -625,715 
 
 
 
 
 
 
 Estimaciones 
Error 
típico t 
Sig. 
aprox. 
Retardos no 
estacionales 
AR1 
-1,390 ,298 -4,664 ,000 
  AR2 -1,121 ,258 -4,341 ,000 
  AR3 -,739 ,195 -3,792 ,000 
  AR4 -,319 ,095 -3,358 ,001 
  MA1 -,535 ,310 -1,724 ,087 
Constante -,002 ,001 -2,493 ,014 
   Se ha utilizado el algoritmo de Melard para la estimación 
 
 
Número de residuos 143 
Número de parámetros 2 
GL residuales 140 
Suma de cuadrados 
residual corregida ,086 
Suma de cuadrados 
residual ,089 
Varianza residual ,001 
Error típico del modelo ,025 
Log-verosimilitud 326,963 
Criterio de información de 
Akaike (AIC) -647,925 
Criterio bayesiano de 
Schwarz (BIC) -639,037 
 
 
MODELO DIAGNÓSTICO RESIDUAL ESTIMACIONES DE PARAMETROS 
ARIMA(4,1,2) 
 
Número de residuos 143 
Número de parámetros 6 
GL residuales 136 
Suma de cuadrados 
residual corregida ,086 
Suma de cuadrados 
residual ,089 
Varianza residual ,001 
Error típico del modelo ,025 
Log-verosimilitud 327,552 
Criterio de información de 
Akaike (AIC) -641,104 
Criterio bayesiano de 
Schwarz (BIC) -620,364 
 
 
 Estimaciones Error típico t Sig. aprox. 
Retardos no 
estacionales 
AR1 
-1,217 ,407 -2,990 ,003 
AR2 
-,872 ,340 -2,564 ,011 
AR3 
-,566 ,252 -2,245 ,026 
AR4 
-,247 ,124 -1,987 ,049 
MA1 
-,348 ,417 -,836 ,405 
MA2 
,124 ,314 ,393 ,695 
Constante 
-,002 ,001 -2,655 ,009 
   Se ha utilizado el algoritmo de Melard para la estimación 
 
ARIMA(12,1,1) 
 
 
 
Número de residuos 143 
Número de parámetros 13 
GL residuales 129 
Suma de cuadrados 
residual corregida ,061 
Suma de cuadrados 
residual ,079 
Varianza residual ,000 
Error típico del modelo ,021 
Log-verosimilitud 351,991 
Criterio de información de 
Akaike (AIC) -675,981 
Criterio bayesiano de 
Schwarz (BIC) -634,502 
 
 
 
 Estimaciones 
Error 
típico t 
Sig. 
aprox. 
Retardos no 
estacionales 
AR1 -1,435 9,150 -,157 ,876 
AR2 -1,108 7,511 -,148 ,883 
AR3 -,786 5,536 -,142 ,887 
AR4 -,496 3,802 -,130 ,896 
AR5 -,378 2,212 -,171 ,865 
AR6 -,394 2,105 -,187 ,852 
AR7 -,297 2,307 -,129 ,898 
AR8 -,257 1,298 -,198 ,843 
AR9 -,315 1,543 -,204 ,838 
AR10 -,487 1,903 -,256 ,798 
AR11 -,734 3,230 -,227 ,821 
AR12 -,318 4,658 -,068 ,946 
MA1 -,613 9,169 -,067 ,947 
Constante -,002 ,000 -4,594 ,000 
Se ha utilizado el algoritmo de Melard para la estimación 
 
Tabla 21. Análisis de residuos y parámetros - SPSS 
 
En la tabla 21 observamos en la columna de diagnóstico residual los valores AIC y 
BIC de los modelos estudiados; datos que nos permitirá elegir el mejor modelo 
entre los modelos estudiados; en la columna siguiente la de estimación de 
parámetros observamos que los valores en la columna sig.aprox.  sean mayores 
del 5%. 
 
 
 
  
B.2 Pronósticos  
 
MODELO TABLA GRAFICO 
ARIMA(1,1,1) 
 
 
  
FECHA PRONOSTICO 
ene-15 0,2066 
feb-15 0,2050 
mar-15 0,2037 
abr-15 0,2024 
may-15 0,2010 
jun-15 0,1997 
Con transformación en media y 
varianza 
 
 
 
 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,2045 
feb-15 0,2026 
mar-15 0,2010 
abr-15 0,1993 
may-15 0,1975 
jun-15 0,1958 
Con transformación en media  
 
 
 
MODELO TABLA GRAFICO 
ARIMA(4,1,1) 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,2053 
feb-15 0,2038 
mar-15 0,2024 
abr-15 0,2003 
may-15 0,1996 
jun-15 0,1983 
Con transformación en media y 
varianza 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,2038 
feb-15 0,2021 
mar-15 0,2004 
abr-15 0,1986 
may-15 0,1967 
jun-15 0,1950 
Con transformación en media  
 
 
 
 
 
 
 
 
MODELO TABLA GRAFICO 
ARIMA(4,1,2) 
 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,2054 
feb-15 0,2038 
mar-15 0,2025 
abr-15 0,2005 
may-15 0,1999 
jun-15 0,1981 
Con transformación en media y 
varianza 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,2038 
feb-15 0,2022 
mar-15 0,2005 
abr-15 0,1979 
may-15 0,1968 
jun-15 0,1950 
Con transformación en media  
 
 
 
 
 
MODELO TABLA GRAFICO 
ARIMA(12,1,1) 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,2058 
feb-15 0,2043 
mar-15 0,2031 
abr-15 0,2012 
may-15 0,2013 
jun-15 0,1996 
Con transformación en media y 
varianza 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,2037 
feb-15 0,2022 
mar-15 0,2004 
abr-15 0,1982 
may-15 0,1976 
jun-15 0,1956 
Con transformación en media  
 
 
 
 
 
 
 
 
Tabla 22. Pronósticos con SPSS 
 
En la tabla 22 podemos observar los pronósticos a junio de 2015 de los modelos 
estudiados con trasformación en media y varianza y los modelos solo con 
transformación en media; al lado de cada tabla podemos encontrar el 
comportamiento real de la serie (línea roja); el pronóstico del modelo lo podemos 
observar en la línea de color azul, las líneas grises son los límites de las 
tolerancias, tanto superior como inferior. 
  
Anexo C 
Soporte estimación y pronostico - MATLAB 
 
C.1   Estimación 
 
 
 
 
 
                                                                                                                
Figura 33. Análisis Serie original con MATLAB 
 
 
 
 
 
 
 
 
Figura 34. Serie con transformación en varianza.- MATLAB 
 
 
 
 
 
  
  
 
 
 
 
Figura 35. Serie con transformación en media.- MATLAB 
 
MODELO 
DIAGNÓSTICO RESIDUAL 
ESTIMACIONES DE PARAMETROS 
ARIMA(1,1,1) 
  
  
ARIMA(4,1,1) 
 
  
MODELO 
DIAGNÓSTICO RESIDUAL 
ESTIMACIONES DE PARAMETROS 
ARIMA(4,1,2) 
 
ARIMA(12,1,1) 
 
Tabla 23. Análisis de residuos - MATLAB 
 
 
 
 
 
 
 
Figura 36. Análisis de parámetros - MATLAB 
 
 
C.2 Pronósticos  
 
MODELO TABLA GRAFICO 
ARIMA(1,1,1) 
  
 
FECHA PRONOSTICO 
ene-15 0,203987 
feb-15 0,204132 
mar-15 0,204097 
abr-15 0,204106 
may-15 0,2041041 
jun-15 0,2041046 
Con transformación en media y 
varianza 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,204336 
feb-15 0,204396 
mar-15 0,204382 
abr-15 0,2043858 
may-15 0,2043851 
jun-15 0,2043853 
Con transformación en media  
 
 
 
ARIMA(4,1,1) 
 
FECHA PRONOSTICO 
ene-15 0,208751 
feb-15 0,202202 
mar-15 0,219516 
abr-15 0,175085 
may-15 0,286208 
jun-15 0,00759 
Con transformación en media y 
varianza 
 
 
 
MODELO TABLA GRAFICO 
 
 
 
FECHA PRONOSTICO 
ene-15 0,210123 
feb-15 0,199826 
mar-15 0,225621 
abr-15 0,161767 
may-15 0,317320 
jun-15 
 Con transformación en media  
 
 
 
 
 
 
 
ARIMA(4,1,2) 
 
 
 
FECHA PRONOSTICO 
ene-15 0,203703 
feb-15 0,202816 
mar-15 0,201848 
abr-15 0,201314 
may-15 0,201044 
jun-15 0,200782 
Con transformación en media y 
varianza 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,203905 
feb-15 0,203445 
mar-15 0,202646 
abr-15 0,202252 
may-15 0,202111 
jun-15 0,201967 
Con transformación en media  
 
 
 
 
 
MODELO TABLA GRAFICO 
ARIMA(12,1,1) 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,203826 
feb-15 0,203964 
mar-15 0,203931 
abr-15 0,203219 
may-15 0,204868 
jun-15 0,204442 
Con transformación en media y 
varianza 
 
 
 
 
 
 
 
 
FECHA PRONOSTICO 
ene-15 0,204217 
feb-15 0,204402 
mar-15 0,204491 
abr-15 0,203921 
may-15 0,205611 
jun-15 0,205250 
Con transformación en media  
 
 
 
 
 
 
Tabla 24. Pronósticos con MATLAB 
  
Anexo D 
 
 
 
Metodología redes neuronales 
 
En este anexo se usaran los conceptos expuestos en el método para construir, 
entrenar y probar una red neuronal para predecir valores futuros de la serie de 
tiempo, basada únicamente en sus valores pasados; para la implementación se 
desarrolló una interfaz que utiliza comandos del Toolbox Neural Network de 
MATLAB V 2014a. 
 
D.1 Introducción de los datos 
 
Para introducir los datos de la serie de tiempo a la red neuronal es necesario 
convertirlos en una matriz. 
 
En nuestro caso crearemos una matriz de 1x144, que la aplicación la cargara de 
una hoja de cálculo en Excel.  
 
D.2 Procesamiento de datos  
 
Se realiza un análisis de las variables de entrada y de salida para minimizar el 
ruido, detectar tendencias para ayudar a la red neuronal en el aprendizaje de 
patrones relevantes; debido a que las redes neuronales son buscadores de 
patrones. 
D.3 Entrenamiento, validación y prueba  
 
Conjunto de Entrenamiento:  
Es el conjunto de datos que utiliza la red neuronal para aprender los patrones 
presentes en los datos; generalmente los datos utilizados para el entrenamiento 
corresponden al 80 % de los datos de la serie. 
 En la aplicación desarrollada  no toma porcentajes si no numero de datos a 
validar con el entrenamiento. 
 
Conjunto de Validación:  
Conjunto de datos utilizados para verificar el aprendizaje de la red.  
Durante el proceso de entrenamiento de la red puede ocurrir un problema llamado 
overfitting (se da cuando la red tan solo aprende puntos individuales en vez de 
generales), para evitarlo; es necesario incluir un conjunto de validación durante el 
proceso de aprendizaje de la red.  
 
Conjunto de Prueba:  
Es el conjunto de datos encargados de evaluar la capacidad de predicción y 
precisión de la red, corresponden al 20% de datos de la serie. 
 
D.4 Topología de la red neuronal  
 
Número de Neuronas de Entrada:  
Corresponde a las mediciones realizadas por año; por tanto trabajaremos con 12 
neuronas.  
Número de Capas Ocultas:  
Son las encargadas de brindarle a la red la capacidad de generalizar por lo 
general se usan una o dos capas, el incremento en número de capas incrementa 
el tiempo de procesamiento y la dificultad sobre el ajuste lo que conduce a un 
pobre desempeño en la predicción fuera de la muestra.  
En nuestro caso se utilizaremos inicialmente una sola capa oculta 
 
Número de Neuronas Ocultas:  
El número de neuronas de nuestra capa oculta será de un 75% del total de 
entradas, es decir, dado que el número de entradas de nuestra red es 12, el 
número de neuronas de nuestra capa oculta será de 9 neuronas.  
 
Número de Neuronas de Salida:  
Las redes neuronales con múltiples salidas, especialmente si éstas salidas están 
ampliamente espaciadas, producirán resultados inferiores en comparación con 
una red con una única salida; en nuestro caso utilizaremos una salida. 
 
 
Criterios de evaluación:  
Para medir la eficiencia de la red, se ha considerado utilizar el Error Cuadrático 
Medio (EMC). El Error Medio Cuadrático calculado como la diferencia entre la 
salida de la red y la respuesta deseada. El cual se usa como factor de culminación 
del entrenamiento. Para esta fase se fijó un parámetro en 10 épocas y el factor de 
terminación empleado del EMC teniendo como umbral un valor de 0.02. 
 
 
 
Función de Transferencia: 
El propósito de esta función es prevenir a las salidas de alcanzar valores muy 
elevados que puedan paralizar la red y detener el entrenamiento de la misma. 
Como función de transferencia se utiliza la función Sigmoidal (rango de salida 
entre -1 y +1).  
 
D.5 Implementación del modelo 
 
Para la implementación del modelo utilizamos la interfaz creada en MATLAB V 
2014a que utiliza comandos del Toolbox Neural Network. 
Se usaron las redes neuronales NAR, los cuales son perceptones multicapa, en 
este caso de una salida; la red neuronal autorregresiva no lineal, es recomendada 
para predecir valores en series de tiempo de valores pasados. 
Inicialmente se carga los datos y definimos el número de neuronas de entrada 
llamadas en nuestra aplicación rezagos este es 12 y el número de neuronas 
ocultas, para nuestro primer pronóstico es 10, que la aplicación lo carga por 
defecto. 
El "N", es el número de datos a validar, en este caso tomamos 14 que 
corresponde al 9,72% de los datos de la serie y después de entrenar la neurona 
para comprobar el aprendizaje de la red, presenta el siguiente comportamiento. 
 
 Figura 37. Simulación 1 de la RN 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 38. Resultados gráficos entrenamiento simulación 1 
  
Se aprecia la finalización del entrenamiento una vez el EMC o el performance 
toma un valor menor o igual a 0.02, en este caso es 0,0000607 mucho menor que 
la meta fijada, que constituía una de las condiciones de parada.  
El coeficiente de correlación del modelo es           , cumple con la condición 
de aceptación         . 
 
Figura 39. Pronostico simulación 1 
Realizamos una segunda simulación, buscando un mejor ajuste a la gráfica; 
utilizaremos la misma configuración de la de la neurona. 
 
 
Figura 40. Simulación 2 de la RN 
FECHA PRONOSTICO 
ene-15 0,20047133 
feb-15 0,20125095 
mar-15 0,19913538 
abr-15 0,19906852 
may-15 0,19792808 
jun-15 0,19737841 
  
 
 
 
 
 
 
 
 
 
Figura 41. Resultados gráficos entrenamiento simulación 2 
 
Se aprecia la finalización del entrenamiento una vez el EMC o el performance 
toma un valor menor o igual a 0.02, en este caso es 0,0000676,  y el coeficiente 
de correlación del modelo es           . 
 
Figura 42. Pronostico simulación 2 
 
FECHA PRONOSTICO 
ene-15 0,20351041 
feb-15 0,2026209 
mar-15 0,19990163 
abr-15 0,19930771 
may-15 0,19859808 
jun-15 0,19839742 
 
 
Realizamos una tercera simulación, buscando un mejor ajuste a la gráfica, 
utilizaremos la siguiente configuración número de rezagos 12 y el número de 
neuronas ocultas 9. 
 
Figura 43. Simulación 3 de la RN 
 
 
 
 
 
 
 
 
 
 
 
Figura 44. Resultados gráficos entrenamiento simulación 3 
 
 
 
Se aprecia la finalización del entrenamiento una vez el EMC o el performance 
toma un valor menor o igual a 0.02, en este caso es 0,000420,  y el coeficiente de 
correlación del modelo es           . 
 
Figura 45. Pronostico simulación 3 
 
 
 
 
 
  
FECHA PRONOSTICO 
ene-15 0,20039439 
feb-15 0,19914033 
mar-15 0,19512628 
abr-15 0,19456424 
may-15 0,18900864 
jun-15 0,18639298 
Anexo E 
Formulación matemática de las redes neuronales 
 
Modelado de la red 
Las funciones base de una red neuronal se definen como: 
             
   
   
  
Las redes neuronales usan funciones base que tienen la misma forma que la 
ecuación anterior, entonces cada función base es por sí misma una función no 
lineal de una combinación lineal de las entradas, donde los coeficientes en la 
combinación lineal son parámetros adaptativos.  
Esto conlleva a un modelo de red neuronal base, el cual describe una serie de 
transformaciones funcionales. Primero se construyen   combinaciones lineales de 
la variable de entrada              en forma de: 
       
   
 
   
      
     
Donde        , y el supra índice     indica el parametro correspondiente a la 
primera capa de la red.    
   
 hace referencia a los pesos y    
   
 se refiere a los 
retardos o como se conoce en ingles biases, y las cantidades    son las 
activaciones de las neuronas.  
Cada uno de ellos se transforma usando una diferenciación, la función de 
activación se define como: 
          
La cantidad anterior corresponde a la cantidad de salidas de la función base, 
llamadas unidades ocultas, la función   generalmente es la funcion sigmoidal, 
logística o     . Siguiendo la ecuación de entrada, estos valores se combinan 
linealmente de nuevo para dar salida a las unidades de activación: 
       
   
 
   
      
     
Donde        , y   es el número total de salidas, esta transformación 
corresponde a la segunda capa de la red y de nuevo     
   
 corresponde al 
parámetro de retardo. 
            
      
 
         
  
              
   
 
   
      
   
 
   
      
        
      
              
   
 
   
      
   
 
   
      
 
Entrenamiento de la red de acuerdo al toolbox de Matlab 
Generalmente se tienen cuatro pasos: 
1. Configurar los datos de entrenamiento  
2. Crear la red  
3. Entrenar la red S 
4. Simular la respuesta de la red con nuevas entradas 
Backpropagation 
La arquitectura de red más usada normalmente es el feedforward de múltiples 
capas (multilayer).  
Se tiene una neurona elemental con   entradas, y sus pesos   correspondientes. 
La suma de las entradas y sus pesos forman la entrada de a la función de 
transferencia  , las neuronas pueden usar diferentes como funciones de 
transferencia la logarítmica, la tangencial o la función de traslado lineal. 
Si la última capa de una red multicapa tiene neuronas sigmoideas (-sigmoid), 
entonces se escalan las salidas de la red en un rango pequeño. Si se usan 
neuronas de salida lineal, las salidas de la red pueden tomar cualquier valor. En 
backpropagation es importante poder calcular el derivado de cualquier función de 
transferencia utilizada. Cada una de las funciones anteriores, tangencial, 
logarítmica, y purelin, tienen una función derivativa que les corresponde: dtansig, 
dlogsig, y dpurelin. 
 
Entrenamiento 
Una vez se han inicializado los pesos de la red y los del umbral, la red está lista 
para ser entrenada. La red puede entrenarse para: la aproximación de una función 
(regresión no lineal), la asociación del modelo, o la clasificación del modelo. El 
proceso de entrenamiento requiere de los patrones de conducta apropiados para 
la red, las entradas de la red   y las salidas en blanco  . Durante el entrenamiento 
los pesos y el umbral de la red son iterativamente ajustados para minimizar la 
función de desempeño de la red               . La función de desempeño 
predefinida para las redes feedforward es MSE, el promedio cuadrado del error 
entre los rendimientos de la red y los rendimientos designados  . Todos los 
algoritmos usan la función de desempeño para determinar cómo ajustar los pesos 
y minimizar performance. Hay dos maneras diferentes en las que este algoritmo 
de descenso de gradiente puede llevarse a cabo: modo incremental y modo del 
lote. En el modo de incremental, el gradiente se computa y los pesos se actualizan 
después de cada entrada que se aplica a la red. En el modo del lote todas las 
entradas se aplican a la red antes que los pesos se actualicen. A continuación se 
describe el modo de entrenamiento por lote.  
 
Levenberg-marquardt (trainlm): Como los métodos cuasi-Newton, el 
algoritmo de Levenberg-Marquardt fue diseñado para acercarse en segundo orden 
que entrena a gran velocidad sin tener que calcular la matriz de Hessiana. Cuando 
la función de la activación tiene la forma de una suma de cuadrados (como es 
típico entrenando feedforward), entonces la matriz de Hessiana puede 
aproximarse como: 
       
El gradiente puede calcularse como: 
       
Donde    es la matriz Jacobiana que contiene la derivada de los errores de la red 
primero con respecto a los pesos y el umbral y   es el vector de errores de la red. 
La matriz Jacobiana puede computarse a través de backpropagation normal que 
es mucho menos complejo de computar que la matriz Hessiana. El algoritmo de 
Levenberg-Marquardt hace esta aproximación de la matriz Hessiana como la 
siguiente actualización Newton: 
          
             
Cuando el escalar   es cero, se comporta como el método de Newton usando la 
matriz Hessiana aproximada. Cuando   es alto, se comporta de descenso de 
gradiente pero con un paso pequeño. El método de Newton es más rápido y más 
exacto cerca de un mínimo del error, así que el objetivo es cambiar hacia el 
método de Newton tan rápidamente como sea posible. Así,   se disminuye 
después de cada paso exitoso (reducción en función de la activación) y sólo se 
aumenta en un paso manera, la función de desempeño se reducirá siempre a 
cada iteración del algoritmo.  
 
Regularización  
El primer método para mejorar la generalización se llama regularización. Donde se 
va modificando la función de desempeño que normalmente es la suma de 
cuadrados de los errores de la red en entrenamiento.  
La función de desempeño típica que se usa para entrenar las redes feedforward 
es la suma de cuadrados de los errores de la red.  
      
 
 
   
  
    
 
 
        
  
      
Anexo F 
Manual del usuario aplicativo series de tiempo 
 
 
Figura F1: Esquema general de la interfaz 
Paso 1 - Cargar datos 
En la figura F1 en la parte superior izquierda se encuentra el menú Cargar, el cual 
está señalado por el número uno; este carga los datos de la serie de un archivo de 
Microsoft Excel, dicho archivo debe empezar en la celda A1. Automáticamente 
después del cargue de los datos se genera un gráfico en la primera ventana de la 
aplicacion donde muestra el comportamiento de la serie la segunda venta 
permanece en blanco, como se presenta en la figura F2; también en ventanas 
independientes de la aplicación muestra los diagramas FAC y FACP de la serie 
original las cuales se pueden observar en la figura F3. 
1 
 Figura F2: Grafica de la serie original en la aplicación 
 
Figura F3: FAC y FACP de la serie original. 
 
Paso 2 -  Estacionalidad en varianza (Test  Box - Cox) 
La transformación lineal de Box y Cox es una familia particularmente útil de 
transformaciones utilizadas para mejorar el ajuste lineal. 
 
 Figura F3: Metodología Box-Jenkins 
Al dar un click en el botón "Calcular Lambda" que es el parámetro de 
transformación para estabilizar la varianza, dicho botón se encuentra ubicado en la 
parte inferior de la primera ventana de graficas junto a otras dos opciones como lo 
muestra la figura F3, la aplicación despliega un panel con las transformaciones 
que se pueden realizar para estabilizar la varianza como los indica la figura F4; 
seguidamente se genera automáticamente la un mensaje que indica la mejor 
transformación el cual se puede ver en la figura F5. 
En la figura F6 se tiene la imagen de la aplicación que muestra en la primera 
ventana la gráfica de la serie original y en la segunda la gráfica de la serie con la 
transformación aplicada, además en la F7 se presentan los FAC y FACP de la 
serie transformada. 
 
Figura F4: Panel de transformaciones 
 
 Figura F5: Mensaje de mejor transformación. 
 
 
 
Figura F6: Eje 1: Serie Original, Eje 2: Serie transformada. 
 
 Figura F7: FAC y FACP de la serie transformada 
 
Paso 3- Estacionalidad en media (Test  Dickey - Fuller) 
El test de Dickey - Fuller busca establecer si la serie es estacionaria en media; al 
dar un click en "Test de Dickey - Fuller ", el cual se encuentra al lado derecho del 
botón “calcular lambda” en la figura F3, la aplicación realiza las diferenciaciones 
buscando estabilizar la media, seguidamente realiza el grafico de la serie 
diferenciada en el eje donde antes había graficado la transformación (ventana 2), 
en la figura F8 se observan las gráficas y el circulo azul muestra el número de 
diferenciaciones que se han realizado para estabilizarla. La aplicación genera 
automáticamente  los diagramas FAC y FACP que se tiene el F9. 
 Figura F8: Eje 1: Serie Original, Eje 2: Serie diferenciada. 
 
Paso 4- Identificación del modelo 
Este menú se encuentra a la parte derecha del boton “Test de Dickey Fuller”, el 
menú despliega la lista que se observa en la figura F10 la cual contiene las formas 
en que la aplicación puede hacer la modelación ARIMA. 
 
 
Figura F9: FAC y FACP de la serie diferenciada. 
. 
Figura F10: Formas de ingresar el modelo ARIMA al aplicativo. 
 
Al escoger la primera opción la aplicación despliega el panel de la figura F11 que 
me permite ingresar los parámetros p,d,q para el modelo. 
 
 
Figura F11: Parámetros para ingresar al modelo PDQ 
Al escoger la segunda opción la aplicación despliega el panel de la figura F12 el 
cual permite ingresar los coeficientes del polinomio AR, la varianza y la constante 
para la modelación. 
 Figura F12: Parámetros a ingresar conocidos los coeficientes AR 
 
Y al escoger la tercera opción la aplicación despliega el panel de la figura F13 que 
me permite ingresar los coeficientes del polinomio MA, la varianza y la constante 
para la modelación. 
 
Figura F13: Parámetros a ingresar conocidos los coeficientes MA. 
 
Paso 5- Validación del modelo  
Después de ingresar los parámetros del modelo se dá click en el botón "Calcular" 
(figura F14) y la aplicación genera las gráficas del modelo normalizado, el test QQ 
Plot que muestra la normalidad del modelo y los diagramas FAC y FACP las 
cuales se aprecian en la figura F15. 
 
 Figura F14: Botón Calcular 
 
 
Figura F15: Gráficas del modelo normalizado, el test QQ Plot, FAC y FACP 
Damos click en el botón "Test" el cual se encuentra en la parte inferior del 
segundo eje, este botón permite realizar la validación de los modelos a través  de 
diferentes test y arroja los valores de dichos test en una columna de una tabla que 
permite realizar el comparativo con diferentes modelos como se aprecia en la 
figura F16. 
 Figura F16: Test de validación.  
En el informe de validación que se genera las características que se tienen son: la 
primera componente del polinomio AR, el valor de la primera componente del 
polinomio MA, la varianza, la constante, el criterio Akaike y valida el test de 
residuos (Test LBQ), el test de residuos al cuadrado (Test LBQ2) y el test de 
Jarque -Bera (Test JB).  
El test es validado positivamente con uno (1), y el test no es superado con cero 
(0). 
 
Figura F17: Exportar tabla de validación. 
La aplicación permite exportar los datos de los test a un archivo de Microsoft 
Excel, llamado Test.xls mediante el boton “Exportar tabla” como se aprecia en la 
figura F17. 
Paso 6 - Pronóstico del modelo  
 
Figura F18: Pronóstico 
En esta última fase, se realiza la previsión del modelo seleccionado, al hacer click 
en el botón "Pronóstico", dicho botón se ubica en la parte inferior debajo del boton 
“Tests” como lo indica el círculo rojo en la figura F18, la aplicación hace el 
pronóstico al tiempo que se indique en la casilla de tiempo, con el nivel de 
tolerancia que se ingrese en la casilla del mismo nombre. El pronóstico lo realiza 
en base a los coeficientes de los polinomios AR y MA del modelo seleccionado el 
cual se observa en la figura F19. 
La aplicación genera un reporte en Microsoft Excel, llamado Reporte.xls el cual se 
observa en la figura F20. Este reporte contiene toda la información del proceso: en 
la primera columna contiene los valores de la serie original, en la segunda los 
valores de la serie transformada, en la tercera los valores de la serie diferenciada, 
en la cuarta el test de Dickey Fuller, en la quinta el test de residuos, en la sexta el 
test de residuos al cuadrado, en la séptima el test de JarqueBera, en la octava el 
criterio de Akaike, en la novena los coeficientes AR del modelo, en la décima los 
coeficientes MA del Modelo, en la undécima el pronóstico y en la duodécima el 
coeficiente de correlación. 
 
Figura F19: Eje 1: Serie original, Eje2: Prónostico 
 
Figura F20: Reporte en Excel 
PRONOSTICO 
TOLERANCIA 
Anexo G 
Manual del usuario aplicativo redes neuronales 
 
 
Figura G1: Esquema General de la interfaz 
 
Paso 1 - Cargar datos 
En la figura G1 en la parte superior izquierda se encuentra el menú Cargar, el cual 
está señalado por el número uno; este carga los datos de la serie de un archivo de 
Microsoft Excel, dicho archivo debe empezar en la celda A1. Automáticamente 
después del cargue de los datos se genera un gráfico en la primera ventana o eje 
donde muestra el comportamiento de la serie como se parecía en la figura G2. 
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 Figura G2: Serie Original 
Paso 2 - Topología de la red 
Despues de cargar los datos se procede a definir el número de neuronas de 
entrada llamadas en la aplicación rezagos y el número de neuronas ocultas. El 
"N", es el número de datos a validar, estos datos se ingresan en la zona marcada 
por el rectángulo verde en la figura G3. 
 
Figura G3: Datos para entrenamiento de la red. 
Paso 3 - Entrenamiento 
Para entrenar la neurona damos click en el botón  "Train" el cual está encerrado 
por el círculo rojo en la figura G4. 
   
Figura G4: Botón Train 
Cada vez que una red neural es entrenada, puede resultar en una solución 
diferente dado que los valores de peso y sesgo iniciales son probabilísticos, como 
resultado, las diferentes redes neuronales entrenadas en el mismo problema 
pueden dar diferentes salidas para la misma entrada.  
La aplicación genera una gráfica del comportamiento de la neurona con respecto 
al comportamiento real de la serie, se entrena la serie hasta que el grafico del 
entrenamiento se ajuste al grafico real como se observa en la figura G5. 
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 Figura G5: Aproximación del entrenamiento a la red 
 
Figura G6: Parámetros del entrenamiento 
 
 
Paso 4 - Pronóstico 
Para realizar el pronóstico inicialmente se indica el numero de periodos a 
pronosticar en la casilla tiempo y luego se da click en "Pronóstico" como se 
observa en la figura G8. 
 
 Figura G8: Items para realizar el pronóstico.  
 
En la figura G9 se observa la serie original con el pronóstico realizada por la red. 
 Figura G9: Pronóstico realizado por la red. 
 
La aplicación genera un reporte donde se visualiza numéricamente el pronóstico; 
este reporte se genera en Microsoft Excel llamado Reporteredes.xls y se puede 
apreciar en la figura G10. 
El reporte incluye los siguientes valores: 
Las entradas y las salidas de la red, el número de capas y retardos, las 
conexiones de entrada, a las capas y de salida, el número de entradas y salidas, 
los pesos de cada una de las capas, los pesos de retardo, el pronóstico, el 
coeficiente de validación y los coeficientes de validación, de entrenamiento, de test 
y total. 
 
 
 Figura G10: Aparte de reporte generado por matlab. 
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