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a b s t r a c t 
Material properties such as hardness can be dependent on the size of the indentation load when that load 
is small, a phenomenon known as the indentation size effect (ISE). In this work an inverse ﬁnite element 
method (IFEM) is used to investigate the ISE, with reference to experiments with a Berkovich indenter 
and an aluminium test material. It was found that the yield stress is highly dependent on indentation 
depth and in order to simulate this, an elastoplastic constitutive relation in which yielding varies with 
indentation depth/load was developed. It is shown that whereas Young’s modulus and Poisson’s ratio are 
not inﬂuenced by the length scale over the range tested, the amplitude portion of yield stress, which is 
independent of hardening and corresponds to the initial stress for a bulk material, changes radically at 
small indentation depths. Using the proposed material model and material parameters extracted using 
IFEM, the indentation depth-time and load-depth plots can be predicted at different loads with excellent 
agreement to experiment; the relative residual achieved between FE modelling displacement and exper- 
iment being less than 0.32%. An improved method of determining hardness from nanoindentation test 
data is also presented, which shows goof agreement with that determined using the IFEM. 
© 2016 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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0. Introduction 
It is generally recognised that material properties, especially
lasticity, relate to length scale, with materials exhibiting increased
esistance to deformation at smaller length scales ( Al-Rub and
oyiadjis, 2004 ); this has been shown by microbending and mi-
rotorsion experiments, leading to the development of a model in-
olving strain gradient plasticity ( Fleck et al., 1994 ), and the dis-
overy that hardness decreases with indentation depth, until at
arge indentation depths a depth-independent bulk material hard-
ess is found. This phenomenon of hardness being depth depen-
ent is referred to as the indentation size-effect (ISE) ( Gane and
owden, 1968; Wendelin et al., 2013; Page et al., 1992 ). 
The ISE has been explained in metals using dislocation theory,
ith the dislocation density under the tip of an indenter being
ependent on indentation depth. From this interpretation, the ISE
as been successfully modelled by Nix and Gao (1998) by present-
ng the dislocation density as being inversely proportional to in-
entation depth. Based on the model of Nix and Gao (NG), var-∗ Corresponding author. 
E-mail address: ian.ashcroft@nottingham.ac.uk (I.A. Ashcroft). 
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020-7683/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article uous improvements have been made. For instance, an improved
odel considered the size of the plastic zone ( Durst et al., 2005,
006 ) and a general shape/size-effect law for nanoindentation was
resented by Pugno (2007) . Voyiadjis and Peters (2010) incorpo-
ated a material hardening effect (equivalent plastic strain) into
he NG model to develop an analytical formulation for the inden-
ation hardness calculation, although the equivalent plastic strain
as computed with ﬁnite element analysis (FEA). Gerberich et al.
2002) considered indentation with depth less than a few hundred
anometres where strain gradient plasticity is insuﬃcient and de-
eloped an analytical model to simulate ISE. Similar advances in
nalytical modelling of the ISE have been reported in ( Alderighi et
l., 2009; Huang et al., 2006; Jeng and Tan, 2006; Wang and Lu,
002; Elmustafa and Stone, 2003; Al-Rub and Faruk, 2012; Al-Rub,
007; Pharr et al., 2010; Durst et al., 2008; Qiao et al., 2010; Lucas
t al., 2008; Xu and Li, 2006 ). 
ISE has also been observed in polymers. For example, Samadi-
ooki et al. (2016) conducted nanoindentation tests with a polycar-
onate material, with an ISE being seen at different loading rates.
oyiadjis and Malekmotiei (2016) carried out indentation testing
f glassy polymers keeping the ratio of loading rate against load
onstant during the indentation. Again, higher hardness was ob-
erved at smaller indentation depth. Alhough the ISE has beennder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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Table 1 
Sample material composition. 
Element [norm.at.%] 
Aluminium 98 .8537 
Silver 0 .2772 
Silicon 0 .4992 
Manganese 0 .3700 
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mrecorded for polymers, the underlying mechanisms are likely to be
different to those seen in metals. 
ISE has also been studied using FEA. A crystal plasticity FE
model to simulate ISE was developed by Liu et al. (2015a) . Yield
stress was considered to be strain rate dependent and a function of
hardening modulus. This method can be used to predict hardness,
although only the FE simulated depth-load curve was shown and
no comparison with experiments was made in the paper. Faghihi
and Voyiadjis (2011) developed a viscoplastic constitutive mate-
rial model in order to simulate the uniaxial/multiaxial deforma-
tion of metals at low and high strain rates and temperatures, con-
sidering the motion of dislocations. The model was used to pre-
dict hardness, achieving good agreement with experimental data.
Bittencourt (2013) presented a FEA method based on crystal plas-
ticity theory, considering strain rate inﬂuence and crystal slip to
simulate ISE. The simulated ISE was in good agreement with the
NG model. Similarly, Guha et al. (2013) developed a FEA method
with high order strain gradient theory within the framework of
large deformation and elastic-viscoplasticity to simulate the ISE.
Similar investigations of the FE modelling of ISE or computation of
indentation hardness have been reported in ( Harsono et al., 2011;
Salehi and Salehi, 2014; Celentano et al., 2012; Gomez and Basaran,
2006; Swaddiwudhipong, 2012; Oliver and Pharr, 2004 ). 
Although various material constitutive relations have been used
in the FE simulation of ISE, only the simulated hardnesses were
compared with test data in some cases ( Faghihi and Voyiadjis,
2011 ), or only the modelled depth-load curves in others ( Harsono
et al., 2011; Celentano et al., 2012; Swaddiwudhipong, 2012 ). When
both have been shown, good agreement with experimental data
was not seen ( Gomez and Basaran, 2006 ). In some works, no
comparison with experimental data was made, ( Liu et al., 2015 b;
Bittencourt, 2013; Guha et al., 2013; Salehi and Salehi, 2014 ). A fur-
ther drawback to the application of all these FEA based methods is
that they require the coding of material subroutine scripts based
on the corresponding theories. 
In this work, an inverse FE method (IFEM) is used to charac-
terise the property parameters of an indentation sample material
according to the reference data obtained from experiments. This
approach has been shown to be a powerful tool for identifying
complex material relationships, and has been demonstrated in ap-
plications as diverse as 3D printing ( Chen et al., 2015 ) and bio-
materials evaluation ( Abyaneh et al., 2013 ), high strain rate defor-
mation ( Hernandez et al., 2011 ), in simultaneous identiﬁcation of
boundary conditions and material properties ( Dennis et al., 2011 )
and in the characterisation of tissue ( Sangpradit et al., 2009; Kauer
et al., 2002 ). 
In this paper it is proposed that the results of an IFEM can be
used to empirically determine a suitable material model and model
parameters to accurately simulate the ISE. As nanoindentation is a
pseudo-static process, with low strain rates, and the test materi-
als mainly show strain-hardening behaviour, an elastoplastic ma-
terial constitutive relation is used in the IFEM in this work. How-
ever, the yield rule developed is different from traditional elasto-
plastic constitutive relations, with yield stress directly expressed as
a function of indentation depth/load. With this material constitu-
tive relation, an excellent ﬁt between experiment and FEA will be
demonstrated. Based on the characterized material property, the
modelled load-depth curves and hardness are compared with ex-
perimental data, with good agreement at all the indentation loads
tested. The proposed method enables the ISE to be explicitly in-
terpreted as the change of yield stress of a material at different
length-scales/depths. Moreover, elastoplasticity can be directly ap-
plied in most ﬁnite element packages; hence, the ISE can be in-
corporated into mechanical design using the proposed approach
without the need to code a subroutine. In addition, the paper also
presents an improved method for the evaluation of hardness fromanoindentation test data for the more accurate characterisation of
aterial hardness. 
. Experimental study 
An industrial aluminium alloy was used as the sample mate-
ial in this study. The material composition was analysed using a
canning electron microscope TM3030 (Hitachi High-Technologies
orporation), with results shown in Table 1 . The aluminium ma-
erial was machined into a cylinder, with diameter and height of
0 mm. The test surface was ground ﬂat and polished to a one mi-
ron diamond paste ﬁnish. 
Indentation tests were conducted using a NanoTest 600 (Micro
aterials Ltd., Wrexham, UK). In this work, load control was used
ith a linear load and unload pattern, as shown in Fig. 1 a. A suit-
ble load-hold stage at maximum load should be applied if creep
ccurs under the applied loading conditions, such as in Chen et
l. (2015) . However, at room temperature, creep is insigniﬁcant for
he aluminium alloy tested, which can therefore be considered as
 rate independent, elastoplastic material ( Rathinam et al., 2009;
iu et al., 2015 a). Fig. 1 b shows a typical depth-time curve for an
ndentation with 400 mN of maximum load. It can be seen that de-
ormation during loading is non-linear, whereas unloading appears
inear, at least initially, with an unrecovered deformation which is
ndicative of plasticity. 
A 1 ×150 indentation array was made in the sample surface and
hen repeated at least three times. The separation between inden-
ations in an array was 50 μm while the distance between arrays
as 100 μm. A range of maximum loads were used in each array,
arying between 1 and 400 mN. Typical experimental results are
hown in Fig. 2 where (a) shows the load-depth curves for an ar-
ay of 1 ×150 indents and (b) shows the calculated hardness as a
unction of depth from the same data, using the analysis method
resented by Oliver and Pharr (2004) . An obvious ISE can be ob-
erved, which is most severe below about 50 mN, but is still appar-
nt at 400 mN, indicating the bulk hardness has not been achieved.
t can be seen that the loading curves for different maximum loads
lmost lie on the same curve; however, there are some small dif-
erences that can be attributed to spatial variation in indentation
esponse due to random factors, such as defects, inclusions and
rain size. This is reﬂected in some scatter in the hardness values
n Fig. 2 b. 
As both the load and unload time are ﬁxed, the loading and un-
oading rates depend on the maximum load of an indentation. In
his experiment, the loading/unloading rate changes from 0.02 to
 mN/s. The change of loading and unloading rate may affect the
xperimental results of some materials (e.g. Voyiadjis and Malek-
otiei, 2016 ) but is not expected to be of signiﬁcance for the cur-
ent test materials, as explained earlier. 
It should also be noted that mechanical polishing can harden
he sample test surface, and the oxide layer on metal samples may
lso affect the surface hardness of the sample. These effects can
e signiﬁcant at very low loads; however, the maximum indenta-
ion load in this test is 400 mN corresponding to indentation depth
round 4 μm and, hence, can be ignored. In the case of very small
ndentation loads, with penetration in the nanoscale, results can
lso be affected by local anisotropy, grain size, orientation align-
ent and boundaries. 
X. Chen et al. / International Journal of Solids and Structures 104–105 (2017) 25–34 27 
Fig. 1. (a) Load-control pattern in tests. (b) Indentation depth-time curve for maximum load of 400 mN. 
Fig. 2. Test result of an 1 ×150 indentation array with linear load variation from 1 to 400 mN along the array. (a) The load-depth curve obtained for indents with different 
indentation loads and (b) the variation of evaluated hardness with indentation loads. 
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d. Inverse FE modelling and constitutive relation 
.1. Introduction of IFEM 
The inverse FE method (IFEM) is predicated on the basis that
 single combination of material properties and boundary condi-
ions will result in the observed experimental conditions. Proceed-
ng from this assumption, it is possible to iterate the possible ma-
erial parameters for the given boundary conditions and the given
onstitutive relation until the properties that lead to results clos-
st to the experimental observations are obtained. IFEM, therefore,
rovides the possibility of combining the output of the nanoinden-
ation test with an FE model to inversely obtain the material prop-
rties, despite the complex stress state in the material induced by
he indenter ( Chen et al., 2015 ). In the modelling process, a key
tep is selecting a material constitutive model that is able to cap-
ure the main mechanical responses of the material against an ac-
uation of indentation; only a correct material constitutive relation
an lead to a good ﬁt between the FE simulated result and the
ested, or in other words, if a suﬃciently good ﬁt can be achieved
y an assumed material constitutive relation by IFEM, then the ma-
erial constitutive relation selected is close to being correct. This isssential for the method to establish meaningful material property
arameters and a good ﬁt between FEA modelling and experiment.
.2. Preliminary investigation 
A preliminary investigation into the applicability of the pro-
osed IFEM was carried out using experimental depth-time curves
ith a number of different maximum loads as reference data and
ssuming that the yield stress σ s obeys the commonly used expo-
ential hardening law, given by 
s = σ0 + Am pl , (1) 
here σ 0 is initial and hardening independent yield stress, ε pl is
quivalent plastic strain, A and m are material constants. In this
quation σ s is assumed to be independent of depth and indenta-
ion load. Using this material constitutive relation, a FE model (de-
ails of which will be discussed in later sections) to simulate the
ndentation process was developed. The IFEM was then used to up-
ate the material parameters in Eq. (1 ) until the error between the
E simulated indentation displacement and experimental reference
ata was minimised. 
28 X. Chen et al. / International Journal of Solids and Structures 104–105 (2017) 25–34 
Fig. 3. Preliminary IFEM result for depth-independent yielding, showing (a) stress-strain plots with IFEM optimised parameters for Eq. 1 at various value of maximum load, 
p (mN), (b) – (d) best ﬁt between experimental (Test) and simulated (FF) depth-time plots at (b) p = 6.4 mN, (c) p = 50 mN and (d) p = 400 mN, where “Res” indicates the 
residual error between FE and experiment, and “Zero” indicates zero residual error. 
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 Typical results from this preliminary investigation are shown
in Fig. 3 . Representative examples of the stress-strain curves con-
structed with the optimised values of the material parameters in
Eq. (1 ) from the IFEM at different maximum loads, p, are shown
in Fig. 3 a. It can be seen that higher yield stresses are seen with
smaller indentations, indicating the sensitivity of yielding to length
scale and the fact that a single set of material parameters cannot
be used in Eq. (1 ) to characterise the indentation response at dif-
ferent loads. Fig. 3 b and c compares the experimental indentation
time-depth plots (‘Test’) with simulated plots using the IFEM opti-
mised values of Eq. (1 ) (FF). It can be seen that even when the op-
timal material parameters for a particular load are used, the ﬁt of
the FE simulated time-depth plot to experimental data is not good,
particularly at low loads, although the ﬁtting is similar to that seen
in the published literature ( Harsono et al., 2011; Celentano et al.,
2012; Swaddiwudhipong, 2012 ). The residual error between simu-
lated and experimental curves (Res) can also be seen in the plots,
which is contrasted against a plot of zero residual error (Zero). 
This preliminary investigation has proven, then, that yielding in
the indentation process is depth/load dependent and cannot be ac-
curately predicted with standard elastoplasticity. An elastoplastic
model capable of modelling the ISE is proposed in the next sec-
tion. 
3.3. A proposed indentation elastoplastic constitutive relation 
From the observations of the dependence of material strength
to length scale ( Al-Rub and Voyiadjis, 2004 ) and the ISE ob-
served in tests on metal materials, several theories have been
developed, such as a viscoplastic theory ( Faghihi and Voyiadjis,011 ), high order gradient crystal plasticity ( Bittencourt, 2013 ),
igher order strain gradient theory ( Guha et al., 2013 ), micropolar
heory ( Salehi and Salehi, 2014 ) and gradient-enhanced plasticity
 Swaddiwudhipong, 2012 ). With the various theories emphasizing
ifferent aspects of the observed size-effect, in this paper, a new
onstitutive relation to account for the ISE is proposed based on
raditional elastoplastic theory. 
In traditional isotropic elastoplastic theory, the yield stress is
ssumed to be dependent on the equivalent plastic strain, dictated
y a hardening rule. The integration procedure for an elasto-plastic
aterial is usually divided into two steps. In the ﬁrst step, a trial
quivalent von Mises stress is computed by ignoring any possible
lastic ﬂow during the considered time increment; if the computed
rial von Mises stress is lower than the given initial yield stress, or
 yield stress determined in a previous step, then the trial stress
s the actual von Mises stress; otherwise, in the second integration
tep, the equivalent plastic strain increment is computed based on
 hypothesis that yielding occurs on the yield surface, with ﬂow
n the direction of the normal to the yield surface ( Dunne and
etrinic, 2005 ). Hence, the yield condition is that the trial von
ises stress should be higher than the current yield stress at any
aterial point. In order to develop a constitutive model accounting
or the ISE based on traditional elasto-plasticity, it is assumed that:
(i) The current yield stress consists of two parts, a part that is
independent of strain hardening (corresponding to the initial
yield stress in traditional elastoplasticity) and a part that is
due to strain hardening. 
(ii) Only the part of yield stress independent of strain hardening
is indentation load/depth dependent, presented by σ 0 ( p ) or
σ ( d ), 0 
X. Chen et al. / International Journal of Solids and Structures 104–105 (2017) 25–34 29 
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r(iii) for as long as the trial equivalent stress is higher than the
current yield stress, plastic ﬂow occurs on the yield surface
and ﬂows in the direction normal to the yield surface. 
This can be referred to as indentation elastoplasticity. As an ex-
mple, with an exponential hardening law and ignoring any strain
ate effect, the constitutive relation can be expressed as: 
s = σ0 ( p ) + Am pl , (2) 
t 
e > σs , (3) 
here σ s is the current yield stress, σ 0 ( p ) is the part yield stress
hat is indentation load (and hence indentation size) dependent,
 is a material constant, m is the material hardening index, ε pl 
s the von Mises equivalent plastic strain and σ t e is the trial von
ises stress. The second part of the yield stress in Eq. (2 ) is
he strain hardening function. The material constants A and m may
lso be indentation load/size dependent; however, for simplic-
ty, they are assumed to be indentation load independent in this
ork. 
Eqs. (2) and ( 3 ) have a similar form to traditional elastoplas-
icity, but with the σ 0 ( p ), expressed as a function of indentation
oad p . Eq. (3 ) shows the yielding condition, which will differ from
raditional elastoplasticity when combined with Eq. (2 ) as the cur-
ent yield stress σ s , can now vary with indentation load. If a high
urrent yield stress is achieved at some point, i.e. at the start of
n indentation, this current yield stress would be of signiﬁcance
n traditional theory and only when the trial equivalent stress at
his point is higher than the remembered yield stress would plas-
ic ﬂow occur again at this point. However, in the presented con-
titutive relation, the current yield stress, as computed from Eq.
2 ), is used such that as long as Eq. (3 ) is satisﬁed, plastic ﬂow oc-
urs. This means that a material yielding at a high yield stress at
ome instance, may yield at a lower yield stress at later; or vice
ersa, depending only on whether Eqs. (2 ) and ( 3 ) are satisﬁed.
ence, the plastic ﬂow which occurs at a high yield stress at the
tart of an indentation does not prevent plastic ﬂow at a lower
ield stress at the end of the indentation; which is why the ISE
een during indentations is a challenge to model with traditional
lastoplastic theory (see Fig. 5 ). Other aspects of the proposed con-
titutive relation, such as the plastic ﬂow direction and integration
rocedures, are the same as traditional elastoplasticity ( Dunne and
etrinic, 2005 ). 
As the yield condition in the proposed material constitutive re-
ation is different from traditional elastoplasticity, it needs to be
oded in a material subroutine script for use within a commer-
ial FE package. In this work, ABAQUS (Dassault Systèmes Simu-
ia Corp.) FE software was used and a user’s material subrou-
ine (UMAT) was coded for use in ABAQUS standard. Compared
ith traditional elastoplasticity, only the yield conditions and yield
tress computations are different, therefore, the integration proce-
ures and method of determining material stiffness presented in
BAQUS manual can be used. 
It is worth noting that the above material model is mainly
uitable for multi-crystalline alloys demonstrating hardening be-
aviour with a grain size much smaller than indentation contact
iameter or the equivalent that can be treated as isotropic. For the
ndentation with single crystal material, the material constitutive
elation presented in Gao et al. (2015) can be referred to, where
he ISE is found to be related to sample preparation. It can also
e noted that as the proposed model is not explicitly based on the
hysics of the deformation it could potentially be applied to any
aterial showing similar phenomenological deformation behaviour
o that exhibitted by the test material in the paper. . Results of the inverse ﬁnite element modelling 
.1. FE model 
As IFEM is a time-consuming and computationally expensive
odelling process, the Berkovich indenter was represented in
he FEA by a conical indenter with an equivalent half angle of
0.3 ° ( Salehi and Salehi, 2014; Celentano et al., 2012; Gomez and
asaran, 2006; Swaddiwudhipong, 2012 ) while the ﬁnite sharp-
ess of the tip was represented by a circular curve with diame-
er of 100 nm. This enables a computationally eﬃcient axisymmet-
ical 2D model to be used. The diamond indenter was simpliﬁed
o a rigid body and contact between the indenter and the sam-
le surface was assumed to be frictionless. The FE sample geome-
ry was a 20 0 0 μm diameter cylinder, 10 0 0 μm in height as com-
utational experiments demonstrated that with these dimensions,
he solution of the FE analysis was insensitive to further increase
n dimensions. Fig. 4 shows the FE geometry, boundary conditions
nd mesh. Convergence tests were conducted to determine an ade-
uately reﬁned mesh, which is particularly important in the region
f the indenter tip ( Liu et al., 2015b ), as shown in the inserts in
ig. 4 (b). 
.2. Discrete variable modelling of σ 0 ( p ) 
In an initial study, σ 0 ( p ) was discretized to allow for the min-
misation of the residual between FE and experiment in the IFEM.
welve discrete values of σ 0 ( p i ) plus A and m ( Eq. (2 )), were se-
ected as variables and varied systematically using the approach
resented in Chen et al. (2015) to minimise the residual between
n experimental depth-time reference curve and the correspond-
ng FE simulated curve by using a gradient based nonlinear least
quare technique. Linear interpolation was used to compute the
alue of σ 0 ( p ) between the discrete variables. The greater the
umber of discrete variable used, the more accurately variations in
0 ( p ) can potentially be represented, however, the increased num-
er variables also increases the computational cost of the IFEM.
rials indicated that 14 discrete variables was a reasonable com-
romise value for this problem. 
The results of the IFEM based on the representation of σ 0 ( p )
s described above are shown in Fig. 5 . From Fig. 5 a, it can be
een that σ 0 ( p ) is highest at small indentation depths and de-
reases rapidly with increasing indentation size initially before at-
aining an almost constant value at high indentation depths. Fig.
 b shows that yield stress increases with equivalent plastic strain,
s in traditional strain hardening, and also with indentation depth.
ig. 5 c and d compare the experimental reference curves with cor-
esponding FE simulated curves using the optimal parameters from
he IFEM using the discrete variable approach. Visually, a good cor-
espondence can be seen, however, in order to quantitatively to as-
ess the ﬁt between experiment and FE modelling, a relative resid-
al (Rres) was computed according to Eq. (4 ) in Chen at al. (2015) :
res = 
√ 
1 
n 
∑ ( S ti −S f i ) 2 
max ( S ti ) 
× 100% , (4) 
here S ti and S ﬁ are the indentation depths from experiment and
E simulation respectively at time t i . The relative residual is in-
luded in Fig. 5 c, showing a reasonably constant value of ap-
roximately 0.41%. This demonstrates that the material constitu-
ive relation expressed by Eqs. (2 ) and ( 3 ) can be used to capture
he mechanical response of aluminium during indentation much
ore accurately than with a value of σ 0 which is independent of
oad/depth, as seen by comparison with Fig. 3 d, where the relative
esidual is 2.67%. 
30 X. Chen et al. / International Journal of Solids and Structures 104–105 (2017) 25–34 
Fig. 4. The FE model and the mesh applied. (a) Geometry and boundary conditions of the FE model. (b) The applied mesh in the FE model. 
Fig. 5. IFEM results with discrete ﬁrst part of yield stress (see Eq. 2 ) as variables for the minimisation of residual between experiment and FE modelling. (a) Shows the 
change of the ﬁrst part of yield stress along with indentation depth and (b) illustrates the corresponding yield stress distribution along both equivalent plastic strain and the 
indentation depth, where d is the depth. (c) and (d) Comparison between experiment and FE modelling in depth-time and in load-depth domains respectively. 
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Table 2 
Solution variables for minimisa- 
tion of residual. 
α ( mNN / μm 2 ) 8.341 ×10 −4 
β ( N / μm 2 ) 9.031 ×10 −5 
p 0 ( mN ) 5.335 ×10 −2 
p 1 ( mN ) 1.630 ×10 1 
p 2 ( mN ) 1.037 ×10 2 
σ¯2 ( N/μm 2 ) 9.139 ×10 −5 
σ¯l ( N/μm 
2 ) 5.686 ×10 −5 
A ( N / μm 2 ) 2.293 ×10 −3 
m 6.069 ×10 −1 
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T  .3. Continuous function modelling of σ 0 ( p ) 
Although the previous section showed that the discrete variable
pproach to representing σ 0 ( p ) was successful, the shape of the
urve in Fig. 5 a indicated that representation by continuous seg-
ents of curves may enable the computation cost to be reduced
hilst retaining at least as high a ﬁtting accuracy. After investiga-
ion of various curve types, a hyperbolic function was chosen to
epresent σ 0 ( p ) at small indentation loads ( p ≤ p 1 ) and a polyno-
ial function was used at high loads ( p > p 1 ). This can be written
s 
s = 
(
α
p + p 0 
+ β
)
+ Am pl ( p ≤ p 1 ) , (5) 
here, p 0 , β , p 1 , A and m in Eq. (5 ) are the search variables in
he minimisation of the residual by IFEM. For the case of p > p 1 , a
olynomial function with an order of three was selected to model
he variation of σ 0 ( p ): 
0 ( p ) = a p 3 + b p 2 + cp + d ( p > p 1 ) (6)
Three points were selected to construct the polynomial func-
ion, with coordinates as follows: P 1 = ( p 1 , σ¯1 ); P 2 = ( p 2 , σ 2 ) and
 3 = ( p m , σ¯m ), where p 1 < p 2 < p m and p m is the maximum inden-
ation load. The boundary conditions to determine the constants in
q. (6 ) are: 
d σ0 
dp 
| p= p 1 = P 1 P 2 ; d σ0 dp | p= p m = P 2 P 3 ; σ0 | p + 1 = σ0 | p −1 ; σ0 | p m = σ¯m 
(7) 
here P 1 P 2 and P 2 P 3 ) are the slope of the segments of P 1 to P 2 and
 2 to P 3 respectively. From the conditions in Eq. (7 ), the constants
an be determined as: 
a = C 1 B 2 −C 2 B 1 
A 1 B 2 − A 2 B 1 
, 
C 1 = σ¯m − σ¯1 − ( ¯σm − σ¯2 ) 
( p m − p 2 ) ( 
p m − p 1 ) , 
C 2 = ( ¯σm − σ¯2 ) 
( p m − p 2 ) 
− ( ¯σ2 − σ¯1 ) 
( p 2 − p 1 ) 
, 
 1 = 3 p 2 m p 1 − 2 p 3 m − p 3 1 , 
B 1 = 2 p m p 1 − p 2 m − p 2 1 , 
 2 = 3 
(
p 2 m − p 2 1 
)
, 
B 2 = 2 ( p m − p 1 ) , 
b = ( C 2 − a A 2 ) 
B 2 
, 
c = σ¯m − σ¯2 
( p m − p 2 ) 
− 3 ap 2 m − 2 b p m , 
d = σ¯m − ap 3 m − bp 2 m − c p m . (8) 
Using Eqs. (5 )–( 8 ), the search vector for minimisation of the
esidual can be stated as 
 = ( α β p 0 p 1 p 2 σ¯2 σ¯l A m ) (9) 
The results from the solution of Eq. (9 ) by IFEM are shown in
able 2 . These parameters, including Young’s modulus and Pois-
on’s ratio, can be applied to simulate the indentation process us-
ng the coded subroutine. 
Compared with the discrete method in Section 4.1 , the com-
utation is more eﬃcient as there are fewer search variables. The
esults of the IFEM are presented in Fig. 6 . Comparison with Fig.
 shows that the distributions of σ 0 ( p ) and yield stress as func-
ions of indentation load/depth are similar with different ampli-
udes due to the different ﬁtting accuracy. Figs. 6 c and 6d show
n excellent ﬁt between experiment and simulation, with an Rresalue of 0.32% that is even lower than that obtained with the dis-
rete variable representation of σ 0 ( p ). This demonstrates that the
aterial constitutive relation, expressed by Eqs. (2 ) and ( 3 ), cap-
ures the basic mechanical response of the sample material to
he indentation load and that Eqs. (5 )–( 7 ) accurately represent the
ariation of σ 0 ( p ) with indentation load. More generally, it can
e seen that the ISE can be accurately modelled by simply sub-
tituting a load dependent yield stress into traditional elastoplas-
icity (next section). Figs. 5 and 6 show that the yield stress is
trongly indentation depth dependent, with σ 0 ( p ) at small inden-
ation depth much higher than the bulk material’s initial yield
tress, but the elastic constants (Young’s modulus of 70 GPa and
oisson’s ratio of 0.35) can be considered as independent of in-
entation depth. 
.4. FE modelling of hardness 
Hardness is commonly calculated as the average indentation
ressure, which is the force divided by the projected area of in-
entation. Thus hardness modelling is equivalent to the modelling
f contact area during an indentation ( Spary et al., 2006 ). Many in-
estigations have been performed to simulate indentation hardness
y FE modelling ( Faghihi and Voyiadjis, 2011; Bittencourt, 2013;
uha et al., 2013; Harsono et al., 2011; Salehi and Salehi, 2014; Ce-
entano et al., 2012; Gomez and Basaran, 2006; Swaddiwudhipong,
012 ) or by using analytical models ( Nix and Gao 1998; Durst et
l., 2005; Pugno, 2007 ). In order to accurately model the contact
rea in this work, a ﬁne mesh around the indenter area, as shown
n Fig. 4 b, and the proposed indentation elastoplastic constitutive
odel with parameters determined by the IFEM were used. Hard-
ess was then determined from the simulated contact area. This
ethod is referred to as H-IFEM. Hardness can also be computed
rom experimental load-depth curves using the method proposed
y Oliver and Pharr (2004) ; this is referred to as H-OP. In this
ork a new method to compute hardness from experimental load-
epth curves is presented (see next section), this is referred to as
-new when applied to experimental data and H-FE when applied
o FE simulated load-depth data. Hardness computed by the dif-
erent methods is shown in Fig. 7 a. Compared with the hardness
valuated from the experimental load-depths curves, the simulated
ardness was higher. This can be shown to be caused by the errors
nvolved in the traditional analytical evaluation method, as will be
nalysed in the following section. 
. Proposed method for the evaluation of indentation hardness 
In standard nanoindentation (or depth sensing indentation)
ardness is evaluated from an experimental load-depth curve
ased on an assumption that sink-in is proportional to the in-
entation load and inversely proportional to the material stiffness
 Oliver and Pharr, 2004 ). This may be one of the reasons that rarely
re both hardness and load-depth response predicted well by FEA.
raditionally, the contact area is evaluated ﬁrst by calculating the
32 X. Chen et al. / International Journal of Solids and Structures 104–105 (2017) 25–34 
Fig. 6. IFEM result with σ 0 ( p ) represented by a combined hyperbolic and polynomial function. (a) Variation of σ 0 ( p ) with indentation depth, (b) yield stress as a function 
of equivalent plastic strain and indentation depth, where d is the depth. (c) and (d) show the comparison between test reference curve and FE modelled curve in both 
depth-time and load-depth domains. 
Fig. 7. Comparison of indentation hardness (a) and load-depth (b) between experiment and FE modelling for an indentation array with indentation load from 1 to 400 mN 
using the material properties extracted from the test reference curve at 400 mN load, as shown by Fig. 6. . 
X. Chen et al. / International Journal of Solids and Structures 104–105 (2017) 25–34 33 
Fig. 8. Comparison of FE simulated and ﬁtted nonlinear sink-in displacements. 
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a  ontact depth h c as 
 c = h m − ε p m 
S 
, (10) 
here h m is the measurable maximum depth, p m is the maximum
ndentation load, S is the slope of the load-depth curve at the start
f unloading and ε is a constant ( Oliver and Pharr, 2004 ). When
 c is obtained from Eq. (10 ), the contact area and the projection
f contact impression can be computed from the geometry of the
ndenter used. 
In Eq. (10 ), the part ε p m S is referred to as the sink-in displace-
ent in the literature ( Oliver and Pharr, 2004 ). It is the vertical
ink-in displacement of the sample surface that is at the ﬁnal stage
f contact with the indenter when the indentation load arrives at
ts maximum. The assumption that sink-in is linearly proportional
ith p m S may be true for an indentation where the contact area
s constant. For most indentation tests, however, the contact area
s an increasing function of indentation load, which may result in
he sink-in to be nonlinear with respect to p m S . Hence, the assump-
ion inherent in Eq. (10 ) may result in errors in the evaluation of
ardness. 
The FE simulated sink-in with a conical indenter with an alu-
inium sample is shown in Fig. 8 with the continuous line. Con-
idering the distribution shown in Fig. 8 , it is assumed that the
ink-in, h s , is governed by a power law relationship with indenta-
ion load, as shown by Eq. (11 ): 
 s = γ
(
p m 
E ∗
)n 
, (11) 
here γ and n are constants determined by nonlinear regression
nalysis, E ∗ is the reduced modulus of indentation, determined by
he elastic parameters of both sample and indenter ( Oliver and
harr, 2004 ) 
1 
E ∗
= 1 − μ
2 
E 
+ 1 − μ
2 
i 
E i 
, (12) 
here E and μ are Young’s modulus and Poisson’s ratio of sample
aterial, and E i and μi are Young’s modulus and Poisson’s ration
f indenter. The constants of γ and n are shown to be n = 0.5615,
nd γ =0.1995 with dimension of μm −0.123 for the sample mate-
ial, determined by nonlinear regression analysis. The comparison
f FE simulated sink-in and the ﬁtted equation are shown in Fig.
 and it can be seen that a good ﬁt is obtained with these con-
tants. Revisiting Eq. (10 ), with the proposed description of theink-in ( Eq. (13 )), the contact depth can be expressed as: 
 c = h m − γ
(
p m 
E ∗
)n 
. (13) 
Although Eq. (13 ) can be used to predict the contact depth, the
educed modulus E ∗ is involved. It is not a directly measurable pa-
ameter in an indentation test and therefore, Eq. (13 ) cannot be
irectly used to calculate the contact depth of h c . A general rela-
ion between slope S (see Eq. (10 )) and the reduced modulus exists
 Oliver and Pharr, 2004 ): 
 = dp 
dh 
= 2 E ∗
√ 
A p 
π
, (14) 
here A p is the projection of contact area of the indentation. For a
onical indenter, 
 p = r 2 p π, (15) 
here r p is the radius of the projection of contact impression. From
he geometry of the conical indenter, 
 p = h c tanβ, (16) 
here β is the half angle of the conical indenter. On insertion of
qs. (14 )–( 16 ) into Eq. (13 ), the following expression is obtained: 
 c = h m − γ ( 2 h c tanβ) n 
(
p m 
S 
)n 
. (17) 
It can be seen from Eq. (17 ) that sink-in, expressed
s γ ( 2 h c tanβ) n ( 
p m 
S ) 
n in this case is not proportional to
( p m S ) 
n , because the sink-in displacement is also dependent on
 c itself. Now all the parameters in Eq. (17 ) are directly measur-
ble in an indentation test, except the contact depth h c ; i.e. it is
 nonlinear algebraic equation involving only one unknown, corre-
ponding to the nonlinear value of the sink-in displacement shown
y Fig. 8 . The contact depth of the indentation can, therefore, be
etermined from Eq. (17 ) using Newton’s iterative method. 
It can be seen then that Eq. (17 ), can be used instead of Eq. (10 )
o determine hardness from an indentation test. Different compu-
ational methods for hardness introduced in the previous section
ere used to calculate the hardness. All these data are shown in
ig. 7 a with different symbols and can be compared with each
ther. 
As expected, it can be seen that the hardness obtained based on
q. 10 ( Oliver and Pharr, 2004 ) is lower than that using Eq. (17 ).
his is because when suﬃcient nonlinearity of sink-in is consid-
red, the sink-in is higher than the linear assumption based on Eq.
10 ). Thus smaller contact depth is obtained when the total max-
mum depth of h m is given, resulting in a higher evaluated hard-
ess. It is observable in Fig. 7 a that the hardness evaluated by the
ew method from tested load-depth curves, shown by a contin-
ous line in the ﬁgure, is in good agreement with the hardness
rom FE modelling, either by H-IFEM or by H-FE methods. Suﬃ-
ient non-linearity of the sink-in should also be considered. In this
ase, the contact area based on Eq. (17 ) is almost the same as that
y direct FE modelling, leading to the agreement between H-IFEM
nd H-FE. On the other hand, the agreement between experimen-
al load-depth curves and the FE simulated load-depth curves, as
hown by Figs. 5 c, d, 6 c, d and 7 b, it is natural that the hardness
valuated from these curves based on Eq. (17 ) should be in good
greement with experiment. 
It can be seen by comparing Fig. 7 a and Fig. 6 a (or Fig. 5 a) and
he analysis in this work that the so called indentation size effect
s equivalent to the resistance of the material to deformation be-
ng indentation depth/load dependent, especially for the part of the
ield stress that is independent of hardening. 
Excellent agreement of both load-depth curves between FE
nd test, and hardness between test and FE modelling has been
34 X. Chen et al. / International Journal of Solids and Structures 104–105 (2017) 25–34 
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X  achieved, showing that the indentation elastoplasticity constitutive
relation presented, as shown by Eqs. (2 ) and ( 3 ), captures the main
mechanical behaviour of aluminium metal during nanoindentation.
6. Conclusions 
A method for determining material properties from indenta-
tion tests, whilst accounting for the indentation size effect has
been proposed that utilizes IFEM and a novel indentation elasto-
plastic constitutive relation. It is demonstrated that this method
can be used to characterize the material properties of aluminium
from nano to micron length scales. By using the determined ma-
terial properties, load- or time-depth curves and hardness varia-
tions (size-effect) can be accurately predicted, in excellent agree-
ment with experimental results. 
The average relative residual of time-depth curves between the
experimental and FE modelling was approximately 0.32%, showing
that the material constitutive relation used captures the main me-
chanical behaviour of the material. The yield stress changes sig-
niﬁcantly from the micro-length scale to bulk material, and this
change can be captured by means of a load (or depth) dependent
initial yield stress in the elastoplasticity model, σ 0 ( p ), while the
hardening components does not change greatly with length scale.
It is further shown that the yield stress that is independent of
hardening changes from around 56 MPa at the micron length scale
to 4 ∼5 GPa at the nano length scale. This material property pro-
vides a basis for structure design spanning both nano and micron
levels. Although the proposed methsod is based on an elastoplas-
tic constitutive law developed for metals exhibiting strain harden-
ing it is not explicitly linked to the physical deformation mecha-
nisms in such materials and, hence, could be applied to any mate-
rial demonstrating similar stress-strain behaviour. 
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