We study the time evolving currents flowing in an interacting, ring-shaped nanostructure after a bias voltage has been switched on. The source-to-drain current exhibits the expected relaxation towards its quasi-static equilibrium value at a rate Γ0 reflecting the lead-induced broadening of the ring states. In contrast, the current circulating within the ring decays with a different rate Γ, which is a rapidly decaying function of the interaction strength and thus can take values orders of magnitude below Γ0. This implies the existence of a regime in which the nanostructure is far from equilibrium even though the transmitted current is already stationary. We discuss experimental setups to observe the long-lived ring transients.
Introduction.-Isolated quantum systems, such as small molecules, feature a discrete set of energy levels. When brought to contact with two electrodes, a nanojunction can form and a current begins to flow. At weak coupling, the associated level broadening, Γ 0 , is still small as compared to the typical energy spacing, ∆E, of the isolated system. One might perhaps suspect that these energies by themselves set the only relevant time scales. But in fact an prominent exception is known, the Kondo phenomenon [1] , which occurs in a situation where ∆E is dominated by a strong on-site repulsion between the charge carriers. This suppresses charge fluctuations but allows for quantum-fluctuations of the spin, leading to an emergent energy scale, the Kondo temperature T K , which is parametrically small compared to the native scales Γ 0 and ∆E.
In this work, we report another example of an emergent energy scale, Γ; it manifests in the relaxation of circulating currents in mesoscopic nanostructures. Like the Kondo temperature, the new scale is a many-body phenomenon, originating from interactions between particles on the nanostructure. However, the manifestation of the new relaxation rate Γ requires the nanostructure to be brought out of equilibrium.
A sketch of the model system that exhibits the novel scale Γ is displayed in Fig. 1 . Originally, similar ringshaped devices served as a toy-models to study the interplay of interaction and interference [2, 3] and to explain quantum-interference effects in transport through functionalised graphene ribbons [4] . The ring geometry supports stationary circulating ("orbital") currents that can exceed the source-drain ("transport") current by orders of magnitude at Fermi-energies situated close to a Fano-resonance.
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with operators d † j and d j creating/annihilating spinless fermions at site j and n j = d † j d j denoting the corresponding density. The first term describes hopping of the fermions between nearest neighbours, while the second represents the repulsive nearest-neighbour interaction. The last term is an external potential at the top site which breaks the symmetry between the upper and lower path through the ring. The lead Hamiltonian reads
where c † n,α and c n,α create and annihilate a spinless fermion at site n in the lead α=L,R. For simplicity we assume the hopping parameter J in the ring and lead to be equal. Finally, the coupling between both subsystems is facilitated by
coupling the outer sites on the ring to the first sites of the leads.
In the following we analyse the non-equilibrium currents in the nanostructure by three different methods: (i) tdDMRG simulations, (ii) a reduced density-operator transport theory (RDTT) [9, 10] , and (iii) mapping to an effective two-state nanostructure [11] . The ground state |2, g is a CDW state with N = 2 particles, for U > J the first excited state |2, e is also a CDW state with two particles. The corresponding particle densities are shown for U = 2J. The observed oscillation frequencies of the ring currents match the energy difference ε(U ) between these two states. The higher excited states are obtained by adding or removing particles, with ∆(U ) denoting the corresponding energies.
tdDMRG simulations.-First, we study the time evolution after a voltage quench using the tdDMRG algorithm [12] [13] [14] [15] [16] [17] [18] . Specically we use the time evolution scheme outlined in Refs. [8, 18, 19] performing the evaluation of the time evolution via matrix exponentials within the framework of Krylov spaces. At times t < 0 the system is prepared in the ground state of the model with an additional charge excess induced by a stationary gating with V /2 ( i n L,i − i n R,i ). At t = 0 the gate is switched off, so the electrodes begin to discharge and currents start to flow through the system. We simulate the time evolution with finite leads which are long enough to be able to study the transient regime all the way into the quasi-stationary, non-equilibrium limit. Finite-size effects will interfere only at times exceeding the recurrence time τ rec =L/(2v F ), at which the electrons reach the boundary of the leads. (For details of the quenching protocol see Ref. [18] .) Here L denotes the total number of sites, ie, the length of the leads is given by (L − 4)/2 ≈ L/2, and v F = 2J is the Fermi velocity of the lead electrons.
During the time evolution we determine the expectation values of the local currents I t ∝ Im(c † i c i−1 ) and I r ∝ Im(d † k d l ) flowing in the leads and the impurity, respectively, where l and k are neighbouring sites. The local current densities after quenching are displayed in Fig. 2 . The transport ("transmitted") current I t initially fluctuates in response to the quench for times Γ 0 t ≤ 3, where we use Γ 0 = 2πρ(ε F )J 2 c with the density of states in the leads ρ(ε F ) = 1/(2πJ) as our time unit. After this transient the transmitted current appears to have reached a largely time-independent steady state in line with predictions from non-equilibrium Green function formalism for the transient currents through interacting For U/εT 1 the decay rate appears to be exponentially suppressed in U , resulting in very small decay rates at large interaction values. For U εT the decay is consistent with Γ ∼ U −6 predicted using an effective twolevel system (5) , as is indicated by the dashed line. All other parameters as in Fig. 2 .
regions [20, 21] .
In contrast, for the local currents in the ring I r we observe a drastically different behaviour. Although some transient features decay quickly, the ring currents oscillate with a distinct frequency ω for long times. In fact, for sufficiently strong Coulomb repulsions U we do not observe a significant reduction of the oscillation amplitude within the observation times accessible to our simulations.
The frequency of the oscillations can be understood based on the spectrum [19] of the uncoupled ring H r shown in Fig. . We find that the frequency ω extracted from the tdDMRG simulations matches the energy gap between the two lowest-lying states on the ring. These two states can be identified as charge-density wave (CDW) states with N = 2 particles on the ring, one being the ground state |2, g and the other the first excited state |2, e . Thus we confirm what one would have expected, namely that the ring current originates from the initial state being a superposition of these two states.
The decay rate Γ of the ring currents is very rapidly decreasing with the interaction strength U , see Fig. 5 , exhibiting a wide regime with Γ Γ 0 . To understand the origin of this regime, we proceed with the RDTT analysis.
RDTT analysis.-The RDTT [9, 10] method aims at determining the time evolution of the reduced density matrix of the nanostructure, ρ ns (t) = tr l ρ(t), where the trace is taken over the lead degrees of freedom in the density matrix ρ(t) of the full system. The time evolution of ρ ns (t) can be cast in the formρ ns (t) = −iL ns ρ ns (t), with the effective Liouvillian L ns governing the relaxation of the nanostructure. Since the ring current originates from the superposition of the two CDW states |2, g and |2, e , its decay is related to the decay of the off-diagonal el-ements ρ ge and ρ eg of ρ ns . In order to determine the corresponding decay rate, we have calculated [19] the effective Liouvillian to first order in the bare coupling rate Γ 0 , where the perturbative regime is given by Γ 0 T with the temperature T .
The obtained results for the decay rate Γ of the ring current are shown in Fig. 7(a) . The results are qualitatively similar to the ones obtained via tdDMRG shown in Fig. 5 in the sense that the rate is strongly suppressed at large U . The quantitative differences between the RDTT and tdDMRG results reflect the fact that both methods operate in different parameter regimes.
Furthermore, the RDTT allows us to identify [19] the relaxation processes contributing to the decay rate, which are visualised in Fig. 7(b) . The dominant processes are shown in sketches (1) and (2) , which involve the tunneling of a particle off or onto the ring, while the sub-leading processes are shown in sketches (3) and (4) . All processes are constraint by energetics: (1) and (2) only contribute in the regions (i) and (ii) in Fig. 7 (a), (3) only in regions (i) and (iii), and (4) is relevant in the regions (i)-(iv). We stress that in region (v) no relaxation processes in order Γ 0 exist. Thus at sufficiently large interaction strengths U the rate Γ essentially drops to zero (to order Γ 2 0 ), explaining the very slow decay of the ring current.
Schrieffer-Wolff transformation.-Finally we focus on the regime of strong interactions, U/max(ε T , J) → ∞, where we can derive the analytic dependence Γ ∼ U −6 consistent with our computational results, Fig. 5 . As can be seen from the spectrum of the bare ring ( Fig. ) , in this limit the two CDW states |2, g and |2, e will be well separated by an energy splitting ∆(U ) ∼ U from the higher excited states. It is thus instructive to construct an effective two-level system containing only these states, where the couplings to the higher excited states are treated using a Schrieffer-Wolff transformation [11] in fourth order in the couplings J and J c . Going to this order in the expansion is necessary since all off-diagonal matrix elements exactly cancel in second order due to the mirror symmetry of the isolated ring structure [19] .
The resulting two-level system can be written in the form of an electronic Kondo model, with the localised spin identified with the CDW states as | ↓ = |2, g and | ↑ = |2, e and the corresponding spin operator denoted by S. An effective reservoir electronic degree of freedom can be formed via c res,↑↓ = (c L ± c R )/ √ 2 from the leads (2) of the original model; the effective spin operator formed from the first sites (n = 0) is denoted by S res . With this notation the effective model reads [19] 
where the first term is the energy of the electronic reservoir, the second and third are effective magnetic fields figure. (b) Relaxation processes contributing to the rate Γ, which result in the distinct regions (i)-(v). Red and green dots represent initial and final configurations, respectively, ∆ = ∆(U ) denotes the energy required to add or remove a particle (see Fig. ) , while ε ≈ εT is the energy gap between the two CDW states.
h acting on the twolevel system and spin of the electron reservoir. The fourth and fifth term represent a Kondo coupling between the two, with the coupling being strongly anisotropic with J z
Due to the formation of the effective reservoir electron spin from the leads L,R the bias voltage V enters the effective Kondo model in the form of a transverse field in the reservoir, ie, as V /2 kσσ c res,kσ τ x σσ c res,kσ with τ x being the x-component of the Pauli matrices. Finally, the ring current corresponds to oscillations between the two CDW states and thus is related to the localised spin via I r ∼ S y . Performing a suitable spin rotation in the electronic reservoir we calculated [19] the corresponding relaxation rate using standard perturbation theory in the Kondo system [9, 22, 23] with the result
We stress that in the considered regime of strong interactions this rate is vanishingly small, Γ ∼ J 2 z V ∼ J 4 J 4 c V /U 6 , in accordance with our finding of long-lived oscillations in the ring current. In particular, the predicted behaviour Γ ∼ U −6 is consistent with our td-DMRG simulations shown in Fig. 5 . We note that the result (5) is applicable deep in region (v) of Fig. 7 (a), where we found that processes of order Γ 0 vanish. Finally we note that the effective model (4) will show the Kondo effect, however, the relevant energy scale T K will be much smaller than the energy scales we consider here, in particular T K ε T . Thus the equilibrium Kondo ef-fect is not observable in our setup. Experimental verification.-We see a possible experimental realisation of the ring-shaped model system, Fig. 1 , in molecules such as porphyrines or phthalocyanines. Single molecule conductance measurements have indeed been performed at these systems [24] [25] [26] so the possibility for bias-ramping has also been demonstrated already. As an observable indicating the slow decay of the ring currents we propose to measure the photons that are emitted when these currents decay via coupling to the radiation field. In this context we note that single-molecule electroluminscence measurements have been performed [27, 28] already and thus are indeed experimentally feasible. An alternative realisation of our ring-shaped model may be provided by quantum dot arrays [29] , which in particular offer a high level of control of the couplings and allow to enter the regime of strong interactions essential for the long-lived ring currents.
Conclusion.-We have studied the relaxation of transport processes in an interacting ring-shaped nanostructure. Owing to a mirror symmetry of the Hamiltonian, the system supports oscillating ring currents long after the transmitted current has died out, with the ratio Γ/Γ 0 of the respective relaxation rates being strongly suppressed by the interactions. Our work provides a striking example for an untypical situation in thermodynamic relaxation processes: Two observable currents approach their equilibrium values on timescales that are parametrically separated with rates differing by orders of magnitude. In addition, our system provides new insight into the field of quantum devices as we show that internal oscillations can be longer-lived than observed in currents through the system.
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EXACT DIAGONALIZATION OF THE DECOUPLED RING IMPURITY
Spectrum and particle densities We have performed an exact numerical diagonalization of the Hamiltonian matrix H r (U, ε T , J) of the ring impurity in the absence of the leads. In figure 2 we plot the relative spectrum (E − E 0 ) for the for eigenstates with the lowest energy. The energy of these states is shown as a function of the interaction strength U and a gate potential ε T = J/2. The ground state features half-filling of the ring (n = 2) and is indicated by the red line. The other eigenstate in the spectrum with half-filling is shown as the blue line. The state marked by the orange line features only a single electron in the ring while the state indicated by the magenta line has three electrons in the ring. For interaction U/ε T ≥ 1 we observe an increasing energy separation between the two eigenstates at half-filling and the rest of the spectrum. When comparing the frequency of the observed oscillations of the local currents in the ring with the relative spectrum of the ring, we find an excellent agreement of the frequencies with the energy gap between the ground state |2, g and the second eigenstate at half-filling |2, e . The frequencies that we have obtained from the fit of a cosine function to the data of the ring current are displayed as black dots in figure 2 . We show the local electron density on the ring sites for the four low energy eigenstates in figure 2. We find that the two eigenstates at half-filling exhibit characteristics of charge density waves. The ground state has a significantly increased electron density on site 1 and 4 of the ring, while the excited state features an increased density on sites 2 and 3. The other two states have a more evenly distributed electron density. We will therefore refor to the states |2, g and |2, e as charge density wave (CDW) states from now on.
Time evolution of an initial superposition
We have performed DMRG calculations of the time-dependent reduced density matrix of the ring impurity. We find finite occupation probabilities for both CDW states at time t = 0. With increasing bias voltage, the occupation probability of the excited CDW state tends to grow as well. We have used these occupation probabilities from the DMRG to construct an initial pure state where √ N is a normalization factor, ρ gg refers to the ground state occupation probability and ρ ee to the occupation probability of the excited CDW state. Using exact diagonalization we then perform the time evolution of this initial state in the bare ring impurity as |ψ(t) = exp(−iH r t)|ψ 0 ,
and calculate the expectation values I u and I l of the local currents in the ring. The results of this calculation are in good agreement with our DMRG results in both amplitude and frequency.
DMRG DMRG implementation For our numerical calculation of the time evolution of the complete system including ring impurity and leads we have employed a typical finite lattice Density Matrix Renormalization Group (DMRG) algorithm. We keep a maximum of N cut = 2800 states per block and set the maximum amount of discarded entanglement entropy to δS max = 10 −7 in each DMRG step. We use a Krylov subspace method to calculate the matrix exponential, allowing us to chose larger time steps up to ∆t of order one. Each state that is reached through application of the matrix exponential onto the initial state |ψ 0 is included into the density matrix from which we determine the subspace of the Hilbert that we project onto in each DMRG step. At each time step we measure the observables of interest as ψ(t)|O|ψ(t) where the operator O has also been projected onto the retained subspace of the Hilbert space.
Quench protocol At time t = 0 we prepare the system in the ground state of
and perform the time evolution using H(t > 0) = H. We simulate time evolution up t ≤ L/2v F , where L is the length of the chain (usually L ≥ 72) and v F = 2J is the Fermi velocity of the fermions in the leads. During the time evolution we measure the expectation value of the local currents in the leads as
and on specific bonds 1 → 2 and 1 → 3 in the ring (see Fig. 1 in the main paper) as
For the majority of our calculations we have used a set of default parameters, namely L = 72, ε T = J/2, J c = J/2 and V = 0.4 J/e. Detailed discussion of the DMRG time evolution results In figure 4 we plot the time-dependent expectation values of the operators I t , I u and I l using our default parameters and interaction strengths U/J ∈ {0.1, 0.5, 1.0, 2.0}. We begin by discussing the results for weak interaction U/J = 0.1 shown in figure 4 (a) . For the transmitted current I t (t) we observe significant initial oscillations inside the typical transient regime Γ 0 t ≤ 1 that appear to have decayed for Γ 0 t > 1 while a weak periodic oscillation remains even for large times. This periodic oscillation is not physical but a known finite size effect with a frequency ω ≡ V . For the local currents in the ring we first verify that I u + I l = I t as a consistency check of our results. For times Γ 0 t ≤ 1 we find the oscillations of I u (t) and I l (t) small when compared to the oscillations of I t (t). The finite size effect with ω = V for the the local currents in the ring on the other hand is large when compared to the transmitted current. We also indicate ( I u − I l )/2 as a dashed black line in fig. 4 . This observable corresponds to a ring current in clockwise direction. For interaction strength U/J = 0.5, shown in fig. 4 (b) , we solely observe quantitative differences for I t (t). While the initial transient features remain largely unchanged, the steady state current for Γ 0 t > 1 is reduced. For ( I u − I l )/2 we observe what seems to be an initial oscillatory feature that is not due to finite size effect for Γ 0 t < 4. Due to the small window 1 ≤ Γ 0 t ≤ 4 a fit does not yield reliable results for frequency and decay rate. For U/J = 1 the steady state value of the transmitted current experiences yet another significant reduction, whereas the transient features remain of similar size as for U/J = 0.1. We stil observe that the transient features of the transmitted current have largely decayed by Γ 0 t = 1. For the ring currents we find a qualitatively different behavior. The ring current exhibits periodic oscillations with a distinct frequency and a visible decay rate Γ which is an order of magnitude smaller than Γ 0 . For the directional ring current ( I u − I l )/2 there is even a window in which the direction of the current has changed. By increasing the interaction strength to U/J = 2 we find yet another decrease of the steady state trnamsitted current. In the transient regime Γ 0 t ≤ 1 we now also observe an additional sign change of the transmitted current. We also no longer see the oscillations due to the finite system size. The oscillations of the local currents in the ring I u and I l become even more pronounced and feature a periodic change of direction. Through a fit we find that the decay rate of these oscillations is an order of magnitude smaller than in the case U/J = 1 and now amounts to Γ/Γ 0 ≈ 1/100. There is a clear separation of scales between the typical decay rate Γ 0 which holds for the transmitted current and the decay rate Γ of the local currents in the ring impurity. Calculations for stronger interaction U/J > 2 show a continuation of this trend.
Fitting procedure for the computation of Γ To determine the oscillation frequency ε and decay rate Γ we fit a function
to our DMRG data for the local currents where Γ, ε, a, b and c are fitting parameters. The fit is performed for Γ 0 < t < L/2v F . This fitting procedure only yields reliable results for 0.5 < U/J ≤ 5. For weak interaction U/J ≤ 0.5 the decay time is too short to observe the amount of sine waves necessary to reliably determine the decay rate. For very strong interaction the decay rate becomes so small that it does not lead to a visible reduction in oscillation amplitude for t < L/2v F . As a result, the fitting error associated with decay rate becomes larger than the decay rate itself. These limitation of the fitting procedure limit the application of our DMRG method as a tool to determine the decay rate Γ to a parameter range 0.5 < U/J ≤ 5 as indicated in figure 5 . . We find that for U ε the decay rate appears to be exponential in U whereas for U εT the decay rate exhibits an algebraic behavior. We plot a power law f (U ) ∝ U −6 in (b) for comparison.
DMRG calculations for the decay rate Γ
We have performed a set of DMRG calculations to study the behavior of the decay rate Γ as a function of U/J for a range of specifically chosen parameters U , ε T and V . The results of these calculations are shown in figures 5 (a) and (b). Due to the aforementioned limitations of our fitting procedure it is not possible to quantify Γ for 0.5 < U/J ≤ 5. In the vicinity of U/ε T 1 a comparison of the log-linear and log-log plots indicates a small region of exponential suppression. For stronger interactions U/ε T > 1 we observe a power law behavior of the decay rates as a function of U/J. The fit of a power law to the data indicates a smaller exponent for smaller values of ε T . In the case of T = 0.5 we are safely in the regime U/ T 1 for U/J ≥ 4. In this regime one could consider the data comparable to results obtained in the limit U/ε T → ∞. The fit of a power law finds an exponent α = 6.0 ± 0.4 in this case.
PERTURBATION THEORY IN THE LIMIT OF SMALL HYBRIDIZATION
For our computation of the decay rate Γ, which is associated with the oscillation of the local currents in the ring, we make use of the reduced density-operator transport theory (RDTT). We mainly follow Schoeller, Eur. Phys. J. Special Topics 168, 179 (2009). The RDTT approach is exact in the Hilbert space H r of the impurity and perturbative in the hybridization between impurity and reservoirs. It may be applied if the associated perturbative scale Γ 0 = 2πρ 0 J 2 c satisfies Γ 0 T , where T denotes the system temperature. The RDTT determines the time-dependent reduced density-matrix ρ ns (t) of an impurity by calculating corrections to the Liouvillian L of the impurity caused by tunneling processes between impurity and leads. The Liouvillian can be understood as a superoperator that corresponds to the action of the commutator between the Hamiltonian H and a second operator A ∈ H,
The von Neumann equation, which governs the time-evolution of the density matrix ρ, can be written in terms of the Liouvillian asρ
and is in turn solved by
A Laplace transform and a subsequent trace over the reservoir degrees of freedom of solution (15) yields the expressioñ
where L ns denotes the original Liouvillian of the impurity and L l the Liouvillian of the reservoirs, i.e., the total Liouvillian is decomposed as L = L l + L ns + L V . Expression (16) can conveniently be expanded in powers of L V , the contribution to the Liouvillian containing the coupling between the impurity and the reservoirs. The resulting series expansion forρ ns readsρ
In the limit J 2 c T we can set up a perturbation theory in L V . The effective Liouvillian L eff of the impurity then obtains perturbative corrections Σ(E) that are functions of the Laplace variable E. It reads
The transient features of the reduced density matrix ρ ns (t) are encoded in non-zero poles of
To obtain these poles we solve for the complex roots of
The Laplace variables z * ± , that are roots of equation (20), have a real part that corresponds to an oscillation frequency ε of the associated transient feature and an imaginary part denoting its decay rate Γ. Our aim is to compute the particular Γ of the transient features whose frequency coincide with the frequency ε of the oscillation of the currents in the ring shaped impurity.
Properties of the Liouville space In order to represent the Liouvillians L ns and L V as well as other superoperators G as matrices we introduce a new vector space L that we refer to as Liouville space. Objects that act as matrices in the Hilbert space H r of the impurity can be thought of as vectors in this Liouville space L. The most relevant example of such an object is the reduced density matrix ρ ns of the impurity. Each matrix element (ρ ns ) i,j = |i j| of ρ ns corresponds to a basis vector |m) of the Liouville space L. We will subsequently denote vectors in H r as |i and vectors in L as |j). To represent each element of an operator O ∈ H r as a basis vector of L, the size of the vector space L has to be chosen such that dim(L) = dim(H r ) 2 .
Definition of the superoperators The coupling Liovilliain L V , which can be interpreted as the interaction vertex of the perturbation theory, induces charge fluctuations on the impurity. It has the form
where G p1 1 denotes the superoperator acting on the impurity and : J p1 1 : the normal ordered field superoperator acting on the reservoirs. The reservoir field superoperator is defined by its action on operators A acting in the reservoir Hilbert space and reads
where 1 ≡ η, ν, ω is a collection of indices classifying the field operator c 1 such that
Similarly we define1 ≡ −η, ν, ω. The action of the impurity vertex superoperator on this specific eigenvector is given by
The index p, that appears in the definition of both superoperators, determines whether the respective field operator acts on the second operator A from the left (p = +) or from the right (p = −). It can be interpreted as indicating the position of the field operator on the Keldysh contour and is thus sometimes referred to as Keldysh index. The operator σ p accounts for fermionic sign factors. It returns a negative sign if
such that
Reservoir contractions We perform the trace tr l over the lead degrees of freedom by contracting pairs of reservoir field superoperators in our series expansion ofρ ns (E). We denote these contractions
where . . . eq. indicates that we assume the semi-infinite reservoirs to be in thermal equilibrium. The contractions are thus proportional to the equilibrium distribution function f (ω) at temperature T . We can simplify the subsequent calculations by separating the distribution function f (ω) into a symmetric and an antisymmetric contribution. The reservoir contraction then reads
with the symmetric contribution
and the antisymmetric contribution
where ρ 0 is the density of states in the reservoir. It is possible to absorb the Keldysh index appearing in the contraction (28) by introducing the verticesḠ
Definition of the perturbative corrections The leading order correction Σ (1) (E) to the effective impurity Liouvillian L eff , which derives from charge fluctuations, has the form
As with the reservoir contractions we can separate Σ (1) (E) in a symmetric and an antisymmetric term,
where Σ s does not depend on the Laplace variable E. When using the redefined verticesḠ 1 andG 1 we can write Σ s as
where we have integrated over all reservoir frequencies ω 1 ranging from the lower to the upper reservoir band edge D.
The symmetric contribution Σ s turns out to be entirely imaginary. It thus adds only to the decay rate of transient features but not to their oscillation frequency. The antisymmetric contribution Σ a (E) is a function of the Laplace variable. It reads
2T
where ψ(x) = ∂ x log(Γ(x)) is the Digamma function and |v j ) are the eigenvectors of the initial impurity Liouvillian L ns associated with the eigenvalues λ j of L ns . The imaginary part of Σ a (E), which is the part contributing to the decay rate, takes a more simple, intuitive form. It reads
In the basis spanned by the eigenvectors |l of the impurity Hamiltonian H r the initial impurity Liouvillian L ns is diagonal as well and one can easily establish a one-to-one correspondence between an eigenvector |v j ) of L ns and a matrix element of ρ ns in this eigenbasis through
with the associated eigenvalue
where λ j is the energy difference between the two eigenstates |l and |m of the Hamiltonian H r . There are two eigenvalues λ ε,± of the impurity Liovilliain L ns that correspond to the energy difference between the two charge density wave eigenstates |g and |e . We denote the eigenvector that corresponds to the positive eigenvalue λ ε,+ as |v ε ) = |2, e 2, g| .
The action of the impurity vertex superoperators on this eigenvector is given by
where d 1 creates or annihilates a particle on lattice sites x = 1 or x = 4 of the impurity. Perturbative diagonalization of L eff (E) While L ns is diagonal in the eigenbasis of H r , the corrections Σ s and Σ a (E) are not. Due to the large size of the Liouville space, dim(L) = 256, an analytical diagonalization of the effective Liouvillian L eff (E) = L ns + Σ s + Σ a (E) is not feasible. To determine the eigenvalues of L eff (E) we therefore treat Σ s + Σ a (E) as perturbations to the initial Liouvillian L ns and calculate the leading order corrections to its eigenvalues λ j . This approximation is reasonable because Σ s + Σ a (E) ≤ J 2 c ε T ≈ λ j . The eigenvalue corresponding to |v ε ) is then given by
The particle number symmetry of the impurity Hamiltonian ([H r , j n j ] = 0) guarantees that 2, e|d 1 |2, e ≡ 0 ≡ 2, g|d 1 |2, g . We therefore find
Using (44) and (45) the perturbation theory corrections from the symmetric contribution Σ s reduce to
We see that the symmetric contribution from the leading order tunneling processes between reservoirs and impurity causes a decay rate Γ equal to the typical decay rate Γ 0 of transient features. However, this contribution does not yet factor in the fermion distribution function f (ω) in the reservoirs, meaning that each tunneling process is treated equally. The information about the distribution function is encoded in the antisymmetric correction Σ a (E). 
The impurity vertex superoperator G ± 1 either creates or annihilates a fermion on the impurity. Finite contributions thus only involve eigenstates |v j ) which satisfy |v j ) = |m 2, g| or |v j ) = |2, e m| such that 4 i=1 n i |m ∈ {1, 3}. One finds in total N = 8 eigenstates in the Hilbert space H r with particle number n = 1 or n = 3, implying N L ≤ 16 finite matrix elements. A quantitative study of the matrix elements (G ± 1 ) jε reveals large contributions |(v j |G ± 1 |v ε )| 2 J 2 c for two eigenstates |v j ) ∈ L. The two particular eigenstates are |v − 1 ) =|2, e 1, g| ,
where |1, g and |3, g are the two low-energy eigenstates of the impurity Hamiltonian that do not exhibit a charge density wave character and for which the energy, E 1 = 1, g|H r |1, g < 3, g|H r |3, g = E 3 , is plotted in figure 2 . The matrix elements read
where we note that the difference in Keldysh index p = ± of the vertex superoperators G p 1 causes the opposite sign of the matrix elements. An analysis of the remaining matrix elements reveals a third matrix element that gives a sizable contribution to the self energy. Here, the intermediate state is
and the matrix element evaluates to
The contribution from this matrix element becomes particularly relevant in the vicinity of U = ε T due to the analytic structure of its associated weight function.
Weight function
The weight function f (ω) contains the information about the fermionic distribution function n(ω) in the leads, which details the probability for an eigenstate of the lead Hmailtonian H l with energy ω to be occupied by a fermion. Our aim is to determine the decay rate Γ which directly corresponds to the imaginary part of the the eigenvalue λ ε of the effective Liouvillian that satisfies
The imaginary part of λ ε originates entirely from the imaginary part of the self-energy Σ(ω) correction, which for the asymmetric correction Σ a (ω) stems from the weight function f ± j (ω). The imaginary part of the weight function evaluated at the eigenvalue ε * has the simple form
We know that ε * E e − E g . We can thus also express the weigth function as
The eigenvalues λ j that correspond to the three largest matrix elements read
It is easy to see that, depending on the eigenvalue λ j , either the dependence on E g or E e is removed from the argument of the weight function. To simplify the expression we introduce v ≡ |V /2|. The weight function then reads
In the limit T {J, U, ε, D} we can approximate the weight function as
When evaluating this approximation for the three relevant eigenvalues λ ± j one finds
where we note that ε, ∆ ≥ 0. Decay channels The three matrix elements
correspond to four different decay channels that cause the decoherence of a state of the form |ψ = α|2, g + β|2, e . A schematic of these decay channels is shown in figure 8 . We now turn to the discussion of the decay channels and why they become suppressed for specific sets of parameters U , ε T and V .
(
An electron is ejected from the ring impurity, which has initially been in the ground state |2, g . Due to the particle hole symmetry of the repulsive nearest neighbor interaction U , this requires the energy ∆(U ). Said energy needs to be supplied by the increase of chemical potential energy µ, which the electron gains by entering the metallic lead. The process is thus only possible if µ = −V /2 < −∆(U ). Here, we have assumed that the electron can only enter the lead to which a negative chemical potential −V /2 k n k was applied. The condition is reflected by the weigth function f − 1 (ε * ), which evaluates to zero if v surpasses ∆. Then the imaginary part of the asymmetric correction Σ a (ω) does not compensate the constant imaginary part of the symmetric correction Σ s for this decay channel. A sketch of the decay process is shown figure 8 (1) , where red in indicates the initial and green the final configuration of the decay process. (
An electron tunnels onto the ring impurity, which has initially been in the excited charge density wave state |2, e . The additional electron increases the interaction energy on the ring impurity by ∆(U ). This energy has to be supplied by the additional electron. The process is thus only possible if the chemical potential in the lead that the electron originates from satisfies µ = V /2 > ∆(U ). As with the previous matrix element, f + 3 (ε * ) vanishes once v > ∆ such that the constant negative imaginary part of the symmetric correction Σ s is not compensated. We display a sketch of this decay channel in figure 8 (2).
The decay channels (v ε |G − 1 |v − 1 )(v − 1 |G + 1 |v ε ) and (v ε |G + 1 |v + 3 )(v + 3 |G + 1 |v ε ) are closely related -one involves the ground state while the other one involves the excited state -and are thus respectively allowed or suppressed in the same parameter regimes.
(v ε |G + 1 |v + 1 )(v + 1 |G + |v ε ): An electron tunnels out of the ring impurity, which has initially been in the excited charge density wave state |2, e . Depending on the interaction strength U , this tunneling process is energetically favorable or unfavorable. For U < ε T the one particle state |1, g is lower in energy than |2, e . Since the electron can carry this excess energy it can tunnel into either lead as long as µ = V /2 < ε − ∆. Having two effective decay channels, one for each lead, increases the decay rate as can be seen in sector (i) and (iii) of figure 7. The weight function reflects this as f + 1 (ε * ) = −iπρ 0 , which adds to the imaginary part of the symmetric correction Σ s ∝ −iπρ 0 instead of compensating for it. A schematic of this process is shown in figure 8 (3) and (4) . For U > ε T the state |1, g becomes higher in energy than |2, e . For an electron to tunnel out of the ring additional energy is now required. This energy needs to be provided by the increase in chemical potential energy µ that the electron gains by entering the lead. The tunneling process is thus only possible if µ = −V /2 < −(∆−ε). We sketch this process in figure 8 (4) .
For U > ε T and v < ∆ − ε each decay channel becomes suppressed and we find
The first order corrections to the imaginary part of the transient feature with oscillation frequency ε * therefore vanish entirely.
Discussion of the phase diagram In figure 7 we plot the decay rate Γ/Γ 0 of the eigenvalue λ ε (ε * ) as a function of the ratios U/ε T and V /(2ε T ). We identify five different sectors of these ratios in which the decay rate Γ take different 
). An electron tunnels from the impurity into a lead, causing a transition from the ground state |2, g to the excited state |1, g . (2): Decay channel associated with the matrix element (vε|G + 1 |v + 3 )(v + 3 |G + 1 |vε). An electron tunnels from a lead onto the impurity, causing a transition from the excited state |2, e into the excited state |3, g . (3): First decay channel associated with the matrix element (vε|G + 1 |v + 1 )(v + 1 |G + 1 |vε) for U/εT < 1. An electron tunnels from the impurity into the lead with positive chemical potential µ = +V /2, causing a transition from the excited state |2, e to the excited state |1, g which releases the energy ε − ∆. (4): Second decay channel associated with the matrix element (vε|G + 1 |v + 1 )(v + 1 |G + 1 |vε). An electron tunnels from the impurity into the lead with negative chemical potential µ = −V /2, causing a transition from the excited state |2, e to the excited state |1, g which releases the energy ε − ∆ for U/εT ≤ 1 and requires the energy ∆ − ε for U/εT > 1.
values due to the presence or absence of the previously outlined decay channels respectively. In sector (i) we find the presence of the decay channels (1), (2), (3) and (4). The decay channel (3) does not exist for many of the typical quantum dot systems. Its presence leads to a decay rate Γ that exceeds the typical level broadening Γ 0 . By increasing the bias voltage V one crosses from sector (i) into sector (ii) where the decay channel (3) becomes suppressed as there is no remaining unoccupied state with energy ω = ε F + (ε − ∆) available in the left lead . In sector (ii) we find Γ = Γ 0 . By increasing the interaction strength U/ε T sufficiently one passes from sector (ii) into sector (iv). The increase in interaction strength causes an increased energy gap ∆(U ). As soon as ∆(U ) > V /2 both the decay channels (1) and (2) simultaneously become suppressed. This leads to a significant reduction of the decay rate by almost two orders of magnitude such that Γ ≤ Γ 0 /80. For U/ε T < 1 the reduction of the bias voltage facilitates a crossover from sector (iv) into sector (iii). In this sector, the decay channel (3) is no longer suppressed leading to small increase of ∆Γ Γ 0 /80. For U/ε T > 1 and V /(2ε T ) < (∆ − ε) every decay channel is suppressed as is shown in sector (v). The corresponding decay rate becomes Γ/Γ 0 → 0. For a finite decay rate, higher order perturbation theory corrections would be required. However, these corrections can induce no more than a decay rate Γ ∝ Γ 2 0 T . Eigenvalue spectrum of the effective Liouvillian The disappearance of the decay rate Γ for an eigenvalue λ(z) of the effective Liouvillian with finite real part is unique to the eigenvalues ±ε * − iΓ. In figure 9 we display the real and imaginary part of each root of
where λ j (z) are the eigenvalues of the effective Liouvillian. We find that the imaginary part of all but four roots is 1. We find that the imaginary part Im(z * ) of the majority of roots z * is of order O(Γ0). In addition we find four roots with an imaginary part orders of magnitude smaller than Γ0. In (b) and (d) we zoom in on these four roots. We find that the imaginary part of three poles is two orders of magnitude smaller than Γ0 for U/εT = 0.1 and five orders of magnitude smaller for U/εT = 1.1. The root with imaginary part Γ ≡ 0 is associated with the stationary state. of order O(Γ 0 ). This means that almost all transient features decay on the expected time scale. In figure 9 (d) we zoom in on the four extraordinary roots. We see that their imaginary part is Im(z) Γ 0 /100000. This indicates a clear separation of scales between the decay rate of these four roots and each other root. Such a separation of scales in the solutions to (66) is sometimes referred to as dissipative phase transition. The four roots that feature a small imaginary part belong to |2, g 2, g| with root z = 0 − i0 + , |2, e 2, e| with root z = 0 − iΓ 1 , |2, e 2, g| with root z = ε − iΓ, and |2, g 2, e| with root z = −ε − iΓ.
Inverse transformation to realtime
The effective reduced density matrix matrix of the impurity in Laplace spaceρ ns (E) is given bỹ
where each pole of the resolvent
has an imaginary part Γ j ≤ 0. We can therefore replace the inverse Laplace transform by a Fourier transform and close the integration contour in the lower half-plane such that
Each pole of (67) corresponds to a transient feature with frequency λ j and decay rate Γ j .
Coupling of the current operators to the pole λε Ring current The operator I r measuring the local current in the ring reads
with
After a transformation of the current operator and the reduced density matrix ρ ns to the basis of the eigenstates of Hamiltonian, this becomes
where ρ ns,n (t) denotes the time-dependent reduced density matrix expressed in the basis given by the eigenstates of the Hamiltonian. We are mainly interested in the matrix element ofĨ r that couples to the matrix element |v ε ) = |2, e 2, g| of the reduced density matrix I r osc. (t) = 2 2, g| (Ĩ r ) g,e |2, g 2, e| [exp(iλ ε t − Γt)|2, e 2, g|] |2, g .
In figure 10 (a) we plot the absolute value of the coupling of the current operator to the off-diagonal matrix element |e g| of the reduced density matrix. We find that after an initial increase with interaction strength, the coupling decreases with interaction strength. In the entire range of values for the interaction strength that we have studied, the matrix element (Ĩ r ) g,e exceed every other matrix element of the current operatorĨ r . Transmitted current We determine the extent to which the operator I t , measuring the transmitted current, couples to the matrix elements |2, e 2, g| and |2, g 2, e| of the reduced density matrixρ S (E) directly from the perturbation theory. The expectation value of the transmitted current in Laplace space is given by 
The modified vertex superoperator is defined as where the operator I t acts in the Hilbert space H r of the ring as
The part of the transmitted current that acquires the small decay rate Γ is given by
where the vectors |n form a basis of the Hilbert space of the ring. In figure 10 (b) we plot the real and imaginary part of (I t ) e,g as a function of U/ε T . We find that the real part of (I t ) e,g is small but features a reasonance at U = ε T . We thus find that only a small part of the transmitted current I t decays with the decay rate Γ while the majority relaxes with the decay rate Γ 0 .
SCHRIEFFER-WOLFF TRANSFORMATION AND PERTURBATION THEORY
Schrieffer-Wolff transformation of the impurity system
In the limit U/ε T → ∞ the low-energy sector of the spectrum of the uncoupled ring impurity features only the two charge density wave eigenstates |2, g and |2, e . From figure 2 it becomes obvious that for U/J 1 the energy gap ε between the two CDW eigenstates becomes small compared to the energy separation between the CDW states and the remainder of the spectrum. It is then intuitive to construct an effective low-energy Hamiltonian in the subspace of the Hilbert space H r , which is spanned by the two CDW eigenstates. In the limit U/ε T → ∞ and U/J → ∞ the CDW eigenstates take the form of simple product states |2, g = |1 |0 |0 |1 ≡ |1001 and |2, e = |0 |1 |1 |0 ≡ |0110 . We define the operator that projects onto this low-energy subspace as
The Hamiltonian of the full system can be separated into a contribution that is diagonal in this new basis
and a contribution that connects the subspace spanned by the CDW eigenstates with the rest of the Hilbert space, which readsV
The second contribution can be regarded as a small perturbation. We then perform a Schrieffer-Wolff transformation to project onto the subspace spanned by the CDW states and to virtually include transitions to states orthogonal to the CDW eigenstates. We follow the work by Bravyi, DiVincenzo and Loss [Ann. Phys. 326, 2793 (2011)] to expand the general expression for a transformation of the Hamiltonian H eff = P 0 exp(S)(H 0 +V ) exp(−S)P 0 ,
where exp(S) is a unitary operator, into a power series up to fourth order in the perturbationV = V od + V d reading H (4) eff = H 0 P 0 + P 0V P 0 +
where V od denotes the part of the perturbationV that facilitates transitions between the low-energy Hilbert and the complementary Hilbert space and V d denotes the part of the perturbation that only connects states exclusively inside either subspace. We use the shorthand
to denote the inverse energy difference between two states |i and |j that are connected through the operator X.
After evaluation of the commutators we arrive at the expression for the effective Hamiltonian H
eff . It reads
where the first line includes all contributions up to second order in the perturbationV and lines two through five contain the contributions up to fourth order. Second order correction Evaluating the diagonal contribution H 0 for the two CDW eigenstates yields the effective Hamiltonian in zeroth order as
where from now on we treat the two CDW states like pseudo-spins defined as
The leading order corrections to the effective Hamiltonian are of second order in the perturbationV . The corrections encompass two consecutive tunneling processes, either tunneling within the ring impurity leading to corrections ∝ J 2 , or tunneling between the ring and the leads and back yielding corrections ∝ J 2 c . In the follwing we show the calculation of each correction term featured in
effective ring current operator I eff acting in the subspace P 0 . The operators measuring the local currents in the ring were previously defined as
The Schrieffer-Wolff has been performed in the same fashion as the transformation for the effective Hamiltonian. The resulting effective ring current operator reads I eff = P 0 exp(S) (I u − I l ) exp(−S)P 0 P 0 (1 + L(V od )) (I u − I l ) (1 − L(V od )) P 0 (119)
We immediately see that (I eff ) ↑,↓ = (I eff ) † ↓,↑ ∝ J 2 /U and (I eff ) ↓,↓ = (I eff ) ↑,↑ ≡ 0. The effective current operator thus couples exclusively to the off-diagonal matrix elements ρ ↑,↓ and ρ ↓,↑ of the reduced impurity density matrix ρ ns of the effective low-energy model. The transient decay rate of the ring current is therefore determined by the decay rate of these two particular matrix elements.
Limitations on the viability of the effective low-energy model
As a consistency check of the effective model H (4) eff up to order U −4 we perform a series expansion of the perturbative corrections in U −n around U/J → ∞. The results of this series expansion for the amplitudes of the spin-spin interaction terms read
When expanding the expression for J ⊥ up to fourth order in the inverse interaction strength U −1 we encounter an inconsistency of our Schrieffer-Wolff transformation as J ⊥ vanishes up to this order. We can therefore not assume with certainty that the spin-spin interaction J ⊥ in the effective model is finite.
Perturbation theory for the effective model in the limit T → 0 In our effective model the hybridization between the impurity and the leads satisfies
which is small in the limit U max(J, ε) even in the case of a chosen bare coupling J c = O(J). In the limit U/ε 1 we can thus perform a perturbation theory calculation for the effective low-energy model whilst employing the same values for the bare model parameters J, J c as in our initial DMRG calculations. This way we can compare the results from both methods for the decay rate of the off-diagonal matrix elements ρ ↑,↓ and ρ ↓,↑ and thus the decay rate of the transient ring current in the strong interaction limit. In contrast to the earlier perturbation theory calculation, we no longer study charge fluctuations on the impurity but pseudo-spin fluctuations instead. This requires a few modifications to the procedure outlined in the previous section on the perturbation theory. The coupling Liovilliain L V now features two field superoperators for the leads and the impurity, instead of just one. It reads
where G p1p2 12 A = δ p1p2
Similarly, the integral in the antisymmetric self-energy correction gives −(z − 2D) iπ + log D + log 2 − z 2D − 2ρ 2 0 (iπz + 4D log 2) . Next, we discuss the superoperators acting in the Liouville space of the impurity. We follow the notation introduced in Schoeller and Reininghaus [Phys. Rev. B 80, 045117 (2009)]. First we define the Liouville superoperators that act as the spin operators S = (S x , S y , S z ) on the impurity. These Liouville superoperators are
where the sign p = ± indicates the order of the operators as 
From these superoperators we can construct a basis of superoperators sufficient to describe the spin-spin interaction processes between impurity and lead pseudo-spins. We further introduce the 'scalar' superoperators
as well as the vector superoperators
Due to the anisotropy of the interactions we need to introduce a third set of superoperators, which reads
In terms of these basis superoperators the bare Liouvillian is given as
where h(U, ε T ) is the effective magnetic field on the impurity and L h represents the action of [S z , •] on the impurity. The effective Liouvillian for the impurity in first order perturbation theory reads L eff (E) = L ns + Σ (1) (E) .
The first order, energy-dependent self-energy corrections are Σ (1) where µ 12 = η 1 µ 1 + η 2 µ 2 and 
It is then straightforward to calculate the self energy corrections that are proportional to simple productsḠ 12Ḡ21 andḠ 12G21 . The two different products of superoperators evaluate tō
To calculate terms involvingḠf (µ 12 )Ḡ andḠf (µ 12 )G a rotation to a different basis is necessary.
Modifications to the perturbation theory for spin fluctuations due to the linear dependence between pseudo-spin and lead index From eq. (111) we see that the magnetic fieldh(U, ε T ), experienced by the pseudo-spins on the lead sites closest to the impurity, is small up to order O(U −4 ), ie h * h, V and we can thus neglect it. It is then more useful to express the Hamiltonian in the basis of the lead index α ∈ {L, R} eigenstates, which corresponds to a rotation τ x σ1σ2 → τ z α1α2 , which satisfies Tr S (L 3x ) = 0 as well. Next we discuss the correction terms proportional toḠ 12 |E + µ 12 − L ns |Ḡ21.
We know that Γ 0 h which means that the perturbative corrections to the roots of the unperturbed Liovillian L ns are small. We can thus safely assume λ * ± = L eff (λ * ± ) ±h. As such we evaluate the correction terms proportional tō G 12 |E + µ 12 − L ns |Ḡ21 for E ±h and obtain G 12 |h + µ 12 − L ns |Ḡ21 =J l J k α1,α2=1,2 l,k=x,y,z 
