I. Summary. One purpose of this article is to obtain an integral representation for a solution of the following boundary value problem : 0 è s < t < T, ye{(-oo,oe)-E} where £ is a finite set of points, A(t)>0, A'(t), and B'(t) are continuous on 0 zi t zi T, and 8(y, t) and 6y(y, t) are bounded, continuous complex valued functions forOz^tziT, ye{(-oe, oo)-E}.
where the expectation is over the paths of a Markov process, and p(x, s; y, t) is the transition density function of the process, then r is the unique solution of a pair of integral equations. This was done for a general Markov process. They also proved that if a principal solution existed for (1.1), then it had to satisfy the pair of integral equations and hence was the Markovian function. This paper is restricted to Gaussian-Markov processes and shows that for such a process the corresponding r(x, s\y, t) does satisfy (1.1)-(1.4) as well as the adjoint differential equation and corresponding conditions. Hence we can conclude that the solution is unique.
The second purpose of the paper is the application of the theorems to calculating the distributions of functionals defined on Gaussian-Markov processes. The coefficients Ait) and Bit) for three such processes are quoted and the distribution for a random walk with two absorbing barriers for the Ornstein-Uhlenbeck process is considered. with probability one, the transition density function determines a separable and measurable stochastic process x(t), s^r^t with x(s) = x, xit)=y with probability one. The u and v functions specify the process which is not subject to the restriction x(/) = v. This follows since they determine the mean and covariance functions of that process. Condition (2.4) insures the continuity of almost all sample functions [9] . It is well known thatp(x, s; y, t) satisfies the two diffusion equations of Fokker-Planck, which are (1.1) and (3.3) with 0 = 0, p replacing r, and coefficients (3.1) and (3.2) . é III. Statement of theorems. Theorem 1. Assume that {x(t ), 0 â t < 00} is a Gaussian-Markov stochastic process with transition function (2.1) subject to (2.2)-(2.5). Assume that 6(y, t) and 8y(y, t)
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are bounded and continuous complex valued functions in S: 0 Ú t zZT < 00, ye {(-co, oo)-£} where E is a finite set of points. Then the function r(x, s\y, t) given by (1.5) iwith 8 replacing i£ <f>) uniquely satisfies (1.1)-(1.4), as a function of y and t, with
2) Bit) = v'{t)¡v{t), Oút z%T. ui-00 dr d2r dr (3.6) -¡r-> 0-5' ó-are continuous for 0 < s < t z% T, xe {(-00, 00) -£}.
dr/dx is also continuous if xeE.
Remark. The coefficients (3.1) and (3.2) appear quite specific. However, if an equation of the form (1.1) is given with ^(i)>0, A\t) and B\t) continuous on OlktúT, one can use the Ait) and B(t) to construct u(t) and v(t) functions which satisfy (2.3), (2.4), (2.5), (3. Theorem 2. Assume that {x(?)> Oáí<oo} satisfies the hypotheses of Theorem 1, and has a stationary transition density function. Assume that 6iy, t)= -uViy), -co<y<co, u>0, where V is a nonnegative function for which Viy) and V'{y) are continuous and bounded, y $ E, E a finite set of points. Let Qiy, t) = r(fi, 0\y, t).
IfÛiy)=Sô e~MQiy, t)dt,X>0, <2 is the unique solution of (3.10) Qiy) continuous for y j= 0.
Q"iy) continuous for y / 0, y £ E.
(3.11) \ù'iy)\ < C+D/X, C and D constants, y * 0.
Remark. The proofs of the theorems are given in §VI.
IV. Uses of the theorems. The theorems of this paper can be used in calculating the distribution functions of functionals J' <£[x(t), t] dr defined on the trajectories of a Gaussian-Markov process.
If we let Thus the integration of the r function of Theorem 1 yields the characteristic function of the desired distribution function which can be inverted to yield a. In some cases the partial differential equation satisfied by r can be converted to a corresponding Sturm-Liouville equation which can be explicitly solved for r. See E. Wong [25] . This reference also relates to the work of Darling and Siegert [8] ; it does not consider the existence problems discussed in this paper.
The Q function can be used to give an expression for the distribution function for a random walk with two absorbing barriers for any Gaussian-Markov process. [ossst J
The r function will be used in developing generalized Feynman integrals similar to those of [3] . It is expected that those integrals will satisfy a forward time version of the generalized Schroedinger equation (equation (6.2) of [3] ). Fewer restrictions on the potential 0(x, t) will be used than in [3] .
V. An example. Only one example will be considered in detail. However, since the coefficients of equation (1.1) are basic to all examples, the coefficients Ait) and Bit) are given for three Gaussian-Markov processes. Example 1. Wiener process: u{t) = t, v{t) = l, A{t) = l¡2, B{t) = 0.
This process was first studied by J. L. Doob [9] , and M. Kac [14] , with c = 0. In reference [23] I. Vincze considered a process with this covariance and mean function E{X{t)}= -2ct. Expectations on this process are related to the zero mean function process by the equation
Example 3. Ornstein-Uhlenbeck process [19] : w(/) = o-V, vit) = e~m, o2>0, ß>0, A{t) = 2o2ß, Bit)= -ß.
We now consider the distribution P defined by For simplicity we will let o2-\. The retention of ß is because it may be interpreted to be the reciprocal of the friction coefficient, and for sufficiently large [January values of the friction coefficient and t, the Ornstein-Uhlenbeck process serves as a model for the Brownian motion of an elastically bound particle [13] . (Also see [19] .)
Dividing by ß, and using a transformation of variables, solutions to (5. ) are contained in [22] , and [7] , respectively. Another reference for (5.8) and (5.9) is [4] by Bellman and Harris. Equation (5.7) can also be derived from [7] . Js J -CO Assume \6(y, t)\ g M, (t, y)eR,y$E. Then (1.5) yields (6. 2) \r(x,s\y,t)\ z% etMp(x, s;y, t).
Let G(y, t) equal the iterated integral in (6.1) and fn(y, t) equal the same integral with the outer limits of integration replaced by s+ 1/w and t-\\n for n > max (1, l/t-s).
For each n, (8/dy)fn(y, t) may be obtained by differentiation under the integral sign since the integral converges uniformly in any interval about y. Also i8¡dy)fniy, t) is continuous in (j, t) for each n. Let
g{y, 0=11 -Q Pi<*, t; y, 0%, r)r{x, s\a, r) da. dr.
Observe that giy,t)-~-fniy,t)\^\ -¡-pdrdadA + W -pdrdadr°y i i Js j-xoy |ji-i/nj-oo oy Lemma 6.1 shows that the second quantity, say \I2\, is bounded by a constant independent of y.
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A similar argument applies to \IX\. Hence the sequence {(8\8y)fn(y, t)} converges uniformly to g(y, t) in any interval about y. Hence (8\8y)G(y, t) exists, is continuous, and equals g(y, t) in R.
Thus id¡dy)rix, s\y, t) exists, is continuous in R and
{x,s\y,t)= -AfSt)) Up{x,s;y,t)+giy,t),
where we define Cia, b) = via)jv{b), 0 ^ a, b ^ T.
With a change of variables, and Lemma 6.1, \giy, t)\ may be proved bounded, say by K, independent of y and t.
If we assume that \0viy, t)\ ¿,B, iy, t) e R, y $ E, then it follows that y {6[{y-zVÂTr77))C{T, t), r]r[x, s \ iy-VAjr~T)z)dr, t), r]} (6.4) á {M I iy-zVA~{jri))C{T, t)-xC{r, s)\/Ais, r) + Bem} ■pix, s; iy-zVAir, t)), t) + MK.
Using (6.4) and a lengthy argument similar to proving iSjdy)G{y, t)=giy, t), we obtain
Js J-«,VAir,t) V2n 8y
where 0 and r are evaluated as in (6.4) . This expression for d2G\dy2 is continuous for (y, t)eR,yfE.
Since id2/8y2)pix, s; y, t) exists and is continuous in the strip R, d2r/8y2 exists and is continuous there, y $ E, and d2r¡dy2 = d2p¡dy2 + 82G¡dy2.
Proof of Theorem 1. As a first step in obtaining dGjdt we shall rewrite dGjdy to involve idjdy)[0r] rather than dp/dy. Since g-piz, r;y, t) = -C(t, 0-^(z, t;j, 0, using integration by parts, the vanishing of p for large |z|, the bound on r, and a change of variables we obtain ,*<* 8G f f" ^/ ^exp(-z2/2) 3 rfl n , j for all values of z, y, x, and t such that s < t. Using (6.8) and an extension of (5) Proof of Theorem 2. By Theorem 1, and the stationarity of p(x, s; y, t), Qiy, t) satisfies (1.1) with coefficients A, B, -uViy), for 0</<F, ye{(-oo, oo) -E}. Multiplying by e~M and integrating on / between 0 and T, we have the existence of a function Qiy, t) which satisfies the equation (6.14) A£e-u^Fû*-Bf0e-uTyiyQ(y.w* uViy) JJ e-"Qiy, t) dt = £" e~M ^^ dt.
We will now show that it is possible to let T-> oo and interchange integration and differentiation. Let j5(w)=f" e~xtp(0, 0; w, t) dt. The existence of p is subsumed in the proof below of (3.11) . This fact plus the conditions on V ensure that the Laplace transform of Q exists. To show that dQ/dy exists and equals J"™ e'MdQ(y, t)\8y we essentially need to show (3.11) .
From the bound on 8r\8y established in Lemma 6.2, (6.8), and Lemma 6.1
I ÍV"¿ Qiy,t)dt\ Since Q(y, t) is continuous for 0< tz% 1, -oo<y<oo and bounded for 1 <r<oo, -co<y<oo, T e~M^w^dt -xÔiy) -Qiy,o+).
By using (6.2), (2.1), and (2.2), lim^0+ Qiy, t)=0 fory¥=0.
Using equation (6.14), for any point y0^0, converges uniformly for \y-y0\ zi8, some 8>0. Hence "f d2Qiy) _ Ç" c-MS2Qjy,t) dy2 Jo dy2 aU Thus equation (6.14) transforms to equation (3.7) and the solution Q of (6.14) transforms to the solution Q of (3.7).
Using dominated convergence and (1.4) gives (3.10). To establish (3.8), we first bound \Qiy)\ as in (6.15). Next we use the identity (e>0, 8>0) L f {f -AW+Biy ly<n+«ny)Q}e-»dtdy = o,
