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Re´sume´. L’estimation par ondelettes de signaux en pre´sence de bruit gaussien a e´te´ largement
de´veloppe´e ces dernie`res anne´es. Le but de ce travail est d’e´tendre les re´sultats a` des contextes
faisant appel a` des distributions plus ge´ne´rales telles que Poisson, Binomiale ou Gamma... Nous
conside´rons une approche par log-vraisemblance pe´nalise´e, ou` la pe´nalite´ s’exprime a` l’aide des
coefficients d’ondelettes. Nous nous inte´ressons par ailleurs au cas ou` un terme line´aire est
estime´ simultane´ment. Nous montrons l’optimalite´ asymptotique de la proce´dure d’estimation
et nous proposons un algorithme simple de mise en oeuvre.
Mots-cle´s. Mode`les semiparame´triques, re´gression ge´ne´ralise´e, ondelettes, seuillage, log-
vraisemblance pe´nalise´e.
Abstract. We consider a generalized functional regression model with an unknown nonpara-
metric function. We present a maximum penalized likelihood procedure introducing penalty
based wavelet estimators. A semiparametric extension, with the presence of a linear part in
the model, is also considered. Asymptotic rates of the estimates of both the parametric and
the nonparametric part of the model are given and quasi-minimax optimality is obtained under
usual assumptions in literature. We establish in particular that the ℓ1-penalty leads to an adap-
tive estimation. An algorithm is also proposed for implementation and simulations are used to
illustrate the results.
Keywords. Semiparametric models, generalized regression, penalized loglikelihood estimation,
wavelet thresholding.
Introduction
Nous nous inte´ressons ici a` un mode`le de re´gression ge´ne´ralise´e, ou` l’on souhaite pre´dire l’influence
de variables explicatives sur une variable d’inte´reˆt a` l’aide d’un lien de type fonctionnel. Nous
autorisons par ailleurs la pre´sence d’une partie line´aire dans le mode`le.
Dans le contexte gaussien, l’estimation par ondelettes a permis le de´veloppement d’estimateurs
dits adaptatifs par rapport a` la re´gularite´ de la fonction, c’est-a`-dire d’estimateurs dont les
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parame`tres sont pre´-de´termine´s et ne ne´cessitent pas d’e´tape de validation croise´e afin de choisir
leur valeur ade´quate.
Le but du travail expose´ est de de´velopper une estimation similaire lorsque les observations ne
sont plus issues d’une loi gaussienne mais d’une loi de la famille exponentielle. Ainsi, pour des
observations suivant des lois de Poisson, des lois binomiales, Gamma, etc, nous proposons une
me´thode d’estimation par ondelettes adaptative et nous montrons sa quasi-optimalite´ asymp-
totique au sens minimax. En outre, nous verrons que cette proce´dure d’estimation pre´sente le
grand inte´reˆt d’une mise en œuvre algorithmique aise´e.
1 Mode`le et proce´dure d’estimation
Nous nous inte´ressons dans ce travail a` un mode`le de regression fonctionnelle ge´ne´ralise´e. Le but
est de pre´dire une variable Y en fonction des variables explicatives z, en relaˆchant l’hypothe`se
usuelle de normalite´ de la re´ponse. Plus pre´cise´ment, nous supposons que y est la re´alisation
d’une variable unidimensionnelle de loi exponentielle dont la densite´ est de la forme :
exp
(
yη(z)− b(η(z))
φ
+ c(y, φ)
)
. (1)
Dans cette expression, b(·) et c(·) sont des fonctions donne´es qui caracte´risent la forme de la
distribution. Le parame`tre φ est un parame`tre de dispersion que nous supposerons connu. Quant
a` la fonction η(·), elle contient l’information relative a` l’influence des variables explicatives.
Etant donne´ un e´chantillon inde´pendant de n observations issues de ce mode`le, notre objectif
est d’estimer cette fonction η(·).
Nous conside´rons η(·) sous une forme fonctionnelle, mais nous autorisons la pre´sence de covari-
ables d’influence line´aire. Nous obtenons ainsi le mode`le semi-parame´trique :
η(X, t) = XTβ + f(t), (2)
ou` z = (X, t) ∈ Rp×R avec β un vecteur de dimension p et f(·) une fonction a` valeur re´elle. Etant
donne´es des observations (Yi,Xi, ti)i=1,...,n, le but est de de´velopper une proce´dure d’estimation
du vecteur β et de la fonction f(·).
Ce mode`le offre un large e´ventail d’applications possibles. En effet, de nombreuses distributions
sont envisage´es : Gaussienne, Poisson, Binomiale, Gamma, etc. Pour plus de re´fe´rences sur la
re´gression ge´ne´ralise´e et ses applications nous renvoyons au livre de Fahrmeir et Tutz (1994).
De nombreux exemples d’applications dans le cas fonctionnel peuvent par ailleurs eˆtre trouve´s
dans l’article de Schwartz (1994).
Afin d’estimer simultane´ment le vecteur β et la fonction f(·) a` partir des observations
(Yi,Xi, ti)i=1,...,n, nous optons pour une approche par logvraisemblance pe´nalise´e. Soit ℓ la
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logvraisemblance du mode`le : ℓ(y, η) = yη − b(η). Les estimateurs fˆn et βˆn sont solutions du
proble`me d’optimisation :
(fˆn, βˆn) = argmax
{f, ‖f‖∞≤C∞},β∈Rp
Kn(f,β)
avec Kn(f,β) =
n∑
i=1
ℓ
(
yi,X
T
i β + f(ti)
) − λ J−1∑
j=j0
2j−1∑
k=0
|θWj,k|.
Les coefficients θWj,k sont les coefficients de la fonction f(·) obtenus par une de´composition en
ondelettes ; θWj,k = Ψ
(
f(t1) . . . f(tn)
)T
ou` Ψ est la transforme´e en ondelettes discre`te.
Dans le cadre gaussien, nous savons que la pe´nalite´ ℓ1 ci-dessus permet d’obtenir l’estimateur
non line´aire par ondelettes usuel avec un seuillage doux de seuil λ sur les coefficients. Nous
montrons dans quelle mesure ceci est aussi applicable dans le cadre d’une famille exponentielle :
cette pe´nalite´ correspond en fait a` un seuillage doux ite´ratif, comme ceci sera vu en section 3.
Un point inte´ressant est que cette pe´nalite´, pour une distribution gaussienne comme ge´ne´ralise´e,
me`ne a` une estimation adaptative. En effet, nous verrons que le choix du parame`tre λ permettant
d’obtenir une vitesse optimale au sens minimax ne ne´cessite pas de connaissance quant a` la
re´gularite´ de la fonction f(·).
2 Comportement asymptotique
Soit B la matrice diagonal dont le ie`me terme vaut b¨(η(Xiβ + f(ti))). Introduisons H =
X(XTBX)−1XT la matrice de projection sur l’espace engendre´ par les colonnes de X pour
le produit scalaire associe´ a` la distribution (1). La matrice H est de rang et de trace p. Notons
hi = Xi(X
TBX)−1XTi . Alors
∑
hi = p et nous supposons aussi que h = maxi=1...n hi → 0.
Nous e´mettons ensuite quelques hypothe`ses, ne´cessaires a` l’e´tude du comportement asympto-
tique.
(H1) 1n
∑n
i=1 b¨(η0,i)XiX
T
i converge vers une matrice positive quand n tend vers l’infini et
1
nX
TF
tend vers avec f = (f(t1), . . . , f(tn))
T .
(H2) sup‖η−η0‖n≤2(C∞+‖f‖∞) supi
...
b (ηi) ≤
...
b∞ < ∞.
Il existe K, σ20 > 0 tels que
max
i=1,...,n
K2
(
E[exp
(∣∣∣ℓ˙(Yi,XTi β + f(ti))∣∣∣ /K2)]− 1) ≤ σ20.
La premie`re hypothe`se sert a` assurer l’identifiabilite´ du mode`le. Quant a` la seconde, elle signifie
que les lois conside´re´es ont des queues sous-gaussiennes.
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Nous voulons enfin controˆler la corre´lation entre la partie line´aire et la partie fonctionnelle. De
manie`re similaire aux travaux de Rice (1984) et Speckman (1986), nous de´crivons les vecteurs
de la matrice de re´gression X en faisant intervenir une de´composition de type fonctionnel.
(H3) ∀j = 1, . . . , p, i = 1, . . . , n, Xi,j = gj(ti) + ξi,j , avec gj fonctions polynomiales de degre´s
infe´rieurs ou e´gaux au nombre de moments nuls des ondelettes. Pour tout j les variables
ξi,j sont suppose´es inde´pendantes issues de lois subgaussiennes.
Nous sommes maintenant en mesure d’e´noncer le comportement asymptotique des estimateurs.
The´ore`me. Supposons les hypothe`ses (H1) a` (H3) ve´rifie´es. Supposons aussi que f(·) apparti-
enne a` une boule de Besov Bspi,r(C) avec s+1/π−1/2 > 0 et 1/2 < s < min(R,N), ou` l’ondelette
ψ est R-re´gulie`re et admet N moments nuls. Pour λ = c
√
log(n), nous avons(
n
log(n)
)s/(1+2s)
‖f˜β − f0‖n = ©P (1)
√
n‖βˆn − β0‖ = ©P (1).
L’optimalite´ asymptotique au sens minimax est obtenue, et pour l’estimateur de la partie fonc-
tionnelle, et pour l’estimateur du vecteur de re´gression line´aire. De plus les conditions de
corre´lation sont similaires a` celles obtenues dans le cadre gaussien par Gannaz (2007) et moin-
dres que Mammen et Van Der Geer (1997).
De plus, Rice (1984) et Speckman (1986) s’accordent sur le fait qu’une proce´dure de validation
croise´e dans ce contexte semi-parame´trique doit eˆtre e´vite´e. Or, nous remarquons que le choix
du parame`tre de lissage λ ne de´pend pas de la re´gularite´ de la fonction et que la proce´dure est
donc adaptative. Remarquons toutefois que ce re´sultat est asymptotique et qu’une application
a` un e´chantillon fini ne´cessitera un choix de la constante c, qui de´pendra du type de distribution
conside´re´.
3 Applications sur simulations
Nous appliquons un algorithme de type backfitting dont le principe est d’estimer successivement
f(·) puis β. Chacune de ces e´tapes est re´solue a` l’aide d’un algorithme de Fisher-scoring, usuel
dans les mode`les ge´ne´ralise´s. Nous de´crivons ici la ke`me e´tape apre`s application de Fisher-
scoring. Rappelons les notations η(X, t) = XTβ + f(t) et µ(X, t) = b˙(η(X, t)). Nous omettons
la de´pendance en (X, t) afin de simplifier l’e´criture.
1. Premie`re e´tape : Soit Y (k) le vecteur des pseudo-variables obtenues par descente du
gradient et soit W (k) la matrice (diagonale) de variance de ces pseudo-variables. La fonc-
tion f (k+1) est obtenue par estimation non line´aire par ondelettes a` partir des observations
4
Y (k), en appliquant un seuillage doux sur les coefficient d’ondelettes. Les seuils sont donne´s
par λΨW (k)−1ΨT 1 n×1 ou` Ψ est la transforme´e en ondelettes et Ψ
T son inverse.
2. Deuxie`me e´tape : Soit Y˜ (k) le vecteur des pseudo-variables obtenues par descente du
gradient apre`s avoir remplace´ f(·) par son estimation et soit W˜ (k) la matrice (diagonale) de
variance de ces pseudo-variables. Alors β(k+1) est de´fini comme le parame`tre de re´gression
de Y˜ (k) par rapport a` X avec les ponde´rations W˜ (k).
Cet algorithme ne ne´cessite pas d’e´tape couˆteuse ; notamment la seule inversion de matrice
ne´cessaire a lieu sur une matrice diagonale.
Antoniadis, Besbeas et Sapatinas (2001), Antoniadis et Sapatinas (2001) et plus re´cemment
Brown, Ca¨ı et Zhou (2010) ont propose´ des proce´dures d’estimation dans de tels mode`les (sans
pre´sence de partie line´aire). Dans ces articles, une e´tape pre´alable consiste a` aggre´ger les donne´es
en sous-intervalles. Si dans les deux premiers articles cela est peu contraignant, notons que cela
demande un nombre tre`s important d’observations pour le troisie`me. Par comparaison notre
algorithme pre´sente une plus grande simplicite´.
De plus, l’e´tude des simulations montre que l’on peut en effet choisir le meˆme parame`tre λ pour
diffe´rentes fonctions. Cette stabilite´ du parame`tre de lissage est un avantage inte´ressant de cette
proce´dure. Ceci n’est par exemple pas ve´rifie´ dans l’algorithme propose´ par Sardy, Antoniadis
et Tseng (2004) dans un cadre de re´gression fonctionnelle ge´ne´ralise´e, ni par l’estimation de
Reynaud-Bouret et Rivoirard (2010) dans un mode`le de Poisson fonctionnel.
Enfin, l’e´tude mene´e sur simulations montre que la qualite´ du sche´ma d’estimation propose´ sur
des e´chantillons de taille finie apparaˆıt raisonnable. La reconstitution de la partie fonctionnelle
donne e´galement une qualite´ visuelle correcte.
Conclusion
Nous proposons ici une estimation par logvraisemblance pe´nalise´e dans un mode`le partiellement
line´aire ge´ne´ralise´. Avec une pe´nalite´ de type ℓ1 sur les coefficients d’ondelettes de la partie
fonctionnelle, nous obtenons une proce´dure adaptative par rapport a` la re´gularite´ de la fonction.
Nous e´tablissons le caracte`re presque-minimax des estimateurs pour la partie line´aire comme
fonctionnelle. Ce re´sultat est valable pour une large gamme de fonctions, possiblement non
re´gulie`res, et sous des conditions de corre´lation similaires a` celle rencontre´es dans la litte´rature
dans un contexte gaussien. Par ailleurs, nous pre´sentons l’imple´mentation des estimateurs et
montrons des re´sultats satisfaisants sur des simulations.
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