Summary. A simplified solution of the Wiener-Hopf equation of noncoherent transfer introduced in Frisch & Frisch (1975) is extended into a systematic approximation procedure by an iterative under-relaxation method. Contrary to the A-iteration, the number of iterations required to achieve a given accuracy is independent of e.
I Introduction
Three preceding papers (Frisch & Frisch 1975, hereafter Paper I; 1976, Paper II; 1977, Paper ill) are devoted to non-LTE line transfer with complete frequency redistribution. In Paper I ve give, in the isothermal case, a derivation of the surface value of the source function [5(0) = \/eB] based only on the Wiener-Hopf integral equation (W.H. equation) and use his derivation to build a simple approximation for the source function. We consider in Paper II line transfer in the presence of a stochastic velocity field with finite sized eddies. The full numerical solution presenting serious numerical difficulties, we introduced an 'effective' source function which obeys also a W.H. equation with an 'effective' kernel. There is no corresponding differential equation for the intensity because there is no 'effective' profile underlying the 'effective' kernel. Calculations of line profiles require thus necessarily the solution of a W.H. equation. In the companion paper, Paper III, we consider transfer in the limit of small e and show that a suitably scaled source function satisfies, for e-*0 a singular integral equation, also of the W.H. type. In the half-space case, this asymptotic equation gives the source function in the interior. There is an additional surface boundarylayer, where the source function decouples from the thermal source and satisfies an homogeneous W.H. equation (Ivanov 1963; Hummer & Stewart 1966; Mihalas 1970) .
The purpose of the present paper is to show that the approximation introduced in Paper I can be extended into a rapidly convergent iterative scheme for solving W.H. equations of the form S(r) = efi(r) + (1 -e) (1.1)
In particular the method can be applied to the effective kernel approximation of stochastic transfer. With only minor modifications, our method applies to the singular integral equation of the interior asymptotic expansion (Paper III, equation ( The idea of the iterative method is as follows: We rewrite (1.1) with S(r) = ¿^(r) + ÔS^r), where 8^(7) is the nth order solution. Given the linearity of the equation, the correction SS(t) obeys the same integral equation as 8(7), only the inhomogeneous term differs. The approximation of Paper I gives us an approximate solution 88^(7) for the correction 88(7). We multiply then 88^(7) by an under-relaxation coefficient and add it to 8^(7), obtaining this the next order solution.^
The zeroth-order solution 8^ (7) is simply given by the approximation of Paper I. The convergence of the method and its numerization are discussed in Section 2. We use essentially the same iterative scheme for the asymptotic equations (1.2) and (1.3). The analogues, for these equations, of the approximation of Paper I are given in Section 3. In Section 4 we compare for various choices of the kernel and thermal source, the source function for finite e with the leading term of the asymptotic expansions.
2 Numerical solution of the Wiener-Hopf equation for finite € 2.1 THE ITERATIVE SCHEME The simple approximate differential equation for the source function given in Paper I is d(P i/2 S)ld7 = ePi/2 dB/d7, (2.1) * The iterative method which was proposed in Paper I proved unstable.
where P(r) = e + (1 -e) is related to the escape probability
When r -> 00 we have Soo = Integrating (2.1) with this boundary condition and Poo = e, we obtain the zeroth-order solution
Following the iterative scheme described above, we rewrite (1.1) with S(t) = S^\t) + ôS(r), which yields
By construction = öS«, = 0. Written in the form (2.5), /^(r) is not well suited for numerical calculation because of the subtraction of nearly cancelling terms. Making use of the normalization of the kernel, we rewrite (2.5), dropping the superscript (ri), in the form
Note that similar regrouping of terms is implicitly done in most numerical schemes (e.g. Avrett & Kalkofen 1968) . Integrating now (2.1) with dS(r) in place of S(r), with/^(r) in place of B(t) and the boundary condition 5S«, = 0, we obtain
We found empirically that to obtain a convergent sequence of approximations, the (n + l)th order solution should be of the form where 77 is a small prescribed constant (typically r? ^ 10~3).
To fix the coefficient co it is convenient to look at the ratio R = sup{|05^(r)|/iS ,^( r)} which gives a measure of the error, made when using S^°\t) in place of S(r). We found empirically that with 0.1 we could always build converging solutions, and that the number of iterations required to satisfy the condition (2.9) is roughly inversely proportional to co. Thus, contrary to the so-called A-iteration in powers of Ki, the number of iterations is independent of the value of e. It depends only on the deviation between the zeroth-order solution and the exact solution, which in turn depends mainly on the scale of variation of the thermal source (see Paper I). Given the linearity of the equation, this method will presumably be always convergent, but the number of iterations may become prohibitively large if the zeroth-order solution is wrong by orders of magnitude, as happens for instance for optical depth larger than the thermalization length in a purely exponential atmosphere (see Paper I). With the thermal sources considered in Section 4, we have co ranging from 0.5 to 0.05, the number of iterations varying between 10 and 100.
THE INTERPOLATION PROBLEM
The major numerical difficulty met in this iterative method lies, as in classical collocation methods, in the calculation of the integral term of (1.1) or (2.6), since it requires an interpolation of the source function between mesh-points (see Hummer & Rybicki 1967) . The asymptotic problem treated in Paper III, indicates the rules to be followed for the choice of this interpolation. Indeed, for numerical calculations, one is restricted to a finite number of mesh-points, a few per decade. Thus, as soon as r > 1 and i ^ r, one has also \r -t\>\ and only the asymptotic behaviour of the kernel for large r is relevant. The integral in (2.6) becomes then indistinguishable, for all numerical purposes, from the singular integral in the interior asymptotic equation (1.2). Any interpolation used to represent S(r) between mesh-points must be smooth enough to make this singular integral finite. For kernels behaving for r-* 00 like r" 2 , with possible log corrections (Doppler profile for instance), better than linear interpolation is necessary to insure the continuity of the function, of its first derivative and boundedness of the second derivative at mesh-points. For a kernel with a t" 3/2 behaviour (Lorentz profile), only continuity of the function and boundedness of the first derivative is required. As we consider in this paper kernels with r" 2 behaviour, we need a C 2 interpolation. It would be possible to use a spline interpolation or some other global C 2 interpolation, such as in Avrett & Kalkofen (1968) . But actually We need only C 2 regularity near mesh-points 7¿: discontinuities away from mesh-points where the integrals are calculated affect only very weakly the result. So we have used a piecewise parabolic interpolation of the form The ti constitute a set of auxiliary grid points, related to the r/s, as in Finn & Jefferies (1968) or Athay (1976) , by 7/ := ; 0 < a < 1. (2.12)
With this piecewise parabolic approximation for the source function, the integral in (2.6) becomes
where Ads the number of mesh-points and
the power v taking the values 0,1 and 2.
(2.14)
Let us summarize the main steps of our iterative method. We compute:
(i) The three double-entry arrays (ii) The zeroth-order solution The Stieljes-type integral in (2.3) is written
iii) The coefficients defined by the constraint (2.11). (iv) The inhomogeneous term /^0\r) using (2.13).
(v) The correction ôS^r) with /^(r) in place of B(r) in (2.15).
(vi) The next order solution with (2.8).
(2.15)
We then go back to step (iii) and iterate until the convergence condition (2.9) is satisfied. The computing time is proportional to TV 2 ; most of its is spent in step (i). Note that with our iterative method the choice of grid points is very simple: once the zeroth-order solution is found (say with a very dense mesh), the unnecessary grid points can be eliminated.
We have calculated the accuracy of our method by comparing in the isothermal case, the surface value of the source function with the exact value y/eB. The integrals are computed with the Simpson rule, the kernel is given analytically and a is taken equal to 0.5. value of the source function is correct with an accuracy better than 1 per cent, whereas for a: = 0.25 for instance, it is off by a factor of 5. In their paper, Finn & Jefferies give no explanation for this phenomenon. As we shall now see, this happens because, for any kernel, the step-function approximation with a = 0.5 is equivalent to a quadratic interpolation such as (2.10). This may be seen by considering the singular integral K^t-rMS^-Sir^dt.
(2.16)
The integration may be restricted to an interval (^"i, 77 +1 ), because the main contribution to the singular integral at point 77, comes from a region around 77. Following a usual procedure, we take the ^ logarithmically spaced: /7 +1 =r/7 where r is a constant of the order of unity. To carry the calculation analytically as far as possible, we write r = 1 + /z and consider the limit of small/z. The step-function approximation 
In (2.20), (Sf+i -Sj) and (£/_! -S/) are equally weighted. Equation (2.18) shows that the same result will hold with the step-function approximation if and only if a = 0.5.
The asymptotic equations (c 0)
We have generalized the iterative method developed for the W.H. equation to the singular W.H. equation and to the homogeneous W.H. equation arising when e 0. The analogues for these equations of the approximation of Paper I are given now. We indicate also some changes which have to be brought in the numerization of the method. Indeed, in contrast to S(r\ the interior solution £(7) tends to zero for 7->0 (see Paper HI), and the surface boundary-layer solution S (7) is not bounded for 7 -* 00 (Ivanov 1973, p. 253) .
THE INTERIOR SOURCE FUNCTION
The simplest way to construct an approximate solution for the singular W.H. equation (1.2), is to start from the approximate solution (2.3) for finite e and to consider the asymptotic limit when e 0. Proceeding along the same lines as in Paper III, we introduce the scaled quantities 7 = 7//z(e), S(t) = S(j) and ^(7) = B(t). Using This approximate solution satisfies the same boundary conditions as 5 (7), namely it goes to zero like 7 1/2 for 7 ^ 0 and goes to Boo when 7 o®. We may thus extend it into a convergent iterative scheme to solve the singular W.H. equation. Equation (3.2) shows that the approximate corrections ¿>5^(7) will be given by (2.7) with P(f) -1/(2?) and e = 1. For í-^0, the interior solution goes to zero like r 1/2 . The derivatives of S(r) are therefore unbounded and this rules out a parabolic interpolation of S(r) for small r. We take care of this singularity by writing S^r) = f 1/2 g(T) for r < 1 and we use the parabolic interpolation (2.10) for g(r). When r->0, the Ihs term in (1.2) stays finite, while the two rhs terms diverge like r" 1/2 . Compensation between these two terms can be achieved only if the lower bound in the integral (2.6) is exactly r = 0. To integrate down to zero, the first mesh-point ?! is chosen small enough to insure iS'(r) 0C r 1/2 when r <Ti and ^(r) is extrapolated linearily in the interval (0, Tx).
THE SURFACE BOUNDARY-LAYER SOURCE FUNCTION
The homogeneous equation (1.3) for S(r) and the inhomogeneous equation for the correction SS(t) will turn out to be of the general form Since S(t) is defined only within a multiplicative constant, let us for example assume J( r = 0) = 1. We integrate now (3.4) with z(r) = 0 and the boundary condition S(t = 0) = 1.
Using K 2 (0) = 1, we obtain
By construction we have 8S(t = 0) = 0. The integration of (3.4) with this boundary condition and 7 (,I V) in place of z(t), yields
where J^io) is given by (2.6) in which we make e = B(t) = 0 and S{t) = S , 1"^(t).
(3.6) When r goes to infinity, f(r) varies like 1/\/K^(t) (Ivanov 1973, p. 253) . Since S(r) is unbounded, the integration in (2.6) cannot be truncated at the last mesh-point r N . To perform the integration for r > t n , we choose t n large enough to be in the asymptotic regime of <?(r) and write 5(")(r) = |("W) t>t n . (3.7)
Note that any polynomial extrapolation with powers greater or equal to one, would lead to diverging integrals.
The surface boundary-layer source function can also be obtained by solving the complete W.H. equation with very small but finite e (see, e.g. Avrett & Hummer 1965) . When the solution of the boundary-layer equation (1.3) is compared to the solution of the W.H. equation (1.1) with uniform B and e = 10" 10 (normalized by *5(7 = 0)), the agreement is found to be within ~ 0.1 per cent.
Numerical results and discussion
We discuss now to what extent the leading terms of the asymptotic expansions arising when e 0 may be used in practice to determine the source function for finite e. For large optical depth it will depend on the error made in replacing the kernel by the leading term of its asymptotic expansion. We have thus considered the Doppler kernel and also a 'modified' Doppler kernel (MD kernel) Ä^^r) = 1/(1 + 2r) 2 , which has a different asymptotic expansion (see equations (4.1) and (4.2)), although it leads to the same interior solution. Also two choices for the thermal source were made: isothermal atmosphere B(t) = 1 and exponential atmosphere B(j) = 1+100 exp (-t/to) with r 0 = 10 3 and 10 4 . In the latter case it is more convenient to express B in terms of the primitive r rather than in terms of the rescaled r. Therefore the interior asymptotic solution will be e-dependent. ^ To compare the exact and boundary-layer solution we plot S(r) and S bl (t) = S(t = 0) S(r). For uniform thermal source Fig. 1(a) and (b) show that the thickness of the boundary layer, say the region where ^(r) -<0.015(7*), is of the order of 0.01 e" 1 for 10~1 0 <e <10~4, result already given by Avrett & Hummer (1965) . With the exponential thermal source the extension of the boundary layer varies between 10 and 100 depending on the values of e and r 0 . As expected it increases when e decreases; compare in Fig. l(c-f) the solutions with e = 10" 4 and e = 10" 6 (with e = 10~8 the numerical errors on 5(r) make the extension of the boundary layer rather uncertain). It increases also when r 0 goes from 10 3 to 10 4 because 5(r) becomes larger while B(t) keeps the same value (at least up to r ^ 10 3 ).
We turn now to the comparison between S(r) and the leading term of the interior solution 5i nt (r) =5[r/h(e)] where h(e) = (e\/ -hi e) -1 (Doppler kernel) or e" 1 (MD kernel). Fig. 1(a), (c) and (e) show that for the Doppler kernel the interior solution deviates notably from S(t) (except for optical depths larger than the thermalization length), whereas for the MD kernel - Fig. 1(b) , (d) and (f) -the agreement is within the numerical accuracy of the calculations. The difference is explained as follows: we have Therefore, when we replace the kernel by the leading term of its asymptotic expansion, we neglect terms which are of order (In r) 1 for the Doppler kernel and of order r 1 only, for the MD kernel. A related question is that the rescaling of r in the Vlñ^r term gives rise to an error 0(ln r/ln e), so that if the asymptotic expansion is carried out beyond the leading term, the expansion parameter will be (In e) 1 (and not e as for the MD kernel). More generally we can say that for small e (say less than 10" 4 ), the leading term of the interior asymptotic solution can be a good approximation of the source function, outside the boundary-layer, if the kernel teciediSQS algebraically without logarithmic corrections. Other examples are the Lorentz kernel (Avrett & Hummer 1965) tfM~¿( 1 + 0 (r))' (4J) or the Voigt kernel when the damping parameter is much larger than e. We examine now the possibility of constructing the complete source function with finite e by matching the two asymptotic solutions to leading order. For the MD kernel and more generally for any algebraically decreasing kernel (Lorentz,...), the behaviour of the boundary-layer solution for large t is the same as the behaviour of the interior asymptotic solution for small r (r 1/2 for MD kernel, r 1/4 for Lorentz kernel), which allows matching of the leading terms. This is illustrated with the MD kernel in Fig. 1(b) , (d) and (f) for various choices of e and of the thermal source. The situation is different for kernels with logarithmic corrections. For instance, with the Doppler kernel, the surface boundary-layer solution varies like r 1/2 (ln r) 1/4 while the interior solution varies like r 1/2 . Fig. 1(a) , (c) and (e) show indeed that the asymptotic solutions are not easily matched: it is hard to achieve an accuracy better than a factor 2 in the surface value of the source function by a naive matching. In principle a more satisfactory matching is possible by computing higher order terms in the asymptotic expansions and using standard matching procedures (Cole 1968 ).
