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Abstract
We study the supersymmetry Uq(ŝl(M + 1|N + 1)) analogue of the supersymmetric t-J model
with a boundary, in the framework of the algebraic analysis method. We diagonalize the commuting
transfer matrix by using the bosonization of the vertex operator associated with the quantum affine
supersymmetry.
1 Introduction
There have been many developments in the exactly solvable models. Various methods were invented to
solve models. The algebraic analysis method [1] provides a powerful method to study exactly solvable
models. This paper is devoted to the algebraic analysis method to open boundary problem of exactly
solvable model. In this paper we study the quantum supersymmetry Uq(ŝl(M +1|N+1)) analogue of the
supersymmetric t-J model with a boundary, where M,N = 0, 1, 2, · · · such that M 6= N . The supersym-
metric t-J model was proposed in an attempt to understand high-temperature superconductivity. In the
framework of the quantum inverse scattering method [2, 3], the investigations of the supersymmetric t-J
model and its Uq(ŝl(M+1|N+1)) analogue have been carried out in several papers [7, 8, 10, 11, 12, 13, 14].
In the framework of the algebraic analysis method [1, 18], the Uq(ŝl(M+1|N+1)) chain ”without bound-
aries” has been studied in few papers [15, 16, 17]. In this paper we focus our attention on the boundary
condition of the exactly solvable model. We study the supersymmetry Uq(ŝl(M + 1|N + 1)) chain ”with
a boundary” in the framework of the algebraic analysis method [1, 23]. We diagonalize the commuting
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transfer matrix of the supersymmetry Uq(ŝl(M +1|N+1)) chain with a boundary. Several solvable mod-
els with a boundary have been studied by means of algebraic analysis method [23, 24, 25, 26, 27, 28, 29].
Here we would like to draw reader’s attention to new technical aspect in our problem. Generally speak-
ing, in the algebraic analysis method, the transfer matrix TB(z) of the solvable model with a boundary
is written by the product of the vertex operators Φ∗j (z) and Φj(z) associated with the quantum affine
symmetry
T
(i)
B (z) = g
M+N+2∑
j=1
Φ∗j (z
−1)K(i)(z)jjΦj(z)(−1)[vj ].
Here K(i)(z)jj is the matrix element of the boundary K-matrix. The key of solving the problem is the
bosonization of the boundary state (i)〈B| that satisfies the following condition
(i)〈B|T (i)B (z) = (i)〈B|.
By using the bosonizations of the vertex operators, we construct the boundary state (i)〈B|. Our cal-
culations depend heavily on the bosonization formulae of the vertex operators. For solvable models
that are governed by the quantum symmetry Uq(ŝl(N)), Uq(A
(2)
2 ) or the elliptic symmetry Uq,p(ŝl(N))
[23, 24, 25, 26, 27, 28], the bosonizations of the vertex operators are realized by ”monomial”. However the
bosonizations of the vertex operators for the quantum supersymmetry Uq(ŝl(M + 1|N + 1)) are realized
by ”sum”. For instance the bosonizations of the vertex operators Φ∗M+1+j(z) (j = 1, 2, · · · , N + 1) are
written by the sum
∑
ǫ1,ǫ2,···,ǫj as followings (see (4.73)).
Φ∗M+1+j(z) =
∑
ǫ1,ǫ2,···,ǫj=±
e
Mπ
√
−1
M−N qj−1(q − q−1)M (qz)−1
j∏
k=1
ǫk
M+j∏
k=1
∫
CM+1+j
dwk
2π
√−1wk
× 1
M∏
k=0
(1− qwk/wk+1)(1 − qwk+1/wk)
j−1∏
k=1
(1− qǫkwM+k/wM+k+1)
× η0ξ0 : φ∗1(z)X−1 (qw1) · · ·X−M (qwM )X−M+1,ǫ1(qwM+1) · · ·X−M+j,ǫj (qwM+j) : η0ξ0.
Technically this is cool part of our problem. Surprisingly we shall conclude that the bosonization of the
boundary state (i)〈B| is realized by ”monomial”, though those of the vertex operator is realized by ”sum”.
The bosonization of the boundary state (i)〈B| is constructed by acting a monomial of exponential eG(i)
on the highest weight vector 〈ΛM+1| ∈ V ∗(ΛM+1) of the quantum supersymmetry Uq(ŝl(M + 1|N +1)).
(i)〈B| = 〈ΛM+1|eG
(i)
.
Here G(i) is quadratic in the bosonic operators (see (5.5)). We would like to give a comment on the earlier
study in the framework of the algebraic analysis [29]. The supersymmetric t-J model with a boundary
(the supersymmetry Uq(ŝl(2|1)) chain with a boundary) was studied and the bosonization conjecture
of the boundary state was given in [29]. However, their conjecture of the boundary state is different
from our bosonization upon the special case of M = 1, N = 0. In this paper we give not only the
bosonization formulae of the boundary state, but also give complete proof that the vector (i)〈B| becomes
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the eigenvector of the transfer matrix T
(i)
B (z). In this paper we classify the boundary K-matrix and
find a new solution that has three different diagonal elements (see (B.11)). Of-course we construct the
boundary state associated with this new K-matrix.
The text is organized as follows. In section 2 we introduce the supersymmetry Uq(ŝl(M + 1|N + 1))
analogue of finite supersymmetric finite t-J model with double boundaries. We introduce the Uq(ŝl(M +
1|N + 1)) analogue of semi-infinite t-J model as the limit of the finite chain. In section 3 we give
mathematical formulation of the supersymmetry Uq(ŝl(M + 1|N + 1)) chain with a boundary. This
formulation is based on the representation theory of the quantum supersymmetry Uq(ŝl(M + 1|N + 1)).
This formulation is free from the difficulty of divergence. In section 4 we review the bosonizations of the
vertex operators and give the integral representations of the vertex operators. In section 5 we give the
bosonizations of the boundary state, that is the main result of this paper. We give complete proof of the
bosonization of the boundary state. In appendix A we summarize the figures that we use in section 2.
In appendix B we classify the diagonal solutions of the boundary Yang-Baxter equation associated with
Uq(ŝl(M + 1|N + 1)). New solution is presented even for the small rank case Uq(ŝl(2|1)). In appendix C
we summarize the normal orderings, that we use in section 4 and 6.
2 Uq(ŝl(M + 1|N + 1)) chain with a boundary
In this section we introduce the Uq(ŝl(M + 1|N + 1)) chain with a boundary. We fix a complex number
0 < |q| < 1 and two natural numbers M,N = 0, 1, 2, · · · such that M 6= N .
2.1 Finite Uq(ŝl(M + 1|N + 1)) chain
In this section we introduce the finite Uq(ŝl(M +1|N +1)) chain with double boundaries. We follow the
general scheme given by [19, 20, 21, 14]. In what follows we use the standard notation of the q-integer
[a]q =
qa − q−a
q − q−1 . (2.1)
Let us introduce the signatures νi (i = 1, 2, · · · ,M +N + 2) by
ν1 = ν2 = · · · = νM+1 = +, νM+2 = νM+3 = · · · = νM+N+2 = −. (2.2)
Let us set the vector space V = ⊕M+N+2j=1 Cvj . The Z2-grading of the basis {vj} of V is chosen to be
[vj ] =
νj+1
2 (j = 1, 2, · · · ,M +N + 2).
Definition 2.1 We set the R-matrix R(z) ∈ End(V ⊗V ) associated with the quantum supersymmetry
Uq(ŝl(M + 1|N + 1)) as followings [7, 8].
R(z) = r(z)R¯(z), R¯(z)vj1 ⊗ vj2 =
M+N+2∑
k1,k2=1
vk1 ⊗ vk2 R¯(z)j1,j2k1,k2 . (2.3)
Here we have set
R¯(z)j,jj,j =

−1 (1 ≤ j ≤M + 1),
− (q
2 − z)
(1− q2z) (M + 2 ≤ j ≤M +N + 2),
(2.4)
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R¯(z)i,ji,j =
(1 − z)q
(1− q2z) (1 ≤ i 6= j ≤M +N + 2), (2.5)
R¯(z)j,ii,j =

(−1)[vi][vj ] (1− q
2)
(1− q2z) (1 ≤ i < j ≤M +N + 2),
(−1)[vi][vj ] (1− q
2)z
(1− q2z) (1 ≤ j < i ≤M +N + 2),
(2.6)
R¯(z)i,ji,j = 0 otherwise. (2.7)
Here we have set
r(z) = z
1−M+N
M−N exp
(
−
∞∑
m=1
[(M −N − 1)m]q
m[(M −N)m]q q
m(zm − z−m)
)
. (2.8)
For instance the function r(z) is written as following in the case M > N .
r(z) = z
1−M+N
M−N
(q2z; q2(M−N))∞(q2(M−N)z−1; q2(M−N))∞
(q2(M−N)z; q2(M−N))∞(q2z−1; q2(M−N))∞
. (2.9)
Here we have used the infinite product
(z; p)∞ =
∞∏
n=0
(1− pnz) (|p| < 1).
Graphically, the R-matrix R(z) is represented in Fig.1 in appendix A. The R-matrix R(z) satisfies the
graded Yang-Baxter equation.
R12(z1/z2)R13(z1/z3)R23(z2/z3) = R23(z2/z3)R13(z1/z3)R12(z1/z2), (2.10)
where R12(z), R13(z) and R23(z) act in V ⊗ V ⊗ V with R12(z) = R(z)⊗ 1, R23(z) = 1⊗R(z), etc.
The relation (2.10), expressed in terms of matrix elements, can be rewritten in the following form.
M+N+2∑
j1,j2,j3=1
R(z1/z2)
j1,j2
i1,i2
R(z1/z3)
k1,j3
j1,i3
R(z2/z3)
k2,k3
j2,j3
(−1)([vj1 ]+[vk1 ])[vj2 ]
=
M+N+2∑
j1,j2,j3=1
R(z2/z3)
j2,j3
i2,i3
R(z1/z3)
j1,k3
i1,j3
R(z1/z2)
k1,k2
j1,j2
(−1)([vi1 ]+[vj1 ])[vj2 ]. (2.11)
Multiplying the signature (−1)[vk1 ][vk2 ] to our R-matrix R(z)j1,j2k1,k2 , we have the R-matrix RPS(z) of the
Perk-Schultz model [8] : RPS(z)j1,j2k1,k2 = (−1)[vk1 ][vk2 ]R(z)
j1,j2
k1,k2
. The R-matrix RPS(z) of the Perk-Schultz
model [8] satisfies the ungraded Yang-Baxter equation. The R-matrix R(z) satisfies the initial condition
R(1) = P where P is the graded permutation operator : P j1,j2k1,k2 = δj1,k2δj2,k1(−1)[vk1 ][vk2 ]. The R-matrix
R(z) satisfies the unitary condition
R12(z)R21(1/z) = 1, (2.12)
where R21(z) = PR12(z)P . The R-matrix R(z) satisfies and the crossing symmetry
R−1,st112 (z)M1R
st1
12 (q
2(N−M)z)M−11 = 1. (2.13)
Here we have set the matrix M ∈ End(V ) defined by
Mi,j = δi,jMj, Mj =
 q−2(j−1) (1 ≤ j ≤M + 1),q−2(2M+2−j) (M + 2 ≤ j ≤M +N + 2). (2.14)
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We have the commutativity [M ⊗ M,R(z)] = 0. For instance the various supertranspositions of the
R-matrix are given by
Rst1(z)k,li,j = R(z)
i,l
k,j(−1)[vi]([vi]+[vk]), Rst2(z)k,li,j = R(z)k,ji,l (−1)[vj ]([vj]+[vl]),
Rst12(z)k,li,j = (−1)([vi]+[vj])([vi]+[vj ]+[vk]+[vl])R(z)i,jk,l = R(z)i,jk,l. (2.15)
In appendix B we classify the boundary K-matrix that satisfies the graded boundary Yang-Baxter equa-
tion (2.28), and find new diagonal solution (see (B.11)).
Definition 2.2 We set the K-matrix K(i)(z) ∈ End(V ) (i = 1, 2, 3) associated with the quantum
supersymmetry Uq(ŝl(M + 1|N + 1)) as followings.
K(i)(z) = z−
2M
M−N
ϕ(i)(z)
ϕ(i)(z−1)
K¯(i)(z) (i = 1, 2, 3), (2.16)
K¯(i)(z)vj =
M+N+2∑
k=1
vkK¯
(i)(z)jk, (2.17)
K¯(i)(z)jk = δj,kK¯
(i)(z)jj. (2.18)
The K¯(i)(z)jj and ϕ
(i)(z) are given by following CONDITION 1, 2, 3.
CONDITION 1 : K¯(1)(z)jj are ϕ
(1)(z) are defined by followings.
K¯(1)(z)jj = 1 (j = 1, 2, · · · ,M +N + 2), (2.19)
and
ϕ(1)(z) = exp
 ∞∑
m=1
[2(N + 1)m]q
m[2(M −N)m]q z
2m +
M∑
j=1
∞∑
m=1
[2(M −N − j)m]q
2m[2(M −N)m]q (1− q
2m)z2m
+
M+N+1∑
j=M+2
∞∑
m=1
[2(−M −N − 2− j)m]q
2m[2(M −N)m]q (1 + q
2m)z2m −
∞∑
m=1
[(M −N − 1)m]q
2m[(M −N)m]q q
mz2m
 .
(2.20)
CONDITION 2 : K¯(2)(z)jj and ϕ
(2)(z) are defined by followings. We fix a natural number L =
1, 2, · · · ,M +N + 1 and a complex number r ∈ C.
K¯(2)(z)jj =
 1 (1 ≤ j = k ≤ L),1− r/z
1− rz (L+ 1 ≤ j = k ≤M +N + 2).
(2.21)
Condition 2.1 : For L ≤M + 1 we set
ϕ(2)(z) = ϕ(1)(z)× exp
(
−
∞∑
m=1
[(M −N − L)m]q
m[(M −N)m]q (rq
−Lz)m
)
. (2.22)
Condition 2.2 : For M + 2 ≤ L ≤M +N + 2 we set
ϕ(2)(z) = ϕ(1)(z)× exp
(
−
∞∑
m=1
[(−M −N − 2 + L)m]q
m[(M −N)m]q (rq
L−2M−2z)m
)
. (2.23)
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CONDITION 3 : K¯(3)(z)jj and ϕ
(3)(z) are defined by followings. We fix two natural numbers L,K =
1, 2, · · · ,M +N such that L+K ≤M +N + 1. We fix a complex number r ∈ C.
K¯(3)(z)jj =

1 (1 ≤ j = k ≤ L),
1− r/z
1− rz (L+ 1 ≤ j = k ≤ L+K),
z−2 (L+K + 1 ≤ j = k ≤M +N + 2),
(2.24)
Condition 3.1 : For L+K ≤M + 1 we set
ϕ(3)(z) = ϕ(1)(z)
× exp
( ∞∑
m=1
{
[(−M +N + L)m]q
m[(N −M)m]q (rq
−Lz)m +
[(−M +N + L+K)m]q
m[(M −N)m]q (q
L−Kz/r)m
})
.(2.25)
Condition 3.2 : For L ≤M + 1 ≤ L+K + 1 we set
ϕ(3)(z) = ϕ(1)(z) (2.26)
× exp
( ∞∑
m=1
{
[(−M +N + L)m]q
m[(M −N)m]q (rq
−Lz)m +
[(M +N + L+ 2− L−K)m]q
m[(M −N)m]q (q
3L+K−2M−2z/r)m
})
.
Condition 3.3 : For M + 1 ≤ L− 1 we set
ϕ(3)(z) = ϕ(1)(z) (2.27)
× exp
( ∞∑
m=1
{
[(M +N + 2− L)m]q
m[(M −N)m]q (rq
L−2M−2z)m +
[(M +N + L+ 2− L−K)m]q
m[(M −N)m]q (q
L−2M−2z/r)m
})
.
In what follows we sometimes just write K(z) by dropping the suffix ”(i)” from K(i)(z). For classification
of K-matrix, see appendix B and the references [9, 10, 11]. Graphically, the K-matrixK(z) is represented
in Fig.2 in appendix A. The K-matrix K(z) ∈ End(V ) satisfies the graded boundary Yang-Baxter
equation
K2(z2)R21(z1z2)K1(z1)R12(z1/z2) = R21(z1/z2)K1(z1)R12(z1z2)K2(z2). (2.28)
The relation (2.28), expressed in terms of matrix elements, can be rewritten in the form
M+N+2∑
j1,j2,k1,k2=1
K(z2)
j2
i2
R(z1z2)
j1,k2
i1,j2
K(z1)
k1
j1
R(z1/z2)
l2,l1
k2,k1
(−1)([vj1 ]+[vk1 ])[vj2 ]
=
M+N+2∑
j1,j2,k1,k2=1
R(z1/z2)
j1,j2
i1,i2
K(z1)
k1
j1
R(z1z2)
k2,l1
j2,k1
K(z2)
l2
k2
(−1)([vj1 ]+[vk1 ])[vk2 ]. (2.29)
The K-matrix K(z) satisfies K(1) = 1. The K-matrix K(z) satisfies the boundary unitary condition
K(z)K(1/z) = 1. (2.30)
We set the dual K-matrix K+(z) ∈ End(V ) by
K+(z) = K(1/qN−Mz)stM. (2.31)
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Graphically, the dual K-matrix K+(z) is represented in Fig.2 in appendix A. The dual K-matrix K+(z)
satisfies the dual graded boundary Yang-Baxter equation
K+2 (z2)
st2M−12 R2,1(1/q
2(M−N)z1z2)M2K+1 (z1)
st1R12(z2/z1)
= R21(z2/z1)K
+
1 (z1)
st1M−11 R12(1/q
2(M−N)z1z2)M1K+2 (z2)
st2 . (2.32)
We set the monodromy matrix T (z) by
T (z) = R01(z)R02(z) · · ·R0,P (z) ∈ End(VP ⊗ · · · ⊗ V1 ⊗ V0), (2.33)
where Vj are copies of V .
Definition 2.3 We introduce the transfer matrix T finB (z) by
T finB (z) = strV0(K
+(z)T (z−1)−1K(z)T (z)), (2.34)
where the supertrace is defined by str(A) =
∑
j(−1)[vj ]Aj,j.
Graphically, the transfer matrix T finB (z) is represented in Fig.3 in appendix A.
Proposition 2.4 The transfer matrix T finB (z) form a commutative family.
[T finB (z1), T
fin
B (z2)] = 0 for any z1, z2. (2.35)
The commutativity can be proved by using unitarity and cross-symmetry, boundary Yang-Baxter equation
and dual boundary Yang-Baxter equation [20, 21, 14]. We set the Hamiltonian HfinB by
HfinB =
d
dz
T finB (z)|z=1 =
P−1∑
j=1
hj,j+1 +
1
2
d
dz
K0(z)|z=1 + strV0(K
+
0 (1)h0,P )
strV0(K
+
0 (1))
, (2.36)
where hj,j+1 = Pj,j+1
d
dzRj,j+1(z)|z=1.
2.2 Semi-infinite Uq(ŝl(M + 1|N + 1)) chain
In this section we introduce the semi-infinite Uq(ŝl(M + 1|N + 1)) chain with a boundary. We consider
the Hamiltonian (2.36) in the semi-infinite limit.
H
(i)
B = limP→∞
HfinB = limP→∞
d
dz
T finB (z)|z=1 =
∞∑
j=1
hj,j+1 +
1
2
d
dz
K
(i)
0 (z)|z=1, (2.37)
which acts formally on the left-infinite tensor product space.
· · · ⊗ V ⊗ V ⊗ V. (2.38)
We would like to diagonalize the Hamiltonian H
(i)
B in the semi-infinite limit. It is convenient to study the
transfer matrix T˜
(i)
B (z) = limP→∞ T
fin
B (z), including the spectral parameter z, instead of the Hamiltonian
H
(i)
B . The transfer matrix T˜
(i)
B (z) corresponding to the semi-infinite limit is depicted in Fig.4 in appendix
A. By convention, the lattice sites in Fig.4 are numbered k = 1, 2, 3, · · · from right to left. Fig.4 in
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appendix A describes a semi-infinite two dimensional lattice, with alternating spectral parameters. The
transfer matrix T˜
(i)
B (z) is rewritten as follows.
T˜
(i)
B (z) =
M+N+2∑
j=1
Φ˜∗j (z
−1)K(i)(z)jjΦ˜j(z)(−1)[vj ]. (2.39)
Here the vertex operator Φ˜j(z) and the dual vertex operator Φ˜
∗
j (z) are depicted in Fig.5 and Fig.6
in appendix A, respectively. The vertex operators Φ˜j(z) and Φ˜
∗
j (z) satisfy the following commutation
relations.
Φ˜j2(z2)Φ˜j1 (z1) =
M+N+2∑
k1,k2=1
R(z1/z2)
k1,k2
j1,j2
Φ˜k1(z1)Φ˜k2(z2)(−1)[vj1 ][vj2 ], (2.40)
Φ˜∗j2(z2)Φ˜
∗
j1 (z1) =
M+N+2∑
k1,k2=1
R(z1/z2)
j1,j2
k1,k2
Φ˜∗k1(z1)Φ˜
∗
k2(z2)(−1)[vj1 ][vj2 ], (2.41)
Φ˜j2(z2)Φ˜
∗
j1 (z1) =
M+N+2∑
k1,k2=1
R−1,st1(z1/z2)
k1,k2
j1,j2
Φ˜∗k1(z1)Φ˜k2(z2)(−1)[vk1 ][vk2 ]. (2.42)
From the graded boundary Yang-Baxter relation (2.28) and the commutation relations of the vertex
operators, we have the commutativity of the transfer matrix T˜
(i)
B (z).
[T˜
(i)
B (z1), T˜
(i)
B (z2)] = 0 for any z1, z2. (2.43)
In order to diagonalize the transfer matrix T˜
(i)
B (z), we follow the strategy that we call the algebraic
analysis method.
3 Mathematical formulation
In this section we give mathematical formulation of the supersymmetry Uq(ŝl(M + 1|N + 1)) chain with
a boundary, that is free from the difficulty of divergence [1, 18, 23].
3.1 Quantum supersymmetry Uq(ŝl(M + 1|N + 1))
In this section we review the definition of the quantum supersymmetry Uq(ŝl(M + 1|N + 1)) [4, 6]. The
Cartan matrix of the affine superalgebra ŝl(M + 1|N + 1) is given by
(Ai,j)0≤i,j≤M+N+1 =

0 −1 0 · · · · · · 0 1
−1 2 −1 · · · · · · 0 0
0 −1 2 · · · · · ·
· · · · · · · · · −1
−1 2 −1
−1 0 1
1 −2 1
1 · · · · · · · · ·
0 0 · · · · · · −2 1
1 0 · · · · · · 1 −2

. (3.1)
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Here the diagonal part is (Ai,i)0≤i≤M+N+1 = (0,
M︷ ︸︸ ︷
2, · · · , 2, 0,
N︷ ︸︸ ︷
−2, · · · ,−2). Let us introduce orthonormal
basis {ǫj |j = 1, 2, · · · ,M +N +2}@ with the bilinear form (ǫi|ǫj) = νiδi,j , where the signature νi = ± is
given in (2.2). Define ǫ¯i = ǫi−νi 1M−N
∑M+N+2
j=1 ǫj. The classical simple roots α¯i (i = 1, 2, · · · ,M+N+1)
and the classical fundamental weights Λ¯i (i = 1, 2, · · · ,M +N + 1) are defined by
α¯i = νiǫi − νi+1ǫi+1, Λ¯i =
i∑
j=1
ǫ¯j (i = 1, 2, · · · ,M +N + 1). (3.2)
Introduce the affine weight Λ0 and the null root δ having (Λ0|ǫi) = (δ|ǫi) = 0 for i = 1, 2, · · · ,M +N +2
and (Λ0|λ0) = (δ|δ) = 0, (Λ0|δ) = 1. The affine roots αi (i = 0, 1, 2, · · · ,M + N + 1) and the affine
fundamental weights Λi (i = 0, 1, 2, · · · ,M +N + 1) are given by
α0 = δ −
M+N+1∑
j=1
αj , αi = α¯i (i = 1, 2, · · · ,M +N + 1), (3.3)
Λ0 = Λ0, Λi = Λ0 + Λ¯i (i = 1, 2, · · · ,M +N + 1). (3.4)
Definition 3.1 The quantum supersymmetry Uq(ŝl(M + 1|N + 1)) (M,N = 0, 1, 2, · · · , and M 6= N) is
a q-analogue of the universal enveloping algebra ŝl(M + 1|N + 1) generated by the Chevalley generators
{ei, fi, hi|i = 0, 1, 2, · · · ,M + N + 1}. The Z2-grading of the generators are [e0] = [f0] = [eM+1] =
[fM+1] = 1 and zero otherwise.
The Cartan-Kac relations : For i, j = 0, 1, · · · ,M+N+1, the generators subject to the following relations.
[hi, hj ] = 0, [hi, ej] = Ai,jej, [hi, fj] = −Ai,jfj , [ei, fj ] = δi,j q
hi − q−hi
q − q−1 . (3.5)
For i, j = 0, 1, · · · ,M +N + 1 such that |Ai,j | = 0, the generators subject to the following relations.
[ei, ej ] = 0, [fi, fj ] = 0. (3.6)
The Serre relations : For i, j = 0, 1, · · · ,M +N + 1 such that |Ai,j | = 1 and i 6= 0,M + 1, the generators
subject to the following relations.
[ei, [ei, ej ]q−1 ]q = 0, [fi, [fi, fj]q−1 ]q = 0. (3.7)
For M +N ≥ 2, the Serre relations of the fourth degree hold.
[[[ei, ej]q, ek]q−1 , ej] = 0, [[[fi, fj]q, fk]q−1 , fj] = 0,
(i, j, k) = (M +N − 1, 0, 1), (M − 1,M,M + 1). (3.8)
For (M,N) = (1, 0) the extra Serre relations of the fifth degree hold.
[e0, [e2, [e0, [e2, e1]q]]]q−1 = [e2, [e0, [e2, [e0, e1]q]]]q−1 , (3.9)
[f0, [f2, [f0, [f2, f1]q]]]q−1 = [f2, [f0, [f2, [f0, f1]q]]]q−1 . (3.10)
For (M,N) = (0, 1) the extra Serre relations of the fifth degree hold.
[e0, [e1, [e0, [e1, e2]q]]]q−1 = [e1, [e0, [e1, [e0, e2]q]]]q−1 , (3.11)
[f0, [f1, [f0, [f1, f2]q]]]q−1 = [f1, [f0, [f1, [f0, f2]q]]]q−1 . (3.12)
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Here and throughout this paper, we use the notations
[X,Y ]ξ = XY − (−1)[X][Y ]ξY X. (3.13)
We write [X,Y ]1 as [X,Y ] for simplicity. The quantum supersymmetry Uq(ŝl(M + 1|N + 1)) has the
Z2-graded Hopf-algebra structure. We take the following coproduct.
∆(ei) = ei ⊗ 1 + qhi ⊗ ei, ∆(fi) = fi ⊗ q−hi + 1⊗ fi, ∆(hi) = hi ⊗ 1 + 1⊗ hi, (3.14)
and the antipode
S(ei) = −q−hiei, S(fi) = −fiqhi , S(hi) = −hi. (3.15)
The coproduct ∆ satisfies an algebra automorphism ∆(XY ) = ∆(X)∆(Y ) and the antipode S satisfies
a Z2-graded algebra anti-automorphism S(XY ) = (−1)[X][Y ]S(Y )S(X).The multiplication rule for the
tensor product is Z2-graded and is defined for homogeneous elements X,Y,X
′, Y ′ ∈ Uq(ŝl(N |1)) and
v ∈ V,w ∈ W by X ⊗ Y · X ′ ⊗ Y ′ = (−1)[Y ][X′]XX ′ ⊗ Y Y ′ and X ⊗ Y · v ⊗ w = (−1)[Y ][v]Xv ⊗ Y w,
which extends to inhomogeneous elements through linearity.
3.2 Mathematical formulation
In this section we give mathematical formulation of our problem. We introduce the evaluation repre-
sentation Vz of the (M + N + 2) dimensional basic representation V = ⊕M+N+2j=1 Cvj . Let Ei,j be the
(M + N + 2)× (M +N + 2) matrix whose (i, j)-elements is unity and zero elsewhere : Ei,jvk = δj,kvi.
For i = 1, 2, · · · ,M + N + 2, we set the evaluation representation Vz with the vectors {vi ⊗ zn|i =
1, 2, · · · ,M +N + 2;n ∈ Z}.
ei = Ei,i+1, fi = νiEi+1,i, hi = νiEi,i − νi+1Ei+1,i+1,
e0 = −zEM+N+2,1, f0 = z−1E1,M+N+2, h0 = −E1,1 − EM+N+2,M+N+2. (3.16)
Let V ∗z the dual space of Vz with vectors {v∗i ⊗zn|i = 1, 2, · · · ,M +N +2;n ∈ Z} such that (v∗i ⊗zm|vj ⊗
zn) = δi,jδm+n,0. The Uq(ŝl(M + 1|N + 1))-module structure is given by (xv|w) = (v|(−1)|x||v|S(x)w)
for v ∈ V ∗z , w ∈ Vz and we call the module as V ∗Sz . For i = 1, 2, · · · ,M + N + 2, we have the explicit
action on V ∗Sz as follows.
ei = −νiνi+1q−νiEi+1,i, fi = −νiqνiEi,i+1, hi = −νiEi,i + νi+1Ei+1,i+1,
e0 = qzE1,M+N+2, f0 = q
−1z−1EM+N+2,1, h0 = E1,1 + EM+N+2,M+N+2. (3.17)
Definition 3.2 Let V (λ) be the highest weight Uq(ŝl(M +1|N +1))-module with the highest weight λ.
We define the type-I vertex operators Φ(z) and Φ∗(z) as the intertwiners of Uq(ŝl(M +1|N +1))-module
if they exist.
Φ(z) : V (λ)→ V (µ)⊗ Vz , Φ∗(z) : V (µ)→ V (λ)⊗ V ∗Sz , (3.18)
Φ(z) · x = ∆(x) · Φ(z), Φ∗(z) · x = ∆(x) · Φ∗(z), (3.19)
for x ∈ Uq(ŝl(M + 1|N + 1)).
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We expand the vertex operators Φ(z) =
∑M+N+2
j=1 Φj(z) ⊗ vj and Φ∗(z) =
∑M+N+2
j=1 Φ
∗
j (z) ⊗ v∗j . The
vertex operators Φj(z) and Φ
∗
j (z) satisfy the following commutation relations.
Φj2(z2)Φj1 (z1) =
M+N+2∑
k1,k2=1
R(z1/z2)
k1,k2
j1,j2
Φk1(z1)Φk2(z2)(−1)[vj1 ][vj2 ], (3.20)
Φ∗j2(z2)Φ
∗
j1 (z1) =
M+N+2∑
k1,k2=1
R(z1/z2)
j1,j2
k1,k2
Φ∗k1(z1)Φ
∗
k2(z2)(−1)[vj1 ][vj2 ], (3.21)
Φj2(z2)Φ
∗
j1 (z1) =
M+N+2∑
k1,k2=1
R−1,st1(z1/z2)
k1,k2
j1,j2
Φ∗k1(z1)Φk2(z2)(−1)[vk1 ][vk2 ]. (3.22)
The vertex operators satisfy the inversion relations
Φi(z)Φ
∗
j (z) = g
−1(−1)[vi]δi,j ,
M+N+2∑
k=1
(−1)[vk]Φ∗k(z)Φk(z) = g−1. (3.23)
Here we have used
g = e
π
√
−1M
2(M−N) exp
(
−
∞∑
m=1
[(M −N − 1)m]q
m[(M −N)m]q q
m
)
. (3.24)
Definition 3.3 We set the transfer matrix T
(i)
B (z) by
T
(i)
B (z) =
M+N+2∑
j=1
Φ∗j (z
−1)K(i)(z)jjΦj(z)(−1)[vj ]. (3.25)
From the graded boundary Yang-Baxter relation (2.28) and the commutation relations of the vertex
operators, we have the commutativity of the transfer matrix T
(i)
B (z).
Proposition 3.4 The transfer matrix T
(i)
B (z) forms a commutative family.
[T
(i)
B (z1), T
(i)
B (z2)] = 0 for any z1, z2. (3.26)
Following the strategy proposed in [1, 23], we consider our problem upon the following identification.
T
(i)
B (z) = T˜
(i)
B (z), Φj(z) = Φ˜j(z), Φ
∗
j (z) = Φ˜
∗
j (z). (3.27)
The point of using the vertex operators Φj(z),Φ
∗
j(z) is that they are well-defined objects, free from the
difficulty of divergence. Let us set V (λ)∗ the restricted dual module of the highest weight V (λ).
Definition 3.5 We call the eigenvector (i)〈B| ∈ V ∗(λ) with eigenvalue 1 the boundary state.
(i)〈B|T (i)B (z) = (i)〈B|. (3.28)
We would like to construct the boundary state (i)〈B| ∈ V ∗(λ). Multiplying the vertex operator Φ∗j (z)
from the right and using the inversion relation (3.23), we have the following.
Proposition 3.6 The boundary state (i)〈B| is characterized by
(i)〈B|Φ∗j (z−1)K(i)(z)jj = (i)〈B|Φ∗j (z) (j = 1, 2, · · · ,M +N + 2). (3.29)
In order to construct the boundary state (i)〈B|, it is convenient to introduce the bosonizations of the
vertex operators Φ∗j (z).
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4 Vertex operator
In this section we review the bosonization of the vertex operators. We give the integral representation of
the vertex operators, which are convenient for the construction of the boundary state (i)〈B|.
4.1 Drinfeld realization
In order to give the bosonizations, it is convenient to introduce the Drinfeld realization of the quantum
supersymmetry Uq(ŝl(M + 1|N + 1)) [5, 6].
Definition 4.1 [6] The generators of the quantum supersymmetry Uq(ŝl(M +1|N +1)), which we call
the Drinfeld generators, are given by
X±i,m, hi,n, hi, c, (i = 1, 2, · · · ,M +N + 1,m ∈ Z, n ∈ Z6=0). (4.1)
The Z2-grading of the Drinfeld generators are |X±,M+1m | = 1 for m ∈ Z and zero otherwise. For i, j =
1, 2, · · · ,M +N + 1, the Drinfeld generators are subject to the following relations.
c : central, [hi, hj,m] = 0, (4.2)
[hi,m, hj,n] =
[Ai,jm]q[cm]q
m
δm+n,0, (4.3)
[hi, X
±
j (z)] = ±Ai,jX±j (z), (4.4)
[hi,m, X
+
j (z)] =
[Ai,jm]q
m
q−c|m|/2zmX+j (z), (4.5)
[hi,m, X
−
j (z)] = −
[Ai,jm]q
m
qc|m|/2zmX−j (z), (4.6)
(z1 − q±Ai,j z2)X±i (z1)X±j (z2) = (q±Aj,iz1 − z2)X±j (z2)X±i (z1), for |Ai,j | 6= 0, (4.7)
[X±i (z1), X
±
j (z2)] = 0, for |Ai,j | = 0, (4.8)
[X+i (z1), X
−
j (z2)] =
δi,j
(q − q−1)z1z2
(
δ(q−cz1/z2)ψ+i (q
c
2 z2)− δ(qcz1/z2)ψ−i (q−
c
2 z2)
)
, (4.9)(
X±i (z1)X
±
i (z2)X
±
j (z)− (q + q−1)X±i (z1)X±j (z)X±i (z2) +X±j (z)X±i (z1)X±i (z2)
)
+(z1 ↔ z2) = 0, for |Ai,j | = 1, i 6=M + 1, (4.10)(
X±M+1(z1)X
±
M+2(w1)X
±
M+1(z2)X
±
M (w2)− q−1X±M+1(z1)X±M+2(w1)X±M (w2)X±M+1(z2)
−qX±M+1(z1)X±M+1(z2)X±M (w2)X±M+2(w1) +X±M+1(z1)X±M (w2)X±M+1(z2)X±M+2(w1)
+X±M+2(w1)X
±
M+1(z2)X
±
M (w2)X
±
M+1(z1)− q−1X±M+2(w1)X±M (w2)X±M+1(z2)X±M+1(z1)
−qX±M+1(z2)X±M (w2)X±M+2(w1)X±M+1(z1) +X±M (w2)X±M+1(z2)X±M+2(w1)X±M+1(z1)
)
+(z1 ↔ z2) = 0, (4.11)
where we have used δ(z) =
∑
m∈Z z
m. Here we have set the generating functions
X±j (z) =
∑
m∈Z
X±j,mz
−m−1, (4.12)
ψ+i (z) = q
hi exp
(
(q − q−1)
∞∑
m=1
hi,mz
−m
)
, (4.13)
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ψ−i (z) = q
−hi exp
(
−(q − q−1)
∞∑
m=1
hi,−mzm
)
. (4.14)
The relation between the Chevalley generators and the Drinfeld generators are obtained by the followings.
ei = X
+
i,0, fi = X
−
i,0 (i = 1, 2, · · · ,M +N + 1), (4.15)
h0 = c− h1 − h2 − · · · − hM+N+1, (4.16)
e0 = (−1)N+1[X−M+N+1,0 · · · , [X−M+2,0, [X−M+1,0 · · · , [X−2,0, X−1,0]q−1 · · ·]q−1 ]q · · ·]q
× q−h1−h2−···−hM+N+1, (4.17)
f0 = q
h1+h2+···+hM+N+1
× [· · · [[· · · [X+1,−1, X+2,0]q, · · · , X+M+1,0]q, X+M+2,0]q−1 , · · ·X+M+N+1,0]q−1 . (4.18)
4.2 Bosonization
In this section we review the bosonizations of the Drinfeld realizations of the quantum supersymmetry
Uq(ŝl(M + 1|N + 1)) [15]. In what follows we assume the level c = 1, where we have the simplest
realization. Let us introduce the bosons
ain, b
j
n, c
j
n, Qai , Qbj , Qcj , (n ∈ Z, i = 1, 2, · · · ,M + 1, j = 1, 2, · · · , N + 1), (4.19)
satisfying the following commutation relations.
[aim, a
j
n] = δi,jδm+n,0
[m]2q
m
, [ai0, Qaj ] = δi,j , (4.20)
[bim, b
j
n] = −δi,jδm+n,0
[m]2q
m
, [bi0, Qbj ] = −δi,j, (4.21)
[cim, c
j
n] = δi,jδm+n,0
[m]2q
m
, [ci0, Qcj ] = δi,j . (4.22)
Other commutation relations vanish. We set hi = hi,0. For i = 1, 2, · · · ,M and j = 1, 2, · · · , N , we set
Qhi = Qai −Qai+1 , QhM+1 = QaM+1 +Qb1 , QhM+1+j = −Qbj +Qbj+1 . (4.23)
It is convenient to introduce the generating function hi(z;β) by
hi(z;β) = −
∑
n6=0
hi,n
[n]q
q−β|n|z−n +Qhi + hi,0logz (β ∈ R). (4.24)
We introduce the q-difference operator defined by
∂zf(z) =
f(qz)− f(q−1z)
(q − q−1)z . (4.25)
In what follows we use the standard normal ordering ::. For instance we set
: aima
i
n :=
 aimajn (m < 0)ainaim (m > 0), : ai0Qai :=: Qaiai0 := Qaiai0. (4.26)
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Theorem 4.2 [15] The Drinfeld generators for the level c = 1 are realized as follows.
c = 1, (4.27)
hi,m = a
i
mq
−|m|/2 − ai+1m q|m|/2, (4.28)
hM+1,m = a
M+1
m q
−|m|/2 + b1mq
−|m|/2, (4.29)
hM+1+j,m = −bjmq|m|/2 + bj+1m q−|m|/2, (4.30)
X+i (z) = : e
hi(z;1/2) : eπ
√−1ai0 , (4.31)
X+M+1(z) = : e
hM+1(z;1/2)ec
1(z;0) :
M∏
i=1
e−π
√−1ai0 , (4.32)
X+M+1+j(z) = : e
hM+1+j(z;1/2)[∂ze
−cj(z;0)]ec
j+1(z;0) :, (4.33)
X−i (z) = − : e−h
i(z;−1/2) : e−π
√−1ai0 , (4.34)
X−M+1(z) = : e
−hM+1(z;−1/2)[∂ze−c
1(z;0)] :
M∏
i=1
eπ
√−1ai0 , (4.35)
X−M+1+j(z) = − : e−h
M+1+j(z;−1/2)ec
j(z;0)[∂ze
−cj+1(z;0)] :, (4.36)
for i = 1, 2, · · · ,M and j = 1, 2, · · · , N .
4.3 Highest weight module
In this section we study the space that the bosonizations act. We introduce the vacuum vector |0〉 by
ain|0〉 = bjn|0〉 = cjn|0〉 (n ≤ 0, i = 1, 2, · · · ,M + 1, j = 1, 2, · · · , N + 1). (4.37)
For λia, λ
j
b, λ
j
c ∈ C (i = 1, · · · ,M + 1, j = 1, · · · , N + 1), we set the vector
|λ1a, · · · , λM+1a , λ1b , · · · , λN+1b , λ1c , · · · , λN+1c 〉 = e
∑M+1
i=1
λiaQai+
∑N+1
j=1
λj
b
Qbj+
∑N+1
j=1
λjcQcj |0〉. (4.38)
The Fock module Fλ1a,···,λM+1a ,λ1b ,···,λN+1b ,λ1c ,···,λN+1c is generated by acting creation operators a
i
−n, b
j
−n, c
j
−n
(n > 0) over the vector |λ1a, · · · , λM+1a , λ1b , · · · , λN+1b , λ1c , · · · , λN+1c 〉. In order to obtain the highest weight
vectors of Uq(ŝl(M + 1|N + 1)), we impose the conditions.
hi|λ1a, · · · , λM+1a , λ1b , · · · , λN+1b , λ1c , · · · , λN+1c 〉 = λi|λ1a, · · · , λM+1a , λ1b , · · · , λN+1b , λ1c , · · · , λN+1c 〉,
ei|λ1a, · · · , λM+1a , λ1b , · · · , λN+1b , λ1c , · · · , λN+1c 〉 = 0 (i = 1, 2, · · · ,M +N + 1).
Solving these equations, we have two classes of solutions.
(1) |Λi〉 (i = 1, 2, · · · ,M +N + 1).
For i = 1, 2, · · · ,M + 1, we identify
|Λi〉 = |
i︷ ︸︸ ︷
β + 1, · · · , β + 1,
M+N+2−i︷ ︸︸ ︷
β, · · · , β ,
N+1︷ ︸︸ ︷
0, · · · , 0〉 (β ∈ C). (4.39)
For j = 1, · · · , N + 1, we identify
|ΛM+1+j〉 = |
M+1+j︷ ︸︸ ︷
β + 1, · · · , β + 1,
N+1−j︷ ︸︸ ︷
β, · · · , β,
j︷ ︸︸ ︷
0, · · · , 0,
N+1−j︷ ︸︸ ︷
−1, · · · ,−1〉 (β ∈ C). (4.40)
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(2) |(1− α)Λ0 + αΛM+1〉 for α ∈ C. We identify
|(1− α)Λ0 + αΛM+1〉 = |
M+1︷ ︸︸ ︷
β, · · · , β,
N+1︷ ︸︸ ︷
β − α, · · · , β − α,
N+1︷ ︸︸ ︷
−α, · · · ,−α〉 (β ∈ C). (4.41)
For i = 1, 2, · · · ,M + 1, j = 1, 2, · · · , N + 1 and α, β ∈ C, we set the spaces.
F(Λi,β) =
⊕
i1,···,iM+N+1∈Z
F
(
i︷ ︸︸ ︷
β + 1, · · · , β + 1,
M+N+2−i︷ ︸︸ ︷
β, · · · , β,
N+1︷ ︸︸ ︷
0, · · · , 0)◦(i1,i2,···,iM+N+1)
, (4.42)
F(ΛM+1+j,β) =
⊕
i1,···,iM+N+1∈Z
F
(
M+1+j︷ ︸︸ ︷
β + 1, · · · , β + 1,
N+1−j︷ ︸︸ ︷
β, · · · , β,
j︷ ︸︸ ︷
0, · · · , 0,
N+1−j︷ ︸︸ ︷
−1, · · · ,−1)◦(i1,i2,···,iM+N+1)
,(4.43)
F(α,β) =
⊕
i1,···,iM+N+1∈Z
F
(
M+1︷ ︸︸ ︷
β, · · · , β,
N+1︷ ︸︸ ︷
β − α, · · · , β − α,
N+1︷ ︸︸ ︷
−α, · · · ,−α)◦(i1,i2,···,iM+N+1)
. (4.44)
Here we have used the following abbreviation.
(λ1a, · · · , λM+1a , λ1b , · · · , λN+1b , λ1c , · · · , λN+1c ) ◦ (i1, i2, · · · , iM+N+1)
= (λ1a, · · · , λM+1a , λ1b , · · · , λN+1b , λ1c , · · · , λN+1c )
+ (i1, i2 − i1, · · · , iM+1 − iM , iM+1 − iM+2, · · · , iM+N − iM+N+1, iM+N+1
, iM+1 − iM+2, · · · , iM+N − iM+N+1, iM+N+1). (4.45)
The actions of Uq(ŝl(M +1|N + 1)) on the spaces F(Λi,β),F(α,β) are closed. However, these modules are
not irreducible in general. In order to obtain irreducible module, we introduce ξ-η system. We introduce
the operators ξjm and η
j
m (j = 1, 2, · · · , N + 1;m ∈ Z) by
ξj(z) =
∑
m∈Z
ξjmz
−m =: e−c
j(z) :, ηj(z) =
∑
m∈Z
ηjmz
−m−1 =: ec
j(z) : . (4.46)
The Fourier components ξjm =
∮
dz
2π
√−1z
m−1ξj(z) and ηjm =
∮
dz
2π
√−1z
mηj(z) are well-defined on the
spaces F(Λi,β),F(α,β) for α ∈ Z. They satisfy the anti-commutation relations.
{ξjm, ηjn} = δm+n,0, {ξjm, ξjn} = {ηjm, ηjn} = 0 (j = 1, 2, · · · , N + 1). (4.47)
Here we have used {a, b} = ab+ ba. They commute with each other.
[ξjm, η
j′
n ] = [ξ
j
m, ξ
j′
n ] = [η
j
m, η
j′
n ] = 0 (1 ≤ j 6= j′ ≤ N + 1). (4.48)
We focus our attention on the operators ηj0, ξ
j
0 satisfying (η
j
0)
2 = 0, (ξj0)
2 = 0. They satisfy
Im(ηj0) = Ker(η
j
0), Im(ξ
j
0) = Ker(ξ
j
0). (4.49)
The products ηj0ξ
j
0 and ξ
j
0η
j
0 are projection operators, which satisfy
ηj0ξ
j
0 + ξ
j
0η
j
0 = 1, (4.50)
(ηj0ξ
j
0)
2 = ηj0ξ
j
0, (ξ
j
0η
j
0)
2 = ξj0η
j
0, (η
j
0ξ
j
0)(ξ
j
0η
j
0) = 0, (ξ
j
0η
j
0)(η
j
0ξ
j
0) = 0. (4.51)
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Hence we have a direct sum decomposition for i = 1, 2, · · · ,M +N + 1, j = 1, 2, · · · , N + 1.
F(Λi,β) = ηj0ξj0F(Λi,β) ⊕ ξj0ηj0F(Λi,β), F(α,β) = ηj0ξj0F(α,β) ⊕ ξj0ηj0F(α,β), (4.52)
and
Ker(ηj0) = η
j
0ξ
j
0F(Λi,β) or ηj0ξj0F(α,β), Coker(ηj0) = ξj0ηj0F(Λi,β) or ξj0ηj0F(α,β). (4.53)
We set the operators η0 and ξ0 by
η0 =
N+1∏
j=1
ηj0, ξ0 =
N+1∏
j=1
ξj0. (4.54)
Following the conjectures in [15], we expect the following identifications.
V (Λi) = Cokerη0 = ξ0η0F(Λi,β) (i = 1, 2, · · · ,M +N + 1), (4.55)
V ((1− α)Λ0 + αΛM+1) =
 Coker(η0) = ξ0η0F(α,β) (α = 0, 1, 2, · · ·),Ker(η0) = η0ξ0F(α,β) (α = −1,−2, · · ·). (4.56)
Since the operators ηj0 and ξ
j
0 commute with Uq(ŝl(M+1|N+1)) up to sign ±, we can regard Ker(η0) and
Coker(η0) as Uq(ŝl(M + 1|N + 1))-module. In what follows we will work on the space, that is expected
to be the irreducible highest weight module V (ΛM+1).
”V (ΛM+1) = ξ0η0F(1,β)”.
4.4 Vertex operator
In this section we give the bosonization of the vertex operators Φ∗j (z), and give the integral representations
of them. We set the following combinations of the Drinfeld generators.
h∗i,m =
M+N+1∑
j=1
[αi,jm]q[βi,jm]q
[(M −N)m]q[m]q hj,m, (4.57)
Qh∗
i
=
M+N+1∑
j=1
αi,jβi,j
M −NQhj,0 , h
∗
i,0 =
M+N+1∑
j=1
αi,jβi,j
M −N hj,0. (4.58)
Here we have set
αi,j =
 Min(i, j) (Min(i, j) ≤M + 1),2(M + 1)−Min(i, j) (Min(i, j) > M + 1), (4.59)
βi,j =
 M −N −Max(i, j) (Max(i, j) ≤M + 1),−M −N − 2 +Max(i, j) (Max(i, j) > M + 1). (4.60)
We have the following commutation relations.
[h∗i,m, hj,n] = δi,jδm+n,0
[m]2q
m
, [h∗i,m, h
∗
j,m] = δm+n,0
[αi,jm]q[βi,jm]q[m]q
m[(M −N)m]q , (4.61)
[h∗i,0, Qhj ] = δi,j , [h
∗
i,0, Qh∗j ] =
αi,jβi,j
(M −N) . (4.62)
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Theorem 4.3 [15] The bosonic operator φ∗(z) given below satisfies the same commutation relations
as the vertex operator Φ∗(z). In other words, the bosonizations of the vertex operator Φ∗(z) on the space
F(α,β), F(Λi,β), F(ΛM+1+j ,β) are given by the followings.
φ∗(z) =
M+N+2∑
j=1
φ∗j (z)⊗ v∗j . (4.63)
Here the bosonic operators φ∗j (z) (j = 1, 2, · · · ,M +N + 2) are defined iteratively by
φ∗1(z) =: e
h∗1(qz;−1/2) :
M+1∏
k=1
eπ
√−1 k−1M−N ak0 , (4.64)
νjq
νjφ∗j+1(z) = −[φ∗j (z), fj ]qνj (j = 1, 2, · · · ,M +N + 1). (4.65)
The Z2-grading is given by |φ∗j (z)| = νj+12 (j = 1, 2, · · · ,M +N + 2).
Corollary 4.4 The bosonizations of the vertex operators Φ∗j (z) on the space ξ0η0F(α,β) (α = 0, 1, 2, · · ·)
are given by the following projection.
Φ∗j (z) = ξ0η0 · φ∗j (z) · ξ0η0 (j = 1, 2, · · · ,M +N + 2). (4.66)
In what follows we call the bosonic operators φ∗j (z) the vertex operators. We prepare the auxiliary
operators X−M+j,ǫ(w) (ǫ = ±) by
X−M+j(w) =
1
(q − q−1)w (X
−
M+j,+(w)−X−M+j,−(w)) (j = 1, · · · , N + 1). (4.67)
In other words, we set
X−M+1,ǫ(w) = : e
−hM+1(w)−c1(qǫw) :
M∏
j=1
eπ
√−1aj0 (ǫ = ±), (4.68)
X−M+1+j,ǫ(w) = − : e−h
M+j+1(w)+cj(w)−cj+1(qǫw) : (ǫ = ±, j = 2, 3, · · · , N + 1). (4.69)
Using the normal orderings in appendix C we have the following normal orderings for j = 1, 2, · · · ,M .
: φ∗1(z)X
−
1 (qw1) · · ·X−j (qwj) : X−j+1(qwj+1) = e
π
√
−1
M
1
qwj(1− qwj+1/wj) ::,
X−j+1(qwj+1) : φ
∗
1(z)X
−
1 (qw1) · · ·X−j (qwj) := −e
π
√
−1
M
1
qwj+1(1− qwj/wj+1) ::,
: φ∗1(z)X
−
1 (qw1) · · ·X−M (qwM ) : X−M+1(qwM+1) = −e
π
√
−1
M
1
qwM (1− qwM+1/wM ) ::,
X−M+1(qwM+1) : φ
∗
1(z)X
−
1 (qw1) · · ·X−M (qwM ) := −e
π
√
−1
M
1
qwM+1(1− qwM/wM+1) :: .
For ǫ = ± and j = 1, 2, · · · , N + 1, we have
qX−M+j,+(w1)X
−
M+j+1,ǫ(w2)−X−M+j+1,ǫ(w2)X−M+j,+(w1)
=
(q2 − 1)
(1− qw1/w2) : X
−
M+j,+(w1)X
−
M+j+1,ǫ(w2) :,
qX−M+j,−(w1)X
−
M+j+1,ǫ(w2)−X−M+j+1,ǫ(w2)X−M+j,−(w1)
=
(q2 − 1)
(1− w1/qw2) : X
−
M+j,−(w1)X
−
M+j+1,ǫ(w2) : .
Using these normal orderings and (4.65), we have the following integral representations.
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Proposition 4.5 The vertex operators φ∗j (z) (j = 1, 2, · · · ,M + N + 2) have the following integral
representations.
φ∗1(z) = : e
h∗1(qz) :
M+1∏
k=1
eπ
√−1 k−1M ak0 , (4.70)
φ∗i (z) = e
π
√
−1
M (i−1)(q − q−1)i−1
i−1∏
k=1
∫
Ci
dwk
2π
√−1wk
z−1wi−1
i−2∏
k=0
(1− qwk/wk+1)(1 − qwk+1/wk)
× : φ∗1(z)X−1 (qw1) · · ·X−i−1(qwi−1) : (i = 2, · · · ,M + 1), (4.71)
φ∗M+2(z) = e
Mπ
√
−1
M−N (q − q−1)M (qz)−1
∑
ǫ=±
ǫ
M+1∏
k=1
∫
CM+2
dwk
2π
√−1wk
1
M∏
k=0
(1− qwk/wk+1)(1 − qwk+1/wk)
× : φ∗1(z)X−1 (qw1) · · ·X−M (qwM )X−M+1,ǫ(qwM+1) :, (4.72)
φ∗M+1+j(z) = e
Mπ
√
−1
M−N qj−1(q − q−1)M (qz)−1
∑
ǫ1,···,ǫj=±
j∏
k=1
ǫk
M+j∏
k=1
∫
CM+1+j
dwk
2π
√−1wk
× 1
M∏
k=0
(1− qwk/wk+1)(1− qwk+1/wk)
j−1∏
k=1
(1 − qǫkwM+k/wM+k+1)
× : φ∗1(z)X−1 (qw1) · · ·X−M (qwM )X−M+1,ǫ1(qwM+1) · · ·X−M+j,ǫj (qwM+j) :,
(j = 1, 2, · · · , N + 1). (4.73)
Here we have read w0 = z. We take the integration contour Ci (i = 1, 2, · · · ,M + N + 2) to be simple
closed curve that encircles wl = 0, qwl−1 but not q−1wl−1 for l = 1, 2, · · · , i− 1.
5 Boundary state
In this section we give the bosonization of the boundary state (i)〈B|. The construction of the boundary
state is the main result of this paper. We give complete proof of this bosonization of the boundary state.
5.1 Boundary state
In this section we give the bosonization of the boundary state (i)〈B|. We use the highest weight vector
〈ΛM+1| ∈ V ∗(ΛM+1) given by
〈ΛM+1| = 〈0|e−β
∑M+1
i=1
Qai+(1−β)
∑N+1
j=1
Qbj+
∑N+1
j=1
Qcj , (5.1)
where 〈0| is the vacuum vector satisfying
〈0|ain = 〈0|bjn = 〈0|cjn = 0 (n ≥ 0, i = 1, 2, · · · ,M + 1, j = 1, 2, · · · , N + 1). (5.2)
We have
〈ΛM+1|hi = δi,M+1〈ΛM+1|, 〈ΛM+1|cj0 = −〈ΛM+1|, (5.3)
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for i = 1, 2, · · · ,M +N + 1 and j = 1, 2, · · · , N + 1. In what follows we use the auxiliary function
θm =
 1 (m : even),0 (m : odd). (5.4)
Definition 5.1 We define the bosonic operators G(i) (i = 1, 2, 3) by
G(i) = −1
2
M+N+1∑
j=1
∞∑
m=1
mq−2m
[m]2q
hjmh
∗j
m −
N+1∑
j=1
∞∑
m=1
mq−2m
[m]2q
cjmc
j
m
+
M+N+1∑
j=1
∞∑
m=1
β
(i)
j,mh
∗j
m +
N+1∑
j=1
∞∑
m=1
γj,mc
j
m. (5.5)
Here we have set
γj,m = −q
−m
[m]q
θm (j = 1, 2, · · · , N + 1). (5.6)
Here we have set β
(i)
j,m (i = 1, 2, 3) as followings.
CONDITION 1 : For i = 1 we have set
β
(1)
j,m =

q−3m/2 − q−m/2
[m]q
θm (1 ≤ j ≤M),
−2q−3m/2
[m]q
θm (j =M + 1),
q−3m/2 + q−m/2
[m]q
θm (M + 2 ≤ j ≤M +N + 1).
(5.7)
CONDITION 2 : For i = 2 we have set
β
(2)
j,m = β
(1)
j,m −
rmq(αL−3/2)m
[m]q
δj,L (j = 1, 2, · · · ,M +N + 1). (5.8)
Condition 2.1 : For L ≤M + 1 we have set
αL = −L. (5.9)
Condition 2.2 : For M + 2 ≤ L ≤M +N + 1 we have set
αL = L− 2M − 2. (5.10)
CONDITION 3 : For i = 3 we have set
β
(2)
j,m = β
(1)
j,m −
rmq(αL−3/2)m
[m]q
δj,L − q
(αL+K−3/2)m/rm
[m]q
δj,L+K (j = 1, 2, · · · ,M +N + 1). (5.11)
Condition 3.1 : For L+K ≤M + 1 we have set
(αL, αL+K) = (−L,L−K). (5.12)
Condition 3.2 : For L ≤M + 1 ≤ L+K − 1 we have set
(αL, αL+K) = (−L, 3L+K − 2M − 2). (5.13)
Condition 3.3 : For M + 2 ≤ L we have set
(αL, αL+K) = (L− 2M − 2, 2M +K − L+ 2). (5.14)
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The following is main theorem of this paper.
Theorem 5.2 The bosonization of the boundary state (i)〈B| (i = 1, 2, 3) is given by
(i)〈B| = 〈ΛM+1|eG
(i)
. (5.15)
Here the bosonic operator G(i) (i = 1, 2, 3) is given by (5.5). In other words the vector (i)〈B| becomes the
eigenvector of the transfer matrix T
(i)
B (z) with the eigenvalue 1.
(i)〈B|T (i)B (z) = (i)〈B|. (5.16)
5.2 Excitation
In this section we introduce other eigenvectors of T
(i)
B (z), that describes the excitations.
Definition 5.3 We define the type-II vertex operators Ψ(z) and Ψ∗(z) as the intertwiners of Uq(ŝl(M+
1|N + 1))-module if they exist.
Ψ(z) : V (λ)→ Vz ⊗ V (µ), Ψ∗(z) : V (µ)→ V ∗Sz ⊗ V (λ), (5.17)
Ψ(z) · x = ∆(x) ·Ψ(z), Ψ∗(z) · x = ∆(x) ·Ψ∗(z), (5.18)
for x ∈ Uq(ŝl(M + 1|N + 1)).
We expand the vertex operators Ψ(z) =
∑M+N+2
j=1 vj ⊗ Ψj(z) and Ψ∗(z) =
∑M+N+2
j=1 v
∗
j ⊗ Ψ∗j (z). The
type-II vertex operator Ψ∗µ(ξ) and type-I vertex operators Φj(z), Φ
∗
j (z) satisfy the following commutation
relations.
Ψ∗µ(ξ)Φj(z) = τ(ξ/z)Φj(z)Ψ
∗
µ(ξ)(−1)[vµ][vj], (5.19)
Ψ∗µ(ξ)Φ
∗
j (z) = τ(ξ/z)Φ
∗
j (z)Ψ
∗
µ(ξ)(−1)[vµ][vj ]. (5.20)
Here we have set
τ(z) = −z 1−M+NM−N exp
(
−
∞∑
m=1
[(M −N − 1)m]q
m[(M −N)m]q (z
m − z−m)
)
. (5.21)
Definition 5.4 We call the following vectors µ1,µ2,···,µn(i)〈ξ1, ξ2, · · · , ξn| the excitations. We set
µ1,µ2,···,µn(i)〈ξ1, ξ2, · · · , ξn| = (i)〈B|Ψ∗µ1(ξ1)Ψ∗µ2(ξ2) · · ·Ψ∗µn(ξn),
for µ1, µ2, · · · , µn = 1, 2, · · · ,M +N + 2.
Corollary 5.5 The excitations become the eigenvector of the transfer matrix T
(i)
B (z).
µ1,µ2,···,µn(i)〈ξ1, ξ2, · · · , ξn|T (i)B (z) =µ1,µ2,···,µn(i) 〈ξ1, ξ2, · · · , ξn|
n∏
µ=1
τ(ξµz)τ(ξµ/z). (5.22)
We expect that the excitations (5.22) are the basis of the space of the physical state of the supersymmetry
Uq(ŝl(M + 1|N + 1)) chain with a boundary.
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6 Proof of main theorem
In this section we give complete proof of the main theorem. We would like to show
(i)〈B|φ∗j (z−1)K(i)(z)jj = (i)〈B|φ∗j (z−1) (j = 1, 2, · · · ,M +N + 2). (6.1)
It is convenient to use the following abbreviations.
hi+(z) = −
∞∑
m=1
hi,m
[m]q
q
m
2 z−m, hi−(z) =
∞∑
m=1
hi,−m
[m]q
q
m
2 zm (i = 1, 2, · · · ,M +N + 1), (6.2)
h∗1+ (z) = −
∞∑
m=1
h∗1,m
[m]q
q
m
2 z−m, h∗1− (z) =
∞∑
m=1
h∗1,−m
[m]q
q
m
2 zm, (6.3)
cj+(z) = −
∞∑
m=1
cjm
[m]q
z−m, cj−(z) =
∞∑
m=1
cj−m
[m]q
zm (j = 1, 2, · · · , N + 1). (6.4)
We set the function D(z, w) by
D(z, w) = (1 − qzw)(1− qz/w)(1− qw/z)(1− q/wz). (6.5)
The function D(z, w) is invariant under (z, w)→ (1/z, w), (z, 1/w), (1/z, 1/w).
Proposition 6.1 The operator G(i) (i = 1, 2, 3) given in (5.5) satisfies
eG
(i)
hj,−me−G
(i)
= hj,−m − q−2mhj,m +
[m]2q
m
β
(i)
j,m (m > 0, j = 1, 2, · · · ,M +N + 1), (6.6)
eG
(i)
cj−me
−G(i) = cj−m − q−2mcjm +
[m]2q
m
γj,m (m > 0, j = 1, 2, · · · , N + 1). (6.7)
Proposition 6.2 For the boundary conditions i = 1, 2, 3, we have
(i)〈B|hj = δj,M+1(i)〈B| (j = 1, 2, · · · ,M +N + 1), (6.8)
(i)〈B|h∗1,0 = −
N + 1
M −N (i)〈B|, (6.9)
(i)〈B|cj0 = −(i)〈B| (j = 1, 2, · · · , N + 1). (6.10)
We show the relation (6.1) for each boundary condition (i)〈B| (i = 1, 2, 3), case by case.
6.1 Boundary condition 1
In this section we show (6.1) for the boundary condition (1)〈B|. Very explicitly we would like to show
z
M
M−N ϕ(1)(z−1)(1)〈B|φ∗j (z) = z−
M
M−N ϕ(1)(z)(1)〈B|φ∗j (z−1) (1 ≤ j ≤M +N + 2). (6.11)
We would like to comment that RHS (resp.LHS) is obtained from LHS (resp.RHS) under z → 1/z. The
proof for 1 ≤ j ≤M+1 is similar as those of non-super ŝl(N) case. The proof forM+2 ≤ j ≤M+N+2
is different from those of non-super case. We prepare propositions.
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Proposition 6.3 The actions of hi+(w), h
∗1
− (w) and c
j
−(w) on the boundary state (1)〈B| are given as
followings.
(1)〈B|e−h
i
−
(qw) = g
(1)
i (w)(1)〈B|e−h
i
+(q/w) (i = 1, 2, · · · ,M +N + 1), (6.12)
(1)〈B|eh
∗1
−
(qw) = ϕ(1)(w)(1)〈B|eh
∗1
+ (q/w), (6.13)
(1)〈B|e−c
j
−
(qw) = c
(1)
j (w)(1)〈B|e−c
j
+
(q/w) (j = 1, 2, · · · , N + 1). (6.14)
Here we have set
g
(1)
i (w) =

(1− w2) (1 ≤ i ≤M),
(1 + w2) (i =M + 1),
1 (M + 2 ≤ i ≤M +N + 1).
(6.15)
The function ϕ(1)(w) is given in (2.20) and c
(1)
j (w) = 1 for j = 1, 2, · · · , N + 1.
Proposition 6.4 The following relation holds.
∑
ǫ=±
∫
C
dw1
w1
ǫqǫ(1− qw1w2)e−c
j
+
(q1+ǫw1)−cj+(q1−ǫ/w1)
(1 − qǫw1w2)(1− qǫw1/w2) =
∫
C
dw1
w1
(−1 + w21)e−c
j
+
(w1)−cj+(q2/w1)
(1 − w1w2/q)(1− w1/qw2) . (6.16)
Here the integration contour C encircles w1 = 0, qw
±1
2 not but w1 = q
−1w±12 . This integral is invariant
under w2 → 1/w2.
Proof for boundary condition 1. We show main theorem for the boundary condition (1)〈B|. We
show the relation (6.11).
• The case for j = 1 : (1)〈B|φ∗1(z).
Using the bosonization (4.70) and the relation (6.13), we get LHS of (6.11) as following :
z
M
M−N ϕ(1)(1/z)(1)〈B|φ∗1(z) = q−
M
M−N ϕ(1)(z)ϕ(1)(1/z)(1)〈B|eh
∗1
+ (qz)+h
∗1
+ (q/z)e
Qh∗
1 . (6.17)
This is invariant under z → 1/z. Hence LHS and RHS of (6.11) coincide.
• The case for j = 2 : (1)〈B|φ∗2(z).
Using the bosonization (4.71), the relations (6.12), (6.13), and the normal orderings in appendix C, we
get LHS of (6.11) as following :
z
M
M−N ϕ(1)(1/z)(1)〈B|φ∗2(z)
= q−
M
M−N−1(q − q−1)e π
√
−1
M−N ϕ(1)(z)ϕ(1)(1/z)
×
∫
C1
dw
2π
√−1w
(1− w2)(1 − q/zw)
D(z, w)
(1)〈B|eQh∗1−h1 eh
∗1
+ (qz)+h
∗1
+ (q/z)−h1+(qw)+h1+(q/w). (6.18)
We note that the integrand ϕ
(1)(z)ϕ(1)(1/z)
D(z,w) e
h∗1+ (qz)+h
∗1
+ (q/z) is invariant z → 1/z. We have LHS−RHS of
(6.11) as following :
q−
M
M−N (q − q−1)e
π
√
−1
M−N ϕ(1)(z)ϕ(1)(1/z)(z − z−1)
×
∫
C˜1
dw
2π
√−1w
(w−1 − w)
D(z, w)
(1)〈B|eQh∗1−h1 eh
∗1
+ (qz)+h
∗1
+ (q/z)−h1+(qw)−h1+(q/w). (6.19)
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Here the integration contour C˜1 encircles w = 0, qz
±1 but not w = q−1z±1. The integration contour C˜1
is invariant under w → 1/w. The integrand (w−1−w)D(z,w) e−h
1
+(qw)−h1+(q/w) creates just signature (−1) under
w → 1/w. Hence we have LHS−RHS= 0.
• The case for 3 ≤ j ≤M + 1 : (1)〈B|φ∗j (z).
Using the bosonization (4.71), the relations (6.12), (6.13) and normal orderings in appendix C, we have
LHS−RHS of (6.11) as following.
z
M
M−N ϕ(1)(1/z)(1)〈B|φ∗j (z)− z−
M
M−N ϕ(1)(z)(1)〈B|φ∗j (1/z)
= q−
M
M−N (q − q−1)j−1ϕ(1)(z)ϕ(1)(1/z)(z − z−1)e
π
√
−1(j−1)
M−N
×
j−1∏
k=1
∫
C˜j
dwk
2π
√−1wk
j−2∏
k=1
(1− q/wkwk+1)
j−2∏
k=0
D(wk, wk+1)
(w−11 − w1)
j−1∏
k=2
(1− w2k)
× (1)〈B|eQh∗1−h1···−hj−1 eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑j−1
k=1
(hk+(qwk)+h
k
+(q/wk)). (6.20)
Here the integration contour C˜j encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤ j − 1. Let’s
study the changing of the variable w1 → 1/w1. We note that the integrand 1D(z,w1)e−h
1
+(qw1)−h1+(q/w1)
and the integration contour C˜j are invariant under w1 → 1/w1. Taking into account of symmetrization∮
|w1|=1
dw1
w1
f(w1) =
1
2
∮
|w1|=1
dw1
w1
(f(w1) + f(1/w1)) and relation (1− q/w1w2)− (w1 ↔ 1/w1) = (w−11 −
w1)(−q/w2), we symmetrize the variables w1, w2, · · · , wj−2, iteratively, we have
(−q/2)j−2q− MM−N (q − q−1)j−1ϕ(1)(z)ϕ(1)(1/z)(z − z−1)e
π
√
−1(j−1)
M−N
×
j−1∏
k=1
∫
C˜j
dwk
2π
√−1wk
j−2∏
k=1
(w−1k − wk)2(w−1j−1 − wj−1)
j−2∏
k=0
D(wk, wk+1)
× (i)〈B|eQh∗1−h1···−hj−1 eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑
j−1
k=1
(hk+(qwk)+h
k
+(q/wk)) = 0. (6.21)
Here we have used
∮
|wj−1|=1
dwj−1
wj−1
(w−1j−1 − wj−1)e−h
j−1
+
(qwj−1)−hj−1+ (q/wj−1) = 0.
• The case for j =M + 2 : (1)〈B|φ∗M+2(z).
Using the bosonization (4.72) , the relations (6.12), (6.13), (6.14), and the normal orderings in appendix
C, we have LHS−RHS of (6.11) as following.
z
M
M−N ϕ(1)(1/z)(1)〈B|φ∗M+2(z)− z−
M
M−N ϕ(1)(z)(1)〈B|φ∗M+2(1/z)
= q−
M
M−N+1(q − q−1)Mϕ(1)(z)ϕ(1)(1/z)(z − z−1)e
π
√
−1
M−N M
×
∑
ǫ=±
ǫ
M+1∏
k=1
∫
C˜M+2
dwk
2
√−1wk
(w−11 − w1)(1 + w2M+1)
M∏
k=0
D(wk, wk+1)
M∏
k=1
(1− q/wkwk+1)
M∏
k=2
(1 − w2k) (6.22)
× (1)〈B|eQh∗1−h1···−hM+1−c1 eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+1
k=1
(hk+(qwk)+h
k
+(q/wk))−c1+(q1+ǫwM+1)−c1+(q1−ǫ/wM+1).
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Here the integration contour C˜M+2 encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤ M +
1. Taking into account of symmetrization
∮
|w|=1
dw
w f(w) =
1
2
∮
|w|=1(f(w) + f(1/w)) and relation (1 −
q/w1w2) − (w1 ↔ w−11 ) = (−q/w2)(w−11 − w1), we symmetrize the variables w1, w2, · · · , wM iteratively.
Then we have
(−q/2)Mq− MM−N+1(q − q−1)Mϕ(1)(z)ϕ(1)(1/z)(z − z−1)e
π
√
−1
M−N M
×
M+1∏
k=1
∫
C˜M+2
dwk
2
√−1wk
M∏
k=1
(w−1k − wk)2(w−1M+1 + wM+1)
M∏
k=0
D(wk, wk+1)
× (1)〈B|eQh∗1−h1···−hM+1−c1 eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+1
k=1
(hk+(qwk)+h
k
+(q/wk))
×
(
e−c
1
+(q
2wM+1)−c1+(1/wM+1) − e−c1+(wM+1)−c1+(q2/wM+1)
)
= 0. (6.23)
Here we have used∮
|wM+1|=1
dwM+1
wM+1
(wM+1 + w
−1
M+1)
D(wM , wM+1)
(
e−c
1
+(q
2wM+1)−c1+(1/wM+1) − e−c1+(wM+1)−c1+(q2/wM+1)
)
= 0.
• The case for 2 ≤ j ≤ N + 1 : (1)〈B|φ∗M+1+j(z).
Using the bosonization (4.73), the relations (6.12), (6.13), (6.14), and the normal orderings in appendix
C, we have LHS−RHS of (6.11) as following.
z
M
M−N ϕ(1)(1/z)(1)〈B|φ∗M+j+1(z)− z−
M
M−N ϕ(1)(z)(1)〈B|φ∗M+1+j(1/z)
= q−
M
M−N+1(q − q−1)Mϕ(1)(z)ϕ(1)(1/z)(z − z−1)e
π
√
−1M
M−N
×
∑
ǫ1,···,ǫj=±
ǫj
M+j∏
k=1
∫
C˜M+1+j
dwk
2π
√−1wk
(w−11 − w1)(1 + w2M+1)
M∏
k=0
D(wk, wk+1)
M∏
k=1
(1− q/wkwk+1)
M∏
k=2
(1− w2k)
×
j−1∏
k=1
ǫkq
ǫk(1− qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1 − qǫkwM+k/wM+k+1) (1)〈B|e
Qh∗
1
−h1···−hM+j−cj eh
∗1
+ (qz)+h
∗1
+ (q/z)
× e−
∑M+j
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑j−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))−
∑j
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk /wM+k)).
(6.24)
Here the integration contour C˜M+1+j encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤
M + j. Using relation (1 − q/w1w2) − (w1 ↔ w−11 ) = (−q/w2)(w−11 − w1) we symmetrize the variables
w1, w2, · · · , wM iteratively, we have
q−
M
M−N (−q/2)M (q − q−1)Mϕ(1)(z)ϕ(1)(1/z)(z − z−1)e π
√
−1M
M−N
×
∑
ǫ1,···,ǫj=±
ǫj
M+j∏
k=1
∫
C˜M+1+j
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2(w−1M+1 + wM+1)
M∏
k=0
D(wk, wk+1)
24
×
j−1∏
k=1
ǫkq
ǫk(1− qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1 − qǫkwM+k/wM+k+1) (1)〈B|e
Qh∗
1
−h1···−hM+j−cj eh
∗1
+ (qz)+h
∗1
+ (q/z) (6.25)
× e−
∑
M+j
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑
j−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))−
∑
j
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk /wM+k)).
Using the relation (6.16) for the variables wM+1, · · · , wM+j−1 iteratively, we have
q−
M
M−N (−q/2)M (q − q−1)Mϕ(1)(z)ϕ(1)(1/z)(z − z−1)(−1)j−1e
π
√
−1M
M−N
×
M+j∏
k=1
∫
C˜M+1+j
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2(w−1M+1 + wM+1)
M∏
k=0
D(wk, wk+1)
× (1)〈B|eQh∗1−h1···−hM+j−cj
j−1∏
k=1
(−1 + w2M+k)e−c
k
+(wM+k)−ck+(q2/wM+k)
(1 − wM+kwM+k+1/q)(1− wM+k/qwM+k+1)
× eh∗1+ (qz)+h∗1+ (q/z)−
∑M+j
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑j−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))
×
(
e−c
j
+
(q2wM+j)−cj+(1/wM+j) − e−cj+(q2/wM+j)−cj+(wM+j)
)
= 0. (6.26)
Here we have used∮
|w|=1
dw
w
ec
j−1
+ (qw)+c
j−1
+ (q/w)
(
e−c
j
+(q
2w)−cj+(1/w) − e−cj+(w)−cj+(q2/w)
)
f(w) = 0,
where f(w) = f(1/w).
Now we have shown the relation (6.11) for every j = 1, 2, · · · ,M +N + 2.
Q.E.D.
6.2 Boundary condition 2
In this section we study (6.1) for the boundary condition (2)〈B|. Very explicitly we study
z
M
M−N ϕ(2)(z−1)(2)〈B|φ∗j (z) = z−
M
M−N ϕ(2)(z)(2)〈B|φ∗j (z−1) (1 ≤ j ≤ L), (6.27)
z
M
M−N (1− rz)ϕ(2)(z−1)(2)〈B|φ∗j (z) = z−
M
M−N (1 − r/z)(2)〈B|φ∗j (z−1) (L+ 1 ≤ j ≤M +N + 2).
(6.28)
The structure of (6.27) is the same as those of (6.11) for the boundary condition (1)〈B|. In this section
we focus our attention on the relation (6.28) that is new for the boundary condition (2)〈B|. We give
proofs for following two conditions.
Condition 2.1 : L ≤M + 1,
Condition 2.2 : M + 2 ≤ L ≤M +N + 1.
Proposition 6.5 The actions of hi+(w), h
∗1
− (w) and c
j
−(w) on the boundary state (2)〈B| are given as
followings.
(2)〈B|e−h
i
−
(qw) = g
(2)
i (w)(2)〈B|e−h
i
+(q/w) (i = 1, 2, · · · ,M +N + 1), (6.29)
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(2)〈B|eh
∗1
−
(qw) = ϕ(2)(w)(2)〈B|eh
∗1
+ (q/w), (6.30)
(2)〈B|e−c
j
−
(qw) = c
(2)
j (w)(2)〈B|e−c
j
+
(q/w) (j = 1, 2, · · · , N + 1). (6.31)
Here ϕ(2)(w) are given in (2.22) and (2.23). We have set c
(2)
j (w) = 1 (j = 1, 2, · · · , N +1). We have set
g
(2)
i (w) (i = 1, 2, · · · ,M +N + 1) by
g
(2)
i (w) =
 g
(1)
i (w) (1 ≤ i 6= L ≤M +N + 1),
1
(1 − rqαLw)g
(1)
L (w) (i = L),
(6.32)
where g
(1)
i (w) is given by (6.15). The parameter αL is given by followings.
Condition 2.1 : For 1 ≤ L ≤M + 1 we have set
αL = −L. (6.33)
Condition 2.2 : For M + 2 ≤ L ≤M +N + 2 we have set
αL = −2M − 2 + L. (6.34)
Proposition 6.6 The following relation holds.
∑
ǫ=±
∫
C
dw1
w1
ǫqǫ(1 − qαrw1)(1 − qw1w2)e−c
j
+
(q1+ǫw1)−cj+(q1−ǫ/w1)
(1− qǫw1w2)(1 − qǫw1/w2)
= q(1− qα+1rw2)
∫
C
dw1
w1
(−1 + w21)e−c
j
+
(w1)−cj+(q2/w1)
(1 − w1w2/q)(1− w1/qw2) , (6.35)
where the integration contour C encircles w1 = 0, qw
±1
2 not but w1 = q
−1w±12 .
The integral
∫
C
dw1
w1
(−1+w21)e
−c
j
+
(w1)−c
j
+
(q2/w1)
(1−w1w2/q)(1−w1/qw2) in RHS is invariant under w2 → w
−1
2 .
Proof for boundary condition 2.1 We show the main theorem for the boundary condition (2)〈B|
and 1 ≤ L ≤M + 1. Here we show the relation (6.28).
• The case for L+ 1 ≤ j ≤M + 1 : (2)〈B|φ∗j (z).
Using the bosonization (4.71), the relations (6.29), (6.30), and the normal ordering in appendix C, we
have LHS−RHS of (6.28) as following :
z
M
M−N (1 − rz)ϕ(2)(1/z)(2)〈B|φ∗j (z)− z−
M
M−N (1− r/z)ϕ(2)(z)(2)〈B|φ∗j (1/z)
= q−
M
M−N (q − q−1)j−1ϕ(2)(z)ϕ(2)(1/z)(z − z−1)e π
√
−1(j−1)
M−N
×
j−1∏
k=1
∫
C˜j
dwk
2π
√−1wk
j−2∏
k=1
(1 − q/wkwk+1)
j−2∏
k=0
D(wk, wk+1)
(w−11 − w1)(1 − rq−1w1)
(1 − rq−LwL)
j−1∏
k=2
(1 − w2k)
× (2)〈B|eQh∗1−h1···−hj−1 eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑
j−1
k=1
(hk+(qwk)+h
k
+(q/wk)). (6.36)
Here the integration contour C˜j encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤ j − 1.
Taking into account of symmetrization
∮
|w|=1
dw
w f(w) =
1
2
∮
|w|=1
dw
w (f(w) + f(1/w)) and relation (1 −
26
q/w1w2)(1− rq−αw1) + (w1 ↔ w−11 ) = (w−11 −w1)(−q/w2)(1− rq−α−1w2), we symmetrize the variables
w1, w2, · · · , wL−1, iteratively. Using relation (1 − q/wLwL+1) − (wL ↔ w−1L ) = (−q/wL+1)(w−1L − wL),
we symmetrize the variables wL, wL+1, · · · , wj−1, iteratively, we have
q−
M
M−N (q − q−1)j−1(−q/2)j−1ϕ(2)(z)ϕ(2)(1/z)(z − z−1)e
π
√
−1(j−1)
M−N
×
j−1∏
k=1
∫
C˜j
dwk
2π
√−1wk
j−2∏
k=1
(w−1k − wk)2
j−2∏
k=0
D(wk, wk+1)
(w−1j−1 − wj−1)
× (2)〈B|eQh∗1−h1···−hj−1 eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑j−1
k=1
(hk+(qwk)+h
k
+(q/wk)) = 0. (6.37)
Here we have used
∮
|w|=1
dw
w (w
−1 − w)f(w) = 0, where f(w) = f(1/w).
• The case for j = L+ 1 =M + 2 : (2)〈B|φ∗M+2(z).
Using the bosonization (4.72), relations (6.29), (6.30), (6.31), and the normal orderings in appendix C,
we have LHS−RHS of (6.28) as following :
z
M
M−N ϕ(2)(1/z)(1− rz)(2)〈B|φ∗M+2(z)− z−
M
M−N ϕ(2)(z)(1− r/z)(2)〈B|φ∗M+2(1/z)
= q−
M
M−N+1(q − q−1)Mϕ(2)(z)ϕ(2)(1/z)(z − z−1)e π
√
−1
M−N M
×
∑
ǫ=±
ǫ
M+1∏
k=1
∫
C˜M+2
dwk
2π
√−1wk
M∏
k=1
(1− q/wkwk+1)
M∏
k=0
D(wk, wk+1)
(w−11 − w1)(1 − rq−1w1)(1 + w2M+1)
(1− rq−LwL)
×
M∏
k=2
(1 − w2k)× (2)〈B|eQh∗1−h1···−hL−c1
× eh∗1+ (qz)+h∗1+ (q/z)−
∑L
k=1
(hk+(qwk)+h
k
+(q/wk))−c1+(q1+ǫwM+1)−c1+(q1−ǫ/wM+1). (6.38)
Here the integration contour C˜M+2 encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤ M + 1.
Using relation (1 − rqαw1)(1 − q/w1w2)− (w1 ↔ w−11 ) = (w1 − w−11 )(1 − rqα−1w2), we symmetrize the
variables w1, w2, · · · , wL = wM+1, iteratively, we have
q−
M
M−N+1(q − q−1)M (−q/2)Mϕ(2)(z)ϕ(2)(1/z)(z − z−1)e
π
√
−1
M−N M
×
∫
C˜M+2
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)× (2)〈B|e
Qh∗
1
−h1···−hL−c1 (6.39)
× eh∗1+ (qz)+h∗1+ (q/z)−
∑L
k=1
(hk+(qwk)+h
k
+(q/wk))
(
e−c
1
+(q
2wM+1)−c1+(1/wM+1) − e−c1+(wM+1)−c1+(q2/wM+1)
)
= 0.
Here we have used
∮
|w|=1
dw
w (e
−c1+(q2w)−c1+(1/w) − e−c1+(w)−c1+(q2/w))f(w) = 0, where f(w) = f(1/w).
• The case for M + 3 ≤ j ≤M +N + 2 : (2)〈B|φ∗j (z).
Using the bosonization (4.73), the relations (6.29), (6.30), (6.31), and the normal orderings in appendix
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C, we have LHS−RHS of (6.11) for 1 ≤ i ≤ N + 1.
z
M
M−N (1− rz)ϕ(2)(1/z)(2)〈B|φ∗M+1+i(z)− z−
M
M−N (1− r/z)ϕ(2)(z)(2)〈B|φ∗M+1+i(1/z)
= q−
M
M−N+1(q − q−1)Mϕ(2)(z)ϕ(2)(1/z)(z − z−1)e π
√
−1M
M−N
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(1 − q/wkwk+1)
M∏
k=0
D(wk, wk+1)
(w−11 − w1)(1 − rq−1w1)(1 + w2M+1)
(1− rq−LwL)
×
M∏
k=2
(1 − w2k)
i−1∏
k=1
ǫkq
ǫk(1 − qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1− qǫkwM+k/wM+k+1)
× (2)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))
× e
∑i−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))−
∑i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk/wM+k)). (6.40)
Here the integration contour C˜M+1+i encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤M + i.
Using relation (1 − rqαw1)(1 − q/w1w2)− (w1 ↔ w−11 ) = (1 − rqα−1w2)(w1 − w−11 ), we symmetrize the
variables w1, w2, · · · , wL−1, iteratively. Using relation (1−q/wLwL+1)−(wL ↔ w−1L ) = (−q/wL+1)(w−1L −
wL) we symmetrize the variables wL, · · · , wM , iteratively. Then we have
q−
M
M−N+1(q − q−1)M (−q/2)Mϕ(2)(z)ϕ(2)(1/z)(z − z−1)e π
√
−1M
M−N
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1) (6.41)
×
i−1∏
k=1
ǫkq
ǫk(1− qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1 − qǫkwM+k/wM+k+1) (2)〈B|e
Qh∗
1
−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)
× e−
∑
M+i
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑
i−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))−
∑
i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk /wM+k)).
Using relation (6.16) for variables wM+1, · · · , wi−1, iteratively, we have
q−
M
M−N+1(q − q−1)M (−q/2)Mϕ(2)(z)ϕ(2)(1/z)(z − z−1)e
π
√
−1M
M−N
×
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)× (2)〈B|e
Qh∗
1
−h1···−hM+i−ci
×
i−1∏
k=1
(−1 + w2M+k)e−c
k
+(wM+k)−ck+(q2/wM+k)
(1− wM+kwM+k+1/q)(1− wM+k/qwM+k+1)
× eh∗1+ (qz)+h∗1+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑i−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))
×
(
e−c
i
+(q
2wM+i)−ci+(1/wM+i) − e−ci+(wM+i)−ci+(q2/wM+i)
)
= 0. (6.42)
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Here we have used∮
|w|=1
dw
w
ec
i−1
+
(qw)+ci−1
+
(q/w)
(
e−c
i
+(q
2w)−ci+(1/w) − e−ci+(w)−ci+(q2/w)
)
f(w) = 0,
where f(w) = f(1/w).
Now we have shown (6.28) for every j = L+ 1, · · · ,M +N + 2.
Q.E.D.
Proof for boundary condition 2.2 We show the main theorem for the boundary condition (2)〈B|
and M + 2 ≤ L ≤ M +N + 1. Here we show (6.28) that is new for the boundary condition (2)〈B|. We
use the integral relations (6.16) and (6.35).
• The case for L+ 1 ≤ j ≤M +N + 2 : (2)〈B|φ∗j (z).
Using the bosonization (4.73), the relations (6.29), (6.30), (6.31), and the normal orderings in appendix
C, we have LHS−RHS of (6.11) for 1 ≤ i ≤ N + 1.
z
M
M−N (1− rz)ϕ(2)(1/z)(2)〈B|φ∗M+1+i(z)− z−
M
M−N (1− r/z)ϕ(2)(z)(2)〈B|φ∗M+1+i(1/z)
= q−
M
M−N+1(q − q−1)Mϕ(2)(z)ϕ(2)(1/z)(z − z−1)e
π
√
−1M
M−N
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(1 − q/wkwk+1)
M∏
k=0
D(wk, wk+1)
(w−11 − w1)(1 − rq−1w1)(1 + w2M+1)
(1 − rq−2M−2+LwL)
×
M∏
k=2
(1 − w2k)
i−1∏
k=1
ǫkq
ǫk(1 − qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1− qǫkwM+k/wM+k+1)
× (2)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑
M+i
k=1
(hk+(qwk)+h
k
+(q/wk))
× e
∑
i−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))−
∑
i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk/wM+k)). (6.43)
Here the integration contour C˜M+1+i encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤M + i.
Using relation (1 − q/w1w2)(1 − rq−αw1) − (w1 ↔ w−11 ) = (w1 − w−11 )(1 − rq−α−1w2), we symmetrize
the variables w1, w2, · · · , wM iteratively. We have
q−
M
M−N+1(q − q−1)M (−q/2)Mϕ(2)(z)ϕ(2)(1/z)(z − z−1)e π
√
−1M
M−N
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)(1− rq−M−1wM+1)
(1− rq−2M−2+LwL)
×
i−1∏
k=1
ǫkq
ǫk(1 − qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1− qǫkwM+k/wM+k+1)
× (2)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))
× e
∑i−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))−
∑i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk /wM+k)). (6.44)
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We use the relation (6.35) for the variables wM+1, · · · , wL−1 iteratively. We use the relation (6.16) for
the variables wL, · · · , wM+i−1 iteratively. Then we have
q−
M
M−N+1(q − q−1)M (−q/2)MqL−M−1ϕ(2)(z)ϕ(2)(1/z)(z − z−1)e π
√
−1M
M−N
×
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)
× (2)〈B|eQh∗1−h1···−hM+i−ci
i−1∏
k=1
(−1 + w2M+k)e−c
k
+(wM+k)−ck+(q2/wM+k)
(2 − wM+k/qwM+k+1)(1− wM+kwM+k+1/q)
× eh∗1+ (qz)+h∗1+ (q/z)−
∑
M+i
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑
i−1
k=1
(ck+(qwM+k+1)+c
k
+(q/wM+k+1))
×
(
e−c
i
+(q
2wM+i)−ci+(1/wM+i) − e−ci+(wM+i)−ci+(q2/wM+i)
)
= 0. (6.45)
Here we have used∮
|w|=1
dw
w
ec
i−1
+
(qw)+ci−1
+
(q/w)
(
e−c
i
+(q
2w)−ci+(1/w) − e−ci+(w)−ci+(q2/w)
)
f(w) = 0,
where f(w) = f(1/w).
Q.E.D.
Now we have shown (6.28) for every j = L+ 1, · · · ,M +N + 2.
6.3 Boundary condition 3
In this section we study (6.1) for the boundary condition (3)〈B|. Very explicitly we study
z
M
M−N ϕ(3)(z−1)(3)〈B|φ∗j (z) = z−
M
M−N ϕ(3)(z)(3)〈B|φ∗j (z−1) (1 ≤ j ≤ L), (6.46)
z
M
M−N (1 − rz)ϕ(3)(z−1)(3)〈B|φ∗j (z) = z−
M
M−N (1− r/z)ϕ(3)(z)(3)〈B|φ∗j (z−1) (L+ 1 ≤ j ≤ L+K),
(6.47)
z
M
M−N+1ϕ(3)(z−1)(3)〈B|φ∗j (z) = z−
M
M−N−1ϕ(3)(z)(3)〈B|φ∗j (z−1) (L+K + 1 ≤ j ≤M +N + 2).
(6.48)
The structures of (6.46) and (6.47) are the same as those of (6.27) and (6.28) for the boundary condition
(2)〈B|. In this section we focus our attention on the relation (6.48) that is new for the boundary condition
(3)〈B|. We give proofs for following three conditions.
Condition 3.1 : L+K ≤M + 1,
Condition 3.2 : L ≤M + 1 ≤ L+K − 1,
Condition 3.3 : M + 2 ≤ L.
Proposition 6.7 The actions of hi+(w), h
∗1
− (w) and c
j
−(w) on the boundary state (3)〈B| are given as
followings.
(3)〈B|e−h
i
−
(qw) = g
(3)
i (w)(3)〈B|e−h
i
+(q/w) (i = 1, 2, · · · ,M +N + 1), (6.49)
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(3)〈B|eh
∗1
−
(qw) = ϕ(3)(w)(3)〈B|eh
∗1
+ (q/w), (6.50)
(3)〈B|e−c
j
−
(qw) = c
(3)
j (w)(3)〈B|e−c
j
+
(q/w) (j = 1, 2, · · · , N + 1). (6.51)
Here ϕ(3)(w) are given in (2.25), (2.26) and (2.27). We have set c
(3)
j (w) = 1 (j = 1, 2, · · · , N + 1). We
have set g
(3)
i (w) (i = 1, 2, · · · ,M +N + 1) by
g
(3)
i (w) =

g
(1)
i (w) (1 ≤ i 6= L,L+K ≤M +N + 1),
1
(1− rqαLw)g
(1)
L (w) (i = L),
1
(1 − qαL+Kw/r)g
(1)
L+K(w) (i = L+K),
(6.52)
where g
(1)
i (w) is given by (6.15). The parameters (αL, αL+K) are given by followings.
Condition 3.1 : For L+K ≤M + 1 we have set
(αL, αL+K) = (−L,L−K). (6.53)
Condition 3.2 : For L ≤M + 1 ≤ L+K − 1 we have set
(αL, αL+K) = (−L, 3L+K − 2M − 2), (6.54)
Condition 3.3 : For M + 2 ≤ L we have set
(αL, αL+K) = (L− 2M − 2, 2M +K − L+ 2). (6.55)
Proposition 6.8 We have the following two relations.
∑
ǫ=±
∫
C
dw1
w1
ǫqǫw1(1− qw1w2)e−c
j
+
(q1+ǫw1)−cj+(q1−ǫ/w1)
(1− rqαw1)(1 − qǫw1w2)(1 − qǫw1/w2) (6.56)
= −rqα−1(1 − q−α+1w2/r)
∫
C
dw1
w1
(−1 + w21)e−c
j
+
(w1)−cj+(q2/w1)
(1− w1w2/q)(1− w1/qw2)(1 − rqαw1)(1− rqα/w1) ,∑
ǫ=±
∫
C
dw1
w1
ǫqǫw1(1− qw1w2)e−c
j
+
(q1+ǫw1)−cj+(q1−ǫ/w1)
(1− qǫw1w2)(1 − qǫw1/w2)
= w2
∫
C
dw1
w1
(−1 + w21)e−c
j
+
(w1)−cj+(q2/w1)
(1 − w1w2/q)(1− w1/qw2) . (6.57)
Here the integration contour C encircles w1 = 0, qw
±1
2 not but w1 = q
−1w±12 . Here the integrals∫
C
dw1
w1
(−1+w21)e
−c
j
+
(w1)−c
j
+
(q2/w1)
(1−w1w2/q)(1−w1/qw2)(1−rqαw1)(1−rqα/w1) and
∫
C
dw1
w1
(−1+w21)e
−c
j
+
(w1)−c
j
+
(q2/w1)
(1−w1w2/q)(1−w1/qw2) in RHS are invariant
under w2 → w−12 .
Proof for boundary condition 3.1 We show the main theorem for the boundary condition (3)〈B|
and L+K ≤M + 1. Here we show the relation (6.48).
• The case for 1 ≤ L+K + 1 ≤ j ≤M + 1 : (3)〈B|φ∗j (z).
Using the bosonization (4.71), the relations (6.49), (6.50), (6.51), and the normal orderings in appendix
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C, we have LHS−RHS of (6.48) as following :
z
M
M−N+1ϕ(3)(1/z)(3)〈B|φ∗M+1+i(z)− z−
M
M−N−1ϕ(3)(z)(3)〈B|φM+1+i(1/z)
= q−
M
M−N−1ϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N (j−1)
×
j−1∏
k=1
∫
C˜j
dwk
2π
√−1wk
j−2∏
k=1
(1 − q/wkwk+1)
j−2∏
k=0
D(wk, wk+1)
j−1∏
k=1
(1 − w2k)
(1− q−LrwL)(qL−KwL+K/r)
× (3)〈B|eQh∗1−h1···−hj−1 eh
∗
+(qz)+h
∗
+(q/z)−
∑j−1
k=1
(hk+(qwk)+h
k
+(q/wk)). (6.58)
Here the integration contour C˜j encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤ j. Tak-
ing into account of symmetrization
∮
dw
w f(w) =
1
2
∮
(f(w) + f(1/w)) and relation w1(1 − q/w1w2) −
(w1 ↔ w−11 ) = (w1 − w−11 ), we symmetrize the variables w1, w2, · · · , wL−1 iteratively. Using relation
wL(1−q/wLwL+1)
(1−rq−LwL) − (wL ↔ w
−1
L ) =
(wL−w−1L )(1−rq−L+1/wL+1)
(1−rq−LwL)(1−rq−L/wL) , we symmetrize the variable wL. Using rela-
tion (1−rqα/wL+1)wL+1(1−q/wL+1wL+2)−(wL+1 ↔ w−1L+1) = (wL+1−w−1L+1)(1−rqα+1/wL+2), we sym-
metrize the variable wL+1, · · · , wL+K−1 iteratively. Using relation (1−q/wL+K+1wL+K+2)−(wL+K+1 ↔
w−1L+K+1) = (−q/wL+K+2)(w−1L+K+1 − wL+K+1), we symmetrize the variables wL+K+1, · · · , wj−2 itera-
tively. Then we have
q−
M
M−N+j−2L−3(−1/2)j−2ϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N (j−1)
×
j−1∏
k=1
∫
C˜j
dwk
2π
√−1wk
j−2∏
k=1
(w−1k − wk)2
j−2∏
k=0
D(wk, wk+1)
(w−1j−1 − wj−1)
(1− q−LrwL)(q−Lr/wL)
× (3)〈B|eQh∗1−h1···−hj−1 eh
∗
+(qz)+h
∗
+(q/z)−
∑j−1
k=1
(hk+(qwk)+h
k
+(q/wk)) = 0. (6.59)
Here we have used
∮
|w|=1
dw
w (w − w−1)f(w) = 0, where f(w) = f(1/w).
• The case for 1 ≤ i ≤ N + 1 : (3)〈B|φ∗M+1+i(z).
Using the bosonization (4.73), the relations (6.49), (6.50), (6.51), and normal orderings in appendix C,
we have LHS−RHS of (6.48) as following :
z
M
M−N+1ϕ(3)(1/z)(3)〈B|φ∗M+1+i(z)− z−
M
M−N−1ϕ(3)(z)(3)〈B|φM+1+i(1/z)
= q−
M
M−N−1(q − q−1)Mϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N M
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(1 − q/wkwk+1)
M∏
k=0
D(wk, wk+1)
M∏
k=1
(1− w2k)
× (1 + w
2
M+1)
(1− rq−LwL)(1 − qL−KwL+K/r)
i−1∏
k=1
ǫkq
ǫk(1− qwM+kwM+k+1)
(1 − qǫkwM+kwM+k+1)(1 − qǫkwM+k/wM+k+1)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))
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× e
∑i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))−
∑i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk /wM+k)). (6.60)
Here the integration contour C˜M+1+i encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤
M + i. Using relation w1(1 − q/w1w2) − (w1 ↔ w−11 ) = (w1 − w−11 ), we symmetrize the variables
w1, w2, · · · , wL−1 iteratively. Using relation wL(1−q/wLwL+1)(1−rq−LwL) − (wL ↔ w
−1
L ) =
(wL−w−1L )(1−rq−L+1/wL+1)
(1−rq−LwL)(1−rq−L/wL) ,
we symmetrize the variable wL. Using relation (1 − rqs/wL+1)wL+1(1 − q/wL+1wL+2) − (wL+1 ↔
w−1L+1) = (wL+1 − w−1L+1)(1 − rqs+1/wL+2), we symmetrize the variable wL+1, · · · , wL+K−1 iteratively.
Using relation (1 − q/wL+K+1wL+K+2) − (wL+K+1 ↔ w−1L+K+1) = (−q/wL+K+2)(w−1L+K+1 − wL+K+1),
we symmetrize the variables wL+K+1, · · · , wM−1 iteratively. Then we have
q−
M
M−N−M−2L−2(q − q−1)M (−1/2)Mϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N M
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)
(1− rq−LwL)(1 − rq−L/wL)
×
i−1∏
k=1
ǫkq
ǫk(1 − qwM+kwM+k+1)
(1 − qǫkwM+kwM+k+1)(1− qǫkwM+k/wM+k+1)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑
M+i
k=1
(hk+(qwk)+h
k
+(q/wk))
× e
∑
i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))−
∑
i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk /wM+k)). (6.61)
Using the relation (6.16) for the variables wM+1, · · · , wM+i−1, iteratively, we have
q−
M
M−N+M−2L−2(q − q−1)M (−1/2)M−1ϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N M
×
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)
(1 − rq−LwL)(1 − qL−KwL+K/r)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))
×
i−1∏
k=1
(−1 + w2M+k)e−c
k
+(wM+k)−ck+(q2/wM+k)
(1− qǫkwM+kwM+k+1)(1 − qǫkwM+k/wM+k+1)
×
(
e−c
i
+(q
2wM+i)−ci+(q/wM+i)−e
−ci
+
(wM+i)−c
i
+
(q2/wM+i)
)
= 0. (6.62)
Here we have used
∮
|w|=1
dw
w e
ci−1
+
(qw)+ci−1
+
(1/w)(e−c
i
+(q
2w)−ci+(1/w) − e−ci+(w)−ci+(q2/w))f(w) = 0, where
f(w) = f(1/w).
Q.E.D.
Proof for boundary condition 3.2 We show the main theorem for the boundary condition (3)〈B|
and L ≤M + 1 ≤ L+K − 1. Here we show the relation (6.48).
• The case for L+K −M ≤ i ≤ N + 1 : (3)〈B|φ∗M+1+i(z).
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Using the bosonization (4.73), the relations (6.49), (6.50), (6.51), and normal orderings in appendix C,
we have LHS−RHS of (6.48) as following :
z
M
M−N+1ϕ(3)(1/z)(3)〈B|φ∗M+1+i(z)− z
M
M−N−1ϕ(3)(z)(3)〈B|φ∗M+1+i(1/z)
= q−
M
M−N−1(q − q−1)Mϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N M
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(1− q/wkwk+1)
M∏
k=0
D(wk, wk+1)
M∏
k=1
(1 − w2k)
× (1 + w
2
M+1)
(1 − rq−LwL)(1 − q3L+K−2M+K−2wL+K/r)
i−1∏
k=1
ǫkq
ǫk(1 − qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1− qǫkwM+k/wM+k+1)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))
× e
∑
i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))−
∑
i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk/wM+k)). (6.63)
Here the integration contour C˜M+1+i encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤M + i.
Using relation w1(1−q/w1w2)−(w1 ↔ w−11 ) = (w1−w−11 ), we symmetrize the variables w1, w2, · · · , wL−1,
iteratively. Using relation wL(1−q/wLwL+1)(1−rq−LwL) − (wL ↔ w
−1
L ) =
(w−1
L
−wL)(1−rq−L+1/wL+1)
(1−rq−LwL)(1−rq−L/wL) , we symmetrize
the variables wL. Using relation wL+1(1− rq−α/wL+1)(1− q/wL+1wL+2)− (wL+1 ↔ w−1L+1) = (wL+1 −
w−1L+1)(1 − rq−α+1/wL+2), we symmetrize the variables wL+1, · · · , wM , iteratively. Then we have
q−
M
M−N−1(−1/2)M(q − q−1)Mϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N M
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(1− rqM−2L+1/wM+1)
(1− rq−LwL)(1 − rq−L/wL)
× (1 + w
2
M+1)
(1− q3L+K−2M−2wL+K/r)
i−1∏
k=1
ǫkq
ǫk(1− qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1 − qǫkwM+k/wM+k+1)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))
× e
∑
i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))−
∑
i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk /wM+k)). (6.64)
Using the relation (6.35), we symmetrize the variables wM+1, · · · , wL+K−1 iteratively. Using the relation
(6.16), we symmetrize the variables wL+K , · · · , wM+i iteratively. Then we have
(−r)q− MM−N+K−L−1(−1/2)M (q − q−1)Mϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N M
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)
(1− rq−LwL)(1− rq−L/wL)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))
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×
i−1∏
k=1
(−1− qw2M+k)e−c
k
+(wM+k)−ck+(q2/wM+k)
(1− wM+kwM+k+1/q)(1− wM+k/qwM+k+1)
×
(
e−c
i
+(q
2wM+i)−ci+(1/wM+i) − e−ci+(wM+i)−ci+(q2/wM+i)
)
= 0. (6.65)
Here we have used∮
|w|=1
dw
w
ec
i−1
+
(qw)+ci−1
+
(q/w)
(
e−c
i
+(q
2w)−ci+(1/w) − e−ci+(w)−ci+(q2/w)
)
f(w) = 0,
where f(w) = f(1/w).
Q.E.D.
Proof for boundary condition 3.3 We show the main theorem for the boundary condition (3)〈B|
and 1 ≤M + 1 ≤ L− 1. Here we show the relation (6.48).
• The case for L+K −M ≤ i ≤ N + 1 : (3)〈B|φ∗M+1+i(z).
Using the bosonization (4.73) and the relations (6.49), (6.50), (6.51), and normal orderings in appendix
C, we have LHS−RHS of (6.48) as following :
z
M
M−N+1ϕ(3)(1/z)(3)〈B|φ∗M+1+i(z)− z−
M
M−N−1ϕ(3)(z)(3)〈B|φM+1+i(1/z)
= q−
M
M−N−1(q − q−1)Mϕ(3)(z)ϕ(3)(1/z)(z − z−1)e π
√
−1
M−N M
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(1− q/wkwk+1)
M∏
k=0
D(wk, wk+1)
M∏
k=1
(1− w2k)
× (1 + w
2
M+1)
(1− rqL−2M−2wL)(1 − q2M+K−L+2wL+K/r)
i−1∏
k=1
ǫkq
ǫk(1− qwM+kwM+k+1)
(1− qǫkwM+kwM+k+1)(1 − qǫkwM+k/wM+k+1)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑M+i
k=1
(hk+(qwk)+h
k
+(q/wk))
× e
∑i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))−
∑i
k=1
(ck+(q
1+ǫkwM+k)+c
k
+(q
1−ǫk /wM+k)). (6.66)
Here the integration contour C˜M+1+i encircles wk = 0, qw
±1
k−1 not but wk = q
−1w±1k−1 for 1 ≤ k ≤M + i.
Using relation w1(1−q/w1w2)− (w1 ↔ w−11 ) = (w1−w−11 ), we symmetrize the variables w1, w2, · · · , wM ,
iteratively. We have
q−
M
M−N−1(q − q−1)M (−1/2)Mϕ(3)(z)ϕ(3)(1/z)(z − z−1)e
π
√
−1
M−N M
×
∑
ǫ1,···,ǫi=±
ǫi
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)
(1 − rqL−2M−2wL)(1− q2M+K−L+2wL+K/r)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑
M+i
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑
i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))
× wM+1
i−1∏
k=1
ǫkq
ǫk(1− qwM+kwM+k+1)e−ck+(q1+ǫkwM+k)−ck+(q1−ǫk/wM+k)
(1− qǫkwM+kwM+k+1)(1 − qǫkwM+k/wM+k+1) e
−ci+(q1+ǫiwM+i)−ci+(q1−ǫi/wM+i).
(6.67)
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We use the relation (6.57) for the variables wM+1, · · · , wL−1, iteratively. We use the relation (6.57) for
the variable wL. Using the relation (6.35), we symmetrize the variables wL+1, · · · , wL+K−1, iteratively.
Using the relation (6.16), we symmetrize the variables wL+K , · · · , wM+i−1, iteratively. Then we have
(−r)q− MM−N+K+L−2M−5(q − q−1)M (−1/2)Mϕ(3)(z)ϕ(3)(1/z)(z − z−1)e π
√
−1
M−N M
×
M+i∏
k=1
∫
C˜M+1+i
dwk
2π
√−1wk
M∏
k=1
(w−1k − wk)2
M∏
k=0
D(wk, wk+1)
(w−1M+1 + wM+1)
(1 − rqL−2M−2wL)(1− rqL−2M−2/wL)
× (3)〈B|eQh∗1−h1···−hM+i−ci eh
∗1
+ (qz)+h
∗1
+ (q/z)−
∑
M+i
k=1
(hk+(qwk)+h
k
+(q/wk))+
∑
i−1
k=1
(ck+(qwM+k)+c
k
+(q/wM+k))
×
i−1∏
k=1
(−1 + w2M+k)e−c
k
+(wM+k)−ck+(q2/wM+k)
(1− wM+kwM+k+1/q)(1− qwM+k/wM+k+1)
×
(
e−c
i
+(q
2wM+i)−ci+(1/wM+i) − e−ci+(wM+i)−ci+(q2/wM+i)
)
= 0. (6.68)
Here we have used∮
|w|=1
dw
w
ec
i−1
+
(qw)+ci−1
+
(q/w)
(
e−c
i
+(q
2w)−ci+(1/w) − e−ci+(w)−ci+(q2/w)
)
f(w) = 0,
where f(w) = f(1/w).
Q.E.D.
Now we have shown (6.48) for every j = L+K + 1, · · · ,M +N + 2.
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A Figure
In this appendix we summarize the figures that we use in the section 2.
k2 j2
k1
j1
R(z)j1,j2k1,k2 =
z
Fig.1. R-matrix
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K+(z)jk =
k
j z−1
z
K(z)jk =
z
z−1
j
k
Fig.2. K-matrix
· · ·
P 2 1z
z−1
Fig.3. Transfer matrix T finB (z)
· · ·
2 1
z
z−1
Fig.4. Transfer matrix T˜
(i)
B (z)
2 1
j
· · ·z
Φ˜j(z) =
Fig.5. Vertex operator Φ˜j(z)
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2 1
j
· · ·z
Φ˜∗j (z) =
Fig.6. dual Vertex operator Φ˜∗j (z)
B K-matrix
In this appendix, we classify diagonal solutions of the boundary Yang-Baxter equation associated with
Uq(ŝl(M + 1|N + 1)). Let us set the vector space V = ⊕M+N+2j=1 Cvj . Let us consider the R-matrix
R¯(z) ∈ End(V ⊗ V ) introduced in (2.3), (2.4), (2.5) and (2.6). Non-zero elements of the R-matrix are
restricted to the followings.
R¯(z)i,ji,j 6= 0, R¯(z)j,ii,j 6= 0, (1 ≤ i, j ≤M +N + 2). (B.1)
Let us study the K-matrix K¯(z) ∈ End(V ) defined as followings.
K¯(z) ∈ End(V ), K¯(z)vj =
M+N+2∑
k=1
vkK¯(z)
j
k, (B.2)
where we assume the diagonal matrix.
K¯(z)jk = δj,kK¯(z)
j
j . (B.3)
The graded boundary Yang-Baxter equation
K¯2(z2)R¯21(z1z2)K¯1(z1)R¯12(z1/z2) = R¯21(z1/z2)K¯1(z1)R¯12(z1z2)K¯2(z2), (B.4)
is equivalent to the following two relations for 1 ≤ j < k ≤M +N + 2.
R¯(z)j,kj,k = R¯(z)
k,j
k,j , (B.5)
R¯(z1/z2)
j,k
j,k
(
R¯(z1z2)
j,k
k,jK¯(z1)
k
kK¯(z2)
k
k − R¯(z1z2)k,jj,kK¯(z1)jjK¯(z2)jj
)
+ R¯(z1z2)
j,k
j,k
(
R¯(z1/z2)
k,j
j,kK¯(z2)
k
kK¯(z1)
j
j − R¯(z1/z2)j,kk,jK¯(z1)kkK¯(z2)jj
)
= 0. (B.6)
The first condition (B.5) holds for (2.4), (2.5), (2.6). The second condition (B.6) is written as following.(
1− z1
z2
)(
z1z2 −
K¯(z1)
j
j
K¯(z1)kk
K¯(z2)
j
j
K¯(z2)kk
)
+ (1− z1z2)
(
K¯(z1)
j
j
K¯(z1)kk
− z1
z2
K¯(z2)
j
j
K¯(z2)kk
)
= 0. (B.7)
Differentiating partially (B.7), at (z1, z2) = (z, 1), with respect to z2, we have the following necessary
condition.
K¯(z)jj
K¯(z)kk
=
1− βz
1− β/z (β ∈ C). (B.8)
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This satisfies (B.7) for all β ∈ C. Taking into account of simultaneous compatibility for 1 ≤ j < k ≤
M +N +2, we have the following three kinds of general diagonal solutions of the boundary Yang-Baxter
equation associated with Uq(ŝl(M + 1|N + 1)).
CASE 1 : One diagonal element. Dirichlet boundary condition.
K¯(z)jk = δj,k. (B.9)
CASE 2 : Two different diagonal elements. We assume 1 ≤ L ≤M +N + 1 and r ∈ C.
K¯(z)jk =

1 (1 ≤ j = k ≤ L),
1− r/z
1− rz (L+ 1 ≤ j = k ≤M +N + 2),
0 (1 ≤ j 6= k ≤M +N + 2).
(B.10)
CASE 3 : Three different diagonal elements. We assume 1 ≤ L, 1 ≤ K, L+K ≤M +N + 1 and r ∈ C.
K¯(z)jk =

1 (1 ≤ j = k ≤ L),
1− r/z
1− rz (L+ 1 ≤ j = k ≤ L+K),
z−2 (L+K + 1 ≤ j = k ≤M +N + 2),
0 (1 ≤ j 6= k ≤M +N + 2).
(B.11)
Note. In the earlier studies [10, 11], Case I and Case II have been studied. However Case III is missing in
the earlier studies [10, 11]. For instance, we have new solution for Uq(ŝl(2|1)), which has three different
diagonal elements.
K¯(z) =

1 0 0
0
1− r/z
1− rz 0
0 0 z−2
 . (B.12)
C Normal Ordering
In this appendix we summarize the normal orderings. The following normal orderings are convenient to
calculations in a proof of main theorem.
eh
∗1
+ (z)e−h
1
−
(w) =
1
(1− qw/z) ::, (C.1)
e−h
1
+(w)eh
∗1
−
(z) =
1
(1− qz/w) ::, (C.2)
eh
∗1
+ (z)e−h
j
−
(w) = 1 :: (2 ≤ j ≤M +N + 1), (C.3)
e−h
j
+
(w)eh
∗1
−
(z) = 1 :: (2 ≤ j ≤M +N + 1), (C.4)
e−h
j
+
(w1)e−h
j+1
−
(w2) =
1
(1− qw2/w1) :: (1 ≤ j ≤M), (C.5)
e−h
j+1
+
(w1)e−h
j
−
(w2) =
1
(1− qw2/w1) :: (1 ≤ j ≤M), (C.6)
e−h
M+j
+
(w1)e−h
M+j+1
−
(w2) = (1− qw2/w1) :: (1 ≤ j ≤M), (C.7)
e−h
M+j+1
+
(w1)e−h
M+j
−
(w2) = (1− qw2/w1) :: (1 ≤ j ≤ N). (C.8)
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The following normal orderings are convenient to get the integral representations of the vertex operators.
φ∗1(z)X
−
1 (qw) = e
π
√
−1
M
1
qz(1− qw/z) ::, (C.9)
X−1 (qw)φ
∗
1(z) = −e
π
√
−1
M
1
qw(1 − qz/w) ::, (C.10)
φ∗1(z)X
−
j (w) = 1 :: (2 ≤ j ≤M), (C.11)
X−j (w)φ
∗
1(z) = 1 :: (2 ≤ j ≤M), (C.12)
φ∗1(z)X
−
M+1,ǫ(w) = −1 :: (ǫ = ±), (C.13)
X−M+1,ǫ(w)φ
∗
1(z) = 1 :: (ǫ = ±), (C.14)
X−j (qw1)X
−
j+1(qw2) =
1
qw1(1− qw2/w1) :: (1 ≤ j ≤M), (C.15)
X−j+1(qw1)X
−
j (qw2) =
−1
qw1(1− qw2/w1) :: (1 ≤ j ≤M), (C.16)
X−j (qw1)X
−
k (qw2) = 1 :: (|j − k| ≥ 2), (C.17)
X−M+j,+(w1)X
−
M+j+1,ǫ(w2) =
(1− qw2/w1)
q(1− w2/qw1) :: (ǫ = ±), (C.18)
X−M+1+j,+(w1)X
−
M+j,ǫ(w2) = 1 :: (ǫ = ±), (C.19)
X−M+j,−(w1)X
−
M+j+1,ǫ(w2) = q :: (ǫ = ±), (C.20)
X−M+j+1,−(w1)X
−
M+j,ǫ(w2) =
(1− qw1/w2)
(1− w1/qw2) :: (ǫ = ±). (C.21)
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