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Abstract
Symmetries of the periodic Toda lattice are expresssed in action-angle
coordinates and characterized in terms of the periodic and Dirichlet spec-
trum of the associated Jacobi matrices. Using these symmetries, the phase
space of the lattice with Dirichlet boundary conditions is embedded into
the phase space of a higher-dimensional periodic lattice. As an applica-
tion, we obtain a Birkhoff normal form and a KAM theorem for the lattice
with Dirichlet boundary conditions1.
1 Introduction
Consider the Toda lattice with period N (N ≥ 2),
q˙n = ∂pnHToda, p˙n = −∂qnHToda (1)
for n ∈ Z, where the (real) coordinates (qn, pn)n∈Z satisfy
(qn+N , pn+N ) = (qn, pn) ∀ n ∈ Z (2)
and the Hamiltonian HToda is given by
HToda =
1
2
N∑
n=1
p2n + α
2
N∑
n=1
eqn−qn+1 (3)
where α is a positive parameter, α > 0. For the standard Toda lattice, α = 1.
The Toda lattice was introduced by Toda [27] and studied extensively in the
sequel. It is an important model for an integrable system of N particles in one
space dimension with nearest neighbor interaction and belongs to the family of
the FPU chains, introduced and numerically investigated by Fermi, Pasta, and
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Ulam in their seminal paper [5]. The integrability of the Toda lattice explains
the quasi-periodic features of its solutions observed numerically in [5] at least
in this case.
We are interested in symmetries of the periodic lattice. Let T ∗RN be en-
dowed with the canonical symplectic structure and consider the linear maps
T, S : T ∗RN → T ∗RN given by
T : (q1, . . . , qN , p1, . . . , pN ) 7→ (q2, q3, . . . , qN , q1, p2, p3, . . . , pN , p1), (4)
S : (q1, . . . , qN , p1, . . . , pN ) 7→ −(qN−1, . . . , q1, qN , pN−1, . . . , p1, pN); (5)
note that T is the standard shift operator. As already discussed by Rink [24] for
arbitrary FPU chains, the maps T and S satisfy the relations TN = S2 = Id and
TS = ST−1. Moreover, T and S are symplectic maps leaving the Hamiltonian
HToda invariant. The group GH = 〈T, S〉 (a representation of the N -th dihedral
group DN ) is the symmetry group of HToda.
Denote by Fix(S) the fixed point set of S. Then Fix(S) is the subset of all
elements (q, p) in T ∗RN satisfying
(qn, pn) = −(qN−n, pN−n) ∀ 1 ≤ n ≤ N − 1 and qN = pN = 0. (6)
In particular, on Fix(S), qN = qN/2 = 0 and pN = pN/2 = 0. Note that on
Fix(S), both the center of mass coordinate Q = 1N
∑N
i=1 qi and its momentum
P = 1N
∑N
i=1 pi are identically zero. Hence Fix(S) ⊆ {(q, p) ∈ T ∗RN |Q =
0;P = 0}.
The main motivation for our interest in these symmetries of the periodic
lattice is the fact that the map S playes a crucial role in the investigation of the
lattice with Dirichlet boundary conditions instead of (2), i.e. the lattice with
N ′ particles (N ′ ≥ 2) and Hamiltonian
H
(D)
Toda =
1
2
N ′∑
n=1
p2n + γ
2
N ′∑
n=0
eqn−qn+1 , (7)
where γ again is a positive parameter, γ > 0, independent from α, and boundary
conditions
q0 = qN ′+1 = p0 = pN ′+1 ≡ 0. (8)
instead of (2). The phase space of such a lattice can be embedded into the
phase space of the periodic lattice with a greater number of particles (namely
N = 2N ′ + 2), and its image under this embedding is precisely the fixed point
set Fix(S), a submanifold of the entire phase space of the periodic lattice which
is invariant under the evolution (1). This embedding allows us to obtain results
on the Dirichlet lattice by exploiting the properties of S.
Before stating our results on the symmetries T and S introduced above, let
us state the results on the Dirichlet lattice obtained by this embedding, since this
application is the main reason for investigating the symmetries of the periodic
lattice. We first construct a Birkhoff normal form of the Dirichlet Toda lattice.
3Theorem 1.1. For any fixed γ ∈ R and N ′ ≥ 2, the Dirichlet Toda lattice
admits a Birkhoff normal form. More precisely, there are (globally defined)
canonical coordinates (xk, yk)1≤k≤N ′ so that H
(D)
Toda, when expressed in these
coordinates, is a function of the action variables Ik = (x
2
k+y
2
k)/2 (1 ≤ k ≤ N ′),
H
(D)
Toda = Hγ(I). Moreover, near I = 0, Hγ(I) has an expansion of the form
Nγ2
2
+
√
2 γ
N ′∑
k=1
skIk +
1
16(N ′ + 1)
N ′∑
k=1
I2k +O(I
3), (9)
with sk = sin
kpi
2N ′+2 .
Corollary 1.2. Let γ > 0 be arbitrary. Then the Hessian of Hγ(I) at I = 0 is
given by
d2IHγ(I)|I=0 =
1
32(N ′ + 1)
IdN ′ .
In particular, the frequency map I 7→ ∇IHγ(I) is nondegenerate at I = 0 and
hence, by analyticity, nondegenerate on an open dense subset of RN
′
≥0.
From Theorem 1.1 and Corollary 1.2,we can conclude the following fact on
the application of the classical KAM-theorem (cf. e.g. [14, 19]) and Nekhoro-
shev’s theorem (see e.g. [16, 17, 20, 21, 22, 23]) to the Dirichlet Toda lattice.
Consider the set
Corollary 1.3. For any γ > 0, the classical KAM theorem applies to the Dirich-
let Toda lattice with Hamiltonian H
(D)
Toda given by (7) and boundary conditions
(8) on an open dense subset of R2N
′
. Moreover, Nekhoroshev’s theorem applies
to the Dirichlet Toda lattice on an open neighborhood of the origin in R2N
′
.
Remark 1.4. In addition to Corollary 1.3, we conjecture that Nekhoroshev’s
theorem actually holds on the set
P
• :=
{
(q, p) ∈ R2N ′∣∣ Ik(q, p) > 0 ∀ 1 ≤ k ≤ N ′} .
The proof of this fact, along the lines of an analogous proof for the periodic
lattice in [12], is an ongoing project.
The remainder of this introduction is devoted to an exposition of our results
on the symmetries of the periodic lattice needed for the proof of the above results
on the normal form and perturbations of the Dirichlet lattice. The main tool
for the investigation of the periodic lattice are the (noncanonical) coordinates
(bj, aj)j∈Z introduced by Flaschka [4],
bn := −pn ∈ R, an := αe 12 (qn−qn+1) ∈ R>0 (n ∈ Z).
In these coordinates the Hamiltonian HToda takes the simple form
H =
1
2
N∑
n=1
b2n +
N∑
n=1
a2n, (10)
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and the equations of motion are{
b˙n = a
2
n − a2n−1
a˙n =
1
2an(bn+1 − bn)
(n ∈ Z). (11)
Note that (bn+N , an+N ) = (bn, an) for any n ∈ Z, and
∏N
n=1 an = α
N . Hence we
can identify the sequences (bn)n∈Z and (an)n∈Z with the vectors (bn)1≤n≤N ∈
R
N and (an)1≤n≤N ∈ RN>0. In [7, 8] we studied the normal form of the system
of equations (11) on the phase space
M := RN × RN>0.
This system is Hamiltonian with respect to the nonstandard Poisson structure
J ≡ Jb,a, defined at a point (b, a) = (bn, an)1≤n≤N by
J =
(
0 A
−tA 0
)
, (12)
where A is the b-independent N ×N -matrix
A =
1
2


a1 0 . . . 0 −aN
−a1 a2 0 . . . 0
0 −a2 a3 . . .
...
...
. . .
. . .
. . . 0
0 . . . 0 −aN−1 aN


. (13)
The equations (11) can also be written as b˙n = {bn, H}J , a˙n = {an, H}J for
1 ≤ n ≤ N , where {·, ·}J is the Poisson bracket corresponding to (12).
Since the matrix A defined by (13) has rank N − 1, the Poisson structure J
is degenerate. It admits the two Casimir functions2
C1 := − 1
N
N∑
n=1
bn and C2 :=
(
N∏
n=1
an
) 1
N
. (14)
Let
Mβ,α := {(b, a) ∈M : (C1, C2) = (β, α)}
denote the level set of (C1, C2) for (β, α) ∈ R×R>0. Note that (−β1N , α1N) ∈
Mβ,α where 1N = (1, . . . , 1) ∈ RN . By computing the gradients of C1 and
C2, one can show that the sets Mβ,α are real analytic submanifolds of M of
codimension two. Furthermore the Poisson structure J , restricted to Mβ,α,
becomes nondegenerate everywhere on Mβ,α and therefore induces a symplectic
structure νβ,α on Mβ,α. In this way, we obtain a symplectic foliation of M with
Mβ,α being its (symplectic) leaves.
2A smooth function C : M → R is a Casimir function for J if {C, ·}J ≡ 0.
5In [8] we showed that the periodic Toda lattice admits global Birkhoff coor-
dinates. To state this result, we introduce the model space
P := R2(N−1) × R× R>0
endowed with the degenerate Poisson structure J0 whose symplectic leaves are
R2(N−1) × {β} × {α} endowed with the canonical symplectic structure. More
precisely, in [8] we proved the following result:
Theorem 1.5. There exists a map
Φ : (M, J) → (P, J0)
(b, a) 7→ ((xn, yn)1≤n≤N−1, C1, C2)
with the following properties:
• Φ is a real analytic diffeomorphism.
• Φ is canonical, i.e. it preserves the Poisson brackets. In particular, the
symplectic foliation of M by Mβ,α is trivial.
• The coordinates (xn, yn)1≤n≤N−1, C1, C2 are global Birkhoff coordinates
for the periodic Toda lattice, i.e. the Toda Hamiltonian, when expressed
in these coordinates, takes the form H ◦Φ−1 = Nβ22 +Hα(I), where Hα(I)
is a real analytic function of the action variables
In :=
x2n + y
2
n
2
(1 ≤ n ≤ N − 1), (15)
and where β, α are the values of the Casimirs C1, C2.
Note that on an open dense subset M \Dn of the phase space M, where
Dn := {(b, a) ∈M|In(b, a) = 0} , (1 ≤ n ≤ N − 1) (16)
the coordinates (xn, yn)1≤n≤N−1 are given in terms of action and angle variables
(In, θn)1≤n≤N−1 by
(xn, yn) =
√
In(cos θn, sin θn), (17)
and we have given explicit formulas for these action and angle variables in [7].
On the level of the Flaschka variables (bj , aj)1≤j≤N , the maps T and S
introduced in (4) and (5) are given by T˜ , S˜ : M→M, with S˜(b, a) ≡ (S˜(b), S˜(a))
(analogously for T˜ ) and
(T˜ (b))j = bj+1, (T˜ (a))j = aj+1 (1 ≤ j ≤ N), (18)
(S˜(b))j = −bN−j, (S˜(a))j = aN−j−1 (1 ≤ j ≤ N). (19)
with the indices in (18) and (19) understood mod N . Similarly to Fix(S) defined
above, we denote by Fix(S˜) the subset of all elements (b, a) ∈M satisfying
(bN−j , aN−j) = (−bj , aj+1) for any 1 ≤ j ≤ N. (20)
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In the sequel, we will omit the tilde and write T and S for the operators T˜ and
S˜ on M. Note that the Casimirs C1 and C2 defined in (14) are invariant under
T and S, i.e. for i = 1, 2, Ci(T (b, a)) = Ci(S(b, a)) = Ci(b, a).
In this paper we use the explicit formulas for the action and angle variables
proven in [7] to obtain results on the symmetries of the action and angle variables
of the periodic lattice defined by (17).
Theorem 1.6. The action-angle variables (In, θn)1≤n≤N−1 for the periodic
Toda lattice given by (15) and (17) and the symmetries T and S given in terms
of the Flaschka variables (b, a) by (18) and (19) satisfy the following identities.
For any (b, a) ∈M,
In(T (b, a)) = In(b, a), (21)
In(S(b, a)) = IN−n(b, a). (22)
For any (b, a) ∈M \Dn,
θn(T (b, a)) = θn(b, a) +
2πn
N
(mod 2π). (23)
For any (b, a) ∈M \DN−n,
θn(S(b, a)) = θN−n(b, a) + π − 4πn
N
(mod 2π). (24)
We can also express the symmetry transformations T and S in terms of the
Cartesian coordinates (xn, yn)1≤n≤N−1 of Theorem 1.5, or more conveniently,
in terms of the associated complex coordinates (ζk)1≤|k|≤N−1, defined for 1 ≤
k ≤ N − 1 by {
ζk =
1√
2
(xk − iyk)
ζ−k = ζk = 1√2 (xk + iyk).
(25)
Denote by Z the linear subspace of C2N−2 consisting of such vectors (ζk)1≤|k|≤N−1.
Define the map SZ : Z→ Z, given by
(ζk)1≤|k|≤N−1 7→ (−e4piik/N ζN−k)1≤|k|≤N−1. (26)
Like the map S˜ : M → M, SZ is a linear involution. In fact, the maps S˜ and
SZ are conjugate to each other under the coordinate change of Theorem 1.5:
Theorem 1.7. In terms of the complex variables (ζk)1≤|k|≤N−1 defined by (25)
and the Birkhoff map Φ of Theorem 1.5, the map S is given by SZ. More
precisely,
SZ ◦ Φ = Φ ◦ S. (27)
Related work: Similar results as the ones stated in Theorem 1.6 have been
obtained for the defocusing nonlinear Schro¨dinger equation, see [6]. Besides the
aforementioned application to the lattice with Dirichlet boundary conditions,
7one of the aims of this paper is to show that the technique of expressing sym-
metry properties of a system in terms of action-angle variables and Birkhoff
coordinates can also be applied to a discrete system such as the Toda lattice.
The technique of embedding the phase space of a lattice with Dirichlet bound-
ary conditions into the phase space of the corresponding lattice with periodic
boundary conditions has already been used in the case of arbitrary FPU chains,
see [11, 25]. The Toda lattice is a special case of an FPU chain, however an
especially interesting one due to its integrability properties.
Outline of the paper: In section 2 we review the Lax pair of the periodic Toda
lattice and some auxiliary results on the spectrum of the Jacobi matrix L(b, a)
associated to an element (b, a) ∈M. In particular, we express the symmmetries
T and S in terms of the (periodic and Dirichlet) spectrum of L(b, a). Moreover,
we discuss some important properties of the Riemann surface Σb,a associated
to (b, a) (section 3). In section 4, we use the results of sections 2 and 3 to
prove Theorems 1.6 and 1.7. In section 5, we consider the lattice with Dirichlet
boundary conditions and prove a result similar to Theorem 1.5, on the basis of
which we prove Theorem 1.1 in section 6.
2 Symmetries and spectra
It is well known (cf. e.g. [27]) that the system (11) admits a Lax pair formulation
L˙ = ∂L∂t = [B,L], where L ≡ L+(b, a) is the periodic Jacobi matrix defined by
L±(b, a) :=


b1 a1 0 . . . ±aN
a1 b2 a2
. . .
...
0 a2 b3
. . . 0
...
. . .
. . .
. . . aN−1
±aN . . . 0 aN−1 bN


, (28)
and a skew-symmetric matrix B given in [7]. Hence the flow of L˙ = [B,L] is
isospectral.
Let us now collect a few results from [18] and [27] of the spectral theory of
Jacobi matrices needed in the sequel. Denote by MC the complexification of the
phase space M,
M
C = {(b, a) ∈ C2N : Re aj > 0 ∀ 1 ≤ j ≤ N}.
For (b, a) ∈MC we consider for any complex number λ the difference equation
(Rb,ay)(k) = λy(k) (k ∈ Z) (29)
where y(·) = y(k)k∈Z ∈ CZ and Rb,a is the difference operator
Rb,a = ak−1T−1 + bkT 0 + akT 1 (30)
with Tm denoting the shift operator of order m ∈ Z, in accordance with (4).
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Fundamental solutions: The two fundamental solutions y1(·, λ) and y2(·, λ)
of (29) are defined by the standard initial conditions y1(0, λ) = 1, y1(1, λ) = 0
and y2(0, λ) = 0, y2(1, λ) = 1. For each k ∈ Z, yi(k, λ, b, a), i = 1, 2, is a
polynomial in λ of degree at most k − 1 and depends real analytically on (b, a)
(see [18]). In particular, one easily verifies that y2(N +1, λ, b, a) is a polynomial
in λ of degree N with leading term α−NλN , whereas y1(N, λ) is a polynomial
in λ of degree less than N .
Discriminant: We denote by ∆(λ) ≡ ∆(λ, b, a) the discriminant of (29),
defined by
∆(λ) := y1(N, λ) + y2(N + 1, λ). (31)
In the sequel, we will often write ∆λ for ∆(λ). As y2(N + 1, λ) = α
−NλN + . . .
and y1(N, λ) = O(λ
N−1), ∆(λ, b, a) is a polynomial in λ of degreeN with leading
term α−NλN , and it depends real analytically on (b, a) (see e.g. [27]). According
to Floquet’s Theorem (see e.g. [26]), for λ ∈ R given, (29) admits a periodic or
antiperiodic solution of period N if the discriminant ∆(λ) satisfies ∆(λ) = +2
or ∆(λ) = −2, respectively. These solutions correspond to eigenvectors of L+
or L−, respectively, with L± defined by (28). In particular,
∆(λ) − 2 = α−N
N∏
j=1
(λ− λ+j ), ∆(λ) + 2 = α−N
N∏
j=1
(λ− λ−j ). (32)
It turns out to be more convenient to combine these two cases by considering
the periodic Jacobi matrix Q ≡ Q(b, a) = L((b, b), (a, a)) of size 2N defined by
Q =


b1 a1 . . . 0 0 . . . 0 aN
a1 b2
. . .
... 0 . . . 0
...
. . .
. . . aN−1
...
...
0
. . . aN−1 bN aN . . . 0 0
0 . . . 0 aN b1 a1 . . . 0
0 . . . 0 a1 b2
. . .
...
...
...
...
. . .
. . . aN−1
aN . . . 0 0 0
. . . aN−1 bN


.
Then the spectrum of the matrix Q is the union of the spectra of the matrices
L+ and L− and therefore the zero set of the polynomial ∆2λ − 4. The function
∆2λ − 4 is a polynomial in λ of degree 2N and admits a product representation
∆2λ − 4 = α−2N
2N∏
j=1
(λ− λj). (33)
The factor α−2N in (33) comes from the above mentioned fact that the leading
term of ∆(λ) is α−NλN .
9For any (b, a) ∈ M, the matrix Q is symmetric and hence the eigenvalues
(λj)1≤j≤2N of Q are real. When listed in increasing order and with their alge-
braic multiplicities, they satisfy the following relations (cf. [18])
λ1 < λ2 ≤ λ3 < λ4 ≤ λ5 < . . . λ2N−2 ≤ λ2N−1 < λ2N . (34)
As explained above, the λj are periodic or antiperiodic eigenvalues of L and
thus eigenvalues of L+ or L− according to whether ∆(λj) = 2 or ∆(λj) = −2.
One has (cf. [18])
∆(λ1) = (−1)N · 2, ∆(λ2n) = ∆(λ2n+1) = (−1)n+N · 2, ∆(λ2N ) = 2. (35)
The open intervals (λ2n, λ2n+1) are referred to as the n-th spectral gap and
γn := λ2n+1 − λ2n as the n-th gap length. Note that |∆(λ)| > 2 on the spectral
gaps. We say that the n-th gap is open if γn > 0 and collapsed otherwise.
Generalizing (29), we consider for any 1 ≤ k ≤ N solutions y(·|k) of the
equation (RTk(b,a)y)(n) = λy(n), i.e. the equation
bn+ky(n|k) + an+ky(n+ 1|k) + an+k−1y(n− 1|k) = λy(n|k). (36)
The fundamental solutions y1(·, λ|k) and y2(·, λ|k) are solutions of (36) with the
same standard initial conditions y1(0, λ|k) = 1, y1(1, λ|k) = 0 and y2(0, λ|k) = 0,
y2(1, λ|k) = 1, as in the case k = 0. The following lemma on the (anti)periodic
eigenvalues λj(k) ≡ λj(T k(b, a)) and the discriminant of T (b, a),
∆(λ|k) := ∆λ(T k(b, a)) = y1(N |k) + y2(N + 1|k)
is shown in ([27], section 4.2).
Lemma 2.1. The discriminant is invariant under the translation map T , i.e.
for any λ ∈ R,
∆(λ|k) = ∆(λ).
Consequently, for any 1 ≤ j ≤ 2N ,
λj(k) = λj(0) = λj .
Let us now describe the behavior of these quantities under the symmetry
transformation S.
Lemma 2.2. Let λ ∈ spec Q(b, a). Then −λ ∈ spec Q(S(b, a)).
Proof. If λ ∈ spec Q(b, a), there exists v(n)n∈Z such that v(n+N) = ±v(n) for
any n ∈ Z and L(b, a)v = λv, i.e. v is an N -periodic or antiperiodic eigenvector
of L±(b, a). Then w(n)n∈Z, defined by w(k) := (−1)k+1v(k), is an N -periodic
or antiperiodic eigenvector of L±(S(b, a)) to the eigenvalue −λ, which can be
checked by a direct computation.
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Lemma 2.3. Let (b, a) ∈M. Then for any 1 ≤ j ≤ 2N ,
λj(S(b, a)) = −λ2N+1−j(b, a). (37)
If N is even, for any 1 ≤ j ≤ N ,
λ+j (S(b, a)) = −λ+N+1−j(b, a), λ−j (S(b, a)) = −λ−N+1−j(b, a), (38)
and if N is odd, for any 1 ≤ j ≤ N ,
λ+j (S(b, a)) = −λ−N+1−j(b, a), λ−j (S(b, a)) = −λ+N+1−j(b, a). (39)
Moreover, for any 1 ≤ k ≤ N − 1,
γk(S(b, a)) = γN−k(b, a). (40)
Proof. It follows from Lemma 2.2 that
{λj(S(b, a))|1 ≤ j ≤ 2N} = {−λj(b, a)|1 ≤ j ≤ 2N}.
Because of the ordering of the eigenvalues described in (34), (37) follows. The
statements (38) and (39) follow from the ordering of periodic and anti-periodic
eigenvalues described in (35). The statement (40) on the gap lengths follows
from (37).
Corollary 2.4. For any (b, a) ∈M,
∆λ(S(b, a))∓ 2 = (−1)N∆−λ(b, a)∓ 2, (41)
and hence, with ∆˙λ = ∂λ∆λ,
∆˙λ(S(b, a)) = (−1)N+1∆˙−λ(b, a) (42)
as well as
∆2λ(S(b, a))− 4 = ∆2−λ(b, a)− 4. (43)
Proof. Since (42) and (43) immediately follow from (41), it suffices to prove the
latter formula. By (32), we have
∆λ(S(b, a))∓ 2 = α−N
N∏
j=1
(λ− λ±j (S(b, a)).
If N is even, it follows from (38) that
∆λ(S(b, a))∓ 2 = α−N
N∏
j=1
(λ+ λ±N+1−j(b, a))
= α−N
N∏
j=1
(λ+ λ±j (b, a))
= α−N
N∏
j=1
(
(−1)((−λ)− λ±j (b, a))
)
= (−1)N(∆−λ(b, a)∓ 2).
11
This proves (41) for even N . For odd N , one uses (39) instead of (38) to obtain
(41) in an analogous computation.
Dirichlet eigenvalues: For (b, a) ∈M, the set Iso(b, a) of all elements (b′, a′) ∈
so that Q(b′, a′) has the same spectrum as Q(b, a) is described with the help of
the Dirichlet eigenvalues µ1 < µ2 < . . . < µN−1 of (29) defined by
y1(N + 1, µn) = 0. (44)
They coincide with the eigenvalues of the (N−1)×(N−1)-matrix L2 = L2(b, a)
given by 

b2 a2 0 . . . 0
a2 b3
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . aN−1
0 . . . 0 aN−1 bN


. (45)
In the sequel, we will also refer to µ1, . . . , µN−1 as the Dirichlet eigenvalues of
L(b, a). It is shown in [7] that everywhere in the real phase space M and for
any 1 ≤ n ≤ N − 1, λ2n ≤ µn ≤ λ2n+1.
We now consider the behaviour of the µn’s under the transformations T
k
and S for any 1 ≤ k ≤ N − 1, i.e. µn(T k(b, a))) and µn(Sk(b, a))); we write
µn(k) = µn(T
k(b, a))) and µn(S) = µn(S(b, a))) in the sequel. By the definition
(44), these quantities satisfy are defined by
y1(N + 1, µn(k)|k) = 0, y1(N + 1, µn(S);S(b, a)) = 0.
As in the general case, for any 1 ≤ n, k ≤ N − 1, λ2n(k) ≤ µn(k) ≤ λ2n+1(k),
and analogously for µn(S). Therefore, by Lemma 2.1,
λ2n ≤ µn(k) ≤ λ2n+1.
In general however, µn 6= µn(k) and µn 6= µn(S). The following lemma gives a
connection between the µn(k)’s and the µn(S)’s.
Lemma 2.5. For any 1 ≤ n ≤ N − 1,
µn(S) = −µN−n(N − 2). (46)
Proof. As mentioned above, the µj ’s coincide with the eigenvalues of the matrix
L2 = L2(b, a) given by (45). It follows that the µj(S)’s are the eigenvalues of
the matrix L˜2 = L2(S(b, a)), given by (recall the formula (19) for S(b, a))
L˜2 =


−bN−2 aN−3 0 . . . 0
aN−3
. . .
. . .
. . .
...
0
. . .
. . . a1 0
...
. . . a1 −b1 aN
0 . . . 0 aN −bN


.
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If a real number µ is an eigenvalue of L˜2, then −µ is an eigenvalue of the related
matrix 

bN−2 aN−3 0 . . . 0
aN−3 bN−3
. . .
. . .
...
0
. . .
. . . a1 0
...
. . . a1 b1 aN
0 . . . 0 aN bN


, (47)
which can be shown by explicitly constructing appropriate eigenvectors. The
matrix (47) however is identical to the matrix L2
(
TN−2(b, a)
)
. This proves (46)
and therefore Lemma 2.5.
3 Symmetries and Riemann surfaces
Denote by Σb,a the Riemann surface obtained as the compactification of the
affine curve
Cb,a := {(λ, z) ∈ C2 : z2 = R(λ)} (48)
for
R(λ) := ∆2λ(b, a)− 4 = α−2N
2N∏
j=1
(λ− λj(b, a)) (49)
by (33). Note that Cb,a is a two-sheeted curve with the ramification points
(λi, 0)1≤i≤2N , identified with λi in the sequel, and that Cb,a and Σb,a are spec-
tral invariants; the Riemann surface Σb,a is obtained from Cb,a by adding two
(unramified) points at infinity, ∞+ and ∞−, one on each of the two sheet, i.e.
Σb,a := Cb,a ∪ {∞+,∞−}.
Strictly speaking, Σb,a is a Riemann surface only if the spectrum of Q(b, a)
is simple. If the spectrum of Q(b, a) is not simple, Σ(b, a) becomes a Riemann
surface after doubling the multiple eigenvalues - see e.g. section 2 of [15]. We
will encounter this case in the discussion of Fix(S) in section ??. For the rest
of this section, we however assume that (b, a) ∈M•, where
M
• = M \
N−1⋃
n=1
Dn (50)
for the sets (Dn)1≤n≤N−1 defined by (16). Since In(b, a) = 0 iff λ2n(b, a) =
λ2n+1(b, a) (cf. [7] or the formula (80) for In cited below), (b, a) ∈ M• iff all
gaps in the spectrum of Q(b, a) are open, or equivalently, if the spectrum of
Q(b, a) is simple.
Lemma 3.1. Let (b, a) ∈M•. Then
(i) ΣT (b,a) = Σb,a,
(ii) ΣS(b,a) ∼= Σb,a.
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Proof. (i) This follows from the invariance of ∆2λ(b, a)− 4 under T (see Lemma
2.1).
(ii) By Corollary 2.4, in particular equation (43), (λ, z) ∈ ΣS(b,a) if and only
if (−λ, z) ∈ Σb,a. This proves the claim.
Dirichlet divisors: To the Dirichlet eigenvalues (µn)1≤n≤N−1 we associate
the points (µ∗n)1≤n≤N−1 on the surface Σb,a,
µ∗n :=
(
µn, ∗
√
∆2µn − 4
)
with ∗
√
∆2µn − 4 := y1(N,µn)− y2(N + 1, µn),
(51)
where we used that ∆2µn − 4 = (y1(N,µn)− y2(N + 1, µn))
2
.
Lemma 3.2. For any (b, a) ∈M• and any 1 ≤ k ≤ N − 1,
∗
√
∆2µk − 4 =
1
2αN
µ˙k
∏
1≤l≤N−1
l 6=k
(µk − µl). (52)
Proof. By the definition (51) of the starred square root, we have to consider
y1(N,µk) − y2(N + 1, µk). One can show (see [27], section 4.6) that (with the
notation · = ∂∂t )
y1(N,µk)− y2(N + 1, µk) = 1
2aN
y˙1(N + 1, µk). (53)
To evaluate the right hand side of the last identity, again following [27], first
note that we can write
y1(N + 1, λ) = −aN
A
N−1∏
j=1
(λ− µj), (54)
The identity (54) follows from y1(n, λ) = − aNαN (λn−2−O(λn−3)) and the defining
property y1(N + 1, µk) = 0. Differentiating (54) with respect to time and
evaluating at λ = µk, we obtain
y˙1(N + 1, µk) =
aN
A
µ˙k
∏
1≤l≤N−1
l 6=k
(µk − µl). (55)
Combining the definition (51), (53), and (55), we obtain (52).
It follows from Lemma 3.2 that
∗
√
∆2µk(S)(S)− 4 =
1
2αN
µ˙k(S)
∏
1≤l≤N−1
l 6=k
(µk(S)− µl(S)).
14 3 SYMMETRIES AND RIEMANN SURFACES
Consequently, by Lemma 2.5,
∗
√
∆2µk(S)(S)− 4= −
µ˙N−k(N−2)
2αN
∏
1≤l≤N−1
l 6=k
(−µN−k(N−2) + µN−l(N−2))
=
(−1)N+1
2αN
µ˙N−k(N−2)
∏
1≤l≤N−1
l 6=N−k
(µN−k(N−2)−µl(N−2)).
On the other hand, it follows directly from (52) that
∗
√
∆2µN−k(N−2)(N − 2)− 4 =
µ˙N−k(N−2)
2αN
∏
1≤l≤N−1
l 6=N−k
(µN−k(N−2)− µl(N−2)).
Hence we have the identity
∗
√
∆2µk(S)(S)− 4 = (−1)
N+1 · ∗
√
∆2µN−k(N−2)(N − 2)− 4, (56)
which we will use for the computation of θn(S(b, a)) (see section 4).
Canonical sheet and canonical root: For (b, a) ∈ M• the canonical sheet
of Σb,a is given by the set of points (λ,
c
√
∆2λ − 4) in Cb,a, where the c-root
c
√
∆2λ − 4 is defined on C \
⋃N
n=0(λ2n, λ2n+1) (with λ0 := −∞ and λ2N+1 :=∞)
and determined by the sign condition
− i c
√
∆2λ − 4 > 0 for λ2N−1 < λ < λ2N . (57)
As a consequence one has for any 1 ≤ n ≤ N
sign c
√
∆2λ−i0 − 4 = (−1)N+n−1 for λ2n < λ < λ2n+1. (58)
Cycles on Σb,a: It is convenient to introduce the projection π ≡ πb,a :
Cb,a → C onto the λ-plane, i.e. πb,a(λ,w) = λ and its extension to a map
πb,a : Σb,a → C ∪ {∞}, where πb,a(∞±) =∞.
We now introduce the cycles (ck)1≤k≤N−1 and (dk)1≤k≤N−1 on Σb,a. Denote
by (ck)1≤k≤N−1 the cycles on the canonical sheet of Cb,a so that π(ck) is a
counterclockwise oriented closed curve in C, containing in its interior the two
ramification points λ2k and λ2k+1, whereas all other ramification points are
outside of π(ck).
Denote by (dk)1≤k≤N−1 pairwise disjoint cycles on Cb,a \ {(λk)1≤k≤N−1}
so that for any 1 ≤ n, k ≤ N − 1, the intersection indices with the cycles
(cn)1≤n≤N−1 with respect to the orientation on Σb,a, induced by the complex
structure, are given by cn ◦ dk = δnk. In order to be more precise, choose the
cycles dk in such a way that (i) the projection πb,a(dk) of dk is a smooth, convex
counterclockwise oriented curve in C\((λ1, λ2k)∪(λ2k+1,∞)) and (ii) the points
of dk whose projection by πb,a onto the λ-plane have a negative imaginary part
lie on the canonical sheet of Σb,a.
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Abelian differentials: Let (b, a) ∈ M• and 1 ≤ n ≤ N − 1. Then there
exists a unique polynomial ψn(λ) of degree at most N − 2 such that for any
1 ≤ k ≤ N − 1
1
2π
∫
ck
ψn(λ)√
∆2λ − 4
dλ = δkn. (59)
Using the definition of the cycles ck given above, we can rewrite (59) as
1
π
∫ λ2k+1
λ2k
ψn(λ)
c
√
∆2λ−i0 − 4
dλ = δkn. (60)
The coefficients of the polynomials ψn(λ) can be computed explicitly, see e.g.
Appendix A of [26].
Alternatively, we can rewrite (59) such that the differentials (ηn)1≤n≤N−1
on Σb,a defined by
ηn =
1
2π
ψn(λ)√
∆2λ − 4
dλ (61)
satisfy the conditions ∫
ck
ηn = δkn ∀ 1 ≤ k, n ≤ N − 1
and are therefore a base of normalized Abelian differentials of the first kind on
Σb,a. For the dl-periods of the differentials (ηk)1≤k≤N−1, we write
τlk =
∫
dl
ηk. (62)
Note that (see also Appendix A of [26]) for any 1 ≤ l, k ≤ N − 1 and any
(b, a) ∈M•,
τlk ∈ iR. (63)
Lemma 3.3. Let (b, a) ∈M•. Then for any real λ,
(i) ψn(λ)(T (b, a)) = ψn(λ)(b, a),
(ii) ψn(λ)(S(b, a)) = (−1)NψN−n(−λ)(b, a).
Proof. The statement (i) follows from the invariance of the λj ’s, the discriminant
∆λ, and the surface Σb,a under the translation map T , as stated in Lemma 2.1.
It thus remains to prove (ii). By (60) and the sign condition (58), ψn(λ)(S(b, a))
must satisfy the identity
1
π
∫ λ2k+1(S(b,a))
λ2k(S(b,a))
ψn(λ)(S(b, a))
+
√
∆2λ(S(b, a))− 4
dλ = (−1)N+k+1δkn. (64)
Substituting the claimed formula for ψn(λ)(S(b, a)) into the left hand side of
(64), it follows from Lemma 2.3 and Corollary 2.4, in particular equations (37)
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and (43), that
1
π
∫ λ2k+1(S)
λ2k(S)
(−1)NψN−n(−λ)
+
√
∆2λ(S)− 4
dλ =
(−1)N
π
∫ −λ2N−2k
−λ2N+1−2k
ψN−n(−λ)
+
√
∆2−λ − 4
dλ.
By making the substitution λ 7→ −λ and reversing the integration direction in
the integral on the right hand side of the last identity, we obtain
1
π
∫ λ2k+1(S)
λ2k(S)
(−1)NψN−n(−λ)
+
√
∆2λ(S)− 4
dλ =
(−1)N
π
∫ λ2(N−k)+1
λ2(N−k)
ψN−n(λ)
+
√
∆2λ − 4
dλ
Again by (60) and (58), the integral on the right hand side of the last equation
equals π · (−1)N+(N−k)+1δN−k,N−n, hence we obtain
1
π
∫ λ2k+1(S(b,a))
λ2k(S(b,a))
(−1)NψN−n(−λ)(b, a)
+
√
∆2λ(S(b, a))− 4
dλ = (−1)N · (−1)N+(N−k)+1δN−k,N−n
= (−1)N+k+1δkn, (65)
thus satisfying the required identity (64).
By definition, ψn(λ) is a polynomial in λ of maximal degree N − 2 for any
1 ≤ n ≤ N − 1. Hence the map λ 7→ (−1)NψN−n(−λ) has the same property
for any 1 ≤ n ≤ N − 1. Together with (65), this proves the lemma.
In addition to the differentials (ηn)1≤n≤N−1 defined by (59) and (61), we
need the special differentials
Ω1 = − 1
N
∆˙λ√
∆2λ − 4
dλ, (66)
Ω2 = − 1
N
(
λ∆˙λ√
∆2λ − 4
dλ−
N−1∑
n=1
In
ψn(λ)√
∆2λ − 4
)
. (67)
We proved in [12] the following lemma on Ω1 and Ω2:
Lemma 3.4. The Abelian differentials Ω1 and Ω2 on Σb,a have the following
properties:
(i) Ω1 and Ω2 are holomorphic on Σb,a except at ∞+ and ∞− where in the
standard charts, Ωi admit an expansion of the form
Ω1 = ∓
(
−1
z
+ e1 +O(z)
)
dz
(
= ∓
(
1
λ
− e1
λ2
+O
(
1
λ3
))
dλ
)
(68)
and
Ω2 = ∓
(
− 1
z2
+ f1 +O(z)
)
dz
(
= ∓
(
1 +O
(
1
λ2
))
dλ
)
.
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(ii) Ω1 and Ω2 satisfy the normalization condtions∫
ck
Ωi = 0 ∀ 1 ≤ k ≤ N − 1, i = 1, 2. (69)
(iii) When expressed in the local coordinate λ, on each of the two sheets,∫ λ
E2N
Ω1 admits an asymptotic expansion as λ→∞ (λ real) of the form∫ λ
E2N
Ω1 = ∓
(
logλ+ e0 + e1
1
λ
+ . . .
)
. (70)
On Σb,a \ {λ1, . . . , λ2N}, Ω1 and Ω2 take the form Ωi = χi(λ)√
R(λ)
dλ (i = 1, 2),
where χi(λ) are polynomials in λ of the form χ1(λ) = λ
N−1 + eλN−2 + . . .
and χ2(λ) = λ
N + fλN−1 + . . .. Note that Ω1 and Ω2 do not depend on α.
Conversely, (i) and (ii) uniquely determine Ω1 and Ω2.
For any 1 ≤ k ≤ N − 1, introduce the dk-periods of Ω1 and Ω2,
Uk :=
∫
dk
Ω1; Vk :=
∫
dk
Ω2. (71)
In [12], we proved the following results on Uk and Vk for 1 ≤ k ≤ N − 1;
recall from Theorem 1.5 that Hα is the Toda Hamiltonian expressed in Birkhoff
coordinates, H ◦ Φ−1 = Nβ22 +Hα(I):
Proposition 3.5. For any (b, a) ∈M• and any 1 ≤ k ≤ N − 1,
Uk =
2πik
N
, Vk =
2
i
ωk.
where ωk is the Toda frequency ωk = ∂IkHα.
For an arbitrary differential Ω on Σb,a with poles at the points Pj and cor-
responding residues Cj (for 1 ≤ j ≤ m), the dk-periods are given by∫
dk
Ω = 2πi
m∑
j=1
Cj
∫ Pj
P0
ηk (72)
for some base point P0. This follows from the Riemann bilinear relations, for
details see ([27], section 4.4).
The next lemma establishes an important relation between the Dirichlet
eigenvalues (µk)1≤k≤N−1 and their “shifted” analogues (µk(j))1≤k≤N−1 (recall
the notation µk(j) = µk(T
j(b, a))). We will use Lemma 3.6 for the computation
of θn(T (b, a)) and θn(S(b, a)) (see section 4).
Lemma 3.6. Let (b, a) ∈M•. For any 1 ≤ n, j ≤ N − 1,
N−1∑
k=1
∫ µ∗k(j)
µ∗
k
ψN−n(λ)√
∆2λ − 4
dλ mod 2π =
2πjn
N
+ iR. (73)
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Proof. This follows from a certain relation between µj(k) and µj(0) = µj for
any fixed indices 1 ≤ j, l ≤ N − 1, namely
N−1∑
k=1
∫ µk(j)
µ0
ηl = j
∫ ∞−
∞+
ηl +
N−1∑
k=1
∫ µk(0)
µ0
ηl −
N−1∑
k=1
nkτlk +ml. (74)
Here µ0 is an arbitrarily chosen fixed point on the surface Σb,a, the coefficients
nk and ml are integers, and the differentials ηk and their dl-periods τlk have
been defined in (61) and (62), respectively. The points µk(j) and µk(0) have to
be taken on the same sheet of Σb,a in order for (74) to hold.
The proof of (74) follows from an application of (72) to the differential
ω(k) =
(
d
dλ
ln y(k + 1, λ)
)
dλ,
where y(·, λ) is constructed from “Bloch eigenfunctions” of the difference equa-
tion (29), see [3] or ([27], section 4.3) for further details.
Setting l = N − n in (74), using the definition (61) of the differentials ηl,
and eliminating the free base point µ0, we obtain
N−1∑
k=1
∫ µk(j)
µk
ψN−n(λ)√
∆2λ − 4
dλ = 2π
(
j
∫ ∞−
∞+
ηN−n −
N−1∑
k=1
nkτN−n,k +mN−n
)
.
Replacing µk and µk(j) by µ
∗
k and µ
∗
k(j), i.e. choosing the sheet of Σb,a on
which the square root is given by the starred root defined in (51), we obtain
N−1∑
k=1
∫ µ∗k(j)
µ∗
k
ψN−n(λ)√
∆2λ − 4
dλ = 2π
(
j
∫ ∞−
∞+
ηN−n −
N−1∑
k=1
nkτN−n,k +mN−n
)
. (75)
To prove Lemma 3.6, it thus remains to compute the right hand side of (75)
mod 2π. We first compute
∫∞−
∞+ ηN−n. It follows from Proposition 3.5 that∫
dl
Ω1 =
2πi · l
N
. (76)
On the other hand, by formula (68) from Lemma 3.4, Ω1 has poles at ∞+ and
∞− with residues 1 and −1, respectively. Therefore, by (72),
∫
dl
Ω1 = −2πi
∫ ∞−
∞+
ηl. (77)
Hence for any 1 ≤ j ≤ N − 1, by setting l = N − n in (76) and (77) we obtain
j
∫ ∞−
∞+
ηN−n = − 1
2πi
·j ·
∫
dN−n
Ω1 = − 1
2πi
·j · 2πi(N − n)
N
= − j(N − n)
N
. (78)
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It follows that
2πj
∫ ∞−
∞+
ηN−n mod 2π = −2πj(N − n)
N
mod 2π =
2πjn
N
mod 2π.
Returning to the right hand side of (75), recall from (74) that mN−n is an
integer, hence 2πmN−n ≡ 0 mod 2π. Moreover, recall from (63) that τlk ∈ iR
for any 1 ≤ l, k ≤ N − 1. Hence, since the nk’s are real, it follows that
2π
(
−
N−1∑
k=1
nkτN−n,k +mN−n
)
mod 2π ∈ iR. (79)
Combining (78) and (79), we obtain (73) and therefore Lemma 3.6.
4 Symmetries in action-angle variables
Actions Recall from [7] (see also [8]) that, for (b, a) ∈M, the action variables
(Ik)1≤k≤N−1 are given by
Ik(b, a) =
1
π
∫ λ2k+1(b,a)
λ2k(b,a)
arcosh
∣∣∣∣∆λ(b, a)2
∣∣∣∣ dλ. (80)
Proposition 4.1. For any (b, a) ∈M and any 1 ≤ k ≤ N − 1,
(i) Ik(T (b, a)) = Ik(b, a), (81)
(ii) Ik(S(b, a)) = IN−k(b, a). (82)
Proof. Formula (81) follows from the fact that all quantities appearing on the
right hand side of the definition (80) of Ik(b, a) (i.e. λ2k, λ2k+1, and ∆λ) are
invariant under the transformation T (see Lemma 2.1). We thus turn to (82).
Applying (80) to S(b, a), it follows that
Ik(S(b, a)) =
1
π
∫ λ2k+1(S(b,a))
λ2k(S(b,a))
arcosh
∣∣∣∣∆λ(S(b, a))2
∣∣∣∣ dλ.
By Lemma 2.3 and Corollary 2.4, it follows that
Ik(S(b, a)) =
1
π
∫ −λ2N−2k(b,a)
−λ2N−2k+1(b,a)
arcosh
∣∣∣∣∆−λ(b, a)2
∣∣∣∣ dλ.
Making in the integral the substitution λ 7→ −λ and reversing the integration
direction, we obtain
Ik(S(b, a)) =
1
π
∫ λ2N−2k+1(b,a)
λ2N−2k(b,a)
arcosh
∣∣∣∣∆λ(b, a)2
∣∣∣∣ dλ
= IN−k(b, a),
again by the definition (80) of the action variables. This proves (82).
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Angles To prove (24), we proceed in a similar fashion. We recall from [7] that
the angle variables (θn)1≤n≤N−1 are given by θn =
∑N
k=1 β
n
k mod 2π, where
βnk =
∫ µ∗k
λ2k
ψn(λ)√
∆2λ − 4
dλ (k 6= n), βnn =
∫ µ∗n
λ2n
ψn(λ)√
∆2λ − 4
dλ mod 2π. (83)
Note that these integrals are integrals on the Riemann surface Σb,a, and θn(b, a)
is only defined in the case In(b, a) 6= 0.
Proposition 4.2. For any (b, a) ∈ M• and any 1 ≤ n ≤ N − 1, the angles
θn(T (b, a)) and θn(S(b, a)) are given by
(i) θn(T (b, a)) = θn(b, a) +
2πn
N
mod 2π, (84)
(ii) θn(S(b, a)) = θN−n(b, a) + π − 4πn
N
mod 2π. (85)
Proof. By (83),
βnk (T (b, a)) =
∫ µ∗k(T (b,a))
λ2k(T (b,a))
ψn(λ)(T (b, a))√
∆2λ(T (b, a))− 4
dλ. (86)
and
βnk (S(b, a)) =
∫ µ∗k(S(b,a))
λ2k(S(b,a))
ψn(λ)(S(b, a))√
∆2λ(S(b, a))− 4
dλ. (87)
Let us first compute βnk (T (b, a)). By Lemma 2.1 and Lemma 3.3 (i), we can
rewrite (86) as
βnk (T (b, a)) =
∫ µ∗k(T (b,a))
λ2k(b,a)
ψn(λ)(b, a)√
∆2λ(b, a)− 4
dλ.
Writing µk(1) = µk(T
1(b, a)) = µk(T (b, a)), it follows that
βnk (T (b, a)) =
(∫ µ∗k
λ2k
+
∫ µ∗k(1)
µ∗
k
)
ψn(λ)(b, a)√
∆2λ(b, a)− 4
dλ
Therefore
βnk (T (b, a)) = β
n
k (b, a) +
∫ µ∗k(1)
µ∗
k
ψn(λ)(b, a)√
∆2λ(b, a)− 4
dλ.
Taking the sum over all indices 1 ≤ k ≤ N − 1, we obtain, using the definition
of the angle variable θn,
θn(T (b, a)) = θn(b, a) +
N−1∑
k=1
∫ µ∗k(1)
µ∗
k
ψn(λ)(b, a)√
∆2λ(b, a)− 4
dλ mod 2π. (88)
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We see that the sum on the right hand side of (88) is real, hence by Lemma 3.6
(in the case j = 1), this sum (mod 2π) equals 2pinN , and therefore
θn(T (b, a)) = θn(b, a) +
2πn
N
mod 2π,
as claimed. This proves (84).
We now turn to the proof of (85). Reformulating (87) as a real integral, we
have
βnk (S(b, a)) = ǫS(k)
∫ µk(S(b,a))
λ2k(S(b,a))
ψn(λ)(S(b, a))
+
√
∆2λ(S(b, a))− 4
dλ,
where ǫS(k) ∈ {±1}, and where we denote by +
√· the standard square root on
R≥0. The sign of ǫS(k) is the sign of the starred square root ∗
√
∆2µn(S(b, a))− 4
and will be discussed below. Further we compute
(−1)Nβnk (S(b, a)) = ǫS(k)
∫ µk(S(b,a))
λ2k(S(b,a))
ψN−n(−λ)(b, a)
+
√
∆2−λ(b, a)− 4
dλ
= ǫS(k)
∫ −µN−k(TN−2(b,a))
−λ2N+1−2k(b,a)
ψN−n(−λ)(b, a)
+
√
∆2−λ(b, a)− 4
dλ
= ǫS(k)
∫ λ2N+1−2k(b,a)
µN−k(TN−2(b,a))
ψN−n(λ)(b, a)
+
√
∆2λ(b, a)− 4
dλ,
using Corollary 2.4 and Lemma 3.1 in the first, Lemmas 2.3 and 2.5 in the
second, and a substitution λ 7→ −λ together with a reverse integration order in
the third step.
Next we replace λ2N+1−2k(b, a) by λ2N+1−2k
(
TN−2(b, a)
)
, and analogously
for ψN−n(λ)(b, a) and ∆2λ(b, a)−4. By Lemmas 2.1 and 3.3, this leaves all these
quantities invariant. Hence
(−1)Nβnk (S(b, a)) = ǫS(k)
∫ λ2N+1−2k(TN−2(b,a))
µN−k(TN−2(b,a))
ψN−n(λ)
(
TN−2(b, a)
)
+
√
∆2λ (T
N−2(b, a))− 4 dλ.
It follows that we have, writing (N − 2) instead of TN−2(b, a) and using (60),
(−1)Nβnk (S(b, a)) = ǫS(k)
(∫ λ2N+1−2k(N−2)
λ2N−2k(N−2)
−
∫ µN−k(N−2)
λ2N−2k(N−2)
)
ψN−n(λ)(N−2)
+
√
∆2λ(N−2)−4
dλ
=±πδN−k,N−n − ǫS(k)
∫ µN−k(N−2)
λ2N−2k(N−2)
ψN−n(λ)(N − 2)
+
√
∆2λ(N − 2)− 4
dλ,
Up to an integer multiple of 2π (and since δN−k,N−n = δkn), it follows that
(−1)Nβnk (S(b, a)) = πδkn − ǫS(k)
∫ µN−k(N−2)
λ2N−2k(N−2)
ψN−n(λ)(N − 2)
+
√
∆2λ(N − 2)− 4
dλ
= πδkn − ǫS(k)ǫTN−2(N−k)
∫ µ∗N−k(N−2)
λ2N−2k(N−2)
ψN−n(λ)(N−2)√
∆2λ(N−2)−4
dλ,
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where the value of ǫTN−2(N − k) ∈ {±1} depends on the sign of the starred
square root ∗
√
∆2µN−k(T
N−2(b, a))− 4. Note that the last integral is again an
integral on the Riemann surface Σb,a (recall from Lemma 3.1 that ΣT (b,a) =
Σb,a).
In order to gain information on ǫS(k)ǫTN−2(N − k), we conclude from (56)
that
ǫS˜(k) = (−1)N+1ǫTN−2(N − k).
Together with the fact that ǫS˜(k), ǫTN−2(N − k) ∈ {±1}, this shows that
ǫS(k)ǫTN−2(N − k) = (−1)N+1.
It follows that
βnk (S(b, a)) = πδkn +
∫ µ∗N−k(N−2)
λ2N−2k(N−2)
ψN−n(λ)(N − 2)√
∆2λ(N − 2)− 4
dλ
= πδkn +
∫ µ∗N−k(N−2)
λ2N−2k
ψN−n(λ)√
∆2λ − 4
dλ,
again using the invariance of the quantities ∆λ, λ2N−2k, and ψj(λ) under the
shift map T (Lemma 2.1, Lemma 3.3). Next,
βnk (S(b, a)) = πδkn +
∫ µ∗N−k(N−2)
λ2N−2k
ψN−n(λ)√
∆2λ − 4
dλ
= πδkn +
(∫ µ∗N−k
λ2N−2k
+
∫ µ∗N−k(N−2)
µ∗
N−k
)
ψN−n(λ)√
∆2λ − 4
dλ
= βN−nN−k (b, a) + πδkn +
∫ µ∗N−k(N−2)
µ∗
N−k
ψN−n(λ)√
∆2λ − 4
dλ.
By definition of the angle variables θn, θn(S(b, a)) =
∑N−1
k=1 β
n
k (S(b, a)) mod 2π.
Therefore, mod 2π,
θn(S(b, a)) =
N−1∑
k=1
(
πδkn + β
N−n
N−k (b, a) +
∫ µ∗N−k(N−2)
µ∗
N−k
ψN−n(λ)√
∆2λ − 4
dλ
)
= π +
N−1∑
k=1
βN−nN−k (b, a) +
N−1∑
k=1
(∫ µ∗N−k(N−2)
µ∗
N−k
ψN−n(λ)√
∆2λ − 4
dλ
)
= θN−n(b, a) + π +
N−1∑
k=1
(∫ µ∗k(N−2)
µ∗
k
ψN−n(λ)√
∆2λ − 4
dλ
)
. (89)
To evaulate the sum on the right hand side of (89), we first conclude from (89)
that this sum is real and then use Lemma 3.6 (for j = N − 2) to evaulate it.
We obtain, again mod 2π,
θn(S(b, a)) = θN−n(b, a) + π +
2π(N − 2)n
N
= θN−n(b, a) + π − 4πn
N
.
23
This proves (85) and completes the proof of Proposition 4.2.
Proof of Theorem 1.6. The statements (21) and (22) on the action variables of
T (b, a) and S(b, a) follow from Proposition 4.1. In the case (b, a) ∈ M•, and
therefore also S(b, a) ∈M•, the statements (23) and (24) on the angle variables
of T (b, a) and S(b, a) follow from Proposition 4.2. In the general case, the same
holds by by a continuity argument, since M• is dense in M \Dn, and the angle
variables are continuous functions on their domains of definition.
Proof of Theorem 1.7. To prove (27), we have to show that for any 1 ≤ |k| ≤
N − 1, we have the identities (SZ(ζ(b, a)))k = ζk (S(b, a)). Using the definition
(26) of the map SZ, this amounts to proving that for any 1 ≤ |k| ≤ N − 1,
− e4piik/N ζN−k(b, a) = ζk (S(b, a)) . (90)
From the formulas (22) and (24) from Theorem 1.6 for the actions Ik (S(b, a))
and the angles θk (S(b, a)), respectively, and using{
ζk =
√
2Ike
−iθk
ζ−k =
√
2Ike
iθk , (91)
(a consequence of (17) and (25)), it follows that
ζk (S(b, a)) =
√
2Ik (S(b, a))e
−iθk(S(b,a))
=
√
2IN−k(b, a) · e−i(θN−k(b,a)+pi−4pik/N)
= −e4piik/N ·
√
2IN−k(b, a) · e−iθN−k(b,a)
= −e4piik/N · ζN−k(b, a).
This is the required identity (90).
Corollary 4.3. For any (b, a) ∈ Fix(S),
(i) Ik(b, a) = IN−k(b, a) for any 1 ≤ k ≤ N − 1.
(ii) λj(b, a) = −λ2N+1−j(b, a) for any 1 ≤ j ≤ 2N .
(iii) IN
2
(b, a) = 0 and λN (b, a) = λN+1(b, a) = 0, if N is even.
Proof. The statement (i) directly follows from the identity (82) of Proposition
4.1, and (ii) is an immediate consequence of the identity (37) of Lemma 2.3. To
prove (iii), note that it follows from Theorem 1.7 that by the Birkhoff map Φ,
the set Fix(S) is mapped to the set Fix(SZ) ⊆ Z, described (by the definition
(26) of SZ) by the equations
ζk = −e−4piik/N ζN−k ∀1 ≤ |k| ≤ N − 1. (92)
In the case k = N2 , (92) becomes ζN/2 = −ζN/2 and hence ζN/2 = 0. By the
definition (25) of the ζk’s, the action variables (Ik)1≤k≤N−1 can be written as
Ik = ζkζ−k = |ζk|2, and thus ζN/2 = 0 implies IN/2 = 0. From this it follows
directly that λN = λN+1 (recall that In = 0 iff γn = 0). By (ii), we know that
λN = −λN+1, and λN = λN+1 = 0 follows.
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A sharper version of Corollary 4.3 is the following characterization of the set
Fix(S) in terms of the action and angle variables Ik and θk.
Proposition 4.4. Let Φ denote the Birkhoff map of Theorem 1.5, and let
Fix(S)α = Fix(S) ∩M0,α for any fixed α > 0. Then
Fix(S)α =
{
Φ−1
((
+
√
2Ike
iθk
)
1≤k≤N−1
, 0, α
)∣∣∣∣ IN−k = Ik ∀1 ≤ k ≤ N − 1,
θN−k = θk + π +
4πk
N
mod 2π ∀ k : Ik 6= 0
}
. (93)
Proof. Let P denote the set on the right hand side of (93). That Fix(S) ⊆ P
follows in the same way as Lemma 4.3 (i) from the identites (82) and (85) of
Propositions 4.1 and 4.2. Conversely, let (b, a) ∈ P . Then, by Theorem 1.6,
Ik(S(b, a)) = Ik(b, a) for any 1 ≤ k ≤ N − 1 and θk(S(b, a)) = θk(b, a) for any
1 ≤ k ≤ N − 1 with Ik(b, a) 6= 0. Moreover Ci(b, a) = Ci(S(b, a)) for i = 1, 2.
By the bijectivity of Φ, it follows that (b, a) = S(b, a).
5 Global Birkhoff Coordinates for the Dirichlet
Toda lattice
As already mentioned in the introduction, besides the periodic lattice with N
particles we also consider the lattice with Dirichlet boundary conditions, i.e. the
lattice with N ′ moving particles (N ′ ≥ 2), the Hamiltonian given by (7) and
the boundary conditions (8). We treat the lattice with boundary conditions (8)
similarly to the periodic lattice, with the goal of embedding its phase space into
the phase space of the periodic lattice (this will be accomplished by the map
Θ(D) defined below in (103)). As a first step, following Flaschka [4] and as in
the periodic case, we introduce the (noncanonical) coordinates
dn := −pn ∈ R (0≤n≤N ′), cn := γe 12 (qn−qn+1) ∈ R>0 (0≤n≤N ′). (94)
The boundary conditions (8) imply that d0 = 0 and
∏N ′
n=0 cn = γ
N ′+1; we will
identify related Casimir functions below.
In these coordinates the Hamiltonian H
(D)
Toda takes the simple form
H(D) =
1
2
N ′∑
n=1
d2n +
N ′∑
n=0
c2n, (95)
and the equations of motion are

d˙0 = 0,
d˙n = c
2
n − c2n−1 (1 ≤ n ≤ N ′),
c˙0 =
1
2 c0d1,
c˙n =
1
2 cn(dn+1 − dn) (1 ≤ n ≤ N ′ − 1),
c˙N ′ = − 12 cN ′dN ′ .
(96)
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Similarly to the periodic case, we study the system of equations (96) on the
2(N ′ + 1)-dimensional phase space
M
(D) := RN
′+1 × RN ′+1>0 .
This system is Hamiltonian with respect to the nonstandard Poisson structure
J (D) ≡ J (D)d,c , defined at a point (d, c) = (dn, cn)0≤n≤N ′ by
J (D) =
(
0 A(D)
− (A(D))T 0
)
, (97)
where A(D) is the d-independent (N ′ + 1)× (N ′ + 1)-matrix
A(D) =
1
2


0 0 . . . 0 0
−c0 c1 0 . . . 0
0 −c1 c2 . . .
...
...
. . .
. . .
. . . 0
0 . . . 0 −cN ′−1 cN ′


. (98)
The Poisson bracket corresponding to (97) is then given by
{F,G}J(D)(d, c) = 〈(∇dF,∇cF ), J (D) (∇dG,∇cG)〉R2N′+2
= 〈∇dF,A∇cG〉RN′+1 − 〈∇cF,AT ∇bG〉RN′+1 . (99)
where F,G ∈ C1(M(D)) and where ∇d and ∇c denote the gradients with
respect to the (N ′ + 1)-vectors d = (d0, . . . , dN ′) and c = (c0, . . . , cN ′), re-
spectively. Therefore, the equations (96) can alternatively be written as d˙n ={
dn, H
(D)
}
J(D)
, c˙n =
{
cn, H
(D)
}
J(D)
(1 ≤ n ≤ N ′).
Since the matrix A(D) defined by (98) has rank N ′, the Poisson structure
J (D) is degenerate. It admits the two Casimir functions
E1 := d0 and E2 :=

 N ′∏
n=0
cn


1
N′+1
(100)
whose gradients ∇d,cEi=(∇dEi,∇cEi) (i = 1, 2), given by
∇dE1 = (1, 0, . . . , 0), ∇cE1 = 0, (101)
∇dE2 = 0, ∇cE2 = C2
N ′ + 1
(
1
c0
, . . . ,
1
cN ′
)
, (102)
are linearly independent at each point (d, c) of M(D).
Let
M
(D)
δ,γ :=
{
(d, c) ∈M(D) : (E1, E2) = (δ, γ)
}
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denote the level set of (E1, E2) for (δ, γ) ∈ R × R>0. By (101)-(102), the sets
M
(D)
δ,γ are real analytic submanifolds of M
(D) of codimension two. Furthermore
the Poisson structure J (D), restricted to M
(D)
δ,γ , becomes nondegenerate every-
where on M
(D)
δ,γ and therefore induces a symplectic structure ν
(D)
δ,γ on M
(D)
δ,γ . In
this way, we obtain a symplectic foliation of M(D) with M
(D)
δ,γ being its (sym-
plectic) leaves. Note that we are mainly interested in the case δ = 0, i.e. the
set M
(D)
0,γ , for the assumption δ 6= 0 contradicts the boundary conditions (8).
We have included the case of general δ’s in order to have an even-dimensional
phase space. In the sequel, we write H
(D)
δ,γ = H
(D)|
M
(D)
δ,γ
.
To state the main result of this section, we introduce the model space
P
(D) := R2N
′ × R× R>0
endowed with the degenerate Poisson structure J
(D)
0 whose symplectic leaves
are R2N
′ × {δ} × {γ} endowed with the canonical symplectic structure.
Theorem 5.1. There exists a map
Φ(D) :
(
M(D), J (D)
) → (P(D), J (D)0 )
(d, c) 7→ ((xn, yn)1≤n≤N ′ , E1, E2)
with the following properties:
• Φ(D) is a real analytic diffeomorphism.
• Φ(D) is canonical, i.e. it preserves the Poisson brackets. In particular, the
symplectic foliation of M(D) by M
(D)
δ,γ is trivial.
• The coordinates (xn, yn)1≤n≤N ′ , E1, E2 are global Birkhoff coordinates for
the Toda lattice with Dirichlet boundary conditions, i.e. the transformed
Toda Hamiltonian Hˆ(D) = H(D) ◦ (Ω(D))−1 is a function of the actions
(x2n + y
2
n)/2 (1 ≤ n ≤ N ′) and E1, E2 alone.
The crucial point for proving Theorem 5.1 is the observation that the Toda
lattice with N ′ moving particles and Dirichlet boundary conditions can be re-
garded as an invariant submanifold of the lattice with periodic boundary condi-
tions and N = 2N ′+2 particles, analogously to the case of general FPU chains,
in which case this observation was made by Rink - see [25]. In this way, we
can use the analogous theorem for the periodic lattice, Theorem 1.5, to prove
Theorem 5.1.
More precisely, we embed the phase space M(D) of the Dirichlet lattice with
N ′ moving particles into the phase space of the periodic lattice with N = 2N ′+2
particles by the map
Θ(D) : M(D) → M
(d, c) = (dj , cj)0≤j≤N ′ 7→ Θ(d, c) = (bj, aj)1≤j≤N ,
(103)
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where
bj =
1√
2


dj
0
−dN−j
0
, aj =
1√
2


cj (1 ≤ j ≤ N ′)
cN ′ (j = N
′ + 1)
cN−j−1 (N ′ + 2 ≤ j ≤ 2N ′ + 1)
c0 (j = 2N
′ + 2)
. (104)
The connection to the map S˜ introduced in (19) becomes clear through the
following observation; as before we omit the tilde and write S instead of S˜.
Lemma 5.2. Let (δ, γ) ∈ R× R>0.
(i) Θ(D)
(
M
(D)
δ,γ
)
= M0, γ√
2
∩ Fix(S).
(ii) The Hamiltonians H and H(D) of the Toda lattice in Flaschka variables
with periodic and Dirichlet boundary conditions, respectively, given by (10)
and (95), satisfy H ◦Θ(D) = H(D).
Proof. Both statements can be checked by direct computations, using the defi-
nition (104) of the map Θ(D).
In other words, by (i), for any (δ, γ) ∈ R × R>0, Θ(D)|
M
(D)
δ,γ
=: Θ
(D)
δ,γ is
a parametrization of M0, γ√
2
∩ Fix(S), and by (ii), we have the commutative
diagram
Mβ,α
H

M
(D)
δ,γ
H(D)
//
Θ(D)
OO
R
Moreover, Θ
(D)
δ,γ is a canonical map from
(
M
(D)
δ,γ , J
(D)
)
to (M0, γ√
2
, J), which
follows from the fact that the Jacobi matrix d(d,c)Θ
(D) of Θ(D) satisfies the
required condition (cf. [1])(
d(d,c)Θ
(D)
)T
· J · d(d,c)Θ(D) = J (D) (105)
for any (d, c) ∈ M(D)δ,γ , where J is the Poisson structure (12) of the periodic
lattice. That (105) holds can be checked by a direct computation. It follows
that Fix(S) is a symplectic submanifold of M0, γ√
2
.
As already mentioned, it follows from Theorem 1.7 that under the Birkhoff
map Φ of the periodic lattice, Fix(S) is mapped to Fix(SZ), the fixed point set
of the map SZ introduced in (26). We therefore introduce a parametrization of
the fixed point set Fix(SZ) of the map SZ. Recall that the set Z ⊂ C2N−2 is
defined by the conditions (25). Analogously, we define the set
Z
(D) :=
{
(ζk)1≤|k|≤N ′ ∈ C2N
′ ∣∣ ζk = ζ−k ∀ 1 ≤ k ≤ N ′} ,
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endowed with the canonical symplectic structure induced from C2N
′
. Now con-
sider the embedding
ΘZ : Z
(D) → Z
(ζk)1≤|k|≤N ′ 7→ 1√2
(
(ζk)1≤|k|≤N ′ , (0, 0),
(−e4piik/N ζN ′+1−k)1≤|k|≤N ′)
(106)
Note that
ΘZ
(
Z
(D)
)
= Fix(SZ), (107)
i.e. ΘZ is a parametrization of Fix(SZ).
Proof of Theorem 5.1. In order to construct a map Φ(D) : M(D) → P(D) for the
Toda lattice with Dirichlet boundary conditions with the claimed properties, we
first define a map Φ
(D)
δ,γ : M
(D)
δ,γ → Z(D) for any δ ∈ R and γ > 0. To this end,
recall from Theorem 1.5 the Birkhoff map Φ : M → P of the periodic lattice
and its restrictions Φβ,α to the level sets Mβ,α of the Casimirs C1 and C2 for
any β ∈ R and α > 0. We define Φ(D)δ,γ : M(D)δ,γ → Z(D) as
Φ
(D)
δ,γ := Θ
−1
Z ◦ Φ0, γ√2 ◦Θ
(D)
δ,γ , (108)
We first check that Φ
(D)
δ,γ ist well-defined. Recall from Lemma 5.2 (i) that
Im
(
Θ
(D)
δ,γ
)
= M0, γ√
2
∩ Fix(S). (109)
Further, by Theorem 1.7,
Fix(SZ) = Φ(Fix(S)). (110)
The identities (109) and (110), together with (107) and the fact that ΘZ is
one-to-one, imply that Φ
(D)
δ,γ is well-defined. Put differently, we can extend (for
β = 0, α = γ√
2
) our previous commutative diagram in the following way:
Z Mβ,α
H

Φβ,αoo
Z(D)
ΘZ
OO
Mδ,γΦ
(D)
δ,γ
oo H(D) //
Θ(D)
OO
R
Further note that the map Φ
(D)
δ,γ is bijective, which follows from the bijectivity
of Φβ,α. Moreover, we can now write
H(D) ◦
(
Φ
(D)
δ,γ
)−1
= H ◦ Φ−1β,α ◦ΘZ . (111)
We extend Φ
(D)
δ,γ , given by (108), to a map on the entire phase space M
(D)
by
Φ(D) :
(
M(D), J (D)
) → (P(D), J (D)0 )
(d, c) 7→
(
Φ
(D)
δ,γ (d, c), E1, E2
) (112)
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Note that by (108), for any (x, y, δ, γ) = ((xn, yn)1≤n≤N ′ , δ, γ) ∈ P(D), the
inverse of Φ(D), as defined by (112), can be written as(
Φ(D)
)−1
(x, y, δ, γ) =
((
Θ
(D)
δ,γ
)−1
◦ Φ−1
0, γ√
2
◦ΘZ
)
(x, y) (113)
The bijectivity of Φ(D) follows from the representation (113) of
(
Φ(D)
)−1
. That
Φ(D) is a diffeomorphism follows from the fact that Φ
(D)
δ,γ is a diffeomorphism,
and that Θ
(D)
δ,γ and ΘZ are diffeomorphisms onto their images. The same holds
for the real analyticity property of Φ(D). In the same way one proves that Φ(D)
is canonical.
To show that the transformed Toda Hamiltonian Hˆ(D) = H(D)◦(Ω(D))−1 is a
function of the actions (x2n+y
2
n)/2 and E1, E2 alone, one combines the analogous
property of the Birkhoff map Φ for the periodic lattice and the fact that for any
(ζk)1≤k≤N−1 ∈ Fix(SZ), the actions in Z, Ik = ζkζ−k, only depend on the values
of the respective actions in Z(D), I
(D)
k = ζ
(D)
k ζ
(D)
−k , if ζ = ΘZ
(
ζ(D)
)
.
6 Perturbations of the Dirichlet Toda lattice
We now prove the result on the Birkhoff normal form of the Dirichlet Toda
lattice, Theorem 1.1, which is the basis for the nondegeneracy and perturbation
results given by Theorems 1.2 and 1.3. Instead of imitating the procedure used
in [9] for the periodic lattice, we use the results for the periodic lattice and
transform them into results for the Dirichlet lattice by the embedding explained
in the previous section, in particular equation (111).
Proof of Theorem 1.1. On the phase space Mβ,α of the periodic lattice, it turns
out to be helpful to consider relative coordinates (v, u) = (vk, uk)1≤k≤N−1.
They are given by (see [9] for details, in particular for a proof that this is a
canonical transformation)
vn := qn+1 − qn, un := nβ −
n∑
j=1
pk (1 ≤ n ≤ N − 1) (114)
In terms of these coordinates, H (i.e. the Hamiltonian of the periodic lattice)
is given by
Hβ,α=
Nβ2
2
+
1
2
(
u21+
N−2∑
l=1
(ul−ul+1)2+u2N−1
)
+α2
(
N−1∑
k=1
e−vk + e
∑N−1
k=1 vk
)
.
Note that Hβ,α only depends on the 2N − 2 variables (vk, uk)1≤k≤N−1, unlike
H , which depends on the 2N variables (bj , aj)1≤j≤N .
The map Ωβ,α defined by
Ωβ,α : R
2N−2(∼= Z) → Mβ,α → R2N−2
(xk, yk)1≤k≤N−1 7→ (bj , aj)1≤j≤N 7→ (vk, uk)1≤k≤N−1, (115)
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i.e. the composition of the Birkhoff map of the periodic lattice with the trans-
formation defined in (114) is then a canonical real analytic transformation, as
both (x, y) and (v, u) are canonical coordiantes for Mβ,α.
With the map Ωβ,α, (111) now reads
H(D) ◦
(
Φ
(D)
δ,γ
)−1
= Hβ,α ◦ Ωβ,α ◦ΘZ , (116)
and we obtain the following diagram:
R2N−2
Hβ,α

Z
Ωβ,α
22
Mβ,α
H

Φβ,αoo
(v,u)
OO
Z(D)
ΘZ
OO
Mδ,γΦ
(D)
δ,γ
oo H(D) //
Θ(D)
OO
R
Next, we recall a map which in the periodic case puts the Hamiltonian Hβ,α
into Birkhoff normal form up to order 2, namely the Jacobian of the map Ωβ,α,
Rβ,α : R
2N−2 → R2N−2, (ξ, η) 7→ (v, u) = dx,yΩβ,α|(x,y)=(0,0)(ξ, η) (117)
Precisely, we first rewrite the identity (116) in a manner suitable to our
purposes:
H(D) ◦
(
Φ
(D)
δ,γ
)−1
= Hβ,α ◦ Ωβ,α ◦ΘZ
= Hβ,α ◦Rβ,α ◦ (R−1β,α ◦ Ωβ,α) ◦ΘZ
= Hβ,α ◦Rβ,α ◦ΘZ ◦Θ−1Z ◦ (R−1β,α ◦ Ωβ,α) ◦ΘZ︸ ︷︷ ︸
=:F1
(118)
To make sure that the definition of the map F1 makes sense, we have to check
that R−1β,α ◦Ωβ,α maps Im(ΘZ) onto itself, so that Θ−1Z is defined on Im(R−1β,α ◦
Ωβ,α ◦ ΘZ). This can be checked by using explicit formulas for Rβ,α (see [9]).
Further, since R−1β,α ◦ Ωβ,α is of the form “Id + higher order terms”, the same
holds for F1 (recall from (106) that the pullback of any ζk with 1 ≤ k ≤ N ′
under ΘZ is ζk/
√
2).
Graphically, this leads to the following situation:
R2N−2
Hβ,α

Z
Rβ,α
00
Z
Ωβ,α
55
Mβ,α
H

Φβ,αoo
(v,u)
OO
Z(D)
ΘZ
OO
Z(D)
F1
oo
ΘZ
OO
Mδ,γΦ
(D)
δ,γ
oo H(D) //
Θ(D)
OO
R
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It follows from (118) that H(D) ◦
(
Φ
(D)
δ,γ
)−1
◦F−11 is in Birkhoff normal form up
to order 2.
Further, we use the map Ξ which transforms the periodic lattice into Birkhoff
normal form up to order 4, which we pull back to the (transformed) phase space
Z of the Dirichlet lattice by ΘZ ,
Hβ,α ◦Rβ,α ◦ Ξ ◦ΘZ = Hβ,α ◦Rβ,α ◦ΘZ ◦Θ−1Z ◦ Ξ ◦ΘZ︸ ︷︷ ︸
=:F2
.
To prove that the map F2 is well-defined, one again has to show that Ξ
maps Im(ΘZ) onto itself; for this proof, we refer to [11], where we proved this
in the context of more general FPU chains. Furthermore, F2 is of the form “Id
+ higher order terms”, which follows from the corresponding property of Ξ and
the definition of ΘZ . Graphically, the situation is now as follows:
R2N−2
Hβ,α

Z
Ξ // Z
Rβ,α
00
Z
Ωβ,α
55
Mβ,α
H

Φβ,αoo
(v,u)
OO
Z(D)
ΘZ
OO
Z(D)
ΘZ
OO
F2
oo Z(D)
F1
oo
ΘZ
OO
Mδ,γΦ
(D)
δ,γ
oo H(D) //
Θ(D)
OO
R
Recall from Theorem 5.1 that H(D) ◦
(
Φ
(D)
δ,γ
)−1
is in Birkhoff normal form.
By the commutativity of the above diagram,
H(D) ◦
(
Φ
(D)
δ,γ
)−1
= Hβ,α ◦Rβ,α ◦ΘZ ◦ F1.
On the other hand, Hβ,α ◦Rβ,α ◦Ξ ◦ΘZ is locally around the origin in Birkhoff
normal form up to order 4, and again by commutativity,
Hβ,α ◦Rβ,α ◦ Ξ ◦ΘZ = Hβ,α ◦Rβ,α ◦ΘZ ◦ F−12 .
Since F1 and (F2)
−1 are both of the form “Id + higher order terms”, by the
uniqueness of the Birkhoff normal form (see e.g. [14]), the expansion of Hβ,α ◦
Rβ,α ◦ ΘZ in the two coordinate systems F1 and (F2)−1 coincide up to order
4. Therefore, Hβ,α ◦Rβ,α ◦Ξ ◦ΘZ provides us directly with the desired normal
form by taking the pullback of the normal form Hβ,α ◦Rβ,α ◦ Ξ of the periodic
lattice with respect to the embedding ΘZ . The expansion of Hβ,α ◦ Rβ,α ◦ Ξ
with respect to the Ik’s up to order 2 (i.e. up to order 4 in the (xk, yk)’s) is in
the case β = 0 given by (see [9])
Nα2 + 2α
N−1∑
k=1
skIk +
1
4N
N−1∑
k=1
I2k +O(I
3).
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Using Ik = IN−k and IN/2 = 0 on Fix(S) (see Corollary 4.3) as well as sk =
sN−k and replacing α by γ/
√
2 and the Ik’s by their pullback Ik/2 with respect
to ΘZ , we obtain
Nγ2
2
+
√
2 γ
N ′∑
k=1
skIk +
1
16(N ′ + 1)
N ′∑
k=1
I2k +O(I
3),
which is the claimed expansion (9). This proves Theorem 1.1.
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