Imprecise Markov Chains
We introduce imprecision into the model by choosing each row r (i) of the transition matrix at time n from a closed set of probability distributions R (i) . Hence . We force R (i) = (1, 0, . . . , 0) to ensure −1 is an absorbing state, and exclude (δ −1i , δ 0i , . . . , δ si ) from R (i) , i ≥ 0 to ensure −1 is the only absorbing state. The R (i) are also chosen to fulfil the following criteria:
1. every possible combination must leave C a single communicating class;
2. every possible combination must leave all states in C aperiodic; 3. a jump from state i to state j must be possible for all combinations, or impossible for all combinations.
The first two conditions ensure a unique LCD exists for each possible transition matrix. The third condition prevents multiplications of possible matrices from not having a unique LCD. The set of matrices fulfilling these conditions is denoted M(P ).
We also define the functions
Thus f (·) conditions a vector on non-absorption, andf α (·) takes a distribution over C and converts it to a distribution over S with probability of absorption α. It is important to note that for the vector w over C f (f α (w)P ) = f (f β (w)P ) for any P ∈ M(P ) and any α, β ∈ (0, 1]. This allows us to take a distribution conditioned on non-absorption, and find the equivalent distribution conditioned on non-absorption at the next time step.
Time-Homogeneous Case
When using imprecision in the time-homogeneous case we assume that there is one matrix P ∈ M(P ) that describes the behaviour of the chain at all time steps. We denote by M 0 all possible initial distributions over S except (1, 0, . . . , 0). The set defined below
includes all possible distributions at time n. It can be shown that
∞ is a superset of the actual behaviour of the chain, conditioned on non-absorption, as time approaches infinity, and all elements of the superset represent possible behaviour for a given element of M(P ). It is not difficult to show that for a smaller set of possible initial distributions D 0 where
∞ is still a superset of the behaviour of the chain, conditioned on non-absorption, as time approaches infinity, and each element of this set will still represent the possible long-term behaviour of the chain, conditioned on non-absorption, for a given element of M(P ). This is despite D C n (P ) ⊆ D C n−1 (P ) not necessarily holding.
Time-Inhomogeneous Case
In the time-inhomogeneous case we allow a new (not necessarily distinct) matrix to be chosen from M(P ) at each time step. Once again denoting by M 0 all possible initial distributions over S except (1, 0, . . . , 0) . The set defined below
allowing us to define
where · represents element-wise multiplication. Thus M 
Comparing Approaches
In our paper we compare the effects of assuming time-homogeneity and time-inhomogeneity for the same set of possible transition matrices M(P ). Two examples are given below, in which bounds upon the components of M C n have been calculated exactly for n = 2, 3, 4, and approximated for n = 100. We know already that the size of the bounded areas are non-increasing from time step n to n+1. Figure 1 demonstrates this property very well. Note also that, as expected, for each times step the bounded areas on the right are larger than those on the left. This is consistent with the idea that more can be said about the long term behaviour for the case where the transition matrix is constant than can be said for the case where the transition matrix is potentially non-constant between time steps. One could say that the second case allows for "more imprecision," in that less can be assumed about the underlying process.
Example 2
Consider a time-homogeneous birth-death process X with state space Ω = {−1} ∪ C where C = {0, 1, 2}. The set of all possible one-step transition matrices M(P ) is given as follows. Each P ∈ M(P ) has the following form. The same comments regarding Figure 1 also apply to Figure 2 . It should also be noted that in the second example more can be said about the probability of being in state 2, conditioned on non-absorption, as time approaches infinity, but less can be said about the probabilities of being in states 1 or 3. Further, in both the situation in which little is known about one state's behaviour, and in that where no state's behaviour is completely known, there is much that can be said about the long-term behaviour conditioned on non-absorption. It is not the case, as may have been feared, that the imprecision grows with each new iteration until there is nothing to be said about a given time-step. Moreover, this is true even when the transition matrix is not assumed to be constant. This is particularly important because it suggests that the model used in Section 3 can be applied to approximating the long-term behaviour of precise time-inhomogeneous chains with an absorbing state, conditioned upon non-absorption, an area in which comparatively little work has been done.
