An attempt has been made for the first time to apply this proposed Strawberry optimization technique to antenna array synthesis problem. The case study cited here refer to linear and circular array configurations. The design constraints are limited to minimizing the side lobe level and restricting the first null beam width, which play significant roles in antenna array performances. The key parameters which greatly influence in achieving the said objectives are either placement of antenna elements or amplitudes of excitations of these elements or both. And the recently reported meta heuristic nature inspired optimization algorithms have addressed to these problems quite effectively and the exciting result obtained using the said approach has undoubtedly proved the strawberry algorithm as a potential contender in the optimization domain. K e y w o r d s: strawberry algorithm, antenna array, optimization, peak SLL, null depth
Introduction
This piece of research work is primarily aimed at establishing the superiority of the proposed optimization algorithm and conscious effort is made to validate the claim in a systematic matter by applying the same in antenna array synthesis problem. Recently, nature inspired meta heuristic optimization techniques have gained significant importance in solving non-linear problems quite successfully in comparison to their conventional counterparts based on the error derivative techniques which often suffer from trapping in local minima. The encouraging results achieved by applying of such evolutionary methods have motivated the present authors to pick one of the most recently reported meta heuristic approach known as Strawberry Algorithm[SBA] [1] and to study how effective it is in contributing to the performance gain by optimizing the parameters (positions and excitations) of antenna elements. The strawberry algorithm as an optimization tool has been applied for the first time to antenna array synthesis and amazingly faster convergence characteristic is obtained in addition to remarkable improvement in side-lobe suppression and prescribed null placements. However, there have been a continuous and substantial growth in development of many efficient stochastic optimization techniques which have been successfully applied to antenna array problems with promising results and to name a few are GA [2] , DE [3] , ACO [4] , PSO [2] , CSO [5] , IWO [6] , ALO [7, 8] , SMO [9] , etc. The Strawberry algorithm has tasted success rate in other fields such as automation [10] , micro/smart grid problems [11] . The current focus is to explore the possibility of identifying Strawberry algorithm as a successor in finding optimal solutions in nonlinear problems, with particular emphasis to antenna array synthesis. And in fact the results obtained have clearly paved the way for the proposed algorithm.
2 An overview of strawberry algorithm [1] The essential components embedded within this nature inspired algorithm are global search as well as local search abilities. These combined strategies have evolved a powerful optimization concept where the chances of the solution getting stuck at local minima are extremely bleak. Both the exploration and exploitation in the search space of finding an optimum solution are achieved using global and local searches respectively. The philosophy in relation to strawberry plant taking part in optimization procedure lies with this fact that it comprises both runners and roots, the two most powerful components which decide the course of action leading to convergence with optimal solution. While the runners play a significant role in global search as they have a greater reach, the roots dedicate themselves in local searches because they tend to move in small steps around a given global domain to find for the solution. And the process of finding the objective continues with each iteration with every mother plant giving birth to a daughter plant carrying the same characteristics to maintain the legacy. The runners and roots belonging to a plant act as active agents to accomplish their mission and in doing so the mother plants sacrifice their lives for the survival of the daughter plants, which form the fundamental principle of evolution. This ordeal, which is a perpetual struggle to find food for the very existence of the plant mimics a process of optimization. 3 Antenna array analysis
Linear antenna array (LAA)
In a linear Antenna Array (LAA), Fig. 2 , a configuration comprising of M = 2Q elements located along the x-axis, the corresponding array factor is governed by the relation [12] 
where c is the wave number represented by c = 2π/λ, θ is the azimuth angle bounded between 0 • to 180 • and x r and I r denote the position and the excitation amplitude of the r th antenna element respectively and the phase is assumed to be zero. The 2Q elements are symmetrically arranged on each side centered around y -axis which forms the total elements of the array and denoted as M .
In order to achieve the desired objective of minimizing the sidelobe level, the array factor AF lin (θ) is optimized using the prescribed strawberry algorithm to determine the best solutions for antenna element locations or their excitation amplitudes as per the criteria.
The objective function chosen for the purpose is given by [13] .
While the objective function is minimized to find out antenna element positions with uniform current excitation the following constraints are imposed with reference to inter spacing distances |(
Similarly, when another restriction of a very wide null is presumed, the objective function is accordingly modified to consider this along with minimizing the SLL beyond the prescribed zone as stated below
where S 1 and S 2 are domains of the scanning angle representing the SLL suppression boundary and very wide null or deep null limitations as decided. α 1 and α 2 are the coefficients chosen depending upon the objective to be fulfilled.
Circular antenna array (CAA)
Arrays with circular arrangement, Fig. 3 , has a very practical interest. Literature suggests that various applications of circular antenna arrays in sonar, radar, mobile, and commercial satellite communication systems. Fig. 3 . Circular arrangement of isotropic elements with uniform inter element spacing The radiation pattern which is the performance indicator of the array depends on the number of elements, spacing and amplitude (excitation) distribution. Synthesis of the circular array is done through finding out the optimum parameters as stated above which is further checked for its optimal performance. In order to effectively carry out the optimization the fitness function F 3 is chosen with the restriction that the aperture size is limited to a particular range which is interconnected to the number of elements [6] and the corresponding array factor and the objective function are
I r e j(ka cos(φ−φr)) .
(4)
|AF cir (φ)|dφ , (7)
Further, the lower and upper nulls(angles) referring to the major lobe φ null1 and φ null2 respectively. The process of optimization takes into cognizant the maximum side lobe spread in the in the lower azimuth range and upper azimuth range denoted by φ MSL1 and φ MSL2 respectively. The angles in the lower span are from (−π to φ null1 ) and that in upper span extends from (φ null2 to π ) respectively. The values c 1 , c 2 and c 3 are weighting/scaling factors. Each term embedded in the objective function is biased and influenced by their corresponding scaling factor.
Here Q represents the total number of elements in the circular array. I r and φ r are the excitation amplitude and angular position of the r th element respectively, c is the wave number given by 2pi/λ and a is the radius of the circular arrangement. Alternatively ca and φ r can be described as
where d i is the arc length between the i th and (i − 1) th elements. 
Simulation of case studies
The antenna array synthesis problem is considered for both linear and circular array configurations in order to validate the worthiness of the proposed method. The sole intention in such studies is to compare the results with other nature inspired meta heuristic algorithms so that inference can be made to accept it as a worthy alternative. The examples were chosen to compare optimized antenna element positions and excitation amplitudes with other reported algorithms subject to the constraint that the most important performance index i.e. side lobe level is minimized while specifying first null beam width (FNBW) within prescribed limits. And such daunting challenges have been adequately taken care of by the proposed algorithm. In order to substantiate a capability of the proposed SBA optimization technique to antenna synthesis problem, the convergence characteristic is plotted in Fig. 4 along with its blown up views IS depicted. This figure refers to design of 10 elements lin-ear array configuration for optimum locations with constrained FNBW. Figure 4 shows a glaring piece of evidence that the convergence characteristic is extremely fast, far exceeding the expectation and around 10 iterations the convergence is settling down.
Discussion on results of linear antenna array
In the case of the linear array three different situations are considered. At first the optimized positions of the antenna elements are determined taking into account FNBW with each element excited with unit amplitude. In the second example a wide null is considered and solution is sought in determining the optimized excitation amplitudes of the antenna elements a uniform spaced arrangements. Similarly, another example with deep null is examined.
Example 1 (10 elements).
In this case study the optimization of position(inter element spacing) of the elements is carried out by min- imizing the SLL in the regions θ = (0 • to 74 • ) and θ = (106 • to 180 • ). The strawberry algorithm is used to determine the optimized element locations x r with a FNBW condition imposed on it. The array pattern is illustrated in Fig. 5 using SBA and other optimization algorithms SMO [9] . The peak SLL obtained corresponding to SBA and other nature-inspired optimization techniques are summarized in Tab. 1. There is a significant reduction in SLL using the proposed approach as compared to other optimization algorithms such as PSO [13] , ACO [4] and SMO [9] . The proposed method (SBA) not only yields a peak SLL of −22.73 dB but has an improvement of −2.48 dB compared to its nearest competitor SMO [9] . The parameters chosen for the proposed SBA approach are, P m = 10 and Iter = 10 . Thus to achieve the array pattern as shown in Fig. 3 applying SBA, number of function evaluations is only 100 while that using SMO [9] and PSO [13] are 1200 and 10000 with the reduction in function evaluations of 91 % and 99 % respectively. This clearly represents the impressive achievement in terms of speed of convergence.
Example 2 (10 elements). This being a complex problem where a very wide null is considered the Iter and P m are selected as 500 and 10 respectively and the two coefficients α 1 and α 2 assigned 0.5 each, with number of independent runs being 5 leading to the number of function evaluations to 25000 . The average null depth level using SBA is −67.47 dB. SMO [9] has given a null depth of 62.39 dB. The radiation pattern is shown in the Fig. 4 and the corresponding magnitudes are given in Table 2 . This is in complete contrast with SMO [9] where for the same array pattern as shown in the Fig. 6 the number of function evaluations are 200000 . Further, the proposed approach picks up the optimum result from 5 data sets where as SMO [6] does the same from 20 data sets. It indicates the superiority of the algorithm and its robustness.
Example 3 (32 elements). Another experiment was carried out to prove the consistency of the proposed SBA technique to effectively handle varieties of the problem in antenna design domain. Here a 32 element linear array is considered where the prescribed null is at θ = 81 • (and θ = 99 • , the mirror image with reference to y -axis at 90 • taking a symmetrical configuration). In addition to the usual objective remains the same of minimizing the SLL in the entire scanning angle (θ = 0 • to 180 • ) leaving apart the main lobe (θ = 84 + • to 96 • ). The performance results have been quite significant in the case of SBA in comparison to CSO [5] and ALO [7] . Table 3 summarizes the optimized locations using different algorithms while the antenna elements are excited uniformly. The array pattern shown in the Fig. 7 is self explanatory and clearly speaks about the highly encouraging results obtained using SBA in terms of remarkable improvement in peak SLL (20.89 dB) and null depth (93.49 dB) when compared to the previous best contenders ALO [7] , winning by a wide margin. The parametric selection of various algorithms are listed in the Table 4 . It is clear that a massive saving of function evaluation to the tune of 96 % and 95.8 % are achieved in comparison to CSO [5] and ALO [7] respectively.
Discussion on results of circular antenna array
In order to encompass the domain of application to a further level, the circular array synthesis is brought into its ambit. Both the optimized element locations and their amplitude have been determined considering the aperture size and side lobe level for an antenna array with N = 10 elements. The application of the proposed algorithm has witnessed an encouraging result for this case study also and there by consolidates the position that Strawberry algorithm for optimization can definitely contribute in evaluating optimum design results. The performance attributes i.e, the maximum sidelobe level, the beam width and the minimum circumference (ca) obtained by applying the proposed algorithm are 13.29 dB, 22.40 • and 5.9197λ respectively. The comparison is carried out with PSO [13] to prove the effectiveness of the proposed scheme and are reported to be 12.3 dB, 24.34 • and 5.9029λ. Figure 8 shows the radiation patterns for the circular configuration considered. It is deduced from the numerical analysis given in Table 5 that the proposed SBA has surpass the PSO [13] in terms of beam width and maximum sidelobe level. So far as the parameter selection of SBA are concerned, P m = 10 , Iter = 500 and 50 independent trials are chosen. The objective function constants c 1 , c 2 and c 3 are fixed as 0.4 , 0.2 and 0.4 respectively after carrying out a thorough study, by varying the weighting factors.
Conclusion
All the computations are performed with MATLAB R2013a on a PC with Intel (R) core (TM) i5 CPU and 4.00 GB RAM. It is absolutely evident from the simulation results that the SBA has performed exceedingly well in terms of achieving extremely fast convergence and significant reduction in number of function evaluations as well as performance indices ie be it side lobe level or null placements in prescribed locations. Further, in comparison with its counterparts in the nature inspired optimization domain, the SBA has in many occasions outclassed them with reference to performance and very rightfully has claimed to occupy a respectable position in the optimization arena.
