Multi-class classification with a very large number of classes, or extreme classification, is a challenging problem from both statistical and computational perspectives. Most of the classical approaches to multi-class classification, including one-vs-rest or multi-class support vector machines, require the exact estimation of the classifier's margin, at both the training and the prediction steps making them intractable in extreme classification scenarios. In this paper, we study the impact of computing an approximate margin using nearest neighbor (ANN) search structures combined with locality-sensitive hashing (LSH). This approximation allows to dramatically reduce both the training and the prediction time without a significant loss in performance. We theoretically prove that this approximation does not lead to a significant loss of the risk of the model and provide empirical evidence over five publicly available large scale datasets, showing that the proposed approach is highly competitive with respect to state-of-the-art approaches on time, memory and performance measures.
Introduction
Recently, the problem of large-scale multi-class classification became very popular in the machine learning community owing to numerous applications in computer vision [ or Directory Mozilla DMOZ 3 contain millions of objects from thousands of classes. For instance, an LSHTC dataset from Mozilla DMOZ collection contains 163K objects belonging to 12K classes and described by 409K features. Classical multi-class classification approaches, such as onevs-one and one-vs-rest, remain popular mainly because of their high accuracy and robustness to noisy input. On the other hand, their direct application to the extreme classification problems is doubtful due to highly non-linear time and memory efforts [6, 7] .
Some promising attempts have been made to reduce the computation time of these models, by either doing localitysensitive hashing [8] or reinforcement learning policies in an online convex optimization context [9] . Despite empirical evidence of how well these approaches perform, to the best of our knowledge none of the studies propose a well funded theoretical strategy for large-scale multi-class classification that guarantees a gain in computation time without a significant loss on the statistical risk of the model.
In this paper, we propose a novel method for approximating the output estimation of multi-class classification models using approximate nearest neighbor (ANN) search structures with locality-sensitive hashing (LSH). We show that the proposed inexact margin computation significantly reduces time and memory requirements, allowing popular techniques, such as multi-class support vector machines and the one-vs-rest approach, to pass the scale without a significant loss of their true risk.
The contribution of this paper is threefold. Namely, we 1. propose an inexact margin multi-class classification framework and provide a theoretical analysis of its behavior;
2. design efficient numerical methods for 1 and 2 inexact margin multi-class support vector machines;
3. provide empirical evidence of its ability to learn efficient models compared to state-of-the-art approaches over multiple extreme classification datasets and make available the corresponding open-source software for research purpose.
In the next section we introduce a framework of multiclass margin classification and describe the inexact margin idea in more detail. Then we provide a theoretical analysis of the statistical performance of multi-class classification methods with inexact margin supporting it by the excess risk bounds of the corresponding classification algorithms. Further, we present experimental results obtained on publicly available extreme classification benchmarks, and finally, we briefly discuss the proposed algorithms and compare them to existing solutions.
Multi-class Margin Classification
be an identically and independently distributed (i.i.d.) sample with respect to a fixed yet unknown distribution D, over X × Y, where X ⊆ R d is a feature space and Y, |Y| = C < ∞ is a set of classes. Given a hypothesis set F of functions mapping X × Y to R, the exact margin of a labeled example (x, y) with respect to a function f ∈ F is defined as
An observation (x, y) is misclassified by a function m f ∈ F if and only if m f (x, y) ≤ 0. We refer to a class of margin loss functions as
The main problem here is that the computation of the margin for an observation requires the estimation of f (x, y) for each y ∈ Y which is intractable when |Y| = C > > 1 is too large. For instance, in the case of linear classifiers, margin computation is equal to finding the maximal element of a matrix-vector product on each iteration which is challenging in large-scale scenarios. In order to overcome this problem in such case, we estimate an approximate, or an inexact margin for each observation (x, y) by first choosing randomly a class y ∈ Y, y = y and then estimatinḡ
In this paper, we focus on the influence of inexact margin computation over the true risk of a classifier f ∈ F
where 1 π is equal to 1 if the predicate π is true and 0 otherwise. More precisely, we are interested in the case where the classifier is found following the Empirical Risk Minimization principle by supposing that the approximate marginm f is (ε, δ) inexact, that is for a given (x, y) ∼ D and with probability at least 1 − δ, δ > 0, we have
The empirical loss considered in this work is based on the Hinge ρ-loss function (m f (x, y)) = (1 − ρ −1 m f (x, y)) + , (resp. (m f (x, y))) for ρ > 0 and defined as
Our main result is stated in Theorem 1, and it provides an upper-bound on the true risk of a multi-class classifier based on its empirical loss estimated with an (ε, δ) inexact margin. The notion of function class capacity used in the bound is the Rademacher complexity R(H) of the set of functions H = {x → f (x, C), f ∈ F} [10]:
where σ i 's are independent uniform random variables taking values in {−1, +1}; i.e. ∀i, P(
be an i.i.d. sample from an unknown distribution D over X × Y, |Y| = C, and F be a class functions from X ×Y → R. Then for any ρ > 0 with probability at least 1 − δ, the expected risk of any f ∈ F trained with a (ερ, δ/n) inexact margin is upper-bounded by
Moreover, for kernel-based hypotheses, with K : X × X → R + a PDS kernel and Φ : X → H its associated feature mapping function, defined as :
where W = (ω 1 . . . , ω C ) is the matrix formed by the C weight vectors defining the kernel-based hypotheses, and
Proof. The standard Rademacher complexity margin bound according to Theorem 4.4 of [10] gives with probability 1 − δ/2 for a class of functions M the following bounds:
and
where
we have due to monotonicity of the Rademacher complexity in the number of examples
Finally, with probability at least 1 − δ/2 in the conditions of the theorem, for all training objects {(
Combining it with Ineq. (7) one gets To proof the remaining inequalities we note that with probability at least 1 − δ/2 in the conditions of the theorem, for all training objects {(
Margin approximation. We consider two principal approaches to inexact margin computation: locality-sensitive hashing and convex optimization. Our main focus here is linear classification and the maximal inner product approximation.
Locality-Sensitive Hashing (LSH) is another paradigm to approximate the maximal inner product max i ω i x, which is known Ma. Following [8], we introduce Definition 1. Definition 1. A hash is said to be a (S, cS, p 1 , p 2 )-LSH for a similarity function ω x over the pair of spaces X , W ⊆ Z if for any x ∈ X and ω ∈ W:
As the optimal value of max k ω k x is unknown in advance (and might be even negative), to guarantee the utility of LSH to approximate the margin we require LSH to be universal, i.e. for every S > 0 and 0 < c < 1 it is an (S, cS)-LSH [8] . They also propose the simple LSH algorithm based on random Gaussian projections, with hashing quality
Following [8], one needs O(n (c,S) log 1/δ) to distinguish between ω x > S, and ω x < cS with probability at least 1 − δ. Assume below for simplicity that for any x, ω : ω 2 ≤ 1, x 2 ≤ 1. Applying LSH recursively until cS > ε, one gets O(n¯ log 1/δ log 1/(1−ε)) time to construct (ε, δ) margin approximation, wherē = min
We also note that the maximal inner product max i ω i x can be equally stated as a stochastic convex optimization problem:
, where we use the superscript index to denote a coordinate of the vectors, and denote by U d the uniform probability measure over {1, 2, . . . , d}. As it is known from the seminal result of [12] on stochastic mirror descent algorithm and [13] on the stochastic Frank-Wolfe there exists potentially sub-linear time complexity algorithms to solve the problem approximately over sparse data. Nevertheless the discussion on optimization approach is out of the scope of this paper.
Multi-Class Support Vector Machines
Multi-class support vector machines (M-SVMs) still remain top classification methods owing to their accuracy and robustness [14] . In this section, we analyse simple subgradient descent methods to train M-SVMs with 1 − and 2 − regularization in terms of the influence of inexact margins on their accuracy. Our consideration is mainly inspired by the seminal work of [15] for support vector machines optimization with inexact oracle.
2 -regularization. According to [16] , the multi-class SVM classifier decision rule is:
where ω i is a weight vector of i-th classifier and
C×d is a matrix of weight vectors of all classifiers. The learning objective is
where (W, (x, y)) is ρ-Hinge loss function. Algorithm 1 is essentially an extension of the Pegasos algorithm to train the 2 regularized support vector machines [7] . We further refer to it as MEMOIR-2 The convergence rate of the algorithm is established in Theorem 2.
Theorem 2. Assume that for all (x, y) ∈ S, x 2 ≤ 1. Let W * be an optimal solution for the Problem (10) and also the batch size b t = 1 for all t in Algorithm 1. Then for W = 1 T T t=1 W t one has with probability at least 1 − δ,
where on each i-th training step we use (ε,δ) inexact margin, ψ .
Proof. Following to [15] we treat a margin inexactness as an adversarial noise to the gradient and the derive its total influence on the minimization. The bound on ψ is nothing more than application of the Hoeffding inequality to the total distortion introduced by the inexact margin. The full proof is provided in the supplementary.
Theorem 2 requires the inexactness in margin computation to be bounded by the ε i which in its turn should sum up to o(T ) for the consistency on the algorithm. This requirement is important from theoretical perspective as it limits the performance of the numerical schemes based on convex optimization and LSH in margin approximation. On the other hand, it is much less crucial from the practical perspective as we see in our numerical study.
1 -regularization. In the area of text classification, objects are often described by the TF-IDF or word/collocation frequencies and have sparse representation which is crucial for large-scale machine learning problem. To control the sparsity of W, we use a simple truncated stochastic gradient descent given in Algorithm 2. It's worth to mention a variety of efficient optimization schemes for 1 minimization [17, 18, 19, 20] . We believe that similar technique could be utilized for any of the schemes above as well as for the sub-gradient descent we consider here. We also refer to this algorithm as MEMOIR-1 .
The problem of 1 multi-class support vector machines [20] is to minimize for (x j , y j ) ∈ b t do Compute approximately
A step of stochastic sub-gradient descent method
The details of the method are provided in Algorithm 2. Note an important truncation step which zeroes out sufficiently small elements of W and significantly reduces memory consumption. We apply it in our algorithm only in the case of the resulting 1 / 2 norm of the truncated elements is sufficiently small. In particular, for ω ∈ R d :
Theorem 3. After n iterations of Algorithm 2 with the full update step and step sizes η 1 , . . . , η n and corresponding (ε, δ/n) inexact margins the expected loss atW = 1 n n i=1 W i is bounded with probability 1 − δ as 
Compute approximately
i , |R t |) (Eq. 13) end for end for where ψ = 2ε n k=1 η k , and f (W * ) is the optimal value in Eq. (11), the subgradient's 2 -norm is bounded by G, x i 2 ≤ R for any i, and each truncation operation does not change the 2 norm of W on more than after each iteration.
Proof. The proof is a direct implication of the standard subgradient convergence analysis to the case of sub-gradient errors due to inexact margin and truncation. The condition on the inexact margin also guarantees that with with probability at least 1 − δ each distortion in margin is bounded by ε.
Numerical Experiments
In this section we provide an empirical evaluation of the proposed algorithms and compare them to several state-ofthe-art approaches. We also discuss how hyperparameter tuning affects algorithms' performance from time, memory and quality prospectives.
Datasets. We use datasets from the Large Scale Hierarchical Text Classification Challenge (LSHTC) 1 and 2 [21] , which were converted from multi-label to multi-class format by replicating the instances belonging to different class labels. These datasets are provided in a pre-processed format using both stemming and stop-words removal. Their characteristics, such as train, test, and heldout sizes, are listed in Table 1 . We would like to thank authors of [22] for providing us with these datasets.
Evaluation Measures. During the experiments two quality measures were evaluated: the accuracy and the MacroAveraged F1 Measure (MaF1). The former represents the fraction of the test data being classified correctly, the later is a harmonic average of macro-precision and macro-recall; the higher values correspond to better performance. Being insensitive to class imbalance, the MaF1 is commonly used for comparing multi-class classification algorithms.
Baselines. We compare MEMOIR-1 and 2 SVM algorithms with the following multi-class classification algorithms:
• OVR: One-vs-rest SVM implementation from LIB-LINEAR [23] .
• M-SVM: Multi-class SVM implementation from LI-BLINEAR proposed in [24] .
• RECALLTREE: A logarithmic time one-vs-some treebased classifier. It utilises trees for selecting a small subset of labels with high recall and scores them with high precision [25] .
• FASTXML: A computationally efficient algorithm for extreme multi-labeling problems. It uses hierarchical partitioning of feature space together with direct optimization of nDCG ranking measure [26] .
• PFASTREXML: A tree ensemble based algorithm which is an enhanced version of FastXML: the nDCG loss is replaced with its propensity scored variant which is unbiased and assigns higher rewards for accurate tail label predictions [27] .
• PD-SPARSE: A recent classifier with a multi-class margin loss and Elastic Net regularisation. To establish an optimal solution the Dual-Space Fully-Corrective Block-Coordinate Frank-Wolfe algorithm is used [18] .
Hardware Platform. In our experiments we use a system with two 20-core Intel(R) Xeon(R) Silver 4114 2.20GHz CPUs and 128 GB of RAM. A maximum of 16 cores are used in each experiment for training and predicting. The proposed algorithms run in a single main thread, but querying and updating ANN search structure is parallelized. We were able to achieve a perfect 8x training time speed up when using 8 cores, 11x speed up when using 16 cores, and 20x speed up when using 32 cores (compared to a single core run of MEMOIR-2 algorithm on LSHTC1 dataset). This means that the proposed algorithm is well-scalable and has reasonable yet sublinear training time improvement with the number of used cores.
Implementation Details. In all algorithms we employ "lazy" matrix scaling, accumulating shared matrix multiplier acc := acc · α t during all matrix-scalar multiplications in a form W t := α t W t and later dividing by acc in addition and subtraction operations when necessary. This allows to keep update time sublinear to problem size. Additionally, we store weight matrix W as C lists of CSR sparse vectors individual to each class, thus requiring O(nnz(W ) + C) memory. Finally, in each algorithm we do class prediction for test object x using exact MIPS computation. This is feasible due to the fact that all algorithms achieve highly sparse weight matrices W , thus making weight matrix-test object vector multiplication very fast.
Inexact Margin Computation. In the case of linear classifiers, the problem of inexact margin computation is known as the Maximum Inner Product Search (MIPS) problem. Many techniques, such as cone trees or locality-sensitive hashing [28] have been proposed to tackle this problem in a high dimensional setup. We refer to a recent survey [29] for more details.
To deal effectively in large scale setup, a MIPS solver should maintain the sublinear costs of query and incremental update operations. In practice the majority of solutions lacks theoretical guarantees providing only empirical evaluations [29] .
In our experiments we use two different MIPS solvers: SimpleLSH, an LSH-based MIPS solver [28] , and a Navigable Small-World Graph (SW-Graph), a graph-based algorithm introduced in [30] . Here we provide theoretical guarantees regarding to the properties of SimpleLSH as an (ε, δ) inexact oracle, but our framework can be extended to any similar LSH implementation. In contrast to SimpleLSH, SW-Graph is a purely empirical algorithm, according to [30] , yet we included it into our experiments due to itst high performance in comparison to other solutions [31] . In our implementation we use NonMetric Space Library (nmslib) 4 which provides a parallel implementation of SW-Graph algorithm with incremental insertions and deletions. One useful property of nmslib is its ability to work in non-metric similarity functions, including negative dot product, which makes it a suitable implementation of a MIPS oracle.
Hyperparameters
In this subsection we discuss reasonable choice of algorithms' parameters and ways how this choice affects training time, memory consumption and quality. The complete list with exact values of all hyperparameters is provided in the Appendix.
Common parameters. Learning rate η t is used with 1/t learning rate in a form η t = η 0 /(1 + η step t), where t is the iteration number and η 0 , η step are hyperparameters.
Total number of iterations T were chosen for each dataset independently by obsesving quality improvement on heldout set. When heldout MaF1 does not improve significantly for 5-10 iterations, we stop the learning process.
Batch size |b| was optimized using grid search on logarithmic scale and turned out to be identical for all algorithms and datasets. Generally, increasing batch size |b| while keeping the number of observed objects |b|T fixed first leads to improvement in accuracy at a cost of increased learning time, see Table 2 for details.
L2. The choice of regularizer's λ in case of MEMOIR-2 algorithm affects quality, but has almost no effect on time and memory. This is because λ value only affects W k matrix multiplier and does not have sparsifying effect on it, unlike LSHTC1 |b| = 0.1 Table 2 . Batch size |b| tuning experiment λ in 1 SVM. We found λ = 1 to be a reasonable choice in all our experiments.
L1. Regularizer's parameter λ in MEMOIR-1 algorithm has little effect on training time (it takes only 33% longer to train MEMOIR-1 with λ = 10 −3 compared to λ = 10 −7 ), but provides a way to trade quality for memory. Figure 1 illustrates this effect. Decreasing λ leads to increasing the number of non-zero elements in the weight matrix, which leads to more accurate predictions made using this weights.
Results
The results for the baselines and the proposed methods in terms of training and predicting time, total memory usage and predictive performance evaluated with accuracy and MaF1 are provided in Table 3 . For a visual comparison we also display the results of seven best models graphically, see Figure 2 .
All proposed algorithms consume substantially less memory than the existing solutions with MEMOIR-1 algorithm achieving the most impressive memory reduction. MEMOIR-LSH algorithm achieves the fastest training time (due to reduced feature space and fast computation of Hamming distance) with highest memory usage. MEMOIR-2 is a good compromise between the previous two algorithms in terms of test quality, memory and training time.
Conclusion
Our paper is about extreme multi-class classification using inexact margin computation. We provided theoretical analysis of a classification risk in multi-class (one-vsrest and Crammer-Singer) settings and showed that inexact margin computation does not lead to a significant loss of models' risk. We then designed three efficient methods, MEMOIR-2 , MEMOIR-1 and MEMOIR-LSH, that solve Crammer-Singer multi-class SVM problem with inexact approximation of a margin using two different MIPS solvers, SW-Graph and SimpleLSH. We illustrated an empirical performance of these methods on five extreme classification datatets, on which we achieved good results in terms of quality, memory and training time.
Finally, we discussed how parameter tuning affects algorithms' performance and provided a practical advice on how to choose hyperparameters for the proposed algorithms. Our implementation is publicly available in a form of an opensource library. 
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