A Robust Noise Spectral Estimation Algorithm for Speech Enhancement in Voice Devices by Chessher, Brett Joseph
Louisiana State University
LSU Digital Commons
LSU Master's Theses Graduate School
2005
A Robust Noise Spectral Estimation Algorithm for
Speech Enhancement in Voice Devices
Brett Joseph Chessher
Louisiana State University and Agricultural and Mechanical College, bchess1@lsu.edu
Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_theses
Part of the Electrical and Computer Engineering Commons
This Thesis is brought to you for free and open access by the Graduate School at LSU Digital Commons. It has been accepted for inclusion in LSU
Master's Theses by an authorized graduate school editor of LSU Digital Commons. For more information, please contact gradetd@lsu.edu.
Recommended Citation







A ROBUST NOISE SPECTRAL ESTIMATION ALGORITHM 
FOR SPEECH ENHANCEMENT  










A Thesis  
 
 
Submitted to the Graduate Faculty of the 
Louisiana State University and 
Agricultural and Mechanical College 
In partial fulfillment of the 
Requirements for the degree of 














Brett Joseph Chessher 









 There are many people besides myself that are greatly responsible for the completion 
of this thesis. I would like to give thanks to my special friends Allie, Kristin, Jamie, John, 
Kristy, Jennifer, and Estephen for their companionship, support, and patience throughout 
the past nine months of this research. Secondly, I would like to give a special thanks to 
Dr. Hsiao-Chun Wu, Daren Launey, Waheeduddin Syed, and Sameer Herlekar for their 
guidance, support, and motivation. It has been more than a pleasure to work along the 
side of all of them during my years as a graduate student for the Electrical and Computer 
Engineering department. 
 It is easy to depart from reality and become immodest later in life with titles and 
achievements. However, it is the foundation that makes a person. I would like to thank 
both Forrest and Nancy Chessher, who is my father and mother respectively, for their 
guidance and nurture throughout my life. I also thank my elder and twin brother, Pete and 
Mike, for their life companionship. My dedication and hard work is a direct influence 
from my upbringing. God has truly blessed me with a great childhood and family life.  
  I thank all the faculty members of the College of Science and Technology at the 
University of Southern Mississippi for providing me with a strong academic foundation, 
especially Prof. Randy Buchanan, Prof. Cecil Harrison, Prof. Johnsey, Mr. Todd Adams, 
Mr. Dan Kohn, and Prof. Joseph Kolibal. I would also like to thank my lifelong friends I 
have made during my undergraduate years in the state of Mississippi including Greg 
McLelland, Michael Watson, Gabe Radau, Dan Garcia, David Dawkins, Todd Fisher, 
Matt Reed, and the rest of the 3-1-1 Crew. 
 iii 
 Last but not least, a very special thanks goes to my aunt Brenda (Nanny), Uncle Paul, 
Nancy, James, and Cameron for the good times during my years living in Baton Rouge. 
My uncle is no longer with us on Earth and therefore this thesis and the nine long months 
of research is dedicated to Paul Cleve Bourque (Uncle Paul). It was his thoughts that 








































LIST OF TABLES...........................................................................................................vi 
 




CHAPTER 1. FUNDAMENTAL SPEECH ANALYSIS ...............................................1 
1.1 Motivation..................................................................................................................1 
1.2 Short-Time Fourier Transform ..................................................................................1 
1.3 Windowing Effect ......................................................................................................2 
1.4 Hamming Window.....................................................................................................3 
1.5 Short-Time Fourier Analysis of a Speech Signal with Hamming     
      Windowing.................................................................................................................7 
 
CHAPTER 2. INTRODUCTION OF NOISE SPECTRAL SUPPRESSION.................9 
2.1 Fundamentals of Noise Suppression Methods...........................................................9 
2.2 Noise Spectral Subtraction.........................................................................................10 
2.3 Bayesian Methods for Noise Suppression .................................................................19 
 
CHAPTER 3. EXISTING NOISE SPECTRAL ESTIMATION METHODS FOR  
                        BAYESIAN NOISE SUPPRESSION .....................................................23 
3.1 Introduction................................................................................................................23 
3.2 The Impact of the A Priori Signal-to-Noise Ratio .....................................................23 
3.3 Voice Activity Detection for Noise Frame Labeling.................................................25 
3.4 Conventional Noise Spectral Estimation Methods ....................................................26 
3.5 Comparative Studies of Conventional Noise Spectral Estimation Methods .............28 
 
CHAPTER 4. NOVEL ROBUST NOISE SPECTRAL ESTIMATION.........................34 
4.1. Introduction...............................................................................................................34 
4.2 Formulation of Robust Noise Spectral Estimator ......................................................34 
4.3 Optimal Adaptive Recursion Coefficients .................................................................35 
4.4 Flowchart ...................................................................................................................37 
 
CHAPTER 5. SIMULATION AND RESULTS ............................................................39 
5.1 Simulation Procedures and Measures ........................................................................39 
5.2 Simulation Results .....................................................................................................41 
 




APPENDIX: DERIVATION OF THE OPTIMAL ADAPTIVE RECURSION   












































LIST OF TABLES 
 
Table 5.1 R-SNR of the Speech from Male Speaker 1 ....................................................42 
 
Table 5.2 R-SNR of the Speech from Female Speaker 1 ................................................43 
 
Table 5.3 R-SNR of the Speech from Male Speaker 2 ....................................................44 
 
Table 5.4 R-SNR of the Speech from Female Speaker 2 ................................................45 
 



































LIST OF FIGURES 
 
Figure 1. 1 Magnitude Spectrum of a 60Hz Sine Wave Using a Rectangular  
                  Window..........................................................................................................3 
 
Figure 1. 2 Magnitude Spectrum of a 62.5Hz Sine Wave Using a Rectangular  
                  Window..........................................................................................................4 
 
Figure 1. 3 A Hamming Window Consisting of 4,001 Samples .....................................5 
 
Figure 1. 4 Frequency Analysis of a 62.5Hz Sine Wave Using a Hamming Window....5 
 
Figure 1. 5 Comparison of the Spectral Energy between the Rectangular Window  
                  and Hamming Window..................................................................................6 
 
Figure 1.6 Magnitude Spectrum of a Clean Speech Signal Using the Short-Time  
                 Fourier Analysis..............................................................................................8 
 
Figure 2.1 Speech Enhancement Using a Noise Suppression Filter ................................10 
 
Figure 2. 2 Noise Suppression Filter Gain Curves of a Magnitude Spectral  
                  Subtraction Filter ...........................................................................................16 
 
Figure 2. 3 Noise Suppression Filter Gain Curves of a Power Spectral Subtraction  
                  Filter...............................................................................................................17 
 
Figure 2. 4 The Short-time Spectral Magnitude of an Enhanced Speech Using the   
                  Magnitude Spectral Subtraction.....................................................................18 
 
Figure 2. 5 Musical Noise Resulting from the Magnitude Spectral Subtraction .............18 
 
Figure 3. 1 A Priori SNR Estimate Versus ISNR Estimate in a Comparative Study ......25 
 
Figure 3. 2 Enhanced Speech and Estimated Noise Spectra Using the Moving  
                  Average and the Single-Pole Recursion ( )25.0=φ .......................................29 
 
Figure 3. 3 Enhanced Speech and Estimated Noise Spectra Using the Moving  
                  Average and the Single-Pole Recursion ( )9.0=φ .........................................30 
 
Figure 3. 4 Enhanced Speech and Estimated Noise Spectra Using the Moving  




Figure 3. 5 Enhanced Speech and Estimated Noise Spectra Using the Moving  
                  Average and the Single-Pole Recursion in the Presence of Jet Noise 
                 ( )90.0=φ .......................................................................................................33 
 
Figure 4. 1 Flowchart of the Proposed Robust Noise Spectral Estimation  









































 In this thesis, a new robust noise spectral estimation algorithm is proposed for the 
purpose of single-microphone speech enhancement. This algorithm can generate the 
optimal noise spectral estimates in the Minimum Mean Square Error (MMSE) sense 
based on the speech statistics in the noisy environments. Compared to the well-adopted 
conventional noise spectral estimation method using the single-pole recursion, our 
proposed scheme is more reliable since the recursion coefficients are adaptable and 
optimal in the MMSE therein. We also propose a new accurate Resulting Signal-to-Noise 
Ratio (R-SNR) estimator as a quality measure to benchmark the existing noise spectral 
estimation techniques. This new R-SNR estimator can be applied to quantify not only the 
residual noise but also the speech distortion and therefore it can well serve as the overall 
speech quality measure after the noise suppression. We conduct the experiments to 
evaluate the performance of the noise suppression using our robust noise spectral 
estimation algorithm and compare it with those of two major existing noise spectral 
estimation methods. Through numerous simulations, we have shown that our noise 
suppression technique significantly outperforms the conventional methods in both 







CHAPTER 1. FUNDAMENTAL SPEECH ANALYSIS 
1.1 Motivation 
 Speech processing has drawn a lot of research interest for more than half a century. 
Nowadays, the information technology has occupied a significant portion of daily life and 
hence the voice activated devices are in high demand. However, the speech signals are 
sensitive to the background noise, which would severely degrade the speech quality and 
the corresponding intelligibility. Therefore, the robust speech enhancement techniques, 
either using the microphone arrays or the single microphone are always desirable. In this 
thesis, we investigate a new robust noise spectral estimation algorithm and its application 
for the speech enhancement based on a single microphone.   
1.2 Short-Time Fourier Transform 
 Speech recognition and speech enhancement are the two major speech technological 
demands. Nevertheless, the speech analysis is similar for both speech applications. 
Typically, speech signals are observed in the short-time intervals where the signals are 
segmented into very short slots and each slot or frame is to be processed independently. 
Usually, a window function is used to define the frame length. The Short-Time Fourier 
Transform (STFT) is the well-adopted speech analysis tool, which is defined by Equation 
1.1 [1]. In Equation 1.1, i(m) represents the last sample of the frame m. The window  
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  x(n) ≡  Speech signal in the time domain 
  X(k, m) ≡  The kth discrete frequency component (bin) of speech  in the mth frame 
  i(m) ≡  Time index corresponding to the mth frame 
  N ≡  Window size 
 
size typically ranges between32 and 256 for speech signals sampled at 8kHz [1]. This is 
equivalent to the time interval ranging between 4 and 32 msec. 
1.3 Windowing Effect 
The window function is used not only to partition a speech signal or time series into 
short-time frames but also to preserve the spectral information. Spectral information from 
one frequency bank
1
 may leak into the adjacent frequency banks after the analog-to-
digital conversion and the Digital Fourier Transform (DFT) are performed [2]. This is 
often referred to as the Fast Fourier Transform (FFT) leakage [2]. A typical example of 
FFT leakage can be found in the sinusoidal signal spectral analysis. A sinusoid is ever-
last in time but only a hundred or thousand samples can be collected via a digital 
computer. The sampled waveform can be deemed as the rectangular-windowed 
sinusoidal sequence (h(n) = 1 for 0≤ n≤ N- 1 and h(n) = 0 for n< 0 U n > N in Equation 
1.1.) and this is equivalent to the convolution between the frequency response of the 
sinusoid and the corresponding Sinc function in the frequency domain. Thus, the 
spectrum of the windowed sinusoid, which is an impulse in the frequency domain 
convolved with the sinc function, may lead to the FFT leakage in the adjacent frequency 
banks. Figure 1.1 shows the magnitude spectrum of a 60Hz sine wave sampled at a 
frequency of 8kHz using a rectangular window of 4,001 samples. The dotted points along   
1
 A frequency bank is the analog frequency mapped to a discrete frequency bin in    
   the digital Fourier transform.
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Figure 1. 1 Magnitude Spectrum of a 60Hz Sine Wave Using a Rectangular   
    Window 
 
the dashed line form a Dirac-delta like impulse sequence in the frequency domain. where 
the FFT leakage is insignificant in this case. As depicted in Figure 1.2, if the sine wave 
possesses the frequency of 62.5Hz and is sampled at 8kHz using the same rectangular 
window, the FFT leakage becomes obvious, where the significant spectral side lobes are 
leaked into the frequency banks close to 62.5Hz.  
1.4 Hamming Window 
 The aforementioned FFT leakage can be greatly mitigated using other window 
functions. A widely used window function for speech processing is the Hamming 
window, which is shown in Figure 1.3. The magnitude spectrum for the 62.5Hz sine wave  
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Figure 1. 2 Magnitude Spectrum of a 62.5Hz Sine Wave Using a Rectangular   
    Window 
 
is depicted in Figure 1.4 using the Hamming window of 4,001 samples. This spectrum 
still shows some FFT leakage, which appears in the three nearest frequency bins. It is 
also noted that the spectral magnitude in the main lobe is lower than that in Figure 1.2. 
This phenomenon can be explained by investigating the frequency response of both 
rectangular and Hamming windows as shown in Figure 1.5. According to Figure 1.5, the 
rectangular window consists of more DC spectral energy (at very low frequency), as a 
matter of fact that the rectangular window function is constant. It is obvious that the 
transition bandwidth (the difference between the null-to-null bandwidth and the 3dB 
bandwidth) of the Hamming window spectrum is rather larger than that of the rectangular 
 5 
















Figure 1. 3 A Hamming Window Consisting of 4,001 Samples 






























Figure 1. 4 Frequency Analysis of a 62.5Hz Sine Wave Using a Hamming    
    Window 
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Figure 1. 5 Comparison of the Spectral Energy between the Rectangular Window 
    and Hamming Window 
 
 window spectrum. Hence, the spectral bandwidth of the windowed sine wave in Figure 
1.2 is less than that in Figure 1.4. However, Figure 1.2 consists of larger ripples due to 
the FFT leakage since the rectangular window spectrum has the larger side lobes as 
shown in Figure 1.5. Consequently, Hamming window is superior to the rectangular 
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1.5 Short-Time Fourier Analysis of a Speech Signal with Hamming     
      Windowing 
 
 Usually, the window function is advanced to generate the successive speech frames 
with the 50% overlap of frame length from one to next. The purpose of this overlapping 
technique is to provide smoother statistical transitions. However, this overlapping 
operation has to be taken into consideration when the signal reconstruction is carried out, 
where the overlap-and-add method is to be used to reconstruct the signal. 
 For the speech analysis, the STFT using the Hamming window and the overlapping 
technique is applied to create a magnitude spectrum with respect to both time and 
frequency. As an illustration, a signal consisting of an 8sec clean speech phrase “One, 
three, five, six, speech.” was produced by a male speaker. The signal was sampled at 
8kHz. The STFT is undertaken with frame length 256 and 50% overlapping. Thus each 
frame consists of a 32msec segment of the speech phrase. The resulting STFT magnitude 


























Figure 1.6  Magnitude Spectrum of a Clean Speech Signal Using the Short-Time  





















CHAPTER 2. INTRODUCTION OF NOISE SPECTRAL  
        SUPPRESSION 
 
2.1 Fundamentals of Noise Suppression Methods 
 
 The main single-microphone speech enhancement approach, namely noise 
suppression, relies on the robust noise spectral estimation. In this chapter, we discuss the 
fundamentals of the existing noise suppression methods. The suppression of noise for 
speech enhancement has been a challenging research topic for decades. During these 
years, numerous noise suppression methods have been developed according to the well-
adopted additive noise model, which is shown in Equation 2.1. The noise suppression  
nsx +=                     (2.1) 
where, x ≡  Noisy speech signal 
  s ≡  Clean speech signal 
  n ≡  Noise signal 
 
methods derived from this additive noise model can be classified into two different 
categories, namely spectral subtraction methods and the Bayesian methods. Spectral 
subtraction methods are easily implemented by taking advantage of the additive noise 
model, where the noise estimates are simply subtracted from the raw data. Bayesian 
methods are derived by minimizing a distortion measure based on an underlying noise 
statistical model. Empirically, the Bayesian noise suppression methods outperform the 
noise spectral subtraction methods. However, noise spectral subtraction methods are very 
computationally efficient and robust over the nonstationary noise. 
 For convenience, it is usual to characterize a noise suppressor as a filter. Due to the 
difficulty of estimating the phase of clean speech, the phase of the noisy speech signal is 
 10 
simply assumed to be identical to that of the clean speech. Heuristically, this assumption 
leads to the promising results and is still currently adopted in practice, especially for 
single-microphone applications [4]. In addition, it has been shown in [5] that the precise 
phase estimation is not important for speech enhancement. The typical approach for 
speech enhancement using a noise suppression filter is illustrated in Figure 2.1. 
According to Figure 2.1, the speech signal x(n) is the discrete-time speech sequence; then 
the short-time magnitude spectrum ( )mkX ,  and the short-time phase spectrum 
[ ]{ }),(exp mkXjθ  both are calculated for every frame m and every frequency bin k. The 
noise suppression filter H(k,m) needs to be adapted to produce the clean speech estimates 
( )mkS ,ˆ  for every frame m and every frequency bin k. Finally the enhanced speech signal 
( )mns ,ˆ  in the mth frame can be obtained by taking the inverse digital Fourier transform 
(IDFT) of the product spectrum ( ) [ ]{ }),(exp,ˆ mkXjmkS θ . 
 
              
 
                       
Figure 2. 1 Speech Enhancement Using a Noise Suppression Filter 
 
2.2 Noise Spectral Subtraction 
2.2.1 Magnitude Spectral Subtraction 
 Among the early pioneers, Steven F. Boll applied the additive noise model to design a 
magnitude spectral subtraction algorithm for speech enhancement [6]. Boll’s spectral 
STFT 
x(n) |X(k,m)| 








subtraction method was developed under the following two assumptions: the noise is 
either acoustically or digitally added to the speech signal and the noise environment is 
locally stationary or slowly time-varying. According to [6], if the slowly time-varying 
nonstationary noise is considered, a voice activity detector (VAD) must be used to 
determine the speech pauses in the signal for updating the noise estimates. We assumed 
that the VAD is reliable and thus it is not a focus of this thesis. The initial noise estimate 
( )0,ˆ kN  is determined by averaging the magnitude spectra over several beginning frames, 
collectively, of the speech signal. The individual noise spectral estimates are computed in 
each frame m and each frequency bin k according to Equation 2.2. Modifying Equation 
2.2, we can define the magnitude spectral subtraction filter ( )mkH MSS ,  as Equation 2.3. 
( ) ( ) ( )( ) [ ]( )),(exp,ˆ,,ˆ mkXjmkNmkXmkS θ−=          (2.2) 
where, ( ) ≡mkS ,ˆ Estimated clean speech spectral amplitude 
  ( ) ≡mkX , Noisy speech spectral amplitude 
  ( ) ≡mkN ,ˆ  Noise spectral estimate of the kth discrete frequency bank 









mkH MSS −=                (2.3) 
where, ( ) ( ) ),(,,ˆ mkHmkXmkS MSS⋅=  
 
Occasionally ( ) ( ) 0,),(,ˆ <⇒> mkHmkXmkN  and hence ( ) ( ) ( )mkHmkXmkS ,,,ˆ =  
0< will lead to an “impossible” speech magnitude spectrum. Thus, Equation 2.2 has to 
be modified as Equation 2.4 to include an additional constraint. A half-wave modulation 
technique was proposed in [6] to avoid the aforementioned problem, which is described  
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in Equation 2.5. 
( ) ( ) ( ){ } [ ]( )),(exp0,,ˆ,max,ˆ mkXjmkNmkXmkS θ−=        (2.4) 
( ) ( )









== ,         (2.5) 
where, ( ) 0, ≥mkH HW . 
2.2.2 Power Spectral Subtraction 
 Shortly after Boll’s magnitude spectral subtraction method was introduced, a power 
spectral subtraction method was launched by M. Berouti [7]. Power spectral subtraction 
is very similar to magnitude spectral subtraction; the only difference is the former 
spectral subtraction is performed in the power spectrum instead of the magnitude 
spectrum [7]. The power spectral subtraction is expressed in Equation 2.6. The 
( )
( ) ( ) [ ]( )






















                        (2.6) 
similarity between magnitude and power spectral subtraction methods is obvious 
according to Equations 2.4 and 2.6. Berouti claimed that his magnitude spectral 
subtraction scheme could reduce the annoying artifacts known as musical noise in the 
enhanced speech signal, while the original magnitude spectral subtraction method could 
not solve this problem [7]. Berouti proposed a solution to reduce musical noise by 
modifying the power spectral subtraction formula in Equation 2.6. A positive noise floor 
parameter c was introduced to increase the lower limit from zero. The significance of this 
noise floor parameter will also be discussed in the next section. A complete description of 
 13 
( )
( ) ( ) [ ]( )


























Berouti’s power spectral subtraction method is summarized in Equation 2.7. The 
Berouti’s noise suppression filter ( )mkH PSS ,  is expressed in Equation 2.8. 
 




where, ≡c  Noise floor parameter 
( ) ≡⋅ mkNc ,ˆ  Spectral noise floor 
( ) ( )










































   (2.8)  
2.2.3 Comparative Studies of Spectral Subtraction Methods 
Both magnitude and power spectral subtraction methods can be expressed using the 
general clean speech spectral estimation formula given by Equation 2.9. In Equation 2.9, 
the over-subtraction parameter β (β ≥1) produces an overestimate of the noise spectral 
estimate. A noise floor parameter c (usually c<< 1) is also included in this equation, 
which sets the lower limit of the enhanced speech [7]. The over-subtraction parameter β 
( )
( ) ( ) [ ]( )
































    (2.9)  
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where, { }2,1=α  
  ≡≥ 1β  Over-subtraction parameter 
  ≡c  Noise floor parameter 
 
is usually adjusted via trial-and-error to result with superior speech quality [7]. The effect 
of the over-subtraction parameter on the noise suppression filter can be shown by 
comparing the noise suppression filter gain curve for different values of β with respect to 
the actual signal-to-noise ratio (SNR). To formulate the noise suppression filter gain, we 



















































































































 into Equation 2.10, we obtain Equation 2.11. The 















, where ),( mkS  and 






















































.    (2.11)  
 15 
Thus, a general formula analogous to Equation 2.12 can be drawn to formulate the noise 













































      (2.12) 
 
In Figures 2.2 and 2.3, the noise suppression filter gain curves for different values of 
β are illustrated for the magnitude and power spectral subtraction methods respectively. 
The noise floor parameter c was set at 0 for Figure 2.2 and 0.0002 for Figure 2.3 to depict 
the gain curves. This is due to the fact that the noise floor parameter was proposed in [7] 
for the power spectral subtraction. The parameter β plays a significant role in the 
reduction of the residual noise, which is the noise remaining in the enhanced speech 
signal. A larger β value is desirable if the average noise spectral energy is significantly 
lower than the average speech spectral energy because the filter gain will decrease at a 
faster rate as the −∞→SNR , which will lead to less residual noise during the unvoiced 
intervals. Similarly, a smaller β value is desirable if the average noise spectral energy is 
close to or larger than the average speech spectral energy because the filter gain will 
decrease slowly as the −∞→SNR , which will lead to less speech attenuation within 
low-energy voiced durations. A fixed value of β would hinder the robustness of the noise 
spectral subtraction methods in adverse noise environments. It was mentioned in [7] that 
53 ≤≤ β  when using the power spectral subtraction method. However, in this thesis, we 
use the magnitude spectral subtraction method with 1=β since the a priori SNR 
 16 






















Figure 2. 2 Noise Suppression Filter Gain Curves of a Magnitude Spectral   
    Subtraction Filter 
 
information is not available, and the noise suppression filter performance can only rely on 
the robustness of the adopted noise spectral estimation technique. 
 The noise floor parameter c is significant in the reduction of musical noise, which is a 
 
type of residual noise that sounds like different monotones rapidly changing in both time  
 
and frequency. An example of musical noise is shown in Figures 2.4 and 2.5. In Figure  
 
2.4, the magnitude spectral subtraction was applied with a noise floor parameter c = 0 to  
 
suppress the additive white noise from a speech signal of a 5dB SNR. The speech phrase  
 
“One, three, five, six, speech.” was sampled at 8kHz and processed with a Hamming  
 
window of 256 samples and 50% overlapping in this example. Figure 2.5 shows a
 17 






















Figure 2. 3 Noise Suppression Filter Gain Curves of a Power Spectral     
    Subtraction Filter 
 
snapshot of the first 0.25sec of the speech phrase in the frequency range of 0 to 600Hz. In 
this figure, the residual noise peaks of significant magnitude are apparent around 500Hz 
at 0.1sec and 200Hz at 0.2sec. The major peaks such as these create the spurious 
monotone sounds defined as musical noise. The spectral magnitudes of the utterance in 
Figure 2.4 are much larger than those of the musical noise in Figure 2.5 and hence the 
occurrence of the musical noise might be deemed to be insignificant. However, this is 
often misleading since the utterances are composed by vowels and consonants [8]. The 
vowels contribute the major spectral energy perceived in Figure 2.4, while the 



























Figure 2. 4 The Short-time Spectral Magnitude of an Enhanced Speech Using the  



























Figure 2. 5 Musical Noise Resulting from the Magnitude Spectral Subtraction 
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close to musical noise. Therefore, those fricatives can be masked by the musical noise 
and the utterance intelligibility is deteriorated accordingly. 
It was shown in [7] that the musical noise was mitigated using the power spectral 
subtraction method given by Equation 2.7. This reduction of musical noise results from 
the adjustable noise floor parameter. As stated in Equation 2.7 and shown in Figure 2.3, 
the noisy speech signal is greatly attenuated if the magnitude spectrum of the raw data is 
close to the noise spectral estimate. Although this would cause a reduction in the musical 
noise during the speech pauses mostly, musical noise would often remain within the 
speech portions. Due to the lack of robustness, magnitude and power spectral subtraction 
methods are inferior for the reduction of musical noise to Bayesian noise suppression 
methods, which will be discussed in the next section. 
2.3 Bayesian Methods for Noise Suppression 
2.3.1 Minimum Mean Square Error Estimation of the Short-Time Spectral   
         Amplitude 
 One of the most widely studied Bayesian noise suppression methods is the Minimum 
Mean Square Error Estimation of the Short-Time Spectral Amplitude (MMSE-STSA), 
which was proposed by Yariv Ephraim and David Malah [9]. In the MMSE-STSA 
method, the MMSE estimate of the short-time clean speech spectral magnitude within a 
single frame is determined, where the noisy speech magnitude spectrum is assumed to be 
corrupted by additive white Gaussian noise (AWGN). The complete description of the 
MMSE-STSA scheme is beyond the scope of this thesis; however, the resulting enhanced 
speech estimate and filter expression are shown in Equations 2.13 and 2.14 respectively.
 20 












































































































mk λλξ  A priori SNR 
    for 10 ≤≤ λ . 








)( dyyznyzIn  Modified Bessel function of the first kind  
 Equation 2.14 introduces two important functions that are still widely used in modern 
speech enhancement methods. The functions ),( mkγ  and ),( mkξ  are defined as the a 
posteriori and a priori SNR estimates respectively [10]. It has been demonstrated in [11] 
and [12] the a priori SNR estimate ),( mkξ  aids in the reduction of musical noise because 
it performs as a smoothing function of the a posteriori SNR estimate ),( mkγ , which is 
the ratio of the noisy speech spectral energy and the estimated noise spectral energy. 
According to Equation 2.14, the MMSE-STSA noise suppression filter ),( mkH STSA  is a 
function of both a posteriori and a priori SNR estimates. Thus, ),( mkH STSA  relies on the 
previous frame’s clean speech spectral estimate along with the noise spectral estimate. It 
is noted that the functions of the a posteriori and a priori SNR estimates in Equation 2.14 
 21 
both include a noise spectral estimate update. It is assumed that a VAD is used to update 
the noise estimates during a speech pause as mentioned in Section 2.2.1. The particular 
function defined in Equation 2.14 for the a priori SNR estimate is known as the Decision 
Directed estimation approach [9], in which the best results were achieved in terms of the 
residual noise reduction for 98.0=λ . However, modern research has been performed to 
modify or improve the Decision Directed estimation approach by making λ  as an 
adaptive parameter [13], [14], [15], [16]. 
2.3.2 Minimum Mean Square Error Estimation of the Log-Spectral Amplitude 
 One year after introducing the MMSE-STSA, Ephraim and Malah proposed another 
noise suppression method called the Minimum Mean Square Error Estimation of the Log-
Spectral Amplitude (MMSE-LSA) [17]. Through the informal listening test in [17], the 
sound quality resulting from the MMSE-LSA method was superior to that from the 
MMSE-STSA method due to further residual noise reduction. The MMSE-LSA filter 
function also involves less computational complexity than the MMSE-STSA filter. The 
filter function of the MMSE-LSA including only a single exponential integral is defined 
by Equation 2.15. 





























        (2.15) 
2.3.3 Wiener Filtering 
 Due to its promising results, simplicity, and efficiency, the Wiener filter is probably 
the most applicable noise suppression filter today. The Wiener filter is derived from the 
MMSE of the clean speech estimate in the time domain. Similar to the MMSE-STSA and 
 22 
MMSE-LSA filters, the modern Wiener filter
1
 is also a function of the a priori SNR 
estimate. In fact, the Decision Directed estimation approach is commonly applied in the 
Wiener filtering to determine the a priori SNR estimate [12]. The Wiener filter is defined 
in Equation 2.16 [1], [12]: 









==              (2.16) 
 
2.3.4 Comparative Studies of Bayesian Noise Suppression Methods 
Since the numerical evaluation of the modified Bessel function of the first kind is 
involved in the MMSE-STSA noise suppression filter as given by Equation 2.14 and the 
numerical integration is also required in the MMSE-LSA filter as given by Equation 2.15, 
the corresponding computational complexities are rather high. Therefore, we adopt the 


















 The Wiener filter is actually a classical Bayesian noise suppression method that  
   originally was a function of the a posteriori SNR estimate. It [Wiener filter] was   
   later modified using the a priori SNR estimate defined in [10]. 
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CHAPTER 3. EXISTING NOISE SPECTRAL ESTIMATION  




 In Chapter 2, the Bayesian noise suppression methods all involved a function of the a 
priori SNR estimate. The a priori SNR estimate is a function of the clean speech spectral 
energy estimate according to the Decision Directed estimation method given by Equation 
2.14. Since the clean speech spectral energy estimate is related to the accuracy of the 
noise spectral energy estimate, a robust noise spectral estimation technique would lead to 
a more accurate clean speech energy estimate as well as a more accurate a priori SNR 
estimate, which would give rise to a more accurate noise spectral estimate update in the 
future. Our research goal is to design a reliable noise spectral estimation method with the 
aide of the VAD and the proposed technique can be integrated with any existing VAD 
algorithm in practice. In this chapter, two commonly used noise spectral estimation 
methods for speech processing will be discussed. Such two spectral estimation methods 
involve the moving average and the single pole recursion.  
3.2 The Impact of the A Priori Signal-to-Noise Ratio 
 The a priori SNR estimation is crucial in the Wiener filtering. The a priori SNR 
estimate ),( mkξ  is given by Equation 3.1 using the Decision Directed estimation method 













mk γλλξ         (3.1) 
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mk ≡γ  
a priori SNR estimate, the less musical noise in the enhanced speech spectrum. As  
 
previously discussed in Chapter 2, the residual noise reduction relies on a robust noise  
 
suppression filter with the accurate noise spectral estimation. Figure 3.1 illustrates the  
 
apriori SNR estimates for the first 0.5sec of the phrase “One, three, five six, speech,”  
 
where only ),25( mξ  is plotted and the speech signal is embedded in the additive white  
 
Gaussian noise with a 5dB SNR. Since the first 0.5sec of this phrase consists of no  
 
speech, therefore the spectral energy shown is the pure noise energy, which corresponds  
 
to the solid line in the bottom graph of Figure 3.1 whereas the dashed line indicates the  
 
noise spectral estimates. In the top graph of Figure 3.1, the solid line represents the a  
 
priori SNR estimates and the dotted line represents the instantaneous SNR estimates. The  
 
instantaneous SNR (ISNR) estimate is equivalent to the a posteriori SNR estimate minus  
 
1, or 1),25( −mγ . Since the noise spectral energy estimate is significantly lower than the  
 
actual noise spectral energy, a significant amount of residual noise will remain in the  
 
enhanced speech after the noise suppression. It was shown in Chapter 2 the noise  
 
suppression filter gain decreases with the a priori SNR estimate. As a result, a significant  
 
amount of energy from the actual noise spectral peaks would remain in the enhanced  
 
speech spectrum. This is the cause for the production of musical noise. The a priori SNR  
 
estimates behave like a smoothing function for the ISNR. Since the a priori SNR  
 
estimates change very little in comparison to the ISNR estimates, there will be less short- 
 
time drastic variations in the noise suppression filter gain and it leads to the musical noise
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Figure 3. 1 A Priori SNR Estimate Versus ISNR Estimate in a Comparative Study 
 
mitigation. As a result, the enhanced speech signal will sound closer to a uniformly 
attenuated version of the original noise during the speech pauses. Consequently, the 
sound quality from a Bayesian noise suppressor using the a priori SNR estimation is 
found to be more pleasant [12]. 
3.3 Voice Activity Detection for Noise Frame Labeling 
 This thesis only concentrates on the noise spectral estimation methods dependent on 
the VAD. The general purpose of a VAD will be briefly discussed in this section. In 
Chapter 1, the Short-Time Fourier Transform (STFT) was introduced to segment the 
noisy speech signal into frames using an arbitrary window function. A VAD is used to 
determine if the current frame consists of both noise and speech or just pure noise. The 
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general rule of a typical VAD is defined in Equation 3.2. In Equation 3.2, a logical 1 is 
confirmed if the current frame is found to contain speech energy. Thus, the frames 
labeled as a logical 0 are used for the noise spectral estimation. 
 Conventional noise spectral estimation methods will be described in the following 
sections. In these sections, it is assumed that the current frame is classified as a logical 0 




















,             (3.2) 
where,   ≡⋅L  Logical function dependant on the input argument 
  [ ] ≡⋅T  Transform or mapping function 
  ≡µ  Threshold defined to determine the logical output 
 
3.4 Conventional Noise Spectral Estimation Methods 
3.4.1 The Moving Average 
 In section 3.2, the noise spectral estimation technique used to calculate the noise 
energy in Figure 3.1 was the moving average. The moving average shown in Equation 
3.3, also known as the arithmetic mean, is basically an average noise spectrum over the 
recent past frames. It is the simplest noise spectral estimate. However, the moving 
















mkN               (3.3) 
average method cannot be well adapted to the nonstationary environment since this 
method is effective mostly in stationary noise environments. In addition, the number of 
required frames M for the accurate noise estimates should be sufficiently large. If M is 
considerably small, the resulting noise spectral estimate would easily be dominated and 
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biased by an abrupt noise peak. In the example of Figure 3.1, 50≥M  is required for the 
noise spectral estimation, which is equivalent to the first 0.784sec of the signal. The time 
duration of 0.784sec is too long for the stationary assumption of any noise in reality.  
 Though it is not the most popular noise spectral estimation technique due to the lack 
of robustness, the moving average scheme is sometimes used as a smoothing function to 
reduce spectral artifacts arising from the noise suppression [6]. In [6], Boll applied a 3-
sample moving average estimator, i.e. M = 3, to estimate the noise spectrum and reduce 
the musical noise. 
3.4.2 Single-Pole Recursion 
 Single-pole recursion is the most widely used noise spectral estimator for speech 
processing [1]. As shown in Equation 3.4, the single-pole recursion can be characterized 
a first-order low-pass filter where ( )1,0R∈φ . The single-pole recursion method can better 
( ) ( ) ( ) ( )ν
νν
φφ mkXmkNmkN ,11,ˆ,ˆ −+−=            (3.4) 
track the nonstationary noise statistics than the moving average scheme because it weighs 
the recent past more heavily than the distant past, where the weight of a historical noise 
spectral estimate decays as nφ  and n is the number of updates after that estimate [1]. 
According to Equation 3.4, the requirement of the storage device is much less stringent 
than the moving average estimator too. 
 In the past few years, there have been some modifications of the single-pole recursion 
estimator (Equation 3.4) [18], [19] to include the attack and decay coefficients. In 
Equation 3.5, aφ  and dφ  are denoted as such attack and decay coefficients respectively. 
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This technique, known as two-sided single-pole recursion, was developed to eliminate 
the transient phenomena in the presence of VAD errors [1]. Thus, a smaller weight would  
( ) ( ) ( ) ( )ν
νν
φφ mkXmkNmkN ,11,ˆ,ˆ −+−=           (3.5) 
where, 
( ) ( )


















  for ba φφ > . 
be placed on the current frame if its frame energy is greater than the most recent update 
of the noise spectral estimate. This estimation method was created to reduce the 
stationary noise and would not perform well in the nonstationary environments. Thus, the 
two-sided single-pole recursion is not prevalent for the speech applications in adverse 
environments. 
3.5 Comparative Studies of Conventional Noise Spectral Estimation          
      Methods 
 
 In this section, the moving average and single-pole recursion methods will be 
investigated for different noise scenarios to gain more insights. In the single-pole 
recursion, 0→nφ  as 0→φ  at a given n. It means that the better tracking capability of 
the noise spectral estimator can be perceived as 0→φ . In Figure 3.2, both moving 
average and single-pole recursion were used to estimate the noise spectra for the same 
signal in the example of Figure 3.1 except with additive babble (speech-like) noise. The 
coefficient φ  for the single-pole recursion estimation is 0.25 for this example. Figure 3.2 
shows the enhanced speech spectral energy estimate from the Wiener filtering in the top 
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Figure 3. 2 Enhanced Speech and Estimated Noise Spectra Using the Moving 
Average and the Single-Pole Recursion ( )25.0=φ  
 
plot and the estimated noise spectral energy in the bottom plot for the 25
th
 DFT frequency 
bin. In the bottom plot, it is shown that the single-pole recursion method performed very 
well in tracking the time-varying noise spectrum. However, the single-pole recursion 
estimate was much less accurate than the moving average estimate during the voice 
region. The VAD detected the speech activities slightly before 1.4sec and the noise 
spectral energy estimate remains unchanged until the next speech pause. Since the VAD 
detected speech energy within low noise energy durations, the speech spectral estimate 
using the single-pole recursion method consisted of more residual noise during the speech 
onset. It is also shown in Figure 3.2 that the residual noise energy appearing in the 
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Figure 3. 3 Enhanced Speech and Estimated Noise Spectra Using the Moving 
Average and the Single-Pole Recursion ( )9.0=φ  
 
enhanced speech energy is insignificant for both methods during the noise frames (0 to 
1.4 sec). This is because the Wiener noise suppression filter is a function of the a priori 
SNR; thus, the noise energy during the unvoiced periods would be greatly attenuated. 
However, the noise spectral estimates during the voice periods are of most interest 
because the residual noise emerges from those periods.  
In Figure 3.3, the same experiment was conducted using 9.0=φ , which is a typical 
value suitable for all kinds of noise. Apparently, the noise spectral estimate from the 
single-pole recursion method is more accurate using 9.0=φ  than that using 25.0=φ  but 
not as accurate as that using the moving average scheme, according to Figures 3.2 and 
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Figure 3. 4 Enhanced Speech and Estimated Noise Spectra Using the Moving 
Average and the Single-Pole Recursion ( )98.0=φ  
 
3.3. We further increase φ  to 0.98 to generate Figure 3.4 for the same experiment and 
show that the enhanced speech spectral energies are very similar for both methods. 
However, a recursion coefficient of 0.98 may be too high for other noise scenarios 
because a weight of only 0.02 is placed on the current noise frame during the noise 
spectral estimate updates.  
 Seemingly, the advantage of the moving average scheme over the single-pole 
recursion method has been illustrated in the previous examples. In addition, it has been 
shown in Figures 3.2, 3.3, and 3.4 that the moving average scheme produced a rather 
accurate noise spectral energy estimate although the babble noise is considered 
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nonstationary therein. Nevertheless, it was mentioned earlier that the moving average 
scheme lacks robustness in the nonstationary noise environments. As a matter of fact, 
only the first 2sec of the speech signal in a single DFT frequency bin was inspected and 
the noise environment did not change drastically in such a short time. The moving 
average method works well in short-time only if sufficient noise frames are available 
during speech pauses for updating the noise spectral estimate in a slowly changing noise 
environment. A practical example of a drastic change in the noise background is a mobile 
phone conversation or a speech recording in a relatively quiet area with a jet flying 
above. If the jet is passing quickly, the noise arising from the jet will be in bursts. An 
example to illustrate this phenomenon is shown in Figure 3.5. Figure 3.5 shows the 
moving average and single-pole recursion noise spectral estimates for the speech pause 
between the words “One” and “Three” of the 45
th
 DFT frequency bin. At the beginning 
of this speech pause around the 2sec instant, the fading sound of a fast-moving jet was 
simulated. In the 45
th
 DFT frequency bin, it is shown that the single-pole recursion 
method better tracked the nonstationary noise spectrum and produced a more accurate 
speech spectral energy estimate for the voiced duration between 2.6 and 3.2sec. The noise 
spectral estimate was produced from the moving average method during the speech pause 
from 2sec to 2.5sec as shown in Figure 3.5, while the single-pole recursion estimate was 
carried out as a continuation from the initial noise frame. 
 In the examples illustrated by Figures 3.2-3.4, it is obvious that the single-pole 
recursion method with a fixed recursion coefficient is not robust for different noise 
environments. It was also illustrated in Figure 3.5 that the moving average method is not 
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Figure 3. 5 Enhanced Speech and Estimated Noise Spectra Using the Moving   
    Average and the Single-Pole Recursion in the Presence of Jet Noise  
    ( )90.0=φ  
 
robust in the highly nonstationary noise environments either. In Chapter 4, a robust noise 
spectral estimation algorithm will be proposed, which employs both moving average and 
single-pole recursion methods; a novel technique to determine the optimal adaptive 
recursion coefficient in the MMSE sense for better noise spectral tracking capability will 














 We propose a new robust noise spectral estimation method in this chapter. Our noise 
spectral estimation technique is optimal in the MMSE sense and can be easily employed 
with any existing VAD. This chapter begins with a brief description of our algorithm and 
ends with the detailed flowchart. The sections are organized as followed: 4.2 Formulation 
of Robust Noise Spectral Estimator, 4.3 Optimal Adaptive Recursion Coefficients, and 
4.4 Flowchart. 
4.2 Formulation of Robust Noise Spectral Estimator 
 
 It was presented in the previous chapter that both moving average and single-pole 
recursion methods are not robust. As shown in the examples of Chapter 3, the noise 
spectral estimates during voice regions using the single-pole recursion were sensitive to 
the recursion coefficient φ . It was also shown that the long-term noise spectral estimation 
using the moving average method may produce an inaccurate estimate in adverse noise 
conditions due to the uniform weighting of the data. However, according to Figure 3.2, 
the moving average scheme led to an accurate noise spectral estimate for nonstationary 
noise in short-time; it might lead to less accurate estimates than the single-pole recursion 
method in some cases as shown in Figure 3.5. Thus, it is believed that a more accurate 
estimate in adverse noise conditions can be achieved by decomposing the noisy speech 
signal into short-time segments, in which the noise spectral estimates are averaged in 
each individual segment and then the single-pole recursion method is employed between 
the averaged estimates cross the successive segments thereafter. 
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 Our proposed robust noise spectral estimation method dynamically creates short-time 
speech segments by collecting a sufficient number of both noise and speech frames in the 
progress of the noisy speech signal. In each segment, the moving average estimator is 
utilized to produce a segmental noise spectral estimate dependent only on the noise 
frames. Once such a segmental noise spectral estimate is obtained, the single-pole 
recursion method is utilized between the current and previous segments to determine the 
noise spectral estimate of that current segment. The recursion coefficient is adaptive for 
each DFT frequency bin to weigh the individual segmental noise spectral estimates and 
generate the ultimate noise spectral estimate for the further noise suppression. Such 
adaptive recursion coefficients are optimal in the MMSE sense, which will be discussed 
in the next section. Our novel robust noise spectral estimator is formulated in Equation 
4.1 below. 
( ) ( )[ ] ( ) ( ) ( )ν
νν
ττφττφτ ,,1,ˆ,1,ˆ kNkkNkkN optopt +−−=        (4.1) 
 
where, ( ) ≡
ν
τ,ˆ kN  Ultimate robust noise spectral estimate of the kth frequency bin and  
        theτ th segment 
  ( ) ≡
ν
τ,kN  Moving average estimate of the kth frequency bin and the τ th segment 
  ( ) ≡τφ ,kopt  Optimal adaptive recursion coefficient of the k
th
 frequency bin and the  
      τ th segment 
 
4.3 Optimal Adaptive Recursion Coefficients 
 
  As mentioned earlier, the recursion coefficient is adapted for each DFT frequency bin 
independently. It is believed that an adaptive recursion coefficient for each frequency bin 
will greatly improve the conventional single-pole recursion method over different 
nonstationary noise environments for two reasons. First, a more accurate noise spectral 
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estimate can be achieved by heavily weighing the previous segmental noise spectral 
estimate in the stationary noise conditions. Second, the nonstationary noise may possess 
the stationary spectra in a certain frequency bins. Thus, the different adaptive recursion 
coefficients should be pursued for different DFT frequency bins for the optimality. We 
apply the MMSE criterion ( 2=ν  is chosen in Equation 4.1 accordingly) and derive the 










kopt =                  (4.2) 
where, ( ) ≡τ,kS Enhanced speech spectral estimate of the kth frequency bin and τ th   
        segment 
 
( ){ } ( ) ( ){ } ( ) ( ){ } ( )
( ){ } ( ) ( ) ( ){ } ( )
















( ) ( ) ( ) ( )
4224
,,1,ˆ21,ˆ),( τττττρ kNkNkNkNk +−−−≡ . 
Equation 4.2 is provided in the Appendix. Since 2=ν , the noise spectral estimate is 
given by Equation 4.3. The clean speech spectral estimate ( )τ,kS  of the current segment 
can be approximated using any of the noise suppression methods described in Chapter 2. 
( ) ( )( ) ( ) ( ) ( ) 2
22
,,1,ˆ,1,ˆ ττφττφτ kNkkNkkN optopt +−−=         (4.3) 
However, it was found that the noise spectral subtraction provided a relatively accurate 
speech spectral estimate regardless of the musical noise artifacts remaining in the 
enhanced speech spectrum. Only a rough approximation is necessary at this point since 
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the intermediate noise spectral estimate ( )τ,kN  is not for the purpose of speech 
enhancement. Besides, the noise spectral subtraction is very computationally efficient. 
Therefore the noise spectral subtraction is adopted to generate the clean speech spectral 
estimate. Due to the errors in the clean speech spectral estimates ( )τ,kS , occasionally 
( ) 0, <τφ kopt  or ( ) 1, >τφ kopt . Therefore, ( )τφ ,kopt  has to be limited to [ ]1,0R  and it is 
defined in Equation 4.4. 
( )

























opt            (4.4)  
4.4 Flowchart 
 
 Our novel robust noise spectral estimation method is illustrated in the flowchart of 
Figure 4.1. It is assumed that the time-domain noisy speech signal has already been 
digitally sampled, for n = 0, 1, 2, ..., N -1. In the flowchart, p denotes the speech frame 
index and r the noise frame index. The constant integers P and R denote the minimum 
number of speech and noise frames respectively required to form an eligible segment. 
Thus, the segment length is dynamically varying. Once an eligible segment is formed, the 
noise spectral suppression is performed on that segment and the frame counter is reset to 























Figure 4. 1 Flowchart of the Proposed Robust Noise Spectral Estimation    
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CHAPTER 5. SIMULATION AND RESULTS  
 
5.1 Simulation Procedures and Measures 
 
5.1.1 Introduction 
 Our novel robust noise spectral estimation algorithm was simulated and compared to 
two other existing estimation techniques. Each estimation method was simulated for the 
five different noise environments, namely white, babble, factory, vehicular, and altering 
noise. Note that altering noise is characterized as the fast fluctuating nonstationary noise. 
In the simulations, the altering noise was composed by a series of babble noise, factory 
noise and white noise. This created a highly adverse noise background because the 
longest noisy speech signal duration was only 27sec. To quantify the signal distortion 
after the noise suppression, we defined a new and elegant SNR measure, which will be 
discussed in section 5.1.3. The simulation parameters and procedures are discussed in the 
next section. 
5.1.2 Simulation Parameters and Procedures 
 As previously stated, our robust noise spectral estimation algorithm was compared to 
the two estimation methods employing the conventional averaging techniques. The first 
conventional estimation method was the single-pole recursion involving a fixed recursion 
coefficient 9.0=φ . The second method was the modified moving averaging scheme that 
averaged the noise spectral estimates using all of the noise frames detected by the VAD 
in the speech pauses and the number of the noise frames for the moving average changed 
with the durations of the speech pauses. During a speech pause, the previous noise 
spectral estimate was utilized for the noise suppression while each new noise frame was 
 40 
collected and stored in a buffer. Once a speech frame was detected, the previous noise 
spectral estimate was immediately replaced by the new moving average of the noise 
spectral energies for the stored noise frames and then the buffer was cleared. Without loss 
of generality, the VAD in [20] was adopted for the three aforementioned noise spectral 
estimation methods. 
 The performance of each noise spectral estimation technique was tested through the 
simulations of five speech signals with additive noises, each concatenating five different 
sentences and consisting of four short variable pauses in between. The speech signals 
were acquired from the TIMIT speech database [21]. Each speech signal was created by a 
different speaker. There were two male and three female speakers totally. The duration of 
each pause ranged from 0.8 to 2 sec in time. The additive noises consisted of white, 
babble, factory, and altering noises with a SNR range of [0, 20] dB in 5dB increments. 
Thus, a total of 125 signals were examined in the simulations. The noise signals were 
acquired from the NOISEX-92 database [22]. The resulting signals were sampled at a rate 
of 8kHz and the STFT was computed using the Hamming windowing with a 50% 
overlap. The speech enhancement was performed using the Wiener filtering, where the  
a priori SNR was estimated using the Decision Directed approach discussed in Chapter 2.  
5.1.3 Resulting Signal-to-Noise Ratio (R-SNR) 
 In Chapter 2, the actual noisy speech signal in the additive noise was defined as 
Equation 5.1. Since the Wiener filtering was performed in the experiments, the clean 
speech spectral estimate can be defined as Equation 5.2. The estimated clean speech 
( ) ),(),(, mkNmkSmkX +=                (5.1) 
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==           (5.2) 
( ) ),(),(ˆ,ˆ mkNmkSmkS R′+′=               (5.3) 
where, ≡′ ),(ˆ mkS  Distorted clean speech spectrum due to the noise suppression filter 
  ≡′ ),( mkN R  Residual noise in the enhanced speech 
 
spectrum can be modeled as Equation 5.3. After the noise suppression, the clean speech 
spectrum is distorted. It maybe impossible for the distorted clean speech spectrum 
),(ˆ mkS ′ to be equivalent to the actual clean speech spectrum ( )mkS , . Moreover, the sole 
purpose of this research is to provide the robust speech enhancement and hence the signal 
distortion measure after the noise suppression is of interest. Thus, the signal distortion in 
terms of the estimation error ( )mkSmkS ,ˆ),( −  should be the focus under investigation. 
Since the clean speech signal is known in our simulations, the resulting signal-to-noise 
ratio (R-SNR) measure η  after the noise suppression can be defined as Equation 5.4: The 
R-SNR is the ultimate speech quality measure resulting from any noise suppression filter 































η        (5.4) 
5.2 Simulation Results 
 
 The R-SNR for each noisy signal was calculated using Equation 5.4 and was 
expressed in decibels (dB). Tables 5.1 through 5.5 show the R-SNRs for the five different 
speakers. In each table, the “Robust” rows correspond to the results using our proposed 
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robust noise spectral estimation method, the “SPR” rows correspond to the results using 
the single-pole recursion method, and the “MA” rows correspond to those using the 
moving average algorithm. Note that the “P-SNR” (previous signal-to-noise ratio) in 
Tables 5.1-5.5 is the speech quality measure for the raw data before any speech 
enhancement method is applied. 
 According to Tables 5.1-5.5, the Wiener filtering using our proposed robust noise 
spectral estimation algorithm almost always led to significant R-SNR margins across all 
conditions (speakers, P-SNRs, noises) over the single-pole recursion and the movin 
gaverage methods. The larger the P-SNR, the smaller SNR margin (R-SNR minus  
Table 5.1 R-SNR of the Speech from Male Speaker 1 
Type of Noise  White Babble Factory Vehicular Altering 
Estimation Method   P-SNR 0 dB  
Robust  6.13 5.23 7.14 15.50 3.92 
SPR  3.08 3.24 4.87 12.44 1.71 
MA  6.06 4.82 6.11 11.84 4.04 
Estimation Method   P-SNR 5 dB  
Robust  10.63 8.76 10.31 20.07 8.28 
SPR  8.31 7.58 8.17 16.78 4.71 
MA  9.86 7.93 9.00 18.71 7.56 
Estimation Method   P-SNR 10 dB  
Robust  13.66 12.83 13.66 23.61 12.70 
SPR  10.17 11.72 10.08 18.62 10.40 
MA  12.08 11.93 12.00 21.69 11.55 
Estimation Method   P-SNR 15 dB  
Robust  16.83 16.81 17.73 27.65 17.22 
SPR  11.25 14.98 11.38 27.04 13.39 
MA  13.66 15.54 14.40 27.48 15.55 
Estimation Method   P-SNR 20 dB  
Robust  20.01 21.04 21.92 31.29 21.56 
SPR  11.85 17.55 11.96 31.07 14.43 
MA  14.77 19.07 15.70 31.46 17.88 
Signal Duration  17sec     
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Table 5.2 R-SNR of the Speech from Female Speaker 1 
Type of Noise  White Babble Factory Vehicular Altering 
Estimation Method   P-SNR 0 dB  
Robust  7.86 6.64 7.98 13.98 4.64 
SPR  4.64 4.33 4.99 11.99 2.41 
MA  7.33 6.33 7.45 11.43 5.12 
Estimation Method   P-SNR 5 dB  
Robust  11.01 10.31 11.26 19.46 8.74 
SPR  5.05 5.89 6.93 19.03 6.05 
MA  9.37 9.17 10.27 20.06 8.79 
Estimation Method   P-SNR 10 dB  
Robust  14.12 14.36 15.07 23.57 13.03 
SPR  6.29 7.83 7.30 22.85 7.25 
MA  10.20 12.01 11.52 22.59 11.61 
Estimation Method   P-SNR 15 dB  
Robust  17.40 18.43 19.01 30.00 17.48 
SPR  8.00 8.11 10.18 28.66 7.62 
MA  13.09 12.16 15.10 27.79 13.10 
Estimation Method   P-SNR 20 dB  
Robust  21.06 22.47 23.10 34.90 21.68 
SPR  10.91 11.07 10.99 34.61 10.59 
MA  16.76 16.93 16.89 34.02 16.42 
Signal Duration  19sec     
 
 
P-SNR) can be observed for all the three methods. It is noted that the R-SNR value from  
our robust speech enhancement algorithm always increases as the P-SNR value increases 
and the corresponding R-SNR value is always larger than the P-SNR value (our robust 
noise suppression filter always enhances the raw data). However, other existing speech 
enhancement methods (SPR, MA) fail as the P-SNR values increase because those 
methods create significant speech distortion such as speech fading in the low noise 
environments to lower their R-SNRs than the P-SNRs. 
 For all speakers, the results from our new robust noise suppression algorithm in the 
altering noise environment show significant SNR increases. The single-pole recursion 
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Table 5.3 R-SNR of the Speech from Male Speaker 2 
Type of Noise  White Babble Factory Vehicular Altering 
Estimation Method   P-SNR 0 dB  
Robust  6.78 5.09 6.62 11.80 4.14 
SPR  4.12 3.50 4.28 13.19 2.86 
MA  5.43 4.59 5.44 13.53 4.39 
Estimation Method   P-SNR 5 dB  
Robust  9.67 8.56 9.69 15.46 8.24 
SPR  6.18 5.73 5.14 16.15 5.54 
MA  7.31 7.15 6.71 16.91 7.47 
Estimation Method   P-SNR 10 dB  
Robust  12.96 12.75 13.39 20.48 12.25 
SPR  9.11 7.39 9.30 20.91 6.43 
MA  10.90 9.10 11.67 21.21 11.34 
Estimation Method   P-SNR 15 dB  
Robust  16.52 12.75 17.36 24.31 16.42 
SPR  12.17 7.39 1306 24.73 10.24 
MA  14.60 10.72 15.35 24.69 14.14 
Estimation Method   P-SNR 20 dB  
Robust  20.37 21.00 21.59 28.70 21.25 
SPR  11.56 10.87 14.27 29.08 10.97 
MA  14.09 12.93 17.70 29.01 15.93 
Signal Duration  27sec     
 
 
method failed in this altering noise environment for most simulations; for example, the  
R-SNR measure was 6.27dB but the P-SNR measure was 15dB for Female Speaker 2 in 
Table 5.4; the SNR was degraded by almost 9dB after the noise suppression. 
Among Tables 5.1-5.5, it can be discovered that the speech enhancement results for 
Female Speaker 2 were the worst among them. It is evident that Female Speaker 2’s 
utterances possessed a similar short-time speech spectrum to noise spectrum very often. 
 As previously described, both single-pole recursion and moving average algorithms 
added more distortion to the noisy signals for each speaker’s utterances consisting of a P-
SNR from 15 to 20 dB, except for the signals corrupted by vehicular noise. Any speech  
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Table 5.4 R-SNR of the Speech from Female Speaker 2 
Type of Noise  White Babble Factory Vehicular Altering 
Estimation Method   P-SNR 0 dB  
Robust  6.38 5.47 6.75 14.91 4.69 
SPR  3.06 3.45 3.65 13.49 2.94 
MA  5.11 4.65 5.00 11.75 4.40 
Estimation Method   P-SNR 5 dB  
Robust  10.10 8.92 10.07 19.10 8.42 
SPR  4.89 4.93 4.78 17.78 4.62 
MA  7.53 7.05 6.23 16.29 7.07 
Estimation Method   P-SNR 10 dB  
Robust  13.27 12.51 13.85 22.74 10.02 
SPR  6.27 6.08 6.39 21.95 5.48 
MA  8.08 7.91 8.18 20.60 8.77 
Estimation Method   P-SNR 15 dB  
Robust  16.93 16.55 17.87 24.80 16.40 
SPR  9.79 9.23 10.54 25.77 6.27 
MA  13.29 13.13 13.32 25.00 9.69 
Estimation Method   P-SNR 20 dB  
Robust  20.78 21.05 22.12 29.93 20.70 
SPR  9.93 9.41 12.76 30.03 9.21 
MA  14.24 13.42 15.12 29.38 13.89 
Signal Duration  24sec     
 
signal consisting of a P-SNR in that range [15, 20] dB is of fair or good quality and the 
noise suppression dependent on the noise spectral estimates can significantly distort the 
clean signal because those estimates from SPR and MA methods are not reliable in high 
SNRs. Our robust algorithm was advantageous in the high P-SNR ranges. It was 
mentioned in Chapter 4 that the noise spectral subtraction was applied to determine 
),( τkS . Since the speech enhancement using the noise spectral subtraction works very 
well for the speech with high P-SNR, our robust algorithm provided an reliable speech 
spectral estimate of ),( τkS . The speech spectral estimate ),( τkS  was used to compute 
the optimal recursion coefficients ( )τφ ,kopt . Thus, the optimal recursion coefficients 
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( )τφ ,kopt  appropriately weighed the noise spectral estimates ( )
2
1,ˆ −τkN  and ( )
2
,τkN  
in Equation 4.3 as the result. 
 According to Tables 5.1-5.5, the moving average algorithm outperformed the single-
pole recursion method in most cases. This is because the former algorithm did not 
memorize the previous noise spectral estimate after updating. Therefore, the moving 
average algorithm was independently performed in individual segments. It was also 
mentioned in both Chapters 3 and 4 that the moving average algorithm produced a rather 
accurate noise spectral estimate over a short duration for nonstationary noise. If it is 
assumed that the VAD did not lead to the false speech detections or the miss detections, 
2sec was the maximum pause duration for the moving average algorithm to generate the 
noise spectral estimate in each simulation. Such 2sec would be long enough to smooth 
out any instantaneous spectral abruption of the nonstationary noise. This phenomenon 
can be envisioned in each table. 
 According to Tables 5.1-5.5, the vehicular noise is the simplest noise environment to 
combat by all speech enhancement algorithms and the large SNR margins can be found 
thereby. As a matter of fact, the vehicular noise data from the NOISEX-92 database is 
fairly stationary and not rapidly time-varying in spectrum. Moreover, the VAD can 
perform outstandingly in the vehicular noise environment [20]. Consequently, vehicular 




Table 5.5 R-SNR of the Speech from Female Speaker 3 
Type of Noise  White Babble Factory Vehicular Altering 
Estimation Method   P-SNR 0 dB  
Robust  7.41 6.37 7.67 15.75 5.13 
SPR  4.48 4.39 4.92 15.35 3.95 
MA  6.33 5.51 6.63 15.56 5.75 
Estimation Method   P-SNR 5 dB  
Robust  11.78 10.07 11.15 20.53 8.99 
SPR  8.43 6.73 7.31 19.81 5.93 
MA  10.18 8.42 9.63 20.47 7.98 
Estimation Method   P-SNR 10 dB  
Robust  15.00 14.14 14.93 25.25 13.45 
SPR  12.46 10.52 11.38 24.52 9.63 
MA  13.86 13.00 12.95 25.16 12.92 
Estimation Method   P-SNR 15 dB  
Robust  18.21 18.20 18.82 29.84 17.59 
SPR  15.05 16.52 15.29 29.17 13.95 
MA  17.17 17.37 16.72 29.75 16.85 
Estimation Method   P-SNR 20 dB  
Robust  21.57 22.20 23.15 33.06 21.73 
SPR  16.29 19.65 16.75 33.38 16.27 
MA  19.68 21.37 19.49 33.31 19.82 




















CHAPTER 6. CONCLUSION 
 
 It is shown in Chapter 5 that our robust noise spectral estimation algorithm leads to 
the best performance in comparison with the single-pole recursion method and the 
moving average scheme. Moreover, our robust noise spectral estimation algorithm can 
generate accurate noise spectral estimates ( )τ,ˆ kN  to significantly increase the SNR 
margins for all signals in the P-SNR range of [0, 20] dB. It is noted that the SNR margin 
quantified as the difference between the R-SNR and the P-SNR is substantial since all 
types of speech distortions are considered in R-SNR. Thus, our robust noise spectral 
estimation algorithm enhances the quality of speech signals in both stationary and 
nonstationary noise environments. The most impressive results from our algorithm 
occurred for the altering noise, where our algorithm always increased the SNR but other 
existing methods often failed to.  
In conclusion, our robust noise spectral estimation algorithm can lead to the better 
performance in a normal P-SNR range from 0 to 20 dB, where the other algorithms (the 
single-pole recursion and the moving average schemes) fail as the P-SNR approaches to 
20dB. In addition, the voiced signal quality through the intelligibility test complies with 













[1]  Y. Huang and J. Benesty, Audio Signal Processing For Next Generation    
  Multimedia Communication Systems, Kluwer Academic Publishers, Boston, MA,  
2004. 
 
[2]  F. Harris, “On the use of windows for harmonic analysis with discrete Fourier  
transform,” Test and Measurement World, June 1998 (http//:www.tmworld.com). 
 
[3]  J. Proakis and D. Manolakis, Digital Signal Processing Principles, Algorithms,  
  and Applications, Third Edition, Prentice-Hall, New Jersey, 1995. 
 
[4]  J. Yang, “Frequency domain noise suppression approaches in mobile  telephone  
systems,” Proceedings of IEEE International Conference on Acoustics, Speech,  
and Signal Processing, vol. 2, April 1993, pp. 363 -366. 
 
[5]  D. L. Wang and J. S. Lim, “The unimportance of phase in speech enhancement,”  
IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. ASSP-30,  
no. 4, pp. 679 -681, August 1982. 
 
[6]  S. F. Boll, “Suppression of acoustic noise in speech using spectral subtraction,” 
 IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. ASSP-27, 
 no. 2, pp. 113 -120, April 1979. 
 
[7]  M. Berouti, R. Schwartz and J. Makhoul, “Enhancement of speech corrupted by 
 acoustic noise,” Proceedings of IEEE International Conference on Acoustics,  
Speech, and Signal Processing, vol. 4, April 1979, pp. 208 – 211.  
 
[8]  L. Rabiner and R. Schafer, Digital Processing of Speech Signals, Prentice-Hall,  
New Jersey, 1978. 
 
[9]  Y. Ephraim and D. Malah, “Speech enhancement using a minimum-mean square 
 error short-time spectral amplitude estimator,” IEEE Transactions on Signal 
 Processing, vol 32, no. 6, pp. 1109–1121, December 1984. 
 
[10]  R. McAulay and M. Malpass, “Speech enhancement using a soft-decision noise 
suppression filter,” IEEE Transactions on Acoustics, Speech, and Signal 
Processing, vol. 28, no. 2,  pp. 137-145, April 1980. 
 
[11] P. Scalart, J. Vieira Filho, “Speech enhancement based on a priori signal to noise 
estimation,” Proceedings of IEEE International Conference on Acoustics, Speech, 




[12] O. Cappe, “Elimination of the musical noise phenomenon with the Ephraim and 
Malah noise suppressor,” IEEE Transactions on Speech and Audio Processing,  
 vol. 2, no. 2, pp. 345-349, April 1994. 
 
[13] K. Hasan, S. Salahuddin and M. Khan, “A modified a priori SNR for speech 
enhancement using spectral subtraction rules,” IEEE Signal Processing Letters, 
vol. 11, no. 4, pp. 450-453, April 2004. 
 
[14] I. Cohen, “Speech enhancement using a noncausal a priori SNR estimator,” IEEE 
Signal Processing Letters, vol. 11, no. 9, pp. 725-728, September 2004. 
 
[15] I. Cohen, “On the Decision-Directed Estimation Approach of Ephraim and 
Malah,” Proceedings of IEEE International Conference on Acoustics, Speech, and 
Signal Processing, vol. 1, May 2004, pp. 293-296. 
 
[16] K. Hasan and L. Akter, “Quality improvement of enhanced speech in DCT 
domain using modified a priori SNR,” Proceedings of the 3rd IEEE International 
Symposium on Signal Processing and Information Technology, December 2003, 
pp. 733-736.  
 
[17] Y. Ephraim and D. Malah, “Speech enhancement using a minimum mean-square 
error log-spectral amplitude estimator,” IEEE Transactions on Acoustics, Speech, 
and Signal Processing, vol. 33, no. 2, pp. 443–445, April 1985. 
 
[18] W. Etter and G. Moschytz, “Noise reduction by noise-adaptive spectral magnitude 
expansion,” Journal of Audio Engineering Society, vol. 42, no. 5, pp. 341-349, 
May 1994. 
 
[19] E. Diethorn, “A subband noise-reduction method for enhancing speech in 
telephony and teleconferencing,” Proceedings of IEEE Workshop on Applications 
of Signal Processing to Audio and Acoustics, New Paltz, NY, Oct. 19-22, 1997, 
pp. 4. 
 
[20] W. Q. Syed and H.-C. Wu, “Speech waveform compression using robust adaptive 
voice activity detection for nonstationary noise,” Technical Report, 
Communications and Signal Processing Laboratory, Department of Electrical and 
Computer Engineering, Louisiana State University, August 2005. 
 
[21] TIMIT database, The DARPA TIMIT Acoustic-Phonetic Continuous Speech   
 Corpus, NIST Speech Disc CD1-1.1, October 1990. 
 




APPENDIX: DERIVATION OF THE OPTIMAL ADAPTIVE  
                       RECURSION COEFFICIENTS 
 
 To determine the optimal recursion coefficients ( )τφ ,kopt , we apply the Minimum 
Mean Square Error (MMSE) noise spectral estimation given the noisy speech signal 
( )τ,kX . Since our robust noise spectral estimation technique is formulated as Equation 
A.1, ( )1,ˆ −τkN  and ( )τ,kN  are also given to determine ( )τφ ,kopt . Therefore, the MMSE 
of the noise spectrum is formulated as Equation A.2, where ( ) ( ) ( )τττ ,,, kSkXkN −= . 
( ) ( )( ) ( ) ( ) ( ) 2
22
,,1,ˆ,1,ˆ ττφττφτ kNkkNkkN optopt +−−=        (A.1) 
















,,1,ˆ,,,ˆ, τττττ kNkNkXkNkNE ,      (A.2) 
It is assumed that the phases of ( )τ,kX  and ( )τ,kS  are equivalent and we have Equation 
A.3. Then the partial derivative of Equation A.3 with respect to ( )τφ ,kopt  can be invoked  
and set to zero as shown in Equation A.4 . Thus, we obtain Equation A.5. 


































kopt =                  (A.5)  
where, ( ) ≡τ,kS Enhanced speech spectral estimate of the kth frequency bin and τ th   
        segment 
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