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Abstract. Both in the theory of orthogonal polynomials and special functions and in
its intersection with harmonic analysis, it is an important problem to decide whether
a given orthogonal polynomial sequence (Pn(x))n∈N0 satisfies nonnegative linearization
of products, i.e., the product of any two Pm(x), Pn(x) is a conical combination of the
polynomials P|m−n|(x), . . . , Pm+n(x). Since the coefficients in the arising expansions are
often of cumbersome structure or not explicitly available, such considerations are gen-
erally very nontrivial. In 1970, Gasper was able to determine the set V of all pairs
(α, β) ∈ (−1,∞)2 for which the corresponding Jacobi polynomials (R(α,β)n (x))n∈N0 ,
normalized by R(α,β)n (1) = 1, satisfy nonnegative linearization of products. In 2005,
Szwarc asked to solve the analogous problem for the generalized Chebyshev polynomials
(T
(α,β)
n (x))n∈N0 , which are the quadratic transformations of the Jacobi polynomials and
orthogonal w.r.t. (1 − x2)α|x|2β+1χ(−1,1)(x) dx. In this paper, we give a solution and
show that (T (α,β)n (x))n∈N0 satisfies nonnegative linearization of products if and only if
(α, β) ∈ V , so the generalized Chebyshev polynomials share this property with the Jacobi
polynomials. Moreover, we reconsider the Jacobi polynomials themselves and character-
ize strict positivity of the linearization coefficients, as well as we simplify Gasper’s original
proof.
1. Introduction
In the theory of orthogonal polynomials, it is of special interest under which—general
or specific class-related—conditions a suitably normalized orthogonal polynomial sequence
(Pn(x))n∈N0 ⊆ R[x] satisfies the “nonnegative linearization of products” property, i.e., the
product of any two polynomials Pm(x), Pn(x) is contained in the conical hull of {Pk(x) :
k ∈ N0}; in other words, nonnegative linearization of products means that the coefficients
appearing in the (Fourier) expansions of Pm(x)Pn(x) w.r.t. the basis {Pk(x) : k ∈ N0} are
always nonnegative. In this paper, we consider sequences (Pn(x))n∈N0 which are orthogonal
w.r.t. a probability (Borel) measure µ on the real line with |supp µ| = ∞ and supp µ ⊆
(−∞, 1]. Moreover, we assume (Pn(x))n∈N0 to be normalized by Pn(1) = 1 (n ∈ N0) (which,
due to the conditions on supp µ which yield that all zeros are located in (−∞, 1), is always
possible). Orthogonality is then given by∫
R
Pm(x)Pn(x) dµ(x) =
δm,n
h(n)
(1.1)
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2 STEFAN KAHLER
with some function h : N0 → (0,∞). Under these circumstances, nonnegative lineariza-
tion of products just corresponds to the property that the product of any two polynomials
Pm(x), Pn(x) is a convex combination of P|m−n|(x), . . . , Pm+n(x), or to the nonnegativity
of all linearization coefficients g(m,n; k) defined by the expansions
Pm(x)Pn(x) =
m+n∑
k=|m−n|
g(m,n; k)Pk(x), (1.2)
where
∑m+n
k=|m−n| g(m,n; k) = 1. Observe that the summation in (1.2) starts with k = |m−n|
due to orthogonality. Another obvious consequence of orthogonality is that g(m,n; |m −
n|), g(m,n;m+ n) > 0. In particular, it is well-known that (Pn(x))n∈N0 satisfies the three-
term recurrence relation P0(x) = 1, P1(x) = (x− b0)/a0,
P1(x)Pn(x) = anPn+1(x) + bnPn(x) + cnPn−1(x) (n ∈ N),
where a0 > 0, b0 = 1− a0 and the sequences (an)n∈N, (cn)n∈N ⊆ (0, 1) and (bn)n∈N ⊆ [0, 1)
satisfy an + bn + cn = 1 (n ∈ N). Using (1.1) and (1.2), one clearly has
g(m,n; k) = h(k)
∫
R
Pm(x)Pn(x)Pk(x) dµ(x) (1.3)
and, in particular,
h(n) =
1
g(n, n; 0)
.
In accordance with the literature, we call the nonnegativity of all linearization coefficients
g(m,n; k) “property (P)”. It is well-known that property (P) enforces the uniqueness of
µ. Furthermore, property (P) gives rise to a certain “polynomial hypergroup” structure,
including associated Banach algebras and the fruitful possibility to bring Gelfand theory
into the theory of orthogonal polynomials [19]. Hence, nonnegative linearization of products
is not only interesting with regard to a better understanding of general or specific orthogonal
polynomials, but also has high relevance for harmonic analysis and, in particular, for the
theory of Banach algebras. Within such polynomial hypergroups, the classes of Jacobi
polynomials and generalized Chebyshev polynomials play a special role concerning product
formulas and duality structures [4, 5, 8, 9, 18, 19].
Given a specific sequence (Pn(x))n∈N0 , deciding whether property (P) is satisfied or not
may be difficult: in many cases, the g(m,n; k) are not explicitly known or explicit represen-
tations are of involved, cumbersome or inappropriate structure. In a series of papers starting
with [25] and extending earlier work of Askey [2], Szwarc has provided some general criteria
that can be helpful. However, to our knowledge there is no such general criterion which is
strong enough to cover the full parameter range for which the Jacobi polynomials
R(α,β)n (x) = 2F1
(−n, n+ α+ β + 1
α+ 1
∣∣∣∣ 1− x2
)
=
=
n∑
k=0
(−n)k(n+ α+ β + 1)k
(α+ 1)k
(1− x)k
2kk!
[16, (9.8.1)] satisfy property (P).1 Moreover, we are not aware of an explicit representation
of the corresponding linearization coefficients which allows to easily identify all (α, β) such
1Recall that (a)0 = 1 and (a)n =
∏n
k=1(a + k − 1) (n ∈ N). Since (R(α,β)n (x))n∈N0 is normalized such
that R(α,β)n (1) = 1, one has R
(α,β)
n (x) = n!P
(α,β)
n (x)/(α + 1)n if (P
(α,β)
n (x))n∈N0 denotes the standard
normalization of the Jacobi polynomials.
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that property (P) is fulfilled.
In some more details, the situation concerning the Jacobi polynomials is as follows: start-
ing with the full (positive-definite case) parameter range (α, β) ∈ (−1,∞)2 and defining
a := α+ β + 1 > −1, b := α− β ∈ (−1− a, 1 + a)
and a proper subset V of (−1,∞)2 via
V :=
{
(α, β) ∈ (−1,∞)2 : a2 + 2b2 + 3a ≥ 3(a+ 1)(a+ 2)
(a+ 3)(a+ 5)
b2, b ≥ 0
}
,
Gasper has shown the following [7, Theorem 1] (or [10, Theorem 3]):
Theorem 1.1. Let α, β > −1. The following are equivalent:
(i) (R(α,β)n (x))n∈N0 satisfies property (P), i.e., all gR(m,n; k) are nonnegative.
(ii) (α, β) ∈ V .
Besides the original proof given in [7], Gasper found a very different one in [11]. The
second proof is based on the continuous q-Jacobi polynomials and an explicit corresponding
linearization formula in terms of 10φ9 basic hypergeometric series due to Rahman [23]. In
the following, we shall always refer to Gasper’s first proof [7].
Recall that (R(α,β)n (x))n∈N0 is given by the measure
dµR(x) =
Γ(α+ β + 2)
2α+β+1Γ(α+ 1)Γ(β + 1)
(1− x)α(1 + x)βχ(−1,1)(x) dx (1.4)
and the normalization R(α,β)n (1) = 1 (n ∈ N0) [3, Chapter V §2 (B)] [13, (4.0.2)].
Throughout the paper, like in Theorem 1.1 or (1.4) we use additional appropriate
subscripts or superscripts when referring to the Jacobi polynomials (R(α,β)n (x))n∈N0 and
generalized Chebyshev polynomials (T (α,β)n (x))n∈N0 (see below). Moreover, we use an
addition superscript “+” when referring to the sequence (R(α,β+1)n (x))n∈N0 . For instance,
there will occur linearization coefficients gR(m,n; k), g+R(m,n; k) and gT (m,n; k). Observe
that a transition from β to β + 1, which will play a crucial role in this paper, corresponds
to a transition from (a, b) to (a+ 1, b− 1).
Concerning Theorem 1.1, it is not difficult to see that (ii) is necessary for (i); in fact,
Gasper has shown that if b < 0, then gR(1, 1; 1) < 0, whereas if b ≥ 0 and (α, β) /∈ V ,
then gR(2, 2; 2) < 0. The implication “(ii) ⇒ (i)” is very nontrivial, however. The subcase
(α, β) ∈ ∆, where ∆ ( V is given by
∆ := {(α, β) ∈ (−1,∞)2 : a, b ≥ 0},
is easier and was already solved in [6], and concerning the special case α ≥ β ≥ −1/2 Koorn-
winder gave a less computational proof via addition formulas [17]. Moreover, if (α, β) ∈ ∆,
then the nonnegativity of the gR(m,n; k) can be seen via explicit representations in terms
of 9F8 hypergeometric series given by Rahman [24, (1.7) to (1.9)].2 Alternatively, the case
(α, β) ∈ ∆ can also be obtained from one of the aforementioned general criteria of Szwarc
[25]. The simplest subcase is given by α = β ≥ −1/2, for which the nonnegativity of the
gR(m,n; k) follows from Dougall’s formula [1, Theorem 6.8.2] for ultraspherical polynomials.
2The formulas [24, (1.7) to (1.9)] contain small mistakes. We will correct them in the appendix, see (A.1)
to (A.3).
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Despite the more involved arguments which are required to establish property (P) for
the small region V \∆, there is no reason for restricting to ∆ when studying the associated
hypergroups or Banach algebras, nor could there be identified a general advantage or benefit
when restricting to ∆. For instance, in [14, Theorem 3.1] (or [15, Theorem 3.1]) we have
shown that the `1-algebra (in the polynomial hypergroup sense, see [19, 20]) associated
with (R(α,β)n (x))n∈N0 , (α, β) ∈ V , is weakly amenable (i.e., there exist no nonzero bounded
derivations into the dual module `∞, which acts on the `1-algebra via convolution [21, 22])
if and only if α < 0, and the proof for {(α, β) ∈ (−1, 0) × (−1,∞) : a = 0} ⊆ ∆ does not
differ from the proof for V \∆: both cases are traced back to the interior of ∆ via the same
argument in terms of inheritance via homomorphisms. Besides these relations between V
and ∆, this example shows that the Banach algebraic properties may strongly vary even
within the same class of orthogonal polynomials satisfying property (P). Hence, also in
considering other example classes it is desirable to find various—or even all—sequences
(Pn(x))n∈N0 such that property (P) holds (e.g., by characterizing a corresponding parameter
range).
In this paper, we extend Gasper’s result Theorem 1.1 to the class of generalized Chebyshev
polynomials3, which are the quadratic transformations of the Jacobi polynomials. This solves
a problem posted in [26] by Szwarc who asked to determine the parameter range for which
these polynomials satisfy property (P). For any α, β > −1, the corresponding sequence of
generalized Chebyshev polynomials (T (α,β)n (x))n∈N0 is given by
T
(α,β)
2n (x) := R
(α,β)
n (2x
2 − 1), (1.5)
T
(α,β)
2n+1 (x) := xR
(α,β+1)
n (2x
2 − 1). (1.6)
(T
(α,β)
n (x))n∈N0 is orthogonal w.r.t. the measure
dµT (x) =
Γ(α+ β + 2)
Γ(α+ 1)Γ(β + 1)
(1− x2)α|x|2β+1χ(−1,1)(x) dx
and satisfies the normalization T (α,β)n (1) = 1 (n ∈ N0) [3, Chapter V §2 (G)] [13, (4.0.2)].
It is an obvious consequence of Theorem 1.1 and (1.5) that (T (α,β)n (x))n∈N0 can satisfy
property (P) only if (α, β) ∈ V ; moreover, Szwarc has already shown that property (P) is
fulfilled for all (α, β) ∈ ∆ [25], cf. also [26]. The special case α ≥ β+1 was already shown in
[19]. In Theorem 3.2 below, we will obtain that (T (α,β)n (x))n∈N0 satisfies property (P) if and
only if (α, β) ∈ V ; hence, the generalized Chebyshev polynomials share this property with
the Jacobi polynomials. Having in mind (1.6), we will also precisely characterize the pairs
(α, β) ∈ (−1,∞)2 for which all gT (m,n; k) with at least one odd entry m,n are nonnegative.
Moreover, we will present a simpler proof for Gasper’s result Theorem 1.1. Our approach
will also enable us to characterize (strict) positivity of the gR(m,n; k). Furthermore, we
give characterizations concerning a certain oscillatory behavior of the gR(m,n; k). Before
coming to these main results (Section 3), in Section 2 we recall some basic ingredients,
including a recurrence relation for the gR(m,n; k) and a relation between the gT (m,n; k)
and the gR(m,n; k), g+R(m,n; k). The proofs will be given in Section 4. At several stages, our
arguments are based on appropriate decompositions of multivariate polynomials. To find
such decompositions (nested sums of suitable factorizations), we also used computer algebra
systems (Maple). However, the final proofs can be understood without any computer usage.
3Some authors prefer to call these “generalized ultraspherical polynomials” or “generalized Gegenbauer
polynomials”, and some authors use the expression “generalized Chebyshev polynomials” for different things.
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2. Preliminaries
Let α, β > −1, and let a, b be defined as in Section 1. We first recall that (R(α,β)n (x))n∈N0
satisfies the recurrence relation R(α,β)0 (x) = 1, R
(α,β)
1 (x) = (x− bR0 )/aR0 ,
R
(α,β)
1 (x)R
(α,β)
n (x) = a
R
nR
(α,β)
n+1 (x) + b
R
nR
(α,β)
n (x) + c
R
nR
(α,β)
n−1 (x) (n ∈ N) (2.1)
with
aR0 =
a+ b+ 1
a+ 1
, aRn =
(a+ 1)(n+ a)(2n+ a+ b+ 1)
(a+ b+ 1)(2n+ a)(2n+ a+ 1)
(n ∈ N),
bR0 = −
b
a+ 1
, bRn =
4bn(n+ a)
(a+ b+ 1)(2n+ a− 1)(2n+ a+ 1) (n ∈ N),
cRn =
(a+ 1)n(2n+ a− b− 1)
(a+ b+ 1)(2n+ a− 1)(2n+ a)
(2.2)
[6, (4)]. It is well-known that
R(β,α)n (x) = (−1)n
(α+ 1)n
(β + 1)n
R(α,β)n (−x) (2.3)
[13, (4.1.4), (4.1.6)]. Moreover, (T (α,β)n (x))n∈N0 satisfies the recurrence relation T
(α,β)
0 (x) =
1, T (α,β)1 (x) = x,
xT (α,β)n (x) = a
T
nT
(α,β)
n+1 (x) + c
T
nT
(α,β)
n−1 (x) (n ∈ N) (2.4)
with
aT2n−1 =
2n+ a+ b− 1
4n+ 2a− 2 , a
T
2n =
n+ a
2n+ a
,
cT2n−1 =
2n+ a− b− 1
4n+ 2a− 2 , c
T
2n =
n
2n+ a
(2.5)
[19, 3 (f)]. Using (1.5), (1.6), (2.4) and (2.5), it is easy to relate the gT (m,n; k) to the
gR(m,n; k) and g+R(m,n; k): first observe that gT (m,n; k) = 0 if m + n + k is odd (this is
just a trivial consequence of symmetry). Next, write
T
(α,β)
2m (x)T
(α,β)
2n (x) = R
(α,β)
m (2x
2 − 1)R(α,β)n (2x2 − 1) =
=
m+n∑
k=|m−n|
gR(m,n; k)R
(α,β)
k (2x
2 − 1) =
=
m+n∑
k=|m−n|
gR(m,n; k)T
(α,β)
2k (x)
to conclude that
gT (2m, 2n; 2k) = gR(m,n; k). (2.6)
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Expanding
T
(α,β)
2m+1(x)T
(α,β)
2n+1 (x) =
= x2R(α,β+1)m (2x
2 − 1)R(α,β+1)n (2x2 − 1) =
= x2
m+n∑
k=|m−n|
g+R(m,n; k)R
(α,β+1)
k (2x
2 − 1) =
= x
m+n∑
k=|m−n|
g+R(m,n; k)T
(α,β)
2k+1 (x) =
=
m+n∑
k=|m−n|
g+R(m,n; k)[a
T
2k+1T
(α,β)
2k+2 (x) + c
T
2k+1T
(α,β)
2k (x)] =
=
m+n+1∑
k=|m−n|+1
aT2k−1g
+
R(m,n; k − 1)T (α,β)2k (x) +
m+n∑
k=|m−n|
cT2k+1g
+
R(m,n; k)T
(α,β)
2k (x),
one obtains
gT (2m+ 1, 2n+ 1; 2k) =
=

cT2|m−n|+1g
+
R(m,n; |m− n|), k = |m− n|,
aT2m+2n+1g
+
R(m,n;m+ n), k = m+ n+ 1,
aT2k−1g
+
R(m,n; k − 1) + cT2k+1g+R(m,n; k), else.
(2.7)
Finally, gT (2m+ 1, 2n; 2k+ 1) and gT (2m, 2n+ 1; 2k+ 1) = gT (2n+ 1, 2m; 2k+ 1) relate to
(2.7) via
gT (2m+ 1, 2n; 2k + 1) =
hT (2k + 1)
hT (2n)
gT (2m+ 1, 2k + 1; 2n), (2.8)
which is a consequence of (1.3). The equations (2.6) to (2.8) can already be found in [19];
due to their crucial role and for the sake of self-containedness, we have recalled their short
standard proofs like above.
One of our central tools will be a recurrence relation for the gR(m,n; k) which is taken
from [7] and relies on earlier work of Hylleraas [12]. Of course, it suffices to consider the
case n ≥ m ≥ 1; following [7], we then use a more convenient notation and write
s := n−m,
j := k − s.
[7, (2.1)] states that the linearization coefficients gR(m,n; k) = gR(m,m+s; s+j) are linked
to each other (w.r.t. j) via the following recursion: for 1 ≤ j ≤ 2m− 1, one has
θ(m,m+ s; j)gR(m,m+ s; s+ j + 1) =ι(m,m+ s; j)gR(m,m+ s; s+ j)
+ κ(m,m+ s; j)gR(m,m+ s; s+ j − 1), (2.9)
JACOBI POLYNOMIALS AND THEIR QUADRATIC TRANSFORMATIONS 7
where θ(m,m+ s; .), ι(m,m+ s; .), κ(m,m+ s; .) : {1, . . . , 2m− 1} → R read
θ(m,m+ s; j) :=(2m− j + a− 1)(2m+ 2s+ j + a+ 1) (2.10)
× (2s+ j + 1)(2s+ 2j + a− b+ 1)
(2s+ 2j + a+ 1)(2s+ 2j + a+ 2)
(j + 1),
ι(m,m+ s; j) :=b
[
(2m− j)(2m+ 2s+ j + 2a) 2s+ j + 1
2s+ 2j + a+ 1
(j + 1) (2.11)
−(2m− j + 1)(2m+ 2s+ j + 2a− 1) 2s+ j
2s+ 2j + a− 1j
]
,
κ(m,m+ s; j) :=(2m− j + 1)(2m+ 2s+ j + 2a− 1) (2.12)
×
{
0, j − 1 = s = a = 0,
(2s+j+a−1)(2s+2j+a+b−1)
(2s+2j+a−2)(2s+2j+a−1) (j + a− 1), else.
Moreover, one has
gR(m,m+ s; s) =
(
m+s
m
)(
2m+a−1
m
)(
m+s+ a−b−12
m
)(
2m
m
)(
2m+2s+a
2m
)(
m+ a+b−12
m
) , (2.13)
gR(m,m+ s; s+ 2m) =
(
2m+2s+a−1
m+s
)(
2m+a−1
m
)(
2m+s+ a+b−12
2m+s
)(
4m+2s+a−1
2m+s
)(
m+s+ a+b−12
m+s
)(
m+ a+b−12
m
) (2.14)
and
gR(m,m+ s; s+ 1) = (2.15)
=
4bm(m+ s+ a)(2s+ a+ 2)
(2m+ 2s+ a+ 1)(2m+ a− 1)(2s+ a− b+ 1)gR(m,m+ s; s),
gR(m,m+ s; s+ 2m− 1) = (2.16)
=
4bm(m+ s)(4m+ 2s+ a− 2)
(4m+ 2s+ a+ b− 1)(2m+ 2s+ a− 1)(2m+ a− 1)gR(m,m+ s; s+ 2m)
[7, (2.2), (2.3), (2.4), (2.9)]. After these preliminaries, we can now motivate and state our
main results.
3. Motivation and statement of the main results
Concerning the generalized Chebyshev polynomials, we deal with the following problems:
(A) Szwarc’s problem, cf. above: find all pairs (α, β) ∈ (−1,∞)2 such that
(T
(α,β)
n (x))n∈N0 satisfies property (P), i.e., such that all gT (m,n; k) are nonnega-
tive.
(B) Find all pairs (α, β) ∈ (−1,∞)2 such that all gT (m,n; k) with at least one odd entry
m,n are nonnegative.
The pairs (α, β) ∈ (−1,∞)2 such that all gT (m,n; k) with two even entries m,n are
nonnegative are exactly the (α, β) ∈ V , which is an obvious consequence of (2.6) and
Theorem 1.1. Hence, it will be interesting to compare the resulting set of (B) to V .
The solutions to (A) and (B) will be given in Theorem 3.2 and Theorem 3.1, respectively.
We want to motivate these results by establishing two necessary conditions for the pairs
(α, β) which are as in (B): given any α, β > −1 and arbitrary m,n ∈ N with n ≥ m, we use
8 STEFAN KAHLER
the notation of the previous sections and compute
(2m+ a)(2m+ 2s+ a+ 2)
2s+ a+ b+ 1
2s+ a+ 2
(
cT2s+3
aT2s+1
g+R(m,m+ s; s+ 1)
g+R(m,m+ s; s)
+ 1
)
=
= 4bm2 + 4b(s+ a+ 1)m+ a(2s+ a+ b+ 1)
(3.1)
via (2.5) and (2.15). Making also use of (2.9), which yields
g+R(m,m+ s; s+ 2)
g+R(m,m+ s; s+ 1)︸ ︷︷ ︸
6=0
=
ι+(m,m+ s; 1)
θ+(m,m+ s; 1)︸ ︷︷ ︸
>0
+
κ+(m,m+ s; 1)
θ+(m,m+ s; 1)
g+R(m,m+ s; s)
g+R(m,m+ s; s+ 1)
for b 6= 1, and combining this with (2.5) and (2.10) to (2.12), we furthermore obtain
4(b− 1)(2m+ a− 1)(2m+ 2s+ a+ 3)(s+ 1)(2s+ a+ b+ 3)
2s+ a+ 4
×
(
cT2s+5
aT2s+3
g+R(m,m+ s; s+ 2)
g+R(m,m+ s; s+ 1)
+ 1
)
=
= (4m− 4)(m+ s+ a+ 2) [(a2 + 2b2 + 3a)(s+ 1)− a(a+ 1)s]
+ (a+ 1)(2s+ a+ b+ 3)
[
(a+ 2b)(2s+ 2− b) + a2 + 2b2 + 3a] (b 6= 1).
(3.2)
If b < 0, then the right hand side of (3.1) becomes negative for (all) sufficiently
large m ∈ N, whereas (2m + a)(2m + 2s + a + 2) 2s+a+b+12s+a+2 is always positive.
Hence, if b < 0, then c
T
2s+3
aT2s+1
g+R(m,m+s;s+1)
g+R(m,m+s;s)
+ 1 is negative for sufficiently large
m ∈ N. Since g+R(m,m + s; s) is always positive, the latter yields the negativity of
gT (2m+ 1, 2m+ 2s+ 1; 2s+ 2) = a
T
2s+1g
+
R(m,m+ s; s) + c
T
2s+3g
+
R(m,m+ s; s+ 1) (2.7) for
sufficiently large m ∈ N.
Now assume that a2 +2b2 +3a < 0. On the one hand, one necessarily has b < 1 then (be-
cause a2+2+3a = (a+1)(a+2) > 0), so 4(b−1)(2m+a−1)(2m+2s+a+3) (s+1)(2s+a+b+3)2s+a+4
is always negative. On the other hand, if s = 0, then the right hand side of (3.2) becomes
negative for (all) sufficiently large m ∈ N. Hence, cT5
aT3
g+R(m,m;2)
g+R(m,m;1)
+ 1 is positive for sufficiently
large m ∈ N. Since, due to (2.15), g+R(m,m; 1) is negative, we obtain the negativity of
gT (2m+ 1, 2m+ 1; 4) = a
T
3 g
+
R(m,m; 1) + c
T
5 g
+
R(m,m; 2) (2.7) for sufficiently large m ∈ N.
Putting all together, we see that every pair (α, β) which fits into (B) has to satisfy both
b ≥ 0 and a2 + 2b2 + 3a ≥ 0. Our following result deals with the converse and shows that
these two conditions already characterize (B).
Theorem 3.1. Let α, β > −1. The following are equivalent:
(i) For all m,n ∈ N0 such that at least one of these numbers is odd, all linearization
coefficients gT (m,n; k) are nonnegative.
(ii) (α, β) ∈ V ′, where
V ′ :=
{
(α, β) ∈ (−1,∞)2 : a2 + 2b2 + 3a ≥ 0, b ≥ 0} ) V.
If (α, β) ∈ V ′\∆ and m,n ∈ N0 are such that at least one of these numbers is odd, and if
k ∈ {|m−n|, . . . ,m+n} is such that m+n+k is even, then gT (m,n; k) is (strictly) positive.
As a consequence of Theorem 3.1, we will obtain our second main result and the answer
to (A):
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Theorem 3.2. Let α, β > −1. The following are equivalent:
(i) (T (α,β)n (x))n∈N0 satisfies property (P), i.e., all gT (m,n; k) are nonnegative.
(ii) (α, β) ∈ V .
With respect to Theorem 3.2, we note that if b ≥ 0 and (α, β) /∈ V , then gT (4, 4; 4) < 0,
which is a consequence of gR(2, 2; 2) < 0 (cf. Section 1) and (2.6). Theorem 3.2 can be
regarded as a sharpening of Gasper’s result Theorem 1.1 because the nontrivial direction
“(ii) ⇒ (i) (Theorem 1.1)” is trivially implied by “(ii) ⇒ (i) (Theorem 3.2)” and (2.6).
As a consequence of Theorem 3.2, we obtain that (T (α,β)n (x))n∈N0 induces a polynomial
hypergroup and an associated `1-algebra [19] whenever (α, β) ∈ V .
Our argument via equation (3.2) above shows a typical aspect of the strategy which will
be used in the following proofs: once a decomposition like in (3.2) is known, which allows
to directly see the signs of the relevant parts, it may be easily (yet more or less tediously)
verified by comparing the expansions, or by comparing common zeros and leading coeffi-
cients and so on. Hence, the actual task is not proving such decompositions but finding them.
Besides the results on generalized Chebyshev polynomials, we will address the difficult
direction of Gasper’s result Theorem 1.1 and present a simpler proof than Gasper’s original
one. Compared to the latter, our modified proof will be less computational and avoid
Descartes’ rule of signs.
We give some further characterizations. The first of them deals with the zeros of the
canonical continuation of the coefficient function ι(m,m+s; .) to [1, 2m−1]. The remaining
ones deal with positivity and a certain oscillatory behavior of the gR(m,n; k).
Proposition 3.1. Let α, β > −1, and let for m ∈ N and s ∈ N0 the function ι(m,m+ s; .) :
[1, 2m− 1]→ R be defined by
ι(m,m+ s; j) :=b
[
(2m− j)(2m+ 2s+ j + 2a) 2s+ j + 1
2s+ 2j + a+ 1
(j + 1)
−(2m− j + 1)(2m+ 2s+ j + 2a− 1) 2s+ j
2s+ 2j + a− 1j
]
.
If b 6= 0 (i.e., if α 6= β), then the following are equivalent:
(i) For all m ∈ N and s ∈ N0, ι(m,m+ s; .) has at most one zero.
(ii) a > − 118 + 18
√
73 ≈ −0.30699953.
Moreover, if a ≥ −11/8+√73/8, then ι(m,m+s; 1) ≥ 0 (m ≥ 2, s ≥ 0) if and only if b ≥ 0.
Furthermore, if a ≥ 0, then ι(m,m+ s; 1) ≥ 0 (m ≥ 1, s ≥ 0) if and only if b ≥ 0.
Theorem 3.3. Let α, β > −1. The following are equivalent:
(i) All gR(m,n; k) are (strictly) positive.
(ii) (α, β) is located in the interior of V .
Corollary 3.1. Let α, β > −1, and let g˜R(m,n; k) denote the linearization coefficients
belonging to the sequence (R(β,α)n (x))n∈N0 . Then the following hold:
(i) All numbers (−1)m+n+kg˜R(m,n; k) are nonnegative if and only if (α, β) ∈ V .
(ii) All numbers (−1)m+n+kg˜R(m,n; k) are (strictly) positive if and only if (α, β) is
located in the interior of V .
Note that Theorem 3.3 can be regarded as a another sharpening of Theorem 1.1 because
the nontrivial direction “(ii) ⇒ (i) (Theorem 1.1)” is implied by “(ii) ⇒ (i) (Theorem 3.3)”
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via continuity.
Comparing Theorem 1.1, Theorem 3.2 and Theorem 3.3, one may ask whether all
gT (m,n; k) are (strictly) positive if (α, β) is located in the interior of V . However, this is
not true: recall that for any choice of (α, β) ∈ (−1,∞)2 one has gT (m,n; k) = 0 if m+n+k
is odd.
The announced simpler proof of Gasper’s result Theorem 1.1 and the proof of Theorem 3.3
will essentially rely on the framework provided by Proposition 3.1. Proposition 3.1 unifies
and extends results which are already contained in [6, 7]. Concerning some parts which are
already contained in these references, we give a new proof which avoids Descartes’ rule of
signs and is more elementary. Concerning the functions θ(m,m + s; .) and κ(m,m + s; .),
we will only need that
θ(m,m+ s; .)|{1,...,2m−2} > 0 (m ≥ 2) (3.3)
and
κ(m,m+ s; .)|{2,...,2m−1} > 0 (m ≥ 2), (3.4)
which is an obvious consequence of (2.10) and (2.12) (and was also used in [7]). Corollary 3.1
will play an important role for the proof of Theorem 3.1.
4. Proofs
We first establish Proposition 3.1.
Proof (Proposition 3.1). The most interesting part is the direction “(ii) ⇒ (i)”, which was
obtained via Descartes’ rule of signs in [7]. We present an alternative proof which just uses
the mean value theorem.
Let b 6= 0, m ∈ N and s ∈ N0. We first assume that s 6= 0 or a ≥ 0 and write
ι(m,m+ s; j) = b[f(j + 1)− f(j)] with f : [1, 2m]→ (0,∞),
f(j) := (2m− j + 1)(2m+ 2s+ j + 2a− 1) 2s+ j
2s+ 2j + a− 1j.
If the function ι(m,m + s; .) had two different zeros j1, j2 ∈ [1, 2m − 1], j1 < j2, then the
condition b 6= 0 would imply that 0 = f(j1 + 1) − f(j1) = f(j2 + 1) − f(j2) and therefore
f(j2 + 1)− f(j1 + 1) = f(j2)− f(j1). We now distinguish two cases.
On the one hand, if j2 ≥ j1 + 1, then the mean value theorem yields the existence of
j′1 ∈ (j1, j1 + 1) and j′2 ∈ (j2, j2 + 1) with 0 = f ′(j′1) = f ′(j′2).
On the other hand, if j2 < j1 + 1, then the mean value theorem yields j′′1 ∈ (j1, j2)
and j′′2 ∈ (j1 + 1, j2 + 1) such that f ′(j′′1 ) = f ′(j′′2 ) = f(j2)−f(j1)j2−j1 . Now if f(j2) = f(j1),
then we have 0 = f ′(j′1) = f ′(j′2) for j′1 := j′′1 and j′2 := j′′2 . If, however, f(j2) > f(j1),
then f ′(j′′1 ) = f ′(j′′2 ) > 0, and the mean value theorem yields some j′′3 ∈ (j2, j1 + 1)
with f ′(j′′3 ) =
f(j1+1)−f(j2)
j1+1−j2 =
f(j1)−f(j2)
j1+1−j2 < 0, so we can find j
′
1 ∈ (j′′1 , j′′3 ), j′2 ∈ (j′′3 , j′′2 )
such that 0 = f ′(j′1) = f ′(j′2). Finally, if f(j2) < f(j1), we can conclude in an analogous way.
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Hence, in any case there would be j′1, j′2 ∈ (1, 2m) with j′1 < j′2 and 0 = f ′(j′1) = f ′(j′2).
We now decompose f = uv with u, v : [1, 2m]→ (0,∞),
u(j) := (2m+ 2s+ j + 2a− 1)(2s+ j)j,
v(j) :=
2m− j + 1
2s+ 2j + a− 1 .
For any j ∈ [1, 2m], one has f ′(j) = 0 if and only if u′(j)/u(j) + v′(j)/v(j) = 0, or
equivalently
1
2m− j + 1 =
1
2m+ 2s+ j + 2a− 1 +
1
2s+ j
+
1
j
− 2
2s+ 2j + a− 1 =
=
1
2m+ 2s+ j + 2a− 1 +
1
2s+ j
+
2s+ a− 1
j(2s+ 2j + a− 1) .
(4.1)
At this stage, we distinguish two cases again.
Case 1: s 6= 0. Since 2s+ a− 1 > 0, we see that the right hand side of equation (4.1) is
strictly decreasing w.r.t. j ∈ [1, 2m], whereas the left hand side is strictly increasing. We
thus obtain that f ′ can have at last one zero, a contradiction.
Case 2: s = 0. Then, by the assumption, a ≥ 0. Moreover, (4.1) reduces to
1
2m− j + 1 =
1
2m+ j + 2a− 1 +
1
j
+
a− 1
j(2j + a− 1)
or, equivalently,
2j + 2a− 2
(2m− j + 1)(2m+ j + 2a− 1) =
2j + 2a− 2
j(2j + a− 1) .
Since a ≥ 0, every zero of f ′|(1,2m] must therefore satisfy
(2m− j + 1)(2m+ j + 2a− 1) = j(2j + a− 1).
We now define η : [1, 2m]→ R,
η(j) := j(2j + a− 1)− (2m− j + 1)(2m+ j + 2a− 1).
Since
η′(j) = 6j + 3a− 3 > 0
for all j ∈ [1, 2m], the function η is strictly increasing and we obtain that f ′|(1,2m] can have
at last one zero, which yields a contradiction again.
Hence, if s 6= 0 or a ≥ 0, then ι(m,m+ s; .) has at most one zero. We now rewrite
ι(m,m; j) = − b
(2j + a− 1)(2j + a+ 1)χm(j)
with χm : [1, 2m− 1]→ R,
χm(j) :=(2m− j + 1)(2m+ j + 2a− 1)j2(2j + a+ 1)
− (2m− j)(2m+ j + 2a)(j + 1)2(2j + a− 1) =
=(4m+ a+ 1)(2m+ j + 2a− 1)j2
− (2m− j)(2j + a− 1)[(2m+ j + 2a)(2j + 1) + j2].
Taking into account the condition b 6= 0 once again, concerning the assertion “(i) ⇔ (ii)” it
is then left to establish the directions “(i’) ⇒ (ii)” and “(ii’) ⇒ (i’)” with
(i’) For all m ∈ N, χm has at most one zero in [1, 2m− 1].
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(ii’) a ∈ (− 118 + 18√73, 0).
We now consider χm on the whole real line (by canonical extension) and conclude as follows:
“(i’) ⇒ (ii)”: if a ≤ −11/8 +√73/8, then
χ2(1) = −16a2 − 44a− 12 =
= −16
[
a−
(
−11
8
+
1
8
√
73
)][
a−
(
−11
8
− 1
8
√
73
)]
≥
≥ 0,
χ2(2) = −12(a+ 1)(a+ 2) < 0,
χ2(3) = 4a
2 + 88a+ 196 > 0.
Consequently, χ2 has both a zero in [1, 2) and a zero in (2, 3), which violates (i’).
“(ii’) ⇒ (i’)”: the case m = 1 is trivial, so let m ≥ 2. Then the estimation a ∈ (− 13 , 0)
implies
χm(−1) = (4a− 4)(m+ 1)(m+ a− 1) < 0,
χm(0) = (4− 4a)m(m+ a) > 0,
χm(1) = −(4 + 12a)m(m+ a) + 4(a+ 1)(2a+ 1) ≤
≤ χ2(1) =
= −16
[
a−
(
−11
8
+
1
8
√
73
)][
a−
(
−11
8
− 1
8
√
73
)]
<
< 0.
Hence, together with limj→−∞ χm(j) =∞ we obtain that χm has a zero in (−∞,−1), that
χm has a zero in (−1, 0) and that χm has also a zero in (0, 1). As a polynomial in j of
degree four, however, this implies that χm can have at most one zero in [1, 2m− 1].
The second part of the proposition is a consequence of the representations
ι(m,m+ s; 1) =
=
4b
(2s+ a+ 1)(2s+ a+ 3)
× [((2s+ 3)(2s+ a+ 1)− (4s+ 2))(m− 1)(m+ s+ a+ 1) + a(a+ 1)] =
=
4b
(2s+ a+ 1)(2s+ a+ 3)
× [((2s+ 3)(2s+ a+ 1)− (4s+ 2))(m− 2)(m+ s+ a+ 2)
+(2(s+ a+ 2)(2s+ a+ 2) + 4s+ 5a+ 5)s+ 4a2 + 11a+ 3
]
,
the estimation
(2s+ 3)(2s+ a+ 1)− (4s+ 2) > (2s+ 3)
(
2s− 1
3
+ 1
)
− (4s+ 2) = 2
3
s(6s+ 5) ≥ 0
(because a > −1/3) and the factorization
4a2 + 11a+ 3 = 4
[
a−
(
−11
8
+
1
8
√
73
)][
a−
(
−11
8
− 1
8
√
73
)]
.

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We will now give the announced simplified proof of Gasper’s result Theorem 1.1.
Simplified proof of Theorem 1.1. We establish the easy direction “(i) ⇒ (ii)” as in [7] and
state the short proof just for the sake of completeness: if b < 0, then (2.1) and (2.2) (or also
(2.13) and (2.15)) show that
gR(1, 1; 1) = b
R
1 =
4b
(a+ 3)(a+ b+ 1)
< 0;
if b ≥ 0 but (α, β) /∈ V , then the equations (2.9) to (2.13) and (2.15) yield
gR(2, 2; 2) =
4[(a2 + 2b2 + 3a)(a+ 3)(a+ 5)− 3(a+ 1)(a+ 2)b2]
(a+ 3)(a+ 5)(a+ 6)(a+ b+ 1)(a+ b+ 3)
< 0.
We now come to our modified proof for the interesting direction “(ii) ⇒ (i)”, so let
(α, β) ∈ V , let m ∈ N and let s ∈ N0. We have to show that gR(m,m + s; s + j) ≥ 0 for
all j ∈ {0, . . . , 2m}. As in [7], we use two-sided induction and proceed as follows: (2.13) to
(2.16) yield gR(m,m + s; s) > 0, gR(m,m + s; s + 1) ≥ 0, gR(m,m + s; s + 2m) > 0 and
gR(m,m + s; s + 2m − 1) ≥ 0.4 If m = 1, we are already done (cf. also (2.1) and (2.2)).
Hence, assume that m ≥ 2 from now on; it is then left to show that gR(m,m+ s; s+ j) ≥ 0
for all j ∈ {2, . . . , 2m− 2}.
(3.3) and (3.4) yield θ(m,m+s; 1) > 0 and κ(m,m+s; 2m−1) > 0, and via the equations
(2.9) to (2.12) and (2.15), (2.16) we compute
(2m+ a− 1)(2s+ a− b+ 1)(2m+ 2s+ a+ 1)(2s+ a+ 3)
4m(m+ s+ a)(2s+ a+ 1)gR(m,m+ s; s)
× θ(m,m+ s; 1)gR(m,m+ s; s+ 2) =
=
(2m+ a− 1)(2s+ a− b+ 1)(2m+ 2s+ a+ 1)(2s+ a+ 3)
4m(m+ s+ a)(2s+ a+ 1)gR(m,m+ s; s)
× [ι(m,m+ s; 1)gR(m,m+ s; s+ 1) + κ(m,m+ s; 1)gR(m,m+ s; s)] =
= (b2 + a)(2m− 4)(2m+ 2s+ 2a+ 4)2s
+ (a2 + 2b2 + 3a)[(2m− 4)(2m+ 2s+ 2a+ 4) + 2s(2s+ 2a+ 8) + (a+ 3)(a+ 5)]
− 3(a+ 1)(a+ 2)b2
(4.2)
and
(2m+ a− 1)(2m+ 2s+ a− 1)(4m+ 2s+ a− 3)(4m+ 2s+ a+ b− 1)
4m(m+ s)(4m+ 2s+ a− 1)gR(m,m+ s; s+ 2m)
× κ(m,m+ s; 2m− 1)gR(m,m+ s; s+ 2m− 2) =
=
(2m+ a− 1)(2m+ 2s+ a− 1)(4m+ 2s+ a− 3)(4m+ 2s+ a+ b− 1)
4m(m+ s)(4m+ 2s+ a− 1)gR(m,m+ s; s+ 2m)
× [θ(m,m+ s; 2m− 1)gR(m,m+ s; s+ 2m)
− ι(m,m+ s; 2m− 1)gR(m,m+ s; s+ 2m− 1)] =
= (b2 + a)(2m− 4)(2m+ 2s− 4)(4m+ 2s+ 2a)
+ (a2 + 2b2 + 3a)[(2m− 4)(6m+ 6s+ 4a+ 4) + 2s(2s+ 2a+ 8) + (a+ 3)(a+ 5)]
− 3(a+ 1)(a+ 2)b2.
(4.3)
4Of course, the positivity of gR(m,m+ s; s) and gR(m,m+ s; s+ 2m) is also clear from general results,
cf. Section 1.
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Since b2 + a ≥ 0 (if a < 0, this is a consequence of the decomposition
2b2+2a = a2+2b2+3a−a(a+1)), the preceding calculations imply that gR(m,m+s; s+2) ≥ 0
and gR(m,m + s; s + 2m − 2) ≥ 0.5 In particular, we are done if m = 2 and thus assume
that m ≥ 3 from now on.
Since 7/2 − √145/2 < −1, since all (α, β) ∈ V with a < 7/2 + √145/2 satisfy the
estimations
0 <
1
(a+ 3)(a+ 5)
[(
7
2
+
1
2
√
145
)
− a
] [
a−
(
7
2
− 1
2
√
145
)]
=
= 2− 3(a+ 1)(a+ 2)
(a+ 3)(a+ 5)
,
0 ≤ a2 + 2b2 + 3a− 3(a+ 1)(a+ 2)
(a+ 3)(a+ 5)
b2 <
< a2 +
[
2− 3(a+ 1)(a+ 2)
(a+ 3)(a+ 5)
]
(a+ 1)2 + 3a =
= 4
(a+ 2)
(a+ 3)(a+ 5)
(4a2 + 11a+ 3) =
= 16
(a+ 2)
(a+ 3)(a+ 5)
[
a−
(
−11
8
+
1
8
√
73
)][
a−
(
−11
8
− 1
8
√
73
)]
,
and since −11/8 − √73/8 < −1 and 7/2 + √145/2 > −11/8 + √73/8, we obtain that
a > −11/8 + √73/8 (which has already been observed in [7]). Therefore, we can apply
Proposition 3.1 and, like in [7], obtain the existence of an N ∈ {1, . . . , 2m − 1} such that
ι(m,m + s; j) ≥ 0 for 1 ≤ j ≤ N and ι(m,m + s; j) < 0 for those 1 ≤ j ≤ 2m − 1 which
satisfy j ≥ N + 1. The remaining proof follows [7]. We make use of (3.3) and (3.4) and
distinguish two cases:
Case 1: N ≥ 3. Then (2.9) and induction yield
gR(m,m+ s; s+ j + 1) =
=
ι(m,m+ s; j)
θ(m,m+ s; j)
gR(m,m+ s; s+ j) +
κ(m,m+ s; j)
θ(m,m+ s; j)
gR(m,m+ s; s+ j − 1) ≥
≥ 0 (2 ≤ j ≤ N − 1).
This shows the nonnegativity of gR(m,m+ s; s+ 3), . . . , gR(m,m+ s; s+N).
Case 2: N ≤ 2m− 3. In this case, (2.9) and induction yield
gR(m,m+ s; s+ j − 1) =
=
θ(m,m+ s; j)
κ(m,m+ s; j)
gR(m,m+ s; s+ j + 1)− ι(m,m+ s; j)
κ(m,m+ s; j)
gR(m,m+ s; s+ j) ≥
≥ 0 (N + 1 ≤ j ≤ 2m− 2),
which establishes the nonnegativity of gR(m,m+ s; s+N), . . . , gR(m,m+ s; s+ 2m− 3).
5The equations (4.2) and (4.3) allow us to obtain the nonnegativity of gR(m,m+s; s+2) and gR(m,m+
s; s+ 2m− 2) in a much faster way than Gasper estimated in [7]. Besides the avoidance of Descartes’ rule
of signs in the proof of Proposition 3.1 (which will be applied below), this is our essential simplification of
Gasper’s argument given in [7].
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If N ≤ 2, then N < 2m− 3 and the nonnegativity of
gR(m,m+ s; s+ 3), . . . , gR(m,m+ s; s+ 2m− 3)
is a consequence of Case 2. If N ≥ 2m− 2, then N > 3 and the nonnegativity of
gR(m,m+ s; s+ 3), . . . , gR(m,m+ s; s+ 2m− 3)
is a consequence of Case 1. Finally, if 3 ≤ N ≤ 2m− 3, then the combination of both cases
yields the nonnegativity of
gR(m,m+ s; s+ 3), . . . , gR(m,m+ s; s+ 2m− 3).

Remark 4.1. As already observed in [6, 7], the proof (direction “(ii) ⇒ (i)”) considerably
simplifies in the special case a ≥ 0, i.e., for (α, β) ∈ ∆. On the one hand, for a ≥ 0 the
functions θ(m,m+ s; .) and κ(m,m+ s; .) are nonnegative on their full domains, see (2.10)
and (2.12); hence, one can avoid the computations of gR(m,m+s; s+2) and gR(m,m+s; s+
2m − 2). On the other hand, recall that our proof of (the important ingredient) direction
“(ii) ⇒ (i)” of Proposition 3.1 was simpler for a ≥ 0, too.
Proof (Theorem 3.3). The equivalence follows from a straightforward modification of the
preceding proof. 
Remark 4.2. If (α, β) is located in the interior of ∆ ( V , then the positivity of all gR(m,n; k)
can also be seen via Rahman’s formulas (A.1) and (A.2).
Proof (Corollary 3.1). As a consequence of (2.3), the linearization coefficients are connected
to each other via
(−1)m+n+kg˜R(m,n; k) = (α+ 1)m(α+ 1)n
(α+ 1)k
(β + 1)k
(β + 1)m(β + 1)n
gR(m,n; k).
Hence, the assertions are consequences of Theorem 1.1 and Theorem 3.3, cf. also the remarks
at the end of [7, Section 1]. 
We now come to our results on the generalized Chebyshev polynomials.
Since Theorem 3.1 implies that the set of all pairs (α, β) ∈ (−1,∞)2 such that
(T
(α,β)
n (x))n∈N0 satisfies property (P) is given by V ∩ V ′, cf. the remarks in the previous
section, and since V ⊆ V ′, Theorem 3.2 follows from Theorem 3.1.
The implication “(i) ⇒ (ii)” of Theorem 3.1 was established in the previous section. In
view of Szwarc’s earlier result, which already shows that (T (α,β)n (x))n∈N0 satisfies property
(P) at least for all (α, β) ∈ ∆ (cf. Section 1), the converse “(ii) ⇒ (i)” is a consequence of
the assertion made in the second part of Theorem 3.1.
In view of these observations, and in view of (2.8), Theorem 3.1 and Theorem 3.2 trace
back to the following lemma:
Lemma 4.1. Let (α, β) ∈ V ′\∆, and let m ∈ N, s ∈ N0. Then gT (2m+ 1, 2m+ 2s+ 1; 2s+
2j) > 0 for all j ∈ {0, . . . , 2m+ 1}.
Our task is to establish Lemma 4.1, which will be done via Corollary 3.1 and an auxiliary
result.
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For the rest of the section, we always assume that (α, β) ∈ V ′\∆ and that m ∈ N,
s ∈ N0.
Under these conditions, we have
a ∈
(
−1
3
, 0
)
and
b ∈ (−a, 1 + a) ⊆ (0, 1).
The inequality a > −1/3 follows from 0 ≤ a2 + 2b2 + 3a < a2 + 2(1 + a)2 + 3a =
(a + 2)(3a + 1) (and can also be found in [7]), and the inequality b > −a is due to
2b2 − 2a2 = a2 + 2b2 + 3a− 3a(a+ 1) > 0.
We now define two auxiliary functions p : {1, . . . , 2m − 1} → R, q : {1, . . . , 2m − 1} →
(0,∞) by
p(j) :=
cT2s+2j+3
aT2s+2j+1
ι+(m,m+ s; j)
θ+(m,m+ s; j)
,
q(j) :=
cT2s+2j+1c
T
2s+2j+3
aT2s+2j−1a
T
2s+2j+1
κ+(m,m+ s; j)
θ+(m,m+ s; j)
;
concerning well-definedness, observe that θ+(m,m + s; .) and κ+(m,m + s; .) are positive
on their full domains due to (2.10) and (2.12). Using (2.5) and (2.10) to (2.12), one can
compute
p(j) = p∞(j) +
p∗(j)
(2m− j + a)(2m+ 2s+ j + a+ 2) ,
q(j) = q∞(j) +
q∗(j)
(2m− j + a)(2m+ 2s+ j + a+ 2) ,
(4.4)
where the four functions p∞ : {1, . . . , 2m − 1} → (−1,∞), p∗, q∞, q∗ : {1, . . . , 2m − 1} →
(0,∞) are independent of m and given by
p∞(j) =
=
2s+ 2j + a+ 2
(2s+ j + 1)(2s+ 2j + a)(2s+ 2j + a+ b+ 1)(j + 1)
× [b(2s+ j + 1)(2s+ 2j + a)(j + 1) + (1− b)(2s+ j)(2s+ 2j + a+ 1)j]− 1,
p∗(j) = (1− b) (2s+ j + a)(2s+ 2j + a+ 1)(2s+ 2j + a+ 2)(j + a)(2s+ 2j + 1)
(2s+ j + 1)(2s+ 2j + a)(2s+ 2j + a+ b+ 1)(j + 1)
,
q∞(j) =
(2s+ 2j + a+ 2)(2s+ j + a)(2s+ 2j + a− b+ 1)(j + a)
(2s+ j + 1)(2s+ 2j + a)(2s+ 2j + a+ b+ 1)(j + 1)
,
q∗(j) =
=
2s+ 2j + a+ 2
(2s+ j + 1)(2s+ 2j + a)(2s+ 2j + a+ b+ 1)(j + 1)
× (1− a)(2s+ j + a)(2s+ 2j + a+ 1)(j + a)(2s+ 2j + a− b+ 1).
(4.5)
The superscript “∞” is used because p∞ and q∞ are just the limits of p and q if m tends
to infinity.
As a first consequence of (4.4) and (4.5), we obtain that p maps into (−1,∞).
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The following lemma provides an inequality in p and q which will be central in the proof
of Lemma 4.1.
Lemma 4.2. Let (α, β) ∈ V ′\∆ and m ≥ 2, s ∈ N0. Then for every j ∈ {1, . . . , 2m − 2}
the inequality
[1 + p(j + 1)][q(j)− p(j)] < q(j + 1) (4.6)
is valid.
Proof. The basic idea is to use (4.4) and (4.5) to isolate m in an appropriate way. Let
j ∈ {1, . . . , 2m− 2}. We decompose
q(j + 1)− [1 + p(j + 1)][q(j)− p(j)] =
= q∞(j + 1)− [1 + p∞(j + 1)][q∞(j)− p∞(j)]
+
q∗(j + 1)− p∗(j + 1)[q∞(j)− p∞(j)]
(2m− j + a− 1)(2m+ 2s+ j + a+ 3)
− [1 + p
∞(j + 1)][q∗(j)− p∗(j)]
(2m− j + a)(2m+ 2s+ j + a+ 2)
− p
∗(j + 1)[q∗(j)− p∗(j)]
(2m− j + a− 1)(2m− j + a)(2m+ 2s+ j + a+ 2)(2m+ 2s+ j + a+ 3)
(4.7)
and compute
ωj :=q
∞(j + 1)− [1 + p∞(j + 1)][q∞(j)− p∞(j)] =
=
(b− a)b[2s(2s+ 2j + a+ 2) + (j + a)(2j + 4) + 1− a]
(2s+ j + 1)(2s+ j + 2)(j + 1)(j + 2)
× (2s+ 2j + a+ 2)(2s+ 2j + a+ 4)
(2s+ 2j + a+ b+ 1)(2s+ 2j + a+ b+ 3)
>
>0.
(4.8)
Combining (4.8) with (4.7), we obtain
(2m− j + a− 1)(2m− j + a)(2m+ 2s+ j + a+ 2)(2m+ 2s+ j + a+ 3)
ωj
× [q(j + 1)− [1 + p(j + 1)][q(j)− p(j)]] =
= [(2m− j + a− 1)(2m+ 2s+ j + a+ 3) + αj ]
× [(2m− j + a)(2m+ 2s+ j + a+ 2) + βj ] + ρj =
= [(2m− j + a− 1)((2m− j + a− 1) + σj + 1) + αj ]
× [((2m− j + a− 1) + 1)((2m− j + a− 1) + σj) + βj ] + ρj
(4.9)
with
αj :=
q∗(j + 1)− p∗(j + 1)[q∞(j)− p∞(j)]
ωj
,
βj := − [1 + p
∞(j + 1)][q∗(j)− p∗(j)]
ωj
,
ρj := −p
∗(j + 1)[q∗(j)− p∗(j)]
ωj
− αjβj ,
σj := 2s+ 2j + 3.
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We now define f :
[
j−a+1
2 ,∞
)→ R,
f(x) :=[(2x− j + a− 1)((2x− j + a− 1) + σj + 1) + αj ]
× [((2x− j + a− 1) + 1)((2x− j + a− 1) + σj) + βj ] + ρj
and claim that f maps into (0,∞); once the claim is proven, inequality (4.6) will follow via
m ∈ [ j−a+12 ,∞) and (4.9). To establish the claim, we first compute
f ′(x) =[4(2x− j + a− 1) + 2σj + 2]
× [((2x− j + a− 1) + 1)((2x− j + a− 1) + σj) + βj
+(2x− j + a− 1)((2x− j + a− 1) + σj + 1) + αj ] .
Then, two further tedious calculations yield
f
(
j − a+ 1
2
)
=αj(σj + βj) + ρj =
=
(2s+ j + a+ 1)(2s+ 2j + 3)(2s+ 2j + a+ 3)(j + a+ 1)
b[2s(2s+ 2j + a+ 2) + (j + a)(2j + 4) + 1− a]
× [b(2s+ j + 1)(j + 1) + (2− a)(1− b)(2s+ 2j + a+ 1)] >
>0
and, for any x ≥ (j − a+ 1)/2,
4(2x− j + a− 1) + 2σj + 2 ≥ 2σj + 2 > 0
and
((2x− j + a− 1) + 1)((2x− j + a− 1) + σj) + βj
+ (2x− j + a− 1)((2x− j + a− 1) + σj + 1) + αj ≥
≥ σj + βj + αj =
=
1
b[2s(2s+ 2j + a+ 2) + (j + a)(2j + 4) + 1− a]
× [b ((1− a)(2s+ j + 2)(2s+ j + a)(2s+ 2j + a+ 3)
+(1− a)(2s+ 2j + a+ 3)(j + 1)(j + a+ 1)
+(2s+ j + 2)(2s+ j + a+ 1)(j + a)(2j + 4)
+2s(2s+ 2j + 3)(2s+ 2j + a+ 2) + (j + 1)(j + a)(2j + 4)
+(1− a)(2s+ 2j + 3))
+(1− b) ((2s+ j)(2j + a+ 2) + (2 + a)j + 2 + 3a)
×(2s+ 2j + a+ 1)(2s+ 2j + a+ 3)] >
> 0.
Hence, f ′ maps into (0,∞), which finishes the proof. 
We now come to the proof of Lemma 4.1.
Proof (Lemma 4.1). As a consequence of Corollary 3.1, all numbers
(−1)jg+R(m,m+ s; s+ j), j ∈ {0, . . . , 2m},
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are positive (observe that (β + 1, α) is located in the interior of ∆).6 Hence, we may define
φ : {1, . . . , 2m} → (−∞, 0),
φ(j) :=
cT2s+2j+1
aT2s+2j−1
g+R(m,m+ s; s+ j)
g+R(m,m+ s; s+ j − 1)
.
As a consequence of (2.9), we have
p(j) +
q(j)
φ(j)
=
=
cT2s+2j+3
aT2s+2j+1
ι+(m,m+ s; j)
θ+(m,m+ s; j)
+
cT2s+2j+1c
T
2s+2j+3
aT2s+2j−1a
T
2s+2j+1
κ+(m,m+ s; j)
θ+(m,m+ s; j)
aT2s+2j−1
cT2s+2j+1
g+R(m,m+ s; s+ j − 1)
g+R(m,m+ s; s+ j)
=
=
cT2s+2j+3
aT2s+2j+1
g+R(m,m+ s; s+ j + 1)
g+R(m,m+ s; s+ j)
and obtain the recurrence relation
φ(j + 1) = p(j) +
q(j)
φ(j)
(1 ≤ j ≤ 2m− 1).
We now use this recurrence relation and induction to show that
φ(2j) < −1 (4.10)
and
φ(2j − 1) > −1 (4.11)
for all j ∈ {1, . . . ,m}. As a consequence of (3.2) and a+2b > −a > 0, we see that φ(2) < −1.
Moreover, making use of (2.9), which yields
g+R(m,m+ s; s+ 2m− 2)
g+R(m,m+ s; s+ 2m− 1)︸ ︷︷ ︸
6=0
=
= − ι
+(m,m+ s; 2m− 1)
κ+(m,m+ s; 2m− 1)︸ ︷︷ ︸
>0
+
θ+(m,m+ s; 2m− 1)
κ+(m,m+ s; 2m− 1)
g+R(m,m+ s; s+ 2m)
g+R(m,m+ s; s+ 2m− 1)
,
and combining this with (2.5), (2.10) to (2.12) and (2.16), we obtain that
4(b− 1)(2m+ a− 1)(2m+ s+ a)(2m+ 2s+ a− 1)(4m+ 2s+ a− b− 1)
4m+ 2s+ a− 2
×
(
aT4m+2s−3
cT4m+2s−1
g+R(m,m+ s; s+ 2m− 2)
g+R(m,m+ s; s+ 2m− 1)
+ 1
)
=
= (2m+ a− 1)(2m+ 2s+ a− 1)
× [(a2 + 2b2 + 3a)(2m+ s− 1)− a(a+ 1)(2m+ s− 2) + (2 + 2a)b2]
+ (a+ 1)b(2− b)(4m+ 2s+ a)(4m+ 2s+ 2a− 1).
Therefore, we obtain that φ(2m− 1) > −1.
6Alternatively, the positivity of the numbers (−1)jg+R(m,m + s; s + j) can be obtained from (2.3) and
Rahman’s formula (A.3) (take into account that β + 1 > 0 > α > −1/2).
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If m = 1, then (4.10) and (4.11) are already verified to hold for all j ∈ {1, . . . ,m} by the
preceding calculations; hence, we assume that m ≥ 2 from now on. Let j ∈ {1, . . . ,m − 1}
be arbitrary but fixed and assume that φ(2j) < −1. Then
φ(2j + 1) = p(2j) +
q(2j)
φ(2j)
> p(2j)− q(2j).
Since p maps into (−1,∞), we obtain
(1 + p(2j + 1))φ(2j + 1) > (1 + p(2j + 1))(p(2j)− q(2j)),
and now Lemma 4.2 implies that
(1 + p(2j + 1))φ(2j + 1) > −q(2j + 1).
Since φ(2j + 1) < 0, the latter equation yields
φ(2j + 2) = p(2j + 1) +
q(2j + 1)
φ(2j + 1)
< −1.
Finally, let j ∈ {2, . . . ,m} be arbitrary but fixed and assume that φ(2j− 1) > −1. We have
1
φ(2j − 2) =
1
q(2j − 2)(φ(2j − 1)− p(2j − 2)) > −
1
q(2j − 2)(1 + p(2j − 2)),
so
1 + p(2j − 2) > −q(2j − 2) 1
φ(2j − 2) .
Since
0 > φ(2j − 2) = p(2j − 3) + q(2j − 3)
φ(2j − 3) ,
we can conclude that
(1 + p(2j − 2))
(
p(2j − 3) + q(2j − 3)
φ(2j − 3)
)
< −q(2j − 2).
We now apply Lemma 4.2 again and obtain
(1 + p(2j − 2))
(
p(2j − 3) + q(2j − 3)
φ(2j − 3)
)
< (1 + p(2j − 2))(p(2j − 3)− q(2j − 3)).
Since p maps into (−1,∞), this shows that
p(2j − 3) + q(2j − 3)
φ(2j − 3) < p(2j − 3)− q(2j − 3)
or, equivalently, φ(2j − 3) > −1, which finishes the induction. Hence, (4.10) and (4.11)
are established to hold for all j ∈ {1, . . . ,m} (for any m ≥ 1). Combining this with the
positivity of all numbers (−1)jg+R(m,m + s; s + j) (see above) and (2.7), we can conclude
that all
gT (2m+ 1, 2m+ 2s+ 1; 2s+ 2j) =
= aT2s+2j−1 · (−1)j−1g+R(m,m+ s; s+ j − 1)︸ ︷︷ ︸
>0
· (−1)j−1(1 + φ(j))︸ ︷︷ ︸
>0
,
j ∈ {1, . . . , 2m}, are positive. Since the positivity of gT (2m + 1, 2m + 2s + 1; 2s) and
gT (2m+ 1, 2m+ 2s+ 1; 4m+ 2s+ 2) is clear, the proof is complete. 
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Appendix A. Correction of Rahman’s hypergeometric representations
In this short appendix, we correct small mistakes in Rahman’s hypergeometric represen-
tations [24, (1.7) to (1.9)] of the linearization coefficients gR(m,n; k) belonging to the Jacobi
polynomials (R(α,β)n (x))n∈N0 . For every m ∈ N and s ∈ N0, one has
gR(m,m+ s; s+ j) =
=
α+ β + 1 + 2s+ 2j
α+ β + 1
(m+ α+ β + 1)m
× (α+ 1)s+j(β + 1)m+s(α+ β + 1)2s+j(α+ β + 1)j(m+ s)!
(α+ 1)s(α+ 1)m(β + 1)s+j(α+ β + 2)2m+2s+js!j!
×
(−m) j
2
(α+ β +m+ s+ 1) j
2(
−m− α+β2
)
j
2
(α+ s+ 1) j
2
×
(−m− α) j
2
(β +m+ s+ 1) j
2
(
1
2
)
j
2(
1
2 −m− α+β2
)
j
2
(s+ 1) j
2
(α+ 1) j
2
× 9F8
(
α, 1 + α2 , α+
1
2 ,
α−β
2 ,
α−β+1
2 , α+ β +m+ s+ 1 +
j
2 ,
α
2 ,
1
2 ,
α+β
2 + 1,
α+β+1
2 ,−β −m− s− j2 ,
−m+ j2 ,−s− j2 ,− j2
α+m+ 1− j2 , α+ s+ 1 + j2 , α+ 1 + j2
∣∣∣∣ 1)
(A.1)
for even j ∈ {0, . . . , 2m} and
gR(m,m+ s; s+ j) =
=
α+ β + 1 + 2s+ 2j
α+ β + 1
(m+ α+ β + 1)m
× (α+ 1)s+j(β + 1)m+s(α+ β + 1)2s+j(α+ β + 1)j(m+ s)!
(α+ 1)s(α+ 1)m(β + 1)s+j(α+ β + 2)2m+2s+js!j!
×
(−m) j+1
2
(α+ β +m+ s+ 1) j+1
2(
−m− α+β2
)
j+1
2
(α+ s+ 1) j+1
2
×
(−m− α) j−1
2
(β +m+ s+ 1) j−1
2
(
3
2
)
j−1
2(
1
2 −m− α+β2
)
j−1
2
(s+ 1) j−1
2
(α+ 2) j−1
2
× α− β
α+ β + 1
9F8
(
α+ 1, α+32 , α+
1
2 ,
α−β
2 + 1,
α−β+1
2 ,
α+1
2 ,
3
2 ,
α+β
2 + 1,
α+β+3
2 ,
α+ β +m+ s+ 32 +
j
2 ,−m+ 12 + j2 , 12 − s− j2 , 1−j2
1−j
2 − β −m− s, α+m+ 32 − j2 , α+ s+ 32 + j2 , α+ 32 + j2
∣∣∣∣ 1)
(A.2)
for odd j ∈ {0, . . . , 2m}, which corrects [24, (1.7), (1.8)]. This shows the nonnegativity of
the gR(m,n; k) for (α, β) ∈ ∆. For the subcase α ≥ β ≥ −1/2, the nonnegativity of the
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gR(m,n; k) can also seen via the representation
gR(m,m+ s; s+ j) =
α+ β + 1 + 2s+ 2j
α+ β + 1
· (m+ s)!
s!j!
× (β + 1)m+s(α+ β + 1)2m
(α+ 1)m(β + 1)s(α+ β + 1)m
× (α+ β + 1)2s+j(−2m)j(2α+ 2β + 2m+ 2s+ 2)j
(α+ β + 2)2m+2s+j(−2m− α− β)j
× (α− β)j
(2β + 2s+ 2)j
×9F8
(
β + s+ 12 , 1 +
β+s+ 12
2 , β +
1
2 , β +m+ s+ 1,−m− α,
β+s+ 12
2 , s+ 1,−m+ 12 , α+ β +m+ s+ 32 ,
α+β+1
2 + s+
j
2 ,
α+β+2
2 + s+
j
2 ,
1−j
2 ,− j2
β−α
2 +
2−j
2 ,
β−α
2 +
1−j
2 , β + s+ 1 +
j
2 , β + s+
3
2 +
j
2
∣∣∣∣ 1) ,
(A.3)
which is valid for all m ∈ N, s ∈ N0 and j ∈ {0, . . . , 2m} and which corrects a typo in [24,
(1.9)]. Note that the expressions in (A.1) to (A.3) may not be well-defined if (α, β) is an
element of the boundary of ∆; in this case, the formulas have to be interpreted as limits.
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