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A THEORY OF AVERAGE RESPONSE TO LARGE JUMP PERTURBATIONS
RAFAIL V. ABRAMOV
Abstract. A key feature of the classical Fluctuation Dissipation theorem is its ability to
approximate the average response of a dynamical system to a sufficiently small external
perturbation from an appropriate time correlation function of the unperturbed dynamics
of this system. In the present work, we examine the situation where the state of a nonlin-
ear dynamical system is perturbed by a finitely large, instantaneous external perturbation
(jump) – for example, the Earth climate perturbed by an extinction level event. Such jump
can be either deterministic or stochastic, and in the case of a stochastic jump its random-
ness can be spatial, or temporal, or both. We show that, even for large instantaneous
jumps, the average response of the system can be expressed in the form of a suitable time
correlation function of the corresponding unperturbed dynamics. For stochastic jumps,
we consider two situations: one where a single spatially random jump of a system state
occurs at a predetermined time, and another where jumps occur randomly in time with
small space-time dependent statistical intensity. For all studied configurations, we com-
pute the corresponding average response formulas in the form of suitable time correlation
functions of the unperturbed dynamics. Some efficiently computable approximations are
derived for practical modeling scenarios.
1. Introduction
The classical Fluctuation Dissipation theorem (FDT) [54, 55, 67, 76] provides a lead-
ing order approximation to the statistical response of a dynamical system to a small
deterministic external perturbation via statistical correlations of the unperturbed dy-
namics. The FDT offered more insight into statistical properties of dynamical pro-
cesses near equilibrium in various scientific applications, such as statistical mechanics of
identical particles [25, 34, 56], Ornstein–Uhlenbeck Brownian motion [54, 55, 68, 79], mo-
tion of electric charges [67, 80], turbulence [52, 53], quantum field theory [26, 36, 38, 81],
chemical physics [77, 78], and physical chemistry [65]. In geophysical science, the FDT
was proposed as a sensible approximation for appropriate variables in a complex cli-
mate system [46, 57, 58] despite the absence of a classical Gaussian equilibrium state
of the traditional statistical mechanics. This observation spurred a series of works
[22,27–30,40–44,49,57,61,62,66,70], where various applications of the FDT in the weather
and climate modeling were proposed. In the author’s past works [1–3,6,8,14–16], a com-
putational framework predicting the average response of both deterministic and stochas-
tic dynamical systems to a small deterministic or stochastic external perturbation was
developed, studied, and used in a new method for the parameterization of unresolved
processes in reduced models of multiscale dynamics [4, 5, 7, 10].
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Thus far, the extensively studied types of external perturbations were largely limited to
small bounded forcing perturbations – either deterministic, or in the form of a Brownian
motion. However, in many practical applications the external perturbations are, first,
not necessarily small, and, second, not necessarily in the form of a bounded external
forcing. For example, a physical system may experience an external “impulse forcing”
– that is, the external forcing in the form of a delta-function, which instantaneously
changes the state of the system. Moreover, this change can be finitely large – that is, the
delta-function of the impulse forcing may not be necessarily scaled by a small parameter.
An ubiquitous example of such a global event is known as the Permian–Triassic extinc-
tion [33,50,82]. Due to an unknown cause, catastrophic global climate changes occurred
on Earth some 250 million years ago between Permian and Triassic periods. As a result,
about 90% of all living species has become extinct [45, 72, 74, 75]. One of the accepted
scientific hypotheses is that this event was triggered by a large meteorite impact [20,21].
It is strikingly obvious that any mathematically and physically adequate explanation or
model of this event cannot possibly assume that this impact was “small” in any reason-
able sense – although one can likely reasonably assume that this event was “instanta-
neous”, at least relative to the time scale of the subsequent global climate change. In
addition, another reasonable assumption is that such events tend to occur randomly in
time, although they are statistically unlikely to occur frequently.
In the current work, we focus on the scenario where the state of a nonlinear dynamical
system is perturbed by a finitely large, instantaneous external perturbation, or “jump”.
Such a scenario was examined previously [24] for the simple case of a fixed (that is, inde-
pendent of the system state) perturbation at a prescribed time along a single component
of the system state vector. For generality, here we assume that this jump may depend on
the state of the system which immediately precedes the time of the jump. Furthermore,
we assume that the jump can be either deterministic or stochastic, and for a stochastic
jump we further assume that its randomness can manifest in the spatial configuration
of the jump, or its temporal frequency, or both. We find that the average response of
the system can be expressed in the form of a suitable time correlation function of the
corresponding unperturbed dynamics even for large instantaneous jumps. In the case
of jumps which incorporate a random component, we examine two scenarios. The first
one is where a single spatially random jump of a system state occurs at a predetermined
time, while the second scenario is the one where jumps occur randomly in time with
small space-time dependent statistical intensity. We also find that, for all studied con-
figurations, the corresponding average response formulas are computable in the form of
suitable time correlation functions of the unperturbed dynamics, just like in the classical
FDT formulation. For practical modeling scenarios, we also derive suitable approxima-
tions of the general response formulas which can be efficiently computed in the context
of a numerical simulation.
The work is organized as follows. In Section 2 we state the general form of the un-
derlying, unperturbed nonlinear dynamical system, together with its corresponding for-
ward Kolmogorov (or Fokker–Planck) equation [19, 69, 76]. In Section 3 we derive the
explicit formula of the average response of the system to a deterministic instantaneous
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jump perturbation. In Section 4 we extend the previously derived average response for-
mula onto the case of a random instantaneous perturbation, which nonetheless occurs
at a prescribed time. In Section 5 we derive the average response formula for the most
general perturbation scenario, where spatially random jump perturbations also occur at
random times. In Section 7 we discuss the results and suggest future research directions.
2. Unperturbed dynamics
In this section, we need to specify the general form of an unperturbed dynamical
system for a typical application in natural sciences. From what is to be presented be-
low, the basic requirements on the form of the unperturbed dynamical system can be
summarized as follows. First, the unperturbed dynamical system may incorporate a de-
terministic vector field, as well as stochastic effects. We will, however, restrict the form of
the unperturbed dynamical system so that its solutions are continuous, as it is implied
that the discontinuities will be introduced via the jump perturbations. Additionally, we
require that the unperturbed system has an explicitly formulated forward Kolmogorov
equation [69, 76] with a differentiable stationary solution. The corresponding perturbed
system must also have a forward Kolmogorov equation, although we are not going to
consider its stationary solutions, if any.
Other than the points listed above, there do not appear to be any other fundamental
constraints which would impose further unmitigable issues. In particular, the presence
of the stochastic component of the dynamics is not necessarily required for the stationary
solution of the forward Kolmogorov equation to be differentiable – for example, if the
deterministic vector field preserves a quadratic energy, the uniform distribution on a
constant energy surface is usually both the stationary statistical state for the system and
a smooth distribution [11–13].
Thus, throughout the work, we will assume that the unperturbed dynamical system
is described, in general, via the following Itoˆ stochastic differential equation:
(2.1) x(t) = x0 +
∫ t
0
f (x(s))ds +
∫ t
0
G(x(s))dW (s).
Here, x ∈ RK is the state vector of the system, W(t) is a K-dimensional Wiener process,
while f : RK → RK and G : RK → RK×K are smooth vector fields. As motivated
above, the form of (2.1) is chosen so that it is the most general form of the Le´vy-type
Feller process [35] whose solutions are almost surely continuous, and which, under a
random jump perturbation, retains the form of the infinitesimal generator compatible
with Courre`ge’s theorem [31], so that the forward Kolmogorov equation of the jump-
perturbed process can be obtained in an explicit manner [19].
Let ψ : RK → R be a twice differentiable function with bounded second derivatives.
Let Et,t0[ψ](x) denote the conditional expectation of ψ at time t, provided that the ini-
tial state of the system at time t0 is x. Then, the infinitesimal generator [19, 39, 69] of
Et,t0 [ψ](x) is given via:
(2.2)
∂
∂t
Et,t0 [ψ]
∣∣∣∣
t=t0
= L[ψ] = f · ∂ψ
∂x
+
1
2
GG
T :
∂2ψ
∂x2
,
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where “:” denotes the Frobenius matrix product.
Let p(t, x) denote the probability distribution of solutions of (2.1). Then, we can relate
the p-average of ψ at time t + s to the probability density p(t, x) via
(2.3) 〈ψ〉(t + s) =
∫
RK
ψ(x)p(t + s, x)dx =
∫
RK
Et+s,t[ψ](x)p(t, x)dx.
The forward partial differential equation for p(t, x) is known either as the forward Kol-
mogorov equation [19, 39, 69] or as the Fokker-Planck equation [76], and is given via
(2.4)
∂p
∂t
+
∂
∂x
· (p f ) = 1
2
∂2
∂x2
: (pGGT).
In what follows, we will assume that (2.4) has a stationary solution p0(x),
(2.5)
∂
∂x
· (p0 f ) = 1
2
∂2
∂x2
: (p0GG
T).
If the union of all solutions to (2.5) consists of multiple ergodic components, we will
assume below that p0(x), whose support we denote as A, is the indecomposable ergodic
component which is “physically relevant” – that is, a generic initial condition to (2.1)
almost certainly falls into A, and the subsequent jump perturbations are such that the
state of the system in (2.1) never leaves A. This assumption is necessitated by the need to
use the Birkhoff–Khinchin theorem [23, 51] for the practical computation of the average
response further below.
As an example of a suitable invariant state, p0(x) can in its entirety be ergodic and
supported on the whole phase space, which typically happens when f and G have
bounded derivatives of all orders in RK, and, in addition to that, the matrix product
GGT is uniformly positive definite in RK [73]. An elementary example of such a system
is the Ornstein–Uhlenbeck process [79]. Besides, the assumption of ergodicity of p0(x) is
a standard assumption in many works on this topic [1–3, 6, 8, 14–16]. In such a case, the
Birkhoff–Khinchin theorem applies for any finite jump perturbation of such a system.
Another example is a system whose (possibly deterministic) vector field preserves the
quadratic kinetic energy, in which case p0(x) belongs to a family of the corresponding
microcanonical Gibbs states for each constant energy surface [11–13]. One can then
introduce the jump perturbation of the state of the system in the form of a “molecular
collision” [9, 47], given via an explicit formula which preserves the quadratic energy,
which leaves the state of the system on its assigned constant energy surface after the
jump. More precisely, let us assume that (2.1) is deterministic, possesses the Liouville
property
(2.6)
∂
∂x
· f (x) = 0,
and preserves the quadratic energy
(2.7) E =
1
2
‖x‖2.
along any trajectory x(t). An example of such a system is the truncated Burgers–Hopf
model [11, 62]. It can be shown [11, 62] that the microcanonical Gibbs state, which is a
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uniform probability distribution on the surface of constant energy, is automatically the
invariant statistical state of (2.1).
Let y, z, n ∈ Rd for some positive integer d ≤ K/2, with ‖n‖ = 1, and let y′ and z′ be
computed via the transformation
(2.8) y′ = y +
(
(z − y) · n)n, z′ = z + ((y− z) · n)n.
For d = 3, the transformation above in (2.8) describes the change of velocities during a
collision of two hard spheres [9, 47]. It can be shown trivially that the sum of squared
norms ‖y‖2 + ‖z‖2 is preserved by this transformation. Indeed, observe that
(2.9) ‖y′‖2 + ‖z′‖2 = ‖y + ((z − y) · n)n‖2 + ‖z + ((y− z) · n)n‖2 = ‖y‖2 + ‖z‖2+
+ 2
(
(z− y) · n)n · y + 2((y− z) · n)n · z + 2((z− y) · n)2 = ‖y‖2 + ‖z‖2.
Clearly, if y and z are themselves two distinct subsets of components of x, then their
replacement with y′ and z′ does not change the norm ‖x‖2, and, therefore, leaves the
perturbed vector x on its constant energy surface. Thus, the transformation in (2.8) is
the example of an energy-preserving jump perturbation of a subset of components of
x. Note that, aside from ‖n‖ = 1, n is otherwise arbitrary, and can even be a random
variable.
2.1. Conditional probability density. In what follows, it is convenient to introduce the
conditional probability density Pt,t0(x|y), defined via
(2.10) Et,t0 [ψ](x) =
∫
RK
ψ(y)Pt,t0(y|x)dy.
From (2.3), and observing that ψ is arbitrary, it follows that
(2.11) p(t + s, x) =
∫
RK
Pt+s,s(x|y)p(s, y)dy.
Substituting the above equation into (2.4) and stripping the integral over p(y)dy, we
obtain the equation for P:
(2.12)
∂
∂t
Pt,t0(x|y) +
∂
∂x
· (Pt,t0(x|y) f ) =
1
2
∂2
∂x2
: (Pt,t0(x|y)GGT), Pt0,t0(x|y) = δ(x− y).
Observing that the above equation is autonomous with respect to t, it is clear that
(2.13) Pt,t0(x|y) = Pt−t0(x|y),
that is, the conditional probability density is a function of difference between the starting
and ending times. Therefore, without loss of generality, we can assume that t0 = 0,
which yields
(2.14)
∂
∂t
Pt(x|y) + ∂
∂x
· (Pt(x|y) f ) = 1
2
∂2
∂x2
: (Pt(x|y)GGT), P0(x|y) = δ(x− y).
Consequently, according to (2.10), the conditional expectation is also a function of the
time difference: Et,t0[ψ](x) = Et−t0[ψ](x).
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2.2. Special case: the Ornstein–Uhlenbeck process. Here we consider a special case of
the unperturbed dynamical system in (2.1), which has the convenience of being exactly
solvable. Consider the following centered Ornstein–Uhlenbeck process [79]:
(2.15) x(t) = x0 −
∫ t
0
Lx(s)ds +
∫ t
0
GdW(s).
Above, L is a constant positive definite K×K matrix, while G is a constant K×K matrix,
with GGT being positive definite. The solution to the Ornstein–Uhlenbeck process above
is given via Duhamel’s principle:
(2.16) x(t) = e−tLx0 +
∫ t
0
e(s−t)LGdW(s).
Via the properties of the Itoˆ integral [39,48,69], it can be readily seen that the expectation
of the state variable x(t) satisfies
(2.17) Et[x](x0) = e
−tLx0.
The stationary probability density p0(x) of the Ornstein–Uhlenbeck process in (2.15) is
given via
(2.18) pOU0 (x) =
1
(2pi)K/2
√
detC
exp
(
−1
2
xTC−1x
)
,
where C is the covariance matrix of the process, given via the equation
(2.19) LC + CLT = GGT.
More details on this topic can be found in [76].
3. A large deterministic jump perturbation
In this work, the definition of the average response is identical to that in our earlier
works on this topic [1–3, 6, 8, 14–16, 62]. Namely, assume that we have a large statistical
ensemble of solutions of (2.1). This ensemble is initially distributed according to p0(x).
At the prescribed time t0, the following instantaneous jump perturbation is applied to
the states of all ensemble members:
(3.1) x(t0) = x(t0−) + h(x(t0−)),
Above in (3.1), h : RK → RK is a continuous function, and x(t−) denotes the left-
limit at t. Observe that the action of h(x) can be interpreted as the instantaneous jump
perturbation of a given trajectory, which, generally, depends on the pre-jump state (but
not on the time of the jump). As noted above, here we assume that for any x ∈ A,
h(x) ∈ A – that is, the state of the system does not leave the support A of the physically
relevant ergodic component p0(x) of (2.1) as a result of the jump.
The resulting statistical discrepancy between the perturbed ensemble and the unper-
turbed ensemble, as a function of time past the moment of the perturbation, is what we
refer to as the “average response”. The key difference between the previous studies and
the current work is that in our previous works a time-dependent forcing was applied at
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the initial time and past that, whereas here the perturbed trajectories continue according
to (2.1) once the jump perturbation has been applied.
The average response of the statistical ensemble is measured via the difference between
the perturbed and unperturbed conditional expectations Et[ψ] of a test function ψ(x),
averaged over the equilibrium probability density p0(x):
(3.2) ∆〈ψ〉(t − t0) =
∫
A
(
Et−t0[ψ](x + h(x))−Et−t0[ψ](x)
)
p0(x)dx,
where t0 is the time when the external perturbation has occurred.
3.1. An exactly solvable example. As an example, we can easily compute the mean state
response of the Ornstein–Uhlenbeck process in (2.15), with help of (2.17):
(3.3) ∆〈x〉OU(t− t0) = e(t0−t)L
∫
RK
h(x)pOU0 (x)dx,
where we observe that pOU0 is indecomposable and supported on the whole space, and
thus A is the same as RK. Above, we only need to be able to evaluate the integral in
terms of elementary functions, which, given the form of pOU0 (x) in (2.18), leaves a broad
choice for h(x) (it can be, for example, a polynomial in x).
3.2. A practical average response formula for computational modeling. It is also a
possibility that the dynamical system in (2.1) is not exactly solvable, although can be
numerically simulated or modeled. In this case, we need a suitable adaptation of the re-
sponse formula in (3.2) to the typical practical restrictions of numerical modeling. Here,
we will assume that, first, there exists an approximation to the stationary probability
distribution p0(x) in terms of elementary functions, and, second, there does not exist
a similar approximation to Et[ψ](x). These assumptions are reasonable for a range of
prototype nonlinear dynamical systems, such as the Lorenz 96 model [59, 60, 62], the
barotropic model of Earth atmosphere [16,18,37], or the quasigeostrophic 1.5-layer wind
driven double gyre ocean circulation model [17, 63, 64].
In such a situation, let q : RK → RK be the inverse of x + h(x). Clearly, q(x) satisfies
(3.4) q(x) + h(q(x)) = x, for all x.
Then, in the perturbed expectation integral, we can change the variables x → q(x) as
follows:
(3.5)
∫
A
Et−t0[ψ](x + h(x))p0(x)dx =
∫
A
Et−t0[ψ](x)p0(q(x))
∣∣∣∣∂q∂x
∣∣∣∣dx,
where |∂q/∂x| is the Jacobian of q(x). The average response formula in (3.2) can thus be
written in the form
(3.6) ∆〈ψ〉(t − t0) =
∫
A
Et−t0 [ψ](x)
(
p0(q(x))
∣∣∣∣∂q∂x
∣∣∣∣− p0(x)
)
dx =
=
∫
A
Et−t0 [ψ](x)
(
p0(q(x))
p0(x)
∣∣∣∣∂q∂x
∣∣∣∣− 1
)
p0(x)dx,
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where we can divide by p0(x) since it is nonzero in A. Finally, for the purposes of
practical computation, we use the ergodicity property of p0(x) in A and replace, with
help of the Birkhoff–Khinchin theorem [23, 51], the measure average with the following
time correlation function over the long-term trajectory of the unperturbed system in
(2.1):
(3.7) ∆〈ψ〉(t − t0) = lim
r→∞
1
r
∫ r
0
ψ(x(t− t0 + s))
(
p0(q(x(s)))
p0(x(s))
∣∣∣∣∂q∂x (x(s))
∣∣∣∣ − 1
)
ds,
where the initial condition for the time series is presumed to be taken in A. The practical
computational constraint here (aside from the necessity for an accurate approximation
for p0(x)) is the ability to invert the function x + h(x). While, obviously, a large variety
of possible forms of the jump function h(x) is available in general, here we point out
a simple form of h(x) which is explicitly invertible and is likely broad enough for the
majority of practical applications:
(3.8) h(x) = h + Hx,
where h is a constant K-vector, and H is a constant K × K matrix. For such a form of
h(x), we obtain, explicitly,
(3.9) q(x) = (I + H)−1(x− h),
∣∣∣∣∂q∂x
∣∣∣∣ = 1|det(I + H)| .
A special case of this scenario was studied previously [24] with a fixed perturbation of
the form
(3.10) h = (0, . . . , 0, h, 0, . . . , 0),
that is, the fixed jump perturbation was applied to a single component of the system. It
is easy to see that, in such a case, q(x) = x− h, with its Jacobian being equal to 1.
Finally, we would like to emphasize that none of the average response formulas above
rely on a “small parameter” of any kind – any imprecisions of the average response
computation above will manifest due to, for example, inaccuracy of the approximation
for p0(x), or the statistical undersampling of the long-term trajectory of (2.1).
3.3. The quasi-Gaussian approximation. The quasi-Gaussian approximation [14–16,62]
for the average response formula in (3.7) emerges when the stationary distribution p0(x)
is replaced by the corresponding Gaussian distribution with the same mean state and
covariance matrix. More precisely, let m be the mean state of p0(x), and let C be its
covariance matrix. Then, the quasi-Gaussian approximation for (3.7) is given via
(3.11) ∆〈ψ〉(t − t0) = lim
r→∞
1
r
∫ r
0
ψ(x(t− t0 + s))
(
pGm,C(q(x(s)))
pGm,C(x(s))
∣∣∣∣∂q∂x (x(s))
∣∣∣∣ − 1
)
ds,
where pGm,C(x) is given explicitly via
(3.12) pGm,C(x) =
1
(2pi)K/2
√
detC
exp
(
−1
2
(x−m)TC−1(x−m)
)
.
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The above expression, together with (3.9), renders the integrand of the time correlation
function in (3.11) explicitly computable for a given (computed or observed) time series
x(t), and thus the average response in (3.11) can be computed numerically using stan-
dard methods [14–16, 62].
It may seem that, with the replacement of p0(x) with p
G
m,C(x) in (3.11), one may lose
the information of the relevant ergodic component of p0(x) (that is, if the latter is not
ergodic on the whole space RK). However, observe that it is not the case – due to the
fact that the time average in (3.11) is computed over the exact time series of the original
dynamical system in (2.1), the statistical sampling of the integrand of (3.11) still occurs
on A with the distribution p0(x). Moreover, the most remarkable property of the time
correlation function in (3.11) is that an observed or historically recorded time series x(t)
can be used for its evaluation, without any need to numerically simulate the dynamical
process. This suggests that the average response could be computed with sufficient
degree of accuracy even for complex geophysical phenomena, as long as the recorded
time series are sufficiently detailed.
4. A large random jump perturbation
An interesting generalization of the previous scenario is the randomization of the jump
h(x) (which still occurs at the time t0). Namely, let z : Ω → Rd be a random variable
with the distribution measure ν, and let h(x, z) : RK+d → RK be a continuous function
of x, and bounded of z. Then, it is natural to define the average response of ψ not only
by averaging over the states of the system (that is, over p0(x)), but also over the possible
jumps (that is, over ν):
(4.1) ∆〈ψ〉(t − t0) =
∫
A
∫
Rd
(
Et−t0[ψ](x + h(x, z))−Et−t0[ψ](x)
)
ν(dz)p0(x)dx.
Observe that the only difference between (3.2) and (4.1) is the additional average over ν,
which allows to easily extend the average response formulas in (3.3) and (3.7) onto the
random perturbation h(x, z) in a straightforward fashion.
4.1. An exactly solvable example. The corresponding exactly solvable average response
of the mean state of the Ornstein–Uhlenbeck process is given via
(4.2) ∆〈x〉OU(t− t0) = e(t0−t)L
∫
RK
∫
Rd
h(x, z)ν(dz)pOU0 (x)dx,
which can be easily seen by taking ψ(x) = x and recalling the formula for the expectation
in (2.17). The practical computability of the mean state response formula in (4.2) now
depends, in addition to the choice of h(x, z), also on the choice of the intensity measure
ν. In the case of h(x, z) being of the form
(4.3) h(x, z) = ∑
i
ξi(z)hi(x),
we find that the double integral becomes the sum of the product of single integrals:
(4.4) ∆〈x〉OU(t− t0) = ∑
i
e(t0−t)L
(∫
Rd
ξi(z)ν(dz)
)(∫
RK
hi(x)p
OU
0 (x)dx
)
.
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Here, observe that, for each term in the sum, we obtained the formula for the mean
state response of an Ornstein–Uhlenbeck process to a deterministic perturbation in (3.3),
additionally multiplied by the integral over ξi(z)ν(dz). The computability of this integral
depends entirely on the choice of ξi(z) and ν, and is independent of the rest of the set-up.
4.2. A practical average response formula for computational modeling. In order to
obtain an analog of the time-averaged response formula in (3.7) for the response to the
random perturbation in (4.1), we follow the same steps as in the previous section. We let
q : RK+d → RK be the x-inverse of x + h(x, z) for a given z:
(4.5) q(x, z) + h(q(x, z)) = x, for all x, z.
Then, we can again replace x → q(x, z) in the perturbed integral and write
(4.6a)
∫
A
∫
Rd
Et−t0[ψ](x + h(x, z))ν(dz)p0(x)dx =
=
∫
A
Et−t0[ψ](x)
∫
Rd
p0(q(x, z))
∣∣∣∣∂q(x, z)∂x
∣∣∣∣ ν(dz)dx,
(4.6b)
∫
A
∫
Rd
Et−t0[ψ](x)ν(dz)p0(x)dx =
∫
A
Et−t0[ψ](x)p0(x)dx,
where in the unperturbed integral we used the fact that ν is normalized to 1, and, as
before, |∂q/∂x| is the Jacobian of q(x, z) in the x-variable. The average response formula
in (4.1) can thus be written in the form
(4.7) ∆〈ψ〉(t − t0) =
∫
A
Et−t0[ψ](x)
(
J(x)
p0(x)
− 1
)
p0(x)dx,
where
(4.8) J(x) =
∫
Rd
p0(q(x, z))
∣∣∣∣∂q(x, z)∂x
∣∣∣∣ ν(dz).
Upon the application of the Birkhoff–Khinchin theorem [23, 51], the average response
formula becomes
(4.9) ∆〈ψ〉(t − t0) = lim
r→∞
1
r
∫ r
0
ψ(x(t− t0 + s))
(
J(x(s))
p0(x(s))
− 1
)
ds.
Here, again observe that the average response formula above does not rely on a small
parameter of any kind. Any imprecisions of the average response computation above
will manifest due to, for example, inaccuracy of the approximation for p0(x), or a possi-
ble approximation for J(x), or the statistical undersampling of the long-term trajectory
of (2.1).
However, note that for an efficient numerical computation of the time correlation func-
tion in (4.9), the term J(x) in (4.8) must be expressed in terms of elementary functions.
This requirement, obviously, places restrictions on the choice of ν, h(x, z), and the ap-
proximation for p0(x). Below, we consider a few special cases where the ν-integral above
is explicitly computable.
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4.3. Special case 1: a set of spatially pre-determined jumps. As a simplest example
where the ν-integral is explicitly computable, we consider the following special case.
Assume that, instead of a single deterministic jump, several different, yet spatially pre-
determined jumps may occur randomly with prescribed probabilities. In other words,
the random variable z : Ω → Rd may return only a finite set of values {zj}, each with
probability γj, j = 1 . . .Q. In this case, we can define
(4.10) ν(dz) =
Q
∑
j=1
γjδ(z − zj)dz,
Q
∑
j=1
γj = 1,
and, therefore,
(4.11) J(x) =
Q
∑
j=1
γj p0(q(x, zj))
∣∣∣∣∂q(x, zj)∂x
∣∣∣∣ .
Observe that, as long as p0(x) and q(x, z) are available in the form of explicit formu-
las, J(x) is also an explicit function of x, which allows to compute the time correlation
function in (4.9) efficiently. For a practically computable example of h(x, z), we can
generalize (3.8) to include the z-dependence:
(4.12) h(x, z) = h(z) + H(z)x,
where the K-vector h(z) and K × K matrix H(z) are known, explicit functions of z. This
leads to
(4.13) q(x, z) = (I + H(z))−1(x − h(z)),
∣∣∣∣∂q(x, z)∂x
∣∣∣∣ = 1|det(I + H(z))| ,
and, subsequently,
(4.14) J(x) =
Q
∑
j=1
γj
p0
(
(I + H(zj))
−1(x− h(zj))
)
|det(I + H(zj))| .
4.4. Special case 2: a Gaussian jump distribution. As a practical example, let us con-
sider the scenario where ν(dz) has a Gaussian density, with its own mean state vector
mν and covariance matrix Cν:
(4.15) ν(dz) = pGmν,Cν(z)dz =
1
(2pi)d/2
√
detCν
exp
(
−1
2
(z−mν)TC−1ν (z −mν)
)
dz.
For practical computation, we restrict the z-dependent jump function h(x, z) in (4.12) to
(4.16) h(x, z) = h + Hx + H∗z,
with h, H and H∗ being the constant K-vector, K × K matrix and K × d matrix, respec-
tively. This yields q(x, z) in the form
(4.17) q(x, z) = (I + H)−1(x− h−H∗z),
∣∣∣∣∂q∂x
∣∣∣∣ = 1|det(I + H)| .
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The form of q(x, z) in (4.17) leads to the following expression for J(x) in (4.8):
(4.18) J(x) =
1
|det(I + H)|
∫
Rd
p0
(
(I + H)−1(x− h−H∗z)
)
ν(dz).
To be able to compute the ν-integral above in the form of an explicit formula, we will
assume that p0(x) is also given by its quasi-Gaussian approximation p
G
m,C(x) in (3.12).
This leads to
(4.19) J(x) =
1
(2pi)K/2|det(I + H)|√detC det(CνA) exp
(
1
2
(bT(x)A−1b(x)− c(x))
)
,
where the terms A, b(x) and c(x) are given via
(4.20a) A = ((I + H)−1H∗)TC−1(I + H)−1H∗ + C−1ν ,
(4.20b) b(x) = ((I + H)−1H∗)TC−1(m + (I + H)−1(h − x))−C−1ν mν,
(4.20c) c(x) = (m + (I + H)−1(h− x))TC−1(m + (I + H)−1(h− x)) + mTν C−1ν mν.
The details of the computation are given in the Appendix A.
Observe that the whole expression in (4.19) is an explicit function of x (A is constant,
b is linear in x, and c is quadratic in x), which means that it can be evaluated efficiently
for the computation of the time correlation function in (4.9).
4.5. Special case 3: a linear combination of Gaussian densities. The natural general-
ization of the above formula can be easily derived for a scenario where both p0(x) and
ν(dz) are linear combinations of Gaussian densities:
(4.21a) p0(x) =
P
∑
i=1
βi p
G
mi,Ci
(x),
P
∑
i
βi = 1,
(4.21b) ν(dz) =
Q
∑
j=1
pGmν,j,Cν,j(z)dz,
Q
∑
j
γj = 1,
for some integers P > 0, Q > 0. It is easy to verify that the corresponding integral J(x)
in (4.8) becomes
(4.22) J(x) =
1
(2pi)K/2|det(I + H)|
P
∑
i=1
Q
∑
j=1
βiγj√
detCi det(Cν,jAij)
exp
(
1
2
(
bTij(x)A
−1
ij bij(x)− cij(x)
))
,
with
(4.23a) Aij = ((I + H)
−1
H∗)TC−1i (I + H)
−1
H∗ + C−1ν,j ,
(4.23b) bij(x) = ((I + H)
−1
H∗)TC−1i (mi + (I + H)
−1(h− x))−C−1ν,j mν,j,
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(4.23c) cij(x) = (mi + (I + H)
−1(h− x))TC−1i (mi + (I + H)−1(h− x)) + mTν,jC−1ν,j mν,j,
where mi and Ci are the mean state and covariance matrix of p
G
i (x), respectively. Again,
observe that Aij are constants, while bij(x) and cij(x) are explicit functions of x. This
means that the measure integral can be evaluated efficiently in the numerical computa-
tion of the time correlation function in (4.9).
5. A sequence of large random jump perturbations at random times
An important generalization of the previously studied random jump process is the
extension of the randomness of the perturbation onto time. Recall that the traditional
fluctuation dissipation setting [1–3,6,10,14–17,42,44,62] typically consists of a statistical
ensemble of solutions of the unperturbed system in (2.1), which are initially distributed
according to the invariant probability measure p0(x), given via (2.5). Then, at the initial
time t0, a small deterministic perturbation is added to each member of this statistical
ensemble. This perturbation may be an explicit function of both time and the state of
that ensemble member. Then, the average response of a function ψ(x) is the difference
of the ensemble average values 〈ψ〉(t) between the perturbed and unperturbed statistical
ensembles, starting at time t0:
(5.1) ∆〈ψ〉(t, t0) =
∫
A
ψ(x)
(
p∗(t, x)− p0(x)
)
dx.
Above, p∗(t, x) is the solution of the forward Kolmogorov equation of the corresponding
perturbed system, with the initial condition at t0 given via p
∗(t0, x) = p0(x).
In the current work, we retain the definition of the average response as in (5.1), but
replace the small deterministic perturbation of the traditional setting with a new, differ-
ent perturbation process, which consists of random jumps of finitely large magnitude.
As follows below, we formulate the random perturbation process in such a way that its
jumps satisfy the following general properties:
(1) The spacing between the times of jumps is random. However, the statistical fre-
quency of the jumps (the so-called “intensity”) is explicitly prescribed, and may
conditionally depend, in a specified way, on both the time and the pre-jump state
of the system. We will assume that the intensity of the jump times is small.
(2) The jumps themselves are also random, whenever they occur. However, their
spatial statistical distribution can be explicitly prescribed, and may conditionally
depend, in a specified way, on the pre-jump state of the system. It may not, how-
ever, depend on the time at the moment of the jump. There will be no restriction
on how large the jumps can be (except that they must be finite).
As we can see, the properties of the jumps above are general enough to allow for a
wide variety of prototype scenarios in practical applications. Next, we are going to for-
mulate the requisite jump perturbation process so that it indeed satisfies the properties
delineated above.
5.1. The formulation of the random perturbation process. Recall that the unperturbed
system in (2.1) may include a Wiener process W(t), which in itself is a random variable.
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Thus, we introduce the corresponding probability space (Ω,F ,P) equipped with a fil-
tration {Ft}, such that for 0 ≤ t1 ≤ t2 < ∞, Ft1 ⊆ Ft2 ⊆ F . The Wiener process W(t) in
(2.1), as well as the solution x(t), are chosen to be adapted to {Ft}.
At this point, we proceed with the definition of the random process, which will perturb
the trajectory of the dynamical system in (2.1) via instantaneous random jumps. Our
goal here is to formulate the process in such a way so as to have explicit control over
the statistical distribution of jump times, as well as the spatial distribution of the jumps
themselves when they occur. We start with defining the properties of the statistical
distribution of jump times. Here, we choose the statistical intensity of the times, at
which jumps occur, to be of the form
(5.2) λ(t) = αη(t)g(x(t−)).
Above, η : R → R>0 is a specified bounded strictly positive function on a real line,
g : RK → R>0 is a specified bounded strictly positive function on RK, and x(t−) is the
left-limit at t of the perturbed solution. The small constant scaling parameter 0 < α ≪ 1
signifies that the temporal intensity of jumps must be small.
As we can see, the intensity of jump times λ in (5.2) is conditional – that is, λ is
by itself a random variable, adapted to {Ft}. This definition of the intensity in (5.2)
is specifically chosen to be very broad, since it allows to specify explicitly both the
deterministic dependence on the time t via η, as well as the conditional dependence on
the perturbed solution x(t) via g. Of course, one can set g = 1 if only the deterministic
dependence of the intensity λ on time t is required.
To perform the actual jump perturbations of the state of the dynamical system in (2.1),
we introduce a Poisson point process n : T × Ω → Rd with the corresponding jump
process ∆n(t):
(5.3) ∆n(t) = n(t)− n(t−).
We denote the corresponding Poisson random measure of n(t) by N:
(5.4) N([t0, t1], A) = number of values of ∆n(t) ∈ A ⊂ Rd − {0} for t0 < t ≤ t1.
As this Poisson process is a part of the external perturbation to (2.1) and thus its prop-
erties can be specified however needed, we choose the intensity measure ν of N, given
via
(5.5) ν(A) = EN(1, A),
to be normalized to 1, so that the average intensity of jumps of n(t) is one jump per unit
of time.
In order to adjust the intensity of jumps of the homogeneous Poisson point process
n(t) to the conditional intensity λ in (5.2), we introduce the following time-inhomogeneous
point process [32, 71] m : T ×Ω → Rd via
(5.6) m(t) = n(τ(t)),
where the compensator τ(t) is given via
(5.7) τ(t) =
∫ t
0
λ(s)ds = α
∫ t
0
η(s)g(x(s−))ds.
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From the perspective of the theory for point processes with conditional intensities [32,
71], what is presented above should be understood in reverse order – that is, for a point
process m(t), adapted to {Ft} and with the conditional intensity of jump times in (5.2),
the corresponding process n(t), defined via (5.6), is a time-homogeneous Poisson point
process, whose jump times have statistical intensity 1. However, above we chose a more
“constructive” order of presentation for better clarity.
Thus far, we have arranged for the conditional intensity of jump times λ in (5.2) to be
specified as a function of both time and pre-jump state. However, observe that the actual
jumps of m(t) are identical to those of n(t) – and, in particular, their spatial statistical
distribution is given via the intensity measure ν, which is independent of the system
state.
To define the conditional dependence of a perturbation on the pre-jump state of the
system, we use the same approach as in the previous section – namely, we introduce the
jump function h(x, z) : RK+d → RK, which depends both on the state of the system x(t),
as well as the random jump, generated by m(t). We now define the perturbed dynamical
system via the following Le´vy-type Feller process [19, 31, 35]:
(5.8) x(t) = x0 +
∫ t
0
f (x(s))ds +
∫ t
0
G(x(s))dW (s) +
∫ t
0
∫
Rd−{0}
h(x(s−), z)M(ds, dz),
where M is the corresponding Poisson random measure of m(t). Observe that the prop-
erties of random jumps are explicitly specified via the following quantities:
(1) The statistical intensity of jump times is determined through the choice of the
functions η(t) and g(x) in (5.2), where the former defines the explicit dependence
of the intensity on time, while the letter defines the conditional dependence of
the intensity on the pre-jump system state.
(2) The spatial distribution of the perturbation jumps is defined via the intensity
measure ν of the Poisson point process n(t) (5.6) in conjunction with the jump
function h(x, z). Here, the choice of the measure ν affects the random spread of
the jumps, which can be further adjusted by the choice of h(x, z), while the latter
also allows to specify the conditional dependence of the jumps on the pre-jump
state of the system.
Additionally, observe that there is no provision for the perturbation jumps to be small
– as mentioned before, it is assumed that the jumps can be finitely large in magnitude.
Instead, we require that the statistical frequency of jump times is small, for which a small
constant scaling parameter α is provided in (5.2).
5.2. The infinitesimal generator. To compute the perturbed probability density p∗(t, x)
in the average response formula (5.1), one first needs to obtain the infinitesimal gener-
ator of the perturbed process in (5.8). When the infinitesimal generator is known, its
integration by parts against the probability density of the system leads to the forward
Kolmogorov equation for p∗(t, x) [8, 62, 76].
In order to obtain the infinitesimal generator of (5.8), we transform the stochastic
jump integral in (5.8) into an integral of a time-homogeneous Poisson process, so that
the standard Itoˆ formula [19] for Le´vy-type Feller processes [35] could be used. With
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(5.6), we can write the stochastic M-integral in the perturbed process (5.8) as
(5.9)
∫ t
0
∫
Rd−{0}
h(x(s−), z)M(ds, dz) = ∑
0<s≤t
∆m(s) 6=0
h(x(s−),∆m(s)) =
= ∑
0<s≤t
∆n(τ(s)) 6=0
h(x(s−),∆n(τ(s))) = ∑
τ(0)<s≤τ(t)
∆n(s) 6=0
h(x(τ−1(s)−),∆n(s)) =
=
∫ τ(t)
τ(0)
∫
Rd−{0}
h(x(τ−1(s)−), z)N(ds, dz).
Now that the stochastic jump integral in the right-hand side of (5.8) has been expressed
via a time-homogeneous Poisson point process, we can obtain the infinitesimal generator
of (5.8) using the Itoˆ formula [19]. For a differentiable test function ψ : RK → R we have
the following Itoˆ formula for (5.8):
(5.10) ψ(x(t + ε))− ψ(x(t)) = I [t, t + ε] +
∫ τ(t+ε)
τ(t)
∫
Rd−{0}
r
(
τ−1(s), z
)
N(ds, dz).
Above, I [t, t + ε] denotes the usual Itoˆ integral from t to t + ε for the drift-diffusion
process in (2.1), while r(t, z) denotes the following expression:
(5.11) r(t, z) = ψ
(
x(t−) + h(x(t−), z))− ψ(x(t−)).
In order to obtain the infinitesimal generator, we need to compute the expectation of the
above integral, conditioned on {Ft}. The expectation of I [t, t + ε] is, of course, given via
the usual Itoˆ isometry for drift-diffusion processes. For the stochastic integral over the
Poisson random measure N, we observe that n(t) is time-stationary with independent
increments, which leads to the following expression (keep in mind that λ(t) is {Ft}-
adapted):
(5.12) E
∫ τ(t+ε)
τ(t)
∫
Rd−{0}
r
(
τ−1(s), z
)
N(ds, dz) =
= E
∫ τ(t+ε)−τ(t)
0
∫
Rd−{0}
r
(
τ−1(τ(t) + s), z
)
N(ds, dz) =
=
∫ ελ(t)
0
E
∫
Rd−{0}
r
(
τ−1(τ(t) + s), z
)
N(ds, dz) + o(ε) =
=
∫ ελ(t)
0
∫
Rd−{0}
Er
(
τ−1(τ(t) + s), z
)
EN(ds, dz) + o(ε) =
= ελ(t)
∫
Rd
r(t, z)ν(dz) + o(ε).
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Recalling (5.2), we obtain the following infinitesimal generator for (5.8):
(5.13)
∂
∂ε
Eψ(x(t + ε))
∣∣∣∣
ε=0
= lim
ε→0
1
ε
E
[
ψ(x(t + ε))− ψ(x(t))] = ∂
∂ε
EI [t, t + ε]
∣∣∣∣
ε=0
+
+ lim
ε→0
1
ε
E
∫ τ(t+ε)
τ(t)
∫
Rd−{0}
r
(
τ−1(s), z
)
N(ds, dz) =
= Lψ + αη(t)g(x)
∫
Rd
[
ψ(x + h(x, z))− ψ(x)]ν(dz).
Above, x = x(t), and L denotes the infinitesimal generator of the unperturbed system
in (2.2).
5.3. The forward Kolmogorov equation. Observe that the only difference between the
unperturbed (2.2) and perturbed (5.13) infinitesimal generators is that the latter has an
additional term corresponding to the random jump perturbation. Therefore, it is easy
to extend the unperturbed Kolmogorov equation in (2.4) onto the perturbed dynamics,
as long as the intensity integral in (5.13) can be integrated by parts against pdx. Indeed,
omitting αη(t) for convenience (as this factor is independent of x), we have
(5.14)
∫
A
g(x)
( ∫
Rd
(
ψ(x + h(x, z))− ψ(x))ν(dz))p(x)dx =
=
∫
A
g(x)
( ∫
Rd
ψ(x + h(x, z))ν(dz)
)
p(x)dx−
∫
A
g(x)ψ(x)p(x)dx,
where in the second term we use the fact that ν is normalized to 1.
In the second term above, the integral in ψdx can be readily stripped, however, the
first term requires an appropriate change of variables. With help of q(x, z), we change
the variables x → q(x, z) in the first integral in the right-hand side above:
(5.15)
∫
A
g(x)
( ∫
Rd
ψ(x + h(x, z))ν(dz)
)
p(x)dx =
=
∫
A
( ∫
Rd
g(q(x, z))p(q(x, z))
∣∣∣∣∂q(x, z)∂x
∣∣∣∣ ν(dz)
)
ψ(x)dx.
Combining the terms, stripping the integrals in ψdx, and multiplying by αη(t), we obtain
the perturbed Kolmogorov equation in the form
(5.16)
∂p
∂t
+
∂
∂x
· (p f ) = 1
2
∂2
∂x2
: (pGGT)+
+ αη(t)
(∫
Rd
g(q(x, z))p(q(x, z))
∣∣∣∣∂q(x, z)∂x
∣∣∣∣ ν(dz)− g(x)p(x)
)
.
Despite the fact that the type of the external perturbation here is completely different
from what was studied previously [22, 27–30, 40–44, 49, 57, 61, 62, 66, 70], the forward
Kolmogorov equation (5.16) of the perturbed process in (5.8) has a very similar structure
to that of a deterministic [62, 76] or Brownian motion [8] perturbation. Namely, observe
that there is the unperturbed part (for which we know the steady solution p0(x)), and the
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perturbed part, scaled by a small parameter α. Thus, to recover an approximate solution
of (5.16), we will proceed in a standard way, which is to expand the solution in α-power
series around p0, and recover the first-order approximation via Duhamel’s principle.
5.4. The leading order response formula. We now can look for a solution of (5.16)
around the stationary solution p0(x) in the power series form
(5.17) p(t, x, α) = p0(x) +
∞
∑
n=1
αn pn(t, x),
which, upon substitution, yields for p1
(5.18)
∂p1
∂t
+
∂
∂x
· (p1 f ) = 1
2
∂2
∂x2
: (p1GG
T) + η(t)
(
Jg(x)− g(x)p0(x)
)
,
where by Jg(x) we denote the expression
(5.19) Jg(x) =
∫
Rd
g(q(x, z))p0(q(x, z))
∣∣∣∣∂q(x, z)∂x
∣∣∣∣ ν(dz).
Assuming that the initial condition is given via p1(0, x) = 0, it is clear that p1(t, x) can
be found via Duhamel’s principle:
(5.20) p1(t, x) =
∫ t
t0
ds η(s)
∫
A
Pt−s(x|y)
(
Jg(y)− g(y)p0(y)
)
dy,
where Pt(x|y) is the conditional distribution of the unperturbed Kolmogorov equation in
(2.14). Here, the terms under the ν-integral are known. On the other hand, the transition
probability Pt(x|y) is usually unavailable in the form of an explicit formula.
However, we can circumvent the direct computation of Pt(x|y) if the average response
of a test function ψ is needed. Indeed, observe that, according to (5.1), we can express
(5.21) ∆〈ψ〉(t) =
∫
A
ψ(x) (p(t, x)− p0(x)) dx = α
∫
A
ψ(x)p1(t, x)dx + o(α).
In turn, the integral of ψ against p1 can be expressed via
(5.22)
∫
A
ψ(x)p1(t, x)dx =
∫
A
dx ψ(x)
∫ t
t0
ds η(s)
∫
A
Pt−s(x|y)
(
Jg(y)− g(y)p0(y)
)
dy =
=
∫ t
t0
ds η(s)
∫
A
(∫
RK
ψ(y)Pt−s(y|x)dy
) (
Jg(x)− g(x)p0(x)
)
dx =
=
∫ t
t0
Rψ(t− s)η(s)ds,
where we denote the average response operator Rψ via
(5.23) Rψ(t) =
∫
A
(∫
RK
ψ(y)Pt(y|x)dy
) (
Jg(x)− g(x)p0(x)
)
dx =
=
∫
A
Et[ψ](x)
(
Jg(x)− g(x)p0(x)
)
dx.
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5.5. An example of an exactly computable average response operator. In order to ob-
tain the exact formula for the average response operator (5.23) of the Ornstein–Uhlenbeck
process, we, first, observe that the part of the integral in (5.23) with Jg(x) can be written
as
(5.24)
∫
A
Et[ψ](x)Jg(x)dx =
∫
A
∫
Rd
Et[ψ](x)g(q(x, z))p0(q(x, z))
∣∣∣∣∂q(x, z)∂x
∣∣∣∣ ν(dz)dx =
=
∫
A
(∫
Rd
Et[ψ](x + h(x, z))ν(dz)
)
g(x)p0(x)dx,
which leads to Rψ in the form
(5.25) Rψ(t) =
∫
A
(∫
Rd
Et[ψ](x + h(x, z))ν(dz)−Et[ψ](x)
)
g(x)p0(x)dx.
Now, for ψ(x) = x and the Ornstein–Uhlenbeck process (2.15), we have
(5.26) Rx(t) = e
−tL
∫
RK
(∫
Rd
h(x, z)ν(dz)
)
g(x)pOU0 (x)dx.
For the jump function h(x, z) of the form in (4.3), we have
(5.27) Rx(t) = ∑
i
e−tL
(∫
Rd
ξi(z)ν(dz)
)(∫
RK
hi(x)g(x)p
OU
0 (x)dx
)
.
Observe that the only difference between (4.4) and the formula above is the presence of
g(x) in the integral over dx. As the invariant measure pOU0 in (2.18) is Gaussian, certain
forms of hi(x) and g(x) allow to compute the integral explicitly – for example, if hi(x)
is a polynomial, and g(x) is a Gaussian function itself (remember that g(x) > 0, since it
is part of the statistical intensity of random jumps).
5.6. A practical computational formula for the average response. To compute (5.23) in
practice, one can employ the Birkhoff–Khinchin theorem and replace the integral over
p0(x)dx with the long-term average over time series x(t) of the unperturbed system in
(2.1) in the same way it was done above in (4.6)–(4.9). This leads to the average response
operator Rψ(t) in the form of the following time correlation function:
(5.28) Rψ(t) = lim
r→∞
1
r
∫ r
0
ψ(x(t + s))
(
Jg(x(s))
p0(x(s))
− g(x(s))
)
ds.
Observe that, although the external perturbation here is of a completely different nature
than what was considered traditionally [22, 27–30, 40–44, 49, 57, 61, 62, 66, 70], the form of
Rψ(t) is similar to that of the classical linear response operator [44, 62, 76]. Namely, the
response operator above in (5.28) is also a time correlation function, computed over a
long-time series of a solution of the unperturbed system (2.1), except that the response
function ψ(x) is multiplied by a different term under the correlation integral in (5.28).
For an efficient computation of the time correlation function above in (5.28), it is nec-
essary for the term Jg(x) to be in the form of an explicit formula. Below we consider a
few special cases where the corresponding integral in (5.19) is explicitly computable.
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5.7. Special case 1: a set of spatially pre-determined jumps. As a simplest example
where the ν-integral in (5.19) is explicitly computable, we consider the following special
case. Assume that the time-homogeneous compound Poisson process n(t) (and, subse-
quently, the time-inhomogeneous compound Poisson process m(t)) produce a finite set
of jumps – that is, the jump process ∆n(t) may assume only a finite set of values {zj},
each with probability γj, j = 1 . . .Q. In this case, the intensity measure ν of ∆n(t) is the
same as in (4.10), and, therefore,
(5.29) Jg(x) =
Q
∑
j=1
γjg(q(x, zj))p0(q(x, zj))
∣∣∣∣∂q(x, zj)∂x
∣∣∣∣ .
Observe that, as long as p0(x) and q(x, z) are available in the form of explicit formulas,
Jg(x) is also an explicit function of x, which allows to compute the time correlation
function in (4.9) efficiently. For a practically computable example, we can take h(x, z) of
the form (4.12), which leads to
(5.30) J(x) =
Q
∑
j=1
γjg
(
(I + H(zj))
−1(x− h(zj)
) p0 ((I + H(zj))−1(x − h(zj)))
|det(I + H(zj))| .
5.8. Special case 2: a Gaussian jump distribution. As another practical example, let
us consider the scenario where ν(dz) has a Gaussian density, with its own mean state
vector mν and covariance matrix Cν as above in (4.15). In addition, we choose the same
form for jump function h(x, z) as above in (4.16), which yields the same q(x, z) as in
(4.17). This form of ν and q(x, z) leads to the following expression for Jg(x) in (5.19):
(5.31) Jg(x) =
1
|det(I + H)|
∫
Rd
g
(
(I + H)−1(x− h−H∗z)
)
p0
(
(I + H)−1(x− h−H∗z)
)
pGmν,Cν(z)dz.
Here we will further assume that p0(x) is also given by the Gaussian density p
G
m,C(x) in
(3.12) (that is, we use the quasi-Gaussian approximation for p0).
At this point, the main difference between the current set-up and the previously ex-
amined scenario in (4.19) is the additional presence of the function g(x), whose range
must lie above zero. Clearly, the most simple choice of g(x) = const > 0 leads back to
(4.19). Here, we are going to assume that g(x) is given via the Gaussian function of the
form
(5.32) g(x) = exp
(
−1
2
(x−mg)TC−1g (x −mg)
)
= (2pi)K/2
√
detCgp
G
mg,Cg
(x),
with the K-vector mg and symmetric positive definite K × K matrix Cg being constant
parameters. Observe that such form of g(x) maximizes the statistical intensity of jumps
in the vicinity of the state x = mg, with the “width” of the intensity bump described via
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Cg. This leads to Jg(x) of the form
(5.33)
Jg(x) =
1
(2pi)K/2|det(I + H)|
√
detC det(CνAg)
exp
(
1
2
(bTg (x)A
−1
g bg(x)− cg(x))
)
,
with Ag, bg(x) and cg(x) given via
(5.34a) Ag = ((I + H)
−1
H∗)T(C−1 + C−1g )(I + H)−1H∗ + C−1ν ,
(5.34b)
bg(x) = ((I + H)
−1
H∗)T
(
(C−1 + C−1g )(I + H)−1(h− x) + C−1m + C−1g mg
)
−C−1ν mν,
(5.34c) cg(x) = ((I + H)
−1(h− x))T(C−1 + C−1g )((I + H)−1(h− x))+
+ 2((I + H)−1(h − x))T(C−1m + C−1g mg) + mTC−1m + mTg C−1g mg + mTν C−1ν mν.
The details of the computation are given in the Appendix A.
As before, observe that the whole expression above is an explicit function of x (Ag is
constant, bg is linear in x, and cg is quadratic in x), which means that it can be evaluated
efficiently for the computation of the time correlation function in (5.28).
5.9. Special case 3: a linear combination of Gaussian densities. The natural general-
ization of the above formula can be easily derived for a scenario where p0(x), ν(dz) and
g(x) are linear combinations of Gaussian densities:
(5.35a) p0(x) =
P
∑
i=1
βi p
G
mi,Ci
(x),
P
∑
i
βi = 1,
(5.35b) ν(dz) =
Q
∑
j=1
pGmν,j,Cν,j(z)dz,
Q
∑
j
γj = 1,
(5.35c) g(x) =
T
∑
k=1
(2pi)K/2ξk
√
detCg,kp
G
mg,k,Cg,k
(x),
for some integers P > 0, Q > 0, T > 0. It is easy to verify that the corresponding integral
Jg(x) in (5.19) becomes
(5.36) J(x) =
1
(2pi)K/2|det(I + H)|
P
∑
i=1
Q
∑
j=1
T
∑
k=1
βiγjξk√
detCi det(Cν,jAg,ijk)
exp
(
1
2
(
bTg,ijk(x)A
−1
g,ijkbg,ijk(x)− cg,ijk(x)
))
,
with
(5.37a) Ag,ijk = ((I + H)
−1
H∗)T(C−1i + C
−1
g,k )(I + H)
−1
H∗ + C−1ν,j ,
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(5.37b) bg,ijk(x) = ((I + H)
−1
H∗)T(
(C−1i + C
−1
g,k )(I + H)
−1(h− x) + C−1i mi + C−1g,k mg,k
)
−C−1ν,j mν,j,
(5.37c) cg,ijk(x) = ((I + H)
−1(h− x))T(C−1i + C−1g,k )((I + H)−1(h− x))+
+ 2((I +H)−1(h− x))T(C−1i mi +C−1g,k mg,k) + mTi C−1i mi + mTg,kC−1g,k mg,k + mTν,jC−1ν,j mν,j,
where mi and Ci are the mean state and covariance matrix of p
G
i (x), respectively. Again,
observe that Ag,ijk are constants, while bg,ijk(x) and cg,ijk(x) are explicit functions of
x. This means that the measure integral can be evaluated efficiently in the numerical
computation of the time correlation function in (5.28).
6. Accuracy estimates of the leading order average response
Recall that, while the average response formulas in in Sections 3 and 4 are exact, the
leading order average response formula for random-time perturbations, described in
Section 5, is approximate. The accuracy of the formula in question, specified in (5.21)–
(5.23), clearly depends on the magnitude of the scaling parameter α.
Recall that in the conventional setting with deterministic external perturbations [44,62]
it is often intuitively clear how large the external perturbation can be; for example, if an
external forcing is already present in the dynamical system (say, the constant forcing in
the Lorenz 96 system [15, 59, 60], or the vorticity forcing in the barotropic model of the
atmosphere [16,37]), then one can reason that the external perturbation should be much
smaller than the already present forcing [42].
On the other hand, observe that, in the present situation, α does not determine the
magnitude of the external perturbation – in fact, the latter is presumed to be finitely
large. Instead, α regulates the statistical frequency of (potentially large) external pertur-
bations, and it is thus not immediately clear how small the scaling parameter α should
be chosen to ensure the accuracy of the leading order average response. In what follows,
we address this question to the extent allowed by the generality of problem setting.
6.1. Accuracy of the average response operator of the Ornstein–Uhlenbeck process.
First, we examine a special case where some explicit accuracy estimates can be made.
Here, the unperturbed dynamics are given via the Ornstein–Uhlenbeck process (2.15),
and the response function ψ(x) is x itself.
The perturbed Ornstein–Uhlenbeck process is given via
(6.1) xα(t) = x0 −
∫ t
0
Lxα(s)ds +
∫ t
0
GdW(s) +
∫ t
0
∫
Rd−{0}
h(xα(s−), z)M(ds, dz).
Applying the expectation to both sides, we arrive at
(6.2) E[xα(t)] = x0 −
∫ t
0
LE[xα(s)]ds +
∫ t
0
∫
Rd
E[h(xα(s), z)M(ds, dz)].
Here, observe that the expectation in the last term is not conditioned on xα(t), but rather
on x0. Therefore, in order to split this expectation into the product of independent
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expectations of h and M separately, we must set g(x) = 1, which renders M(ds, dz)
independent of x. In this case, we obtain
(6.3) E[h(xα(s), z)M(ds, dz)] = αE[h(xα(s), z)]η(s)ν(dz)ds.
Next, we assume that h(x, z) is of the form (4.16), which further yields
(6.4) E[h(xα(s), z)] = h + HE[xα(s)] + H
∗z,
and, subsequently,
(6.5)
∫ t
0
∫
Rd
E[h(xα(s), z)M(ds, dz)] = α
∫ t
0
η(s)(h + H∗z¯ + HE[xα(s)])ds,
where we denote
(6.6) z¯ =
∫
Rd
zν(dz).
We thus arrive at the system of ordinary differential equations
(6.7)
d
dt
E[xα(t)] = −LE[xα(t)] + αη(t)(h + H∗z¯ + HE[xα(t)]), E[xα(t0)] = x0.
To obtain the exact solution of this system, we further assume, for convenience, that
η(t) = 1, which, together with the earlier imposed condition g(x) = 1, sets the temporal
intensity of jumps to α jumps per unit of time, on average. Subsequently, the equation
above is transformed into
(6.8)
d
dt
E[xα(t)] = (−L + αH)E[xα(t)] + α(h + H∗z¯),
and its solution is now given via Duhamel’s principle:
(6.9) E[xα(t)] = e
t(−L+αH)x0 + α(−L + αH)−1
(
et(−L+αH)− I
)
(h + H∗z¯).
The expectation of the corresponding unperturbed solution is, of course, obtained by
setting α = 0 above:
(6.10) E[x(t)] = e−tLx0,
with the difference between the two given via
(6.11) E[xα(t)] −E[x(t)] =
(
et(−L+αH)− e−tL
)
x0+
+ α(−L + αH)−1
(
et(−L+αH)− I
)
(h + H∗z¯).
The exact average response of the mean state is, therefore, given via
(6.12) ∆〈x〉(t) =
∫
RK
(E[xα(t)] −E[x(t)]) pOU0 (x0)dx0 =
= α(L− αH)−1
(
I − e−t(L−αH)
)
(h + H∗z¯),
where we use the fact that
(6.13)
∫
RK
pOU0 (x)dx = 1,
∫
RK
xpOU0 (x)dx = 0.
24 RAFAIL V. ABRAMOV
The leading order response, obtained via the average response operator for the same
h(x, z), g(x) = 1 and η(t) = 1, is, however, given via
(6.14) ∆〈x〉R(t) = αL−1
(
I − e−tL
)
(h + H∗z¯).
The immediate qualitative difference here is that the leading order response, computed
via the average response operator, is always bounded regardless of what α and H are.
On the other hand, the exact average response can become unbounded as t → ∞, as long
as α and H are such that (L− αH) has negative eigenvalues.
Next, assume that (L− αH) is positive definite, so that the exact average response is
also bounded as t → ∞. Then, it is convenient to regard the difference between the
infinite-time responses as a metric of accuracy, since it no longer involves the matrix
exponential. At the infinite time, with the help of Neumann’s series we have
(6.15) ∆〈x〉(∞)− ∆〈x〉R(t) = α
(
(L− αH)−1 − L−1
)
(h + H∗z¯) =
=
∞
∑
k=1
(αL−1H)k(αL−1)(h + H∗z¯).
Assuming that the series converge, and that ‖H‖ ∼ 1, it is clear that the error remains
small as long as α‖L−1‖ ≪ 1.
To connect the estimate above with the statistical properties of the dynamics, observe
that
(6.16) L−1 =
∫ ∞
0
e−tLdt.
At the same time, observe that, for the Ornstein–Uhlenbeck process in (2.15), the time
autocorrelation function of the solution x(t) is given via the regression theorem [76]
(6.17) 〈x(t + s)xT(s)〉 = lim
r→∞
1
r
∫ r
0
x(t + s)xT(s)ds =
∫
RK
Et[x](x)x
T pOU0 (x)dx =
=
∫
RK
(
e−tLx
)
xT pOU0 (x)dx = e
−tL〈xxT〉 = e−tLC, or e−tL = 〈x(t + s)xT(s)〉C−1,
where C is the covariance matrix (2.19) of the Ornstein–Uhlenbeck process. Therefore,
for L−1 we have
(6.18) L−1 =
∫ ∞
0
e−tLdt =
(∫ ∞
0
〈x(t + s)x(s)T〉dt
)
C
−1,
that is, the largest eigenvalue of L−1 is the statistical autocorrelation time Tcorr of the
solution x(t) of the Ornstein–Uhlenbeck process. Thus, the error of the leading order
average response operator remains small as long as
(6.19) αTcorr ≪ 1.
Recalling that, for g(x) = 1 and η(t) = 1, the average time between the jumps is given
via 1/α, it follows that the average time between the jumps should be much larger than
the autodecorrelation time of the solution of the unperturbed system.
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6.2. A crude accuracy estimate of the general leading order response. Here we con-
sider a more general setting with the unspecified response function ψ(x), and the un-
perturbed dynamics given via (2.1). For convenience, let us, as above for the Ornstein–
Uhlenbeck process, assume that η(t) = 1, so that the temporal intensity of jumps is
time-independent. Just as in the case of the Ornstein–Uhlenbeck process, here it is con-
venient to look at the response of a function ψ(x) at infinite time. Assuming that the
power series in (5.17) converge as t → ∞, for the exact response ∆〈ψ〉(∞) and for the
leading order approximation ∆〈ψ〉R(∞), given via (5.23), we have, respectively,
(6.20) ∆〈ψ〉(∞) =
∞
∑
n=1
αn
∫
A
ψ(x)pn(∞, x)dx, ∆〈ψ〉R(∞) = α
∫
A
ψ(x)p1(∞, x)dx.
The condition for the accuracy of the leading order response is, obviously, given via
(6.21)
|∆〈ψ〉(∞) − ∆〈ψ〉R(∞)|
|∆〈ψ〉R(∞)| ≪ 1,
which means that the remainder of the infinite series, starting with the second order
correction, must be much smaller than the leading order term itself:
(6.22)
∣∣∣∣∣
∞
∑
n=2
αn−1
∫
A
ψ(x)pn(∞, x)dx
∣∣∣∣∣≪
∣∣∣∣
∫
A
ψ(x)p1(∞, x)dx
∣∣∣∣ .
In order to obtain a somewhat simpler requirement for α, let us presume that there exists
a constant T > 0, such that, for all n > 0, the following condition holds:
(6.23)
∣∣∣∣
∫
A
ψ(x)pn+1(∞, x)dx
∣∣∣∣ ≤ T
∣∣∣∣
∫
A
ψ(x)pn(∞, x)dx
∣∣∣∣ .
Then, we can estimate
(6.24)
∣∣∣∣∣
∞
∑
n=2
αn−1
∫
A
ψ(x)pn(∞, x)dx
∣∣∣∣∣ ≤
∞
∑
n=2
αn−1
∣∣∣∣
∫
A
ψ(x)pn(∞, x)dx
∣∣∣∣ ≤
≤
∞
∑
n=1
(αT)n
∣∣∣∣
∫
A
ψ(x)p1(∞, x)dx
∣∣∣∣ .
Therefore, choosing α so as to impose the condition
(6.25)
∞
∑
n=1
(αT)n =
αT
1− αT ≪ 1, or αT ≪
1
2
,
is sufficient to ensure that (6.21) holds automatically.
It remains to determine the physical meaning of the parameter T, for which we need
to formally solve the perturbed Kolmogorov equation in (5.16). For convenience, we
rewrite the latter as
(6.26)
∂p
∂t
= L†[p] + αH†[p],
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where L is the infinitesimal generator of the unperturbed dynamics in (2.2), while H is
the perturbation component of the perturbed infinitesimal generator in (5.13), given, for
η(t) = 1, via
(6.27a) H[ψ](x) = g(x)
∫
Rd
[
ψ(x + h(x, z))− ψ(x)]ν(dz),
(6.27b) H†[p](x) =
∫
Rd
g(q(x, z))p(q(x, z))
∣∣∣∣∂q(x, z)∂x
∣∣∣∣ ν(dz)− g(x)p(x).
Since the perturbed Kolmogorov equation in (6.26) no longer depends explicitly on time,
we can set t0 = 0 without loss of generality. Then, in the notations of the introduced
operators, we have, via Duhamel’s principle,
(6.28) pn+1(t, x) =
∫ t
0
ds
∫
A
Pt−s(x|y)H†pn(s, y)dy =
∫ t
0
ds
∫
A
Ps(x|y)H†pn(t− s, y)dy.
Now, observe that, for a solution p(t, x) of the unperturbed Kolmogorov equation in
(2.4), we can write
(6.29) p(t + s, x) =
∫
A
Ps(x|y)p(t, y)dy = esL† p(t, x),
which, in turn, leads to
(6.30) pn+1(t, x) =
∫ t
0
ds esL
†H†pn(t− s, x).
Applying the formula recursively, we arrive at
(6.31) pn(t, x) =
∫ t
0
ds1
∫ t−s1
0
ds2 . . .
∫ t−s1−...−sn−1
0
dsn e
s1L†H†es2L†H† . . . esnL†H†p0(x),
where the integration occurs over the n-dimensional simplex with the edge length t.
Sending t → ∞ and assuming that all pn(∞, x) are finite, we separate the integrals with
the help of Fubini’s theorem:
(6.32) pn(∞, x) =
∫ ∞
0
ds1
∫ ∞
0
ds2 . . .
∫ ∞
0
dsn e
s1L†H†es2L†H† . . . esnL†H†p0(x) =
= (−L†)−1H†pn−1(∞, x) =
(
(−L†)−1H†
)2
pn−2(∞, x) = . . . =
(
(−L†)−1H†
)n
p0(x),
where we make use of the identity
(6.33) (−L†)−1 =
(∫ ∞
0
etL
†
dt
)
.
Recalling the definition of T in (6.23), we find that, for all n > 0,
(6.34)
∣∣∣∣
∫
A
ψ(x)(−L†)−1H†pn(∞, x)dx
∣∣∣∣ ≤ T
∣∣∣∣
∫
A
ψ(x)pn(∞, x)dx
∣∣∣∣ .
Now, observe that the expressions above can be written as time correlation functions
(6.35a)
∫
A
ψ(x)pn(∞, x)dx =
∫
A
ψ(x)
pn(∞, x)
p0(x)
p0(x)dx =
〈
ψ(x(s))
pn(∞, x(s))
p0(x(s))
〉
,
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(6.35b)
∫
A
ψ(x)(−L†)−1H†pn(∞, x)dx =
∫ ∞
0
dt
∫
A
ψ(x)etL
†H†pn(∞, x)dx =
=
∫ ∞
0
dt
∫
A
ψ(x)Pt(x|y)H†pn(∞, y)dydx =
=
∫ ∞
0
dt
∫
A
Et[ψ](x)
H†pn(∞, x)
p0(x)
p0(x)dx =
∫ ∞
0
〈
ψ(x(t + s))
H†pn(∞, x(s))
p0(x(s))
〉
dt,
where, with the help of the Birkhoff–Khinchin theorem, we can compute the correlation
functions via the long-term time averages along a trajectory of the unperturbed system
in (2.1):
(6.36a)
〈
ψ(x(s))
pn(∞, x(s))
p0(x(s))
〉
= lim
r→∞
1
r
∫ r
0
ψ(x(s))
pn(∞, x(s))
p0(x(s))
ds,
(6.36b)
〈
ψ(x(t + s))
H†pn(∞, x(s))
p0(x(s))
〉
= lim
r→∞
1
r
∫ r
0
ψ(x(t + s))
H†pn(∞, x(s))
p0(x(s))
ds.
Thus, it is clear that T is the supremum of all decorrelation times for the correlation
functions in (6.36) across all n > 0,
(6.37) T = max
n
∣∣∣∣∣
〈
ψ(x(s))
pn(∞, x(s))
p0(x(s))
〉−1 ∫ ∞
0
〈
ψ(x(t + s))
H†pn(∞, x(s))
p0(x(s))
〉
dt
∣∣∣∣∣ ,
where pn(∞, x) is given via (6.32).
Clearly, it is impossible to compute T above exactly for a general dynamical system
of the form (2.1). However, if the given system is known to have a “decorrelation time
scale”, in the sense that all “typical” time correlation functions decay roughly on the
same scale, then one can use this time scale as a guidance when estimating suitable
values of the parameter α for practical computations.
7. Discussion
In the current work, we develop a theory for the average response of a general nonlin-
ear, possibly stochastic, dynamical system to instantaneous external jump perturbations
of its state. In real-world physical processes, such perturbations could be a result of an
“impulse forcing” – that is, an external forcing in the form of a delta-function. We con-
sider three distinct scenarios of the jump perturbation; the first is where a deterministic
jump perturbation is applied at a prescribed time, the second is where a spatially ran-
dom jump perturbation is applied at a prescribed time, and the third is where the jump
perturbation is spatially random, and also occurs at random times (although statistically
infrequently).
In all scenarios, we derive the formulas for the average response of a chosen general
test function through suitable time correlation functions of the unperturbed dynamics.
Throughout the study, we never assume that these jump perturbations are “small” in
any reasonable or perceived sense; on the contrary, these perturbations are presumed to
be finitely large in all studied scenarios. Below we compare and contrast the developed
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formulas for the average response to jump perturbations with the response formulas of
the classical Fluctuation Dissipation theorem.
7.1. Similarities to the classical FDT. We find that, in the same manner as with the clas-
sical Fluctuation Dissipation theorem, the average response of a chosen test function to a
finitely large jump perturbation can be computed in terms of a suitable correlation func-
tion of the time series of the unperturbed dynamics – in particular, no explicit knowledge
of the unperturbed dynamical system is required as long as a sufficiently detailed long-
term historical record of its time series is available. Thus, in both frameworks, one could
theoretically use the observed time series of the corresponding unperturbed real-world
process directly to compute the average response, potentially reducing the need in direct
numerical simulations of the (likely complex, large scale and computationally expensive)
real-world dynamics.
Also, just like with the classical FDT, a suitable approximation of the probability den-
sity of the invariant statistical state of the unperturbed dynamics is necessary to compute
the time correlation function. In particular, this results directly in the analog of the quasi-
Gaussian FDT formula [14–16, 62] for the jump perturbations.
7.2. Differences from the classical FDT. First, recall that the classical Fluctuation Dis-
sipation theorem furnishes a leading order response formula [8, 62, 76] to an external
perturbation, which, in turn, is accurate only if the magnitude of the perturbation is
small enough. In the response framework for jump perturbations, developed here, the
accuracy of the average response formulas does not depend on the magnitude of the per-
turbation jumps. The only leading order approximation used above is with respect to
the statistical intensity of randomly triggered jumps – in order for the response formula
to be accurate, the jumps should occur statistically infrequently.
Second, in context of the classical Fluctuation Dissipation theorem, the average re-
sponse is computable for a largely arbitrary additive external perturbation. In the jump-
response framework, the average response formula is not necessarily available for an
arbitrary jump function – instead, the jump function must satisfy the inverse condition
in (3.4) or (4.5), and the inverse needs to be known explicitly. Also, in the case of random
jumps, the invariant probability density of the unperturbed dynamics, the statistical in-
tensity of external jump perturbations, and the spatial distribution of the random jumps
must all be such that corresponding intensity integral in the average response formula
is computable in terms of elementary functions. The latter requirement is necessary
for the efficient numerical computation of the time correlation function for the average
response.
At the same time, recall that the average response formula for the classical FDT in-
volves the gradient of the invariant probability density of the unperturbed dynamics,
which means that any approximation to the latter must also approximate the gradient
sufficiently well. In contrast, no differentiation of the invariant probability density is
present in any of the jump-response formulas developed here. Potentially, this may
mean that less accurate approximations for the invariant probability density could be
used without compromising the precision of the predicted response to a considerable
extent.
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One of the “nice” properties of the classical FDT response formula is that it is linear
with respect to the external forcing – usually it is a matrix of certain time correlation
functions multiplying the vector of external perturbations. This makes the classical FDT
particularly suitable for the “inverse problem”, that is, the computation of the pertur-
bation vector from the known or measured response. Observe, however, that all of the
average response formulas, developed above for the external jump perturbations, are
nonlinear with respect to the jump function. As a result, the computation of the jump
perturbation which caused a known response – for example, the computation of the ap-
proximate location and magnitude of the meteorite impact from the measured climate
response – is naturally a more challenging and interesting problem.
7.3. Future research directions. Given the introductory nature of the present work, here
we feel compelled to point out a few relevant directions of future research.
The basic research directions are those driven by the applicability of the present frame-
work to real-world situations. Arguably, the most limiting restriction in the presented
theory of the average response is the need of the jump function to have an explicit in-
verse (whereas there is no similar requirement in the classical FDT framework). While
the linear jump function used in the present work is likely a viable option in a variety of
scenarios, there are situations where such a jump function does not work. As an exam-
ple, one can consider a scenario where the jumps must occur between the states of equal
energy in an otherwise energy-conserving system – clearly, the jump function must be
nonlinear to ensure such a property. Thus, the study and categorization of possible non-
linear (for example, quadratic) jump functions with explicit inverses should likely be of
high priority.
Another question of importance is the already mentioned “inverse problem”, that is,
the reconstruction of the perturbation from a known response. While in the classical FDT
framework the inverse problem is technically trivial due to the linearity of the response
with respect to the external forcing, here we can see that the average response even to a
simplest form of the jump perturbation – a constant deterministic jump which occurred
at a prescribed time – is inherently nonlinear. Thus, recovering the jump function from
the measured response is clearly an important problem in the present framework.
Unlike the classical FDT framework, where the response is obtained by taking the
time-convolution of the linear response operator with the external forcing, here observe
that, in the scenario with a single jump perturbation at a deterministic time the aver-
age response is the time correlation function itself. Naturally, one expects the response
to such a perturbation to decay in time, so that the dynamical system eventually re-
turns to is statistical equilibrium state. However, recall that, unlike the classical linear
response, here the time correlation function is the exact average response to the external
perturbation, provided that the invariant probability state is known exactly. Thus, if the
jump-response time correlation function decays to zero, it means that the system relaxes
back toward its equilibrium state, and vice versa.
If a dynamical system is strongly mixing (in addition to being ergodic), then the decay
of its time correlation functions is guaranteed, and so is the response to a single jump
perturbation. However, for an ergodic (and even chaotic) nonlinear dynamical system,
being additionally strongly mixing is not a necessary requirement. Moreover, there are
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empirical examples of chaotic systems which do not appear to be strongly mixing – for
example, the Lorenz 96 system [59, 60, 62] in weakly chaotic regimes does not exhibit
noticeable decay of time correlation functions at linearly unstable wavenumbers. In
such a case, it could be possible that the corresponding dynamical system never “settles
down” after a single jump perturbation.
Thus, the question is: are there real-world scenarios in which the geophysical dynam-
ics do not rapidly return back to statistical equilibrium after being subjected to an exter-
nal jump perturbation? In particular, could the event, which caused the Permian–Triassic
extinction, be an example of such a perturbation, such that the occasional planetary cli-
mate shifts due to that event continue to occur to this day? The long-time response of the
planetary climate dynamics to jump perturbations is clearly a very interesting problem
in multiple aspects.
Appendix A. Computation of the response for the Gaussian distribution of
jumps
For (4.17), we have
(A.1) pGm,C(q(x, z)) = p
G
m,C
(
(I + H)−1(x− h−H∗z)
)
=
1
(2pi)K/2
√
detC
exp
(
−1
2
((I + H)−1(x− h−H∗z)−m)TC−1((I + H)−1(x− h−H∗z)−m)
)
.
To obtain (4.19), we first multiply the above expression by (4.15). The resulting form of
J(x) is given via
(A.2) J(x) =
1
|det(I + H)|
∫
Rd
pGm,C
(
(I + H)−1(x− h−H∗z)
)
pGmν,Cν(z)dz.
Multiplying the Gaussian densities under the integral, in the argument of the resulting
exponential we have
(A.3) ((I + H)−1(x− h−H∗z)−m)TC−1((I + H)−1(x− h−H∗z)−m)+
+ (z−mν)TC−1ν (z−mν) = zTAz + 2bTz + c =
= (z + A−1b)TA(z + A−1b) + c− bTA−1b,
where A, b and c are given via (4.20). Observing that the integral
(A.4)
∫
Rd
exp
(
−1
2
((z + A−1b)TA(z + A−1b) + c− bTA−1b)
)
dz =
= exp
(
−1
2
(c− bTA−1b)
) ∫
Rd
exp
(
−1
2
(z + A−1b)TA(z + A−1b)
)
dz =
=
(2pi)d/2√
detA
exp
(
1
2
(bTA−1b− c)
)
,
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we arrive at
(A.5)
∫
Rd
pGm,C
(
(I + H)−1(x− h−H∗z)
)
ν(dz) =
=
1
(2pi)K/2
√
detC det(CνA)
exp
(
1
2
(bT(x)A−1b(x)− c(x))
)
,
and, subsequently, to (4.19).
To obtain (5.33), we first multiply g(q(x, z)) in (5.32) by (4.15) and (A.1). The resulting
form of Jg(x) is given via
(A.6) Jg(x) =
(2pi)K/2
√
detCg
|det(I + H)|
∫
Rd
pGmg,Cg
(
(I + H)−1(x− h−H∗z)
)
pGm,C
(
(I + H)−1(x− h−H∗z)
)
pGmν,Cν(z)dz.
Multiplying the Gaussian densities under the integral, in the argument of the resulting
exponential we have
(A.7) ((I + H)−1(x− h−H∗z)−m)TC−1((I + H)−1(x− h−H∗z)−m)+
+ ((I + H)−1(x− h−H∗z)−mg)TC−1g ((I + H)−1(x− h−H∗z)−mg)+
+ (z−mν)TC−1ν (z −mν) = zTAgz + 2bTg z + cg =
= (z + A−1g bg)TAg(z + A−1g bg) + cg − bTg A−1g bg,
where Ag, bg(x) and cg(x) are given via (5.34). Observing that the integral
(A.8)
∫
Rd
exp
(
−1
2
((z + A−1g bg)TAg(z + A−1g bg) + cg − bTg A−1g bg)
)
dz =
= exp
(
−1
2
(cg − bTg A−1g bg)
) ∫
Rd
exp
(
−1
2
(z + A−1g bg)TAg(z + A−1g bg)
)
dz =
=
(2pi)d/2√
detAg
exp
(
1
2
(bTg A
−1
g bg − cg)
)
,
we arrive at
(A.9)∫
Rd
pGmg,Cg
(
(I + H)−1(x− h−H∗z)
)
pGm,C
(
(I + H)−1(x− h−H∗z)
)
pGmν,Cν(z)dz =
=
1
(2pi)K/2
√
detCg
1
(2pi)K/2
√
detC det(CνAg)
exp
(
1
2
(bTg (x)A
−1
g bg(x)− cg(x))
)
,
and, subsequently, to (5.33).
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