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Om nieuwe inzichten in het economisch gebeuren te introduce-
ren in regressiemodellen, dienen nieuwe variabelen in deze
modellen te worden ingevoerd, welke deze nieuwe inzichten
weerspiegelen. Om de samenhang tussen de traditionele en de
nieuwe variabelen op te sporen verdient het aanbeveling, alle
variabelen vooraf aan een componenten- of factoranalyse te
onderwerpen, teneinde meer zekerheid te krijgen over de aard
en het aantal van de in de modellen te hanteren structurele
relaties.
II
Met het oog op hetgeen in stelling I naar voren is gebracht,
verdient het aanbeveling het onderwijs in de statistiek aan
de Economische Faculteiten uit te breiden met multivariate
analyse methoden, zoals bijvoorbeeld de componenten- of
factoranalyse.
III
De aanwezigheid van een variabele met een hoge specifieke
variantie component, kan een aanwijzing zijn voor het feit,
dat deze variabele samenhang vertoont met variabelen, welke
nog niet in het onderzoek betrokken zijn.
Dat wil dus zeggen, dat de betreffende variabele niet thuis-
hoort in het model, Of dat het model uitgebreid dient te
worden met andere, nieuwe variabelen.
IV
Bij de in een model geformaliseerde theorie komt vaak te
eenzijdig de nadruk te liggen op de oplossingsmethode, ter-
wijl aan de verificatie van de aan het model ten grondslag
liggende vooronderstellingen en de randvoorwaarden welke
het model conditioneren, nauwelijks aandacht wordt besteed.
Hierdoor ontstaat het gevaar dat het model zijn betekenis
voor het probleem, waarvoor het is opgesteld, verliest.
V
Het complexe karakter van economische macro- en micro syste-
men, en de grote mate van onderlinge afhankelijkheid welke
tussen deze systemen bestaat, maakt dat "toepassing van de
cybernetica in het economisch onderzoek" eerder een poging
inhoudt de cybernetische denkwijze te introduceren met een
hierop georidnteerde methode van onderzoek, dan dat er van
een werkeliik toepassen sprake kan zijn.
VI
De bijdrage van de spectraalanalyse aan de econometrie is
slechts van zeer beperkte betekenis.
VII
Een belangrijk probleem in de optimaliseringstheorie is het
elimineren van de ruis welke op een signaal is gesuperpo-
neerd, om zodoende het oorspronkelijke signaal te verkrijgen.
Dit houdt een transformatie in van het waargenomen, door
ruis verstoorde signaal, met behulp van een gewichtsfunctie
g(s,t) welke moet worden opgelost uit de volgende integraal-
vergelijking:
  K (t,T) g(s,t) dt = f(s,T)
TJ  x
Hierin is K (t,T) de correlatiefunctie van de ruis 3(t).X
De bepaling van g(s,t) uit bovenstaande integraalvergelij-
king zou bijzonder eenvoudig geschieden indien 1(t) witte
ruis zou zijn. Dit betekent namelijk dat:
Kx(t,T) = G(t) 6(t-T),





Deze gedachtegang geeft aanleiding tot de volgende methode
ter bepaling van de gewichtsfunctie:
1.  Bepaal die functie die het stochastisch proces 1(t)
transformeert tot witte ruis.
Dit geschiedt met behulp van de methode van de canonieke
ontwikkeling van stochastische processen.
2.  Bereken de optimale gewichtsfunctie met witte ruis als
ingangssignaal.
3.  De optimale gewichtsfunctie g(s,t) met E(t) als ingangs-
signaal wordt dan verkregen door serieschakeling van de
in ad. 1 en ad. 2 bepaalde systemen.
VIII
Interpolatie en extrapolatie van tijdreeksen kan succesvol
geschieden, met behulp van de in de vorige stelling beschre-
ven procedure.
IX
Regelmatige wijzigingen en aanpassingen in het studieprogram-
ma, wekken de indruk dat er sprake zou zijn van een naar een
optimum convergerend proces.
Het is echter pijnlijk te moeten vaststellen,dat men niet
weet waar dit optimum ligt, zodat men ook nooit zal weten
of dit optimum bereikt is.
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The mind may, as it appears to me,
devide science into three parts.
The first comprises the most theo-
retical principles, and those more
abstract notions whose application
is either unknown or very remote.
The second lS composed of those ge-
neral truths which still belong to
pure theory, but lead nevertheless
by a straight and short road to
practical results.
Methods of application and means of
execution make up the third.
Each of these different portions of
science may be separately cultivated,
although reason and experience show
that none of them can prosper long,
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In 1963 publiceerde T.W.Anderson een artikel in Psychometrika
onder de titel: "The use of factor analysis in the statistical
analysis of multiple time series", waarin hij de suggestie deed
de factoranalyse aan te wenden bij het analyseren van tijdreeksen.
Anderson stelde daarbij echter nadrukkelijk dat het gebruik van
de methode van de factoranalyse slechts als een eerste fase moet
worden beschouwd.
De factoranalyse geeft immers alleen maar aan hoe de variabelen
van een proces kunnen worden teruggebracht tot enkele, van m66r
fundamentele betekenis zijnde variabelen, of wel factoren.
De ladingen op deze factoren brengen de onderlinge samenhangen,
welke tussen de oorspronkelijke variabelen bestaan, tot uitdruk-
king.
De tweede fase in Anderson's visie bestaat uit een onderzoek naar
de ontwikkeling in de tijd van deze factoren, On in een onderzoek
naar de relaties welke tussen deze factoren bestaan.
In bovengenoemd artikel suggereert Anderson de invoering van de
tijd als een aparte factor. Deze factor dient dan te worden geoli-
mineerd uit de variabelen, welke deel uitmaken van het proces in
kwestie. Dit betekent in feite een lineaire regressie van elke
variabele op de tijd. Op de verkregen residuen dient dan daarna
een factoranalyse uitgevoerd te worden.
De in dit proefschrift beschreven studie heeft de methode van de
componentenanalyse als uitgangspunt.
De in theoretisch opzicht bestaande verschillen tussen het model
van de factoranalyse en het model van de componentenanalyse doen
geforceerd en kunstmatig aan, temeer daar de componentenanalyse
als eerste aanzet voor de factoranalyse wordt gehanteerd en daar-
in overgaat.
Dat tussen factoren en componenten geen wezenlijk onderscheid be-
hoeft te worden gemaakt kan ook worden aangetoond met behulp van
het uit de informatie theorie bekende begrip entropie. Dit is een
quantitatieve maat voor de "onzekerheid in een systeem", waarbij
verandering in die entropie een aanwijzing is voor de aanwezige
"hoeveelheid informatie". Bovenstaande overweging heeft geleid
tot een voorkeur voor de componentenanalyse als methode van onder-
zoek, boven die van de factoranalyse.
Het tijdafhankelijke karakter van de met behulp van de methode
van de componentenanalyse verkregen componenten, welke, evenals
de factoren, de samenhangen tussen de oorspronkelijke variabelen
tot uitdrukking brengen, wordt onderzocht in relatie tot die van
de haar samenstellende variabelen.
Daartoe wordt elke variabele aan de hand van zijn tijdreeks van
waarnemingen geanalyseerd. Dit gebeurt met behulp van een methode
welke geheel analoog is aan die van de componentenanalyse. Zij
komt neer op een ontwikkeling van de betreffende variabele in een
aantal functies, welke alleen afhankelijk zijn van de tijd, en
welke als componenten zijn op te vatten.
Deze methode kan als het ware als een ddn-dimensionale componenten-
analyse worden beschouwd.
Van mijn leermeesters ben ik in de eerste plaats dank verschuldigd
aan mijn promotor, Prof.Dr.J.J.J.Dalmulder.
Zijn voortdurende blijken van vertrouwen in mijn pogingen nieuwe
wegen te vinden, hebben mij in mijn onderzoek, waarvan de resul-
taten in deze verhandeling zijn neergelegd, zeer gestimuleerd.
Mijn erkentelijkheid voor Dr.J.H.F.Schilderinck is niet alleen
gebaseerd op het feit dat hij mij heeft geonthousiasmeerd voor de
factor- en componentenanalyse. Hij heeft mij niet alleen met de
mogelijkheden, maar evenzeer met de beperkingen, welke aan deze in
het econometrisch onderzoek nog weinig toegepaste methode zijn ver-
bonden, kennis laten nemen.
Voor de toewijding en precisie waarmee Anita Kuling en Marijke van
den Bemt het gehele manuscript hebben getypt, kan ik niet genoeg
waardering opbrengen.
Eveneens zou ik mijn waardering willen uitspreken voor de medewer-
king welke ik van de drukkerij en binderij van de Katholieke Hoge-
school Tilburg, heb mogen ondervinden. In de persoon van de heren
W.Ceron en E.Wayers zou ik al diegenen, die aan deze fase van de
tot stand koming van mijn proefschrift hebben meegewerkt, van
harte willen bedanken. R.S.
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INLEIDING EN PROBLEEMSTELLING
In het onderzoek naar de onderlinge samenhang tussen de grootheden
van de econometrische modellen heeft de methode van de factorana-
lyse nog weinig ingang gevonden.
Hierbij spelen onbekendheid met de methode, alsmede een voorbijgaan
aan, dan wel een in niet voldoende mate verwerken van een belang-
rijk aspect, namelijk de tijd, een rol.
In de factoranalyse wordt de configuratie van de factoren volkomen
bepaald door de correlatiematrix R.
In het econometrisch onderzoek, wordt in overwegende mate gebruik
gemaakt van tijdreeksen. Varianties en covarianties van de in het
onderzoek op te nemen variabelen, berekent men dan als gemiddelden
over de tijd.
De daarna bepaalde correlatiecoofficidnten vormen de correlatie-
matrix R.
Past men op deze correlatiematrix een factoranalyse toe dan geven
de factoren een beschrijving van de onderlinge samenhangen tussen
de variabelen welke in het econometrisch model zijn opgenomen.
Deze samenhangen gelden echter alleen voor de periode welke gevormd
wordt door de N tijdseenheden waarover de waarnemingen zich uit-
strekken. Bij het bepalen van de varianties en covarianties als
gemiddelden over de tijd, gaat men uit van de veronderstelling dat
de processen welke door de in het onderzoek betrokken variabelen
worden gegenereerd, stationair zijn. Deze veronderstelling is
echter geenszins relel en doet derhalve wel enige afbreuk aan de
resultaten van de analyse. Zij verschaffen echter wel voldoende
informatie om een eerste indruk te verkrijgen, welke als basis kan
dienen voor verder onderzoek. De ideale situatie zou bestaan uit
een berekening van R op de tijdstippen t, t+1, ... ,t+k.
Een vergelijking van overeenkomstige factoren en ladingen, over
deze verschillende situaties maakt dan een onderzoek naar de bewe-
ging van factoren en ladingen, in de tijd, mogelijk. Dit zou het
dynamisch karakter van de totaalbeschrijving zeer ten goede komen.
Het bezwaar dat toepassing van de methode van de factoranalyse een
enigszins statische beschrijving van de structuur van het onder-
zoekingsgebied oplevert, is reeds door vele van haar gebruikers
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onderkend.
tZo uitte Garrett de veronderstelling dat het dominerende karakter
van de factor -algemene intellectuele begaafdheid- met de leef-
tijd zou moeten afnemen, terwijl die van enkele specifieke begaafd-
heden juist zou moeten toenemen.
Uitgedrukt in de termen van de factoranalyse betekent dit, dat de
ladingen op deze algemene factor, in de tijd gezien, kleiner zou-
den moeten worden, in tegenstelling tot die op de factoren der
specifieke begaafdheden.
ttStudies van Corballis en Traub wijzen eveneens op de noodzaak
het factoranalyse model zodanig aan te passen, dat wijzigingen in
factoren en/of ladingen als gevolg van hun ontwikkeling in de tijd,
kunnen worden gesignaleerd.
Zo stellen zij, in een artikel, gepubliceerd onder de titel
-Longitudinal Factor Analysis- onder andere het volgende:
nearly all previous factor analysis of test batteries wich
include the same test or tests administered on more than
one occasion have assumed factor scores to remain constant,
which means that change is necessarily described in terms
of changing factor loadings.
Models which hold factor scores constant may possess some
drawbacks. Intuitively, at least, it seems unreasonable to
t H.E.A.Garret A development theory of intelligence
American Psychologist. 1946, Vol 1,
Blz. 372 - 378
tt  M.C.Corballis and R.E.Traub Longitudinal Factor Analysis
Psychometrika. 1970, Vol 35, No 1,
Blz. 79 - 80.
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hold factor scores constant in situations in which test
scores change, for factors can be regarded, potentially at
least, as tests.
The question of whether factor scores should or should not
be permitted to change raises a broader issue concerning
how factors should be defined in the context of change.
On the one hand, we can explicitly seek factors which repre-
sent immutable qualities of people, defining factor scores
to be constant over time. This is the conventional approach.
The difficulty is that there may be no such immutable
qualities in any meaningful sense.
However there are some difficulties.
One is that any model which allows factor scores on the same
factor to change between occasions is open to the alterna-
tive interpretation that different, though possible correla-
ted factors are being measured on each occasion.
On the other hand, we might seek dimensions on which people
may and usually do change over time.
t
In een C.E.S. publicatie gaven Meulepas en van Rompuy als 6en van
hun conclusies, dat:
het nuttig zou zijn de gemeenschappelijke factoren te bestu-
deren op verschillende tijdstippen, en de wijzigingen in de
representativiteit der basisvariabelen te analyseren. Verge-
lijking van de resultaten van factoranalytische benaderingen
van het welvaartsprofiel op verschillende tijdstippen zou
aanleiding kunnen geven tot de bevestiging der hypothesen
omtrent de kengetallen en van de belangrijkheid der welvaarts-
variabelen in de synthese.






In een door Schilderinck en van Straelen met behulp van de metho-
de van de factoranalyse verrichte studie naar de invloed van de
Europese integratie op de welvaart en de economische groei in de
..Benelux, werd de tijd als een aparte, zelfstandige factor geintro-
duceerd.
Dit gebeurde om de ontwikkeling van de Benelux economie als gevolg
van de Europese integratie te kunnen onderscheiden van de trend-
matige ontwikkeling die deze economie, ook zonder Europese inte-
gratie, zou ondergaan.
Hiertoe werden de tijdreeksen eerst gezuiverd van de tijd door
middel van een lineaire trend.
Daar een dergelijke eliminatie van de tijd in tijdreeksen van eco-
nomische grootheden zeer onvolledig is, werd vervolgens in de
factoranalyse een aparte factor tijd opgenomen, waarop de varia-
belen werden geroteerd.
De bindingspercentages van deze factor geven dan het gedeelte van
de varianties van de betreffende variabelen aan, dat door de factor
tijd wordt gebonden.
Bewerkstelligt deze aanpak stellig een verbetering, zij biedt ech-
ter niet de mogelijkheid om de invloed van de Europese integratie
van jaar tot jaar te kunnen vervolgen.
In de hiervoor genoemde studies spreekt men steeds van factorana-
lyse. Gaat men na hoe de factoren zijn bepaald, dan zal men consta-
teren dat vrijwel steeds is uitgegaan van de methode van de princi-
pale componenten.
Uit de praktijk blijkt dat tussen factoranalyse en componentenana-
lyse slechts weinig verschil wordt gemaakt.
t  J.H.F.Schilderinck en
R.A. van Straelen Proeve tot kwantitatieve analyse van





Zo stellen Lohnes en Cooley :
"the "construct-seeking task of factoranalysis is most fre-
quently accomplished today by first conducting a principal-
components analysis, and by then using the resulting princi-
pal factors as a set of reference axes for determining the
simplest structure, or most easily interpretable set of
factors, for the domain in question.
De methode van ondersoek
Aan de door ons ontwikkelde gedachtegang voor het onderzoek naar
de structuur en de samenhang van een economisch proces ligt de
methode van de componentenanalyse ten grondslag.
Aangezien een toepassing hiervan slechts dan zin heeft, indien
tevens het tijdafhankelijke karakter van elk der in het onderzoek
betrokken variabelen in de beschouwing wordt opgenomen, vormt dit
het kernpunt van onze studie.
Ons uitgangspunt wordt gevormd door de componenten waaraan getracht
wordt, al dan niet na rotatie, een zinvolle interpretatie te geven.
Elk zo'n component bestaat uit een lineaire combinatie van de
variabelen &1 ' 22 '...' Sp. Duidt men de i-de component aan met
fi' dan is:
fi = bil 31 + bi2 &2 + '  bij zj +,  + bip Sp (1)
(i=1,2,...,p)
t  W.W.Cooley en P.R.Lohnes Multivariate Data Analysis
1971. Blz. 131
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Hierin geeft de coofficiont b.. van z. dus de mate van belangrijk-
1 J              -1
heid aan van de variabele 2  in de component fi.
Bovenstaande uitdrukking, welke de op de een of andere wijze tot
stand gekomen onderlinge samenhang tussen de variabelen tot uit-
drukking brengt, kan beschouwd worden als een model ter beschrij-
ving van de in wezen niet meetbare component fi. Dit model maakt
tevens deel uit van de totaalbeschrijving van de te onderzoeken
structurele samenhang tussen de variabelen.
Worden nu alle variabelen 2. uit (1) uitgedrukt als een functie van
J
de tijd, dan is hiermee de mogelijkheid geopend om het tijdafhanke-
lijke karakter van de betreffende component te bestuderen. Het
stochastische proces 2£ (t), bepaald door de stochastische variabele
z. en de op de tijdstippen t=l,2,...,N uitgevoerde waarnemingen,
-J
wordt daartoe weergegeven door een canonieke ontwikkeling volgens:
n
z.(t) = k l 3jk Wk(t)-J
= Ejl 91(t) + Ej2 12(t) +...+ Ejk Wk(t) +...+ 3jn Wn(t)
(2)
(j=l,2,...,p)
Hier zijn de all&on van de tijd dfhankelijk gestelde functies lk(t)
niet stochastisch, in tegenstelling tot de coofficionten die
xjk'
dat wel zijn.
Uit de herschrijving van g (t) volgens (2), in termen van de tijd-
afhankelijke functies Wk(t) blijkt de overeenkomst in de gedachie-
gang welke ten grondslag ligt aan de methode van de canonieke ont-
wikkeling van stochastische processen en aan die van de componenten-
analyse.
De componentenanalyse komt neer op een herschrijven van de variabe-
len z. in termen van de intrinsieke variabelen of componenten
-J
f f f . De uitdrukking (2), waar de variabele z. wordt her-
-1' -2'.00'-p -J
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schreven in termen van als coordinaten te beschouwen functies
91(t) , 92(t) '..., Wn(t), geeft in wezen hetzelfde weer.
De in hoofdstuk II weer te geven gedachtegang betreffende de af-
leiding van de optimale, als coordinaten te beschouwen functies
01(t) , 02(t) ,..., 0 (t) verloopt geheel analoog aan die voor den
componenten, zoals zal worden beschreven in de tweede paragraaf
van hoofdstuk I.
Zij kan worden beschouwd als een, "66n-dimensionale componenten
analyse", waarbij de functie Ak(t) het analogon is van de component
fk waarbij k=l,2, ...,n.
Onder -optimaal- dient men te verstaan, dat een maximale beschrij-
ving wordt verkregen met een minimum aan coordinaatfuncties.
Het coordinatensysteem van functies {*k(t)} blijkt in deze zin opti-
maal te zijn, indien deze functies de eigenfunctie oplossingen zijn
van een homogene integraalvergelijking. De kern hiervan wordt
gevormd door de correlatiefunctie van de desbetreffende variabele z .
In hoofdstuk III zal een methode worden ontwikkeld ter oplossing
van deze integraalvergelijking.
De eigenschappen van E , zoals bijvoorbeeld haar trend, periodici-
teiten en andere, blijken dan op een zinvolle manier in de optimale
oplossing 01(t) , 02(t) ,..., verwerkt te kunnen worden.
Substitutie van (2) in (1) geeft een beschrijving van ti in termen
van de tijdafhankelijke eigenschappen van de variabelen
zl ' 22 '...' zp.
Het product van b.. met xjk is de maat voor de importantie van de1J
functie *k(t) -behorende bij de variabele g -, in de component fi.
Deze "maten van belangrijkheid" kunnen vooral van belang zijn bij
het toetsen van bepaalde al of niet subjectieve inzichten betref-
fende de tijdgevoeligheid van de variabelen, welke in het econo-
metrisch model zijn opgenomen.
-8-
HOOFDSTUK I ENKELE ASPECTEN UIT DE
COMPONENTEN- EN FACTORANALYSE
I.1   Inleiding
t
Als introductie voor de factoranalyse, voert Harman onder andere
het volgende aan:
The principle concern of factor analysis is the resolution
of a set of variables linearly in terms of (usually) a
small number of categories or factors.
This resolution can be accomplished by the analysis of the
correlations among the variables.
A satisfactory solution will yield factors which convey all
the essential information of the original set of variables.
Thus the chief aim is to attain scientific parsimony or
economy of description.
Uitgaande van het probleem waarmee omstreeks 1900, de grondlegger
van de factoranalyse, Ch. Spearman, werd geconfronteerd zullen
in dit hoofdstuk de door Harman voor de factoranalyse karakteris-
tiek geachte doelstellingen worden toegelicht en uitgewerkt.
Spearman's onderzoek betrof een aantal psychologische tests, voor
het meten van bepaalde variabelen of eigenschappen, welke aan een
N-tal personen werd voorgelegd.
Spearman constateerde correlaties tussen de scores behorende bij
test I en test II; zelfs indien tussen de variabelen I en II
ogenschijnlijk niets gemeenschappelijks bestond.
De verklaring die hij hiervoor gaf, bestond hieruit, dat de corre-
latie tussen I en II "tot stand moest zijn gekomen" via een derde
variabele.
t H.H.Harman Modern Factor Analysis
1960, Blz. 4
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Hieraan kan een geometrische interpretatie worden gegeven, door
de scores (Ii ' IIi) van de N proefpersonen i, als punten in een
tweedimensionaal Cartesisch assenstelsel af te beelden.
De puntenwolk van de scores zal dan, zoals de figuur laat zien de
vorm van een ellips aannemen, waarvan het middelpunt gevormd wordt
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Spearman's verklaring met betrekking tot de noodzakelijke aanwezig-
heid van een variabele, die als oorsprong kan worden beschouwd
van waaruit I en II zijn ontstaan, dan wel met I en II op de een
of andere wijze is verbonden, komt dan neer op het zoeken naar
een coordinaatas in de tweedimensionale scoreruimte zodanig, dat de
gecombineerde beschrijving van de twee eigenschappen I en II langs
deze as optimaal geschiedt.
tHet door Pierson opgestelde en uitvoerig geargumenteerde criterium
voor deze optimale beschrijving, komt er op neer, dat langs deze
t K.Pierson On lines and planes of closest fit to system
of points in space.
Philosophy Magazine, 1901, 6, 559 - 572.
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as de grootst mogelijke variantie in de scores (Ii ' IIi) moet
worden verkregen.
Dit wil niets anders zeggen, dan dat de som van de gekwadrateerde
projecties van de afstanden van de punten (Ii ' IIi) tot het
middelpunt, op deze nieuwe as zo groot mogelijk moet zijn.
Dit wordt bereikt, indien voor deze nieuwe as de grootste hoofdas
I  van de ellips wordt genomen. Langs deze hoofdas zal de door
Spearman gezochte "afgeleide en niet-direct meetbare variabele of
eigenschap" dienen te worden afgezet.
Deze intrinsieke eigenschap neemt aldus de grootst mogelijke
variantie in de scores I. en II. voor haar rekening. Langs de
1 1
tweede hoofdas II van de ellips kan een tweede intrinsieke eigen-
schap worden afgezet die dan de resterende variantie krijgt toe-
bedeeld.
Is deze verwaarloosbaar klein, dan kan de tweede nieuwe variabele
wel worden geolimineerd; zij levert immers toch geen wezenlijke
bijdrage aan de vergroting van het inzicht in de onderlinge samen-
hang tussen de variabelen I en II. Worden nu de testscores
van de p oorspronkelijke variabelen afgebeeld in een p-dimensio-
naal Cartesisch assenstelsel, dan kunnen door toepassing van het
door Pearson opgestelde criterium achtereenvolgens de p verschil-
lende hoofdassen van de door de puntenwolk van de scores gevormde
p-dimensionale ellipsoIde, worden verkregen
Deze hoofdassen- of principale componenten methode geeft dus aan
tot welk intrinsieke variabelen, voortaan componenten genoemd,
de oorspronkelijke variabelen, 1n hun totaliteit bezien, zijn
terug te brengen.
Achtergrond van deze methode is de gedachte, dat door middel van
deze componenten mddr inzicht kan worden verkregen in de struc-
tuur van de oorspronkelijke variabeien in kwestie, dan in eerste
instantle mogelijk was.
Aangezien de componenten niet direct meetbaar ziln zal dit gro-
tere inzicht moeten worden verkregen via de relaties die er be-
staan tussen oorspronkelijke variabelen en componenten; er zal,
met andere woorden een model moeten worden opgesteld.
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Worden de oorspronkelijke variabelen aangegeven met
Li (i = 1,2,...,p) en de componenten met L. (j = 1,2,...,p) danJ
luidt het model:
zi = ail fl + ai2 f2 +  .  + a.
f (i = 1,2,...,p)
1 p    -P
Elke variabele wordt dus beschreven als een lineaire combinatie
van p componenten fl ' f2 ' * ' fp
Deze componenten nemen bovendien achtereenvolgens een maximaal
aandeel van de totale variantie van de variabele z. voor hun
-1
rekening.
Bij de verdere ontwikkeling van de zojuist geschetste gedachte-
gang en het naar aanleiding daarvan opgestelde model, staan twee
wegen open:
1. waarbij alle p componenten in de beschouwing blijven be-
trokken.
Dit betekent een opsplitsing van de totale variantie van
de z-variabelen over alle p componenten.
2. waarbij n van de p componenten voldoende zijn.
Hierbij wordt dus de mogelijkheid opengelaten, dat sommige
componenten te weinig essentiole informatie bevatten dan
dat het de moeite waard zou zijn, deze voortdurend een rol
in het geheel te laten blijven spelen; zij kunnen dus wor-
den geolimineerd.
Door deze reductie kan de analyse van het model tot hanteer-
bare vormen worden teruggebracht.
Een andere consequentie van deze reductie is, dat tevens
een gedeelte van de totale variantie van de z-variabelen
wordt genegeerd.
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tIn een door Lohnes en Marshall verrichte studie, gepubliceerd
onder de titel -Redundancy in Student Records- bleken de
ddnentwintig hierin betrokken variabelen teruggebracht te
kunnen worden tot slechts twee componenten.
De eerste component nam 68 procent van de totale variantie
voor haar rekening; de tweede component, loodrecht op de
eerste, was verantwoordelijk voor 6 procent.
In beide gevallen spreekt men van componentenanalyse.
Met betrekking tot de opsplitsing van de totale variantie volgt
de factoranalyse een andere weg. De totale variantie wordt hier
opgesplitst in een gemeenschappelijk en in een specifiek gedeelte.
De voor alle z-variabelen gemeenschappelijke componenten
fl ' 12 '...' In nemen het gemeenschappelijke gedeelte van de
totale variantie voor hun rekening, terwijl het specifieke gedeel-
te op rekening komt van een voor elke 2-variabele specifieke
component. Het model voor de factoranalyse luidt:
z. =a.  f  +a   f  + ... +a. f + U.
-1 11 -1 i 2 -2 ln -n      -1
(i=1,2,...,p)
Hierin is u. de voor de variabele fi specifieke component. Het-1
aantal n van de in de factoranalyse te betrekken componenten
fl ' f2 '...' In dient, in tegenstelling tot de werkwijze in de
componentenanalyse, van te voren te worden gespecificeerd. In de
factoranalyse ondergaan de componenten in bovenstaand model tevens
een naamsverandering; deze worden daar factoren genoemd.
t  P.R.Lohnes and T.O.Marshall  Redundancy in student records.
American Educational Research
Journal, 1965, 2, 19 - 23.
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Analoog aan de regressieanalyse wordt in de componenten- en factor-
analyse elke variabele Si eveneens uitgedrukt als een lineaire
functie van een aantal onafhankelijke variabelen,
fl ' f2 '   ' In '...' fp.
Waar echter in de regressieanalyse de onafhankelijke variabelen
bepaald en waarneembaar zijn, zijn componenten en factoren hypo-
thetische constructies, welke afgeleid dienen te worden aan de
hand van de waarnemingen aan de E-variabelen.
De in een eerder stadium gehanteerde en in nauwe relatie tot elkaar
gebruikte begrippen -optimaal- en -informatie-, verdienen nog
enige toelichting.
Daarvoor is in de eerste plaats quantificering van het begrip
-informatie- noodzakelijk.
Fisher legde in zijn in 1942 verschenen werk -The design of expe-
riments- al een zeker verband tussen enerzijds de variantie van
een stochastische variabele, te bepalen uit een aantal waarnemin-
gen, en anderzijds de hoeveelheid informatie die deze waarnemingen
verschaffen met betrekking tot de stochastische variabele in kwes-
tie.
Deze hoeveelheid informatie werd door Fisher gedefiniderd als de
inverse van de standaarddeviatie.
tDe grondlegger van de informatietheorie, Shannon , Stelde de hoe-
veelheid informatie welke een waarneming aan een stochastische
variabele met betrekking tot deze variabele kan verschaffen,
equivalent aan de door deze waarneming veroorzaakte vermindering
in onzekerheid.
In de derde paragraaf van dit hoofdstuk zal de overeenkomst worden
aangetoond welke er bestaat, tussen de door Fisher en Shannon ge-
hanteerde methoden ter quantificering van het begrip informatie.
Uitgedrukt in Shannonts termen van hoeveelheden informatie komt
de principale componentenanalyse dan neer op een afleiden van
nieuwe variabelen, componenten, zodanig dat de eerste principale
component de grootst mogelijke informatie verschaft, terwijl de
volgende componenten dat in steeds afnemende mate doen.
t  C.A.Shannon and W.Weaver The mathematical theory of communication.
1949
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I.2.  De principale componenten analyse
Alvorens aan de in I.1 gegeven introductie voor de principale
componenten methode een wiskundige basis te geven, zullen eerst
de volgende grootheden met hun bijbehorende dimensies worden gede-
finioerd:
f   de (p x 1) vector van gestandaardiseerde oorspronkelijke
stochastische variabelen il ' z2 '...' ip'
dat wil zeggen:
E   z. = 0
-1
(I.2.1)
Var z. = 1 (i=l,2,...,p)
-1
y   de (p x 1) vector van de principale componenten yl ' x2 '...' yp
V   de (p x p) matrix waarvoor geldt dat V de vector z trans-
formeert tot de vector y
vi  de i-de, (p x 1) kolomvector van V.
vi transformeert z tot Xi.
R   de (p x p) correlatie matrix van z
Transformatie van z zal successievelijk de p principale componen-
ten moeten opleveren. Voor de voorlopig nog onbekende en daarom
eveneens nog af te leiden transformatiematrix zal dan moeten
gelden:
y=v  Z (I.2.2)
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De matrix V wordt kolomsgewijs opgebouwd. We beginnen met de af-
leiding van de eerste kolom vl.
Hieraan wordt de voorwaarde opgelegd dat:
Xl = vl i (I.2.3)
een maximale variantie bezit.
In verband met de ddnduidigheid normeren we vl volgens:
Vl Vl = 1 (I.2.4)
Aangezien de variantie van 21 gelijk is aan:
'2
Var yl = E (vt z)  = E (vl z z  vl) = vl R vl
komt het probleem dus neer op:
het maximaliseren van vl R vl,
onder de nevenvoorwaarde   vl vl = 1
Toepassing van de multiplicatorenmethode van Lagrange houdt in:
het maximaliseren van L = vt R vt - Al (vl vl - 1),
waarin Al de Lagrange multiplier voorstelt.
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Wordt de vector van partiole afgeleiden naar de elementen van vl'
3L
- =2 R v  -2 X
av         1      1 vl'
gelijkgesteld aan nul, dan resulteert dit in de volgende relatie:
R vl = Al vl (I.2.5)
De vector vl is dus niets anders dan een eigenvector van de
correlatiematrix R, waarbij Al de bijbehorende eigenwaarde is.
Wil (I.2.5) een oplossing bezitten, dan zal moeten gelden:
|R-X I| =0.
Deze polynoom in A, van de graad p, bezit p wortels X.
Uit:
Var 21= v  R v  = X  v  v  = X (I.2.6)1                1                111               1
volgt dat de bij de grootste eigenwaarde behorende eigenvector
de gezochte vector  vt is, welke tevens de vector f transformeert
tot de eerste principale component 21.
De tweede kolom v2 van V, moet nu zodanig bepaald worden dat:
2 2=v  z ,2
de grootste variantie bezit van alle lineaire relaties van z, welke
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niet gecorreleerd zijn met de reeds afgeleide 11. Dit betekent
dat:
v  R v22
gemaximaliseerd moet worden; nu onder twee nevenvoorwaarden, te
weten:
v 2 v 2 = 1
en
v 2 v1 = 0
Dit betekent weer het maximaliseren van:
L = v2 R v2 - X2 (v2 v2 - 1) - u (v2 vl)'
waarin X2 en u de Lagrange multipliers voorstellen.
De vector van afgeleiden van L naar de elementen van v2' gelijk
gesteld aan nul, geeft:
2 R v2-2 12 v2 - u vl = O
V66rvermenigvuldiging van deze uitdrukking met v2 geeft
2 v  R v  -2 X  v  v  -u v 2 v l= 0,2     2       222
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waaruit volgt:
v  R v  =X.222
Hieraan is voldaan, indien:
R v 2 = X 2 v 2
Evenals naar aanleiding van (I.2.5) en (I.2.6) werd opgemerkt,
geldt ook hier dat v2 een eigenvector is van R, en dat het maximum
van de variantie van 22 gelijk zal moeten zijn aan de op 66n na
grootste eigenwaarde van R, en wel X2.
Dit proces kan worden voortgezet tot alle p eigenvectoren en hun
bijbehorende eigenwaarden zijn bepaald.
Hierna kan de transformatie matrix V worden "geformeerd"; zij
bestaat uit de p naast elkaar geplaatste eigenvectoren van de cor-
relatie matrix R van de variabelen z.
Deze eigenvectoren corresponderen met de in afdalende grootte ge-
rangschikte eigenwaarden van R.
De vergelijkingen ter bepaling van eigenwaarden en elgenvectoren,
R v. = A. v. (i = 1,2,...,p) (I.2.7)
1       1 1
kunnen worden samengevat tot:
R V=V A (I.2.8)
Hierin is:
V = (vl' v2' ...   ' vp) , (1.2
.9)
- 19 -
X      0             0






waarbij voor de matrix V geldt dat:
V  V = I.
Voor vermenigvuldiging van (I.2.8) met V geeft:
V  R V=V V A=A (I.2.10)
Daar:
 V  V  =  V    V  = 1
geldt, rekening houden met (I.2.10):
|R-XI|- |V | |R-XI||V| = |V  R V-X V   V|
P
=   1 A-X I|  =    H    (1. -X) .
i=1
1
Hieruit valt onmiddellijk af te leiden dat de wortels van
|R - X I| gelijk zijn aan de diagonaalelementen van A, hetgeen
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een bevestiging inhoudt van wat in een eerder stadium is afgeleid.
-1
Wordt (I.2.8) navermenigvuldigd met V , en houdt men er rekening
mede dat de eigenvectoren orthonormaal zijn, dat wil zeggen:
V  =V
dan resulteert dit in:
-1            '        1       6,R V V =R=V A V = (V A 2)  (V A  )
(I.2.11)
i l Xi vi vi
R kan men zich dus opgebouwd denken als som van p afzonderlijke
correlatiematrices,
R  = X  v  v 
, (j = 1,2,...,p) (I.2.12)
behorende tot de principale componenten 11' 12' .,'lp
De uitdrukking (I.2.11) betekent niets anders, dan dat door het
volledige stelsel van principale componenten, de correlatiematrix
R volledig wordt verklaard.
Zo kan Rl beschouwd worden als de correlatiematrix van de oor-
spronkelijke waarnemingspunten (waarnemingen aan de stochastische
variabelen zl ' z2 '...' zp) na projectie op de eerste hoofdas.
Rl kan dus gelden als "eerste benadering" voor R, waarbij toevoe-
ging van achtereenvolgens R2 ' R3 ', ' enzovoort, voor "betere
benaderingen" kan zorgen.
Worden n principale componenten voldoende geacht, dan zal R dus





-                                      n
R =Rl + R2 + o..+Rn -iIl Xivivi ,=
en
-
R=R + R +R = X. V. V.n+1 0+2 + "'    p          1  1  1i=n+1
Aan R kan dezelfde interpretatie worden gegeven als die voor Rl.
Deze eerste n principale componenten tezamen, nemen van de totale
variantie van L, de grootst mogelijke hoeveelheid voor hun rekening;
dus mddr dan welk ander stelsel van n (genormeerde) lineaire com-
binaties van de variabelen E. Voor de bepaling van de grootte van
n bestaat geen objectief criterium. De enige maatstaf is, dat de
geselecteerde n componenten het model op adequate wijze dienen te
beschrijven.
tZo stelde D.F. Morrison onder andere dat:
In practice one usually knows from earlier studies, the
subject-matter nature of the data, or even the pattern of
the correlations in R that a certain minimum number of com-
ponents with large and distinct variances should be extrac-
ted. Beyond that number, components might be computed until
some arbitrarily large proportion (perhaps 75 percent or
more) of the variances has been explained. It has been my
experience that if that proportion cannot be explained by
the first four or five components, it is usually fruitless
to persist in extracting vectors, for even if the later
characteristic roots are sufficiently distinct to allow easy
computation of the components, the interpretation of the
components may be difficult if not possible.
t  D.F. Morrison Multivariate Statistical Methods
1967, Blz. 228
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Worden de principale componenten zi ' (i = 1,2,...,p), genormeerd
zodanig dat hun varianties gelijk worden aan ddn, dan noemt men
deze componenten ook wel factoren; notatie fi.
Dit betekent, rekening houdend met (I.2.6), dat:
Xi
f, = --- (i = 1,2,...,p) (I.2.13)
-1   JA
i
Wij houden ons echter aan de benaming -componenten-.
De uitdrukkingen (I.2.13) kunnen, rekening houdend met (I.2.2) en
(I.2.9),worden samengevat tot:
f=A-My= A-2 v'z=B z
waarin:
-6B=V A (I.2.14)
Het is interessant na te gaan in hoeverre de oorspronkelijke
variabelen z gecorreleerd zijn met de componenten fl ' f2 '...'fp.
De matrix van de correlatiecoofficionten noemt men de structuur-
matrix; notatie S.
De grootte van de correlatiecoofficidnten in bijvoorbeeld de k-de
kolom kunnen hulpmiddel zijn voor de interpretatie en eventueel
ook voor de naamgeving van deze component. Deze correlatiecooffi-
cionten geven immers weer in welke mate de variabelen
zl ' E.2 '... 'ip "vertegenwoordigd" zijn in de k-de component; dat
wil zeggen, hoe de k-de component is "samengesteld" uit de varia-
belen zl , &2 '   'zp
Anderzijds geven de correlatiecoofficionten in de j-de rij van S
een  indruk van de mate waarin de componenten  fl  '  f2  ' . . . 'f   een




S = E[z.f']  = E[ z· (A-6 V' z)  ]  = E[ z.z' v A-2]
=R V A-i (I.2.15)
Gecombineerd met (I.2.8) resulteert dit in:
S = V A6. (I.2.16)
Evenzeer interessant is kennis met betrekking tot de coofficionten
van de multiple regressie van de variabele fi op de componenten
Il ' f2 '...' fp; dat zijn dus de coofficionten a.. uit de relatie,1J
zi - ail fl + ai2 f2 +     + a.  f . (I.2.17)1 P -P
(i = 1,2,...,p)
De relaties (I.2.17) kunnen worden samengevat tot:
z=A f (I.2.18)
- -
Navermenigvuldiging hiervan met f , gevolgd door de bepaling van
de verwachtingswaarde van linker- en rechterlid geeft:
E[z·f 1 = E[A f.f'] = A. (I.2.19)
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Immers, de componenten fl ' 12 '...' f  zijn ongecorreleerd, ter-
wijl hun variantie door normering volgens (I.2.13) gelijk is ge-
maakt aan odn. Uit (I.2.15) en (I.2.19) volgt, dat de matrices A
en S identiek zijn.
Tevens kan men uit
A=S=V A (I.2.20)a
afleiden dat:
A   A=A i v'V A 6=A, (I.2.21)
en dit betekent weer dat:
i I t a 2 k = i I t ' 2 k  - A k
. (I.2.22)
De som van de kwadraten van de regressie coofficidnten van de
variabelen il ' &2 '...' z  op de k-de component fk is dus gelijk-P
aan de k-de eigenwaarde Xk van R.
Uit (I.2.20) volgt, rekening houdend met (I.2.11) dat:
A A=V A 2 A 6 V' =V A v  =R (I.2.23)
Dit betekent, gebruikmakend van (I.2.21) en (I.2.9) dat:
S p o o r    [  R] = S p o o r    [  A   A   ] = S p o o r    [  A       A]
= Spoor [ A] =X +X + ... + X (I.2.24)12  p
- 25 -
De som van de p eigenwaarden Al ' X2 '...' A  is dus gelijk aan
het spoor van R, dat wil zeggen, gelijk aan p.




het percentage is van de totale aanwezige variantie van z, dat
voor rekening van de k-de component wordt genomen.
Analoog aan (I.2.22) kan de som van de kwadraten van de regressie-
coofficionten van variabele f  op de componenten Il ' f2 '...' Ip
worden bepaald,
22
k=l ajk = k-1 Sjk = var z  =
i. (I.2.25)
Voor de eerste n principale componenten geldt dan:
n
j, a , - kil s k < 1 (I.2.26)
Deze som geeft een aanduiding voor de mate waarin de variantie in
2  wordt verklaard door die in de componenten fi , f2 '...' In
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I.3   De principale componenten en hun informatie
--In I.1. is een toelichting gegeven op een van de doelstellingen
van de factoranalyse; namelijk, het verkrijgen van een optimale
beschrijving van een in eerste instantie door de variabelen
zl ' z2 '...' i  bepaald systeem.
De uitdrukking -optimale beschrijving- moet in dit licht worden
opgevat als het verschaffen van maximale informatie met een mini-
mum aan (afgeleide) variabelen; dat wil zeggen, componenten.
Om dit criterium te kunnen gebruiken moet het begrip informatie
worden gequantificeerd. Hiertoe stelt Shannon, dat de door een
waarneming aan een stochastische variabele verkregen informatie
niets anders inhoudt dan een vermindering aan onzekerheid met be-
trekking tot deze variabele; dat wil zeggen, dat de door een waar-
neming opgeleverde hoeveelheid informatie wordt verkregen door de
hoeveelheid die bestond voordat de waarneming werd verricht, te
verminderen met de hoeveelheid onzekerheid die daarna nog bestaat.
Onzekerheid met betrekking tot een gebeurtenis (een gebeurtenis
is de uitkomst van een waarneming aan een stochastische variabele)
is echter op haar beurt weer afhankelijk van de kans van optreden
van deze gebeurtenis. Deze onzekerheid kan dus als een functie van
die kans worden gedefinilerd.
In het algemeen wordt daarvoor de volgende functie gehanteerd,
2
-  log p,
waarin p de kans van optreden van de betreffende gebeurtenis voor-
stelt.
Komen de gebeurtenissen z.. van de stochastische variabele z. voor
1 J                                 -1
met de kansen p. zodat:
J
p fzi = z..l = pj , (j=1,2,...,N)1J
Dan bedraagt de te verwachten hoeveelheid informatie van
Zil ' zi2 ''''' ziN :
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N
I=E[ - 2log p] = - pj.210g pj
Voor een continu verdeelde stochastische grootheid E met dichtheids-
functie f(z) bedraagt de te verwachten hoeveelheid informatie:
, + 00
2
I=- f(z)  log [ f(z)] d z.
- 00,
Is z. normaal verdeeld met verwachtingswaarde nul, en variantie-1
2
a , dan gaat deze vorm over in:
2z 2                   z.
1f+CO -2 -Ta2-2a
1                                      2                             1
I=-
042·R





,+00 -2 -       22a
1                         1  zi
042 T
e 210g 0/2A + ln 2  -2   d zi
2a
- 00.                                                                -                                                                           -
=    2 1 O g    a ,/2 1    +    l n 1 2     ·    -1-2    .     0 2
2a
1
[l n a+l n 42,T+6]1n 2
=k[ln G+i l n 2Tr e]. (I.3.1)
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Hierin is:
k = ln 2 '
Is Zi onderhevig aan storingen, S, die eveneens normaal verdeeld
verondersteld worden, met verwachtingswaarde nul en variantie 02 ,
dan bedraagt de te verwachten hoeveelheid informatie van deze
storingstermen:
k[lncE+ J l n 2 Te].
Aangezien de storingstermen de informatie met betrekking tot de
oorspronkelijke stochastische variabele Lf, allerminst vergroten,
doch verkleinen, dat wil zeggen een geringere reductie in onzeker-
heid bewerkstelligen, bedraagt de uiteindelijke informatie, door
de waarnemingen zolf geleverd:
k[l n c-l n c 6] =k l n    .
E
Shannon's quantificering van het begrip informatie resulteert dus
in een uitdrukking welke evenredig is met de logarithme van het
omgekeerde van de standaarddeviatie a van de storingstermen E
E
op fi ; deze maat vertoont een grote overeenkomst met die van
Fisher, die het omgekeerde van c hanteert.
E
Aangezien correlaties tussen en informatie met betrekking tot de
variabelen van het systeem nauw met elkaar verbonden zijn, en in
wezen hetzelfde tot uitdrukklng brengen, zal hierop, met gebruik-
making van de juist afgeleide maat voor de te verwachten hoeveel-
heid informatie, nader worden ingegaan.
Aan de in de componenten analyse afgeleide componenten kan daarna
een zinvolle interpretatie worden gegeven; deze is uitgedrukt in
termen van -hoeveelheid informatie-.
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Beschouw daartoe eerst het eenvoudigste geval; en wel dat waarbij
het systeem in kwestie gekarakteriseerd is door een tweedimensio-
nale normale verdeling, waarin de stochastische variabelen &1 en
f2 beide een verwachtingswaarde nul hebben, en een variantie ge-
lijk aan 02 respectievelijk (2 .
De voorwaardelijke variantie van 22' bij gegeven z ' bedraagt:
Var (&2 1 zl) = a .1 = a  (1 - r 1). (I.3.2)
Hierin is r2.1 de correlatie coEfficiont tussen &1 en &2.
De te verwachten hoeveelheid informatie die £2 oplevert, indien
bovendien gegeven is dat zl = zl , bedraagt, (I.3.1) en (I.3.2)
in overweging genomen:
I   1  1         -    k    [l n    0 2   1/1 -r:  .1     +     i l n    2 1 1    e    l.
Het tussen haakjes geplaatste getal bij I heeft betrekking op het
aantal variabelen waardoor de informatie geleverd wordt.
De informatie van zl en z2 tezamen wordt dan:
I(2) = I(1) + I<1)
1 2
=k[lnal + J ln 27Te] +k[lna 1/1-r + iln 21Te]2     2.1
=    k    [l n    al     a21/1 -r 2     1     +     l n     2 T r    e    ].
Wordt het stelsel van variabelen uitgebreid bet een derde variabe-
le &3' dan is de voorwaardelijke variantie van &3 bij gegeven
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zl en 12 gelijk aan:
222
Var (33 I zl'z2) =
c =a  (1-r    )3.12    3       3.12 '
De multipele correlatiecoofficiont van z3 bij gegeven El en z-2
wordt hier voorgesteld door r 3.12'
Uit de te verwachten hoeveelheid informatie van &3' bij gegeven
zl en &2'
(1)  j 2I      =k[l n a Vl-r + 6 10 2·Ir e ]3.12          3     3.12
volgt de totale hoeveelheid te verwachten informatie van 21 ' 12
en &3 tezamen:
/(3) . 2  /   2      3= k [ln al c2 03 + ln Vl-r 3.12 + 1n vl-r2.1 + 2 ln 2IT e]
Analoog hieraan kan de totale hoeveelheid te verwachten informa-
tie van de variabelen 2,, z  '...' i  bepaald worden.
t
Deze bedraagt :
P                  P            2
I P  =k   l n  Hai +6 l n  H  (1 -r             )i.1.2...(i-1)-         i= 1 i=2
+ 102•Ir e
P
=k Lln  H ai + 1 ln |R| + fln 21[ e  ,i=1
t  Zie Appendix
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=    k         1     l n     1    02     1  R I     +   E·   l n    2'1[    e   
(I.3.3)
waarin |R| de determinant van de correlatie matrix R voorstelt.
De uitdrukking (I.3.3) vertoont dus een grote overeenkomst met de
in (I.3.1) afgeleide hoeveelheid te verwachten informatie van een
din dimensionale stochastische variabele.
de uitdrukking i 1 02 |RI is het p-dimensionale analogon van de
2in (I.3.1) gehanteerde variantie a ; zij wordt gegeneraliseerde
variantie genoemd.
Worden de variabelen St ' &2 '...' Sp genormeerd dan gaat
H  02 |R| over in |R|, zodat (I.3.3) overgaat in:
1=1
ICP) = k [ln  R| + p ln 21 e ] (I.3.4)
t
De correlatiematrix R, volgens Ch.Harris
-the numerical representation of the configuration of the
variables in the variable space-
bepaalt zoals in (I.2) reeds is aangetoond, al evenzeer de confi-
guratie van de componenten in de componenten ruimte. Dat aan de
componenten nog een zinvolle betekenis kan worden toegevoegd,
welke is uitgedrukt in -hoeveelheid informatie- blijkt uit de
determinant van R, waarvoor, uitgaande van (I.2.11) het volgende
geschreven kan worden:
t Ch.Harris Some recent developments in factor analysis.
Educational and Psychological Measurement.
1964, Vol. XXIV, No 2, Blz. 194.
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|R| =  V A V'  =  v V  Al = |V V |  A| =  A 
X .X ... X1- 2   p
De uitdrukking (I.3.4) kan dan worden geschreven in de vorm:
ICP  = 6 [l n A t +l n 2 A e]
k




+ - [ln X +ln 2'rre]2P
De eerste principale component, welke correspondeert met de grootste
eigenwaarde X 1 van R verschaft dus tevens de grootste hoeveelheid
informatie.
De tweede principale component verschaft minder informatie dan de
eerste, echter mdor dan de derde, enzovoort.
De principale componenten, corresponderend met de in afnemende
grootte gerangschikte eigenwaardmXi van R, bewerkstelligen dus
eveneens een opsplitsing van de totale aanwezige hoeveelheid infor-
matie in .orthogonale componenten van afnemende grootte en belang-
rijkheid.
Componenten die een te geringe hoeveelheid informatie verschaffen
kunnen dus om deze reden worden genegeerd.
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I.4   De componentenanalyse versus de factoranalyse
De in (I.2) beschreven methode van de componentenanalyse bestaat
in wezen uit een transformatie van de oorspronkelijke varabelen
tot een nieuw, evengroot stelsel van ongecorre-
zl ' z2 '...' zp
leerde, afgeleide variabelen of componenten  fl   '  f2  '    ,   '  fp
Hierbij neemt de eerste component de grootst mogelijke hoeveelheid
van de totale variantie voor haar rekening; de tweede component
doet dat voor de resterende variantie enzovoort, zodanig dat alle
p componenten tezamen de totale aanwezige variantie voor hun
rekening nemen.
Een andere consequentie van de principale componentenmethode is
de in (I.2.11) weergegeven eigenschap, namelijk de volledige op-
splitsing van de correlatiematrix R in p correlatie matrices
R .R ,..., R , welke ieder afzonderlijk kunnen worden toege-1'2   p
schreven aan de componenten It ' 12 '...' f . Hoewel een aantal,-P
bijvoorbeeld n, van deze p componenten een groot gedeelte van de
totale variantie voor hun rekening kunnen nemen, zijn echter wol
alle p componenten nodig om de correlatiematrix R volledig te
kunnen verklaren. Zoals eerder is geconstateerd bestaat voor de
keuze van n gddn objectief criterium, maar zal men zich moeten
laten leiden door zijn ervaring, met betrekking tot de materie in
kwestie.
In tegenstelling tot de componentenanalyse, waar het model
z. =a.  f +a f  + ... + a.  f    (i=l,2,...,n,...,p)
-1 11 -1 i 2 -2 1 P -P
eigenlijk het resultaat is van een bewerking, welke resulteert in
een transformatie, ligt aan de factoranalyse een hypothetisch model
ten grondslag.
Het model voor de factoranalyse luidt:
z. = a. f+a f  + ... + a. f  + u. (I.4.1)
-1 11 -1 i 2 -2 -in -n -1
(i=1,2,...,n,...p)
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waarbij aan fi dezelfde voorwaarden worden opgelegd als die in het
model voor de componentenanalyse, namelijk:
E   z. = 0
-1
Var z. = 1 (i=l,2,...,n,...p) (I.4.2)
-1
Hierin zijn fl ' 12 '...' fn de
gemeenschappelijke, intrinsieke
variabelen of factoren. Het aantal factoren in het model (I.4.1)
dient van te voren te worden gespecificeerd; dit in tegenstelling
tot de werkwijze in de componentenanalyse.
De grootheid ki is de voor de variabelen ii specifieke component,
die noodzakelijkerwijze moet worden ingevoerd aangezien de totale
variantie van fi niet volledig kan worden verklaard  door de n fac-
toren.
Het vergelijkingenstelsel (I.4.1) kan worden samengevat tot:
z=A f+u (I.4.3)
-                                                                                                                                                       -                                                                                           -
waarin
ca    a. . . a 'f
.11  12      ln     < il        -1        ul
a            a                           a
.21 22
"'
2n        2        f 2        H2
A=
; Z= ; U= (I.4.4)- -
:nl an2 nn.a z   f   u-n
l
-n -n




Het model (I.4.1) impliceert (n+p) nieuwe variabelen, namelijk
fl ' f2 '.  ' In ' ul ' u2 ' ..' un '.. ' up
Hiertegenover stonden p oorspronkelijke variabelen, zl ' &2 '...,
zn '"'' En'r
Dit betekent dat bepaling van de coofficionten a aan de hand
ik'
van de waargenomen varianties en covarianties van de oorspronke-
lijke variabelen f, allerminst 66nduidig kan geschieden.
Aan de nieuwe variabelen worden de volgende voorwaarden opgelegd:
E fk  =        ;     Cov  [fkf£]  =  0    ;  Var  [fkl  -  1
E u. = 0 ;  COV [U. U.] = 0 Var  Euil   =  Ru-1 -1 -J                      i
Cov [ui fk] = 0
i,j = 1,2,...,n,...,p
k,£ = 1,2,...,n (I.4.5)
De coofficiont a van de in (I.4.3) gegeven matrix A heeft nogik
een bijzondere betekenis; zij is namelijk eveneens gelijk aan de
covariantie tussen de variabele fi en de factor Ik (i=1,2,...,n,...p;
k=1,2,...,n).
Uit (I.4.3) volgt, rekening houdend met de aan f en & opgelegde
voorwaarden (I.4.5), dat:
cov [z.f]=E[(Af. + 11)·f']-E[Af+B]·E[f']
=   E   [ (A   f    +   u)·t']     = A, (I.4.6)
waarmee het gestelde is aangetoond.
De coofficionten a worden de factorladingen genoemd.ik
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Uit (I.4.3) kan, rekening houdend met de voorwaarden (I.4.5), de
covariantiematrix R van z geschreven worden als:




2                      0
waarin R  =
U Run
0                 • Ru
P
De elementen r.. van R uit (I.4.7) zijn te schrijven als:
1J
n




1  voor  i=j
6ij =
0  voor  i t j




2Var z. = r.. = a    +R-1 11         ik    uik=1
(I.4.9)
2
a.  + R = 1




2 I 2a. =    a                                            (I.4.10)1        ikk=1
De grootheid a2 wordt de communaliteit van de variabele fi genoemd;
zij geeft aan in hoeverre de variantie in de variabele fi door die,
in de voor alle E-variabelen gemeenschappelijke factoren
f  . f  ...., fn' wordt verklaard.-1 '   -2    '
De grootheid ai2 is dus het aandeel aan de communaliteit a2 van gi,
dat geleverd wordt door de factor fk.
2
De uitdrukking (I.4.10) voor a. is het analogon van de uitdruk-1
kingen (I.2.25) en (I.2.26) uit de paragraaf over de componenten-
analyse:
2
a respectievelijk  a 2
k=l ik k=l ik
Worden in de componentenanalyse Alle componenten bepaald dan geldt_
2
aik = 1k=1
Vindt men achteraf dat door de eerste n componenten een voldoend
groot gedeelte van de variantie van de z-variabelen wordt verklaard,





In de factoranalyse echter specificeert men n vooraf, zodat volgens
(I.4.9) moet gelden:
n
2a   =1-R   < 1. (I.4.11)
k=l  ik        u.1
Hierbij is de variantie R van fi echter onbekend, en dient zijU.
1
derhalve geschat te worden.
Reeds is geconstateerd dat bepaling van de factorladingen a
ik
geenszins 66nduidig kan geschieden.
Het niet-66nduidig karakter van de factoranalyse wordt bovendien
nog versterkt door het feit dat:
1.  voor de keuze van n, het aantal in model (I.4.1) op te
nemen factoren, g66n objectief criterium bestaat.
2.  de variantie R van de specifieke component ui- waarbijU.
1
i=l,2,...,n,...,p,-niet bekend is, en dus evenmin de communa-




3.  na fixatie van n en schatting van R de ladingen a. nogU. ik
1
niet 66nduidig te bepalen zijn.
Wordt de matrix A namelijk navermenigvuldigd met een orthonor-
male matrix T dan is de covariantiematrix van z, analoog
aan (I.4.7), te schrijven als:
R  =AT (A T)  +R
U
=A T T A + R
U





Dit betekent dat, hoewel de elementen a van A T verschillenik
van de elementen a van A, toch dezelfde variantie- covari-ik
antiematrix wordt verkregen, met in beide gevallen gelijke
waarden voor de communaliteiten a2 .  (i=l,2,...,n,...,p)
Rotatie van het stelsel van orthogonale factoren
fi , f2 '...' In door middel van een orthonormale transfor-
matiematrix T, dat wil zeggen, een wentelen van de factoren
om de oorsprong waarbij de onderlinge posities van de facto-
ren bewaard blijven, bewerkstelligt dus een andere matrix
*van factorladingen, waarvan de elementen a ook voldoen aan
ik
de voorwaarden (I.4.8), (I.4.9) en (I.4.10).
Methodologisch gezien doet het onderscheid tussen een specifieke
component fi en een gemeenschappelijke factor fk' en daarmee dus
ook het onderscheid tussen factoranalyse en componentenanalyse,
zeer kunstmatig aan.
tDe meeste practische toepassingen, aldus Stouthard , en met hem
tt                    tttonder andere Schilderinck , Cooley and Lohnes , kunnen het best
beschouwd worden als onvolledige componentenanalyses, dat wil zeg-
gen analyses waarbij niet alle componenten worden bepaald en ge-
ttttbruikt. Watanabe gaat nog een stap verder door te beweren, dat
er geen enkele reden bestaat enig onderscheid te maken tussen ui
t Ph.C.Stouthard Data Modellen.
dissertatie. 1965. Blz. 31
tt J.H.F.Schilderinck Een Econometrisch Model van de
Nederlandse Economie;
een toepassing van regressie
analyse en factoranalyse.
dissertatie. 1970. Blz. 106
ttt  W.W.Cooley, P.R.Lohnes Multivariate Data Analysis
1971. Blz. 131
tttt S.Watanabe Knowing and Guessing
1970. Blz. 550
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en fk; ergo, dat een specifieke component in wezen een bijzonder
geval is van een factor.
Ondanks de in bepaalde opzichten misschien wezenlijke verschillen
tussen het model van de factoranalyse en het uit een bepaalde trans-
formatie resulterende model van de componentenanalyse is Watanabe's






, l  .ik
(I.4.12)
2
Deze grootheid geeft dat gedeelte aan van de door de factoren
f.f ,..., f-1 ' -2 -k '..., f  verklaarde variantie van de variabele gi'n
dat voor rekening van de factor fk wordt genomen.
Zo kan T dus als het ware beschouwd worden als de kans dat de
ik
factor fk "vertegenwoordigd is" in de beschrijving van de varia-
bele z..
-1
Sommige van deze factoren fk zullen "gelijkelijk over de variabelen
zi vertegenwoordigd zijn"; met andere factoren zal dat minder het
geval zijn. Een maat voor de onzekerheid met betrekking tot het al
of niet "Relijkelijk aanwezig zijn van de factoren.
fl ' f2 '...' fk '...' in in de beschrijving van de variabele zi
is de waarde van de entropiefunctie:
nIi =-I Tik 2log Tik (I.4.13)
k=l
Het maximum van I. onder de nevenvoorwaarde:
1
n
k l Tik = 1,                                        (I.4.14)
wordt verkregen door toepassing van de multiplicatorenmethode van
Lagrange.
Dit betekent particle differentiatie van:
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n 2
L=- I T log T   +X  k 1 T -1  (I.4.15)k=l  ik       ik           ik
naar de variabelen Til ' Ti2 '"'' Tin'
De partiole afgeleiden gelijk aan nul gesteld geeft:
X= [1 + ln T ]1n 2          il
X= [1 + ln T ]1 n 2          i 2
(I.4.16)
X= [1  +  inT.]
1 n 2 1n
Deze vergelijkingen geven, rekening houdend met de nevenvoorwaarde
(I.4.14) de volgende oplossingen:
Til = Ti2 = 0 = Tik
=
in   n
= T.   = -
Dit betekent dat de factoren fl ' 12 '.  ' fk ,..., f  even sterk-n
zijn vertegenwoordigd in de beschrijving van de variabele fi.
De grootste onzekerheid in een situatie met n alternatieven treedt
dus op, indien al deze alternatieven even waarschijnlijk zijn.
2
De maximale waarde van I. bedraagt: log n. Zou daarentegen bijvoor-
1
beeld T gelijk zijn aan ddn, terwijl dan, gezien de nevenvoor-
ik
waarde (I.4.14) de andere T'S gelijk moeten zijn aan nul, dan
neemt I. een minimale waarde aan, en wel nul.
1
--Dat T gelijk is aan een, wil in wezen niets anders zeggen dan
ik
dat de factor fk "geheel samenvalt" met de variabele zi' met andere
woorden, dat de factor f en de variabele z. volkomen identiek zijn.-k -1
Door rotatie van het stelsel van factoren Il , I2 '   ' tk '' '' In
verandert de waarde van de entropie Ii, waarbij het dus kan voor-
komen dat de waarde nul bereikt wordt.
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In de ontstane configuratie van de factoren vallen dan de speci-
fieke component fi en 66n der factoren samen, waardoor het gemaakte
onderscheid tussen specifieke component en factor geheel kan komen
te vervallen.
Samenvattend kan men dus stellen dat:
- het verschil tussen de specifieke component fi en de factor
fk slechts gradueel is;
- dit verschil bepaald wordt door de mate waarin de factor
fk vertegenwoordigd is in de beschrijving van de variabele
Z.;
-1
- als maat hiervoor kan dienen de waarde van de entropiefunc-
tie Ii; neemt I. de waarde nul aan, dan betekent dit dat1
ui en fk volledig samenvallen.
We kunnen nu dus stellen, dat tussen een specifieke component en
een factor geen wezenlijk onderscheid gemaakt behoeft te worden,
dat wil zeggen dat er geen wezenlijk onderscheid tussen de factor-
analyse en de componentenanalyse bestaat.
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HOOFDSTUK II OPTIMALE COORDINAATFUNCTIES
II.1 Inleiding
Dit hoofdstuk is er op gericht het tijdafhankelijke, Stochastische
proces z (t), optimaal te ontwikkelen in termen van, als coordina-
ten op te vatten functies 91(t) ,  92(t) ,..., Wn(t), volgens:
zj(t) = Ejl 91(t) + xj2 12(t) +...+ xji Wi(t) +...+ ajn Tn(t)
(j=1,2,...,p) (II.1.1)
De gedachtegang welke de grondslag vormt voor de afleiding van op-
timale, zogenaamde Karhunen-Loove functies 91(t) , 92(t) '..., Wn(t)
is dezelfde als die welke behoort bij de methode van de principale
componenten.
Duidelijk is de analogie van (II.1.1) met het model van de compo-
nentenanalyse met n componenten:
z. = a. f  + a.  f  +...+ a. f (II.1.2)
J         Jl -1 12 -2 Jn -n
(j=l,2,0..,p)
met dien verstande echter dat het proces g (t) in het model (II.1.1)
dondimensionaal is, daar het zich in de t-ruimte afspeelt, terwijl
in (II.1.2) sprake is van een n-dimensionaal proces.
Het aantal coordinaatfuncties in de beschrijving (II.1.1) behoeft
niet gelijk te zijn aan het aantal componenten in het model
(II.1.2) van de componentenanalyse. In principe kan het aantal func-
ties Ti (t) '6neindig groot zijn.
Eveneens bestaat er overeenkomst tussen, enerzijds de afleiding van
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de eigenwaarden Xi en de eigenvectoren vi uit de relaties (I.2.7),
namelijk:
R v. = X. v. (i=1,2,...,p) (II.1.3)1       1 1
en anderzijds die van de Karhunen-Loove functies Wi(t) uit de
volgende homogene integraalvergelijking:
,b
KZ. (t,t') Fi(t ) d t  = Xi gi(t) (II.1.4)
J
a'
De kern K (t,t ) van deze integraalvergelijking is de correlatie-
Zj
functie van f  (t); Xi de bij de eigenfunctie Vi(t) behorende
eigenwaarde.
De vergelijking (II.1.4) is duidelijk het dondimensionale analogon
van (II.1.3).
Ter vereenvoudiging van de notatie zal in het verdere verloop van
dit hoofdstuk, alswel in dat van hoofdstuk III, het stochastisch
proces z  (t) aangeduid worden door z(t), waardoor de uitdrukking
(II.1.1) gelezen dient te worden als:
&(t) = xl Wl(t) +  2 92(t) + ... + xi Wi(t) ... + En Wn(t).
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II.2  De optimale coordinaatfuncties
(volgens Karhunen-Loove)
Een Karhunen-Lo8ve ontwikkeling van een stochastisch proces £(t)
houdt een opsplitsing in van g(t) volgens:
n
&(t) =  I  xi Wi(t) alt<bi=1
Hierin zijn de stochastische coofficiEnten xi ongecorreleerd,
terwijl het stelsel van orthonormale functies {1.(t)} wordt gevormd
1
door de eigenfunctie-oplossingen van de volgende homogene inte-
graalvergelijkingt:
.b
Kz(t,t ) Fi(t ) dt  = li gi(t)
a'
De functies 9.(t) zijn op te vatten als een stelsel van coordi-
1
naatassen, met behulp waarvan het proces z(t) kan worden beschreven.
De grootte van de component van i(t) langs de as Wi(t) wordt be-
paald door de grootte van xi ; zij is dus op te vatten als de pro-
jectie van z(t) op Wi(t).
Die assen Wi(t), waarop de projecties ii van E(t) klein zijn, kun-
nen dan, als minder belangrijk, worden genegeerd zonder dat hier-
door aan de beschrijving van 2(t) te veel geweld wordt gedaan.
Evenals in de componentenanalyse zal beschrijving van 2(t) door
middel van een zo klein mogelijk aantal assen, gewenst zijn.
Als maat voor de belangrijkheid van de as 9.(t) met betrekking tot
1
de beschrijving van 2(t), kan worden gehanteerd de verwachtings-
waarde van het kwadraat van de projectie van £(t) op Wi(t).
(a)Indien de realisaties z (t) van z(t) plaatsvinden met de kansen
(a)                                                                  2p   -waarbij a = 1,2,... - dan is de verwachtingswaarde van [ xil




Pi = I p Ca)  i (a 2 (i=1,2,...,n) (II.2.1)
a
De verwachtingswaarden Pi zijn dus alle groter of gelijk aan nul.
Het opleggen van een normeringsvoorwaarde, zowel aan de realisaties
(a)
z   (t) als aan de coordinaatfuncties Fi(t), resulteert in:
n
I  Pi = 1,1=1
waaruit volgt dat:
0 < p. < 1. (i=l,2,...,n)
-  1-
Dit betekent weer dat de grootheid Pi kan worden opgevat als de
kans dat de coordinaatfunctie T.(t) "deelneemt aan de beschrijving
1
van z (t)".
Hoe groter deze kans is, des te belangrijker is dan de functie
Fi(t) in de beschrijving (II.1.1).






I= -  I  Pi  log p
i-1
i
kan worden gehanteerd als maat voor de onzekerheid ten aanzien van
het gehele stelsel van assen {Ti(t)}, in het bijzonder met betrek-
king tot het al of niet "gelijkelijk voorkomen" van
91(t), 92(t)'...,Tn(t) in de beschrijving (II.1.1) van £(t).
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Overeenkomstig een analoge afleiding als die in (I.4), bereikt I
2
een maximum, namelijk log n, indien:
P   =P   = =P =-
1                 2                                      nn
Dit betekent dat de assen 91(t) , 92(t) '..., Wn(t) voor de beschrij-
ving van f(t) even belangrijk zijn.
Is daarentegen, bijvoorbeeld p. gelijk aan d&n, met als consequen-
J
tie dat de andere P's gelijk zijn aan nul, dan wil dit zeggen dat
voor de beschrijving van f(t) volgens (II.1.1), slechts 66n enkele
as, en wel 9.(t), nodig is.
J
De entropiefunctie I neemt dan een minimale waarde, en wel nul aan.
Aangezien beschrijving van E(t) door middel van een minimum aantal
assen de voorkeur verdient , yal dus dat stelsel van coordinaat-
functies {Wi(t)} moeten worden geselecteerd, dat de entropiefunctie
zo klein mogelijk maakt. We zullen daarbij aantonen dat dit stelsel
van functies,Karhunen-Lo ve functies zijn.
Beschouw het stelsel van n orthonormale functies {Ti(t)}, gedefi-
nioerd op het interval a<t<b.
- -
Dit betekent dat:
.b                           =1  voor  i=j
1.(t) 9.(t) dt = 6.. (II.2.2)
1      J           1J
a' =0  voor  i t j
(i,j=1,2,...,n)
Ook de realisaties z (t) worden genormeerd, en wel volgens:(a)
,b
(a)    2[ Z (t)] dt = 1. a=1,2,...
a'
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(a) (a)De colfficionten xi uit de ontwikkeling va
n z (t),
n
(a) (Il.2.3)z(a)(t) =  I xi 'i(t),
i=1




(a) = (a) (II.2.4)
x.           z   (t) Ti(t) dt1
a,
Behalve {9.(t)} beschouwen we nu een ander stelsel 
van orthonor-
1                                          (a)
male coordinaatfuncties, {0.(t)}, om vervolgens z (t) in dit
J
nieuwe stelsel te beschrijven:
n
(a) (a) (II.2-5)




hierin zijn dan gelijk aan:
.b
Yj (a) = z(a)(t) 0 (t) dt                         (Il.2.6)
a'
Substitutie van (II.2.3) in (II.2.6) geeft:
.b
n
(a) = (a)Y. I xi 9.(t) 0.(
t) dt
1           i=1











I x Ca) c.. (j=1,2,...,n) (II.2.7)
i-1  - 1J
,b
waarin: c.. = li(t) ej(t) dt1J
a'
Evenzo geeft substitutie van (II.2.5) in (II.2.4):
,b
n





I y. 0. (t)    9. (t)    d t
(a)
j=1
1                 J          i
a'








C.. = C.. = Fi(t) Aj(t) dt (Il.2,
9)
1 J    Jl
a'
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Door (II.2.8) in (II.2.7) en (II.2.7) in (II.2.8) te substitueren
krijgen we, rekening houdend met (II.2.9), achtereenvolgens:
(a) _           n (a) .         c.. c.., y.,(a)Y. -  L c. I y·,
cj'i jl 13   11      i=1 11 j,=1 J j'=1 i=l
n                                                             n          n
x.(a) =   c
(a) (a)
2  x.,   c.i.  = I I  C.. c.., x.1      j=l  ji i'=1 1 1 1 i'=1 j=i 1J ]1  1
Dit resulteert in de volgende betrekkingen:
1 voorj=jn
I  c.. C.., = 6.., = (II.2.10)
i=l Jl l]  JJ
O voorjtj
1 voor i=in
I  c.. C.., = 6.., = (II.2.11)
j-1  l] Jl 11
O vooriti
Wordt (II.2.7) in matrix vorm geschreven,
(a) (a)y =C x (II.2.12)
waarin:
(a)          f
Y                  C
1               11   c12" Cln f Xi (a) 1
(a)
Y2              c
 (a)=                    21   222'
"c2n x2 (a)
i c=   ·                     (a);X   =
I (a)y             c     c    .c             A (a)n nl n2" nn             n
.
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dan is (II.2.8) te schrijven als:
x(a) = C-1 y(a) (II.2.13)
Uit (II.2.9), (II.2.10) en (II.2.11) volgt dan:
T    -1C=C = C (II.2.14)
De stelsels coordinaatassen {Ti(t)} en {0.(t)} zijn dus via een
J
orthogonale transformatie matrix C met elkaar verbonden.
Hier dringt zich een vergelijking op met de in (I.4) geIntrodu-
ceerde orthonormale transformatiematrix T. Deze matrix bewerkstel-
ligt een rotatie van het stelsel van orthogonale factoren, zoals
de matrix C uit (II.2.14) dat doet met het stelsel van orthogonale
coordinaatfuncties {Ti(t)}, naar het stelsel{$j(t)}.




i 1 [xi (a)]2
In de {0.(t)}-ontwikkeling volgens (II.2.5) is de communaliteit
J
van z(t) gelijk aan:
n
(a) 2
j2i I j  1  0
Evenals dat in de factoranalyse het geval is zal door rotatie van
het stelsel {9 (t)} naar het stelsel {0.(t)} de communaliteit niet
1                                           J
veranderen.




j  1 Iyj (a)12 =  -I c.. x.Jl  1j=1  i=1
n n
= I  I c.2 tx.(a)12
j=1 i=i
i  Jl   1
n          n              n
+I I I  C.. C..1 X. (a) (a)xi 
j=l i-1 i'=1
Jl 31   1
iti'
      (a) 2
L  lxi    1i=1
De autocorreZatie functie.
De autocorrelatie functie van £(t) is gedefiniEerd als:
Kz(t,t') =E[ z(t) z(t')] =2 p z   (t) z (t ) (II.2.16)r (a) (a) (a)  'a
Wordt z (t) ontwikkeld volgens:(a)
n
(a)
I  xi(a   1z   (t)
= 9.(t) (II.2.17)
i-1
dan is (II.2.16) te herschrijven tot:
' r (a) n (a)K (t,t ) =A p I xi Fi(t)   I xi,(a) Wi,(t')Z a i=l i'=1
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n n
=I I  Wi(t) I p (a) (a) (a)xi xi, Ti,(t,)i=1 i'=1       a
n n
=I I  wi(t) Xii,Ca) Fi,(t') (II.2.18)i-1 i'-1
waarin:
Xii,Ca)  = I P(a) xi(a) xi,(a) (II.2.19)a
De Pi's, gedefini@erd in (II.2.1) als:
r  (a) r (a) 2
pi-Lp l xi    ]a
zijn dus de diagonaalelementen van de als een matrix op te vatten
x.'1(a)'11
(a)Zijn de coofficionten
xi uit (II.2.17) karakteristiek voor de
(a)
beschrijving van z (t) in het {9.(t)} - coordinaatassenstelsel,1
de in matrixvorm te schrijven en voortaan als matrix op te vatten
X..,   , is dat voor de bij z(t) behorende autocorrelatiefunctie
11
KZ(t,t').
Deze vorm is, onder gebruikmaking van (II.2.4) en (II.2.16) te
herleiden tot:
,b                          'b
v (a)= r P(a) (a) (a)
iii i, L z   (t) Wi(t) dt z   (t ) 9.,(t') dt'1a
a' a.
,b    'b
r (a) (a) (a)




,b           ,b
Kz(t,t') Ti(t) Ti'(t') dt
dt' (II.2.20)
a' a,
Wordt z (t) ontwikkeld met behulp van het stelsel {0.(t)}, in(a)
J
plaats van met het stelsel {T.(t)}, en wel volgens:1
n
(a) (a) (II.2.21)
z   (t) = j   1   j
$.(t)
J
(a)dan krijgen we, de volgende aan X.. , analoge vorm:11
Y..,Ca) = I p(a)   (a)    (a)
JJ a
Deze vorm is onder gebruikmaking van (II.2.7), (II.2.9) en
(II.2.19), te herleiden tot:





=I I  c..I p    xi x., C.,.1(a) (a) (a)
i=l i'-1  lia             1      1 J
n
= r    c.. x..,(a)L C (II.2.22)
i-1 i'-1 Jl 11 1 J
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(a) (a)Ook Y.., en X
JJ ii'
zijn dus verbonden via de orthogonale trans-
formatiematrix C uit (II.2.14), en wel als volgt:
Y..,Ca) = C X·.,(a) c' 0
JJ           11
Eir'enfuncties en eigenwaarden.
Veronderstel dat er een functie #k(t) en een constante Xk bestaan,
hierbij is de index k voorlopig nog vast, zodanig dat aan de vol-
gende relatie is voldaan:
,b
Kz(t,t') uk(t') dt' = Xk 0k(t) (II.2.23)
a'
Aan de functie $ (t) wordt bovendien de normeringsvoorwaarde op-k
gelegd, met andere woorden:
,b
I A k(t) ]2   d t   = 1 (II.2.24)
a J
0 (t) noemt men een eigenfunctie oplossing van (II.2.23); Ak de
bij haar behorende eigenwaarde.
Zou de functie #k(t) ontwikkeld kunnen worden in de functies
 li(t)} volgens:
n
#k(t) =  T  d   W (t), (II.2.25)i 1  ki  i
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dan moeten de coifficiEnten d . naar analogie van (II.2.4), gelijkki'
zijn aan:
,b
d = Ak(t) Ti(t) dt (II.2.26)ki
a,
Uit (II.2.9) volgt dan dat:
dki = dik = Cik = Cki
(II.2.27)
Zo gaat (II.2.23), onder gebruikmaking van (II.2.18), (II.2.25),
(II.2.26) en (II.2.27) over in:
·b                                ,b
n n










= r (a) dL    I  Fi(t) Xiii i'ki=l i'=1
n
=X T  d . T.(t)
k itl  ki  1
Hieruit is weer af te leiden, rekening houdend met de symmetrie-




i' 1 Xii'(a) di'k = Ak dik
(II.2.28)
(i=l,2,...,n)
Deze vergelijkingen kunnen dus beschouwd worden als een stelsel
van homogene lineaire vergelijkingen ter oplossing van de onbe-
kenden dik. (k is nog steeds vast).
Wordt de zojuist uitgevoerde procedure, welke resulteerde in
(II.2.28), herhaald, nu echter voor de eigenfunctie Ak'(t) met
bijbehorende eigenwaarde Xk'' dan wordt een aan (II.2.28) analoge
uitdrukking verkregen:
n
d     X.,i(a) = Ak' dk'i (II.2.29)
i'=1
k'i'  i
Voorvermenigvuldiging van (II.2.28) met dk'i' gevolgd door een som-
matie over i, resulteert dan, na gebruikmaking van de symmetrie-
(a)
eigenschappen van X.., en d in:11 ik'
n              n                                                                                       n
d    X   (a)k'i  ii' di,k   Ak ./  dk'i diki=l i'=1 1=1
Zo levert navermenigvuldiging van (II.2.29) met dik' gevolgd door
een sommatie over i:
n              n                                                                                           n
-             (a)
i l i'21 dk'i' Xi'i     ik    k'      k'i  ik
d.  =X.     d    d.
i=l
Worden bovenstaande vormen van elkaar afgetrokken dan geeft dit:
n
(Ak - Ak')  Id    d   =0,k'i  ik
i=l
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waaruit kan worden geconcludeerd, dat indien Xk ongelijk is aan
Aki, dan moet gelden:
n
I d   d =0 (II.2.30)k'i  ik
i=1
Voor het geval dat Xk ongelijk is aan Xk'' kunnen we bewijzen, dat
de bijbehorende eigenfuncties #k(t) en #k'(t) orthogonaal zijn,
met andere woorden:
,b
Ak(t) Ak'(t) dt = 0
a'
Uit (II.2.23) volgt namelijk, door vermenigvuldiging van linker-
en rechterlid met Ak'(t) gevolgd door een integratie over het
interval [a,b] dat:
'b              'b                                        *b
 k'(t) Kz(t,t') 0k(t') dt' dt = Ak 0k'(t) 0k(t)dt
a' a' a'
(II.2.31)
Door op de aan (II.2.23) analoge uitdrukking:
,b
Kz(t,t') 0k'(t') dt' = Ak' *k'(t)
a'
een soortgelijke procedure toe te passen, namelijk vermenigvuldi-
ging van linker- en rechterlid met #k(t) gevolgd door een integra-
tie over het interval [a,b] , krijgen we:
,&.
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rb              rb                                           ,b




Krachtens de definitie in (II.2.16) geldt:
Kz(t,t') = Kz(t''t)
Gebruikmakend van deze eigenschap is (II.2. 31) te schrijven als:
,b                ,b                                     ·b
Ak (t')    Kz(t',t)*k'(t)dt  dt' = Ak  uk'(t)#k (t)dt
a. a. a,
(II.2.33)
Aangezien het linkerlid van (II.2.32) gelijk is aan dat van (II.2.33),
krijgen we, door de uitdrukkingen (II.2.32) en (II.2.33) van elkaar
af te trekken de volgende vorm:
rb
(Ak - Xk') Dk(t) Mk'(t) dt = 0.
a-
Indien nu Xk ongelijk is aan Ak'' betekent dit dat:
,b
Ak(t) Ak'(t) dt = 0. (II.2.34)
a'
waarmee de orthogonaliteit van de eigenfuncties Ak(t) en *k'(t)
is bewezen.
De eigenschappen  van *k(t), weergegeven in (II.2.24) en (II.2.34)
kunnen nu samengevat worden tot:
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,b                            1  voor  k = k'
0k(t) ek'(t) dt = 6kk'
= (II.2.35)
a' 0  voor  k 0 k'
De uitdrukking (II.2.30) betekent in feite, gezien (II.2.27) en
(II.2.10), dat:
n
d d =6 (k,k'=1,2,...,n) (II.2.36)
i=l
ki ik' kk'
Overeenkomstig een zelfde redenering als die welke leidde tot de
relatie (II.2.13), kan het stelsel {#k(t)}, bestaande uit de eigen-
functies van de integraalvergelijking (II.2.23), beschouwd worden
als een ander stelsel van orthogonale coordinaatassen. Dit stelsel
blijkt een aantal interessante eigenschappen te bezitten.
Voor het onderzoek hiernaar, in het bijzonder in relatie tot die,
welke behoren bij een willekeurig ander, bijvoorbeeld {Wi(t)} -
(a)coordinaatassenstelsel, ontwikkelen we z (t) volgens:
n
(a) (a)
z   (t) =  I Ck $ (t) (II.2.37)kk=l
(a)De coofficiEnten c zijn te bepalen volgens:k
,b
ck(a)
= (a) (II.2.38)z (t) 0 (t) dt.k
a'
(a)Substitueren we hierin voor z (t) de vorm (II.2.3),
n
(a)
z   (t) = i 1 xi(a) Wi(t),
Hat is dus z (t) uitgedrukt in het {9.(t)}-coordinaatassenstelsel,(a)
1
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dan volgt hieruit, rekening houdend met (II.2.26) en (TI.2.27), de
relatie tussen c C   en x.(a):
k 1
*b                            <b
n
c (a) = (a) I  xi(a)k                                                      ikz   (t) Mk(t) dt




=     x. (,) Ti(t) Ak(t) dt1
i-1
a'
=  I  x. Ca) d                                  (II.2.39)ik'
i=1
Indien z(a)(t) wordt ontwikkeld volgens (II.2.37), dan betekent
dit voor de autocorrelatiefunctie (II.2.16) dat:
Kz(t,t') =L p Z   (t) Z (t,)
r (a) (a) (a)
a
=  I    I  0k(t) I p(a) ck(a) ck'(a) 0k'(t)
k=l k'=1       a





L I  ek(t) Ak' 6kk' ek'(t) (II.2.40)k=l k'=1
Immers uit (II.2.39) en (II.2.19) volgt:
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Zkk'(a) = I p(a)ck(a)ck'(a) = I p(a)  (a)dik .  X. 1
(a)
L  xi           1 di,k'a                  a i=l 11=1
n n
=   F     d. r (a) (a) xi'(a)dL       ik L P xi i'k'i'=1 i=l     a
n n
=  I dik   I Xii' di,k'
(a)
i=l i'=1
welke analoog is aan (II.2.22).
Deze vorm gaat, rekening houdend met (II.2.28) en (II.2.36) over in:
 I
I  dik Xk' dik'
i=1
n
= Xk,  I  dki dik'i-1
= X 6 (II.2.41)k'  kk'
De uitdrukking (II.2.40), met andere woorden:
n n
Kz(t,t,) = I I 0k(t) Ak' 6kk' ek'(t),k=1 k'=1
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kan worden herschreven tot:
1                 0 (t)
1                                                                  1
X 2             02(t)
F. 1(t, 02(t)  ... #nct) 1
l                                                   j
X       Jn(t)n
./A-- 01(t)
A--2  0 2( , )
=      '/I-1    0 1  (t)    1/X-2    0 2(t)     ..       qi-    0 (t)1 (II.2.42)n n j
iml * (t)n n
Deze vorm lijkt bijzonder veel op (I.2.23), namelijk:
R=A A,
f                                                                                              .1
w a a r b i j        411     01(t)         1/X-2     0 2  (t)      ...     ,/'X-n    #n (t)         a l s
h e t analogon van
)
de coofficionten matrix A kan worden beschouwd.
Het analogon van de uitdrukking (I.2.21), namelijk:
A = A  A,
is uit (II.2.42) af te leiden,
.
1                                    41-    0   (t)
1                                                        11
A         /X-2 02(t)  '2
'/Fl      Al   (t)          <A-2-     0 2  (t)       ...      ,/X-      0 0(t)
X                                . n      0 n  (t  )n
(II.2.43)
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Hierbij dient men voor het product *k(t) #k'(t) dus eigenlijk de
integraal hierover in gedachten tehouden, en daarbi j rekening te houden
met het feit (II.2.35) dat:
,b
ek(t) Ak'(t) dt = 6kk'
a.
Uit (II.2.41) volgt dus, dat indien &(t) wordt beschreven in het
coordinaatassenstelsel {*k(t)}, de uitdrukking Z kan worden
(a)
kk'
geschreven in de vorm van een diagonaalmatrix, met de eigenwaarden
Ak op de hooddiagonaal. Deze eigenwaarden kunnen uit (II.2.41)
worden gevonden door k gelijk te stellen aan k ,
Ak = I P(a) ITck(a) 21 2 21 0 (II.2.44)a
Er zij aan herinnerd dat de functies #k(t) de eigenfunctie-oplossingen
en Xk de daarbij behorende eigenwaarden zijn van de integraalver-
gelijking:
.b
Kz(t,t') Mk(t') dt' = Ak 0k(t)
a'
Indien we aan de realisaties z (t) van z(t) de normeringsvoorwaar-(a)
de:
,b
 C"C, 2 dt = 1, (II.2.45)
a-
opleggen, dan is te bewijzen dat:
n
k 1 Ak =
1. (II.2.46)
Dit stemt geheel overeen met (I.2.24), met dien verstande echter dat
in (I.2.24) de som van de eigenwaarden gelijk is aan p, dat wil zeggen,
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gelijk is aan het aantal variabelen 21'E2'...'f  welke betrokken
zijn in de componentenanalyse.
Het aantal variabelen in de ontwikkeling (II. 1.1) daarentegen be-
draagt 6en; dat is namelijk de variabele z (t).




(a)    2         k 1 ck(a) k    k' 1    (a)
[ Z (t)] dt = 0 (t) Ck, #k'(t) dt
a- a-
,b




= k l k' 1 Ck(a) ck'(a) 6kk'
n
=   I   I ck(a)] 2 = 1 (II.2.47)
k=1
(a=l,2,... )
Uit (II.2.44) volgt nu, rekening houdend met (II.2.47):
k 1 Ak =   52 P(a) [ck(a)]2k=1 a
= P(1)   [ck(1)12 + P(2)  [ck(2)12 +...+...
k=1 k=l
= P(1) + P(2)
(n)+...+ P
= 1,
waarmee het gestelde is bewezen .
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Voor de Pi 's, volgens (II.2.1) gelijk aan:
P i    =    I    p (a)        x i (a)   2   2 0 (II.2.48)
a
(i=l,2,...,n)
geldt, overeenkomstig een analoge afleiding als die welke leidde
tot (II.2.46), eveneens dat:
n
I  Pi = 1 (II.2.49)
i-1
Dit feit en het feit dat 0 < Pi 1 1, is in de inleiding van para-
graaf (II.2) aangehaald, bij de introductie van de entropiefunc-
tie I.
We zullen nu nagaan welke de consequentie is op de autocorrelatie
functie K (t,t'), indien £(t) eerst in het {Ti(t)} -coordinaatas-Z
senstelsel en daarna in het Karhunen-Loove {#k(t)}- coordinaatas-
senstelsel worden beschreven.
In het bijzonder geldt onze belangstelling de relatie tussen de
(a) (a)"matrices" Xii' kk'   'en Z beide deeluitmakend van de in
(II.2.18) respectievelijk (II.2.40) afgeleide autocorrelatiefunctie.
Daartoe herleiden we de uitdrukking (II.2.19),
x.. (a) = I
(a) (a) (a)
P X.
xi      11                 1a
rekening houdend met (II.2.41), tot:
I  p(a)     c (a) d.      c ,(a  d
a       k=l  k     ki k'-1
k k'i'
n n
=    r       Id     I    P (a) (a)
(a) j
L              Ck Ck' 'i'k'k-1 k'-1 ki a
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n n
- k 1 k' 1 dki Xk' 6kk' di'k'
(II.2.50)
In bovenstaande herleiding is gebruik gemaakt van het feit dat:
n
x.(a) I (a) (II.2.51)c di            k     kik=1
Dit volgt namelijk uit de in (II.2.39) afgeleide coofficiont
voor ck a) 
n
ck(a)  =  I  Xi(a) d ik
i=l
Navermenigvuldiging van linker- en rechterlid met d  .. gevolgdki'
door een sommatie over k resulteert in:
n                    nn                         nn
k 1 ck(a) dki, =  I   I  xi(a) dik dki' =  I  xi    I dik dki,k=l i=l i=1 k=1
(II.2.52)
Deze vorm gaat dan, onder gebruikmaking van (II.2.36), over in:
n                n    (a) 6- . = x.Ca).I  ck(a) dki' =  I  xi     ii'    1
k=1 i=l
Uit (II.2.50) volgen, door i gelijk te stellen aan i', de diago-
(a)naalelementen p. van X
1      ii   '
n
pi =  I  (dik)2 Ak
k-1
n




D. = d d      =  (d.   )    > 0 (II.2.54)ik ki  ik     ik   -
Zkk'(a) is, zoals in (II.2.41)
is afgeleid een "diagonaal matrix".     1




hoofddiagonaalelementen Ak van Zkk' , wordt dus gegeven door
(II.2.53). Er zij bovendien nog aan herinnerd dat de A  's de
eigenwaarden zijn van de integraalvergelijking (II.2.23).
Aangezien de transformatiematrix van het Karhunen-Loove {*k(t)}
-coordinaatassenstelsel naar het {9.(t)}- stelsel of omgekeerd
1
orthonormaal is, immers krachtens (II.2.36) geldt:
n
k l dik dki' = 6ii'
n
i 1 dki dik' = 6kk'
volgt voor de matrix IDikI' gezien (II.2.54) dat:
n n
k l Dik = i<l Dik =
1 (II.2.55)
Dat beschrijvingvan £(t)  in het Karhunen-Loove coordinaatassenstel-
sel optimaal is, in die zin dat dan de entropiefunctie I minimaal
is, komt neer op het bewijzen van:
n n
-I  p i l n p i l-  I
X k l n X (II.2.56)1=1 k=1
k
- 69 -
indlen gegeven ls dat:
n
Ak Z O,  I   Ak = 1 (II.2.57)
k=l
n
T D A (i=l,2,...,n) (II.2.58)
 i = k61  ik  k
waarin:
D >0 (i,k=1,2,...,n)ik -
zodanig dat:
n n
I  Dik = 1  en   I  Dik = 1 (II.2.59)k=1 i=1
Daartoe beschouwen we D als de kansen op de gebeurtenissen1k




In wezen zijn hiermee n kansverdelingen gedefinioerd; voor elke
1=1,2,---,n namelijk een andere.
Voor de functie g(u) = -B l n g geldt:
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g    (Eu)   ZE   [  g (11)]t (II.2.61)
Hierin geeft het symbool E de verwachtingswaarde van een stochas-
tische variabele aan.
Aangezien:
E u =   1  Dik Xk
volgt uit (II.2.61) dat:
f F A'l n·  T  D X > - D ·A 1 n Xk
k21  ik k k 1  ik  k   -   k=l  ik   k
(i=l,2,. .,n)
Sommatie van deze uitdrukking over i geeft:
nn  n  nn I·I D A·l n      D   A-   > -  I   I  D  ·A  l n X<ik k ik  k    -            ik  k     k
i=l k-1 k=l i=1 k=1             '
Overeenkomstig (II.2.58) en (II.2.59) gaat deze uitdrukking over
in:
n n
I  Pi ln pi 1-  I  Ak ln Ak'
i=l k=1
t  Voor het bewijs hiervan verwijzen wij naar:
P.J.Dhrymes: Econometrics
Statistical foundations and applications
1970. Blz. 114.
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Hiermee is dus bewezen dat het Karhunen-Loove coordinaatassenstel-
sel {*k(t)}, waarbij de functies #k(t) de eigenfunctie- oplossingen
zijn van de integraal vergelijking:
'b
Kz(t,t') Ak(t') dt' = Ak Ak(t)
a,
tevens de entropiefunctie I van f(t) minimaliseert. Dit betekent,
dat het stochastisch proces £(t) optimaal -in de zin van minimale
entropie- kan worden beschreven in het {*k(t)}-stelsel.
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HOOFDSTUK III CANONIEKE ONTWIKKELINGEN VAN
STOCHASTISCHE PROCESSEN
III.1 Inleiding
Het voor een optimale beschrijving van het stochastische proces
z(t), noodzakelijkestelsel van coordinaatfuncties {*k(t)}, bestaat,
zoals in hoofdstuk II werd aangetoond, uit de eigenfunctie-
oplossingen van de integraal vergelijking (II.2.23), namelijk:
.b
Kz(t,t') uk(t ) dt  = Ak 0k(t)
a'
In dit hoofdstuk zullen we aantonen dat door toepassing van de me-
thode van de canonieke ontwikkeling van stochastische processen,
de oplossing van deze integraalvergelijking tot enkele eenvoudige
operaties kan worden teruggebracht. Bovendien bezit deze methode
nog het voordeel, dat de voor het stochastische proces z(t) kenmer-
kende eigenschappen, zoals haar trend, periodiciteiten, en andere,
afgeleid uit bijvoorbeeld een tijdreeksanalytisch onderzoek, op een
zinvolle manier in de coordinaatfuncties #k(t) kunnen worden ver-
werkt, en daar zelfs een essentioel onderdeel van vormen.
Een canonieke ontwikkeling van het stochastische proces %(t) is
gedefiniderd als elke ontbinding van z(t) in de vorm:
&(t) = I xk 0k(t), (III.1.1)
k
waarin:  #k(t)  niet-stochastische coordinaatfuncties, en
Ek     stochastische, niet-gecorreleerde variabelen zijn.
Door de canonieke ontwikkeling (III.1.1) van het stochastische
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proces £(t), gaat het tijdafhankelijke karakter van z(t) over op
de niet-stochastische coordinaatfuncties #k(t), terwijl het stochas-
tische karakter overgaat op de coofficionten xk.
De op stochastische processen uit te voeren operaties, behorend
bij de oplossing van een differentiaal- of integraal vergelijking,
moeten dus, nadat het stochastische proces in canonieke vorm is
gebracht , no uitgevoerd worden op de niet-stochastische coordinaat-
functies $ (t).k
De correlatiefunctie van £(t) is per definitie gelijk aan:
Kz (t,t ) =E [ z(t)z(t )] (III.1.2)
Door z(t) te ontwikkelen volgens (III.1.1), waarbij zonder verlies
aan algemeenheid de verwachtingswaarde van xk gelijk aan nul
gesteld kan worden, wordt de volgende uitdrukking voor de correla-
tiefunctie verkregen:
KZ(t,t') =   Dk ek(t) ak(t'),
(III.1.3)
waarin Dk de variantie van Ek voorstelt.
De correlatiefunctie die als kern voorkomt in de integraalverge-
lijking (II.2.23) is door de ontwikkeling volgens (III.1.1) tot
een hanteerbare vorm gebracht. De uitdrukking (III.1.3) zal dan
ook een centrale plaats innemen in de in dit hoofdstuk te ontwikke-
len procedure ter oplossing van de integraalvergelijking (II.2.23):
III.2 De canonieke ontwikkeling van een stochastisch proces
over een rij van discrete punten.
Aan de coofficionten Ik van de coordinaatfuncties #k(t) van de
canonieke ontwikkeling van het stochastische proces z(t), volgens:
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n
z(t) =  I  xk *k(t) (III.2.1)
k=l
worden de volgende voorwaarden opgelegd:
E [xk] -0   ;  E [xkxj]=0 voorktj (III.2.2)
(k,j = 1,2,...,n)
Dit betekent dat de covariantie van Ek en x  gelijk is aan:
cov  [xk,xj]  = E [xk xj]  - E [xk]  E [ x.]  - 0 (III.2.3)-J
terwijl voor de variantie van x. geldt:
-J
V a r    [xj ]     =    E    [ .x ]     -    [E    xj]  2    = D j (III.2.4)
Gebruikmakend van de ontwikkeling van £(t) volgens (III.2.1) en
rekening houdend met de voorwaarden (III.2.2) en (III.2.3) wordt:
n
E [z(t) x.] = I #k(t) E [xk x.] = D. 0.(t),-J k=1 -J J     J
waaruit volgt:
e j  (t)     =        E    [  z(t) xj] voor j=1,2,...,n (III.2.5)
J
Deze uitdrukking laat zien, dat, wil het proces 2(t) ontwikkeld
kunnen worden volgens (III.2.1), dat wil zeggen, uitgedrukt kunnen
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worden in termen van de functies Ak(t), het dan noodzakelijk is,
dat alle coofficionten Ej gecorreleerd zijn met z(t). Daarom be-
schouwen we voor f ,de volgende lineaire combinatie van de stochas-
tische grootheden 2(th):
N
x. = I  a.  z(t ) (j=1,2,...,n) (III.2.6)
-J Jh - hh=1
Hierin is f(th) het stochastische proces 2(t) op het tijdstip
t=t:d e coofficiont ajh is voorlopig nog willekeurig, waarbijh'
h = 1,2,3,...,N.
Substitutie van (III.2.6) in (III.2.5) geeft, rekening houdend
met (III.1.2):
2* (t)     -     11  1     a j h    E    [  i(t)     z. (t h)1
N
= D.  I  ajh Kz(t.th) (III.2.7)
1 h-1
Uitgaande van (III.2.6) kunnen de varianties en covarianties van
x. en Lk worden bepaald.-J
Deze worden, overeenkomstig (III.2.4) en (III.2.3), rekening houdend
met (III.1.2):
NN
Var x. = D. = I I a a  E [ z(th) z(ti)]-J    J           jh  jih=l i-1
NN
=I a. a K (t t.) (III.2,8)h=l i.1  Jh  ji  z  h' 1
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Cov [xj Ekl I  I a.a.E [z(th) &(ti)]h-1 i=l jh  ki
=         ajh aki Kz(th'ti) (III.2.9)
h=l i=l
voor j t k
Aangezien de covariantie tussen I  en xk' overeenkomstig de voor-
waarde (III.2.3), gelijk is aan nul, volgt uit (III.2.9) dat de
coofficionten ajh van de lineaire combinatie (III.2.6), moeten
voldoen aan de volgende voorwaarden:
NN
I I a a.K(t.t. ) =0 voorjtk (III.2.10)jh  ki  z  h' 1
h-1 i=l (j,k = 1,2,...,n)
Door substitutie van (III.2.7), voor t = t., in (III.2.8) respec-
1
tievelijk (III.2.9) zijn variantie en covariantie ook te schrijven
als:
N
Var Ij = Dj = Dj  I  aji Dj(ti) (III.2.11)
1=1
N
cov  [xj xkl = D. I a $.(ti) (III.2.12)J      ki  Ji=l
Dit betekent, gezien de voorwaarden (III.2.3), dat:
1  voor  j=k
N
I. aki 0j(ti) = 6jk (III.2.13)
i= 1 jtk0  voor
(j,k = 1,2,...,n)
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Aangezien het aantal vergelijkingen in (III.2.10) altijd kleiner
is dan het aantal onbekende codfficionten ajh uit de lineaire
combinatie (III.2.6), kunnen deze onbekenden op een oneindig groot
aantal manieren worden bepaald.
Eon van deze mogelijkheden is de volgende:
Bepaal voor een gegeven realisatie z(t) van 2(t) de waarde x1 van
x  door aan alle coofficionten a willekeurige waarden toe te-1                                1h
kennen.
De onbekenden a2h echter moeten zodanig bepaald warden dat 31 en
32 ongecorreleerd zijn; dit betekent dat aan alle onbekenden a2h'
-,op een na, willekeurige waarden kunnen worden toegekend. Immers,
uit (III.2.10) volgt, dat, indien alle coofficionten a zijn vast-1h
gelegd, evenals alle coofficidnten a op de laatste na, deze
2h
laatste zodanig gekozen moet worden dat aan (III.2.10) is voldaan.
Achtereenvolgens kunnen op deze wijze de realisaties x3 ' x4 '...
van x33 ' 34 ',"  worden bepaald.
De onbekende coofficionten a van x dienen dus zodanig bepaaldnh      n
te worden dat xn niet gecorreleerd is met El ' 12 ' . . . , xn-1;
dit betekent toekenning van willekeurige waarden aan alle cooffi-
cienten a met uitzondering van (n-1) daarvan, omdat in dit geval
nh
(n-1) vergelijkingen als in (III.2.10) voorkomen.




0 voor h>j (j=1,2,...,n) (III.2.14)
(h=l,2,...,N)
Substitutie van j=l i n d e uitdrukkingen (III.2.6), (III.2.7) en
(III.2.8) geeft dan, gebruikmakend van (III.2.14),
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x     = z(t )-1 - 1
01(t) =  _ Kz(t,tl)
Dl    = Kz(tl'tl) (III.2.15
)
Voor j = 2,3,..., gaan de uitdrukkingen (III.2.6), (III.2.7) en
(III.2.8) achtereenvolgens over in:
1.    = JIl a - &(th) + z(tj)
J      h=1  Jn
D j  (t)     =     1.         Il     a j h    K z  (t, t h)     +    K z  (t,tj)
j   _h= 1
D,    = j 1   1 ajh aji Kz(th'ti) +   1 ajh Kz(th,tj)
J h=l 1-1 h=1
J-1
+   I  a.. K (t.,t.) + K (t.,t.) (III.2.16)
i-1 Jl
Z 1 j z    J    J
(j=1,2,...,n)
Als slot van deze paragraaf een tweetal interessante eigenschappen
van de canonieke ontwikkeling van stochastische processen.
De eerste daarvan luidt als volgt:
Worden de coofficionten xj gespecificeerd volgens (III.2.6) en de
coBrdinaatfuncties $.(t) volgens (III.2.7), dan wordt door de
J
canonieke ontwikkeling (III.2.1), het stochastisch proces 2(t) in
de punten t = t. exact weergegeven.
1
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Voor het bewijs hiervan substitueren we (III.2.6) in (III.2.1);
dit geeft voor t = t.:
1
n                                              n         N
&(ti) = j l xj *j(ti) = .I   I  ajh &(th) Aj(ti)
J=l h-1
N                            n                                                N




b=rhi    L ajh 0j(ti) (III.2.18)
j=1
Indien nu bewezen kan worden dat:
= 1 voor h t i
b =6 (III.2.19)hi hi
= 0 voor h t i
dan volgt uit (III.2.17) het gestelde.
Om (III.2.19) te bewijzen gaan we uit van (III.2.13):
N
I a 0.(t.) = 6. (j,k=1,2 '... ,n)
i=1 ki  J  1     Jk
Uit (III.2.6) blijkt dat de index k van a betrekking heeft op deki
coofficidnt xk van de coordinaatfunctie *k(t), evenals de index j
van ajh' afkomstig van de uitdrukking (III.2.18), behoort bij de
coofficient x. van de coordinaatfunctie $.(t). Laten we er van
-J                                                                                   J
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uitgaan dat de ontwikkeling van z(t) volgens (III.1.1) n functies
$(t) bevat. Dit wil dus zeggen, dat j,k = 1,2,..., n. De index i
daarentegen heeft betrekking op de tijdstippen t = t. -waarbij
1
i = 1,2,...,N- waarop het stochastische proces  (t) wordt waarge-
nomen.
De uitdrukkingen (III.2.13) kunnen worden samengevat tot het vol-
gende product van 2 matrices:
01(tl) 02(tl) . ej(tl) ... An(tl)
a     * (t ) 0 (t ) ... 0.(t ) ... 0 (t )all 812 "' ali      IN    1  2   2  2       1  2       n  2
aa21 a22 , ' a2i 2N
0 (t.) 02(ti) 0.(t.) ... 0 (t.) = I,a          a 11 1 1 n 1akl ak2 ' ki "' kN
anl an2
"
nl nNa   ... a
01(tN) 02(tN) 0.(t ) 0 (t )J N n N
waarin I de eenheidsmatrix voorstelt.
Dit betekent evenwel, dat (III.2.13) ook kan worden geschreven als:
0 (t ) 0 (t ) $j(t i)  . . .  0  (t  )1 1 2 1 n 1
all a12 ali  ,  alN
01(t2) 02(tl) Dj ( t 2 ) ... 0n ( t 2 )   a a a 2 i · · · a21 22 2N
01(ti) 02(ti) ··· *j(ti)  '' An(ti)
akl ak2 aki akN = I,
a a .. a       a
nl n 2 ni nN
0 (t ) 0 (t ) 0j (t N) 0 (t )I N 2 N n N
(III.2.20)
Immers, indien het product van 2 matrices de eenheidsmatrix oplevert,
met andere woorden:
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A   #  =I
dan is ook:
4    A   =I
Het product van de matrices A en 0  uit (III.2.20) kan nu weer
worden geschreven in de vorm van een vergelijkingenstelsel, name-
lijk volgens:
n n
- 1 #j(ti) ajh = j 1 ajh *j(ti) = 6hi (III.2.21)
J
waarmee (III.2.19) eveneens is bewezen.
De tweede, voor de canonieke ontwikkelingen van stochastische pro-
cessen, interessante eigenschap houdt het volgende in:
De canonieke ontwikkeling van z(t) volgens (III.2.1), waarbij de
coordinaatfuncties #k(t) en de coofficionten xk verbonden zijn via
de relatie (II1,2.5), waarborgt voor elke t de beste benadering
van £(t); in die zin, dat de mathematische verwachting van het
kwadraat van de residuele term, behorend bij de {*k(t)}-ontwikke-
ling volgens (III.2.1), altijd kleiner zal zijn, dan die welke
behoort bij de ontwikkeling van z(t) in een willekeurig ander stel-
sel van coordinaatfuncties, waarbij in beide gevallen de ontwikkeling
met behulp van een even groot aantal functies dient te geschieden.
Het {Ak(t)}-stelsel van coordinaatfuncties is dus ook in deze zin
optimaai.
Wordt &(t) bijvoorbeeld ontwikkeld in een willekeurig {Yj(t)} -
stelsel, waarbij we ons beperken tot n functies 9.(t), volgens:
J
n
 (t) - j 521 Ej gj (t),
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dan kan het residu weergegeven worden door:
n
Rn (t) = z(t) - .    Ij Tj (t)
1-1
In de {0 (t)}-ontwikkeling, waarbij $ (t) bepaald wordt volgens
(III.2.5), is dit residu, overeenkomstig de zojuist beschreven
eerste eigenschap van de canonieke ontwikkeling, voor elke t = t.,
1
gelijk aan nul.
De mathematische verwachting van het kwadraat van R (t), wordt,n
rekening houdend met (III.2.3), (III.2.4), en (III.2.5):
-                                                -2n
E    [R n(t) ]  2    -    E       z(t)    -       $2;    xj     W j  (t)
- -2
n    ,  f
= E z(t) -   1 Ej  Tj(t) - 0 (t) + 0 (t) 
-                                                                                                                     -2
n    , f n
= E  z(t) -    lxj  gj(t) - #j(t)  -    1 Ej #j(t)
=    E        z(t)-  2     +     j  1     D j     <4'j i  (t)     -     $   (t ) 2     +     j          D  <0  (t)  2
- --
- -
n    ,  f
- 2 E  z(t).  lxj  lj(t) - 0 (t) 
-
n




+2 E I X: 0.(t). I X. fl.(t, - 0.(t,1
3 = 1   -J J j=1 -J l J 1       3
-2    2  2
= E  z(t)   +   1 D  <T (t) - 0 (t)   +  1 D  * (t) - -
- 2  I  D. 0.(t)  9.(t) - 0.(t) 
J J l ]j=1 3      J
2
2  I  D. <0.(t)   +2  I  D. 0.(t)  9.(t) - 0.(t) 
j=l J   l  J J j=l
J J l J 1       J
- -2           2                2
= E  £(t)   -  I  D.  0.(t)   +  I  D.  9.(t) - 0.(t) 
j=l J   i  J j j=1 Jl J 3      3- -
Uit deze laatste uitdrukking valt onmiddellijk te zien dat de ver-
wachting van het kwadraat van het residu Rn(t), voor elke t mini-
maal is, indien:
T.(t) E $.(t) voor j = 1,2,...,n
J               J
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III.3 De canonieke ontwikkeling van een stochastisch proces
over een bepaald interval.
In plaats van de uitdrukking (III.2.6) voor de coofficionten xj
van de canonieke ontwikkeling (III.2.1) van het stochastisch pro-







(j = 1,2,..., n)
De enige restrictie die aan de functies ak(t) en a (t) wordt opge-
legd, volgt uit de voorwaarde dat xk en xj ongecorreleerd moeten
zijn. Dit betekent, uitgaand van (III.3.1):
'b   'b
E   [xk  xj l ak(t) aj(t ) Kz(t,t ) dt dt
a'  a'
=0 voor k t j (III.3.2)
Stellen we in (III.3.2), k gelijk aan j, dan wordt de variantie
D. van x. verkregen:J              -J
·b   ,b
Var x. = D. =
a (t) a (t ) Kz(t,t ) dt
dt (III.3.3)
J         J
a' a.
Om nu de coordinaatfunctie 0.(t) te vinden substitueren we
J
(III.3.1) in (III.2.5),









-         a.(t ) E










Substitutie van (III.3.4) in (III.3.2) geeft:
,b ,b
E [ x  x ]
ak(t) a (t ) Kz(t,t ) dt dt-k -j
a'   a,
,b              ,b




= D. a (t) 0.(t) dt (III.3.5)J k J
a'
Uit (III.3.2), (III.3.3) en (III.3.5) volgen dan de relaties welke




,b =1  voor  k=j
ak(t) 0 (t) dt =
6 (III.3.6)
kj
a' = 0 voor ktj
Deze uitdrukking vertoont, zoals te verwachten, grote overeenkomst
met (III.2.13); is daar het continue analogon van.
Uit (III.3.2) is tevens, rekening houdend met (III.3.4), de volgen-
de relatie af te leiden:
.b   ,b
E  [xk xj] ak(t) a (t ) Kz(t,t ) dt dt 
a' a'
.b                -   -b
a.(t ) dt a (t) K (t ,t) dt
J                                 k          z
a' - a,                    -
·b
= D a.(t ) 0 (t ) dt (III.3.7)k J k
a'
Gecombineerd met (III.3.5) levert dit:
.b                             b
D. ak(t) #j(t) dt = Dk a.(t) 0 (t)
dt (III.3.8)
J                                                             Jk
a' a.
De uitdrukkingen (III.3.8) worden de dubbel-orthogonaliteits
voorwaarden van de functies ak(t) en 0.(t) genoemd. Indien dus de
J
functie ak(t) orthogonaal is met de functie $ (t), dan is tevens
de functie a (t) orthogonaal met de functie Ak(t).
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Deze eigenschap stelt ons in staat om achtereenvolgens de paren
van functies a.(t) en 0.(t) af te leiden, welke voldoen aan
J                 J
(III.3.4) en (III.3.6).
Zou namelijk an(t) orthogonaal zijn met 01(t), 02(t)'..., 0 (t),n-1
dan is volgens (III.3.8) de functie 0 (t) orthogonaal metn
al(t), a2(t), ... , an-1(t)
Dit betekent dan, dat aan (III.3.4) en (III.3.6) is voldaan voor
alle functies ak(t) en $ (t), waarbij k,j = 1,2,...,n.
Elk zo'n stelsel van functies {ak(t)} en {0 (t)} levert een cano-
nieke ontwikkeling van het stochastisch proces z(t).
Om een stelsel van functies {ak(t)} en {0 (t)} te vinden, dat vol-
doet aan (III.3.4) en (III.3.6) stellen we de volgende methode
voor, welke onssuccessievelijk alle functies a.(t) en 0.(t) zal
.1                         Jopleveren. Deze methode gaat uit van de in eerste instantie vol-
komen willekeurige hulpfuncties 01(t), 12(t), ..., nn(t)
Stel nu:
al(t) = nl(t)
Dan zijn de variantie Dl en de eerste coordinaatfunctie 01(t) te
bepalen met behulp van (III.3.3) respectievelijk (III.3.4).
De functie a2(t) schrijven we als:
a 2(t) = p al(t) + n2(t), (III.3.9)21
waarbij de constante p zodanig dient te worden bepaald, dat de
21
functies a2(t) en 01(t) voldoen aan (III.3.6), dat wil zeggen:
.b                           .b                        ,b
a2(t) 01(t) dt = P21 al(t) 01(t) dt + n2(t) 01(t) dt











92(t) 01(t) dt , (III.3.10)
a,
waarna de variantie D2 en de tweede coordinaatfunctie 02(t) bepaald kun-
nen worden aan de hand van (III.3.3) en (III.3.4).
De op deze wijze, achtereenvolgens bepaalde functies aj (t) en #j (t)
- waarbij j=1,2,..., (n-1) - vormen dan het uitgangspunt voor de
functie an(t), die we gelijk stellen aan:
n-1
an (t)   =   . I        pnj    aj  (t)   +   nn (t) (III.3.11)
J -1
De coofficionten p dienen weer zodanig bepaald te worden, dat
nj
de functie a (t) orthogonaal is met de functies
n
01(t), 02(t)'...,#k(t),".,0 (t).n-1
Dit betekent, rekening houdend met (III.3.6) dat:
.b                                    .b                       'b
n-1




nn(t)   (t) dtnJ
a'




P =- n (t) 0.(t) dt j = 1,2,...,(n-1) (III.3.12)nj           n     J
a'
Door de uitdrukkingen (III.3.11) en (III.3.12) wordt de functie
a (t) volkomen bepaald; de volgende stap bestaat uit het bepalen
van de variantie Dn volgens (III.3.3) en de functie #n(t) volgens
(III.3.4). Krachtens (III:3.8) is de functie 0 (t) orthogonaaln
met de in eerdere phazen bepaalde functies al(t) , a2(t) ,..., an-1(t).
Aangezien het stelsel van hulpfuncties {n.(t)} op een oneindig
J
groot aantal manieren kan worden gekozen, bestaat er een daarmee




III.4 De Karhunen-Loove ontwikkeling als een bijzonder geval
van de canonieke ontwikkeling.
In hoofdstuk II is de integraal vergelijking:
.b
KZ(t,t ) Ak(t ) dt  =1  0 (t) (III.4.1)k  k
a'
geIntroduceerd, waarvan het stelsel van eigenfunctie oplossingen
 Ak(t)} een optimale beschrijving van het stochastische proces z(t)
blijkt te bewerkstelligen. Deze eigenfuncties hebben, overeenkomstig
(II.2.35) nog de eigenschap dat:
,b
Ak(t) Ak'(t) dt = 6 (III.4.2)kk'
a'
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Indien we deze uitdrukkingen, waarin de voorwaarden voor een opti-
male (in de zin van minimale entropie) ontwikkeling liggen beslo-
ten, vergelijken met de uitdrukking (III.3.4):
,b




D  # (t) = ak(t ) Kz(t,t )
dt (III.4.3)k  k
a'
respectievelijk met de uitdrukking (III.3.6):
,b
ak(t) Dk'(t) dt = 6kk' ' (III.
4.4)
a'
dan blijkt de Karhunen-Lo&ve ontwikkeling niets anders te zijn dan
een bijzonder geval van de canonieke ontwikkeling, waarbij dan:
0 (t) E a (t) (III.4.5)kk
X E D (III.4.6)kk
Het stelsel van coordinaatfuncties {Ak(t)} is dus in twee opzichten
optimaal.
In de eerste plaats minimaliseert dit stelsel, volgens (II.2.56),
de entropie functie.
In de tweede plaats minimaliseert dit stelsel de verwachting van
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het kwadraat,van de residuele term van g(t) in de ontwikkeling
volgens (III.1.1)
De uitdrukking (III.4.5) betekent, rekening houdend met (III.3.11),
waarin de functie ak(t) werd afgeleid als lineaire combinatie
van de hulpfuncties 91(t), 92(t) ,..., dat de k-de coordinaat-
functie van het optimale Karhunen-Loove coordinaatassenstelsel
 *k(t)} te schrijven is als:
$ (t) = p 0 (t) + p 9 (t) +.., D (t) +...+ nk(t)k       kl 1 k 2 2 . kj  nj
(III.4.7)
waarbij de coofficionten n overeenkomstig (III.3.12), bepaald
r kj'
moeten worden aan de hand van:
,b
Pkj  k 1
= - n (t) 0.(t) dt j = 1,2,...,(k-1)
a'
(k = 1,2,2,... ,n)
Indien in het volgens:
z(t) = I xk 0k(t)
k
..
te ontwikkelen stochastische proces £(t), de coordinaatfuncties
Dk(t), worden gesubstitueerd, welke volgens (III.4.7) zijn uitge-
drukt in het stelsel van hulpfuncties {n.(t)}, dan krijgen we:
J
&(t)=[xl +3 2 p21+xp  + ... ] nl(t)-3  31
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+   [ 32   +   13   P 3 2    +   34   P 4 2    +    -       1     n 2(t)
+I X+x o  +x p  + ... 1 n3(t)-3   -4 '43 -5  53
+...
+...
= 11 ni(t) + 12 n2(t) + ... E3 n3(t) + ... (III.4.8)
Het stochastisch proces f(t) is hiermee ontwikkeld in termen van
de functies nl(t), n2(t), n3(t)'...
Deze hulpfuncties zijn in eerste instantie volkomen willekeurig
verondersteld.
Onze uiteindelijke doelstelling betrof een onderzoek naar het tijd-
afhankelijke karakter van de met behulp van de methode van de compo-
nentenanalyse verkregen componenten, en wel door haar tijdafhanke-
lijkheid te beschouwen in relatie tot die van de variabelen
il' z2' ... ' z  welke het totale model bepalen. Binnen het model
dat door de component zolf wordt gevormd, kan echter tegelijkertijd
de onderlinge tijdafhankelijkheid van de afzonderlijke variabelen
il' &2''.'' 3£'...,z  worden bestudeerd.
Daartoe dient elke variabele zi,-waarbij £=1,2,...,p-, ontwikkeld
te worden volgens (III.4.8) in termen van de voor deze variabele
karakteristieke eigenschappen, waarna de dan verkregen ontwikkeling
dient te worden gesubstitueerd in de volgende uitdrukking voor de
component fi:
f. = b z+b z  + ... + b. z  + ... + b.  z .-1    il -1 i 2 -2 1 2 -2 lp -P
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Deze wijze van benaderen maakt de voor economische tijdreeksen, zo
weinig succesvolle kruisspectraalanalyse, geheel overbodig.
Worden nu in de functies nl(t) , n2(t) , n3(t) ... de uit tijdreeks-
analytisch onderzoek gevonden eigenschappen van 2£(t) verwerkt,
dan is met behulp van (III.4.8) bereikt, dat het proces 2£(t) opti-
maal beschreven is in termen van functies, die de voor 2£(t) ken-
merkende eigenschappen bevatten.
Zo kan bijvoorbeeld de functie 91(t) de trend van ££(t) weergeven,
de functie n2(t) een bepaalde periode bevatten, enzovoort.
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APPENDIX
De in paragraaf I.3 op bladzijde 30 gebruikte eigenschap met be-
trekking tot de voorwaardelijke varianties,
2          2           2                   2
'2.1 ' '3.12 ' a4.123 '"'' ap.12...(p-1) komt neer op het be-
wijzen van:
P 22 2 2
H a
2
IRI =G . C    G     ... 0 (Al)
1 2.1 3.12 p.12...(p-1)i=1
Het linkerlid hiervan is in wezen de determinant van de variantie-
covariantiematrix I van de variabelen 11 ' 32 ''''' zp
(pp)
Voor het bewijs van (Al) zullen we gebruik maken van:
1.  een eigenschap van gepartitioneerde matrices
2.  een eigenschap van de p-dimensionale normale verdeling van
z   =    (1 1    'z2    '...  'zp )  ' ,
waarbij:
il    ul                 - al  012  "'  alp
2
z2     U2                     021  a2         2pG




Z         U                                           a              G-P      P                     apl   p2        p
Samengevat:  £4  Np  (u  ,  I    ) ·
PP
In (I.3) is U dus de nulvector.
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Eigenschap 1
Indien de matrix X te partitioneren is volgens:
-
11    12
X      X
X=
x21   X22
11     22waarin de matrices X en X beide vierkant zijn, dan is, indien
22
X   regulier is, de determinant van X gelijk aan:
11    12      11    12
X      X         X      X      I                   0
IXI =
x21   x22     x21   x22   - x22-1   x21   I
11.2    12
X         X
, 22 ,=               - Ixll.21 IX .1 (A2)
22
0          X
Hierin is:
11.2    11    12   22-1  21X =X -X    X     X                           (A3)
11Wordt nu de determinant X regulier verondersteld, dan is ana-
loog aan (A2) de determinant van X te schrijven als:




22.1 22    21   11-1   12X =X -X    X      X                          (A5)
Eigenschap 2
We gaan uit van de p variabelen 11 ' z2 ,...,z  welke p-dimensio-
naal normaal verdeeld zijn, dat wil zeggen:
& # NP (11 , I    ).(pp)





zl                    z- 1+1
12                  zpl+2
(1) = : (2) =Z                                  Z
- -
ip                    Z









Z                                                                11
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11              12
II
(plpl) (PlP2)
I      =
(pp)
21            22
II
( P 2 P l
) CP2P2 
Hierin is dus:
11                               22





I                                                            -
(plpl) CP2P2 
12                                21
cov (z(1) , &(2))  ; I Cov (Z (2) (1), i  )
CP/P2 CP2Pl 
De voor het bewijs van (Al) noodzakelijke eigenschap luidt:
Is z 0 Np (u  ,  I    ),dan  is de voorwaardelijke verdeling van z (2)
(pp)
bij gegeven z gelijk aan:(1)
-                                          -
f(z(2) I z(l)) =N V(2) + I21 I11-1 (z(1) - U(1)), I22.1
P2                                    -
(A6)
waarin:
I22.1  = I22 - I21  I 11-1 I12 (A7)
< P2 P 2  
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De uitdrukking (A7) welke de variantie van z bij gegeven z
(2) (1)
voorstelt, is dus analoog aan (A5).
Het bewijs van (Al), namelijk:
P    2 'i 22 2   2
|I   I=  H  Gi lRI =a l 02.1 G3.12 "' cp.12...(p-1)  (AB)
(pp) i=1
zal worden gegeven met behulp van volledige inductie. De relatie




Stel nu dat (A8) juist is voor p variabelen; dit betekent dat de
volgende uitdrukking:
P    2 1, 2  2   a2         2II  l= H ai IRI = al a2.1 3.12 Cp.12...(p-1) (A9)(pp) i=1
juist is.
Dan moet nu bewezen worden, dat de relatie (AB) geldt voor (p+1)
variabelen, dat wil zeggen:
1 = pil 02  R  = 02 02   02        a2
1   1 2.1 3.12  "  (p+1).12...p(p+1 p+1) i=l
Rekening houdend met (A9) betekent dit, dat moet gelden:
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1 - II   I· 02 (A 10)(p+1).12...p
(p+1 p+1) (pp)
Indien nu de (p+1) variabelen &1 ' i2 '...' ip+1 worden gesplitst




2(1) =   .      z    =
(2)
-     EP+1
Z
-P
dan betekent dit een partitionering van I volgens:
(p+1 p+1)
11            12
I                     rL
(pp) (pl)
I               =
(p+1 p+1)





I  =c 2
(11) P+1




11       22.1
II I=II (All)
(p+1 p+1) (pp) (11)
waarin, analoog aan (A5):
-122.1 22    21  11    12
I  =I -I I  I
(11)
Deze uitdrukking geeft echter, overeenkomstig (A7), ook de voor-
waardelijke variantie weer van z bij gegeven z(2) (1)
In onze situatie betekent dat dus de voorwaardelijke variantie
van de variabele zP+1 bij gegeven zl ' z2 '...' zp.
22.1
I     is dus een scalar, en wel gelijk aan a waarmee2
(p+1),123...p'(11)




The object of this study is to analyse the time dependent character
of the components obtained with the aid of the method of the prin-
cipal components, by considering their time dependency in relation
to that of the original variables, which in the first instance,
determine the model.
Within the model, formed by a component itself, the mutual time
dependency of the individual variables may be studied at the same
time.
This approach makes the not so successful cross spectral analysis
for most economic time series, completely superfluous.
The starting point of this study is formed by the components to
which, whether upon rotation or not, we have tried to give a signi-
ficant interpretation.
Each component consists of a linear combination of the original
variables zl ' &2 ' , ' zp,
Indicating the i-the component with fi, then:
f. = b.  z  + b. +...+ b.. z. +...+ b. z (1)-1 11 -1 12 &2 l J -1 1 P -p
(i=1,2,...,p)
The coefficient b.. of z. is indicating the measure of the impor-
1 J              -1
tance of the variable z. in the component f..
-J -1
The above expression, which demonstrates in some way the mutual
interrelationship between the variables, may be considered as a
model to describe the actualiy non measurable component f.. This
-1
model is also part of the overall description of the structural
dependency between the variables.
Expressing all the variables z  from (1) as a function of time, then
the time dependent character of the corresponding component can be
studied.
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For that purpose the stochastic proces z.(t), determined by the
-]
stochastic variable z. and the N observations taken at the moments        i
-J
t=1,2,...,N, is represented by a canonical expansion according             
to:
n
ij   (t)      =     k   1     Ej  k     W k  ( t  )
- Ejl 91(t) + xj2 92(t) +...+ Ejk Wk(t) +...+ Ejn Wn(t)
(2)
(j=1,2,...,p)
In the above expression the functions Wk(t), being only dependent
upon time, are non random, while the coefficients Ejk are assumed
to be random.
From rewriting 2£ (t) according to (2) in terms of the time depen-
dent functions Wk(t), the similarity in train of thought appears
which underlies the method of the canonical expansion of stochastic
processes and that of the analysis of principal components.
The components analysis amounts to rewriting the variables z. in
-J
terms of the intrinsic variables or components fl ' 12       f'..., -P.
The expression (2) into which the variable z. is rewritten in terms
-J
of the functions 91(t) , 92(t) ,..., 9 (t), to be considered asn
coordinates, essentially reflects the same principle.
The way of thinking with regard to the derivation of the optimal
coordinate functions, the so -called Karhunen-Loove functions Ak(t)-
to be shown in Chapter II- is absolutely analogous to that of the
derivation of the components, as will be given in the second
paragraph of Chapter I.
The derivation of the Karhunen-Loove coordinate functions may be
considered as a one dimensional components analysis" in which the
,,
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function uk(t) is the analogon of the component fk.
Under -optimal- should be understood that a maximum explanation
of the variables is obtained with a minimum of coordinate functions.
The coordinate system of functions {*k(t)}, appears to be optimal,
if these functions are the eigenfunction solutions of a homogeneous
integral equation.
The kernel of this integral equation is formed by the correlation
function of the corresponding variable 2 .
In Chapter III, a method will be developed for the solution of this
integral equation.
It appears that the properties of 2 , such as e.g. its trend, perio-
dicity and others may be inserted in a significant manner into the
optimal solution 01(t) , 02(t) '..., un(t)
Substitution of (2) in (1) gives a description of fi in terms of
the time dependent properties of the variables 21 ' 22 '...' z .-P
The product b.. with x.k is the measure for the importance of the1 J        J
function #k(t), belonging to the variable ij, in the component fi.
These measures of importance may certainly be of interest when
testing special views, whether subjective or not, with regard to
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