We present a complete analytical and numerical solution of the Typical Medium Theory (TMT) of the Anderson metal-insulator transition. This theory, which self-consistently calculates the typical amplitude of the electronic wave-functions, represents the conceptually simplest order-parameter formulation for the Anderson transition. Here we classify all possible forms of the critical behavior that can be found within such a mean-field approach, providing insight on how possible interaction-induced renormalizations of the disorder potential may produce qualitative modifications. Using the new perspective obtained from our full analytic solution, we also formulate a simplified description of the leading critical behavior, and thus obtain an effective Landau theory for Anderson localization.
I. INTRODUCTION
Many physical systems display puzzling features, which often reflect the approach to the metal-insulator transition [1] . Although the important role of both the Anderson [2] (disorder-driven) and the Mott [3] (interaction-driven) routes to localization has long been appreciated, formulating a simple order-parameter theory describing their interplay has remained a challenge. Important advances have been achieved, over the last twenty years, with the development of Dynamical Mean Field Theory (DMFT) [4] methods, which provided new insight on how such an order-parameter theory can be constructed. Although the original DMFT formulation adequately describes many features of strongly correlated electron systems, its original formulation was unable to capture Anderson localization effects, processes that cannot be neglected in presence of sufficiently strong disorder.
To overcome these limitations, DMFT was extended to describe spatially nonuniform systems, in approaches sometimes called "Statistical DMFT" [5] [6] [7] [8] [9] or "Real-Space DMFT" where the local DMFT order parameters (i.e. the appropriate local self-energies) is self-consistently calculated at each lattice site for a given realization of disorder, in a fashion similar in spirit for the Thouless-Anderson-Palmer (TAP) theory [10] for spin glasses. These efforts immediately produced a wealth of new information, discovering phenomena such as disorder-driven non-Fermi liquid behavior [11] and the emergence of Electronic Griffiths Phases [1, 8] in the vicinity of the MIT. Despite these advances, progress along these lines has been slow, primarily because such approaches typically require very large-scale numerical computation, making it difficult to apply to many different models and physical systems, as appropriate to investigate the realistic physical systems.
The key missing step in all these approaches was the lack of an appropriate local order parameter capable of recognizing Anderson localization. A hint how to overcome this difficulty was provided even in the seminal 1958 work by P. W. Anderson [2] , who emphasized that the typical, i.e. geometrically averaged local density of states (TDOS) vanishes at the transition, in contrast to its algebraically-averaged counterpart. This idea was later confirmed by large-scale computational studies [12] of wave-function amplitude statistics, which suggested that this quantity should play a role of an appropriate order-parameter for this problem. A self-consistent calculation of TDOS was recently formulated, dubbed TypicalMedium Theory (TMT) [13] , which can be regarded as the conceptually simplest order-parameter approach for Anderson localization. As this methods uses the same "cavity-field" construction [4] as standard DMFT methods, it represents an elegant and effective approach to treat the correlation as well as localization effects on the same footing, and using the same mathematical language. Following its 2003 formulation for the noninteracting Anderson transition [13] , the method was quickly applied to various problems with interactions and disorder, providing useful new information which would be difficult to obtain by alternative methods.
The numerical solution of these self-consistent equations has been obtained for both the (noninteracting) Anderson [14] , and the Mott-Anderson [5] transition. However, so far the exact functional form of order parameter could not be obtained analytically near to the mobility edge, except in the special limit of particle-hole symmetry. The outstanding remaining question is what are the possible types of quantum criticality that can be obtained within the TMT framework, and how are results affected by model-dependent aspects of the problem, such as the precise form of disorder or the electronic band structure in the clean limit. Partial answers can be obtained from numerical solutions, but deeper understanding of what one can generally expect from TMT approaches would require a complete analytical solution for the critical behavior, which has not been available so far.
Further motivation of our work is also found in recent experiments that were able to visualize the electronic wave function near the metal-insulator transition, using scanning tunneling microscopy of Ga 1−x Mn x As [15] . This work highlighted the crucial importance of the long-range Coulomb interaction, and confirmed the early theoretical prediction of Efros and Shklovskii (ES) [16, 17] , that Coulomb interactions lead to the formation of a soft pseudogap within the insulating phase. Within the ES picture, the gap opening is produced by the electrostatic shifts of the (random) site energies, resulting in a significantly renormalized probability distribution for the effective random potential seen by the electrons. While the ES mechanism on the insulating side is by now well documented from both theoretical and experimental studies [18] , its precise role for the critical region has remained elusive. At a minimum, one should investigate the effects of such pseudo-gap opening in the form of the distribution function for disorder, and its role at the Anderson transition.
In this paper, we address and clearly answer the following physical questions: (1) What types of quantum criticality can be found, for the (noninteracting) Anderson localization transition within the TMT scheme, and how does the result depend on particle-hole symmetry and the (mode-dependent) details of the band structure? (2) How is the critical behavior modified in cases where the (renormalized) disorder distribution assumes a pseudo-gap form predicted by the ES theory? We accomplish this by first presenting a detailed numerical solution of the TMT equation, for several cases of relevance. We then obtain a full analytical solution of the TMT equation, describing the leading critical behavior, in complete agreement with the numerics, including the emergence of logarithmic corrections to scaling. This insight is shown to provide a new perspective and simple physical understanding of several puzzling features of the critical behavior, previously observed in both numerical studies and in experiments.
The rest of the paper is organized as follows. In chapter II we present a general formulation of the Typical-Medium Theory formulation, and provide some illustrative examples of relevance to experiments. We find that two different types of critical behavior can be found within TMT, depending on the presence/absence of a (pseudo)gap in the disorder distribution P(ε), and describe their main features. A general strategy to (semi) analytically solve the critical behavior within TMT is discussed in Section III, based on an expansion in powers of the relevant TDOS order parameter. We explain why a simple solution can be obtained only in the special case of particlehole symmetry, which already provides a classification of possible types of quantum criticality that are found, and how it is affected by the form of P(ε). In section IV we present a detailed analytical solution for the leading critical behavior in absence of particle-hole symmetry, by reducing the problem to a close-form solution of an appropriate Fredholm integral equation. We show that particle-hole asymmetry leads to the emergence of logarithmic corrections to scaling, leading to a (mild) modification of the critical behavior at the mobility edge away from the band center. Finally, based on our full understanding of the mathematical structure of the theory, in Section V we present a simplified "Landau" theory for Anderson localization, which ignores the relatively mild logarithmic corrections, but is still shown to capture all the important qualitative trends of the full TMT solution, and reproduce most of the qualitative features observed in the large-scale numerics, as well as the experiment.
II. MODEL AND NUMERICAL SOLUTION OF TMT EQUATIONS
The general strategy in formulating a local order-parameter theory such as TMT follows the "cavity" method typically used in Dynamical Mean Field Theory approaches [4] . Here, the dynamics of an electron on given site can be obtained by integrating out all the other sites, and replacing its environment by an appropriately averaged "effective medium" characterized by a local self energy function Σ(ω). This method can be utilized to self-consistently calculate any desired local quantity, and in the following we briefly review its application to TMT of Anderson localization [13, 14] . For simplicity, we concentrate on a single band tight binding model of noninteracting electrons with random site energies ε i with a given distribution P(ε i ), which can be written as
Here, c † iσ and c iσ are the electron creation and annihilation operators; t i j is the hopping amplitude between nearest neighbors. The local (retarded) Green function corresponding to site i can be written as
where the "cavity field" ∆(ω) represents the effective medium, i.e. available electronic states to which an electron can jump out of a given lattice site. It is defined by incorporating the local self-energy Σ(ω) as
where ∆ 0 (ω) the "bare" (corresponding to zero disorder) cavity field, as obtained from the bare lattice Green's function through
and
is given by the Hilbert transform of the bare density of states ν 0 (ω) which specifies the electronic band structure for a given lattice. The corresponding local density of states (LDOS) is given by the imaginary part of the local Green's function
Even within the effective-medium approximation we consider, this local quantity displays site-to-site fluctuations, due to its dependence on the local site energy ε i , reflecting the spatial fluctuations of the local wave-function amplitudes ρ i ∼ |ψ i | 2 . To properly define the effective medium, one has to perform an appropriate spatial averaging procedure, in order to close the self-consistency loop. The simplest choice is to consider its algebraic average (ADOS)
as the appropriate order parameter, and this leads to the wellknown coherent-potential approximation (CPA) [19] , which unfortunately fails to capture Anderson localization.
In presence of strong disorder, LDOS displays strong spatial fluctuations and is very broadly distributed; as a result its typical (i.e. most probable) value is ill-represented by the algebraic average ρ avg (ω). In fact, average density of states can remain finite throughout the insulating phase (even in the atomic limit!), and therefore it does not distinguish between the phases, as an order parameter should. However, within TMT, we introduce the typical value of the local density-ofstates (LDOS), as an appropriate order parameter. This order parameter measures the degree of localization of quantum wave functions, and its typical value (TDOS) known [12] to be well-represented by the geometric average
Indeed, large-scale computational studies as well as the available analytical results near d = 2 (for review see Ref. [12] ) demonstrated that TDOS vanishes in a power-law fashion at the critical point
and also displays the appropriate finite-size scaling behavior characteristic of an order parameter. These results strongly suggest that TDOS should be chosen as an appropriate local order parameter in formulating TMT: the conceptually simplest self-consistent theory of Anderson localization. In order to obey causality, the corresponding "typical" Green's function, is defined [13, 14] by performing the Hilbert transform
Note that TDOS has to be defined on the real frequency axis, because this is where LDOS is defined as a positive definite quantity that has a well-defined geometric average. Finally, we close the self-consistency loop [13, 14] by setting G typ (ω) equal to the (local) Green's function representing the effective medium
It is important to emphasize that our procedure defined by Eqs. (2-11) is not specific to the problem at hand; the same strategy is used in any mean-field (DMFT-like) theory characterized by a local self-energy [4] . The only requirement specific to TMT is the choice of the typical (geometricallyaveraged) LDOS as a local order parameter. In other words, the only crucial difference between CPA and TMT in the fact that TMT utilizes the correct order parameter for Anderson localization. This set of TMT self-consistent equations can be solved numerically for any specific lattice model, or any form of the random site energy distribution. However, as in any other mean-field formulation, only a limited number of qualitatively distinct types of critical behavior (i.e. universality classes) can arise, and in the following we illustrate two distinct situations obtained within TMT. Previous work mostly focused on models with continuous (e.g. uniform) distributions of site energies, and even some analytical results were obtain in this case. [13] . For completeness, we display typical results in Fig. 1 , showing the evolution of TDOS as disorder increases. The extended states are identified over the frequency range where ρ typ > 0, which is seen to shrink and eventually disappear at a critical disorder W = W c , where the entire band localizes. The metal is separated from the Anderson insulator by the mobility edge trajectory ω = ω c (W ), corresponding to TDOS vanishing.
The situation is qualitatively different if the the disorder distribution has a gap or a pseudogap, so that P(ε) vanishes at one energy or in an entire energy interval. This situation can arise for discrete (e.g. binary) distributions of disorder, which can be found in alloys. A similar situation can also arise in presence of electron-electron interactions, a situation we briefly discuss in the following. Here, the effective disorder potential (i.e. the renormalized random potential) seen by quasiparticles can be significantly modified by interaction effects, especially in presence of long-range Coulomb interactions, leading to the formation of the soft "Coulomb (pseudo) gap" at the Fermi energy. This behavior, which was recently brought to attention by scanning tunneling microscopy (STM) experiments [15] on Ga 1−x Mn x As, has been first discussed in well-known theoretical work of Efros and Shklovskii (ES) [16] [17] [18] . These authors argued that the key effect of the longrange Coulomb interactions is to provide a strong renormalizations of the electronic on-site energies, due to the fluctuating electrostatic potential produced by distant charges
Hereε i are the renormalized site energies, n j = 0, 1 is the occupation number of lattice site j, e is the electron charge, and R i j is the distance between sites i and j.
According to the ES theory, the main result of the Coulomb interactions is to produce a renormalized distribution of disorder, which (in spatial dimension d) assumes a low-energy pseudo-gap form (vanishes in power-law fashion)
where the renormalized energiesε i are measured with respect to the Fermi energy. In other words, the renormalized distribution function vanishes at the Fermi energy, i.e. P(0) = 0, a situation which, as we will see, leads to qualitatively different critical behavior within TMT. The ES result was derived using a classical electrostatic model, which should be sufficient deep in the Anderson-localized phase. Closer to the MIT, the precise form of P(ε) may be affected by quantum fluctuations, as argued in Ref.
[ [20] , and it may need to be self-consistently calculated, to accurately capture the interplay of AndersonLocalization effects and Coulomb interactions. Such a calculation may be possible within the framework of DMFT-like approaches, by combining TMT with the EDMFT approach to Coulomb correlations, but this complicated analysis will not be attempted in this paper. In this paper we limit us attention to simply analyze, within TMT, the consequences of having such a pseudogap form for in the disorder distribution function. As in illustration, we consider a model distribution of random site energies which assumes a pseudo-gap form expected from the ES picture in three dimensions:
We solved the TMT equations for this model of disorder, and the results are presented in Fig. 2 . As disorder increases, the TDOS order parameter shows the most pronounced decrease precisely at the Fermi energy (here chosen at ω = 0); the corresponding electronic state is the one to first localize at the critical disorder strength W c1 = 0.345. As disorder increases further, there emerges a finite "mobility gap" around the Fermi energy, where our TDOS order parameter ρ typ vanishes at |ω| < ω c (W ), and all the electronic states become localized. At even larger disorder W = W c2 the entire band localizes. The trajectories of the corresponding mobility edges (shown by a dashed black line in Fig. 2(b) ) show the same non-monotonic behavior as found in the recent large-scale numerical analysis of the localization transition in the Coulomb glass [21] .
For comparison with experiments, we also computed the algebraically-averaged local density of states (ADOS), which shows very different behavior. ADOS at the Fermi energy (ω = 0 ) is found to vanish at precisely the same critical disorder W = W c1 for localization [15] , but it remains finite at all other energies (|ω| > 0) within the localized phase, as shown in Fig. 3(b) . As the numerical results display the fact that TDOS vanishes for W > W c1 and |ω| < ω c (W ) Fig. 3(b) , our TMT equations immediately reveal that within the localized phase ADOS for the specific model describing the pseudo-gap assumes the power-law low energy form
In order to proof this result we back to Eq. (7) where given the "cavity field" ∆(ω) ≡ ∆ (ω) + i∆ (ω) ADOS for any model of random distribution can be obtained analytically as
At W > W c1 the imaginary part of the cavity field also vanishes at region |ω| < ω c (W ) since it behaves as ∆ ∼ ρ typ . Given the fact that the real part of the cavity field is a linear function as ∆ (ω) = Aω, where A is a constant, the argument of the integral can be expressed as
which leads to the power-law behavior of the average density of states for pseudo gap model.
Theoretically, one expects that the shape of the pseudo-gap evolves from the classical behavior ρ(ω) ∼ ω 2 in the deep insulator to the quantum behavior as δ ρ(ω) ∼ √ ω [22] in the limit of weakly disordered metal. This local approach does not capture the exact form of the pseudo-gap deep in the metallic side. However, our results suggest the qualitative picture of pseudo-gap both near the critical point and in insulating side as it is consistent with large-scale exact diagonalization results [21] in agreement with ES theory [18] . Clearly, our much simpler mean-field approach is seen to capture all the key features produces by the pseudogap form of the disorder distribution, also consistent with experimental findings [15, 20] .
The qualitative difference for two different classes of random distribution is even more clearly seen by examining the critical behavior of the TDOS at (ω = 0). Fig. 4 shows the numerical behavior of TDOS for pseudogap distribution (top panel) vanishes as square root of distance from transition
However, for flat model (bottom panel) our result displays linear behavior as ρ typ ∼ (W c − W ) as we approach to transition. Analytical treatment of these set of non frequency dependence equations will be provided in next section (III) for both model which is in agreement with computational result. Although capturing the critical behavior of TDOS for the most simplest case (ω = 0) gives us insight to distinguish the qualitative behavior for different classes of random site energies, the behavior of order parameter at finite mobility edge cannot be explained with simple linear function. This fact has been identified in our previous work [14] ; however, it remained ill understood. This calls for better understanding of the origin, which we provide in the following section.
III. ANALYTICAL SOLUTION: THE LANDAU EXPANSION
In this section, we obtain the complete analytic solution of Typical Medium Theory near the Anderson Metal-insulator transition. Since the numerical result justifies the order parameter ρ typ (ω) vanishes continuously as the transition is approached, we characterize this MI transition as a second- order phase transition, where the order parameter (TDOS) is very small in its immediate vicinity. Given the fact that ρ typ (ω) 1, we can proceed as in deriving any landau theory, and we can directly expand the TMT equations in the powers of its uniform order parameters. For the sake of simplicity in notation we define
The Anderson transition is characterized by a line on the phase diagram as plotted by a black dashed line in Fig. 1(b) and Fig.  2(b) .
In order to obtain the solution which defines the mobility edge as the transition is approached from the metallic side , we start with the general form of typical density of sates which is given by Eq.(8)
where ,
(20) At first glance it seems that these self-consistent equations can be solved easily for the cavity field, which is the function of order parameter ϕ(ω), as
However, the analytical solution is very complicated because the real part of the cavity field ∆ (ω) is an unknown function which is linked to imaginary part ∆ (ω) by the Hilbert transform. Thus, it is impossible to solve these nonlocal equations analytically for whole frequency ranges. Here, We claim that this unknown function is finite at critical point ω = ω c . Given the fact that near the mobility edge, where ϕ 1, the pure imaginary cavity field is also small (∆ 1) and ∆ (ω c ) = constant, we can expand the right hand side of Eq. (19) in terms of imaginary part of the cavity field which for any general lattice is given by
where, and υ 0 (ω) is a bare density of states and C = dω ω 2 ν 0 (ω ) at half filling (See Appendix A). It has been proven numerically that qualitative features of order parameter do not depend on the specific choice of band structure [13] . On the other hand the exact form of bare density only modifies the value of C in Eq. (22) . For simplicity we concentrate on semicircular band, where C = 1 and it is well justified within the effective mass approximation for any doped semiconductor. The standard Landau expansion up to the second order of ϕ can be obtained from Eq. (19) and Eq. (22) as follows
Here,
A. General critical behavior
Following the standard Landau theory, we can obtain the critical behavior of typical density of states when Landau coefficients are well determined. It is obvious that the Eq.(23) could be solved easily by providing the analytical form of ∆ (ω). However, its exact functional form is unknown due to Hilbert transformation. Near the mobility edge we can replace this function by its finite value as in expression of b(ω) in order to overcome this difficulty and obtain the leading critical behavior of order parameter at transition where,
However, the complexity remains when the coefficient a(ω) is needed to be calculated close to transition. In fact, as a result of Hilbert transform this function is not linear function of ω and this complexity leads us to obtain the solution of Eq. (23) near to the mobility edge. The analytical solution specifically has been provided in section IV for two different classes of random distributions (uniform and pseudogap-gaussian), and has been compared with numerical results. Given the specific form of P(ε), only changes the pre-factors, however, the leading behavior of typical density of states as a function of ω remains identical near to transition. As long as there is nonzero value for P(ω c − ∆ (ω c )), which only happens when ω c is a finite number, we can only keep the first order of the expansion in Eq. (23) . However, when the form of distribution leads us P(ω c − ∆ (ω c )) = 0, we need to keep second order as well. In the case of uniform distribution, the mobility edge is always finite but very small as we approach Anderson transition we are allowed to keep only first order. However, since the form of pseudogap-gaussian distribution does not provide nonzero value for P(ω c − ∆ (ω c )) exactly at W = W c , we need to keep second order to capture the behavior of the order parameter at the critical point. As it will be discussed in the following, for both cases we have found mild logarithmic corrections to linear scaling behavior of typical density of states near the mobility edge.
B. Critical behavior at half-filling
Let's before moving on the next section, where we succeed to explore the exact functional form of order parameter close to transition, focus on the half-filling where ∆ (ω) = 0. In this case, there is no need to perform the Hilbert transform so all Landau coefficients are constants. So the critical point W c for two distinct classes of random site energies can be obtained setting a(0) = a = 1. The critical behavior of order parameter from Eq.(23) can be captured simply satisfying the following equation
It can be seen from Eq.(29) the value of P(0) plays important role here and that is why we have discovered two different critical exponent for generic model P(0) = 0 and pseudo(gap) model P(0) = 0. For the generic case, the typical density of states (order parameter) vanishes linearly as a distance from transition and can be given by
while for more complicated model with P(0) = 0 characteristic the order parameter vanishes with different exponent as
where, η is finite close to transition and can be obtained given a specific model such as pseudo(gap) model of random site energies. These result are consistent with numerical value of critical exponent for both models. In section V, we recover the same behavior for typical density of states where we implement the simple version of Landau theory.
IV. FREDHOLM INTEGRAL EQUATION AND GENERAL SOLUTION
Here, we obtain the full analytical solution away from particle hole symmetry which is universal for different random distribution.
A. Analytical form of TDOS near the finite band edge (generic model)
Let's start with the simple case where can keep only the first two terms in Eq. (23) to compute the cavity field as the transition is approached
For the sake of simplicity in notation, we use the imaginary part of the cavity instead of ϕ since the Hilbert transform makes connection between imaginary and real part of the cavity as
Then from Eq.(32) the imaginary part of the cavity can be expressed as follows
Near the transition, where P(ω − ∆ (ω)) ∼ P(ω c − ∆ (ω c )), we can express the Eq.(34) as
where,
which can be computed near the mobility edge ω c as the transition is approached. After this approximation, the Eq. (35) gives us Eq. (37), which characterizes the behavior of ∆ (ω) only close to ω c , and it is universal for any distribution as long as P(ω c − ∆ (ω c )) = 0.
, and ∆ 0 is a finite number which is defined by
This value is determined by the configuration of random site energies of the electronic system. Assuming two different form of distribution gives us different value for ∆ 0 ; however, its leading behavior can be estimated as ∆ 0 ∼ t 0 = (ω c − ∆ (ω c )) for both cases neat the mobility edge where (t 0 1 ). The Eq.(37) can be rewritten as
This integral equation (37) is called Fredholm Integral Equation of the form of
By comparison of Eq.(39) and Eq.(40) can be seen that y(x) = ∆ (ω), λ = ∆ 0 π , and f (x) = ∆ 0 (δ ω − ∆ (ω c )). The fact that Hilbert transform is a linear transformation as H 2 = −1 gives us hint to find the solution for the desired integral equation as follows. We can simply perform Hilbert transform on Eq.(40) once again and the result can be written as
Now, we can solve Eq.(40) and Eq.(41) for y(x) and this leads us to the the corresponding solution as [23] y
Thus, the Eq.(39) can be solved in the same way and the typical density of states near MIT, where ω ∼ ω c , is given by
Here, h(
. is the Hilbert transform of (1− ω ω 0 ), and can be written as 
Here, we have found these corrections to the linear scaling behavior near the metal insulator transition. We believe that these corrections are as a result of this simple TMT approximation that we implemented. In the section V we have proven numerically that this logarithmic correction can be neglected within simple version of TMT approach for pseudogap model.
B. Critical behavior of cavity field at the emergence of the pseudogap (W = W c1 )
As the pseudo-gap opens, the form of distribution prohibits us using the Eq. (32) because P(ω − ∆ (ω)) = 0 ; we need to keep second order of ∆ in Eq. (23) . Therefore, the order parameter to the second order is expressed as
Since we are interested in the behavior of the system at W = W c1 , we simply evaluate
Here, t 1 = ω − ∆ (ω), and it is very small near the mobility edge, where in the pseudo-gap case is zero as ω c = 0 at critical disorder. Therefore, the same integral equation as Eq. (37) can be written here in the following form:
where, α 2 = √ 2πW 3 c1 and f (ω) = αω. It has the corresponding solution which is given by
Therefore, the asymptotic behavior of typical density of states at critical disorder, as the gap opens, can be written as
(50) Although the analytical behavior of typical density of states shows the logarithmic behavior exactly at critical point, these corrections are not important close to transition. Thus, in this regime, the same interpretation can be applied even for the class of random distribution which is not well defined exactly at the critical disorder W = W c1 .
Our numerical result shows that our localization order parameter ρ typ , at W = W c1 has the universal behavior as it has been also found near finite mobility edge at W > W c1 . In fact, although the value of pre-factors depends on the the quantity of all critical parameter (W c1 , ω c ), we always found that the order parameter displays a logarithmic correction to linear behavior near the mobility edge as the transition is approached.
Numerical proof for neglecting logarithmic correction close to critical point
The form of typical density of state for pseudogap-gaussian model as the gap opens, where ω c = 0 is assumed as
The critical region can be calculated as
Here, we obtain ω * = 0.99 computing the slope of the line numerically. Numerical prediction of this critical region allows us to use the same form for typical density of states even in the region ω > ω * .
Log(ω) The behavior of typical density of states for in semilogarithmic scale for small 0 < ω < 0.1.
Calculation of effective exponent
Here, we calculate β (ω) as the parameter which gives us the effective exponent at the critical disorder W = W c . Our result have been computed numerically in two different ways can be seen in Fig. 6 . First method calculate the interpolation function for typical density of states ρ(ω) and then obtain the derivative of this function as β (ω) = ω ρ dρ dω (solid line). Within second method , we use the approximate form of critical density of states (Dash line) as
Within both approximate methods, we have reported the value of critical exponent as β (ω c ) ∼ 0.8 which shows moderate deviation from linear behavior as we are far enough from critical point. 
V. SIMPLIFIED LANDAU THEORY
In this section, we argue how the mean field solution of TMT equations can be simplified as we are not very close to critical point. Since we are interested in qualitative behavior of order parameter and phase diagrams this approximation is justified and provides the simple polynomial form of TMT equation as any ordinary Landau theory. The only nontrivial dissimilarity with Landau theory is existence of logarithmic corrections. We show that this corrections are not significant close to critical point and can be neglected. Although the exact value of critical exponent cannot be obtained, given this accuracy, one can calculate effective critical exponents such as any mean field approach. This effective Landau theory also evaluate two different universality classes of order parameter at half-filling ω = 0.
A. Analytical prediction of Landau expansion
Let's start with Landau theory which can be expressed in power series of analytical parameters as
where in ordinary Landau theory r(ω) is an analytic function while in our TMT theory this function is characterized by non analytic function. Let's first obtain the leading behavior of order parameter for both distinct classes of random distribution by assuming r(ω) is an analytic function. Since we are interested in critical behavior of order parameter, the leading behavior of r(ω) close to mobility edge (ω = ω c ) as
where r(ω c ) = 0 which defines the mobility edge trajectory, r (ω c ) ∼ u 1 ∼ P(0). Therefore, in the case of generic model, where P(0) = 0, the analytic form of order parameter can be given by
In the case of Pseudo-gap model, where u 1 = 0, the first term in Eq.(56) vanishes. Therefore, the critical behavior of order parameter which explain the formation of pseudo-gap close to mobility edge is written as
The behavior of r(0) recovers the critical behavior for two distinct classes of random site energies as it had been discussed in section III.
B. Numerical fitting of effective Landau coefficients (pseudogap)
Here, we start with the general expression of r(ω) within exact TMT framework that includes both analytic and nonanalytic terms as
where, the effective exponent can be given by
However, we assume that for the pseudo-gap model at W < W c1 we are allowed to neglect the logarithmic corrections and expand this function in power series of ω as
In following we calculate these coefficient numerically and show how these results are consistent with Landau assumption where r(0) remain finite at the transition. The behavior of these coefficient have been shown as a function of distance from transition where B 2 and B 4 are positive. The behavior of B 0 also has been tested with the exact numerical behavior of squared typical density of states at the center of the band (Fig. 8) . The numerical result also indicates that there is a mild logarithmic divergent which can be neglected far from critical point W = W c . In appendix C, we compute B 0 , B 2 , and B 4 analytically using perturbation theory in frequency for both class of universality and recover the numerical value that has been obtained for pseudo-gap model. Our analytical result recover the behavior of B 0 at the center of the band ω = 0 as a function of distance from transition for both classes of random potential . It also shows that for the model with P(0) = 0 the coefficient B 2 diverges weakly exactly at the critical point while it can be calculated for the generic model P(0) = 0.
VI. CONCLUSIONS
In summary, we carried out a detailed TMT study of the critical behavior of Anderson transition both analytically and numerically. Although the exact TMT theory gives us nonanalytic critical behavior, we showed that the offending logarithmic corrections to scaling are not very significant if we are not too close to the transition. Given the fact that mean-field theories are generally not to be trusted very close to phase transitions, our results demonstrate that for practical purposes these subtle issue can safely be ignored, allowing us to formulate a much-simpler Landau-like formulation for Anderson localization. We also demonstrated that, within TMT, two different universality classes for the critical behavior may exist, depending on the qualitative form of disorder. We explored the opening a soft gap in the single-particle density of states near the Fermi energy, which is shown to emerge when the disorder is chosen of the form appropriate for electrons interacting through long-range Coulomb interactions. In relevant cases, our results are found to be in excellent agreement with recent large-scale exact diagonalization results, as well as with recent experiments. We conclude that TMT represents a flexible and practically useful tool to successfully describe the main qualitative trends for physical observables, in the vicinity of disorder-driven metal-insulator transitions.
Second we need to expand the right hand side of Eq.(A3). As we approach to transition the self-energy blows up. Therefore, the term (1 + ω Σ ) −1 in denominator can be expanded as follows where ω is bounded.
Then the Eq. (A3) to the order of 1 Σ 3 can be described as
Here, the second integral is zero for the symmetric density of states because integrant is an odd function of ω . Therefore, Eq.(A10) can be rewritten as
2 ).
( 1
After this significant simplification and keeping terms in the order of ∆ 3 we will get the following equation
Appendix B: calculation of constant D
Here, we evaluate the constant D for any general form of distribution close to the transition a(W c ) = 0.
.
we can calculate the leading behavior of a(W ) as
Therefore, the value of D = 2 W c can be obtained at critical point W = W c .
At the center of the band ω = 0 the real part of the order parameter vanishes so the simple solution can be provided in this case for different model of random site energies. The behavior of typical density of states at critical disorder and half-filling can be determined by expanding Eq.(C8) to the second order of order parameter ρ 0 at ω = 0.
and where, A is a constant as a result of partial integration and evaluated at both boundaries. We specifically compute for both classes of random site models. The integral which shows up at Eq.(C10) is convergent for both classes of random distribution. Then the value of λ is always finite close to critical point and can be evaluated for any general form of random potential. The value of B is always well-defined for any physical model with symmetric distribution. In the following, we specifically obtain all critical parameters for the generic case and clarify how the value of P(0) modifies the behavior of order parameter for the specific class of random site energies where P(0) = 0. In fact, back to Eq.(C7) although the value of P(0) and A are zero for the this class of random distribution, we still are allowed to perform the expansion where the second term in Eq.(C13) provides finite value for this distinct model. This fact leads us finding the exact TMT solution, where we are not allowed using the expansion in terms of frequency close to the transition.
a. Critical behavior of the typical density of states at band center for the generic model P(0) = 0
Here, we discuss the leading behavior of order parameter at W c as the transition is approached for two distinct classes of distribution. Our result leads us to better understanding of full frequency behavior of typical density of states close to the transition. The simplest case which provides none-zero value for P(0) is bounded uniform distribution. In this case, we are allowed to neglect the second order term in expansion (C9).
For this class of random model the value of B = A which is evaluated at boundaries as lim ρ 0 →0 A = − 1 W P(W ). We focus on the center of the band ω = 0, where there is no need to perform the Hilbert transform. Then, using Eq.(C1) and Eq.(C3) all critical parameters will be obtained satisfying the following equations.
C f (0) 1 − 2π 2 CP(0)ρ 0 = 1. (C15)
The value of ω 0 can be evaluated as follows from Eq.(C7) which has been obtained in the limit ρ 0 is infinitesimal. Therefore, we are able to calculate the critical behavior of typical density of state for any general lattice within TMT approximation. For the generic case where P(0) is finite this expansion provides relevant result which recovers our previous result on the Bethe lattice for uniform distribution P(ε) = 1 W . In this specific case, we have calculated the scaling parameters ρ 0 and ω 0 from Eq.(C16) and Eq.(C17) at W = W c − δ , where δ is infinitesimal as follows . This result is consistent with our previous calculation of behavior of typical density of states both numerical and analytically close to critical disorder W c for this specific model [14] .
Here, e = 2.718. Therefore, we succeed to obtain the full frequency behavior of typical density of states for the generic model. Our result is consistent with the previous result which was reported both numerically and analytically [13] as ρ typ (W ) ∼ (W − W c ) on Bethe lattice with uniform distribution P(ε) = 1/W. We should point out that any other model which provides P(0) = 0 yields the identical critical exponent. The critical behavior of order parameter also can be captured at ω = 0 for another class of distribution with special property P(0) = 0, where this calculation needs to be modified. The critical behavior of typical density of states also can be obtained at finite ω by the simple expansion even for this model. In this case although A = 0 which can be evaluated via integration part by part as − 1 2ε P(ε) | ε=+∞ ε=−∞ . However, the finite value of integral in Eq.(C13) allows us to capture the same behavior of order parameter for more complicated model which is relevant to experiment.
b. Critical behavior of the typical density of states at band center for (pseudo)gap model
We start with the simplest but a very informative case in order to prove the difference between the critical behavior of oder parameter for these two different classes of distribution. We concentrate on the center of the band (ω = 0) for symmetric model (half-filling) and solve the Eq.(C9) for ρ 0 for the class of distribution with P(0) = 0 . The behavior of the typical density of states ρ typ ∼ (W −W c ) α , which shows that near the transition along ω = 0 direction our order parameter vanishes. Concentrating on the pseudogap-gaussian distribution gives the value of α = 1/2 which is different from the model with uniform distribution where α = 1.
The leading behavior of order parameter is obtained from Eq.(C9) as follows C f (0) 1 −C 2 π 2 ρ 0 2ˆd ε P(ε)
In fact, for any model with P(0) = 0 the typical density of states displays a square-root dependence on distance from the transition, which it can be calculated for the pseudogapgaussian as an example. For this specific model we can evaluate the critical disorder setting f (0) = 1 C . We have obtained the value of critical disorder as W c ≈ 0.345 on the Bethe lattice, where C = 1 , b = exp(−2 + {γ + log 2}) and γ is the EulerGamma..
This analytical predictions has been tested numerically as it is shown in Fig. 8 . We have found that the squared typical density of states vanishes linearly as a distance from critical disorder.
