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Phase Wrap Error Correction by Random
Sample Consensus with Application to
Synthetic Aperture Sonar Micro-Navigation
Benjamin Thomas, Student Member, IEEE, Alan Hunter, Senior Member, IEEE, and Samantha Dugelay
Abstract
Accurate time delay estimation between signals is crucial for coherent imaging systems such as Synthetic Aperture
Sonar (SAS) and Synthetic Aperture Radar (SAR). In such systems, time delay estimates resulting from the cross-
correlation of complex signals are commonly used to generate navigation and scene height measurements. In the
presence of noise, the time delay estimates can be ambiguous, containing errors corresponding to an integer number
of phase wraps. These ambiguities cause navigation and bathymetry errors and reduce the quality of synthetic aperture
imagery.
In this paper, an algorithm is introduced for detection and correction of phase wrap errors. The random sample
consensus (RANSAC) algorithm is used to fit one- and two-dimensional models to the ambiguous time delay estimates
made in the time delay estimation step of redundant phase centre (RPC) micro-navigation. Phase wrap errors are then
corrected by re-calculating the phase wrap number using the best-fitting model.
The approach is demonstrated using data collected by the 270 - 330 kHz SAS of the NATO Centre for Maritime
Research and Experimentation (CMRE) Minehunting Unmanned underwater vehicle for Shallow water Covert Littoral
Expeditions (MUSCLE). Systems with lower fractional bandwidth were emulated by windowing the bandwidth of
the signals to increase the occurrence of phase wrap errors. The time delay estimates were refined using both the
RANSAC algorithms using one- and two- dimensional models and the commonly used branch-cuts method. Following
qualitative assessment of the smoothness of the full-bandwidth time delay estimates after application of these three
methods, the results from the 2D RANSAC method were chosen as the reference time delay estimates. Comparison
with the reference estimates shows that the 1D and 2D RANSAC methods out-perform the branch-cuts method, with
improvements of 29 - 125% and 30 - 150% respectively compared to 16 - 134% for the branch-cuts method for this
dataset.
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I. INTRODUCTION
Synthetic aperture radar (SAR) [1] and sonar (SAS) [2] are coherent imaging techniques that produce high
resolution images of the Earth’s surface above and below the water, respectively. Very precise estimation of time
delays between coherent band-limited signals is essential for formation of a wide variety of SAS and SAR data
products, including platform navigation solutions and 3D terrain maps.
It is known that the amplitude and phase of the cross-correlation function computed between complex band-
limited coherent signals can be used to obtain a high precision estimate of the time delay between them [3], [4].
This high precision time delay estimate can be considered to be made up of a number of full phase wraps, plus a
fraction of a phase wrap. In the presence of noise the estimate of the number of full phase wraps can be ambiguous
[5]–[7], which is exacerbated for low fractional bandwidth signals. This ambiguity can corrupt the time delay
estimate, reducing the accuracy of resulting data products such as through-the-sensor navigation algorithms [8],
[9] or scene topography estimates [10], [11]. Therefore, detection and correction of phase wrap number errors is
desirable.
Both SAS and SAR require sub-wavelength knowledge of the array path in order to support the coherent
processing. While this can be achieved by radio navigation services such as GPS for satellite and airborne vehicles,
underwater vehicles must make use of through-the-sensor micro-navigation techniques to achieve the required
precision. Redundant phase centre (RPC) micro-navigation (also known as displaced phase centre antenna (DPCA)
micro-navigation) [12]–[16] exploits high precision estimates of the time delay between signals received at overlap-
ping sections of the virtual ‘phase centre’ array between successive pings. On each sonar ping, time delay estimates
are computed between multiple pairs of time windowed signals, which results in time delay estimates as a function
of ping number and range. An assumption of smoothness of this ensemble of estimates can be leveraged to identify
and correct errors caused by phase wrapping.
There are existing methods of detecting phase wrap errors in RPC micro-navigation which exploit the assumption
of smoothly varying time delay estimates as a function of range and ping number. By extension, this assumes a
smoothly varying seafloor depth, and a smooth and continuous vehicle path. One method of removing outliers is
to perform conventional phase unwrapping on the time delays from a single ping as a function of range only. This
method achieves smoothly varying time delays, but is dependent on the seed used in the phase unwrapping and is not
robust to the presence of gaps in the time delay estimate function. Path-following 2D unwrapping methods such as
Goldstein’s branch-cuts algorithm [17] have also been used [11]. However, such path-following phase unwrapping
algorithms are unsuitable in applications where no unwrapping path exists with a maximum true change of phase
per sample of pi radians. This cannot guaranteed in all applications; in RPC micro-navigation this requirement is
not met when the sway rate is larger than one wavelength per ping. A further approach uses model fitting to the
time delay estimates in order to detect outliers. The random sample consensus (RANSAC) algorithm [18] has been
proposed to achieve this [7], which is a popular method for model fitting in the presence of outliers. This method
is more robust, but in this case only assumes smoothness of the time delay estimates in the range direction. A
further method which exploits the smoothness of the time delay function in two dimensions has also been proposed
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[6]. The method relies on finding regions of constant phase wrap number by detecting the location of phase wraps
and discarding adjacent time delay estimates. The most commonly occurring phase wrap number estimate in each
region is used to recalculate the time delays. This algorithm appears to give good performance. However it results
in large amounts of data being discarded in applications where the phase gradient is large.
The problem of phase wrap error detection can be framed as a problem of robust regression in the presence
of outliers, as demonstrated by [7]. Such problems occur frequently in the field of computer vision and numerous
methods have been designed for solving them. These methods fall into three categories: M-estimators, case deletion
diagnostics, and random sampling algorithms [19]. Despite the fact that methods with improved performance have
been proposed [20]–[22], one of the most popular robust regression algorithms in computer vision is the random
sample consensus (RANSAC) algorithm [18] due to its simplicity and high performance. Consequently we have
chosen to use the RANSAC algorithm in this paper to detect phase wrap errors and identify error-free samples.
The phase wrap errors are then corrected by re-unwrapping each estimate around the best-fitting model through the
error-free samples.
The time delay estimation step of SAS RPC micro-navigation has been selected to demonstrate the method.
We present field data collected by the CMRE MUSCLE AUV using its 270 - 330 kHz SAS during the MANEX14
experiment. In order to compare the method using 1D and 2D models, systems with a higher frequency-to-bandwidth
ratio are emulated by artificially reducing the bandwidth of the sonar data before time delay estimation. This
reduction in the bandwidth causes an increased number of phase wrap number estimation errors. The performance
of the RANSAC methods with 1D and 2D models is assessed by comparing the resulting time delay estimates to
those obtained from the full bandwidth data. The Goldstein branch-cuts method has been applied with the same
region size as the 2D RANSAC method for comparison.
II. TIME DELAY ESTIMATION BETWEEN COHERENT SIGNALS
Estimation of the time delay between wide-sense stationary coherent signals can be achieved by finding the
sub-sample peak of their cross-correlation function [11]. A two-step process is generally employed for complex
signals where a coarse estimate is made by finding the peak of the cross-correlation function magnitude and then
refined using the phase at the location of the coarse estimate [16].
Consider the complex cross-correlation function Γ(tn), where tn = n∆t is the time delay axis sampled at
n ∈ [0, N − 1], where N is the number of time samples and ∆t is the sample period. The location of the largest
value of the cross-correlation magnitude provides the ‘very coarse’ time delay estimate, given by
τ ′′ = arg max
n
{|Γ(tn)|}. (1)
This is then refined by interpolation with a quadratic kernel. The analytical solution for the location of the peak of
the parabola passing through the maximum value and its two adjacent samples is given by
τ ′ =
−0.5 [|Γ(τ ′′ + ∆t)| − |Γ(τ ′′ −∆t)|]
|Γ(τ ′′ + ∆t)| − 2|Γ(τ ′′)|+ |Γ(τ ′′ −∆t)| (2)
as derived in [23]. This provides the ‘coarse’ time delay estimate τ ′.
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Fig. 1. Multi-stage time delay estimation. (a) A typical cross-correlation function, whose maximum at τ ′′ gives the very coarse time delay. (b)
A parabola is fitted to peak of Γ(tn) and its adjacent samples. The peak of the parabola is the coarse time delay estimate τ ′. (c) Candidate
fine time delay estimates are shown at intersections of the modulated phase β with the measured phase α. The candidate closest to the parabola
peak is chosen as the fine time delay estimate τ . The grey region has a width of one period at the centre frequency and is centred on τ ′, so
the location of the only zero-crossing of the modulated phase function within this region gives the fine time delay estimate.
The ‘fine’ time delay estimate is given by
τ =
(
− α
2pi
+M
) 1
fc
(3)
where
α = ∠Γ(τ ′), (4)
is the phase of the complex cross-correlation function linearly interpolated at τ ′ and M ∈ Z is the number of phase
wraps, given by
M =
⌊
fcτ
′ +
α
2pi
⌉
, (5)
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where b. . . e denotes rounding to the nearest integer and fc is the centre frequency of the signals.
Figure 1 depicts the time delay estimation process. Figure 1a shows a typical cross-correlation function, where
the location of the maximum cross-correlation magnitude gives the very coarse time delay estimate τ ′′. The peak
and its adjacent values are plotted in Figure 1b, through which a parabola is fitted. The location of the peak of this
parabola gives the coarse time delay estimate τ ′, at which the phase of the cross-correlation function is interpolated,
to give α. The underlying phase of the modulated cross-correlation function,
β(t) = ∠ exp (j (2pifc (t− τ) + α)) (6)
is assumed to be linear, as shown in Figure 1c. The correlation function at the carrier frequency is known to have
zero phase at the true peak [11], and therefore candidate fine time delay estimates occur when the modulated phase
of the cross correlation function crosses zero, i.e. when β = 0. The grey region centred on τ ′ has a width equal
to the period at the centre frequency, such that the only candidate in this region is the fine time delay estimate τ .
However, noise can cause a shift in the location of the cross-correlation peak τ ′, especially when the frequency-to-
bandwidth ratio is high. This can result in an incorrect candidate fine time delay being chosen and thus errors in
the phase wrap number estimate M .
The process described generates a single time delay estimate. In many applications, it is possible to repeat the
process to produce multiple related time delay estimates. For example, the signals used in RPC micro-navigation
are windowed in time, such that each windowed signal corresponds to a limited extent in range. Often, the related
time delay estimates vary continuously and smoothly, reflecting an underlying continuous function. In these cases,
this smoothness can be exploited to detect and correct phase wrap number errors.
III. SYNTHETIC APERTURE SONAR MICRO-NAVIGATION APPLICATION
In SAS, sonar pings are transmitted towards the seafloor and their echoes are received as the vehicle travels along
its path. These echoes are processed into an image by coherent summation along the synthetic aperture [2]. The
speed of the vehicle and ping repetition frequency are chosen so that some array elements from subsequent pings
overlap. The signals collected by the overlapping elements are coherent, and estimation of time delays between
their signals forms the basis of RPC micro-navigation [16]. Figure 2a is a side view of the imaging geometry,
where the vehicle is shown to travel close to the seafloor, with the sensor looking sideward and toward the seafloor.
Inspecting the intersection of constant range arcs with the flat seafloor demonstrates a range-dependent difference
in two-way range to a point on the seafloor due to the sway and heave of the sensor between pings. Figure 2b is a
top view, showing the overlapping array elements between sonar pings. ∆xj represents the inter-ping displacement
measured by RPC micro-navigation.
A. Redundant phase centre (RPC) algorithm
The first steps of the RPC micro-navigation algorithm involve finding the pairs of maximally overlapping array
elements between subsequent pings, windowing their signals at multiple ranges, cross-correlating these windowed
signals, and beam-steering the result over a range of angles. The cross-correlation function is then evaluated at the
angle of maximum coherence [24]. Equations 1-5 can then used to estimate fine time delays.
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Fig. 2. (a) The side-looking geometry of RPC micro-navigation. xj and xj+1 represent the RPC array positions for pings j and j + 1
respectively. The straight lines represent the edges of the sonar beam, while dotted arcs represent lines of constant range from the sonar.
Inspection of the intersection of these arcs with the flat seafloor reveals a range-dependent difference in two-way travel time difference due
to inter-ping sway and heave (b) The side view of two arrays between pings, showing the overlapping phase centre array elements and the
unknown displacement ∆xj to be measured by RPC micro-navigation.
Consider range windows indexed by the vector i ∈ [0, I − 1], where I is the number of range windows. Pings
are indexed by j ∈ [0, J − 1], where J is the number of pings. The cross correlation function evaluated in the
direction of maximum coherence at range window i and for the pair of pings j and j+1 is denoted Γi,j(tn), where
n is the sample index. Fine time delays are estimated from each cross-correlation function using (3), resulting in
the discrete two-dimensional function of fine time delay τ [i, j]. Estimates with phase wrap number errors can be
detected and corrected by exploiting the smoothness of this function.
B. Exploitation of seafloor continuity
In the SAS application, it is often reasonable to assume the seafloor is continuous and has a shape that changes
smoothly. As a consequence, the time delays measured between signals received by overlapping array elements can
be expected to change smoothly with range.
An example one-dimensional flat seafloor model has been used to demonstrate this, as illustrated in Figure 3.
Let xj = (yj , zj)T and xj+1 = (yj+1, zj+1)T denote the positions of the RPC arrays for pings j and j + 1 in the
plane defined by the across-track y and vertical z directions. A point on the seafloor is denoted xb = (yb, zb)T and
the inter-ping sway and heave are given by
∆yj = yj+1 − yj (7)
and
∆zj = zj+1 − zj (8)
respectively.
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Fig. 3. The geometry for time delay estimation between signals collected by overlapping array elements in RPC micro-navigation, for a flat
seafloor.
The one dimensional model for the time delay between the signals received by the overlapping arrays formed
between ping j and j + 1 is given by
τflat(r) =
2
c
(rj+1 − rj) (9)
where c is the speed of sound in the medium,
rj =
√
(yb − yj)2 + (zb − zj)2 (10)
is the distance between xj and xb and
rj+1 =
√
(yb − yj −∆yj)2 + (zb − zj −∆zj)2 (11)
is the distance between xj+1 and xb.
The resulting time delays as a function of range window for an example set of values for inter-ping sway and
heave are shown in Figure 4, for a sensor altitude of zj = 12 m. The resulting time delays vary smoothly with
range window due to the flat seafloor. Note that the smoothness of this function is contingent on a smooth seafloor;
large, abrupt bathymetric features will cause discontinuities in the time delay as a function of range. Nevertheless,
this model is representative of realistic time delay estimates between signals collected by the overlapping elements
for a pair of pings during an experiment in the Ligurian sea, which are shown in Figure 5a. The majority of the
experimental time delay estimates vary smoothly in the across-track direction, but some estimates are disparate
from this trend by an integer number of time periods. Describing those disparate estimates as outliers and those
that vary smoothly as inliers, the problem of detecting phase wrap errors may be framed as a robust regression
problem in the presence of outliers. The random sample consensus (RANSAC) algorithm [18] is a popular method
of solving such problems, and has been chosen for this application due to its remarkable combination of simplicity
and high performance.
IV. ALGORITHM
In this section the algorithms used to perform phase wrap number error detection and correction are described.
Firstly, a brief overview of the Random Sample and Consensus (RANSAC) [18] algorithm is given in IV-A. In
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Fig. 4. Time delays caused by inter-ping (a) sway only, (b) heave only, for a sensor altitude of zj = 12 m.
Section IV-B, an overview of the method proposed in [7] is presented, which uses the RANSAC algorithm to fit a
one-dimensional model to the time delay estimates as a function of range window. This model is used to detect and
correct phase wrap number errors. The method is then developed and generalised in two salient ways described in
Section IV-C: 1) the use of a two dimensional model in order to exploit the smoothness of the time delay estimates
in a second dimension. 2) The size of the domain over which the model is fitted can be chosen in both dimensions,
allowing the complexity of the model to be reduced while improving the resilience of the method to rapidly varying
time delay estimates.
A. Random Sample and Consensus (RANSAC)
The RANSAC algorithm is a popular and robust method for detecting outliers, which is capable of finding a
consensus set even when the ratio of outliers to samples is significant [18]. The algorithm repeatedly computes a
model using a minimal data subset (i.e. the minimum number of samples required to fit the model), and finds the
number of inliers for each candidate model. After a certain number of trials, the model with the largest number of
inliers over all trials is deemed the optimal model.
The number of trials required to achieve a probability p of randomly drawing an all-inlier minimal subset can
be adaptively computed on each iteration. It is given by [18]
K =
⌈
log10(1− p)
log10(1− wˆs)
⌉
, (12)
where
wˆ =
ηˆ
Λ
(13)
is the largest estimate of the inlier ratio over all previous trials, where ηˆ is the largest number of inliers for all
previous trials, Λ is the total number of data points and s is the number of samples in the minimal subset (i.e.
January 31, 2020 DRAFT
PREPRINT VERSION - ACCEPTED BY IEEE JOURNAL OF OCEANIC ENGINEERING 9
the number of parameters in the model). The required number of trials K is impacted heavily by the number of
parameters in the chosen model when the inlier ratio is not close to 1, because the denominator of (12) approaches
zero as wˆs approaches zero. This motivates the use of a model with as few parameters as possible.
B. Phase wrap correction using a 1D continuity model
The use of a 1D model in the RANSAC error detection procedure exploits the expected smoothness of the time
delay estimates as a function of range. The expected smoothness of the time delay estimates in the range direction
was shown in Section III-B. In this work a quadratic model has been chosen to model the time delay estimates
as a function of range. This choice is made without loss of generality due to the simplicity with which it can be
computed and because it produces an acceptable fit to field data. An overview of the method applied to the time
delays estimated between each pair of pings is given in Algorithm 1, and explained in more detail below with
illustrations in Figure 5.
Consider fine time delay estimates τk[i], where i ∈ [0, I − 1] is the range index and I is the number of range
windows. Additionally, let k ∈ [0,K − 1] denote the iteration number where K is the adaptively computed number
of trials (12). Also let αk[i] represent the phase measured at the cross-correlation function peaks.
On each iteration of the RANSAC algorithm, a quadratic model is fitted to a minimal data subset (3 samples in
this case). The general form of the quadratic model for iteration k is given by
τ˜k(r) = akr
2 + bkr + ck (14)
where the coefficients ak, bk and ck of the model that passes through the minimal data subset are computed by
ak = R
−1
k τk (15)
where
ak =

ak
bk
ck
 , (16)
is the vector containing the model coefficients,
Rk =

r2[i1,k] r[i1,k] 1
r2[i2,k] r[i2,k] 1
r2[i3,k] r[i3,k] 1
 (17)
is the matrix defining the polynomial model, and
τk =

τ [i1,k]
τ [i2,k]
τ [i3,k]
 (18)
is the vector containing the minimal subset of time delay estimate samples, where i1,k, i2,k and i3,k are randomly
drawn without replacement from i ∈ [0, I − 1].
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Algorithm 1 1D RANSAC
// Setup:
k ← 0 // Initialise trial number
K ←∞ // Initialise max. number of trials
ηˆ ← 0 // Initialise number of inliers
// Iterate:
while k < K do
// Draw minimal data subset:
i1,k ∼ {x ∈ U(0, I − 1)}
i2,k ∼ {x ∈ U(0, I − 1) |x /∈ i1,k}
i3,k ∼ {x ∈ U(0, I − 1) |x /∈ {i1,k, i2,k}}
// Calculate model coefficients:
ak ← R−1k τk
// Calculate model time delays:
τ˜k(r)← akr2 + bkr + ck
// Count number of inliers:
ηk ←
∑I−1
i=0
[|τ [i]− τ˜k(r[i])| < tthresh]
// Test if model is better than previous best:
if ηk > ηˆ then // Update
ηˆ ← ηk
wˆ ← ηk/I
K ← dlog10(1− p)/ log10(1− wˆs)e
κ← k // Store trial number of best model
end if
k ← k + 1 // Increment trial number
end while
// Re-calculate phase wrap numbers using model:
Mˆ [i] = bfcτ˜κ(r[i]) + α[i]/2pie
// Re-calculate fine time delay estimates:
τˆ [i] =
(
−α[i]/2pi + Mˆ [i]
)
/fc
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Fig. 5. Illustration of the 1D RANSAC algorithm using data from MANEX’14 (a) initial time delays shown by blue crosses, (b) a minimal
subset shown by red crosses includes an outlier. The model shown by the black dashed line has few samples within the threshold shown by the
grey region (c) all of a minimal subset are inliers but they define a sub-optimal model (d) another all-inlier minimal subset defines the optimal
model (e) outliers are corrected, shown by blue dashed lines.
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Having found the coefficients ak, bk and ck, the model time delays at all ranges for trial k can be evaluated by
substitution into (14), giving the model time delays τ˜k(r) for all ranges.
The number of samples considered to support the model, or ‘inliers’, is the total number of time delay estimates
that lie within a predetermined threshold of the model. This number of samples that support the model is given by
ηk =
I−1∑
i=0
[
|τ [i]− τ˜k(r[i])| < τthresh
]
(19)
where tthresh is the threshold and [. . . ] denotes an Iverson bracket [25]. The value for τthresh must be chosen such
that it is large enough to allow true variation of the time delays, but small enough for any estimates with phase
wrap number errors to be rejected. In this work, a value of
τthresh =
1
3fc
(20)
has been chosen, which corresponds to one third of a time period for the centre frequency.
For every iteration, if ηk is greater than the previous largest number of inliers ηˆ, the best estimate of the inlier
fraction and the required number of trials are updated using (13) and (12) respectively.
An example of a minimal subset of three samples including two inliers and one outlier is shown in Figure 5b.
The grey band represents the region in which samples are considered to be inliers, i.e. they are within the pre-
determined threshold of the model. For this particular minimal subset of 3 data points, the quadratic model has
very poor support. In Figure 5c an all-inlier minimal subset with poor coverage has been selected. In this case, the
model has greater support, but the model selected in Figure 5d has even better support and is eventually chosen as
the optimal model.
The process is iterated until the adaptively computed number of trials K has been performed, at which point a
subset of time delay estimates have been identified as outliers. Figure 5e shows the correction of the outliers by
adjusting the phase wrap number as follows.
The updated phase wrap number is given by
Mˆ [i] =
⌊
fcτ˜κ(r[i]) +
α[i]
2pi
⌉
, (21)
and the resulting refined time delay estimate calculated by
τˆ [i] =
(
−α[i]
2pi
+ Mˆ [i]
)
1
fc
(22)
is retained if
|τˆ [i]− τ˜κ(r[i])| < τthresh (23)
and discarded otherwise. In Figure 5e, all of the outliers were corrected, with none being discarded.
C. Phase wrap correction using a 2D model
A 2D model can be used to exploit the expected smoothness of time delay estimates in two dimensions (e.g.
ping number and range). A 2D sliding rectangular window is used to extract regions of the time delay estimates
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Algorithm 2 2D RANSAC
// Setup:
k ← 0 // Initialise trial number
K ←∞ // Initialise max. number of trials
ηˆ ← 0 // Initialise number of inliers
// Iterate:
while k < K do
// Draw minimal data subset:
i1,k ∼ {x ∈ U(0, I − 1)}
j1,k ∼ {x ∈ U(0, J − 1)}
i2,k ∼ {x ∈ U(0, I − 1) |x /∈ i1,k}
j2,k ∼ {x ∈ U(0, J − 1) |x /∈ j1,k}
i3,k ∼ {x ∈ U(0, I − 1) |x /∈ {i1,k, i2,k}}
i3,k ∼ {x ∈ U(0, J − 1) |x /∈ {j1,k, j2,k}}
i4,k ∼ {x ∈ U(0, I − 1) |x /∈ {i1,k, i2,k, i3,k}}
i4,k ∼ {x ∈ U(0, J − 1) |x /∈ {j1,k, j2,k, j3,k}}
// Calculate model coefficients:
ak ← R−1k τk
// Calculate model time delays:
τ˜k(r, u) = akr + bku+ cku
2 + dk
// Count number of inliers:
ηˆk =
∑I−1
i=0
∑J−1
j=0
[|τ [i, j]− τ˜k(r[i], u[j])| < τthresh]
// Test if model is better than previous best:
if ηk > ηˆ then // Update
ηˆ ← ηk
wˆ ← ηk/IJ
K ← dlog10(1− p)/ log10(1− wˆs)e
κ← k // Store trial number of best model
end if
k ← k + 1 // Increment trial number
end while
// Re-calculate phase wrap numbers using model:
Mˆ [i, j] = bfcτ˜κ(r[i, j]) + α[i, j]/2pie
// Re-calculate fine time delay estimates:
τˆ [i, j] =
(
−α[i, j]/2pi + Mˆ [i, j]
)
/fc
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over which a model is fitted. The choice of model and window size are application dependent but must be chosen
such that the windowed time delay estimates can be adequately represented by the chosen model.
The RANSAC algorithm is applied to each 2D window in turn. Outliers are detected by iteratively fitting a 2D
model to a minimal data subset of the windowed time delay estimates, and finding the model with the largest
number of inliers. The refined time delay estimates are then calculated using the best model. Duplicate refined time
delay estimates can be generated if overlapping 2D windows are used. The mode of any duplicates is taken once
refined time delay estimates have been made for all 2D windows. The algorithm for each 2D window is summarised
in Algorithm 2.
The RPC micro-navigation algorithm computes time delay estimates at multiple ranges and multiple ping pairs
along the vehicle’s path. This 2D function can be assumed to be smooth in both dimensions by virtue of the
continuous seafloor in combination with the vehicle’s inertia. Consider the fine time delay estimates τ [i, j], which
represent a rectangularly windowed region of time delays indexed by i ∈ [0, I − 1] and j ∈ [0, J − 1], where I
is the number of range windows and J is the number of pings. Also let α[i, j] represent the measurements of the
phase at the peak of the cross-correlation function over the same region.
The RANSAC algorithm iteratively selects a minimal subset of time delay estimates at random and computes the
parameters of a model. The model must be selected carefully to suit the application. In this application, a model
of the form
τ˜k(r, u) = akr + bku+ cku
2 + dk (24)
is used on each iteration k ∈ [0,K − 1], which is quadratic in the along-track direction and linear in the range
direction. This model has been chosen in this application because the gradient of the time delay estimates varies
more rapidly in the along-track direction than in the range direction in field data due to the AUV motion, as can
be observed in Figure 9a.
For each trial k, the coefficients ak bk, ck and dk are computed by
ak = R
−1
k τk, (25)
where
ak =

ak
bk
ck
dk
 , (26)
is the vector containing the model coefficients,
Rk =

r[i1,k] u[j1,k] u[j1,k]
2 1
r[i2,k] u[j2,k] u[j2,k]
2 1
r[i3,k] u[j3,k] u[j3,k]
2 1
r[i4,k] u[j4,k] u[j4,k]
2 1
 (27)
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is the matrix defining the model, and
τk =

τk[i1,k, j1,k]
τk[i2,k, j2,k]
τk[i3,k, j3,k]
τk[i4,k, j4,k]
 (28)
is the vector containing the minimal subset of time delay estimate samples, where i1,k, ..., i4,k and j1,k, ..., j4,k are
drawn without replacement from i ∈ [0, I − 1] and j ∈ [0, J − 1] respectively.
Similarly to the 1D RANSAC algorithm, the model time delays can be evaluated at all ranges by substitution
into (24), giving the model time delays τ˜k(r, u). The number of samples that support the model (or inliers) is given
by
ηˆk =
I−1∑
i=0
J−1∑
j=0
[
|τ [i, j]− τ˜k(r[i], u[j])| < τthresh
]
(29)
where τthresh is the threshold and [. . . ] denotes an Iverson bracket. If the model has more support than the previous
best number of inliers, the number of trials is updated using (12), where the new best estimate of the inlier fraction
is given by
wˆ =
ηˆ
IJ
. (30)
Once K trials have been completed, a subset of time delay estimates are identified as outliers. The following phase
wrap number correction can be applied to all time delay estimates, since inliers are unchanged by the correction.
The updated phase wrap number is given by
Mˆ [i, j] =
⌊
fcτ˜κ[i, j] +
α[i, j]
2pi
⌉
, (31)
and the resulting refined time delay estimate calculated by
τˆ [i, j] =
(
−α[i, j]
2pi
+ Mˆ [i, j]
)
1
fc
(32)
is retained if
|τˆ [i, j]− τ˜ (r [i] , u [j])| < τthresh (33)
and discarded otherwise. Again, the threshold chosen in this work is given by (20).
The algorithm is demonstrated for one particular windowed subset of time delays in Figure 6. The initial fine
time delay estimates τ [i, j] are shown in Figure 6a, which shows the majority of the time delay estimates vary
smoothly in both the ping axis and the across track axis, with some outliers present. Figure 6b shows a minimal
subset that includes outliers. The grey surfaces represent the upper and lower limits of the region in which the
time delay estimates are considered inliers. Figure 6c shows an iteration where all of the minimal data subset are
inliers, which results in a model with the largest support. Once the required number of trials has been performed,
the outliers are corrected by adjusting the phase wrap number, the result of which is shown in Figure 6d. In this
case, no time delay estimates were discarded.
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(a)
(b)
(c)
(d)
Fig. 6. Illustration of the 2D RANSAC algorithm using data from MANEX’14 (a) initial time delay estimates, shown by blue crosses (b) a
minimal subset shown by red crosses includes an outlier, so the model has poor support. The grey surfaces are the upper and lower thresholds
(c) the minimal subset is contains only inliers, and has good support (d) the blue dashed lines show the outliers being corrected using the
optimal model.
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Fig. 7. (a) Sonar echo data. (b) RPC coherence. (c) SAS image showing a predominantly rippled, sandy seafloor. (d) Bathymetry generated
by sidescan interferometry without motion compensation. A small sub-window has been chosen to show the effect of reducing the frequency
bandwidth of the data.
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Fig. 8. Zoom of (a,b) raw data, (c,d) coherence, (e,f) SAS images. Left column (a,c,e) 10 kHz bandwidth. Right column (b,d,f) 60 kHz
bandwidth.
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Fig. 9. (a) Time delays from 60 kHz bandwidth data. (b) Refined time delays using the branch-cuts method. (c) Refined time delays using the
1D RANSAC method. (d) Refined time delays using the 2D RANSAC method.
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Fig. 10. Zooms of: (a,b) Unrefined time delays. (c,d) Refined time delays using the branch-cuts method. (e,f) Refined time delays using the 1D
RANSAC method. (g,h) Refined time delays using the 2D RANSAC method. Left column (a,c,d,g) 10 kHz bandwidth. Right Column (b,d,f,h)
60 kHz bandwidth.
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Fig. 11. (a) Probability distribution of error between coarse time delay estimates from 60 kHz bandwidth around the gold standard fine time
delay estimates. (b) The probability distribution of the coarse time delay error as a function of bandwidth.
V. EXPERIMENTAL METHOD AND RESULTS
SAS data were collected by the CMRE MUSCLE platform over a frequency range of 270 - 330 kHz during the
MANEX’14 sea trial. The vehicle was programmed to perform a straight track at a constant altitude of 12 m above
the seafloor. The unprocessed SAS echo data collected on a particular track are shown in Figure 7a. The inter-ping
coherence is shown in Figure 7b. The resulting SAS image is shown in Figure 7c, which reveals a predominantly
sandy, rippled seafloor, with some rocks and posidonia. The vehicle was not running in interferometric mode
and therefore it is not possible to generate a bathymetry map using SAS interferometry [26]. However, sidescan
interferometry can be used to produce a low-resolution depth map, which is shown in Figure 7d. A small subset
of the echo data, coherence and SAS images have been selected for closer inspection, which are marked by white
rectangles in Figure 7.
The frequency bandwidth of the data has been windowed to between 60 kHz and 10 kHz using a Tukey window
[27] with 10% transition width. This emulates systems with lower fractional bandwidth, demonstrating the effect of
reducing the frequency bandwidth of the data. The subsets of the echo data, coherence and SAS image for frequency
bandwidths of 10 kHz and 60 kHz are shown in Figure 8. A reduction in across-track resolution is evident in Figures
8a and 8e (10 kHz bandwidth) when compared with Figures 8b and 8f (60 kHz bandwidth), as expected since the
across-track resolution is proportional to the inverse of the bandwidth [28]. The values of the coherence estimates
are similar between Figures 8c and 8d (with mean values of 0.75 and 0.73 for 10 kHz and 60 kHz respectively).
The variances of the coherence estimates are 3.5× 10−3 and 3.8× 10−3 at 10 kHz and 60 kHz respectively.
The time delays estimated from the full-bandwidth (60 kHz) data are shown in Figure 9a. Subsets of the time
delays estimated using the 10 kHz and 60 kHz bandwidth data are shown in Figures 10a and 10b respectively. Black
regions represent samples where no time delay estimate was made due to low coherence magnitude. A coherence
threshold of 0.3 is used, which corresponds to a value three standard deviations larger than the expected coherence
value for random signals of the length of the range windows. What appear to be randomly distributed phase wrap
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Fig. 12. (a) Fraction of time delay estimates that match the reference with no correction, after 1D and 2D RANSAC methods, and using the
branch-cuts method (b) The matching estimate improvement ratios for each of the methods.
number errors are visible, and are much more prevalent in the 10 kHz data (Figures 10a) than the 60 kHz data
(Figure 10b) as expected.
The 1D and 2D RANSAC methods have been applied to the time delays measured using the frequency band-
limited data. The branch-cuts method has also been applied over the same window sizes as the 2D RANSAC method
for comparison. The resulting refined time delay estimates for the 60 kHz data using the 1D and 2D RANSAC
methods are shown in Figures 9c and 9d respectively. The result from the branch-cuts method is shown in Figure
9b. Subsets of the refined time delays estimated using the 10 kHz and 60 kHz bandwidth data are shown in Figures
10e and 10f for the 1D RANSAC method, Figures 10g and 10h for the 2D RANSAC method, and Figures 10c and
10d for the branch-cuts method.
At 60 kHz bandwidth, the 1D and 2D RANSAC methods generate extremely similar estimates. However, the
branch-cuts method shows discontinuities in the along-track direction (shown in Figure 9b), which correspond to
regions of large (> pi) phase differences caused by large inter-ping sways. At 10 kHz bandwidth, some time delay
estimates refined using the 1D and 2D RANSAC methods have been rejected due to being further than the threshold
from the model, which are shown as black regions in Figures 10e and 10g.
The time delays estimated using the bandwidth-filtered data are denoted by τˆb,R1[i, j] , τˆb,R2[i, j] and τˆb,GS[i, j]
for the 1D and 2D RANSAC methods and the branch-cuts algorithm respectively, where b ∈ {10, 12, 14, ..., 60} kHz
indexes the frequency bandwidths.
The results from the 1D RANSAC, 2D RANSAC and branch-cuts methods at full frequency bandwidth were
qualitatively assessed based on the smoothness of the resulting time delay estimates, and the 2D RANSAC method
was found to give the best results. The time delay estimates from the 2D RANSAC algorithm, denoted τˆB,2D[i, j],
are therefore considered to be the ‘gold standard’ time delay estimates in the following analysis.
The probability distribution of the error in the coarse time delay estimates (compared to the gold standard time
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delay estimates) is shown in Figure 11. The error distribution at full 60 kHz bandwidth is shown in Figure 11a,
which is symmetrical and centred on zero error as expected. However, this clearly illustrates the problem that must
be solved; the fine time delay estimation procedure described in Section II gives inaccurate estimates for coarse
time delay estimates with an error corresponding to more than half a wavelength. Figure 11b is the error distribution
with varying bandwidth, which shows a broadening of the error distributions with reducing bandwidth. A slight
asymmetry is also evident at smaller bandwidths, possibly caused by the assumption of zero relative dilation between
signals which may be inaccurate at short range.
The refined time delay estimates from the 1D and 2D RANSAC methods and the branch-cuts method at each
frequency bandwidth have been compared with the gold standard time delay estimates. The fraction of the time
delay estimates that match the gold standard is given by
ξb,µ =
I−1∑
i=0
J−1∑
j=0
[
|τˆb,µ[i, j]− τˆB,2D[i, j]| < τthresh
]
IJ
(34)
where µ denotes the correction method.
The resulting values of ξb,µ are plotted in Figure 12a. The matching estimate improvement ratios calculated by
ζb,µ =
ξb,µ − ξb,NC
ξb,NC
(35)
are plotted in Figure 12b. This demonstrates that the 1D and 2D RANSAC methods result in what we interpret
as improvements of 29 - 125% and 30 - 150% respectively compared to 16 - 134% for the Goldstein branch-cuts
method.
The ratio of matching estimates for the unrefined time delay estimates reduces with decreasing bandwidth,
because the width of the peak of the correlation function becomes wider with decreasing frequency bandwidth.
This broadening of the cross-correlation peak means that noise is more likely to cause phase wrap errors. The 1D
and 2D RANSAC methods perform at least as well as the branch-cuts method at all frequency bandwidths. The
branch-cuts method performs less well than the RANSAC methods at high bandwidths due to its inability to unwrap
regions with high phase gradient correctly.
The time taken to perform the methods at each bandwidth is plotted in Figure 13. With reducing bandwidth,
the time taken for both RANSAC methods increases due to the reducing inlier fraction, which causes the number
of RANSAC iterations to increase. However, this is particularly evident for the 2D RANSAC method, because the
number of parameters in the model is larger, meaning more trials are required to achieve the same probability of
success. The time taken by the branch-cuts method is approximately constant for all frequency bandwidths.
VI. CONCLUSION AND FURTHER WORK
Algorithms making use of the RANSAC algorithm with 1D and 2D models have been developed to detect and
correct phase wrap number errors in time delay estimation applications. Results from field data collected by the 270 -
300 kHz SAS of the CMRE MUSCLE AUV show that the 1D and 2D RANSAC methods result in improvements
of 29 - 125% and 30 - 150% respectively compared to improvements of 16 - 134% for the Goldstein branch-cuts
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Fig. 13. Time taken by the 1D RANSAC, 2D RANSAC and Goldstein branch cuts methods.
method. Using a 2D model shows a slight performance benefit, at the expense of greater computational cost than
using a 1D model. These model-based approaches to the phase unwrapping problem have been shown to be resilient
to regions of high phase gradient, which result in errors for the branch-cuts method.
Application of these algorithms to RPC micro-navigation will increase the accuracy of through-the-sensor naviga-
tion estimation and is therefore likely to improve SAS image quality. The algorithms have been shown to be effective
for a large range of bandwidths, which may enable the use of lower cost, low fractional bandwidth systems. Repeat-
pass SAS has the potential to generate very high precision 3D seabed maps, and application of these algorithms
provides the high accuracy time delay estimates required for repeat-pass micro-navigation algorithms.
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