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Abstract: The Proceedings of the 8th International Junior Researcher and Engineer Workshop on
Hydraulic Structures (8th IJREWHS) of the International Association of Hydro-environmental
Engineering and Research (IAHR) cover many aspects of hydraulic structures engineering, ranging
from weirs and spillways to scour and sediment transport as well as hydropower and flood and drought
management. The event organisation motivated the sharing of information and experience between
junior and senior hydraulic structures researchers and engineers with different origins and
backgrounds. This event also has a strong mentorship component as participants represent the next
generation of engineers and scientists. This paper presents the proceedings peer-review process, the
proceedings content as well as the event organisation. The reviewers are also acknowledged.
Keywords: Hydraulic structures; Experience mixing; Peer-review process; Proceedings.

1. INTRODUCTION
Hydraulic structures engineering is one of the most important fields of civil and environmental
engineering with challenges arising from new and complex issues for upgrades or replacement of
aging infrastructure or innovative designs for new builds (Felder et al., 2021). It is also an evolving
science in an ever-changing environment with increasing water disasters and rising demands due to
population growth (Erpicum et al., 2021). Such challenges and context require the combined efforts of
both researchers and practitioners in future years. In this respect, the IAHR International Junior
Researcher and Engineer Workshop on Hydraulic Structures (IJREWHS) series aims to bring together
young scientists and engineers to discuss hydraulic structure designs, new research and practical
solutions.
The objective of IJREWHS is to provide an opportunity for young researchers and engineers to gain
international exposure by presenting and discussing their research to current and future international
research leaders and experts in the field of hydraulic structures. In a friendly mentoring environment,
authors and presenters receive constructive feedback from their peers and a committee of senior
researchers on their paper and presentation. Based on that feedback, authors submit a manuscript,
which then undergoes a review by peers (both junior workshop participants and senior researchers).
Once revised and accepted, the paper is published, ensuring large exposure to the international
community.
The 8th IJREWHS was the latest event to date of a successful series organized by the IAHR Hydraulic
Structures Committee. The 2021 workshop was hosted online as a virtual event by the National
University of Ireland, Galway and attracted 36 junior and senior participants. Previous workshops
were held in Montemor-o-Novo, Portugal (2006), Pisa, Italy (2008), Edinburgh, Scotland (2010),
Logan, Utah USA (2012), Spa, Belgium (2014), Lübeck, Germany (2016) and Denver, Colorado USA
(2019).
This short paper explains the review process of the 8th IJREWHS Proceedings, which have been
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published open access with a Digital Object Identifier by Digital Commons Utah State University. It
also lists the proceedings content and workshop organisation and acknowledges the reviewers.

2. 8TH IJREWHS PROCEEDINGS
2.1.

Peer review process and topics

Papers published in the Proceedings of the 8th IAHR International Junior Researcher and Engineer
Workshop on Hydraulic Structures have been peer-reviewed for technical content through a formal
and rigorous process, as detailed below. The proceedings are hosted by the University Library at Utah
State University publication. Each paper was allocated a direct object identifier (DOI) and is accessible
open access at the Utah State University Institutional Repository DigitalCommons@USU
{https://digitalcommons.usu.edu/}. Each work is available to users through DigitalCommons@USU
pursuant to a Creative Commons Attribution-NonCommercial CC BY 4.0 License.
Following the workshop (held online due to the Covid-19 virus pandemic) in July 2021, the Scientific
Committee received 23 full papers out of the 26 junior participants presentations. The Panel of
Reviewers was drawn from the IAHR Hydraulic Structures Committee community and other
international experts in the field, and it also included all the junior researchers and engineers who
submitted a full paper. The submitted papers have been peer-reviewed by two independent senior
reviewers and two junior reviewers, according to an evaluation sheet whose criteria were established
by the Scientific Committee. Authors were then requested to revise their manuscript in accordance
with the reviewers' comments and editorial recommendations, and to submit a revised version with a
rebuttal letter responding point by point to all reviewers’ comments for final review before inclusion in
the proceedings. The final number of papers accepted for publication was 20. The symposium
proceedings were edited by the Chair of the Scientific Committee, Sebastien Erpicum, the Chair of the
Organizing Committee, Sean Mulligan, and the Chair of IAHR Hydraulic Structures Technical
Committee, Brian Crookston.
The Authors of the papers published in the proceedings come from 20 different countries on the 6
inhabited continents. The scope of the 8th IJREWHS proceedings is broad, with three papers on weirs,
six studies focusing on flow past varied types of hydraulic structures, three papers on sediment
transport and four papers on scour processes, but also two papers on hydropower and pumps and two
papers on floods and droughts. The topics encompass advanced multidisciplinary subjects such as
air-water flows, flow-vegetation interactions, sediment processes and fish passages. The papers are
based on field, numerical modelling, or experimental investigations. For sure, these proceedings
showcase the wide and growing scope of hydraulics structures engineering challenges, methodologies
and solutions.

2.2.

Referencing

The papers published in the proceedings are available open access at DigitalCommons@USU
{https://digitalcommons.usu.edu/}. DigitalCommons@USU is the institutional repository of the Utah
State University.
The full bibliographic reference of the 8th IJREWHS proceedings is:
Erpicum S., Mulligan S., and Crookston B. (2022). "8th IAHR International Junior Researcher and
Engineer Workshop on Hydraulic Structures (8th IJREWHS)". Proceedings of the 8th IAHR International
Junior Researcher and Engineer Workshop on Hydraulic Structures – 8th IJREWHS, 5-8 July 2021,
Galway, Ireland. Utah State University, Logan, Utah, USA (ISBN 978-0-578-37416-1).
Each paper of the proceedings must be referenced as, for example:
Paulo F. A., and Teixeira E. D. (2022). "Flow Distribution in Slotted Pipe Bottom Outlets” in "8th IAHR
International Junior Researcher and Engineer Workshop on Hydraulic Structures (8th IJREWHS)".

2

Proceedings of the 8th IAHR International Junior Researcher and Engineer Workshop on
Hydraulic Structures – 8th IJREWHS, 5-8 July 2021, Galway, Ireland. Erpicum S., Mulligan S.,
and Crookston B., Editors. Utah State University, Logan, Utah, USA, 8 pages (DOI: 10.26077/
ed65-7234) (ISBN 978-0-578-37416-1).

2.3.

Statistical summary

20 peer-reviewed papers written by 56 authors from 20 countries and 6 continents. 5 keynote lectures
published as video files.

3. WORKSHOP ORGANISATION AND REVIEWERS
The 8th IAHR International Junior Researcher and Engineer Workshop on Hydraulic Structures was
scheduled to take place on 5-8 July 2021 at the National University of Ireland, Galway, Ireland.
Because of the exceptional circumstances worldwide induced by the Covid-19 virus pandemic, it was
not possible to hold the workshop physically and it was therefore held fully online using a virtual
workshop platform. The workshop was held on the same dates but with an adapted schedule to
accommodate, as much as possible, the time differences between the various locations of the authors.

3.1.

Workshop organizing committee
•
•
•
•
•
•
•
•
•

3.2.

Sean Mulligan (Chair), National University of Ireland, Galway, Ireland
Daniel B. Bung (Vice-Chair), Aachen University of Applied Sciences, Germany
Stephen Nash, National University of Ireland, Galway, Ireland
Eoghan Clifford, National University of Ireland, Galway, Ireland
Michael Hartnett, National University of Ireland, Galway, Ireland
Daniel Valero, IHE Delft Institute for Water Education, Delft, Netherlands
Peter Leonard (administrator), National University of Ireland, Galway, Ireland
Ronan Cooney (administrator), National University of Ireland, Galway, Ireland
Alan Carty (administrator), VorTech Water Solutions, Galway, Ireland

Senior Experts-Reviewers
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•

Jose Adriasola, Chili
Zulfequar Ahmad, India
Ismail Albayrak, Switzerland
Robert Boes, Switzerland
Fabian Bombardelli, USA
Daniel Bung, Germany
Rita Carvalho, Portugal
Hubert Chanson, Australia
Eoghan Clifford, Ireland
Brian Crookston (Editor), USA
Giovanni De Cesare, Switzerland
Sebastien Erpicum (Chair - Editor), Belgium
Roger Falconer, United Kingdom
Stefan Felder, Australia
Michael Hartnett, Ireland
Valentin Heller, United Kingdom
Robert Janssen, Australia
Rebekka Kopmann, Germany
Jorge Matos, Portugal
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•
•
•
•
•
•
•

Sean Mulligan (Editor), Ireland
Stephen Nash, Ireland
Mario Oertel, Germany
Michele Palermo, Italy
Blake Tullis, USA
Daniel Valero, The Netherlands
David Zhu, Canada
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valuable support in reviewing the manuscripts and all the Authors for their contributions. We also
acknowledge the support of the University Library of Utah State University for the production and
publication of the proceedings.
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Flow Distribution in Slotted Pipe Bottom Outlets
Felipe Azevedo Paulo1, Eder Daniel Teixeira1
1
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Abstract: Reservoir sedimentation is a major threat to dam operation. It can reduce water storage
capacity, clog water intakes, and damage turbine components. Flushing operations by bottom outlets
are a mitigation measure that allows removing sediment deposited near the dam. Unfortunately, the
effect of such structures is localized if no water level draw down takes place; therefore, investigations
of new designs that improve sediment removal have emerged recently. In this work, we present our
current results on the investigation of the slotted pipe bottom outlet obtained through numerical
modeling. The flow patterns were characterized for different water levels, showing that discharges and
mean velocities at the slots grow in the downstream direction. In addition, analyzing the effect of
geometric elements of the structure showed that wider slots can convey greater discharges with
smaller velocities except if they are close to the pipe entrance. Finally, based on the results obtained,
a first step is taken into the optimization of this structure, where the discharges in all openings of the
slotted pipe could be enhanced by removing the slot closer to the pipe entrance and widening the
remaining slots.
Keywords: Reservoir sedimentation, bottom outlet, FLOW-3D, pressure flushing.

1. INTRODUCTION
Reservoirs protect against floods and droughts besides benefits related to navigation, hydroelectricity,
and recreation. However, their ability to deliver these services tends to diminish over time due to
deposition of sediments transported by the rivers that form the reservoir. Sedimentation causes
average values of 1% of annual loss of water storage capacity worldwide (George et al., 2017).
Therefore, sedimentation is a major threat to dam operation and one of the limiters of its life
expectancy (Schleiss et al., 2016). Despite their negative impacts (such as degradation of the riverbed
downstream of the reservoir, reduction of flood peaks that may be important for fish breeding,
interruption of the transport of nutrients related to sediments, among others), reservoirs possess
undeniable socioeconomic relevance that makes the sedimentation problem arise as a global concern
(Kondolf et al., 2014), particularly if we consider demographic growth and increasing energy demand.
Therefore, the use of reservoirs is inevitable and its life expectancy should be maximized. This is
crucial since the construction of new reservoirs face obstacles such as being bound to extensive
processes of environmental licensing and depend on the existence of suitable places that are
increasingly scarce (Shen, 1999). Mitigation and prevention of sedimentation is essential to achieve
this objective.
Bottom outlets are a means of removing sediment deposited close to the dams, if flushing operations
are carried out in the reservoir. The literature regarding sediment removal by bottom outlets shows
theoretically, experimentally, and by field observations that its effect is limited to a region close to the
bottom outlet intake if they are activated without water level draw down (White & Bettess, 1984;
Emamgholizadeh et al., 2006; Sawadogo et al., 2019). This fact forces water intakes to be placed near
bottom outlets if desilting is necessary. Several studies have been conducted regarding traditional
bottom outlets (orifices placed in the upstream face of the dam). However, recent research has been
oriented to the development of new structures that provide greater efficiency and sediment removal
(Madadi et al., 2016, 2017; Haghjouei et al., 2021). In this fashion, Paulo et al. (2021) proposed a new
structure called a slotted pipe bottom outlet that allows sediment removal in the direction parallel to the
dam axis, providing more freedom in the placement of water intakes (Figure 1). These authors
conducted a physical model study of the slotted pipe bottom outlet to verify its ability to scour
deposited non-cohesive sediments, showing that this structure can be used for desilting water intakes.
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In addition, they proposed a dimensionless equation for the prediction of the scour extent caused by
the slots. However, no information exists yet regarding design criteria or if the sediment removal
capacity of the slotted pipe could be enhanced with variations in its geometry. In this paper, we
present our current advances in the investigation of the geometry that maximizes the discharge
provided by the structure. We employed the recognized computational fluid dynamics (CFD) package
FLOW-3D to characterize the flow pattern throughout the slotted pipe bottom outlet and investigated
the influence of its geometry (slot width and placing) to obtain insights that may lead to an optimized
configuration.

Figure 1 – Physical model of the slotted pipe bottom outlet (Paulo et al., 2021).

2. METHODS
2.1.

Numerical Model

FLOW-3D is a commercial CFD software capable of solving the RANS equations by the finite volume
method (FVM) to model multi-scale, multi-physics flows and to obtain transient, three-dimensional
solutions. The computational domain is discretized in a 3D structured, staggered mesh of cubic cells.
Most of the terms in the equations are solved explicitly, although several implicit methods may be
used. However, pressures and velocities are coupled implicitly. The model uses the Volume of Fluid
(VOF) method to track the free surface and the proprietary FAVOR (fractional area/volume) method
for incorporating geometry effects into the equations (Flow Science, 2018). The main models used in
this work were: default VOF, a second-order monotonicity preserving numerical scheme for the
advection of momentum, GMRES method for pressure-velocity coupling, and the k-w turbulence
model. The fluid considered was the default water at 20°C (density of 998.2 kg/m³ and dynamic
viscosity of 0.001 kg/m/s).

2.2.

Set of Simulations

Two series of simulations were conducted. Series A consisted of four simulations to characterize the
flow pattern across the bottom outlet for increasing upstream water level. Series B consisted of four
simulations to understand the influence of the slots in the discharge and head loss and one simulation
of an optimized geometry based on the results of the previous four simulations. Here, the head loss is
considered as the energy losses due to friction of the flow with the walls of the pipe and due to local
energy losses at the openings of the slotted pipe. No head loss was calculated in this work, however,
considering Bernoulli’s equation and the same boundary conditions, the alternative that conducts the
greater discharge has the lower total head loss.
The dimensions of the slotted pipe simulated were chosen to represent full-scale dimensions of the
physical model employed by Paulo et al. (2021). In their research, the physical model did not
represent any specific prototype in reduced scale, being an experimental physical model rather than a
reduced scale physical model. Despite simulating the structure proposed by Paulo et al. (2021), no
calibration based on their physical model results was carried out. Due to the preliminary nature of the
numerical simulations performed for this work, no sediment deposits were considered. The main
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objective was to characterize the flow patterns along with the structure and not to evaluate its
sediment removal capacity, although the former influences the latter.

Series A
In Series A, only the original geometry proposed by Paulo et al. (2021) was simulated. This
configuration is defined in terms of the hydraulic radius (R h) of the conduit cross-section: the slots are
separated by a distance of 4Rh and their width is 0.4Rh (Figure 2-a). Only half the pipe was considered
in the first three simulations (SA-1, SA-2, and SA-3) of this series to reduce computational cost
following the assumption of axisymmetric flow along the longitudinal axis of the structure (Figure 2-c).
A fourth simulation (SA-4) took place considering the entire structure to verify the assumption of
axisymmetric flow. In this case, the domain shown in Figure 2-c was mirrored. The cell size varied
along with the domain (finer cells around the structure and progressively bigger cells in the upstream
direction, see Table 1) as shown in Figure 2-b.

Figure 2 – Original geometry of the slotted pipe bottom outlet (a), mesh cell sizes (b), computational
domain (c), and coordinate system (d). All dimensions are in meters.

Figure 3 – Flux surfaces (dark grey) where discharges and velocities were measured at the slotted
pipe (light grey).
The boundary conditions were defined in the bigger mesh block that represents the reservoir and in a
mesh block downstream of the pipe exit. Upstream conditions were defined as stagnation pressure
(water level) and the downstream boundary conditions were defined as outflow, to represent a free
discharge. Initial conditions considered fluid occupying the entire domain in the reservoir at the same
level as the boundary conditions. Figure 3 shows the flux surfaces set to measure discharge and
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mean velocity at each opening of the slotted pipe. The mean velocity at the pipe exit was measured at
that section with a flux surface similar to the one placed at the pipe entrance. The discharge at the
pipe exit (total discharge, Qex) was calculated as the sum of Qen, Q1, Q2, Q3, and Q4. The values
measured were employed for characterizing the flow patterns. Three water levels were simulated
comprising the range of the ratio between the water column above the bottom outlet axis (H) and
internal diameter (Dint) tested by Paulo et al. (2021), who tested values of H/Dint ranging from 3.12 to
13.79. The water levels simulated correspond to these limits and an intermediate value of 8.45.

Series B
In this series, the computational domain was the same as in Series A, but the geometry varied for
each simulation to evaluate the effect of the slots. The water level was kept constant for all simulations
(H = 0.347 m). This value was chosen because it is one of the possible values in the range of H/D int
tested by Paulo et al. (2021), considering the diameter of the slotted pipe simulated (Figure 2-a). A
first simulation (SB-original) was executed with the same setup of Series A’s simulations to have the
comparison basis for the following simulations (SB-1 to SB-4). All the geometries, their changes
concerning the original geometry, and their purpose can be seen in Figure 4.

Figure 4 – Geometries considered in Series B simulations.
Table 1 – Simulations parameters.
Series

Mesh
SA-1 to 3

Type

Limits in X
direction
Limits in Y
direction
Limits in Z
direction
Simulation
H (upstream)

Z coordinate of
pipe centerline
X coordinate of
pipe centerline
Y coordinate of
pipe centerline

Cubic

Cell size

Bottom outlet

SB

Structured

Cell shape

Cell count

SA-4

0.25 cm to 4.00 cm
565,868

1,384,670

544,110

-0.825 m to
0.055 m

-0.625 m to
0.735 m

-0.825 m to
0.055 m

0.05 m
0.055 m
Parallel to Y-axis

Wall thickness

5 mm
1.5x10-3 mm
(PVC)

Absolute
roughness

-0.91 m to 0.81 m
-0.1 m to
1.42 m
SA-1
0.300 m

–
-0.1 m to 0.5 m
Boundary conditions
SA-2
SA-3
0.515 m
1.300 m
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SA-4
0.402 m

SB
0.347 m

To ensure a fair comparison between the original geometry and its variations, the pipe entrance area
and the total area of the slots remained constant in all cases. The setup for each simulation is
summarized in Table 1. We verified, in a previous simulation, that the flow reaches a steady-state
(mean discharges and velocities do not vary with time) at approximately 1 s of simulation. All following
simulations were run for 5 s and all presented results are averaged values obtained from 1.5 s to
5.0 s.

3. RESULTS AND DISCUSSIONS
3.1.

Series A

Results show that the mean flow velocity in the slots increases in the downstream direction and that
recirculation zones form downstream of slots at the conduit’s upper inner elevation (Figure 5 and
Table 2). More than one-third of the total discharge comes from the pipe entrance and both mean
velocity and discharge in a slot are, on average, 1.31 times superior to the same values of a slot
immediately upstream. The mean velocity at the pipe entrance is lower than the slot velocities;
however, its discharge is superior due to its greater area. These patterns repeat in all three
simulations and confirm the assumption of Paulo et al. (2021) that the discharge in the pipe entrance
is superior to the discharge of one slot and the group of slots. This is valid at least for the cases where
the total slot area is inferior to the pipe entrance area (in all simulations the latter is 4.8 times greater
than the former). Nonetheless, these results indicate that the assumption by the same authors that
discharge and velocities are approximately constant for all slots was wrong. The greatest pressure
drop occurs in S4 and coincides with the velocity increment in this region. The minimum pressure
values were observed downstream of S4 at the conduit’s upper inner elevation in a distance up to
approximately 1Dint in the flow direction. Flow distribution in SA-4 is practically the same as observed
in the other simulations. Therefore, the assumption of axisymmetric flow is valid and may be used to
reduce the computational cost of simulations.

Qi (l/s)

Table 2 – Series A’s results.
Entrance Slot 1
Slot 2
Slot 3
(i = en)
(i =1)
(i = 2)
(i = 3)
SA-1
2.231
0.617
0.807
1.050

Slot 4
(i = 4)

Exit
(i = ex)

1.362

6.066

Qi/Qex (%)

36.772

10.179

13.295

17.307

22.448

–

Vi (m/s)

0.579

0.633

0.809

1.055

1.379

1.705

Vi/Vex (%)

33.971

37.143

61.905

80.895

–

Qi (l/s)

2.920

47.448
SA-2
0.828
1.099

1.450

1.860

8.158

Qi/Qex (%)

35.794

10.153

13.472

17.777

22.804

–

Vi (m/s)

0.758

0.835

Vi/Vex (%)

33.321

36.724

1.108

1.462

1.875

2.274

64.300

82.476

–

4.935

48.726
SA-3
1.412
1.870

Qi (l/s)

2.422

3.135

13.774

Qi/Qex (%)

35.830

10.252

13.574

17.583

22.761

–

Vi (m/s)

1.278

1.422

1.882

2.441

3.164

3.820

Vi/Vex (%)

33.459

37.218

49.258

63.903

82.833

–

Qi (l/s)

4.890

1.419

1.902

2.504

3.270

13.985

Qi/Qex (%)

34.970

10.147

13.598

17.904

23.381

–

Vi (m/s)

0.612

0.715

0.958

1.262

1.648

2.076

Vi/Vex (%)

31.262

36.561

48.994

64.508

84.238

–

SA-4

9

Figure 5 – Velocities and pressures (relative, atmospheric pressure is zero) along the conduit
centerline in SA-2.

3.2.

Series B

Series B results are summarized in Table 3. Flow distribution in SB-original follows the same pattern
observed in Series A. In SB-1, there was an increase in discharge for all openings in the structure.
The same can be said about the flow velocity, except for S3, where flow velocity decreased despite
the discharge increment. We believe that this happens because the influence of the walls decreases
as the slot width increases, leading to lower head loss across the slot. This lower head loss reflects a
lower energy gradient for the flow passing through S3, which causes lower velocities. However, the
discharge increased due to the greater area. Moreover, the discharge in S3 is lower than the sum of
the discharges in S2 and S3 in SB-original.
In SB-2, an increment of 50% in slot area caused an increment of 50% in discharge for S1, although
the decrease in flow velocity observed for S3 in SB-1 was not recorded in this case. The shortening of
S4 led to a decrease of almost 48% in discharge (which is consistent since the area was halved), but
to an increase in flow velocity as well. This reinforces the previously mentioned influence of the walls
on the head loss across the slot (a narrower path requires a greater energy gradient, and hence
greater velocity, to be overcome).
In SB-3, an increment of 50% in slot area caused an increment of 56% in discharge for S2, while the
same area increment for S1 in SB-2 led to a smaller discharge increment. This indicates that there is
some interference between the pipe entrance and the slots close to it, since the increment in
discharge is greater for the same increment in the area as the slot in consideration is farther from the
pipe entrance.
The results of the previous simulations suggest that it may be interesting to move the slots away from
the pipe entrance due to the interference between them. In SB-4, the removal of S1 and the
distribution of its area evenly between S2 and S3 resulted in discharge increases in all sections of the
bottom outlet, thus reducing the head loss across the structure. Although the total discharge did not
change much, the increase in discharge for the pipe entrance is beneficial since it may promote more
sediment removal for water intakes closer to the reservoir margins.
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Despite the preliminary nature of the results (since no calibration has taken place), in all simulations,
we observed the formation of a vena contracta downstream the pipe entrance, which is a
phenomenon known to happen at conduit entrances. Moreover, we have also observed that the flow
velocity decreases rapidly in the upstream direction inside the reservoir. This behavior of the flow field
upstream of orifices and conduit entrances is widely documented (White & Bettess, 1984; Shammaa
et al., 2005; Powell & Khan, 2015). Therefore, the results indicate at least a minimal coherence with
the real flow that would take place in the slotted pipe bottom outlet.
Table 3 – Series B’s results; values in parentheses are the variation from the original geometry’s
results.
Entrance
Slot 1
Slot 2
Slot 3
Slot 4
Exit
(i = en)
(i =1)
(i = 2)
(i = 3)
(i = 4)
(i = ex)
SB-original
Qi (l/s)
2.319
0.656
0.873
1.154
1.506
6.509
Qi/Qex (%)

35.631

10.075

13.418

17.735

23.141

–

Vi (m/s)

0.601

0.660

0.878

1.161

1.516

1.803

Vi/Vex (%)

33.344

36.615

48.675
SB-1

64.399

84.039

–

2.524
(+8.9%)
38.354
0.655
(+8.9%)
35.710

0.724
(+10.3%)
10.996
0.729
(+10.4%)
39.779

–

1.763
(+52.8%)
26.801
0.888
(-23.6%)
48.410

1.569
(+4.2%)
23.849
1.582
(+4.4%)
86.270

6.580
(+1.1%)
–
1.833
(+1.7%)
–

2.303
(-1.3%)

0.982
(+49.8%)

1.260
(+9.1%)

0.779
(-48.0%)

6.306
(-3.0%)

36.516
0.597
(-0.7%)
32.635

15.581
0.660
(-0.2%)
36.038

19.977
1.270
(+9.3%)
69.369

12.360
1.575
(+3.9%)
86.061

–
1.830
(-0.5%)
–

2.293
(-1.1%)
36.199
0.595
(-0.4%)
32.721

0.643
(-1.9%)
10.151
0.648
(-1.7%)
35.652

1.254
(+8.6%)
19.793
1.264
(-0.4%)
69.514

0.783
(-48.0%)
12.355
1.582
(+0.4%)
87.013

6.335
(-2.7%)
–
1.818
(+0.8%)
–

1.655
(+43.4%)
24.763
1.111
(-4.3%)
59.512

1.518
(+0.8%)
22.703
1.530
(+0.9%)
81.911

6.685
(+2.7%)

Qi (l/s)
Qi/Qex (%)
Vi (m/s)
Vi/Vex (%)
Qi (l/s)
Qi/Qex (%)
Vi (m/s)
Vi/Vex (%)
Qi (l/s)
Qi/Qex (%)
Vi (m/s)
Vi/Vex (%)

Qi (l/s)
Qi/Qex (%)
Vi (m/s)
Vi/Vex (%)

2.488
(+7.3%)
37.222
0.646
(+7.3%)
34.565

–
–
–
–

–
–
–
SB-2
0.982
(+12.4%)
15.566
0.989
(+12.7%)
54.055
SB-3
1.362
(+56.0%)
21.502
0.915
(-7.6%)
50.301
SB-4
1.024
(+17.2%)
15.312
0.687
(-21.8%)
36.800

1.868
(+3.6%)

4. CONCLUSIONS
Bottom outlets are a means of mitigating sediment deposition near the dam. A slotted pipe bottom
outlets are a new design of bottom outlets that provides sediment removal in the direction parallel to
the dam axis, allowing the desilting of water intakes that are near the reservoir margins. We employed
numerical modeling to verify the possibility of increasing the discharge capacity of the structure,
characterizing its flow patterns, and evaluating the influence of its geometric elements. Results
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demonstrated that discharges and flow velocities in the slots grow in the downstream direction. In
addition, slot width is shown to be a relevant variable in head loss across the slots. We did not
observe a great increase in total discharge by varying slot width and placement, but the increase in
discharge at the pipe entrance is beneficial to promoting more sediment removal in water intakes near
the reservoir banks. We made the first attempt in geometry optimization and the results showed that it
is possible to increase flow discharges along with the structure by changing the slot width. However,
we would have to perform more tests to know how far the slots can be displaced without
compromising the sediment removal in the region between them and the pipe entrance.
The next steps in our research must be the calibration of the numerical model, the consideration of a
sediment deposit around the structure, and the search for an optimized design that must be validated
using a physical model.
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Abstract: The high hydraulic efficiency and the compactness of nonlinear weirs favor their use in
several rehabilitation or new dams projects. Main types of nonlinear weirs are labyrinth and piano key
weirs. The purpose of this paper is to provide indications on the influence of the approach flow depth
on the discharge capacity of these nonlinear weirs. To do so, a series of experimental tests have been
carried out in the laboratory of Engineering Hydraulics of the Liege University. A labyrinth and a piano
key weir have been tested in channel configuration (upstream flow width equal to the weir width)
considering various dimensionless dam heights. A large range of discharge has been tested for each
case. The results show that the dimensionless dam height increase may decrease up to 8% of the
labyrinth weir discharge capacity while it has only very limited but opposite effects for the piano key
weir.
Keywords: Physical modelling, labyrinth weir, PK weir, head-discharge curve.

1. INTRODUCTION
The weir is an essential element of dam spillways. It controls the upstream reservoir level rise by
releasing excess water, in particular during floods. When placed across a natural or artificial
watercourse, a weir can also be used for measuring discharge or controlling the water
depth.Replacing a linear weir with a nonlinear weir can be an effective way to increase discharge
efficiency (increase discharge released for a given upstream head) for a constant width on a dam crest
or in a channel. Nonlinear weirs are linear weirs folded in plan to increase the crest length. Since the
discharge capacity of a free surface weir is proportional to its crest length, nonlinear weirs exhibit
higher discharge capacity than linear weirs for the same width (Tullis et al., 1995). Different geometric
configurations for nonlinear weirs have been developed in order to increase this length while limiting
the weir footprint area, such as labyrinth weirs (Hay and Taylor, 1970; Tullis et al., 1995; Crookston,
2010), skewed or oblique weirs (Kabiri-Samani, 2010; Noori and Chilmeran, 2005), duck-bill weirs
(Khatsuria et al.,1988), piano key weirs (Leite Ribeiro et al., 2007; Laugier, 2007; Lempérière and
Ouamane, 2003) and fuse gates (Falvey and Treille, 1995). In the present study, we are interested in
two specific types of nonlinear weirs: the labyrinth weir and the piano key weir (PK weir).

1.1. Labyrinth weir
Labyrinth weirs are nonlinear weirs with vertical walls. The first study reported on the labyrinth weir
was carried out by Gentilini (1941); although, the first prototype labyrinth weir documented in the
literature was on the East Park Dam (1910) on Little Stony Creek, California, USA (Crookston et al.,
2019). Depending on the geometry in plan view of the so called alveoli, there are several forms of
labyrinth weir, i.e. trapezoidal, triangular or rectangular (Crookston, 2010). According to Falvey (2003),
the symmetrical trapezoidal shape is the most used because of the ease of construction and its
hydraulic performance. Alveoli may be aligned along a straight line or a curve (Crookston and Tullis,
2012 a).
Crookston (2010) defines the main parameters generally used to detail the geometry of a labyrinth
weir with a linear arrangement (Figure 1). The alveoli geometry is defined by the length of side wall lc,
the width of a cycle w, the wall thickness tw, the side walls angle α, the alveoli apex width A and the
13

height of the vertical walls P. The total width of the weir W, the number of cycles N and the developed
length L (L=N (2lc+2A)) are parameters describing the full weir geometry.

Figure 1 - Fundamental parameters of the labyrinth weir. Plan view (left) and typical cross-section
(right).

1.2. Piano key weir
A PK weir is a rectangular labyrinth weir with ramped floor and cantilevered apexes. This arrangement
enables a decrease in the basement length and then the area needed to ground the weir. It is then
possible to place PK weirs on a very limited area, such as on the top of gravity dams. This specific
geometry exhibits high discharge capacity, greater than a labyrinth weir with the same crest (Anderson
and Tullis, 2012 and 2013). The PK weir was firstly described by Lempérière and Ouamane (2003).
The use of the PK weir as a solution for the rehabilitation of spillways in operation started in 2006 at
Goulours dam in France with a project by the EDF company (Laugier, 2007).
Similar to labyrinth weirs, the PK weir geometry (Figure 2) is characterized by (Pralong et al., 2011)
the upstream and downstream heights Po and Pi, denoted simply P when both values are equal, the
width of the upstream and downstream alveoli Wi and Wo, the lengths of the upstream and
downstream overhang Bi and Bo, the length of the base Bb, the length of the lateral wall B (B = Bi + Bo
+ Bb), the slopes of the upstream and downstream alveoli Si and So and the wall thickness Ts. The
total width of the weir Wt, the cycle width Wu, the number of cycles N and the developed length L
(L=N(2B+Wi+Wo+Ts)) describe the global weir geometry.

Figure 2 - Fundamental parameters of the PK Weir. Plan view (left) and typical cross-section (right).

1.3. Previous Studies
PK and labyrinth weirs have been extensively studied over the years using physical and numerical
models. Both structures are free surface weirs. Their discharge capacity follows then an equation
similar to (Tullis et al., 1995; Machiels et al., 2011a):
𝑄 = 𝐶𝑑 𝑊√2𝑔𝐻𝑇3

(1)
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with Q the discharge, Cd the dimensionless discharge coefficient, W the weir width, g is the gravity
acceleration and HT the total upstream head.
The various research works carried out to date showed that discharge coefficient is higher for small
upstream head and decreases with increasing upstream head. The weir geometry affects significantly
its discharge capacity. For instance, for labyrinth weirs, Hay and Taylor, 1970; Lux and Hinchliff, 1985;
Tullis et al., 1995; Crookston and Tullis, 2012 a, b, 2013 a, b., showed that the main parameters
influencing hydraulic performance are the head water ratio HT/P, the sidewall angle α, and the cycle
width ratio w/P. With regards to the PK weir, since the proposal of a first design by Hydrocoop in
collaboration with Biskra University (Algeria), the Hydraulic Laboratory of Electricité de France
(France) and Roorkee University (India) (Lempérière and Ouamane, 2003), numerous works and
publications have been carried out (Ouamane and Lempérière, 2006; Machiels et al., 2011 and 2014;
Leite Ribeiro et al., 2012 a, b; Machiels, 2012; Anderson and Tullis, 2012, 2013) and showed that the
main parameters influencing hydraulic performance of the PK Weir are the headwater ratio HT/P, the
developed crest length L/W ratio and the unit width ratio Wu/P.
The available literature indicates that all the studies conducted to date have never analyzed the effect
of the dam height on the discharge capacity of a nonlinear weir. Since this might be an important
parameter when considering the construction of a nonlinear weir on the top of a dam, the objective of
the present study is to experimentally study this parameter considering a labyrinth weir and a PK weir.

2. EXPERIMENTAL SETUP
2.1. Test facility
Tests are carried out in a 1.2 m wide, 1.2 m high and 7.2 m long horizontal flume in the laboratory of
Engineering Hydraulics of the Liege University. The flume is supplied through an upstream tank 1.8 m
long, 1.2 m wide and 2.1 m deep and by two pipes connected to centrifugal pumps. A baffle wall is
located at the connection between the tank and the flume. At the downstream extremity of the flume,
the water freely falls down a 0.9 m high chute and goes back to a 400 m³ underground reservoir
supplying the pumps (closed system).
The weirs were placed 3.6 m downstream of the baffle wall on a 0.76 m high support (Figure 4) with a
vertical upstream face. A plywood plate has been used to modify the reservoir bottom level and then
the dam height Pd (Figure 4) along the whole upstream section of the flume.

Figure 3 - Testing flume side view.
The discharge supplied to the flume was measured using an electromagnetic flow meter (accuracy of
0.5%) on upstream pipes. A point gauge with a vernier (accuracy of 0.1 mm on free surface at rest)
and an ultrasonic sensor (accuracy of 1%) enabled the measurement of water levels upstream of the
weirs. The ultrasonic sensor was calibrated on the model. The point gauge was used to check the
ultrasonic sensor result. A drawing of the flume is shown in Figure 3 and hydraulic parameters are
detailed in Figure 4.
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Figure 4 - Hydraulic parameters of flow over the labyrinth weir (a) and the PK weir (b).

2.2. Weirs characteristics
Both nonlinear weir models considered in this study (Figure 5) were fabricated with PVC by the
laboratory staff. Their geometric characteristics are summarized in table 1 and table 2. The labyrinth
weir had a half rounded crest. The PK weir had a flat topped crest. The labyrinth weir was placed 0.05
m downstream of the support vertical upstream face, while the PK weir was aligned with the support
upstream face. The labyrinth weir width was equal to the flume width (1.2 m). Since the PK weir width
was 0.8 m, vertical plywood plates were used to narrow the channel along the whole section upstream
of the weir. Consequently, both weirs have been tested in channel configuration, i.e. with an upstream
chanel width equal to the weir width.

Figure 5 - Downstream view of labyrinth weir model (left) and PK weir model (right).

Parameter
Value (cm)

P
12.00

Parameter
Value (cm)

Table 1 - Geometric characteristics of the labyrinth weir.
B
L
w
α
A
D
tw
N
38.00 425.11 24.00 12.50° 2.50 5.30 2.00 5.00

P
13.30

Table 2 - Geometric characteristics of the PK weir.
B
L
Wi
W0
Si
S0
Ts
37.80 537.10 6.90 4.90 2.08 3.73 0.60

N
6.00

Crest type
Half
rounded

Crest type
Flat
topped

2.3. Testing procedure
Each weir was tested separately with different dam heights Pd ranging from 0 to 0.76 m for the
labyrinth (7 configurations) and equal to 0 or 0.897 m for the PK weir (2 configurations) and with
discharges varying from 0.01 to 0.15 m³/s. For each weir configuration, two series of tests were
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conducted. The upstream water level was measured first with increasing discharges from the smallest
value to the maximum value and then with decreasing discharges from the maximum value to the
smallest value. Two water level measurements are then available for each discharge and each weir.
The discharge variation step was 0.02 m³/s for the labyrinth and 0.01 m³/s for the PK weir. For each
discharge, the water level was measured during 5 minutes at a 1 Hz frequency with the ultrasonic
sensor and the mean value was computed.
The total upstream head HT on the weir crest is calculated from water depth measurements as:
2
𝐻𝑇 = 𝐻 + 𝑉 ⁄2𝑔

(2)

The mean cross sectional flow velocity V is calculated as:
𝑄
𝑉 = ⁄𝑊(𝐻 + 𝑃 + 𝑃 )
𝑑

(3)

The discharge coefficient Cd is evaluated using equation 1.

3. EXPERIMENTAL RESULTS AND DISCUSSION
Figure 6 shows the variation of the total upstream head HT with respect to the discharge for different
values of the relative dam height Pd/P. The almost linear trends of head-discharge curves of the
labyrinth weir and the PK weir are clearly visible and the difference between the tests with different
dam heights Pd/P is limited.
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Figure 6 - Head-discharge curves of the labyrinth weir (a) and the PK weir (b).
Looking at the results in terms of discharge coefficient and dimensionless upstream head makes the
differences more visible (Figure 7 and 8). On these figures, the dotted line represents the limit of
experimental results affected by scale effects according to the 3 cm criterion on upstream water level
proposed by Erpicum et al. (2016) for PK weirs. It can be seen that below this limit, results gained with
the two series of tests with the same discharge are different.
For the PK weir, the discharge coefficient is slightly affected by the dam height while the labyrinth weir
efficiency significantly decreases with increasing dam height.
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Figure 7 - Dimensionless discharge capacity the PK weir.
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Figure 8 - Dimensionless discharge capacity of the labyrinth weir.

The labyrinth has a design similar to the one considered by Crookston et al. (2010) except where the
wall thickness is larger in the present study (P/6 compared to P/8). Interpolation of the analytical
curves from Crookston et al. (2010) for  equal to 12.5° provides a reference for comparison when
Pd/P=0 (figure 9). Both data sets merge well for HT/P > 0.4. For smaller heads, the reference curve
exhibits higher efficiency. This could be explained, at least partly, by the broader crest considered in
this study.
0.75
0.7

Crookson and al, 2010;
interpolated curve for a=12,5°

0.65

Cd

0.6

Pd/P=0

0.55
0.5
0.45
0.4
0.35
0.3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

HT/P
Figure 9 – Comparison of the experimental results with the interpolated relation from Crookston et al.
(2010).
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Figure 10 shows the ratio between the discharge coefficient with a non-zero relative dam height ratio
(Cdi) to the reference one (Cd0) gained with Pd/P = 0. To compare values at identical upstream head
ratios, the data for each weir have been approximated with a polynomial of degree 6 where the
polynomial equation has been used to calculated discharge coefficient value at various upstream
heads. Table 3 and 4 present the averaged discharge coefficient ratio Cdi/Cd0 for the labyrinth weir and
for the PK weir.
It appears that the efficiency of the labyrinth weir decreases fast with limited increase of dam height
and then stabilizes at around a 8% decrease for a deep approach flow. In the case of the PK weir, the
trend is of smaller amplitude and opposite: figure 11 shows that the efficiency increases slightly,
around 2%, for the higher dam. Despite more investigation is needed to understand these different
behaviors, the explanation might, at least partly, be linked to the direction of the flow velocity
approaching the inlet key in relation to the inlet bottom slope. In the case of a labyrinth weir, the mainly
horizontal incoming flow velocity is more affected by a deeper upstream water flow than in the case of
a PK weir, where the ramped inlet key bottom induces incoming flow velocity with a stronger vertical
component.
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Figure 10 - Theoretical Cdi/Cd0 ratio as a function of HT/P for the labyrinth weir.
1.06
1.04
1.02
1

Cdi/Cd0

Cdi/Cd0

0.98

0.98
0.96

Pd/P=6.7
(Pd/P=6,7)

0.94

0.92
0.9
0.88
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

HT/P
Figure 11 - Theoretical Cdi/Cd0 ratio as a function of HT/P for the PK weir.
Table 3 - Averaged Cdi/Cd0 for the labyrinth weir
Pd/P
6.3
4.8
3.1
1.5
1
0.5
Cdi/Cd0
0.91
0.92
0.93
0.92
0.94
0.97
Table 4 - Average Cdi/Cd0 for the PK weir
Pd/P
6.7
Cdi/Cd0
1.02
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4. CONCLUSION
In an effort to provide indications on the influence of the approach flow depth on the discharge
capacity of nonlinear weirs, a series of experimental tests have been carried out considering a
labyrinth and a PK weir scale model operated in channel configuration in a flume with a movable
upstream bed level.
The results show that a dimensionless dam height in the range 0 to 1.5 significantly affects the
labyrinth weir discharge capacity. In particular, the reference discharge capacity observed with an
upstream bed elevation equal to the labyrinth weir bottom elevation (Pd/P=0) is reduced by 8% in
average when Pd/P is equal to or higher than 1.5.
On the contrary, for the PK weir, the influence of dam height was found to be negligible despite
showing opposing results: discharge capacity increases slightly, around 2%, with increasing dam
height compared to the reference situation where the upstream channel bed elevation is equal to the
elevation of the PK weir inlet entrance.
As shown in this study, the dam height might be an essential parameter to take into consideration
when designing nonlinear weirs placed on the top of dams. Additional research is required to confirm
the findings of this paper, considering other labyrinth and PK weir geometries in addition to providing a
better understanding of the reason for the varied effects observed between different weir types.
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Abstract: The ecological and environmental benefits of grassed spillways present a green solution to
the construction of low head conveyance structures. On a grassed spillway, the aggregate of the grass
canopy and root structure may alter flow resistance, velocity distribution and other flow properties. While
subcritical flows in vegetated open channels have been extensively researched, only little is known
about flow properties in supercritical high-velocity flows, which are typically characterized by selfaeration. The current study explores the application of a velocity superposition to supercritical aerated
flows on a spillway with artificial grass. Velocity measurements were conducted with a Pitot tube and a
phase-detection conductivity probe, allowing for the extraction of shear velocities at the canopy top
which revealed an additional free-stream velocity layer. A comparison of the mixing layer length scale
with the shear length scale (of the mixing layer) demonstrated a good correlation. Overall, this study
provided new insights into the flow resistance of supercritical flows on grassed spillways.
Keywords: artificial grass, eco-friendly structures, flow resistance, high-velocity air-water flows, water
sensitive urban design.

1. INTRODUCTION
Grass linings on spillways and waterways with mild to moderate slopes provide ecological and
environmental benefits such as ground water replenishment, vegetation growth (Mossa et al., 2017) and
water quality improvement (Van Hemert et al., 2013). These advantages have promoted the use of
grassed spillways for embankment protection (Wilcock et al., 1999), as agricultural floodway or smallscale drainage floodway (Van Hemert et al., 2013). The grass canopies act as roughness elements and
enhance flow resistance, while the grass root structure provides additional support to the soil ground
(Chen et al, 2012). In the past, flow resistance of grassed spillways was often investigated from a soil
mechanics perspective, where the aggregate of soil and grass patches undergoes constant erosion and
scouring damage (Ralston and Brevard, 1988). From a hydraulics point of view, subcritical flow
conditions have been extensively researched with experimental and analytical modelling in both
submerged and emergent conditions (Nepf, 2012) for various density (Guillén-Ludeña et al., 2020),
expanding research of canopy flows into broader aspects of river floodplains (Crosato and Saleh, 2011)
and tidal and coastal environments (Tinoco et al., 2020). Flow properties of grassed spillways under
high-velocity supercritical flow conditions have received less attention.
In supercritical flows, the Froude number exceeds unity and turbulent energy obtained by the flows
generates strong eddy motions, deforming the coherent free-surface that is maintained by surface
tension and gravity (Brocchini and Peregrine, 2001). As turbulent forces dominate over surface tension
and gravity, entrained air pockets break up into smaller air bubbles, a process termed self-aeration. Selfaeration on smooth spillways and the role of entrapped and entrained air was systematically described
in Wilhelms and Gulliver (2005). Valero and Bung (2018) described the importance of free-surface
instabilities on self-aeration in smooth and stepped spillways. However, self-aeration in flows down
grassed spillways was only considered recently (Scheres et al. 2020). On grass-lined waterways, the
supercritical flows can lead to erosion of the soil structure and engineering design guidelines must
account for this as well as flow aeration. To provide a more controlled environment, the current study
deployed a dense cover of artificial grass, allowing a detailed investigation into mean velocity profiles
and flow resistance of grassed spillways.
Nikora et al. (2013) developed a model to characterize velocity profiles of flat grassed waterways in
subcritical flows, which uses a linear superposition of several conventional concepts. In the present
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study, the application of the velocity superposition of Nikora et al. (2013) was applied to supercritical
flows on a spillway with artificial grass. The results revealed an additional free-surface layer, which led
to an expansion of Nikora’s et al. (2013) subcritical flow model. In addition, shear velocities at the canopy
top were extracted through log-law fitting, demonstrating a good agreement with shear velocities
evaluated from the friction slope, providing new information on the local flow resistance.

2. METHODOLOGY
2.1. Velocity superposition
The current study investigated the superposition of streamwise velocity profiles in supercritical freesurface flows down grassed spillways. The velocities in the water phase were superposed using
conventional concepts after Nikora et al. (2013), including (i) a uniform velocity distribution inside the
canopy layer, (ii) the mixing layer region, (iii) the logarithmic layer and (iv) the wake function; the current
study proposes an additional (v) free-surface layer to reflect the interfacial velocity of free-surface waves.
The velocity distribution within the canopy is governed by the vegetational drag (with drag coefficient
𝐶𝑑 = 1.0), further depending on the frontal area of grass per unit volume (𝑎 = 281 1/m) and the channel
slope (𝑆0 = 0.19). Herein, the single-phase model of Nikora et al. (2013) was applied up to the
characteristic flow depth 𝑌1 where the void fraction is first measured (𝐶(𝑌1 ) ≈ 0.01):

𝑢̅𝑈𝐷

𝑔𝑆0 0.5
(
= { 0.5 𝐶𝑑 𝑎 ) if 0 < 𝑦 < 𝑌1
else 0

(1)

where 𝑢̅𝑈𝐷 is a quasi-constant velocity (Nikora et al.,2004; Nepf, 2012; Nikora et al., 2013) and 𝑦 is the
bed-normal coordinate. The mixing layer includes the appearance of an inflection point and the velocity
distribution 𝑢̅𝑀𝐿 is governed by a Kelvin-Helmholtz instability, generating mixing layer eddies (Raupach
et al., 1996; Nepf, 2012; Nikora et al., 2013):
𝑢̅𝑀𝐿 = {

(𝑢̅𝑖 − 𝑢̅𝑈𝐷 ) (1 + tanh

𝑦−𝑦𝑖
𝐿𝑒

) if 0 < 𝑦 < 𝑌1

else 0

(2)

where 𝑢̅𝑖 stands for the velocity at the inflection point, 𝑦𝑖 is the location of the inflection point and 𝐿𝑒 is a
characteristic length scale of the mixing layer. The logarithmic layer follows a classical logarithmic
velocity profile 𝑢̅𝐿𝐿 , expressed as (Nikora et al. (2013):
𝑢̅𝐿𝐿 = {

1

𝑦−𝑦𝑖 −𝑑𝑖

𝜅

𝑦0

𝑢∗𝑐 ln

if 𝑦𝑖 + 𝑦0 + 𝑑𝑖 < 𝑦 < 𝑌1
else 0

(3)

where 𝑢∗𝑐 represents the shear velocity at the top of the canopy as a momentum transport scale, 𝜅 is
the von Karman constant (𝜅 = 0.41), 𝑑𝑖 is the distance between the log layer and the inflection point and
𝑦0 is the hydraulic roughness height, respectively. The wake function 𝑢̅𝑊𝐹 can be approximated as
(Monin and Yaglom, 1971):
𝑢̅𝑊𝐹 = {

𝑢∗𝑐

2𝛱
𝜅

sin2

𝜋𝑦
2𝑌1

if 𝑦𝑖 + 𝑦0 + 𝑑𝑖 < 𝑦 < 𝑌1
else 0

(4)

where 𝑢̅𝑊𝐹 is the velocity of the wake and Π is the Coles wake parameter (Coles, 1956). The combination
of these components provides a semi-analytical description of the velocity profile on grassed channels,
as defined by for subcritical flow conditions:
𝑢̅ = 𝑢̅𝑈𝐷 + 𝑢̅𝑀𝐿 + 𝑢̅𝐿𝐿 + 𝑢̅𝑊𝐹
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(5)

Supercritical flows on chutes are characterized by high velocities and shallow flow depths. In these
flows, turbulence is generated at the bed boundary and leads to free-surface roughness, deformation
and breakup once turbulence overcomes the two stabilizing factors, i.e., gravity and surface tension
(Brocchini and Peregrine, 2001). In the present experiments, an additional layer of constant velocity
(𝑢̅𝐹𝑆 ) was observed, which was superposed to Nikora’s et al. (2013) velocity superposition model,
describing the near-surface region of the water column where free-surface instabilities and waves were
observed:

𝑢̅𝐹𝑆 = {

𝑢̅𝑈𝐷 + (𝑢̅𝑖 − 𝑢̅𝑈𝐷 ) (1 + tanh

𝑌1 − 𝑦𝑖
𝑢∗𝑐,𝐿𝐿
𝑌1 − 𝑦𝑖 − 𝑑𝑖
)+
(ln
+ 2𝛱) if 𝑌1 < 𝑦 < 𝑌90
𝐿𝑒
𝜅
𝑦0
else 0

(6)

where 𝑌90 is the characteristic bed-normal depth where 𝐶 = 0.90. A conceptual drawing of the velocity
superposition from the bed to the free-surface is shown in Figure 1, and the complete velocity profile is
defined as:
𝑢̅ = 𝑢̅𝑈𝐷 + 𝑢̅𝑀𝐿 + 𝑢̅𝐿𝐿 + 𝑢̅𝑊𝐹 + 𝑢̅𝐹𝑆

(7)

Figure 1 – Conceptual drawing of the velocity profile; additional parameters are the equivalent
clear water depth (𝑑𝑒𝑞 ), the deflected grass height (ℎ𝑐 ), the shear length scale of the mixing
layer (𝐿𝑠 ), and the mixing layer length scale (𝐿𝑒 )

2.2. Experimental facility and instrumentation
Experiments were performed in a laboratory chute at the UNSW Water Research Laboratory (WRL),
which was 8 m long, 0.8 m wide and had a slope of 10.8 degrees. As shown in Figure 2a, the surface
of the chute was equipped with a dense layer of artificial grass whose stems were uniformly attached to
an underlying mesh. Herein, a specific flow rate of 𝑞 = 0.188 m2/s was used, leading to a deflected
grass height ℎ𝑐 = 20 mm. The flow rate was monitored with an ABB electromagnetic flow meter with
uncertainty of ± 0.4%. The flow conditions corresponded to a Reynolds number 𝑅𝑒 = 𝑞/𝜈 = 1.88 × 105,a
Froude number 𝐹𝑟 = 〈𝑢̅〉/(𝑔 𝑑𝑒𝑞 )1/2 2.63 which was measured in the uniform flow region, i.e. at 𝑥 = 7.5
m, with 𝑑𝑒𝑞 = 0.153 m being the equivalent clear water flow depth (Eq. 8). Note that parts of this dataset
have been presented by Cui et al. (2020).
The flows just downstream of the weir crest were non-aerated and the free-surface was smooth, which
was because surface tension was able to maintain the cohesion of the water phase (see Brocchini and
Peregrine 2001). As the turbulence builds up, free-surface perturbations were observed at 𝑥 = 2.1 m,
leading to surface aeration at 𝑥 = 3.8 m. In the non-aerated part of the spillway, the flow depth was
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measured with a pointer gauge, while a dual-tip conductivity probe was used to estimate air
concentration distributions (𝐶) in regions with surface aeration, enabling the computation of 𝑑𝑒𝑞 :
𝑦=𝑌90

𝑑eq = ∫

(1 − 𝐶) d𝑦

(8)

𝑦=0

𝜟𝒙 = 𝟖. 𝟏𝟎𝟒 𝒎𝒎

(a)

(b)

Figure 2 – (a) Experimental chute with dense coverage of grass; (b) WRL dual-tip conductivity probe
The region above 𝑌90 is commonly classified as the spray region, consisting of ejected water droplets
that do not contribute significantly to the flow, and are therefore disregarded in the calculation of 𝑑𝑒𝑞
(Wood, 1983; Felder and Chanson, 2013). Water velocities were measured with a Pitot tube at 8 crosssections, starting 0.5 m downstream of the weir crest with an interval of 1 m. In the air-water surface
region, the Pitot tube data were complemented with interfacial velocities measured with a phasedetection conductivity probe. Herein, the same dual-tip conductivity probe as in Felder and Chanson
(2018) was deployed, having a streamwise distance between the leading and trailing tip of 𝛥𝑥 = 8.104
mm (Figure 2b), while the transverse distance was 1 mm. The probe was made in-house at the WRL
and the inner and outer electrodes had diameters of 0.125 mm and 0.5 mm, respectively. Based upon
a sensitivity analysis of sampling parameters, the phase-detection signals were recorded at a sampling
frequency of 40 kHz for a duration of 180 s at each elevation. The signal processing for extracting
velocities followed Kramer et al. (2019, 2020).

3. RESULTS
3.1. Velocity profiles
Figure 3 shows the development of streamwise velocity distributions along the grassed spillway for 𝑞 =
0.188 m2/s, comprising water velocities (𝑢̅) measured with the Pitot tube (hollow symbols) and interfacial
velocities (𝑢̅𝑎𝑤 ) measured with the dual-tip conductivity probe (solid symbols). The Pitot tube provided
detailed velocity profiles in monophase flow regions, while the conductivity probe was able to measure
the travel speed of surface deformations, waves and water droplets close to the free-surface, which had
almost constant interfacial velocities (Figure 3). The velocity distributions evolved along the chute and
approached uniform profiles towards the downstream end of the spillway. The equivalent clear water
flow depth was calculated based upon the air-water flow data and the results are added in Figure 3,
showing a small decline in 𝑑𝑒𝑞 towards the downstream end approaching uniform flow conditions. In the
flow region where both instruments were able to measure velocities, the interfacial velocities agreed
with the water velocities. Considering this close agreement, it can be assumed that 𝑢̅𝑎𝑤 ≈ 𝑢̅.
The velocity profiles of three exemplary cross-sections at the end of the chute were compared against
the model of Nikora et al. (2013) (Eq. 5) and the expanded model with the additional free-surface layer
(Eq. 7) (Figure 4a). All velocities were normalized with the shear velocity at the channel bed 𝑢∗ to
highlight the universal agreement of the model with the velocity data. While the model of Nikora et al.
(2013) fitted the experimental data well from the channel bed up to the wake region, the velocities
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deviated in the free-surface region (Figure 4a). In contrast, the expanded model (Eq. 7) fitted the
experimental data well across the full flow column.
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Figure 3 – Velocity profiles along the grassed spillway for 𝑞 = 0.188 m2/s. Hollow symbols = Pitot tube
data; solid symbols = dual-tip conductivity probe data
Figure 4b illustrates the corresponding dimensionless void fraction (𝐶) and bubble count rate (𝐹/𝐹max)
distributions, where 𝐹max is the maximum bubble count rate in a cross section; both 𝐶 and 𝐹 were
measured with the leading tip of the conductivity probe. Comparing the velocity data with the air-water
flow properties shows that the presence of air-water interfaces in the form of entrapped air, free-surface
roughness and waves in the upper part of the flows is represented by the constant interfacial velocity
component (Eq. 6). The expanded model (Eq. 7) accounts for the air-water flow interactions and it is
believed that this model is also applicable to grass-lined spillway flows with stronger aeration.
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Figure 4 – (a) Comparison of supercritical velocity data at the downstream end with the model of
Nikora et al. (2013) (Eq. 5) and the expanded model (Eq. 7) for 𝑞 = 0.188 m2/st; (b) Corresponding
void fraction (𝐶) and bubble count rate (𝐹) distributions.
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3.2. Shear velocity
The shear velocity is commonly used to represent the bed shear stress of a flow, indicating the flow
resistance. It has the same units as a velocity and is therefore often used for the normalization of velocity
distributions (Figure 4a). The shear stress can be obtained by fitting the log law to the velocity profile
which was conducted for the velocity distributions in the present study. The velocity profiles in the mixing
and log layers agreed well with the model of Nikora et al. (2013) (Figure 4a). Using the dimensionless
expression of 𝑢+ and 𝑦 + , the measured velocities above (𝑦𝑖 + 𝑑𝑖 + 𝑦0 ) and below the upper limit
((𝑑 − 𝑦𝑖 − 𝑑𝑖 ) ∗ 0.3 + 𝑦𝑖 + 𝑑𝑖 ) were fitted to the log-law (Eq. 3), providing the shear velocities at the
canopy top 𝑢∗,𝐿𝐿 (the subscript 𝐿𝐿 stands for log-law). The shear velocities at the canopy top ranged
between 0.30 m/s < 𝑢∗𝑐,𝐿𝐿 < 0.35 m/s, which was comparable to a micro-rough spillway with assorted
grains (Severi, 2018).
Towards the downstream end of the spillway, the shear velocity from log law fitting (𝑢∗𝑐,𝐿𝐿 ) was compared
with the shear velocity 𝑢∗𝑐 , derived from the channel slope assuming uniform flow conditions:
𝑢∗𝑐 = √𝜏/𝜌 = √𝑔𝑆0 (𝑑eq − ℎ𝑐 )

(10)

where 𝜏 is the shear stress at the canopy top and 𝜌 is the density of water. Figure 5b shows this
comparison, indicating good agreement between the two shear velocity estimates. Therefore, it appears
that the log law fitting can be applied to grass-lined spillways. Future research must test if this is also
valid for a wider range of flow conditions and for more strongly aerated flows on vegetated spillways.
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Figure 5 – (a) Comparison of the velocity data with the log law; (b) Comparison of shear velocities
extracted from the log layer fitting 𝑢∗,𝐿𝐿 with shear velocities 𝑢∗𝑐 calculated with Eq. (10).

4. DISCUSSION: MIXING LAYER LENGTH SCALE
The mixing layer represents the coflowing zone of inside- and outside-canopy flows which generate
vortex motions as Kelvin-Helmholtz waves (Raupach et al., 1996). It depicts an inflectional velocity
profile featuring the transition between the uniform velocity profile (inside-canopy) to the log law velocity
profile (outside-canopy). The mixing layer of a grassed channel was modeled with a hyperbolic function
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(Eq. 2) by Nikora et al. (2013), where the mixing layer velocity becomes constant at 𝑦 > 𝑦𝑖 + 𝐿𝑠 (Figure
1). 𝐿𝑠 is defined as the shear length scale of the mixing layer (Raupach et al., 1996; Nikora et al., 2013),
indicating the region where the inflectional mixing layer applies (Figure 1). According to Raupach et al.
(1996) and Nikora et al. (2013), the shear length scale of the mixing layer can be determined via:
𝐿𝑠 = 𝑢̅𝑖 / (

𝛥𝑢̅
)
𝛥𝑦 𝑦

(11)
𝑖

Computed by a forward differences method, the shear length scale of the mixing layer 𝐿𝑠 reflects the
above-canopy section of the canopy-scale vortices (Figure 1). Whereas the mixing layer length scale Le
in Eq. (2) resembles the penetration of canopy-scale vortices into the grass canopy (Ghisalberti and
Nepf, 2002). Under the assumptions that (i) the inflection point is in the middle of the mixing layer, and
(ii) that the uniform velocity 𝑢̅𝑈𝐷 is much smaller than 𝑢̅𝑖 , both length scales should be identical, implying
that the thickness of the mixing layer is 𝛿𝑚 = 𝐿𝑒 + 𝐿𝑠 = 2 ∗ 𝐿𝑒 = 2 ∗ 𝐿𝑠 (Raupach et al., 1996; Nikora et
al. (2013)).
Herein, the velocities measured with the Pitot tube were used to calculate 𝐿𝑒 and 𝐿𝑠 applying Eqns. (2)
and (11) respectively, and the calculated values are compared in Figure 6. Previous data of 𝐿𝑒 and 𝐿𝑠 of
Nikora et al. (2013) for subcritical flows were added as well as the suggested relationship between
𝐿𝑒 and 𝐿𝑠 (Nikora et al., 2013) (Figure 6). The present length scales compared similarly to the
observations of Nikora et al. (2013) (Figure 6). The close agreement between 𝐿𝑒 and 𝐿𝑠 confirms the
statement from Raupach et al. (1996) and Nikora et al. (2013) that the shear length scale of mixing layer
is also representative of the mixing layer thickness and the equivalency of 𝐿𝑒 and 𝐿𝑠 in the current
configuration. The present supercritical flows were much shallower compared to subcritical flow
conditions. Irrespective of this, the close agreement between sub- and supercritical flow observations
of 𝐿𝑒 and 𝐿𝑠 extended the mixing layer concept to high-velocity flows on grassed spillways.
Present data
1:1
Nikora et al. (2013)
y = 0.93 x

1.5
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1
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Figure 6 – Comparison of mixing layer length scales Le (Eq. 2) and shear length scale of mixing layer
𝐿𝑠 (Eq. 11) of the present study together with previous results from Nikora et al. (2013).

5. CONCLUSION
Detailed experiments of flows down a grass-lined spillway were conducted, providing new insights into
the velocity distributions and shear velocities. The velocity profiles were obtained through
measurements with a Pitot tube and a dual-tip conductivity probe, comprising a data set of both nonaerated flows close to the channel bed and aerated flows close to the free-surface. Both velocity
measurement methods complemented each other and provided reliable velocity profiles across the full
flow column. The present data were compared with the predicted velocity profile by Nikora et al. (2013).
While the present data were well fitted from the bed to the wake layer, the model was expanded to the
free-surface region characterized by free-surface roughness, entrained air and free-surface waves.
Fitting the velocity profile to the log law provided the shear velocity estimate for grass-lined spillways,
which was similar to spillway flows with a micro-rough bed. The mixing layer length scale was compared
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with the shear length scale indicating close agreement of the two in supercritical flows. Overall, the
present study provided novel insights into the flow resistance of grassed spillways through a detailed
assessment of velocity distributions, which will be expanded to a wider range of flow conditions including
real vegetation in future research.
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Abstract: Downstream migration over weir structures has been a mostly neglected element of
ecological continuity in the last decades. The guidelines currently applied in Germany to prevent
damage to fish do not sufficiently consider the conditions present at weirs. To improve knowledge of
the risks of fish passage over a weir due to physical strike, pressure changes and shear stress, a
numerical method using the three-dimensional computational fluid dynamics package OpenFOAM®
was developed to simulate fish passage over a weir by tracking passively transported particles. In this
study, the method is tested on an overshot and an undershot weir and the results are compared to
known critical parameters to assess the hazard potential of these weirs. As expected, pressure
changes are much more relevant in the undershot scenario, physical strike and shear stress are
dominant in the overshot scenario. Altogether both situations result in only collisions with low impact
velocities and relatively low shear stress and pressure changes, assuming little threat to fish due to the
relatively low drop height and absence of baffle blocks or an end sill. To improve the methods
reliability, additional enhancements are necessary.
Keywords: numerical modelling, OpenFOAM, weir, fish, migration

1. INTRODUCTION
By implementing the European Water Framework Directive in 2000 the member states of the
European Union have set the good ecological status of surface water bodies as an objective. To
achieve this goal, one important measure is to establish ecological continuity by providing adequate
fishways at barrages for upstream and downstream migration. Whereas upstream migration as well as
downstream migration through turbines or over spillways has been a focus of research in the last
decades, downstream migration over weirs with low and medium heads (approx. 5 m) has been
mostly neglected.
To prevent significant effect on fish, a German guideline (DWA 2005) recommends, that the plunge
pool depth should be equal to a quarter of the drop height but at least 0,9 m and the impact velocity
should not exceed 13 m/s. These currently applied design criteria refer to uncited design guidelines
mentioned in Odeh and Orvis (1998), lack advanced scientific proof and can only be understood as
documented recommendations by experts. Thorenz et al. (2018) showed that the currently applied
guidelines aren’t sufficient to judge on the safety of fish passage in many cases. Using the threedimensional simulation package OpenFOAM® they modelled a weir passage adhering and not
adhering to the DWA guidelines. As it can be seen in Figure 1, in some situations the far-field tailwater
level has a negligible effect due to its displacement by the nappe. According to the DWA guideline, the
situation on the right is acceptable, the far-field tailwater level is sufficient, the situation on the left is
not acceptable. In this case, adhering to the DWAs tailwater guideline has only a marginal effect,
whereas the thickness of the nappe seems to be of much more importance (Thorenz et al. 2018).
With several weir structures in federal waterways that need to be replaced in the near future, a
thorough assessment of downstream fish passage over weir structures is needed (Thorenz et al.
2018). To evaluate the risk for migratory fish, a method has been developed to model the downstream
passage for different weir structures by tracking passively transported particles in 3D-CFD simulations.
By tracking the particles path, collisions, surrounding pressure and shear forces the risk of injury for
different weir structures is estimated.
In this paper sources of risk for fish during downstream passage over a weir and threshold values for
fish injuries from literature are discussed and compared with first results of the described 3D-CFD
method for an exemplary weir.
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Figure 1 – Comparison of different weir heights and tailwater levels. Convective acceleration plotted in
streamtubes for weir heights of 3 m (top figures) and 4 m (bottom figures) and different far-field
tailwater levels of 0 m (left figures) and 2 m (right figures) over the weir sill (Thorenz et al. 2018).

2. HYDRAULIC STRESSORS DURING DOWNSTREAM PASSAGE
Fish moving downstream over or under a weir structure can be exposed to a variety of stressors.
Studies on downstream migration of fish have found three major sources of injury and mortality that
are most relevant for the majority of low-head weirs. These are rapid pressure changes, physical strike
and excessive shear stress. In certain situations, other stressors can also have substantial impact on
fish like gas supersaturation or higher vulnerability to predation due to disorientation, often a complex
series of interacting stressors can facilitate injuries which makes it hard to isolate the impact of a
single hydraulic characteristic. (Baumgartner et al. 2014)

2.1.

Physical strike

Especially at low-head weirs, physical strike can be the most severe stressor (Pflugrath et al. 2019).
Physical strike occurs when a fish collides with an object such as a baffle block, stilling basin end sill,
flow splitter or other hard structure, but also with the water surface when the fish is not embedded in
the nappe. The probability of sustaining an injury depends on many factors. Generally, the chance of
contact with an object is higher if the fish loses mobility control due to high velocities and turbulence.
When a physical strike occurs factors like the impact velocity but also the objects shape, material or
the condition of the surface influences the likelihood of injury or mortality. Sharp edges and rough
surfaces lead to a higher hazard potential.
Physical strike is generally associated with both overshot and undershot weirs. The weir design, but
also how it is operated, plays a role regarding its danger for fish. Situations that lead to injuries are for
example discharge into low tailwater environments or high velocity and turbulence in the stilling basin
(Baumgartner et al. 2013).
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For the downstream passage through hydropower turbines, blade strike injuries have been studied
extensively. The strike chance depends on several factors like blade rotation speed, fish length and
blade spacing, which makes it possible to use mathematical modelling to predict the probability of
strike (Deng et al. 2007). In contrast to fish passage through hydropower turbines, few data on injuries
or mortality due to physical strike during the passage over or under low-head weirs is available. In the
formerly mentioned DWA guideline (2005), an impact velocity of 13 m/s on a water surface is
associated with small fish damage. Other threshold values are listed in the following Table 1.
Regarding impact velocities it is import to mention free fall acceleration. Depending on their size
varying heights are necessary to reach critical velocities falling through air, small fish of around 10 cm
- 15 cm have a terminal velocity of less than 15 m/s free falling through air, even smaller fish might not
reach critical speed at all (Schwevers and Adam 2020).
Altogether, knowledge regarding injury or mortality of physical strike during downstream passage is
inadequate especially if considered that the effect on fish depends on not only the impact velocity but
also many additional factors as previously stated.
Table 1 – Effect on fish for collision with water or solid objects for different velocities from literature.
Collision with
Water surface
Water surface
Water surface
Water surface
Water surface
Water surface
Solid object
Solid object
Solid object
Solid object embedded in water

2.2.

Velocity
[m/s]
13
15
20
28
45
15-16
5
18
26
11

Effect on fish

Reference

Small damage
3 % mortality
0 % mortality
35 % mortality
100 % mortality
Critical value
0 % mortality
60 % mortality
90 % mortality
Critical value

(DWA 2005)
(Odeh and Orvis 1998)
(USACE 1991)
(USACE 1991)
(USACE 1991)
(Schwevers and Adam 2020)
(USACE 1991)
(USACE 1991)
(USACE 1991)
(Schwevers and Adam 2020)

Shear stress

Shear stress occurs when two water masses of different velocities intersect or are adjacent to each
other. Due to the viscosity of water, an object caught between two intersecting masses experiences a
force, depending on the objects size and the water velocity and mass. Throughout the world, shear
stress naturally occurs in rivers and streams. Fish are adapted to it even partially rely on it to move
and prevent displacement (Cada et al. 1999). Only when shear stress exceeds tolerable levels, it
becomes a substantial problem for fish (Guensch et al. 2002).
High shear levels occur at hydroelectric turbines, spillways, fish bypass systems or downstream of
undershot weirs but also in natural environments like waterfalls or rapids. Due to the natural
occurrence, some fish are well adapted to shear stress, other species who avoid fast flowing water are
not. But the threshold fish can withstand does not only differ among species but also within species.
Fish size also plays a role and some life stages, especially fish eggs, are particularly sensitive to shear
stress. A fish could therefore have different thresholds for shear stress over its life, which makes it
difficult to evaluate the impact over a range of species and sizes (Baumgartner et al. 2013). Another
factor concerning fish tolerance to shear stress is the fish’s orientation (Neitzel et al. 2000).
Areas with high shear stress are characterized by intersecting water bodies with high velocities. At
weirs high shear forces can be expected for instance downstream of undershot weirs, especially close
to the gate. Generally, high shear stress often occurs in small locally constrained areas.
Susceptibility to injury for downstream migrants would be largely determined by the proximity of
passage to these critical areas (Baumgartner et al. 2013). Therefore, it is important to not only know
the general occurrence of shear stress near weir structures but also the fish’s path.
As previously stated, tolerance to shear stress highly differs among and within fish species. For some
sizes and species experiments with shear stress created by jets have been performed. The results of
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some of these studies have been summarized in the following table 2. Knowledge of tolerance to
shear stress of European freshwater fish is still low.
Table 2 – Observed effect of shear stress on fish, based on a spatial resolution of Δy = 1.8 cm.
Species, life stage
Strain rate
Effect on fish
Reference
[m/(s*m)]
Oncorhynchus mykiss, juvenile
517
No signif. injuries
(Neitzel et al. 2000)
Alosa sapidissima, juvenile
688
No signif. injuries
(Neitzel et al. 2000)
Balantiocheilos melanopterus
600
Threshold mortality (Thorncraft et al. 2013)
Balantiocheilos melanopterus
1200
20 % mortality
(Thorncraft et al. 2013)
Oncorhynchus tshawytscha, juvenile
677
10 % injury
(Deng et al. 2005)
Oncorhynchus tshawytscha, juvenile
933
10 % mortality
(Deng et al. 2005)
Bidyanus bidyanus, egg
148
100 % mortality
(Navarro et al. 2019)
Bidyanus bidyanus, larva
600
No signif. injuries
(Navarro et al. 2019)
Trichopodus trichopterus, adult
688
> 50 % injury
(Colotelo et al. 2018)
Pangasionodon hypophtalmus, juv.
1008
> 50 % injury
(Colotelo et al. 2018)

2.3.

Pressure changes

The most important factors concerning pressure change is the structure height and operation mode
(overshot or undershot). Because fish usually acclimate to their surrounding pressure and pressure
linearly increases with depth, undershot weirs with large heights pose great risks for fish. During
downstream passage through an undershot weir, the pressure changes rapidly from high pressure
due to deep water to low pressure after the weir passage. Due to high velocity the static pressure can
even fall under the atmospheric pressure, in extreme cases even below the vapor pressure, leading to
cavitation which can pose another risk for fish. Fish exposed to a rapid pressure change may
experience barotrauma which is caused by the rapid and unregulated expansion of gas and fluid filled
structures within the fish. In extreme cases of barotrauma fatal injuries like swim bladder rupture or
hemorrhaging can occur. (Baumgartner et al. 2013)
Pressure changes are commonly given in the ratio of pressure change (RPC). The RPC is the change
of pressure that a fish experiences between the pressure it is acclimated to (neutrally buoyant) before
passage, and the lowest pressure it is exposed to during weir passage (Boys et al. 2014). As for the
other stressors, knowledge of effects of pressure changes in general and especially on European
freshwater fish is still low. To minimize these shortcomings and give recommendations for species that
were not studied yet, Boys et. al (2016a) followed a precautionary principle. Table 3 shows their
multispecies recommendation of an RPC of 0.7 and other literature values.
Table 3 – Observed effect of rapid pressure change on fish given in the ratio of pressure change RPC.
No effect on eggs at any RPC was found.
Species, life stage
RPC [-]
Effect on fish
Reference
Maccullochella peelii, egg
Maccullochella peelii, larva
Maccullochella peelii, juvenile
Oncorhynchus tshawytscha, juvenile
Bidyanus bidyanus, egg
Bidyanus bidyanus, larva
Multispecies precautionary principle
Most fish species and life stages

0.4
0.6
0.5
0.4
0.7
0.6

No effect on eggs
No injury
No injury
6 % mortality
No effect on eggs
No injury
No injury
No injury

(Boys et al. 2014)
(Boys et al. 2014)
(Boys et al. 2014)
(Carlson et al. 2010)
(Boys et al. 2016b)
(Boys et al. 2016b)
(Boys et al. 2016a)
(Cada and Charles 1997)

Not all fish are in the same way susceptible to pressure change. Bony fish (teleosts) can be largely
divided into physostomes and physoclists (Schreer et al. 2009). Physostomes have a pneumatic duct
connecting the swim bladder and the intestinal tract. They can actively vent excessive swim bladder
gas and therefore quickly adapt to pressure changes. Adult physoclists do not have this pneumatic
duct and consequently lack the ability to rapidly adapt to pressure changes (Baumgartner et al. 2013).
Therefore, physoclists like the European perch (perca fluviatilis) are much more susceptible to
pressure changes than physostomes like the Antlantic salmon (Salmo salar). Fish’s tolerance to
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pressure changes also differs between life stages. Eggs are not affected by pressure changes and
also the larvae of many fish are much more tolerant because they have not actively filled their swim
bladder yet (Boys et al. 2014).

3. NUMERICAL SIMULATION
To get a better understanding of the hazard potential for downstream migrating fish and evaluate if
and where fish are exposed to the described potentially harmful situations, numerical models were
used to simulate the fish’s passage over a weir. The simulations were performed with the threedimensional simulation package OpenFOAM®, using the two-phase solver interFoam (Weller et al.
1998). In the model, fishes were replaced by particles, which represent passively transported fish.
These are calculated in a Langrangian approach. To achieve this, the particle phase
basicKinematicParticle was added to the interFoam solver. The extended Eulerian/Lagrangian-solver
models the fluids as continuous phases while the positions of particles, which represent passively
transported fish, are calculated discretely. As the volume fraction of the solid material “fish” of up to
10-4 is rather small and as the fish have the same density as the surrounding water, not a two-way
coupling, but a one-way coupling mechanism was chosen. This means that the flow of the carrier fluid
influences the particle trajectories but the particles have no effect on the carrier fluid (Greifzu et al.
2016). Using a one-way coupling mechanism and also ignoring collisions between particles creates a
situation where every particle can be examined autonomously, without being influenced by other
particles.
Two different scenarios were simulated, an overshot and an undershot situation at the same radial
gate with an additional flap gate. Both numerical models had a width of 4 m and a length of 40 m. The
computational grids had approximately 11 million cells and 8 million cells respectively and was
iteratively refined around the gate and in the vicinity of the nappe from a base cell edge length of 20
cm down to 2.5 cm. The cell size was determined by previous independence studies and the particle
size. The particle diameter had to be substantially smaller than the cells. The downstream boundary
conditions were defined as outlet with fixed water level at 1.7 m while the upstream boundary
conditions were defined as inlet with constant inflow and free water level. A water level of
approximately 5.4 m was achieved by a flow rate of 7.2 m³/s and 11.6 m³/s respectively. In the
overshot scenario 784 and in the undershot scenario 948 spherical particles with a diameter of 1 cm
and a density of 1000 kg/m³ were added. The initial situation of the simulations is depicted in Figure 2.
The particles are added without any velocity in an area with a surrounding water velocity between 1.2
m/s and 3.5 m/s, the typical top speed of European freshwater fish with a length between 10 cm and
30 cm (Ebel 2014). After the addition, the particles quickly adapt to the surrounding velocity,
simulating a passively drifting fish. These simulations were used to evaluate the hazard potential of
this weir on fish during downstream passage due to physical strike, pressure changes and shear
stress.

Figure 2 – Initial situation of the overshot scenario (left) with particles over the weir and the undershot
scenario with particles in front of the outlet. The fluid velocity is plotted on a vertical slice in the
background.
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3.1.

Physical Strike

The utilized method is able to detect collisions of particles with selected patches. In addition to the
impacts time, also the particles velocity and the location of the collision is tracked. However, it
currently was not possible to assign collisions to a certain particle due to limitations in the
postprocessing procedure. Explicit identification was not possible due to the used parallel
computation, which works on decomposed computational grids. This leads to particles with the same
identification number in the different decomposed domain areas. Therefore, it was not possible to
track which particle was responsible for a collision and consequently multiple collisions by a single
particle could not be detected properly. This skews the average number of collisions by particle
because an overwhelming amount of collisions go back to a few particles that got dragged along the
river bed. But because of the low impact velocity, these collisions are mostly negligible.
In the undershot scenario a total number of 796 collisions were detected, in the overshot scenario
2448. Figure 3 shows the collisions divided according to impact velocity. Whereas all impact velocities
at the undershot scenario are below 3 m/s, at the overshot scenario the highest impact velocity is at
7.5 m/s.

Figure 3 – The numbers of collisions for both the overshot and the undershot scenario divided
according to impact velocity.

3.2.

Shear stress

To evaluate if shear stress is a hazard potential in the observed situations it was analysed if potential
harmful areas exist in the undershot or overshot scenario. To detect shear stress, the velocity in all
cells in areas with potentially high velocity gradients was tracked and the velocity difference between
adjacent cells calculated. Because of the cell edge length of 2.5 cm, the calculated shear stress is
based on a spatial resolution of Δy = 2.5 cm. The highest detected shear stress in the undershot
scenario was 154 m/(m*s). To allow comparison with laboratory trials which used a spatial resolution
of Δy = 1.8 cm, the same change of velocity over a distance of only 1.8 cm would give a shear rate of
214 m/(m*s). Again, the hazard potential seems to be higher at the overshot scenario with shear
stress of up to 232 m/(m*s) or 322 m/(m*s) based on a theoretical spatial resolution of Δy = 1.8 cm. In
laboratory trials with fish that seem to be susceptible to shear stress, the lowest values that injured fish
have been found to be at 339 m/(m*s) for the blue gourami (Trichopodus trichopterus, Colotelo et al.
2018) and 444 m/(m*s) for the silver shark (Balantiocheilos melanopterus, Thorncraft et al. 2013).
Some minor injuries to very susceptible fish species might be possible here, but significant impairment
seems unlikely.

3.3.

Pressure changes

Tracking the pressure of every single particle was not feasible at this stage. To evaluate the danger of
sudden pressure changes on fish, selected particles where tracked. Due to the greater depth, the
particles in the undershot scenario are subjected to a higher pressure which decreases rapidly when
passing under the gate. The particles in the overshot scenario, on the other hand, are subjected to a

36

much lower starting pressure.
Relevant to evaluate the danger of pressure changes is the ratio between the starting pressure, which
a fish would be acclimated to, and the lowest pressure during the downstream passage, given in the
RPC. As expected, the RPCs of the overshot scenario seem unproblematic with the lowest being 0.84
(95% CI: 0.85 – 0.87). During the undershot situation, the pressure change is much higher and
therefore the RPCs smaller, with the smallest detected RPC of 0.67 (95% CI: 0.68 – 0.70). Also in this
situation, severe injuries seem unlikely with Cada and Charles (1997) seeing a RPC of 0.6 as
unproblematic for most fish species and life stages and Boys (2016a), applying a multispecies
precautionary principle, considering a RPC of 0.7 as safe for fish.

4. CONCLUSION
Summarized, both the overshot and the undershot scenario seem unlikely to have significant impact
on fish due to physical strike, high shear stress or rapid pressure changes. Further information on
tolerable levels of these stressors are necessary to improve reliability. As expected, the undershot
scenarios most relevant stressor is the change of pressure, unlike the overshot scenario, in which
elevated shear levels and collisions with higher impact velocities pose the greatest threat.
The method of tracking particles in a numerical simulation has proven to be promising to evaluate the
potential hazards on fish during downstream passage over a weir. Consequences of using small
particles to simulate passively transported fish need to be evaluated to further improve this methods
reliability, as well as additional enhancements to the method itself. To calculate a particles probability
of collision and not only the average number of collisions per particle, it is necessary to detect multiple
collisions by a single particle and to track each particles collisions during the weir passage. In this
case, evaluating the highest shear values present was sufficient. Even those were not high enough to
pose significant threat. In other cases, with higher shear levels, it is necessary to track if and how
many particles come in contact with these dangerous shear stress areas. Tracking the pressure
changes worked fine, to improve the results conclusiveness, the utilized method has to be performant
enough to track each individual particle and not only a few selected ones. Integrating those
improvements can make this method a valuable tool to evaluate weir passage hazards.
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Abstract: Often, large woody debris (LWD) at hydraulic structures is considered hazardous from a
performance and public safety perspective. However, the sustainable management of rivers requires
the consideration of ecological impacts of LWD such as cover for aquatics and the natural movement of
LWD through a catchment. Therefore, this study explores the interaction of natural (nonuniform) LWD
with rock weirs through field observations in the Blacksmith Fork River in Utah, USA and laboratory
testing at the Utah Water Research Laboratory. The passage probability of individual LWD at rock weirs
is observed and tested in an effort to describe the balance between hydraulic structure performance and
river ecology via the natural transport of LWD by the river at rock weirs. Results demonstrate that LWD
entrapment is a function of rock weir geometry, hydraulic conditions at the weir, and LWD element length
and representative diameter. Orientation of LWD elements approaching the rock weir also contributes
to entrapment probability. For lesser flow depths, minor accumulations of LWD at rock weirs do not
negatively impact the hydraulic performance as evidenced by the head-discharge rating curve.
Keywords: rock weir, large woody debris, natural debris elements, physical modelling.

1. INTRODUCTION
The natural transport and accumulation of driftwood or large woody debris (LWD) in a river reach is
beneficial for watersheds as it helps to maintain or restore natural river functions that promote selfsustaining river ecology and river processes (Aadland, 2010; Reclamation, 2016). As a result, the
physical benefits of LWD in streams has been of high interest in the river science community over the
past decade (Gurnell et al., 1995; Wohl et al., 2016, 2019). In fact, manual placement of LWD and
engineered woody structures are now common mitigation or restoration strategies used to address
habitat loss due to extensive wood removal, channel dredging, etc. (Cramer, 2012; Roni et al., 2015;
Rosgen, 2001; Wohl et al., 2016, 2019).
However, it is not uncommon for streams and rivers to include hydraulic structures for management
efforts. It is common for LWD to accumulate at various structure types such as spillway crests (Crookston
et al., 2015; Furlan et al., 2018; Pfister et al., 2013), gates (Bénet et al., 2021), bridge piers (Schalko et
al., 2020) or culverts (Larinier, 2002). Often, transport of debris is linked to catchment geomorphology,
landcover, and hydrology; for example, increased river flows resulting from precipitation events or
seasonal cycles (e.g., snow melt). As a result, LWD may be an engineering safety concern as
accumulation on a structure may inhibit hydraulic performance, such as performance of a fish ladder,
passage of a large storm event through a spillway, or overtopping and failure of a road crossing.
Natural functions associated with LWD accumulation include provision of habitat for aquatic species,
particularly cover for fish, increased habitat complexity, and increased nutrient and sediment storage in
the watershed (Gurnell et al., 1995, 2002). Juvenile and rearing trout in particular seek cover in pools
near boulders and LWD (Andonaegui, 2000). Natural processes also include large-scale fluxes in LWD,
via transfer processes of input and output along a stream reach. Although improvement of natural
processes is not typically the primary project objective for implementing hydraulic structures such as
rock weirs, those weirs where LWD has accumulated have proven to be ecologically beneficial
(Andonaegui, 2000; Rosgen, 2001). Rock weirs are intended to mimic nature in design (i.e., grade
control structures, diversions, fish passage), and it is becoming a common practice in the USA to design
rock weirs to include large, woody elements (Rosgen, 2001; Reclamation, 2016).
Alternatively, structures may cause LWD to accumulate, which can potentially block the entire crest or
channel. This poses a risk both hydraulically and ecologically as significant debris blockage can inhibit
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existing river processes, reduce the hydraulic efficiency of a structure, and for rock weirs, potentially
cause structural instability of the stones (Larinier, 2002; USFWS, 2019). The effects of LWD
accumulation have been studied for large concrete structures such as spillways (Furlan et al., 2018;
Vaughn, 2020; Crookston et al., 2015) and bridge piers (Schmocker & Hager, 2011, 2013; Schalko et
al., 2020). However, to the authors’ knowledge no studies pertaining to LWD affecting the hydraulic
performance of rock weirs has been conducted. Thus, a key remaining research challenge for rock weirs
is to assess the relative benefits and potential concerns of LWD accumulation (Wohl et al., 2016) and to
provide design guidance that promotes balance between conveyance/hydraulic performance objectives,
river morphology, and environmental objectives for more sustainable rock weir designs.

1.1 Rock Weirs
Rock weirs consist of a row of boulders or stones placed in a channel and thus have an uneven crest
elevation (Figure 1a). They are built for a variety of purposes such as stream rehabilitation, fish passage,
channel alignment or grade control, and improved sediment processes (Rosgen, 2001). These weirs
have a variety of geometries (Kupferschmidt & Zhu, 2017) and weirs may be placed in series to form a
rock ramp (i.e., block ramp) as a natural passage for fish (Figure 1b). Rosgen (2001) has cataloged a
selection of generally accepted methods used in the design of rock weirs. Furthermore, there are
multiple USA government-issued design manuals on rock weir and natural fish passage design (e.g.,
Aadland, 2010; Reclamation, 2016; USFWS, 2019).

a)

b)

Figure 1 – Examples of rock weirs including a) a V-Notch rock weir located in Blacksmith Fork River,
Hyrum, Utah, USA (photo courtesy of K. Margetts) and b) a rock ramp acting as a natural fish ladder in
Rock Creek, Montana, USA (photo courtesy G. Jordan).
https://www.flickr.com/photos/usfwsmtnprairie/8960106516
The design of a rock weir considers hydraulic performance, rock element stability, foundation scour, and
sedimentation. Examples of hydraulic studies on individual stone stability and foundation scour include
Pagliara and Palermo (2013a,b), which provide improved methods for the design and construction of
rock weirs. Guidelines for predicting sedimentation and incipient bedload motion at rock weirs have also
been standardized by Reclamation (2016). However, as with many in-stream hydraulic structures, the
successful implementation of a rock weir not only requires proper field installation but also requires a
detailed understanding of the river reach, river morphology, and corresponding catchment while
anticipating future growth and change in the system. This includes river ecology and biological
processes supported by the natural transport of woody debris (Gurnell et al., 1995; Wohl et al., 2016,
2019).
Although literature includes numerous noteworthy studies on large woody debris (LWD) at other instream structures (Pfister et al., 2013; Ruiz-Villanueva et al., 2014; Schalko et al., 2020; Schmocker &
Hager, 2011, 2013), rock weir design guidance provides limited information regarding passage or
blockage probabilities of debris elements and consideration for debris accumulation and corresponding
hydraulic effects (e.g., Reclamation, 2016; USFWS, 2019; Aadland, 2010; Rosgen, 2001). Indeed, as
with the aforementioned considerations the accumulation of LWD should also be anticipated in design
and to achieve sustainability goals, which support natural processes such as the creation of habitat
cover and storage of organic material and sediment (Wohl et al., 2019). Overlooking LWD accumulation
at rock weirs may result in failure to achieve hydraulic performance goals, unforeseen maintenance such
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as debris removal or relocating boulders after a storm event, or unsatisfactory river connectivity and
channel response. Therefore, there is a clear need to understand first the blockage or passage
probabilities for natural debris elements and additionally, the effects of LWD accumulation at rock weirs
for appropriate design consideration.

2. RESEARCH METHODS
In this study, investigating the interaction of LWD at rock weirs included two components: field
observations along the Blacksmith Fork (BSF) River located in Hyrum, Utah, USA and large-scale
laboratory testing at the Utah Water Research Laboratory at Utah State University in Logan, Utah, USA.
In the Blacksmith River, field observations provided insights as to construction and behavior of typical
rock weirs in a mountainous catchment. In the laboratory, LWD was modeled using non-uniform
branches collected at the Logan River and classified by geometries including average element diameter
and total length. A model rock weir (see section 2.2) was constructed in a large flume to assess the
passage probability of natural woody debris elements. Additional testing will include debris accumulation
scenarios, modeled on actual stream debris loadings (Roni et al., 2015).

2.1 Large Woody Debris
LWD has been modeled using both uniform and nonuniform elements. Vaughn (2020) and Schmocker
and Hager (2013)) used smooth dowels or sticks to represent trees stripped of branches as transported
to and by the river. The focus of this study, however, is on modeling LWD using more complex debris
elements with twists, knots, and branches similar to those found in nature and what was observed in the
Blacksmith Fork River. This approach expands upon prior studies which have utilized trunks with multiple
branches or root wads (trunks with branches at one end) (Bénet et al., 2021; Pfister et al., 2013;
Schmocker & Hager, 2011). LWD elements are defined herein as singular trunks with up to one branch
(extending >2 cm) along with natural variations (knots, etc.). Branches were sourced locally and divided
into size classes based on length and diameter for flume testing (see Table 1 and Figure 2). For example,
class D4 represents 100 cm ≤ L ≤ 149 cm and an average element diameter D =4 cm.
Table 1 – Length and Diameter classes with corresponding flow rates tested for individual debris
element passage probability.
Length Class, L (cm)
B
C
D
E
F

50-74
75-99
100-149
150-169
170-185

Experimental Discharge Q
Diameter Class, D (cm)
2
4
6
20, 30 l/s
20, 30, 40, 50 l/s
20, 30, 40, 50 l/s
20, 30, 40, 50 l/s
20, 30, 40, 50 l/s
30, 40, 50 l/s
20, 30, 40, 50 l/s
20, 30, 40, 50 l/s
40, 50 l/s
30, 40, 50 l/s
30, 40, 50 l/s
50 l/s
40, 50 l/s
50 l/s

Figure 2 – Selection of LWD size classes pictured with a 45.7 cm (18 in.) ruler.
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2.2 Laboratory Testing: Passage Probability
The laboratory study was conducted in a large (trapezoidal) flume with a base of 1 m, length of 6 m, and
2H:1V side slopes. Rough-cut flat-topped rocks obtained with permission from the Blacksmith River
were placed at the downstream end of the channel to form a cross-vane rock weir (i.e., an I-weir; see
Rosgen (2001), Figure 3) with a width of 0.25 m, length of 2.53 m, and height of 0.21 m. Mortar was
used to ensure rock stability and eliminate seepage between rocks and between the weir and channel.
The top of the rock weir was specifically designed with a nonuniform crest elevation, including several
lower areas such as might be seen in typical rock weirs.
Instrumentation in the flume included a piezometer connected to a stilling well and point gage (±0.15
mm) for measurement of water elevation upstream of weir. Total head above the weir (H) was calculated
from point gage elevation and a survey of the flume bottom (0.0016 m accuracy). Discharge was
measured with a magnetic flow meter (±0.25%) calibrated per ASTM standards. Debris characteristic
diameters and lengths were measured within ±1 mm.
Passage probability tests were patterned after Vaughn (2020), who studied the probability of individual
LWD entrapment at labyrinth weirs. Testing was carried out by introducing individual woody debris
elements approximately 3 meters upstream of the laboratory rock weir at discharges of: 20 l/s, 30 l/s, 40
l/s, and 50 l/s (see Table 1). Passing probabilities Π were recorded along with individual element
characteristics, approach orientation of the woody element to the rock weir (stream-wise or channelspanning) and the element location in the channel (center, right, left looking downstream). Passage
probability tests for each size class of LWD were repeated at least 30 times to ensure 90% confidence
passage probability (Furlan et al., 2018).

Figure 3 – Flume plans (lengths in m) and laboratory setup with flows of 30 L/s (top right) and 50 L/s
(bottom right), photos courtesy K. Margetts.

3. RESULTS
Passing probability Π tests were conducted at four flow rates, Q (see Table 1). Each class of LWD was
categorized by L and D, and initial results show that these dimensions are the most influential in
determining element passage or entrapment at the rock weir. Despite LWD orientation or the presence
of some small branching, the overall controlling factors for entrapment remained the characteristic L and
D of the given element. In general, passage probabilty, the inverse of entrapment probability, increased
with flow rate, particularly as class size decreased.
This is evident in results of passing probability as a function of the dimensionless diameter-to-total head
ratio (D/H) and dimensionless length-to-total head ratio (L/H) shown in Figure 4b. Of these parameters,
D/H appears to play a slightly larger role than L/H in passage probability, as evidenced by a slightly
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steeper downward trend in passing probability (Figure 4a). Note that the variability in Π is in part due to
the twists, knots, and branches of the elements and the irregular surface of the rock weir. Another
controlling factor in the variability of Π is the flow rate Q. As Q increases, the probability LWD will pass
also increases. Higher flow rates (40, 50 L/s) and corresponding greater flow depths have more ability
to pass debris than lower flow rates (20,30 L/s), particularly for the more natural debris shapes. As shown
in Figure 4, higher discharges also have a greater Π to pass the same size of debris.
100%
Passing Probability, P

Passing Probability, P

100%
80%
60%
40%
20%

80%
60%
40%
20%

0%

0%
0.0 0.2 0.4 0.6 0.8 1.0 1.2

a)

D/H
20 l/s

30 L/s

40 L/s

0.0

10.0

20.0

30.0

40.0

L/H

b)
20 L/s

50 L/s

30 L/s

40 L/s

50 L/s

Figure 4 – Passing Probability versus (a) D/H) and (b) L/H at Q= 20 L/s, 30 L/s, 40 L/s, and 50 L/s.
Laboratory tests also showed evidence that LWD elements aligned perpendicular to the channel
(channel-spanning) were slightly more likely to become entrapped than those oriented parallel to the
channel (stream-wise). The probability of LWD entrapment was higher for channel-spanning elements
than for streamwise LWD that approached the weir.

4. FIELD OBSERVATIONS: BLACKSMITH FORK RIVER
Field observations also indicated the likelihood of LWD entrapment at rock weirs. Rock weirs in the
Blacksmith Fork River (BSF River) were investigated regarding general conditions between date of
installation or construction and current conditions, with a focus on LWD accumulation. The rock weirs
shown in Figure 1a are a v-shaped rock weir and are part of a series of 14 rock weirs implemented along
a 2 km reach of the BSF River in 2013 to aid in flood protection (NRCS, 2013). Construction of the weirs
included significant dredging and removal of sediments in this river reach (personal communication B.
Neilson, Nov. 3, 2020). By 2017, the river’s response had compromised the majority of the rock weirs,
which had become filled with sediment, single rock toppling, etc. Figure 5 shows how the channel
meandered to the north (right if looking downstream) and scoured the rock weir abutment or channel
tie-in. It is unsurprising to see the large sediment deposit on the left bank.

a)

b)

Figure 5 – Blacksmith Fork River Rock Weirs in (a) 2014 and (b) 2017 (Google, n.d.).
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During field observations conducted on November 3, 2020, researchers observed current conditions at
7 V-notch rock weirs in the BSF River. At the time of observation, USGS stream gage 10113500 (9 km
upstream of the weirs) gave a discharge of 2100 l/s (USGS, 2020). The active channel was 9 to 15 m in
width and approximately 0.5 to 1 m in depth with some deeper pools.
It was observed that areas of sedimentation at several weirs had become heavily vegetated with riparian
grasses and small shrubs. Weirs located farther downstream displayed toppled or mis-aligned rocks,
likely due to insufficient stone foundation preparation (stones not well seated for seasonal flow
fluctuations), excessive loading from sedimentation, and/or the passage of woody debris through the
channel. Two of the observed weirs had accumulated a very small amount of woody debris (<25% m3
LWD/m2 channel area).
Additional field observations were carried out on October 29, 2021 under similar conditions. Figure 6
shows accumulations of LWD at a rock weir, which was entirely buried with non-cohesive gravels and
sands on the left portion. LWD covered approximately 25% of the weir, oriented both parallel and
perpendicular to the weir.

a)

b)

Figure 6 – Stream-wise and channel-spanning LWD entrapped at a BSF River rock weir October 29,
2021 (photo courtesy of K. Margetts).
It was concluded that sediment buildup at the BSF rock weirs led to a decrease in channel slope, altering
river morphology. Such changes in river morphology and corresponding habitat may have undesirable
ecological impacts such as temperature changes, higher flow velocities, insufficient flow depths, etc. In
contrast, the presence of small LWD accumulations caught at the rock weirs provided some cover
(Figure 5). Based on the amount of LWD observed, it is unlikely that LWD accumulation was the primary
cause of a structural failure to the weirs (i.e., stone displacement).
Although this study does not focus on rock weirs and sedimentation, field observations indicate that the
river in only 2 years had a significant response to the weirs in terms of sedimentation. It is unknown if
this response was intended, but likely the design of the rock weirs and dredging the river of gravels and
sands did not sufficiently consider river morphology and annual bedload cycles and sediment sources
in the BSF upstream of the rock weirs. It is also unknown if any future maintenance will be performed
on the rock weirs.

5. CONCLUSION
Healthy incorporation of large woody debris (LWD) at rock weirs includes understanding the balance
between hydraulic and ecologic performances necessary for a sustainable river system. Field
observations and laboratory testing provided useful insights on the interaction of LWD with straight and
v-shaped rock weirs.
V-shaped rock weirs observed at the BSF River demonstrated the potential negative impacts of a rock
weir channel stabilization project. Heavy sedimentation and toppled rocks due to high flows resulted in
poor performance of the weirs. Ecologically, the river response and change in habitat raise concerns for
local aquatics including trout. The BSF River is an example of how the objectives of channel stabilization
projects do not always align with habitat improvement (Ball et al., 2007) and the challenges of
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considering river morphology and catchment hydrology in the design of rock weirs.
Although the BSF rock weirs were not functioning properly, LWD accumulations were representative of
the likelihood for organic material to become caught at this type of in-stream structure. LWD trapped at
the rock weirs provided a minimal amount of cover and organic matter to the channel, while not
appearing to disrupt the structure or hydraulics of the weir.
Laboratory testing provided further evidence of the potential for LWD to become entrapped at rock weirs.
Element length L and diameter D were the most significant factors in the probability of LWD passage.
The D/H ratio had more of an impact on passage probability than the length-head ratio. LWD elements
aligned perpendicular to the channel were slightly more likely to become entrapped at the rock weir than
those oriented streamwise (parallel).
Due to the potential for LWD to become entrapped at rock weirs, further testing of entrapment probability
is necessary for identifying the hydraulic thresholds that balance LWD conveyance objectives with
natural benefits. Data collected on the impacts of LWD passage, entrapment and accumulation will help
improve future design of rock weirs. Data from the physical model may be used in future research or
CFD modeling of rock weirs. Rock weirs may be the perfect in-stream structure for accumulating LWD
in moderate, environmentally beneficial amounts while not putting critical infrastructure at risk.
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Abstract: This paper presents a study of a tridimensional low-head hydraulic jump stilling basin by using
both physical and numerical models. Laboratory tests up to 15 hours in duration were carried out in a
1.9 m wide and 14 m long flume. Four gates produced a jet with a submerged hydraulic jump in a
positive-step stilling basin, after which scour developed in a nearly uniform sand bed. Acoustic Doppler
Velocimeter, piezometers and image processing were used to collect the hydrodynamic data, and
Reynolds Averaged Navier-Stokes simulations developed in OpenFOAM were tested for validation
purposes. Then, the study focused on (1) the temporal evolution of the experimental scour depth
downstream the stilling basin and (2) the efficiency of the numerical models to reproduce the interior
fields. Regarding the first point, it was found that temporal scour evolution agrees with empirical
dimensionless formulation, but differences in magnitude were found, indicating that some variables
should be further investigated. The validation of numerical models has shown that the K-Epsilon
Standard model is much better than the K-Omega SST counterpart in reproducing velocity fields but
similar values were found for turbulent kinetic energy. Pressure fluctuations numerical coefficient also
showed values similar to those found by other authors, however lateral flow and Reynolds stress issues
appeared because of the tridimensional nature of the case study.
Keywords: Hydraulic jump, stilling basin, scour, numerical model, OpenFOAM.

1. INTRODUCTION
Energy dissipators serve to protect the riverbed and banks from erosion as well as guarantee that the
hydraulic structure (dams and intakes) and other elements do not have damage because of the high
turbulence flow (Khatsuria, 2004). The stilling basin is the most common dissipation structure, which
uses the hydraulic jump to reduce the energy head. However, studying the flow in these stilling basins
is still complex and difficult to analyse because this is an unsteady and highly turbulent flow subjected
to random fluctuations (Lopardo and Romagnoli, 2009).
Understanding this phenomenon, in which macro pressure and velocity fluctuations, flow separation,
eddies, and phases-mixture can be combined, is of vital importance, since they can generate vibration,
fatigue and cavitation in structures (Lopardo, 1985). Likewise, the remaining energy at the outlet of the
structures can scour the river bed and endanger their stability (Adduce and Sciortino, 2006).
Since the first known study of turbulence in hydraulic jumps (Rouse et al., 1959), quite a lot of studies
have been carried out. In this sense, Peterka (1984) and Hager (1992) managed to compile several
experiments and present a characterization and analysis of different types of hydraulic jump in energy
dissipation structures. Particularly, other authors have focused on interior hydrodynamics and the air
concentration in the jump (Rajaratnam, 1967) and pressure fluctuations (Lopardo, 1985; Steinke et al.,
2021), among other aspects.
On the other hand, in order to obtain empirical formulas that make it possible to predict erosion
downstream of hydraulic structures, researchers have conducted experiments on moving bed models
with non-cohesive sand. Among these, Chatterjee et al. (1994), Hassan and Narayanan (1985) and
Breusers (1967) analysed the effect of a jet that is directed from a rigid bed towards a sand bed.
Subsequent investigations inquired about the downstream effect of stilling basin, and found that a
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positive step affects the magnitude of the erosion depth (Oliveto and Comuniello, 2009) and this effect
is highly dependent on the particle Froude number (Aminpour and Farhoudi, 2017).
Although experimentation provides real values that improve the understanding of hydrodynamics and
sediment transport to propose solutions for the operation of hydraulic structures (Chanson, 2015), it has
a limited scope in data collection. To address these shortcomings, Computational Fluid Dynamics (CFD)
has been applied using numerical models (Bayón, 2017). In this line, turbulence modelling is not only a
key aspect of CFD applications, but indispensable to study the performance in a stilling basin (Macián,
2019).
In recent years, the k-epsilon turbulence model is one of the most studied models to reproduce hydraulic
jumps, and promising results have been obtained when evaluating its effectiveness in terms of water
levels and velocity range, among other parameters. The numerical approach has also been used to
evaluate design alternatives in terms of energy dissipation, such as the effect of converging walls
(Babaali et al., 2015) or composite dissipative pools (Zhou and Wang, 2019). However, accuracy issues
have been found in the estimation of the bed shear stresses (Carvalho et al., 2008) and the aeration
within the hydraulic jump (Macián, 2019).
The objective of this paper is to describe the scour depth downstream the stilling basin and compare
two numerical models’ efficiency to predict the hydrodynamic fields. To achieve this goal, a battery of
tests similar to those performed by Oliveto and Comuniello (2009) were carried out on a physical scaled
model of a mobile barrage of a diversion dam. In order to complement these studies, numerical
simulations with RANS approach were accomplished using the k-epsilon Standard and k-omega SST
turbulence models already applied by Bayón and López (2015) for hydraulic jump stilling basin in
OpenFOAM. However, the case presented here is a completely three dimensional layout, regarding
water depth, velocity field, pressure, and Reynolds stresses.

2. MATERIALS AND METHODS
2.1. Experimental setup
Figure 1 shows a diagram of the flume where 5 tests were carried out under gate operating conditions
(extreme flows were not studied). The mobile barrage was made up of 4 gates, two gates of 0.50 m in
the middle and two gates of 0.25 m on both sides of the flume. The energy dissipator was 2.51 m long
and B = 1.90 m wide. The discharge (m3/s) was measured in a calibrated rectangular weir where a
Neyrpic point gauge was installed with a precision of ± 0.2 l/s. The gate openings were established in
such a way that the inlet flow depth y0 = 0.32 m was set constant for water harvesting purposes, while
the downstream levels htw (see Table 1) were controlled by an adjustable gate according to the normal
depth of the river. Downstream the structure, mobile horizontal sand bed (d50 = 0.24 mm, d90 = 0.58 mm)
was uniformly compacted and saturated for each test. Kinematic viscosity  changed according the
measured temperature in the day of the tests.
Table 1. Summary of the main parameters
Parameter
Gate opening

a (m)

Test 1
0.0259

Test 2
0.0454

Test 3
0.0682

Test 4
0.0948

Test 5
0.1289

Discharge

Q (m3/s)

0.0634

0.1053

0.1482

0.1896

0.2327

Kinematic viscosity

 (10-6 m2/s)

1.0

0.99

0.977

0.868

0.886

Inlet velocity

U0 (m/s)

0.1043

0.1735

0.2427

0.3111

0.3891

Shear velocity*

u* (m/s)

Froude (after gate)
Particle Froude number
Outlet depth

Fr (-)
Fd (-)
htw (m)

3.84

0.01
4.18

0.01224
3.47

0.01414
3.00

2.66

5.46
0.0926

7.39
0.1232

7.63
0.1478

8.21
0.1865

9.67
0.211

Characteristic erosion time t∗ (h)
4.37
3
1.67
1.15
0.77
*Characteristic shear velocity u* came from numerical model simulated only for tests 2, 3 and 4.
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Vectrino Acoustic Doppler Velocimeter (ADV) allowed measuring instantaneous velocity, using a
sampling frequency of 50 Hz (as high as possible to allow acoustic signals to travel between bubbles
that may exist in the flow) and 30 mm of sampling height to capture the smallest possible turbulent
eddies flowing through the volume in intervals of 12 s. Signal to Noise Ratio (SNR) was above 30 dB,
and turbulence quantities were obtained by data processing. The maximum scour was determined by
taking pictures every 10 min (ranging from 8 to 15 hours) using a camera with 4160x3120 pixels located
on the left side where there were three acrylic window whereas mean pressures were measure with 28
piezometers conveniently distributed throughout the stilling basin.

Figure 1 – Profile (A) and Plan (B) view of the physical model on experimental flume in National
Laboratory of Hydraulics and numerical model boundaries (green lines).

2.2. Modelling equations
Reynolds-averaged Navier Stokes' (RANS) three-dimensional equations were used as implemented in
OpenFOAM. In RANS momentum equation (1), U,p,u’,⍴ and Fb stand for velocity (m/s), pressure (Pa),
velocity fluctuation (m/s), fluid density (Kg/m3) and the force over the cell (m/s2) respectively, and the
symbols <> represent the time averaging operator.
⃗〉
𝜕〈𝑈
𝜕𝑡

−1
1
〈𝑈〉𝛻 ∙ ⃗⃗⃗⃗⃗⃗
〈𝑈〉 = 𝛻〈𝑝〉 + 𝜈𝛻 2 ⃗⃗⃗⃗⃗⃗
〈𝑈〉 + 𝛻〈−𝜌𝑢′ 𝑢′ 〉 + ⃗⃗⃗⃗
+ ⃗⃗⃗⃗⃗⃗
𝐹𝑏
𝜌
𝜌

(1)

The surface was tracked by the Volume of Fluid (VOF) method, which introduces a fluid fraction variable
w (dimensionless) that lies between 0 and 1, calculated with the continuity flow equation (2).
𝜕𝛼𝑤
𝜕𝑡

⃗⃗⃗⃗⃗⃗ 𝛼𝑤 ) = 0
+ 𝛻 ∙ (〈𝑈〉

(2)

In high turbulent flows, turbulent kinetic energy (TKE, m2/s2) is an important analysed variable, which is
defined from velocity fluctuations in the three directions u’, v’ y w’:

𝑘=

〈𝑢′2 〉+ 〈𝑣′2 〉+ 〈𝑤′2 〉
2

(3)

In order to estimate the TKE and model the nonlinear terms <-⍴u'u'> in equation (1) that result from
averaging the variables, turbulence models were used. Although some authors have used the K-Epsilon
RNG model to study hydraulic jumps, Bayón (2017) found slight advantages in time consumption for the
Standard version. At this stage, the K-Epsilon Standard (Launder and Spalding, 1974) and K-Omega
SST (Menter et al., 2003) models were used, regarding the standard coefficients implemented in
OpenFOAM 2.4. To do so, laboratory test 1 was discarded due to differences in the opening of the
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gates, and also test 5 was, due to lack of bathymetry of the bed. In this way, simulations were made for
three conditions, which will be called N2, N3 and N4 onwards. The PISO algorithm, created for transient
flows, was used, and a Courant limit of 2 was maintained (Courant decreases from gate to jump body).

2.3. Mesh
A structured mesh comprising the inlet bed domains, gate, stilling basin, and eroded bed was
constructed with the help of OpenFOAM's SnappyHexMesh application. To reproduce the high air
mixture that occurs into the hydraulic jump, a higher refinement was generated in this area guaranteeing
the quality of the mesh, with limits of orthogonality less than 70° and obliquity less than 4. Each mesh
reached around 6 million cells.
Dimensionless cell size ∆𝑥 + = ∆𝑥 ∙ 𝑢∗ /𝜈 and time interval ∆𝑡 + = Δ𝑡 ∙ 𝑢∗2 /𝜈 were calculated in terms of
the characteristic shear velocity u* and the kinematic viscosity . The cell size was distributed over a
wide range 10 < Δ𝑥 + < 570, and average time interval reached 𝛥𝑡 + = 0.37. Dimensionless wall distance
𝑦 + = 𝑢𝑡 ∙ 𝑦/𝜈 , calculated in function of the wall shear stress 𝑢𝑡 and the cell distance to the wall 𝑦,
reached 30 < 𝑦 + < 220 for the stilling basin; however, for the sand bed it was 5 < 𝑦 + < 50.

2.4. Boundary conditions
Boundary conditions were established as suggested by Bayón (2017), considering the air and water
inlets, atmosphere and walls; except for the outlet condition, for which a mixed condition (Dirichlet and
Von Newman) was used, using an OpenFOAM application. D and B axis (see Figure 1) were set up as
symmetry planes to simplify the study. Wall functions were assigned according to the logarithmic-law of
the wall, which includes a correction for rough wall cases. A nutkRoughWallFunction was used, where
the total roughness parameter Ks = 0.00024 (m) was assigned for the sand bed and Ks = 0.0001 for the
concrete wall, whereas nutkWallFunction was assigned to plexiglass gate and smooth wood walls.

3. SCOUR ANALYSIS
Breusers (1967) proposed equation (4) for the maximum erosion Zmax at a specific time t.
𝑧𝑚𝑎𝑥
𝑧∗

𝑡 0.38

= (𝑡 )

(4)

∗

where 𝑍∗ is the characteristic length and 𝑡∗ is characteristic time (see Table 1) when 𝑍𝑚𝑎𝑥 = 𝑍∗ . However,
Oliveto and Comuniello (2009) found a better fit using an exponent of 0.19. The aforementioned authors
defined 𝑍∗ based on the geometric layout of their models; but, in the present study 𝑍∗ = 𝐻0 /2 is used
because it represents better the energy load with a potential to generate erosion in the channel. In this
study, temporal evolution of the scour hole was monitored through the observation window as it is shown
in Figure 2, where the maximum scour hole present quasi-homothetic evolution, similar to what was
found by Bombardelli et al (2018). However, the scour depth grew faster than its location in x direction.

Figure 2 – Evolution of longitudinal profile for test N°2 from the observation window.
A comparison was made between the results obtained in the laboratory and the erosion calculated with
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equation (5) proposed by Oliveto and Comuniello (2009), where 𝑠 is end-sill height, ℎ𝑡𝑤 is the tail water
depth, 𝐹𝑑 = 𝑉/(𝑔′ ∙ 𝑑50 )1/2 , is the particle Froude number, 𝑔′ = 𝑔(𝜌𝑠 − 𝜌)/𝜌 is the modified gravity
acceleration, g = gravity acceleration and ρ = density of water, ρs = density of sand grain, and
dimensionless time 𝑇 = (𝑔′ ∙ 𝑑50 )1/2 ∙ 𝑡/𝑠.
𝑧𝑚𝑎𝑥
𝑆

ℎ𝑡𝑤 3/4 𝑑50 6/5

= 3.4 (

𝑆

)

(

𝑆

)

(𝐹𝑑 − 1)6/5 𝑇 1/4

(5)

In Figure 3a, three exponential adjustments between erosion and the time scales are represented for
values of 𝑍𝑚𝑎𝑥 /𝑍∗ < 1.5. Figure 3a shows that the best fitting corresponds to the exponent 0.38 (Eq. 4).
Figure 3b shows that experimental results were about 380% (on average) of those calculated with
equation (5) at times t = 6, 9 and 12 hours. It could be mentioned here that the quantity 𝑧𝑚𝑎𝑥 /𝑠 might
not be the best way to define the non-dimensional scour since 𝑧𝑚𝑎𝑥 and 𝑠 are not physically related. It
also should be noted that the slope of the end-sill of the physical model was 1v:4h, in contrast to the
1v:1h used by Oliveto and Comuniello (2009). As this parameter influences the scour depth (Farhoudi
and Shayan, 2014), and it is not considered in the above equation, it could be another cause of
difference and should be further investigated.

Figure 3 - (a) Dimensionless scour depth vs time and (b) observed vs calculated scour from Eq. 5.

4. VALIDATION OF RANS SIMULATIONS
Nash-Sutcliffe efficiency indicator (NSE) was used as defined by Nash and Sutcliffe (1970), where very
good values from 0.75 are considered, whereas negative ones indicate that error is greater than the
standard deviation. In order to determine the accuracy of the numerical model in relation to the
experimental data, NSE was calculated for different quantities (Table 2).
Table 2. NSE between numerical and experimental values for different variables
Model
k-ε
k-ε
k-ε
k-ω
k-ω
k-ω

Case

Pressure

N2
N3
N4
N2
N3
N4

0.876
0.925
0.936
0.728
0.915
0.897

Water
depth
-0.1868
0.7748
0.7948
0.3698
0.7999
-0.2486

TKE
0.889
0.884
0.978
0.744
0.822
0.972

Velocity profiles Ux
Upstream
Basin
Scour hole
0.801
-2.109
0.940
0.733
-0.309
0.946
0.769
-0.135
0.915
0.787
-8.241
-1.839
0.365
-3.991
-0.441
0.667
-1.637
-0.294

4.1. Water depth and pressure in stilling basin
During the simulation it was observed that the jump was slightly submerged in the gate, while in
experiments, submergence occurs after the gate. This causes the numerical water depths to differ from
experiments at the beginning of the jump. The k-ε Standard and k-ω SST models showed good accuracy
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for mean pressures inside the stilling basin and, although the water depths are qualitatively similar to
the observed ones (Figure 4a), the longitudinal range of measurement was small due to the limitation
of the observation window, causing the NSE to reach negative values (Table 2).
The pressure fluctuations coefficient C'p, an important parameter to study cavitation risk (Lopardo,
1985), is calculated from numerical model and plotted in Figure 4b against the dimensionless distance
x/h1, where h1 is the critical depth at the jump toe and x is the distance from this point. C’p values at the
beginning of the jump are of the same order of magnitude as those presented by other authors, and it
can be seen particularly that the estimations of C'p are higher in the k-ε model than in the k-ω model,
except for Fr = 3.0. As expected for RANS type models, C’p drastically decreases towards the jump
body, where the fluid fraction variations are minimum.

Figure 4 - (a) Water and pressure height for the test N3, and (b) numerical pressure fluctuation
coefficient C’p compared with experimental results from Steinke et al. (1990) and Lopardo (1985).

4.2. Velocity, Reynolds stresses and turbulent kinetic energy
Figure 5a,b shows the velocity (u and w) before the gate (1,2), into the stilling basin (3,4), and the scour
hole (5,6) for the test N3. It is observed that both Standard k-ε and k-ω SST did reproduce the velocity
in the region before the gate, but problems arise later. At x = 1.55, the k-ε model shows positive and
negative estimation errors in the D and B axis respectively, which implies a little overestimation of the
lateral flow at the end of the gate wall (x = 1.23) or before (ADV does not capture well this region),
although this error dissipates in the scour hole. On the other hand, the k-ω SST model increases this
error from the hydraulic jump towards the sand bed, which may be due to a wrong reproduction of the
vortices in the xy direction generated at the end of the gate wall. These problems could be sorted out
by using other turbulence models. Constantinescu et al (2010) found, for instance, that DES models
were “significantly more successful” in predicting the velocity distribution in the river channel.
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Figure 5 - Experimental (dots) and numerical k-ε (continuous) and k-ω (dashed) data for test N3.
Observed Reynolds stresses <u'w'> were compared using Boussinesq's approximation for numerical
results without good correspondence (Figure 5d). This is possibly due to high turbulent anisotropy (in
the jump region) or that sediment load (in the scour region) was not considered in the numerical model.
Figure 5c also shows that numerical models overestimate the value of TKE before the gate, however
underestimate that value in the interior of the hydraulic jump. This accuracy issue may be due to the
jump submergence that affects the TKE production. In any case, the experimental data shows high
values of TKE gradient at the stilling basin walls, so the wall functions must be further analysed. Despite
these differences, the dissipation of energy was reproduced, with TKE reduction of the order of 80%
from the hydraulic jump to sand bed, and the NSE taken with the logarithms of the numerical values
from stilling basin to scour hole is high (Table 2).

5. CONCLUSIONS
Based on laboratory experiments and numerical simulations, it can be concluded that:
1. Unlike experiments carried out by Oliveto and Comuniello (2009), where equilibrium was
reached in approximately 70 hours, the scour process was faster in the present study. Although
complete equilibrium was not reached, very low scour rates were observed up to 15 hours (end
of the tests) reasonably because of the difference in sand size and particle Froude number.
2. The temporal variation of the maximum erosion depth Zmax was measured in laboratory tests.
Eq. (4) suggested by Breusers (1967) was tested and the results revealed a similarity. Then,
equation (5) was compared with observed Zmax at the generic time t. It shows that the results
obtained with equation (5) differ from those observed in experiments. The slope-height
parameters should be further analysed to re-evaluate this formulation.
3. Standard k-ε and k-ω SST models were assessed and it was found that the first one reproduces
the hydrodynamic fields better, having a good fit in the prediction of water levels, field velocities
and kinetic energy. However, there was an error of lateral flow that generated velocity
underestimation along the gate wall axis. This could be improved using a wider domain with
cyclic lateral boundary condition or testing other turbulence models such as DES models.

53

4. It is promising that, although RANS models only capture the main characteristics, the models
produced a pressure fluctuations coefficient C’p comparable to those obtained from other
researchers, at least, in the regions with high fluid fraction variation. It can be suggested to
continue studying this parameter with similar approaches.
5. Both Standard k-ε and k-ω SST models fail to correctly reproduce Reynolds stresses, but this
could be due to the simplifications (isotropy, Boussinesq assumption) taken in the RANS
models. Therefore, RSM (Reynolds Stress Model) could improve this shortcomings. Similarly,
TKE shows larger gradients in the inlet bed and the stilling basin walls. Anyhow, both models
reproduce the dissipation from the hydraulic jump to the sand bed.
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Abstract: The Piano Key Weir (PKW) has emerged as a cost effective and viable solution for dam
rehabilitation and new projects with high level of space constraints. The geometrical dimensions of
PKW are main factors affecting their discharging capacity. Since, it is a relatively new type of weir that
has only been developed in recent years, the description of the effect of its geometrical parameters is
still immature. The geometric designs of these weirs presented in the literatures incorporate only linear
floor slope of the keys. For better understanding of the influence of curvilinear shapes of outlet key
slopes on discharge capacity, an experimental study was conducted. In general, the results showed
that PKW with ogee shaped outlet key is more efficient than the linear shaped counterpart for heads
higher than its design head. The maximum increase in coefficient of discharge of weir model with
curvilinear outlet key in comparison to model with linear outlet key was 5.2%.
Keywords: Piano key weir, Hydraulic design, Weir discharge efficiency.

1. INTRODUCTION
The ability to control water through structures like dams has facilitated the development of human
societies throughout history. The spillway or weir is the safety component of the dam that releases
flood in a controlled manner. It consists of a passage constructed in the dam body or in the reservoir
bank to allow the evacuation of extreme floods. The reports on incidents of dam failures in recent past
have shown that inadequate capacity of the spillway was the cause for a third of these accidents
(Schleiss, 2011). The strong motivation to maximize the discharging capacity of spillway have resulted
in development of various non-linear crest geometries. The Piano Key Weir (PKW) is a modified
labyrinth-type weir that makes use of inclined apexes in order to maximize the allowable weir length
that can fit in a given channel width. The PKWs have emerged as an innovative and viable solutions
for both dam rehabilitation and new projects with space constraints.
The concept of PKW was presented more than 20 years ago by Hydrocoop (Blanc & Lempérière,
2001; Lempérière & Ouamane, 2003). After a few years of elaborate conceptualization, the first PKW
was built by Electricité de France (EDF) in 2006 at Goulours dam in France (Laugier, 2007). Many
other PKWs are currently under different stages of design, construction and operation around the
world: France, Vietnam, India, and South Africa (Singhal & Sharma, 2011; Khanh, 2013; and Erpicum,
et al 2017).
The geometry of PKW is complex as it is governed by large sets of parameters. A naming convention
was specifically developed in some laboratories to amalgamate the notations (Pralong, et al 2011).
The chief geometric parameters are the width of the inlet and outlet keys, denoted Wi and Wo
respectively, the height of weir P, depth below inlet key P’ the width of one cycle or PKW unit Wu, the
total number of PKW units Nu, the total stream wise crest length B, the lengths Bo and Bi of the up- and
downstream overhangs, the base length Bb and the thickness of wall T. Most of these defining
parameters for PKW with three cycles are depicted in Figure 1. The width of a PKW unit Wu is equal to
Wi + Wo + 2T and the total width W of the weir is equal to Nu×Wu. The developed crest length Lu of a
PKW unit is equal to Wu + 2B and the total developed crest length L of the weir is calculated as Nu×Lu
(Erpicum, et al 2017).
A series of both experimental and numerical studies have been conducted by various investigators to
enumerate the discharge capacity of the PKW. Leite Ribeiro et al (2012) conducted a set of
experiments on several PKWs with overhangs on both upstream and downstream (Type-A) and
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identified the primary and secondary parameters affecting the flow. They formulated a head–discharge
relation for PKW by providing an expression for increased discharge ratio of PKW with respect to a
rectangular sharp-crested weir. Similarly, other comprehensive and systematic model tests have
resulted in more complex design equations with a rather good accuracy within the limits of the
parameter range specified by the researchers (Cicero & Delisle, 2013; Crookston, et al 2018 and
Kumar, et al 2019). A parametric study to investigate thirty-one different models of this weir with
different height, keys widths and overhangs lengths of the PKW with L/W equal to 5 was conducted at
University of Liege, Belgium (Machiels, et al 2014). Mahabadi & Sanayei (2020) evaluated the
implementation of bilateral side slopes in the outlet key and its impact on efficiency through numerical
simulations.
The available literatures indicate that all the studies conducted to date have only incorporated PKWs
with linear slopes of the inlet and outlet keys. Therefore, the influence of curvilinear shapes of key
slopes on its discharge capacity is not known. This study presents the experimental results for the
discharge efficiency of PKW with linear and curvilinear slopes in the outlet key.

(a)

(b)
Figure 1 - Typical geometry of PKW: (a) plan; (b) side-elevation.

2. METHODOLOGY

2.1.

Geometry of Models

In this study, two laboratory-scale models of Type-A PKW with varying profiles of slope in the outlet
key have been tested. The first PKW model with three cycles and standard linear slopes in both inlet
and outlet keys is identified as PKW-L. All the parameters of this model are similar to the one used by
Kumar, et al (2019) and are as follows: B = 0.254m, Bi = Bo = 0.064m, Wi = Wo = 0.059m, P = 0.105m,
P’ = 0.035m and W = 0.39m. Another model with all geometric parameters consistent with the PKW-L
except for the slope profiles of outlet keys is referred to as PKW-CL. An overview of both these models
are depicted in Figure 2 (a and b).
The curvilinear profile of the outlet key slopes selected for PKW-CL weir was the downstream ogee
profile based on Waterways Experiment Station (WES) standard spillway shape given the following
equation.
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X n = K × H d( n −1) × Y

(1)

Where, X and Y are coordinates of profile with the origin at the highest point of the outlet key crest. Hd
is the selected design head for the profile. K and n are parameters which depend on the slope of
upstream face and were taken corresponding to vertical slope as K = 2 and n = 1.85. For reverse
curve, the radius r was taken as half of Hd and the angle of 60o was provided (see Figure 2c).
This shape is derived from lower surface of a free-falling nappe and is known for its ability to pass
flows efficiently and safely (Savage & Johnson, 2001). A reverse curve was provided at the lower end
of the key slope to smoothly guide the falling jet towards downstream. The schematic diagram with
details of the curvilinear profile has been depicted in Figure 2 (c). The design head over the crest (Hd)
had to be fixed to derive the profile of the slope for the model with curvilinear outlet keys. Since, PKWs
are highly efficient at lower heads, majority of these weirs developed till date have total design head to
weir height ratio (Hd/P) of less than one (Crookston, et al 2019). Accordingly, the profile of the outlet
slopes of this model was assumed for Hd/P value of 0.5.

(a)

(b)

(c)
Figure 2 - (a) Overview of PKW-L weir model; (b) overview of PKW-CL weir model; (c) profile of outlet
key for PKW-CL weir model.

2.2.

Experimental Setup

The experiments were conducted in a rectangular flume of length 15m, width 0.39m and height 0.52m.
A major section of flume consisted of glass side walls which allowed for visualization of flow over the
weir. A recirculating tank was provided at the end of the flume for the storage of water and recirculation of flow. A pump was installed to supply water through an inlet pipe having inner diameter of
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0.1m. The discharge was regulated using a control valve fitted in this inlet pipe. An ultrasonic flow
meter with an accuracy of 1% was used to measure the discharge flowing in the pipe. The entrance of
the flume was equipped with honeycomb grid walls to minimize the disturbances in the flow as shown
in Figure 3. Also, flow straighteners and wave suppressor were provided near the entrance to
suppress cross currents and surface disturbances, respectively. A point gauge system having a least
count of 0.1mm was used to measure the water level.

Figure 3 - Schematic of the experimental setup.
The models of the PKW were fabricated using plastic sheets of 6mm in thickness as per geometric
dimensions mentioned earlier. For curvilinear slopes, the plastic sheets were heated and then pressed
into the desired profile. These weirs were then attached to the base of the flume using sealant to
ensure water-tight joints. The point gauge system was positioned at 2×P (i.e. 0.21m) upstream from
outlet crest to measure the water level. The tests on each PKW model were performed for flows
ranging from 5×10-3 m3/s to 35×10-3 m3/s. The point gauge was used to measure the water level for
each discharge after the flow had stabilized for a minimum of 15 minutes. At least three readings were
taken for the water level consecutively to ensure that steady state had been achieved, given that all
the readings were in agreement.

3. RESULTS
The discharge capacity of the PKW can be described by the common weir formulation as given below
(Kumar, et al 2019)
QPKW =

2
CPKW W 2gH 3
3

(2)

Where, QPKW is discharge over the weir, CPKW is coefficient of discharge, g is acceleration of gravity, W
is total width of the weir and H is total upstream head.
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The coefficient of discharge (CPKW) lumps the effect of geometric parameters on the discharge
efficiency of the weir. The variation of this coefficient for PKW-L and PKW-CL models with the
normalized total head given by the ratio H/P is shown in Figure 4. According to the data observed, the
discharge efficiency of PKW-L was higher for the lower head values of H/P < 0.46. As the head
increased, PKW-CL became more efficient than the former for H/P > 0.46. Nevertheless, both of these
weirs showed similar trends of significant loss of efficiency with increasing head.

Figure 4 - CPKW versus H/P data for PKW-L and PKW-CL weirs.
The comparisons of discharge efficiencies as the ratio of CPKW value of PKW-CL with respect to that of
PKW-L weir are presented in Figure 5. These results suggest that the discharge efficiency of PKW-CL
is relatively enhanced as the head over the weir becomes equal to or greater than the design head of
the outlet key slopes. PKW-CL shows a maximum increase in efficiency by 5.2% for H/P = 0.81.
However, ogee profile provided in the outlet keys has a negative impact on the discharge capacity for
hydraulic heads below its design head for the tested model.

Figure 5 – CPKW (PKW-CL) / CPKW (PKW-L) versus H/P data.
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4. DISCUSSION
The flow passing over a PKW is three-dimensional and comprises of following portions: a normal jet
flow over the up- and downstream crests and a lateral jet flow over the sidewalls. At low upstream
heads, the normal and lateral jets flowing into the outlet key are close to the walls. As the head
increases, these jets spring and collide with each other in the downstream region of the outlet key.
This interference of jets in the downstream of outlet crest reduces the discharging ability of the outlet
portion. Thus, the significant loss in the efficiency of both PKW models with increasing head can be
attributed to the nappe interference.
The influence of curvilinear outlet key profiles on the discharge efficiency of the PKW can, in part, be
explained as follows. The shape of the ogee profile is derived from the lower surface of an aerated
nappe flowing over sharp crest for a single upstream head. So, for the heads lower than this design
head, the efficiency is reduced due to the bed surface resistance. At higher heads, this resistance to
the flow over the key slope diminishes and its ability to evacuate the flow without separation is
improved. Furthermore, the slopes of the curvilinear profiles are steeper than the linear profile for
major portion of the outlet key and hence allows for rapid exit of flowing stream. Consequently, the
limits of nappe interference for PKW-CL were observed to have moved less towards the downstream
than for PKW-L under similar high flow conditions as shown in Figure 6 (a and b).

(a)

(b)

Figure 6 - Limit of nappe interference for QPKW ≈
H/P = 0.73.
3×10-2

m3/s

(a) PKW-L at H/P= 0.76; (b) PKW-CL at

5. CONCLUSION
To study the effect of shape of outlet key slope on the discharge capacity of PKW, two experimental
models with linear slope (PKW-L) and curvilinear slope (PKW-CL) were tested. The conclusions based
on the results from this study are as follows:
•

•
•

For flow conditions resulting in hydraulic head (H) higher than the design head (Hd), the
discharge efficiency of PKW-CL became moderately higher than PKW-L. The maximum
increase in coefficient of discharge (CPKW) of PKW-CL in comparison to PKW-L was 5.2% for
0.16< H/P <0.81.
The ogee profile of PKW-CL had negative influence on its discharge efficiency for flows with H
< Hd due to bed surface resistance at outlet. Thus, its CPKW value was less than that of PKW-L
for these low flow conditions.
Both weirs showed considerable decrease in their discharge capacity with increase in H
because of interference of normal and lateral jets flowing into the outlet keys. However, the
limit of nappe interference in case of PKW-L was observed to be further downstream than in
PKW-CL for high flows leading to better performance of the latter.

This paper presents results for a single PKW model with an ogee shaped outlet keys. Tests on more
curvilinear profiles will help to reinforce the findings of the present study. Further, additional research
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to investigate modifications of the general PKW elements is deemed necessary to further enhance its
hydraulic behaviour. More detailed evaluations of these variations will provide greater comprehension
towards the optimal geometric design of these weirs.
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Abstract: This study explores the morphodynamic impact of groups of piers with different configurations
(i.e., span characteristics, number of piers, and different reach locations) in a river cross section. It
focuses on sandy low-land rivers presenting steady alternate bars and low Froude numbers. A 2DH
(vertically integrated) numerical physics-based model (Delft3D) is used to simulate a straight channel,
which is inspired from a Nile River reach in Egypt, downstream of the High Aswan Dam. The results
show the formation of a forced bar upstream and downstream of the piers and increased deposition
over the existing steady bars with different intensities. The nearest bars to the structures are the most
affected ones. Large spans between bridge piers and more uniform pier distribution are found to
decrease the deposition and its extension, hence reducing dredging investments for navigability.
Keywords: Bars, Bridge Piers, Delft3D, River Engineering.

1. INTRODUCTION
Hydraulic structures, such as bridge piers, weirs, and groynes, induce changes in bed topography that
can lead to erosion and, as a consequence, also the bank alignment of rivers. These changes are
caused by erosion and sedimentation in different zones of the river. Some of them are local, like the
scouring in the vicinity of bridge piers, whereas others present larger-scale features arising from bed
erosion, sedimentation, bank erosion, and bar formation upstream and downstream of the structure.
Several works have been carried out in the past to study the local hydrodynamic and morphodynamic
impact of bridge piers (Melville, 1975, Breusers et al., 1977, Melville and Chiew, 1999, Oliveto and
Hager, 2002, Hager and Unger, 2010, Khosronejad et al., 2012) with different approaches, including
numerical models, physical models, and field studies.
Most studies focus on local hydraulic and morphological effects of bridge piers and only a few assess
the larger-scale impact of these structures. Mosselman and Sloff (2002) demonstrate that indeed local
scour can affect the large-scale morphology of rivers where the flow tends to concentrate in local scour
holes causing upstream erosion and a forced bar further downstream. Azhar (2018) shows that installing
a single bridge pier in morphodynamically unstable rivers leads to the formation of local steady bars
upstream and downstream of the structure and of migrating bars further downstream. However, in
morphodynamically stable systems (Crosato and Mosselman, 2020), only the local upstream and
downstream steady bars form and no bars develop further downstream, either migrating or steady. Bed
protection around bridge piers only prevents local scouring around the structure but does not prevent
downstream bar formation (Azhar, 2018).
In morphodynamically unstable rivers (Crosato and Mosselman, 2020), bridge piers alter the flow
structure in their vicinity, with morphological effects which are noticeable also further downstream. When
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the flow meets a bridge pier, a stagnation point occurs, with subsequent increase in axial velocity. This
impinges the bed creating a scour hole. The scour hole generates a horseshoe vortex, which entrains
the sediment near the pier, transporting it downstream. Flow separation occurs around the pier and, as
a result, wake vortices are formed at its downstream face, which entrain sediment further downstream
(Melville, 1975, Melville and Coleman, 2000).
There is a research gap that requires further investigation on the large-scale impact of multiple bridge
piers in realistic sandy low-land rivers with steady bars. Using a physics-based numerical model, this
research studies how different engineering situations related to bridge piers installation (span, number
of piers, and location) affect the large-scale morphodynamics of sandy low-land rivers. This research
builds on a virtual flume, with characteristics inspired by a real river reach assumed as representative
of low-land sandy rivers.

2. METHODOLOGY
The main investigation tool used in this study is a 2DH physics-based numerical model developed using
the open-source Delft3D software (www.deltares.nl). A virtual straight channel, here referred to as the
“numerical flume”, is set up for the investigation using a Nile River reach downstream of the High Aswan
Dam (HAD) as a reference. All physical variables (average reach-scale width, sediment size, slope,
among others) of the numerical flume are based on available data from the selected river reach.
Calibration coefficients and numerical parameters like the values of roughness coefficient, transverse
bed slope, sediment transport formula, and the spiral flow coefficient are selected based on a
morphodynamic calibration with the aim to reproduce the measured 2D river bed topography of the
selected reach. Further details on the calibration procedure can be found in the work of Abdou (2021).
The so-developed numerical flume is then used as an experimental facility to study a number of
scenarios with the aim to infer the role of several factors, such as different bridge pier configurations,
varying numbers of piers and spans between piers, and different pier locations with respect to existing
steady bars.

2.1. Reference low-land river
The reference Nile River reach extends from 14 km to 22 km downstream of HAD, for a total length of
8 km. The upstream boundary of the reach is located at 24° 9' 1.54" N latitude and 32° 52' 43.60" E
longitude, while the downstream boundary is located at 24° 13' 4.20" N latitude and 32° 51' 55.29" E
longitude. The river reach is almost straight, with a sinuosity index (ratio between the actual river length
and the straight length) of 1.004, with a variable channel width, ranging from 558 m to 844 m. Due to
the presence of the large reservoir, the current discharge regime is strongly regulated. Considering 2004
as a typical hydrological year and given that there is available data for that year, the maximum daily
averaged discharge (2,893 m3/s) and the minimum discharge (868 m3/s) are considered as references.
Information on bed sediment characteristics were obtained from Abdel-Fattah et al. (2004) who describe
the results of field measurements carried out in 1997, 15 km downstream of HAD (within the selected
reach). According to them, the average median diameter of the river bed sediment is 0.378 mm, which
corresponds to medium sand, based on (ISO 14688-1, 2002) classification. The average longitudinal
surface water slope is 3.510-5m/m. These measurements were assumed to be representative of the
reach taken into consideration.

2.2. Numerical model
The Delft3D hydrodynamic model is based on the depth-averaged momentum equations [Eqs. (1) and
(2)], assuming the fluid is incompressible, pressure is hydrostatic and the flow is shallow ; coupled with
the continuity equation [Eq. (3)] (Schuurman et al., 2013, Duró et al., 2016):
∂u ∂u ∂u ∂zw
∂2 u ∂2 u
gu√u2 +v2
+u +v +g
-𝜈H ( 2 + 2 ) +
+Fx = 0
2
∂t
∂x ∂y
∂x
∂x
∂y
C h
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( 1)

∂v ∂v ∂v ∂zw
∂2 v ∂2 v
gv√u2 +v2
+u +v +g
-𝜈H ( 2 + 2 ) +
+Fy = 0
2
∂t
∂x ∂y
∂y
∂x
∂y
C h
∂h ∂hu ∂hv
+
+
=0
∂t ∂x
∂y

( 2)
( 3)

Where u is the depth-averaged flow velocity (m/s) in x-direction (longitudinal), v is the depth-averaged
flow velocity (m/s) in y-direction (transverse), zw is the water level in the vertical direction (m), 𝜈H is the
horizontal eddy viscosity (m2/s), g is the gravitational acceleration (m/s2), h is the water depth (m),
Fx and Fy are the acceleration terms resulting from non-uniform horizontal velocity in the perpendicular
direction (m/s2).
In this research, Engelund and Hansen's (1967) formula is used for sediment transport calculations.
This formula was selected among others after a calibration stage.
qs =

0.05∝ u5

( 4)

3

2
√gC ∆ D50

Where qs is the sediment transport rate per unit width (m 2/s), ∝ is a calibration factor (-), C is the Chézy
friction coefficient (m0.5/s), ∆ is the relative sediment density (-) and D50 is the median grain size (m).

2.3. Numerical flume setup
The virtual straight channel is set up to investigate different research scenarios focusing on selected
variables, thus under well-defined flow conditions and allowing changing one parameter at a time ( Table
1). The numerical flume length is 16 km, which is assumed to be long enough to capture the large-scale
impact of bridge piers upstream and downstream, including the steady bars developing in the river. The
width is 650 m, obtained by taking the average river width of several cross sections generated every
kilometre on the selected Nile River reach. The grain size is assumed uniform and the river banks are
assumed to be fixed. Horizontal eddy viscosity and horizontal eddy diffusivity are assumed to be
constant. Given the scope of this study, these are reasonable assumptions, commonly embraced in
morphodynamic studies (Schuurman et al., 2013, Duró et al., 2016, Azhar, 2018).

2.3.1. Computational grid
The size of the considered bridge piers is small compared to the river size and hence the model requires
relatively high resolution. To avoid excessively long computational times, a rectangular grid is set with
three domains (Figure 1) connected using the domain decomposition option, which is a tool in Delft3D
that connects domains with different cell sizes (Figure 1). The coarse domain covers the majority of the
reach, except from the part of the reach around the bridge piers that is covered by the transitional and
fine domains. Cell dimensions of the coarsest domain are 59 m and 29.55 m in 𝑥 and 𝑦 directions,
respectively. This means that the transverse section is simulated with 22 cells in 𝑦 direction. The
transitional domain is created to connect between the coarse and the fine domains. Its cells are refined
with a factor of 3 in both directions, the grid cell dimensions being 19.67 m and 9.85 m in 𝑥 and 𝑦
directions, respectively. The fine grid provides finer resolution around the bridge piers, with cell
dimensions of 6.56 m and 3.28 m in 𝑥 and 𝑦 directions, respectively. The fine grid domain, where the
bridge piers are installed, is 354 m long, while the transitional domain is 590 m long upstream and 590 m
long downstream of the fine domain. The coarse domain length upstream and downstream of the bridge
piers depends on the location of the bridge piers, which is different for different scenarios (Section 2.4).
The computational grid size falls within the range of the recommended values regarding orthogonality,
aspect ratio, and smoothness, with values 0.0, 2.0, and 1.0, correspondingly (Deltares, 2014).

2.3.2. Morphological computations
The “morphological factor” is introduced in Delft3D to speed-up the computation of bed level changes
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(morphological changes) (Ranasinghe et al., 2011, Carraro et al., 2018). For instance, using a factor
equal to 5 means computing the morphological changes with a 5 times faster rate. In practice, the
morphological changes that pertain to a certain hydrodynamic time step are multiplied by 5. In this way
running a typical hydrological year corresponds to simulating the morphological changes of 5 typical
years. This is based on the assumption that the bed level changes are much slower than the changes
in water flow which is true only at low Froude numbers. The morphological factor is especially applicable
to regulated rivers, with little hydrodynamic variations, like the Nile River in Egypt. From a sensitivity
analysis, negligible differences in results were observed for morphological factors of 40, compared to a
value of 1 (no morphological acceleration), after carrying out two simulations for 20 morphological years.
Consequently, a value of 40 is used herein.
Starting from a flat bed, the average morphological time (scaled-up time after using the morphological
factor) that is needed by the model to obtain steady bars, similar to those observed in the real river
reach, was estimated over at least 150 years. To avoid re-computing this morphological development
for every scenario that was run, the initial river bed with alternate bars was obtained once for all
scenarios using a coarser model (only coarse domain, Figure 1), here named “initial bed model”. By
running 40 typical years with a morphological factor of 40, the simulation covered 160 “morphological
years”. A waving bed with hybrid bars (steady and periodic bars, as defined by Duró et al., 2016) was
obtained by adding a groyne 1 km downstream of the upstream boundary. This triggers the formation
of hybrid alternate bars that are characteristic of most large low-land rivers (Crosato and Mosselman,
2020). The time step used for this computation was 30 seconds for stability considerations. The
equilibrium bed topography obtained with this model was then used as starting condition for all scenario
computations. For these, due to the presence of finer grid cells, the time step assigned to the “numerical
flume” (with the three domains) was 6 seconds.

Figure 1 - Computational grid of the numerical flume, initial bed flume models, and bridge piers
location at scenarios R2 AND R13 (see Table 1).

2.3.3. Boundary conditions
The total water discharge is assigned as upstream boundary condition and water levels, obtained from
the computation of normal water depths, are assigned as downstream boundary condition for all
scenarios. The incoming sediment, as well as the outgoing sediment transport rates, are computed at
the upstream and downstream boundaries, respectively, using the Engelund and Hansen's (1967)
formula. The bridge piers are simulated as thin dams. When introduced in the mesh, thin dams forbid
exchange of flow between two adjacent grid cells without affecting the total wet surface and the model
volume, which implies that no flow can go through them (Deltares, 2014).
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2.4. Scenario definition
The numerical flume is used to study the impact of different spans (distance between bridge piers) on
the river morphology and the impact of installing varying numbers of bridge piers in the river cross
section, resulting in different obstruction ratios. The obstruction ratio is the ratio between the summation
width of the piers in the transverse section and the total numerical flume width. The span between the
bridge piers is constant (base-case span), but with a different number of bridge piers in the transverse
section (Table 1). The bridge piers are installed at 9.265 km downstream of HAD for all scenarios except
R13, for this the bridge piers are located at 10.875 km downstream of HAD. The installation of the piers
starts at the centreline of the transverse section depending on the span and number of bridge piers in
different scenarios.
All simulations start from a bed with steady and periodic alternate bars, named hybrid bars, to reproduce
a realistically large river bed configuration. Table 1 lists the simulated scenarios, R2 being the basecase. For all scenarios, the initial longitudinal bed slope is 3.510 -5 m/m and the average discharge is
1,837.5 m3/s, corresponding to the present average discharge of the reference Nile River reach under
strongly regulated conditions. The bridge piers are rectangular and their dimensions are 9.84 m for the
width (y-direction) and 13.11 m for the length (x-direction).
In simulation R13, the model is used to check the differences between installing the bridge piers in the
transitional zone between two successive bars and in the zone near a bar top, where one side of the
cross section is occupied by a bar and the other side by a pool, here named “bar-pool zone”.
Table 1 Research scenarios.
Initial
bed

Obstruction (no of piers)
sensitivity

B1(*)

B1(*)

Zone

Span sensitivity

Group

B1(*)

R1

Bridge span / River
width
0.025

Number of
piers
2

Obstruction
ratio (%)
3

R2

0.05

2

3

20.27

R3

0.10

2

3

20.54

R4

0.20

2

3

20.27

R5

0.40

2

3

20.27

R6

0.05

1

1.5

13.51

R7

0.05

4

6

20.27

R8

0.05

6

9

20.54

R9

0.05

8

12

20.81

R10

0.05

12

18

21.62

R11

0.05

14

21

21.89

R12

0.05

16

24

22.16

0.05

2

3

ID

R13
(**)

Flow intensity
(u/uc)
17.30

17.30

B1 (*) refers to the aforementioned “initial bed” scenario where a system with no piers reaches the
steady state, R13 (**) refers to the bar-pool zone scenario, u refers to average approaching velocity,
and uc refers to the average critical velocity.

Each scenario triggers a different morphological alteration of the “numerical flume” bed. The area around
the bridge piers is the most affected zone and, therefore, a fixed area is selected around the bridge piers
to carry out the numerical analysis for all scenarios. The study area, named “forced bar field”, starts
1,500 m upstream of the bridge piers and ends 1,500 m downstream. To quantify the impact of each
scenario, a MATLAB script was written to compute the maximum scour depth and the maximum
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deposition height, in addition to the percentage of deposition area and scour area, relative to the total
area under study. Small deposition and scour amplitudes – with alterations smaller than 10 % of the
base case normal water depth (0.4 m) – are neglected in the numerical analysis so as to focus on greater
impacts.

3. RESULTS AND DISCUSSION
3.1. Span sensitivity scenarios
Five scenarios with different spans are simulated (Table 1), each covering 40 morphological years until
the bed changes become negligible, which indicates morphological equilibrium. The model shows
deposition zones upstream and downstream of the bridge piers, here named forced bars as in Duró et
al. (2016). Scouring on the sides of the piers is also noticed. Deposition is observed mainly on the bar
close to the bridge piers, and becomes less significant for the alternate bars that are located further
downstream. In relatively small span scenarios, the flow reduces considerably between the bridge piers.
Flow velocity at the upstream and downstream side of the piers is lower than around them and, as a
result, less sediment is transported in this zone. This leads to larger accumulation of sediment upstream
and downstream of the bridge piers (Figure 2). When the span, or distance between the bridge piers
increases, the flow between the structures increases. Therefore, more sediment transport occurs with
less sediment accumulation as a result.

Figure 2 - Water depth of scenarios R1-R5
(“span sensitivity” analysis, see Table 1).

Figure 3 - Numerical analyses of scenarios R1-R5,
Bridge span / River width and A) Maximum scour
depth and deposition height B) Area of scour and
deposition (“span sensitivity” analysis, see Table 1).

Based on the numerical analysis of the forced bar field, the maximum scour depth is larger than the
maximum deposition height for all five scenarios, except for R1, for which S/W (Bridge span / River
width) equals 0.025, where deposition and scour have approximately the same amplitude (Figure 3A).
The maximum scour depth (roughly 2.5 m) is similar in all five scenarios while the maximum deposition
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height is inversely proportional to the piers span as it changes from 2.44 m at R1 (S/W = 0.025) to
1.61 m at R5 (S/W = 0.40) (Figure 3A). In the forced bars field, the deposition area is always larger than
the scour area (Figure 3B). The ratio between these two values is more or less constant, regardless of
the changes in bridge piers configuration. The scouring area is localized mainly on the sides of the piers,
regardless of the changes in the span between the two piers. It must be noted that grid resolution is not
targeted to reproduce local scouring around the piers, but the flow structures resulting from the presence
of a bridge that may induce river changes downstream and upstream. The deposition area is slightly
increased with increasing span between the bridge piers as it changes from 26.71 % at R1 (S/W = 0.025)
to 28.41 % at R5 (S/W = 0.40) (Figure 3B). The depth-averaged velocity in the whole reach ranges
between 0.21 m/s at the bar zones and 0.84 m/s at the pool zones.

3.2. Obstruction (number of piers) sensitivity scenarios
Eight scenarios (R6-R12 and R2, Table 1) consider different numbers of bridge piers in the transverse
sections but the same span values. Similar to the other runs, these scenarios cover 40 morphological
years until the bed topography reaches equilibrium. Increasing the number of bridge piers in the
transverse section increases the flow obstruction area. Deposition is formed upstream and downstream
of the bridge piers due to relatively low flow velocity, which likewise leads to less sediment transport in
this zone. The flow is thus concentrated at the sides of the area occupied by the bridge piers, which
leads to an increased erosive force and more sediment transport in the flow-dominated zones.
The maximum deposition height in the forced bar field at R10, R11, and R12 are less than in the other
five scenarios (Figure 4A) with more bridge piers in the transverse section. The reason could be that the
scenarios with a larger number of bridge piers, as in R10, R11 and R12, results in more uniformly
distributed flow in the cross section, due to more uniform hydraulic resistance, so that also the flow
velocity becomes more uniform in the transverse section. Thus, the flow is not concentrated on the sides
of the cross sections. R12, for instance, with 16 uniformly distributed piers, has the lowest maximum
deposition height among all scenarios. The deposition and scour areas increase with increasing number
of piers (obstruction ratio), but up to a limit, after which further increasing the number of piers (obstruction
ratio) (R12) leads to a decrease in deposition and scour areas. This may be because the flow is
distributed more uniformly (Figure 4B). It must be noted that scour and deposition amplitudes below
0.40 m are neglected from this analysis. In general, the amplitude of maximum deposition is lower than
the maximum scour amplitude, while the deposition area is always larger than the scour area (Figure
4).

Figure 4 - Obstruction (number of piers) scenarios R6-R12, bridge span / river width and A) maximum
scour depth and bed level rise, B) area of scour and deposition (“obstruction sensitivity” analysis, see
Table 1). (P) refers to the number of bridge piers at each scenario.

3.3. Piers locations scenarios
In the previous simulations, the piers were installed in the transitional zone between two bars. However,
in one scenario (R13, Table 1) the piers were installed near a bar top. In this zone there is a bar on one
side and a pool on the other side (“bar-pool zone”, see Figure 5). Again, the simulation covers 40 years.
The main effect of bridge piers located in the bar-pool zone is extra deposition over the bar near the
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piers. In this scenario, the bridge piers cause deposition also above the hybrid bars further downstream,
although with lesser amplitude. The numerical analysis shows lower maximum scour depth in this
scenario (0.83 m), while the maximum scour depth in R2 (equivalent transitional zone scenario with
similar transverse pier distribution) is 2.52 m. The maximum deposition height is 2.14 m, larger than in
R2 (1.88 m). Percentages of deposition and scour areas in the bar-pool zone scenario (R13) in the
forced bar field are 22.18 % and 13.13 %, respectively, and thus less than in R2 in which the deposition
and scour areas, occupy 26.8 % and 15.8 % of the area, respectively. Thus, locating the piers in the
transitional zones between two bars increases the surface where morphological changes occur.

Figure 5 - Water depth for case R2 (piers in transitional zone) and R13 (piers in bar-pool zone).

4. CONCLUSIONS
This study investigates the effects of pier-span to river-width ratio and the effects of obstruction rate (by
increasing the number of piers) on equilibrium river morphology. The results show that at low-land river
conditions the span between bridge piers controls deposition and scour areas around the structures.
Relatively small span values result in reduced flow between bridge piers compared to the flow at the
side of the area occupied by the piers. This yields a higher maximum bed level rise downstream. The
scour area and the maximum scour depth are minimally affected by the distance between bridge piers.
Increasing their number (with constant span and dimensions) increases the extension of the deposition
and scour areas, and the maximum deposition height, but up to a limit. With a further increase in pier
number, the flow may become more uniform where the deposition area, bed level rise and scour area
decreases.
An additional simulation considers bridge piers installed in a bar-pool zone, whereas in the other
scenarios the piers were placed in a transitional zone between two successive bars. The results show
that if the piers are located in a bar-pool zone, the deposition area, scour area, and maximum scour
depth are smaller than if they are located in the transitional zone. The results suggest that bridge piers
in the bar-pool zone may have lower impact on the river bed than bridge piers in the transitional zone.
Installation of bridge piers increases the deposition over the hybrid bar present in the river, with the
nearest bars being the most affected ones. In all simulations, the deposition area is always larger than
the scour area. Large spans between uniformly distributed bridge piers would decrease the deposition
area and its elevation, hence reducing dredging investments for navigability. Thus, not only the diameter
of piers affects the resulting river changes, but also their arrangement, as is demonstrated in this
research. Installation of bridge piers in bar-pool zones can decrease the impact of the bridge piers. This
study includes simplifications, for example: assuming uniform sediment size and fixed banks. Since any
river has heterogeneous sediment, it is recommended to consider the different sediment sizes and
include the effect of bank erosion in future studies. Besides, cell resolution may not be able to finely
capture local scouring around structures but, instead, is targeted to resolve changes in bulk quantities
of the flow that may lead to downstream river changes.
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Abstract: The presence of a bridge foundation leads to the formation of a scour hole, from which
entrainment and transport of sediments are controlled by the turbulent structures therein developed.
Hence, once formed, these scour holes interfere significantly with the scouring process in several ways,
for instance, by modifying the incoming flow patterns. Therefore, a three-dimensional survey of the scour
hole and the characterization of the deposition features is essential for prevention and safety control
purposes. To investigate this, scouring experiments around two oblong bridge piers were performed in
a tilting flume of the Portuguese National Laboratory of Civil Engineering (LNEC), under live bed flow
conditions. A comprehensive characterization of laboratory scour holes was performed using two
advanced image-based measuring techniques, namely close-range photogrammetry and the Kinect V2
sensor. The produced 3D bed morphology models provided detailed measurements, with significant
accuracy, with quite similar results between the characterization approaches. A database for calibration
and validation of numerical models is thus provided.
Keywords: bridge scour, scour hole, sediment transport, image-based techniques.

1.

INTRODUCTION

The collapse of bridges may occur due to local scouring, one of the greatest threats to their stability and
safety worldwide (Melville and Coleman, 2000; Proske, 2018). Local scour occurs due to the formation
of vortices around piers and abutments, resulting in the change of a unidirectional approach flow into
the three-dimensional flow field impacting an erodible channel, such as a riverbed. The local scouring
process is intrinsically dependent on bridge geometry, river channel morphology, and hydrologic regime,
which are entirely site specific. Recently, the impact of the flow on the dynamical behaviour of the
riverbed and its repercussion on the structural stability of bridge foundations has been receiving greater
recognition and attention from scientists and engineers (Chiew et al., 2020).
The scour mechanism around a bridge foundation depends, among others, on the approach flow
intensity, which can be classified as either clear water or live bed. Although there is a wide number of
studies on the clear water scour condition, most of the scour-induced bridge failures occur during floods,
where a significant sediment flux is transported by the river flow and where the flow intensity is high. In
the live bed condition, the scour hole equilibrium depth, when the scour depth fluctuates around a mean
value, is reached faster than in the clear water condition (Melville and Coleman, 2000). Since the
knowledge of scour hole dimensions is imperative in determining the extent of countermeasures needed
to prevent/control scour at piers, the development of different approaches and techniques for accurate
characterization of its geometry is essential. It is also worth highlighting that a detailed investigation on
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the scour hole morphology is also required for supporting the numerical modeling of scouring (Bento et
al., 2018; Bento, 2021).
Therefore, the aim of the present research was to develop image-based measurements and data
processing techniques in a laboratory environment for the characterization of the scour hole and
deposition zones geometry caused by the presence of bridge pier models in a movable bed, under live
bed conditions. Oblong bridge pier models, made of rectangular round-nose concrete columns, were
considered since it is the typical shape in Portuguese bridges, from the 19th and 20th centuries.

2. LOCAL SCOURING EXPERIMENTS
2.1.

Experimental apparatus

Two local scouring experiments, reproducing the flow at the vicinity of bridge pier models embedded in
a uniform sediment bed, were performed in a 40.7 m long, 2.0 m wide and 1.0 m deep glass-sided
rectangular tilting flume (Figure 1), located at the National Laboratory of Civil Engineering (LNEC),
Lisboa (Portugal).

(a) View from upstream

(b) View from inside

Figure 1 - Tilting flume at LNEC.
Two bridge pier models, properly characterized by a three-dimensional coordinate measuring machine,
MMC 3D, were used with widths (W) of 0.11 m and 0.14 m (henceforth called Pier 11 and Pier 14,
respectively). Oblong bridge pier models were chosen as their geometries replicate the typical shape of
bridge foundations, most common in Portugal in the 19th and 20th centuries. They were installed at the
middle cross-section of an existing sand recess, 5.0 m long and 0.4 m deep, filled with a uniform quartz
sand, characterized by a mean sediment diameter, D 50, of 0.86 mm, a specific gravity, s, of 2.65, and a
geometrical standard deviation, σ, of 1.28. The corresponding dimensionless sediment diameter (being
g the gravity acceleration and  טthe kinematic viscosity coefficient) was 21.7.
The sand adopted and the position and the geometrical characteristics of the bridge pier, were chosen
to avoid the sand bed gradation effect, and the flume sidewall effects on the scouring process. The nonripple-forming sediment criterion was respected and the effect of non-uniformity of sediment on the
depth of the scour hole was avoided (Lee & Sturm 2009). Sediment coarseness ratios (W/D50) of 127.9
and 162.8 were obtained for Pier 11 and Pier 14, respectively, which effects were not negligible
according to recent studies (Lee & Sturm 2009). The influence of flume sidewall on the scour hole
development was avoided since the relation W/B < 10% was verified, being W the pier width and B the
flume width (Chiew & Melville 1987). At the inlet of the tilting flume, a metallic grid assured the
development of a uniform approach flow distribution. At the upstream end of the recess box, a fine gravel

73

mattress, 0.3 m thick and 0.2 m long, allowed a smooth and progressive transition, avoiding scouring at
the transition between the fixed and the movable bed.

2.2.

Devices, measured variables and instrumentation

This experimental study comprised the monitoring of hydraulic variables and the temporal evolution of
the scour depth at piers’ front during the scouring experiments with a 95% confidence interval. The
approach flow discharge Q, was regulated by the rotational speed of the pumping system and monitored
by an electromagnetic flowmeter (accuracy of ± 0.25%). A sluice gate placed at the downstream end of
the flume enabled the flow depth adjustment inside the flume. Two resistive probes, suitably deployed
to not interfere with the experiments, allowed the monitoring of the approach flow depth during the
scouring experiments. The signals from the resistive probes and the electromagnetic flowmeter were
acquired at a sampling frequency of 25 Hz.
The scour depth was registered with the aid of limnimeters at the upstream faces of the bridge pier
models, with an accuracy of ± 0.05 mm. The flume was equipped with three moving carriages that
moved along the longitudinal axis of the flume on two precisely levelled rails. These allowed the access
to the experimental area for measuring purposes, particularly for flow and scouring parameters. A
comprehensive measurement system was adopted for the three-dimensional characterization of the
scour and deposition zones at the piers’ vicinity. It consisted of capturing images, with a 12 MP spatial
resolution camera (Action Cam NK 3056 Full HD) and on acquiring scans, at the beginning and at the
end of the experiments using two advanced image-based techniques, namely close-range
photogrammetry and the Kinect V2 sensor.

2.3.

Experimental procedure

After the installation of the oblong bridge pier model, the recess box was filled with the sand and flattened
before the flume was slowly filled with water to allow air entrapped in the sand to escape. The flow was
then drained and the sand arranged once again. The pier models were protected with metallic plaques
to preclude undesirable scour at the beginning of the experiments. The tilting flume was filled again by
increasing the rotational speed of the pump and by gradually adjusting the level of the downstream
sluice gate until reaching the desired hydraulic variables. Once the prescribed flow conditions were
reached, the metallic plaques covering the sand were carefully removed to initiate the local scouring
experiment. Before the beginning of experiments, a careful inspection of all instrumentation and
measuring supports was undertaken. During experiments, the scour depth time evolution was measured
at the piers’ front in line with the development of the scouring phenomena (higher periodicity was
adopted for the first instance as scour developed more rapidly). Further details can be found in Bento
(2021). Scan images and photos of the bed morphology were captured at two moments of the scouring
experiments: at the flat (initial) and the eroded (final) bed stages for characterizing the scouring effects
and its respective ensemble. The three-dimensional characterization comprises the application of two
image-based techniques, specifically the close-range photogrammetry and the Kinect V2 sensor. Both
approaches required the previous emptying of the flume and control points deployed in specific locations
of well-known dimensions for reliable results.

2.4.

Hydraulic conditions and time duration

The scouring experiments were conducted under live bed flow conditions, hereinafter designated as
Exp_Pier 11 and Exp_Pier14 (Table 1). Preliminary tests have shown that the sand particles start
moving for conditions close to critical velocity predicted by Neill’s formula (1967), which was thus used
to establish the experimental hydraulic conditions. Table 1 depicts the main hydraulic variables
concerning the approach flow, namely discharge (Q), depth (h), velocity (V), Froude number (Fr), flow
Reynolds number (Re = Vh/)ט, and, the parameter respecting the relation with the obstacle: the pier
Reynolds number (ReD = VW/)ט. The flow discharge and the water levels within the flume of the
experiments were acquired continuously. For this reason, the main hydraulic variables were estimated
with a 95% confidence interval, in which the estimated error corresponded to the sample error. Further
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details regarding the data filtering methods tested and applied to the flow discharge time evolution can
be found in Bento (2021).
The water depth, h, within the tilting flume was assigned as the arithmetic average of the resistive probes
data. Similar analysis was performed for the assessment of the corresponding experiments’ flow
intensities. This uncertainty analysis has shown that the variability of the parameters of flow discharge,
flow depth and flow intensity had no impact on the final results, as can be observed in Table 1. Both
experiments were performed under subcritical flow conditions (Fr < 1.0), whilst the flow and pier
Reynolds numbers (Re and ReD in Table 1) ensured fully turbulent approach flows.
Table 1 - Hydraulic conditions of experiments Exp_Pier11 and Exp_Pier14.
Experiment
(-)

Pier
width
(m)

Exp_Pier11

0.11

Exp_Pier14

0.14

Q
(m3/s)

h
(m)

V
(ms-1)

If
(-)

Fr
(-)

Re
(-)

0.1226 ±
6x10-7
0.1244 ±
1x10-6

0.1453
± 1x10-6
0.1570
± 2x10-6

0.4222
± 3x10-6
0.3964
± 6x10-6

1.335
± 1x10-5
1.2626
± 2x10-5

0.2964
± 5x10-6
0.2575
± 6x10-6

61069
± 0.3
61977
± 0.6

ReD

(-)
46254
± 0.4
55281
± 0.8

The time required to reach 90% of the respective equilibrium scour depth (t90), dependent of the
reference time (tr, given in Sheppard et al. 2011), was used as a basis criterion for the time duration of
the scouring experiments. The estimates of 2.9 days for Exp_Pier11 and 4.1 days for Exp_Pier14 were
in line with findings of Liang et al. (2019). Despite the estimated values for t90, the former, Exp_Pier11,
lasted 3.1 days and the latter, Exp_Pier14, only 1.8 days of the scouring process (roughly 44.4% of the
planned duration). Mechanical faults have been responsible for the experiment’s interruption.

3. SCOUR HOLE AND DEPOSITION ZONE CHARACTERIZATION
3.1.

Close-range photogrammetry

Photographs of the scour hole and the surrounding affected area were acquired at a height of 0.50 m
from the initial (flat) bed level, as considered in Bento et al. (2018). Those photo captures were then
processed in a Structured from Motion (SfM) software, particularly Agisoft Metashape Profesional
Edition, version 64 bit 1.6.3 to reconstruct the bed’s morphology models. Digital Elevation Models (DEM)
were then extracted and post-processed. For a successful completion of the DEMs, a minimum photo
quality of 0.70 and an image overlap of about 60% should be guaranteed (Agisoft, 2020). These features
play a relevant role in the success of the different processing phases in the generation of the 3D bed
morphology models, bed contour surfaces and profiles.

3.2.

Kinect V2 sensor

The Kinect V2 sensor is composed by a projector and two internal cameras: one infrared camera and
an RGB camera. The infrared projector transmits a predefined pattern of light, which is deformed based
on the distance of various points of the area of interest from the sensor (at a vertical distance of 0.5 m).
This deformed pattern is then captured by the infrared camera and is correlated against a reference
speckle pattern projected on the surface at a known distance from the sensor to build a 3D map of the
object. The resulting point clouds were then introduced in the 3D net processing CloudCompare
software, version 64 bit 2.11, to build topographic 3D maps and corresponding, contour surfaces and
bed profiles. The scans acquired from the Kinect V2 sensor were spatially referenced with a resulting
Root Mean Square Error (RMSE) kept lower than 0.03 for obtaining a reliable model.

75

4. RESULTS
4.1.

Scour depths at piers’ front

Figure 2 illustrates the scour depth at 0.05 m from the upstream faces of the pier models, as well as
with the corresponding logarithmic scales.

Exp_Pier 11
Exp_Pier 14

Exp_Pier 11
Exp_Pier 14

(a) Scour depth time evolution

(b) Scour depth time evolution in logarithmic scale

Figure 2 - Temporal evolution of the scour depths at 0.05 m from the piers’ front.
Evident differences were observed for the experiments (Figure 2). The higher width of Pier 14
(Exp_Pier14) explained the temporal evolution of the scour depths towards higher scour depths than for
Exp_Pier11. At the end of the first hour of Exp_Pier11, the measured scour depth attained was 0.085
m, whereas for Exp_Pier14 such values almost reached the value of 0.13 m. The night period (of almost
11 hours, from the last measurement performed on the first day and the first one on the second day),
registered an increase of the scour depth of 0.0225 m. During the second day experiments, a reduction
of slope was visible. At the end of experiments, the final scour depths were 0.1790 m (Exp_Pier11) and
0.2114 m (Exp_Pier14). This latter scour depth, registered at roughly 1.8 days of Exp_Pier14, was
higher than the corresponding scour depth of Exp_Pier11, as can be observed in Figures 2(a) and 2(b).
These results were used for validation purposes of the image-based techniques.

4.2.

Scour holes and deposition zones at piers’ vicinity

Eight three-dimensional models of the bed morphology at the vicinity of the pier models were derived,
either from the application of close-range photogrammetry or by using the KinectV2 sensor, at the
beginning and at the end of the experiments. Figure 3 depicts the eroded bed models around Pier 11
and Pier 14 for the two scouring experiments (Exp_Pier11 and Exp_Pier14), highlighting the control
points. The origin (x,y,z) = (0; 0; 0) was taken at the center of the pier at the flume mid-plane surface.
The characterization of the flat condition of experiments allowed the assessment of the initial stage of
the bed elevation model. Thus, on average, the elevations were 0.230 m for Exp_Pier11 and 0.225 m
for Exp_Pier14 below zero. The bed morphology models (Figure 3) are quite similar despite slight
differences due to the quality of captures and image-based techniques’ accuracy, which was assessed
based on the reference points of the respective models and their absolute coordinates. The application
of the close-range photogrammetry technique returned position average errors of 0.79 mm and 0.63
mm (8.1% and 26.7% lower than D50) for Exp_Pier11 and Exp_Pier14, respectively.
The three-dimensional bed models allowed the creation of contour surfaces, displayed in Figure 4, as a
function of scour depth-to-approach flow depth (ds/h). The contour surfaces obtained for Exp_Pier11
(Figure 4(a) and 4(b)) present quite similar results, showing the maximum scour depth at the pier’s front.
However, by inspection of the 3D models (Figures 3(a) and 3(b)) it is possible to infer that the
characterization given by the close-range photogrammetry technique was more reliable since a
maximum scour depth of 0.20 m is closer to the measurement performed with the aid of a limnimeter at
the end of the experiment. According to Figure 4(b), the maximum scour depth, given by the Kinect V2
sensor, resulted in 0.242 m, which corresponds to a difference of 26%. Such differences were
responsible for the distinctive color shadows of Figures 4(a) and 4(b).
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The processing phases of the Kinect V2 sensor scans, for Exp_Pier14, did not allow a more accurate
length characterization of the bed morphology, mainly at the upstream side of Pier 14, as it was
performed by applying close-range photogrammetry. In this experiment, the close-range
photogrammetric technique gave a little deeper scour depth immediately upstream of the pier model. A
difference of 0.009 m between approaches was achieved. Despite slight differences, the close-range
photogrammetry technique remains the more reliable approach, as can be confirmed by the eroded bed
models. There are some discontinuities, even though not significantly affecting the resulting 3D bed
models. The non-feeding feature of the herein live bed scour experiments explains, in part, the bed
elevations, at the upstream reach of the sand box, lower than the respective flat bed stages. In both
experiments, the sand was transported beyond the working section and the concrete stretch floor,
appearing accumulated on the downstream recess box.

(a) Exp_Pier11 – Photogrammetry

(b) Exp_Pier11 – Kinect V2 sensor

(c) Exp_Pier14 – Photogrammetry

(d) Exp_Pier14 – Kinect V2 sensor

Figure 3 - Three-dimensional eroded bed models from close-range photogrammetry (left panel) and
Kinect V2 sensor (right panel).
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(a) Exp_Pier11 – Photogrammetry

(b) Exp_Pier11 – Kinect V2 sensor

(c) Exp_Pier14 – Photogrammetry
(d) Exp_Pier14 – Kinect V2 sensor
Figure 4 – Contours of local scour around the bridge pier models from close-range photogrammetry
(left panel) and Kinect V2 sensor (right panel).

4.3.

Bed profiles

Figure 5 depicts the bed profiles considered in the present analysis. These profiles, at the vicinity of the
pier models, are given in Figures 6 and 7. A direct comparison between the previous techniques can
thus be performed, as a function of the approach flow depth. Higher differences between the two imagebased characterization techniques occurred for Exp_Pier11 (Figure 6(a)). As stated previously, the
Kinect V2 sensor was returning erroneously higher scour depth values. For that experiment, the closerange photogrammetry technique was revealed to be undoubtedly the more realistic as confirmed by
the 3D model and the scour depth point-wise measurement performed at 0.05 m from the pier’s front
(Figure 6(a)).

Figure 5 – Scheme of the scour bed profiles under analysis.
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Figure 6 – Scour bed profiles from close-range photogrammetry (continuous line) and Kinect V2
sensor (dashed line) for Exp_Pier11.

Figure 7 – Scour bed profiles from close-range photogrammetry (continuous line) and Kinect V2
sensor (dashed line) for Exp_Pier14.

5. CONCLUSIONS
The present paper presents scouring experiments around two oblong bridge piers, performed in a tilting
flume of the Portuguese National Laboratory of Civil Engineering (LNEC), under live bed flow conditions,
for the characterization of scour holes around the pier models. The study adopted advanced survey and
sensor technologies with three-dimensional (3D) point clouds and digital elevation models (DEMs). Eight
three-dimensional maps of bed morphology at the vicinity of the pier models were derived at the
beginning and the end of experiments. The produced 3D bed morphology models provided detailed
measurements with quite similar results between the image-based techniques. In addition, both
transverse and longitudinal bed contour levels and 2D bed profiles are presented. Furthermore, the
obtained results indicate that the two image-based techniques, Kinect V2 sensor and close-range
photogrammetry, could accurately monitor (once properly validated) the scouring process and replace
the traditional point-wise measurement approaches for the full characterization of the scour hole and
deposition zones around a bridge pier.
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Abstract: Many studies investigate erosive processes occurring in non-cohesive granular materials
downstream of grade-control structures, dam spillways, headcuts, and other hydraulic structures.
Because of the complexity of the scour mechanism, the analysis of the scour phenomenon caused by
plunging jets is generally conducted by using physical models and particularly for specific structure
geometries. In this regard, many researchers proposed empirical approaches to estimate the main scour
lengths, but their contributions are limited to tested conditions and cannot be generalized. This lack of
generality has been (partially) overcome by other, more recent, approaches, that are either semitheoretical or fully theoretical. Previous works assessed the predictive capability of the most well-known
empirical relationships but did not present a comparative analysis between empirical and (semi)theoretical relationships. The aim of this paper is to contribute to fill this gap of knowledge. Namely, we
present an experimental validation of the most popular relationships using a large database. In addition,
we compare the predictive capability of some (semi-)theoretical relationships with that of the best known
empirical formulas. In doing so, we provide interesting insights into the different approaches, highlighting
their limits in assessing the main scour features. Overall, this paper provides a critical and updated
analysis of different approaches for scour problems caused by plunging jets.
Keywords: hydraulic structures, jet scour, non-cohesive sediment, scour mechanism.

1. INTRODUCTION
Erosive processes occurring downstream of hydraulic structures may represent a threat to their stability.
Consequently, many studies investigated scour processes in granular and rocky beds, providing tools
to estimate the main features of the scour hole. Because of the three-phasic nature of the scour
mechanism, the analysis of the phenomenon caused by plunging jets is generally conducted by using
physical models and is limited to specific structural configurations and geometries. To this end, for scour
in non-cohesive granular beds, many empirical equations were developed. Among others, Kotoulas
(1967) proposed an empirical formula for scour depth downstream of a free overfall jet. Mason and
Arumugam (1985) and Mason (1989) developed an equation to predict the scour depth associated with
a variety of structures ranging from free overfalls to tunnel outlets, whereas D’Agostino (1994) analyzed
the scour downstream of a sharp-crested weir. Nevertheless, these formulas are often dimensionally
not correct and only valid in the tested range of parameters. Moreover, their range of application is
frequently not defined (Pagliara et al. 2004). This lack of generality has been (partially) overcome by
other, more recent approaches, that are either semi-theoretical or fully theoretical. In particular, the
former are generally based on the jet diffusion theory in the turbulent cauldron, whereas the latter are
based on first principles.
Previous works examined the predictive capability of the most well-known empirical relationships.
Among others, Whittaker and Schleiss (1984) presented a compilation of the existing methods to
estimate the features of jet-induced scour and compared their accuracy with prototype data. Pagliara et
al. (2004) assessed the performance of the main empirical approaches by contrasting their predicting
capability with a large experimental database derived from different authors. More recently, Castillo and
Carrillo (2017) compared the performance of several methods to predict the scour downstream of a ski
jump, including (semi-)empirical formulas and CFD simulations. Nevertheless, none of the mentioned
studies presents a comparative analysis of empirical and (semi)theoretical relationships pertaining to
3D jet-induced scour processes.
Therefore, the aim of this paper is to contribute to fill this gap of knowledge. To this end, we tested the
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predictive capability of well-known (semi-)empirical formulas and compare their performance with that
of the theoretical approach proposed by Bombardelli et al. (2018), based on the phenomenological
theory of turbulence (PTT). The paper is organized as follows. We first describe the experimental setups
adopted by Pagliara et al. (2008a) and (2008b) and Bombardelli et al. (2018), as we employed
experimental datasets derived from these studies. Then, we critically discuss the approaches proposed
by Mason and Arumugam (1985), Mason (1989), Bormann and Julien (1991), Hoffmans (2009), and
Bombardelli et al. (2018). Finally, we provide interesting observations on the predicting capability of the
mentioned methods, by highlighting differences and similitudes.

2. EXPERIMENTAL SETUP
Datasets used in this investigation comprise more than 100 experimental tests conducted at the
Hydraulics Laboratory of the University of Pisa in collaboration with ETH Zurich (Switzerland).
Experiments were conducted in two different rectangular channels, with a width Bc. Figure 1 shows a
diagram of the experimental apparatus, along with the main hydraulic and geometric parameters
involved, i.e., water discharge Q, water depth above the original bed D, diameter of the jet Djet, inclination
of the jet α, maximum scour depth Δ and length L of the scour hole, longitudinal and vertical coordinates
xi and zi. Table 1 summarizes the range of hydraulic and geometric parameters pertaining to the selected
datasets. Tests involved different types of uniform granular materials, with d50 indicating the median
diameter of the sediment bed. The jet was generated by a circular pipe which could be placed either at
the center of the channel (full-model arrangement) or close to the channel glassed wall (half-model
arrangement, see Pagliara et al. 2008b for details). Pagliara et al. (2008a) adopted a full-model
configuration; conversely, tests of Pagliara et al. (2008b) and Bombardelli et al. (2018) were conducted
with a half-model configuration. All tests considered herein relate to the 3D scour configuration as
defined by Pagliara et al. (2008a), i.e., Bm/Bc < 3, with Bm as the maximum width of the scour hole.

Figure 1 - Definition sketch of jet-induced scour along with the main geometric and hydraulic
parameters.
It is worth mentioning that, under constant discharge, the scour hole evolves until reaching the dynamic
equilibrium configuration. When the jet action ceases, the amount of material kept in suspension/rotation
deposits in the scour hole resulting in the static equilibrium configuration. Therefore, the maximum static
scour depth Δs might considerably differ from its dynamic counterpart (i.e., Δs < Δ).
Table 1 Summary of employed datasets
Reference
Pagliara et al. (2008a)
Pagliara et al. (2008b)
Bombardelli et al. (2018)

Bc (m)
0.80
0.50
0.80

Q (l/s)
0.51-8.89
0.70-5.50
2.38-3.45

Djet (mm)
27.0
21.7-35.0
16.0-51.0
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D (m)
0.015-0.289
0.155-0.315
0.027-0.189

d50 (mm)
10.3-11.5
1.2
7.45

α (deg)
45°, 60°
45°, 60°
90°

3. SELECTED APPROACHES
In the following, we report and discuss the methodologies listed in Table 2. In Table 3, we provide a
summary of the scour formulas considered in this paper, along with the values of the parameters and
the range of hydraulic and geometric conditions for which they were calibrated/validated. Note that the
variables listed in Table 3 are defined in the next section.
Table 2 Scour formulas considered in the present paper.
Author(s)

Approach

Mason and Arumugam (1985)

empirical

Mason (1989)
Bormann and Julien (1991)
Hoffmans (2009)
Bombardelli et al. (2018)

Analyzed structure(s)
free overfalls, low level outlets,
tunnel outlets, flip buckets
rectangular jet
rectangular grade control structure
rectangular jet
plunging jet

empirical
semi-theoretical
semi-theoretical
theoretical

Table 3 Scour formulas by different authors.
Author(s) and formula

Parameters
model

Mason and Arumugam (1985)
𝐷 + 𝛥𝑠 = 𝐾1 𝑞 𝑥 ℎ 𝑦 𝐷0.15 𝑔−0.30 𝑑 −0.10

K1 = 3.27
x = 0.60
y = 0.05

K1 = (6.42-3.10h0.10)
prototype x = (0.60-300-1h)
y = (0.15+200-1h)

Tested conditions
0.07<D+Δs<1.18 m
0.325<h<2.150 m
0.015<q<0.420 m2/s
0.001<d50<0.028 m
25°<α<85°
6.70<D+Δs<90.0 m
15.82<h<109.0 m
2.36<q<220.0 m2/s
d50=0.25 m
20°<α<72°

Mason (1989)
β (Ervine, 1976)

𝐷 + 𝛥𝑠 =
3.39𝑞 0.60(1 + 𝛽)0.30 𝐷0.16 𝑔−0.30 𝑑 −0.06

𝐾2 =
𝐶𝑑2 [

Bormann and Julien (1991)

0.8
𝛾 𝑠𝑖𝑛 𝜑
]
𝑠𝑖𝑛(𝜑 + 𝜃)𝐵(𝛾𝑠 − 𝛾)

B (Neill, 1968)
Cd (Beltaos and
Rajaratnam, 1973)
q = UY0

𝐷𝑝 + 𝛥 = 𝐾2 𝑞 0.6 𝑈𝑔−0.8 𝑑90 −0.4 𝑠𝑖𝑛 𝛽′

0.33<h<2.00 m
α=45°

0.10<Δ<1.4 m
0.05<Dp<0.38 m
0.3<q<2.5 m2/s
1.58<d90<1.71 mm
18°<λ<90°

𝑐2𝑉 =
d90<0.0125 m

Hoffmans (2009)
𝐷 + 𝛥 = 𝑐2𝑉 𝑞1/2 𝑈1/2 (𝑠𝑖𝑛 𝛼)1/2 𝑔−1/2

𝜌𝑠 − 𝜌 −1/9
−1/3
0.03<h<40 m
20𝑑90 𝑔−1/9 𝜈 2/9 (
)
𝜌
0.004<q<275 m2/s

d90≥0.0125 m 𝑐2𝑉 =

2.9

Bombardelli et al. (2018)
3/5

𝐷 + 𝛥 = 𝐾3 (

𝜌
)
𝜌𝑠 − 𝜌

K3 = 0.50

−2/5

(𝑄ℎ)2/5 𝑑50 𝑔−1/5
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0.1<d90<100 mm

0.04<D+Δs<0.67 m
1.2<d50<11.5 mm
45°<α<90°

3.1. Mason and Arumugam (1985) and Mason (1989)
Mason and Arumugam (1985) considered a set of model and prototype scour data pertaining to different
structures, including free overfalls, low level outlets, spillway flip buckets, and tunnel outlets. Their
datasets included 47 model tests, for which both cohesive and non-cohesive substrates were adopted.
The prototype datasets consisted of 26 scour data. The range of hydraulic and geometric conditions
adopted in model and prototype tests, respectively, is summarized in Table 3, where h indicates the
head drop, and q is the unit discharge. Mason and Arumugam (1985) validated a wide number of existing
scour formulas against their datasets, allowing them to present the following expression to estimate the
static scour depth:
𝐷 + 𝛥𝑠 = 𝐾1 𝑞 𝑥 ℎ 𝑦 𝐷0.15 𝑔−0.30 𝑑 −0.10

(1)

where g is the gravitational acceleration, and the coefficient K1 and exponents x and y were calibrated
using experimental data. Different values of K1, x and y were proposed for model data and prototype
data, as indicated in Table 3. It is worth noting that in both cases the expression is dimensionally
incorrect and K1 is not a coefficient and depends on data used for calibration.
Mason (1989) further extended Mason and Arumugam’s work by examining the effect of air entrainment
on scour features. In so doing, he conducted experiments with a rectangular jet for α = 45°, under a
controlled air/water ratio β. Air was provided by means of a low-pressure fan and was injected under the
water outlet through a control valve (see Mason,1989 for further details). This methodology allowed the
air to be entrained in the water jet in small bubbles, leading to the following empirical equation:
𝐷 + 𝛥𝑠 = 3.39𝑞 0.60 (1 + 𝛽)0.30 𝐷0.16 𝑔−0.30 𝑑 −0.06

(2)

In Eq. (2), β was calculated according to Ervine (1976). Overall, Eq. (2) has the same analytical structure
of Eq. (1), with the air entrainment term replacing h. Mason (1989) suggested that Eq. (2) is valid for
both models and prototypes.

3.2. Bormann and Julien (1991)
Bormann and Julien (1991) adopted a semi-theoretical approach to predict the scour downstream of a
grade control structure. They considered a grade control structure with a sloping downstream face
(inclination λ with respect to the horizontal) and drop height Dp. Their approach is based on jet diffusion
theory (Beltaos and Rajaratnam, 1973). They assumed that the equilibrium condition is achieved when
the shear stress acting on the granular bed equals the critical shear stress. In doing so, they adopted
some empirically validated assumptions. Therefore, the proposed approach cannot be considered fully
theoretical. Bormann and Julien (1991) derived the following equation to estimate the equilibrium scour
depth:
𝐷𝑝 + 𝛥 = 𝐾2 𝑞 0.6 𝑈𝑔−0.8 𝑑90 −0.4 𝑠𝑖𝑛 𝛽′

(3)

where the unit discharge q is calculated as q = UY0, with Y0 indicating the jet thickness and U the average
velocity of the jet, d90 is the material size for which 90% is finer, β’ is the inclination of the diffused jet
with respect to the horizontal, depending on Y0, λ, Dp, g, U, Yt (downstream water level). The expression
of K2 is reported in Table 3, with Cd indicating the jet diffusion coefficient that depends on the inlet
conditions (Beltaos and Rajaratnam, 1973), γs and γ the specific weights of sediment and water,
respectively, φ is the submerged angle of repose of the sediment, θ is the inclination of the downstream
face of the scour hole, and B is a local friction coefficient (Neill, 1968). Bormann and Julien (1991)
validated their formula using large-scale experiments carried out in an outdoor channel 0.91m-wide,
27.4m-long, and 3.5m-deep. Ranges of hydraulic and geometric conditions of tests are summarized in
Table 3.
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3.3. Hoffmans (2009)
Hoffmans (2009) applied the linear momentum equation to a selected control volume, by assuming that
the horizontal component of the resultant can be expressed using the equation of Forcheimer. Namely,
he proposed the following equation:
𝐷 + 𝛥 = 𝑐2𝑉 𝑞1/2 𝑈1/2 (𝑠𝑖𝑛 𝛼)1/2 𝑔−1/2

(4)

where the value of c2V is reported in Table 3, with ν indicating the kinematic viscosity of the fluid. Note
that the value of c2V was calibrated using a large set of plunging jet data collected by various researchers.
The dataset encompassed a wide range of hydraulic conditions and different geometrical configurations,
including overfalls and grade control structures (see Table 3). Based on dimensional arguments and
experimental data, Hoffmans (2009) argued that the coefficient c2V is almost constant for d90 ≥ 0.0125m;
conversely, for d90 < 0.0125m, c2V is a function of the densimetric particle number and granulometric
characteristics of the bed and an ad-hoc empirical expression is proposed to estimate it.

3.4. Bombardelli et al. (2018)
Following the methodologies developed by Gioia and Bombardelli (2005) and Bombardelli and Gioia
(2006), Bombardelli et al. (2018) analyzed the jet-induced scour process for the 3D case. In so doing,
they considered a jet of water entering a pool of depth D from a height h. By applying the
phenomenological theory of turbulence and energetic considerations to the resulting turbulent cauldron,
they derived a fully theoretical equation to estimate D+Δ:
𝐷 + 𝛥 = 𝐾3 (

𝜌
𝜌𝑠 −𝜌

)

3/5

−2/5

(𝑄ℎ)2/5 𝑑50 𝑔−1/5

(5)

where K3 is a multiplicative constant set equal to 0.50. The exponents of each variable were theoretically
derived. Therefore, this formula is dimensionally correct. Note that the theoretical values of the
exponents were compared with those of the best-known empirical formulas, revealing a considerable
agreement. Most importantly, the approach of Bombardelli et al. (2018) provides unprecedented insight
into the physics of the interaction between sediment and turbulent flow. It is worth mentioning that
Bombardelli et al. (2018) also proposed an equation for the 2D case [with the same structure as Eq. (5)]
for which specific exponents and the multiplicative constant were determined.

4. RESULTS AND DISCUSSION
All the empirical and semi-theoretical equations adopted herein involve the unit discharge q. This
variable can be easily defined (and computed) for jets originating from drop structures. But what does q
represent for circular jet-driven scour processes? To answer this question, we tested the previous
approaches assuming q = Q*/Bc and q = Q*/D*, with Q* = Q and D* = Djet for tests conducted in full-model
configuration, whereas Q* = 2Q and D* = 20.5Djet for tests conducted with the half-model configuration.
Note that D* is the equivalent jet diameter, allowing to obtain the same jet velocity U for full and halfmodel arrangements.
In the formula of Mason and Arumugam (1985) we assumed h = U2/(2g). Note that Eq. (1) provides
similar results regardless of the coefficients adopted. Therefore, the following estimations were done
using the coefficients calibrated for models. Figure 2 contrasts measured (subscript meas) and
calculated (subscript calc) values obtained assuming q = Q*/Bc (Fig. 2a) and q = Q*/D* (Fig. 2b). In both
cases, the estimations provided by Mason and Arumugam’s formula exhibit a similar deviation from the
perfect agreement line. However, for q = Q*/Bc experimental values are significantly underestimated,
whereas the opposite occurs for q = Q*/D* and results are in agreement with the findings of Pagliara et
al. (2004) (see Figures 2a and 3a of that study). From a practical point of view, the second approach is
preferable, as it can be assumed to include a safety coefficient. Overall, such differences could depend
on the geometrical configuration of the tests analyzed by Mason and Arumugam (1985), involving
different structures like flip buckets and tunnel outlets. However, as the resulting equilibrium morphology
is essentially 3D, it is believed that the assumption q = Q*/D* is more consistent with the physics of the
jet-scour processes.
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It is worth remarking that Mason and Arumugam (1985) and Mason (1989) formulas were calibrated
using static scour data, whereas data of Pagliara et al. (2008a) and (2008b) and Bombardelli et al.
(2018) refer to the dynamic equilibrium configuration. Consequently, an underestimation of the data
should be expected. Nevertheless, Pagliara et al. (2004) argued that the performance of Eq. (1) does
not vary considerably considering the static and dynamic scenarios. The inclusion of the air entrainment
effect does not alter the overall predicting capability of the approach proposed by Mason (1989). In fact,
the average deviation of predicted values of D+Δ using Eqs. (1) and (2) is less than 10% for q = Q*/Bc,
and less than 2% for q = Q*/D*. This slight difference may be due to the fact that experimental tests
adopted herein were conducted under black water conditions.

Figure 2 – Comparison of measured and calculated (using Eq. 1) values of the variable D+Δ for (a)
q=Q*/Bc and (b) q=Q*/D*.
Likewise, Eq. (3) was tested assuming Dp = D; U = (2gh)0.5, β’ = α, φ = 25°, Cd = 1.8, θ = α, and B = 2.0.
Figures 3a and b show the results obtained for q = Q*/Bc and q = Q*/D*, respectively. It is worth
mentioning that we also tested the performance of Eq. (3) assuming q = UY0 (as suggested by the
authors for grade-control structures), with Y0 = D*. In this case, we obtain q = 4Q/(πD*) = 1.27Q/D*. But
considering that the exponent of q is equal to 0.6 in Eq. (3), the calculated values of D+Δ (not reported
herein) are consistent with those shown in Fig. 3b. Figure 3 indicates that the predicting capability of Eq.
(3) improves for Q*/Bc, providing reasonable results (36% of data are within a ±30% deviation from the
perfect agreement line). Overall, this approach tends to underestimate the diffusion length for jet-driven
scour processes. Conversely, Eq. (3) systematically overestimates experimental data for q = Q*/D*. This
occurrence should not be a surprise, as Bormann and Julien (1991) considered 2D structures and,
consequently, assumed that the flow features in the downstream pool are essentially two-dimensional.
This is in stark contrast with the physics of an impinging jet originating from a dam spillway. However,
when the resulting equilibrium morphology becomes less three-dimensional, scour processes may
exhibit some similitudes. Therefore, in such cases, Bc appears to be a more adequate reference length.
Finally, the agreement between data and predictions (with q = Q*/Bc) seems to improve with D+Δ, i.e.,
with the increase of the diffusion length, for which, generally, scour features are more two-dimensional.
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Figure 3 – Comparison of measured and calculated (using Eq. 3) values of the variable D+Δ for (a)
q=Q*/Bc and (b) q=Q*/D*.
As regards the approach of Hoffmans (2008), we assumed U = (2gh)0.5 and v = 10-6 m2/s. Figures 4a
and b show the comparison between measured and predicted values of D+Δ using q = Q*/Bc and q =
Q*/D*, respectively. Results are consistent with those obtained using Eq. (3) although, overall, Eq. (4)
performs better for both cases. Once again, this occurrence should be expected provided that Hoffmans
(2008) applied the linear momentum equation to a control volume per unit width. More specifically, the
performance of Eq. (4) is reasonably acceptable for q = Q*/Bc (the deviation of 42% of predicted data is
less than 30%), although data are underestimated by 40% on average. Therefore, considerations similar
to the previous case apply also to this approach.
Finally, we contrasted measured values of the variable D+Δ against those computed by using Eq. (5),
for which we assumed h = U2/(2g) (Fig. 5). The PTT-based approach does not account for the effect of
the jet inclination. Nevertheless, it should be mentioned that Pagliara et al. (2008a) and Hoffmans (1998)
argued that it is not prominent for oblique jets with α > 60°. Overall, it was found that the theoretical
approach performs better than any of those analyzed in this paper. Regardless of the simplifications
adopted to develop Eq. (5), the PTT-based approach has the advantage to be independent of the tested
conditions and, in principle, is not affected by scale effects.

Figure 4 – Comparison of measured and calculated (using Eq. 4) values of the variable D+Δ for (a)
q=Q*/Bc and (b) q=Q*/D*.
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Figure 5 – Comparison of measured and calculated (using Eq. 5) values of the variable D+Δ.

5. CONCLUSION
In this paper, we analyzed the performance of different approaches to estimate the scour depth caused
by circular plunging jets. We presented a selection of empirical, semi-theoretical, and theoretical
formulas and discussed their applicability to the case of a 3D equilibrium configuration. To this end,
interesting observations were provided pertaining to the estimation of the unit discharge present in most
of the analyzed approaches. In particular, we pointed out that different estimations of the unit discharge
may lead to discordant results, and we indicated the most reasonable estimation method for each
formula. In doing so, we highlighted differences and similarities characterizing the selected equations.
By using a large dataset pertaining to the 3D equilibrium scour depth, we also corroborated the limits of
applicability of both empirical and semi-empirical formulas. Conversely, we showed that the fully
theoretical approach proposed by Bombardelli et al. (2018) provides reliable results regardless of the
tested range of parameters.
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Abstract: Secondary currents, turbulence characteristics and bed shear stress distribution are the
crucial parameters for specifying sediment transport. Hence, to understand the sediment transport in
sediment bypass tunnels (SBTs), we performed computational fluid dynamics (CFD) simulation of
supercritical flow in a narrow straight channel. The results of the steady state simulation (Froude
number ≈ 1.8) were compared with experimental results. The commonly used two-equations linear
eddy-viscosity models are limited to isotropic turbulence closure and hence could not replicate the
desired secondary currents. Therefore, the LRR Reynolds Stress Model was used, and predicted the
flow features and the secondary currents (three kinds in total) effectively. The secondary currents
affected the longitudinal velocity and caused velocity dip. The existing atmEpsilonWallFunction was
used to represent the dissipation of turbulent kinetic energy on the free surface. The obtained mean
bed shear stress was 9.265 N/m2 which is lower than the measured value of 10.225 N/m2. This initial
study contributes to the existing knowledge on the applications of CFD modelling in supercritical flow
and SBTs. However, a comprehensive study considering different flow scenarios in narrow channels
using improved LRR model and boundary conditions, over the used ones, is aimed to improve the
accuracy in the estimation of flow field and bed shear stress.
Keywords: supercritical flow, secondary currents, CFD simulation, LRR.

1. INTRODUCTION
Sediment bypass tunnels (SBTs), as “active sediment management” strategy, are increasingly used
mainly in small and medium sized reservoirs for sediment management. SBTs are generally operated
in supercritical open channel flow conditions and can be found around the world, but mostly in
Switzerland and Japan (Auel & Boes, 2011). In some Japanese reservoirs, SBTs have accomplished
more than 80% bypass efficiency and protracted the remaining reservoir lifespan by some hundreds of
years (Auel et al., 2016). Until now, the designs of existing SBTs are mainly based on model studies
and some recommendations for selection of tunnel cross-section, bends, bed slope, regime of particle
motion were proposed by Boes et al. (2014). We aim to develop numerical models which can estimate
the flow characteristics, bed shear stress and sediment movement in narrow channels and SBTs.
Thus, the time and cost involvements in the model studies can be reduced.
SBTs are designed for aspect ratio b/h < 5; where b = channel width and h = flow depth and perform
like narrow open channels. Turbulence driven secondary currents in these channels can significantly
influence the mean flow, turbulence structures, bed shear stress distribution (Kang and Choi, 2006)
and thus the flow-sediment interactions. Auel et al. (2014); Jing et al. (2019) and Demiral et al. (2020)
carried out physical model tests in supercritical flow conditions and observed secondary currents
(Prandtl’s second type) and velocity dips below the free surface as shown in Figure 1(a). Auel et al.
(2014); Demiral et al. (2020) used the flow equilibrium parameter  = ( dRh dx − Se ) gRh U2l to check
the flow uniformity; where Rh is the hydraulic radius; Se is the energy line slope; U*l is the shear
velocity calculated using the log-law; x is the distance along the longitudinal direction. Auel et al.
(2014); Demiral et al. (2020) studied decelerating supercritical flow (β > -1) in flumes with 1% bed
slope. Still, in a few cases at comparatively low Froude numbers (Fr) they achieved flow conditions
very close to the uniform condition (β close to -1). And one of such cases is simulated in this study.
Numerically, different approaches to model the turbulence driven secondary currents were carried out
for subcritical flow conditions (Cokljat, 1993; Kang & Choi, 2006). The preferred two-equation
turbulence models in hydraulics are based on eddy-viscosity concept, limited to isotropic turbulence
closure, and thus incapable to reproduce the secondary currents and their effect on the flow field
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(Cokljat, 1993; Cokljat & Younis, 1995; Kang & Choi, 2006). Cokljat (1993); Cokljat & Younis (1995);
Kang & Choi (2006) used the Reynolds Stress Model (RSM) to represent such flow features for
subcritical uniform flow conditions. Recently, Nasif et al. (2020) used the k-ω SST turbulence model in
a detached-eddy simulation (computationally expensive) to model the supercritical flow in smooth
channels. They observed stronger secondary vortices with a reduction in the aspect ratio. However,
they did not observe velocity dips in their simulations for aspect ratios between 2 and 12.
To find a computationally cost-effective method, we test how far the supercritical flow observed by
Auel et al. (2014) can be simulated using different closure models for the Reynolds-Averaged NavierStokes equations. The LRR Reynolds stress model performed acceptably. We simulated the test run
TR1 from Auel et al. (2014) which was almost a uniform flow because β was close to -1.0 and
compared the results with the experimental findings. The simulation was performed in OpenFOAM
(v2012), an open-access computational fluid dynamics (CFD) tool based on the finite volume method,
using simpleFoam solver which is a steady state solver based on SIMPLE algorithm (Talebpour, 2016;
Talebpour & Liu, 2019).

2. NUMERICAL MODELLING
In CFD, one of the most popular approaches for solving the flow variables is the solution of the
Reynolds-averaged Navier-Stokes equations. The Reynolds-averaged Navier-Stokes equations for
incompressible fluid can be represented in cartesian coordinate system using the Einstein summation
convention as (Wilcox, 2006; Alfonsi, 2009; Dey, 2014):

Ui
=0
xi



(1)

uiu j
Ui
Ui
 2Ui
P
+ U j
=−
+
−
t
x j
xi
x j x j
x j

(2)

where U = mean velocity, P = mean pressure, ρ = fluid density, μ = dynamic viscosity of the fluid, u' =
velocity fluctuations and Rij = uiu j = specific Reynolds stress tensor. The commonly used Reynoldsaveraged Navier-Stokes equations turbulence closure models are based on the following “Boussinesq
model” (Wilcox, 2006) and are called linear eddy-viscosity models

−uiu j = 2 t Sij −
deviatoric

2
k ij
3

(3)

isotropic

where νt = eddy-viscosity, Sij = 0.5 ( Ui x j + U j xi ) = mean strain-rate tensor, k = 0.5 uiui =
turbulent kinetic energy and δij = Kronecker’s delta. However, because the Reynolds stress tensor is
approximated by a scalar quantity νt and assumed to vary linearly with the mean strain-rate, the
approximation is unable to properly represent the complex flow phenomenon caused by sudden
change in strain, curved surface, secondary currents, rotating fluid and 3D flows (Wilcox, 2006). The
present study models the secondary currents in straight channels (Prandtl’s second type). The initial
simulations were performed using the commonly used two-equations linear eddy-viscosity models:
standard k-ε, Renormalization k-ε, k-ω shear stress transport, but they could not simulate the desired
secondary currents. The turbulence driven secondary currents were mostly modelled previously using
non-linear two-equation models, algebraic stress models (ASMs) and Reynolds stress models (RSMs)
in several studies as described in Cokljat (1993); Kang & Choi (2006). The RSMs were found to be
more accurate than others. The similar RSMs simulations performed earlier were also based on
steady state simulation.
In RSMs, all six components of the Reynolds stress tensor are solved directly using transport
equations. The transport equation is expressed as (Hanjalic & Launder, 1972; Launder et al., 1975;
Speziale et al., 1991; Wilcox, 2006; Alfonsi, 2009):
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The dissipation rate tensor basically consists of isotropic and deviatoric components. For high
Reynolds number, the deviatoric part is considered as zero based on the “Kolmogorov hypothesis of
local isotropy” (Wilcox, 2006; Alfonsi, 2009) and the dissipation rate tensor becomes a function of the
dissipation rate of the turbulent kinetic energy ε and kinematic viscosity ν. The scalar quantity ε is
basically obtained by solving its transport equation (Hanjalic & Launder, 1972; Launder et al., 1975;
Wilcox, 2006). The second and third terms in diffusion are basically ignored as detailed in Wilcox
(2006). The tensor formed by the triple product of the velocity fluctuations is modelled in OpenFOAM
using the simple gradient-transport or gradient-diffusion hypothesis proposed by Daly & Harlow (1970)
(OpenCFD, 2021). Alternate gradient-diffusion models were proposed later by Hanjalic & Launder
(1972); Launder et al. (1975) which satisfied the rotational symmetry. However, in various flows
researchers found better overall results using Daly & Harlow (1970) (Cokljat, 1993). The pressurestrain correlation has been one of the main focusing points for turbulence modelers. The commonly
used models are LRR or Launder, Reece and Rodi (Launder et al., 1975) and SSG or Speziale,
Sarkar and Gatski (Speziale et al., 1991). The LRR model approximates the slow pressure-strain part
or return-to-isotropy term using the method proposed by Rotta (1951) (Launder et al., 1975; Cokljat,
1993; Cokljat & Younis, 1995; Wilcox, 2006). Continuing from the initial analysis of Rotta (1951),
Launder et al. (1975) expressed the rapid pressure-strain (forth-order tensor) as a linear function of
the Reynolds stress. Considering the dominant role of one term, Launder et al. (1975) also proposed
the following simplified approach for the rapid pressure-strain:
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Where C = 0.6; Pk is the production of turbulent kinetic energy = ½ Pkk (Wilcox, 2006). The existing
LRR model in OpenFOAM uses this simplified approach (from LRR.C file). The solid boundary or wall
modifies the pressure field and influences the turbulence close to it and thus affects the energy
transfer from the streamwise direction to its normal directions (Gibson & Launder, 1978; Cokljat,
1993). The most commonly used approach is the near-wall addition models proposed by Shir (1973)
and Gibson & Launder (1978) for the slow and rapid pressure-strain terms, respectively. The
corrections are function of Lt/niri; where ni = unit vector normal to the surface; r = position vector and Lt
= characteristics turbulence length scale (Gibson & Launder, 1978). OpenFOAM uses this method for
the near-wall correction (OpenCFD, 2021). Further, OpenFOAM uses a linear variation of Lt/nd to
represent the above function and Lt = C0.75 k 3/ 2  , Cμ = 0.09,  = 0.41 (from LRR.C file); nd = wall
distance. Later, Speziale et al. (1991) represented the pressure-strain tensor as a nonlinear function of
the nondimensional Reynolds stress anisotropic tensor (Wilcox, 2006). Kang & Choi (2006) added the
damping effect of the free surface in the existing SSG pressure-strain model. They used the model
proposed by Shir (1973) and Gibson & Launder (1978) and the approach calibrated earlier by Cokljat
(1993).

3. METHODOLOGY
The test TR1 from Auel et al. (2014) was modelled in this study. The test was conducted at Reynolds
number Re ≈ 4.7 × 105, Fr ≈ 1.8 and flow depth h = 0.106 m. Auel et al. (2014) performed experiments
in a 13.5 m long, 0.3 m wide and 0.5 m deep tilting flume with a concrete lined bed, glass right wall
and PVC left wall. The measured section was located 6.4 m downstream, and the flow was gradually
decelerating. In the LRR Reynolds stress modelling, the domain was 0.3 m wide and 0.106 m high.
The aspect ratio for test TR1 was about 2.8. Along the longitudinal direction one cell was considered.
The simulation was performed for steady state condition using simpleFoam. A total of 78020
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hexahedral grid cells were created using blockMesh. The size of the smallest cell near the walls was
10 mm × 0.1 mm × 0.1 mm and the size of the cells increased towards the channel centre and free
surface upto 10 mm × 2 mm × 2 mm. The increment was gradual using the simpleGrading function in
blockMesh dictionary. The z+ value for the first cell was close to 5 and it was calculated using the
experimental shear velocity U*l. A nonuniform grid, using comparatively smaller cells towards the
walls, eliminated oscillations or checkerboarding in the distributions of pressure and secondary
velocities which were observed when a uniform grid size (conforming to log-law, i.e., for 30 < z+ < 200)
was used. The inlet and outlet boundary conditions were considered as cyclic or periodic. To drive the
flow, a momentum source was introduced for the whole domain by mean velocity force (1.87, 0, 0)
using the fvOptions utility in OpenFOAM (Talebpour, 2016). The applied force produces a
corresponding pressure gradient. During the iterations, the pressure gradient and velocity field are
updated consequently to maintain the volumetric mean velocity. Standard wall functions were used for
k, ε, R and νt parameters at the transitional rough bed and smooth sidewalls (OpenCFD, 2021). The
uniform roughness on the channel bed was represented by equivalent sand grain roughness ks = 0.28
mm (Auel et al., 2014). The top surface was considered as a wall patch for the mesh generation to
extract the boundary distance data. They were required to calculate the near boundary pressure strain
correction imposed by the free surface. However, to make the top surface act like a free surface, the
used boundary condition for velocity was slip; for P, k, and R were zeroGradient; and for ε and νt were
atmEpsilonWallFunction and atmNutWallFunction, respectively. Although, the last two boundary
conditions were basically proposed for atmospheric boundary layer modelling, but they performed
reasonably well in the current case and also in similar cases from Demiral et al., (2020). The
turbulence parameters were initialised using the following commonly used expressions

Ti = Re−1/8 , k =

3
k 3/ 2
2
2
, Rii = k
(uTi ) , = 0.093/ 4
2
Lc
3

(6)

where Ti = turbulence intensity; u = mean velocity on inlet; Lc = characteristics length at inlet = 0.07 Dh;
Dh = hydraulic diameter. A second order divergent scheme (divScheme) was used for velocity. Parallel
processing was performed using Scotch method and 22 cores. In simpleFoam, the iterations were
performed at 1 s intervals. The convergence criteria (residual control) were 0.0001 for all parameters.
The solution converged after 6084 iterations. Once the simulation was converged, it was further run
upto 10000 iterations to get average field values and it provided better result. The post-processing
data extraction was performed in ParaView software and the data analysis was done using the
Turbulucid package based on Python software (Mukha, 2018).

4. RESULTS AND DISCUSSION
4.1.

Comparison between observed and simulated mean flow characteristics

The simulated normalised longitudinal velocity U/Umax distributions (where Umax is the maximum
longitudinal velocity), velocity dip, upward & downward flows and normalised vertical velocity W/Umax
distributions are comparable to the experimental results as found in Figure 1(a-b) and Figure 1(c-d).
Figure 2(a-b) show a comparison between observed and simulated absolute and normalised
longitudinal velocities at the channel centre, i.e., at y/h = 0 and at different sections along the channel
width, respectively. The simulated position of Umax at y/h = 0 is located at about z/h = 0.5 which is very
close to the experimental results as shown in Figure 2(a-b). The results indicate a good estimation of
U and velocity dip throughout the channel width. The observed and simulated Umax values were 2.25
and 2.17 m/s (see Table 1), respectively. However, while inspecting Figure 1(c) and Figure 2(a-b)
carefully, a rise in U was observed near the flume centre towards the free surface beyond z/h ≈ 0.95
which is possibly caused by the interaction of two counter rotating large free surface vortices or
secondary currents located just below the free surface as shown in Figure 1(g). Such observation
could not be compared with the observed data because measurement of velocity just below the free
surface is a tough task and is not available for the current case from Auel et al., (2014) too. Thus,
those results were not considered in the comparative study. A total of three kinds of secondary
currents or vortices were observed: (i) large vortex below the free surface, (ii) smaller bottom vortex
near the bed and sidewall and (iii) very small inner secondary vortex at the junction of free surface and
sidewall (visible when the grid resolution was increased) as shown in Figure 1(d-e and g). Previously,
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Kang & Choi (2006) observed similar secondary current patterns for subcritical flow. The observed
secondary flow pattern is comparable to the previous studies like: Cokljat (1993); Cokljat & Younis
(1995); Kang & Choi (2006). As shown in Figure 1(d-f), the magnitude of the vertical velocity W, lateral
velocity V and resultant secondary flow velocity UWV were within 3-4% of Umax in most of the cells
except the cells close to the free surface.

(b)
y/h

y/h

(c)

(d)

(e)

(f)

(g)

Figure 1(a-g) – Contour plots of the velocity field for test TR1 (Fr ≈ 1.8, h ꞊ 0.106 m) from Auel et al.
(2014) (a) U/Umax distribution – exp. (Auel et al. 2014: with permission from ASCE), (b) W/Umax
distribution – exp. (Auel et al. 2014: with permission from ASCE), (c) U/Umax distribution – CFD, (d)
W/Umax distribution – CFD, (e) V/Umax distribution – CFD, (f) UWV/Umax distribution – CFD, (g) Vector
plot of secondary currents UWV – CFD (z = distance from bed, h = flow depth, y = lateral distance).
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(a)

(b)

Figure 2(a-b) – Longitudinal velocity distribution (a) Absolute velocity at channel centre, (b)
Normalised velocity at different lateral sections along the channel width.

4.2.

Comparison of turbulence characteristics and shear stress

The turbulence intensity values for the longitudinal and vertical velocity components were calculated
from the simulated specific Reynolds stress components as: urms = Ruu and w rms = Rww . The shear
velocity at the channel centre was calculated from the maximum specific Reynolds stress value near
the bed (found at about 1 mm above the bed) as ur = −Ruw , bed and the cross-sectional averaged
shear velocity U*r was obtained from the Ruw distribution at 1 mm above the bed. The calculated
results are compared with the experimental U*r and U*l in Table 1. Both experimental and simulated
turbulence intensities, shown in Figure 3(a-d), indicate a low intensity at high U zone, i.e., around the
centroid of the flow area and high intensity at low U zone, i.e., near the bed and sidewalls where the
boundaries resist the longitudinal flow and affect the flow fluctuations. The simulated flow shown in
Figure 3(c-d) alike the flow observed by Auel et al. (2014) (see Figure 3(a-b)) indicates same order of
urms towards the bed and sidewalls, but greater wrms towards the sidewalls than the bed. This
observation is analogous to previous findings (Kang & Choi, 2006). Figure 3(e-f) display similar trend
of Reynolds stress distribution for both observed and simulated flows. The Reynolds stress decreased
towards the free surface from the bed and the negative minimum value was observed near the free
surface and sidewall junctions where U z 0 due to free surface vortex. Figure 3(e-f) also indicate
the upward shifting of the Reynolds stress contour lines at y/h around ± 1.0 caused by the upward flow
component of the bottom vortex.
Figure 4(a-b) show the comparison between the simulated normalised turbulence intensity and
normalised Reynolds stress profiles at the channel centre with those obtained from the experimental
results from Auel et al. (2014) and Nezu (data collected from Auel et al. (2014)) and obtained from the
universal empirical equation available for smooth uniform 2D open channel flow (Nezu & Nakagawa,
1993). The simulated profiles hold good agreement with the experimental results (except very close to
the free surface in case of urms/u*r) but deviated from the universal expressions due to the presence of
secondary currents and velocity dip. Figure 5(a-b) show that the simulated bed shear stress
decreased towards the sidewall upto the location of the bottom vortex (y/h ≈ ± 1.0), but increased
towards the sidewalls as also observed by Auel et al. (2014). The simulated mean bed shear stress
was 9.265 N/m2 which is lower than the observed value of 10.225 N/m2. But still, it is a good
estimation for the purpose of flow and sediment transport in sediment bypass tunnels.

95

y/h

y/h

(d)

(c)

(e)

(b)

y/h

(f)

Figure 3(a-f) – Contour plots of turbulence parameters (a-b) urms/U*r and wrms/U*r distributions – exp.
(Auel et al., 2014: with permission from ASCE), (c-d) urms/U*r and wrms/U*r distributions – CFD, (e)
Normalised specific Reynolds stress distribution – exp. (Auel et al., 2014: with permission from ASCE)
(f) Normalised specific Reynolds stress distribution – CFD.

Figure 4(a-b) – Distribution of normalised turbulence parameters at the channel centre (a) Longitudinal
turbulence intensity, (b) Reynolds stress.

Figure 5(a-b) – Distribution of (a) Absolute bed shear stress, (b) Normalised bed shear stress.
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Table 1 Comparison between exp. (Auel et al., 2014) and CFD results for test TR1
Parameter
Exp. (Auel et al., 2014)
CFD

Umax (m/s)
2.25
2.17

U*r (m/s)
0.087
0.0963

U*l (m/s)
0.101
-

u*r (m/s)
0.086
0.105

u*l (m/s)
0.102
≈ u*r

τmean (N/m2)
10.225
9.265

5. CONCLUSIONS
The supercritical flow in an open channel flume model with aspect ratio ≈ 2.8 and Fr ≈ 1.8 was
simulated in OpenFOAM using the steady state solver simpleFoam and the existing simplified LRR
Reynolds stress model. The simulated results were compared with the experimental results for the
velocity distributions, secondary currents, turbulence intensities, Reynolds stress and bed shear
stress. The available atmEpsilonWallFunction boundary condition in OpenFOAM was used on the free
surface and checked for its capability to increase the level of turbulence anisotropy and to produce the
turbulence driven secondary currents. The predicted secondary currents, velocity distributions, velocity
dips and turbulence parameters are comparable with the experimental results. The simulated flow
showed three types of secondary currents as observed previously for subcritical flow. The model
underestimated the bed shear stress within a considerable range. Overall, the simulated flow
predicted most of the parameters with good precision except the near free surface lateral velocity and
longitudinal turbulence intensity. However, a comprehensive study on several narrow channel flow
conditions using the improved LRR model and the free surface boundary condition of ε suggested by
Naot & Rodi (1982), over the used ones, is aimed to obtain the bed shear stress and the flow field
characteristics with greater precision. Furthermore, measurements of lateral velocity and secondary
currents in supercritical flows are challenging, and thus, CFD simulation shall be handy in such cases.
This initial study adds to the existing knowledge on supercritical flow characteristics, bed shear stress
distributions and CFD applications in narrow open channels including the SBTs. As the bed shear
stress is crucial for sediment transport and design of SBTs, the Reynolds stress model can be utilised
to estimate the bed shear stress and in the design of SBTs. The model is also expected to minimise
the cost involved in the laboratory tests associated with the SBT designs.
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Abstract: Water jets impacting on a non-cohesive granular bed cause a dynamic pressure distribution
on the surface of the scour hole. Such distribution greatly differs from the hydrostatic one, especially in
proximity of the impact zone, where the kinetic energy of the jet is dissipates due to the shear stresses
acting on the scour surface. Here, the excess of shear stress causes the erosion of the bed material
and can lead to the failure of hydraulic structures. Therefore, a detailed analysis of the forces acting on
the scour surface is fundamental to understand the erosion mechanisms. Experimental tests were
conducted under 3D and 2D conditions. Under 3D condition, the channel was wide enough to allow the
full lateral development of the scour hole, whereas it was narrowed by means of vertical plates to achieve
the 2D condition. Tests were conducted by monitoring the pressure distributions along the axial profile
of the scour hole under both static and dynamic equilibrium conditions. The most influential parameters
governing the scour process have been identified and varied, including the water discharge, the jet angle
and the tailwater depth. Finally, the pressure distributions pertaining to 2D and 3D cases were
compared, suggesting the dependence of the relative pressure on the tailwater and on the densimetric
Froude number, and two empirical equations predicting the maximum relative pressure in case of low
and high values of tailwater have been derived for design purposes. The proposed analysis represents
a contribution to the development of theoretical methods for jet-driven scour processes.
Keywords: scour hole; plunging jets; pressure fluctuations.

1. INTRODUCTION
The erosion phenomena due to an impacting water jet on a non-cohesive granular bed is of great interest
for the design of hydraulic structures. There are multiple practical situations concerning a jet plunging
into a pool of water with granular material at its bottom, such as potholes occurring downstream of dam
spillways. The jet action results in a dynamic pressure distribution at the surface of the scour hole that
may greatly differ from the hydrostatic one, especially in the impact region (Palermo et al 2020). During
this process, the kinetic energy of the jet is dissipated due to the effects of the shear stresses which
cause the movement of the granular material. If the shear stress exceeds the critical counterpart, then
erosion takes place, leading to a possible failure of the hydraulic structure (Bombardelli & Gioia, 2005).
The evaluation of the shear stresses due to a jet impinging on a granular bed material represents a
challenging problem. A detailed knowledge of the shear stress distribution and magnitude can furnish a
new insight on the dynamics of three-phase flows. Numerous studies have been conducted using
laboratory models, and recently, an analytical formulation of the phenomenon has been proposed as
well (see Di Nardi et al 2021). Empirical approaches have been widely used in hydraulic engineering for
design purposes. Among others, significant contributions in this regard are due to Mason and Arumugam
(1985), Breusers & Raudkivi (1991). In these studies, the following equation has been identified and
calibrated:
ℎ0 + 𝑧𝑚 = 𝐾 𝑞 𝑒𝑞 𝐻 𝑒𝐻 𝑔𝑒𝑔 𝑑 𝑒𝑑 (

𝜌
𝜌𝑠 −𝜌

)

𝑒𝜌

(1)

where eq, eH, eg, ed and eρ are independent exponents, K is a multiplicative coefficient, ρ and ρs are the
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density of water and sediments, respectively, g is the gravitational acceleration, d is the sediment
diameter, H is the falling height of the jet and q is the unit or total discharge, depending on the 2D or 3D
equilibrium morphology conditions. More recently, Gioia & Bombardelli (2005) has provided the values
of the abovementioned coefficients by revising equations from different authors (e.g., Schoklitsch 1932;
Mueller & Eggenberger 1944; Kotoulas 1967).
An additional empirical approach was developed by Pagliara et al (2006) and then extended by Pagliara
et al (2008a, b) and Pagliara & Palermo (2008). For the first time, two different equilibrium conditions
have been distinguished, i.e., dynamic and static configurations, highlighting the important role played
by the suspended material during the scour process. They evidenced that the scour geometry (i.e.,
maximum scour, length and height of the dune) mostly depends on the densimetric Froude number, the
jet angle, bed sediment gradation and the air concentration in the jet. In addition, predicting relationships
of the maximum scour depth for both static and dynamic equilibrium conditions have been proposed
under both 2D and 3D conditions. Finally, Pagliara et al (2008a) provided a quantitative criterion to
distinguish 2D and 3D cases. Namely, they introduced a three‐dimensionality parameter λ = bm/B, where
B is the channel width and bm is the extrapolated scour hole width. These authors also identified the
fundamental parameters involved in the scour mechanism, i.e., the jet discharge Q, the jet velocity Vw,
the jet angle α, the duration T of the jet action, the bed material characteristics (e.g., sediment density
ρs, average diameter d50 and sediment non-uniformity parameter σ) and the water depth above the
original sediment bed level h0.
Likewise, semi-theoretical methods have been also developed. Among others, Stein & Julien (1993,
1994) focused on the scour evolution concluding that the equilibrium characteristics depend on the
diffusion length. Hoffmans (1998) proposed an analysis based on Newton’s second law, highlighting the
shortcomings of empirical approaches. Finally, an attempt to use a fully theoretical approach was due
to Bombardelli & Gioia (2005, 2006) who based their analysis on the phenomenological theory of
turbulence.
Despite the large number of studies dealing with the topic, there are still open questions regarding the
estimation of the shear stresses acting on the surface of the scour hole due to an impinging jet, such as
their relationship with the pressure distribution at the bottom of the scour hole. The present study aims
at highlighting the differences between the pressure distributions along the axial cross section of the
scour hole under 2D and 3D conditions.

2. EXPERIMENTAL SETUP AND METHODOLOGY

2.1. Three-dimensional Plunge Pool Scour
Two different models for investigating the evolution of three-dimensional and two-dimensional scour
holes due to an impinging jet have been built at the Hydraulic Laboratory of the University of Pisa, Italy.
The experimental channel was 6 m long, 0.8 m wide and 0.9 m deep. The equilibrium morphology was
always 3D under the tested ranges of discharge and tailwater depth.
Namely, a circular pipe with diameter Dp = 0.0215 m was used to simulate the jet. The pipe was inserted
in a frame allowing for an angle variation between 0° and 90°. Two different jet inclinations were tested,
i.e., α = 45° and 60°. The jet discharge Q ranged between 0.00115 and 0.00165 m3/s and the distance
between the jet pipe and the water surface was kept at a distance approximately equal to 2Dp (Palermo
et al 2020). The experimental apparatus is schematically represented in Figure 1. One uniform granular
material was adopted for the movable bed. This was characterized by a density ρs = 2214 kg/m3, a mean
diameter d50 = 0,00225 m and a nonuniformity parameter σ = 1.22. The bed material was levelled at the
beginning of each test. The densimetric Froude number Fd50 is a non-dimensional parameter that plays
an important role for scour phenomena, and it is defined as Fd50 = Vw/(g’ d50)0.5, where g’ = g(ρs-ρ)/ρ.
Under three-dimensional scour condition, a preliminary test (termed “Test 0”) was carried out to verify
the consistency of half-model results with those obtained with full-model arrangement (see Pagliara et
al 2008 for details). Test 0 was performed by positioning the jet along the axis of the channel, with a
discharge Q = 0.003 m3/s, water depth h0 = 0.11 m, jet angle α = 45° and Dp = 0.028 m. After 300
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seconds from the beginning of the test, the scour hole profile was surveyed under dynamic conditions
by means of a special point gauge (Pagliara et al 2006). Measurements were taken in selected points.
After the complete scour development (i.e., t* ≈ 4200 sec = 70 min) the water jet was stopped, the
channel was slowly dried, and the survey of the scour hole was repeated under static condition. The full
model test was repeated by locating the jet close to the glassed wall of the flume for Q = 0.0015 m3/s
and a pipe diameter Dp = 0.0215 m in order to preserve the same hydraulic conditions of the full model
arrangement (i.e., same densimetric Froude number and nondimensional tailwater depth). The scour
profiles and maximum scour depths obtained using the two different arrangements are consistent, thus
confirming the findings of Pagliara et al (2008a). Therefore, all the other tests were conducted in the
half-model setup, allowing us to monitor the scour evolution.
A total of 18 experimental tests were conducted under black-water conditions, i.e., no air was present
in the water jet. A first series of 9 tests, namely “reference tests”, allowed to establish the reference
dynamic equilibrium configurations. At dynamic condition, the maximum scour depth zm was measured
by a point gauge at fixed time intervals. Once that the equilibrium configuration was reached, the profile
of the scour hole was surveyed using a 1 mm precise point gauge. Measurements were taken along 3
longitudinal sections, with the first one located 0.02 m apart from the glass wall (i.e., axial section).

a)

b)

c)

Figure 1 - Diagram sketch of the experimental setup: a) side view; b) top view and 3D condition;
c) top view and 2D conditions
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For the second series of experiments, the 9 tests were repeated by locating a pressure transducer and
seven piezometers approximately 1 cm below the equilibrium scour surface pertaining to the
corresponding reference tests. The pressure transducer was a SENSIT Type A-BIVAA-001 (Sensit,
Woking, UK), characterized by a precision of ±1 % and an acquisition frequency of 10 Hz. It was located
in correspondence with the jet impinging area, just below the point of maximum scour depth. Likewise,
piezometers were located at other selected points below the axial equilibrium profile. The adopted
instrumentation allowed to measure the distribution of the dynamic (Pd) and static (Ps) pressures along
the axial profile at dynamic equilibrium condition.
Finally, the jet was stopped, resulting in the deposition of the suspended material and the complete
drainage of the water inside the flume, and the static equilibrium scour profile was surveyed by means
of the point gauge previously used.

2.2. Two-dimensional Plunge Pool Scour
The same experimental setup described before was adopted by Palermo et al (2020) for the
investigation of the evolution of a two-dimensional scour hole due to an impinging jet. In this case, the
channel width was B = 0.2 m. It is worth remarking that Pagliara et al (2008) experimentally found that
a 3D scour hole occurs for λ < 1.5, while a 2D scour hole is characterized by values of λ larger than 3.0
(see Figure 1b and c; see Paragraph 1 for details about λ).
Two series of 12 experimental tests were conducted by Palermo et al (2020) and used herein for
comparison. The ranges of the parameters tested under both 2D and 3D conditions are reported in
Table 1, where Deq indicate the equivalent jet diameter in case of 3D test condition performed with half
scour and Tw is the tailwater defined as Tw = h0/Deq. For the 2D case, other details can be found in
Palermo et al (2020).

Table 1 - Summary of test conditions for 2D (Palermo et al 2020) and 3D cases (present study).
Test
#
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21

Cond.
2D/3D
2D
2D
2D
2D
2D
2D
2D
2D
2D
2D
2D
2D
3D
3D
3D
3D
3D
3D
3D
3D
3D

Q
[m3/s]
0.00165
0.00165
0.00165
0.00115
0.00115
0.00115
0.00115
0.00115
0.00115
0.00165
0.00165
0.00165
0.00150
0.00150
0.00150
0.00100
0.00100
0.00100
0.00150
0.00150
0.00150

h0
[m]
0.020
0.110
0.150
0.020
0.110
0.150
0.020
0.110
0.150
0.020
0.110
0.150
0.110
0.030
0.150
0.030
0.110
0.150
0.030
0.110
0.150

α
[°]
60
60
60
60
60
60
45
45
45
45
45
45
45
45
45
45
45
45
60
60
60

Dp
[m]
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
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Deq
[m]
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0215
0.0304
0.0304
0.0304
0.0304
0.0304
0.0304
0.0304
0.0304
0.0304

Vw
[m/s]
4.54
4.54
4.54
3.17
3.17
3.17
3.17
3.17
3.17
4.54
4.54
4.54
4.13
4.13
4.13
2.75
2.75
2.75
4.13
4.13
4.13

Fd50
[-]
27.76
27.76
27.76
19.35
19.35
19.35
19.35
19.35
19.35
27.76
27.76
27.76
25.24
25.24
25.24
16.83
16.83
16.83
25.24
25.24
25.24

Tw
[-]
0.93
5.12
6.98
0.93
5.12
6.98
0.93
5.12
6.98
0.93
5.12
6.98
3.62
0.99
4.93
0.99
3.62
4.93
0.99
3.62
4.93

3. RESULTS AND DISCUSSIONS

3.1. Scour Hole Evolution
The scour evolution can be subdivided into two phases, i.e., developing and developed phases. The
developing phase represents the initial enlargement of the scour hole and it is followed by the developed
phase, when, for both 2D and 3D cases, a homothetic expansion of the scour hole occurs. The dynamic
pressure increases with the scour depth until reaching an asymptotic value at equilibrium condition. In
our tests, the equilibrium condition has always been reached for t* < 70 minutes after the beginning of
the test. In Figure 2, we show the pressure measured by the transducer as function of time t. It can be
observed that in the first instants (i.e., developing phase), there is a significant increment of the pressure,
followed by a quasi-stationary condition corresponding to the developed phase.
Furthermore, for both 2D and 3D conditions, the difference between dynamic and static pressure
distribution is significant, because of the material rotating within the scour hole. Note that when the jet
action ceases, the suspended material falls back into the scour hole, thus partially replenishing it; to this
end, Figure 3 shows the non-dimensional scour depth Z = z/zm versus the non-dimensional longitudinal
coordinate X = x/L for the axial cross section of the scour hole of Test 14, where L is the length of the
scour hole at dynamic equilibrium condition. This behaviour applies to both 2D and 3D cases. However,
scour features under 3D condition are much more complex than the 2D counterpart. Namely, for the 3D
case, a radial flow occurs within the scour hole; conversely, for the 2D case, the flow dynamics is
characterized by a macro-vortex and a sediment transport directed only downstream. These differences
reflect on the dynamic pressure distribution along the axial cross section the scour, as highlighted in the
next section.

Figure 2 - Measured dynamic pressure Pd in Test 16 (Sensit pressure transducer).

Figure 3 - Z vs X for the axial cross section of the scour hole created in Test 14.
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3.2. Distribution of Pressures at Equilibrium Condition
The main objective of the present study is to investigate the differences and similitudes between the
pressure distributions in correspondence with the axial cross section of the scour hole, under similar
hydraulic conditions. To highlight the effects of the most influential parameters, the experimental tests
have been grouped according to similar values of Tw and Fd50. In the following, “low tailwater” (symbol
Tw ↑) indicate tests conducted for Tw = 0.93 and 0.99; whereas “high tailwater” (symbol Tw ↓) indicates
tests for Tw = 5.12 and 4.93. Likewise, with “low densimetric Froude number” (symbol Fd50↓) we mean
those tests with Fd50 = 19.35 and 16.83; and with “high densimetric Froude number” (symbol Fd50↑), tests
for which Fd50 = 27.76 and 25.24 (see Table 1).
First, the relative pressures Pd/Ps were plotted against the non-dimensional longitudinal coordinate X in
Figure 4. For α=60° and higher values of Fd50, the relative pressure Pd/Ps pertaining to 2D tests are
always larger that the 3D counterpart, regardless of the tailwater depth Tw (Figure 4a and b,
respectively). An opposite behaviour occurs for α=45° and for low values of Tw and Fd50, (Figure 4c).
Conversely, a significant similitude of pressure distribution occurs for α=45°, low values of Fd50 and high
values of Tw.

a)

b)

c)

d)

Figure 4 - Pd/Ps vs X for: a) α = 60°, high Fd50 and low Tw; b) α = 60°, high Fd50 and high Tw; c) α = 45°,
low Fd50 and low Tw; d) α = 45°, low Fd50 and high Tw.
Then, the relationship between the maximum values of relative pressure (Pd/Ps)max and the densimetric
Froude number Fd50 has been investigated. For low values of Tw, the behaviour of the 2D and 3D cases
is consistent and (Pd/Ps)max increases with α (Figure 5a) because of the increase of the vertical
component of momentum flux. Conversely, if the diffusion length increases (high values of Tw), a clear
distinction cannot be pointed out (Figure 5b). Furthermore, the ratio (Pd/Ps)max of the two cases is
consistent and it decreases with the tailwater depth (Figures 5c and d). Overall, for design purposes,
the following two equation can be used to estimate the values of (Pd/Ps)max (see Figure 6):
(𝑃𝑑 ⁄𝑃𝑠 )𝑚𝑎𝑥 = 0.0074 ∙ 𝐹𝑑50 + 1.345

(2)

valid for 16.83 ≤ Fd50 ≤ 27.76, 0.93 ≤ Tw < 0.99, 45° ≤ α ≤ 60°, and
(𝑃𝑑 ⁄𝑃𝑠 )𝑚𝑎𝑥 = 0.0074 ∙ 𝐹𝑑50 + 1.096
valid for 16.83 ≤ Fd50 ≤ 27.76, 4.93 ≤ Tw ≤ 5.12, 45° ≤ α ≤ 60°.
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(3)

a)

b)

c)

d)

Figure 5 - (Pd/Ps)max vs Fd50 for: a) low values of Tw; b) high values of Tw; c) jet angle α = 45°; d) jet
angle α = 60°.

Figure 6 - (Pd/Ps)max vs Fd50 for all tests, together with the predicting equations in case of low Tw (red
line) and high Tw (blue line).

4. CONCLUSIONS
The scour process due to a water jet impinging on a granular bed is of great interest in hydraulic
engineering since a dynamic pressure distribution greater than the hydrostatic one develops on the
surface of the scour hole. Furthermore, the scour morphology and the pressure distribution differ
according to the 2D or 3D condition of the scour itself. In the present study, differences between the
dynamic pressure distribution along the axial section of the scour hole due to an impinging jet has been
investigated for both 2D and 3D conditions. Several tests have been carried out for different hydraulic
conditions: two inclinations of water jet angle α (45° and 60°), four values of water discharge Q (ranging
between 0.00115 and 0.00165 m3/s) and four values of water depth h0 (ranging between 0.02 and 0.15
m). Qualitative differences between 2D and 3D conditions have been assessed: scour features under
3D condition are more complex since a radial flow occurs within the scour hole itself, while the 2D case
is characterized by a macro-vortex causing the sediment transport to be directed in the downstream
direction only. These differences reflect on the dynamic pressure distributions: for α=60° and high values
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of Fd50, Pd/Ps under 2D condition are always larger that the 3D counterpart, regardless of the Tw, while
a significant similitude of the pressure distribution occurs for α=45°, suggesting a marked dependency
on α. Further results show that the relative pressures Pd/Ps greatly depends on the tailwater Tw and on
the densimetric Froude number Fd50, suggesting that Pd/Ps is larger for low values of Tw and large Fd50,
within the tested range (i.e., 16.83 ≤ Fd50 ≤ 27.76). Finally, the relationship between (Pd/Ps)max and Fd50
was studied and two equations predicting the maximum relative pressure in case of low and high values
of Tw were derived for design purposes. These may help to predict the ratio between the maximum
dynamic and static pressures occurring at the point of maximum scour, and they are valid within the
ranges 16.83 ≤ Fd50 ≤ 27.76 and 45° ≤ α ≤ 60°.
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Abstract: Recently, various low-head environment friendly structures have been used to control the
sediment transport and preserve river navigability. Among these structures, double winged log-frames
are effective for concentrating the flow by decreasing channel width. Moreover, they create scour holes
which can be used by fishes as resting spots. Usually, log-frames are placed in mountainous curved
channels where there is natural growth of various types of in-stream vegetation in the downstream
stilling basin of the structure which influences scour geometry and depth. Therefore, the current study
aims to analyze the impact of rigid woody vegetation, placed downstream of double winged log-frames,
on the overall equilibrium stilling basin morphology and scour depth magnitude in curved channels. The
presence of rigid vegetation in different configurations and densities generally reduces the maximum
scour depth with respect to the maximum scour generated in reference tests. Moreover, the vegetation
considerably influences scour morphology and acts as natural protection to maintain channel bank and
stilling basin stability.
Keywords: log-frame, rigid vegetation, scour morphology, curved channel.

1. INTRODUCTION
To preserve and maintain the aquatic ecosystems of the world, different kinds of low-head structures
like block ramps, log-frames, rock sills and others are placed in rivers. They control sediment load and
enhance the natural habitat by facilitating fish migration. Double winged log-frames belong to this
structure typology. Usually, the equilibrium stilling basin morphology at these structures is characterised
by two distinct scour holes located upstream and downstream of the structure. These scour pools are
used by fish as resting spots. There are several important studies carried out on low-head grade control
structures like submerged vanes to examine the impact of the structure on flow velocity and scour
pattern in straight and curved channels (Odgaard & Mosconi, 1987; Odgaard & Spoljaric, 1986; Odgaard
& Wang, 1991, among others). Bhuiyan et al. (2007) conducted experiments on the characteristics of
W weir in curved channels and Scurlock et al. (2012) investigated the hydraulic behaviour and scour
pattern due to A-, U- and W-shaped weirs. Particularly, when the structures are placed in curved
channels, secondary accelerations make the flow in the stilling basin asymmetric in nature. This leads
to higher scour magnitude towards the outer bank of the channel. Therefore, the effect of channel
curvature on the scour phenomena due to low-head structures was studied by some researchers (e.g.,
Pagliara et al., 2016). On the other hand, Pagliara et al. (2014) studied the hydraulic characteristics of
log-vanes in straight channels and developed design equations to predict the main scour features.
Whereas Pagliara et al. (2015) carried out a thorough investigation of the scour characteristics due to
log deflectors. Finally, Pagliara et al. (2020) presented a novel scour morphology classification and
proposed relationships to estimate scour geometry characteristics due to stone reinforced double
winged log-frame structures in straight channels.
Usually, in field conditions, log-frames are placed in channel reaches where there is extensive growth
of various kinds of vegetation in the downstream stilling basin. In some cases, the presence of in-stream
vegetation in the form of large wood debris accumulation at hydraulic structures like bridge piers leads

107

to enhanced scour and clogging effects which adversely affects the channel and structure stability.
Conversely, the presence of stilling basin vegetation downstream of low-head grade control structures
can have a positive effect in terms of basin stability. Some studies were made to examine the role
channel vegetation has in influencing the flow characteristics (among others, Fairbanks & Diplas, 1998;
Järvelä, 2005; Tsujimoto, 2000). In particular, Tanino and Nepf (2008) analyzed the drag force
generated in a spatial distribution of rigid cylinders placed in the channel. Thereafter, Rominger et al.
(2010) conducted a study on the impact of vegetation, located on bars at the meandering of a channel,
on the overall flow properties. Chen et al. (2012) experimentally studied the role played by longitudinal
solid bars and submerged vegetation to modify hydraulic characteristics of flow under clear water
condition. More recently, the effect of in-stream vegetation on low-head grade control structures in
curved channels was studied at the University of Pisa, Pisa (Italy). Pagliara et al. (2019) provided a
preliminary analysis of the effect of downstream shrub vegetation presence on the scour morphology
pattern due to double winged log-frames in channel bends. Palermo et al. (2019) showed that the
presence of flexible vegetation reduces the maximum scour depth and modifies the overall scour
geometry due to the same structure in curved rivers. Therefore, the current study aims to further examine
the impact of rigid vegetation, placed downstream of double winged log-frames, on the equilibrium
stilling basin morphology and global maximum scour magnitude in curved channels.

2. EXPERIMENTAL SET-UP
Several tests were conducted in the presence of rigid vegetation downstream of double winged logframe structures in curved channel at the hydraulics laboratory of the Department of Energy, Systems,
Territory and Construction Engineering (DESTEC) at the University of Pisa, Pisa (Italy). The curved
channel used for the tests has the following characteristics: length = 6 m, width (B) = 0.5 m,
depth = 0.5 m and radius of curvature (R) = 6 m (Figure 1). For a particular experiment, two different
structure positions were tested, i.e., upstream position characterised by Ψ = 0.024 rad and downstream
position characterised by Ψ = 0.385 rad, where Ψ is the angle subtended by the arc, extending from the
beginning of the curved channel up to the position of the log-frame (Figure 1). The flow discharge is
denoted by Q. Each log-frame structure consisted of two legs which were placed symmetrically in the
channel. The legs were constructed from cylindrical pieces of log tied together with strings and weighted
at the bottom to firmly hold the log-frame structure in position. The upstream structure is characterized
by hst = 0.04 m and lst/B = 0.34, with hst and lst indicating the height and the length of a single leg of the
structure, respectively. Conversely, hst = 0.035 m and lst/B = 0.46 for the downstream structure. Figure
2 shows the plan and cross-sectional views of a log-frame structure. In Figure 2, zmu and zmd are
maximum scour depths upstream and downstream of the structure. zM is the maximum dune height, h0
is the tailwater depth and α is the angle made by each leg with the direction of flow (i.e., α = 0.331 rad
and 0.244 rad for upstream and downstream structure, respectively). In case of reference tests (Type
0), i.e., tests without vegetation reported in Palermo et al. (2019), the shaded dune area shown in Figure
2 is defined as Aduneb.
Rigid vegetation elements were placed in various spatial configurations and densities downstream of
the log-frame structure. As shown in Figure 3, three different configurations of vegetation elements were
tested in the downstream stilling basin, i.e., Type A, Type B and Type C. Lengths l1, l2, l3 and l4 denote
the distance of a rigid vegetation element from the channel banks, downstream end of the log-frame
(Figure 3) and adjacent vegetation element in the grid.
In Type B, the vegetation distribution is translated towards the inner bank as compared to Type C.
Individual rigid vegetation elements were simulated using metallic cylinders of two diameters, Φ = 0.01
m and 0.008 m, which extended above the water surface and these cylinders have an average length
of 0.40 m (Figure 3d). Moreover, the area of each shaded circle in Figure 3 represents the horizontal
projected area of an individual rigid vegetation element. In a particular test, with a given vegetation
configuration, the summation of the areas of all the circles represents the total horizontal projected area
of rigid vegetation defined as Arv. Tests with vegetation were conducted at identical hydraulic,
granulometric and geometric conditions as that of the reference tests (Type 0) in the absence of
vegetation reported in Palermo et al. (2019). A summary of experimental tests is shown in Table 1.
All tests were conducted with a uniform bed material characterised by d16 = 0.9 mm, d50 = 1 mm,
d84 = 1.2 mm and sediment non-uniformity parameter σ = 1.15 where σ = (d84/d16)0.5 and dxx is the
diameter size for which xx% of material is finer. The densities of bed material and water are equal to

108

Figure 1 - Diagram of the curved channel highlighting the positions of the log-frame structure and rigid
vegetation arrangement.

Figure 2 - a) Top view and b) cross-sectional view of a typical double winged log-frame structure used
in the tests indicating important parameters.
ρs = 2467 kg/m3 and ρ = 1000 kg/m3, respectively. The bed was made horizontal before every test. The
discharge and tailwater was ensured to be constant during the test duration. A sluice gate situated at
the end of the channel was used to control the tailwater level. Tests were conducted under clear water
and continued until an equilibrium scour condition was reached. A few supplementary tests having
identical hydraulic and geometric conditions as in Table 1 were carried out to check the consistency of
the scour pattern. Such tests resulted in similar scour morphology features as in the tests in Table 1.
The water level and bed scour morphology were measured using a point gauge with accuracy of 0.1 mm.
Points were measured in the deformed stilling basin with a spatial resolution of (1Х1) cm. The precision
of the scour measurements can be taken as ±0.5d50 (Palermo et al., 2021).
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Figure 3 - Rigid vegetation spatial configurations shown as a) Type A, b) Type B, c) Type C and d)
picture of an experimental setup during a test.
Table 1 Summary of experimental tests.
Test

Q
(m3/s)

h0
(m)

Ψ
(rad)

Configuration

Φ
(m)

1
2
3
4
5
6
7
8
9
10
11
12
13

0.0100
0.0100
0.0175
0.0175
0.0250
0.0250
0.0100
0.0100
0.0175
0.0175
0.0250
0.0250
0.0100

0.070
0.070
0.115
0.115
0.160
0.160
0.070
0.070
0.115
0.115
0.160
0.160
0.070

0.024
0.385
0.024
0.385
0.024
0.385
0.024
0.385
0.024
0.385
0.024
0.385
0.024

Type A
Type A
Type A
Type A
Type A
Type A
Type A
Type A
Type A
Type A
Type A
Type A
Type B

0.010
0.008
0.010
0.008
0.010
0.008
0.008
0.010
0.008
0.010
0.008
0.010
0.008

14
15
16
17
18
19
20

0.0100
0.0175
0.0175
0.0250
0.0250
0.0100
0.0100

0.070
0.115
0.115
0.160
0.160
0.070
0.070

0.385
0.024
0.385
0.024
0.385
0.024
0.385

Type B
Type B
Type B
Type B
Type B
Type B
Type B

0.010
0.008
0.010
0.008
0.010
0.010
0.008
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21
22
23
24
25
26
27

0.0175
0.0175
0.0250
0.0250
0.0100
0.0100
0.0175

0.115
0.115
0.160
0.160
0.070
0.070
0.115

0.024
0.385
0.024
0.385
0.024
0.385
0.024

Type B
Type B
Type B
Type B
Type C
Type C
Type C

0.010
0.008
0.010
0.008
0.008
0.010
0.008

28
29
30
31
32
33
34
35
36

0.0175
0.0250
0.0250
0.0100
0.0100
0.0175
0.0175
0.0250
0.0250

0.115
0.160
0.160
0.070
0.070
0.115
0.115
0.160
0.160

0.385
0.024
0.385
0.024
0.385
0.024
0.385
0.024
0.385

Type C
Type C
Type C
Type C
Type C
Type C
Type C
Type C
Type C

0.010
0.008
0.010
0.010
0.008
0.010
0.008
0.010
0.008

3. RESULTS AND DISCUSSION

3.1.

Maximum Scour Depth

From the tested results, a comparison was made between the global maximum scour depth due to logframes in the presence of rigid vegetation and that occurring in corresponding reference tests, i.e.,
without vegetation. For different configurations, the non-dimensional vegetation density (η) is as follows:
𝜂 = 𝐴𝑟𝑣 ⁄𝐴𝑑𝑢𝑛𝑒𝑏

(1)

where Arv = horizontal projected area of rigid vegetation in the different tests, Aduneb = area of dune in
corresponding reference tests. The various non-dimensional rigid vegetation densities are classified in
four different groups: η1 (for reference tests) = 0; 0 < η2 ≤ 0.004 (low density); 0.004 < η3 ≤ 0.008
(intermediate density); 0.008 < η4 ≤ 0.026 (high density). Moreover, as suggested by Pagliara et al.
(2020), the equivalent Froude number for double winged log-frame structure (Fdeq) is defined as follows:
F𝑑𝑒𝑞 = 𝑄 ⁄{𝐵ℎ𝑠𝑡 [𝑔(𝛥𝜌⁄𝜌)𝑑50 ]0.5 }

(2)

where g is the acceleration due to gravity and Δρ = ρs-ρ is the reduced density. Note that Fdeq accounts
for the hydraulic condition of flow, structure geometry and granulometry of the channel bed. Therefore,
the non-dimensional ratio between global maximum scour depths for vegetated channel (zm) and that of
corresponding reference tests (zmb) are plotted against Fdeq (Figure 4). The ratios are grouped according
to structure position and non-dimensional rigid vegetation density.

Figure 4 - Comparison of global maximum scour depth values due to various rigid vegetation densities
for a) Ψ = 0.024 rad and b) Ψ = 0.385 rad.
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From Figure 4, it is seen that for all structure positions and most of the vegetation densities, the ratios
of the global maximum scour depth lie below the unit line. This signifies that the presence of rigid
vegetation in the downstream stilling basin in curved channel usually reduces the maximum scour
magnitude with respect to scour observed in reference tests. This can help to protect the structure and
stilling basin against erosion. However, at high values of Fdeq, the maximum scour depth in the presence
of vegetation shows a slight increase above the unit line for some vegetation densities (Figure 4).

3.2.

Scour Morphology

The equilibrium scour morphology provides interesting information for practitioners. Primarily, to analyze
the effect of channel curvature on the stilling basin morphology two scour maps are considered in Figure
5. They pertain to identical hydraulic conditions, rigid vegetation diameter and configuration
(Q = 0.010 m3/s, h0 = 0.07 m, Φ = 0.01 m, and Type B) but with different structure positions. For the
upstream structure at Ψ = 0.024 rad (Figure 5a corresponding to Test 19), there are distinct zones of
scour located in the upstream of the structure and the downstream stilling basin. The downstream scour
is followed by a prominent dune region. Conversely, for the downstream structure at Ψ = 0.385 rad
(Figure 5b corresponding to Test 14), the scour region is more concentrated towards the outer bank
along with a prominent dune in the immediate downstream vicinity of the legs of the log-frame when
compared to that of the previous case. This is because of channel curvature, that is more prominent in
the downstream structure position resulting in centrifugal acceleration on the flow entering the stilling
basin thereby making it asymmetric. Consequently, the scour is more pronounced in the vicinity of the
outer bank of the channel. Generally speaking, for the structure positioned downstream of the curve
vortex, the secondary accelerations play a major role resulting in a three-dimensional scour morphology,
whereas for the structure positioned at the inlet of the curve such effects are negligible.
Figure 6 shows four scour morphology maps with similar hydraulic conditions, structure positions and
vegetation diameter (Q = 0.0175 m3/s, h0 = 0.115 m, Ψ = 0.024 rad and Φ = 0.01 m) but with different
vegetation configurations in addition to the corresponding reference test. Figure 6a shows the
equilibrium morphology pertaining to the reference condition (Type 0) that is characterised by the
presence of a distinct scour zone upstream of the structure and of scour and deposition zones in the
downstream stilling basin. The upstream scour zone is more prominent than its downstream counterpart.
Likewise, Figure 6b shows configuration Type A (Test 3). The equilibrium morphology is characterized
by the presence of separate scour zones upstream and downstream of the log frame. The scour zone
after the structure is typically double lobed and confined to the central part of channel by a dune
occurring downstream. The scour and dune regions downstream of the log-frame in the presence of
vegetation (Figure 6b) is deeper and larger in area than that of reference condition (Figure 6a). In Figure
6c (Test 21, Type B), the vegetation distribution is shifted laterally towards the inner bank resulting in
an asymmetrical arrangement. However, the resulting scour morphology is quite similar to that shown
in Figure 6b and is characterised by prominent scour zones upstream and downstream of structure
along with a prominent dune in the stilling basin. Figure 6d (Test 33, Type C) exhibits similar scour
morphology thereby showing that the lateral translation of the vegetation grid has negligible effect on
the scour morphology.
Finally, two scour maps are shown in Figure 7 with identical hydraulic conditions, structure position and
vegetation configuration (Q = 0.025 m3/s, h0 = 0.16 m, Ψ = 0.385 rad, and Type C) but having different

Figure 5 - Scour morphology maps for a) Test 19 (Ψ = 0.024 rad) and b) Test 14 (Ψ = 0.385 rad). All
dimensions are in meter.
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Figure 6 - Scour morphology maps for a) reference test in Palermo et al. (2019) without vegetation
(Type 0), b) Test 3 (Type A), c) Test 21 (Type B) and d) Test 33 (Type C). All dimensions are in meter.

Figure 7 - Scour morphology maps for a) Test 30 (Φ = 0.01 m) and b) Test 36 (Φ = 0.008 m). All
dimensions are in meter.
diameters of rigid vegetation elements. Both Figure 7a (Test 30, Φ = 0.01 m) and 7b (Test 36, Φ = 0.008
m), shows similar scour morphology characterised by scour zones both upstream and downstream of
the structure. Thus, the effect of individual vegetation diameter on scour geometry is negligible.

4. CONCLUSIONS
Experiments were carried out under various hydraulic conditions to investigate the effect of downstream
rigid vegetation on the maximum scour depth and equilibrium scour morphology at double winged logframe structures in curved channels. Two different structure positions were tested in the curved channel
(i.e., upstream and downstream). The diameter and spatial configuration of the rigid vegetation elements
were varied. The global maximum scour depth at log-frames in the presence of rigid vegetation
decreases in comparison to that for reference tests under otherwise similar conditions for both the
structure positions and various vegetation densities. Consequently, the rigid vegetation can act as an
eco-friendly protection measure to enhance structure and basin stability. Moreover, the rigid vegetation
presence and structure position have a considerable impact on the equilibrium scour morphology due
to log-frames. In case of reference tests, there are separate scour zones both upstream and downstream
of the structure in the stilling basin. When rigid vegetation is introduced, the scour and dune regions
downstream of the structure become more pronounced. The dune tends to confine the scour region to
the central part of the channel. This is useful in curved channels where secondary accelerations cause
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the flow entering the stilling basin downstream of the log-frame to become asymmetric resulting in higher
scour concentration towards the outer bank of the channel. In such a situation, the rigid vegetation can
act as a natural stabilizer and protect the outer bank from failure due to progressive scour. Further
comparison shows that the maximum scour depth in presence of both rigid and flexible vegetation
generally decreases with respect to the scour depth without vegetation (Figure 4 of current paper and
Figure 5 of Palermo et al., 2019). Comparing Figure 6 of this paper and Figure 7 of Palermo et al. (2019),
it is seen that in the tested range, similar scour morphology can be obtained for identical configurations
of rigid and flexible vegetation. For design purposes, the density and spatial configuration of the
vegetation (both rigid and flexible) and structure position are important parameters for future research.
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Abstract: Analysis of the velocity field surrounding a circular cylinder under equilibrium of local scour
has been restricted due to practical limitations of commonly used measurement techniques. This
investigation summarizes select cases in the literature which have attempted to circumvent such
limitations and presents flow field measurements using Particle Image Velocimetry (PIV). Scour tests
were conducted in a horizontal flume fitted with a sediment recess containing erodible bed material.
Tests were conducted with both emergent and submerged circular cylinders for a period of 24 hours,
after which equilibrium was achieved and planar PIV measurements were obtained in the streamwisevertical symmetry plane. Analysis of bed profiles and the distribution of the mean velocity indicated
that the scour depth upstream of the cylinder was slightly (2 percent) higher for the emergent case,
and separation of flow over the top of the submerged cylinder affected the formation of the dune in the
wake of the cylinder.
Keywords: erosion, local scour, Particle Image Velocimetry (PIV), pier scour, scour modelling

1. INTRODUCTION
Scour and erosion have been repeatedly established as the principal cause of most bridge failures in
North America (Melville & Coleman, 2000, LeBeau & Wadia-Fascetti, 2007). The number of highprofile collapses spanning the past several decades are an indication of the need for improved
methods of the design of foundation head with respect to local scour. While the evaluation of
foundation head is predominantly achieved using empirical equations, such methods have proven
inaccurate. Failure to achieve geometric similitude certainly contributes to such inaccuracy; however, it
has also been determined that there are some aspects of the mechanisms that drive local scour which
are not well understood. Prior work has been primarily concerned with exploring the relationship
between various scour-governing parameters and the bed formation at an equilibrium condition. While
this is reasonable from a design perspective, since the maximum scour depth in the vicinity of the pier
is the quantity by which the foundation head is established, the examination of bed formations alone
does not provide an accurate depiction of the flow field surrounding a pier under equilibrium of local
scour (Williams et al., 2016).
In order to fully appreciate the mechanism of local scour and the parametric framework necessary for
scour design, flow field measurements in the vicinity of the cylinder are required. Although the
existence of large-scale turbulence structures (i.e., the downflow, horseshoe vortex, wake vortices) in
the flow field surrounding a cylinder under equilibrium of local scour are well understood, the effect of
changes in flow, sediment and cylinder characteristics on their size and strength require further
consideration for design purposes. However, acquisition of such detailed flow measurements is not
easily achieved. Point measurements using Acoustic Doppler Velocimetry (ADV) and Laser Doppler
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Velocimetry (LDV) are time consuming, which significantly reduces the size of the region over which
data can be reasonably acquired. Furthermore, the use of a downward-facing ADV probe eliminates
the possibility of measurements within five centimetres of the free surface, which can amount to a
significant portion of shallow flow. The use of techniques such as LDV and Particle Image Velocimetry
(PIV) are also limited in scour modelling since the presence of solid features such as the pier and the
bed formations reduce optical access to some areas of flow. Even so, PIV is considered preferable in
order to acquire data over the cross-sectional area of flow required for the necessary analysis.
The use of planar PIV in scour experiments has been met with some difficulty, largely due to the
practical need for a transparent surface through which image capture can occur. Planar capture is
then realistically restricted to the XZ and XY planes. Here, X is the streamwise coordinate direction, Y
is the vertical coordinate direction and Z is the spanwise coordinate direction. While measurements in
the XZ plane would be possible with orientation of the laser sheet perpendicular to the flume sidewall
and positioning of the camera lens in the downward vertical direction atop of the flume, the primary
intention of the present experiments was to capture the flow field in the XY plane, in which velocity
measurements using ADV are commonly presented for scour experiments. The unscoured bed
material does impede image capture in the region below the original bed level in this plane; however,
PIV measurements were captured in the entire flow field above this location.
Unger and Hager (2007) reported on the characteristics of the downflow and horseshoe vortex around
a bridge pier. The authors assumed that the flow field around a half-cylinder placed against a
transparent flume sidewall in erodible sediment would be representative of half of the flow field around
a full cylinder. PIV measurements were captured in the XY plane for this set-up, and as such
measurements within the scour hole were obtainable. Practically, however, this configuration
describes abutment scour, and cannot really be viewed as intended by the authors. Kirkil et al. (2008)
were able to capture streamline patterns at the free surface in the wake region of flow around a
circular cylinder with scour using a large-scale Particle Image Velocimetry (LSPIV) system in the XZ
plane. Zhang et al. (2009) explored local scour around a spur dyke placed against a transparent flume
sidewall in a sediment recess. PIV measurements were made in the XY and XZ planes, and due to the
location of the spur dyke, flow field measurements were once again captured within the scour hole.
Guan et al. (2019) used an oblique shooting method to capture PIV measurements within the scour
hole upstream of a circular cylinder. In this method, the camera was tilted at an angle and the PIV data
was corrected in post-processing to account for the angle. However, in using this method, the
measurements are limited to a single field-of-view in the oblique plane. Furthermore, while it was
reported that there was no ‘significant’ discrepancy between measurements acquired using the
oblique shooting method and a normal shooting method, there are additional potential uncertainties
that could arise in using such a method. In general, the limitations of PIV use in scour experiments are
well-demonstrated in the literature.
In literature, the majority of scour investigations have been carried out for emergent cylinders.
However, there are many practical examples of flow past submerged cylinders in the field, including
well foundations of bridge piers, piers which are submerged during flooding, structures in floodplains
during flood events, structures submerged in offshore or coastal tides or currents (Dey et al., 2008),
such as sub-sea caissons, platform foundations and submerged cylindrical breakwaters (Zhao et al.,
2010), and submerged vegetation in natural streambeds (Dey et al., 2008). Therefore, both emergentand submerged-type cylinders have been considered in the present investigation.

2. METHODOLOGY

2.1.

Description of the laboratory facility

The experimental investigation was carried out at the Ed Lumley Centre for Engineering Innovation at
the University of Windsor in Windsor, Canada. The laboratory facility contains a horizontal flume that
is 10.5 m long, 0.84 m deep and 1.22 m wide. A schematic of the flume is shown in Figure 1. The
flume is fitted with two flow conditioners upstream of the test section, the first of which is constructed
out of 0.5-in PVC pipe sections. The second flow conditioner consists of fine polycarbonate
honeycomb sections. As shown in Figure 1, a PVC ramp leads to a sediment recess of 3.68 m in
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length and 0.23 m in depth, encompassing the width of the flume. This test section is filled with
granular material with median sediment diameter d50 = 0.74 mm, standard deviation of particle size σg
= 1.34, coefficient of uniformity Cu = 1.6 and coefficient of gradation Cc = 0.96. The specific gravity of
sediment was 2.65. The critical velocity of sediment (Uc) for the bed material was evaluated using
standard methods, which are detailed in other works (Williams et al., 2016, 2018).
A boundary layer trip is located at the beginning of the sediment recess and the flow depth was
adjusted by a gate at the downstream end of the flume. The flow is serviced by a 60-HP centrifugal
pump. The flow was calibrated with v-notch weirs, using methods described in the U.S. Department of
the Interior Bureau of Reclamation Water Measurement Manual (2001). The Kindsvater-Shen
relationship and the 8/15 triangular weir equation were used to calculate the flow rate and develop the
performance curve for the flume pump prior to installation of the test section. The orientation of the
flume and experimental measurements correspond to X in the streamwise direction, Y in the vertical
direction, and Z in the spanwise or transverse direction. The bed level was taken as zero in the Y
direction for all experiments and the geometric centre of the cylinder was taken as the origin in the XZ
plane. The mean velocity components U and V correspond to the velocity in the X- and Y-directions,
respectively.

Figure 1 - Schematic of laboratory flume including test section details

2.2. Experimental program and test methodology
Prior to experimentation, PIV measurements were undertaken in the flow over the sand bed in the
absence of a cylinder, in order to characterize the approach flow conditions. The depth-averaged
velocity of the flow for all tests was determined to be U = 0.262 m/s. The flowrate Q for all experiments
was 0.036 m3/s. The cylinder diameter D for both tests was 0.056 m. The height of the submerged
cylinder for test S1 was 1.88D. The width of the channel was adjusted using movable sidewalls to an
effective width b = 0.40 m, corresponding to a blockage ratio D/b = 0.14. The depth of flow was held at
h = 0.12 m for both tests in order to achieve a flow shallowness h/D of 2.14 such that the piers were
classified as narrow.
Prior to testing, the sediment in the test section was carefully levelled using a trowel. For both cases,
the necessary cylinder was installed in the centre of the channel. The flume was then filled with water
to the desired depth. A calibration target for PIV image processing was suspended in the flume and
calibration images were captured for each field-of-view. After the required calibration images were
acquired, the target was removed from the flume and the pump was powered on and brought up to the
required flow rate corresponding to a flow intensity (U/Uc) of approximately 0.85, to maintain clearwater conditions for local scour. The flow at the location of the cylinder was fully turbulent with a
Reynolds number of 3.3 × 104 and subcritical with a Froude number of 0.26.
The tests were left to run for 24 hours before PIV measurements were taken. Prior analysis indicated

117

that equilibrium of scour was reached within 24 hours, and changes in the relative scour depth dse/D
were minimal beyond this point in time (D’Alessandro, 2013, Williams et al., 2019). PIV measurements
were then undertaken for each required field-of-view (FOV). Prior to PIV measurements, the flow was
seeded with 11-μm spherical glass particles. For each scour test, four fields-of-view were taken in the
streamwise-vertical symmetry plane to ensure that the flow field was captured from the upstream
extent of the scour hole to the end of the primary deposit in the wake region. A thin glass plate was
suspended on the free surface in the region of interest during image capture to eliminate the distortion
of the laser sheet from perturbations in the free-surface region.
After the required PIV images had been acquired, the pump frequency was gradually reduced in order
to avoid disturbance of the bed sediment before the pump was powered off. The flume was then
drained slowly to avoid disturbance of the scour formation and a Leica laser distance meter was used
to measure the bed profile in the streamwise direction along the channel centreline (Z/D = 0). The
uncertainty of the acquired bed measurements due to the accuracy of the laser distance meter was
determined to be ±0.05 mm from the resolution of the point measurements.

2.3.

Description of the PIV setup and data acquisition

A schematic of the two-dimensional planar Particle Image Velocimetry (PIV) system is shown in Figure
2. The PIV system was supplied by TSI and is comprised of several components, including an 8 MP
Illunis CCD array camera and a dual pulse Litron Nd:YAG laser generating at 532 nm wavelength with
an output energy of 135 mJ/pulse and a maximum repetition rate of 15 Hz. The laser sheet was
expanded through a −15-mm cylindrical lens. The 8 MP camera was used to capture images with a
resolution of 3312 × 2488 pixels in dual-capture mode. The camera was fitted with a 28-105 mm
Nikkor lens. The laser was mounted on a mechanical traverse system affixed to a carriage on top of
the flume, and such that the laser sheet could be moved in the streamwise direction as required. The
camera was mounted on a tripod slider on the flume catwalk, aligned parallel to the flume sidewall and
therefore the plane of symmetry. A TSI PIV LaserPulse synchronizer was used to synchronize image
capture for the specified exposure time at the corresponding maximum pulse repetition rate (i.e., the
time required for exposure and readout of two images) with the timing of the laser pulses for each
frame (a single pair of images).
The test section for PIV measurements in the sediment recess was located at a streamwise distance
of 1.5 m downstream of the boundary layer trip. Measurements were obtained in the XY or vertical
plane. Through prior experimentation, it was established that between 2000 and 3000 frames captured
at a rate of 2 Hz were adequate for time-averaged data acquisition. The optimal pulse separation (Δt,
or the time step between two concurrent laser pulses) in the sequence was evaluated for each FOV by
adjusting the value of the time step such that the average length of the post-processed vectors (i.e.,
the displacement of particles) in the region of interest was approximately 8 pixels. The total
propagated uncertainty of the velocity measurements acquired by the PIV system was estimated to be
±0.015 m/s. The uncertainty analysis was based on the methods described in Park et al. (2008), which
were adapted from the Visualization Society of Japan’s (2002) guidelines.
PIV measurements for individual fields-of-view were taken and stitched together for each test. Slight
discontinuities and scatter in the distribution of the velocities can be attributed in part to the variability
in intensity along the laser sheet in the streamwise direction as well as reflections from the laser sheet
on the bed and cylinder. There is also a strong out-of-plane component in the three-dimensional flow
around a cylinder which is not captured by a planar PIV and the evaluation of Δt in such areas of
cross-stream flow becomes complicated. Furthermore, the flow area within the scour hole was not
captured due to the physical obstruction by the sediment recess in the field-of-view of the camera.
Measurements in the region very close to the free surface were also not obtainable due to the
presence of the glass plate in this region.
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Figure 2 - Depiction of the Particle Image Velocimetry (PIV) system setup for image capture

2.4.

PIV processing details

Post-processing of the PIV images was done using PIVlab, a GUI-based open-source MATLAB code
(Thielicke & Stamhuis, 2019). PIVlab uses cross-correlation to determine displacement of illuminated
tracer particles in the flow field. In PIVlab, a cross-correlation algorithm is used to determine vectors in
the flow field by deriving the particle displacement between pairs of captured images. In this method, a
“statistical pattern matching technique” is used to correlate the pattern of illuminated particles from a
small interrogation area in each image of a pair, yielding a correlation matrix. The discrete cross
correlation function is described by Eq. (1):
C(m,n) = ∑i ∑j A(i, j) B(i-m, j-n)

(1)

In Eq. (1), A corresponds to the interrogation area in the first image of a frame and B similarly
corresponds to the interrogation area from the second image in the same frame. The cross-correlation
technique attempts to “locate” the seeding pattern in A in a region with the same pattern in B, and the
intensity peak in the generated correlation matrix C (based on the cross-correlation function) is
deemed the “most probable” particle displacement between the interrogation areas in each image.
(Thielicke & Stamhuis, 2014).

3. RESULTS AND DISCUSSION
Figure 3 shows the bed profile measurements for test E1 (emergent cylinder) and test S1 (submerged
cylinder) in the XY symmetry plane at Z/D = 0 at an equilibrium condition, as well as a plan-view
photograph of the scour formation for test S1. The profiles show that both cases result in a typical
scour profile, with an inverted conical scour hole surrounding the cylinder and a dune-like primary
deposit in the wake region. Upstream of the cylinder, Figure 3 shows that the scour depth is not
significantly altered by the cylinder height. The scour profiles between tests E1 and S1 are very similar
for X/D < -0.5. The depth of the scour hole is 2 percent deeper for test E1, which is reasonable since
the downflow along the upstream face of the cylinder would be slightly stronger compared with the
submerged case due to the increased projected area of the cylinder. In the wake region close to the
cylinder (0.5 < X/D < 3.0), the scour depth for test S1 is very similar to that of test E1. Downstream of
this point, from the leading edge of the dune onwards, the height of the scour formation is greater for
test E1 and the length of the dune is greater for test E2. It appears that the dune dimensions are most
affected by cylinder height.
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Figure 3 - Bed profile measurements for tests E1 and S1 in the XY symmetry plane at Z/D = 0 (top)
and photograph of the scour formation for test S1 (bottom)
In Figure 4, the distribution of the mean streamwise velocity normalised by the maximum velocity of
the undisturbed approach flow, U/Ue, is provided in the XY symmetry plane at Z/D = 0 for (a) test E1
and (b) test S1. The two-dimensional vector fields in the XY plane are also provided for (c) test E1 and
(d) test S1. From the contours of U/Ue, certain features can be noted in the flow field for both tests.
The adverse pressure gradient associated with the deceleration of the flow in advance of the upstream
face of the cylinder is marked as feature ‘A’ for both tests. Feature ‘C,’ a region of low and negative
mean streamwise velocity, is located in the immediate wake of the cylinder over the downstream
portion of the scour hole. At the location of feature C, the vector fields for both tests E1 and S1 are
also indicative of an upwash of flow emanating from the scour hole downstream of the cylinder.
Further downstream, the acceleration of the flow up and over the primary deposit is noted as feature
‘D,’ and the separation of the flow from the crest of the dune is marked as feature ‘E.’ Each of these
features is observed from the streamwise velocity contours as well as the vector fields.
A notable feature which is present in the flow field for the submerged case but not the emergent case
is marked as feature ‘B.’ Feature ‘B’ is a region of flow separation emanating from the top of the
submerged cylinder, characterized by an increase in the mean streamwise velocity. Although this
region is located close to the free surface, it has affected the scour formation and the flow field since
the flow in the submerged case is shallow. This increase in streamwise velocity near the cylinder’s
surface has caused an increase in erosion at the top of the primary deposit, reducing its height and
increasing its length. It can also be noted that the magnitude of feature ‘D’ is higher in the region close
to the cylinder for test S1 when compared with test E1, which is also likely to be attributable to the
separation of flow and subsequent increase in U at the same downstream region.
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Figure 4 - (a) Distribution of U/Ue in the XY symmetry plane for test E1, (b) distribution of U/Ue in the
XY symmetry plane for test S1, (c) two-dimensional vector field in the XY symmetry plane for test E1
and (d) two-dimensional vector field in the XY symmetry plane for test S1
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4. CONCLUSIONS
The current investigation presents the methodology employed to acquire Particle Image Velocimetry
(PIV) measurements for flume experiments involving equilibrium of local scour around circular
cylinders. The results of two local scour experiments exploring the effects of cylinder height are
presented. The bed profiles at equilibrium indicate that the depth of scour in the vicinity of the cylinder
is not significantly affected by the cylinder submergence, but the width and length of the scour hole are
greater for the emergent case. In the downstream region of the scour formation, the height and length
of the dune are shown to be affected by cylinder height as well. The distribution of the mean
streamwise velocity and the vector field in the streamwise vertical plane are shown to be very similar,
with a region of high streamwise velocity due to the separation of the flow at the top of the cylinder
visible for the submerged case and not the emergent case. This feature is shown to be responsible for
the changes in the height and length of the primary deposit. In future experimental work, threedimensional PIV measurements would be helpful in further exploration of the flow field surrounding a
cylinder under equilibrium of local scour. Furthermore, although the two-dimensional PIV
measurements do provide useful insight into the mechanism of local scour under varying geometry,
there is a significant out-of-plane component of flow which should be captured in order to acquire a
complete understanding of the flow field.
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Abstract: A pilot testing of a Gravitational Water Vortex Hydropower Plant (GWVHP) has been done to
evaluate the applicability in a real-world scenario and validate the results from the lab-scale model. A
scaled-up model of a capacity of 1 kW was constructed for the evaluation purpose. The test provided
data in good agreement with a lab-scale model and a proper visualization to install Gravitational Water
Vortex in real-world scenarios. The project lasted for nearly four months and thus provided important
information on the problems that might arise in scaling up the lab model to a micro-hydro system. The
pilot testing shows an overall plant efficiency of 49%, validating the lab-based studies conducted
beforehand. The information obtained from this pilot study shall be implemented in a micro-hydro project
on a larger scale.
Keywords: Gravitational water vortex, Low-head hydropower, Micro-hydro, Pilot study, Similitude.

1. INTRODUCTION
In modern society, electrical energy has become a critical commodity. Wind, solar, and small-scale water
supplies can generate electricity in rural areas using renewable energy technologies. Pico/micro-hydro
can be deployed at a lower cost than solar PV, grid extension, and diesel generators and thus tends to
be a relatively inexpensive solution for rural electrification (Green et al. 2005; World Bank 2007). While
some Pico/micro hydropower plants use small-scale replicas of commercially successful large turbine
units, others use specifically designed new technologies. These new technologies are mainly “Run-ofthe-River” schemes that do not necessitate heavy civil constructions and thus are less expensive and
more environmentally friendly but are highly dependent on local hydrological trends (Watson et al. 2010).
Gravitational Water Vortex Hydropower Plant (GWVHP) is one such technology developed by Austrian
inventor Franz Zotlöterer; the prototype was installed in 2006 at the Ober-Grafendorf River, Austria.
Numerous research has been done on design variation in the vortex chamber and the runner since then.
The turbine system considered in this research is depicted in Figure 1 to better understand terms and
terminologies that appear frequently in this article.

Figure 1 – On the left: basin and turbine schematics of a GWVHP (Reproduced with permission from
Bajracharya et al. (2018)). On the right: a runner showing different geometric parameters (Retrieved
under CC BY license from Bajracharya et al. (2020))
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An experimental study (Bajracharya & Chaulagain 2012) analysing the effect of the cylindrical basin
depth showed no substantial increase in power output. However, the research paved the way for
modifying the basin shape into a cone (decreasing basin cross-section diameter with the depth). Later,
the vortex speed and the power propulsion of the modified cylindrical and conical basins were compared
by Dhakal et al. (2013). The runner was designed using the impulse turbine concept. A parametric
analysis of the conical basin was conducted to determine the effect on flow velocity measured in the
impeller’s midplane (Dhakal et al. 2014). The optimal range for different parameters was defined; the
most sensitive parameter was basin opening. Dhakal et al. (2015) showed the superiority of conical
basin (Figure 2) and identified the optimal submergence with impulse type runner 65 – 75% of the basin
height. To further investigate runner design, seven different geometrical parameters and their optimal
range were identified by Bajracharya et al. (2020). The most efficient runner (Figure 2) had a system
efficiency of 47.85%. After the study of 22 different runners, Bajracharya et al. (2020) recommended
that the turbine runner respects the 5 rules below to get an efficient GWVHP design:
(i)
(ii)
(iii)
(iv)
(v)

Runner height to basin height ratio of 0.31 - 0.32,
Taper angle conforming to the basin cone angle,
Blade impact angle of 20 degrees,
Blades curved when viewed from the top only with blade angles 50º - 60º,
Cut ratio less than 15%.

Figure 2 – On the left: Cylindrical basin vs. Conical basin (Reproduced with permission from
Bajracharya et al. (2018)). On the right: Performance curve of the most efficient runner with conical
basin (Retrieved under CC BY license from Bajracharya et al. (2020))
Gravitational Water Vortex (GWV) is an emerging technology with many variations for vortex chamber
proposed to date. However, the vortex flow phenomenon and harnessing power from this technology is
not yet fully understood. Research is being conducted on this topic to understand the flow regime in
each type of basin with numerical simulation or experimental modelling or both and harness the
mechanical power from the swirling flow efficiently with an appropriate turbine system. This study
develops a 1 kW pilot project of GWV with a conical basin from experience gained from different labscale studies. The system is developed at premises of Centre for Energy Studies, Institute of
Engineering. This pilot study has been done to provide a steppingstone for a handful of yearlong
research done within the institute. The authors hope this study would provide ample information for
routing this technology towards power production in real-world scenarios, predominantly rural and/or
grid-isolated areas.

2. SIMILITUDE: MATERIALS AND METHODS
Similarity requires confirmation of geometries (shape), kinematics (motion), and dynamics (forces)
between two different models. In practice, the dynamic similarity is satisfied implied that this also
satisfies the other two mechanical similarities. The flow in GWVPP is an open channel flow, a fluid flow
with a free surface subjected to atmospheric pressure. The dimensionless numbers to be considered in
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open channel flow in GWVPP are Reynolds number and Froude number. Achieving both similarities
simultaneously is not possible in this study, and this gives rise to scale effects between model and
prototype (Heller 2012). Due to the nature of gravity dominant flow, only Froude similitude is considered.
The calculated Froude number is used to evaluate the width of the inlet canal based on the canal height.
The conical basin is scaled up by a factor of 5 compared to the lab model. The basis for exit hole
diameter is maintained as 18% of basin diameter, as suggested by Mulligan & Casserly (2010). Since
the basin must handle the designed flow rate, the basin height was adjusted for a safety factor of 2
based on the discharge coefficient of the model. With a discharge coefficient of 0.0182, the height of the
basin for the scaled-up model was calculated and rounded off to be 1.4 m. The design summary of
hydraulic components is presented in Table 1:
Table 1- Hydraulic Components Sizing
Description
Designed flow capacity of canal (QD)
Cross section area of canal
Diameter of cylindrical basin (Db)
Diameter of exit hole (db)
Total height of basin (hb)
Cone angle (ϕ)
Width of rectangular weir (ww)
Capacity of one pump (Qp)
Total capacity of pumps (Qmax)

Sizing
0.15 m3s-1
0.5 (b) * 0.6 (hc)= 0.3 m2 (factor of safety 2 used for height)
2m
0.36 m
0.5 m (cylindrical) + 0.9 m (conical) = 1.4 m
42º
1m
0.009 m3 s-1
15*(Qp) = 0.135 m3 s-1

The runner’s design is based on the lab-scale model studied by Bajracharya et al. (2020), adapted here
for a large-scale model. The submergence requirement fixes the position of the runner. At this fixed
position, the runner requires a clearance from the basin wall to prevent any runner blade – basin wall
interaction during operation. Bajracharya et al. (2020) suggest clearance is required so that the runner
placement does not stop the basin’s vortex formation. The prototype runner was designed based on the
computational efficiency (64%) of the model runner since the experimental efficiency of the model runner
incorporates several losses starting from manufacturing precision to operating condition. For scaling up
the GWV turbine, the dimensionless relationships considered are specific speed, discharge coefficient,
and power coefficient whose numerical values are 58.56, 0.00181, and 2.511E-6, respectively.
The runner diameter is determined based on these dimensionless numbers as the prototype runner’s
top outer diameter (D1). All other parameters are evaluated based on these calculated values and
suggestions made by Bajracharya et al. (2020). The runner height ratio of 0.3 used for calculations is
adjusted to 400 mm to maintain the designed head with some clearance for the flow circulation. The
parameter cut (Bajracharya et al. 2020) has been adapted here slightly differently as the radial cut;
defined as the ratio of the top outer diameter to top inner diameter. The runner from the lab model has
a top outer diameter and the hub diameter of 360 mm and 40 mm, respectively. The radial cut equivalent
to a cut of 15% is 0.245, whereas the angle of inclination obtained for the inner edge of the blade is
8.11º. The parameter cut used in the lab model study can now be replaced by inclining the inner edge
runner blade (λ) against the runner’s axis. From the geometry of the runner-basin system the bottom
outer and diameters are given by equation (1) where X1 and X2 are the distance of the outer tip of the
blade from runner axis at top and bottom edge of runner blade, respectively.
𝐷1 2
𝐻 tan 𝛾 2
𝑋1 = √( ) − (
)
2
2
𝐻 tan 𝜓
𝑋2 = 𝑋1 −
cos 𝛾

(1)

𝐻 tan 𝛾 2
𝐷2 = 2 ∗ √𝑋2 2 + (
)
2
𝑑1
𝑑2 = 𝑑1 −
∗ (𝐷1 − 𝐷2 )
𝐷1
For modelling and manufacturing, all the runner dimensions are rounded off to suitable integer values.
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The dimensions are listed in Table 2. Shigley’s mechanical design (Budynas & Nisbett 2011) has been
followed for proper shaft selection, transmission pulleys and belts, and bearings. Table 3 shows different
components and their selection sizes.
Table 2 - Turbine Runner Sizing
Description
Runner height (h)
Inlet/Outlet blade angle in HP (β)
Impact angle (γ)
Taper angle/Inclination of outside edge (ψ)
Inclination of inside edge (λ)
Top outer diameter (D1)
Top inner diameter (d1)
Bottom outer diameter (D2)
Bottom inner diameter (d2)
Runner clearance with basin wall (δ)
Number of blade (Nb)
Runner position (Hmax)

Sizing
400 mm
54º
20º
30º
8.11º
1010 mm
250 mm
520 mm
170 mm
60 mm
9
1050 mm (below from the top of the basin)

Table 3 - Mechanical Component Sizing
Description
Shaft power rating
Shaft speed rating
Factor of safety for shaft
Shaft diameter
Gear ratio for single stage transmission
Gear ratio for two stage transmission
Pulley belt configuration
Factor for safety for pulley
Bearing reliability
Bearing type

Selection and Sizing
1 kW
70 RPM
3
30 mm
1400/70 = 20
√(20) = 4.47 ≈ 4.5
V-belt type B, double groove
1.25 (Stage 1) & 1.7 (Stage 2)
0.9 (0.97 for each)
Deep groove on the top and tapered roller on the bottom

Fifteen submersible pumps, each with their supply pipeline, convey water from an adjacent pond to the
installed plant, then discharge back to the pond following the plant operation. The flow is varied by
switching individual pumps. The drop chamber serves as a forebay for the system while both the drop
chamber and the trash rack help dissipate the turbulence introduced by intake pipes and settle any
unwanted debris if present. Water flows to the basin via the intake canal, forms a counter-clockwise
vortex, and exits via the bottom exit hole. The turbine placed coaxially with the basin converts hydraulic
energy into mechanical energy. The mechanical energy is transmitted via 2 – stage pulley system to a
generator (induction motor used as a generator) which supplies power to a control panel. Several
incandescent bulbs and a ballast load dissipate the power. The exit water flows back into the pond. At
the end of the tailrace, a weir is used to measure the flow rate. Figure 3 shows the plant layout and
runner with different components.

3. RESULTS AND DISCUSSION
The computational efficiency of the model runner studied in the lab is 64%; hence the expected power
output for the given head and flow rate of the prototype is 0.659 kW. Also, the estimated operational
speed of the prototype runner is 63 RPM. However, due to the spillage, seepage from concrete
structures, and intake pipes, the flow into the basin is reduced and thus corrected here for calculation
purposes. The data acquired from installation and operation are used to evaluate the overall system
efficiency of the micro-hydro plant. The hydraulic power input to the system was:
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(a)
(b)

(c)
1) Intake

2) Drop chamber

3) Trash rack/Speed neutralizer

4) Inlet canal

5) Conical basin

6) Induction motor used as generator

7) Transmission pulley arrangement

8) Basin support structure

9) Tail race

10) Rectangular weir

11) Turbine runner with shaft

12) Pond

13) Power supply/Multipurpose control panel

Figure 3 – (a) Experimental Facility: Plant installed at CES, IOE, (b) runner 3D model (c) plant layout
•
•
•
•
•

Maximum Flow measured (Qmax) = 0.1175 m3s-1
Head (H) = 0.9 m
Input power (Po) = ρgQH = 1031 W = 1.031 kW
Turbine runaway speed = 88 RPM
Generator Speed = 1750 RPM

The installed power plant is run under various flow rates by controlling water supply pumps and variable
load by changing the electrical load. Several standard 100 W incandescent bulb has been used, and
load has been varied in the step of 100 W from the control panel. Figure 4 shows the part-load electrical
efficiency of the system under various flow rates. The best efficiency points are chosen and presented
as part flow efficiency of the system.
Figure 5 shows the system in operation. The power generated from the vortex runner is glowing 100 W
bulbs.
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Figure 4 – On the left: Efficiency trend of the micro-hydro plant for various flow rates. On the right: Part
flow efficiency of the micro-hydro plant

Figure 5 – Working of the Plant
Figure 4 shows that the maximum efficiency gradually decreases when subsequent pumps are turned
off. This suggests that the plant should be operated nearer to its design condition, preferable to hydro
turbines. However, a flat efficiency curve for some flow rates suggests that the plant can operate with
relatively good efficiency like Pelton and Turgo turbines. Also, it gives us more insight into the
operational nature of GWVPP itself. Overloading the plant under lower flow conditions can negatively
affect power production, as shown by the dipping nature of the 0.1128 m 3/s curve in Figure 4. Also, a
sweet spot exists for maximum efficiency, suggesting that flow regulation could help achieve better
efficiency when the end load demand is lesser. After analysing the results, the following conclusions
can be made about the pilot study and GWVHP in general:
(i) The system can be considered a suitable micro-hydro alternative where the availability of low
head and high flow rate does not suit conventional turbine systems.
(ii) This type of system has a flat efficiency curve for a specific flow interval. The vortex formation
is impossible, and the plant does not operate below a threshold flow rate or above the rated
load.
(iii) The efficiency curve can be better understood by increasing the resolution of the loads.
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4. DESIGN, ERECTION ASPECTS, AND GUIDELINES FOR GWVHP
This section is presented as a general guideline that can be helpful in successfully deploying a GWVHP.
This section covers different aspects of GWVHP related to design, construction, material selection,
transportability, cost-effectiveness, inspection, maintenance, etc. The guidelines presented here depend
on the available literature, general practices, and experiences gained during the lab studies and
prototype deployment.
•
•

•
•
•
•
•
•
•
•
•

•
•

The inlet canal should be designed with a factor of safety that pertains to possible high flow in
the intake canal. The canal width should be at least twice its height. A slight slope of a few
degrees is preferred in the intake canal.
The flow diversion from the river should be made at an angle closer to 90º. Also, the location
should be chosen so that the headrace and tailrace span over longer lengths. This selection
helps mitigate river currents and upstream river effects in the hydropower and settles the
turbulent exit water before re-entering the river.
Due to the sloshing effects, the plant is not beneficial to run above the designed flow rate due
to spillage along the sides of the basin and canal closer to the basin.
Small debris can easily pass through the hydropower plant, while larger debris needs a trash
rack. Since sophisticated technology is not available at a remote place, the trash rack should
be placed to be cleaned manually and less frequently.
The cylindrical height of the basin is determined by canal height, whereas the available head
determines cone height. The discharge coefficient determines the basin diameter. The exit
diameter is taken as 18% of the basin diameter.
Since using concrete to shape a cone can be costly and cumbersome, a metal basin, a concrete
intake canal, and a concrete tailrace is preferred. The floors of the basin and intake canal should
be made smooth to mitigate friction losses.
Small panels should be developed into a cone and welded on-site to avoid the expensive
transportation of a large basin. A metal basin makes it easier to couple all the mechanical
components like pulley and shafts to the basin.
Two bearings are needed to hold the shaft and runner in place. The lower bearing design needs
special attention. A water-lubricated bearing is preferred, but a ball bearing properly sealed
should suffice at the bottom of the shaft.
Pulleys are preferred to gearboxes owing to low maintenance and cost-effectiveness. A twostage or three-stage pulleys could be designed as per requirements. The selection of shaft,
pulley, bearings, and belts are to be made based on available design guidelines.
An induction motor can be used as a single-phase or three-phase generator. A standard ELC
circuit with a proper current/voltage rating is suggested.
Several components should be protected against wear and erosion. The metal components are
to be coated against rust. Also, the s-metal coating is suggested for erosion if possible. The
moving components are to be lubricated. The floor beneath the basin exit hole should be
provided with means like a drop chamber to reduce the excavating effect of exit water.
The control room should be secured against possible thefts and other hazards. A few spare
parts should be kept in stock.
Supervision from an engineer is suggested during installation. The issue of turbine eccentricity,
basin–canal alignment, proper installation of all other moving components should be checked
thoroughly. Also, a scheduled maintenance/inspection should be taught to locals.

5. CONCLUSION
The development of the 1 kW system provided a valuable experience regarding the successful
development of a Gravitational water vortex power plant. The major problems encountered were
transportation and installation. As the conical basin was fabricated in a single piece, it required large
truck for transportation and a crane for erection at the installation site. To reduce this, it is recommended
to develop basins in small sections and weld on site (or bolt) to form the entire basin. This would reduce
both the transportation and erection cost. Evaluation of global systems of GWVHP (Timilsina et al. 2018)
revealed that the average system efficiency is about 53%, and total efficiency of the system developed
was 49% which can be considered competitive among similar technologies. From the tests performed
and performance evaluation, it can be concluded that conical basin can successfully be deployed in site
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and with little considerations in design can be developed as an immediate energy relief device in disaster
hit area.
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Abstract: A sustainable design of water supply systems needs to account operational costs. When
pumping is required, the energy consumed by the pumps plays a major part in the operational costs,
and the efficiency of the pumps can greatly affect the energy expenses. How to properly estimate the
value of pump efficiency is hence of great importance. The aim of this study is to study in depth the
efficiency of hydraulic pumps, in relation with the other design variables (flow rate, pumping head,
power, etc.). For that, 400 hydraulic pumps were analysed. A strong relationship between the flow rate
and the pump efficiency was observed. This relationship was interpolated, and three empiric curves
were defined (one for the average maximum and minimum expected value of pump efficiency). These
curves can be easily used by designers in order to obtain an estimation of the efficiency of the
hydraulic pumps.
Keywords: pump efficiency, water supply systems, design optimization, hydraulic pumps.

1. INTRODUCTION
Under the threat of climate change, becoming energy efficient is of increasingly importance. In order to
be more sustainable, the designing of a water supply system needs to consider both construction
costs and operational costs, along its entire lifespan. When the facility requires pumping, investing
little in construction costs will result in a much higher energy requirement. Therefore, addressing the
operational expenses from the design stage is the sustainable approach.
Mala-Jetmarova et al (2018) well summarizes the different approaches to optimise the design of water
supply systems. These approaches can be differentiated in single objective (e.g., Martin-Candilejo,
2020; Dziedzic et al 2015; Joong Hoon Kim & Mays, 1994; Sanchis et al 2019; Samani & Mottaghi,
2006; Kang et al 2013; Spiliotis & Tsakiris, 2007; or Costa et al 2000) or multi objective techniques
(e.g., Vamvakeridou-Lyroudia et al 2005; Jin et al (2008). Either way, the most frequent objective is
cost minimisation. In order to achieve a more precise assessment of all costs involved, multi-objective
algorithms have started to incorporate in the optimization function costs of maintenance (Perelman &
Ostfeld, 2007; Perelman et al 2008), greenhouse gas emissions (Wu et al 2010), among others. Multiobjective methods offer a very complete analysis of all costs, but many times they require very
complex programming, resulting in computationally expensive and hard to use. That is the reason why
single objective (cost optimization) remain as the most used approach in the practical scenario. Reed
et al (2013) explains extensively the state-of-art of the multi-objective techniques. The most popular of
these rely on iterative algorithms, such as genetic algorithm.
In any case, if a complete cost optimization (this includes operational expenses) is to be carried out,
the estimation of the pump’s efficiency µB is required, no matter the algorithm or the methodology of
the optimisation. The value of the hydraulic pump efficiency has been typically estimated based on the
experience of the designer; for instance, some of the most cited authors have made the following
estimations: Alperovits & Shamir, (1977) estimated µB at 75%, and so did later Featherstone &
El‐Jumaily, (1983), Gessler & Walski, (1985) and Kapelan et al (2005); some more recent authors are
Filion et al (2007) whose estimation is an interval between 81-84%. The energy cost is directly
(inversely) proportional to µB. Hence the importance of a proper estimation of the pump efficiency
Martin-Candilejo, et al (2020). This research analysed the values of the pump efficiency in order to
provide designers some guidelines on how to choose the estimated value of µB.
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2. METHODOLOGY
The aim of this research is to analyse the relationship of the pump efficiency and the other design
parameters of a water supply system, such as the flow rate, the pumping head or the required power.
For this task, a sample of 400 commercial hydraulic pumps was selected (Martin-Candilejo et al 2020).
These pumps come from catalogues of different manufactures. These manufactures were IDEAL,
WILO, ESPA and HASA. More specifically, the commercial models were:
•
•
•
•
•

Split case pumps: CP/CPI/ CPR series.
Horizontal pumps (normalized in the European Union): RNI/RN series.
Multistage horizontal pumps: APM series.
Vertical pumps: VS/VG series.
Submersible vertical pumps: SVA/SVH series.

We discarded custom made pumps, and also those pumps for industrial or sanitary uses, since they
have particular specifications, and the study focused on water supply pumps. In the end the sample
consisted of 226 hydraulic pumps. All of the pumps differ from each other in their type, impeller,
diameter, number of stages, rotation speed (electrical current frequency, number of poles), brand, etc.
In the case of multistage pumps, for each flow rate, no matter the number of stages, they perform with
the same efficiency. To avoid repetition and dispersion, it was decided only to use the operating point
of a single stage. The data should be updated and completed in the fore coming years to fill in any
bias and include more manufactures.
When the pumping station is designed, the pumps are chosen to best perform at the estimated
operational point. This is the estimated flow rate and pumping head. Hence, the pumps are chosen so
that this operating point is the closest to the optimum point of the pump, that is the point at which the
pump will perform at its best efficiency. It is true that later in the operation, the pumps will vary the
operating point according to the variable demand of water. But at the design stage, what interests the
most is the optimum point (Martin-Candilejo et al 2021). For this reason, we registered the optimum
value of the pump efficiency, with its correspondent flow rate, head, power consumption, frequency
and speed. It should be clarified that this value of the pump efficiency µB refers to the hydraulic
efficiency and does not include mechanical or electrical losses. With this collected data the study was
carried out to analyze the variations of µB and the other design variables.

3. RESULTS AND DISCUSSION

3.1. Pump Efficiency and Flow Rate
The pump efficiency was first plotted against the flow rate in Figure 1. As it can be seen, a strong
correlation can be observed. The minimum values of the optimum pump efficiency correspond to the
smallest flow rates, somewhere over 65%. However, it soon starts to grow, and by 300 l/s, the pump
efficiency has already reached a value of 85%. The curve continues to grow towards an asymptotic
value of no more than 90%.
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Figure 1 - Relationship between the flow rate and the pump efficiency.
Regarding the influence of the type of pump, split case pumps are the ones that are capable to work
with the highest flow rates, and therefore, they are also correspondent to the highest pump efficiency.
They are the predominant type for over 400 l/s and 85%. The rest of the regular horizontal pumps
work for much smaller flow rates (under 250 l/s) and thus, lower values of the pump efficiency. Vertical
and horizontal multistage pumps work in the same spectrum of flow rates (also under 250 l/s), but over
all the vertical multistage pumps perform better for any flow rate than the horizontal multistage pumps.
It should also be clarified that submersible vertical pumps are included in the vertical multistage
category, since they were very few.

3.2. Pump Efficiency and Pumping Head
When the optimum pump efficiency is plotted against the pumping head in Figure 2, no relationship
can be seen. The distribution of dots is too scattered to withdraw any conclusions. Therefore, it can be
said that there is no relationship between the optimum pump efficiency and the pumping head.

Figure 2 - Relationship between the pumping head and the pump efficiency.
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3.3. Pump Efficiency and Power
The results for the relationship between the pump efficiency and the pumping power are very similar to
those obtained with the flow rate: a clear relationship is observed in Figure 3. However, in this case
the relationship is weaker since the distribution presents more dispersion. Nevertheless, the shape is
very similar: it is a growing curve with an asymptote at almost 90%. For over 250 kWh, the pump
efficiency can be expected to be higher than 85%. The reason of this slightly bigger dispersion can be
explained by the fact that the pumping power is obtained from the flow rate, but also from the pumping
head. The poor relationship between the pumping head and the pump efficiency could be responsible
for the dispersion. Nevertheless, it can be concluded that there is a relationship between the pump
efficiency and the power.

Figure 3 - Relationship between the pumping power and the pump efficiency.

3.4. Pump Efficiency and Speed.
It was also studied the relationship between the pump efficiency and the rotation speed (see Figure 4),
the specific speed. The rotation speed of the pump is a discrete variable that depends on the
frequency of the electrical network and the number of poles. The most common values are 1450 rpm
and 2900 rpm. In either case, all range of values of the pump efficiency could be found. Therefore, no
relationship between the pump efficiency and the rotation speed can be concluded.

Figure 4 - Relationship between the rotation speed and the pump efficiency.
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The specific speed is interpreted as the rotation speed that a homologous pump should have in order
to elevate a discharge of 1 m3/s at 1m height Martin-Candilejo,et al., (2020). The vast majority of the
pumps showed a specific speed of 5-80 rpm. In that interval, the pump efficiency was also increasingly
growing (see Figure 5), in a similar way as the flow rate or the power did; nevertheless, much more
dispersion was observed. Thus, no sufficiently clear relationship was concluded.

Figure 5 – Relationship between the pumping power and specific speed.

3.5. Average Pump Efficiency Depending on the Pump Type.
Overall, all the possible values of the pump efficiency can be seen in Figure 6, organised by the pump
type. The average value is also marked for each type. It can be seen that in average, the split case is
the type that offers the highest average values, and horizontal pumps are the ones that offers a wider
range of pump efficiency. Once again, vertical multistage show better results than horizontal
multistage.

Figure 6 - Pump efficiency range and average values depending on the pump type.

3.6. Definition of the Relationship of the Pump Efficiency and Flow Rate.
Since the relationship between the optimum pump efficiency and the flow rate was the strongest
observed, it was decided to properly define an interpolated empiric curve that could serve to estimate
µB, from the design flow rate. The interpolation was carried out for the average and the maximum
expected value of µB. The curve was fitted by sectioning the data in 14 sections. The values of each
section were adjusted through a doubly logarithmic curve, and the curve fit very satisfactory. The
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curves can be seen in Figure 7. The empirical equations of the relationship between the flow rate and
the expected optimum values of the pump efficiency are:
Average µB → µB = 0.1286 ∙ ln (2.047 ∙ ln (q) – 1.7951) + 0.5471
Maximum µB → µB = 0.0576 ∙ ln (2.047 ∙ ln (q) – 1.7951) + 0.741
Minimum µB → µB = 0.2074 ∙ ln (2.047 ∙ ln (q) – 1.7951) + 0.3161

r2>98%
r2>90%
r2>95%

(1)
(2)
(3)

where q the flow rate in litres per second (l/s).

Figure 7 - Fitted curves of the flow rate and the pump efficiency.

4. CONCLUSION
The efficiency of the hydraulic pumps was analysed in depth, in relation with the other design
variables. A relationship between the pump efficiency and flow rate or the pumping power was
observed. Any relationship with the pumping head or the rotation speed was discarded. A slight
relation with the specific speed was observed.
Since the relationship between the flow rate and the pump efficiency is very strong, an interpolated
curve was fitted. This curve can be easily used by designers to estimate the value of the pump
efficiency in the design of a water supply system that requires pumping. The curves only provide an
orientate value of the hydraulic efficiency. The final value would depend on the pump selected by the
designer. Entering with the design flow rate, the curve immediately returns the value of the estimated
average or maximum optimum pump efficiency. Say that the supply system required a design flow rate
of 300 l/s; the practitioner would enter the curves and see that the expected average value of the
hydraulic efficiency of the pump would be 80% and the maximum that efficiency that could be found in
the marked is around 85%. These empiric curves can be a great resource to properly incorporate the
costs of pumping in the design of a water supply system. These results can be applied for the design
stages of a water supply system, for instance, in agricultural purposes or in urban areas.
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Abstract: The impact of waves caused by storm surges or floods could lead to significant damage to
marine and fluvial structures. Hydraulic forces add significant hydrodynamic loads on bridges built in
coastal and fluvial environments; therefore, the effect of the wave impact on bridge substructures must
be properly considered for the safe and cost-effective design of the piers. The use of laboratory-scale
models is a direct approach to investigate the effects of long waves on simple structures, mimicking
bridge piers. The present study describes a laboratory-scale model, where the propagation of two
different long waves in a flume, in the presence of two rigid cylinders, was investigated. The velocity
measurements were acquired by the Particle Image Velocimetry (PIV) technique, providing
instantaneous flow velocity vectors on 2D planes. For each experimental condition, the instantaneous
velocity field close to the cylinders was analysed, in order i) to depict how it changes during the wave
transit, and thus how the drag force acting on the cylinders could change, ii) to detect the spatial
distributions of vorticity downstream. Some first interesting results have been obtained, showing a quite
uniform distribution of the longitudinal velocity along the depth of the vertical plane upstream of the
cylinders, with increasing values during the wave transit. No interactions in the central part of the flow
downstream of the two cylinders was observed in the horizontal plane which are spaced approximately
ten times their diameter. Finally, the vorticity has also been studied, displaying a phase-varying
behaviour, which appears to lose symmetry during wave transit.
Keywords: Long waves, wave-structure interaction, particle image velocimetry, velocity distribution,
vorticity.

1. INTRODUCTION
In the fluvial and marine environment, fundamental civil infrastructures like bridges, are often exposed
to serious environmental loads, in particular when subjected to wave impacts. The extent of the damage
caused by extreme waves in bridge substructures suggests that wave forces were not adequately
considered in the design of piers. Therefore, in recent years there has been considerable interest in the
safety of such facilities in extreme wave conditions. Research on wave forces acting on the bridge pier
is essential for structural design and for the investigation of bridge failure mechanisms.
The use of laboratory-scale models is a direct and effective approach to investigate the effects of long
waves on simple structures. A certain amount of past literature focused on experimental studies of
different kinds of waves impacting on a vertical cylinder. Antolloni et al. (2020) discussed experimental
results of long and moderately long wave-induced vortex generation around a slender vertical cylinder,
obtained from velocity flow measurements acquired using the Particle Image Velocimetry (PIV)
technique. The results showed that vortex formation occurring in the long waves is attached to the
cylinder in the form of thin vortex tubes which appear symmetrically at angles of 40º-45º off the wave
propagation direction. Vested et al. (2020) performed an experimental study with the combined use of
PIV and Laser Doppler Velocimetry in order to investigate the force distribution on a vertical circular
cylinder exposed to shoaling regular waves. The force distribution was measured for twenty regular
wave conditions and in all cases it was found that the maximum force did not occur simultaneously on
the individual sections of the cylinder. Li et al. (2012) performed a wave basin experiment to examine
the interactions between multi-directional focused waves and a vertical bottom-mounted cylinder,
proving that the focused run-up is directly proportional to the wave parameters including wave
steepness, frequency bandwidth, and the directional spreading index. Wei et al. (2018) performed an
experiment to investigate the dynamic responses of a bridge tower subjected to ocean waves and wave-
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currents. Wave-induced base shear forces on the pile-group foundation and motion responses of the
tower were analysed and the results showed that when a wave period is close to the natural period of
the structure, an obvious resonance is induced on the structure. Furthermore, the longitudinal incident
waves induced the largest longitudinal base shear forces on the foundation and the greatest dynamic
motions on the upper tower of the structure. Mo et al. (2013) presented an experimental study
of plunging solitary waves on a plane slope, with and without the interference of a vertical cylinder, using
the PIV technique to record the time history of free surface elevations and temporal and spatial velocity
variations in two fields of view.
Recent studies also focused on the flow behaviour around multi-cylinder structures, considered as
obstacles necessary to mitigate the wave action. Tognin et al. (2019) exposed a peculiar experimental
setup, designed to investigate the interaction between solitary waves and rigid emergent smalldiameters cylinders representing rigid vegetation. Here it was observed observing that the cylinders
strongly reduce the wave height based on their density.
The purpose of the present work is to describe a small-scale experiment representative of the
propagation of long waves (such as for example flood waves due to heavy rains) on bridge piers. The
experimental model reproduces the propagation of two long waves in a flume, in the presence of two
rigid vertical cylinders simulating the bridge’s piers. The velocity measurements are obtained with the
use of the PIV technique, measuring instantaneous flow velocity vectors on different 2D planes.
Specifically, the experiments consisted of flow velocity measurements: i) along the longitudinal plane of
symmetry of both the cylinders, assessed upstream and downstream of each structure, and ii) on the
horizontal plane at a specific distance from the flume bottom. Two solitary waves were released in the
channel, overlapped on a uniform base flow, characterized by different values of flow rate, height, and
period.
The aim of the present study is to provide some new benchmark data to improve the understanding of
i) the time-varying vertical distribution of the drag and inertia forces acting on the cylinder during the
wave transit, based on detailed measurements of the velocity distribution, ii) the time-varying velocity
and vorticity field downstream of the cylinder in the horizontal plane.

2. EXPERIMENTAL SETUP
The experiments were performed at the Hydraulic Laboratory of the Polytechnic University of Bari (Italy).
The rectangular flume, having a length of 25 m and a width of 0.4 m, was characterized by sidewalls
and bottom constructed from Plexiglass which was well suited for optical measurements (see Figure 1).

Figure 1 – Side view of the experimental setup, with the position of the cylinders.
The head tank could be fed by both a low-pressure and a high-pressure water circuit. The low-pressure
main circuit provided constant flow conditions in the flume. The secondary high-pressure adduction pipe
could release an additional water discharge in the head tank, controlled by an electronic actuated valve
managed by a process PC with LabVIEW software. In this way, by properly tuning the added water
release, the desired wave was generated in the channel, superimposed on the base flow.
At the downstream end of the channel, a secondary tank was located to receive the discharged flow.
This was equipped with a triangular sharp-crested weir used to estimate the steady flow rate. The water
level was controlled by a sloping gate at the end of the flume. In order to reduce the reflection of the
generated waves, a structure with a high degree of porosity, consisting of a 2 m length metal cage with
a 1 cm mesh filled with d50 = 1.50 cm gravel, was positioned on the bottom of the final part of the flume.
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However, the measurements of the tested waves impinging on the model were acquired in a time period
specifically chosen to avoid any reflection.
The model was designed according to Froude similitude, using a length scale factor equal to 1/10
(model/prototype). In this way we could evaluate the target phenomenon consistently with the lab
available spaces. The experimental facility (Figure 1) consisted of two rigid cylinders having a diameter
d = 20 mm, located along the y axis of the same transversal section, at a distance of x = 10.9 m from
the header tank (being x the longitudinal axis of symmetry of the channel). They are positioned at equal
distanced from the x axis, with y = 100 mm and y = -100 mm, respectively (Figure 2).

Figure 2 – Sketch illustrating the positions of the FoVs, in side-view (xz) on the left and plan-view (xy)
on the right.
In order to obtain the flow velocity vectors on selected 2D planes, the velocity measurements were
acquired by a PIV technique. The 2D PIV system was equipped with a FlowSense EO 4M-32 camera,
a Bernoulli Laser (pulse energy of 200 mJ at 15 Hz) and a synchronizer controlled and monitored using
a computer. The system was handled in double-frame mode, where the sampling frequency was settled
to 13 Hz and the time interval between two frames of the same pair was 150 µs.
The data examined in the present work refers to the flow velocity measured in the horizontal plane (x,y)
located at z = 30 mm from the bottom of the flume and containing both the cylinders, and in the
longitudinal plane (x,z) passing through the centre of the first cylinder (located at y = -100mm).
In the horizontal plane, two field of views (FoVs) were properly selected (see Figure 2), each one
containing a cylinder respectively. In the vertical plane, four FoVs were chosen: two filming below the
free surface of the steady flow upstream and downstream of the cylinder respectively, and the other two
filming in the upper part, to detect the passage of the solitary wave, again both upstream and
downstream of the cylinder. In the present study, only data in the vertical plane upstream of the cylinder
are shown for the sake of brevity.
After calibration, the obtained PIV images in the vertical plane had dimensions 69 × 69 mm, while the
PIV images in the horizontal plane had dimensions 140 x 140 mm. The interrogation area of the images
during adaptive correlation processing was 16×16 pixels; thus, the velocity vectors were assessed on
points regularly spaced and distant 0.4 mm in the vertical plane and 0.8 mm in the horizontal plane,
providing a very high spatial resolution.
The water depth in the flume was set to be 10.3 cm and the base flow rate, calculated using the flow
rate scale for the Thomson-type triangular weir placed on the secondary tank, was 2.45 l/s.
In order to replicate, as an example, a flood propagation, two solitary waves, named O908 and O909,
were used in the experiments. Each one was generated by linearly opening and successively closing
the actuated valve of the high-pressure circuit for 19 s and 31 s (operating on a command PC in the
Labview environment). Consequently, setting the maximum valve opening percentage to 70% for O908
and to 80% for O909, they had a wave height of 2.5 cm and 5 cm respectively and a wave period T =
20,000 ms.
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The number of images acquired by PIV was limited by technical reasons related to storage size;
therefore, the number of images per measurement was set to 150t. Consequently, the total acquisition
time for each measurement was equal to 18,400 ms, that is lower than the entire wave period.
Nevertheless, this was sufficient to capture the ascending and descending phase of both waves.

3. EXPERIMENTAL RESULTS AND DISCUSSION
The stationary conditions in the channel, typical of the base flow, i.e., the one characterized by h = 10.3
cm and q = 2.45 l/s, provided a reference average velocity equal to u0 = 0.06 m/s. By setting the
kinematic viscosity  = 10-9 m2/s, the flow Reynolds number was Ref = 24000 and therefore the flow in
the channel was turbulent. We also calculated the cylinder Reynolds number, Recyl = u0 * d/ = 1200,
suggesting the presence of a laminar boundary layer on the cylinder front and a detachment of
alternating vortices downstream it (Kirkil et al., 2015; Maraglino et al., 2019).
To evaluate the velocity vector field from pairs of particle images, the adaptive correlation method was
used as first step of data processing. The resulting vector maps were examined and used also to extract
the vorticity maps. Firstly, and for both O908 and O909 waves, the analysis focused on the vertical plane
upstream of the cylinder (FoVs in Figure 2). The flow field was observed both in stationary conditions
and in wave conditions, while varying during the passage of the long wave. Considering that the u
velocity and the wave elevation are in phase, in Figure 3 the time series of the u horizontal velocity in a
selected point close to the cylinder (located at x=10.87m and z=0.03m) is shown. In this graph, some
specific values t/T are highlighted by a red line, referring respectively to the trough wave condition (P1),
the peak of the wave (P2), two values (equi-spaced) in the descending phase of the wave (P3, P4) and
the final value, approaching again the wave trough (P5).

Figure 3 - Longitudinal velocity time series relative to point Q during the propagation of the waves.
The vertical profiles of u were extracted for each instant time mentioned above, at the selected point
located at x = 10.87 m. Figure 4 displays the comparison between these five vertical velocity profiles of
u, normalized by the average velocity u0, for both the examined waves. The vertical profiles along z/h
have been obtained by merging the instantaneous velocity maps of the two FoVs (upper and lower, as
in Figure 2). In particular, for the O908 wave, the FoVs capture the image of the cylinder at 2 cm from
the bottom of the flume, while for the O909 wave, the FoVs capture it at 4.5 cm from the bottom of the
flume, in order to detect the entire height of the wave. It is evident that all the vertical profiles have a
quite flat vertical trend, meaning that the distribution of the u velocity is quite uniform along the depth.
Rather, we observe increasing values of u/u0 due to the wave transit, which reach a maximum at the
wave peak, as expected (u/u0 = 6.15 for O908 and u/u0 = 9.3 for O909). Moreover, the transit of the
wave is evidently proved also by the increased relative heights z/h where the velocities are detected,
with respect to z/h, close to 0.9 in the P1 profile. For the wave O908, a maximum relative wave height
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z/h = 1.13 is reached in P2, while for wave O909, the maximum relative height in P2 is z/h = 1.3.
Coherently with the descending branch of the wave, P3, P4 and P5 profiles show lower velocities and
heights gradually. The P3, P4 and P5 profiles for the O908 wave have similar u/u0 velocity values, being
the descending branch of the time series (Figure 3) less sloped than for the O909 wave.
Knowing the distribution of the longitudinal components of the longitudinal velocity u in both wave
conditions, may allow us to detect the force acting on the cylinder per unit height. In fact, expressions
like the Morison’s equation can be adopted in this case, considering the sum of the inertia and drag
contributions (1):
𝐹(𝑡) = 𝐶𝑀 ρ

𝜋𝑑 2 𝑑𝑢
4

𝑑𝑡

1

+ 𝐶𝐷 ρ𝑑𝑢|𝑢|
2

(1)

where ρ is the water density, CD is the drag coefficient and CM is the inertia coefficient (both can be
assumed ~ 1 in our case). It is evident that in the case of the O909 wave, the cylinder is expected to be
affected by higher force values e than in the case of the O908 wave, due to the higher u peak velocity
and greater variation in the time period of the u velocity.

(a)

(b)

Figures 4 - Comparison between the vertical profiles of the longitudinal velocity u normalized by the
average velocity u0, as measured at five instant times related to wave trough: (P1), wave peak (P2),
descending wave (P3 and P4), approaching trough (P5) for (a) wave O908 and (b) wave O909.
As a second step, the results obtained from the FoVs in the horizontal plane, at z = 0.03 m, downstream
of the two cylinders (Figure 2) were analysed for both O909 and O908 waves. In this case we chose
four instant times as been significant to describe the wave behaviour such as wave trough, ascending
branch, wave peak and descending branch.
For the O908 wave, Figure 5 shows the instantaneous velocity horizontal maps in the two selected
FoVs, each one containing a cylinder respectively, during the wave transit. The analogous plot is shown
in Figure 6 for the O909 wave. In such plots the reference system used refers to the frame (xf, yf). It is
necessary to point out the presence of a shaded region up to xf = 40 mm, due to the shadow caused by
the laser light source on the two cylinders. It is evident that, being the two cylinders spaced along y ~
10d, no interaction is observed in the central part of the flow, which remains quite undisturbed.
The horizontal velocity vectors (having components u along x, and v along y) gradually increase from
0.1 m/s to 0.4 m/s for the O908 wave and up to 0.5 m/s for the O909 wave, while going from the trough
condition to the peak one. This is observed generally in points far from the wake of the cylinder. Figures
5 and 6 in fact highlight the presence of a wake behind the cylinders, where the velocity magnitude
abruptly decreases (up to values from 0 m/s to 0.1 m/s) as expected and where a detachment of eddies
occurs.
To evaluate the vorticity Wz, we have computed the vorticity maps, plotted in Figure 7 and 8 respectively
for O908 and O909 waves, always for the selected four instant times. For the case of the wave trough,
opposite values of vorticity are observed (and quite symmetrical) downstream of each cylinder:
anticlockwise (negative) on the left side of the cylinder wake and clockwise (positive) on the right side.
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This is consistent with the stationary case of a flow impacting a cylinder. During the three successive
time steps (ascending, peak, descending) the symmetry seems lost, and the negative vorticity affects
also the right side, while the positive vorticity spreads more downstream. In the peak condition, the most
intense vorticity values are observed with values in the range from Wz = -0.1 s−1 to Wz = 0.1 s−1 for O908
wave and in the range from Wz = -0.2 s−1 to Wz = 0.2 s−1 for O909 wave.
Finally, we have examined how the presence of the two cylinders influences the velocity distribution in
the transverse direction. Figures 9 and 10 illustrate the transverse profiles of the longitudinal u velocity
during the trough, the ascending branch, the peak and the descending branch for the O908 and O909
waves. For each profile, the u velocity is normalized by its maximum value Umax measured along the
profile itself. Moreover, we compare the transversal profiles at five different positions, at increasing
distances from the cylinders (xf = 50.4 mm, xf = 70.4 mm, xf = 90.4 mm, xf = 110.4 mm, xf = 130.4 mm).

Figures 5 - The velocity in the horizontal plane during the wave transit: (a) trough, (b) ascending
phase, (c)peak and (d) descending phase of O908 wave.

Figures 6 - The velocity in the horizontal plane during the wave transit: (a) trough, (b) ascending (c)
phase, peak and (d) descending phase of O909 wave.
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Figures 7 - Vorticity in the horizontal plane during the wave transit: (a) trough, (b) ascending phase, (c)
peak and (d) descending phase of O908 wave.

Figures 8 - Vorticity in the horizontal plane during the wave transit: (a) trough, (b) ascending phase, (c)
peak and (d) descending phase of O909 wave.
At the same distance from the cylinders, the transversal profiles of the two waves show a similar trend,
meaning that in the region between the two cylinders and outside the wake, the velocity is quite uniform
with a magnitude of approximately 80% of the maximum value. A relevant velocity reduction is noted
downstream of the cylinders, passing from u/Umax = 0.6 to u/Umax = 0.01 in the case of the wave O908
in xf = 50.4 mm, and from u/Umax = 0.7 to u/Umax = -0.2 in the case of the wave O909, at the same
distance.
When a negative sign is observed for u/Umax, the presence of a vortex should be assumed. With
increasing xf distances, the velocity in the cylinders’ wakes gradually increase tending to represent the
original base flow.
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Figures 9 – Transverse profiles during the trough, the ascending branch, the peak and the descending
branch of O908 wave, at selected distances xf.

Figures 10 – Transverse profiles during the trough, the ascending branch, the peak and the descending
branch of O909 wave, at selected distances xf

4. CONCLUSION
This study describes a laboratory-scale model, where the propagation of two different long waves in a
flume in presence of two rigid cylinders, mimicking bridge piers, is investigated using Froude similtude.
The velocity measurements acquired by the PIV technique have provided the following results.
The vertical profiles of the longitudinal velocity u upstream of each cylinder, normalized by the average
velocity u0, for both the examined waves, show a quite flat vertical trend, meaning that the distribution
of the u velocity is quite uniform along the depth. Increasing values of u/u0 are observed due to the wave
transit, reaching a maximum at the wave peak, as expected (u/u0= 6.15 for O908 and u/u0 = 9.3 for
O909). Furthermore, the presence of the wave transit is evident also from the increased relative heights
z/h at the position where the velocities are detected.
Downstream of both cylinders, the velocities in the horizontal plane at the transverse distance of ~10d
between the two cylinders highlights that no interactions are observed in the central part of the flow
which remains quite undisturbed. In points far from the cylinders’ wakes, the horizontal velocity gradually
increases from 0.1 m/s to 0.4 m/s for the O908 wave and up to 0.5 m/s for the O909 wave, during their
transits. In the wakes behind the cylinders, the velocity abruptly decreases as expected and a
detachment of vortices occurs. During the wave trough, opposite values of vorticity are observed, and
which are quite symmetrical downstream of each cylinder. During the three successive examined time
steps, the symmetry seems to reduce, and the negative vorticity prevails close to the cylinders, while
the positive vorticity spreads further downstream.
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The velocity distribution in the transverse direction observed at five different positions, shows a similar
trend at the same distance from the cylinders for both waves, meaning that in the region between the
two cylinders and outside the wake the velocity, is quite uniform generally around 80% of the maximum
value. With increasing distances from the cylinders, the velocity in the cylinders’ wakes gradually
increase, tending to re-establish the original flow.
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Abstract: Flow duration curves (FDCs) express the link between a selected streamflow and the
percentage in time such value is exceeded. The curves provide a graphical insight into hydrological
regimes, though, the absence of time-series data is a significant shortcoming. Conversely to what
happens with hygrograms, flows in FDCs are represented without regard of sequence of occurrence.
This paper explores FDCs of 19 catchments for which, at least, 10 years of daily discharges are
available. FDCs can be built for any temporal scale (i.e. daily, weekly, monthly). In this study daily
discharges have been adopted because daily scale better represents the variation in flow. A particular
focus is on low flow data which are useful to the design: fish ladders, environmental passages and low
flow diversions. The work also introduces a unique hydrological area having the inner catchments similar
response among themselves in terms of low flow data. For such an hydrologically homogeneous area,
environmental flow, namely the amount of water released uniquely for biological requirements, is
appropriately detected.
Keywords: Biological demands, characteristic durations, environmental structures, fish passages, flow
duration curves, low flow data.
.

1. INTRODUCTION
Analysis of watercourse regimes, with a focus on low flows and droughts, is important for designing
storage and capture works, managing regulation devices and dealing with qualitative standards for the
ecosystem. Runoff data would ideally be obtained from the hydrometrical gauges but in most cases is
obtained through regional analysis that extrapolates available data at a number of measured sites to the
rest of a catchment. Searcy (1959) demonstrated that with a sufficiently long record of reliable
information curves can be derived that represent the cumulative frequency and enable data analysis
that can inform probabilistic modelling of future scenarios. Other work on Flow Duration Curves (FDCs)
is attributed to Vogel and Fennesey (1994,1995) who provide a brief history of their widespread use in
hydrology. More recent efforts tend to focus on the problem of curve regionalization. Vogel and
Fennessey (1994) introduced the idea of annual flow duration curves which have shown to be quite
useful for drawing probabilistic considerations on wet and dry years and for computing confidence
intervals associated with the curves. Following these conclusions, Castellarin et al. (2004a) modelled
the relationship between FDCs and Annual Flow Duration Curves (AFDCs) built on daily streamflow
series. His results provide an evaluation of the reliability of the regional FDCs for ungauged sites and
show that the reliability of the three best performing regional models are similar to one another. A
generation of time series of daily streamflows for ungauged sites has been also detected. Castellarin
(2004) tested the procedure over three catchments varying from 400 to 3000 km2 of size. LeBoutillier
and Waylen (1993) tried to relate FDCs to AFDCs through a five-parameter stochastic model of daily
streamflows. Albeit a widespread application of different forms of FDCs, curves based upon daily
discharges seem yet to be of principal use. This work provides a focus on low flow data dealing with
FDCs expressed in the form of ‘’characteristic durations’’ detailing a procedure explained by Searcy
(1959). In more recent efforts attributed to Claps (1997) and Verma et al (2017) there are attempts to
estimate environmental flow (EF) using FDCs. Verma made use of two different approaches, the former
one based on a period of record and the second on stochastic approaches for daily: 7-, 30-, 60-day
moving averages, and 7-daily mean annual flows. The procedure has been tested on 6 Indian
catchments. The results of the study presented here demonstrate a practical and appropriate tool for
assessing adequate EF for river courses characterized by similar precipitation pattern but different
catchments responses.
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2. STUDY AREA AND DATA
The study area, known as Liguria region, is located along the north eastern side of Italy (see Figure 1).
Major city is Genova which separates the eastern from the western river courses. The analysis considers
a group of 19 catchments for which at least 10 concurrent years of daily data are available. The period
of analysis belongs to 1951-1971. After 1977 the dismantlement of the Ufficio Idrografico Statale ,
namely the National Bureau in charge with hydrometrical information, has limited data only to level
observations and streamflows are no longer at disposal.

Figure 1 - Liguria Region with highlighted monitored catchments.
This area is characterized by river courses of intermittent and torrential flow regime where major flash
floods occur about twice a year, namely, in: November and April. During summer period, conversely,
flows are a consequence of a long sequence of non-rainy days (roughly more than 90) which highly limit
the water availability necessary for irrigation and potable purposes. The intermittent behavior is entailed
in those courses which are sharply dry almost all the yearlong and rebirth after intensive precipitation
events, thus flowing for several days before vanishing again. Torrential river courses have an extremely
variable flow regime with stream flows going from negligible values along the year to high peaks of
hundreds of m3/s in half a day. The floods, coupled with the high urbanizations, cause severe havoc in
the cities located next to their delta, both in term of moral and material damages. A paradigmatic
example of high damages is expressed by the photo below.

Figure 2 - Flood in Genova: November 2011
High slopes, short concentration times during the floods (generally in less than 8 hours the flood reaches
the delta at sea level originating from 700 m of height) and fast continuous alternation of sediment and
erosion areas along the riverbeds characterize hazardous and highly unpredictable response to sudden
precipitations.
In general, all 19 catchments have average slope varying from 3 up to 8% and catchment sizes around
150 km2 and river lengths less than 80 km. Three courses have been selected (see ‘Table 3’) being
representative of: extreme eastern (Roya), eastern (Argentina) and western (Petronio) rivers respect
the city of Genova. The former one closed at the hydrometrical section is 480 km 2 squared and origins
from 3050 m of height and reaches the delta after 60 km. The river course is located at the extreme
eastern side of the region next to the French border. Only one third of its total catchment is in Italian
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territory and the remaining part has been acquired by France after the Italian defeat of WWII. Its delta
is in Ventimiglia. Argentina catchment (total size S=220 km2) stretches along 39 km from Mountain
Saccarello (2000 m of height) to its delta at sea level near the city of Sanremo. Major tributaries have
intermittent patterns. In the upper part of the valley there are many slates, limestone and conglomerates
quarries. Average overall slope equals to 5.6 %. Petronio is located near the city of Genova and has
mean slope of 3.4% with highest altitude of 870 m above sea level.
Table 1 lists the 19 catchments under study. Columns report, respectively: the catchment’s area, the
period of absent information detected inside the total period considered, the driest month in the year
and the corresponding minimum flow value.
Table 1 - Catchments studied from 1951 to 1971, in * catchments with missing data.
Catchment’s
number

Catchment’s
name and area
(km2)

Missing Data between
1951-1971

1
2
3
4
5
6

Roya*; 477.78
Bevera*; 155.40
Nervia*; 123
Argentina; 192
Impero*; 69
Arroscia*; 202

7
8

Lerrone*; 47
Neva*; 124

9
10

Sansobbia*; 32
Bisagno*; 34

11
12

Lavagna*; 163
Graveglia*; 41

13
14

Entella; 364
Petronio*; 57

15
16
17

Piccatello*; 77
Bagnone; 51
Aulella*; 208

18
19

Calamazza*; 939
Vara* ; 206

1960-1961
1951-1956; 1960-1963; 1971
1956
No missing data
1951
1959: December
1960: January-February
1962: July-September
1951-1955; 1967; 1970-1971
1955-1964
1954: October, December
1966
1955-1963
1954: September-December
1969-1971
1953: September-December;
1955-1959
1960: January-March
No missing data
1951-1956;
1960: May-December
1961
1951-1956
No missing data
1951-1954
1955: June-July
1959: May-December
1960-1961
1963: January-August
No missing data
1954: November-December;
1958: August-November

Month with lowest
rainfall and minimum
corresponding flow
Q (m3/s)
September; 5.264
September; 0.419
September; 0.217
September; 0.474
August; 0.111
September; 0.442

September; 0.117
September; 0.31
August; 0.033
August; 0.09
August; 0.229
August; 0.193

August ; 0.497
August; 0.0431

August; 0.369
August; 0.432
August; 1.692

August; 5.340
August; 0.768

3. ADOPTED METHODOLOGY
For each of the above-mentioned catchments the FDC with duration referred to such known long-term
period has been built having ranked the daily recorded streamflows for ten years at disposal into a
descendent order. FDCs are synthesized at official characteristic durations (according to the National
Hydrographic Bureau custom, Annali Idrologici (1951, 1971)) which correspond to runoff values
available: 10, 91, 182, 274 and 355 days/year. To these values the National Hydrographic Bureaus
attribute the meaning of: runoff Q10 as maximum flood of reference, namely: the value available (or
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exceeded) 10 days a year, Q355 is minimum drought of reference, Q91 and Q274 being ordinary flood
threshold and ordinary drought threshold. Q182 is the semipermanent flow, namely, the streamflow
available half the year. The remaining durations: 10, 91, 274, 355 are specularly complementary within
a year. Shape factors are obtained from the ratio of streamflows set at the characteristic durations and
briefly describe the shape of the plotted FDCs. Durations between 274 and 355 deal with droughts going
from ordinary 274 to extraordinary 355-day limits. Q335 has been here additionally inserted as the
complementary runoff value of the month with minimum flow a year. Q335 represents, on the plot of
FDC, a pivot point for most of the 19 catchments which have the remaining data (Q336-to Q365) all
recorded into the driest month of the year. Results show that for the tail of FDCs the hypothesis that low
flow values follow the corresponding chronological sequence of observations is respected. The novelty
of the work is to introduce a link between the bottom part of FDCs and the corresponding temporal
sequence of low streamflows, which is known to lack by nature. Table 2 summarizes FDCs information
reporting: Q335 as the low flow value available, or exceed, 335 days/year in the hydrological year of
long term period (1951-1971), the shape factors (Q182/Q335 and Q274/Q335) evaluated in respect of
Q335 as the value of reference and the number of day/year the average minimum flow (reported in
column 4 of Table 1) is available on FDCs. In case such minimum flow (column 4 of Table 1) matches
totally to Q335 (column 2 of Table 2) the days/ year (column 5 of Table 2) naturally equal to 335. Such
coincidences have been highlighted in bold. The corresponding basins are, therefore, identified as a
unique homogeneous hydrographic area in respect of low flows. Shape factors can be detected for any
duration of reference and briefly summarize the shape of FDCs. However, the comparisons among
Q335 to Q10 and Q91 have been disregarded for lack of useful information since Q335 and Q10, Q91
belong to different hydrological regimes.
Table 2 - FDCs set at characteristic durations. Discharges expressed in m3/s.
Catchment’s
number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19

Q(335)

Q(182)/Q(335)

Q(274)/Q (335)

5.26
0.38
0.22
0.47
0.11
0.53*
0.06
0.39
0.03
0.1
0.15
0.16
0.66
0.06
0.38
0.42
1.82
5.5*
0.65

1.869
3.39
3.955
3.745
4.637
3.811
4.50
3.333
10
5.10
13.933
5.188
8.485
12.33
4.132
3.048
3.028
3.709
5.539

1.3118
1.58
1.773
1.723
2
1.811
2.333
1.872
2.667
1.70
4.667
2.438
3.182
4.33
1.579
1.738
1.643
1.735
2.431

Duration
(days/year)
335
333-335
335
335
335
343
= 296- 306= 338
=350-351
335
=340-354
322
327
342
348
340
333
343
338
322

It can be noticed that eastern catchments have similar low flow (catchment number: 1-5) behavior
conversely to western catchments (catchment number: 14-18) where the minimum flow is experienced
at the very tail of the curves. The formers have flatter slopes which denote (see Figure 3) the presence
of ground water storage able to balance flow especially during summer periods while the latter (see
Figure 4) have steeper slopes which reveal that flows are highly from direct runoff. A flat slope at the
very lower end reveals, in general, a large amount of storage while a steep slope indicates a negligible
amount.

150

Figure 3 - FDCs extract: eastern catchments respect city of Genova.

Figure 4 - FDCs extract: western catchments respect city of Genova.
Table 3 reports: maximum, mean and minimum average monthly flow for three selected catchments
groups during the period of study which comprehends: 1951-1971. Values are expressed in m3/s. Roya
is the unique catchment intensively fed by snow precipitation while Argentina and Petronio are sorted
examples of eastern and western catchments.
Table 3 - Monthly averaged stream flows. Discharges expressed in m3/s.

J
21.93
10.93
7.24
35.70
6.63
1.96
9.99
2.04
0.66

ROYA (1st group)
M
A
M
J
Jul
A
S
O
N
37.41 43.62 33.18 28.95 13.30 12.03 18.11 51.53 84.40
14.50 18.64 19.97 16.19
9.66
7.32
7.16
10.16 16.74
8.90
11.50 13.74 10.98
7.14
5.76
5.26
5.38
6.43
ARGENTINA (sorted example in 2nd group of similar catchments)
32.46 47.84 38.70 20.57
8.61
1.94
4.32
17.23 29.60 85.93
6.75
8.57
7.21
4.55
2.52
1.03
0.84
1.46
3.68
10.54
2.05
2.64
2.82
1.73
1.13
0.72
0.48
0.48
0.68
1.36
PETRONIO (sorted example in 3rd group of similar catchments)
7.65
6.60
4.91
3.07
1.36
0.59
0.41
2.87
4.51
11.41
2.41
2.12
1.78
1.02
0.59
0.25
0.14
0.35
0.92
1.98
0.68
0.96
0.83
0.50
0.31
0.10
0.04
0.09
0.17
0.45
F
26.51
11.23
7.49

D
46.96
13.13
7.86
55.31
7.20
1.86
7.66
2.18
0.75

Figures 5 and 6 show monthly discharges values which express the hydrological regime of the
catchments.
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Figures 5 - Averaged monthly maximum (left) and mean (right) discharges for Roya, Argentina and
Petronio.

Figure 6 - Averaged monthly minimum discharges (left) and cumulative precipitations (right) for Roya,
Argentina and Petronio.
Table 4 displays FDCs synthesized at characteristic durations. Q, average is evaluated summing all the
observed stream flows for each catchment (record length’s equal to 3650+) and dividing the result by
the amount of data. Incidentally it must be noticed that the duration associated to Q, average is never
known a priori but can be stated after its calculation, only. The curves are built according to the total
period method which requires that all discharges are ranked according to their magnitude and values
are, thereafter, sorted to set durations of 10, 30…274 and 355 days. This method is mostly transparent
in terms of final curve construction.
The other procedure is known as calendar year method which consists in considering the discharges of
each singular year ranked according to the magnitude. Subsequently, the discharges of each ordered
number are averaged. Shortcoming of this method, although very practical and used also in Annali
Idrologici is that the final averaged curve has the crest lowered (Q10—Q91) and the tail (Q274-Q355)
lifted up. Final values may slightly differ from the more accurate values reported in the total year’s
procedure.
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Table 4 - Streamflow data expressed in m3/s and synthesized at characteristic durations.
Catchment’s
number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19

Q(10)

Q(30)

Q(60)

Q(91)

Q(135)

36.30
12.20
19.60
31.3
8.09
21.80
5.47
14
7.72
8.04
35
6.73
103
6.60
12.9
11.7
37.50
221
52.20

25.10
5.03
6.41
11.20
3.64
9.60
1.65
6.27
2.82
3.75
16
3.76
42.30
3.43
7.03
5.53
17.7
105
21.3

18.90
3.49
3.12
6.18
2.12
6
0.84
3.88
1.41
2.19
8.32
2.46
22.20
2.27
4.37
3.38
11.7
61.9
12

15.50
2.60
2.07
4.08
1.42
4.37
0.55
2.69
0.86
1.29
5.30
1.77
14.10
1.62
3.18
2.46
9.12
44.6
8.04

11.90
1.77
1.38
2.73
0.87
2.93
0.35
1.30
0.5
0.81
3.21
1.24
8.60
1.09
2.30
1.80
7.05
30.9
5.34

Q,
average
13.14
2.51
2.77
4.98
1.49
4.50
0.83
2.68
1.06
1.34
5.66
1.49
15.21
1.36
2.79
2.31
8.24
42.03
8.25

Q(182)

Q(274)

Q(355)

9.83
1.29
0.87
1.73
0.53
1.99
0.27
1.30
0.30
0.51
2.09
0.83
5.60
0.74
1.57
1.28
5.50
20.4
3.60

6.90
0.60
0.39
0.81
0.22
0.96
0.15
0.73
0.08
0.17
0.70
0.39
2.10
0.26
0.6
0.73
2.85
9.54
1.58

4.61
0.21
0.16
0.36
0.07
0.32
0.03
0.29
0.5
0.08
0.07
0.10
0.40
0.02
0.31
0.31
1.39
4.46
0.44

These data, for all catchments, confirm that monthly average stream flows approximately related to Q91
are higher than the corresponding median value Q182 of reference. This is always true for highly skewed
data as daily stream flows is much emphasized in case of river of torrential regime whereas the floods
squeeze the average value toward shorter days.
Therefore, having the average value toward high flood (Q91) identifies all the Ligurian catchments being
typical of torrential regime and differences consist in catchments sizes, slopes, and precipitations
patterns.
Figure 7 show the average FDCs built according to the calendar year method.

Figure 7 - FDCs represented in long term period and later synthesized at characteristic durations
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4. RESULTS AND COMMENTS
The information detected from FDCs is more complete in respect to the one corresponding to only
streamflow data. FDCs not only provide information about water availability but also about percentage
in time such resource is present or generally exceeded either in a singular year, namely, immediate
hydrological scenario, or in a long-term year of reference, namely, general hydrological scenario. As a
matter of fact, in practical circumstances comparing a generic withdrawal to the available mean
streamflow has very poor strength in terms of water quality and quantity defense of the river body since
it is not known a priori the duration in a year (either short or long year of reference) associated to such
value and furthermore, it is not guaranteed that the streamflow record is thereafter depleted accordingly
to the streamflow withdrawn. Although FDCs disregard temporal sequence upon observations the
hypothesis that high flow values are independent while low flows are more likely to be strongly timely
correlated among themselves is supported by the results. The tails of the curves (from Q335 up to
Q365) show that a generic low flow into this last interval is generally followed by a subsequent low flow
observed the day after or two days after and all values (into the interval Q335 to Q365) belong to the
driest month of the year. (see ‘Table 2’ highlighted values). The authors suggest the use of Q335 as a
proper minimum EF useful to design fish passages and other biological requests. Additional increases
initial EF of 10% up to 20% can be added thus introducing a hydrological modulation along the year to
better comply the variation of needs. The benefit of the procedure is the detection of a specific duration
(335 days/year) whose corresponding streamflow datum, namely Q335, becomes the keystone between
non temporal consequential flows (Q1-Q335) to very likely consequential flows (Q335-Q365). Such a
value enables a better estimation of EF respect the one achieved using pre-defined formulas based
upon catchment’s overall: area, precipitation and slope.

5. CONCLUSIONS
The study considers the analysis on low flow values for FDCs of long-term period built for 19 catchments
under study. The paper is able to provide mean streamflow value estimation for rivers of intermittent and
torrential regime having such a value roughly sitting on the Q91 or, in other words, the discharge
available almost three months a year (not necessarily 91 consecutive days). A particular focus on the
tail of the curve is also provided through the evaluation of shape factors: Q182/Q335 and Q274/Q335
of FDCs. Still, the novelty of the research is that five catchments have the Q335 of long-term period
exactly coincident with the average value of minimum flow observed in the driest month of the year. For
almost all the catchments the tail of FDCs is represented by likely consecutive observations and in
particular the first five nearby catchments represent a unique hydrographic singularity which have similar
minimum precipitation pattern and similar minimum catchments responses. This study is a primary and
useful example of temporal information on low flows in FDCs.
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Abstract: A method is developed to generate bank-full river main channel geometry, to complement
an open-source Digital Elevation Model (DEM) and produce a calibrated hydraulic model reproducing
the extent of historically observed overbank flooding. This approach relies on limited surveyed cross
section and flow rate information and is potentially suitable for projects in developing countries where
the availability of measured data is limited. The method presented is applied to the case of the
seasonal flooding of the Baro River in the Gambela floodplain in Ethiopia, modelled with a twodimensional hydraulic model. The simulated flooding extent for the 1990 wet season is compared with
the observed flooding from 1990 satellite imagery and the expected flow interaction patterns with the
near Alwero River, showing good agreement. The calibrated model is also used to show the impact of
the planned TAMS hydropower dam on the Baro River flooding.
Keywords: dams, downstream impact, river bathymetry, seasonal flooding, hydraulic modelling,
remote sensing.

1. INTRODUCTION
Dams are instream structures providing a wide range of services, including energy supply, drought
and flood hazard mitigation, water supply, and recreation services (Graf, 1999, Bednarek, 2001,
Biswas, 2012, Ansar et al., 2014). In particular, the importance of dams cannot be understated for
developing countries (IRENA, 2020), where dam construction is expected to increase in the future to
mitigate uneven distribution of fresh water in space and time (ICOLD, 2019) and to support economic
and social development (Biswas, 2012).
On the other hand, the construction and operation of dams can cause different hydrological, social,
economic, environmental, geomorphological and ecological impacts (Power et al., 1996, Magilligan
and Nislow, 2005, Merritt and Wohl, 2006, Poff and Zimmerman, 2010, Marcinkowski and Grygoruk,
2017, Bejarano et al., 2019). Focusing on the area downstream of a dam, the hydrological impact, that
is, the change, caused by the dam presence and operation, of the patterns of flooding magnitude,
extent and duration, drives all the other types of impact (e.g., decrease in overbank flooding reduces
wetland recharge). Energy production maximization while minimizing the negative downstream impact
is the main evaluation principle in a hydropower dam project feasibility study; therefore, quantifying the
dam downstream impact, particularly the hydrological impact, is crucial for hydropower project
decision makers.
Numerical hydraulic models are keys to understand the hydrodynamics of a river system and its
flooding patterns, before and after dam construction, to quantify and map the hydrological impact. On
the other hand, model input uncertainties affect the accuracy of hydraulic models (Merwade et al.,
2008, Bales and Wagner, 2009), and consequently affect the accuracy of the overbank flooding
prediction. The availability of open-source Digital Elevation Models (DEMs) from remote sensing is
crucial when developing hydraulic models for dam projects located in developing countries, where
most of the hydropower projects are currently being designed and built. However, such DEMs do not
contain accurate elevation information for the underwater river main channel. Typically, river main
channel bathymetric information is collected by conducting topo-bathymetric surveys, and this
information complements the elevation information from a DEM for the overbank areas. However, river
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bathymetry data collection is often expensive and time-consuming (Bures et al., 2019, Chénier et al.,
2018) and, within specific projects in certain remote areas and with budget constraints, simply
unfeasible.
Different methods have been proposed to estimate river bathymetry (longitudinal slope and crosssection geometry), based on different sources and techniques and the amount of information
available. Some authors investigated the use of satellite images, such as assimilation of synthetic
Surface Water and Ocean Topography (SWOT) water surface elevation to determine the channel
depth and calibrate the roughness coefficient (Yoon et al., 2012, Häfliger et al., 2019) or the use of
band ratio and multi-band models to extract satellite driven bathymetry from high-resolution satellite
images (Chénier et al., 2018). These approaches, though promising, are still characterized by
uncertainty, especially in absence of survey data for verification. Hostache et al. (2015) used a particle
filter assimilation algorithm to extract the river bathymetry from GPS-equipped buoys, reporting a Root
Mean Square Error (RMSE) of 36 cm; however, the study did not consider the effect of abrupt
changes of topography in bathymetric estimation. Domeneghetti (2016) used a channel bank-full
depth and slope break approach to generate the 140 km Po River (Italy) reach bathymetry from a 90m
Shuttle Radar Topography Mission (SRTM) DEM, using linear statistical relationships to estimate both
bank-full discharge and slope breaks from drainage area-bank-full depth and flow width-water surface
elevation relationships, respectively. However, this method is not replicable for areas where there is
not enough gauge station data to establish statistical relationship between channel bank-full discharge
and drainage area as well as in the case of absence of high-resolution satellite data to establish flow
width and water surface elevation. Caviedes-Voullième et al. (2014) proposed an algorithm to
generate cross sections from 25 field surveyed cross sections and a 1m resolution LiDAR-based DEM
available for the floodplain. Though the proposed algorithm is promising, the inconsistencies between
DEM and the interpolated riverbed produced using the algorithm challenge its applicability. Bures et al.
(2019) developed a mathematical model to represent the bathymetry of the Otava River (Czech
Republic), with parameters estimated from 375 measured cross sections along the 1.75 km Otava
River. Though the bank-full discharge is one of the most critical parameters in river bathymetry
estimation, the study failed to consider the bank-full discharge and used instant Otava River flow as
design discharge. The approach needs a significant amount of surveyed data to estimate the
parameters of the model.
This paper presents and applies a method to calibrate a hydraulic model for flooding prediction that
combines an open-source DEM and a procedure for bank-full cross-section geometry generation. The
streamwise variation of the cross-sectionally-averaged depth is based on bank-full discharge
estimation from stream gauge flow data, river width digitization from aerial imagery, streamwise river
slope estimation from the DEM and uniform-flow calculations with friction coefficient determined from
limited surveyed cross-section geometry, river photos and (Jarrett, 1985)'s method. The reconstructed
main river bathymetry is then used to modify the available DEM within the river main channel region,
to conduct two-dimensional (2D) hydrodynamics simulations. The reconstructed bathymetry is
opportunely adjusted (calibrated) against historically observed river flooding extent. An application is
presented for the Baro River in southwest Ethiopia, characterized by seasonal flooding (we focus here
on the wet season) and complex overbank flow patterns in a lowland are where the absence of a
clearly defined drainage divide in the left overbank area leads to water exchange between Baro River
and Alwero River systems (natural river “diversions”).

2. MATERIALS AND METHODS

2.1.

The study area

The Baro River in southwest Ethiopia is part of the Baro-Akobo river basin system, which contributes
to the flow of the Sobat River, which in turn provides 48% of the White Nile flow (Wood et al., 2016).
Except for the Baro River and the Alwero River, which joins the Baro River downstream of the
Ethiopia-South Sudan border, all the other major rivers in the Baro-Akobo system, notably the Akobo
River and the Gilo River, join the Pibor River, which is a tributary of the Sobat River.
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Figure 1 shows the 29256 km2 catchment of the Baro River, upstream of its confluence with the
Alwero River. Figure 1 also shows the Baro River catchment location within the larger River Nile
catchment.
While the upper part of the Baro River catchment is mountainous and forested, in the lower part of the
catchment, starting from approximately 45 km downstream of the planned TAMS dam location, the
river flows through lowland areas with meandering patterns. The Baro River right overbank area is
relatively well constrained. On the contrary, the left overbank area is characterized by complex
flooding patterns, also due to the vicinity of the Alwero and Adura rivers with the absence of a welldefined drainage divide, resulting in the natural water transfer (natural “diversions”) between
catchments during the wet season.

Figure 1 – (a) Baro River catchment and (b) its location within the Nile River catchment.
The weather in the Baro River region is significantly affected by tropical monsoons from the Indian
Ocean; as a result, there is abundant rainfall during the wet season (May/early June to
September/early October) and low precipitation in the dry season (December to April). The region
presents a wide variety of ecosystems, such as wetlands, and activities such as navigation and
recreation (Gambela National Park) (Wood et al., 2016). The average annual flow (1928-2009) of the
Baro River, as measured at the stream gauge at Gambela (Figure 1) is 395 m3/s, a value equalled or
exceeded 39% of the year.
A number of hydropower and irrigation projects are either constructed or planned on the Baro-Akobo
basin (Sileet et al., 2013). Notably, the hydropower TAMS dam (Figure 1) is planned for construction
on the Baro River around 45 km upstream of Gambela. The dam height is 248 m, with a top-of-dam
elevation of 730 m a.s.l. and length of 1335 m. The maximum and minimum pool elevations are 726
and 625 m a.s.l., respectively. The total storage capacity is estimated as 5868 Mm3. The expected
hydropower output is 2000 MW ( 5.5 GWh/year), provided by eight turbines. In addition to
hydropower generation, the dam is planned to provide irrigation water during the dry season to the
fertile Gambela floodplain.

2.2.

The hydraulic model

The Hydrologic Engineering Center's River Analysis System (HEC-RAS) (Brunner, 2021) was used to
develop a two-dimensional (2D) HEC-RAS hydraulic model (based on volume and energy
conservation principles) for a longitudinal section of the Baro River stretching from the site of the
planned construction of the TAMS hydropower dam to the Baro-Alwero river confluence, located about
243 km further downstream. This long reach of the Baro River was considered to model the area that
will be affected by the construction of the TAMS dam, through overall flooding reduction, downstream
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of Gambela, and to capture the water exchange between Baro River and Alwero River catchments.
The use of a 2D numerical modelling approach, instead of 1D, is important for the Baro River,
characterised by overbank flooding during the wet season and complex flow patterns, especially in the
lowland areas.
The freely available Shuttle Radar Topography Mission (SRTM) 30m DEM from the U.S. Geological
Survey (USGS) was used as input for the model. A two-dimensional computational mesh, made of
100 m X 100 m computational elements, was used for the simulations. The finite volume solution
scheme implemented by the HEC-RAS 2D modelling has the capability to use unstructured
computational cells that may occur at the border of the computational domain. The default iterations
number (20) for solution was used for each computational time step in the model setup. Breaklines
were traced along both banks of the Baro River to capture the width variation of the river and refine
the computational mesh in the river main channel area.

2.3.

Estimation of bank-full discharge

Observed river flows (discharge at daily interval) in the Baro River flow are available at a stream
gauge at Gambela for a period of 82 years, from 1928 to 2009, obtained from the Ethiopian National
Meteorological Agency (NMA) and the Ministry of Water, Irrigation and Electricity (MoWIE) (ELC,
2017). A single, surveyed cross section is also available (Figure 2a), located about 5 km downstream
of the proposed TAMS dam at Bonga (ELC, 2017). The measured river flow at Gambela was
“transferred” to the measured cross section location using the drainage area ratio method (Williams,
1986, Emerson, 2005)
QU = QN * (AU/AN) k

(1)

where QU is the unknown flow at the location of the surveyed cross section (m3/s), QN is the known
flow at Gambela (m3/s), AU is the catchment area at the location of the surveyed cross section (km2),
AN is the catchment area at Gambela (km2) and k = 0.82 is a region-specific exponent obtained from
the analysis of 13 gauging stations located in the Baro River catchment upstream and downstream of
the planned TAMS dam (ELC, 2017). Based on the flow rate time series generated at the measured
cross section location, the bank-full discharge was estimated using flood frequency analysis
techniques, as the value corresponding to a return period of two years, obtaining a value of 1179 m3/s.

2.4.

Reconstruction of the river main channel depth

As mentioned, a single Baro River cross section was surveyed by (ELC, 2017) 5 km downstream from
the proposed TAMS dam location using an echo sounder Ohmex SonarLite (Figure 2a). This cross
section was taken as reference to reconstruct the river main channel cross section, not provided by
remote sensing techniques, at different locations (cross sections) in five different sub-reaches of the
Baro River, each characterized by an average slope obtained from the available SRTM 30m DEM
(Figure 2b).
At different locations along the Baro River, the bank-full discharge was estimated using Eq. (1) and the
known value of bank-full discharge at the location of the surveyed cross section. For each of the five
sub-reaches, a roughness Manning’s coefficient was assigned based on Manning’s values estimated
for uniform flow based on the only surveyed cross section, literature values based on the river
characteristics (Chow, 1959), or Jarrett (1985)’s equation. The latter equation was used for bed
gradient higher than 0.002, as follows
n = 0.39 * Sb0.38 * R-0.16

(2)

where Sb (ft/ft) is the riverbed slope and R (ft) is the hydraulic radius of the stream.
The width of the channel was estimated at each cross section considered along the River Baro from
the DEM and satellite imagery. Finally, knowing riverbed slope, channel width, Manning's coefficient,
and bank-full discharge, the reconstructed bank-full depth was computed for each cross section
considered along the river reach. The river channel was assumed to be rectangular, because the
channel carrying capacity is of interest here, more than the bathymetry-driven flow properties
gradients within a given cross section. Additional interpolated scaled cross sections were generated to
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increase the number of cross sections (Caviedes-Voullième et al., 2014). From the reconstructed
cross sections, a new terrain GeoTIFF was created in HEC-RAS Mapper and merged with the original
terrain DEM to carry out the 2D simulations.

2.5.

Model calibration

The inevitable uncertainty associated to the Manning’s coefficient estimation, reflecting upon the river
main channel bathymetry reconstruction, was finally mitigated by adjusting the resulting bathymetry
from the steps described in sections 2.2 and 2.3 in a few sub-reaches. This was done by trial and
error, to calibrate the simulated maximum flooded area against the historically observed flooded area
for the flood event considered (in this case, the 1990 wet season). In this sense, the bathymetry
produced, specifically the bank-full depth along the Baro River, was used as a calibration parameter
for the hydraulic model to match the inundation maximum extent extracted from the Landsat 5 satellite
imagery dated 4th October 1990.

3. RESULTS AND DISCUSSION
Five different sub-reaches of the Baro River were identified, each characterized by an average slope
obtained from the available SRTM 30m DEM, ranging from 0.0001 m/m at the downstream end,
towards the Baro-Alwero confluence, to 0.003 m/m upstream, at the TAMS dam location (Figure 2b).
The dotted lines in Figure 2b are the linear best fit curves, and the points represent the minimum
elevation of the cross section in the main channel. Using the procedures and inputs discussed above,
the reach-wise Baro river main channel roughness coefficient was estimated, obtaining values in the
range 0.024-0.053. The calculated Manning's coefficients were compared with typical Manning's
coefficient values (0.025-0.06) suggested in the literature (Chow, 1959) for similar streams and
showed good agreement.

Figure 2 – (a) Surveyed cross section in the Baro River (ELC, 2017) and (b) Baro River bed profile.
As mentioned, the 1990 wet season was considered for our simulations. The 1990 wet season was
the one characterised by the largest flows in the period 1928-2009. Our procedure was calibrated
against satellite imagery from Landsat 5, dated 4th October 1990, from which the maximum extent of
the flooded area was digitized, for comparison with the modelled maximum flooding extent.
Figure 3 shows a good agreement between modelled and observed maximum flooded areas. The
figure focuses on the area downstream of Gambela In the right overbank area, the extent of flooding is
relatively constrained by the floodplain topography, which is what is observed from the historical
satellite imagery (Figure 3a). In the left overbank area, the absence of a drainage divides between
Baro and Alwero causes water from the Baro River to flow into the Alwero system (Figure 3b). This is
confirmed by the feasibility study conducted by Selkhozpromexport (1990), describing the area as
“partially impounded” for large, low frequency, flood events, such as the one considered in this
analysis, therefore suggesting communication between the different river systems in the lowlands
downstream of Gambela.
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Figure 3 - Baro River 1990 flood extent in the Gambela floodplain. (a) Comparison of historically
observed maximum flooded area from Landsat 5 imagery vs simulated flooded area downstream of
Gambela and (b) Flooding in the left overbank downstream of Gambela, associated with Baro-Alwero
water exchange.

Figure 4 – Maximum flood extent comparison (a) without and (b) with the TAMS dam for the 1990 wet
season.
Once a calibrated model is produced for the river in absence of dam, different TAMS dam operation
scenarios (involving the opening/closing of spillways, bottom outlets, turbines) can be evaluated to
model their impact on the downstream flooding (downstream dam hydrological impact). To illustrate
this, the scenario with three spillways working simultaneously was considered here. The outflow
hydrograph from the dam, developed using level pool routing techniques, was used as input
hydrograph for the 2D model to simulate downstream flooding in presence of the dam. The peak flow
rate from the dam decreased by 55% compared to the natural hydrograph in absence of dam and
Figure 4 shows the resulting maximum flood extent comparison without or with dam for the reference
1990 wet season. As expected, the presence of the dam reduces the overbank flooded area, possibly
having a negative ecological impact on wetlands along the Baro River; it also stops the water transfer
from the Baro to the Alwero river system, at least for the protocol of dam operation considered here.

4. CONCLUSIONS
The method presented in this paper to reconstruct river main channel bathymetry uses limited data
and considers bank-full depth as a calibration parameter for a hydraulic model simulating river
flooding. The method was applied to the modelling of the seasonal flooding of the Baro River in the
Gambela floodplain in Ethiopia, in lowlands characterised by multiple river systems and complex flow
patterns including natural river diversions. The approach was shown to be able to capture the
conveyance of the main channel, which is key to reproduce historically observed flooding extent. The
agreement between simulated and observed maximum inundation area is satisfactory especially in the
area immediately downstream of Gambela (Figure 3a); further downstream the agreement remains
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visually good, and deviations are explained by observing that the historical inundation extent was
digitized from satellite imagery as a single polygon (in reality high ground areas exist, therefore not all
areas inside the polygon will be flooded) and that some flooding downstream of Gambela is also due
to sheet flow from the right side of the river (not captured by the model).
The hydraulic model produced in this study will be used to quantify and map the hydrological impact of
the TAMS dam construction and operation and the consequent impact on the downstream wetlands
and recession agriculture and fishing activities, all relying on the seasonal overbank flooding of the
Baro River. A preliminary simulation of the impact of the dam on the downstream flooding extent has
shown a significant reduction of the maximum inundation area (Figure 4b), with most of the flow
contained within the main channel and generally lower main channel flow depths (30% less),
compared with the scenario without dam.
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Abstract: Hydraulic structures with a sluice gate are commonly used for control of the flow. In
supercritical flow below a sluice gate, an accurate estimation of the water depth and boundary layer
thickness is important for the hydraulic design of a horizontal apron. The relation between water-surface
fluctuations and boundary-layer development has not been clarified. The aim of this paper is to
experimentally demonstrate the effect of boundary-layer development on water-surface fluctuations of
supercritical flow below a sluice gate. It is shown that water surface begins to fluctuate slightly upstream
of the critical point. The water-surface fluctuations and turbulence intensities downstream of the critical
point are also obtained, which demonstrates the length required for the water-surface fluctuations and
turbulence intensity distributions to nearly equal uniform open-channel flow.
Keywords: Supercritical flow, boundary-layer development, water-surface fluctuations, turbulence
intensity.

1. INTRODUCTION
Hydraulic structures with a sluice gate are commonly used for control of the flow. For supercritical flow
downstream of a sluice gate in a horizontal rectangular channel, the velocity distribution at the section
of the vena contracta becomes almost constant (Ohtsu & Yasuda, 1994; Roth & Hager, 1999). A
boundary layer develops from the vena contracta section and reaches the water surface. The point
where the boundary layer reaches the water surface is known as the critical point. The supercritical flow
between the section of the vena contracta and that of the critical point is referred to as the developing
flow, as shown in Figure 1.
In the supercritical flow below a sluice gate, an accurate estimation of the water depth and the boundarylayer thickness is important for the hydraulic design of a horizontal apron because the location of the
toe of a hydraulic jump is very sensitive to the supercritical flow depth. Recently, Takahashi & Ohtsu
(2017; 2009) showed that the boundary-layer development and the water-surface fluctuations at the
jump toe have important effects on the characteristics of air entrainment and the velocity fields in
hydraulic jumps. Additionally, for a given Froude and Reynolds numbers, Takahashi & Ohtsu (2017)
showed that the flow condition for the water surface in the supercritical flow depends on the boundarylayer development. Further study may be required to quantitatively clarify the relation between the watersurface fluctuations and the boundary-layer development of the supercritical flow below a sluice gate.
The aim of this paper is to experimentally demonstrate the effect of the boundary-layer development on
the water-surface fluctuations of the supercritical flow below a sluice gate. A method for analytical
calculation of the boundary-layer thickness and the supercritical flow depth is examined for the
developing flow by using the presented data. Using high-speed video camera images and the measured
values of the water-surface fluctuations, it is found that the water-surface fluctuations begin to occur in
the developing flow region. The water-surface fluctuations and the turbulence intensities in the section
downstream of the critical point are also obtained, determining the region where the distribution of the
turbulence intensity is similar to that of uniform open-channel flow.
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Figure 1 – Definition sketch for a supercritical flow below a sluice gate.

2. EXPERIMENTS AND EXPERIMENTAL SET-UP
The experiments were performed in a horizontal rectangular channel with channel width B = 0.40 m
under Fr0 = 8.0 and Re = 7.2×104 , where Fr0 [= U0 ⁄(gh̅ 0 )1/2 ] is the Froude number at the vena contracta
section (section 0 in Figure 1), U0 is the depth-averaged velocity at section 0, g is the acceleration due
to gravity, h̅ 0 is the time-averaged depth at section 0, Re (= ρq⁄μ ) is the Reynolds number, ρ is the
water density, q is the water discharge per unit width, and μ is the dynamic water viscosity. The water
was pumped from a basin to a constant head tank. The water discharge was controlled with a valve and
that was measured with an accuracy of ±2% using a sharp-edged weir. The supercritical flow depth was
controlled by a sluice gate which composed of a 4 mm thick stainless-steel plate with a sharp lower
edge.
̅̅̅̅²)1/2 were obtained by
The instantaneous water depth h (= h̅ + h') and the water-surface fluctuation (h'
using an ultrasonic water-level sensor (U.L.S.) of ±1% accuracy with a sampling frequency of 100 Hz
and a sampling time of 200 s, where h̅ is the time-averaged depth and h' is the fluctuating depth. This
measurement was conducted 10 times for each section. It was confirmed that the values of the timeaveraged depth determined by using the U.L.S. were equal to those obtained by using a point gauge
with a reading accuracy of ±0.1 mm. Additionally, the experiments undertaken confirmed that the vena
contracta section is located at a distance 2a downstream the sluice gate (Rajaratnam, 1977; Ohtsu &
Yasuda, 1994; Roth & Hager, 1999; Castro-Orgaz & Hager, 2014) and h̅ 0 = 0.64a (Rajaratnam, 1977;
Ohtsu & Yasuda, 1994), where a is the gate opening. The flow conditions for the water-surface
fluctuations were observed using a high-speed video camera recording at 1000 fps. To determine the
velocity characteristics, the instantaneous velocity u ( = u̅ + u' ) was measured by using a onedimensional laser Doppler velocimeter (L.D.V.), where u̅ is the time-averaged velocity in the x-direction,
u' is the fluctuating velocity in the x-direction, and x is the horizontal coordinate from the vena contracta.
Data were collected at a frequency of up to 4 kHz for each point. The Doppler signals were processed
with a sampling frequency of 25 Hz and a sampling time of 164 s. These measurements were carried
out along the centerline of the channel (z = 0), where z is the coordinate of a cross section.

3. ANALYSIS OF WATER DEPTH AND BOUNDARY-LAYER THICKNESS

3.1. Developing flow
To show the methods used for analytical calculations of the time-averaged depth and the boundarylayer thickness, it is assumed that the flow is two dimensional and that the loss of energy outside the
boundary layer is negligible. Bernoulli’s equation for the streamline along the water surface between the
vena contracta section (section 0 in Figure 1, x = 0) and the section of the developing flow region (section
1 in Figure 1, x = x) is expressed as
U0 2
U2
+ h̅ 0 =
+ h̅
2g
2g

(1)

where U is the velocity outside the boundary layer in the developing flow region. Using the dimensionless
quantity J (= U0 ⁄U ), Eq. (1) can be written as (Ohtsu & Yasuda, 1994)
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h̅
1
= Fr0 2 (1 – J –2 ) + 1.
̅h0
2

(2)

The continuity equation between sections 0 and 1 is written as
U0 h̅ 0 = U(h̅ – δ1 )

(3)

where δ1 is the displacement thickness, defined as
h̅

δ1 = ∫ (1 –
0

u̅
) dy
U

(4)

where y is the vertical coordinate from the channel bed. If the velocity distribution for u̅ in the boundary
layer is approximated by a one-seventh power law, the relative velocity u̅ ⁄U can be expressed as
u̅ ⁄U = (y⁄δ)1⁄7

for

0≤y≤δ

(5)

where δ is the thickness of the boundary layer, and the velocity distribution u̅ ⁄U outside the boundary
layer is constant:
u̅ ⁄U = 1

for

δ ≤ y ≤ h̅ .

(6)

Using Eqs. (5) and (6), the displacement thickness δ1 is written as
δ1 = δ⁄8 .

(7)

δ = 8δ1 .

(8)

Or, equivalently,

Substituting Eqs. (2) and (7) into Eq. (3), the relative boundary-layer thickness is expressed as (Ohtsu
& Yasuda, 1994)
δ
1
= 8 [ Fr0 2 (1 – J –2 ) + 1 – J ] .
̅h0
2

(9)

For the boundary layer in the open-channel flow, the momentum integral equation for two-dimensional
flow can be expressed as
dδ2
2δ2 + δ1 dU Cf
+
=
dx
U
dx
2

(10)

h̅

where δ2 [= ∫0 (1 – u̅ ⁄U)( u̅ ⁄U) dy] is the momentum thickness, Cf [= τ0 ⁄( ρU2 ⁄2 ) ] is the local skin
friction coefficient, and τ0 is the shear stress on the channel bed. Using Eqs. (5) and (6), the momentum
thickness δ2 is written as
δ2 = 7δ⁄72 .

(11)

Substituting Eqs. (7), (9), and (11) into Eq. (10), the following equation is obtained as
dx =

2
37U 23 U0 2
16U0 h̅ 0
[–
+
(
+ h̅ 0 ) –
] dU .
9Cf
2g
U 2g
U2

(12)

The local skin friction coefficient Cf may be expressed as that for a turbulent boundary layer along a
smooth flat plate with a zero pressure gradient (Schlichting, 1979):
Cf = 0.0592(ρUx⁄μ)–1⁄5

for
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3 × 105 ≤ ρUx⁄μ ≤ 1 × 107 .

(13)

After substituting Eq. (13) into Eq. (12) and integrating this with respect to x under the condition of the
vena contracta section (U = U0 at x = 0), the relative distance x⁄h̅ 0 is expressed as (Ohtsu & Yasuda,
1994)
5 4
x
23
8
⁄ 37
⁄
⁄
⁄
= 194Re1 4 [ Fr0 2 (1 – J –11 5 ) +
(2 + Fr0 2 )(J –1 5 – 1) – (1 – J 4 5 )] .
99
9
9
h̅ 0
⁄

(14)

Thus, for a given Fr0 and Re, the water-surface profile of the developing flow is calculated by using Eqs.
(2) and (14), and the boundary-layer development is calculated by using Eqs. (9) and (14). Furthermore,
the value of the critical point xcp is determined by using Eqs. (2), (9), and (14) under the condition at the
critical point (h̅ ⁄h̅ 0 = δ⁄h̅ 0 ) for a given Fr0 and Re.

3.2. Supercritical flow downstream of the critical point
In the section downstream of the critical point, the gradually varied flow equation in a horizontal
rectangular channel is expressed as
dh̅
f 1 V2
αBQ2
= (–
)⁄(1 –
)
dx
4 R 2g
gA3

(15)

where f is the skin friction coefficient, R is the hydraulic radius, V is the depth-averaged velocity, Q is
h̅
the discharge, A is the cross-sectional area, and α [= ∫ (u⁄V)3 dy⁄h̅ ] is the energy coefficient. For a
0

smooth rectangular channel, the skin friction coefficient f can be presented as (Knight et al., 1984)
1⁄√f = 1.81 log[(4ρVR⁄μ)√f] – 0.35

for

5.3 × 103 ≤ ρVR⁄μ ≤ 1.9 × 105 .

(16)

If R = h, Eq. (16) can be represented as
1⁄√f = 1.81 log(4Re√f) – 0.35.

(17)

After substituting R = h into Eq. (15), assuming α = 1, and integrating this with respect to x under the
condition at the section of the critical point (h̅ = h̅ cp at x = xcp ) gives (Ohtsu & Yasuda, 1994)
4
4
̅
h̅ cp
xcp
x
8
1 h̅ cp
1 h̅
2 h
=
[Fr0 ( –
) + ( ) – ( ) ] +
2
̅h0
̅
̅
̅
̅
4 h0
4 h0
h0
h0
h̅ 0
f Fr0

(18)

where h̅ cp is h̅ at the section of the critical point. For a given Fr0 , Re, and x⁄h̅ 0 , the water-surface profile
downstream of the critical point is calculated by using Eqs. (17) and (18). In Eq. (18), the relative value
of h̅ cp ⁄h̅ 0 and that of xcp ⁄h̅ 0 can be obtained from Eqs. (2), (9), and (14) as noted in Section 3.1.

4. RESULTS

4.1. Velocity distributions
For a given Fr0 and Re, Figure 2(a) shows the velocity distributions for the developing flow, and the solid
line in Figure 2(a) illustrates the calculated values obtained with Eq. (5). In the present study, the
boundary-layer thickness δ is determined by substituting the displacement thickness δ1 into Eq. (8). As
shown in Figure 2(a), in the range of 0 ≤ y⁄δ ≤ 1, the velocity distributions in the boundary layer of the
developing flow can be approximated by a one-seventh power law. For the outside of the boundary layer
(y⁄δ ≥ 1), the values of the relative velocity u̅ ⁄U become constant (u̅ ⁄U = 1). Additionally, the effects of
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Figure 2 – Velocity distributions for (a) the developing flow; (b) a section downstream of the critical
point.
the relative distance x⁄xcp on the velocity distribution of the developing flow are negligible. Figure 2(b)
shows the velocity distributions in the section downstream of the critical point, and the solid line in Figure
2(b) illustrates the calculated values obtained by using Eq. (5) with δ = h̅ . The relative velocity
distributions in the section downstream of the critical point are approximated by a one-seventh power
law, and the effects of x⁄xcp on the relative velocity distribution are negligible.

4.2. Water-surface profile and boundary-layer development
The water-surface profile and the boundary-layer development in accordance with h̅ ⁄h̅ 0 = f(x⁄xcp ) and
δ⁄h̅ 0 = f(x⁄xcp ) are presented in Figure 3 under a given Fr0 and Re. The dashed line in Figure 3 shows
the values of the boundary-layer thickness calculated using Eqs. (9) and (14). The solid line in Figure 3
shows the values of the water depth for the developing flow calculated using Eqs. (2) and (14), and the
dotted-dashed line in Figure 3 shows the values of the water depth for the section downstream of the
critical point calculated using Eqs. (17) and (18). As shown in Figure 3, in the developing flow
(0 < x⁄xcp < 1), the boundary-layer thickness δ⁄h̅ 0 and the time-averaged depth h̅ ⁄h̅ 0 increase with the
relative distance x⁄xcp . At the critical point (x⁄xcp = 1), the boundary-layer thickness is equal to the timeaveraged depth. In the section downstream of the critical point (x⁄xcp > 1), h̅ ⁄h̅ 0 increases with the
relative distance x⁄xcp . Additionally, the calculated values of the water depth h̅ ⁄h̅ 0 and the boundarylayer thickness δ⁄h̅ 0 are in agreement with the experimental values of h̅ ⁄h̅ 0 and δ⁄h̅ 0 , respectively.

4.3. Turbulence intensity distributions
For a given Fr0 and Re, the turbulence intensity distributions for the developing flow (0 < x⁄xcp < 1) in
̅̅̅̅²)1/2 ⁄U = f(y⁄δ) are shown in Figure 4(a). In the boundary layer (0 < y⁄δ ≲ 1), as
accordance with (u'
̅̅̅̅²)1/2 ⁄U become small with increasing the
shown in Figure 4(a), the values of the turbulence intensity (u'
̅̅̅̅²)1/2 ⁄U are smaller than
relative height y⁄δ. Outside the boundary layer for y⁄δ ≳ 1.2, the values of (u'
1/2 ⁄
̅̅̅̅
those in the boundary layer, and the values of (u' ²)
U outside the boundary layer are nearly constant.
Klebanoff (1955) indicated that the instantaneous position of the edge of the turbulent boundary layer
has a random character, and the edge rarely extends outside the region of 0.4 ≤ y⁄δ ≤ 1.2 . This
discussion means that the fully turbulent region and the intermittent region are formed in y⁄δ < 0.4 and
0.4 ≤ y⁄δ ≤ 1.2, respectively. Therefore, in the supercritical flow below a sluice gate, it may be considered
that the region in 0.4 ≤ y⁄δ ≤ 1.2 is intermittently turbulent.
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Figure 3 – Water-surface profile and boundary-layer development.

̅̅̅̅²)1/2 ⁄U; (b) the
Figure 4 – Turbulence intensity distributions for (a) the variation of y⁄δ with (u'
1/2
̅̅̅̅
̅
variation of y⁄h with (u' ²) ⁄U.
̅̅̅̅²)1/2 ⁄U with the
For a given Fr0 and Re, Figure 4(b) shows the variation of the turbulence intensity (u'
̅
⁄
relative height y h in the supercritical flow below a sluice gate. In Figure 4(b), the dashed line is the
distribution of the turbulence intensity for uniform open-channel flow (Tominaga & Nezu, 1992). In the
̅̅̅̅²)1/2 ⁄U near the water
range of 0 < x⁄xcp ≲ 0.8, as shown in Figure 4(b), the measured values of (u'
̅
surface ( y⁄h ≈ 1 ) are small and independent of the relative distance x⁄xcp . In the range of
̅̅̅̅²)1/2 ⁄U near the water surface (y⁄h̅ ≈ 1) increase with the
1 < x⁄xcp ≲ 1.5, the measured values of (u'
relative distance x⁄xcp . In the range of x⁄xcp ≳ 1.5, the magnitude and distribution of the turbulence
intensity is independent of x⁄xcp . It is shown that the distributions for the turbulence intensity in the range
of x⁄xcp ≳ 1.5 are nearly equal to those in the uniform open-channel flow, as shown by the dashed line
in Figure 4(b). Therefore, in the supercritical flow below a sluice gate, it is considered that the fully
developed flow is formed in the range of x⁄xcp ≳ 1.5.

4.4. Water-surface fluctuations
The high-speed video camera images for the water-surface fluctuations for a given Fr0 and Re are
shown in Figure 5. In Figure 5, the values of x⁄xcp and those of the boundary-layer development δ⁄h̅
are calculated by using Eqs. (2), (9), and (14). As shown in Figure 5(a), the water surface in the range
of 0 ≤ x⁄xcp ≲ 0.2 (0 ≤ δ⁄h̅ ≲ 0.3) is smooth like transparent glass. This is because the turbulence in the
boundary layer does not reach the water surface. As shown in Figure 5(b), the water surface begins to
fluctuate slightly in the range of 0.6 ≲ x⁄xcp ≲ 0.8 (0.7 ≲ δ⁄h̅ ≲ 0.8). This result might show that the
boundary layer reaches the water surface intermittently in the range of 0.6 ≲ x⁄xcp ≲ 0.8 (0.7 ≲ δ⁄h̅ ≲
0.8). As shown in Figure 5(c), the water-surface fluctuations at the critical point (x⁄xcp =1) are large
compared with Figures 5(a) and 5(b). As shown in Figure 5(d), the water-surface fluctuations in the
range of 1.6 ≲ x⁄xcp ≲ 1.7 are larger than those shown in Figures 5(a), 5(b), and 5(c).
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Figure 5 – Flow condition of water-surface fluctuations with Fr0 = 8.0 and Re = 7.2×104 for (a) 0 ≤
x⁄xcp ≲ 0.2; (b) 0.6 ≲ x⁄xcp ≲ 0.8; (c) 0.9 ≲ x⁄xcp ≲ 1.1; (d) 1.6 ≲ x⁄xcp ≲ 1.7.
̅̅̅̅²)1/2 ⁄h̅
For a given Fr0 and Re, Figure 6 shows the relation between the water-surface fluctuations (h'
̅
⁄
and the boundary-layer development δ h in the developing flow region, and the values of δ⁄h̅ are
calculated by using Eqs. (2), (9), and (14). The dashed line in Figure 6 indicates the trend for the watersurface fluctuations with boundary-layer development δ⁄h̅ . As shown in Figure 6, the measured values
̅̅̅̅²)1/2 ⁄h̅ in the range of 0 ≤ δ⁄h̅ ≲ 0.6 are small. However, the measured values of (h'
̅̅̅̅²)1/2 ⁄h̅ in the
of (h'
̅
̅
range of 0.7 ≲ δ⁄h ≲ 1.0 increase with δ⁄h , illustrating that water-surface fluctuations may begin to
occur if 0.7 ≲ δ⁄h̅ ≲ 0.8. This is because the water surface begins to fluctuate slightly in the range of
0.7 ≲ δ⁄h̅ ≲ 0.8 (0.6 ≲ x⁄xcp ≲ 0.8), as shown in Figure 5(b). It may be similar to air flow on a flat plate
in the turbulent boundary layer intermittently reaching y⁄δ = 1.2 (Klebanoff, 1955).
Figure 7 shows the streamwise change of water-surface fluctuations in the supercritical flow below a
sluice gate for a given Fr0 = 8.0 and Re = 7.2×104 . The dashed line in Figure 7 indicates the trend for
the water-surface fluctuations with the relative distance x⁄xcp . The values of the water-surface
̅̅̅̅²)1/2 ⁄h̅ in the range of 0 ≤ x⁄xcp ≲ 0.5 are small, and these results correspond with
fluctuations (h'
̅̅̅̅²)1/2 ⁄h̅ in the range of 0.5 ≲ x⁄xcp ≲ 1.5 increase with the relative distance
Figure 5(a). The values of (h'
x⁄xcp . The water surface, as shown in Figures 5(b) and 5(c), changes from smooth to uneven in the
̅̅̅̅²)1/2 ⁄h̅ in the range of
range of 0.5 ≲ x⁄xcp ≲ 1.5. Whereas, as shown in Figure 7, the values of (h'
1/2
̅̅̅̅²) ⁄h̅ in the range of x⁄xcp ≳ 1.5 are larger than
x⁄xcp ≳ 1.5 are nearly constant, and the values of (h'
⁄
those in the range of 0 ≤ x xcp < 1.5 . These results might demonstrate that the water-surface
fluctuations in the range of x⁄xcp ≳ 1.5 are similar to those obtained for uniform open-channel flow
because the distributions of the turbulence intensity in x⁄xcp ≳ 1.5 are nearly equal to those in uniform
open-channel flow, as noted in Section 4.3. Therefore, it is considered that the water-surface fluctuations

Figure 6 – Relation between water-surface fluctuations and boundary-layer development.

Figure 7 – Streamwise change of water-surface fluctuations.
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in the range of x⁄xcp ≳ 1.5 are fully developed for Fr0 = 8.0 and Re = 7.2×104 . To clarify the watersurface fluctuations of the supercritical flow below a sluice gate, further measurements for a wide range
of Fr0 and Re are needed.

5. CONCLUSIONS
The effect of the boundary-layer development on the water-surface fluctuations of the supercritical flow
below a sluice gate in a horizontal rectangular channel was experimentally demonstrated for Fr0 = 8.0
and Re = 7.2×104 . The results in this paper are summarized as follows:
(i)

(ii)

(iii)

(iv)

The time-averaged velocity distributions in the boundary layer for the developing flow and
a section downstream of the critical point can be approximated by a one-seventh power
law.
For a given Fr0 and Re, the water-surface profile and the boundary-layer development in
the developing flow region can be calculated by using Eqs. (2), (9), and (14). The watersurface profile downstream of the critical point is obtained by using Eqs. (17) and (18).
In the developing flow region, high-speed video camera images show that the water-surface
fluctuations begin to occur if the boundary-layer development δ⁄h̅ becomes equal to 0.7–
0.8.
The water-surface fluctuations and the turbulence intensities in a section downstream of the
critical point are nearly equal to those in uniform open-channel flow if the relative distance
x⁄xcp is greater than 1.5.
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