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Abstract
Most existing image denoising approaches assumed the noise to be homogeneous white Gaussian
distributed with known intensity. However, in real noisy images, the noise models are usually unknown
beforehand and can be much more complex. This paper addresses this problem and proposes a novel
blind image denoising algorithm to recover the clean image from noisy one with the unknown noise model.
To model the empirical noise of an image, our method introduces the mixture of Gaussian distribution,
which is flexible enough to approximate different continuous distributions. The problem of blind image
denoising is reformulated as a learning problem. The procedure is to first build a two-layer structural
model for noisy patches and consider the clean ones as latent variable. To control the complexity of the
noisy patch model, this work proposes a novel Bayesian nonparametric prior called “Dependent Dirichlet
Process Tree” to build the model. Then, this study derives a variational inference algorithm to estimate
model parameters and recover clean patches. We apply our method on synthesis and real noisy images
with different noise models. Comparing with previous approaches, ours achieves better performance.
The experimental results indicate the efficiency of the proposed algorithm to cope with practical image
denoising tasks.
1 Introduction
Image denoising is a fundamental problem which has been studied for decades in the area of computer
vision and image processing [1, 2, 3, 4, 5, 6, 7, 8]. Most of the previous approaches were developed under
the assumption that the noise follows homogeneous white Gaussian distribution with fixed, known standard
deviation σ. However, the noise models of real images can be much more complex rather than one-parameter
homogeneous white Gaussian noise. As stated by Tsin [9], in real images, the noise can be introduced by
multiple different sources (e.g., capturing instruments, data transmission media, image quantization and
discrete source of radiation). The noise types can neither be Gaussian nor homogeneous especially when
the series and band of the capture device, its setting (ISO, aperture, shutter speed), as well as the image
acquiring environment are unknown [10, 11]. As a result, the statistics of the noise can be signal, frequency,
scale and spatial dependent. Thus, for practical use, image denoising algorithms must be flexible enough to
efficiently cope with complex noise, even when the noise model is not provided. Such problem is defined as
the “blind image denoising”.
Portilla [12, 13] proposed a generalized version of the BLS-GSM denoising method [14]. This method
relaxed the the assumption that the noise is homogeneous white Gaussian distributed by adopting a zero-
mean correlated Gaussian model to estimate the noise for each wavelet subband. Liu et al.[10] proposed a
segmentation-based algorithm for JPEG image blind denoising to cope with intensity-dependent noise. The
method first segmented an input image into small piecewise areas; then introduced a so-called “noise level
function” (NLF) to model the relation between the gray level of a pixel and its noise level. A Gaussian
conditional random field is constructed for denoising. Recently, Lebrun [11] introduced a new approach
called “multiscale noise clinic” with the state-of-the-art performance. It is an adaption of the NL-Bayes [4].
Similar to [12] and [13], this method introduced a zero-mean correlated Gaussian noise model for each group
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Figure 1: Left to right: noisy image, denoising results of [11] and ours.
of similar patches and estimated the covariance matrix of noise for each group with the noise estimation
algorithm in [15].
All these above algorithms made good efforts in investigating the relation between signal and noise.
However, one common assumption they rely on is that the noise on certain group of patches or pixels within
an image is homogeneous Gaussian distributed when the patches share certain features (e.g., similar pixel
intensity [10], similar patches in transform domain [13, 12] or feature domain [11]). These methods proposed
different schemes to group patches or pixels in different domains from the noisy image. Then the noise
is eliminated with the conjunction of a thorough noise estimation method for each group followed by an
adapted denoising method. These methods achieved good performance, but the researchers also suggested
that their noise models may still be inflexible for noise on real images as the empirical image noise can be
more complex [9, 10, 11]. To cope with real noisy images, the following issues must be considered as well:
• The Noise on real images can be frequency, intensity, scale and spatial dependent. The dependency
relation between noise and the image is not fixed and can be very complex to be well modeled.
• Even the dependency relation between noise and signal were known, resulting in the patches (or
pixels) being well grouped, the underlying noise model within each group may not be well estimated
by Gaussian distribution (e.g., the true noise model can be non-Gaussian and even multi-model in real
cases).
The noise model of these existing algorithms may still not be flexible enough to model the dependency
between noise and signal for real noisy images. Fig. 1 shows an example of the denoising result of [11] on an
old photo of David Hilbert (downloaded from his Wikipedia profile1). The algorithm in [11] can eliminate
some but not complete noise because of the loss of generality of its noise model.
We consider the blind image denoising from a new perspective. Instead of investigating the complex
relation between noise and different image features, we directly model the empirical noise of an image with a
multi-modal and non-Gaussian distribution which is flexible enough to cover a wide varieties of image noise
models. A natural selection of such distributions is the mixture of Gaussian distribution (MoG) which is not
only a universal approximator to all continuous distributions, but also a fundamental multi-modal model
for heterogeneous data [16, 17, 18]. To recover the clean image, we formulate the blind image denoising
as a learning problem to estimate noisy patch model with complex noise (MoG). We treat the clean image
patches as latent variables (or missing data) and estimate them when the model is learned. Motivated by
the facts that clean natural image patches are well modeled by the Mixture of Gaussian distribution [19, 20]
and lie in local subspaces [21, 22], we introduce a low-rank Gaussian mixture model for the modeling of the
underlying clean image patches. A two-layer structural mixture model for observed noisy patches is derived
accordingly.
1https://en.wikipedia.org/wiki/David_Hilbert
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To infer the free parameters within this model (e.g., the number of components of the MoG for noise and
clean patch model, the rank of each Gaussian component), this study introduces Bayesian nonparametric
techniques for model construction. We propose a novel nonparametric prior called “Dependent Dirichlet
Process Tree” as a prior for the structural mixture model. We derive a novel nonparametric structural
mixture model and approximated the full posterior distribution of the model with variational inference.
Fig. 1 shows an example of the denoising result of our method comparing with [11]. The proposed approach
efficiently eliminate the complex noise on the real images and well-preserve the detailed features.
To summarize, the contribution of this work is five-fold as follows:
1. We introduce MoG to model the complex noise on real images, which is a new attempt in the area of
image denoising.
2. We formulate the blind image denoising in a new framework: first, build model for noisy patches and
treat clean ones as latent variables; second, estimate the parameters of the model as well as the latent
variables to recover the clean patches.
3. We propose a novel dependent nonparametric prior called “Dependent Dirichlet Process Tree” and use
this prior to build nonparametric Bayesian model for noisy patches.
4. We develop a variational Bayesian algorithm to infer the proposed model to estimate the model as well
as the latent clean patches for practical image denoising problems.
5. We conduct extensive experiments on both synthetic and real noisy images with our method. The
experimental results show that the proposed noise model is efficient for empirical noise on real-world
images and the proposed method can cope with empirical image denoising tasks for real noisy images
with the best performance.
The remainder of the paper is organized as follows: Sec. 2 introduces the background of Dirichlet process
which is used to build the nonparametric model for blind image denoising. Sec. 3 introduces our novel
framework for blind image denoising. Sec. 3.1 derives an elegant nonparametric prior and Sec. 3.2 applies
it to build a Bayesian nonparametric model for blind image denoising. Sec. 4 presents the derivation of
posterior inference algorithms to learn the clean patches from noisy observations. Sec. 5 conducts extensive
experiments of our method compared with related works. Sec. 6 provides the discussion of this study and
future work.
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Figure 2: Three components of a tree-structured dependent mixture model. Each layer denotes a mixture
model consist of certain components represented by nodes. In the bottom layer, each component is parame-
terized by θ1, θ2 and θ3. In the higher layer, each component is parameterized by θ1. The children of a node
in the bottom layer shares the same θ2 and θ3, e.g., component 2 and 3.
2 Dirichlet Process
The Dirichlet Process [23] specifies a distribution over the space of probability measures on a measurable
space (Ω, B), i.e., each draw of a Dirichlet Process is also a distribution. It is parameterized by the con-
centration parameter α and base measurement H. Let G be a sample drawn from DP (α,H), Ferguson [23]
proved that, for all {B1, . . . , Bk} of Ω with Bi ∈ B,
(G(B1), . . . , G(Bk)) ∼ Dirichlet(αH(B1), . . . , αH(Bk)).
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G is potentially infinite dimensional and almost sure discrete even when H is non-atomic [24, 25]. As DP
can generate discrete distributions on continuous parameter spaces, it is widely used as a prior for mixture
models which is a linear superposition of component distributions [26]. The basic form of a Dirichlet process
mixture model is
G ∼ DP (α,H)
θn ∼ G
xn ∼ F (·|θn).
Given such representation, data x1, . . . , xN are considered to be drawn from distribution F with parameter
θ1, . . . , θN . The parameters are drawn from the distribution G. With a finite N , the suitable dimension of
G, or number of components for the mixture model, can be learned to represent the data, as well as the
parameters of the mixture.
The Dirichlet process mixture is a foundation for large number of Bayesian nonparametric models that rely
on mixture representation of data. Even though G is abstract, it can be constructed by several methods for
the convenience of inference. Next we review two of them to work with this infinite-dimensional distribution.
2.1 Chinese Restaurant Process Construction
The Chinese restaurant process (CRP) is a simple constructive representation of DP [24, 27]. Imagine that
we have a Chinese restaurant with infinite many tables. Customers (data) arrive and choose to sit at some
table according to the following random process:
1. The first customer sits at the first table with probability one, and orders a dish θ1 ∼ H
2. The (N + 1)-th customer chooses the first unoccupied table with probability αN+α , and orders a new
dish (parameter) θk ∼ H, or joins an occupied table with probability cN+α , where c is the number of
people sitting at that table.
Note that if G ∼ DP (α,H) and θ1, . . . , θn ∼ G, then θ1, . . . , θn will follow a CRP.
2.2 Stick-breaking Construction
The stick-breaking construction of DP is introduced by Sethuraman [25], which allows one to construct G
directly before drawing θn. Consider two infinite collections of independent random variables, θi ∼ H and
Vi ∼ Beta(1, α) for i = {1, 2, . . . }. If
pii = Vi
i−1∏
j=1
(1− Vj)
G =
∞∑
i=1
piiδθi ,
we have G ∼ DP (α,H), where δθi is the Dirac probability measure concentrated at θi. The variable Vi can
be considered as the proportion broken from the remainder of a unit-length stick with size proportional to
random draws from Beta(1, α). Then the weight pii of a component i is the length of each of the infinite pieces
of stick, Vi
∏i−1
j=1(1 − Vj). More random variables in the range of [0, 1] are multiplied and thus the weights
tends to zero exponentially. A nice feature of the procedure is that the construction of G is independent
with θ1, . . . , θN , which is a significant advantage of this representation over CRP for mean-field variational
inference.
3 Proposed Model
Our goal is to develop a Bayesian nonparametric method for blind image denoising. We formulate the
denoising problem as a learning procedure. We constructed a model for noisy patches and treated the clean
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ones as latent variables (missing data) of the model. We estimate the model, as well as the latent variables
with the observed noisy patches, and the clean images can be well-recovered accordingly.
Let i ∈ {1, . . . , N} and N is the total number of data instances, an observed noisy patch xi ∈ Rd,
contaminated by noise ei ∈ Rd, can be expressed as
xi = xˆi + ei, (1)
where xˆi ∈ Rd is a latent variable corresponding to the underlying clean patch, d is the dimension of
each patch. To generate xi, the procedure can be naturally split into two parts: (1) a clean patch xˆi is
first drawn from a clean patch model as a latent variable, (2) xi is drawn with xˆi and the noise model.
We identify two significant features of clean natural image patches to model the clean patches. First, as
investigated in [28, 19], clean natural image patches can be efficiently modeled by MoG. This attribute has
also been used in other image processing algorithms [5, 6, 28]. Second, the real-world high dimensional
signals (including clean image patches) are always well-modeled by certain low-rank representation [29] since
natural signals are rarely of full rank [29, 5]. Following the above features, we propose a mixture of low-rank
Gaussian distribution (low-rank MoG) with T components for clean patch modeling. The clean patches
associated within the same component are assumed to lie on a subspace. The parameters associated with
the low-rank MoG include a T -dimensional probability vector pi = [pi1 . . . piT ] for component weights and
ω = {ω1, . . . , ωT }, where ωt is the parameters of the tth subspace with t = 1, . . . , T . However, the noise model
is unknown for blind image denoising. For patches sharing the same subspace t, we model the noise associated
on them by a MoG with Kt components. The idea is reasonable as MoG is a universal approximator for all
continuous distribution [16]. Similar noise modeling strategy can also be found in [17] and [18]. Each MoG
is parameterized by the component weight vector κt = [κt,1 . . . κt,Kt ] and φt = {φt,1, . . . , φt,Kt}, where φt,k
corresponds to the parameters of the kth Gaussian component on the tth subspace with k = 1, . . . ,Kt.
Under the above model, we can interpret the procedure of generating a noisy patch xi as follows: first,
a clean patch (latent variable) is generated from a subspace with parameter ωt; after that, ei is drawn from
a component of the MoG associated on subspace t with parameter φt,k. Thus, xi can be considered to
be generated from p(·|ωt, φt,k) =
∫
dxˆip(·|φt,k, xˆi)p(xˆi|ωt). From this perspective, the noisy patch model
is essentially a tree-structured dependent mixture model. At the top layer, the observed noisy patches are
divided into T groups. At the second layer, each group is a mixture of components sharing the same ω, i.e.,
the latent clean patches of the noisy ones in the same group are drawn from the same subspace.
In this section, we propose a statistical model for the above procedure as the noisy patch model. The
clean patches are considered to be latent variables. As long as the above-mentioned hierarchies are explored,
the parameters and the latent variables (clean patches) can be well estimated. Finally, the clean image can be
recovered accordingly. On building the model, we adopt Bayesian nonparametric methodology to inference
the complexities of both layers (e.g., T,K1, . . . ,Kt) and build an elegant dependent Dirichlet process called
Dependent Dirichlet Process Tree (DDPT) for this problem. DDPT can efficiently capture the dependency
relation of parameters in a tree-structure. Then, we apply the DDPT on noisy patch modeling for the
problem of blind image denoising.
3.1 Dependent Dirichlet Process Tree
The DP can be used to build nonparametric models that rely on mixtures to represent distribution on data.
However, the process cannot capture the structure among the components. For a mixture model, where
each component is parameterized by a distinct ΨL = {θ1, θ2, . . . , θL}. In real cases, several components may
share certain subset of ΨL, denoted as Ψj = {θ1, . . . , θj}. To capture this property, we divide the data into
different groups and each group is represented by a mixture model whose components share the same Ψj .
Each group can be considered as a component of a higher layer mixture model, which is parametrized by
Ψj = {θ1, θ2, . . . , θj}. This kind of dependency can occur in the higher-layer mixture recurrently and form a
hierarchical dependency tree among the mixture components with at most (L+ 1) layers (the first layer has
only one component with all data). Each component at the lowest-layer mixture model lies along a path in
a hierarchy. An illustrating example is shown in Fig. 2 which may also explain a bit here.
Here, we build the DDPT as a prior for structured multi-layer representation of mixture model to capture
such dependency relationship. A Dependent Dirichlet Process Tree with L layers can be defined by imaging
the following scenario. Suppose that there are L cities along a travel route. The first city has one Chinese
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Figure 3: The representation of “Chinese Restaurant Tourism Process”. Each layer corresponds to a city and
the boxes are the Chinese restaurants in the city. Each circle is one of the infinite tables in each restaurant.
A tourist (represented by number) choose a table in a restaurant with CRP and the parameter on the table
is the dish ordered.
restaurant with infinite number of tables, and the rest of them all have infinite number of such Chinese
restaurants. On each table in the restaurants of a city, there is a card with the name of another restaurant in
the next city along the travel-line as a recommendation. Thus, the restaurants of all the cities are organized
into a L-layer tree with infinite branches.
A tourist arrives in the first city and begins the travel along the route. He plans to go to Chinese
restaurant once in each of the cities. So he enters the only Chinese restaurant in the first city and selects
a table according to a CRP in Sec. 2.1. Then, he follows the recommendation on the table and goes to the
restaurant identified on the table of the next city, again selects a table according to CRP. At the end of
the trip, the tourist has visited exactly L restaurants which constitutes a path from the only restaurant of
the first city. We name the above process the “Chinese Restaurant Tourism Process” which can construct
a DDPT and an illustrating example is shown in Fig. 3. After N tourists finish the same travel schedule, a
L-level tree with potentially infinite branches is built with the collection of the tourists’ paths.
3.1.1 DDPT for Dependent Mixture Model
The DDPT can be used as a prior to model the hierarchies of the dependent mixture model discussed
before. For instance, consider a MoG whose components are Gaussian distributed. Each component i
is parameterized by µi and Σi as the mean vector and covariance matrix respectively. Here, we define the
dependent MoG as follows: the top layer represents a mixture of MoG (MMoG). The Gaussian components of
each MMoG component share the same mean vector. The second layer is formed by the Gaussian components
of these MoG.
A two-layer DDPT can be used as a prior to build a nonparametric dependent MoG. For each data xt,
the mean vector µt is drawn from a CRP as Sec. 2.1 at first. Then Σt is drawn from the CRP that µt
identifies. The generative model of this procedure is
G1 ∼ DP(α1, H1) µt ∼ G1
G2,µt ∼ DP(α2, H2) Σt ∼ G2,µt
xt ∼ p(·|µt,Σt).
Here, µt is drawn from the first layer DP with concentration parameter α1 and base measurement H1.
Σt is drawn from the second layer DP of the sample’s group with concentration parameter α2 and base
measurement H2.
By repeating the above process, it is straightforward to derive the extension of the above generative
model for DDPT with more layers.
3.1.2 Stick-breaking Construction for DDPT
The DDPT can also be represented with a stick-breaking construction. Let the root stick’s length be pi0 = 1.
At the first layer, the stick is broken via a stick-breaking process in Sec. 2.2 with parameter α0, i.e., the
length of the ith segment is pi1,i = pi0V1,i
∏i−1
j=1(1 − V1,j) for i = {1, 2, . . . }. Then, at the second layer, the
stick-breaking is applied to each of the stick segments at the first layer, e.g., for the kth layer pi1,k, the stick
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lengths of its ith child segments is pi1,k,i = pi1,kV1,k,i
∏i−1
j=1(1 − V1,k,j) with i ∈ {1, 2, · · · }. Such process
continues for the L layers, which can be understood with Fig. 4.
· · · · · ·
(a) Dirichlet process stick breaking
· · · · · ·
(b) Two-layer DDPT stick breaking
Figure 4: (a) Dirichlet process stick-breaking procedure, with a linear partitioning. (b) Two-layer DDPT
stick breaking process. A stick with unit length is partitioned into stick segments via a stick-breaking process.
Each stick segment is set to be unit length and an extra stick-breaking process is performed.
3.1.3 Remarks on DDPT
The proposed DDPT is not the only model to capture the dependency among mixture components in the
area of Bayesian nonparametrics. Hierarchical DP (HDP) [30] introduced a sharing mechanism to allow the
sharing of mixture components for multiple Dirichlet process mixture models. The nested Chinese restaurant
process [31, 32, 33] is a tree-structured extension of CRP for hierarchical clustering and the hierarchies built
by nested CRP is similar with ours. But the dependency of parameters among components is not modeled
explicitly. [34] is the combination of the above two models to allow the sharing of mixture components
for different sub-trees. [35] is an approach for modeling dependencies among mixture components, which
is designed for mixture of MoG. It proposes DP with different base distributions for each MoG. And the
base distributions are generated from a higher-layer DP. All these approaches achieve excellent performance
under their consideration. But the problems they address focus on building the hierarchies for clustering,
which is different from ours, resulting in the distinction between DDPT and previous approaches.
3.2 Two-layer DDPT for Blind Image Denoising
We apply the proposed DDPT on blind image denoising to model noisy patches and recover the underlying
clean patches. A two-layer structural mixture model is built as follows. The patches are represented by
T groups at the top layer to represent T subspaces and each group is represented by a mixture with Kt
components for modeling noise. All the components of group t shares the same ωt with t ∈ {1, . . . , T} and
the kth component in group t is parameterized by φk,t. As long as these parameters are estimated, the clean
patch model and noise model are recovered. Then, we can recover each clean patch by projecting the noisy
one onto the clean patch model.
We adopt DDPT as a prior to construct the structural mixture model and the generative model is
G ∼ DP(α,H) ωi ∼ G
Gωi ∼ DP(β,G0) φi ∼ Gωi
xi ∼ p(·|ωi, φi).
(2)
In this model, the top layer DP generates ωi according to the base distribution H and the concentration
parameter α. The samples sharing ωi are considered to be in the same group. Each group is represented as
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a DP mixture and the parameter φi is drawn from the second layer DP of the group with base distribution
G0 and concentration parameter β. Noisy patches can be drawn from this model with a stick-breaking
construction as follows:
1. Draw vt ∼ Beta(1, α), t = {1, 2, · · · }
2. Draw ωt ∼ H, t = {1, 2, · · · }
3. pit = vt
∏t−1
i=1(1− vi)
4. For each subspace t
1. Draw wt,k ∼ Beta(1, β), k = {1, 2, · · · }
2. Draw φt,k ∼ G0, k = {1, 2, · · · }
3. κt,k = wt,k
∏k−1
i=1 (1− wt,k)
5. For each data point xi
1. Draw zi from Mult(pi)
2. Draw z˜i from Mult(κzi)
3. Draw xi ∼ p(·|ωzi , φzi,z˜i)
3.2.1 Modeling Low-rank
We propose low-rank MoG for the underlying clean patch modeling. Specifically, each clean patch (latent
variable) is assumed to follow a MoG, and the samples drawn from each Gaussian component lie in a local
subspace. We model the low-rank property of each Gaussian component by enforcing its covariance matrix
to be a low-rank positive semidefinite matrix.
Given a d-dimensional zero-mean low-rank Gaussian distribution G(µ,Λ), we decompose a sample xi that
drawn from it, with xi = Ayi+µ. Here, A is a d×d matrix while yi is a random variable drawn from G(0, I),
a d-dimensional zero-mean Gaussian distribution with identity covariance matrix. A similar decomposition
method can also be seen in the area of dimensional reduction [36, 37]. With such decomposition, we have
Λ = AAT . To model the low-rank feature of G(µ,Λ), an intuitive method is to enforce the matrix A to be
low-rank since rank(A) = rank(AAT ). A nice attribute favored by this model is that the samples drawn
from such model are also low-rank representable. Given n samples from G(µ,Λ) X = [x1, x2, . . . , xn], X can
be decomposed with X = AY +U , where Y = [y1, y2, . . . , yn], each yi is random variable of G(0, I) and U =
[µ, . . . , µ] whose rank is 1. As rank(AB) ≤ min(rank(A), rank(B)) and rank(A + B) ≤ rank(A) + rank(B),
X is also low-rank since A is low-rank. Thus, all the samples generated by such model lie on a low-rank
subspace.
A simple way to model the low-rank property of matrix A is to impose a trace norm prior [38, 39] over
it. Following the setting in [40, 41], we propose the trace-norm prior on p(A) with
p(A) ∝ exp(−1
2
Tr(AC−1A A
T )). (3)
Here Tr(·) is the trace of a matrix. We assume that the prior covariance matrix CA is diagonal and positive
definite with
CA = diag(c
2
a1 , . . . , c
2
ad
),
for cah > 0. Since Tr(AC
−1
A A
T ) = Tr(C−1A A
TA), we can obtain that p(A) is proportion to
∏d
j=1 exp(− 12c2j a˜
T
j a˜j).
Thus, we have the detailed formulation of p(A) as follows,
p(A) =
d∏
j=1
G(a˜j |0, c2ajI),
where a˜j denotes the jth row vector of A, which we assume to be independent with each other. G(a˜j |µ,Σ)
is Gaussian distribution with mean µ and covariance matrix Σ.
8
3.2.2 Base Distributions
We turn to discuss the choice of base distribution H and G0 in Eq. (2). The parameter of each subspace is
denoted as ωt = {µt, At}, where µt is the mean vector of subspace t and At represents the dictionary matrix
of subspace t. For the base distribution H, we set the parameters {µt, At} drawn according to the following
generative process:
µt ∼ G(·|µ0,Σ0),
At ∼ 1
const
exp(−1
2
Tr(AtC
−1
A A
T
t )),
where const is the normalization term. A components of the MoG noise associated on subspace t is pa-
rameterized by φt,k = {ut,k,Υt,k}, where ut,k is the mean vector and the covariance matrix is Υt,k for each
Gaussian component respectively, where D is the dimension of ut,k. Following the setting in [42, 26], we
introduce the conjugate prior of Gaussian distribution as base distribution with the following generative
process:
ut,k ∼ G(·|ε0,Ω0),
Υt,k ∼ iWishart(ν0, B0),
where d ∈ {1, · · · , D}, the iWishart(ν0, B0) is the inverse-Gamma distribution with shape ν0 and scale
matrix B0.
3.3 Remarks on the Proposed Model
In our approach, we assume that the clean patches lie on several subspaces and the noise associated on
each subspace is MoG distributed due to MoG’s efficiency in approximating continuous density. Thus, the
marginal noise distribution of our approach is the convex combination of several MoGs, which remains to
be a MoG. Following the results in [9, 10, 11] that the mean of noise should be zero. We set the marginal
mean of MoG noise of each subspace to be zero accordingly.
In previous approaches, the noise is assumed to be dependent with signal. Here, we show that the noise
model of these approaches can be interpreted by MoG with certain constraints as well, which further confirms
that using MoG for noise modeling is reasonable. In [12] and [13], the noise on each wavelet subband is a
Gaussian distribution. Thus, the marginal noise model is essentially a MoG with the constraint that the
noise on each subband is drawn from single Gaussian component. Liu’s approach [10] assume that the noise
model is a density-dependent Gaussian distribution, which is also a MoG essentially. Lebrun’s approach [4]
assume that the noise of a patch, as well as its nearby patches in feature domain, is Gaussian distributed.
The marginal noise distribution of a noisy image is MoG as well. In contrast, our noise model is more general.
Without any assumption of the dependency relation between signal and noise, the algorithm estimates the
empirical noise model from noisy patches directly. Specifically, the first layer DP mixture divides the noisy
patches into groups with respect to the structure of their underlying clean patches. Within each group, a
noisy patch can be considered as the addition of two independent signals, a low rank clean patch and a MoG
noise. And the clean patch can be well recovered with Bayesian approaches.
4 Posterior Inference and Patch Recovery
In this section, we propose a variational approach to approximate the posterior distributions over latent
variables and parameters in the above model for image denoising. Given the observable data X, the Bayesian
posterior distributions over latent parameters Θ can be represented as:
p(Θ|X,∆) = p(X|Θ,∆)p(Θ|∆)
p(X|∆) , (4)
where ∆ denotes the hyperparameters of our DDPT model (parameters of prior distributions). However, the
analytical form of the posterior p(Θ|X,∆) can be computationally intractable and Variational Bayesian (VB)
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is a powerful technique to obtain a tight approximation of it. With a trial distribution q(Θ), VB solves the
following variational optimization:
J V B(q|X,∆) =
∫
q(Θ) ln
q(Θ)
p(X|Θ,∆)p(Θ|∆)dΘ,
= KL[q(Θ)|p(Θ|X,∆)]− ln p(X|∆).
(5)
The first term in Eq. (5) is the Kullback-Leibler (KL) distance between the trial distribution q(Θ) and the
target posterior distribution p(Θ|X,∆), and the second is constant with respect to q(Θ). Thus, finding the
target posterior distribution p(Θ|X,∆) is equivalent to minimizing the objective function (5) with respect
to q(Θ). In VB approximation, Eq. (5) is minimized over some restricted function space as,
q(Θ) =
J∏
j=1
q(θj). (6)
This constrain breaks the entanglement between the latent parameters, and leads to an efficient iterative
algorithm.
With other factors fixed, the variational optimization problem with respect to q(θj) is equivalent to:
J V B(q(θj)|X,∆) ∝
∫
q(θj) ln q(θj)dθj
−
∫
q(θj)Ei6=j ln p(Θ|∆)p(X|Θ,∆)dθj ,
(7)
where the notation Ei 6=j(·) denotes an expectation with respect to the q distributions over all latent param-
eters θi for i 6= j In this way, the close-form solution of q(θj) satisfies the below condition:
q(θj) ∝ exp[Ei6=j ln p(Θ|∆)p(X|Θ,∆)]. (8)
Thus, Eq. (4) can be solved alternatively by calculating Eq. (8) for each parameter.
From the previous discussions, the prior knowledge p(Θ|∆) can be constructed as follows:
p(Θ|∆) = p(Z|V )p(V |α)p(Z˜|Z,W )p(Y )
·
T∏
t=1
p(µt|µ0,Σ0)p(At|CA)p(ωt|β)
·
Kt∏
k=1
p(ut,k|ε0,Ω0)p(Υt,k|ν0, B0),
(9)
and
p(X|Θ,∆) =
N∏
i=1
p(xi|Θ,∆)
=
N∏
i=1
G(xi|Aziyzi + µzi + uzi,z˜i ,Υzi,z˜i).
(10)
Similar with Eq. (6), we can approximate the posterior distributions over latent parameters of our DDPT
model as the following factorized form:
q(Θ) =q(Y |Z)q(Z˜|Z)q(Z)q(V )·
T∏
t=1
q(ωt)q(µt)q(At)
Kt∏
k=1
q(ut,k)q(Υt,k).
(11)
To simplify our notations, we use qi(t), qi(k|t) and yi,t to denote q(zi = t), q(z˜i = k|zi = t) and yzi separately.
〈f(x)〉 denotes the expectation of f(x) over x. X(d) denotes the dth row vector of matrix X. Then we can
iteratively solve all the factorized distributions involved in Eq. (11), which will be introduced in the following
subsections.
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4.1 Estimation of Low-rank Groups
The parameters involved in the representation of low-rank groups are {Z, V } ∪ {µt, At}Tt=1. Based on the
prior distributions in Eq. (9) with Eq. (8), we can derive the posterior distributions over {Z, V }∪{µt, At}Tt=1
as follows.
Let δt =
∑N
i=1 qi(t), we have
q(V ) ∝
T∏
t=1
(1− vt)
∑T
j=t+1 δj+α−1vδtt . (12)
Thus, the variational posterior of vt is still beta distributed with Beta(α
1
t , α
2
t ) and the parameters are updated
with
α1t = δt + 1,
α2t = α+
T∑
j=t+1
δj
(13)
Since we have
lnG(xi|Atyi,t + µt + ut,k, τt,k) ∝
− 0.5Tr[Υ−1t,k(µtµTt + 2ut,kµTt + ut,kuTt,k + xixTi + yi,tAtATt yTi,t
− 2Atyi,t(xi − µt − ut,k)T − 2xi(µt + ut,k)T ) + ln |Υt,k|],
(14)
for updating the posterior distribution of the indicators vector Z, we have
qi(t) =
ri(t)∑T
j=1 ri(j)
,
ri(t) = exp(ξ
i
t,1 + ξt,2 + ξ
i
t,3),
(15)
where
ξit,1 = 〈ln vt〉 = ψ(α1t )− ψ(α2t ),
ξit,2 =
Kt∑
k=1
qi(k|t)[ψ(β1t,k)− ψ(β2t,k)],
ξit,3 = −0.5
Kt∑
k=1
qi(k|t)Tr{〈Υ−1t,k〉[〈µtµTt 〉+ 2〈ut,k〉〈µTt 〉+ 〈ut,kuTt,k〉
+ xix
T
i + (〈yi,tyTi,t〉〈ATt At〉)− 2〈At〉〈yi,t〉ϑTi,t,k
− 2xi(〈µt〉+ 〈ut,k〉)T ] + 〈ln |Υt, k|〉}
(16)
Here ψ(x) denotes digamma function defined as ψ(x) = ddx ln Γ(x) and ϑi,t,k = xi − 〈µt〉 − 〈ut,k〉.
For updating the offsetting parameters of each low-rank group {µt}Tt=1, let ιi,t,k = xi−〈ut,k〉− 〈At〉〈yi,t〉
we have
ln q(µt) ∝ −0.5{(µt − µ0)TΣ−10 (µt − µ0)
+
N∑
i=1
Kt∑
k=1
qi(t)qi(k|t)Tr[〈Υ−1t,k〉[µtµTt − 2ιi,t,kµTt ]]}
(17)
The posterior q(µt) is still a Gaussian distribution with:
〈µt〉 = [Σ−10 +
N∑
i=1
Kt∑
k=1
qi(t)qi(k|t)〈Υ−1t,k〉]−1[Σ−10 µ0
+
N∑
i=1
Kt∑
k=1
qi(t)qi(k|t)〈Υ−1t,k〉ιi,t,k],
(18)
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and
〈µtµTt 〉 = [Σ−10 +
N∑
i=1
Kt∑
k=1
qi(t)qi(k|t)〈Υ−1t,k〉]−1 + 〈µt〉〈µt〉T . (19)
For updating v-th basis at,v in the dictionary matrix of each group {At}Tt=1, we have:
ln q(at,v) ∝ −0.5Tr( 1
c2av
aTt,vat,v)− 0.5Tr(
N∑
i=1
Kt∑
k=1
qi(t)qi(k|t)
· 〈Υ−1t,k〉[〈yi,t(v)2〉at,vaTt,v − 2〈yi,t(v)〉(xi − 〈µt〉
− 〈ut,k〉 −
d∑
j 6=v
〈yi,t(j)〉〈at,j〉)aTt,v]).
(20)
Thus, the posterior distribution over At satisfies:
〈At〉 = [〈at,1〉, . . . , 〈at,D〉],
〈at,v〉 = (c−2av I+
N∑
i=1
Kt∑
k=1
qi(t)qi(k|t)〈Υ−1t,k〉〈yi,t(v)2〉)−1
· [
N∑
i=1
Kt∑
k=1
qi(t)qi(k|t)〈Υ−1t,k〉〈yi,t(v)〉
· (xi − 〈µt〉 − 〈ut,k〉 −
d∑
j 6=v
〈yi,t(j)〉〈at,j〉)],
〈aTt,vat,v〉 = Tr(〈Υ−1t,k〉+
N∑
i=1
Kt∑
k=1
qi(t)qi(k|t)〈Υ−1t,k〉〈yi,t(v)2〉)−1
+ 〈aTt,v〉〈at,v〉.
(21)
〈ATt At〉 is a D ×D matrix, and its element 〈ATt At〉i,j is 〈aTt,iat,j〉 when i = j and 〈aTt,i〉〈at,j〉 when i 6= j.
4.2 Estimation of Noise Components
The parameters involved for modeling complex noise of each low-rank group are Z˜ ∪{ωt, {ut,k, Pt,k}Ktk=1}Tt=1.
Based on the prior distributions imposed in Eq. (9) with Eq. (8), we obtain the following posterior distri-
butions over Z˜ ∪ {ωt, {ut,k, Pt,k}Ktk=1}Tt=1.
Let λt,k =
∑N
i=1 qi(t)qi(k|t), we obtain the posterior distributions over the mixing weights of noise
components in each group as follows,
ln q(ωt) ∝ ln
Kt∏
k=1
(1− ωt,k)
∑Kt
j=k+1 λt,j+β−1ωλt,kt,k . (22)
Thus, each q(ωt,k) is also a Beta distribution defined as Beta(λt,k + 1,
∑Kt
j=k+1 λt,j + β) with the following
parameters,
β1t,k = λt,k + 1,
β2t,k = β +
Kt∑
j=k+1
λt,j .
(23)
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For updating the indicator vector Z˜, we have
qi(k|t) = ηi(k|t)∑Kt
j=1 ηi(j|t)
,
ηi(k|t) = ςit,k,1 + ςit,k,2,
(24)
where
ςit,k,1 = ψ(β
1
t,k)− ψ(β2t,k),
ςit,k,2 = −0.5Tr{〈Υ−1t,k〉[〈µtµTt 〉+ 2〈ut,k〉〈µTt 〉+ 〈ut,kuTt,k〉+ xixTi
+ (〈yi,tyTi,t〉〈ATt At〉)− 2〈At〉〈yi,t〉ϑTi,t,k − 2xi(〈µt〉
+ 〈ut,k〉)T ] + 〈ln |Υt,k|〉}.
(25)
Let ι′i,t,k = xi − 〈µt〉 − 〈At〉〈yi,t〉. To solve the mean vector ut,k of each noise components in each group,
we have
ln q(ut,k) ∝ −0.5{(ut,k − ε0)TΩ−10 (ut,k − ε0)
+
N∑
i=1
qi(t)qi(k|t)〈Υ−1t,k〉[uTt,kut,k − 2uTt,kι′i,t,k]}.
(26)
Thus q(ut,k) is a Gaussian distribution with:
〈ut,k〉 = [Ω−10 +
N∑
i=1
qi(t)qi(k|t)〈Υ−1t,k〉]−1[Ω−10 ε0
+
N∑
i=1
qi(t)qi(k|t)〈Υ−1t,k〉ι′i,t,k],
(27)
and
〈ut,kuTt,k〉 = [Ω−10 +
N∑
i=1
qi(t)qi(k|t)〈Υ−1t,k〉]−1 + 〈ut,k〉〈uTt,k〉. (28)
For inferring the posterior distributions over variance of each Gaussian noise component in the group,
we have:
ln q(Υt,k) ∝ −ν0 +D + 1
2
ln|Υt,k| − 1
2
Tr(B0Υ
−1
t,k)
− 0.5
N∑
i=1
qi(t)qi(k|t)Tr[Υ−1t,k(〈µtµTt 〉+ 2〈ut,k〉〈µTt 〉
+ 〈ut,kuTt,k〉+ xixTi + 〈yi,tyTi,t〉〈ATt At〉 − 2ϑTi,t,k〈At〉〈yi,t〉
− 2(〈µt〉+ 〈ut,k〉)Txi) + ln|Υt,k|].
(29)
The covariance matrix Υt,k satisfies the following condition:
〈Υ−1t,k〉 = ν′0(B
′
0)
−1,
〈ln|Υt,k|〉 = 1
ψ(ν
′
0/2) +D ln 2 + ln|(B0)−1|
,
(30)
where
ν′0 = ν0 + λt,k
B′0 = B0 +
1
2
N∑
i=1
qi(t)qi(k|t)(〈µtµTt 〉+ 2〈ut,k〉〈µTt 〉
+ 〈ut,kuTt,k〉+ xixTi + 〈yi,tyTi,t〉〈ATt At〉 − 2ϑTi,t,k〈At〉〈yi,t〉
− 2(〈µt〉+ 〈ut,k〉)Txi)
(31)
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Figure 5: Performance of each algorithm on two images of BSDS500: 66053 and 295087. From left to right:
clean image, noisy image with white Gaussian noise (σ = 50), result with K-SVD, SURE-guided GMM,
BM3D, NL-Bayes and our approach. Zoom in to examine the details.
4.3 Recovering Clean Patch
To recover the underlying clean patch, we first to calculate the projection yi,t of an observed patch xi on the
t-th low-rank group. With Eq. (8), we have
ln q(Y |Z) ∝ −0.5
N∑
i=1
[yTi yi +
Kt∑
k=1
qi(k|t)Tr
· [〈Υ−1t,k〉[yi,t〈ATt At〉yTi,t − 2〈At〉yi,tϑTi,t,k]]]
(32)
Thus, p(y|zi) is still a Gaussian distribution with:
〈yi,t〉 =
[I+
Kt∑
k=1
qi(k|t)〈Υ−1t,k〉ATt At]−1[
Kt∑
k=1
qi(k|t)〈Υ−1t,k〉ϑTi,t,k〈At〉],
(33)
and
〈yi,tyTi,t〉 = [I+
Kt∑
k=1
qi(k|t)〈Υ−1t,k〉〈ATt At〉]−1 + 〈yi,t〉〈yTi,t〉, (34)
Iteratively performing (13)-(34), the algorithm will converge to at least a local minimum. And a clean
patch represented by t-th group can be well-recovered with
xˆi(t) = 〈At〉〈yi,t〉+ 〈µt〉. (35)
The above recovery method can also be interpreted as a novel Variational Bayesian Wiener Filtering [43]
which can be utilized to recover signals contaminated unknown MoG noise. It can be utilized to generalize
other denoising algorithm based on wiener filtering to blind image denoising including [1, 3].
The latent variable t corresponding to the subspace that xi belongs to, can be obtained with
arg max
t
qi(t). (36)
With the recovered patches, we aggregate them to obtain clean image following the algorithm in [1].
5 Experiments
In this section, we extensively evaluate our approach by comparing it with a number of state-of-the-art
algorithms. The experimental results show that our method can handle niosy images with large variety of
noise models in real applications with superior performance compared with previous works.
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Table 1: Performance of different approaches on noisy images with homogeneous white Gaussian noise with
different deviation.
σ 10 20 30 40 50 60 70 80 90 100
Dataset Method PSNR
TID2008
K-SVD 34.74 30.87 28.97 27.89 26.04 24.92 24.45 23.80 23.33 22.84
SURE-GMM 34.79 31.22 29.23 27.91 26.53 24.89 24.78 23.81 23.70 23.04
BM3D 35.17 31.46 29.28 28.02 26.66 25.39 25.14 24.66 24.11 23.26
NL-Bayes 35.06 31.51 29.31 28.04 26.67 25.43 25.11 24.51 23.84 23.30
Ours 35.11 31.43 29.26 28.07 26.74 25.38 25.19 24.71 24.21 23.32
BSDS500
K-SVD 34.24 30.69 28.66 27.69 25.93 25.10 24.22 23.46 23.12 22.67
SURE-GMM 34.22 31.01 29.02 27.68 26.23 25.22 24.56 23.58 23.53 22.97
BM3D 34.72 31.19 29.11 27.51 26.56 25.68 24.92 24.39 23.97 23.02
NL-Bayes 34.69 31.09 29.09 27.53 26.48 25.66 24.79 24.41 23.68 23.07
Ours 34.71 31.11 29.06 27.85 26.61 25.64 24.94 24.47 24.00 23.13
SSIM
TID2008
K-SVD 0.947 0.930 0.900 0.861 0.841 0.817 0.798 0.775 0.764 0.743
SURE-GMM 0.944 0.935 0.904 0.868 0.848 0.818 0.807 0.787 0.770 0.747
BM3D 0.968 0.938 0.912 0.874 0.856 0.828 0.816 0.800 0.781 0.764
NL-Bayes 0.962 0.934 0.916 0.875 0.860 0.827 0.818 0.794 0.779 0.761
Ours 0.958 0.933 0.912 0.877 0.862 0.829 0.816 0.802 0.788 0.770
BSDS500
K-SVD 0.938 0.925 0.897 0.856 0.830 0.822 0.790 0.766 0.762 0.741
SURE-GMM 0.939 0.923 0.899 0.859 0.833 0.827 0.793 0.774 0.768 0.746
BM3D 0.961 0.931 0.907 0.867 0.848 0.835 0.806 0.792 0.777 0.763
NL-Bayes 0.953 0.926 0.908 0.866 0.849 0.834 0.810 0.793 0.772 0.764
Ours 0.956 0.929 0.910 0.866 0.851 0.836 0.811 0.798 0.779 0.767
5.1 Parameter Setting
Throughout this work, we use the same parameter as follows (without tuning): the patch size is set to
be 8x8. We extract patches from each input image by the same algorithm in conventional patch based
denoising algorithms [3, 1]. For the DDPT, we set the top-level DP concentration parameters to α = 3 and
the second-level DP concentration parameter to β = 10−3. For other hyper-parameters, we set µ0, ε0 be 0;
ν0 be 64 (dimension of patch vector); and B0, Ca,Σ0,Ω0 be I. With these simple settings, our approach
performs stably well on all the following experiments. We initialize the parameters of our model as follows.
We first perform k-means++ algorithm [44] to divide the patches into groups and initialize µt with the mean
of each group. The number of components is set to be 30. For each group t, we initialize µt by getting the
average of the component. Then we perform singular value decomposition (SVD) [16] to initialize At. Then
we can get the projection of each patch on the subspace within a component. For each group t, we calculate
the residual of each patch from its projection and perform k-means++ (k = 10) again and use its result as
the initialization of φt. We use the above scheme for parameter initialization for all the experiments and
find it robust for different noisy images.
5.2 Homogeneous White Gaussian Noise
Our method can be used to handle noisy images with different noise models. We first test the performance
of our method on images contaminated by homogeneous white Gaussian noise which is a general assumption
of noise for traditional non-blind denoising algorithms. Here, we compare our method with several state-
of-the-art non-blind denoising algorithms designed for homogeneous white Gaussian noise: K-SVD2 [2],
SURE-guided GMM3 [5], BM3D4 [1] and NL-Bayes5 [4]. We test all the algorithms on synthesis noisy
2http://www.cs.technion.ac.il/~elad/software/
3http://www.ipol.im/pub/art/2013/52/
4http://www.cs.tut.fi/~foi/GCF-BM3D/index.html#ref_software
5http://www.ipol.im/pub/art/2013/16/
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images which are produced by adding homogeneous white Gaussian noise with different deviation to images
from two benchmark datasets of clean images: TID20086 [45] and BSDS5007 [46]. As all the competitive
algorithms are non-blind, we provide the true noise intensity of each noisy image as input of these algorithms.
For our blind approach, we let the algorithm to inference the noise intensity automatically. To evaluate the
performance of each algorithm, we introduce two measurements: peak signal-to-noise ratio (PSNR) and the
structural similarity index (SSIM) [47] which are used to measure the similarity between the denoised image
and the clean one. A larger value of either PSNR or SSIM indicates that the performance is better.
Table. 1 illustrates the numerical performance of all the algorithms on synthesis images contaminated
by noise with intensity from 10 to 100. It can be observed that, with both measurements, our algorithm
achieves competitive performance compared with state-of-the-art algorithms especially when the images are
contaminated by large noise intensities (σ > 40). Fig. 5 shows the denoising results of two images from
BSDS500 with noise intensity σ = 50 for visualization. With the modeling of clean patches, our algorithm
can efficiently eliminate noise while reserving the detailed features especially when the noise intensity is
large. Specifically, our method is the only one to reserve the patterns of grass in image 66053 and tree in
295087 while others tend to smooth these features.
5.3 Arbitrary Noise
For practical image denoising, the underlying noise model of real noisy images can be different from homo-
geneous white Gaussian noise and a blind denoising algorithm should have the capability to handle images
contaminated by different noise. In this section, we propose experiments on synthesis data to show that our
approach can handle images contaminated by different types of noise even the noise model is not provided.
The noisy images are produced by adding the following types of zero-mean noise to clean images of TID2008
and BSDS500:
• Homogeneous white Gaussian noise with σ = 15, 30, 45.
• Heterogeneous Gaussian noise with σ = 1bxi,j , where xi,j is the intensity of pixel in position (i, j) with
b = 3, 4, 5 resulting to intensity-dependent noise.
• Laplace noise with σ = 15, 30, 45.
• Uniform noise of [−a, a] with a = 15, 30, 45.
• The combination of the above 4 types of noise: we averagely divide an image into 4 parts: left up, right
up, left down, right down. The four parts are contaminated by heterogeneous Gaussian noise with
b = 4, Laplace noise with σ = 30, white Gaussian noise with σ = 30 and uniform noise with a = 30
respectively resulting to position dependent noise.
We apply our methods to the noisy images contaminated by the above types of noise with comparison of
the state-of-the-art blind image denoising approach which is also claimed to be able to handle heterogeneous
non-Gaussian noise, multiscale noise clinic8 [11] (note that we only compare with this algorithm as it is the
state-of-the-art algorithm in this area as shown in [11] and it is the only blind image denoising approach
with code online available). The multiscale approach has a free parameter, e.g., the number of scales, and
the researchers claimed that it can handle all images in the range from 2 to 5. For fair comparison, for each
noisy image, we run the multiscale approach with number of scales from 2 to 5 and select the best one as
their denoising result. For our method, the parameters are set to be fixed as introduced before. Table 2
illustrates the numerical performance of the two algorithms. It can be observed that our method is better
than the multiscale one with respect to both PSNR and SSIM with a significant margin for all types of
noise with different parameters. Fig. 6 shows an example of the denoising results for image I239 in TID2008.
It can be observed that the multiscale approach tends to smooth the detailed features (the feathers of the
birds). Moreover, some noise is not eliminated completely when the noise is heterogeneous (e.g., the yellow
6http://www.computervisiononline.com/dataset/tid2008-tampere-image-database-2008
7http://www.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/resources.html
8http://www.ipol.im/pub/art/2015/125/
9The small patterns on Fig. 6(a)(c)(d) are formed as the image intensity is bounded by [0,255]. When the value of a noisy
pixel is smaller than 0 or larger than 255, it well be regularized.
16
Figure 6: Comparison of [11] and ours on I23 from TID2008 contaminated by (a) homogeneous white
Gaussian noise with σ = 30, PSNR: multiscale = 28.9064, ours = 32.5856; (b) heterogeneous noise with
b = 4, PSNR: multiscale = 25.2097, ours = 30.7666; (c) Laplace noise with σ = 30, PSNR: multiscale =
28.3428, ours = 32.4594; (d) uniform noise with a = 30, PSNR: multiscale = 32.1877, ours = 35.2331; (e)
combined noise, PSNR: multiscale = 25.6925, ours = 30.8966.
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Figure 7: A real noisy image captured by CCD camera and a crop of the denoising results of it. The result
above the red line is ours and that blow it is [11].
Figure 8: A real noisy image captured by CCD camera and a crop of the denoising results of it. The result
above the red line is ours and that blow it is [11].
part of Fig. 6(e)). This is caused by the less of generality of the noise model in [11]. As a comparison, due
to the flexibility of MoG, our approach can well eliminate the noise and the features are well preserved. It
shows that our approach is general enough to handle noisy images contaminated by different noise model.
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Table 2: Performance of the multiscale approach and ours on images contaminated by five different types of noise.
Gaussian Heterogeneous Laplace Uniform Comb.
15 30 45 3 4 5 15 30 45 15 30 45
Dataset Method PSNR
TID2008
Multiscale 30.27 27.02 25.14 24.07 25.54 26.16 29.78 26.87 24.97 34.22 31.77 28.97 25.12
Ours 33.22 29.26 27.22 27.64 28.94 30.02 33.11 29.07 27.14 36.23 35.27 32.16 29.87
BSDS500
Multiscale 29.47 26.83 25.00 23.87 25.12 25.47 29.63 26.53 24.29 34.22 30.54 28.24 24.82
Ours 32.87 28.41 29.93 27.13 28.29 30.07 32.76 28.55 26.87 35.73 34.84 31.06 29.38
SSIM
TID2008
Multiscale 0.913 0.871 0.831 0.782 0.841 0.836 0.918 0.868 0.831 0.952 0.943 0.922 0.822
Ours 0.952 0.912 0.867 0.870 0.899 0.918 0.949 0.901 0.863 0.977 0.961 0.930 0.903
BSDS500
Multiscale 0.912 0.868 0.826 0.778 0.840 0.829 0.912 0.859 0.836 0.952 0.944 0.909 0.817
Ours 0.948 0.910 0.862 0.867 0.893 0.913 0.942 0.897 0.857 0.970 0.953 0.921 0.904
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Figure 9: From left to right: observed noisy images, the denoising results of [11] and ours. Zoom in to
examine the details.
5.4 Real Noisy Images
To show the efficiency of our approach in real-world problems, we further demonstrate the performance
of our method on handling real noisy images with a comparison of the method in [11]. These algorithm
are applied on images with various noise models. We first test our method using pictures taken by CCD
cameras with remarkable noise. Fig. 7 and 8 were taken by Nikon D5200 (ISO 6400, exposure time 1/20s
and aperture f/5). We apply both algorithms on them and it can be seen that ours can better eliminate
noise without introducing artifacts. Fig. 9 shows the performance of another two example noisy images,
‘bear’ and ‘postcard’ [11] whose noise is relatively “normal”. It can be observed that, comparing with the
result of [11], ours can better eliminate the noise and preserve the features. Specifically, the features marked
by green and red boxes are smoothed by the multiscale approach while well reserved by ours. Meanwhile,
within the blue box, the noise is not well handled by the multiscale approach while well eliminated by ours.
We further apply the algorithms on the recovery of scanned old photographs and screen-shots of old
movies. The noise of these images is generally with large grain and altered by further processing including
scanning and JPEG encoding. Fig. 10 and 11 show several examples of the results obtained by the two
algorithms over this kind of noise. It can be observed that ours can eliminate this kind of noise efficiently. It
shows that our noise model can better handle large and even structural noise on real images. In comparison,
[11] can also eliminate some noise but not completely. Fig. 10 shows the obtained results of another two
old photographs of David Hilbert and Tom Morris, which were downloaded from their Wikipedia profiles.
Our approach achieves better performance on all the images. In contrast, [11] can not eliminate the noise
completely. Same phenomena appears in the denoising results for other images as well. It shows the efficiency
of our algorithm on handling real noisy images even when the noise is complex.
6 Conclusion
We proposed a learning-based approach to automatically recover the clean image from the observed noisy
one. The noise model is unknown and modeled with a MoG. The clean patches are assumed to lie in several
local subspaces. We built a two-layer structural mixture model for noisy patches and treat the clean ones
as latent variables. To build the model, we proposed the dependent Dirichlet process tree as prior, which
is a novel nonparametric prior that introduces a mechanism of parameters sharing among mixtures. A
variational inference algorithm was proposed accordingly to estimate both the model and the clean patches
as latent variables. Extensive experiments were conducted to test the performance of our approach on images
contaminated by different noise. Our method achieved the best performance among competitive algorithms,
preserving detailed features and eliminating noise with different models. These features make our method a
20
Figure 10: From left to right: old photos of young Winston Churchill and Tomas Morris, the denoising
results of [11] and ours.
21
Figure 11: A screen-shot of the old movie ‘Breakfast at Tiffany’s’. Left is a crop of the denoising results of
[11] and ours is at right.
better candidate in handling real-world image denoising tasks.
We point out several directions for future works based on the proposed work:
1. We modeled the complex on image with MoG, which is the first time on image noise modeling. This
idea can be used to generate other previous non-blind image denoising approaches and develop new
blind image denoising algorithms for images with unknown noise.
2. We developed the DDPT model as a prior for our noisy patch model. This prior introduces the
mechanisms of parameter sharing among mixture components. Though we focused on blind image
denoising in this paper, the proposed model can be utilized in different applications, e.g., fitting topic
models [48], discovering taxonomies of images [49].
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