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Abstract
In a categorical model of the multiplicative and exponential fragments of intuitionistic linear logic
(MELL), the exponential modality is interpreted as a comonad ! such that each cofree !-coalgebra
!A comes equipped with a natural cocommutative comonoid structure. An important case is when
! is a free exponential modality so that !A is the cofree cocommutative comonoid over A. A
categorical model of MELL with a free exponential modality is called a Lafont category. A categorical
model of differential linear logic is called a differential category, where the differential structure can
equivalently be described by a deriving transformation !A ⊗ A dA−−→ !A or a codereliction A ηA−−→ !A.
Blute, Lucyshyn-Wright, and O’Neill showed that every Lafont category with finite biproducts is a
differential category. However, from a differential linear logic perspective, Blute, Lucyshyn-Wright,
and O’Neill’s approach is not the usual one since the result was stated in the dual setting and
the proof is in terms of the deriving transformation d. In differential linear logic, it is often the
codereliction η that is preferred and that plays a more prominent role. In this paper, we provide
an alternative proof that every Lafont category (with finite biproducts) is a differential category,
where we construct the codereliction η using the couniversal property of the cofree cocommtuative
comonoid !A and show that η is unique. To achieve this, we introduce the notion of an infinitesimal
augmentation k ⊕A HA−−→ !(k ⊕A), which in particular is a !-coalgebra and a comonoid morphism, and
show that infinitesimal augmentations are in bijective correspondence to coderelictions (and deriving
transformations). As such, infinitesimal augmentations provide a new equivalent axiomatization for
differential categories in terms of more commonly known concepts. For a free exponential modality,
its infinitesimal augmentation is easy to construct and allows one to clearly see the differential
structure of a Lafont category, regardless of the construction of !A.
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1 Introduction
In the multiplicative and exponential fragments of intuitionistic linear logic (MELL) [16, 17],
the exponential modality !, read as either “of course” or “bang”, admitts four structural
rules: promotion, dereliction, contraction, and weakening. A categorical model of MELL
[2, 25, 26, 29], often called a linear category, is a symmetric monoidal closed category equipped
with a monoidal coalgebra modality ! [3, 4] which interprets the exponential modality.
Briefly, a monoidal coalgebra modality is a symmetric monoidal comonad, capturing the
promotion and dereliction rules, such that for each object A, the cofree !-coalgebra !A comes
equipped with a natural cocommutative comonoid structure, capturing the contraction and
weakening rules.
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As shown by Lafont in his Ph.D. thesis [19], an important source of examples of monoidal
coalgebra modalities are those for which !A is also the cofree cocommutative comonoid over A.
Monoidal coalgebra modalities with this extra couniversal property on !A are known as free
exponential modalities [27] and models of linear logic with free exponential modalities
are known as Lafont categories [26]. While free exponential modalities have been around
since the beginning with Girard’s free exponential modality for coherence spaces [16], new
free exponential modalities are still being constructed and studied [11, 20, 22, 31], which
shows the importance of these kinds of models. In fact, Lafont categories are arguably the
most common example of categorical models of MELL. The simplest construction of a free
exponential modality is the one obtained by taking the infinite product of all the symmetrized
tensor powers of an object. Melliès, Tabareau, and Tasson give a more general construction
[27] as a sequential limit of the symmetrized tensor powers of cofree copointed objects.
However, not every free exponential modality can be constructed in these ways. For example,
the free exponential modality on the category of modules over an arbitrary commutative
(semi)ring R is given by cofree cocommutative R-coalgebras, which are often not simple to
describe, but their existence and constructions have been well-studied [1, 28, 32].
Differential linear logic [13, 14, 12], as introduced by Ehrhard and Regnier, is an extension
of linear logic which includes a differentiation inference rule, as well as a cocontraction,
coweaking, and codereliction for the exponential modality. Blute, Cockett, and Seely then
introduced differential categories [6], which were the appropriate categorical structure for
modelling differential linear logic. A differential category is an additive symmetric monoidal
category with a coalgebra modality which comes equipped with a natural transformation
!A ⊗ A dA−−→ !A, called a deriving transformation, satisfying certain equations based on the
properties of differentiation from calculus, such as the Leibniz rule (also known as the product
rule) and the chain rule. It is important to note that the basic structure of a differential
category is weaker than that of a model of linear logic: the base symmetric monoidal category
is not assumed to be closed nor to have finite products, and one only requires a coalgebra
modality, which drops the requirement that the underlying comonad be symmetric monoidal.
For a monoidal coalgebra modality, differential structure can alternatively be axiomatized
in terms of a natural transformation A ηA−−→ !A called a codereliction [6, 3], which is also
equivalent to Fiore’s notion of a creation map [15]. Thus for a monoidal coalgebra modality,
there is a bijective correspondence between coderelictions and deriving transformations.
There are many examples of differential categories whose coalgebra modality is a free
exponential modality. Indeed, Blute, Cockett, and Seely’s original examples of differential
categories found in [6] were the category of sets and relations, where the free exponential
modality is induced by finite multisets, and the category of vector spaces over an arbitrary
field, where the free exponential modality is induced by free symmetric algebras [23]. In
[21], Laird, Manzonetto, and McCusker use the dual of the free symmetric algebra to
construct a variety of differential categories related to game theory. In [8], Clift and Murfet
study the category of vector spaces over an algebraically closed field of characteristic 0 as
a categorical model of differential linear logic and uses the fact that the free exponential
modality in this case admits a very elegant construction. This raises the natural question
of whether free exponential modalities (in an appropriate setting) always comes equipped
with a codereliction/deriving transformation, and if a Lafont category is always a differential
category. The answer is yes! In [5], Blute, Lucyshyn-Wright, and O’Neill showed that, in the
presence of finite biproduct, every free exponential modality admits a deriving transformation,
and thus every Lafont category with finite biproducts is a differential category. However,
from a differential linear logic perspective, Blute, Lucyshyn-Wright, and O’Neill’s approach
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is not the usual one since: (a) the result was stated in the dual setting, and (b) the proof and
construction involve the deriving transformation rather than the codereliction. The latter
reason is important since in differential linear logic, it is often the codereliction η that is
preferred and plays a more central role instead of the deriving transformation d. Therefore,
the goal of this paper is to provide an alternative proof that every Lafont category with
finite biproducts is a differential category by showing that every free exponential modality
comes equipped with a unique codereliction η, which we will construct using the couniversal
property of !A.
It is always of mathematical interest to have different proofs of the same result, especially
when said proofs take different approaches. In this case, the alternative proof presented here
has a more differential linear logic “flavour” to it, and should be of use to those who work
more with the codereliction rather than the deriving transformation. This will also help
clearly unpack the differential structure of an arbitrary Lafont category with finite biproducts,
in particular by showing that the differential structure is independent of the construction
of the free exponential modality, but depends solely on the couniversal property of the free
exponential modality. To prove the desired result, we use the fact that coderelictions are
closely linked to !-coalgebras. In [5], Blute, Lucyshyn-Wright, and O’Neill showed that it
was possible to construct !-coalgebras using the deriving transformation d. Therefore, it is
also possible to construct !-coalgebras using the codereliction η. Readers familiar with the
concept of !-coalgebras may think that the codereliction A ηA−−→ !A is a !-coalgebra structure
since it is of the appropriate type. Unfortunately, this is not the case. The reason for this
is because, for an arbitrary coalgebra modality, every !-coalgebra is also a cocommutative
comonoid. If ηA was a !-coalgebra structure, then A would be a cocommutative comonoid
whose comultiplication is given by zero. However, such a comultiplication does not have a
counit! To fix this problem, we borrow a trick from Melliès, Tabareau, and Tasson in [27],
by considering the free pointed object over A, which in this case is k ⊕ A, where k is the
monoidal unit and ⊕ is the biproduct. Then by using the same construction as in [5], we
use the codereliction A ηA−−→ !A to build a !-coalgebra on k ⊕ A, k ⊕ A HA−−→ !(k ⊕ A). A new
observation of this paper is that it turns out that the converse is also true!
The main new notion of study in this paper is that of an infinitesimal augmentation,
which is a natural transformation k ⊕ A HA−−→ !(k ⊕ A) such that HA is a !-coalgebra and
a comonoid morphism. One of the main results of this paper is that there is a bijective
correspondence between infinitesimal augmentations and coderelictions (and deriving trans-
formations). A possible advantage of infinitesimal augmentations compared to deriving
transformations and coderelictions, is that the notions of !-coalgebras and comonoid morph-
isms are well-known, even to those who are not familiar with differential categories, and
provide yet another way of understanding differentiation via these commonly understood
concepts. In fact, it turns out that infinitesimal augmentations are closely linked to the
notion of tangent categories [9, 10]. Furthermore, for a free exponential modality, its in-
finitesimal augmentation is easily constructed, unique, and satisfies the necessary axioms
almost automatically simply by construction. We hope that this paper will help open the
door to revisiting other examples of Lafont categories and studying them from a differential
category point of view, such as, for example, the Lafont categories with infinite biproducts
studied by Laird in [20].
Conventions. In this paper, we will use diagrammatic order for composition: this means
that the composite map fg is the map which first does f then g. All commutative diagrams
drawn in this paper are assumed to commute.
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2 Coalgebra Modalities
In this background section, we review the notions of comonads and their coalgebras, comonoids,
(monoidal) coalgebra modalities and their coalgebras, and the Seely isomorphisms. We take
the time to provide these definitions for readers less familiar with category theory, to introduce
notation, and in trying to keep this paper as self-contained as possible. For a more in-depth
introduction, we refer the reader to the following introductory sources [26, 29].
▶ Definition 1 ([26, Section 6.8]). A comonad on a category X is a triple (!, δ, ε) consisting



































For each object A, the cofree !-coalgebra over A is the !-coalgebra (!A, δA). A !-coalgebra












The category of !-coalgebras and !-coalgebra morphisms is denoted X! and is also known as
the Eilenberg-Moore category of coalgebras of the comonad (!, δ, ε). There is a forgetful
functor X! U
!
−→ X, which is defined on objects as U!(A, ω) = A and on maps as U!(f) = f .
Coalgebra modalities are comonads on symmetric monoidal categories such that each
cofree coalgebra comes equipped with a natural cocommutative comonoid structure. For
simplicity, we will work in a symmetric strict monoidal category, that is, we will consider
the associativity and unit isomorphisms of the monoidal product as strict equalities. For
a symmetric monoidal category X, we denote the monoidal product as ⊗, the monoidal
unit as k, and the natural symmetry isomorphism as A ⊗ B σA,B−−−→ B ⊗ A. Therefore,
A ⊗ k = A = k ⊗ A and (A ⊗ B) ⊗ C = A ⊗ B ⊗ C = A ⊗ (B ⊗ C).
▶ Definition 2 ([26, Section 6.3]). In a symmetric monoidal category X, a cocommutative
comonoid is a triple (C, ∆, e) consisting of an object C, a map C ∆−→ C ⊗ C called the























// C C ⊗ C
(4)
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A comonoid morphism (C, ∆, e) f−→ (D, ∆′, e′) is a map C f−→ D which preserves the

















// D ⊗ D k
(5)
The category of cocommutative comonoids and comonoid morphisms is denoted CCom[X].
For a symmetric monoidal category X, CCom[X] is a symmetric monoidal category where
the tensor product of cocommutative comonoids is defined as: (C, ∆, e) ⊗ (D, ∆′, e′) :=(
C ⊗ D, C ⊗ D ∆⊗∆
′





the monoidal unit k admits an obvious canonical monoidal structure (k, 1k, 1k). In fact, this
symmetric monoidal structure on CCom[X] is a finite product structure.
▶ Definition 3 ([3, Definition 1]). A coalgebra modality on a symmetric monoidal cat-
egory is a quintuple (!, δ, ε, ∆, e) consisting of a comonad (!, δ, ε), a natural transformation
!A ∆A−−→ !A ⊗ !A, and a natural transformation !A eA−→ K such that for each object A, the
triple (!A, ∆A, eA) is a cocommutative comonoid and (!A, ∆A, eA)
δA−−→ (!!A, ∆!A, e!A) is a
comonoid morphism.
Note that naturality of ∆ and e is equivalent to asking that for every map A f−→ B,
(!A, ∆A, eA)
!(f)−−→ (!B, ∆B , eB) is a comonoid morphism. Furthermore, every !-coalgebra of a
coalgebra modality comes equipped with a cocommutative comonoid structure [24, Section
4.1]. Indeed, if (A, ω) is an !-coalgebra, then (A, ∆ω, eω) is a cocommutative comonoid where
the comultiplication and counit are defined as follows:
∆ω := A ω // !A ∆A // !A ⊗ !A εA⊗εA// A ⊗ A eω := A ω // !A eA // k (6)
It is important to point out that (A, ∆ω, eω) is in general only a cocommutative comonoid
in the base category X and not in the coEilenberg-Moore category X!, since the latter does
not necessarily have a monoidal product. Furthermore, since δA is a comonoid morphism,
when applying this construction to a cofree !-coalgebra (!A, δA) we re-obtain ∆A and eA,
that is, ∆δAA = ∆A and e
δA
A = eA. On top of this, every !-coalgebra morphism becomes a
comonoid morphism on the induced comonoid structures, that is, if (A, ω) f−→ (B, ω′) is a
!-coalgebra morphism, then (A, ∆ω, eω) f−→ (B, ∆ω′ , eω′) is a comonoid morphism. Therefore,
this induces a functor from the coEilenberg-Moore category to the category of cocommutative
comonoids, X! I
!
−→ CCom[X]. In general, however, I ! is not equivalence.
We now turn our attention to coalgebra modalities with Seely isomorphisms [2, 4, 30],
which requires the symmetric monoidal category to have finite products. For a category with
finite products, we denote the binary product of objects by A × B with projection maps
A × B π0−→ A and A × B π1−→ B, pairing operation ⟨−, −⟩, and we denote the chosen terminal
object as ⊤, with the unique maps to terminal object as A tA−→ ⊤.
▶ Definition 4 ([3, Definition 10]). In a symmetric monoidal category X with finite products
× and terminal object ⊤, a coalgebra modality (!, δ, ε, ∆, e) has Seely isomorphisms if the
natural transformation χA,B := !(A × B)
∆A×B−−−−→ !(A × B) ⊗ !(A × B) !(π0)⊗!(π1)−−−−−−−→ !A ⊗ !B and
the map χ⊤ : !⊤
e⊤−−→ K are isomorphisms, so !⊤ ∼= k and !(A × B) ∼= !A ⊗ !B. A coalgebra
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modality with Seely isomorphisms is called a storage modality. A monoidal storage
category (also sometimes known as a (new) Seely category) is a symmetric monoidal category
with finite products and a coalgebra modality which has Seely isomorphisms.
Storage modalities can equivalently be defined as monoidal coalgebra modalities
[3, Definition 2], which are coalgebra modalities equipped with a natural transformation
!A ⊗ !B mA,B−−−→ !(A ⊗ B) and a map k mk−−→ !k such that the underlying comonad is ! a
symmetric monoidal comonad [24, Definition 3.8], and that both ∆ and e are both monoidal
transformations and !-coalgebra morphisms (which imply that mA,B and mk are comonoid
morphisms). As explained in [2, 4], every storage modality is a monoidal coalgebra modality,
where mA,B := !A ⊗ !B
χ−1
A,B−−−→ !(A × B) δA×B−−−→ !!(A × B) !(χA,B)−−−−−→ !(!A ⊗ !B) !(εA⊗εB)−−−−−−→ !(A ⊗ B)
and mk := k
χ−1⊤−−→ !⊤ δ⊤−−→ !!⊤ !(χ⊤)−−−→ !k. It is worth mentioning that there are multiple
equivalent ways of defining a monoidal coalgebra modality. One characterization, which is
of particular important to this paper, is that the monoidal coalgebra modality coherences
are precisely what is required so that the tensor product of the base category becomes a
product in the coEilenberg-Moore category. This is explained in detail in [29]. Explicitly,
the terminal object is the !-coalgebra (k, mk), while the product, which we denote ⊗!, is the
!-coalgebra defined as (A, ω) ⊗! (B, ω′) :=
(
A ⊗ B, A ⊗ B ω⊗ω
′
−−−→ !(A) ⊗ !(B) m⊗−−→ !(A ⊗ B)
)
.
As such, the forgetful functor X! U
!
−→ X preserves the symmetric monoidal structure strictly
but not the product structure. On the other hand, X! I
!
−→ CCom[X] preserves the finite
product structure strictly.
There is no shortage of examples of (monoidal) coalgebra modalities since every categorical
model of MELL admits a monoidal coalgebra modality/storage modality. For example, Hyland
and Schalk provide a nice list of such examples in [18, Section 2.4].
3 Coderelictions
In this section, we review the notion of coderelictions, as well as briefly reviewing differen-
tial categories and additive bialgebra modalities. In particular, we highlight the bijective
correspondence between coderelictions and deriving transformations. For more details on
differential categories, we refer the reader to [6, 3].
The underlying categorical structure of a differential category is not only a symmetric
monoidal category but that of an additive symmetric monoidal category. Indeed, two of the
basic properties of the derivative from classical differential calculus require addition: the
Leibniz rule and the constant rule. Therefore we must first discuss the additive structure,
and so we begin this section by recalling additive structure by starting with the notion of
an additive category. Here we mean “additive” in the Blute, Cockett, and Seely sense of
the term [6], that is, enriched over commutative monoids. In particular, we do not assume
negatives nor do we assume biproducts which differs from other definitions of an additive
category found in the literature.
▶ Definition 5 ([3, Definition 3]). An additive symmetric monoidal category is a
symmetric monoidal category X such that each hom-set X(A, B) is a commutative monoid
with addition X(A, B)×X(A, B) +−→ X(A, B), (f, g) 7→ f +g, and zero map 0 ∈ X(A, B), such
that composition and the tensor product preserves the additive structure, that is, the following
equalities hold: k(f +g)h= kfh+kgh and k0h = 0, and k ⊗ (f +g) ⊗ h=k ⊗f ⊗ h+k ⊗g ⊗ h
and k ⊗ 0 ⊗ h=0. An additive storage category is a monoidal storage category which is
also an additive symmetric monoidal category.
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We first note that if an additive symmetric monoidal category has finite products, then
said finite product structure is in fact a finite biproduct structure that is distributive. We
denote the zero object as 0, and the biproduct as ⊕ with injection maps A ι0−→ A ⊕ B and
B
ι1−→ A⊕B, which satisfy the biproduct coherence identities with the projection maps, that is,
π0ι0 + π1ι1 = 1A⊕B , ι0π0 = 1A, ι1π1 = 1B , ι0π1 = 0, and ι1π0 = 0. The additive symmetric
monoidal structure guarantees that we also have the distributivity laws between the monoidal
and biproduct structures: (A ⊕ B) ⊗ (C ⊕ D) ∼= (A ⊗ C) ⊕ (A ⊗ D) ⊕ (B ⊗ C) ⊕ (B ⊗ D) and
A ⊗ 0 ∼= 0 ∼= 0 ⊗ A. It is worth mentioning that every symmetric monoidal category with
distributive finite biproducts is an additive symmetric monoidal category, and that conversely,
every additive symmetric monoidal category has a finite biproduct completion. With all that
said, biproducts are not necessary for the axiomatization of a differential category.
Differential categories were introduced by Blute, Cockett, and Seely in [6] to provide a
categorical axiomatization of the basic properties of the differentiation, as well as provide
categorical models of Ehrhard and Regnier’s differential linear logic [13, 14].
▶ Definition 6 ([6, Definition 2.4]). A differential category is an additive symmetric
monoidal category with a coalgebra modality (!, δ, ε, ∆, ε) which comes equipped with a deriving
transformation, that is, a natural transformation !A ⊗ A dA−−→ !A which satisfies the axioms
as found in [3, Definition 7]. A differential storage category is a differential category
with finite products such that its coalgebra modality has Seely isomorphisms.
The axioms of a deriving transformation include analogues of the product rule, chain rule,
that the derivative of a constant map is zero, and that the derivative of a linear map is a
constant map. The coKleisli maps of a differential category, that is, the maps of type !A f−→ B
are thought of as smooth maps since, in a certain sense, they are differentiable. Indeed, the
derivative of a coKleisli map !A f−→ B is the composite D[f ] := !A ⊗ A dA−−→ !A f−→ B. This
idea is made precise by the fact that the coKleisli category of a differential is a Cartesian
differential category [7]. On the other hand, it has been recently shown that the coEilenberg-
Moore category of a differential category is a tangent category [9, 10], which we discuss
briefly at the end of the next section.
We now turn our attention towards coderelictions. To do so, we must first briefly
discuss additive bialgebra modalities. Indeed, for an additive symmetric monoidal category
with finite biproducts, a storage modality can equivalently be described as an additive
bialgebra modality [3, Definition 5], which is briefly a coalgebra modality equipped with
natural transformations !A ⊗ !A ∇A−−→ !A and k uA−−→ !A such that (!A, ∇A, ∆A, uA, eA) is a
bicommutative bialgebra, and other simple coherences hold. As explained in [3, Section 7],
∇A := !A ⊗ !A
χ−1
A,A−−−→ !(A ⊕ A) !(π0+π1)−−−−−−→ !A ⊗ !A and uA := k
χ−10−−→ !0 !(0)−−→ !A. For differential
storage categories, the differential structure can equivalently be described in terms of a
codereliction.
▶ Definition 7 ([3, Definition 9]). For an additive storage category with storage coalgebra
modality (!, δ, ε, ∆, e), a codereliction is a natural transformation A ηA−−→ !A such that:
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// !(A ⊗ B)
We note that the definition of a codereliction provide here is not precisely that found
in [3, Definition 9], and is rather defined in terms of the axioms of Fiore’s creation maps
[15]. However, it was shown in [3, Corollary 5] that this axiomatization of a codereliction
is equivalent to the original one provided in [6]. As mentioned above, for a storage modal-
ity/monoidal coalgebra modality/additive bialgebra modality, coderelictions are in bijective
correspondence with deriving transformations.
▶ Theorem 8 ([3, Theorem 4]). For an additive storage category with storage modality
(!, δ, ε, ∆, e), every codereliction induces a deriving transformation, and every deriving
transformation induces a codereliction. Explicitly, if A ηA−−→ !A is a codereliction, then
dA := !A ⊗ A
1!A⊗ηA−−−−−→ !A ⊗ !A ∇A−−→ !A is a deriving transformation. Conversely, if
!A ⊗ A dA−−→ !A is a deriving transformation, then ηA := A
uA⊗1A−−−−→ !A ⊗ A dA−−→ !A is a
codereliction. Furthermore, these constructions are inverses of each other, and therefore,
there is a bijective correspondence between deriving transformations and coderelictions.
4 Infinitesimal Augmentations
In this section, we introduce the notion of an infinitesimal augmentation, which is the
main novel concept of this paper. We will show that infinitesimal augmentations are
equivalent to coderelictions, and therefore provide yet another alternative axiomatization
for differential categories. At the end of this section, we discuss the terminology behind the
name “infinitesimal augmentation” and the relationship to tangent category structure. The
majority of proofs for this section can be found in the appendix.
As discussed in the introduction, the basic intuition is that a codereliction A ηA−−→ !A is
not a !-coalgebra structure on A, since A is a missing a comonoid counit. Therefore, we
will instead equip k ⊕ A with a !-coalgebra. The induced comonoid structure on k ⊕ A, via
the construction of equation (6), should be the canonical one which is conilpotent on the
A component. Using element notation, the comultiplication k ⊕ A ΛA−−→ (k ⊕ A) ⊗ (k ⊕ A)
is given by ΛA(r, a) = (r, 0) ⊗ (1, 0) + (0, a) ⊗ (1, 0) + (1, 0) ⊗ (0, a), while the counit is the
projection π0(r, a) = r. In terms of biproduct distributivity, there are k ⊗ k, A ⊗ k and
k ⊗ A parts, but no A ⊗ A part. So the comultiplication ΛA is indeed conilpotent on the A
component, while the k component is necessary to obtain a counital comonoid.
▶ Lemma 9. In an additive symmetric monoidal category, define the natural transformation
k ⊕ A ΛA−−→ (k ⊕ A) ⊗ (k ⊕ A) as ΛA := π0(ι0 ⊗ ι0) + π1(ι0 ⊗ ι1) + π1(ι1 ⊗ ι0). Then for every
object A, the triple (k ⊕ A, ΛA, π0) is a cocommutative comonoid, and for every map A
f−→ B,
(k ⊕ A, ΛA, π0)
1k⊕f−−−→ (k ⊕ B, ΛB , π0) is a comonoid morphism.
Proof. This is straightforward to check and we leave it as an exercise for the reader. ◀
In order to define an infinitesimal augmentation, we will require first defining one extra
natural transformation. For an additive storage category with storage coalgebra modality
(!, δ, ε, ∆, e), using the universal property of the product, define the natural transformation
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!A ⊗ (k ⊕ B) ΘA,B−−−→ k ⊕ (!A ⊗ B) as the unique map which makes the following diagram
commute:










// !A ⊗ B
(7)
Or more simply, using the additive structure: ΘA,B = (eA ⊗ π0)ι0 + (1!A ⊗ π1)ι1.
▶ Definition 10. For an additive storage category with storage modality (!, δ, ε, ∆, e), an
infinitesimal augmentation is a natural transformation k ⊕ A HA−−→ !(k ⊕ A) such that:
[IA.1] (k ⊕ A, HA) is an !-coalgebra;
[IA.2] (k ⊕ A, ΛA, π0)
HA−−→ (!(k ⊕ A), ∆k⊕A, ek⊕A) is a comonoid morphism;
[IA.3] (!A, δA) ⊗! (k ⊕ B, HB)
ΘA,B−−−→ (k ⊕ (!A ⊗ B), H!A⊗B) is a !-coalgebra morphism.
The axioms of infinitesimal augmentation are analogous to those of a codereliction. The
two diagrams of a !-coalgebra for [IA.1] correspond to the Linear Rule [dC.3] and the
Alternative Chain Rule [dC.4′]. The two diagrams of a comonoid morphism for [IA.2]
correspond to the Constant Rule [dC.1] and the Product Rule [dC.2]. And lastly, the
diagram of a !-coalgebra morphism for [IA.3] corresponds to Monoidal Rule [dC.m]. It is
worth mentioning that it is possible that some of the axioms of an infinitesimal augmentation
may be redundant, as was the case for the original definitions of a codereliction and a creation
map. However, we’ve included them here to provide a clear complete story. We now show
that the induced comonoid structure from the !-coalgebra structure is the one from Lemma 9.
▶ Lemma 11. If H is an infinitesimal augmentation, then for every object A:
(i) ∆HA = ΛA and eHA = π0, where ∆HA and eHA are defined as in equation (6).
(ii) (k, mk)
ι0−→ (k ⊕ A, HA) and (k ⊕ A, HA)
π0−→ (k, mk) are !-coalgebra morphisms.
Proof. It follows immediately from [IA.1] and [IA.2] that (i) holds, which we leave to the
reader to check for themselves. For (ii), we use [IA.1], [IA.2], the biproduct identities,
naturality of H, and that e is monoidal:
HA!(π0) = HA!(HA)!(eA) = HAδA!(eA) = HAeAmk = π0mk
mk!(ι0) = ι0π0mk!(ι0) = ι0HA!(π0)!(ι0) = ι0HA!(1k ⊕ 0) = ι0(1k ⊕ 0)HA = ι0HA
So we conclude that ι0 and π0 are !-coalgebra morphisms. ◀
We now show how to construct an infinitesimal augmentation from a codereliction:
▶ Proposition 12. Every codereliction induces an infinitesimal augmentation. Explicitly, for
a differential storage category with storage modality (!, δ, ε, ∆, e) and codereliction A ηA−−→ !A,
define the natural transformation k ⊕ A HA−−→ !(k ⊕ A) as the unique map which makes the

















Or equivalently, using the additive structure: HA := π0mk!(ι0) + π1(mk ⊗ ηA)χ−1k,A. Then H
is an infinitesimal augmentation.
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Proof. This is actually an application of [5, Theorem 5.1] which we explain in detail in
Appendix A. ◀
We now show how to construct a codereliction from an infinitesimal augmentation:
▶ Proposition 13. Every infinitesimal augmentation induces a codereliction. Ex-
plicitly, for an additive storage category with coalgebra modality (!, δ, ε, ∆, e) which
has Seely isomorphisms and infinitesimal augmentation k ⊕ A HA−−→ !(k ⊕ A), define
ηA :=A
ι1−→ k ⊕ A HA−−→ !(k ⊕ A) !(π1)−−−→ !A. Then η is a codereliction. Therefore, an addit-
ive storage category whose storage modality has an infinitesimal augmentation is a differential
storage category.
Proof. See Appendix B. ◀
We now state the first main result of this paper:
▶ Theorem 14. For the storage modality of additive storage category, there is a bijective
correspondence between coderelictions and infinitesimal augmentations.
Proof. See Appendix C, where we show that constructions of Proposition 12 and Proposition
13 are inverses of each other. ◀
We conclude this section with a discussion on the terminology behind the name “infin-
itesimal augmentation”. “Augmentation” is a reference to the fact that k ⊕ A is always
an augmented (co)algebra in the classical sense, in particular since k ⊕ A is the (co)free
(co)pointed object over A. “Infinitesimal” is related to tangent category terminology. A
tangent category [9] is a category equipped with an endofunctor T and various other natural
transformations whose axioms generalize the theory of smooth manifolds and their tangent
bundles, with the category of smooth manifolds being the canonical example. A repres-
entable tangent category is a tangent category with finite products and such that T is a
representable functor, that is, T ∼= (−)D for some exponent object D. The object D is called
an infinitesimal object. In [10, Section 6] it was shown that, under a mild limit condition,
the coEilenberg-Moore category of a differential storage category is a representable tangent
category whose infinitesimal object is (k ⊕ k, Hk). Therefore, the !-coalgebra structure of the
infinitesimal object is precisely the infinitesimal augmentation. In future work, it would be
interesting to further study the connection between infinitesimal augmentations and tangent
structure. In particular, infinitesimal augmentations may provide the key in generalizing
linear-non-linear adjunctions [2, 25, 26] for differential categories (where one would replace a
Cartesian category with a tangent category).
5 Coderelictions for Free Exponential Modalities
In this section we provide the main objective of this paper, that is, we provide an alternative
proof that every additive Lafont category with finite biproducts is a differential storage
category. In particular, we will explain how to construct the (necessarily unique) codereliction
and induced deriving transformation of the free exponential modality using its couniversal
property. In fact, we will first show that every free exponential modality has an infinitesimal
augmentation, which is easily constructed using the couniversal property.
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▶ Definition 15 ([27]). A free exponential modality is a coalgebra modality (!, δ, ε, ∆, e)
such that for each object A, !A is a cofree cocommutative comonoid over A, that is, if
(C, ∆, e) is a comonoid then for every map C f−→ A, there exists a unique comonoid morphism
(C, ∆, e) f
♭








A (additive) Lafont category is a (additive) symmetric monoidal category with a free
exponential modality.
We should note that here we are using the term “Lafont category” in the sense of Blute,
Cockett, and Seely as in [4], which is the same as in [25] but which drops the closed structure
requirement. The coEilenberg-Moore category of a free exponential modality is isomorphic
to the category of cocommutative comonoids. In other words, for a free exponential modality,
every cocommutative comonoid is a !-coalgebra. Explicitly, if (C, ∆, e) is a cocommutative
comonoid, then define (C, ∆, e) ω
(∆,e)
−−−−→ (!C, ∆C , eC) as the unique comonoid morphism such
that the following diagram commutes:
C




Then it follows that (C, ω(∆,e)) is a !-coalgebra. Furthermore, if (C, ∆, e) f−→ (D, ∆′, e′)
is a comonoid morphism, then (C, ω(∆,e)) f−→ (D, ω(∆′,e′)) is a !-coalgebra morphism. On
top of this, it follows that ∆ω(∆,e) = ∆ and eω(∆,e) = e, where ∆ω(∆,e) and eω(∆,e) are
defined as in (6). Therefore, this induces a functor J ! : CCom[X] → X! which is inverse to
I ! : X! → CCom[X]. Furthermore, it is a well-known fact that free exponential modalities
are always monoidal coalgebra modalities [2, 25]. Explicitly, (k, 1k, 1k)
mk−−→ (!k, ∆k, ek)
and (!A, ∆A, eA) ⊗ (!B, ∆B , eB)
mA,B−−−→ (!(A ⊗ B), ∆A⊗B , eA⊗B) are the unique comonoid
morphisms defined respectively as mk := 1♭k and mA,B := (εA ⊗εB)♭. As such, in the presence
of finite products, every free exponential modality has Seely isomorphisms and is therefore
a storage modality. Explicitly, (!A, ∆A, eA) ⊗ (!B, ∆B , eB)
χ−1
A,B−−−→ (!(A × B), ∆A×B , eA×B)
and (k, 1k, 1k)
χ−1⊤−−→ (!⊤, ∆⊤, e⊤) are the unique comonoid morphisms defined respectively
as χ−1A,B := ⟨εA ⊗ eB , eA ⊗ εB⟩♭ and t♭k. For an additive Lafont category, it follows that
every free exponential modality is thus also an additive bialgebra modality. Explicitly,
(!A, ∆A, eA) ⊗ (!A, ∆A, eA)
∇A−−→ (!A, ∆A, eA) and (k, 1k, 1k)
uA−−→ (!A, ∆A, eA) are the unique
comonoid morphisms defiend respectively as ∇A := (εA ⊗ eA + eA ⊗ εA)♭ and uA := 0♭. So
in particular, in the presence of additive structure, for a free exponential modality, !A is also
a bicommutative bialgebra.
We now turn our attention to constructing the infinitesimal augmentation for the free
exponential modality (!, δ, ε, ∆, e) of an additive Lafont category with finite biproducts. As
shown in Lemma 9, (k ⊕ A, ΛA, π0) is a cocommutative comonoid, and therefore admits a
canonical !-coalgebra structure. Define the natural transformation k ⊕ A HA−−→ !(k ⊕ A) as
HA := ω(Λ,π0), that is, (k ⊕ A, ΛA, π0)
HA−−→ (!(k ⊕ A), ∆k⊕A, ek⊕A) is the unique comonoid
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We now carefully show in steps that H is indeed an infinitesimal augmentation. Starting
with the an important, but often overlooked step, of showing that H is natural.
▶ Lemma 16. H is a natural transformation.
Proof. Consider a map A f−→ B. By Lemma 9, (k ⊕ A, ΛA, π0)
1k⊕f−−−→ (k ⊕ B, ΛB , π0) is a
comonoid morphism. Therefore, (1k ⊕ f)HB and HA!(1k ⊕ f) are comonoid morphisms of
the same type (k ⊕ A, ΛA, π0) → (!(k ⊕ A), ∆k⊕A, ek⊕A). However, we easily compute that:
HA!(1k ⊕ f)εk⊕B = HAεA(1k ⊕ f) = (1k ⊕ f) = (1k ⊕ f)HBεk⊕B
Since HA!(1k ⊕f)εk⊕B = (1k ⊕f)HBεk⊕B , it follows from the couniversal property of !(k ⊕B)
that HA!(1k ⊕ f) = (1k ⊕ f)HB . So we conclude that H is a natural transformation. ◀
Next, it follows that [IA.1] and [IA.2] are automatic by construction.
▶ Lemma 17. For every object A,
(i) (k ⊕ A, HA) is an !-coalgebra;
(ii) (k ⊕ A, ΛA, π0)
HA−−→ (!(k ⊕ A), ∆k⊕A, ek⊕A) is a comonoid morphism.
Proof. Both are automatic by construction since HA := ω(Λ,π0). ◀
For the free exponential modality, !-coalgebra morphisms correspond to comonoid morph-
ism. Therefore, in order to prove [IA.3], it is sufficient to show that ΘA,B is a comonoid
morphism of the appropriate type. To do so, we will require the following lemma:
▶ Lemma 18. Let (C, ∆, e) be a cocommutative comonoid. Then for every object A,
(C, ∆, e) F−→ (k ⊕ A, ΛA, π0) is a comonoid morphism if and only if C
F−→ k ⊕A is of the form
F = ⟨e, f⟩ for some map C f−→ A such that ∆(f ⊗ f) = 0.
Proof. Recall that any map C F−→ k ⊕ A satisfies F = ⟨Fπ0, Fπ1⟩. Then suppose that
(C, ∆, e) F−→ (k ⊕ A, ΛA, π0) is a comonoid morphism. Since F preserves the counit, it follows
that Fπ0 = e. Next, note that by definition ΛA(π1 ⊗ π1) = 0. Then since F preserves the
comultiplication it follows that ∆(F ⊗ F )(π1 ⊗ π1) = FΛA(π1 ⊗ π1) = 0. Therefore, Fπ1
satisfies the desired equality, and so F = ⟨e, Fπ1⟩ is of the desired form. Conversely, suppose
that f is a map which satisfies ∆(f ⊗ f) = 0. By definition, it is automatic that ⟨e, f⟩
preserves the counit since ⟨e, f⟩π0 = e. Next we need to show that ⟨e, f⟩ also preserves the
comultiplication. To do so, we will show that ⟨e, f⟩ΛA(πi ⊗ πj) = ∆ (⟨e, f⟩ ⊗ ⟨e, f⟩) (πi ⊗ πj)
for i, j ∈ {0, 1}.
⟨e, f⟩ΛA(π0 ⊗ π0) = ⟨e, f⟩π0 = e = ∆(e ⊗ e) = ∆ (⟨e, f⟩ ⊗ ⟨e, f⟩) (π0 ⊗ π0)
⟨e, f⟩ΛA(π0 ⊗ π1) = ⟨e, f⟩π1 = f = ∆(e ⊗ f) = ∆ (⟨e, f⟩ ⊗ ⟨e, f⟩) (π0 ⊗ π1)
⟨e, f⟩ΛA(π1 ⊗ π0) = ⟨e, f⟩π1 = f = ∆(f ⊗ e) = ∆ (⟨e, f⟩ ⊗ ⟨e, f⟩) (π1 ⊗ π0)
⟨e, f⟩ΛA(π1 ⊗ π1) = 0 = ∆(f ⊗ f) = ∆ (⟨e, f⟩ ⊗ ⟨e, f⟩) (π1 ⊗ π1)
Then by the distributivity of the biproduct and the universal property of the product, it
follows that ⟨e, f⟩ΛA = ∆ (⟨e, f⟩ ⊗ ⟨e, f⟩). Therefore, ⟨e, f⟩ is a comonoid morphism. ◀
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▶ Corollary 19. (!A, ∆A, eA)⊗ (k ⊕B, ΛB , π0)
ΘA,B−−−→ (k ⊕ (!A⊗B), Λ!A⊗B , π0) is a comonoid
morphism where !A ⊗ (k ⊕ B) ΘA,B−−−→ k ⊕ (!A ⊗ B) is defined as in (7). Therefore, we also
have that (!A, δA) ⊗! (k ⊕ B, HB)
ΘA,B−−−→ (k ⊕ (!A ⊗ B), H!A⊗B) is a !-coalgebra morphism.
Proof. By construction ΘA,B = ⟨eA ⊗ π0, 1!A ⊗ π1⟩. Then by Lemma 18, to show that ΘA,B
is a comonoid morphism, it suffices to show that 1!A ⊗ π1 satisfies the extra identity, since
the first component of ΘA,B is indeed the counit of !A ⊗ (k ⊕ B). However by naturality
of the symmetry isomorphism and that ΛB(π1 ⊗ π1) = 0, we easily see that (we omit the
subscripts for space):
(∆ ⊗ Λ)(1 ⊗ σ ⊗ 1)(1 ⊗ π1 ⊗ 1 ⊗ π1) = (∆ ⊗ Λ)(1 ⊗ 1 ⊗ π1 ⊗ π1)(1 ⊗ σ ⊗ 1) = 0
So ΘA,B is a comonoid morphism. Furthermore, it is straightforward to check that for
(!A, ∆A, eA) ⊗ (k ⊕ B, ΛB , π0), its associated !-coalgebra is precisely (!A, δA) ⊗! (k ⊕ B, HB).
Therefore, since every comonoid morphism is also a !-coalgebra morphism between the
induced !-coalgebras, it follows that ΘA,B is a !-coalgebra morphism. ◀
Bringing all of the above lemmas and corollary together, we obtain:
▶ Proposition 20. For an additive Lafont category with free exponential modality (!, δ, ε, ∆, e)
and finite biproducts, H as defined in equation (8) is an infinitesimal augmentation, and
furthermore it is the unique infinitesimal augmentation for the free exponential modality.
Proof. Lemma 16 shows that H is a natural transformation, while Lemma 17 and Corollary
19 show that H satisfies [IA.1] and [IA.2] respectively. So H is indeed an infinitesimal
augmentation. Now suppose that H′ was another infinitesimal augmentation. By Lemma 11,
we have that ∆HA = ΛA = ∆H
′
A and eHA = π0 = eH
′
A . Therefore, the !-coalgebras (k ⊕ A, HA)
and (k ⊕ A, H′A) both induce the same cocommutative comonoid (k ⊕ A, ΛA, π0). However,
since the coEilenberg-Moore category of the free exponential modality is isomorphic to the
category of cocommutative comonoids, it follows that (k ⊕ A, HA) = (k ⊕ A, H′A). Therefore,
HA = H′A. So we conclude that H is the unique infinitesimal augmentation for the free
exponential modality. ◀
Therefore, we obtain an alternative proof of Blute, Lucyshyn-Wright, and O’Neill in
terms of coderelictions and differential categories (rather than deriving transformations and
codifferential categories) which is the main contribution of this paper.
▶ Theorem 21 ([5, Theorem 4.4]). For an additive Lafont category with free exponential
modality (!, δ, ε, ∆, e) and finite biproducts, the free exponential modality comes equipped with
a unique codereliction A ηA−−→ !A defined as follows, where (k ⊕ A, ΛA, π0)
π♭−→ (!A, ∆A, eA) is
the unique comonoid morphism such that the diagram on the right commutes:
ηA = A
ι1 // k ⊕ A







Furthermore, this codereliction is precisely the induced codereliction from the infinitesimal
augmentation H from Proposition 20 via the construction of Proposition 13. The (necessarily
unique) deriving transformation !A ⊗ A dA−−→ !A induced by the construction of Theorem 8 is
equal to the following composition,
dA = !A ⊗ A
1!A⊗ι1 // !A ⊗ (k ⊕ A)
(eA⊗π1+εA⊗π0)♭ // !A
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where (eA ⊗ π1 + εA ⊗ π0)♭ : (!A, ∆A, eA) ⊗ (k ⊕ A, ΛA, π0) → (!A, ∆A, eA) is the unique
comonoid morphism such that the following diagram commutes:







Therefore, every additive Lafont category with finite biproducts is a differential category.
Proof. By Proposition 20, H is an infinitesimal augmentation and so, by Proposition 13,
H induces a codereliction η defined as ηA = ι1HA!(π1). Since H is the unique infinitesimal
augmentation, by the bijective correspondence of Theorem 14, it follows that η must also
be the unique codereliction for the free exponential modality. Next, in order to show the
desired equality, it suffices to show that π♭1 = HA!(π1). To do so, first note that by definition,
π♭ and HA!(π1) are comonoid morphisms of the same type (k ⊕ A, ΛA, π0) → (!A, ∆A, eA).
Also note that we have the following equality:
HA!(π1)εA = HAεAπ1 = π1
Since HA!(π1)εA = π1 = π♭1εA, by the couniversal property of !A, it follows that HA!(π1) = π♭1.
Therefore, we have that:
ηA = ι1HA!(π1) = ι1π♭1
Thus we conclude that ηA = ι1π♭1. By Theorem 8, the codereliction η induces a deriving
transformation d defined as dA = (1!A ⊗ ηA)∇A. In order to show to the desired equality, it
suffices to show that (1!A ⊗ π♭1)∇A = (eA ⊗ π1)♭. Using again the same strategy as before,
we note that (1!A ⊗ π♭1)∇A and (eA ⊗ π1 + εA ⊗ π0)♭ are comonoid morphisms of the same
type (!A, ∆A, eA) ⊗ (k ⊕ A, ΛA, π0) → (!A, ∆A, eA). We also compute the following equality:
(1!A ⊗ π♭1)∇AεA = (1!A ⊗ π♭1)(eA ⊗ εA) + (1!A ⊗ π♭1)(εA ⊗ eA) = eA ⊗ π1 + εA ⊗ π0
Since (1!A ⊗ π♭1)∇AεA = eA ⊗ π1 + εA ⊗ π0 = (eA ⊗ π1 + εA ⊗ π0)♭εA, by the couniversal
property of !A, it follows that (1!A ⊗ π♭1)∇A = (eA ⊗ π1 + εA ⊗ π0)♭. Therefore, we have that:
dA = (1!A ⊗ ηA)∇A = (1!A ⊗ ι1)(1 ⊗ π♭1)∇A = (1!A ⊗ ι1)(eA ⊗ π1 + εA ⊗ π0)♭
Thus we conclude that dA = (1!A ⊗ ι1)(eA ⊗ π1 + εA ⊗ π0)♭. ◀
6 Examples
In this section, we provide some examples of free exponential modalities and their coderelic-
tions. Other interesting examples of differential categories with free exponential modalities
are studied in [3, 5, 6, 8, 12].
▶ Example 22. Let REL be the category of sets and relations, where recall that the tensor
product is given by the Cartesian product of sets, X ⊗ Y = X × Y , the monoidal unit is a
chosen singleton, k = {∗}, the biproduct is given by the disjoint union of sets, X ⊕Y = X ⊔Y .
REL is also a Lafont category where for a set X, !X is the set of finite multisets of elements
of X. We will denote finite multisets as Jx1, . . . , xnK, xi ∈ X, where recall that we can have
multiple copies of the same element in a finite multiset. The codereliction is the relation which
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associates an element of X to the bag containing only said element, ηX := {(x, JxK)| ∀x ∈ X}
⊆ X × !X. The deriving transformation is the relation which adds an element into the bag,
dX := {((Jx1, . . . , xnK, x), Jx1, . . . , xn, xK) | ∀xi, x ∈ X}. The infinitesimal extension relates
the element of the singleton to all possible bags of copies of the singleton element, and
relates an element of X to bags of copies of the singleton element with said element added in:
HX := {(∗, J∗, . . . , ∗︸ ︷︷ ︸
n-copies
K)| ∀n ∈ N}∪{(x, J∗, . . . , ∗︸ ︷︷ ︸
n-copies
, xK)| ∀x ∈ X, n ∈ N} ⊆ ({∗}⊔X)×! ({∗} ⊔ X).
For more details on this example, see [6, Section 2.5.1].
▶ Example 23. Let k be a field, and let VECk be the category of k-vector spaces and k-linear
maps between them. Its dual VECopk is a Lafont category where for a k-vector space V ,
!V = Sym(V ), the free symmetric algebra over V . Note that in VECk, Sym(V ) is the free
commutative k-algebra over V , and therefore Sym(V ) is the cofree cocomutative comonoid over
V in VECopk . In particular, if X is a basis of V , then Sym(V ) ∼= k[X], where the latter is the
polynomial ring over X. We will express η, d, and H in terms of polynomials, and if their types
look backwards, it is because we expressing them in VECk. The codereliction K[X]
ηV−−→ V is
defined as picking out the degree 1 terms of the polynomial, that is, its xi terms. This can be





(⃗0)xi. Note that evaluating a polynomial at zero
extracts its constant term. The constant term of ∂p(x⃗)∂xi is precisely the scalar factor of xi.
Therefore, ∂p(x⃗)∂xi (0)xi are precisely the degree 1 terms of p(x⃗). The deriving transformation






⊗ xi. For the infinitesimal extension, note that Sym(k ⊕ V ) ∼= k[X, y],





(⃗0, 1)xi. We note
that this example can be generalized to the category of modules over any commutative
semiring. For more details on this example, see [6, Section 2.5.3].
▶ Example 24. Example 22 and Example 23 are in fact examples of the same general
construction of a free exponential modality given by the product of the symmetric tensor






is the countable product and Sn(A) is the
equalizer of all permutations A⊗n
∼=−→ A⊗n . The codereliction is defined as the “injection” of
A into !A since S1(A) = A, that is, let !A
πn−−→ Sn(A) be the projection map of the product
(where note that !A π1−→ A), then the codereliction A ηA−−→ !(A) is defined as the unique map
(using the universal property of the product) such that ηπ1 = 1A and ηπn = 0 for n ̸= 1. We
stress that not all free exponential modalities arise in this manner, as explained in [27].
▶ Example 25. Let k be a field, then VECk is a Lafont category where for a k-vector space
V , !V is the cofree cocommutative k-coalgebra over V . When k is algebraically closed and
has characteristic zero (such as C), then !V admits a nice expression [28]: if X is a basis for
V , then !V ∼=
⊕
v∈V
k[X]. In this case, the codereliction V ηV−−→
⊕
v∈V
k[X] maps basis elements
x ∈ X to the monomial in the 0 ∈ V component: ηV (x) = (x)0. This differential category,
and its resulting model of differential linear logic, was studied in detail by Clift and Murfet
in [8]. We note that this example can be generalized to the category of modules over any
commutative semiring, though the cofree cocommutative coalgebra may not have as nice a
form. It is also important to observe that this example is not of the form of Example 24.
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A Proof of Proposition 12
The key to this proof is that we make use of the dual of [5, Theorem 5.1]. To do so, we must
first recall the definition of comodules of a cocommutative comonoid.
▶ Definition 26. In a symmetric monoidal category, for a cocommutative comonoid (C, ∆, e),
a (C, ∆, e)-comodule is a pair (M, α) consisting of an object M and a map M α−→ C ⊗ M














// C ⊗ C ⊗ A A
For a coalgebra modality (!, δ, ε, ∆, e) and a !-coalgebra (A, ω), a (A, ω)-comodule is a
(A, ∆ω, eω)-comodule, where ∆ω and eω are defined as in (6).
As explained in [5], one can use the deriving transformation d to construct new !-coalgebras
using !-coalgebras and their comodules.
▶ Theorem 27 ([5, Theorem 5.1, Proposition 5.4]). In a differential category with coalgebra
modality (!, δ, ε, ∆, e), deriving transformation d, and finite biproducts ⊕, if (A, ω) is a !-
coalgebra and (M, α) a (A, ω)-comodule, define the map A ⊕ M α
ω
−−→ !(A ⊕ M) as the unique

















// !(A ⊕ M) !(A ⊕ M) ⊗ (A ⊕ M)
dA⊕M
oo
Alternatively using the additive structure, αω := π0ω!(ι0) + π1α(ω ⊗ 1M )(!(ι0) ⊗ ι1)dA⊕M .
Then (A ⊕ M, αω) is an !-coalgebra. Furthermore, the following equalities hold:
∆α
ω
:= π0∆ω(ι0 ⊗ ι0) + π1α(ι0 ⊗ ι1) + π1σA,M (ι1 ⊗ ι0) eα
ω
= π0eω
where A ⊕ M ∆
αω
−−−→ (A ⊕ M) ⊗ (A ⊕ M) and A ⊕ M e
αω
−−→ k are defined as in (6).
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For a storage modality, αω can alternatively be defined using the Seely isomorphisms and
codereliction:
▶ Lemma 28. In a differential storage category with storage modality (!, δ, ε, ∆, e) and
codereliction η, if (A, ω) is a !-coalgebra and (M, α) a (A, ω)-comodule, then αω from the



















Alternatively using the additive structure, the following equality holds:
αω = π0ω!(ι0) + π1α(ω ⊗ ηM )χ−1A,M
Proof. Using that dA = (1!A ⊗ ηA)∇A and χ−1A,M = (!(ι0) ⊗ !(ι1))∇A⊕M , we easily see that:
αω = π0ω!(ι0) + π1α(ω ⊗ 1M )(!(ι0) ⊗ ι1)dA⊕M
= π0ω!(ι0) + π1α(ω ⊗ 1M )(!(ι0) ⊗ ι1)(1!(A⊕M) ⊗ ηA⊕M )∇A⊕M
= π0ω!(ι0) + π1α(ω ⊗ ηM )(!(ι0) ⊗ !(ι1))∇A⊕M
= π0ω!(ι0) + π1α(ω ⊗ ηM )χ−1A,M
So we conclude that the desired equality holds. ◀
We will now explain how k ⊕ A HA−−→ !(k ⊕ A) as constructed in Proposition 12 is of
the form αω for a specific !-coalgebra and comodule. First observe that every object is a
comodule of the monoidal unit, that is, for every object A, (A, 1A) is a (k, 1k, 1k)-comodule.
Also note that it is easy to see that for the !-coalgebra (k, mk), its associated comonoid is
precisely (k, 1k, 1k), that is, ∆mk = 1k and emk = 1k. Therefore, for every object A, (A, 1A)
is a (k, mk)-comodule.
▶ Lemma 29. In a differential storage category with storage modality (!, δ, ε, ∆, e) and
codereliction η, for k ⊕A HA−−→ !(k ⊕A) as constructed in Proposition 12, the following equality
holds: HA = 1mkA , where 1
mk
A is defined as in Theorem 27.
Proof. Recall that HA := π0mk!(ι0) + π1(mk ⊗ ηA)χ−1k,A. By Lemma 28, since α = 1A and
ω = mk, we clearly see that HA = 1mkA . ◀
▶ Corollary 30. H satisfies [IA.1], that is, for every object A, (k ⊕ A, HA) is a !-coalgebra.
Proof. This follows immediately from Theorem 27 and Lemma 29. ◀
It remains to prove [IA.3], which we compute directly.
▶ Lemma 31. H satisfies [IA.3], that is, (!A, δA)⊗! (k⊕B, HB)
ΘA,B−−−→ (k ⊕ (!A ⊗ B), H!A⊗B)
is a !-coalgebra morphism.
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Proof. Recall that by construction ΘA,B = (eA ⊗ π0)ι0 + (1!A ⊗ π1)ι1. We must show that
(δA ⊗ HB)m!A,k⊕B !(ΘA,B) = ΘA,BH!A⊗B . By brute force computation, we show that:
(δA ⊗ HB)m!A,k⊕B !(ΘA,B) =
= (δA ⊗ π0)(1!!A ⊗ mk)(1!!A ⊗ !(ι0)m!A,k⊕B !(ΘA,B)
+ (δA ⊗ π1)(1!!A ⊗ mk ⊗ ηB)(1!!A ⊗ χ−1k,B)m!A,k⊕B !(ΘA,B)
= (δA ⊗ π0)(1!A ⊗ mk)m!A,k!(1!A ⊗ ι0)!(ΘA,B)
+ (δA ⊗ π1)(1!!A ⊗ mk ⊗ ηB)(∆!A ⊗ 1!k ⊗ 1!B)(1!!A ⊗ σ!!A,!k ⊗ 1!B)
(m!A,!k ⊗ m!A,!B) (!(1!A ⊗ ι0) ⊗ !(1!A ⊗ ι1)) ∇!A⊗(k⊕B)!(ΘA,B)
= (δA ⊗ π0)!(1!A ⊗ ι0)!(ΘA,B)
+ (δA ⊗ π1)(∆!A ⊗ ηB)(1!!A ⊗ m!A,!B) (!(1!A ⊗ ι0) ⊗ !(1!A ⊗ ι1)) ∇!A⊗(k⊕B)!(ΘA,B)
= (δA ⊗ π0)!(eA)!(ι0)
+ (δA ⊗ π1)(∆!A ⊗ 1B)(1!!A ⊗ ε!A ⊗ 1B)(1!!A ⊗ η!A⊗B)
(!(1!A ⊗ ι0) ⊗ !(1!A ⊗ ι1)) (!(ΘA,B) ⊗ !(ΘA,B))∇k⊕(!A⊗B)
= (eA ⊗ π0)mk!(ι0)
+ (δA ⊗ π1)(∆!A ⊗ 1B)(1!!A ⊗ ε!A ⊗ 1B)(1!!A ⊗ η!A⊗B)(!(eA) ⊗ 1!(!A⊗(k⊕B)))
(!(ι0) ⊗ !(ι1))∇k⊕(!A⊗B)
= (eA ⊗ π0)mk!(ι0)
+ (∆A ⊗ π1)(δA ⊗ δA ⊗ 1B)(!(eA) ⊗ ε!A ⊗ 1B)(1!!A ⊗ η!A⊗B)χ−1k,!A⊗!A⊗B
= (eA ⊗ π0)mk!(ι0)
+ (∆A ⊗ π1)(eA ⊗ 1!A ⊗ 1B)(mk ⊗ η!A⊗B)χ−1k,!A⊗!A⊗B
= (eA ⊗ π0)mk!(ι0) + (1!A ⊗ π1)(mk ⊗ η!A⊗B)χ−1k,!A⊗!A⊗B
= ΘA,Bπ0mk!(ι0) + ΘA,Bπ1(mk ⊗ η!A ⊗ B)χ−1k,!A⊗B
= ΘA,BH!A⊗B
So we conclude that ΘA,B is a !-coalgebra morphism and that H satisfies [IA.3]. ◀
So we conclude that H is indeed an infinitesimal extension.
B Proof of Proposition 13
By [3, Corollary 5], to show that a natural transformation A ηA−−→ !A is a codereliction it in
fact suffices to show that η satisfies [dC.3], [dC.4], and [dC.m]. So let k⊕A HA−−→ !(k⊕A) be
an infinitesimal extension and recall that ηA : A → !A is defined as follows ηA := ι1HA!(π1).
▶ Lemma 32. η satisfies [dC.3].
Proof. We must show that ηAεA = 1A. So we compute that:
ηAεA = ι1HA!(π1)εA = ι1HAεk⊕Aπ1 = ι1π1 = 1A
So we conclude that η satisfies [dC.3]. ◀
▶ Lemma 33. η satisfies [dC.4].
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Proof. We must show that ηAδA = (uA ⊗ ηA)(δA ⊗ η!A)∇!A. First note that we have the
following equality:
HA!(π1) = π0ι0HA!(π1) + π1ι1HA!(π1)
= π0mk!(ι0)!(π1) + π1ι1HA!(π1)
= π0mk!(0) + π1ι1HA!(π1)
= π0uA + π1ι1HA!(π1)
= π0uA + π1ηA





= ι1HA! (π0uA + π1ηA)
= ι1HA∆k⊕A(!(π0) ⊗ !(π1))(!(uA ⊗ !(ηA))∇!A
= ι1ΛA(HA ⊗ HA)(!(π0) ⊗ !(π1))(!(uA ⊗ !(ηA))∇!A
= ι1ΛA(π0 ⊗ HA)(mk ⊗ !(π1))(!(uA ⊗ !(ηA))∇!A
= ι1HA(uA ⊗ !(π1))(δA ⊗ !(ηA))∇!A
= (uA ⊗ ηA)(δA ⊗ !(ηA))∇!A
= (uA ⊗ ηA)(δA ⊗ η!A)∇!A
So we conclude that η satisfies [dC.4]. ◀
▶ Lemma 34. η satisfies [dC.m].
Proof. We must show that (1!A ⊗ ηB)mA,B = (εA ⊗ 1B)ηA⊗B .
(1!A ⊗ ηB)mA,B = (1!A ⊗ ι1)(1!A ⊗ HB)(1!A ⊗ !(π1))mA,B
= (1!A ⊗ ι1)(δA ⊗ HB)(!(εA) ⊗ !(π1))mA,B
= (1!A ⊗ ι1)(δA ⊗ HB)m!A,k⊕B ! (εA ⊗ π1)
= (1!A ⊗ ι1)(δA ⊗ HB)m!A,k⊕B ! (1!A ⊗ π1) ! (εA ⊗ 1B)
= (1!A ⊗ ι1)(δA ⊗ HB)m!A,k⊕B !(ΘA,B)!(π1)! (εA ⊗ 1B)
= (1!A ⊗ ι1)ΘA,BH!A⊗B !(π1)! (εA ⊗ 1B)
= ι1H!A⊗B !(π1)! (εA ⊗ 1B)
= η!A⊗B ! (εA ⊗ 1B)
= (εA ⊗ 1B)ηA⊗B
So we conclude that η satisfies [dC.m]. ◀
So we conclude that η is a codereliction.
C Proof of Theorem 14
We must show that that constructions of Proposition 12 and Proposition 13 are inverses of
each other. So starting with a codereliction η, we compute:
ι1HA!(π1) = (mk ⊗ ηA)χ−1k,A!(π1) = (mk ⊗ ηA)(ek ⊗ 1!A) = ηA
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Next starting with an infinitesimal extension H, in Lemma 33 we showed that HA!(π1) =
π0uA + π1ηA. Therefore, we compute that:
π0mk!(ι0) + π1(mk ⊗ ηA)χ−1k,A = π0 (mk ⊗ uA) χ
−1
k,A + π1 (mk ⊗ ηA) χ
−1
k,A
= π0uA (mk ⊗ 1!A) χ−1k,A + π1ηA (mk ⊗ 1!A) χ
−1
k,A
= (π0uA + π1ηA) (mk ⊗ 1!A) χ−1k,A
= HA!(π1) (mk ⊗ 1!A) χ−1k,A
= HA (mk ⊗ !(π1)) χ−1k,A
= ΛA(π0 ⊗ HA) (mk ⊗ !(π1)) χ−1k,A
= ΛA(HA ⊗ HA) (!(π0) ⊗ !(π1)) χ−1k,A
= HA∆k⊕A (!(π0) ⊗ !(π1)) χ−1k,A
= HAχk,Aχ−1k,A
= HA
So we conclude that coderelictions are in bijective correspondence with infinitesimal aug-
mentations.
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