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Résumé
Cet article propose une nouvelle façon d’aborder la réa-
lisation de tâches robotiques par asservissement visuel.
Contrairement aux approches classiques où l’image est uti-
lisée pour extraire des informations de nature géométrique
(points, droites, moments, etc.), les informations visuelles
utilisées sont directement la luminance en tout point de
l’image. Diverses lois de commande proposées dans la lit-
térature étant alors mises en échec, nous reformulons le
problème de l’asservissement visuel comme un problème
d’optimisation aboutissant à l’écriture d’une nouvelle loi
de commande. Des résultats expérimentaux valident l’ap-
proche proposée et montrent sa robustesse vis-à-vis de
l’approximation faite sur les profondeurs, de scènes non
Lambertiennes ou encore d’occultations partielles de la
scène.
Mots Clef
Asservissement visuel, luminance, informations visuelles,
tâche de positionnement.
Abstract
This paper proposes a new way to achieve robotic tasks
by visual servoing. Instead of using geometric features
(points, straight lines, moments, etc.) as it is usually done,
we use directly the luminance of all pixels in the image.
Since most of the classical control laws fail in this case,
we turn the visual servoing problem into an optimization
problem leading to a new control law. Experimental results
validate the proposed approach and show its robustness re-
garding to approximated depths, non Lambertian objects
and partial occlusions.
Keywords
Visual servoing, luminance, visual features, positioning
tasks.
1 Introduction
Les asservissements visuels permettent le contrôle des
mouvements d’un système dynamique à partir d’informa-
tions visuelles acquises par une ou plusieurs caméras em-
barquées ou déportées [7]. Ce type d’approches nécessite
en général une extraction et un suivi robuste de ces infor-
mations visuelles, ce qui peut parfois s’avérer probléma-
tique. Dans cet article, nous montrons que nous pouvons
nous affranchir de tout traitement des images. En effet,
nous nous proposons d’utiliser directement l’intensité de
l’image dans la loi de commande.
La loi de commande permet le déplacement d’un robot à
une position souhaitée à partir de la connaissance des in-
formations visuelles courantes s et désirées s∗. Son prin-
cipe repose sur la régulation à zéro du vecteur d’erreur
s − s∗. Pour ce faire, cette approche nécessite la connais-
sance d’une matrice dite d’interaction [4] exprimant la re-
lation liant la vitesse de la caméra v par rapport à l’objet
observé à la vitesse des informations visuelles choisies
ṡ = Ls v (1)
où la vitesse v peut être décomposée en une compo-
sante de translation v = (vx, vy, vz) et de rotation ω =
(ωx, ωy, ωz). Dans ce type d’approche la matrice d’inter-
action joue un rôle important, en effet, en supposant que
l’entrée du contrôleur soit directement la vitesse v, une loi
de commande tentant d’assurer au mieux une décroissance
exponentielle découplée de l’erreur s− s∗ est donée par
v = −λL̂+s (s− s∗) (2)
où le gain λ permet de régler la vitesse de convergence et
où L̂+s est la pseudo-inverse d’un modèle ou d’une approxi-
mation de Ls [4].
Un des points clés de cette approche concerne le choix des
informations visuelles. Ces informations visuelles, issues
de mesures x(rk) dans l’image (où rk est la pose de la ca-
méra à l’instant k) peuvent être extrêmement variées. Elles
peuvent être tout aussi bien de type 2D (coordonnées de
points dans l’image, moments, ...) que de type 3D en com-
binant les mesures 2D issues du capteur avec des connais-
sances supplémentaires (paramètres intrinséques de la ca-
méra, modèle 3D de l’objet par exemple). Dans tous les
cas, une extraction robuste, une mise en correspondance
(entre x(rk) et x∗ = x(r∗)) et un suivi spatio-temporel
(entre x(rk−1) et x(rk)) doivent être réalisés. Ces diffé-
rentes phases sont réputées pour être difficiles, comme l’at-
teste l’abondante littérature sur ces sujets [12].
Nous nous proposons dans cet article de modifier radica-
lement cette façon de faire en supprimant la phase d’ex-
traction des mesures, et par suite en supprimant aussi les
phases de mise en correspondances et de suivi. Pour ce
faire, nous utilisons l’information visuelle la plus simple
qui soit : l’intensité lumineuse. Dans ce cas, le vecteur
d’informations visuelles s n’est rien d’autre que l’image,
s∗ étant simplement l’image désirée. Dans ces conditions,
le signal d’erreur s − s∗ est la différence entre les images
courante et désirée (c’est-à-dire I − I∗ où I est un vecteur
contenant l’intensité de tous les pixels de l’image). Dans ce
premier travail, nous supposons que la scène observée est
Lambertienne, ce qui nous permet d’obtenir la forme ana-
lytique de la matrice d’interaction relative à la luminance.
Elle peut être obtenue [11] à partir de l’hypothèse d’inva-
riance temporelle de la luminance [6].
Toutefois, en utilisant pour information visuelle l’intensité
de l’image, la loi de commande classiquement utilisée (voir
l’équation (2), au mieux converge, mais en générant des
mouvements 3D inappropriés de la caméra, ou au pire di-
verge. Nous reformulons alors le problème de l’asservisse-
ment visuel comme celui de la minimisation d’une fonction
de coût à l’instar des travaux rapportés dans [10] ou [13].
Nous montrons ensuite comment il est possible de réaliser
des tâches de positionnement à partir d’une nouvelle com-
mande.
Considérer toute l’image comme une information visuelle
a déjà été proposé dans le passé [2, 3, 14]. En effet, comme
dans notre cas, ces approches ne nécessitent aucunement
une phase de mise en correspondance. Néanmoins, elles
diffèrent de notre approche selon deux points importants.
Tout d’abord, elles n’utilisent pas directement l’intensité
de l’image puisqu’une projection dans un espace propre
est utilisée pour réduire la dimension du vecteur s. La loi
de commande opère alors directement à partir de l’espace
propre et non plus directement sur les intensités. Cela né-
cessite d’une part le calcul de cet espace propre (calcul réa-
lisé hors ligne) mais d’autre part aussi la projection dans
cet espace de toute nouvelle image. Par ailleurs, la ma-
trice d’interaction utilisée est obtenue, non pas de façon
analytique, mais par apprentissage (également hors ligne).
Cette phase d’apprentissage présente deux inconvénients
majeurs : l’apprentissage doit être réalisé pour tout nouvel
objet et il requiert un grand nombre d’images de la scène
pour diverses positions de la caméra. Ces inconvénients
sont évités ici grâce à la forme analytique de la matrice
d’interaction.
Une approche intéressante, considérant également les in-
tensités, a été proposée dans [8]. Elle est basée sur des
méthodes de noyau permettant d’atteindre un haut degré
de découplage de la loi de commande. Toutefois, seules
les translations et la rotation suivant l’axe optique ont été
considérées alors que notre approche considère les 6 degrés
de liberté.
Dans [15], un asservissent visuel basé homographie est
présenté. Dans ce travail, les intensités de l’image sont
utilisées pour estimer une homographie entre les images
courante et désirée par calcul d’une mise en correspon-
dance, homographie qui est ensuite utilisée dans la loi de
commande. Bien que, comme dans notre cas, l’intensité de
l’image soit à la base de cette approche, un effort important
de traitement d’images doit être réalisé pour obtenir cette
homographie.
Cet article est structuré comme suit. Le problème de l’as-
servissement visuel est reformulé dans la section 2 en
terme d’un problème d’optimisation. Le calcul de la ma-
trice d’interaction associée à la luminance est rappelé dans
la section 3. L’allure de la fonction à minimiser est étudiée
quant à elle dans la section 4. La section 5 détaille comment
il est possible de réaliser des tâches de positionnement. Les
résultats expérimentaux sont présentés dans la section 6.
2 Formulation sous la forme d’un
problème d’optimisation
Au lieu de formuler le problème de l’asservissement visuel
de manière classique, comme évoqué dans la section 1, il
est possible, comme dans [10] ou [13], de le reformuler en
cherchant à minimiser la fonction de coût suivante
C(r) = (s(r)− s(r∗))> (s(r)− s(r∗)) (3)
où r décrit la pose courante de la caméra par rapport à l’ob-
jet, c’est-à-dire un élément de R3 × SO(3), et r∗ la pose
désirée. Nous noterons « + » l’opérateur consistant à com-
biner deux changements de repère.
Suivant la méthode de minimisation employée, diverses
lois de commande peuvent être exhibées. Elles sont dé-
taillées dans [10], aussi nous ne rapportons ci-après que
les résultats les plus importants, en nous restreignant, nous
aussi, aux schémas de convergence différentiels plus à
même de se transposer en terme d’une loi de commande.
Ils sont du type
r = rk + tkd (rk) (4)
où rk est la pose courante, tk un scalaire positif (le pas de
descente) et d (rk) une direction de descente assurant la
décroissance de (3) si la condition suivante est respectée
d (rk)
>∇C (rk) < 0. (5)
Dans ce cas, si tk est suffisamment faible, on en déduit la
loi de commande suivante
v = λkd (rk) (6)
où λk est un scalaire fonction de tk et de la période
d’échantillonnage choisie. Généralement λk est choisi
constant pour tout k.
Pour ne pas alourdir les notations et en l’absence d’ambi-
guïté, nous omettrons désormais les indices k.
2.1 Méthode du gradient
La direction de descente est alors simplement







(s(r)− s(r∗)) . (8)
Or, puisque nous avons ṡ = ∂s
∂r
ṙ = Lsv, on obtient la loi
de commande
v = −λL>s (s(r)− s(r∗)) . (9)
Cette méthode a été appliquée par exemple dans [5].
2.2 Méthode de Gauss-Newton
Pour rk dans un voisinage de r∗, en linéarisant s(r) au-
tour de s(rk) puis en reportant cette expression linéarisée
dans (3) et en annulant ensuite le gradient de l’expression
obtenue, on obtient




soit en utilisant (8)
v = −λL+s (s(r)− s(r∗)) (11)
qui n’est autre que la version parfaite de (2), c’est-à-dire
quand tous les termes de Ls sont parfaitement connus.
Dans le cas contraire, on utilise
v = −λL+s∗ (s(r)− s(r∗)) . (12)
2.3 Méthode de Newton
En approximant localement C(r) par son développement
en série de Taylor en r, et en annulant son gradient, il vient





∇2C(r) = L>s Ls +
i=dim s∑
i=1
∇2si (si(r)− si(r∗)) . (14)
Remarquons que le vecteur d sera effectivement une direc-
tion de descente si ∇2C(r) > 0. Remarquons également
qu’en r∗ les méthodes de Newton et de Gauss-Newton sont
équivalentes puisque ∇2C(r∗) = L>s∗L∗s .
Cette approche a montré son efficacité dans [9].
2.4 Méthode de Levenberg-Marquardt
Cette méthode considère la direction de descente suivante
d(r) = −
(
G + µ diag(G)
)−1∇C(r) (15)









conduisant dans ce cas à
v = −λ
(







avec H = Ls>Ls. Le paramètre µ permet de passer de
la méthode du gradient à celle de Gauss-Newton en ob-
servant le comportement de la fonction de coût pendant sa
minimisation. En effet, quand µ est élevé, (16) se comporte
comme (9) 1. En revanche, quand µ est faible, (16) se com-
porte comme (11).
2.5 Méthode ESM
Les auteurs de [10] ont proposé une loi de commande se
comportant comme une méthode du second ordre sans tou-
tefois nécessiter le calcul de ∇2C(r). Elle s’écrit





Par rapport aux algorithmes classiques de minimisation,
cette approche tire profit du fait que l’allure de la fonction
de coût est connue au minimum, ce qui n’est que rarement
le cas dans d’autres problèmes de minimisation.
3 Modélisation de la luminance
Les informations visuelles considérées dans cet article sont
la luminance en tous les points de l’image, c’est-à-dire,
s(r) = I(r) = (I1•, I2•, · · · , IN•) (18)
où Ik• n’est autre que la ligne k de l’image. I(r) est donc
un vecteur de taille N × M où N × M est la taille de
l’image.
Comme nous l’avons constaté dans la Section 2, toutes les
lois de commande nécessitent le calcul de la matrice d’in-
teraction, ou pour le moins une approximation de cette ma-
trice. Dans notre cas, il s’agit de celle associée à la lumi-
nance d’un point de l’image. Ce calcul est détaillé dans
[11], il est toutefois rappelé ci-après 2.
L’hypothèse de base de ce calcul repose sur l’invariance
de la luminance pour un même point physique entre deux
instants. Cette hypothèse permet d’obtenir l’équation de
contrainte du mouvement apparent (ECMA) qui lie la va-
riation temporelle de la luminance I au mouvement 2D du
point de coordonnées x dans l’image.
Plus précisément, en supposant que ce point se déplace de
dx dans l’intervalle de temps dt, l’hypothèse précédente
permet d’écrire [6] :
I(x + dx, t+ dt) = I(x, t). (19)
Un développement en série de Taylor au premier ordre en




1Plus précisément, chaque composante du gradient est mis à l’échelle
suivant la diagonale de la matrice Hessienne, cela permet de plus grands
déplacements dans la direction où le gradient est faible.
2Dans [11], cette matrice d’interaction a été utilisée pour contrôler la
position d’une source lumineuse et de la caméra pour réaliser un éclairage
optimal de la scène.





en introduisant dans (20) la matrice d’interaction Lx asso-
ciée à celle du point x [4], il vient alors




−1/Z 0 x/Z xy −(1 + x2) y
0 −1/Z y/Z 1 + y2 −xy −x
]
(23)
Bien entendu, en considérant les hypothèses nécessaires à
la dérivation de l’ECMA, l’équation (22) n’est valable que
dans le cas d’un environnement Lambertien, c’est-à-dire
diffusant la lumière de façon uniforme dans toutes les di-
rections, mais aussi pour une source de lumière fixe par
rapport à l’objet. Ces hypothèses peuvent paraître restric-
tives, toutefois, nous verrons à la section 6 que l’utilisation
de (22) s’avère être très efficace même lorsque l’hypothèse
d’une scène Lambertienne n’est plus valide.
4 Étude de la fonction de coût
La convergence des lois de commande rappelées dans la
section 2 dépend fortement de l’allure de la fonction de
coût à minimiser, aussi allons-nous nous y intéresser.
Pour ce faire, nous considérons maintenant le vecteur I(r)
donné par (18) lorsqu’il est observé suivant la pose r. Nous
notons r sous la forme r = (t,θ) où t = (tx, ty, tz) ca-
ractérise la partie translation de la matrice homogène dé-
crivant le passage du repère courant de la caméra au repère
désiré et où θ = (θx, θy, θz) caractérise sa partie rotation
(tangage, lacet, roulis).
À titre d’exemple, les figures 1b et 1c rapportent, dans
le sous espace (tx, θy), l’allure de la fonction de coût (3)
quand l’objet (plan) observé est celui représenté sur la fi-
gure 1a et lorsque la pose souhaitée est telle que le plan du
capteur et celui de l’objet soient parallèles à une distance
Z∗ = 80 cm. Signalons dès à présent que ce cas de figure
est en fait le plus complexe (avec son pendant (ty, θx)). En
effet, il est bien connu qu’il est très difficile de différen-
cier dans une image un mouvement de translation d’axe x
(respectivement y) d’un mouvement de rotation autour de
l’axe y (respectivement x). Cela explique la présence d’une
direction privilégiée selon laquelle le coût est faible. Cette
direction est clairement mise en évidence sur les figures 1b
et 1c.
D’une façon générale, des simulations ont montré que la
forme de la fonction de coût ne dépend pas trop de l’objet
observé tant que l’image ne présente pas de motif pério-
dique ou de forte variation des composantes du gradient
spatial de l’image. Elle présente toujours une vallée très
abrupte au milieu d’un plateau en pente douce et de pente
non constante. Précisons que la direction de cette vallée dé-
pend de Z∗. Pour Z∗ ≈ 0 la direction est celle de l’axe θy
et devient celle de l’axe tx pour Z∗ → +∞. Remarquons
également sur la figure 1b que (3) n’est que quasi-convexe
et de plus sur un domaine de l’espace très réduit.
Examinons à présent plus précisément (3) dans un voisi-
nage de r∗. Pour ce faire, réalisons un développement en
série de Taylor au premier ordre des informations visuelles
I(r) en r∗
I(r) = I(r∗) + LI∗∆r (24)
où ∆r correspond à la pose relative pour passer de r à r∗.
Par suite, en portant (24) dans (3), il vient une approxima-
tion du coût dans un voisinage de r∗
Ĉ(r) = ∆r>H∗∆r (25)
avec H∗ = LI∗>LI∗ . En pratique, due à la forme parti-
culière de la matrice d’interaction donnée en (22) (la pré-
sence d’un terme de profondeur dans la partie translation
due à (23)), les valeurs propres de la matrice H∗ sont extrê-
mement différentes 3. Malheureusement, vu la complexité
de cette matrice, elles ne peuvent être obtenues que de fa-
çon numérique. Par suite, si on s’intéresse au sous-espace
(tx, θy) (respectivement (ty, θx)) la fonction de coût est un
paraboloïde elliptique dont la valeur du grand axe est très
grande vis-à-vis de celle du petit axe, conduisant ainsi à
des iso-contours quasiment parallèles entre eux comme le
montre la figure 1c. De plus, le calcul des vecteurs propres
de H∗ permet d’exhiber des directions selon lesquelles
le coût décroît soit de façon très faible lorsque la valeur
propre associée est très faible, ou inversement de façon im-
portante lorsque la valeur propre est élevée. Dans le cas de
la figure 1c, le vecteur propre associé à la plus petite valeur
propre correspond à la vallée dans laquelle le coût varie très
lentement. En revanche, il varie localement fortement dans
une direction orthogonale, c’est-à-dire dans une direction
très voisine de∇C (r). Nous utiliserons cette connaissance
du comportement de la la fonction de coût dans la section
suivante.
5 Tâches de positionnement
Comme nous l’avons vu dans la section 2, diverses lois de
commande permettent de minimiser la fonction de coût (3).
Nous rapportons tout d’abord le comportement des lois de
commande les plus souvent utilisées dans le domaine de
l’asservissement visuel. C’est-à-dire, la méthode de Gauss-
Newton (GN) et la méthode ESM (ESM) qui s’est révélée
être très efficace pour résoudre, en particulier, le problème
dit de l’avance et du retrait [1].
Trois tâches de positionnement ont été simulées, les condi-
tions initiales étant pour la première tâche tx = -2 cm,
θy = 0, pour la seconde tx = 4 cm, θy = -3◦ et pour la troi-
sième tx = 0, θy = -3◦. Les chemins dans le sous-espace
(tx, θy) empruntés pour les différentes tâches et pour les
3Ce résultat est également valide pour la plupart des informations vi-
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FIG. 1 – Fonction de coût : (a) Objet observé ; (b) Allure de la fonction de coût dans le sous-espace (tx, θy) ; (c) Iso-contours
dans le sous-espace (tx, θy).
différentes lois de commande sont représentés sur la fi-
gure 2 (rappelons toutefois que tous les axes de la caméra
sont contrôlés).
Dans tous les cas la méthode de Gauss-Newton conduit à
des déplacements 3D très grands en regard des déplace-
ments initiaux effectués par la caméra. La méthode ESM
a un meilleur comportement. Néanmoins, les chemins em-
pruntés ne sont pas non plus optimaux.
D’une façon générale, les différentes lois de commande ont
un comportement relativement similaire, la direction suivie
est tout d’abord quasiment parallèle à la vallée (voir les fi-
gures 2 et 1c), elle n’est modifiée qu’une fois la fin de celle-
ci rencontrée où là, la minimisation se fait alors dans la di-
rection du minimum sans problème. Dans cette dernière
phase, les méthodes GN et ESM ont un comportement
identique. C’est le cas de figure rencontré dans la deuxième
tâche où la position initiale de la caméra était déjà dans la
vallée. Comme on peut le constater les deux approches sont
équivalentes. De plus, dans ce cas, la convergence est tou-
jours assurée.
À la vue de la fonction de coût obtenue, nous proposons
l’algorithme suivant permettant de converger vers le mi-
nimum global. La caméra se déplace tout d’abord de telle
sorte à atteindre la vallée, puis se déplace ensuite dans cette
vallée pour atteindre le minimum. Le premier mouvement
peut-être facilement réalisé en utilisant une approche de
type gradient comme nous l’avons vu à la fin de la sec-
tion 4. Toutefois, comme nous pouvons le constater sur la
figure 1c, la direction de ∇C (r) est constante mais, sur le
plateau, son amplitude ne l’est pas (voir la figure 1b), la
pente étant variable. Il conviendrait donc de faire varier le
paramètre λ impliqué dans (9) pour garantir des vitesses
relativement douces. Toutefois, une approche plus simple






C’est-à-dire à appliquer une vitesse constante de norme
vc dans la direction de la plus grande pente calculée à la
position initiale. Le passage dans la vallée se détecte par
l’application d’un filtre polynômial sur les différentes va-
leurs passées du coût, enregistrées au cours du mouvement.





















































FIG. 2 – Chemin dans le sous-espace (tx, θy) des ap-
proches GN, ESM et MLM pour différentes tâches de po-
sitionnement. (a) tâche 1 ; (b) tâche 2 ; (a) tâche 3.
la loi de commande (16) est ensuite appliquée pour affiner
le positionnement. Toutefois, au lieu de régler le paramètre
µ comme dans l’algorithme de Levenberg-Marquardt, nous
proposons une autre façon de le régler comme nous le ver-
rons par la suite. Nous nommerons MLM cette méthode
dans le reste du document. De plus, au lieu d’utiliser pour
la matrice H la Hessienne de la fonction de coût, nous uti-
liserons son approximation LI>LI. La loi de commande ré-









avec H = LI>LI.
Nous détaillons maintenant comment le paramètre µ est ré-
glé. La Figure 3a montre les chemins obtenus par l’algo-
rithme MLM dans le cas où rinit = (8 cm, 4 cm, -10 cm,
3◦, -3◦, -5◦) pour différentes valeurs de µ. Après la phase à
mouvement constant (donné par (26)), lorsqu’une forte va-
leur de µ est utilisée, le fond de la vallée est aisément atteint
(voir la figure 3a pour µ = 1) puisque (27) se comporte
comme une approche de type gradient. Toutefois, puisque
cette vallée est très étroite, le déplacement est tel qu’il re-
bondit sur les bords de la vallée et le taux de convergence
vers le minimum (dont la direction est l’axe de la vallée)
est extrêmement faible (voir la figure 3b) 4. En revanche,
si µ est trop faible, la loi de commande (27) se comporte
comme une approche de type Gauss-Newton (GN) et la
convergence n’est plus assurée (voir le grand déplacement
observé sur la figure 3a quand µ = 10−3). Une valeur in-
termédiaire (µ = 10−2) doit donc être utilisée pour assurer
à la fois un chemin optimal (Fig. 3a) et un bon taux de
convergence (voir la figure 3b). C’est cette valeur qui sera
utilisée dans la suite de ce document aussi bien pour les
simulations que pour les expérimentations.
Le comportement de la méthode MLM pour les tâches de
positionnement effectuées précédemment par les méthodes
GN et ESM est détaillé sur la figure 2. Elle montre claire-
ment que les chemins obtenus sont cette fois beaucoup plus
optimisés.
6 Résultats expérimentaux
Les expérimentations ont été réalisées sur la plate-forme
expérimentale de l’IRISA. Elle est composée d’une ca-
méra CCD montée sur l’effecteur d’un robot AFMA à
six degrés de liberté. Signalons que certaines vidéos des
expérimentations détaillées ci-desssous sont accessibles à
partir de la page http ://www.irisa.fr/lagadic/demo-visual-
servoing.html.
La première expérimentation concerne un objet plan (une
nappe) pouvant être assimilé à un objet Lambertien de telle
sorte que la matrice donnée par (22) puisse être considé-
rée comme valide. La pose initiale était rinit = (20 cm,
0 cm, 0 cm, 0◦, 11◦, 0◦), c’est-à-dire très proche de la
vallée. La pose désirée était telle que le plan de l’objet et
le plan image étaient parallèles. La matrice d’interaction a
été calculée à chaque itération en supposant toutes les pro-
fondeurs constantes et égales à Z∗ = 80 cm, ce qui est
une approximation grossière. La figure 4a rapporte le com-
portement de la fonction de coût lorsque la méthode GN
a été utilisée, la figure 4b celui observé quand la méthode
MLM a été utilisée. Les images initiales et finales sont re-
présentées respectivement sur les figures 4c et 4d ; les fi-
gures 4e et 4f décrivent respectivement le signal d’erreur
I− I∗ pour les positions initiale et finale. Tout d’abord,
comme le montre les figures 4a et b, les deux lois de com-
mande convergent puisque les fonctions de coût s’annulent.
Toutefois, la vitesse de convergence de la méthode GN est
4Augmenter la valeur de λ n’augmente pas le taux de convergence

































FIG. 3 – Influence de µ. (a) Chemin dans le sous-espace
(tx, θy) pour r = (8 cm, 4 cm, -10 cm, 3◦, -3◦, -5◦), (b)
Logarithme de la fonction de coût en fonction du temps
(en s).
très faible comparée à l’approche MLM. Remarquons éga-
lement que le réglage du paramètre λ impliqué dans (11)
n’est pas aisé pour la méthode GN, un compromis doit être
réalisé entre oscillations à la fin du mouvement et des vi-
tesses acceptables au tout début du mouvement. Il a donc
été fixé à 5 au début du mouvement puis à 1 à la fin. Pour
la méthode MLM une valeur constante λ = 4 a été utilisée.
Par ailleurs, nous pouvons constater sur la figure 4b la pre-
mière phase de l’algorithme où un mouvement constant est
utilisé (vers t ≈ 2.5 s). En effet, le coût décroît puis recroît
afin que le passage dans la vallée puisse être détecté par le
filtre.
La seconde expérimentation est beaucoup plus complexe
que la première. Tout d’abord la pose désirée n’est plus
telle que les deux plans soient parallèles, une rotation d’axe
x de 5◦ a été réalisée. Par conséquent, les profondeurs dé-
sirées sont maintenant toutes différentes. Néanmoins, nous
avons conservé la valeur Z = 80 cm dans la matrice d’in-
teraction pour montrer ainsi la robustesse de la loi de com-
mande aux variations de profondeur. De plus, un objet non
Lambertien a été utilisé, il s’agit d’une photographie recou-
verte d’une plaque de verre. Comme le montre la figure 5
où cet objet est représenté, l’objet utilisé est très spécu-
laire. La pose initiale est également plus compliquée dans
le sens où elle conduit à un plus grand déplacement pour at-
teindre la position désirée. En effet, nous avons maintenant
rinit = (20 cm, 10 cm, 5 cm, 10◦, 11◦, 15◦). Le compor-
tement de la méthode MLM est décrit sur la figure 6. Plus
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FIG. 4 – Première expérimentation. Objet Lambertien (axe
des x en seconde). (a) Fonction de coût en utilisant la mé-
thode GN, (b) Fonction de coût en utilisant la méthode
MLM, (c) Image initiale, (d) Image finale, (e) I− I∗ en
position initiale, (f) I− I∗ en position finale.
FIG. 5 – L’objet non Lambertien utilisé.
la figure 6b le comportement de la fonction de coût ; la fi-
gure 6c la partie translation de la pose ∆r entre r et r∗ (les
rotations sont représentées à l’aide d’un vecteur unitaire
porté par l’axe de la rotation et par un angle autour de cet
axe). Comme nous le constatons, malgré l’utilisation d’un
objet non Lambertien et les différentes approximations uti-
lisées, la loi de commande converge sans problème. Tou-
tefois, la fonction de coût n’étant pas lisse, la vitesse de la
caméra est bruitée. Néanmoins, cela n’a qu’un très faible
effet sur la trajectoire de la caméra comme le montrent les
figures 6c et 6d. Finalement, l’erreur de positionnement est
très faible, en effet nous avons ∆r = (-0.1 mm, -0.1 mm,
-0.1 mm, -0.01◦, -0.01◦, -0.01◦). Cette très faible erreur de
positionnement vient du fait que I− I∗ est très sensible à
la pose r.
L’expérimentation suivante est focalisée sur les occulta-




















































FIG. 6 – Deuxième expérimentation. Méthode MLM (axes
des x en seconde pour (a) et (b), en itération pour (c) et
(d)). (a) Vitesse de la caméra (m/s ou rad/s), (b) Fonction
de coût, (c) Partie translation de ∆r (en mètre), (d) Partie
rotation de ∆r (en radian), (e) Image initiale, (f) Image
finale (et désirée), (g) I− I∗ pour la position initiale, (h)
I− I∗ pour la position finale.
gées par rapport à l’expérimentation précédente. Cepen-
dant, après avoir amené la caméra à sa position initiale,
un objet a été rajouté dans la scène de telle façon que
l’image initiale est celle représentée sur la figure 7a alors
que l’image désirée reste celle représentée sur la figure 6f.
Cet objet est également bougé à la main pendant la réali-
sation de la tâche comme le montrent les figures 7b et 7c
ce qui augmente encore la surface de l’occultation. Malgré
cela, la loi de commande converge (voir Fig. 7f). Bien évi-
demment, en raison de l’occultation, la fonction de coût
ne peut plus s’annuler à la fin du mouvement (voir les
figures 7f et 7h). Néanmoins, l’erreur de positionnement
n’est pas affectée par cette occultation, en effet cette er-
reur est ∆r = (-0.1 mm, -0.2 mm, -0.1 mm, -0.02◦, 0.02◦,
-0.01◦) ce qui est très similaire à ce qui a été obtenu lors
de l’expérimentation précédente. Ce bon résultat est dû à la
forte redondance des informations visuelles utilisées.
Le but de la dernière expérimentation est de montrer la ro-
bustesse de la loi de commande aux erreurs commises sur



























 0  5  10  15  20  25  30 (f) (g) (h)
FIG. 7 – Troisième expérimentation. Occultations. Méthode MLM (axes des x en seconde). (a) Image initiale, (b) Image à
t ≈ 11 s, (c) Image à t ≈ 13 s (d) Image finale, (e) Vitesse de la caméra (m/s ou rad/s), (f) Fonction de coût, (g) I− I∗ pour
la position initiale, (h) I− I∗ pour la position finale.
les profondeurs. Un objet non plan a donc été utilisé pour
cette expérimentation, il est représenté sur la figure 8. De
fortes disparités de profondeur sont de ce fait introduites (la
hauteur de la tour du château est environ 30 cm). Les poses
initiale et finale sont inchangées. La figure 9 décrit cette ex-
périmentation. Ici aussi, la loi de commande converge sans
problème et l’erreur de positionnement est toujours très
faible, en effet nous avons obtenu ∆r = (0.2 mm, -0.2 mm,
0.1 mm, -0.01◦, -0.02◦, 0.01◦).
7 Conclusion et travaux futurs
Nous avons présenté dans cet article l’utilisation de la lu-
minance en tant qu’information visuelle pour l’asservisse-
ment visuel. C’est à notre connaissance la première fois
qu’une tâche d’asservissement visuel est réalisée sans au-
cun traitement de l’image (excepté le calcul du gradient
spatial de l’image) et sans apprentissage préalable. Pour ce
faire, une loi de commande dédiée a été proposée afin de
pallier les mauvais comportements des lois de commande
utilisées habituellement pour traiter des informations vi-
suelles de nature géométrique. Notre approche a été vali-
dée en réalisant diverses tâches de positionnement. L’er-
reur de positionnement obtenue est toujours très faible. De
plus, notre approche s’est révélée être très peu sensible aux
occultations partielles de la scène et à de fortes approxima-
tions des profondeurs nécessaires pour le calcul de la ma-
trice d’interaction. En outre, même si son calcul a été réa-
lisé à partir d’hypothèses Lambertiennes, les expérimenta-
tions ont montré que de très faibles erreurs de positionne-
ment étaient obtenues même dans le cas non Lambertien.
Les travaux futurs concerneront la réalisation de tâche de
suivi de cible. Toutefois, puisque la position de l’éclairage
ne sera plus constante par rapport à la scène, le calcul de
la matrice d’interaction devra être réalisé en prenant en
compte de un modèle de réflexion plus réaliste.
FIG. 8 – La scène non plane utilisée dans la dernière expé-
rimentation.
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