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ABSTRACT 
-- 
A new measure of computational trork which was introduced recen t ly  
is  appl ied  t o  th ree  problems: 1) measurement of the  work required t o  
f e t c h  from a s t o r e ,  2 )  determination of opera t ing  p r inc ip les  f o r  a  
t y p i c a l  genera l  purpose machine on t h e  b a s i s  of the  computing power 
of i t s  s to rage  u n i t s  and 3 )  formulation of a  minimization problem 
which provides c r i t e r e a  f o r  determining t h e  c o s t  of  a  mismatch between 
s to rage  u n i t s .  Computational work i s  a measure of t h e  equivalent  
number of l o g i c a l  opera t ions  performed by machines. 
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1. Introduc-tion 
----- 
I n  a r e c e n t  paper  C11, a measure of  "computational work" introduced e a r l i e r  
i n  t h e  s tudy  o f  e r r o r - c o r r e c t i n g  decoders C21 has  been app l i ed  t o  t h e  computation 
o f  f i n i t e  func t ions  on gene ra l  purpose machines. I n  C11 it is  shown t h a t  a pro- 
duc t  r e l a t i o n  e x i s t s  between t h e  s to rage  and t ime r equ i r ed  t o  compute f i n i t e  func- 
t i o n s  and t h a t  t h e  product  must be  l a r g e  f o r  complex func t ions .  Pn t h a t  paper  we 
a l s o  g ive  a u s e f u l  measure o f  t h e  "computing power" o f  a s to rage  device and f i n d  
express ions  f o r  t h i s  q u a n t i t y  f o r  random-access, t a p e  and d i s k  ( o r  drum) s t o r a g e  
u n i t s ,  Using t h e s e  r e s u l t s ,  it is  shown t h a t  a c l e a r  o rde r ing  o f  devices  e x i s t s  
on t h e  b a s i s  of t h e  number o f  c y c l e s  r equ i r ed  t o  compute func t ions  when no s t o r a g e  
l i m i t  is imposed. 
I n  t h i s  a r t i c l e ,  we review t h e  d e f i n i t i o n s  of  computational work and compu- 
t i n g  power and i l l u s t r a t e  one use  of  work by bou-nding t h e  work r equ i r ed  t o  f e t c h  
d a t a  from a s t o r e .  Gle a l s o  c a l c u l a t e  t h e  computing power of s t o r a g e  devices  i n  
a t y p i c a l  computing f a c u l t y  and demonstrate t h a t  t h e  power of d i s k  and drum are  
s o  much sma l l e r  than  t h a t  of core  t h a t  marked improvements i n  run t imes may be 
p o s s i b l e  through changes i n  system ope ra t ing  p r i n c i p l e s .  I n  a d d i t i o n ,  w e  cons ide r  
a machine wi th  a main and an a u x i l i a r y  memory and cons ider  t h e  minimization of  
run  t ime s u b j e c t  t o  a r e s t r i c t i o n  on t h e  amount of computational work r equ i r ed .  
For t h e  type  sf main and a u x i l i a r y  memopy consideyed, it is always d e s i r a b l e  t o .  
run jobs i n  main memory when s u f f i c i e n t  s to rage  capac i ty  is a v a i l a b l e .  When 
capacity is l i m i t e d ,  we give  cortditions u n d m  which t h e  penal-ty for use o f  aux- 
i l i a r y  storage .is Large and these condl" t ions  i n v o l v e  a eornpan~ison of a work -to 
s t a r a g e  s a h i o  w i t h  system parameters ,  
We expect  t h a t  t h e  use sf t h e  computational work measure w i l l  lead t o  a 
c leare l .  understanding o f  exchanges p o s s i b l e  between s t o r a g e ,  t ime and o t h e r  par7a- 
meters and t h a t  it w i l l  l e a d  t o  more e f f i c i e n t  use o f  machines. 
2. Work and Coinputing Power 
Model a g e n e r a l  purpose (GP) machine by a cob lec t ion  o f  k s e q u e n t i a l  ma- 
ch ines  S1 ' --- , Sk each with i t s  own clock.  We assume without  exces s ive  l o s s  
of g e n e r a l i t y  t h a t  t h e  clock c y c l e  f o r  each machine i s  a m u l t i p l e  o f  some b a s i c  
cyc l e .  Thus, t h e  model p r e se rves  t h e  i d e n t i t y  of t h e  s e v e r a l  components o f  a GP 
machine and approximates i t s  asynchronous c h a r a c t e r .  
We assume t h a t  each of t h e  k s e q u e n t i a l  machines excu te s  a f i x e d  nuinher o f  
c y c l e s  t o  do i t s  sha re  o f  a computation and no te  t h a t  t h e  complex d e f i n e s  a f u n c t i o n  
f which is a map from t h e  i n i t i a l  s t a t e s  o f  t h e  machines ( i f  t hey  can be f r e e l y  
chosen) and e x t e r n a l  i n p u t s  ( i s  t h e y  a r e  provided)  t o  t h e  s e t  of e x t e r n a l  ou tpu t s  





To measure t h e  amount of  work r equ i r ed  t o  compute f , we c r e a t e  a model f o r  
each s e q u e n t i a l  machine u s ing  l o g i c  e lements  from some u n i v e r s a l  s e t  R and us ing  
compatible memory c e l l s  which have i n d i v i d u a l  i n p u t s  and o u t p u t s  and which a c t  a s  
de l ay  u n i t s .  If a model f o r  Si con ta in s  
'i l o g i c  e lements  and i f  S. executes  1 
Ti c y c l e s ,  then we have El1 k 
W = C X.T. 2 Cn(f )  
i-1 1 1  
where C ( f )  i s  t h e  minimum nuniber o f  l o g i c  elements from R: p equ i~wd  to r e a l i z e  R 
f with  a combinat ional  ( l o g i c )  c i r c u i t .  
We c a l l  W t h e  - eomputationaL work done by t h e  models f o r  - - Sk s i n c e  
it i s  an equiva1.en-t number of l o g i c  u s e s ,  I t  should be noted t h a t f  ftrhi.ch a r e  
complex (for which  C R ( f )  is large) t r i l l  require a large {.I , and for a single 
sequential machine t h i s  means t h e  XT product must be l a rge ,  I t  s21oul.d also be 
noted t h a t  t h e  s to rage  media employed Pn t h e  models can do no wovk and t h a t  all t h e  
work i s  done by l o g i c  e l e ~ ~ w t s .  
If one of t h e  s e q u e n t i a l  machines is  a bulk s to rage  dev ice ,  we say  t h a t  it 
has  computing - power P i f  P i s  t h e  minimum number of  l o g i c  elements  r equ i r ed  t o  
model t h e  device with elements  from 0 . I f  t h e  device has a sma l l  c o n t r o l  ( a  CPU, 
perhaps)  with Xo l o g i c  elements and i f  it is used t o  compute f i n  a f i x e d  number 
of  c y c l e s  T , then  
(xo + PIT 2 Cn(f) ( 2  
If P >> Xo , we f i n d  t h a t  a product i n e q u a l i t y  holds  on P and T . 
Expressions f o r  t h e  computing power of  random-access, t a p e ,  d i s k  and drum 
u n i t s  have been obta ined  El1 under t h e  assumptions t h a t  Q is  t h e  s e t  of a l l  2- 
i n p u t  b ina ry  connect ives .  I f  t h e  random-access and t ape  u n i t s  have S b i t s  of 
s t o r a g e  and i f  t h e  t a p e ,  d i s k  and drum u n i t s  can have acaass  t o  any one of  m b i t s  
of  i n f o r n a t i o n  i n  one cyc le  ( t h e  t ime r equ i r ed  t o  access  one b i t  i n  p a r a l l e l ) ,  then  
< 9s S 5 Pra - 
S < P < 9s  + alogS 
- t -  
m 5 Pd g 5m t Blogm 
where a and B a r e  cons t an t s  and P is t h e  power o f  drum o r  d i s k ,  whichever d 
is appropr i a t e .  Re no te  t h a t  Ppa and Pt a r e  p ropor t iona l  t o  total. s t o r a g e  
s i n c e  i n  t h e  model a t  l e a s t  one l o g i c  element must be used p e r  b ina ry  c211 t o  pro- 
v ide  acces s .  On t h e  o t h e r  hand P is p ropor t iona l  t o  m s i n c e  t h e  d i sk  and drum d 
u n i t s  always r o t a t e  i n  t h e  same d i r e c t i o n  and access  i s  only r equ i r ed  t o  c e l l s  
under t h e  heads. The terms a logs  and BEogm measure the Logic required in ad- 
dressing c i r cu i t s .  
Combining (2) and ( 3 1 ,  we f i n d  t h a t  ST is bounded below approxi.mate~ 
by 6 (f) for a small control on tape and random access machines, This is Q 
t h e  kind of exchange inequality which prograr;imers have found to hold empi~i- 
e a l l y ,  It is important to note however, that ST must increase with increasing 
complexity CQ(f ) .  
C o n b i n i n g -  ( 2 )  wi th  ( 3 )  f o r  drum and d i s k  and us ing  a d d i t i o n a l  arguements 
f o r  t a p e  machines w e  have 
when t h e i r  c o n t r o l s  have a  number o f  equ iva l en t  l o g i c  e lements  s m a l l  by compari- 
son wi th  m and t o t a l  s t o r a g e ,  i n  t h e  case  o f  t h e  t a p e  machine. Combinational 
complexity CQ(f)  f o r  func t ions  o f  n v a r i a b l e s  can be very  l a r g e ;  i n  f a c t  it 
can be n e a r l y  exponen t i a l  i n  n .  Thus, Tt and Td can be very  l a r g e  with 
t h e  lower bound on Td exponen t i a l l y  l a r g e r  than  t h a t  on Tt. By c o n t r a s t  
wi th  t h e s e  r e s u l t s ,  any func t ion  o f  n  v a r i a b l e s  can be computed on a  random 
acces s  machine o f  s u f f i c i e n t  s t o r a g e  c a p a c i t y  i n  a  number of c y c l e s  T  
ra 
p r o p o r t i o n a l  t o  n  u s ing  " t a b l e  look-up". Consequently,  a  c l e a r  o rde r ing  o f  
t h e s e  s t o r a g e  t ypes  e x i s t s  f o r  f u n c t i o n s  whose complexity is l a r g e  by compari- 
son wi th  n .  
Le t  Sly S2,  --- , Sk have cyc l e  t imes r --- 1 ' 9 Tk. Then t h e  maximum 
amount o f  work which they  can do i n  t seconds,  ~ ( t  ), i f  Xi i s  t h e  minimum 
number of equ iva l en t  l o g i c  e l e n e n t s  i n  Si, i s  
If S j  is a bulk storage u n i t  of computing power 
a I? i 
and a small. control with 
'ei equivalent  l o g i c  e lements ,  then  
and P i / ~ i 3  o r  t h e  normaEEzed computi~g -- paver  - ef: the i-th stoorage ur , i t ,  is 
a measure of t h e  r a t e  a t  which 
. 'i can do work. The l a r g e r  t he  
sma l l e r  w i l l  t need be t o  do a f i x e d  amount of computational work. 
3 .  The Work Required t o  Fetch 
- ---- 
Assume t h a t  a s to rage  device has M l o c a t i o n s  each conta in ing  a b b i t  
word. Then, an i n s t r u c t i o n  t o  f e t c h  t h e  work i n  l o c a t i o n  j ,  w involves  
t h e  c a l c u l a t i o n  of  a func t ion  f ( j ;  wl, w2,  --- , wm) = w.. This  should be 
3 
viewed as a func t ion  of j with w -- 1 , , wM f i x e d ,  a s  would be t h e  case i n  a 
read-only memory. Wte t h a t  t h e  complexity of  f depends on t h e  va lues  of  
W -- 1 ' , wM s i n c e  i f  they  a l l  have t h e  same va lue  no work i s  r equ i r ed  t o  
compute f ;  t h e  output  of t h e  minimal c i r c u i t  i s  cons tan t .  
The number of  d i f f e r e n t  f e t c h  func t ions  is c l e a r l y  bM o r  t h e  number 
of - ways t o  choose w w -- 1 9 2 ,  , w .  Using j u s t  t h i s  f a c t ,  we can apply a 
counting argument given i n  111 t o  lower bound c Q ( f )  by 
f o r  almost a l l  f e t c h  func t ions ,  E f i x e d ,  o < ~ < l ,  and R t h e  s e t  o f  2-input 
b inary  g a t e s .  We a l s o  assume t h a t  t h e  addresses  a r e  r ep re sen ted  i n  b ina ry  
form us ing  log  M b i t s .  2 
Returning now t o  the  express ions  f o r  computing power i n  ( 3 )  and t h e  
i n e q u a l i t y  sf (21, we see  t h a t  t h e  number of cyc l e s  r equ i r ed  t o  compute 
j  w - -  w on a random access  machine i s  lower bounded by 1 while  t h e  
lower bound for drum and d i s k  grows almost l i n e a r l y  w i t h  MS, This  is consistent 
with practical n e t h ~ d s  of fetching from t h e s e  uniTs and confirms t h e  accuracy 
sf t h e  r e s u l t s .  
4 A Typical GP Machine 
-- 
Consider- a machine xhLch has t h r e 2  types  sf storage, core (or randsin access) 
d i sk  and drum. Using t y p i c a l  va lues  f o s  papameters of t h e s e  u n i t s ,  >re iicteerminir 
t h e i r  r e l a t i v e  computing powers and deduce c e r t a i n  p r i n c i p l e s  f o r  t h i e r  e f f  i c i e n t  
use.  
6 Let  t h e  core  con ta in  S  = 4 x 10 b i t s  of  s to rage  and have cyc le  t ime 
C 
-6 
T = 10  sec .  Let  t h e  drum have 200 t r a c k s ,  each with a  capac i ty  of 1 .6 x 10 5 
C 
b i t s  arranged s e r i a l l y  and r o t a t i o n a l  speed of  3600 rpm. The b i t s  on each t r a c k  
a r e  arranged s e r i a l l y  so  t h a t  t h e  number o f  a c c e s s i b l e  b i t s  i s  m = 200 and t h e  d r  
5 
cycle  l eng th  is  r = 1/(60 x 1.b x 10  ) s s c .  = l o 7  . Let t h e  d i sk  u n i t  have 16  d r  
d i s k s  each wi th  4000 t r a c k s  and each t r a c k  conta in ing  5.8 x l o 4  b i t s  organized 
i n  s e r i a l .  Let each d i sk  r o t a t e  a t  3600 rpm. Then, t h e  number of  a c c e s s i b l e  
-7 t r a c k s  o r  b i t s  md = 6 .4  x l o 4  , t h e  cyc l e  l eng th  t = 3 x 10 s e c ,  and the d 
t o t a l  s t o r a g e  capac i ty  Sd = 3.7 x l o 9  b i t s .  The t r a c k s  on a d i sk  a r e  arranged 
i n  groups c a l l e d  cy l inde r s  and t h e  time r equ i r ed  t o  move a  head between ad jacen t  
c y l i n d e r s  w e  assume t o  be 24  x sec .  and between extremes cy l inde r s  on a 
- 3 d i s k  t o  be 170 x sec .  These numbers shou ld  be compared t o  16 x 10  s e c . ,  
which i s  t h e  time r equ i r ed  t o  read  a  complete t r a c k  o r  cy l inde r .  
. t o  compute t h e  normalized computing power of t h e  u n i t s ,  we use  t h e  upper bounds 
given i n  ( 3 )  and neg lec t  t h e  a d d i t i v e  terms p ropor t iona l  t o  log  m . Then, f o r  c o r e ,  2 
drum and d isk  we have 
r e s p e c t i v e l y .  Thus, t h e  core  s to rage  u n i t  can do work a t  a  r a t e  which i s  36 t imes  
t h a t  o f  d i s k  and 3,600 t imes that of drum. I n  a d d i t i o n ,  P d / ~ d  may be seduced 
markedly, i n  p r ac t i c e ,  because sf t h e  t i m e  r equ i r ed  t o  move reading  heads o r  disk; 
an a d d i t i o n a l  l o s s  sf one o rde r  of  magnitude i s  poss ib l e .  
On t h e  basis  of these c a l c u l a t i o n s ,  it appears t h e r e  is s e r i o u s  mismatch be- 
tween storage devices and that jobs might be run as much as 36 t imes f a s t e r  if 
they  could be executed completely i n  core u i t h  no use made of 6isk o r  drcn. If it 
were known t h a t  a f a c t o r  of 30 o r  even 1 0  i n  run t ime is  t h e  p r i c e  t o  be pa id  f o r  
t h e  f l e x i b i l i t y  now a v a i l a b l e  i n  many computing f a c i l i t i e s  (which r e q u i r e s  t h e  use  
of t h e  inexpensive s t o r a g e  a v a i l a b l e  on drum and d i s k ) ,  then  many of  t h e s e  f a c -  
i l t i e s  might exchange drum and d i s k  f o r  core  s t o r a g e  and srnall in-core ope ra t ing  
sys t ens  . 
Suppose now t h a t  t h e  d i s k  u n i t  i n  ou r  t y p i c a l  f a c i l i t y  i s  exchanged f o r  a one 
microsecond core  u n i t  with 1/1,000 of t h e  s to rage  capac i ty  ( a t  no inc rease  i n  c o s t ) .  
The new core  u n i t  would then  have about 4 x l o 6  b i t s  of s to rage  o r  t h e  c a p a c i t y  
o f  t h e  o l d  core u n i t  and a normalized computing pwyer equal  t o  t h a t  o f  t h e  o l d  co re .  
If more core  s t o r a g e  could be purchased, t h e  normalized computing power would be 
p ropor t iona te ly  inc reased  and run  time decreased.  
These observa t ions  and t h e  i n e q u a l i t i e s  of  ( 4 )  suggest  t h a t  t h e  use of a 
v i r t u a l  memory machine may r e s u l t  i n  g ros s  i n e f f i c i e n c i e s  on jobs which a r e  complex. 
This  fo l lows  from t h e  smal l  normalized computing power of  t h e  a u x i l i a r y  s t o r a g e  u n i t s  
and t h e  f a c t  t h a t  t h e  s e r i a l  o rgan iza t ion  of d a t a  i n  them n e c e s s i t a t e s  a number of 
cyc l e s  which may grow l i n e a r l y  wi th  t h e  complexity of  jobs.  I t  does n o t  s u g g e s t ,  
however, t h a t  v i r t u a l  memory machines a r e  i n e f f i c i e n t  when t h e  job mix has a uniform 
cenplexi ty  . 
5. Work on a GP Machine with 2-Level Storage 
------ 
Assume t h a t  a GP machine with main and a u x i l i a r y  s to rage  u n i t s  of d i f f e r e n t  
cyc le  l eng ths  and computing powers is used t o  compute a func t ion  f which r e q u i r e s  
a work 7 % .  Under t h e  a s s n ~ p t f o n  that f is  computed i n  a batch mode we find 
app~oximate cxpressisns f op  the ininimerrii numbz~ of rtrain memory cycles r e q u i ~ e d  to 
compute f  , These express ions  a r e  obtained both when t h e  capac i ty  of main memory 
is l i m i t e d  and when i? is n o t ,  
Lemmain mernopy have cycle length T and eoirrpu~iaig power P Let the 
m m 
corresponding parameters  of a u x i l i a r y  memory be r  and P and de f ine  p = ra/rm 
a a 
Let t h e  main and a u x i l i a r y  memories execute T  and Ta c y c l e s ,  r e s p e c t i v e l y ,  t o  
m 
compute f  . Then t h e  t o t a l  t ime i n  main memory c y c l e s ,  T , and t h e  work done, 
W , t o  compute f  a r e  given by 
Suppose a l s o ,  t h a t  main memory has a capac i ty  of  M b i t s  and t h a t  Sf b i t s ,  of 
program must be accessed t o  compute f . Then, if Sf - < M and i f  t h e  program can 
be pu t  i n t o  main memory, t h e  minimum value  of T under t h e  condi t ion  t h a t  H = Wf is 
Thus, i f  t h e  normalized computing power of 'main memory exceeds t h a t  o f  a u x i l i a r y  
memry, t h e  func t ion  should be computed e n t i r e l y  i n  main memory and i n  a u x i l i a r y  
memory o therwise .  Th i s  r e s u l t  i s  n o t  very s u r p r i s i n g .  
Now suppose t h a t  M < Sf and Pm > Pa/p SO t h a t  f would be computed i n  
main memory i f  t h a t  were poss ib l e .  But t h i s  is n o t  poss ib l e  s i n c e  t h e  program 
f o r  f cannot f i t  i n t o  main memory and it impl ies  t h a t  T  > (sf - M)/b where 
a - 
b is t h e  number of b i t s  which can be read  from a u x i l i a r y  memory i n  one cyc le .  
With t h i s  . r e s t r i c t i o n  on T and assuming t h a t  W = W, , t h e  minimum value  of T  , 
The pena l ty  f o r  use o f  a u x i l i a r y  memory w i l l  be l a r g e  i f  t h e  second t e r n  i n  t h e  
r i g h t  hand s i d e  of (11) i s  much l a r g e r  than  Wf/Pm . I f  p is much l a r g e r  t h a n  
which is it f o r  o u r  t y p i c a l  machine described above, then the pena l ty  is 
large if 
w a  5 
Again if S >> M t ie compare 'ilf/Sf with pF' /b  i s  equal t o  5 - 4  x 10 fo r  f m A 
d i s k  a t ~ x i l i a r y  s to rage  s i n c e  b = 20 i s  t h e  number of tracks f ~ o m  which the  unit 
can read simul"iancsusly. Thus,  if t h z  vo rk  p c - ~  b i t  .sf stora,ci;e W /$ js l e s s  f - 1 E  
5 
t han  20 , t h e  nurnber of cyc l e s  r equ i r ed  because auxi1ial.y s topage is uscd w i l l  
be much l a r g e r  than  t h e  number necessary when only main memory i s  used. 
6.  Conclusion 
--- 
Through t h e  use of computational w o ~ k  we have e x h i b i t e d  t h a t  t h e  r a t e  a t  
which work can be done by s t o r a g e  devices  can l e a d  t o  mismatches between u n i t s  
which can r e s u l t  i s  g ros s  i n e f f i c i e n c i e s .  We have a l s o  shown t h a t  t h e  work p e r  
b i t  o f  s to rage  r equ i r ed  ts compute a  funcion can be used t o  measure the  pena l ty  
t h a t  must be incu r red  through use  of  a u x i l i a r y  s to rage .  If t h e  work p e r  b i t  i s  
l a r g e , t h e  pena l ty  i s  smal l .  We have a l s o  measured t h e  work r equ i r ed  t o  f e t c h  from 
a s t o r e  and shown t h a t  t h i s  l eads  t o  lower bounds on t h e  number of cyc le s  r e -  
qu i r ed  t o  f e t c h  a word i n  random-access and d i s k  o r  drum u n i t s  which i s  i n  agree-  
ment with p r a c t i c e .  
Computational work and t h e  not ion  of e f f i c i e n c y  which it impl ies  should be  
u s e f u l  i n  machine des ign  and use.  
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