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Sums C =A + B of two finite sets in a (generally non-abelian) group arc 
considered. The following two theorems are proved. I. ICI > IA 1 + i IBl unless 
C + (- B -t B) = C; 2. There is a subset S of C and a subgroup H such that 1 S > 
1.4 +lBl-lH;.andeitherHtS=SorS tH=S. 
1. INTRODUCTION 
One of the two main theorems of this paper is 
THEOREM 1. Let C = A + B, where A and B arefinite subsets of a group 
G and 0 E B. Then either C + B = C or 
Throughout, we shall let G be a group, written additively, but which is not 
necessarily abelian. For two subsets A and B of G, their sztn~ A + B is the set 
{a+bjaEA,bEB}.theirdifferenceA-Bistheset (a-blaEA.bEB). 
The symbol IS/ denotes the number of elements in S when S is a finite set. 
Theorem 1 generalizes an earlier theorem, proved by the author in 15 I. for 
sums of the form 
nB = B + ... + B (n times), 
which states that 
provided 0 E B and (n + 1)B # nB. This special case was much easier to 
prove than Theorem 1 seems to be. 
For abelian groups, Theorem 1 is easy to prove directly. The abelian 
version is also a consequence of a well-known theorem of Kneser 13. 4. 
Theorem 1.5 ). 
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KNESER'S THEOREM. If C = A + B, where A and B are$nite subsets of 
an abelian group G, then 
whereHisthesubgroupH=(gEG/C+g=C}. 
Although no completely satsifactory generalization of Kneser’s theorem to 
non-abelian groups is known, Kemperman 121 was able to prove the 
following theorem. 
KEMPERMAN'S THEOREM. If C = A + B, where A and B are Jnite 
subsets in a group G, and ifa, E A and b, E B, then there is a subgroup H of 
G (which depends on the choice of a,, 6,) such that a, + H + b, s C, and 
In his proof, Kemperman introduced a transformation which we shall 
make use of here to prove 
THEOREM 2. If C = A + B, where A and B are finite subsets in a group 
G, then there is a subset S of C and a subgroup H of G such that 
I~l>l4+lBI-lHI~ 
andeitherH+S=SorS+H=S. 
We shall then use Theorem 2 to prove Theorem 1. 
2. KEMPERMAN'S TRANSFORMATION 
THEOREM 3 (Kemperman’s Transformation). Let A and B be two finite 
sets in a group G. Assume that there is an element d E -A + A n B -- B such 
that either A + d # A or d + B # B. Then one can construct two set.s A, and 
B, in G satisJving 
(i) A,+B,gA+B,and 
(ii) eitherlA,j+lB,I=1AI+lBIandIA,I>~Al 
o~IA,I+IB,I>I4+l~I. 
Proof: First, as a matter of notation, if V and W are two sets, let V\ W 
denote the set of all elements u E V that are not in W. 
Let 
P= IA +d\Al and q=ld+B\BI. 
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By our hypothesis p > 0 or q > 0. We shall distinguish between the two cases 
p>.q andp < 4. 
If p > q, we set 
A,=AU(A +d) and B, = (-d+B)cTB. 
The set B, is not empty since d E B - B. Clearly A, + B, c A + B. We have 
and 
IB,l=IBl-lB\(-d+B)I=lBI-ld+B\BI=lBl-q. 
HenceIA,l>IAlandlA,(+lB,l=lAI+1Bl+p--q~lAI+lBl 
If p < q, we set 
A,=An(A-d) and B,=Bu(d+B). 
The set A, is not empty since d E -A + A. Clearly A, + B, G A + B. Also 
IA,I=~AI-IA\(A-d)l=1Al-IA +d\AI=lAI-p, 
and 
IB,I=lBI+ld+B\B/=lBI+q. 
Hence lA,I+IB,I=IAI+lBl+q-p>lAI+lBI. which completes the 
proof. 
Before proceeding to the proof of Theorem 2, we shall state and prove 
another theorem of Kemperman’s 12, Theorem 3 1 which we shall require 
later in the proof of Theorem 1. 
THEOREM 4 (Kemperman). Let C = A + B be the sum of h~ofinite sets 
A and B in G. If some element cc, = a, + b,, appears exactly once in A + B. 
then 
Proof We may assume without loss of generality that 0 E A n B and 
that 0 appears exactly once (namely, 0 = 0 + 0) as a sum a + b, since we 
may replace A by -a, + A and B by B - b,. If A f’ B = { 0) we are done 
since IA+B~>IAuBI=~A~+IBI- I. Hence we may assume that AnB 
contains an element d#O. Now 0 &A + d since O# dE B, hence 
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A + d # A. Therefore, by Theorem 3 and its proof, the sets A,, B, , given by 
either 
A,=Au(A +d), B,=(-d+B)nB 
or 
A,=An(A-d), B, =BU(d+B), 
satisfy conditions (i) and (ii) of Theorem 3. Moreover, it is easy to verify 
from the construction that 0 E A, n B, and that 0 appears exactly once in 
A, +B,. If A, fl B, contains a non-zero element we may apply 
Kemperman’s transformation again to the pair A r, B, . By continuing in this 
way, for as long as possible, we obtain a sequence of pairs of sets A,, B, 
(k = 0. l,... ). where A, = A, B, = B, satisfying 
(i) Aa+Bk~Ak-,+Bkml. 
(ii) Either IAkl+JBkl=JAk~,(+JBx._,I and JA,I>IAkm,) 
or IA,1 + 141 > IA,-,I + ILlI. 
(iii) 0 E A, n B, and 0 appears exactly once in A, + B,. 
This sequence must terminate since, by (ii), the ordered pair of numbers 
(IAkl + IB,l. IAkl) increases lexicographically as k increases, while. by (i), 
the numbers I A,1 and 1 B,l are bounded above by (A, + B, / = 1 C/. For the 
terminal pair A,, B,. we must have A,, n B, = (0). Hence 
ICI 3 IA,, + B,l> lA,uB,I = IA,, + IB,l - 12 IA I + IBI- 1, 
which completes the proof. 
3. PROOF OF THEOREM 2 
To prove Theorem 2, we begin with the two finite sets A and B and 
successively apply Kemperman’s transformation for as long as possible. 
Thus, by Theorem 3, we obtain a sequence of pairs of sets A,, B, 
(k = 0, l,... ), where A, = A and B, = B, such that 
(i) C=A,+B,ZA,+B,Z... ?AA,+B,?...,and 
(ii) either IA~I+IBkj=IA~-,I+IBk-,/ and lA,I>lA,..,l 
or L&l + PA > I&,I + IL,l. 
By (ii) the ordered pair of numbers (I A,1 + I B, /, 1 A,I) increases 
lexicographically as k increases, but, by (i), the numbers lA,l and I B,I are 
bounded above by I Cl. Hence the sequence must terminate at some final pair 
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A,, B,. For notational convenience we shall drop the subscripts and write 
E = A,, and F = B,. Since the sequence terminates at the pair E, F. it follows 
that E+d=E and dtF=F for all dE-EtEnF-F. Thus, in 
summary, we have 
EtFcC, (1) 
lEl+ IFI Z IAl + 14. (2) 
EtD=E and DtF=F, where D=-EtEnF-F. (3) 
We now take S to be the set 
S-EtF. 
We shall prove next that there is a subgroup H such that 
ISl>IEIfIFI-IHI. (4) 
and either H + S = S or S + H = S. Theorem 2 then follows since, by (2) 
and (4), 
To prove (4) we consider the two cases IEJ > IFI and 1 El < 1 Fl. 
Suppose IEl>lFl. If F-F&-EtE, then x-j>&-EtE, for some 
pair X. y E F, hence E f x n E + J’ = 0. Therefore 
and so (4) holds for the trivial subgroup H = {O}. Hence we may assume 
that F - F G -E + E, which implies that D = F - F. It follows from the two 
equations D f F = F and D = F - F that D is actually a subgroup and that 
F is a left coset F = D $ z. The argument runs as follows: If z E F. then 
F=F-z+zcF-F+z=DtzlF. 
from which we conclude that F = D + z. Also 
DtDxDtDtz-z=DtF-z=F-z=D. 
which shows that D is a subgroup. Now let H be the conjugate subgroup 
H=-ztD+z. We have F=Dtz=ztH, hence F=z+H is a right 
coset of H. Thus 
S+H=E+FtH=EtF=S, 
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and 
ISI = IE + Fl > 1-E = IEl+ IFI - IHI. 
which proves (4). 
In the remaining case IEl < IFI. the proof is similar, and condition (4) is 
satisfied by a subgroup H that fixes S on the left: H + S = S. 
4. PROOF OF THEOREM 1 
We shall prove Theorem 1 by induction on / Cl. Assume that C = A + B 
andOEB.If~B~=l,henceB=(O},thenC+B=C,andTheoremlholds. 
We may assume, therefore, that ICI > 1 and that Theorem 1 is true for all 
pairs of sets A,, B, in G (OEB,) for which iA, +B,I <ICI. 
By Theorem 2 there is a set S c C and a subgroup H of G such that 
I~l>l4+I~I-lHl~ (5) 
and either H + S = S or S + H = S. We shall consider two cases. 
Case 1. Assume that S + B = S. It follows that S ~ B = S since S is a 
finite set. We divide A into two parts as follows: 
A,=AnS, A,=A\A,=(aEA la&S}. 
Clearly A,+BcS. Conversely, if s=a+bES (aEA, bEB), then 
a=s-bES. This shows that A,#$% A,+B=S, and A,+Bi?S=0. 
Thus C is the union of the two disjoint sets S =A, + B and A, + B. If 
C + B = C we are done. Assume C + B # C. Hence A, # 0 and .4, + B + 
B # A i + B. Since IA, + B ( < / Cl, we have, by induction. that 
Hence 
Case 2. Assume that S + B # S. Let b,, be an element of B such that 
S + 6, # S. We shall show that 
~SuS+b,l>IS/+lHl. (6) 
In the case that H + S = S, inequality (6) is obvious since both sets S and 
S + b, are unions of complete left cosets of H. However, if S + H := S, then 
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(6) is less obvious and the argument is more interesting. In this case let 
T = H U (b,} and consider the sum set S -t T. There is an element s,, E S 
such that s, + b, @ S. Since S + H = S. s,, + b, appears exactly once in the 
sum S + T. Hence by Theorem 4 
But this proves (6) since S + T = S U S + 6,. 
Let A, = A n S. We have C 2 A since 0 E B. Hence any elements in A 
that are not in A, belong to C but not to S. Thus 
lCI-I~I>I4-IA,I~ (7) 
By (6) s -+ b, @ S for at least I HI elements s E S. Of these s, let p be the 
number such that s + b, E C, and let q be the number such that s t b,, & C. 
Clearly 
ICI 3 ISI fP (8) 
IfsESbuts+6,,6?C,thens@A,hencesES\A,,.Thus 
ISI Z lAoI + 4. 
Since p t q > I HI, (8) and (9) combine to give 
I Cl 2 IA,,1 + IHI 
(9) 
(10) 
Inequalities (5) (7). and (10) add up to 
2 j Cl > 2 IA I t IBI: 
Hence 
which completes the proof. 
5. AN EXAMPLE 
Can Theorem 2 be strengthened to read: 1 CJ > 1 A 1 + I B 1 - 1 H 1, where H is 
a subgroup such that either C + H = C or H + C = C? In other words, can 
we actually take S = C in Theorem 2? Such a theorem would provide a most 
satisfactory extension to general groups of Knesers’s theorem. Unfortunately, 
this stronger version of Theorem 2 is false, as we shall now demonstrate with 
some examples. The examples also provide non-trivial instances of equality 
in Theorem 1. 
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Assume that Kc Q c G is a chain of groups, that u’ E Q and x E G are 
fixed elements, and that the following relations hold: 
6) IKI > 1, 
(ii) (-w + K + w)A K = (O}, 
(iii) (w+K+w)flK=D, 
(iv) (-x+K+x)nQ= (0). 
LetA=(x+Q)UKandB=(K+w)UK.Thus 
C=A +B=(x+Q)U(K+M’)UK. (11) 
By (i), (ii), and (iv), x 66 Q and w 6? K; therefore the three sets x + Q. K + M’, 
and K are disjoint in pairs. Thus IAl = IQ1 + IKI, IBl = 2lKl. 
ICl=lQl+2lKl, and 
ICI = IA I + IBl - lK1 < IA I + IBI - 1. (12) 
Now suppose that C + g = C, for some g E G. By (i) and (ii), I Ql > 2 / KI. 
Thus, by (1 l), (x + Q + g) n (s + Q) # 0. It follows that g E Q, hence 
x + Q + g = x + Q, and therefore B + g = B. But conditions (ii) and (iii) 
ensure that B + g = B has no solution except g = 0. This proves that 
C + g = C has no solution g # 0. By similar reasoning, g + C = C has no 
solution g # 0. Thus H + C = C or C + H = C can hold only for the trivial 
subgroup H = (O}, which, on account of (12). shows we cannot take S = C 
in Theorem 2. We also have 
which illustrates equality in Theorem 1. 
Conditions (i)-(iv) are realized in certain groups of order p. Let p be an 
odd prime. Let P = (w, x, y, z) be the abelian group of type (p, p,p,p) 
(elementary abelian group of order p”) with generators MJ, s,y, z. The 
automorphism of P defined by 
I%+ w +y. x+x+z, y + -1’. Z“? 
has order p. Thus we may embed P as a normal subgroup in a group G of 
order p5 by adding a fifth generator v, of order p, along with the relations 
-v+w+v=w+y, -v +y + zJ=J 
-v+.u+u=x+z, -v+z+lT=z. 
Now let K be the cyclic subgroup K = (~3) of order p, and let Q be the 
subgroup Q = (v, w) = (v, w, y) which has order p3. Let w and x correspond 
to the w and x of conditions (it(iv). It is easy to verify (i j(iv). 
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We are unable to decide the following possible generalization of Kneser’s 
theorem which was conjectured by Diderrich 111: 
If A and B are finite sets in a group, thert there 
is a subgroup H such that A + H + B = A + B and 
IA +Bl>I4+IBl-IW 
Diderrich proved his conjecture in the special case that B is an abelian set, 
i.e., the elements of B commute. 
6. AN APPLICATION 
The hypothesis that 0 E B disappears from Theorem 1 when we refor- 
mulate the theorem in the following way. 
THEOREM 5. Let C = A + B, brhere A and B are finite sets in a group. 
Then either C + (-B + B) = C or 
Proof: If C + (-B + B) # C, then C + (-6, + B) # C for some b,, E B. 
Hence A + (B - b,) + (B - b,,) #A + (B - b,,). Since 0 E B - b,, we may 
conclude, by Theorem 1. that lA+B-b,1~1AI+~lB-b,1. Hence 
IA +BI>:AI+;lBI. 
COROLLARY. If A is a finite set in a group, then either 
IA +I>$4 
or A -A is a subgroup. 
Proof The corollary follows upon setting B = -A in Theorem 5. 
We shall next apply Theorem 5 to sums of the type 
nB=B+...+B (n times ). 
where B is a finite set in a group. It may happen that nB stops growing at 
some point, that is InBl = l(n + 1)BI. Clearly InB 1 = I(n + 1)BI if and only if 
(n + 1 )B = nB + 6, = nB + b, (for all b,, 6, E B), or equivalently 1zB + 
(B - B) = nB. Thus 1 nB / # i(n + 1 )B / if and only if 
nB$-(B-B)#nB. (13) 
Now if the two sets B -B and -B + B generate the same subgroup (as they 
do. for example, when 0 E B), then condition (13) implies that nB + 
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(-B + B) # nB. This, in turn, implies, by Theorem 5, that InBl = 
I(n - 1)B + BI > I(n - 1)BI + f JBl. We shall prove next that InB( # 
I(n + 1)BI implies lnBl >I(n- 1)Bl +$ lB1 in any case, even when 
(B-B)#(-B+B). 
THEOREM 6. If B is a Jnite set in a group and n > 2, then either / nB 1 = 
l(n + l)B( or 
Proof: Assume that I nBI # I(n + 1)B I. If nB + (-B + B) # nB, then our 
result follows directly if we apply Theorem 5 to the sum (n - 1)B + B. 
Therefore we may assume that nB + (-B + B) = nB. Hence 
nB+H=nB, (14) 
where H = (-B + B) is the subgroup generated by the set -B + B. Since 
(n + 1)B includes all translates b + nB (b E B), our assumption that I nB / # 
I(rt + 1)BI implies that 6, + nB # bz + nB, for some pair b,. bz E B. Hence. 
for this fixed pair b, , b2, we have 
-b, + b2 + nB # nB. (15) 
By (14) and (15). the set -b, + bz + nB must contain at least I HI elements 
that are not in nB. Thus 
-b,+bz+c6?nB (16) 
for at least /HI elements c E nB. Let 6, be any element of B. Let r be the 
number of elements c in nB that satisfy (16) and c 6Z (n - 1)B + b,,; let s be 
the number of elements c in nB that satisfy (16) and c E (n - 1)B t b,. We 
have r + s > I HI. 
Since c @ (n - 1)B + b, for at least r elements c E nB, we have 
lnBl> l(n - 1)BI + r. (17) 
If cE(n- l)B+b, and -b,+b,+c@nB, then bz+c-b,EnB and 
bz + c - b, & b, + (n - 1)B. This accounts for s elements in nB that lie 
outside of b, + (n - 1)B. Hence 
InBi>i(n- l)B(+s. (18) 
Since r+s>lHl>lB1, either r>fIBI or s>flBl. Hence our conclusion 
follows either from (17) or from (18). 
If I nB/ = j(n + 1)BI in Theorem 6, we can say more about nB. Let B be a 
finite set in G and let (B) denote the subgroup generated by B. Let N be the 
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set of all sums clb, + c,b, + ... + ck 6, (k = 2, 4 ,... ). where bi E B, ci = f 1, 
and F,+E~+... + tzk = 0. Clearly N is a normal subgroup of (B) and 
B + N = b + N. It is easy to prove that 
(i) InBl = I(n + 1)BI.f or some n if arld only if N is finite. 
(ii) Zf In,Bl = I(n,, + l)BI, then nB = nb + N, 
for all n > n,. 
REFERENCES 
I. G. T. DIDERRICH, On Kneser’s addition theorem in groups, Proc. Amer. Marh. Sot. 38 
(1973). 443-451. 
2. J. H. B. KEMPERMAN, On complexes in a semigroup. Zlzdug. Math. 18 (1956), 247-254. 
3. M. KNESER. Abschatzung der asymptotischen Dichte von Summenmengen. hluth. Zeit. 58 
(1953). 459-484. 
4. H. B. MANN. “Addition Theorems: The Addition Theorems of Group Theory and Number 
Theory.” Interscience, New York, 1965. 
5. J. E. OLSON, Sums of sets of group elements. Acra. Arifh. 28 (1975). 147-156. 
